Recently, the metaheuristic optimization algorithms inspired by nature and different science branches have been powerful solution methods for unconstrained, constrained, and engineering problems. Various metaheuristic optimization algorithms have been proposed and they have been applied to problems in different fields. This paper proposes a novel optimization method based on a modified version of the Golden Sine Algorithm for solving unconstrained, constrained, and engineering problems. The basic idea behind the proposed modified Golden Sine Algorithm (GoldSA-II) depends on finding the optimum solution field in search space by using the decreasing pattern of the sine function and the golden ratio. The performance of the proposed GoldSA-II is evaluated using 19 unconstrained benchmark functions, five constrained optimization test problems, and five real engineering design problems. The results of the proposed GoldSA-II are compared with best-known optimization algorithms using some well-known criteria. The obtained results
Introduction
Metaheuristic algorithms have proved their potential for finding optimal solutions to real-life problems when classical methods may not achieve the optimal solution within an acceptable computation time, especially when there is a global minimum surrounded by a large number of local minima [1] . Therefore, metaheuristic algorithms are widely used to find the global optimum of real engineering problems. The disadvantages of existing numerical methods, such as simplicity, efficiency, and accuracy, encourage researchers to rely on metaheuristic algorithms based on methods that are inspired by nature or different branches of science to solve engineering optimization problems.
In many complex engineering problems, if there is more than one local optimum, the optimal solution obtained based on the choice of the starting point may not be global optimal [1] . The main reasons for the widespread use of general-purpose heuristics are local optimality avoidance, code simplicity, feasibility, flexibility, robustness, simplicity, analyticity, and derivation [2] . Metaheuristic algorithms usually try to find the right solution by combining the rules imitating natural phenomena and randomness [3] . Another advantage of metaheuristic algorithms is that they are not dependent on the problem. Therefore, these algorithms are general-purpose methods used to solve all kinds of problems, unconstrained or constrained. On the other hand, the accuracy of the results can compromise as much as the minimum error value [4] . Different science branches or their combination inspire general-purpose metaheuristic methods.
The branches of science that are based on biology, physics, sociology, chemistry, and mathematics inspire the metaheuristic methods. The biological and swarm-based optimization methods are inspired by some successful features such as natural selection process, propagation, nutrition search, and hunting [5] .
The most common algorithms in this group are Genetic Algorithm (GA) [6] , Differential Evolution (DE) [7] , Eco-Inspired Evolutionary Algorithm (ECO) [8] , Particle Swarm Optimization (PSO) [9] , Convergent Heterogeneous Particle Swarm Optimization (CHPSO) [10] , Symbiosis Organisms Search (SOS) algorithm [11] , Ant Colony Optimization (ACO) [12] , Wolf Search Algorithm (WSA) [13] , Firefly Algorithm (FA) [14] , and Whale Optimization Algorithm (WOA) [15] . Physics-and chemistry-based optimization methods are inspired by physics and chemistry, include electrical loads, gravity, river systems, perfect harmony, etc., and imitate certain physical and chemical laws. The most common algorithms in this group can be summarized as Artificial Chemical Reaction Optimization Algorithm (ACROA) [16] , Electro-Magnetism Optimization (EMO) [17] , Gravitational Search Algorithm (GSA) [18] , Harmony Search Algorithm (HS) [19] , and Water Cycle Algorithm (WCA) [1] . Metaheuristic algorithms based on sociology are inspired by social and competitive behavior of human beings. The most popular algorithms of this group are Anarchic Society Optimization (ASO) [20] , Imperialist Competitive Algorithm (ICA) [21] , Social-Based Algorithm (SBA) [22] , League Championship Algorithm (LCA) [23] , and Soccer League Competition Algorithm (SLC) [24] . Mathematical-based optimization algorithms are performed using the combination of metaheuristic and mathematical programming techniques.
There are a few algorithms in this field. Base Optimization Algorithm (BaOA) [25] , Sine Cosine Algorithm (SCA) [26] , and Golden Sine Algorithm (Gold-SA) [27] can be given as examples. Although many optimization algorithms have been presented in the literature, none of the developed optimization algorithms may find an optimum solution for all problems. Therefore, existing algorithms have developed or new algorithms have been proposed in the archival literature.
In the present paper, a novel optimization method (modified Golden Sine Algorithm -GoldSA-II) is proposed. Although the Gold-SA presented by [27] found optimum solutions for unconstrained benchmark functions, it could not show the same success in many constrained problems due to its finding local optimums instead of global optimums. In the proposed optimization method, this problem is eliminated by using a decreased pattern of the sine function and the golden ratio. The GoldSA-II improves the searching facilities to find the global solution. To evaluate the performance of the GoldSA-II, it is applied to unconstrained benchmark functions, constrained test problems, and engineering design problems. The results obtained from the proposed algorithm are compared with those of several well-known optimization algorithms as well as the Gold-SA by means of some performance criteria. It is seen that the proposed GoldSA-II gives satisfactory results.
The modified Golden Sine Algorithm
In the literature, population-based algorithms are widely used because of preventing local optimality, exploring the search area, and being more accurate and reliable when compared with global optimum individual-based algorithms [26] . It still has unresolved problems or the idea that earlier problems can be solved better with new algorithms. The GoldSA-II has been developed to eliminate some drawbacks of the Gold-SA. The basic idea of the Gold-SA and GoldSA-II optimization algorithms is the sine function and the golden ratio.
The scan of the unit circle for all values of the sine function is similar to the search space in optimization problems [27] . A trigonometric sine function and its phasor representation can be depicted in Figure 1 .
When this vector rotates in the anti-clockwise direction, its endpoint will rotate one complete revolution of 2π representing one complete cycle. In the Gold-SA, the entire unit circle can be scanned with a constant radius value and a constant frequency obtained from the sine function. Therefore, the Gold-SA cannot provide a good solution for constrained problems. The reason for this case is that the Gold-SA finds local minima since it cannot meet the constraints depending on objective functions. The modified GoldSA-II was developed based on the Gold-SA, which uses the sine function and the golden ratio. The sinusoidal waveform can be presented in (1) .
where A is amplitude, ω is angular frequency in rad/s , and t is time in s. As given in (1), angular frequency ω and magnitude A of sine are changed depending on the number of iterations. Golden section search is an optimization technique that can be used to find the maximum or minimum value of unimodal functions [27, 28] .
The equations given in (2) and (3) are used to find the optimum value in the golden section search.
where a, b are the interval to be searched, and τ is the golden ratio and its value is approximately 0.618033. The procedure of the golden section search method is given in Figure 2 . The modified GoldSA-II aims to improve the search using a reduced pattern of sine function and the golden ratio method. This case is shown in Figure 3 .
In general, population-based optimization techniques start with a series of random solutions to the optimization process. This set of random solutions is repeatedly evaluated by the objective function until the stopping criterion is reached to find the optimal solution. It is aimed to find a global optimum by evaluating a sufficient number of sets of random solutions [26] . In all of the population-based optimization algorithms, it is common for the optimization process to be divided into two stages: exploration and exploitation [29] . In the first stage, the optimization algorithm combines the random solutions in the solution domain with a random ratio to find the regions that will reach the global optimum in the search space. However, random variations are less than in the exploration domain and there are gradual changes in random solutions in the second stage.
In this study, the position update equation for both steps is given in (4) and (5): (4) and (5) will be combined and used as in (6) . The parameters r 1 and ω used in the sine function are as follows: r 1 is a random value that determines how far the movement is to the target or outside of the target for searching the whole region. The parameter r 2 is a random weight value applied to the target to increase or decrease the effect of the target defining the distance. The parameter r 3 is a random value that provides a choice between the two components defined in (4) and (5). The parameters x 1 and x 2 are the values obtained from the golden section search technique, which narrow the search space to bring the current value closer to the target value. Figures 3 and 4 show how the proposed equations describe the movement in or out of the target region in the search space, using the pattern of decreasing sine function and the decreasing golden section method. Movements in the search space ensure that a solution can be repositioned around another solution, exploring the search field and exploiting the domain defined between the two solutions. In order to narrow the solution range, it uses the golden section method as shown in Figure 2 . The dr t , which is used to determine the direction of motion, is given in (7) and the sinusoidal angular frequency ω is given in (8) .
where t is the iteration step and t max is the maximum iteration.
where F c is the frequency in Hz . Furthermore, an observation space ( P ) is formed in the GoldSA-II as a search space. Initially, the search space and observation pool have the same random position values as shown in (9) . At each iteration, the best position values to approximate the target are determined and used as the best solution set in the next iteration by using (10) . The best optimum value position in this observation pool is taken as the target position ( D p ). The optimization procedure of the modified GoldSA-II is shown in Figure 5 .
3. Performance evaluation of the proposed algorithm MATLAB programming software is used for coding and application purposes. The optimization task was performed on an Intel Core (i) i5-4460, 3.2 GHz CPU, 64-bit operating system with 4 GB RAM. In this study, some minimization benchmarking functions, constrained problems, and engineering design problems are investigated. To evaluate the performance of GoldSA-II, 19 benchmark functions, five constrained problems, and five engineering design problems widely used in the literature were tested.
Minimization problems are used instead of maximization problems by transformation f min (x) = −f max (x) . The most important thing is that the constraints are not neglected in constrained optimization problems. There are several methods that allow the use of constraints, such as penalty methods, special operators, repair algorithms, separation of objectives and constraints, and hybrid methods [30] . All equality constraints in the function are replaced by inequality constraints, |h (x) | ≤ ε with ε = 2e − 16 [31] . All benchmark problems with known global optimizations were run 50 times independently for each optimization method and their results 
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Equat on (2) and (3) for ← 1 to were recorded. In each run, if the difference between the best solution found ( f min ) and the known global optimum ( f opt ) is less than the predefined value (i.e. less than 0.1% or 0.001% of the optimum), the optimization is interrupted and the values are saved [1] . If the algorithm finds a solution that satisfies f min − f opt ≤ 1e − 4 , it is considered successful.
In the present study, statistical results were calculated and recorded for the following performance criteria for each problem: 
c) Number of function evaluations (NFEs) = population size ×i th iteration.
where n is total number of runs.
e) Average computational time (ACT) (seconds).
GoldSA-II is compared with the seven well-known metaheuristic algorithms. These are biology-based algorithms: DE, PSO, WOA; physics-and chemistry-based algorithms: GSA, HS, WCA; and a math-based algorithm: Gold-SA. The parameters used in the comparison algorithms are as follows:
• PSO: Inertia Weight Damping Ratio = 0.99, Inertia Weight = 1, Global Learning Coefficient = 2.0, Personal Learning Coefficient = 1.5.
• CHPSO: Inertia Weight Damping Ratio = 0.35, Inertia Weight = 0.9, Acceleration Constants = 1.49445.
• WOA: b = 1.
• GSA: Rnorm = 2, Rpower = 1, Elitist Check = 1.
• • DE: Upper Bound of Scaling Factor = 0.8, Lower Bound of Scaling Factor = 0.2, Crossover Probability = 0.2.
• SOS: Benefit factor (BF): random number either 1 or 2.
• WCA: Evaporation condition constant = 1e -5, The number of rivers = 4.
• GoldSA: Golden section constant = [-pi, pi], Golden ratio ( τ ) = 0.618033.
All optimizers were run by using equal populations. In addition, the number of iterations was determined based on similar studies for fair comparison in unconstrained and constrained benchmarking problems. For unconstrained benchmark functions, the number of populations is 30 and the maximum number of function evaluations is 3000. For constrained benchmark functions, the number of populations is 200 and the maximum number of function evaluations is 2e + 06 [1, 8, [25] [26] [27] .
Unconstrained benchmark test functions
A total of 19 test functions were selected from the unconstrained benchmark functions commonly used in the literature, including unimodal (F1-F6), multimodal (F7-F14), and fixed-size multimodal functions (F15-F19) [26, 32] . Unimodal functions are functions that are used to test the convergence rate of search algorithms and have a single global optimum. Multimodal functions are very difficult to optimize and have many local minima. In multimodal functions, as the number of problem dimensions increases, the local minimum number also increases. The fixed-size multimodal functions consist of a fixed minimum number of local minimums. Test problems of multimodal functions are very important to evaluate the search capacities of optimization algorithms. In the present study, optimum values for all benchmark functions are given in Table 1 .
The statistical results of unimodal, multimodal, and fixed-size multimodal benchmark functions for reported algorithms are given in Table 2, Table 3 and Table 4 , respectively. The NFEs given in all tables show the number of function evaluations with the best value.
According to the statistical results of the unimodal benchmark functions in Table 2 , only the GoldSA-II and Gold-SA in F1-F3 functions reach the optimum value when the Best results are considered. For F4 and F5 functions, the closest result to the optimum value was also in GoldSA-II and Gold-SA, but better results were obtained in GoldSA-II. In the F6 function, the PSO algorithm gave the best value. Although there are algorithms that give better results than the proposed algorithm according to the number of function evaluations (NFEs) and the average computational time (ACT) for F1-F5 functions, the success rate (SR) of only GoldSA-II is 100%.
The statistical optimization results of the multimodal benchmark functions are given in Table 3 . None of the optimizers in function F7 reached the optimum value and the SRs were 0%. However, the results of the GoldSA-II (Best, Mean, Worst, Std) are better than those of the other optimizers. The GoldSA-II, Gold-SA, WOA, and SOS in the F8 function have been the algorithms that optimally converge. As seen in function F8, the SR of these three algorithms is 100%. On the other hand, in terms of the NFEs, the GoldSA-II is more successful than the Gold-SA, SOS, and WOA. The best values for the F9 function are found in the GoldSA-II and Gold-SA. It is seen that NFEs in the GoldSA-II and the ACT in the Gold-SA are better. In the F10 function, GoldSA-II, Gold-SA, SOS, PSO, and WOA achieved optimum results when the Best values were examined. However, even at Worst, the GoldSA-II, Gold-SA, and SOS are the only ones that achieve optimum results.
According to SR values of the F11 function, only the DE, SOS, and GoldSA-II have the SR of 100%. Given the other performance criteria of the F11 function, DE algorithm achieved better results than the GoldSA-II, except for NFEs and ACT criteria. In none of the F12-F14 functions did optimizers reach the optimum value. GSA in F12 and F13 functions and PSO in F14 function were the most successful algorithms.
When the statistical results of the fixed-size multimodal benchmark functions in Table 4 were examined, none of the optimizers in F17 achieved success. However, in all functions except F17, only the SR of the GoldSA-II is 100%. When the average error (AE) value is examined, in F15 and F19 functions GoldSA-II and in F18 function CHPSO are the most successful algorithms. According to AE value, the PSO, DE, SOS, and GSA algorithms in F16 function and the GSA in F17 function obtained better results than the proposed algorithm, but even in these functions the GoldSA-II reached near optimum values.
The proposed algorithm seems the most outperforming algorithm among other optimizers in all functions. When the obtained statistical results in Table 2, Table 3, and Table 4 are considered together, it is seen that the GoldSA-II is more successful in unimodal and multimodal functions than the other compared optimizers. The proposed algorithm finds the real optimum result for unimodal functions F1-F3, for multimodal functions F8 and F10, and for fixed-size multimodal functions F15, F16, F8, and F19.
Constrained optimization test problems
The performance of the proposed GoldSA-II was tested, in this section, with 5 of the most frequently used constrained optimization problems (Table 5) [33, 34] . In order to evaluate the proposed algorithm, statistical results obtained from constrained optimization problems were compared with those of other optimizers. The most successful algorithm in P1-P5 problems was the GoldSA-II as shown in Table 6 . According to the optimization results in the Best column in Table 6 ,the proposed algorithm obtained optimal values in four constrained problems (P1, P3, P4, and P5) and the SR was 100%. The SR of the proposed algorithm in the P4 problem was 2%. While the DE, SOS, and HS algorithms provide the same success rate in the P1 problem, the SOS and DE algorithms complete the faster operation more quickly when looking at the ACT and NFEs respectively. The PSO algorithm in the P2 problem and the GoldSA-II in th P3 problem obtained the most successful solutions.
In the P4 problem, only the GoldSA-II converges to the optimum value when the values in Table 6 are examined. With respect to the SR in the P5 problem, almost all the optimization algorithms showed the same success. However, the WOA, CHPSO, and Gold-SA did not reach optimum values. In the P5 problem, the fastest recommended algorithm according to the ACT value of the algorithms that reach the optimum value is the GoldSA-II. Considering the values given in NFEs, the WCA has the smallest number of function evaluations. Another remarkable detail of Table 6 is that the proposed algorithm has the fastest runtime even if the number of function evaluations is high. 
Engineering design problems
In this section, five commonly used engineering design problems in the literature were examined, and the performance of the GoldSA-II was compared with that of other optimizers (Table 7 ) [1, 34] . The statistical results of these design problems are shown in Table 8 . In the results shown in Table 8 , the GoldSA-II is the Table 7 . Constrained engineering design problems.
Engineering design problems Dimension
E1 Pressure Vessel 4 E2 Tension/Compression Spring 3 E3 Welded Beam 4 E4 Three-Bar Truss 2
E5
Multiple Disk Clutch Brake 5 most successful algorithm in finding the best solution in two engineering design problems (E2 and E4). The proposed algorithm has the second best solution after the DE algorithm in the E1 problem. The GoldSA-II and SOS algorithms reached the same result with respect to Best, Mean, and Worst values. In the E5 problem, all optimizers except for GSA and CHPSO achieved the same optimal solution and according to NFEs value the GoldSA-II is more successful. According to the ACT value, the WOA found an optimum result in a shorter time. 
Nonparametric statistical analysis results
Statistical tests are used to obtain more reliable results in comparison of metaheuristic algorithms. Wilcoxon's signed rank test is often used as a nonparametric test to compare the performance of algorithms for solving numerical optimization problems [27, 35] .
Wilcoxon's signed rank test was performed between the GoldSA-II and the other meta-heuristic algorithms with statistical significance α = 0.001. The statistical results are shown in Table 9 . P < 0.001 indicates that there is a statistically significant difference between the results obtained from the compared algorithms.
Results without significant differences (P > 0.001) are not shown in the table.
In Table 9 , the P-value is the average of the significance values in the compared functions. R + is the average of the rankings for which the GoldSA-II achieves better results than the compared algorithms. R − is the average of the rankings in which the GoldSA-II achieves worse results than the other compared algorithms.
S + is the number of functions for which the GoldSA-II is successful according to the compared algorithms. S − is the number of functions for which the GoldSA-II is not successful according to the compared algorithms.
From the results given in Table 9 , it is clear that the GoldSA-II is superior to other optimizers. According to Wilcoxon's signed rank test comparison results shown in at the results, the best algorithm after the GoldSA-II is the DE algorithm.
Sensitivity analysis
The response of the algorithm with the least precision for the changes made to the control parameters is an important criterion indicating the robustness of the algorithm. In order to test the robustness of the proposed new algorithm, sensitivity analysis was performed by changing the initial population and the iteration of the Figure 6 (a-b), Figure 6 (c-d), and Figure 6 (e-f), respectively. It is seen in these figures that the proposed algorithm with different iteration and population numbers always tries to converge to the optimum solution.
Discussion
When the results of the performance criteria (Best, Mean, Worst, Std, and AE) obtained by the GoldSA-II are examined in constrained and unconstrained problems, it is seen that the proposed algorithm is very successful. The proposed GoldSA-II found the best result within nine out of 19 unconstrained benchmark functions, within four out of five constrained benchmark functions, and four out of five real constrained engineering design optimization problems. The obtained results also show that the proposed algorithm works to converge steadily with optimal solution in all problems. Other optimization algorithms do not show the same situation.
Looking at the results of NFEs, the GoldSA-II, in general, has not shown the same success due to scanning the search space based on the maximum number of iterations to find the optimal solution. When the ACT values are examined, the GoldSA-II finds the best optimal solution at much shorter run-time than other algorithms with small NFEs. Even Mean and Worst values of the proposed algorithm obtained from the used problems are better than the Best values obtained by some optimizers. The performance of the proposed algorithm has also been statistically demonstrated according to Wilcoxon's signed rank test. Depending on the performed sensitivity analysis results, it can be concluded that the proposed algorithm always converged to the optimum solution with respect to different numbers of iterations and populations. Better results can be obtained from the proposed GoldSA-II by using optimized parameters, hybridizing with other algorithms, and uniformly distributing the initial candidate solutions in the search space of the problems.
Conclusion
In this study, a new search and optimization technique called the GoldSA-II is proposed. The underlying idea behind the method was inspired by the Gold-SA, which uses the sine and the golden ratio functions. The proposed algorithm scans the entire of the search space using the decreasing sine function and the fields that are thought to give better results by narrowing the solution space using the decreasing golden ratio. The proposed novel optimization algorithm has been tested by using 19 unconstrained benchmark functions and 10 constrained problems (five constrained benchmark problems and five engineering design problems) and its results are compared with those of nine metaheuristic algorithms. When the obtained statistical results are investigated, the proposed algorithm provides better solutions for many optimization problems than other methods do. In addition, the proposed GoldSA-II has lower computation cost for almost all optimization problems compared to other optimizers. Thus, this algorithm can be efficiently used to solve real-world optimization problems. However, more research is needed to enhance the performance of the proposed GoldSA-II in large-scale optimization problems.
