High-resolution, wall-size displays often rely on bespoke software for performing interactive data visualisation, leading to interface designs with little or no consistency between displays. This makes adoption for novice users difficult when migrating from desktop environments. However, desktop interface techniques (such as task-and menu-bars) do not scale well and so cannot be relied on to drive the design of large display interfaces. In this paper we present HiReD, a multiwindow environment for cluster-driven displays. As well as describing the technical details of the system, we also describe a suite of low-precision interface techniques that aim to provide a familiar desktop environment to the user while Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. EICS '15, June 23 -26, 2015, Duisburg, Germany c 2015 ACM. ISBN 978-1-4503-3646-8/15/06...$15.00 DOI: http://dx.doi.org/10.1145 overcoming the scalability issues of high-resolution displays. We hope that these techniques, as well as the implementation of HiReD itself, can encourage good practice in the design and development of future interfaces for high-resolution, wall-size displays.
INTRODUCTION
High-resolution, wall-size (or Powerwall) displays (see Figure 1) are becoming increasingly popular due to the vast amount of information they can display. Research has shown that Powerwalls increase productivity [11] , and support data analysis [1] . Example usage includes the visualisation of geographic data [17] , medical data [13, 28] and software [2] .
Increases in graphic display power, combined with decreases in hardware costs, means that less hardware is required to drive such displays. In 2006, a 50-60 mega-pixel Powerwall display required a cluster of seven machines to drive it, in 2012 the same display could be driven by a single machine with three graphics cards, and in 2015 it could be driven by a single graphics card alone. Rather than seeing a decrease in the use of PC clusters as a result of this, we are instead seeing cluster-driven Powerwall displays with even higher resolutions. At the time of writing, the highest resolution display in the world is the Reality Deck 1 , running at 1.5 billion pixels, powered by a cluster of 18 machines.
The drawback with cluster-based displays is the requirement of bespoke software to display data visualisations across the whole cluster. Often, these are individual applications with a single purpose [13, 28] , and have limited application to other domains. To provide a consistent and reusable interface, we present the High-Resolution Desktop (HiReD), an extendable multi-window environment designed for performing interactive visual data analysis. HiReD simplifies the ability to create high-resolution data visualisations and makes use of lowprecision techniques to provide fast and fluid interaction.
Preceded by related work, this paper then provides a description of how we created a window manager to run smoothly and with a high-frame-rate on a cluster-driven display, including a review of the middleware technologies available and our choice of VRJuggler. This is followed by a description of a suite of low-precision techniques for interacting with multiwindow environments on Powerwall displays. Unlike current desktop environments, which do not scale well, our techniques are designed work across large display real estates. Next, we describe a case study of how HiReD was used during two data analysis sessions we ran with a domain expert and a group of MSc students. Finally, we conclude with a summary of contribution and future work.
RELATED WORK
This section provides an overview of Powerwall displays, including their hardware construction, the middleware frameworks for running graphics software over a cluster of displays, and their application use. For a more detailed summary of Powerwall displays, see Ni et al. (2006) [22] .
Hardware Construction
Currently, Powerwall displays need to be constructed of a matrix of other displays, which may be either TFT monitors or projectors. It is important to differentiate between Powerwalls and displays that are simply large, for example, the single projector display used in many lecture theatres. These single-projector displays rarely have a resolution higher than 1024x768 pixels, and so present the same amount of information (if not less) as on a standard desktop display. With Powerwall displays, users can view the display from a distance and see an overview of the data (context), but can also move to within arm's length and see data in great detail (focus). This technique of moving around the display is known as physical navigation [3] , and can help users to better understand their data. 1 http://labs.cs.sunysb.edu/labs/vislab/reality-deck-home/ The following describes a subset of Powerwall displays to demonstrate different types of construction. The first Powerwall display was installed at the University of Minnesota 2 in 1994. It was made of four rear-projection displays, providing a resolution of 7.8 million pixels (3200x2400 pixels). Projected Powerwalls provide a seamless display between the joins, but are expensive. More recently, the University of Toronto [6] installed a rear-projected Powerwall with resolutions of 22 million pixels. The University of Konstanz has a rear projection Powerwall with only 8.9 million pixels, but it has the advantage of providing a stereo view 3 .
Using TFT monitors allows the wall to be much thinner and cheaper than projected Powerwalls, however, the monitor bezels make the view discontinuous. The largest Powerwall display, at the time of writing, is the Reality Deck display at Stony Brook, composed of 18x30-inch TFT displays offering a total resolution of 1.5 billion pixels. The Stallion display at the University of Texas 4 is also constructed using 30-inch displays, with a resolution of 307 million pixels. NASA 5 have a Powerwall constructed of 128 20-inch panels, with a total resolution of 245 million pixels.
The CUBE display at the Queensland University of Technology employs a hybrid approach of both TFT and projected displays 6 . When physically navigating, users can move close to view detail through the eye-level screens, then step back to view the context on the large projected displays seated above them.
All of the displays described above are driven by a cluster of computers. Typically, each computer drives four displays from two graphics cards, although some Powerwalls run up to six displays off a single card. The majority of the walls mentioned above run the Linux operating system, with some also running Microsoft Windows or Apple's OSX.
Middleware
Powerwalls require middleware to distribute/synchronise the graphics rendering across multiple computers. This section summarises common middleware options, including VRJuggler, which was used in the development of HiReD.
The Linux tool XDMX makes it possible for the X windows system and GNOME desktop manager to run across multiple computers. When tested internally, however, the low frame rate made applications slow and difficult to use [15] . XDMX was not designed for running at the resolutions offered by Powerwall displays.
Chromium [16] is used as Powerwall middleware by universities such as Toronto, Virginia and Texas, although it was originally designed for parallel graphics processing and works by intercepting OpenGL calls. The aim was to allow large or complex geometries to be rendered on multiple computers, then combined again to produce a single visualisation. Chromium has since been used to send portions of geometry to clustered computers in a Powerwall, and for each computer to display the geometry that was sent. The advantage of Chromium is that OpenGL applications do not require modification to run on a Powerwall display. The disadvantage, however, is that it operates by sending the geometry data over a network to each computer in the cluster, so animations or fast user interactions can create a bottleneck. Also, the amount of data that needs to be sent over the network increases linearly with the number of computers, which is problematic when rendering complex scenes on large Powerwalls.
A contrasting technology to Chromium is VRJuggler 7 [7] , which was designed as a framework for implementing virtual reality environments for use with head-mounted displays or CAVEs, but was subsequently applied to Powerwalls. Rather than send geometry across the network, the VRJuggler application runs on each of the computers in the cluster, with each computer rendering a different view. During each frame, data are synchronised between all computers to ensure all instances of the application behave in the same way (e.g., time and date variables, random numbers and user input), giving the impression to the user that a single instance of the application is running. Although existing OpenGL applications must be modified to work inside the VRJuggler framework, when compared with Chromium, both performance and scalability are superior.
Two middleware technologies designed specifically for use with large, clustered displays are the Scalable Adaptive Graphics Environment (SAGE) [18] and the Cross-Platform Cluster Graphics Library (CGLX) 8 . SAGE was created at the University of Illinois, and uses streaming to display multiple applications on a Powerwall. All visualisations are rendered off-screen, with the final output being sent to the display. This allows many different types of applications to be displayed, and allows them to be rendered from multiple sources. The limitation of SAGE, like Chromium, is the quantity of information that must be sent across the network. Decreased performance can be expected when attempting to stream very high resolution applications. For this reason, the University of Texas only use SAGE for rendering video and midresolution imagery.
CGLX, developed at the California Institute for Telecommunications and Information Technology, combines the advantages of Chromium and VRJuggler. Performance is maximised by running the application on each of the computers in the cluster. The OpenGL calls on each computer are then intercepted and rendered locally. This allows standard OpenGL applications to run unmodified on the wall, while maintaining good performance. CGLX is also used at the University of Melbourne, and the University of Texas use CGLX for rendering static 3D Geometry. CGLX may have been a suitable platform for HiReD, but it not was available when HiReD was first conceived, lacks long-term support, and is not opensource (it is only free of charge for non-commercial use).
Applications
Powerwall displays have been applied to many different application areas, including desktop applications, group work, and scientific, medical and geographical visualisations. Powerwall displays can enrich interaction with day-to-day desktop applications by enhancing users' awareness of peripheral applications [6] . Powerwalls also support multi-window tasks such as document analysis [1] , where analysts can create spatial environments similar in appearance to the arrangement of paper documents on a desk.
The Oak Ridge national laboratory have used a Powerwall display to visualise a range of datasets from atoms to exploding supernovae 9 . The University of Texas' Stallion display has also been used to visualise scientific datasets such as electron tomography and geophysical modelling. Computational fluid dynamics and weather and climate modelling have been visualised on NASA's Hyperspace-2 wall.
In the field of medical visualisation, the Powerwall display at the University of Leeds has been used to render 3D cardiovascular data [13] and for the visualisation of high-resolution, digitally scanned histology slides [28] . For both applications, the high pixel count increases the volume of data that is rendered at any one time, and the context offered by the size of the display provides a spatial reference which aids navigation through the visualisation. This is supported by Tan et al. [27] , who found that users performed 26% better with spatial orientation tasks on a large display when compared to a desktop display.
In a similar manner to histology slides, geographical maps offer a top-down view of a physical area, and also require navigation. Visualising maps on large displays increases performance for searching and route-tracing tasks [4] . This increase in performance potentially applies to other geographical datasets such as those used for satellite imagery, remote sensing and seismic interpretation, which have been displayed on the Geowall 2 at the Electronic Visualisation Laboratory 10 .
Booker et al. developed a system for visualising geographical and spatial intelligence data on a Powerwall display [8] , while Liang et al. have developed a distributed system that allows dynamic visualisation of large, high-resolution GIS datasets [19] . The system has been used to visualise aerial photography, land use, soil type, and 3D terrain models. The US Air Force Research Laboratory have also used a large display to view terrain models, overlaying them with computer imagery, digital maps, textual information and live video [17] . A highresolution display is desired by the Air Force because of the amount of information that needs to be analysed at any one time, both from a distance and at close range.
The range of applications found on Powerwall displays was a motivating factor in the development of HiReD, creating a 9 http://www.ornl.gov/info/ornlreview/v37 2 04/article14.shtml 10 http://www.evl.uic.edu/cavern/optiputer/geowall2.html EICS'15, June 23-26, 2015, Duisburg, Germany platform for displaying a suite of data visualisations, which could be easily extended depending on the domain of the analyst.
REQUIREMENTS
Our key requirement for HiReD was fluidity, both in terms of how the system responds to user interaction, but also in terms of allowing users to fluidly move from desktop interaction to Powerwall interaction with minimal cost to learning. To address the latter, we wanted to take advantage of novel interaction designs to increase interaction speed. Powerwall applications are designed such that a given item of data occupies the same number of pixels on the wall as on a standard desktop display, so the quantity of information that is visible scales with the number of pixels on the wall. This additional real estate increases both the number of application windows that can be viewed at any one time, and the physical distance between them. If the interface completely mimics that of the desktop then, as Fitts' law [12] predicts, the increased display area substantially slows down interaction.
To overcome the scaling issue, HiReD is designed as a lowprecision environment. This is to say that interactive widgets have large target areas for the cursor to hit. The simple solution would be to increase the size of all the widgets, however, that would allocate a large amount of display real estate to these widgets, thus reducing the amount of space allocated to data visualisation (and defeating the object of a Powerwall display). HiReD takes the approach that any real estate reserved for interacting with widgets is taken away from displaying visualisations. The aim instead is to use techniques such as overlays and menus-on-demand to incorporate lowprecision targets without wasting display real estate.
As a result of the low-precision approach, there are no static widgets or task bars on the HiReD workspace (so the cursor is not forced to travel large distances), and interactive widgets and buttons are kept larger than twenty pixels. Techniques to make windows easier to manage and distant targets easier to reach are also incorporated [26] , and are described in the section on interaction later in the paper.
HIRED: HIGH-RESOLUTION DESKTOP
HiReD was developed in C++ and uses OpenGL for rendering the visual output. The system was implemented using a hierarchical, object-oriented design. Figure 2 shows the layout of the software classes of the system architecture, which are described in more detail in the following sections.
VRJuggler
VRJuggler was chosen as the middleware for HiReD due to its configurability, high frame rate, and low network bandwidth. VRJuggler also provides flexibility for using different input devices (e.g., game controllers or gesture tracking systems), and its use of configuration files means the same application can run on a desktop PC and a Powerwall without recompiling. The VRJuggler-based application runs on each node in the display cluster. The viewports must be defined for each display in the configuration file, as well as assigning the head node. VRJuggler replaces the GLUT layer of an OpenGL application, and therefore the programmer is only concerned with what needs to be drawn. The replacement GLUT calls are automatically generated by VRJuggler depending on the content of its configuration file. Using an object-oriented approach, each application must be written in the form of a class that inherits from the VRJuggler class GlApp. This class contains all of the methods that VRJuggler calls during runtime, each of which can be overridden by the developer. The key methods of the GlApp class can be seen in Table 1 .
Workspace
The Workspace class is the main entry point and inherits from the VRJuggler class GlApp. It communicates directly with the interface class (a bridge between the Workspace and the hardware devices), the software interface classes, and the window classes (of which a new one is initialised every time an application is opened on the Workspace). At start up, HiReD presents an empty workspace.
All user input is handled in a separate class called interface, initialised by the workspace class. By separating input processing, the workspace class only handles world coordinates, retrieved from the interface class at the head node, then synchronises with the slave computers before the draw method.
Since the environment was custom-developed, the decision was made to increase the cursor size to 100x100 pixels. This allows the cursor to be easily seen when interacting either close up or at a distance, helps it to be used as a pointing tool during group work, and takes up less than 0.02% of the total screen space (in comparison, a 20x20 pixel desktop cursor occupies 0.02% of a 1600x1200 pixel desktop display). The cursor size is also beneficial to the Manipulation Layer (for moving and resizing windows), described later.
Windows
When a new application is opened, the Workspace class initialises a new instance of the Window class. Each window initialises its own application class and must inherit from a parent Application class. Interactions that manipulate the window (e.g., moving, resizing and maximising) are controlled by the Window class. Application-specific interactions are controlled by the application itself. 
Notification System
To remain consistent with modern operating systems, notifications from any application are displayed in the bottom right corner of the workspace. An instance of the Notification class runs constantly in the background, and any application is able to send information, instructions or errors to the system, as well as the length of time the notification is to be displayed. When a new notification had been received, the notification pops-up. Once it has been present for the desired length of time, it fades out. If more than one notification is sent, they are stacked on top of each other. To help the user decipher what type of notification is being displayed, information notifications have a blue background, instructions have a green background and errors have a red background.
Remote Access
Powerwalls have been used to present findings or as a teaching tool [28] . This requires the audience to be present, which (although ideal) is not always the case. The LibVNCServer allows for the development of a simple implementation of a VNC server, allowing remote users to view the HiReD workspace. Since VNC clients are available for Windows, Linux and Mac users, the session is easily accessible (potentially allowing users all over the world to view a scaled down version of the Powerwall session in progress).
The VNC server allows remote users to both view the layout of the windows on the HiReD workspace, and view each window in detail. Figure 3(a) shows the content seen by a remote user when viewing the server through a standard VNC client. The buttons in the top left corner allow the user to view the whole workspace, or scroll through each of the windows. Users can also view each window in detail by clicking on it (see Figure 3(b) ).
With single displays, rendering on-screen content to the VNC frame buffer would be a trivial task (e.g., using the OpenGL glReadPixels() function). With the clustered VRJuggler implementation, each computer renders a different part of the desktop, so the whole display cannot be captured by glReadPixels() on a single computer. The solution was to use glFramebuffer. The glFramebuffer allows OpenGL geometry to be rendered in memory, rather than on-screen. This means the whole workspace can be rendered to memory on a single node. Each frame, changes in the glFramebuffer are identified, then sent to the VNC frame buffer. 
Developing Applications
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There are two approaches to running applications through HiReD, either using the VNC client to stream from the desktop, or by creating a C++ class and visualising data through OpenGL calls. For the latter approach, the following explains how to create a custom application to run inside HiReD.
• Create a new class that inherits from the base Application class.
• Implement the virtual method draw(), specifying the OpenGL calls for rendering this visualisation. Calls to the parent window class allow the application to retrieve the width and height of the window to provide relative dimensions.
• Implement the virtual method activeLatePreFrame() to retrieve and process user input; this includes both cursor position and state-based input. To improve efficiency, this call is only made when the window is active (so only one application's latePreFrame method is called during a single frame).
• Implement the virtual method latePreFrame() to process animations and any other activity that should occur irrelevant of whether the window is active.
• Create an instance of the On-Demand menu and populate it with required menu options and respective actions.
The class can then be added to HiReD, and a menu option added to the list of available applications. Activating this option then creates a new window class, which in turn initialises the new application. The case study section below gives example of applications implemented using this method.
INTERACTION Device Independence
To minimise learning when moving from the desktop interaction, HiReD employs a point and click interface, thus a positioning device is required to interact with the cursor. Due to the freedom VRJuggler offers with regards to hardware, many different devices can be used to record position (e.g., a mouse, GyroMouse 11 , gesture tracking system [21] or tablet [20] ). The decision was made to make the system device independent. The large number of binary inputs available on a keyboard is not commonly found on non-tethered interaction devices. For this reason, the number of binary inputs was reduced to eight, allowing HiReD to still work with a mouse and keyboard, but also with devices such as a mobile phone, game controller, or a pair of pinch gloves [10] . This, however, makes symbolic input a non-trivial task; an on-screen keyboard is offered when using mid-air interaction devices.
Two sets of devices were used to test HiReD during development, the first was mouse & keyboard and second was a combination of an Ascension Flock of Birds magnetic tracker and Fakespace Pinch Gloves. The former uses the mouse to position the cursor, and captures binary input from five keys on the keyboard, and the left, middle and right mouse buttons (making a total of eight binary inputs). The mouse & keyboard rest on a wheeled podium, which can be repositioned anywhere in front of the wall. The advantage of this approach is the minimal need for learning because most users are already familiar with these devices, also the mouse is very precise for positioning tasks. The disadvantage is that physical navigation is severely restricted; users can not move and interact at the same time (which has been found to be beneficial [3] ).
The Flock of Birds magnetically tracks the position of a small device in 3D space. By mounting the device on the back of the user's dominant hand, the position of their hand can control the position of the cursor. Pinch gloves are made of thin, lightweight material and detect contact between each of the four fingers and thumb (allowing for eight discreet inputs in total). They have been used in virtual environments for symbolic input, navigation and menu interaction [10] , and also for augmented reality [23] . These two devices allow the user to be completely free handed, and both interact and physically navigate simultaneously. The disadvantage is a greater learning time because users are unlikely to be familiar with these devices, and high-precision interaction with the Flock of Birds can be difficult due to magnetic interference.
Low-Precision Interface
This section describes a suite of techniques employed in HiReD to reduce the precision required to perform common operations found in multi-window environments.
Manipulation-Layer
A standard desktop window maximises the space available for window content by making the move and resize widgets small. For many operating systems, this has become the de facto standard for manipulating windows, but makes manipulation difficult if applied unchanged to a Powerwall. Increasing target sizes is the most obvious way to make the tasks easier, but this consumes valuable display real estate. The Manipulation Layer overcomes this by separating content interaction from window manipulation, overlaying a transparent layer on top of the window.
When the cursor is inside the window, users can choose to interact with either the window content or the Manipulation Layer. For example, when using a mouse to interact, the left mouse button interacts with the content (as expected), and the middle mouse button interacts with the Manipulation Layer. The Manipulation Layer is divided into nine regions. Holding the middle mouse button while the cursor is in the centre region allows the window to be moved, and when the cursor is in an outer region the window can be resized.
Since the Manipulation Layer is completely transparent and does not alter the appearance of the window, an arrow appears inside the cursor to indicate which of the resize regions it resides in. The direction of the arrow lets the user know in which direction they can resize the window. No arrow is present when the cursor is inside the central move area. See Rooney et al. (2012) [26] for a more detailed explanation.
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Power Lens
Although a requirement of HiReD is to maintain large target areas for widgets, sometimes this is not possible with data visualisations that represent a large number of interactive data points. To aid with the interaction of such data, we implemented a non-distorted, fixed lens that appears automatically as the cursor approaches a target. It is based on the assumption that users travel fast when navigating towards a target, then slow down to make the final selection. As the user nears a target, the speed of the cursor will inevitably pass below a certain threshold. The lens is designed to automatically appear once this has happened. The user is then free to interact with the content of the lens, and can deactivate the lens by passing through one of its edges. This functionality suits Powerwall displays because it combines the reduced precision of fixed position lenses with the mobility of cursor tracked lenses. See Rooney et al. (2012) [26] for a more detailed explanation of the lens. The need for the lens may well depend on the task at hand, so users are able toggle the the lens on/off through the menu system.
On-Demand Menu
As screen real-estate increases, so does the distance to fixed position menus. A common solution to this is to introduce a menu that appears on-demand, and close to the cursor. This drove the design of the On-Demand Menu that, once activated, presents the first hierarchy of menu options underneath the cursor (see Figure 4(a) ). There are two ways in which users can interact with the menu, depending on the hardware available: (i) simply pointing and clicking on the large targets is a low-precision approach that suits mouse interaction, and (ii) the Clutch menu that requires only binary input, meaning that it suits devices such as the Fakespace Pinch Gloves.
A clutch method uses state-only input to interact, removing any concern for the level-of-precision since no pointing is required. This type of state-only approach has been used in immersive virtual environments (VEs) [9] , but was limited to only a two level hierarchy (one hierarchy per hand). The clutch menu requires the use of eight buttons, four controlled by each hand. A maximum of sixteen menu items is split into four groups of four (see Figure 4(b) ). The four buttons on the left hand select the group, while the four buttons on the right hand select the desired option from that group (see Figure 4(c) ). This mode only requires three motor actions per level of the hierarchy, but is expected to be slower to learn.
Autoshift
It has been found that, with large display interaction, users work within a small focal region and place unwanted windows in the periphery [6, 14] . When users are seated in front of a wall, the focal region can be assumed to be the central area of the display. When users are encouraged to physically navigate, however, this assumption no longer holds since the focal region would be directly in front of the user, wherever they are standing. Dynamically assigning the focal region based on the users' position can lead to problems since it is not clear whether they are working in a focal region, or interacting with one of the peripheral windows.
The alternative is for the user to explicitly inform the system of the location of their current focal region. This is implemented in HiReD by making the user position new windows manually. When a new window is opened, a red square (the same size as the window) is centred on, and tracks, the cursor. The user then moves the cursor to the location where they want the new window. Clicking replaces the red square with the new window. The assumption is made that if a user places a new window on top of existing windows, then it is the new window that contains the information that is of primary interest. Autoshift is designed to prevent overlap by pushing existing windows into the periphery.
Animation is used to allow users to track where the overlapping windows move to. The direction in which each window is moved is calculated by creating a vector between the centres of the new window and overlapping window. The vector only changes if a window is pushed against an outer edge of the Powerwall, in this case it is pushed in a single plane, ensuring it does not get pushed off the screen. The algorithm is recursive, preventing existing windows from overlapping any other existing windows. The algorithm repeats until either one of two things occur: no windows are overlapping, or a window is pushed into one of the four corners. For the latter, to further prevent overlapping, the window is reduced in size until it reaches it's minimum size. Once a window is in a corner and has been reduced to the minimum size, the rule is ignored and overlapping is permitted.
Grouping
Grouping windows together based on the task they relate to is an established technique [25] . For this reason, a usercontrolled grouping system was incorporated into HiReD. From any window, the grouping mode can be activated. Once activated, clicking on another window adds it to the group. After windows have been grouped, interaction returns to normal. To symbolise which windows are members of which group, an icon is added to the title bars of all the windows in a particular group. To further improve on the grouping concept, two novel techniques for managing group layout were developed: Multi-drag provides a method for moving all windows in a group simultaneously, reducing the number of user interactions required to manage the position of the grouped windows within the workspace, and Re-Group addresses both window and task management by moving windows in the same group close together, pushing remaining windows into the periphery (by employing the Autoshift technique).
Window Snap
Many high resolution, wall-sized displays are constructed of a number of TFT monitors. A flaw in this design is a set of unavoidable horizontal and vertical bezels between each of the monitors. While this does not hinder target selection [5] , users generally prefer not to work across bezels where possible [14] , and visual search errors are lower when data points do not cross bezels [5] . Therefore, a common method of interacting with multi-window environments on large displays is to house each window inside its own monitor.
Window snapping is a well-known method of preventing windows from overlapping and crossing bezels [24] . A snapping The pinch-menu when initially activated, waiting for the user to select one of the two groups (blue and green) using a non-dominant button. (c) The pinch menu when the first non-dominant button is held down, waiting for the user to select one of the options (four shades of red) using a dominant button.
feature was implemented into the HiReD system that shifts windows inside a set of bezels once they are within 100 pixels of them. This makes it easier for users to arrange a set of windows side by side, without crossing bezels. Window snapping is also used for the Autoshift technique where a new window is always placed inside the nearest set of bezels.
The above suite of interface techniques aims to make interaction with Powerwall displays easier by either reducing the precision required to interact, or reducing the amount of individual interactions required to perform an operation.
CASE STUDY: DATA VISUALISATION
While HiReD can be used as a general-purpose window manager for Powerwall displays, this section presents a case study of how HiReD can be specifically used for data visualisation demonstrating three example applications. This section starts with a description of three types of applications for rendering data visualisations in HiReD. These are (i) visualisations that are rendered from a texture, (ii) vector-based visualisations, and (iii) desktop visualisations that are viewed through the use of a VNC viewer. This is followed by a description of how HiReD was used by two groups of users to perform real-life data analysis.
Visualisation Implementation Methods
Texture-Based Visualisations
Texture-based (or bitmap) visualisations load an image into memory, which are then pasted onto a single polygon. The advantage is that once loaded, there is very little impact on performance. The disadvantage is that interactions are slower since visual updates need to be made to the texture first, and resizing them past their native resolution only distorts the image.
Two examples of texture-based visualisations that we developed are a geographical data viewer, and an R plot visualiser 12 . For the latter, a drag-and-drop interface was developed to make it easy for users to select the data to be visualised. Once selected, an R script was executed as an external process and the resulting plot loaded back into the application as a textured image.
Bespoke Vector-Based Visualisations
Vector-based visualisations use standard OpenGL calls to draw the visualisation (e.g., using GL LINE STRIP to draw a line graph). The advantage over texture-based rendering is that the visualisations can be increased in size, or change aspect ratio, without stretching or distorting the visual output. The disadvantage is that they require additional processing power to render.
Three example visualisations that we developed were parallel coordinate plots, scatter charts, and line graphs. With all three being vector-based, they could be increased in size to the full width of the Powerwall without distorting the visual output. One dataset that we were working with had˜50,000 rows of data (15 minute intervals over 18 months). By rendering the visualisation to the full width of the wall, it was possible to visualise the full time period without having to aggregate the data.
Desktop Applications
The ability to run existing desktop visualisation applications (as well as more common applications such as email clients and web browsers) on the HiReD workspace increases its functionality, and allows for longer sessions in front of HiReD without the need to constantly move back to the desktop. The LibVNCClient library 13 allowed a simple Virtual Network Computing (VNC) 14 client to be implemented and incorporated into the HiReD system. VNC uses the RFB protocol to allow users to view remote desktops. The graphical state of the desktop is stored in a frame buffer. Rather than constantly refreshing the whole buffer every frame, only changes in the buffer are sent to the clients. This makes VNC very fast for small updates (e.g., inputting text or moving the cursor), but less so for large updates (e.g., panning when using Google Earth). The VNC server works with both Microsoft Windows and Linux, increasing the range of applications available to run through HiReD.
Real-World Usage
As part of a collaboration with our University's Transport Studies Institute, HiReD was used as a platform for visualising an air quality dataset (including traffic, pollutant and meteorological data). Initially, one domain expert used the software for one hour, before six MSc students spent a total of 12 hours using the Powerwall (over the period of four days). The domain expert spent the majority of the session verifying that their dataset had been ratified correctly, while the students used their sessions to perform real data analysis as part of the MSc module: Low Carbon Technologies, where they were given a brief that asked them to (i) identify the impact of meteorology and local street geometry on pollution hot-spots, (ii) detect the influence of traffic characteristics, and (iii) detect the influence of primary NO2 (see Figure 1 ).
The whole of the Powerwall display (28 panels arranged 7x4, with a total resolution of 53.8 million pixels) was available as the data visualisation workspace. Both the domain expert and the students interacted with the Powerwall display using a mouse & keyboard rested on a wheeled podium that could be moved around if the users wished to do so. We chose to use mouse & keyboard rather than the magnetic tracker and pinch gloves because (i) the mouse is more precise than the tracker, (ii) the amount of learning required was reduced, and (iii) it was easier for the students to take turns interacting (which they did amongst themselves). More importantly, the students were conducting real data analysis and so we wanted to interfere with this process as little as possible.
The students could not be put under rigid experimental conditions since they were using the Powerwall as a learning tool, however, the sessions were recorded by video camera, which captured all of the actions performed by the users as well as the whole of the Powerwall display workspace. During both sessions, we were able to observe how HiReD was used, including the successes and limitations of the system. A more detailed analysis of the data gathered has been conducted, but it out of the scope of this paper. The following discussion is a high-level summary of how HiReD was used by both groups.
Discussion
We found that the domain expert often left the podium and physically navigated around the visualisations. This physical departure from the podium was a characteristic of the distinction between interaction and analysis. He would spend time creating a visualisation, importing the data, and resizing the window, before walking closer to the wall to inspect the view. This separation is likely to be an artefact of the mouse and keyboard on the platform, but this did not hinder the expert's physical navigation [3] .
The students responded well to the large amount of display real estate. They liked the fact they had freedom of movement (for analysis rather than interaction), and found the space useful for comparing multiple visualisations. One student commented that the space allowed visualisations to be put to one side so that they were out of the way, but still visible, such that they could then return to the visualisations later on.
The students completed multiple goals, and often had windows from different goals open simultaneously. The students chose to group windows by simply placing them spatially close, usually to perform a comparison task. They made no use of the multi-drag and re-group features.
Surprisingly, only a few of the low-precision interaction techniques were used. One possible conclusion is that some of these techniques suit interactions where the user is stationary in the centre of the display. With the students able to physically navigate, they were able to perform window and task management by physically moving around the display, rather than relying on virtual window-management techniques (such as autoshift and grouping).
CONCLUSION
In this paper we have presented the High-Resolution Desktop, an extendable multi-window environment for performing interactive data visualisation on cluster-driven displays. The environment provides a platform for creating new applications tailored for high-resolution displays, thus proving consistency at the interface by removing the need to run collections of diverse, yet inconsistent, applications.
The suite of low-precision techniques we presented demonstrated various levels of success during the sessions with the domain expert and students. Simple low-precision techniques such as menu interaction, and window moving, resizing, and snapping were used with success, while more complex techniques such as autoshift or grouping were either barely used or not at all. This suggests that we still have a lot to learn about how users actually interact with Powerwall displays in real-life situations.
For future work, we hope to (i) continue to refine our lowprecision environment, (ii) make HiReD widely available, and (iii) conclude our in-depth analysis of how the domain expert and student group interacted with the HiReD system.
