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Abstract
The work extends the A. Connes’ noncommutative geometry to spaces with
generic local anisotropy. We apply the E. Cartan’s anholonomic frame approach
to geometry models and physical theories and develop the nonlinear connection
formalism for projective module spaces. Examples of noncommutative generation
of anholonomic Riemann, Finsler and Lagrange spaces are analyzed. We also
present a research on noncommutative Finsler–gauge theories, generalized Finsler
gravity and anholonomic (pseudo) Riemann geometry which appear naturally if
anholonomic frames (vierbeins) are defined in the context of string/M–theory
and extra dimension Riemann gravity.
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1 Introduction
In the last twenty years, there has been an increasing interest in noncommutative
and/or quantum geometry with applications both in mathematical and particle physics.
It is now generally considered that at very high energies, the spacetime can not be de-
scribed by a usual manifold structure. Because of quantum fluctuations, it is difficult
to define localized points and the quantum spacetime structure is supposed to posses
generic noncommutative, nonlocal and locally anisotropic properties. Such ideas origi-
nate from the suggestion that the spacetime coordinates do not commute at a quantum
level [44], they are present in the modern string theory [12, 38] and background the
noncommutative physics and geometry [8] and quantum geometry [33].
Many approaches can be taken to introducing noncommutative geometry and devel-
oping noncommutative physical theories (Refs. [8, 14, 15, 20, 27, 28, 31, 63] emphasize
some basic monographs and reviews). This paper has three aims: First of all we would
like to give an exposition of some basic facts on anholonomic frames and associated
nonlinear connection structures both on commutative and noncommutative spaces (re-
spectively modeled in vector bundles and in projective modules of finite type). Our
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second goal is to state the conditions when different variants of Finsler, Lagrange and
generalized Lagrange geometries, in commutative and noncommutative forms, can be
defined by corresponding frame, metric and connection structures. The third aim is to
construct and analyze properties of gauge and gravitational noncommutative theories
with generic local anisotropy and to prove that such models can be elaborated in the
framework of noncommutative approaches to Riemannian gravity theories.
This paper does not concern the topic of Finsler like commutative and noncommu-
tative structres in string/M-theories (see the Ref. [59], which can be considered as a
string partner of this work).
We are inspired by the geometrical ideas from a series of monographs and works by
E. Cartan [6] where a unified moving frame approach to the Riemannian and Finsler
geometry, Einstein gravity and Pffaf systems, bundle spaces and spinors, as well the
preliminary ideas on nonlinear connections and various generalizations of gravity the-
ories were developed. By considering anholonomic frames on (pseudo) Riemannian
manifolds and in tangent and vector bundles, we can model very sophisticate geome-
tries with local anisotropy. We shall apply the concepts and methods developed by the
Romanian school on Finsler geometry and generalizations [35, 36, 3, 54] from which we
leaned that the Finsler and Cartan like geometries may be modeled on vector (tangent)
and covector (cotangent) bundles if the constructions are adapted to the correspond-
ing nonlinear connection structure via anholonomic frames. In this case the geometric
”picture” and physical models have a number of common points with those from the
usual Einstein–Cartan theory and/or extra dimension (pseudo) Riemannian geometry.
As general references on Finsler geometry and applications we cite the monographs
[41, 35, 36, 3, 54, 62]) and point the fact that the bulk of works on Finsler geometry
and generalizations emphasize differences with the usual Riemannian geometry rather
than try to approach them from a unified viewpoint (as we propose in this paper).
By applying the formalism of nonlinear connections (in brief, N–connection) and
adapted anholnomic frames in vector bundles and superbundles we extended the geom-
etry of Clifford structures and spinors for generalized Finsler spaces and their higher
order extensions in vector–covector bundles [49, 62], constructed and analyzed differ-
ent models of gauge theories and gauge gravity with generic anisotropy [61], defined an
anisotropic stochastic calculus in bundle and superbundle spaces provided with non-
linear connection structure [50, 54], with a number of applications in the theory of
anisotropic kinetic and thermodynamic processes [55], developed supersymmetric the-
ories with local anisotropy [51, 54, 52] and proved that Finsler like (super) geometries
are contained alternatively in modern string theory [52, 54]. One should be empha-
sized here that in our approach we have not proposed any ”exotic” locally anisotropic
string theories modifications but demonstrated that anisotropic structures, Finsler like
or another ones, may appear alternatively to the Riemannian geometry, or even can
be modeled in the framework of a such geometry, in the low energy limit of the string
theory, because we are dealing with frame, vierbein, constructions.
The most surprising fact was that the Finsler like structures arise in the usual
(pseudo) Riemannian geometry of lower and higher dimensions and even in the Ein-
stein gravity. References [56] contain investigations of a number of exact solutions in
modern gravity theories (Einstein, Kaluza–Klein and string/brane gravity) which de-
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scribe locally anisotropic wormholes, Taub NUT spaces, black ellipsoid/torus solutions,
solitonic and another type configurations. It was proposed a new consequent method
of constructing exact solutions of the Einstein equations for off–diagonal metrics, in
spaces of dimension d > 2, depending on three and more isotropic and anisotropic
variables which are effectively diagonalized by anholonomic frame transforms. The
vacuum and matter field equations are reduced to very simplified systems of partial
differential equations which can be integrated in general form [57].
A subsequent research in Riemann–Finsler and noncommutative geometry and
physics requires the investigation of the fact if the A. Connes functional analytic ap-
proach to noncommutative geometry and gravity may be such way generalized as to
include the Finsler, and of another type anisotropy, spaces. The first attempt was
made in Refs. [58] where some models of noncommutative gauge gravity (in the com-
mutative limit being equivalent to the Einstein gravity, or to different generalizations
to de Sitter, affine, or Poincare gauge gravity with, or not, nonlinear realization of the
gauge groups) were analyzed. Further developments in formulation of noncommu-
tative geometries with anholonomic and anisotropic structures and their applications
in modern particle physics lead to a rigorous study of the geometry of anholonomic
noncommutative frames with associated N–connection structure, to which are devoted
our present researches.
The paper has the following structure: in section 2 we present the necessary def-
initions and results on the functional approach to commutative and noncommutative
geometry. Section 3 is devoted to the geometry of vector bundles and theirs noncommu-
tatie generalizations as finite projective modules. We define the nonlinear connection in
commutative and noncommutative spaces, introduce locally anisotropic Clifford/spinor
structures and consider the gravity and gauge theories from the viewpoint of anholo-
nomic frames with associated nonlinear connection structures. In section 4 we prove
that various type of gravity theories with generic anisotropy, constructed on anholo-
nomic Riemannian spaces and their Kaluza–Klein and Finsler like generalizations can
be derived from the A. Connes’ functional approach to noncommutative geometry by
applying the canonical triple formalism but extended to vector bundles provided with
nonlinear connection structure. In section 5, we elaborate and investigate noncommuta-
tive gauge like gravity models (which in different limits contain the standard Einstein’s
general relativity and various its anisotropic and gauge generalizations). The approach
holds true also for (pseudo) Riemannian metrics, but is based on noncommutative ex-
tensions of the frame and connection formalism. This variant is preferred instead of
the usual metric models which seem to be more difficult to be tackled in the frame-
work of noncommutative geometry if we are dealing with pseudo–Euclidean signatures
and with complex and/or nonsymmetic metrics. Finally, we present a discussion and
conclusion of the results in section 6.
2 Commutative and Noncommutative Spaces
The A. Connes’ functional analytic approach [8] to the noncommutative topology and
geometry is based on the theory of noncommutative C∗–algebras. Any commutative
C∗–algebra can be realized as the C∗–algebra of complex valued functions over locally
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compact Hausdorff space. A noncommutative C∗–algebra can be thought of as the
algebra of continuous functions on some ’noncommutative space’ (see details in Refs.
[8, 15, 20, 28, 31, 63]).
Commutative gauge and gravity theories stem from the notions of connections (lin-
ear and nonlinear), metrics and frames of references on manifolds and vector bundle
spaces. The possibility of extending such theories to some noncommutative models
is based on the Serre–Swan theorem [46] stating that there is a complete equivalence
between the category of (smooth) vector bundles over a smooth compact space (with
bundle maps) and the category of porjective modules of finite type over commutative
algebras and module morphisms. Following that theorem, the space Γ (E) of smooth
sections of a vector bundle E over a compact space is a projective module of finite
type over the algebra C (M) of smooth functions over M and any finite projective
C (M)–module can be realized as the module of sections of some vector bundle over
M. This construction may be extended if a noncommutative algebra A is taken as
the starting ingredient: the noncommutative analogue of vector bundles are projective
modules of finite type over A. This way one developed a theory of linear connections
which culminates in the definition of Yang–Mills type actions or, by some much more
general settings, one reproduced Lagrangians for the Standard model with its Higgs
sector or different type of gravity and Kaluza–Klein models (see, for instance, Refs
[11, 7, 29, 31]).
This section is devoted to the theory of nonlinear connections in pojective modules
of finite type over a noncommutative algebraA. We shall introduce the basic definitions
and present the main results connected with anhlolonomic frames and metric structures
in such noncommutative spaces.
2.1 Algebras of functions and (non) commutative spaces
The general idea of noncommutative geometry is to shift from spaces to the algebras
of functions defined on them. In this subsection, we give some general facts about
algebras of continuous functions on topological spaces, analyze the concept of modules
as bundles and define the nonlinear connections. We present mainly the objects we
shall need later on while referring to [8, 14, 15, 20, 27, 28, 31, 63] for details.
We start with some necessary definitions on C∗–algebras and compact operators
In this work any algebra A is an algebra over the field of complex numbers IC, i. e.
A is a vector space over IC when the objects like αa± βb, with a, b ∈ A and α, β ∈ IC,
make sense. Also, there is defined (in general) a noncommutative product A ×A → A
when for every elements (a, b) and a, b, A ×A ∋ (a, b) → ab ∈ A the conditions of
distributivity,
a(b+ c) = ab+ ac, (a + b)c = ac + bc,
for any a, b, c ∈ A, in general, ab 6= ba. It is assumed that there is a unity I ∈ A.
The algebra A is considered to be a so–called ”∗–algebra”, for which an (antilinear)
involution ∗ : A → A is defined by the properties
a∗∗ = a, (ab)∗ = b∗a∗, (αa+ βb)∗ = αa∗ + βb∗,
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where the bar operation denotes the usual complex conjugation.
One also considers A to be a normed algebra with a norm ||·|| : A → IR, where IR
the real number field, satisfying the properties
||αa|| = |α| ||a|| ; ||a|| ≥ 0, ||a|| = 0⇔ a = 0;
||a+ b|| ≤ ||a||+ ||b|| ; ||ab|| ≤ ||a|| ||b|| .
This allows to define the ’norm’ or ’uniform’ topology when an ε–neighborhood of any
a ∈ A is given by
U (a, ε) = {b ∈ A, ||a− b|| < ε} , ε > 0.
A Banach algebra is a normed algebra which is complete in the uniform topolgy and
a Banach ∗–algebra is a normed ∗–algebra which is complete and such that ||a∗|| = ||a||
for every a ∈ A. We can define now a C∗–algebra A as a Banach ∗–algebra with the
norm satisfying the additional identity ||a∗a|| = ||a||2 for every a ∈ A.
We shall use different commutative and noncommutative algebras:
By C(M) one denotes the algebra of continuous functions on a compact Hausdorf
topological space M, with ∗ treated as the complex conjugation and the norm given by
the supremum norm, ||f ||∞ = supx∈M |f(x)|. If the space M is only locally compact,
one writes C0(M) for the algebra of continuous functions vanishing at infinity (this
algebra has no unit).
The B(H) is used for the noncommutative algebra of bounded operators on an
infinite dimensional Hilbert space H with the involution ∗ given by the adjoint and the
norm defined as the operator norm
||A|| = sup {||Aζ ||; ζ ∈ H, A ∈ B(H), ||ζ || ≤ 1} .
One considers the noncommutative algebraMn (IC) of n×nmatrices T with complex
entries, when T ∗ is considered as the Hermitian conjugate of T. We may define a norm
as
||T || = {the positive square root of the largest eigenvalue of T ∗T}
or as
||T ||′ = sup[Tij ], T = {Tij}.
The last definition does not define a C∗–norm, but both norms are equivalent as Banach
norm because they define the same topology on Mn (IC) .
A left (right) ideal T is a subalgebra A ∈ T if a ∈ A and b ∈ T imply that
ab ∈ T (ba ∈ T ). A two sided ideal is a subalgebra (subspace) which is both a left and
right ideal. An ideal T is called maximal if there is not other ideal of the same type
which contain it. For a Banach ∗–algebra A and two–sided ∗–ideal T (which is closed
in the norm topology) we can make A/T a Banach ∗–algebra. This allows to define
the quotient A/T to be a C∗–algebra if A is a C∗–algebra. A C∗–algebra is called
simple if it has no nontrivial two–sided ideals. A two–sided ideal is called essential in a
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C∗–algebra if any other non–zero ideal in this algebra has a non–zero intersection with
it.
One defines the resolvent set r(a) of an element a ∈ A as a the subset of complex
numbers given by r(a) = {λ ∈ IC|a−λI is invertible}. The resolvent of a at any λ ∈ r(a)
is given by the inverse (a− λI)−1 . The spectrum σ (a) of an element a is introduced
as the complement of r(a) in IC. For C∗–algebras the spectrum of any element is
a nonempty compact subset of IC. The spectral radius ρ (a) of a ∈ A is defined
ρ (a) = sup{|λ|, λ ∈ r(a)}; for A being a C∗–algebra, one obtains ρ (a) = ||a|| for every
a ∈ A. This distinguishes the C∗–algebras as those for which the norm may be uniquely
determined by the algebraic structure. One considers self–adjoint elements for which
a = a∗, such elements have real spectra and satisfy the conditions σ(a) ⊆ [−||a||, ||a||]
and σ(a2) ⊆ [0|, ||a||] . An element a is positive, i. e. a > 0, if its spectrum belongs to
the positive half–line. This is possible if and only if a = bb∗ for some b ∈ A.
One may consider ∗–morphisms between two C∗–algebras A and B as some IC–
linear maps π : A → B which are subjected to the additional conditions
π(ab) = π(a)π(b), π(a∗) = π(a)∗
which imply that π are positive and continuous and that π(A) is a C∗–subalgebra of B
(see, for instance, [28]). We note that a ∗–morphism which is bijective as a map defines
a ∗–isomorphism for which the inverse map π−1 is automatically a ∗–morphism.
In order to construct models of noncommutative geometry one uses representations
of a C∗–algebra A as pairs (H, π) where H is a Hilbert space and π is a ∗–morphism
π : A → B (H) with B (H) being the C∗–algebra of bounded operators on H. There
are different particular cases of representations: A representation (H, π) is faithful if
ker π = {0}, i. e. π is a ∗–isomorphism between A and π(A) which holds if and
only if ||π(a)|| = ||a|| for any a ∈ A or π(a) > 0 for all a > 0. A representation
is irreducible if the only closed subspaces of H which are invariant under the action
of π(A) are the trivial subspaces {0} and H. It can be proven that if the set of the
elements in B (H) commute with each element in π(A), i. e. the set consists of
multiples of the identity operator, the representation is irreducible. Here we note that
two representations (H1, π1) and (H2, π2) are said to be (unitary) equivalent if there
exists a unitary operator U : H1 →H2 such that π1(a) = U∗π2(a)U for every a ∈ A.
A subspace (subalgebra) T of the C∗–algebra A is a primitive ideal if T = ker π for
some irreducible representation (H, π) of A. In this case T is automatically a closed
two–sided ideal. One say that A is a primitive C∗–algebra if A has a faithful irreducible
representation on some Hilbert space for which the set {0} is a primitive ideal. One
denotes by Pr imA the set of all primitive ideals of a C∗–algebra A.
Now we recall some basic definitions and properties of compact operators on Hilbert
spaces [40]:
Let us first consider the class of operators which may be thought as some infinite di-
mensional matrices acting on an infinite dimensional Hilbert space H. More exactly, an
operator on the Hilbert space H is said to be of finite rank if the orthogonal component
of its null space is finite dimensional. An operator T on H which can be approximated
in norm by finite rank operators is called compact. It can be characterized by the prop-
erty that for every ε > 0 there is a finite dimensional subspace E ⊂ H : ||T|E⊥|| < ε,
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where the orthogonal subspace E⊥ is of finite codimension in H. This way we may
define the set K(H) of all compact operators on the Hilbert spaces which is the largest
two–sided ideal in the C∗–algebra B (H) of all bounded operators. This set is also a
C∗–algebra with no unit, since the operator I on an infinite dimensional Hilbert space
is not compact, it is the only norm closed and two–sided when H is separable. We
note that the defining representation of K(H) by itself is irreducible and it is the only
irreducible representation up to equivalence.
For an arbitrary C∗–algebra A acting irreducibly on a Hilbert space H and having
non–zero intersection with K(H) one holds K(H) ⊆ A. In the particular case of finite
dimensional Hilbert spaces, for instance, forH = ICn, we may write B (ICn) = K(ICn) =
Mn (IC) , which is the algebra of n×n matrices with complex entries. Such algebra has
only one irreducible representation (the defining one).
2.2 Commutative spaces
Let us denote by C a fixed commutative C∗–algebra with unit and by Ĉ the corre-
sponding structure space defined as the space of equivalence classes of irreducible
representations of C ( Ĉ does not contains the trivial representation C → {0}). One can
define a non–trivial ∗–linear multiplicative functional φ : C → IC with the property
that φ (ab) = φ (a)φ (b) for any a and b from C and φ(I) = 1 for every φ ∈ Ĉ. Every
such multiplicative functional defines a character of C, i. e. Ĉ is also the space of all
characters of C.
The Gel’fand topology is the one with point wise convergence on C. A sequence
{φ̟}̟∈Ξ of elements of Ĉ, where Ξ is any directed set, converges to φ(c) ∈ Ĉ if and only
if for any c ∈ C, the sequence {φ̟(c)}̟∈Ξ converges to φ(c) in the topology of IC. If the
algebra C has a unite, Ĉ is a compact Hausdorff space (a topoligical space is Hausdorff
if for any two points of the space there are two open disjoint neighborhoods each
containing one of the point, see Ref. [25]). The space Ĉ is only compact if C is without
unit. This way the space Ĉ (called the Gel’fand space) is made a topological space. We
may also consider Ĉ as a space of maximal ideals, two sided, of C instead of the space
of irreducible representations. If there is no unit, the ideals to be considered should
be regular (modular), see details in Ref. [13]. Considering φ ∈ IC, we can decompose
C = Ker (φ)⊕IC, whereKer (φ) is an ideal of codimension one and so is a maximal ideal
of C. Considered in terms of maximal ideals, the space Ĉ is given the Jacobson topology,
equivalently, hull kernel topology (see next subsection for general definitions for both
commutative and noncommutative spaces), producing a space which is homeomorphic
to the one constructed by means of the Gel’fand topology.
Let us consider an example when the algebra C generated by s commuting self–
adjoint elements x1, ...xs. The structure space Ĉ can be identified with a compact
subset of IRs by the map φ(c) ∈ Ĉ → [φ(x1), ..., φ(xs)] ∈ IRs. This map has a joint
spectrum of x1, ...xs as the set of all s–tuples of eigenvalues corresponding to common
eigenvectors.
In general, we get an interpretation of elements C as IC–valued continuous functions
on Ĉ. The Gel’fand–Naimark theorem (see, for instance, [13]) states that all continuous
functions on Ĉ are of the form ĉ(φ) = φ (c) , which defines the so–called Gel’fand
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transform for every φ(c) ∈ Ĉ and the map ĉ : Ĉ → IC being continuous for each c. A
transform c→ ĉ is isometric for every c ∈ C if ||ĉ||∞ = ||c||, with ||...||∞ defined at the
supremum norm on C
(
Ĉ
)
.
The Gel’fand transform can be extended for an arbitrary locally compact topological
space M for which there exists a natural C∗–algebra C (M). On can be identified both
set wise and topologically the Gel’fand space Ĉ(M) and the space M itself through
the evaluation map
φx : C(M)→ IC, φx(f) = f(x)
for each x ∈ M, where φx ∈ Ĉ(M) gives a complex homomorphism. Denoting by
Ix = ker φx, which is the maximal ideal of C (M) consisting of all functions vanishing
at x, one proves [13] that the map φx is a homomorphism of M onto Ĉ(M), and,
equivalently, every maximal ideal of C (M) is of the form Ix for some x ∈M.
We conclude this subsection: There is a one–to–one correspondence between the
∗–isomorphism classes of commutative C∗–algebras and the homomorphism classes of
locally compact Hausdorff spaces (such commutative C∗–algebras with unit correspond
to compact Hausdorff spaces). This correspondence defines a complete duality between
the category of (locally) compact Hausdorff spaces and (proper, when a map f relating
two locally compact Hausdorff spaces f : X → Y has the property that f−1 (K) is a
compact subset of X when K is a compact subset of Y, and ) continuous maps and the
category of commutative (non necessarily) unital C∗–algebras and ∗–homomorphisms.
In result, any commutative C∗–algebra can be realized as the C∗–algebra of complex
valued functions over a (locally) compact Hausdorff space. It should be mentioned
that the space M is a metrizable topological space, i. e. its topology comes from a
metric, if and only if the C∗–algebra is norm separable (it admits a dense in norm
countable subset). This space is connected topologically if the corresponding algebra
has no projectors which are self–adjoint, p∗ = p and satisfy the idempotentity condition
p2 = p.
We emphasize that the constructions considered for commutative algebras cannot
be directly generalized for noncommutative C∗–algebras.
2.3 Noncommutative spaces
For a given noncommutative C∗–algebra, there is more than one candidate for the
analogue of the topological spaceM. Following Ref. [28] (see there the proofs of results
and Appendices), we consider two possibilities:
• To use the space Â , called the structure space of the noncommutative C∗–
algebra A, which is the space of all unitary equivalence classes of irreducible
∗–representations.
• To use the space Pr imA, called the primitive spectrum of A, which is the space of
kernels of irreducible ∗–representations (any element of Pr imA is automatically
a two–sided ∗–ideal of A).
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The spaces Â and Pr imA agree for a commutative C∗–algebra, for instance, Â
may be very complicate while Pr imA consisting of a single point.
Let us examine a simple example of generalization to noncommutative C∗–algebra
given by the 2× 2 complex matrix algebra
M2(IC) = {
[
a11 a12
a21 a22
]
, aij ∈ IC}.
The commutative subalgebra of diagonal matrices C = {diag[λ1, λ2], λ1,2 ∈ IC} has a
structure space consisting of two points given by the characters φ1,2(
[
λ1 0
0 λ2
]
) = λ1,2.
These two characters extend as pure states to the full algebra M2(IC) by the maps
φ˜1,2 : M2(IC)→ IC,
φ˜1
([
a11 a12
a21 a22
])
= a11, φ˜2
([
a11 a12
a21 a22
])
= a22.
Further details are given in Appendix B to Ref. [28].
It is possible to define natural topologies on Â and Pr imA, for instance, by means
of a closure operation. For a subset Q ⊂ Pr imA, the closure Q is by definition the
subset of all elements in Pr imA containing the intersection ∩Q of the elements of
Q, Q + {I ∈ Pr imA : ∩Q ⊆ I} . It is possible to check that such subsets satisfy the
Kuratowski topology axioms and this way defined topology on Pr imA is called the
Jacobson topology or hull–kernel topology, for which ∩Q is the kernel of Q and Q is
the hull of ∩Q (see [28, 13] on the properties of this type topological spaces).
3 Nonlinear Connections in Noncommutative Spa-
ces
In this subsection we define the nonlinear connections in module spaces, i. e. in non-
commutative spaces. The concept on nonlinear connection came from Finsler geometry
(as a set of coefficients it is present in the works of E. Cartan [6], then the concept was
elaborated in a more explicit fashion by A. Kawaguchi [24]). The global formulation in
commutative spaces is due to W. Barthel [2] and it was developed in details for vector,
covector and higher order bundles [36, 35, 3], spinor bundles [49, 62], superspaces and
superstrings [51, 54, 52] and in the theory of exact off–diagonal solutions of the Einstein
equations [56, 57]. The concept of nonlinear connection can be extended in a similar
manner from commutative to noncommutative spaces if a differential calculus is fixed
on a noncommutative vector (or covector) bundle.
3.1 Modules as bundles
A vector bundle E → M over a manifold M is completely characterized by the space
E = Γ (E,M) over its smooth sections defined as a (right) module over the algebra of
C∞ (M) of smooth functions over M. It is known the Serre–Swan theorem [46] which
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states that locally trivial, finite–dimensional complex vector bundles over a compact
Hausdorff spaceM correspond canonically to finite projective modules over the algebra
A = C∞ (M) . Inversely, for E being a finite projective modules over C∞ (M) , the fiber
Em of the associated bundle E over the point x ∈ M is the space Ex = E/EIx where
the ideal is given by
Ix = ker{ξx : C∞ (M)→ IC; ξx(x) = f(x)} = {f ∈ C∞ (M) |f(x) = 0} ∈ C (M) .
If the algebra A is taken to play the role of smooth functions on a noncomutative,
instead of the commutative algebra smooth functions C∞ (M), the analogue of a vector
bundle is provided by a projective module of finite type (equivalently, finite projective
module) over A. On considers the proper construction of projective modules of finite
type generalizing the Hermitian bundles as well the notion of Hilbert module when A
is a C∗–algebra in the Appendix C of Ref. [28].
A vector space E over the complex number field IC can be defined also as a right
module of an algebra A over IC which carries a right representation of A, when for
every map of elements E ×A ∋ (η, a)→ ηa ∈ E one hold the properties
λ(ab) = (λa)b, λ(a+ b) = λa+ λb, (λ+ µ)a = λa+ µa
fro every λ, µ ∈ E and a, b ∈ A.
Having two A–modules E and F , a morphism of E into F is any linear map ρ : E
→ F which is also A–linear, i. e. ρ(ηa) = ρ(η)a for every η ∈ E and a ∈ A.
We can define in a similar (dual) manner the left modules and theirs morphisms
which are distinct from the right ones for noncommutative algebras A. A bimodule
over an algebra A is a vector space E which carries both a left and right module
structures. We may define the opposite algebra Ao with elements ao being in bijective
correspondence with the elements a ∈ A while the multiplication is given by aobo =
(ba)o .A right (respectively, left) A–module E is connected to a left (respectively right)
Ao–module via relations aoη = ηao (respectively, aη = ηa).
One introduces the enveloping algebra Aε = A⊗IC Ao; any A–bimodule E can be
regarded as a right [left] Aε–module by setting η (a⊗ bo) = bηa [(a⊗ bo) η = aηb] .
For a (for instance, right) module E , we may introduce a family of elements (et)t∈T
parametrized by any (finite or infinite) directed set T for which any element η ∈ E is
expressed as a combination (in general, in more than one manner) η =
∑
t∈T etat with
at ∈ A and only a finite number of non vanishing terms in the sum. A family (et)t∈T is
free if it consists from linearly independent elements and defines a basis if any element
η ∈ E can be written as a unique combination (sum). One says a module to be free if
it admits a basis. The module E is said to be of finite type if it is finitely generated,
i. e. it admits a generating family of finite cardinality.
Let us consider the module AK + ICK ⊗IC A. The elements of this module can be
thought as K–dimensional vectors with entries in A and written uniquely as a linear
combination η =
∑K
t=1 etat were the basis et identified with the canonical basis of
ICK . This is a free and finite type module. In general, we can have bases of different
cardinality. However, if a module E is of finite type there is always an integer K
and a module surjection ρ : AK → E with a base being a image of a free basis,
ǫj = ρ(ej); j = 1, 2, ..., K.
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In general, it is not possible to solve the constraints among the basis elements as
to get a free basis. The simplest example is to take a sphere S2 and the Lie algebra of
smooth vector fields on it, G = G(S2) which is a module of finite type over C∞ (S2) ,
with the basis defined by Xi =
∑3
j,k=1 εijkxk∂/∂x
k ; i, j, k = 1, 2, 3, and coordinates xi
such that
∑3
j=1 x
2
j = 1. The introduced basis is not free because
∑3
j=1 xjXj = 0; there
are not global vector field on S2 which could form a basis of G(S2). This means that
the tangent bundle TS2 is not trivial.
We say that a right A–module E is projective if for every surjective module mor-
phism ρ : M → N splits, i. e. there exists a module morphism s : E → M such
that ρ ◦ s = idE . There are different definitions of porjective modules (see Ref. [28]
on properties of such modules). Here we note the property that if a A–module E is
projective, there exists a free module F and a module E ′ (being a priory projective)
such that F = E ⊕ E ′.
For the right A–module E being projective and of finite type with surjection ρ :
AK → E and following the projective property we can find a lift λ˜ : E → AK such
that ρ ◦ λ˜ = idE . There is a proof of the property that the module E is projective of
finite type over A if and only if there exists an idempotent p ∈ EndAAK = MK(A),
p2 = p, the MK(A) denoting the algebra of K × K matrices with entry in A, such
that E = pAK . We may associate the elements of E to K–dimensional column vectors
whose elements are in A, the collection of which are invariant under the map p, E
= {ξ = (ξ1, ..., ξK); ξj ∈ A, pξ = ξ}. For simplicity, we shall use the term finite
projective to mean projective of finite type.
The noncommutative variant of the theory of vector bundles may be constructed
by using the Serre and Swan theorem [46, 28] which states that for a compact finite
dimensional manifold M, a C∞ (M)–module E is isomorphic to a module Γ (E,M)
of smooth sections of a bundle E → M, if and only if it is finite projective. If E is
a complex vector bundle over a compact manifold M of dimension n, there exists a
finite cover {Ui, i = 1, ..., n} of M such that E|Ui is trivial. Thus, the integer K which
determines the rank of the free bundle from which to project onto sections of the bundle
is determined by the equality N = mn where m is the rank of the bundle (i. e. of the
fiber) and n is the dimension of M.
3.2 The commutative nonlinear connection geometry
Let us remember the definition and the main results on nonlinear connections in com-
mutative vector bundles as in Ref. [36].
3.2.1 Vector bundles, Riemannian spaces and nonlinear connections
We consider a vector bundle ξ = (E, µ,M) whose fibre is IRm and µT : TE → TM
denotes the differential of the map µ : E → M. The map µT is a fibre–preserving
morphism of the tangent bundle (TE, τE, E) to E and of tangent bundle (TM, τ,M)
to M. The kernel of the morphism µT is a vector subbundle of the vector bundle
(TE, τE , E) . This kernel is denoted (V E, τV , E) and called the vertical subbundle over
E. We denote by i : V E → TE the inclusion mapping and the local coordinates of
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a point u ∈ E by uα = (xi, ya) , where indices i, j, k, ... = 1, 2, ..., n and a, b, c, ... =
1, 2, ..., m.
A vector Xu ∈ TE, tangent in the point u ∈ E, is locally represented
(
x, y,X, X˜
)
=
(xi, ya, X i, Xa) , where (X i) ∈IRn and (Xa) ∈IRm are defined by the equality Xu =
X i∂i+X
a∂a [∂α = (∂i, ∂a) are usual partial derivatives on respective coordinates x
i and
ya]. For instance, µT
(
x, y,X, X˜
)
= (x,X) and the submanifold V E contains elements
of type
(
x, y, 0, X˜
)
and the local fibers of the vertical subbundle are isomorphic to IRm.
Having µT (∂a) = 0, one comes out that ∂a is a local basis of the vertical distribution
u→ VuE on E, which is an integrable distribution.
A nonlinear connection (in brief, N–connection) in the vector bundle ξ = (E, µ,M)
is the splitting on the left of the exact sequence
0→ V E → TE/V E → 0,
i. e. a morphism of vector bundles N : TE → V E such that C ◦ i is the identity on
V E.
The kernel of the morphism N is a vector subbundle of (TE, τE, E) , it is called the
horizontal subbundle and denoted by (HE, τH , E) . Every vector bundle (TE, τE , E)
provided with a N–connection structure is Whitney sum of the vertical and horizontal
subbundles, i. e.
TE = HE ⊕ V E. (1)
It is proven that for every vector bundle ξ = (E, µ,M) over a compact manifold M
there exists a nonlinear connection [36].
Locally a N–connection N is parametrized by a set of coefficients
Nai (u
α) = Nai (x
j , yb) which transforms as
Na
′
i′
∂xi
′
∂xi
=Ma
′
a N
a
i −
∂Ma
′
a
∂xi
ya
under coordinate transforms on the vector bundle ξ = (E, µ,M) ,
xi
′
= xi
′ (
xi
)
and ya
′
= Ma
′
a (x)y
a.
If a N–connection structure is defined on ξ, the operators of local partial derivatives
∂α = (∂i, ∂a) and differentials d
α = duα = (di = dxi, da = dya) should be elongated as
to adapt the local basis (and dual basis) structure to the Whitney decomposition of
the vector bundle into vertical and horizontal subbundles, (1):
∂α = (∂i, ∂a)→ δα =
(
δi = ∂i −N bi ∂b, ∂a
)
, (2)
dα =
(
di, da
)→ δα = (di, δa = da +N bi di) . (3)
The transforms can be considered as some particular case of frame (vielbein) transforms
of type
∂α → δα = eβα∂β and dα → δα = (e−1)αβδβ,
13
eβα(e
−1)γβ = δ
γ
α, when the ”tetradic” coefficients δ
β
α are induced by using the Kronecker
symbols δba, δ
i
j and N
b
i .
The bases δα and δ
α satisfy in general some anholonomy conditions, for instance,
δαδβ − δβδα =W γαβδγ , (4)
where W γαβ are called the anholonomy coefficients.
Tensor fields on a vector bundle ξ = (E, µ,M) provided with N–connection struc-
ture N, we shall write ξN , may be decomposed with in N–adapted form with respect
to the bases δα and δ
α, and their tensor products. For instance, for a tensor of rang
(1,1) T = {T βα =
(
T ji , T
a
i , T
j
b , T
b
a
)} we have
T = T βα δ
α ⊗ δβ = T ji di ⊗ δi + T ai di ⊗ ∂a + T jb δb ⊗ δj + T ba δa ⊗ ∂b. (5)
Every N–connection with coefficients N bi automatically generates a linear con-
nection on ξ as Γ
(N)γ
αβ = {Nabi = ∂Nai (x, y)/∂yb} which defines a covariant derivative
D
(N)
α Aβ = δαA
β + Γ
(N)β
αγ Aγ.
Another important characteristic of a N–connection is its curvature Ω = {Ωaij} with
the coefficients
Ωaij = δjN
a
i − δiNaj = ∂jNai − ∂iNaj +N biNabj −N bjNabi.
In general, on a vector bundle we consider arbitrary linear connection and, for
instance, metric structure adapted to the N–connection decomposition into vertical
and horizontal subbundles (one says that such objects are distinguished by the N–
connection, in brief, d–objects, like the d-tensor (5), d–connection, d–metric:
• the coefficients of linear d–connections Γ = {Γβαγ =
(
Lijk, L
a
bk, C
i
jc, C
b
ac
)} are
defined for an arbitrary covariant derivative D on ξ being adapted to the N–
connection structure as Dδα(δβ) = Γ
γ
βαδγ with the coefficients being invariant
under horizontal and vertical decomposition
Dδi(δj) = L
k
jiδk, Dδi(∂a) = L
b
ai∂b, D∂c(δj) = C
k
jcδk, D∂c(∂a) = C
b
ac∂b.
• the d–metric structure G = gαβδa ⊗ δb which has the invariant decomposition as
gαβ = (gij , gab) following from
G = gij(x, y)d
i ⊗ dj + gab(x, y)δa ⊗ δb. (6)
We may impose the condition that a d–metric and a d–connection are compatible,
i. e. there are satisfied the conditions
Dγgαβ = 0. (7)
With respect to the anholonomic frames (2) and (3), there is a linear connection,
called the canonical distinguished linear connection, which is similar to the metric
connection introduced by the Christoffel symbols in the case of holonomic bases, i.
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e. being constructed only from the metric components and satisfying the metricity
conditions (7). It is parametrized by the coefficients, Γαβγ =
(
Li jk, L
a
bk, C
i
jc, C
a
bc
)
with the coefficients
Li jk =
1
2
gin (δkgnj + δjgnk − δngjk) , (8)
Labk = ∂bN
a
k +
1
2
hac
(
δkhbc − hdc∂bNdk − hdb∂cNdk
)
,
C ijc =
1
2
gik∂cgjk, C
a
bc =
1
2
had (∂chdb + ∂bhdc − ∂dhbc) .
We note that on Riemannian spaces the N–connection is an object completely de-
fined by anholonomic frames, when the coefficients of frame transforms, eβα (u
γ) , are
parametrized explicitly via certain values
(
Nai , δ
j
i , δ
a
b
)
, where δji and δ
a
b are the Kro-
necker symbols. By straightforward calculations we can compute that the coefficients
of the Levi–Civita metric connection
Γ▽αβγ = g (δα,▽γδβ) = gατΓ▽τβγ ,
associated to a covariant derivative operator ▽, satisfying the metricity condition
▽γgαβ = 0 for gαβ = (gij, hab) ,
Γ▽αβγ =
1
2
[
δβgαγ + δγgβα − δαgγβ + gατW τγβ + gβτW ταγ − gγτW τβα
]
, (9)
are given with respect to the anholonomic basis (3) by the coefficients
Γ▽τβγ =
(
Li jk, L
a
bk, C
i
jc +
1
2
gikΩajkhca, C
a
bc
)
. (10)
A specific property of off–diagonal metrics is that they can define different classes of
linear connections which satisfy the metricity conditions for a given metric, or inversely,
there is a certain class of metrics which satisfy the metricity conditions for a given
linear connection. This result was originally obtained by A. Kawaguchi [24] (Details
can be found in Ref. [36], see Theorems 5.4 and 5.5 in Chapter III, formulated for
vector bundles; here we note that similar proofs hold also on manifolds enabled with
anholonomic frames associated to a N–connection structure).
With respect to anholonomic frames, we can not distinguish the Levi–Civita con-
nection as the unique both metric and torsionless one. For instance, both linear connec-
tions (8) and (10) contain anholonomically induced torsion coefficients, are compatible
with the same metric and transform into the usual Levi–Civita coefficients for vanishing
N–connection and ”pure” holonomic coordinates. This means that to an off–diagonal
metric in general relativity one may be associated different covariant differential cal-
culi, all being compatible with the same metric structure (like in the non–commutative
geometry, which is not a surprising fact because the anolonomic frames satisfy by
definition some non–commutative relations (4)). In such cases we have to select a
particular type of connection following some physical or geometrical arguments, or to
impose some conditions when there is a single compatible linear connection constructed
only from the metric and N–coefficients. We note that if Ωajk = 0 the connections (8)
and (10) coincide, i. e. Γαβγ = Γ
▽α
βγ .
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3.2.2 D–torsions and d–curvatures:
The anholonomic coefficients W γαβ and N–elongated derivatives give nontrivial coeffi-
cients for the torsion tensor, T (δγ , δβ) = T
α
βγδα, where
T αβγ = Γ
α
βγ − Γαγβ + wαβγ , (11)
and for the curvature tensor, R(δτ , δγ)δβ = R
α
β γτδα, where
R αβ γτ = δτΓ
α
βγ − δγΓαβτ
+ΓϕβγΓ
α
ϕτ − ΓϕβτΓαϕγ + Γαβϕwϕγτ . (12)
We emphasize that the torsion tensor on (pseudo) Riemannian spacetimes is induced
by anholonomic frames, whereas its components vanish with respect to holonomic
frames. All tensors are distinguished (d) by the N–connection structure into irre-
ducible (horizontal–vertical) h–v–components, and are called d–tensors. For instance,
the torsion, d–tensor has the following irreducible, nonvanishing, h–v–components,
T αβγ = {T ijk, C ija, Sabc, T aij, T abi}, where
T i.jk = T
i
jk = L
i
jk − Likj , T ija = C i.ja, T iaj = −C ija,
T i.ja = 0, T
a
.bc = S
a
.bc = C
a
bc − Cacb, (13)
T a.ij = −Ωaij , T a.bi = ∂bNai − La.bi, T a.ib = −T a.bi
(the d–torsion is computed by substituting the h–v–components of the canonical d–
connection (8) and anholonomy coefficients(4) into the formula for the torsion coeffi-
cients (11)).
The curvature d-tensor has the following irreducible, non-vanishing, h–v–compon-
ents R αβ γτ = {R.ih.jk, R.ab.jk, P .ij.ka, P .cb.ka, S .ij.bc, S .ab.cd}, where
R.ih.jk = δkL
i
.hj − δjLi.hk + Lm.hjLimk − Lm.hkLimj − C i.haΩa.jk, (14)
R.ab.jk = δkL
a
.bj − δjLa.bk + Lc.bjLa.ck − Lc.bkLa.cj − Ca.bcΩc.jk,
P .ij.ka = ∂aL
i
.jk + C
i
.jbT
b
.ka − (δkC i.ja + Li.lkC l.ja − Ll.jkC i.la − Lc.akC i.jc),
P .cb.ka = ∂aL
c
.bk + C
c
.bdT
d
.ka − (δkCc.ba + Lc.dkCd.ba − Ld.bkCc.da − Ld.akCc.bd),
S .ij.bc = ∂cC
i
.jb − ∂bC i.jc + Ch.jbC i.hc − Ch.jcC ihb,
S .ab.cd = ∂dC
a
.bc − ∂cCa.bd + Ce.bcCa.ed − Ce.bdCa.ec
(the d–curvature components are computed in a similar fashion by using the formula
for curvature coefficients (12)).
3.2.3 Einstein equations in d–variables
In this subsection we write and analyze the Einstein equations on spaces provided with
anholonomic frame structures and associated N–connections.
The Ricci tensor Rβγ = R
α
β γα has the d–components
Rij = R
.k
i.jk, Ria = −2Pia = −P .ki.ka, (15)
Rai =
1Pai = P
.b
a.ib, Rab = S
.c
a.bc.
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In general, since 1Pai 6= 2Pia, the Ricci d-tensor is non-symmetric (this could be
with respect to anholonomic frames of reference). The scalar curvature of the metric
d–connection,
←−
R = gβγRβγ , is computed
←−
R = GαβRαβ = R̂ + S, (16)
where R̂ = gijRij and S = h
abSab.
By substituting (15) and (16) into the Einstein equations
Rαβ − 1
2
gαβR = κΥαβ, (17)
where κ and Υαβ are respectively the coupling constant and the energy–momentum
tensor we obtain the h-v-decomposition by N–connection of the Einstein equations
Rij − 1
2
(
R̂ + S
)
gij = κΥij , (18)
Sab − 1
2
(
R̂ + S
)
hab = κΥab,
1Pai = κΥai,
2Pia = κΥia.
The definition of matter sources with respect to anholonomic frames is considered in
Refs. [49, 54, 36].
The vacuum 5D, locally anisotropic gravitational field equations, in invariant h–
v–components, are written
Rij = 0, Sab = 0, (19)
1Pai = 0,
2Pia = 0.
We emphasize that vector bundles and even the (pseudo) Riemannian space-times
admit non–trivial torsion components, if off–diagonal metrics and anholomomic frames
are introduced into consideration. This is a ”pure” anholonomic frame effect: the tor-
sion vanishes for the Levi–Civita connection stated with respect to a coordinate frame,
but even this metric connection contains some torsion coefficients if it is defined with
respect to anholonomic frames (this follows from the W–terms in (9)). For (pseudo)
Riemannian spaces we conclude that the Einstein theory transforms into an effective
Einstein–Cartan theory with anholonomically induced torsion if the general relativity
is formulated with respect to general frame bases (both holonomic and anholonomic).
The N–connection geometry can be similarly formulated for a tangent bundle TM
of a manifold M (which is used in Finsler and Lagrange geometry [36]), on cotangent
bundle T ∗M and higher order bundles (higher order Lagrange and Hamilton geometry
[35]) as well in the geometry of locally anisotropic superspaces [51], superstrings [53],
anisotropic spinor [49] and gauge [61] theories or even on (pseudo) Riemannian spaces
provided with anholonomic frame structures [62].
3.3 Nonlinear connections in projective modules
The nonlinear connection (N–connection) for noncommutative spaces can be defined
similarly to commutative spaces by considering instead of usual vector bundles theirs
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noncommutative analogs defined as finite projective modules over noncommutative
algebras. The explicit constructions depend on the type of differential calculus we use
for definition of tangent structures and theirs maps.
In general, there can be several differential calculi over a given algebra A (for
a more detailed discussion within the context of noncommutative geometry see Refs.
[8, 31, 15]; a recent approach is connected with Lie superalgebra structures on the space
of multiderivations [18]). For simplicity, in this work we fix a differential calculus on
A, which means that we choose a (graded) algebra Ω∗(A) = ∪pΩp(A) which gives a
differential structure to A. The elements of Ωp(A) are called p–forms. There is a linear
map d which takes p–forms into (p+1)–forms and which satisfies a graded Leibniz rule
as well the condition d2 = 0. By definition Ω0(A) = A.
The differential df of a real or complex variable on a vector bundle ξN
df = δif dx
i + ∂af δy
a,
δif = ∂if −Nai ∂af , δya = dya +Nai dxi
in the noncommutative case is replaced by a distinguished commutator (d–commutator)
df = [F, f ] =
[
F [h], f
]
+
[
F [v], f
]
where the operator F [h] (F [v]) is acting on the horizontal (vertical) projective submod-
ule being defined by some fixed differential calculus Ω∗(A[h]) (Ω∗(A[v])) on the so–called
horizontal (vertical) A[h] (A[v]) algebras.
Let us consider instead of a vector bundle ξ an A–module E being projective and
of finite type. For a fixed differential calculus on E we define the tangent structures TE
and TM. A nonlinear connectionN in an A–module E is defined by an exact sequence
of finite projective A–moduli
0→ V E → TE/V E → 0,
where all subspaces are constructed as in the commutative case with that difference
that the vector bundle objects are substituted by theirs projective modules equivalents.
A projective module provided with N–connection structures will be denoted as EN . All
objects on a EN have a distinguished invariant character with respect to the horizontal
and vertical subspaces.
To understand how the N–connection structure may be taken into account on non-
commutative spaces we analyze in the next subsection an example.
3.4 Commutative and noncommutative gauge d–fields
Let us consider a vector bundle ξN and a another vector bundle β = (B, π, ξN) with
π : B → ξN with a typical k-dimensional vector fiber. In local coordinates a linear
connection (a gauge field) in β is given by a collection of differential operators
▽α = Dα +Bα(u),
acting on TξN where
Dα = δα ± Γ··α with Di = δi ± Γ··i and Da = ∂a ± Γ··a
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is a d–connection in ξN (α = 1, 2, ..., n+m), with δα N–elongated as in (2), u = (x, y) ∈
ξN and Bα are k × k–matrix valued functions. For every vector field
X = Xα(u)δα = X
i(u)δi +X
a(u)∂a ∈ TξN
we can consider the operator
Xα(u)▽α (f · s) = f · ▽Xs+ δXf · s (20)
for any section s ∈ B and function f ∈ C∞(ξN), where
δXf = X
αδα and ▽fX = f ▽X .
In the simplest definition we assume that there is a Lie algebra GLB that acts on
associative algebra B by means of infinitesimal automorphisms (derivations). This
means that we have linear operators δX : B → B which linearly depend on X and
satisfy
δX(a · b) = (δXa) · b+ a · (δXb)
for any a, b ∈ B. The mapping X → δX is a Lie algebra homomorphism, i. e. δ[X,Y ] =
[δX , δY ].
Now we consider respectively instead of vector bundles ξ and β the finite projective
A–module EN , provided with N–connection structure, and the finite projective B–
module Eβ.
A d–connection ▽X on Eβ is by definition a set of linear d–operators, adapted to
the N–connection structure, depending linearly on X and satisfying the Leibniz rule
▽X(b · e) = b · ▽X(e) + δXb · e (21)
for any e ∈ Eβ and b ∈ B. The rule (21) is a noncommutative generalization of (20).
We emphasize that both operators ▽X and δX are distinguished by the N–connection
structure and that the difference of two such linear d–operators, ▽X −▽′X commutes
with action of B on Eβ, which is an endomorphism of Eβ. Hence, if we fix some fiducial
connection ▽′X (for instance, ▽′X = DX) on Eβ an arbitrary connection has the form
▽X = DX +BX ,
where BX ∈ EndBEβ depend linearly on X.
The curvature of connection ▽X is a two–form FXY which values linear opera-
tor in B and measures a deviation of mapping X → ▽X from being a Lie algebra
homomorphism,
FXY = [▽X ,▽Y ]−▽[X,Y ].
The usual curvature d–tensor is defined as
Fαβ = [▽α,▽β]−▽[α,β].
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The simplest connection on a finite projective B–module Eβ is to be specified by a
projector P : Bk ⊗ Bk when the d–operator δX acts naturally on the free module Bk.
The operator ▽LCX = P · δX · P is called the Levi–Civita operator and satisfy the
condition Tr[▽LCX , φ] = 0 for any endomorphism φ ∈ EndBEβ. From this identity, and
from the fact that any two connections differ by an endomorphism that
Tr[▽X , φ] = 0
for an arbitrary connection ▽X and an arbitrary endomorphism φ, that instead of
▽LCX we may consider equivalently the canonical d–connection, constructed only from
d-metric and N–connection coefficients.
4 Distinguished Spectral Triples
In this section we develop the basic ingredients introduced by A. Connes [8] to de-
fine the analogue of differential calculus for noncommutative distinguished algebras.
The N–connection structures distinguish a commutative or a noncommutative spaces
into horizontal and vertical subspaces. The geometric objects possess a distinguished
invariant character with respect to a such splitting. The basic idea in definition of
spectral triples generating locally anisotropic spaces (Rimannian spaces with anholo-
nomic structure, or, for more general constructions, Finsler and Lagrange spaces) is
to consider pairs of noncommutative algebras A[d] = (A[h],A[v]), given by respective
pairs of elements a =
(
a[h], a[v]
) ∈ A[d], called also distinguished algebras (in brief,
d–algebras), together with d-operators D[d] = (D[h], D[v]) on a Hilbert space H (for
simplicity we shall consider one Hilbert space, but a more general construction can be
provided for Hilbert d-spaces, H[d] =
(H[h],H[v]) .
The formula of Wodzicki–Adler–Manin–Guillemin residue (see, for instance, [28])
may be writen for vector bundles provided with N–connection structure. It is necessary
to introduce the N–elongated differentials (2) in definition of the measure: Let Q be a
pseudo–differential poprator of order −n acting on sections of a complex vector bundle
E → M over an n–dimensional compact Riemannian manifold M. The residue ResQ
of Q is defined by the formula
ResQ =:
1
n (2π)n
∫
S∗M
trEσ−n(Q)δµ,
where σ−n(Q) is the principal symbol (a matrix–valued function on T
∗M which is
homogeneous of degree −n in the fiber coordinates), the integral is taken over the unit
co–sphere S∗M = {(x, y) ∈ T ∗M : ||y|| = 1} ⊂ T ∗M, the trE is the matrix trace over
”internal indices” and the measures δµ = dxiδya.
A spectral d–triple
[A[d],H, D[d]] is given by an involutive d–algebra of d–operators
D[d] consisting from pairs of bounded operators D[h] and D[v] on the Hilbert space H,
together with the self–adjoint operation D[d] = D
∗
[d] for respective h- and v–components
on H being satisfied the properties:
1. The resolvents (D[h] − λ[h])−1 and (D[v] − λ[v])−1, λ[h], λ[v] ∈ IR, are compact
operators on H;
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2. The commutators
[
D[h,], a[h]
]
+ D[h]a[h] − a[h]D[h] ∈ B(H) and
[
D[v,], a[v]
]
+
D[v]a[v] − a[v]D[v] ∈ B(H) for any a ∈ A[d], where by B(H) we denote the algebra
of bounded operators on H.
The h(v)–component of a d–triple is said to be even if there is a IZ2–grading for H,
i. e. an operator Υ on H such that
Υ = Υ∗,Υ2 = 1, ΥD[h(v)] −D[h(v)]Υ = 0, Υa− aΥ = 0
for every a ∈ A[d]. If such a grading does not exist, the h(v)–component of a d–triple
is said to be odd.
4.1 Canonical triples over vector bundles
The basic examples of spectral triples in connections with noncommutative field theory
and geometry models were constructed by means of the Dirac operator on a closed
n–dimensional Riemannian spin manifold (M, g) [8, 11]. In order to generate by
using functional methods some anisotropic geometries, it is necessary to generalize the
approach to vector and covector bundles provided with compatible N–connection, d–
connection and metric structures. The theory of spinors on locally anisotropic spaces
was developed in Refs. [49, 62]. This section is devoted to the spectral d–triples
defined by the Dirac operators on closed regions of (n+m)–dimensional spin–vector
manifolds. We note that if we deal with off–diagonal metrics and/or anholonomic
frames there is an infinite number of d–connections which are compatible with d–metric
and N–connection structures, see discussion and details in Ref. [56]. For simplicity,
we restrict our consideration only to the Euclidean signature of metrics of type (6) (on
attempts to define triples with Minkowskian signatures see, for instance, Refs. [16]).
For a spectral d–triple
[A[d],H, D[d]] associated to a vector bundle ξN one takes the
components:
1. A[d] = F(ξN) is the algebra of complex valued functions on ξN .
2. H = L2(ξN , S) is the Hilbert space of square integrable sections of the irreducible
d–spinor bundle (of rank 2(n+m)/2 over ξN [49, 62]. The scalar product in L
2(ξN , S)
is the defined by the measure associated to the d–metric (6),
(ψ, φ) =
∫
δµ(g)ψ(u)φ(u)
were the bar indicates to the complex conjugation and the scalar product in
d–spinor space is the natural one in IC2[n/2] ⊕ IC2[m/2].
3. D is a Dirac d–operator associated to one of the d–metric compatible d–connecti-
on, for instance, with the Levi–Civita connection, canonical d–connection or an-
other one, denoted with a general symbol Γ = Γµδu
µ.
We note that the elements of the algebra A[d] acts as multiplicative operators on
H,
(aψ)(u) =: f(u)ψ(u),
for every a ∈ A[d], ψ ∈ H.
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4.1.1 Distinguished spinor structures
Let us analyze the connection between d–spinor structures and spectral d–triples over
a vector bundle ξN . One consider a (n+m)–bein (frame) decomposition of the d–metric
gαβ (6) (and its inverse g
αβ),
gαβ(u) = eαα(u)e
β
β(u)η
αβ, ηαβ = e
α
α(u)e
β
β(u)gαβ,
ηαβ it the diagonal Euclidean (n +m)–metric, which is adapted to the N–connection
structure because the coefficients gαβ are defined with respect to the dual N–distinguish-
ed basis (3). We can define compatible with this decomposition d–connections Γαβµ
(for instance, the Levi–Civita connection, which with respect to anholonomic frames
contains torsions components, or the canonical d–connection), defined by
Dµeβ = Γ
α
βµeα,
as the solution of the equations
δµe
ν
v − δνeνµ = Γνβµe
β
v − Γνβνe
β
µ.
We define by C (ξN) the Clifford bundle over ξN with the fiber at u ∈ ξN being
just the complexified Clifford d–algebra CliffIC (T
∗
u ξN) , T
∗
uξN being dual to TuξN , and
Γ[ξN , C (ξN)] is the module of corresponding sections. By defining the maps
γ (δα) =
(
γ
(
di
)
, γ (δa)
)
+ γα(u) = γαeαα(u) =
(
γαeiα(u), γ
αeaα(u)
)
,
extended as an algebra map by A[d]–linearity, we construct an algebra morphism
γ : Γ (ξN , C (ξN))→ B(H). (22)
The indices of the ”curved” γα(u) and ”flat” γα gamma matrices can be lowered by
using respectively the d-metric components gαβ (u) and ηαβ , i. e. γβ(u) =γ
α(u) gαβ
(u) and γβ = γ
αηαβ. We take the gamma matrices to be Hermitian and to obey the
relations,
γαγβ + γβγα = −2gαβ (γiγj + γjγi = −2gij , γaγb + γbγa = −2gab) ,
γαγβ + γβγα = −2ηαβ .
Every d–connection Γνβµ can be shifted as a d–covariant operator ▽[S]µ =
(
▽[S]i ,▽[S]a
)
on the bundle of d–spinors,
▽[S]µ = δµ +
1
2
Γαβµγ
αγβ , Γ[S]µ =
1
2
Γαβµγ
αγβ,
which defines the Dirac d–operator
[d]D =: γ ◦ ▽[S]µ = γα(u)
(
δµ + Γ
[S]
µ
)
= γαeµα
(
δµ + Γ
[S]
µ
)
. (23)
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Such formulas were introduced in Refs. [49] for distinguished spinor bundles (of first
and higher order). In this paper we revise them in connection to spectral d–triples and
noncommutative geometry. On such spaces one also holds a variant of Lichnerowicz
formula [4] for the square of the Dirac d–operator
[d]D
2 = ▽[S] + 1
4
←−
R , (24)
where the formulas for the scalar curvature
←−
R is given in (16) and
▽[S] = −gµν (▽[S]µ ▽[S]v −Γρµν▽[S]ρ ) .
In a similar manner as in Ref. [28] but reconsidering all computations on a vector
bundle ξN we can prove that for every d–triple
[A[d],H, D[d]] one holds the properties:
1. The vector bundle ξN is the structure space of the algebra A[d] of continuous
functions on ξN (the bar here points to the norm closure of A[d]).
2. The geodesic distance ρ between two points p1, p2 ∈ ξN is defined by using the
Dirac d–operator,
ρ (p1, p2) = sup
f∈
{|f(p)− f(q)| : ||[D[d], f ]|| ≤ 1} .
3. The Dirac d–operator also defines the Riemannian measure on ξN ,∫
ξN
f = c (n+m) trΓ
(
f |D[d]|−(n+m)
)
for every f ∈ A[d] and c (n +m) = 2[n+m−(n+m)/2−1]π(n+m)/2(n + m)Γ
(
n+m
2
)
,Γ
being the gamma function.
The spectral d–triple formalism has the same properties as the usual one with that
difference that we are working on spaces provided with N–connection structures and
the bulk of constructions and objects are distinguished by this structure.
4.1.2 Noncommutative differential forms
To construct a differential algebra of forms out a spectral d–triple
[A[d],H, D[d]] one
follows universal graded differential d–algebras defined as couples of universal ones,
respectively associated to the h– and v–components of some splitting to subspaces
defined by N–connection structures. LetA[d] be an associative d–algebra (for simplicity,
with unit) over the field of complex numbers IC. The universal d–algebra of differential
forms ΩA[d] = ⊕pΩpA[d] is introduced as a graded d–algebra when Ω0A[d] = A[d] and
the space Ω1A[d] of one–forms is generated as a left A[d]–module by symbols of degree
δa, a ∈ A[d] satisfying the properties
δ(ab) = (δa)b+ aδb and δ(αa+ βb) = α(δa) + βδb
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from which follows δ1 = 0 which in turn implies δIC = 0. These relations state the
Leibniz rule for the map
δ : A[d] → Ω1A[d]
An element ̟ ∈ Ω1A[d] is expressed as a finite sum of the form
̟ =
∑
i
aibi
for ai, bi ∈ A[d]. The left A[d]–module Ω1A[d] can be also endowed with a structure of
right A[d]–module if the elements are imposed to satisfy the conditions(∑
i
aiδbi
)
c =:
∑
i
ai(δbi)c =
∑
i
aiδ(bic)−
∑
i
aibiδc.
Given a spectral d–triple
[A[d],H, D[d]] , one constructs and exterior d–algebra of
forms by means of a suitable representation of the universal algebra ΩA[d] in the d–
algebra of bounded operators on H by considering the map
π : ΩA[d] → B(H),
π (a0δa1...δap) = : a0 [D, a1] ... [D, ap]
which is a homomorphism since both δ and [D, .] are distinguished derivations on A[d].
More than that, since [D, a]∗ = − [D, a∗] , we have π (̟)∗ = π (̟∗) for any d–form
̟ ∈ ΩA[d] and π being a ∗–homomorphism.
Let J0 =: ⊕pJp0 be the graded two–sided ideal of ΩA[d] given by Jp0 =: {π (̟) = 0}
when J = J0 + δJ0 is a graded differential two–sided ideal of ΩA[d]. At the next step
we can define the graded differential algebra of Connes’ forms over the d–algebra A[d]
as
ΩDA[d] =: ΩA[d]/J ≃ π
(
ΩA[d]
)
/π (δJ0) .
It is naturally graded by the degrees of ΩA[d] and J with the space of p–forms being
given by ΩpDA[d] = ΩpA[d]/Jp. Being J a differential ideal, the exterior differential δ
defines a differential on ΩDA[d],
δ : ΩpDA[d] → Ωp+1D A[d], δ[̟] =: [δ̟]
with ̟ ∈ ΩpDA[d] and [̟] being the corresponding class in ΩpDA[d].
We conclude that the theory of distinguished d–forms generated by d–algebras, as
well of the graded differential d–algebra of Connes’ forms, is constructed in a usual
form (see Refs. [8, 28]) but for two subspaces (the horizontal and vertical ones) defined
by a N–connection structure.
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4.1.3 The exterior d–algebra
The differential d–form formalism when applied to the canonical d–triple
[A[d],H, D[d]]
over an ordinary vector bundle ξN provided with N–connection structure reproduce
the usual exterior d–aplgebra over this vector bundle. Consider our d–triple on a
closed (n +m)–dimensional Riemannian spincmanifold as described in subsection 4.1.1
when A[d] = F(ξN) is the algebra of smooth complex valued functions on ξN and
H = L2(ξN , S) is the Hilbert space of square integrable sections of the irreducible
d–spinor bundle (of rank 2(n+m)/2 over ξN . We can identify
π (δf) =: [[d]D, f ] = γ
µ(u)δµf = γ (δξNf) (25)
for every f ∈ A[d], see the formula for the Dirac d–operator (23), where γ is the d–
algebra morphism (22) and δξN denotes the usual exterior derivative on ξN . In a more
general case, with f[i] ∈ A[d], [i] = [1], ..., [p], we can write
π
(
f[0]δf[1]...δf[p]
)
=: f[0][[d]D, f[1]]...[[d]D, f[p]] = γ
(
f[0]δξNf[1] · ... · δξNf[p]
)
, (26)
where the d–differentials δξNf[1] are regarded as sections of the Clifford d–bundle
C1(ξN), while f[i] can be thought of as sections of C0(ξN) and the dot · the Clifford
product in the fibers of C(ξN) = ⊕kCk(ξN), see details in Refs. [49, 62].
A generic differential 1–form on ξN can be written as
∑
[i] f
[i]
0 δξNf
[i]
1 with f
[i]
0 , f
[i]
1 ∈
A[d]. Following the definitions (25) and (26), we can identify the distinguished Connes’
1–forms ΩpDA[d] with the usual distinguished differential 1–forms, i. e.
ΩpDA[d] ≃ Λp (ξN) .
For each u ∈ ξN , we can introduce a natural filtration for the Clifford d–algebra,
Cu(ξN) = ∪C(p)u , where C(p)u is spanned by products of type χ[1] · χ[2] · ... · χ[p′], p′ ≤
p, χ[i] ∈ T ∗uξN . One defines a natural graded d–algebra,
grCu =:
∑
p
grpCu, grpCu = C
(p)
u /C
(p−1)
u , (27)
for which the natural projection is called the symbol map,
σp : C
(p)
u → grpCu.
The natural graded d–algebra is canonical isomorphic to the complexified exterior d–
algebra ΛIC (T
∗
uξN) , the isomorphism being defined as
ΛIC (T
∗
uξN) ∋ χ[1] ∧ χ[2] ∧ ... ∧ χ[p] → σp
(
χ[1] · χ[2] · ... · χ[p]
) ∈ grpCu. (28)
As a consequence of formulas (27) and (28), for a canonical d–triple
[A[d],H, D[d]]
over the vector bundle ξN , one follows the property: a pair of operators Q1 and Q2 on
H is of the form Q1 = π(̟) and Q2 = π(δ̟) for some universal form ̟ ∈ ΩpA[d], if
and only if there are sections ρ1 of C
(p) and ρ2 of C
(p+1) such that
Q1 = γ (ρ1) and Q2 = γ (ρ2)
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for which
δξNσp (ρ1) = σp+1 (ρ2) .
The introduced symbol map defines the canonical isomorphism
σp : Ω
p
DA[d] ≃ Γ
(
Λp
IC
T ∗ξN
)
(29)
which commutes with the differential. With this isomorphism the inner product on
ΩpDA[d] (the scalar product of forms) is proportional to the Riemannian inner product
of distinguished p–forms on ξN ,
< ̟1, ̟2 >p= (−1)p 2
(n+m)/2+1−(n+m)π−(n+m)/2
(n+m)Γ ((n+m)/2)
∫
ξN
̟1 ∧ ∗̟2 (30)
for every ̟1, ̟2 ∈ ΩpDA[d] ≃ Γ
(
Λp
IC
T ∗ξN
)
.
The proofs of formulas (29) and (30) are similar to those given in [28] for ξN =M.
4.2 Noncommutative Geometry and Anholonomic Gravity
We introduce the concepts of generalized Lagrange and Finsler geometry and outline
the conditions when such structures can be modeled on a Riemannian space by using
anholnomic frames.
4.2.1 Anisotropic spacetimes
Different classes of commuative anisotropic spacetimes are modeled by correpond-
ing parametriztions of some compatible (or even non–compatible) N–connection, d–
connection and d–metric structrures on (pseudo) Riemannian spaces, tangent (or cotan-
gent) bundles, vector (or covector) bundles and their higher order generalizations in
their usual manifold, supersymmetric, spinor, gauge like or another type approaches
(see Refs. [56, 35, 36, 3, 49, 61, 54, 62]). Here we revise the basic definitions and for-
mulas which will be used in further noncommutative embeddings and generalizations.
Anholonomic structures on Riemannian spaces: We can generate an anholo-
nomic (equivalently, anisotropic) structure on a Rieman space of dimension (n + m)
space (let us denote this space V (n+m) and call it as a anholonomic Riemannian
space) by fixing an anholonomic frame basis and co-basis with associated N–connection
Nai (x, y), respectively, as (2) and (3) which splits the local coordinates u
α = (xi, ya)
into two classes: n holonomic coorinates, xi, and m anholonomic coordinates, ya. The
d–metric (6) on V (n+m),
G[R] = gij(x, y)dx
i ⊗ dxj + gab(x, y)δya ⊗ δyb (31)
written with respect to a usual coordinate basis duα = (dxi, dya) ,
ds2 = g
αβ
(x, y) duαduβ
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is a generic off–diagonal Riemannian metric parametrized as
g
αβ
=
[
gij +N
a
i N
b
j gab habN
a
i
habN
b
j gab
]
. (32)
Such type of metrics were largely investigated in the Kaluza–Klein gravity [42], but
also in the Einstein gravity [56]. An off–diagonal metric (32) can be reduced to a
block (n× n)⊕ (m×m) form (gij , gab) , and even effectively diagonalized in result of
a superposition of ahnolonomic N–transforms. It can be defined as an exact solution
of the Einstein equations. With respect to anholonomic frames, in general, the Levi–
Civita connection obtains a torsion component (9). Every class of off–diagonal metrics
can be anholonomically equivalent to another ones for which it is not possible to a
select the Levi–Civita metric defied as the unique torsionless and metric compatible
linear connection. The conclusion is that if anholonomic frames of reference, which
authomatically induce the torsion via anholonomy coefficients, are considered on a Rie-
mannian space we have to postulate explicitly what type of linear connection (adapted
both to the anholonomic frame and metric structure) is chosen in order to construct a
Riemannian geometry and corresponding physical models. For instance, we may pos-
tulate the connection (10) or the d–connection (8). Both these connections are metric
compatible and transform into the usual Christoffel symbols if the N–connection van-
ishes, i. e. the local frames became holonomic. But, in general, anholonomic frames
and off–diagonal Riemannian metrics are connected with anisotropic configurations
which allow, in principle, to model even Finsler like structures in (pseudo) Riemannian
spaces [55, 56].
Finsler geometry and its almost Kahlerian model: The modern approaches
to Finsler geometry are outlined in Refs. [41, 36, 35, 3, 54, 62]. Here we emphasize
that a Finsler metric can be defined on a tangent bundle TM with local coordinates
uα = (xi, ya → yi) of dimension 2n, with a d–metric (6) for which the Finsler metric,
i. e. the quadratic form
g
[F ]
ij = gab =
1
2
∂2F 2
∂yi∂yj
is positive definite, is defined in this way: 1) A Finsler metric on a real manifold
M is a function F : TM → IR which on T˜M = TM\{0} is of class C∞ and F is
only continuous on the image of the null cross–sections in the tangent bundle to M.
2) F (x, λy) = λF (x, λy) for every IR∗+. 3) The restriction of F to T˜M is a positive
function. 4) rank
[
g
[F ]
ij (x, y)
]
= n.
The Finsler metric F (x, y) and the quadratic form g
[F ]
ij can be used to define the
Christoffel symbols (not those from the usual Riemannian geometry)
cιjk(x, y) =
1
2
gih (∂jghk + ∂kgjh − ∂hgjk)
which allows to define the Cartan nonlinear connection as
N ij(x, y) =
1
4
∂
∂yj
[
cιlk(x, y)y
lyk
]
(33)
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where we may not distinguish the v- and h- indices taking on TM the same values.
In Finsler geometry there were investigated different classes of remarkable Finsler
linear connections introduced by Cartan, Berwald, Matsumoto and other ones (see
details in Refs. [41, 36, 3]). Here we note that we can introduce g
[F ]
ij = gab and N
i
j(x, y)
in (6) and construct a d–connection via formulas (8).
A usual Finsler space F n = (M,F (x, y)) is completely defined by its fundamental
tensor g
[F ]
ij (x, y) and Cartan nonlinear connection N
i
j(x, y) and its chosen d–connection
structure. But the N–connection allows us to define an almost complex structure I on
TM as follows
I (δi) = −∂/∂yi and I
(
∂/∂yi
)
= δi
for which I2 = −1.
The pair
(
G[F ], I
)
consisting from a Riemannian metric on TM,
G[F ] = g
[F ]
ij (x, y)dx
i ⊗ dxj + g[F ]ij (x, y)δyi ⊗ δyj (34)
and the almost complex structure I defines an almost Hermitian structure on T˜M
associated to a 2–form
θ = g
[F ]
ij (x, y)δy
i ∧ dxj .
This model of Finsler geometry is called almost Hermitian and denoted H2n and it is
proven [36] that is almost Kahlerian, i. e. the form θ is closed. The almost Kahlerian
space K2n =
(
T˜M,G[F ], I
)
is also called the almost Kahlerian model of the Finsler
space F n.
On Finsler (and their almost Kahlerian models) spaces one distinguishes the almost
Kahler linear connection of Finsler type, D[I] on T˜M with the property that this
covariant derivation preserves by parallelism the vertical distribution and is compatible
with the almost Kahler structure
(
G[F ], I
)
, i.e.
D
[I]
X G
[F ] = 0 and D
[I]
X I = 0
for every d–vector field on T˜M. This d–connection is defined by the data
Γ =
(
Lijk, L
a
bk = 0, C
i
ja = 0, C
a
bc → C ijk
)
with Lijk and C
i
jk computed as in the formulas (8) by using g
[F ]
ij and N
i
j from (33).
We emphasize that a Finsler space F n with a d–metric (34) and Cartan’s N–
connection structure (33), or the corresponding almost Hermitian (Kahler) model H2n,
can be equivalently modeled on a Riemannian space of dimension 2n provided with
an off–diagonal Riemannian metric (32). From this viewpoint a Finsler geometry is a
corresponding Riemannian geometry with a respective off–diagonal metric (or, equiv-
alently, with an anholonomic frame structure with associated N–connection) and a
corresponding prescription for the type of linear connection chosen to be compatible
with the metric and N–connection structures.
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Lagrange and generalized Lagrange geometry: The Lagrange spaces were in-
troduced in order to generalize the fundamental concepts in mechanics [26] and investi-
gated in Refs. [36] (see [49, 61, 51, 53, 54, 62] for their spinor, gauge and supersymmetric
generalizations).
A Lagrange space Ln = (M,L (x, y)) is defined as a pair which consists of a real,
smooth n–dimensional manifold M and regular Lagrangian L : TM → IR. Similarly as
for Finsler spaces one introduces the symmetric d–tensor field
g
[L]
ij = gab =
1
2
∂2L
∂yi∂yj
. (35)
So, the Lagrangian L(x, y) is like the square of the fundamental Finsler metric, F 2(x, y),
but not subjected to any homogeneity conditions.
In the rest me can introduce similar concepts of almost Hermitian (Kahlerian)
models of Lagrange spaces as for the Finsler spaces, by using the similar definitions
and formulas as in the previous subsection, but changing g
[F ]
ij → g[L]ij .
R. Miron introduced the concept of generalized Lagrange space, GL–space (see
details in [36]) and a corresponding N–connection geometry on TM when the funda-
mental metric function gij = gij (x, y) is a general one, not obligatory defined as a
second derivative from a Lagrangian as in (35). The corresponding almost Hermitian
(Kahlerian) models of GL–spaces were investigated and applied in order to elaborate
generalizations of gravity and gauge theories [36, 61].
Finally, a few remarks on definition of gravity models with generic local anisotropy
on anholonomic Riemannian, Finsler or (generalized) Lagrange spaces and vector bun-
dles. So, by choosing a d-metric (6) (in particular cases (31), or (34) with g
[F ]
ij , or
g
[L]
ij ) we may compute the coefficients of, for instance, d–connection (8), d–torsion (13)
and (14) and even to write down the explicit form of Einstein equations (18) which
define such geometries. For instance, in a series of works [55, 56, 62] we found explicit
solutions when Finsler like and another type anisotropic configurations are modeled
in anisotropic kinetic theory and irreversible thermodynamics and even in Einstein or
low/extra–dimension gravity as exact solutions of the vacuum (18) and nonvacuum
(19) Einstein equations. From the viewpoint of the geometry of anholonomic frames
is not much difference between the usual Riemannian geometry and its Finsler like
generalizations. The explicit form and parametrizations of coefficients of metric, linear
connections, torsions, curvatures and Einstein equations in all types of mentioned geo-
metric models depends on the type of anholomic frame relations and compatibility met-
ric conditions between the associated N–connection structure and linear connections
we fixed. Such structures can be correspondingly picked up from a noncommutative
functional model, for instance from some almost Hermitian structures over projective
modules and/or generalized to some noncommutative configurations.
4.3 Noncommutative Finsler like gravity models
We shall briefly describe two possible approaches to the construction of gravity models
with generic anisotropy following from noncommutative geometry which while agreeing
for the canonical d–triples associated with vector bundles provided with N–connection
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structure. Because in the previous section we proved that the Finsler geometry and
its extensions are effectively modeled by anholonomic structures on Riemannian man-
ifolds (bundles) we shall only emphasize the basic ideas how from the beautiful result
by Connes [8, 9] we may select an anisotropic gravity (possible alternative approaches
to noncommutative gravity are examined in Refs. [7, 31, 16, 29, 30]; by introducing an-
holonomic frames with associated N–connections those models also can be transformed
into certain anisotropic ones; we omit such considerations in the present work).
4.3.1 Anisotropic gravity a la Connes–Deximier–Wodzicki
The first scheme to construct gravity models in noncommutative geometry (see details
in [8, 28]) may be extend for vector bundles provided with N–connection structure
(i. e. to projective finite distinguished moduli) and in fact to reconstruct the full
anisotorpic (for instance, Finsler) geometry from corresponding distinguishing of the
Diximier trace and the Wodzicki residue.
Let us consider a smooth compact vector bundle ξN without boundary and of dimen-
sion n+m and D[t] as a ”symbol” for a time being operator and denote A[d] = C∞ (ξN) .
For a unitary representation [Aπ, Dπ] of the couple
(A[d], D[t]) as operators on an
Hilbert space Hπ provided with a real structure operator Jπ, such that [Aπ, Dπ,H, Jπ]
satisfy all axioms of a real spectral d–triple. Then, one holds the properties:
1. There is a unique Riemannian d–metric gπ on ξN such the geodesic distance in
the total space of the vector bundle between every two points u[1] and u[2] is given
by
d
(
u[1], u[2]
)
= sup
a∈A[d]
{∣∣a(u[1])− a(u[2])∣∣ : ‖Dπ, π (a)‖B(Hpi) ≤ 1} .
2. The d–metric gπ depends only on the unitary equivalence class of the represen-
tations π. The fibers of the map π → gπ form unitary equivalence classes of rep-
resentations to metrics define a finite collection of affine spaces Aσ parametrized
by the spin structures σ on ξN . These spin structures depends on the type of
d–metrics we are using in ξN .
3. The action functional given by the Diximier trace
G
(
D[t]
)
= tr̟
(
Dn+m−2[t]
)
is a positive quadratic d–form with a unique minimum πσ for each Aσ. At the
minimum, the values of G
(
D[t]
)
coincides with the Wodzicki residue of Dn+m−2σ
and is proportional to the Hilbert–Einstein action for a fixed d–connection,
G (Dσ) = ResW
(
Dn+m−2σ
)
= :
1
(n+m) (2π)n+m
∫
S∗ξN
tr
[
σ−(n+m) (u, u
′) δuδu′
]
= cn+m
∫
ξN
←−
R δu,
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where
cn+m =
n +m− 2
12
2[(n+m)/2]
(4π)(n+m)/2 Γ
(
n+m
2
+ 1
) ,
σ−(n+m) (u, u
′) is the part of order −(n +m) of the total symbol of Dn+m−2σ , ←−R
is the scalar curvature (16) on ξN and tr is a normalized Clifford trace.
4. It is defined a representation of
(A[d], D[t]) for every minimum πσ on the Hilbert
space of square integrable d–spinors H = L2(ξN , Sσ) where A[d] acts by multi-
plicative operators and Dσ is the Dirac operator of chosen d–connection. If there
is no real structure J, one has to replace spin by spinc (for d–spinors investigated
in Refs. [49, 54, 62]). In this case there is not a uniqueness and the minimum of
the functional G (D) is reached on a linear subspace of Aσ with σ a fixed spinc
structure. This subspace is parametrized by the U (1) gauge potentials entering
in the spinc Dirac operator (the rest properties hold).
The properties 1-4 are proved in a similar form as in [23, 16, 28], but all computa-
tions are distinguished by the N–connection structure and a fixed type of d–connection
(we omit such details). We can generate an anholonomic Riemannian, Finsler or La-
grange gravity depending on the class of d–metrics ((31), (34), (35), or a general one
for vector bundles (6)) we choose.
4.3.2 Spectral anisotropic Gravity
Consider a canonical d–triple
[A[d] = C∞ (ξN) ,H = L2 (ξN) ,[d]D] defined in subsec-
tion 4.1.1 for a vector bundle ξN , where [d]D is the Dirac d–operator (23) defined for a
d–connection on ξN . We are going to compute the action
SG
(
[d]D,Λ
)
= trH
[
χ
(
[d]D
2
Λ2
)]
, (36)
depending on the spectrum of [d]D, were trH is the usual trace in the Hilbert space, Λ
is the cutoff parameter and χ will be closed as a suitable cutoff function which cut off
all eigenvalues of [d]D
2 larger than Λ2. By using the Lichnerowicz formula, in our case
with operators for a vector bundle, and the keat kernel expansion (similarly as for the
proof summarized in Ref. [28])
SG
(
[d]D,Λ
)
=
∑
k≥0
fkak
(
[d]D
2/Λ2
)
,
were the coefficients fk are computed
f0 =
∞∫
0
χ (z) zdz, f2 =
∞∫
0
χ (z) dz, f2(k′+2) = (−1)k
′
χ(k
′) (0) , k′ ≥ 0,
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χ(k
′) denotes the k′th derivative on its argument, the so–called non–vanishing Seeley–de
Witt coefficients ak
(
[d]D
2/Λ2
)
are defined for even values of k as integrals
ak
(
[d]D
2/Λ2
)
=
∫
ξN
ak
(
u;[d]D
2/Λ2
)√
gδu
with the first three subintegral functions given by
a0
(
u;[d]D
2/Λ2
)
= Λ4 (4π)−(n+m)/2 trI2[(n+m)/2] ,
a2
(
u;[d]D
2/Λ2
)
= Λ2 (4π)−(n+m)/2
(
−←−R /6 + E
)
trI2[(n+m)/2] ,
a4
(
u;[d]D
2/Λ2
)
= (4π)−(n+m)/2
1
360
(−12DµDµ←−R + 5←−R 2 − 2RµνRµν
−7
4
RµναβR
µναβ − 60RE + 180E2 + 60DµDµ←−E )trI2[(n+m)/2] ,
and
←−
E =:[d] D
2−▽[S] =←−R /4, see (24). We can use for the function χ the characteristic
value of the interval [0, 1], namely χ (z) = 1 for z ≤ 1 and χ (z) = 0 for z ≥ 1, possibly
’smoothed out’ at z = 1, we get
f0 = 1/2, f2 = 1, f2(k′+2) = 0, k
′ ≥ 0.
We compute (a similar calculus is given in [28]; we only distinguish the curvature
scalar, the Ricci and curvature d–tensor) the action (36),
SG
(
[d]D,Λ
)
= Λ4
2(n+m)/2−1
(4π)(n+m)/2
∫
ξN
√
gδu+
Λ2
6
2(n+m)/2−1
(4π)(n+m)/2
∫
ξN
√
g
←−
R δu.
This action is dominated by the first term with a huge cosmological constant. But
this constant can be eliminated [30] if the function χ (z) is replaced by χ˜ (z) = χ (z)−
αχ (βz) with any two numbers α and β such that α = β2 and β ≥ 0, β 6= 1. The final
form of the action becomes
SG
(
[d]D,Λ
)
=
(
1− α
β2
)
f2
Λ2
6
2(n+m)/2−1
(4π)(n+m)/2
∫
ξN
√
g
←−
R δu+O
(
(Λ2)0
)
. (37)
From the action (37) we can generate different models of anholonomic Riemannian,
Finsler or Lagrange gravity depending on the class of d–metrics ((31), (34), (35), or a
general one for vector bundles (6)) we parametrize for computations. But this construc-
tion has a problem connected with ”spectral invariance versus diffeomorphysms invari-
ance on manifolds or vector bundles. Let us denote by spec
(
ξN ,[d]D
)
the spectrum of
the Dirac d–operator with each eigenvalue repeated according to its multiplicity. Two
vector bundles ξN and ξ
′
N are called isospectral if spec
(
ξN ,[d]D
)
= spec
(
ξ′N ,[d]D
)
,
which defines an invariant transform of the action (36). There are manifolds (and in
consequence vector bundles) which are isospectral without being isometric (the con-
verse is obviously true). This is known as a fact that one cannot ’hear the shape
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of a drum [19] because the spectral invariance is stronger that usual difeomorphism
invariance.
In spirit of spectral gravity, the eigenvalues of the Dirac operator are diffeomorphic
invariant functions of the geometry and therefore true observable in general relativity.
As we have shown in this section they can be taken as a set of variables for invariant
descriptions to the anholonomic dynamics of the gravitational field with (or not) local
anisotropy in different approaches of anholonomic Riemannian gravity and Finsler like
generalizations. But in another turn there exist isospectral vector bundles which fail to
be isometric. Thus, the eigenvalues of the Dirac operator cannot be used to distinguish
among such vector bundles (or manifolds). A rigorous analysis is also connected with
the type of d–metric and d–connection structures we prescribe for our geometric and
physical models.
Finally, we remark that there are different models of gravity with noncommutative
setting (see, for instance, Refs. [7, 31, 16, 29, 30, 11, 23]). By introducing nonlinear
connections in a respective commutative or noncommutative variant we can transform
such theories to be anholonomic, i. e. locally anisotropic, in different approaches with
(pseudo) Riemannian geometry and Finsler/Lagrange or Hamilton extensions.
5 Noncommutative Finsler–Gauge Theories
The bulk of noncommutative models extending both locally isotropic and anisotropic
gravity theories are confrunted with the problem of definition of noncommutative vari-
ants of pseudo–Eucliedean and pseudo–Riemannian metrics. The problem is connected
with the fact of generation of noncommutative metric structures via the Moyal results
in complex and noncommutative metrics. In order to avoid this difficulty we elaborated
a model of noncommutative gauge gravity (containing as particular case the Einstein
general relativity theory) starting from a variant of gauge gravity being equivalent to
the Einstein gravity and emphasizing in a such approach the tetradic (frame) and con-
nection structures, but not the metric configuration (see Refs. [58]). The metric for
such theories is induced from the frame structure which can be holonomic or anholo-
nomic. The aim of this section is to generalize our results on noncommutative gauge
gravity as to include also possible anisotropies in different variants of gauge realization
of anholonomic Einstein and Finsler like generalizations formally developed in Refs.
[61, 54, 62].
A still presented drawback of noncommutative geometry and physics is that there is
not yet formulated a generally accepted approach to interactions of elementary particles
coupled to gravity. There are improved Connes–Lott and Chamsedine–Connes models
of nocommutative geometry [9, 11] which yielded action functionals typing together
the gravitational and Yang–Mills interactions and gauge bosons the Higgs sector (see
also the approaches [16] and, for an outline of recent results, [34]).
In the last years much work has been made in noncommutative extensions of phys-
ical theories (see reviews and original results in Refs. [14, 45]). It was not possible to
formulate gauge theories on noncommutative spaces [10, 43, 21, 32] with Lie algebra
valued infinitesimal transformations and with Lie algebra valued gauge fields. In order
to avoid the problem it was suggested to use enveloping algebras of the Lie algebras
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for setting this type of gauge theories and showed that in spite of the fact that such
enveloping algebras are infinite–dimensional one can restrict them in a way that it
would be a dependence on the Lie algebra valued parameters, the Lie algebra valued
gauge fields and their spacetime derivatives only.
We follow the method of restricted enveloping algebras [21] and construct gauge
gravitational theories by stating corresponding structures with semisimple or non-
semisimple Lie algebras and their extensions. We consider power series of generators
for the affine and non linear realized de Sitter gauge groups and compute the coef-
ficient functions of all the higher powers of the generators of the gauge group which
are functions of the coefficients of the first power. Such constructions are based on
the Seiberg–Witten map [43] and on the formalism of ∗–product formulation of the
algebra [65] when for functional objects, being functions of commuting variables, there
are associated some algebraic noncommutative properties encoded in the ∗–product.
The concept of gauge theory on noncommutative spaces was introduced in a ge-
ometric manner [32] by defining the covariant coordinates without speaking about
derivatives and this formalism was developed for quantum planes [64]. In this section
we shall prove the existence for noncommutative spaces of gauge models of gravity
which agrees with usual gauge gravity theories being equivalent, or extending, the gen-
eral relativity theory (see works [39, 47] for locally isotropic and anisotropic spaces and
corresponding reformulations and generalizations respectively for anholonomic frames
[60] and locally anisotropic (super) spaces [61, 51, 52, 54]) in the limit of commuting
spaces.
5.1 Star–products and enveloping algebras in noncommuta-
tive spaces
For a noncommutative space the coordinates uˆi, (i = 1, ..., N) satisfy some noncom-
mutative relations
[uˆi, uˆj] =

iθij , θij ∈ IC, canonical structure;
if ijk uˆ
k, f ijk ∈ IC, Lie structure;
iC ijkluˆ
kuˆl, C ijkl ∈ IC, quantum plane
(38)
where IC denotes the complex number field.
The noncommutative space is modeled as the associative algebra of IC; this algebra
is freely generated by the coordinates modulo ideal R generated by the relations (one
accepts formal power series) Au = IC[[uˆ1, ..., uˆN ]]/R. One restricts attention [22] to
algebras having the (so–called, Poincare–Birkhoff–Witt) property that any element of
Au is defined by its coefficient function and vice versa,
f̂ =
∞∑
L=0
fi1,...,iL : uˆ
i1 . . . uˆiL : when f̂ ∼ {fi} ,
where : uˆi1 . . . uˆiL : denotes that the basis elements satisfy some prescribed order (for
instance, the normal order i1 ≤ i2 ≤ . . . ≤ iL, or, another example, are totally sym-
metric). The algebraic properties are all encoded in the so–called diamond (⋄) product
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which is defined by
f̂ ĝ = ĥ ∼ {fi} ⋄ {gi} = {hi} .
In the mentioned approach to every function f(u) = f(u1, . . . , uN) of commut-
ing variables u1, . . . , uN one associates an element of algebra f̂ when the commuting
variables are substituted by anticommuting ones,
f(u) =
∑
fi1...iLu
1 · · ·uN → f̂ =
∞∑
L=0
fi1,...,iL : uˆ
i1 . . . uˆiL :
when the ⋄–product leads to a bilinear ∗–product of functions (see details in [32])
{fi} ⋄ {gi} = {hi} ∼ (f ∗ g) (u) = h (u) .
The ∗–product is defined respectively for the cases (38)
f ∗ g =

exp[ i
2
∂
∂ui
θij ∂
∂u′j
]f(u)g(u′)|u′→u,
exp[ i
2
ukgk(i
∂
∂u′
, i ∂
∂u′′
)]f(u′)g(u′′)|u′→uu′′→u,
q
1
2
(−u′ ∂
∂u′
v ∂
∂v
+u ∂
∂u
v′ ∂
∂v′
)f(u, v)g(u′, v′)|u′→uv′→v ,
where there are considered values of type
eiknû
n
eipnlû
n
= ei{kn+pn+
1
2
gn(k,p)}ûn, (39)
gn (k, p) = −kipjf ijn +
1
6
kipj (pk − kk) f ijmfmkn + ...,
eAeB = eA+B+
1
2
[A,B]+ 1
12
([A,[A,B]]+[B,[B,A]])+ ...
and for the coordinates on quantum (Manin) planes one holds the relation uv = qvu.
A non–abelian gauge theory on a noncommutative space is given by two algebraic
structures, the algebra Au and a non–abelian Lie algebra AI of the gauge group with
generators I1, ..., IS and the relations
[Is, Ip] = if
sp
t I
t. (40)
In this case both algebras are treated on the same footing and one denotes the gener-
ating elements of the big algebra by ûi,
ẑi = {û1, ..., ûN , I1, ..., IS},Az = IC[[û1, ..., ûN+S]]/R
and the ∗–product formalism is to be applied for the whole algebra Az when there
are considered functions of the commuting variables ui (i, j, k, ... = 1, ..., N) and
Is (s, p, ... = 1, ..., S).
For instance, in the case of a canonical structure for the space variables ui we have
(F ∗G)(u) = e i2(θij ∂∂u′i ∂∂u′′j +tsgs(i ∂∂t′ ,i ∂∂t′′ ))×F (u′,t′)G(u′′,t′′)|u
′
→u,u′′→u
t′→t,t′′→t
.
(41)
This formalism was developed in [22] for general Lie algebras. In this section we
consider those cases when in the commuting limit one obtains the gauge gravity and
general relativity theories or some theirs anisotropic generalizations..
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5.2 Enveloping algebras for gauge gravity connections
In order to construct gauge gravity theories on noncommutative space we define the
gauge fields as elements the algebra Au that form representation of the generator I–
algebra for the de Sitter gauge group. For commutative spaces it is known [39, 47, 61]
that an equivalent re–expression of the Einstein theory as a gauge like theory implies,
for both locally isotropic and anisotropic spacetimes, the nonsemisimplicity of the gauge
group, which leads to a nonvariational theory in the total space of the bundle of locally
adapted affine frames (to this class one belong the gauge Poincare theories; on metric–
affine and gauge gravity models see original results and reviews in [48]). By using
auxiliary biliniear forms, instead of degenerated Killing form for the affine structural
group, on fiber spaces, the gauge models of gravity can be formulated to be variational.
After projection on the base spacetime, for the so–called Cartan connection form, the
Yang–Mills equations transforms equivalently into the Einstein equations for general
relativity [39]. A variational gauge gravitational theory can be also formulated by using
a minimal extension of the affine structural group Af 3+1 (IR) to the de Sitter gauge
group S10 = SO (4 + 1) acting on IR
4+1 space.
5.2.1 Nonlinear gauge theories of de Sitter group in commutative spaces
Let us consider the de Sitter space Σ4 as a hypersurface given by the equations
ηABu
AuB = −l2 in the four dimensional flat space enabled with diagonal metric
ηAB, ηAA = ±1 (in this section A,B,C, ... = 1, 2, ..., 5), where {uA} are global Carte-
sian coordinates in IR5; l > 0 is the curvature of de Sitter space. The de Sitter group
S(η) = SO(η) (5) is defined as the isometry group of Σ
5–space with 6 generators of Lie
algebra so(η) (5) satisfying the commutation relations
[MAB,MCD] = ηACMBD − ηBCMAD − ηADMBC + ηBDMAC . (42)
Decomposing indices A,B, ... as A = (α, 5) , B =
(
β, 5
)
, ..., the metric ηAB as
ηAB =
(
ηαβ, η55
)
, and operators MAB as Mαβ = Fαβ and Pα = l−1M5α, we can write
(42) as [
Fαβ,Fγδ
]
= ηαγFβδ − ηβγFαδ + ηβδFαγ − ηαδFβγ ,[
Pα, Pβ
]
= −l−2Fαβ,
[
Pα,Fβγ
]
= ηαβPγ − ηαγPβ, (43)
where we decompose the Lie algebra so(η) (5) into a direct sum, so(η) (5) = so(η)(4)⊕V4,
where V4 is the vector space stretched on vectors Pα. We remark that Σ
4 = S(η)/L(η),
where L(η) = SO(η) (4) . For ηAB = diag (1,−1,−1,−1) and S10 = SO (1, 4) , L6 =
SO (1, 3) is the group of Lorentz rotations.
In this paper the generators Ia and structure constants f
sp
t from (40) are parametrized
just to obtain de Sitter generators and commutations (43).
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The action of the group S(η) can be realized by using 4 × 4 matrices with a
parametrization distinguishing the subgroup L(η) :
B = bBL, (44)
where
BL =
(
L 0
0 1
)
,
L ∈ L(η) is the de Sitter bust matrix transforming the vector (0, 0, ..., ρ) ∈ IR5 into the
arbitrary point (V 1, V 2, ..., V 5) ∈ Σ5ρ ⊂ R5 with curvature ρ, (VAV A = −ρ2, V A = tAρ).
Matrix b can be expressed as
b =
(
δα β +
tαtβ
(1+t5)
tα
tβ t
5
)
.
The de Sitter gauge field is associated with a so(η) (5)–valued connection 1–form
Ω˜ =
(
ω
α
β θ˜
α
θ˜β 0
)
, (45)
where ωα β ∈ so(4)(η), θ˜α ∈ R4, θ˜β ∈ ηβαθ˜α.
Because S(η)–transforms mix the components of the matrix ω
α
β and θ˜
α fields in (45)
(the introduced parametrization is invariant on action on SO(η) (4) group we cannot
identify ωα β and θ˜
α, respectively, with the connection Γαβγ and the fundamental form
χα in a metric–affine spacetime). To avoid this difficulty we consider [47] a nonlinear
gauge realization of the de Sitter group S(η), namely, we introduce into consideration
the nonlinear gauge field
Γ = b−1Ω˜b+ b−1db =
(
Γαβ θ
α
θβ 0
)
, (46)
where
Γα β = ω
α
β −
(
tαDtβ − tβDtα
)
/
(
1 + t5
)
,
θα = t5θ˜α +Dtα − tα
(
dt5 + θ˜γt
γ
)
/
(
1 + t5
)
,
Dtα = dtα + ω
α
βt
β.
The action of the group S (η) is nonlinear, yielding transforms
Γ′ = L′Γ (L′)
−1
+ L′d (L′)
−1
, θ′ = Lθ,
where the nonlinear matrix–valued function
L′ = L′ (tα, b, BT )
is defined from Bb = b
′BL′ (see the parametrization (44)). The de Sitter algebra with
generators (43) and nonlinear gauge transforms of type (46) is denoted A(dS)I .
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5.2.2 De Sitter nonlinear gauge gravity and Einstein and Finsler like grav-
ity
Let us consider the de Sitter nonlinear gauge gravitational connection (46) rewritten
in the form
Γ =
(
Γα β l
−1
0 χ
α
l−10 χβ 0
)
(47)
where
Γ
α
β = Γ
α
βµδu
µ,
Γα βµ = χ
α
αχ
β
βΓ
α
βγ + χ
α
αδµχ
α
β, χ
α = χα µδu
µ,
and
Gαβ = χ
α
αχ
β
βηαβ ,
ηαβ = (1,−1, ...,−1) and l0 is a dimensional constant. As Γα βγ we take the Christoffel
symbols for the Einstein theory, or every type of d–connection (8) for an anisotropic
spacetime. Correspondingly, Gαβ can be the pseudo–Rieamannian metric in general
relativity or any d–metric (6), which can be particularized for the anholonomic Einstein
gravity (31) or for a Finsler type gravity (34).
The curvature of (47),
R(Γ) = dΓ + Γ
∧
Γ,
can be written
R(Γ) =
( Rα β + l−10 παβ l−10 T α
l−10 T
β 0
)
, (48)
where
παβ = χ
α
∧
χβ,Rα β =
1
2
Rα βµνδuµ
∧
δuν,
and
Rα βµν = χ ββ χ αα Rα βµν .
with the Rα βµν being the metric–affine (for Einstein-Cartan-Weyl spaces), or the
(pseudo) Riemannian curvature, or for anisotropic spaces the d–curvature (14). The
de Sitter gauge group is semisimple and we are able to construct a variational gauge
gravitational theory with the Lagrangian
L = L(G) + L(m)
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where the gauge gravitational Lagrangian is defined
L(G) =
1
4π
Tr
(
R(Γ)
∧
∗GR(Γ)
)
= L(G) |G|1/2 δn+mu,
with
L(G) = 1
2l2
T α µνT
µν
α +
1
8λ
Rα βµνR
β µν
α − 1
l2
(←−
R (Γ)− 2λ1
)
,
δ4u being the volume element, T α µν = χ
α
αT
α
µν (the gravitational constant l
2 sat-
isfies the relations l2 = 2l20λ, λ1 = −3/l0), T r denotes the trace on α, β indices, and
the matter field Lagrangian is defined
L(m) = −11
2
Tr
(
Γ
∧
∗GI
)
= L(m) |G|1/2 δn+mu,
where
L(m) = 1
2
Γα βµS
β µ
α − tµ αlα µ.
The matter field source J is obtained as a variational derivation of L(m) on Γ and is
parametrized as
J =
(
S
α
β −l0tα
−l0tβ 0
)
with tα = tα µδu
µ and Sα β = S
α
βµδu
µ being respectively the canonical tensors of
energy–momentum and spin density.
Varying the action
S =
∫
δ4u
(L(G) + L(m))
on the Γ–variables (1a), we obtain the gauge–gravitational field equations, in general,
with local anisotropy,
d
(∗R(Γ))+ Γ∧(∗R(Γ))− (∗R(Γ))∧Γ = −λ (∗J ) , (49)
were the Hodge operator ∗ is used.
Specifying the variations on Γα β and χ–variables, we rewrite (49)
D̂ (∗R(Γ)) +2λ
l2
(D̂ (∗π) + χ
∧(∗T T)− (∗T )∧χT ) = −λ (∗S) ,
D̂ (∗T ) − (∗R(Γ))∧χ− 2λ
l2
(∗π)
∧
χ =
l2
2
(
∗t+ 1
λ
∗ τ
)
,
where
T t = {Tα = ηαβT β, T β = 1
2
T
β
µνδu
µ
∧
δuν},
χT = {χα = ηαβχβ , χβ = χβ̂ µδuµ}, D̂ = d+ Γ̂,
39
(Γ̂ acts as Γα βµ on indices γ, δ, ... and as Γ
α
βµ on indices γ, δ, ...). The value τ defines
the energy–momentum tensor of the gauge gravitational field Γ̂ :
τµν
(
Γ̂
)
=
1
2
Tr
(
RµαRα ν −
1
4
RαβRαβGµν
)
.
Equations (49) make up the complete system of variational field equations for non-
linear de Sitter gauge anisotropic gravity.
We note that we can obtain a nonvariational Poincare gauge gravitational theory
if we consider the contraction of the gauge potential (47) to a potential with values in
the Poincare Lie algebra
Γ =
(
Γα̂
β̂
l−10 χ
α̂
l−10 χβ̂ 0
)
→ Γ =
(
Γα̂
β̂
l−10 χ
α̂
0 0
)
. (50)
A similar gauge potential was considered in the formalism of linear and affine frame
bundles on curved spacetimes by Popov and Daikhin [39]. They treated (50) as the
Cartan connection form for affine gauge like gravity and by using ’pure’ geometric
methods proved that the Yang–Mills equations of their theory are equivalent, after
projection on the base, to the Einstein equations. The main conclusion for a such
approach to Einstein gravity is that this theory admits an equivalent formulation as
a gauge model but with a nonsemisimple structural gauge group. In order to have a
variational theory on the total bundle space it is necessary to introduce an auxiliary
bilinear form on the typical fiber, instead of degenerated Killing form; the coefficients
of auxiliary form disappear after pojection on the base. An alternative variant is to
consider a gauge gravitational theory when the gauge group was minimally extended
to the de Sitter one with nondegenerated Killing form. The nonlinear realizations
have to be introduced if we consider in a common fashion both the frame (tetradic)
and connection components included as the coefficients of the potential (47). Finally,
we note that the models of de Sitter gauge gravity were generalized for Finsler and
Lagrange theories in Refs. [61, 54].
5.2.3 Enveloping nonlinear de Sitter algebra valued connection
Let now us consider a noncommutative space. In this case the gauge fields are ele-
ments of the algebra ψ̂ ∈ A(dS)I that form the nonlinear representation of the de Sitter
algebra so(η) (5) when the whole algebra is denoted A(dS)z . Under a nonlinear de Sitter
transformation the elements transform as follows
δψ̂ = iγ̂ψ̂, ψ̂ ∈ Au, γ̂ ∈ A(dS)z .
So, the action of the generators (43) on ψ̂ is defined as this element is supposed to form
a nonlinear representation of A(dS)I and, in consequence, δψ̂ ∈ Au despite γ̂ ∈ A(dS)z . It
should be emphasized that independent of a representation the object γ̂ takes values
in enveloping de Sitter algebra and not in a Lie algebra as would be for commuting
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spaces. The same holds for the connections that we introduce [32], in order to define
covariant coordinates,
Ûν = ûv + Γ̂ν , Γ̂ν ∈ A(dS)z .
The values Ûνψ̂ transform covariantly,
δÛνψ̂ = iγ̂Ûνψ̂,
if and only if the connection Γ̂ν satisfies the transformation law of the enveloping
nonlinear realized de Sitter algebra,
δΓ̂νψ̂ = −i[ûv, γ̂] + i[γ̂, Γ̂ν ],
where δΓ̂ν ∈ A(dS)z . The enveloping algebra–valued connection has infinitely many
component fields. Nevertheless, it was shown that all the component fields can be
induced from a Lie algebra–valued connection by a Seiberg–Witten map ([43, 21] and
[5] for SO(n) and Sp(n)). In this subsection we show that similar constructions could
be proposed for nonlinear realizations of de Sitter algebra when the transformation of
the connection is considered
δΓ̂ν = −i[uν ,∗ γ̂] + i[γ̂,∗ Γ̂ν ].
For simplicity, we treat in more detail the canonical case with the star product (41).
The first term in the variation δΓ̂ν gives
−i[uν ,∗ γ̂] = θνµ ∂
∂uµ
γ.
Assuming that the variation of Γ̂ν = θνµQµ starts with a linear term in θ, we have
δΓ̂ν = θνµδQµ, δQµ =
∂
∂uµ
γ + i[γ̂,∗ Qµ].
We follow the method of calculation from the papers [32, 22] and expand the star
product (41) in θ but not in ga and find to first order in θ,
γ = γ1aI
a + γ1abI
aIb + ..., Qµ = q
1
µ,aI
a + q2µ,abI
aIb + ... (51)
where γ1a and q
1
µ,a are of order zero in θ and γ
1
ab and q
2
µ,ab are of second order in θ.
The expansion in Ib leads to an expansion in ga of the ∗–product because the higher
order Ib–derivatives vanish. For de Sitter case as Ib we take the generators (43), see
commutators (40), with the corresponding de Sitter structure constants f bcd ≃ f
αβ
β (in
our further identifications with spacetime objects like frames and connections we shall
use Greek indices).
The result of calculation of variations of (51), by using ga to the order given in (39),
is
δq1µ,a =
∂γ1a
∂uµ
− f bcaγ1b q1µ,c,
δQτ = θ
µν∂µγ
1
a∂νq
1
τ,bI
aIb + ...,
δq2µ,ab = ∂µγ
2
ab − θντ∂νγ1a∂τq1µ,b − 2f bca{γ1b q2µ,cd + γ2bdq1µ,c}.
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Next, we introduce the objects ε, taking the values in de Sitter Lie algebra and Wµ,
being enveloping de Sitter algebra valued,
ε = γ1aI
a and Wµ = q
2
µ,abI
aIb,
with the variation δWµ satisfying the equation [32, 22]
δWµ = ∂µ(γ
2
abI
aIb)− 1
2
θτλ{∂τε, ∂λqµ}+ i[ε,Wµ] + i[(γ2abIaIb), qν ].
This equation has the solution (found in [32, 43])
γ2ab =
1
2
θνµ(∂νγ
1
a)q
1
µ,b, q
2
µ,ab = −
1
2
θντq1ν,a
(
∂τq
1
µ,b +R
1
τµ,b
)
where
R1τµ,b = ∂τq
1
µ,b − ∂µq1τ,b + f ecdq1τ,eq1µ,e
could be identified with the coefficients Rα βµν of de Sitter nonlinear gauge gravity
curvature (see formula (48)) if in the commutative limit q1µ,b ≃
(
Γα β l
−1
0 χ
α
l−10 χβ 0
)
(see
(47)).
The below presented procedure can be generalized to all the higher powers of θ.
5.3 Noncommutative Gravity Covariant Gauge Dynamics
5.3.1 First order corrections to gravitational curvature
The constructions from the previous section are summarized by the conclusion that the
de Sitter algebra valued object ε = γ1a (u) I
a determines all the terms in the enveloping
algebra
γ = γ1aI
a +
1
4
θνµ∂νγ
1
a q
1
µ,b
(
IaIb + IbIa
)
+ ...
and the gauge transformations are defined by γ1a (u) and q
1
µ,b(u), when
δγ1ψ = iγ
(
γ1, q1µ
) ∗ ψ.
For de Sitter enveloping algebras one holds the general formula for compositions of two
transformations
δγδς − δςδγ = δi(ς∗γ−γ∗ς)
which is also true for the restricted transformations defined by γ1,
δγ1δς1 − δς1δγ1 = δi(ς1∗γ1−γ1∗ς1).
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Applying the formula (41) we calculate
[γ,∗ ζ ] = iγ1aζ
1
b f
ab
c I
c +
i
2
θνµ{∂v
(
γ1aζ
1
b f
ab
c
)
qµ,c
+
(
γ1a∂vζ
1
b − ζ1a∂vγ1b
)
qµ,bf
ab
c + 2∂vγ
1
a∂µζ
1
b }IdIc.
Such commutators could be used for definition of tensors [32]
Ŝµν = [Ûµ, Ûν ]− iθ̂µν , (52)
where θ̂µν is respectively stated for the canonical, Lie and quantum plane structures.
Under the general enveloping algebra one holds the transform
δŜµν = i[γ̂, Ŝµν ].
For instance, the canonical case is characterized by
Sµν = iθµτ∂τΓ
ν − iθντ∂τΓµ + Γµ ∗ Γν − Γν ∗ Γµ
= θµτθνλ{∂τQλ − ∂λQτ +Qτ ∗Qλ −Qλ ∗Qτ}.
By introducing the gravitational gauge strength (curvature)
Rτλ = ∂τQλ − ∂λQτ +Qτ ∗Qλ −Qλ ∗Qτ , (53)
which could be treated as a noncommutative extension of de Sitter nonlinear gauge
gravitational curvature (2a), we calculate
Rτλ,a = R
1
τλ,a + θ
µν{R1τµ,aR1λν,b −
1
2
q1µ,a
[
(DνR
1
τλ,b) + ∂νR
1
τλ,b
]}Ib,
where the gauge gravitation covariant derivative is introduced,
(DνR
1
τλ,b) = ∂νR
1
τλ,b + qν,cR
1
τλ,df
cd
b .
Following the gauge transformation laws for γ and q1 we find
δγ1R
1
τλ = i
[
γ,∗R1τλ
]
with the restricted form of γ.
Such formulas were proved in references [43] for usual gauge (nongravitational)
fields. Here we reconsidered them for gravitational gauge fields.
5.3.2 Gauge covariant gravitational dynamics
Following the nonlinear realization of de Sitter algebra and the ∗–formalism we can
formulate a dynamics of noncommutative spaces. Derivatives can be introduced in
such a way that one does not obtain new relations for the coordinates. In this case a
Leibniz rule can be defined that
∂̂µû
ν = δνµ + d
ντ
µσ û
σ ∂̂τ
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where the coefficients dντµσ = δ
ν
σδ
τ
µ are chosen to have not new relations when ∂̂µ acts
again to the right hand side. In consequence one holds the ∗–derivative formulas
∂τ ∗ f = ∂
∂uτ
f + f ∗ ∂τ , [∂l, ∗(f ∗ g)] = ([∂l, ∗f ]) ∗ g + f ∗ ([∂l, ∗g])
and the Stokes theorem∫
[∂l, f ] =
∫
dNu[∂l,
∗ f ] =
∫
dNu
∂
∂ul
f = 0,
where, for the canonical structure, the integral is defined,∫
f̂ =
∫
dNuf
(
u1, ..., uN
)
.
An action can be introduced by using such integrals. For instance, for a tensor of
type (52), when
δL̂ = i
[
γ̂, L̂
]
,
we can define a gauge invariant action
W =
∫
dNu TrL̂, δW = 0,
were the trace has to be taken for the group generators.
For the nonlinear de Sitter gauge gravity a proper action is
L =
1
4
RτλR
τλ,
where Rτλ is defined by (53) (in the commutative limit we shall obtain the connection
(47)). In this case the dynamic of noncommutative space is entirely formulated in the
framework of quantum field theory of gauge fields. In general, we are dealing with
anisotropic gauge gravitational interactions. The method works for matter fields as
well to restrictions to the general relativity theory.
6 Outlook and Conclusions
In this work we have extended the A. Connes’ approach to noncommutative geometry
by introducing into consideration anholonomic frames and locally anisotropic struc-
tures. We defined nonlinear connections for finite projective module spaces (noncom-
mutative generalization of vector bundles) and related this geometry with the E. Car-
tan’s moving frame method.
We have explicitly shown that the functional analytic approach and noncommuta-
tive C∗–algebras may be transformed into arena of modeling geometries and physical
theories with generic local anisotropy, for instance, the anholonomic Riemannian grav-
ity and generalized Finsler like geometries. The formalism of spectral triples elaborated
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for vector bundles provided with nonlinear connection structure allows a functional and
algebraic generation of new types of anholonomic/ anisotropic interactions.
A novel future in our work is that by applying anholonomic transforms associated to
some nonlinear connections we may generate various type of spinor, gauge and gravity
models, subjected to some anholonomic constraints and/or with generic anisotropic
interactions, which can be included in noncommutative field theory.
We can address a number of questions which were put or solved partially in this
paper and may have further generalizations:
One of the question is how to combine the noncommutative geometry contained in
string theory with locally anisotropic configurations arising in the low energy limits.
It is known that the nonsymmetric background field results in effective noncommuta-
tive coordinates. In other turn, a (super) frame set consisting from mixed subsets of
holonomic and anholonomic vectors may result in an anholonomic geometry with asso-
ciated nonlinear connection structure. A further work is to investigate the conditions
when from a string theory one appears explicit variants of commutative–anisotropic,
commutative–isotropic, noncommutative–isotropic and, finally, nocommutative–aniso-
tropic geometries.
A second question is connected with the problem of definition of noncommutative
(pseudo) Riemannian metric structures which is connected with nonsymmetric and/or
complex metrics. We have elaborated variants of noncommutative gauge gravity with
noncommutative representations of the affine and de Sitter algebras which contains
in the commutative limit an Yang–Mills theory (with nonsemisimple structure group)
being equivalent to the Einstein theory. The gauge connection in such theories is
constructed from the frame and linear connection coefficients. Metrics, in this case,
arise as some effective configurations which avoid problems with their noncommutative
definition. The approach can be generated as to include anholonomic frames and, in
consequence, to define anisotropic variants of commutative and noncommutative gauge
gravity with the Einstein type or Finsler generalizations.
Another interesting open question is to establish a relation between quantum groups
and geometries with anisotropic models of gravity and field theories. Different variants
of quantum generalizations for anholonomic frames with associated nonlinear connec-
tion structures are possible.
Finally, we give some historical remarks. An approach to Finsler and spinor like
spaces of infinite dimensions (in Banach and/or Hilbert spaces) and to nonsymmetric
locally anisotropic metrics was proposed by some authors belonging to the Romannian
school on Finsler geometry and generalizations (see, Refs. [36, 17, 1, 37]). It could not
be finalized before ellaboration of the A. Connes’ models of noncommutative geometry
and gravity and before definition of Clifford and spinor distinguished structures [49,
62], formulation of supersymmetric variants of Finsler spaces [51] and establishing
theirs relation to string theory [52, 53, 54]. This paper concludes a noncommutative
interference and a development of the mentioned results.
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