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ABSTRACT
is paper presents a deep learning / neuroevolution hybrid ap-
proach called DLNE, which allows FPS bots to learn to aim & shoot
based only on high-dimensional raw pixel input. e deep learning
component is responsible for visual recognition and translating
raw pixels to compact feature representations, while the evolving
network takes those features as inputs to infer actions. e results
suggest that combining deep learning and neuroevolution in a hy-
brid approach is a promising research direction that could make
complex visual domains directly accessible to networks trained
through evolution.
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e main idea of the DLNE approach is to separate the visual recog-
nition and action inferring component for visual control (Figure 1).
A deep convolutional network (DCNN) is trained in a supervised
fashion through gradient descent to determine the position of an
enemy bot based on high-dimensional raw pixel input. is posi-
tional information is then used as input to another network that
is evolved to aim and shoot at a given target. Importantly, the
evolving network is trained in a non-supervised way, i.e. it only
relies on a tness function and not on a large number of labeled
examples. e hybrid combination of these two techniques is an
unexplored area in visual control. In fact, this combination could
combine the advantages of both methods. Neuroevolution has of-
ten diculties scaling to problems with a large number of inputs
[5], such as 3D shooting games [4], which could be solved with a
deep learning-based visual recognition component. On the other
hand, evolutionary-based approaches do not rely on dierentiable
architectures, and work well in domains with sparse rewards, a
challenge for most deep reinforcement learning approaches [1, 3].
Approaches based on neuroevolution alone [2] have the advan-
tage of being more general (i.e. no identication of useful features
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for supervised training is required), however they take considerably
longer to train. e approach presented here could oer a good
compromise between training time and generality.
2 EXPERIMENTS
e goal of the agent in this paper is to aim and shoot a stationary
enemy. e position of the agent is xed but it can turn vertically,
shoot and reload. e game’s arena is quadratic, with the agent
spawning on one side and the targets spawning on the other. Both
the agent and the target spawn in a random x and y, while the z
coordinate is xed.
2.1 Feature Representations
We compare two dierent visual representations: the angular repre-
sentation and the visual partitioning representation. is represen-
tations determine what the DCNN outputs and therefore in turn
what the evolving network receives as input. Angular representa-
tion (AR): e angular feature representation denes the position
of the target on the screen with two angles (horizontal, vertical),
a distance and a binary output indicating whether the target is
within sight. Visual Partitioning Representation (VPR): e
visual partitioning representation denes the position of the target
as a classication task, where each point on the screen belongs to a
class bounded by a square (Figure 2). e partitioning is ner in
the center of the agent’s view eld, allowing for more precise aim
adjustments the closer the target is to the line-of-re.
2.2 Neuroevolutionary Training
e training of the agent was performed in the Unity 5 game engine
with the UnityNEAT framework1, which is a port of the C# NEAT
framework SharpNEAT. Instead of evolving the network with the
DCNN as input, which is computationally expensive, here the evolv-
ing network is trained with the ground truth information from the
game engine itself (e.g. exact position of the enemy). e agent is
awarded for hiing the target and aiming close to the target.
2.3 DCNN Architecture and Training
A regression network outputs the AR, scaled to [−1, 1], while a clas-
sication network outputs 26 probabilities for the VPR setup. e
networks take as input an RGB image with a shape of 256×256×3.
We compare a deep and a more shallow network architecture. Of
the deep network’s 12 layers, the rst 8 alternate between convo-
lutional and pooling layers, while the next 3 are fully connected
layers followed by an output layer. e shallow convolutional net-
work has a similar architecture but only 6 layers, the rst 4 being
alternating conv and pool layers, followed by a fully connected
layer and an output layer.
1hps://github.com/lordjesus/UnityNEAT
93








Figure 1: DLNE Approach. e combination of supervised learning and neuroevolution translates the visual state to actions.
Visual Settings. We tested the networks without (V1) and with
player and weapon overlay (V2), which can partially or fully cover
the target.
3 RESULTS
Deep Network Accuracy. We rst tested how good the DCNN is
in estimated the correct position of the target. e accuracy of VPR
is measured as the percentage of correct predictions. e topologies
of the networks do not seem to have a signicant impact on the
accuracy, with the best shallow network reaching an accuracy of
96.05 in V1, and 86.10 in V2, and the best deep network an accuracy
of 95.94 in V1 and 86.60 in V2. e performance measure of the
Figure 2: e VPR is more ne grained in the direction the
gun is pointing. Shown is an example of the DCNN cor-
rectly predicting the class (green square) with a condence
of 55.7%, with only four pixels of the target being visible.
AR representation is the absolute error on the predicted target
distances. e distance error of the deep network is 0.0893 in V1
and 0.1614 in V2. e shallow network reaches a distance error of
0.153 in V1 and 0.1658 in V2. e distance error is almost twice
as high with the more complex V2 setup and increasing network
depth seems to have a greater eect on the AR representation than
on the VPR representation.
Evolutionary Training. A total of ten independent evolution-
ary runs were performed for each of the two neuroevolution setups:
networks with VPR and networks with AR as input representation
trained using ground truth enemy locations. e average nal t-
ness for the VPR setup is 318,4 (sd = 58,36), while it is 436,9 (sd =
30,12) for AR. is dierence is signicant (p < 0.01; Mann Whitney
U-test). Each run took approximately 10 hours to complete.
Hybrid Approach. Here we report results on taking the best
network found during evolution on the ground truth enemy lo-
cations combined with the best 12-layer DCNN we found during
supervised training (for both VPR and AR representations). Table 1
shows the performance of the three dierent treatments averaged
over 200 trials. e evolved network with AR representation as in-
put reaches a signicantly higher score using the ground truth than
any other method (p < 0.05; all tests are two-tailed Mann Whitney
U-tests) but the distances and angles returned by the DCNN com-
ponent are not accurate enough for the network to perform well. In
the case of the VPR, performance decreases slightly (though not sig-
nicantly) from ground truth to visual seing V1, but signicantly
when compared to the more complicated V2 seing (p < 0.05) that
includes the weapons overlay.
Table 1: Performance based on input representation.
Ground truth DCCN (V1) DCNN (V2)
VPR 310.71 281.97 193.71
AR 396.72 74.73 106.42
4 CONCLUSION
While the combination of the two techniques is not perfect (see
the example video of the VPR hybrid approach at: hps://youtu.be/
daFvJa90f8Y), the hybrid approach performs reasonably well and
is in fact able to aim&shoot based on the raw pixel representation
of 256×256×3 images. With 22.87/31.31 hits averaged over the 200
trials, the best hybrid approach has a shooting accuracy of 42%.
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