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予 測的な分析
平館道子
I確率の付与と統計的モデル
経済や経営に関する統計データの分析はほとんどの場合，何らかの意味で
政策や行動の選択決定に関連して行われると言ってもよいであろう。いくつ
かの政策や行動の中から現実に実行するものを選択する際，それらの代替的
な行動の生み出す結果を相互に比較する必要があるが，一つの行動に一つの
結果が対応しているのであれば，選択に際してほとんど困難はないであろう。
しかしそこに不確実な要因が含まれていて単純な比較が不可能であり，不確
実な結果の評価という問題に対処せざるを得ない場合が普通である。そこで
その不確実な現象に関するデータがあれば,不確実性を適切に把握するために
分析を行なうことになるであろう。もし問題となっている不確実事象に直接
関連する統計データが存在しない時には，これまでの経験や知識，あるいは
他の人の経験に学んで直感的な対処が行われるであろう。いずれにしてもそ
の場合必要とされるのは問題の事象や量の確率的な叙述である。例えばある
商品の来期の需要はどの〈らいかが問題である場合，よく見られることは，
予想される平均的なレベルとか，最大限あるいは最小限どのくらいという様
な形で処理することであるが，包括的に対処するには可能な範囲全休につい
て不確実さの程度を示す必要がある。しかしこの事は何らかの形で不確実性
に関する判断あるいは予測といったものが加えられなければ実行できない。
それは来期の需要はその期の経済状態や市場条件の様な制御できない要因に
依存するであろうから，これらの要因の可能な状態を何らかの形で総合しな
ければ，必要とされる需要の不確実性を導出できないが，この様な総合は分
析に当っている人あるいは決定を行なう人等の判断なしには行うことができ
ないからである。問題の不確実量をg,これに影響を与える要因をβと表すこ
とにしよう。8は実際に需要が発生する時にはある状態に定まっているであろ
うが，分析者にとっては未知であり，様々な状態になる可能性をもっている。
このβの影響を定式的な形で表現しない場合には,これまでの経験などにもと
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づいて直感的にそして暗黙的に総合して，〃の変動の可能性について確率的
な叙述を行うであろう。これをp※（9）と記すことにしよう。以下では，こ
の様な表現は離散的な場合も連続的な場合もあらわすことにする。
次に，8の様々な状態の各々に対して，もしその状態が実現するとしたら
"の不確実性はどうであるかを考える場合，この条件つきの確率をp("|8)と
表わすと，これは分析者が制御し得ないβに依存しているから，それだけを考
慮しても条件つきのことしかわからないのであり，求める条件つきでないg
の不確実性について直接的な答は与えてくれないのである。必要とされる条
件つきでない確率p(9)は8の様々な状態に対する不確実性の判断p(8)が
付与された時はじめて次の様にして求めることができる。
p(9)=Zp(918)p(8)･…･…………･…(1)
8
p(8)は8の事前確率,p(z/)は予測確率と呼ばれている。現実の問題で特定
の状態を一つ想定し（β叢),p("|8灘）をp(@/)と同一視しているのではない
かと思われる様な事が時として見受けられる。βは制御したり選択したりで
きない性格のものであることに注意する必要があり，その意味では式（1）に
よる定式的な方法による方が整合的であると言えよう。更にp(z/|6)について
問題によってはかなりよく根拠づけられた統計的モデルが存在する場合があり，
それは分析にとって強力な武器である。定式的な方法によれば，問題は事前
確率の付与に絞られる。ただここで注意すべきことは，この様な統計モデル
においては8は観測不可能であることが多く，問題によってはかなり抽象的
な概念だという点である。従って事前確率を付与する時には，その含意を個
々の問題に即して把握する必要がある。後にも述べる様に問題に関してデー
タを利用できる場合には,データに基づく事後確率として分析結果を集約し,そ
れを次の分析のために蓄積しておくことができる。もし現在の問題に対して
その様な形での過去の蓄積があれば，それを事前確率として用いることがで
き，また過去の経験がそのまま適用できないとしてもそれを基に生じた変化
について明示的に考慮することが可能になるであろうから，判断に対する大
きな助けとなる筈である。
この様にして導出される予測確率p(")に対し直感的に付与される予測確
率p窯(〃）もやはりある程度の説得力を持つものであろう。両者は一致する
べきであるが，現実問題としてはとてもそれは望めない。従って両者をつき
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合わせてどこに問題があるのか，付与した事前確率の含意は何であるのか等
を検討することは有用であろう。
直接的にp(")を付与する場合，過去のデータの平滑化によることがある
が，経済や経営に関するデータの場合，この様な方法が全く妥当性を欠くこ
とが多いという点に注意しなければならない。それは過去のデータはその時
々の事象の影響を受けている筈であるが，更に生産量という様な意思決定に
も影響を受けている筈だからである。同じ状況が保たれている様なことはほ
とんどないから，過去のデータを用いようとする時にはその変化について考
慮することが必要である。変化に応じた修正を可能にするためには，その時
々の事象や行動がどの様な影響を与えているかを分析してそれらを分離し，
把握しておかなければならない。回帰分析はこの様な場合の強力な方法の一
つである。
次に問題の不確実性が解消して結果が実現した時には，それによって自分
の判断の性格や良さなどについて評価することができるし，また実際その様
な事後的な検討は必要とされるであろう。そのデータの，あるいはそのデー
タからの適切な統計量の値の確率をp(z/)から計算することによって，そ
の確率が小さなものであれば成功しなかったと感じるであろうし，またとり
得たかもしれない最大の確率の値と比較する等をして，判断の仕方に対する
何らかの助けや示唆が得られるであろう。この様な観点から評価を点数ルー
ルによって行ない，極端な判断をチェックするなど確率付与の改善のための
試みが行われている。またデータの分布状態と予測確率分布との適合の程度
を通常のカイニ乗の様な形で評価することも考えられるが，これは点数ルー
ルの中に包含されるであろう。
定式的に予測確率を導出する場合にはデータが得られるとベイズの定理に
よって8の事後確率p("|")を求めることができ，これを次の分析のため
に経験として蓄積することができる。事後確率はよく知られている様に次の
様にして導出される。
p(8)p(z/|8)
p(8'9)==T""i;; ………………(2)
8
8の推定値力:必要であればこの事後分布の期待値あるいはもっとも確率の高
い値(モード)を推定値とすることができるし,またβの値に関する確率的な叙述
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が可能である。もし想定した構造に変化がないと判断されるならば，この事
後確率を用いて将来のデータについての予測確率を求めることができる。将
来の，あるいはまだ実現していない標本を"/とすれば，これまでのデータリ
が得られた時の"/の予測確率は次の様になる。
p("/|")==p(wI6)p(819)………………(3)
β
これを用いてベイジアンの観点からの予測を予測域によるような様々な適切
な形で行なうことになるであろう。
II回帰モデル
ここではこれまで述べた点を線形回帰モデルによって例示しよう。不確実
量を9，9に対して影響を与えると想定される要因をZ=(z,,z2,……,z"),
Zが"に対して与える影響は回帰係数8'=(8',………,＆）によって要約され
ると想定する。Z,8が与えられた時の"の確率法則p(z/IZ,8)は正規分
布に従い，
p("IZ,8)=N(Z8,o2)
であり，ぴ2は単純化のために既知であるとしよう。βに対して事前確率分布
N(""V)が付与されたとしよう。ここに"''=('",,……〃た),Vはβの共
分散行列である。この時zが与えられた時の〃の予測確率分布は式（1）の関
係から（この場合和ではなく積分で求められるが）次の様に求められる。
p("|Z)=N(Zm,o2+ZVZ')………･…………(4)
Zは制御可能な要因や可能でない要因を含むであろう。しかし観測可能な
量であり，（4）はそれらの具体的な値力ざ与えられた時の条件つきのものであ
る。一般的な経済環境の様な状態を考慮したい場合の一つの方法については
次の項で述べることにしよう。p(8)を正規分布としたのは必ずしもこれが
判断を忠実に反映しているからという訳ではない。不確実性に対する判断を
解析的な関数で表現するのは近似である。更にこれがデータの分布に対して
自然共役であり，事後確率分布がまた同じタイプの分布として求められると
いう便宜のためである。このことを認めたとして，現実の分析に際して問題
になるのは特に共分散行列Vの付与である。既に述べた様に8は観測できな
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いものであり，9に対する要因の影響をこの形で要約するのが適切であると
して想定された抽象的な概念である。従ってそれの平均や共分散がどれだけ
であるか判断することにはかなり困難を感じるのが普通であろう。ここでI
で述べた直感的な予測確率p"ylZ)との比較検討が役に立つであろう。
この問題についてのいくつかの示唆や研究があるが（〔2〕，〔6〕)，方法論
に関するもっと広範な議論が必要である。
次にこの問題に関してデータが観測されたとしてこれから得られる結果を
まとめよう。これらの観測値をz/d=(l/',……,""),Zd=(Zi,Z4,……,ZA),
Z#=(zi,,zj2,……,zi")とするとβの事後確率分布は次の様になる。
p(81"0,Zo)=N(,,z,,V,)
'",=(oo-2ZdZo+V~')一』(o-2ZdZo9+V-'''z)
="z+(ZdZo+o2V-1)-'Zo'(Y-Zo,,z)………………………．(5)
ここに§は最小2乗推定量である。
V'=(ぴ－2ZdZo+V-1)-1=V-VZ6(ZoVZ6+FI")~'ZoV………(6)
式（5）に示される様にβの事後期待値は二つの表現によって表わされている。
一つは通常の8の推定値である最小2乗推定値と事前期待値mとの加重平均
であり，他は、を〃の予測誤差（g－Zo771)によって修正したものとしてで
ある。前者によればV-1がZdZoに比較して無視し得るほど小さければ，β
の事後期待値は最小二乗推定値によって近似できるであろうこと，またこの
時には事後の共分散V1は｡2(Z6Z｡T]で近似されることがわかる。この事は
伝統的な回帰分析がベイジアン分析の一つの極限として含まれていることを
示している。後者の表現からはもし次のデータが得られるとすればその時の
βの期待値は、'を用いて同様に修正したものになることがわかる。この事は
経験の蓄積という点から重要である。
次に将来のデータ"/の予測確率分布は,要因Z/が与えられるとすれば(3)
から次の様になる。
p("/|"0,Zo,Z/)=N(wz/,V/)
、/＝z/m,，v/＝d2＋Z/v1z／………･…･…･…………･…･…･…･(7)
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IⅡいくつかの状態がある場合
不確実量りに対する要因Zの影響力罫一般的な経済環境の様な事象に依存し
て変化すると判断される場合，特に予測が問題になる時にはこの様な相異を
総合的に考慮する必要があるであろう｡事象をSi,j=1,……,hとすると事前
確率は各々の事象の下で付与されることになる。これらをp(81Si)としよ
う。更に事象の事前確率p(Si)が付与されたとしよう。予測確率は
p("|Z)=Zp(Si)=p("|8,Si)p(8ISi)
β
であるから，前項と同じ正規モデルの下ではこれは正規分布の混合である。
p("|",Si)=N(Z8,o21"),p(81Si)=N('71i,Vi)であるとすれば（こ
こではZは"鮴行列であるが)p("IZ)は
p("|Z)==p(Si)P("|Z,Si)
=Zp(Si)N(Z,7zi,o21"+ZViZ')
』
観測値が得られた時にはβの事後確率は次の式から求められる。
=p(Si)p(81S#)p("|Z,4Si)
p(81",Z)=-j
=p(Si)p("|Z,Si)
j
==p(S#|9,Z)P(81",Z,Si)…………(8)
Z
これからわかる様にβの事後確率は，それぞれの状態の下での事後確率を状
態の事後確率で平均したものになっている。各々の状態の下でのβの事後確
率は前項と同様であり，状態の事後確率は
p(S#|y,Z)=,(S¥(｣'J=,,Z)…･…………………(9)
p(zIIZ)
から求められる。
分布の混合については，例えばp(z/)の様な予測確率は.p(91e)をp(8)
によって混合したものと考えることができるが，ここで想定している様な状
態は実際の問題では恐らく二つとか三つの様な少数であろう。ここでは典型
的な状態における相異を明示的に区別することは意味があると判断されてい
るのであるが，典型的な状態として識別されるのは恐らくそれほど多数では
ないであろう。従ってその様な場合の混合された分布はそれ程取り扱いやす
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いものではない。勿論数値的に確率を求め，必要な特性値を求めることは可
能である。
Ⅳモデルの適合性の検討
既にIで述べた様に実現したデータの予測確率によって事後的に自分の分
析が成功的かどうかを検討する方法が考えられるが，同様の考え方に立って
いくつかの競合するモデルの間の比較あるいは選択というような問題を考え
ることができる。モデルの検討といっても，モデルp("|8)は事前確率と
切り離して別個に考えるのではなく，事前の判断との関連においてその得られた
データによればモデルがどの程度確からしいと判断されるかを考えるのである。
簡単のために2つのモデルMo,M1があり,それぞれの下でのデータ分布，
事前確率分布をp("laMi),p(81Mi),モデルに対する事前確率をp(Mi)
j=0,1としよう。この時式(8),(9)と同様にしてMiの事後確率は次の様に
求められる。
p(Mily)=芸瑞)鶚',W)'=0,ル………(11
j
p("IMi)==p("|8,Mi)p(6IMi)j=0,1…･･･……(11)
β
このモデルの事後確率を妥当性の測度とすることは自然であろう。比較の方法
として事後確率の比をとると，
2(Moly)_p(Mo)p("IMO)
…………………．．……･…(12）
p(Mlly)-p(M1)p("IM1)
事後確率の比は事前確率の比にモデルの予測確率の比を乗じたものとなって
いる。後者はしばしばベイズ・ファクターと呼ばれている。もしモデルの事
前確率が等しければこの事後確率の比はベイズ・フアクターに等しいが，競
合的なモデルの比較が問題になる様な場合,それらの事莉の重みはそれほど大き
く異なることはないであろう。その様な場合にはベイズ・フアクターが比較
の基準となる。すなわちそれぞれのモデルの予測力といったものが比較の根
拠とされるのである。
これらの点の例示としてまた回帰モデルについて考えてみよう。様々なモ
デルを考えることが可能であることは勿論であるが，しかし本当に競合的で
代替的なモデルとして考慮の対象になるのはあまりに異質なものではないで
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あろう。この事は同一のデータを複数の人が分析した結果を局外者が評価し
ようとする場合にはあてはまらない。しかしこの場合にも同じ考え方で式⑰
にもとづいて評価することができる。しかし一人の人が自分の分析に際して
考える時にはある変数を説明要因として考慮すべきかどうか，要因の及ぼす
影響は固定的であるかどうかという様な少くとも形式的にはむしろマイナー
な相異であろう。この様な観点をJeffreysは､onenewparameter〃という
言葉で表現している。（〔5〕)。
ここでは次の様な問題を考えよう。〃は二つのモデルMo,Mlの下では各々
p("|Mi,Zi,8i)=N(Zj&,o21")j=0,1
に従うと想定される。ここでもo2は既知であるとしよう。またZ,=(ZoZ)
8i=(8d8'）であるとする。即ちZを説明変数とするかどうかという問題である。
＆の事前確率については
p(81IM1)=p("|Mo)p(8)…………(13
の様な関係が成立ち,p("IMo)=N(wzo,o2Vo),p(8)=N(,,z,o2V)で
あるとしよう。したがって
p(811M1)=N伽,v!),"""")v|=｡,q';)
である。これらを式側の様な表現におき変えられることは容易にわかる。
予測確率はこれまでの結果を用いれば次の様に求められる。
p("|Mi)=N(Zmi,o2(I"+ZiVjZj'))i=0,1
o2(I"+ZiViZ/)=Zi,Zimj=&とおくと,3,=jo+Z,",Z,=ZVZ'+
三0であるから，ベイズ・フアクターBo1は次の様になる。
§｡!=:{;|鶚＝抑'一告(,-‘)'二-1(,-｡)'，
q=Zo7720-(三『'一三r')一'三rlZm
ヱー ヱr1－z｢1=三『'Z(Z′Z『'Z+V-')-'Z'三『’
ここでもし事前の期得値がすべて0で,V｢1,V-1が各々Z6Zo,Z'Z
に比較して無視できる程度に小さく，かつZの列がZoの列と直交している
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ならば，
Bo1〆岬{-告州,Z(Z'Z)-'Z'9)}
=e"{-･'(9'x'x9)}
となる。タは最小二乗推定量であり,9'X'Xタはよく知られている様に通
常の線形回帰問題で用いられる検定統計量である。
V予測確率
ベイジアン統計理論はデータからの証拠はデータ以外の証拠と結合して分
析されるべきであり，そうして始めて意味のある分析が可能であることを提
唱する。この場合一般にデータ以外の証拠はモデルに含まれるパラメータの
事前確率という形で表現され，データからの証拠を結合したパラメータの事
後確率が分析の要約となり，特定の目的に対して役立つことは例示した通り
である。そしてこれまで主としてこの方向での理論の展開がなされて来た。
事前確率に関してはしばしば論争の的になり，特にT加f72(zsBczZ/esの論文
の、絶対的無知〃を表現する一様事前確率については様々な批判や修正が論
じられている。最近になって,B(z"esはこれまで論じられて来た様に、絶対
的無知〃をパラメータの一様事前確率によって把えていたのではなく，可能
な結果に対する事前的な確率，すなわち予測確率が一様であることとして把
えていたという指摘がある（〔7〕)。この様な理論的アブ°ローチはdeFj7zette
によって採られ，伝統的統計理論の無作為標本に匹敵するe韮C/Z(Z7zge(Z6j肺〃
という概念が導かれている（〔4〕)。本稿でも若干の例で示した様に，分析の
過程においては問題をパラメータによって要約できる局面と予測確率によっ
て把握すべき局面とがあり，これらは表裏一体をなして分析を意味あるもの
にすると言うことができる。この方向での研究にはBoxの論文など優れた
研究があり（〔’〕,〔3〕等)，また情報の評価やサンフ°ル・サイズの決定等に
関連して論じられているが，さらに広範な分野での意味を明らかにして行く
ことが必要であろう。
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