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Abstract
In order to achieve a better analytic handle on the modern conformal bootstrap program, we
re-examine and extend the pioneering 1974 work of Polyakov’s, which was based on consistency
between the operator product expansion and unitarity. As in the bootstrap approach, this method
does not depend on evaluating Feynman diagrams. We show how this approach can be used to
compute the anomalous dimensions of certain operators in the O(n) model at the Wilson-Fisher
fixed point in 4−  dimensions up to O(2).
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1 Introduction
The -expansion was introduced long time ago by Wilson and Fisher and studied extensively
[1, 2, 3, 4] in order to understand critical phenomena. In 4 −  dimensions, the critical theory
corresponds to the so-called Wilson-Fisher fixed point. The technique of the -expansion relies
heavily on the machinery of Feynman diagrams. This is both a boon and a bane. For the first
few orders in , one can in principle do the calculation by brute force–for example, the critical
exponents or anomalous dimensions for certain operators are known upto 5 [4]. The series itself is
asymptotic and needs to be supplemented by resummation techniques. Going beyond the first few
orders leads to computing numerous Feynman diagrams which makes this approach cumbersome
and clumsy.
2
Long time ago, after Wilson’s pioneering work, Polyakov [6] derived a set of consistency equa-
tions by demanding compatibility between the operator product expansion in conformal field theory
and unitarity1. Specifically, he considered the O(n) model. By looking at the discontinuity in a
time-ordered four point function (reviewed below), and using dispersion relations, he was able to
compute the position space representation (in a certain limit) of the correlation function. We will
frequently refer to this as the unitarity approach. This has to be compatible with what arises on
using the OPE which we will refer to as the algebraic approach. He found that there are certain
terms which arise in the unitarity approach which are absent in the algebraic one. By setting these
to zero gave a set of equations constraining the anomalous dimensions and OPE coefficients. The
resulting equations in generality turned out to be too difficult to solve. However, Polyakov showed
that in 4−  dimensions, the equations can be solved to leading order in . In order to achieve this
he needed to make two important assumptions: a) The anomalous dimension of φi began at O(
2)
and b) Consistency could be achieved by just retaining two Lorentz spin zero exchange operators
the isospin 0 (I = 0) scalar and the isospin 2 (I = 2). With these assumptions the O() anomalous
dimensions for the isospin scalar and the isospin 2 operators matched with the Feynman diagram
approach of Wilson’s.
Recently, Rychkov and Tan [7] have shown how using conformal invariance alone, one can
obtain the leading order anomalous dimensions of a large class of operators. This method just uses
three point functions and appears to be quite powerful. However, new ideas are needed to extend
this to subleading orders without resorting to the diagrammatic calculations. This was one of the
main motivations for us to re-examine Polyakov’s original calculations to see if it can be used to
obtain the subleading terms in . As noted in [7], Polyakov’s work [6] has never been used in the
literature. Such a method can potentially be useful for a new analytical approach to conformal
bootstrap. Indeed following this line of reasoning, we have extended the −expansion to cubic
order in [8], thereby yielding new results without Feynman diagrams.
While the work of Rychkov and Tan eliminates2 the need for assumption (a) listed above,
assumption (b) still needs further investigation. For example can one persist with this assumption
upto O(2)? In the course of examining this issue, we will show that one can also correctly get
the O(2) anomalous dimensions of the above operators. This points to the fact that the unitarity
based approach may be more powerful than previously realized and could be another useful way
to complement the powerful numerical techniques of the modern conformal bootstrap program
[9, 10, 11, 12, 13, 14].
The paper is organized as follows. In section 2, we review some of the results existing in the
literature about the anomalous dimensions for the operators I = 0 and the I = 2 Lorentz scalars
in the O(n) models. The next section 3 deals with the algebraic approach. This idea is based
on imposing the operator algebra on the position space Green function derived from the unitarity
in momentum space. Demanding consistency, leads to some algebraic equations involving the
anomalous dimensions which can then be solved order by order in . Section 4 deals with the
1A more recent attempt to study consistency from conformal invariance in the O(n) model is by Petkou[5].
2Replacing instead by the assumption that certain multiplets recombine following the equations of motion as explained
in [7].
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construction of a unitary and crossing symmetric four point amplitude in the momentum space.
We have taken only two (I = 0, 2) scalar operators of the O(n) to demonstrate consistency as in
[6]. Considering a right branch cut in the direct channel, one can build up this amplitude which
is both unitary and crossing symmetric. In the next sections, 5 and E.1, we considered the case
of mixed four point functions where one of the operators φi has been replaced with φ
2φi. Section
E.1 deals with the necessary details for the construction of the unitary and crossing symmetric
mixed four point amplitude. As we have pointed out, by demanding consistency one can obtain
about the leading  dependence of the anomalous dimensions of the external operators φi and φ
2φi.
In section 6, we comment on the large spin operators. We show that the anomalous dimensions
for these operators (for n = 1) can be recovered from our bootstrap approach by treating the φ2
operator as the dominating exchange.
Notation: We will use the same notation as in [6]. d will denote the conformal dimension of
the exchanged operator (and not the space time dimension!) while ∆ will denote the conformal
dimension of the seed scalar operator in the four point function. We will sometimes use a = 4− .
2 Anomalous dimensions in the O(n) model
Let us review the O(2) results that arise from the diagrammatic approach [1]. In the O(n) theory
we denote the scalar by φi with i = 1, 2 · · ·n. We work in 4 −  dimensions. The anomalous
dimension for φi works out to be
γφi =
n+ 2
4(n+ 8)2
2 +O(3) . (2.1)
The anomalous dimension of the Lorentz scalar, isospin zero (O0 = φiφi) and isospin 2 (O2 =
φ(iφj) − 2nφkφkδij) operators are given by
γO0 =
n+ 2
n+ 8
+
n+ 2
2(n+ 8)3
(13n+ 44)2 +O(3) , (2.2)
γO2 =
2
n+ 8
− (n+ 4)(n− 22)
2(n+ 8)3
2 +O(3) . (2.3)
The anomalous dimension of certain gradient operators are also known. The one of interest in our
work is the Lorentz spin-`, isospin zero case which includes the stress tensor O` = φi∂α1 · · · ∂α`φi−
trace
γO` =
n+ 2
2(n+ 8)2
(1− 6
`(`+ 1)
)2 +O(3) . (2.4)
Notice that for ` = 2 which corresponds to the stress tensor, the anomalous dimension vanishes to
the order shown. We will reproduce this result in the large ` limit using modern techniques.
Now let us turn to the following question. We know that the diagrammatic approach will need
a regularization scheme. As a result, it may be expected that a comparison order by order in 
is not meant to give an agreement unless we know the choice of scheme. However, at criticality,
the anomalous dimensions are scheme independent. An explicit check up to O(2) is as follows.
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It is well known that the beta function is scheme independent up to second order. That is3,
writing β(g) = b1g
2 + b2g
3 + · · · , b1 and b2 are scheme independent. The fixed point is obtained
by solving β(g) + g = 0 order by order in . Thus the location of the fixed point is scheme
independent up to O(2). The general form of the anomalous dimension is γ(g) = a1g+a2g
2 + · · · .
With a different scheme we have γ(g¯) = a¯1g¯ + a¯2g¯ + · · · . At the fixed point we have to O(2),
a1g∗ + a2g2∗ = a¯1g∗ + a¯2g2∗. Thus a1 = a¯1, a2 = a¯2 and the anomalous dimensions are scheme
independent to O(2). The critical exponents in general are expected to be scheme independent at
every order4 in . The argument is that once we substitute g = g∗ and get an expression in terms
of , the only way the scheme dependence would come would be through redefinition of  which is
not allowed.
From Polyakov’s work the anomalous dimensions of O0 and O2 follow up to O(). We will now
review this approach. In the course of doing so, we will correct several typos in the printed version
of [6] and also extend it to O(2).
3 The algebraic approach
We will now use the OPE in a certain limit following [6] to derive the position space form of the
four point function. We will focus on only the leading spin-0 exchange. Of course, for the most
general analysis one needs to consider the full conformal OPE and impose the algebra at the level
of the amplitudes. The OPE for the O(n) model is given by,
φi(r)φj(0) =
δij
r2∆φ
+ f0
δij
r2∆φ−∆0
O0 + f2 1
r2∆φ−∆2
O2ij + · · · , (3.1)
where the · · · terms represent the higher order terms either with higher spin or with higher number
of fields or both. We will now consider the four point function of the form,
Gijkl(r, r
′, R) = 〈φi(r)φj(0)φk(R)φl(R+ r′)〉 . (3.2)
In general Gijkl(r, r
′, R) will have all the components of the trace, symmetric-traceless and the
antisymmetric-traceless parts based on the above decomposition of the OPE. However, for the
spin-0 case of interest we have
Gijkl(r, r
′, R) = δijδklGT (r, r′, R) + (δikδjl + δilδjk − 2
n
δijδkl)GST (r, r
′, R) , (3.3)
where these functions are given by,
GT (r, r
′, R) = (rr′)−2∆φ + f02(rr′)∆0−2∆φR−2∆0 + · · · ,
GST (r, r
′, R) = f22(rr′)∆2−2∆φR−2∆2 + · · · .
(3.4)
3In this argument, bi’s are independent of  in any scheme.
4We thank Slava Rychkov for emphasising this to us.
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Figure 1: A generic time-ordered four point function in momentum space. The left hand side represents
the discontinuity in the four point function which can be written as a product of the three point functions
with the imaginary part of the exchange propagator.
The trace and the symmetric-traceless parts in the Green’s function will contain the contributions
from both O(0) and O(2). The main point is to compare the power dependence with what follows
from the unitarity approach (next section).
The following point does not appear to be spelt out in [6]. We are interested in the Lorentzian
signature5 since we are considering time-ordered correlation functions. We write x2 = −x+x−+xixi
and set xi = 0 where x is either r or r
′. Then we consider x+ → 0 and x− → 0 as otherwise the OPE
would be an expansion in terms of twists and operators with the same twists would be expected to
be equally important. For further discussions see [11, 12]. As in [6] we will consider R2  r2, r′2.
4 The unitarity based approach
We will now briefly summarize the unitarity conditions arising in [6]. The logic is motivated by
what arises in scattering theory. We consider time-ordered correlators. In the case of non-conformal
QFT, there are various intermediate states which are distinguished by the respective masses and
are independent exchanges and have exponentially suppressed (mass dependent) contributions to
the correlation function. For the conformal QFT (m→ 0), a different kind of intermediate states
characterized by the action of operators O∆ acting on the vacuum state arise, with a power law
contribution to the correlation functions. A discontinuity in an amplitude occurs when intermediate
states (|O∆〉 = O∆|0〉) go onshell-when this happens, the amplitude factorizes. In momentum
space, the discontinuity arises from the imaginary part of the Feynman propagator as shown in
figure 1. Thus the discontinuity (in the complex momentum of the exchanged operator) in a four
point function can be written as the product of three point functions times the imaginary part
of the propagator. By knowing the discontinuity in the complex momentum space, we can use
dispersion relation techniques to know the four point function everywhere. Then we can Fourier
transform back to position space and compare with what arises in the algebraic approach.
In a conformal field theory, the three point function is fixed up to some overall constants. We
5The analytical continuation from the Lorentzian signature to the Euclidean signature does not destroy the factorization
principle. Hence we can continue to the Euclidean signature for doing the integrals in appendix A.
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start by considering the four point function of scalars. As in [6], we begin by considering only
Lorentz scalar exchange. Thus if we define the three point functions as Td(q, p, p
′) where d is the
dimension of the exchanged operator and ImD(q2) as the imaginary part of the two point function,
then, the discontinuity of the fourier transform of 6the four point amplitude is given by,
F.T. Disc〈Tφ(r)φ(0)φ(R)φ(R+ r′)〉 = Td(p, q) ImD(q2) Td(q, p′) . (4.1)
Due to scale invariance, the imaginary part of the propagator takes the form,
ImD(q2) = const. (q2)d−a/2 , (4.2)
where
a = 4−  .
Now we consider the O(n) model with the field φi. As in [6], we assume that consistency between
the unitarity approach and the algebraic approach can be obtained using the operators (bilinear in
the fields) with Lorentz spin zero and isospins 0 and 2. The s-channel discontinuity is written as
Discq
Aiklm(q, p, p
′)
p2(p− q)2p′2(q − p′)2 = a0δikδlmT
(0)(q, p)T (0)(q, p′)ImD(0)(q)
+a2BiklmT
(2)(q, p)T (2)(q, p′)ImD(2)(q) , (4.3)
where Biklm = (δilδkm + δlmδkl − 2nδikδlm) and where the antisymmetric rank-4 O(n) tensor does
not play a role since it involves the exchange of odd Lorentz spin. Here the superscripts (0), (2)
represent the isospin of the exchanged operator. a0 and a2 will turn out to be related to the OPE
coefficients. The definition of Aiklm concurs with the definition of the discontinuous part of the
amplitude in eq. 5.1 of [6].
Limiting values of Td(p, q):
Unlike appendix A of [6] where the expressions are worked out for 4 dimensions, we will always
be in 4 −  dimensions. We denote q2 = s, p2 = v1, (p − q)2 = v2, (p′)2 = w1, (p′ − q)2 = w2 and
following [6] consider v1 ≈ v2 ≡ v and w1 ≈ w2 = w. The limiting values of the above three point
function in the limits when,
s(q2) v(p2) , and s(q2) v(p2) . (4.4)
We are assuming that (p − q)2 ≈ p2. Thus in the two limits the three point function takes the
asymptotic form,
Td(p, q) =
1
v2
{
f1v
−d/2+∆+/2 : s v
f2s
2−d/2−∆−/2v−2+2∆+ : s v (4.5)
6The discontinuous part follows the factorization in the momentum space.
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where ImD(s) = sd−a/2 where a = 4− . Further the coefficients f1 and f2 take the form,
f1 = Ld,d,2∆−d
Γ(d/2)2
Γ(d)
, f2 = Ld,d,2∆−d
Γ(2−∆− /2)2Γ(−1 + d+ /2)
Γ(1 + d/2−∆)Γ(2 + d/2−∆− /2)Re[(−1)
1
2
(−d−2∆−)] ,
(4.6)
where Ld,d,2∆−d can be read off from (D.6). We will redefine the aI to absorb these Ld,d,2∆−d in
them and ignore these overall coefficients in the subsequent discussions. Similar expressions are
found involving w instead of v. Knowing the discontinuity, we can now compute the amplitude
using the dispersion relation
A(s, v, w) =
∫ ∞
0
ds′
s′ − sDiscs′A(s
′, v, w) .
Furthermore, we will make the amplitude manifestly crossing symmetric by adding the t and u
channel contributions.
Note that this is not the usual use of the dispersion relation where we add the s and u channels
making use of the constraint s + t + u = 0. This procedure is not manifestly crossing symmetric.
In fact using a crossing symmetric form may lead to the worry that we are over-counting the
contribution of the physical states. However, we will explicitly show that in our approximations,
the physical state contribution comes only from the s-channel and hence there is no overcounting.
4.1 Calculation of the four point functions
Using (4.2) and the limiting values of Td(p, q) given in (4.5) we can now calculate the four point
function in a regime where v(p2)  w(p′2)  s(q2). We will discuss the regimes separately in s,
t and the u channel. Note that whereas in the s channel the exchange particle has momentum q,
the corresponding momentum for the exchanges in the t and the u channel is p− p′ and p+ p′ − q
respectively. The full interacting and crossing symmetric amplitude becomes a sum of the individual
contributions of the amplitude from the three channels. We have
A(q, p, p′) = A(s)(q, p, p′) +A(t)(q, p, p′) +A(u)(q, p, p′) . (4.7)
4.1.1 s-channel
The amplitude in the s-channel is given by,
A(s, v, w) ≈ f1
2
(vw)d/2−∆−/2
∫ w
s
ds′
s′
s′d−a/2 +
f1f2w
−2+2∆+
vd/2−∆−/2
∫ v
w
ds′
s′
s′2+d/2−a/2−∆−/2
+ f2
2(vw)−2+2∆+
∫ ∞
v
ds′
s′
s′4−a/2−2∆− .
We have taken the leading term in the two limits s v and s v for the discontinuous part of the
three point functions Td(p, q). One might ask about the relevance of the subleading terms we have
neglected in the analysis. In the analysis and the regime we are interested in, these subleading
8
terms do not interfere7. Till now we have not put any index on the conformal dimensions d implying
that this form is general for the exchanges we have considered. The final expression is,
A(s)(q, p, p′) = g1q2d−a(pp′)2∆+−d + g2p2∆+−dp′2∆++d−a + g3p4−ap′−4+4∆+2, (4.8)
where the functions, gi take the form,
g1 = − f1
2
d− a/2 , g2 =
f1
2
d− a/2 −
f1f2
2 + d/2− a/2−∆− /2 ,
g3 =
f1f2
2 + d/2− a/2−∆− /2 −
f2
2
4− a/2− 2∆−  , g4 =
f2
2
4− a/2− 2∆−  .
(4.9)
The fi and gi written above will come with an additional label I depending on whether the exchange
in φiφi for I = 0 or φiφj + φjφi − 2nφiφi for I = 2.
4.1.2 t-channel
In the t channel the exchange momentum is s = (p− p′)2. The ingoing and the outgoing momenta
are p, q − p and p′, q − p′ respectively. Thus the arguments of Td(q, p)→ Td(p− p′, p− q). All the
other calculations remain the same. One other important difference is that since here we are in
the regime p2  p′2  q2, hence the exchange momentum is always atleast O(v). Thus,
A(s, v, w) =
∫
ds′
s− s′A(s
′, v, w) ≈
∫ ∞
v
ds′
s′
A(s′, v, w) , (4.10)
and the lower limits do not apply here. Again using the form of the propagator in (4.2) and the
limiting form of Td(q, p) in this channel we get,
A(t)(q, p, p′) = − 1
p4p′4
g4p
4−ap′−4+4∆+2 . (4.11)
4.1.3 u-channel
Similar to the t-channel we have an exchange momentum s = (p + p′ − q)2 for which we have an
analogous expression. This is again,
A(u)(q, p, p′) = − 1
p4p′4
g4p
4−ap′−4+4∆+2 . (4.12)
4.1.4 The full interacting amplitude
Upto now we have not used the precise form of the exchanged operator. As in [6], we will now
assume that the exchanged operators are just O(0) = φiφi and O
(2) = φiφj + φjφi − 2/nO(0)δij
scalars. Thus depending on what among these operators is getting exchanged the amplitudes all
the channels will come with an index I and moreover the contributions of the t and the u channels
will come dressed with some mixing between these exchanges. We derive these mixing coefficients
7For 0 < s′  s the denominator cannot be written as 1s′−s ≈ 1s′ , so this regime will not interfere with the terms here.
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in appendix (B). With these mixing terms, we can write down the full interacting amplitude (with
the index I denoting the particular exchange) for the 〈φiφjφkφl〉 as,
Aijkl(q, p, p
′) = δijδklA0(q, p, p′) + (δikδjl + δilδjk − 2
n
δijδkl)A
2(q, p, p′) , (4.13)
where,
AI(q, p, p′) = aI [gI1q
2dI−a(pp′)2∆+−d
I
+ gI2p
2∆+−dIp′2∆++d
I−a] + (aIgI3 − bI)p4−ap′−4+4∆+2 ,
(4.14)
and further,
bI =
∑
J=0,2
cIJaJg
J
4 . (4.15)
dI is the conformal dimension of the exchanged scalar for I = 0, 2 respectively and c′IJs are given
in (B.5).
4.2 Coordinate space Green function
The next step is to use the four point Green function and Fourier transform it to the coordinate
space so that we can use the operator algebra. We begin by writing,
〈Tφi(r)φi(0)φk(R)φl(R+r′)〉 = G(r, r′, R) = δijδklG0(r, r′, R)+(δikδjl+δilδjk− 2
n
δijδkl)G
2(r, r′, R) .
(4.16)
On the other hand we can also write,
〈Tφi(r)φi(0)φk(R)φl(R+ r′)〉 = δijδkl(rr′)−2∆φ + (δikδjl + δilδjk)R−4∆φ
+
∫
d4−pd4−p′d4−q
p2p′2(p− q)2(p′ − q)2 e
ipr+ip′r′+iqRAijkl(q, p, p
′) ,
(4.17)
where Aijkl(q, p, p
′) also has a similar decomposition in terms of the tensor structure of O(0) and
O(2) scalar exchanges. Comparing the above two expressions we get,
G0(r, r′, R) = (rr′)−2∆φ +
2
n
R−4∆φ +
∫
d4−pd4−p′d4−q
p2p′2(p− q)2(p′ − q)2 e
ipr+ip′r′+iqRA0(q, p, p′) ,
G2(r, r′, R) = R−4∆φ +
∫
d4−pd4−p′d4−q
p2p′2(p− q)2(p′ − q)2 e
ipr+ip′r′+iqRA2(q, p, p′) .
(4.18)
In the regime of interest p2  p′2  q2 or equivalently in the coordinate space r2, r′2  R2, we
can to the leading order drop the oscillating exponentials and adjust the limits of the integrals8
over p and p′ to q  p′  p  r−1, r′−1. Further we can replace the limits of the q integral from
8We are taking the integral measure as d4−x ∝ x3−dx for x ∈ {p, p′, q}.
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0 to R−1. Thus the Fourier transform takes the form,∫
d4−pd4−p′d4−q
p2p′2(p− q)2(p′ − q)2 e
ipr+ip′r′+iqRAI(q, p, p′) ≈
∫ R−1
0
d4−q×∫ r′−1
R−1
dp′
p′
p′−
(∫ 1/r
p′
+
∫ 1/r′
p′
)
dp
p
p−AI(q, p, p′) .
(4.19)
Using the expressions for the integrals given in the appendix (C), we get,
G0(r, r′, R) =(rr′)−2∆φ +
2
n
R−4∆φ + a0[g01S2d0−a,2∆+−d0,2∆+−d0(r, r
′, R)
+ g02S0,2∆+−d0,2∆++d0−a(r, r
′, R)] + (a0g03 − b0)T0,−4+4∆+2(r, r′, R) ,
(4.20)
G2(r, r′, R) =R−4∆φ + a2[g21S2d2−a,2∆+−d2,2∆+−d2(r, r
′, R)
+ g22S0,2∆+−d2,2∆++d2−a(r, r
′, R)] + (a2g23 − b2)T0,−4+4∆+2(r, r′, R) .
(4.21)
We will now assume that the conformal dimensions ∆ and d for the external operators φ and
the exchange can be given in an -expansion of the form,
∆ = 1− 
2
+ γφ
2 , d0,2 = 2− + δ0,2() . (4.22)
We will use γφ = (n+ 2)/(4(n+ 8)
2) as follows from conformal symmetries of three point functions
in [7]. The coefficients of the log
(
R2
rr′
)
terms come only from the T terms in the above expression.
Hence setting,
aIg
I
3 − bI = 0 , I = 0, 2 , (4.23)
where bI is defined in (4.15), g
I
i defined in (4.9), gives us two relations for the anomalous dimensions
for O0 and O2. The remaining relations are obtained by matching the coefficients of R−4∆φ from
the remaining of G0 and G2. The coefficient of R−4∆φ takes the form,
aI
[
gI1
(4 + 2δI)(δI + − 2a2)2 +
2gI2
(4− )(− 4a2)(δI + − 2a2)
]
=
{
2
n : I = 0
1 : I = 2
(4.24)
gIi etc. can be found in (4.9). Also δ
I and aI are assumed to have an expansion of the form,
δI() = αI+ βI
2 +O()3 , aI() = ρI
3 + σI
4 +O(5) . (4.25)
The reason behind the particular dependence of aI ∼ O(2) is because of the fact that we expect
the OPE coefficients to start at O(1). The solution to the above set of equations is given by,
α0 = − 6
n+ 8
, α2 = −n+ 6
n+ 8
, β0 =
(n+ 2)(13n+ 44)
2(n+ 8)3
, β2 = −(n+ 4)(n− 22)
2(n+ 8)3
. (4.26)
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Thus the expressions for the dimensions for the scalars O0 and O2 become,
d0 = 2− + n+ 2
n+ 8
+
(n+ 2)(13n+ 44)
2(n+ 8)3
2 +O(3) ,
d2 = 2− + 2
n+ 8
− (n+ 4)(n− 22)
2(n+ 8)3
2 +O(3) .
(4.27)
These match exactly with eq(2.2)!
We also provide the OPE coefficients to next to the leading order (in ) results pointed out
in [6]. The relevant equation for the OPE coefficients is (4.24) where aI encodes the information
of the squares of the OPE coefficients for the corresponding scalar exchange OI . Once we have
solved for the anomalous dimensions of the scalar exchanges δI() from (4.25), we can put that
information in (4.24) to solve for the leading and next to leading order in . To extract the leading
order, note that the rhs of (4.24). Using the normalizations used, we can see that the correct OPE
coefficients squared are of the form,
f2I =
aIg
I
1
(2∆− dI)22dI . (4.28)
With the above normalizations, the OPE squared coefficients for the exchange OI start with
f2I = 1 +O() + · · · . For the exchanges O0 and O2, the OPE squared coefficients are given by,
f20 =
2(n+ 8)
n(4− n) +
40384 + 2n(11272− n(n+ 8)(n− 150))
27(n− 4)2n(n+ 2)(n+ 8) +O()
2 ,
f22 =
8 + n
4 + n
+
1
54
(
66 + n+
610
4 + n
− 486
8 + n
)
+O()2 .
(4.29)
Why did the calculation work to second order? Here is a plausible argument. The OPE coeffi-
cient appears in the calculation as squared. It is reasonable to assume that there are no fractional
powers in  so that the contributions from other operators that we have not considered will begin at
least O(2) higher than in our equations, namely because to O() this approach gave the expected
answer which is fixed by other considerations [7]. Thus the contributions from other operators can
be expected to start at O(3). For example, in the free theory 〈φφφ2〉 is non zero but the higher
three point functions 〈φφφn〉 for n > 2 are zero. To see that this is consistent, it may be necessary
to consider mixed correlators as well. For a more rigorous understanding of this, see [8]. We will
begin the analysis of mixed correlators in the next section, leaving a complete analysis for future
work.
5 Mixed correlators
We will consider one more example to illustrate this method. We will consider the example for a
mixed correlator: 〈φi(r)φj(0)φk(R)φ2φl(R + r′)〉. The last operator is a composite one made out
of three fundamental fields φ. We will treat this in the same way as for the four point function of
four fundamental fields φi. The only difference in this case is going to be that we will need here
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two different sets of OPEs in this case viz. φi×φj and φi×φ2φj respectively where in the previous
examples we only needed one type of the OPE φi × φj .
5.1 OPE for mixed correlators
We will consider separately these two OPEs now. For the φi×φj case we can write down with two
scalars O0 and O2 as follows,
φi(r)× φj(0) = r−2∆φδijI + r∆0−2∆φf0O(0)δij + r∆2−2∆φf2O(2)ij + · · · , (5.1)
whereas for the other OPE we firstly will not have the identity term since the two point function
vanishes (they are different operators) and secondly there are additional scalars even in the free
field limit that gives a non zero three point function and hence should be considered in the OPE
itself. Thus,
φi(R)× φ2φj(R+ r′) = r′∆0−∆φ−∆3g0O(0)δij + r′∆2−∆φ−∆3g2O(2)ij + r′∆40−∆φ−∆3h0O(4,0)ij
+ r′∆42−∆φ−∆3h2O(4,2)ij .
(5.2)
The scalars O(4,0) and O(4,2) are the fourth order scalars of I = 0, 2. Note that in the second
OPE we have denoted the conformal dimension for the composite operator by ∆3. We can as well
consider the order four scalars in the OPE of φi × φj as well. Thus for the four point function we
get,
〈φi(r)φj(0)φk(R)φ2φl(R+r′)〉 = f0g0r∆0−2∆φr′∆0−∆φ−∆3R−2∆0+f2g2r∆2−2∆φr′∆2−∆φ−∆3R−2∆2+· · · ,
(5.3)
where we have neglected the higher order scalars for the time. Let us remind the readers about
the notations again. ∆φ = 1 − v/2 + O(2) and ∆3 = 3(1 − /2) + b + O(2) are the conformal
dimensions for φi and composite operator φ
2φi and ∆i = 2 + δi are the conformal dimensions for
the scalars O(0) and O(2) respectively. Consistency should lead to b = v = 1 as in [7].
5.2 Leading anomalous dimensions for φi and φ
2φi
Since the contruction of the four point function for the mixed corelator is along the same lines as
for the four point function of the fundamental scalars φi, we defer the relevant details to appendix
(E) and quote here the final results. Note that (E.24) serves as the constraint which can be solved
order by order in  to get the anomalous dimensions of the extenal operators. We will assume a
form for the dimensions for φi and φ
2φi as,
∆φ = 1− v 
2
, ∆φ3 = 3
(
1− 
2
)
+ b  . (5.4)
The leading order expansion in  for (E.24) is supposed to impose constraints on the coefficients b
and v. The expected answer in b = v = 1. Moreover we assume for the anomalous dimensions of
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the φ2 exchange as,
dI = 2 + ρI+ σI
2 , and, aI = L
I
1L
I
2(νI
3 + µI
4 + ηI
5) , (5.5)
where LI1 and L
I
2 are the overall factors associated with the three point functions 〈φφO〉 and
〈φ(φ2φ)O〉 given in (D.6). Using these to expand (E.24), we find that the leading order term does
not show any divergence as (b, v)→ 1 but the subleading terms have double poles as (b, v)→ 1 in
the form of ((v− 1)(1 + v− 2b))−1. To remove this divergence we assume that the leading term in
aI goes like,
νI = (v − 1)(1 + v − 2b)ξI , and µI = 0 , (5.6)
where ξI is the part of aI without the zeros. With this substitution, it is easy to see that not only
the divergence is removed at the subleading order but now the leading term in aI goes to zero as
well as we take either v → 1 or b→ 1. We have to justify how to see that the leading behaviour of
the OPE coefficients are double zeros in b and v. Note that the overall factor in νI can be expanded
to,
(v − 1)(1 + v − 2b) = (b− v)2 − (b− 1)2 . (5.7)
Hence the OPE coefficient for the mixed correlator takes the form,
OPEφφ ×OPEφ(φ2φ) =
((b− v)2 − (b− 1)2)ξIcI1LI1LI2
2dI(2∆− dI)(∆ + ∆3 − dI) =
1
2
((b− v)2 − (b− 1)2)ξI + · · · . (5.8)
So if we set v = 1 first, then this factor vanishes for all b and b = 1 does not have to be imposed
as a required condition. It will imply that the consistency condition does not apriori depend on
the leading  dependence of the dimension for the operator φ2φi. Instead if we ask the following
question,“ Given that the anomalous dimension for the φ2φi operator starts with O() with unit
coefficient, what can we say about the anomalous dimension for the operator φi?” So the idea is
to first set b = 1 in the calculation. One can readily see that the overall factor develops a double
zero at v = 1. Thus the OPE expansion begins like,
OPEφφ ×OPEφ(φ2φ) =
(1− v)2
2
ξI + · · · , (5.9)
where · · · represent terms with higher orders of . Since the exchanges I = 0, 2 scalars are present
even in the free limits, then one would be forced to conclude that the leading order behaviour of
aI should be O(1) term and higher powers of . We can see from the above expansion, that the
O(1/2) term vanishes only for v = 1 which is another way of putting that the dimension of the
fundamental scalars do not receive corrections at order O(). Thus a consistency statement can be
formulated as,
“Given that the anomalous dimensions for the φ2φi operator contributes at O(), then we will
require the anomalous dimensions of the external scalars φi to start at O(
2) for a consistent free
limit to exist with i = 0, 2 scalar exchanges.”
For completeness, we also compute the coefficient ηi in the limit when (b, v)→ 1. As expected
14
these quantites are free from poles in the above limit and given by,
ηi =
1
2
ρI(1 + ρI)(1 + 2ρI)
3
∑
J 6=I
cIJξJ
(1 + ρJ)
(1 + 2ρJ)2
, (5.10)
where ρI are the O() terms in the anomalous dimensions for the I = 0, 2 scalar exchanges, cIJ
are the mixing coefficients and ξI are the leading order OPE coefficients.
Alternatively we could ask the question, “what happens if we directly started out assuming that
the anomalous dimension of the fundamental operator φi is O(
2)? There is no apriori reason to
assume that the two expansions are related. So to be completely generic we will assume that,
a′I = L
I
1L
I
2(ν
′
I
3 + µ′I
4 + η′I
5) . (5.11)
Expanding in  we find that as before µ′I = 0 and also that the double zero reflects in the OPE
coefficients as a factor of (b− 1)2. Then the analog of (5.9) is given by,
OPEφφ ×OPEφ(φ2φ) =
(1− b)2
2
ξ′I + · · · , (5.12)
where ν ′I = (1 − b)2ξ′I . We can see that for the above product to begin at O(1) we have to put
b = 1 + γ3
2 and then the subleading coefficients η′I are related to the previous ηI (when we set
b = 1 first) as,
η′0 = −
1
2
η0 , η
′
2 = −
1
4
η2 . (5.13)
It is not difficult to relate the coefficients ξI and ξ
′
I by comparing with each other upto some overall
constants. But the ratio will depend on the the anomalous dimensions of φi and φ
2φi. We did not
consider the subleading terms in  for the anomalous dimensions of φ2φi since we expect higher
order/spin corrections to play a role here. The reason is that in this case, the OPE coefficients do
not appear as squared.
6 -expansion for large spin operators from bootstrap
For completeness, we discuss the anomalous dimensions of large spin operators using modern
methods. For (n = 1) and
J` = φ∂µ1 . . . ∂µ`φ , (6.1)
the anomalous dimension is given by,
γJ` =
(
1− 6
`(`+ 1)
)
2
54
+O(3) . (6.2)
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The spin independent part comes from the anomalous dimensions of the scalar φ. The spin depen-
dent part is given by,
γJ` = −
2
9`2
. (6.3)
We will now reproduce this from the results of [10]. Since we know that the approximate conformal
blocks do not depend on the dimension d [10, 13], we can use them to solve for the leading anomalous
dimensions for large ` operators with twists τ = 2∆φ [10, 13]–we use the normalizations in [10],
γ(0, `) =
γ0
`τm
, where γ0 = − 2PmΓ(∆φ)
2Γ(τm + 2`m)
Γ(∆φ − τm2 )2Γ( τm2 + `m)2
. (6.4)
Considering the case where the scalar φ2 is the dominant exchange, we can set,
τm = d− 2 + γφ2 . (6.5)
The scalar φ also acquires anomalous dimension,
∆φ =
d− 2
2
+ 2γφ , (6.6)
although these are at a higher order in  that those of φ2 operator. Plugging this in (6.4), setting
`m = 0 and using the mean field Pm = 2 [10], we find that,
γ0 = −
2
9
, so γ(0, `) = − 
2
9`2
+O(3) , (6.7)
Instead if we put in the form of the γφ for the O(n) models as given in [7], we should get (2.4).
For the stress tensor exchange (or any corresponding higher spin exchange with the same twist),
τm = d− 2. The leading contribution of Γ(∆φ − τm2 ) in the denominator in (6.4), starts with 1/4
while all the other terms are O(1). Thus the contribution to γ0 from these operators begins at a
higher order, namely ∼ 4.
Clearly this is more subleading than the φ2 exchange. Also since the higher three point functions
of the form 〈φφφn〉 for n > 2 are all zero in the free limit we expect their contributions to be
suppressed further by O(2) compared to the leading φ2 exchange. With this, one can see that the
higher spin operators of the form in (6.1) are indeed given as in (6.2) to the leading order. It may
be possible to use the results of [13] to get the anomalous dimensions of the large spin and large
twist operators. It will also be interesting to see if we can reproduce these results using Polyakov’s
approach.
7 Concluding comments
We have just scratched the tip of the iceberg. It will be important and interesting to understand
the emergence of the consistency conditions that Polyakov has derived in the second half of his
paper and see if they can be solved or understood even if some approximate sense–for example,
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can we understand the systematics of higher order or higher spin operators? This approach seems
to have its own merit as we have demonstrated through the -expansion. Apart from this, it will
be interesting to reinterpret Polyakov’s work [6] in terms of the modern bootstrap language. It will
be also interesting to extend the formalism to other dimensions [15]. The success at order O(2)
motivates the setting up bootstrap in the Mellin space [8, 16] which in some sense is the analog of
the momentum space for conformal field theories. The non-perturbative nature of the formalism
can be used for classification of CFTs in dimensions greater than two.
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A Determination of Td(p, q) in 4−  dimensions
We will now proceed with the determination of Td(p, q) in 4 −  dimensions as follows: This will
be largely based on the analysis in appendix A of [6] except that there the result was presented in
4 dimensions. We will also stick to the sign conventions as in appendix A of [6] but in the main
text the sign of q will be reversed to be compatible with the direction of momenta in figure (1).
The momentum space representation of the three point vertex can be written as,
F.T.〈TO(R)φ(r)φ(0)〉 =
∫
d4−rd4−R
eipr+iqR
r2∆−dRd|R− r|d , (A.1)
where ∆ is the conformal dimension of φ and d is the conformal dimension of the operator O.
Using the Schwinger parameterization we can write,
1
as
=
1
Γ(s)
∫ ∞
0
dx xs−1e−ax . (A.2)
Thus the above three point function in the momentum space becomes,
F.T.〈TO(R)φ(r)φ(0)〉 = const.
∫
dx dy dz(xy)d/2−1z∆−d/2−1
∫
d4−rd4−R ef(x,y,z,r,R) , (A.3)
where the function f is given by,
f(x, y, z, r, R) = ipr + iqR− xR2 − y(R− r)2 − zr2 . (A.4)
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What we do in the beginning is complete the squares for the function f and isolate the parts
depending solely on r and R. After completing the squares, we get,
f(x, y, z, r, R) = −A2 −B2 − f1(x, y, z) , (A.5)
where again the functions are given by,
A =
√
y + zr +
2yR− ip
2
√
y + z
,
B =
√
xy + yz + xz
y + z
R+ i
(p+ q)y + qz√
(y + z)(xy + yz + xz)
,
f(x, y, z) =
p2x+ q2z + (p+ q)2y
4(xy + yz + xz)
(A.6)
We can first give a shift to the functions A and B and then carry out the integrals over the shifted
variables by noticing that the integral measure is given by,∫
d4−r → 4pi
∫
r3−dr . (A.7)
Thus the integrals over r and R contribute to,∫
d4−rd4−Re−(A
2+B2) = 4pi2Γ(2− /2)2(xy + yz + xz)−2+/2 , (A.8)
and thus,
F.T.〈TO(R)φ(r)φ(0)〉 =
∫
dxdydz
(xy)d/2−1z∆−d/2−1
(xy + yz + xz)2−/2
e−f(x,y,z) . (A.9)
Replacing (x, y, z)→ 1/4(1/x, 1/y, 1/z) gives,
F.T.〈TO(R)φ(r)φ(0)〉 =
∫
dxdydz
(xy)1−d/2−/2zd/2+1−∆−/2
(x+ y + z)2−/2
e
−xyq2+yzp2+xz(p+q)2
(x+y+z) . (A.10)
We will now change to the coordinates z = νρ, x = ρλ and y = ρ(1− λ) and the integration limits
are 0 < ν, ρ <∞ and 0 < λ < 1 respectively. Thus the function in the argument of the exponential
changes from,
f(ρ, ν, λ) = − ρ
1 + ν
(g(λ) + ν(h(λ)) , g(λ) = q2λ(1− λ) , h(λ) = p2λ+ (1− λ)(p+ q)2 . (A.11)
In these coordinates the integral takes the form,∫
dρdνdλ ρ2
(ρ2λ(1− λ))1−/2−d/2(νρ)d/2+3−∆−/2
(ρ(1 + ν))2−/2
e−f(ν,λ)ρ , (A.12)
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where f(ν, λ) is the remaining part of the argument in the exponential apart from ρ. Performing
the integral over ρ we get,∫ 1
0
dλ (λ(1− λ))1−d/2−/2
∫ ∞
0
dν
νd/2+1−∆−/2(1 + ν)2−/2−d/2−∆
[g(λ) + νh(λ)]4−−d/2−∆
. (A.13)
Finally performing the integral over ν we get,
F.T.〈TO(R)φ(r)φ(0)〉 = NdT4−−d(p, q) + LdTd(p, q)q2d−4+ , (A.14)
where,
Nd =
Γ(∆− d/2)Γ(d− 2 + /2)
Γ(∆ + d/2− 2 + /2) , Ld =
Γ(2 + d/2−∆− /2)Γ(2− d− /2)
Γ(4− d/2−∆− ) (A.15)
Td(p, q) =
∫ 1
0
dλ
(λ(1− λ))d/2−1
[λp2 + (1− λ)(p+ q)2]2+d/2−∆−/2
× 2F1
[
2 + d/2−∆− /2,∆ + d/2− 2 + /2, d− 1 + /2, q
2λ(1− λ)
λp2 + (1− λ)(p+ q)2
]
.
(A.16)
In the expression for the three point functions we will take the discontinuous part which amounts
to taking the part proportional to q2d−4+.
B Mixing coefficients
We will derive the mixing factors for the channels below. The full scattering amplitude is given by
A
(s)
ijkl = a0T
0(q, p)ImD0(q)T 0(q, p′)δijδkl + a2T 2(q, p)ImD2(q)T 2(q, p′)(δikδjl + δilδjk − 2
n
δijδkl) .
(B.1)
where the labels I = 0, 2 denote the contribution of the exchanged scalars O(0) and O(2) in the
theory. The t-channel is obtained by switching j ↔ k and the u-channel is obtained by switching
j ↔ l respectively. Thus
A
(t)
ijkl = a0T
0(q, p)ImD0(q)T 0(q, p′)δikδjl + a2T 2(q, p)ImD2(q)T 2(q, p′)(δijδkl + δilδjk − 2
n
δikδjl) ,
A
(u)
ijkl = a0T
0(q, p)ImD0(q)T 0(q, p′)δilδjk + a2T 2(q, p)ImD2(q)T 2(q, p′)(δikδjl + δijδkl − 2
n
δilδjk) .
(B.2)
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Thus multiplying the total amplitude Aijkl = A
(s)
ijkl +A
(t)
ijkl +A
(u)
ijkl by δ
ijδkl we have,
Aijklδ
ijδkl = n2
[
a0
(
1 +
2
n
)
T 0ImD0(q)T 0 +
2n2 + 2n− 4
n2
a2T
2ImD2(q)T 2
]
,
Aijkl
(
δikδjl + δilδjk − 2
n
δijδkl
)
= (2n2 + 2n− 4)
[
a2T
2ImD2(q)T 2 + a0T
0ImD0(q)T 0
+
n− 2
n
a2T
2ImD2(q)T 2
]
.
(B.3)
In the limit where the t and the u channel contributes, the δi dependent factors drop out from
both T 0ImD0(q)T 0 and T 2ImD2(q)T 2. Thus we can write the above expression as,
Aijkl =
[
aI +
∑
J=0,2
cIJaJ
]
f(v) . (B.4)
Comparing with the above formula for Aijkl we get,
c00 =
2
n
, c02 =
2n2 + 2n− 4
n2
,
c20 = 1 , c22 =
n− 2
n
.
(B.5)
C Evaluation of some generic integrals
In the evaluation above we will be facing the integrals of two generic types. We digress a little to
show the evaluation of these integrals. First note that the four point amplitudes in the momentum
space involve terms of the form,
A(q, p, p′) ∼ qapbp′c . (C.1)
The fourier transform of these power law behaviour in the regime of interest is not very difficult
to evaluate. ∫ R−1
0
d4−q
∫ r′−1
R−1
dp′
p′
p′−
(∫ 1/r
p′
+
∫ 1/r′
p′
)
dp
p
p−qapbp′c . (C.2)
Using the Euclidean representation for the integral over q we can show that,∫ R−1
0
d4−q qa =
1
4 + a− R
−4−a . (C.3)
For the remaining part, the integral over p and p′ gives,
1
b− 
∫ r′−1
R−1
dp′
p′
p′c−(r−b + r′−b − 2p′b−) = 1
b− 
[
1
c− (r
−b + r′−b)(r′−c −R−c)
− 2
b+ c− 2(r
′2−b−c −R2−b−c)
]
.
(C.4)
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Combining this together we have for b 6= ,
Sa,b,c(r, r
′, R) =
∫ R−1
0
d4−q
∫ r′−1
R−1
dp′
p′
p′−
(∫ 1/r
p′
+
∫ 1/r′
p′
)
dp
p
p−qapbp′c
=
R−4−a
(b− )(4 + a− )
[
1
c− (r
−b + r′−b)(r′−c −R−c)
− 2
b+ c− 2(r
′2−b−c −R2−b−c)
]
.
(C.5)
When b = , the integral over p and p′ gives,
Ta,c(r, r
′, R) =
∫ R−1
0
d4−q
∫ r′−1
R−1
dp′
p′
p′−
(∫ 1/r
p′
+
∫ 1/r′
p′
)
dp
p
p−qapp′c
=
R−4−a
(4 + a− )(c− )
[
log
(
1
rr′
)
(r′−c −R−c)− 2(R−c logR− r′−c log r′)
+
2
c− (r
′−c −R−c)
]
.
(C.6)
D Generic three point function
To calculate the three point functions of the form 〈φi(r)φj(0)(Jµ)kl(R)〉 we will need to evaluate
some generic integrals in the momentum space of the form,
F.T.〈TOkl(R)φi(r)φj(0)〉 = Iijkl
∫
d4−rd4−R
ei(pr+qR)
|R− r|aRbrc , (D.1)
where Iijkl is the associated O(N) tensor structure (warning: here a is not 4 − !). Using the
Schwinger parameterization of the propagators as in (A.2), we can get an integral similar to (A.9)
(modulo the tensor structure)
F.T.〈TOkl(R)φi(r)φj(0)〉 = const ·
∫
dxdydz
xa/2−1yb/2−1zc/2−1
(xy + yz + xz)2−/2
e−f(x,y,z) . (D.2)
where f(x, y, z) has the exact same structure as in (A.6). We can now do the analogous change of
variables from (x, y, z)→ 1/4(1/x, 1/y, 1/z) to get,
F.T.〈TOkl(R)φi(r)φj(0)〉 = const ·
∫
dxdydz
x1−a/2−/2y1−b/2−/2z1−c/2−/2
(x+ y + z)2−/2
e−f(1/x,1/y,1/z) .
(D.3)
Changing the variables to,
x = ρλ , y = ρ(1− λ) , and z = ρν , (D.4)
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we can put the integral above in the form,
F.T.〈TOkl(R)φi(r)φj(0)〉 = const.
∫ ∞
0
ρ3−
a+b+c
2
−e−f(νλ)ρ ×
∫
dλdνλ1−
a
2
− 
2 (1− λ)1− b2− 2 ν
1− c
2
− 
2
(1 + ν)2−

2
,
= const.
∫ 1
0
dλ λ1−
a
2
− 
2 (1− λ)1− b2− 2
∫ ∞
0
dν
ν1−
c
2
− 
2 (1 + ν)2−

2
−a+b+c
2
[g(λ) + νh(λ)]4−−
a+b+c
2
,
= const.[Na,b,cT
1
a,b,c(p, q) + La,b,cT
2
a,b,c(p, q)s
−2+a+b+
2 ] .
(D.5)
where g(λ) and h(λ) are defined in (A.11) and the two constants take the form,
Na,b,c =
Γ( c2)Γ(−2 + 2 + a+b2 )
Γ(−2 + a+b+c+2 )
, La,b,c =
Γ(2− 2 − a+b2 )Γ(2− c2 − 2)
Γ(4− − a+b+c2 )
. (D.6)
The functions T 1 and T 2 are given by,
T 1a,b,c =
∫
dλ
λ1−
a
2
− 
2 (1− λ)1− b2− 2
h(λ)4−
a+b+c
2
− 2F1
[
c
2
, 4− − a+ b+ c
2
, 3− 
2
− a+ b
2
,
g(λ)
h(λ)
]
,
T 2a,b,c =
∫
dλ
λ
b
2
−1(1− λ)a2−1
h(λ)2−
c+
2
2F1
[
2− c+ 
2
,−2 + a+ b+ c+ 
2
,−1 + a+ b+ 
2
,
g(λ)
h(λ)
]
,
(D.7)
where g(λ) and h(λ) are given in (A.11).
E Four point Green function of the mixed correlator
We quote the relevant details for the construction of the four point Green function for the mixed
correlator in the position space.
E.1 Unitary Green function
The way to schematically write down the four point function in momentum space, is,
F.T{〈Tφi(r)φj(0)φk(R)φ2φl(R+ r′)〉} = AI(q, p, p′) =
∫ ∞
s
ds′
s′
T 2φφO(s
′, p)ImD(s′)T 2φ(φ2φ)O(s
′, p′) ,
(E.1)
where the associated three point functions relevant for the leading discontinuous part of the am-
plitude is given by T 2a,b,c functions of the appendix (D). We have also suppressed the indices
associated with the four point amplitude for convenience. Later we will use superscripts s, t, u to
denote the contributions due to the individual channels. Since we have already defined the generic
three point functions for scalars, we can refer to (D.7) of (D) for this section. We will need two
different kinds of three point functions for our purposes. These are defined as F1 = T
2
d,d,2∆−d and
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G1 = T
2
d+∆3−∆,d+∆−∆3,∆+∆3−d. Thus the four point amplitude in the momentum space becomes,
AI(q, p, p
′) =
∫ ∞
s
ds′
s′
F1(s
′, p) ImD(s′) G1(s′, p′) . (E.2)
This four point function should now be solved in the regime p  p′  q for the cases when
s  (v, w) and s  (v, w) respectively. We will now proceed to evaluate the limits for the
individual functions F1 and G1 separately. For the function F1, we know the limits from our
previous calculations. Barring the overall factors, the expression for F1 in the two limits take the
form,
F1(s, v) =
1
v2
{
f1v
−d/2+∆+/2 : s v
f2s
2−d/2−∆−/2v−2+2∆+ : s v (E.3)
where the coefficients f1 and f2 can be written as,
f1 =
Γ(d/2)2
Γ(d)
, f2 =
Γ(2−∆− 2)2Γ(d− 1 + 2)
Γ(1 + d2 −∆)Γ(2 + d2 −∆− 2)
Re[(−1) 12 (−d−2∆−)] . (E.4)
And for the other function we have,
G1(s, v) =
1
v2
{
g1v
∆+∆3−d+
2 : s v
g
(0)
2 s
−2− d
2
+
∆+∆3
2
+ 
2 v2 + g
(1)
2 s
2− d
2
−∆+∆3
2
− 
2 v−2+∆+∆3+ : s v
(E.5)
where the coefficients are,
g1 =
Γ((d+ ∆−∆3)/2)Γ((d+ ∆3 −∆)/2)
Γ(d)
,
g
(0)
2 =
Γ(d− 1 + 2)Γ(−2 + ∆ + 2)Γ(−2 + ∆3 + 2)
Γ(−2 + d+∆+∆3+2 )Γ(−3 + d+∆+∆32 + )
Re[(−1) 12 (−d+∆+∆3+)] ,
g
(1)
2 =
Γ(2−∆− 2)Γ(2−∆3 − 2)Γ(d− 1 + 2)
Γ(1 + d−∆−∆32 )Γ(2 +
d−∆−∆3−
2 )
Re[(−1) 12 (−d−∆−∆3−)] .
(E.6)
In addition to the above information, we also have for the exchange,
ImD(s) = const. sd−a/2 . (E.7)
We can thus break up the integral over s′ into regimes
A(q, p, p′) =
∫ w
s
ds′
s′
(· · · ) +
∫ v
w
ds′
s′
(· · · ) +
∫ ∞
v
ds′
s′
(· · · ) , (E.8)
where the terms in (· · · ) denote the function F1× ImD(s)×G1 in various limits and v = p2, s = q2
and w = p′2 respectively. We can spell out the different individual limits for the convenience of
the reader.
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• s v, w. In this case, we find that,
F1(s, v) ImD(s) G1(s, w) =
1
v2w2
f1g1v
−d/2+∆+/2w
∆+∆3−d+
2 sd−a/2 . (E.9)
• w  s v. In this case, we find that,
F1(s, v) ImD(s) G1(s, w) =
1
v2w2
f1v
−d/2+∆+/2sd−a/2[g02s
−2− d
2
+
∆+∆3
2
+ 
2w2
+ g12s
2− d
2
−∆+∆3
2
− 
2w−2+∆+∆3+] .
(E.10)
• s v, w. In this case, we find,
F1(s, v) ImD(s) G1(s, w) =
1
v2w2
f2s
2+d/2−a/2−∆−/2v−2+2∆+[g02s
−2− d
2
+
∆+∆3
2
+ 
2w2
+ g12s
2− d
2
−∆+∆3
2
− 
2w−2+∆+∆3+] .
(E.11)
We are now supposed to complete the integral over s′ to get the four point amplitudeA′ijkl(q, p, p
′).
Modulo the overall coefficients which are present and the factors due to the s′ integral, we can
write this as a function of four different terms
A
(s)
I (q, p, p
′) =
aI
v2w2
[c1s
d−a/2v−d/2+∆+/2w(∆+∆3−d+)/2 + c2v−d/2+∆+/2w(∆+∆3+d−a+)/2
+ c3v
−2−a/2+(3∆+∆3)/2+w2 + c4v2−a/2+(∆−∆3)/2w−2+∆+∆3+] ,
(E.12)
where the coefficients in the above expression are given by,
c1 = − f1g1
d− a/2 ,
c2 =
f1g1
d− a/2 − 2
[
f1g
(0)
2
d− 4− a+ + ∆ + ∆3 +
f1g
(1)
2
d+ 4− a− −∆−∆3
]
,
c3 =
2f1g
(0)
2
d− 4− a+ + ∆ + ∆3 −
2f2g
(0)
2
∆3 −∆− a ,
c4 =
2f1g
(1)
2
d+ 4− a− −∆−∆3 −
f2g
(1)
2
4− a/2− − (∆3 + 3∆)/2 .
(E.13)
We have omitted the overall tensor structure on the rhs which is to say that these functions will
depend on the kind of exchange we have and that will reflect through the individual coefficients
cI1 etc. appearing above. The superscript (s) denotes that the above expressions are for the s−
channel decomposition of the amplitude. The t and the u channel will only have the last limit
viz. s v, w and hence only the expression (E.11) in the decomposition albeit with some different
coefficients. Thus for the t and the u channel there is a change of the variables for the three point
functions. For the 〈φφO〉 correlator notice that, the function T 2d (p, q) → T 2d (p − q, p − p′) and
similarly for the other three point function 〈φ(φ2φ)O〉. Notice also that the exchange momentum
is now s = (p− p′)2 and for the regime P  p′  q, s ≥ v. Thus for the t channel only one regime
is relevant viz. s  v, w. So it will suffice to calculate the three point functions in this regime.
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The respective three point functions are given by,
〈φφO〉 = 1
v2w2
h1s
2−d/2−∆−/2(vw)∆+/2 : s v, w ,
〈φ(φ2φ)O〉 = h2s2− d2−
∆3+∆
2
− 
2 v∆+

2
−2w−2+∆3+

2 + h3s
−2− d
2
+
∆+∆3
2
+ 
2 : s v, w .
(E.14)
where the explicit form of the coefficients h1, h2 and h3 are given by,
h1 =
Γ(2−∆− 2)2Γ(d− 1 + 2)
Γ(1 + d2 −∆)Γ(2 + d2 −∆− 2)
Re[(−1)− 12 (d+2∆+)] ,
h2 =
Γ(2−∆− 2)Γ(2−∆3 − 2)Γ(d− 1 + 2)
Γ(1 + d−∆−∆32 )Γ(2 +
d−∆−∆3−
2 )
Re[(−1)− 12 (d+∆+∆3+)] ,
h3 =
Γ(d− 1 + 2)Γ(−2 + ∆ + 2)Γ(−2 + ∆3 + 2)
Γ(−2 + d+∆+∆3+2 )Γ(−3 + + d+∆+∆32 )
Re[(−1) 12 (−d+∆+∆3+)] .
(E.15)
Similarly, for the u channel, the exchange momentum is s = (p+ p′ − q)2 which for our regime of
interest is again s ≥ v. Hence the above limits of the three point functions apply in this channel
as well. The full four point function can be written as,
A
(t)
I (s, v, w) = 〈φiφjO〉 ImD(s) 〈φk(φ2φl)O〉 . (E.16)
Integrating over the variable s in the regime s v  w one can see that,
A
(t)
I (v, w) =
∫ ∞
v
ds′
s′
A
(t)
I (s
′, v, w) =
2
v2w2
[
h1h2
−8 + a+ 3∆ + ∆3 + 2v
2−a
2
+
∆−∆3
2 w−2+∆+∆3+
+
h1h3
a+ ∆−∆3 v
−a
2
+ 
2
+
∆+∆3
2 w∆+

2
]
.
(E.17)
We are now in a position to address the question about whether this mixed correlator can deter-
mine the anomalous dimension for the operators φi and the composite operator φ
2φi given the
information about the anomalous dimensions for the exchange operators. The key idea will be now
to convert the sum of the contributions from the three channels into position space representation
and impose the operator algebra which we now proceed to do in the next section.
E.2 Position space representation
The momentum space amplitude can now be converted into the position space through the Fourier
transform so that we can impose the operator algebra (OPE) on that. We will consider individual
terms in individual channels for clarity.
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E.2.1 s channel
Consider the s channel first in (E.12). In terms of v = p2, w = p′2 and s = q2 this becomes,
AsI(q, p, p
′) =
aI
p4p′4
[cI1q
2d−ap−d+2∆+p′∆+∆3−d+ + cI2p
−d+2∆+p′∆+∆3+d−a+
+ cI3p
−4−a+∆3+3∆+2p′4 + cI4p
4−a−∆3+∆p′−4+2(∆+∆3)+2] .
(E.18)
The label i indicates what scalar (i = 0, 2) is exchanged in this channel. The fourier transform of
the above function is,
GI(r, r
′, R) =
∫
d4−p d4−p′d4−q ei(pr+p
′r′+qR)AI(q, p, p
′) . (E.19)
In the regime we are interested, we can simplify the measure further by writing,∫
1
p4p′4
d4−p d4−p′d4−q ei(pr+p
′r′+qR)(· · · ) ≡
∫ R−1
0
q3−dq
∫ r′−1
R−1
dp′
p′
p′−
∫ r−1,r′−1
p′
dp
p
p−(· · · )
≡ FT(· · · ) .
(E.20)
We refer the reader to the appendix C for the details of the Fourier transforms and quote here
the final results. We are interested in the leading power law dependence of the position space
Green functions after the matching with the OPE part. Now we are in a position to match various
coefficients. First notice that in the position space representation, two terms appear repeatedly.
These are,
r′a−3∆−∆3 and Ra−3∆−∆3 . (E.21)
But for the regime of interest, we have chosen r ∼ r′  R and even at the leading order we know
that a− 3∆−∆3 = −2 + O(). Thus the dominant contribution in the specific regime will come
from ra−3∆−∆3 term in the position space representations. We can thus compare the coefficients
of this particular term in the position space representation of the Green function. The coefficients
for this term is,
− aI
a(a− 3∆−∆3)
[
(∆−∆3 − 2dI + a)
(∆ + ∆3 + dI − a)(2∆− dI)c
I
2 +
3∆ + ∆3 − 3a
a(3∆ + ∆3 − 2a)c
I
3
+
a−∆− 3∆3
(∆−∆3)(2(∆ + ∆3)− a)c
I
4
]
.
(E.22)
E.2.2 t/u channel
Fourier transforming the t/u channel contributions into position space, we find that the leading
contribution to the r′a−3∆−∆3 comes with the coefficient,
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α =
1
a(a− 3∆−∆3)
[
h1h3
∆(−a+ ∆ + ∆3)
− 2h1h2(−8 + a+ ∆ + 3∆3 + 2)
(−4 + a−∆ + ∆3 + )(2(−2 + ∆ + ∆3) + )(−8 + a+ 3∆ + ∆3 + 2)
] (E.23)
Taking the coefficients of r′a−3∆−∆3 from the position space representation of the Green function
we get for each exchange (I = 0, 2),
0 =
∑
J,=0,2
cIJαJaJ − aI
a(a− 3∆−∆3)
[
(∆−∆3 − 2dI + a)
(∆ + ∆3 + dI − a)(2∆− dI)c
I
2 +
3∆ + ∆3 − 3a
a(3∆ + ∆3 − 2a)c
I
3
+
a−∆− 3∆3
(∆−∆3)(2(∆ + ∆3)− a)c
I
4
]
.
(E.24)
The coefficients αI will contain information about the mixing in the t and u channel as given in
(E.23), while cIJ are the mixing coefficients given in (B.5) and the other coefficients are given in
(E.13). The coefficients ai contains the product of the OPE coefficients coming from two different
OPE one with φi× φj and other with φi× (φ2φj). With this it should be possible to calculate the
anomalous dimensions for the operators φi and φ
2φi provided we know the anomalous dimensions
of the exchanges upto required order in .
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