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ABSTRACT
The analysis of photometric time series in the context of transiting planet surveys
suffers from the presence of stellar signals, often dubbed “stellar noise”. These signals,
caused by stellar oscillations and granulation, can usually be disregarded for main-
sequence stars, as the stellar contributions average out when phase-folding the light
curve. For evolved stars, however, the amplitudes of such signals are larger and the
timescales similar to the transit duration of short-period planets, requiring that they
be modeled alongside the transit. With the promise of TESS delivering on the order
of ∼105 light curves for stars along the red-giant branch, there is a need for a method
capable of describing the “stellar noise” while simultaneously modelling an exoplanet’s
transit. In this work, a Gaussian Process regression framework is used to model stellar
light curves and the method validated by applying it to TESS-like artificial data. Fur-
thermore, the method is used to characterize the stellar oscillations and granulation
of a sample of well-studied Kepler low-luminosity red-giant branch stars. The param-
eters determined are compared to equivalent ones obtained by modelling the power
spectrum of the light curve. Results show that the method presented is capable of
describing the stellar signals in the time domain and can also return an accurate and
precise measurement of νmax, i.e., the frequency of maximum oscillation amplitude.
Preliminary results show that using the method in transit modelling improves the
precision and accuracy of the ratio between the planetary and stellar radius, Rp/R?.
The method’s implementation is publicly available†.
Key words: asteroseismology – methods: data analysis – planets and satellites:
fundamental parameters – stars: oscillations – techniques: photometric
1 INTRODUCTION
Red-giant stars show significant stellar signals on timescales
ranging from hours to weeks (e.g., Mathur et al. 2011;
Kallinger et al. 2014, 2016; North et al. 2017). In particular,
granulation is responsible for introducing correlated noise in
the time series photometry of red giants, with a character-
istic timescale similar to the transit duration of a planet in
a close orbit. Such “stellar noise” should therefore be taken
? Email: Filipe.Pereira@astro.up.pt
† https://github.com/Fill4/gptransits
into account in the modelling of planetary transits if biases
on the fitted transit parameters are to be avoided (Carter
& Winn 2009; Barclay et al. 2015). Moreover, solar-like os-
cillations characterized by large mode amplitudes are also
present in the time series photometry of red giants and ul-
timately require similar treatment (Grunblatt et al. 2016,
2017).
With NASA’s TESS mission (Ricker et al. 2015; Huang
et al. 2018; Vanderspek et al. 2018) expected to deliver on
the order of ∼ 105 light curves (from full-frame images) for
stars along the red-giant branch (Sullivan et al. 2015; Cam-
pante et al. 2016, 2018), a need becomes apparent for a
© 2019 The Authors
ar
X
iv
:1
90
8.
10
66
2v
1 
 [a
str
o-
ph
.SR
]  
28
 A
ug
 20
19
2 Filipe Pereira et al.
method capable of describing such stellar signals while si-
multaneously modelling an exoplanet’s transit. Since stellar
granulation is a stochastic phenomenon, there is no func-
tional form capable of describing it in the time domain.
Nonetheless, there are tools that, while not leading to a
parametric model, are capable of defining a model based on
a set of properties of the data. One such method consists in
the use of Gaussian Process (GP) regression (Rasmussen &
Williams 2006). This method has been increasingly adopted
in a variety of scenarios, including previous modelling of
light curves (e.g., Barclay et al. 2015; Grunblatt et al. 2016,
2017, and references therein) and radial-velocity time series
(Brewer & Stello 2009; Haywood et al. 2014; Faria et al.
2016; Farr et al. 2018).
When employing this framework to the modelling of
stellar signals in photometric time series it is common, how-
ever, to pay little attention to the physical meaning of the
resulting model parameters. In the aforementioned works,
the main focus has been the convergence of the adopted
model whilst the values obtained are rarely analysed to as-
sess their physical validity with respect to the type of star
being observed. A main goal of this work is therefore to eval-
uate whether it is possible to recover physically meaningful
parameters when using GP regression to model stellar sig-
nals in the time domain.
The paper starts with an introduction to the theoretical
framework of GP regression in Sect. 2. In order to assess the
validity and accuracy of the method, the GP regression is
first applied to artificial time series similar to those expected
from the TESS mission (Sect. 3). The parameters obtained
in such fits are then compared to the true values injected
in the simulated light curves. Subsequently, the method is
tested with real Kepler data for low-luminosity red-giant
branch (LLRGB) stars (Sect. 4). Here, the aim is to compare
the parameters obtained using GP regression to the equiv-
alent parameters obtained when performing a standard fit
to the power spectrum of the time series. Conclusions are
drawn in Sect. 6.
2 GAUSSIAN PROCESS REGRESSION
2.1 Theoretical framework
Gaussian Processes are non-parametric models capable of
describing correlated stochastic signals. They describe each
point as a correlated random variable with a mean value and
a variance, where any finite collection of those variables has
a multivariate Gaussian distribution. The measure of sim-
ilarity, or correlation, between pairs of points in the signal
with respect to the distance between them in time is given by
the covariance function or kernel of the GP. The covariance
matrix, K, is defined as:
Ki j = σ2i δi j + kα(τi j ) , (1)
where for each pair of points i and j, σi is the uncertainty
of the observation, δi j is the Kronecker delta, and kα(τi j ) is
the kernel, with τi j = |ti − tj | being the absolute distance in
time between points i and j. As indicated by the notation,
the kernel depends on a set of parameters, α.
GP regression consists in the selection of a kernel that
describes the correlation between data points and then find-
ing the set of parameters that best represent the observed
data. The merit of the fit can be determined using the log-
likelihood function
lnL(r) = −1
2
rTK−1r − 1
2
ln|K| − n
2
ln(2pi) , (2)
where r are the residuals after removing the mean model
from the data (this mean model may represent any para-
metric model used to characterize the data, e.g., a transit
model) and n is the number of data points.
When using GP models, the most important decision
to be made concerns the selection of an appropriate ker-
nel. A number of aspects have to be taken into account
when performing such a selection. Standard computation of
Eq. (2) has complexity of order O(n3), meaning that compu-
tation time increases very rapidly with the number of obser-
vations. Efforts have been made to reduce this complexity
(Ambikasaran et al. 2015; Foreman-Mackey et al. 2017) and
hence computational time. However, these efforts inevitably
carry with them a number of shortcomings, especially with
respect to the functional form of the kernels permitted.
2.2 Algorithm
In this work, the implementation of GP regression chosen
was the Python package celerite1 (Foreman-Mackey et al.
2017). This package applies some restrictions to the func-
tional form of the kernels in order to achieve a computa-
tional complexity of order O(n), an acceptable level if one
desires to perform fast computations on long time series, like
the ones provided by TESS.
The celerite implementation requires that the kernel
kα be a mixture of exponential functions:
kα(τi j ) =
M∑
m=1
am exp(−cm τi j ) , (3)
where α = {am, cm}. By introducing complex parameters,
am → am± i bm and cm → cm± i dm, and rewriting the expo-
nentials in Eq. (3) as sums of sines and cosines, the equation
can be written as a mixture of quasi-periodic oscillators:
kα(τi j ) =
M∑
m=1
[am exp(−cm τi j ) cos(dm τi j )
+ bm exp(−cm τi j ) sin(dm τi j ) ] ,
(4)
this time with α = {am, bm, cm, dm}.
To provide physical insight into the previous equa-
tion, consider the power spectral density (PSD) of a
stochastically-driven, damped harmonic oscillator:
S(ω) =
√
2
pi
S0ω40
(ω2 − ω20)2 + ω20ω2/Q2
, (5)
where ω is an angular frequency, ω0 is the frequency of the
undamped oscillator, Q is the oscillator’s quality factor, and
S0 is proportional to the power of the spectrum at ω = ω0,
i.e.,
S(ω0) =
√
2
pi
S0 Q
2. (6)
Following Foreman-Mackey et al. (2017), the PSD in Eq. (5)
1 https://github.com/dfm/celerite
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can be used to describe the power spectrum of Eq. (4), and a
relation can thus be written between α and the parameters
S0, Q and ω0. Doing so, the kernel in Eq. (4) translates to
k(τ; S0, Q, ω0) = S0 ω0 Q e
ω0τ
2Q ×

cosh(ηω0τ) + 12ηQ sinh(η ω0 τ) , 0 < Q < 1/2 ,
2(1 + ω0τ) , Q = 1/2 ,
cos(ηω0τ) + 12ηQ sin(η ω0 τ) , 1/2 < Q ,
(7)
where η = |1 − (4Q2)−1 |1/2.
The work of Foreman-Mackey et al. (2017) remarks
upon some limits of physical interest regarding the power
spectrum in Eq. (5) which translate also to the kernel in
Eq. (7). When considering the limit Q = 1/√2, the kernel
simplifies to
k(τ) = S0 ω0 e−
1√
2
ω0τ
cos
(
ω0τ√
2
− pi
4
)
, (8)
with the corresponding PSD becoming
S(ω) =
√
2
pi
S0
(ω/ω0)4 + 1
. (9)
Equation (9) has the same functional form as the equation
commonly used to model the granulation in a power spec-
trum analysis (e.g., Kallinger et al. 2014). The exponent in
the denominator was originally set to 2 by Harvey (1985) to
model the solar background signal, with an exponent of 4
found to be more appropriate by Kallinger et al. (2010) for
red giants. Since Eq. (9) corresponds to the PSD of the ker-
nel in Eq. (8), this kernel can be used to capture the same
granulation signal in the time domain.
The other interesting limit of Eq. (7) is that, for values
of Q > 1, the PSD of the kernel can be used as an approx-
imation to the Gaussian-like shape of the oscillation bump
(or power excess) found in the power spectrum, meaning
that this kernel can be used to capture the signal from this
oscillation bump in the time domain.
2.3 Implementation
The two models adopted in this work are a sum of the kernels
described above. The first model, Model 1, contains a single
granulation kernel (Eq. 8) to capture the mesogranulation,
an oscillation bump kernel (Eq. 7; 1.2 < Q < 18, where the
limits were defined empirically for this work), as well as a
white noise kernel (which is simply a constant value added
in quadrature to the diagonal of the covariance matrix). The
second model, Model 2, results from adding a second gran-
ulation kernel to Model 1. This stems from the fact that,
as Kallinger et al. (2014) observed, at least the granulation
and mesogranulation components should be adopted when
estimating the stellar background signal for red-giant stars,
owing to granulation being relevant at different timescales.
In the literature a third component is sometimes also added
to model long-term variations (Kallinger et al. 2014; Corsaro
et al. 2015) (on the order of 1 cycle per 11 days). However,
since typical TESS time series are considered in this work
(i.e., with a duration of 27.4 days), such long-term varia-
tions would not be detectable and hence a third component
is discarded.
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Figure 1. Solid (blue) curve depicts the power spectral density
of a granulation profile (Eq. 9). Dashed (orange) and dotted (red)
curves are the power spectral densities of the functions used to
capture the signal from the oscillation bump in a GP and power
spectrum analyses, respectively.
Study of stellar signals in the literature is commonly
performed in the frequency domain by means of power-
spectrum fitting. To be able to compare the parameters
S0, Q and ω0 present in the kernels with the characteris-
tic quantities found for stellar signals in power-spectrum fit-
ting, a correspondence needs to be established between the
functions used to capture the signals in both domains.
Concerning granulation, Eq. (9) can be related to the
one presented in Kallinger et al. (2014):
S(ν) = 2
√
2
pi
a2gran/bgran(
ν/bgran
)4
+ 1
, (10)
where agran and bgran are the characteristic amplitude and
frequency of the granulation signal, respectively. Note that
the above PSD varies in linear frequency, ν. For the oscilla-
tion bump, which is commonly modelled as a Gaussian in a
power spectrum analysis, Eq. (5) can be related to Kallinger
et al. (2014)
S(ν) = Pg exp
(−(ν − νmax)2
2σ2
)
, (11)
where Pg is the height of the oscillation bump, νmax is the
frequency of maximum oscillation amplitude, and σ is the
width of the bump. Again, note that this PSD varies in linear
frequency.
An illustrative example of the power spectra of both ker-
nels described above is shown in Fig. 1. It shows the shape of
the granulation PSD (Eq. 9), common to both the GP and
power spectrum analyses, while highlighting the differences
in the functions used to capture the signal from the oscil-
lation bump, namely, the low-frequency tail and the slow
decrease in power at high frequencies in the GP model.
In order to make a meaningful comparison between the
parameters in Eqs. (9) and (5) and those in Eqs. (10) and
(11), respectively, all equations need to be consistently nor-
malized. Appendix A details the steps taken to determine
the exact correspondence between the parameters in both
MNRAS 000, 1–12 (2019)
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Parameter Lower Bound Upper Bound
agran,1 (ppm) 10 400
bgran,1 (µHz) 10 200
Pg (ppm) 10 1800
Qbump 1.2 18
νmax (µHz) 80 220
White Noise (ppm) 0 400
Table 1. Lower and upper bounds chosen for the uniform distri-
butions used as priors for parameters in Model 1.
Parameter Lower Bound Upper Bound
agran,1 (ppm) 10 400
bgran,1 (µHz) 10 70
agran,2 (ppm) 10 400
bgran,2 (µHz) 80 300
Pg (ppm) 10 1800
Qbump 1.2 18
νmax (µHz) 80 220
White Noise (ppm) 0 400
Table 2. Lower and upper bounds chosen for the uniform distri-
butions used as priors for parameters in Model 2.
approaches. After applying a constant normalization factor
to both Eqs. (10) and (11), the parameters returned by the
two methods can be compared:
agran =
√√
2 S0,gran ω0,gran ,
bgran =
ω0,gran
2pi
,
Pg = 4 S0,bump Q2bump ,
νmax =
ω0,bump
2pi
.
(12)
The subscripts “gran” and “bump” emphasize that, while
the parameter names S0, Q and ω0 are the same for both
kernels, these are separate kernels in the model, and thus
have different values.
2.4 Parameter estimation
To both determine the most appropriate value for each pa-
rameter in a model and also study its uncertainties, the
ecmee2 Python package is used. This package provides
Bayesian parameter estimation given a prior for each of the
parameters in the model.
In this work, only uniform priors have been considered.
Tables 1 and 2 present the lower and upper bounds chosen
for the prior distributions of all parameters in Models 1 and
2, respectively.
The parameter space was explored by w Monte Carlo
Markov Chains where each chain produced 25000 samples.
The number of chains w was defined as 4 times the number
of free parameters in the chosen model.
To ensure convergence of the chains, a range of tests
2 https://github.com/dfm/emcee
were performed on the samples obtained. The Geweke statis-
tic (Geweke 1992) was applied to all the chains to estimate
the burn-in period of each chain. Chains that did not pass
this test were removed from the determination of the fi-
nal parameters. In the next step, chains with low posterior
probabilities were discarded (average posterior probability
of samples in chain lower than the 10th percentile of the
posterior probability distribution of all samples) in order to
remove any chains converging to local minima.
From the remaining chains, the univariate and multi-
variate Gelman−Rubin diagnostics (Brooks & Gelman 1998)
were determined, which evaluate convergence of Markov
chains by comparing the between-chains and within-chain
variance. Whilst the univariate approach analyses each pa-
rameter of the model independently, the multivariate version
of this diagnostic takes into account covariances between
the parameters, so it is a more demanding diagnostic for
convergence. While these tests are not strictly valid to ap-
ply to these chains, since ecmee produces correlated chains,
the diagnostics still provide a rough numerical evaluation of
convergence of the results. When determining both of these
diagnostics, up to 50% of the samples from each chain were
allowed to be discarded in order to improve the convergence
of the remaining samples. An initial maximum value of 1.1
was defined as the threshold enforced for the Gelman-Rubin
diagnostic.
The tests applied showed that, after selection of the
best samples and chains, even in the rare event where only
25% of the initial samples where considered, the number of
samples was large enough to achieve accurate estimations
on all parameters.
Taking the final selected samples, both the median and
mode were calculated for each of the model’s parameters
along with two highest posterior density (HPD) intervals.
The first HPD interval calculated was a 68.3% HPD which
was used as a measure of the lower and upper uncertainty
on the value of each parameter (so that meaningful uncer-
tainties could also be determined for non-normal sample
distributions). The second was a 95% HPD interval which
was compared with the width of the uniform prior defined
for each of the model’s parameters in order to determine
whether the converged samples were exploring a small sub-
set of the prior space or if the entire prior had similar pos-
terior probability, in which case the specific parameter was
flagged as not capable of being constrained.
3 APPLICATION TO TESS-LIKE ARTIFICIAL
DATA
3.1 Methodology
The method is first tested with TESS-like artificial time se-
ries for a set of 20 LLRGB stars (with effective tempera-
ture 4800 < Teff < 5500 K, frequency of maximum oscilla-
tion amplitude 105 < νmax < 185 µHz, and apparent mag-
nitude V < 11). Generation of the artificial light curves is
performed originally in the frequency domain by using scal-
ing relations, after which an inverse Fourier transform is
applied and the 30-min cadence of TESS full-frame images
considered. A photometric noise model for TESS (Sullivan
et al. 2015; Campante et al. 2016) is used in order to pre-
dict the rms noise for a given exposure time. A systematic
MNRAS 000, 1–12 (2019)
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noise term of 20 ppm hr1/2 was included in this calculation.
To model the granulation power spectral density, a scaled
version (to predict TESS granulation amplitudes) of model
F of Kallinger et al. (2014) was adopted, which contains
two granulation (or Harvey-like) components, the granula-
tion and mesogranulation. No aliased granulation power was
considered. Individual radial, (mixed) dipole and quadrupole
modes were also modelled (Kuszlewicz et al. 2019).
For each of the 20 simulated stars, 10 independent 27.4-
day time series were generated. The values and correspond-
ing uncertainties computed for each of the model parameters
take into account the analysis of at least 5 and up to 10 of
these independent time series (chosen according to their per-
formance in the evaluated convergence statistics, as detailed
in Section 2.4) so as to reduce the possibility of systematic
errors. Specifically, each parameter was estimated as the me-
dian of the values obtained for the chosen independent time
series. Its uncertainty was defined as the sum in quadrature
of the uncertainty associated with the median value and the
standard deviation of the values determined for the remain-
ing chosen time series. Furthermore, if any of the parameters
from the chosen runs are flagged as not constrained, the final
parameter calculated from these runs will also be flagged.
3.2 Results
The method is applied twice to all data sets, making use of
each of the models, i.e., Models 1 and 2. The parameters
derived from the GP regression may then be compared to
the input parameters used when generating the light curves.
Figures 2 and 3 show such a comparison for the parame-
ters of Models 1 and 2, respectively. The parameters rep-
resented in Fig. 2 for Model 1 are the amplitude and char-
acteristic frequency of the mesogranulation component in
the model, agran,1 and bgran,1, respectively, the frequency
of maximum oscillation, νmax, and the white noise. Figure 3
depicts the same parameters with the addition of the ampli-
tude and characteristic frequency of the granulation compo-
nent, agran,2 and bgran,2, respectively. Both the oscillator’s
quality factor, Q, and the power at ν = νmax, Pg, are not
represented as the artificial light curves result from simulat-
ing individual oscillation modes and hence there are no bona
fide input values to compare with.
As an example of how well GP regression allows for
the characterization of the stellar signal in the time domain,
Fig. 4 shows a blowup of the fit performed to one of the ar-
tificial time series. Figure 5 shows the PSD of that same GP
regression output compared to the PSD of the light curve.
Both figures show the results obtained when fitting Model 1
to the data.
In what follows, a given parameter is considered to have
been accurately determined if the null offset (red dashed
line) is within the 1σ interval (black dashed lines) asso-
ciated with the median of the data points (or bias; black
solid line). Looking at the results obtained when employing
Model 1 (Fig. 2), the amplitude, agran,1, of the mesogran-
ulation component in the model is not correctly retrieved,
showing a bias of 16.51% (4.24% scatter) relative to the in-
put values in the mesogranulation component in the data,
whilst the characteristic frequency, bgran,1, is correctly re-
covered with a bias of 8.05% (10.76% scatter) This is not too
surprising, since the model being considered is incomplete:
the mesogranulation amplitude is being overestimated in an
attempt to capture the power in the two granulation compo-
nents present in the data. It should be noted that the low-
frequency tail of the oscillation bump profile (see Sect. 2.3
and Fig. 1) contributes to somewhat attenuating this offset.
Nevertheless, the estimation of νmax is robust, with this pa-
rameter being accurately (1.14% bias) and precisely (3.34%
scatter) recovered. Finally, the white noise level is recovered
to within 7% of the input value. The slight, overall underes-
timation of the white noise level is to be expected because of
the non-negligible contribution of the oscillation bump pro-
file at high frequencies (see Fig. 1). Concerning the outlying
artificial star, it has the highest value of νmax amongst the
stars in the sample. Upon inspection of its PSD, it becomes
clear that the proximity of the oscillations to the Nyquist
frequency (νNyq ≈ 283 µHz for the 30-min cadence of the
simulated light curves) prevents the white noise level from
being robustly determined. For this reason, this star was
not considered when determining the bias and scatter for
the white noise comparison.
Concerning Model 2 (Fig. 3), the introduction of a sec-
ond granulation component in the model leads to an im-
provement in the fit to the mesogranulation signal, with the
amplitude and characteristic frequency within 8.55% (8.27%
scatter) and −1.68% (11.70% scatter) of the input values,
respectively. Results are, however, noticeably less robust for
the added granulation component, with the correct ampli-
tude of the granulation being within uncertainties only due
to the high scatter (21.40% bias and 42.85% scatter) and the
characteristic frequency not being constrained at all (38.11%
bias and 21.22% scatter). Finally, the estimation of νmax
continues to be robust (1.34% bias and 3.95% scatter) whilst
the white noise level could not recovered (−10.61% bias and
5.77% scatter).
All in all, the introduction of the second granulation
component does improve the fit to the mesogranulation but
the granulation’s characteristic frequency cannot be con-
strained for any star and both the characteristic frequency
of the mesogranulation and νmax show unconstrained results
for some of the stars. The white noise is also not recovered
when adding the extra component to the model. Considering
the high white noise levels expected for TESS data, as well
as the short duration of typical TESS time series, Model 1
with only the mesogranulation seems to be better suited to
accurately find the stellar signals of RGB stars observed by
TESS.
4 APPLICATION TO KEPLER LLRGB STARS
4.1 Methodology
As a second test, the method is applied to the same sample of
19 Kepler LLRGB stars considered in Corsaro et al. (2015).
In order to mimic the typical amount of data expected from
TESS and to account for systematics that might be present
in the light curve, 10 non-overlapping subsets of 27.4 days
of observations were considered from the full Kepler light
curve for each star.
The values and corresponding uncertainties computed
for each of the model parameters again take into account
the analysis of at least 5 and up to 10 of these independent
subsets, as described in the previous section.
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Figure 2. Comparison of the parameters in the fit of Model 1 to the TESS-like artificial data with the input used to generate those data.
Data points represent the relative deviation with respect to the input value, with error bars corresponding to the uncertainties returned
by the GP regression method. Black solid and dashed lines represent the median and standard deviation of the data points, respectively,
with their numerical values shown in the inset. The red dashed line denotes a null offset. Data points are colour-coded according to a
star’s surface gravity, log g.
Besides performing a GP regression in the time domain,
a standard fit to the power spectrum was also conducted
making use of a model similar to the GP kernel (see Section
2.3). The latter analysis was performed using the diamonds
code3 (Corsaro & De Ridder 2014), which fits the power
spectrum and determines the model parameters within a
Bayesian framework.
4.2 Results
A comparison of the output obtained with the time domain
GP and the power spectrum fit is shown in Figs. 6 and 7
for Models 1 and 2, respectively. The parameters depicted
are the same as in Figs. 2 and 3. A blowup of the output
of the GP regression when applied to one of the Kepler LL-
RGB stars in the sample is shown in Fig. 8. Figure 9 shows
the PSD of that same GP regression output compared to
the PSD of the light curve. Both figures show the results
obtained when fitting Model 2 to the data.
Contrary to the previous section, where the method’s
accuracy was assessed with artificial time series, the method
is now tested on real Kepler data for a sample of well-studied
LLRGB stars. By doing this, the parameters derived through
3 https://github.com/EnricoCorsaro/DIAMONDS
GP regression can be compared to the equivalent parame-
ters obtained when performing a standard fit to the power
spectrum. This test thus allows for a comparison with the
more traditional methodology used in studies of stellar light
curves.
Looking at the results obtained when considering Model
1 (Fig. 6), the parameters describing the mesogranulation
component in the model, agran,1 and bgran,1, are underesti-
mated, with relative biases of about −5% and −10%, respec-
tively. This underestimation is expected due to the presence
of the low-frequency tail of the oscillation bump profile (see
Fig. 1). To confirm that these offsets between parameters
were only due to the differences in the models considered
(specifically the model that captures the signal from the
oscillations), a second fit to the power spectrum was per-
formed, where the equations chosen were the exact power
spectrum equations of the kernels used in the GP model.
This test confirmed that, when the models are an exact
match, both the GP regression and the frequency domain
fit recover the same results.
Concerning νmax, a small relative bias of 1.99% (1.19%
scatter) is found between methods. Finally, results for the
white noise level show a relative bias of about −56% (13.36%
scatter) between the two methods. It should be borne in
mind that white noise levels for the Kepler stars in the sam-
ple are relatively low (Kepler ’s effective collecting area is
MNRAS 000, 1–12 (2019)
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Figure 3. Comparison of the parameters in the fit of Model 2 to the TESS-like artificial data with the input used to generate those data.
Data points represent the relative deviation with respect to the input value, with error bars corresponding to the uncertainties returned
by the GP regression method. Parameters that have been flagged as not constrained (see end of Section 2.4) have dotted edges. Black
solid and dashed lines represent the median and standard deviation of the data points, respectively, with their numerical values shown
in the inset. The red dashed line denotes a null offset. Data points are colour-coded according to a star’s surface gravity, log g.
larger than that of the individual TESS cameras by a fac-
tor of ∼102), which, coupled with differences in the models
adopted in either method (see Fig. 1), results in large rela-
tive differences. Inspection of the absolute value of this same
bias reveals differences no greater than 15 ppm and similar
between stars, which results in the trend seen in the relative
offsets, where stars with higher white noise (as determined
by Diamonds) have a lower relative offset.
With respect to Model 2 (Fig. 7), excellent agreement is
seen between the parameters describing the mesogranulation
component, i.e., agran,1 and bgran,1, with relative differences
of 0.86% and −4.14%, respectively. The low-frequency tail of
the oscillation bump profile does not appear to be affecting
this component. It does, however, impact the parameters
describing the second granulation component. Whilst the
amplitude of the component, agran,2, is accurately recovered
with a bias of −0.66% (7.03% scatter), the characteristic fre-
quency is systematically shifted, showing a bias of −18.56%
(9.71% scatter), with more than half the stars having pa-
rameters that have not been well constrained (dotted edges).
Regarding νmax, just like with Model 1, a small relative bias
of 0.92% (1.21% scatter) is found between methods. For the
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Figure 4. Predictive model (Model 1) output by the GP regres-
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TESS-like time series. The plot is zoomed in on the first ∼ 3 days
of simulated data to improve visualization.
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The PSD of the GP regression output (Model 1) is shown as a
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white noise level, results show a less pronounced discrepancy
compared to the one seen for Model 1, with the relative bias
between methods now being of −48.71% (16.89% scatter)
and the absolute difference never exceeding 6 ppm.
4.3 Uncertainties in νmax
Taking the uncertainties determined for the estimation of
νmax by both the GP method and the diamonds code,
these can be compared to an expected value for these un-
certainties. Taking into account results from asteroseismol-
ogy of red giants from the first four months of Kepler data,
Kallinger et al. (2010) defined the following relation to de-
termine σνmax , a lower limit for the uncertainty in νmax:
σνmax = νres
(
1 +
4
(HBR/σg)2/3
)
, (13)
where HBR is the height-to-background ratio, defined as the
ratio between the power of the oscillation bump, Pg, and the
background signal at ν=νmax, Bνmax , σg is the width of the
oscillation bump, and νres is the frequency resolution, which
is the inverse of the data set length.
Estimates of Pg, Bνmax and σg can be obtained from
the scaling relations found in Mosser et al. (2012),
Pg = 2.03 × 107 × ν−2.38max , (14)
Bνmax = 6.37 × 106 × ν−2.41max , (15)
and in Campante et al. (2016),
FWHMg =
νmax
2
, (16)
σg =
FWHMg
2
√
2 ln(2)
, (17)
where FWHMg is the full width at half maximum of the
oscillation bump.
Using the values of νmax obtained by the GP method,
Eq. (13) can be used to calculate an estimate of σνmax , which
can be compared to the uncertainties in the determination
of νmax (considering Model 1) calculated by both the GP
method, σGP, and the diamonds code, σDiamonds. The av-
erage absolute and relative values obtained for these quan-
tities considering all 19 stars in the sample are:
• 〈σνmax 〉=7.15 µHz, (5.20%)
• 〈σGP〉=3.43 µHz, (2.46%)
• 〈σDiamonds〉=1.91 µHz, (1.44%)
The values above would suggest that both methods applied
here are underestimating the uncertainties in νmax. How-
ever, diamonds has successful applications in the literature,
including with TESS observations (Corsaro et al. 2015; Hu-
ber et al. 2019), which suggests that the determination of
its uncertainties is correct (see Sec. 4.5 in Corsaro & De
Ridder (2014) for uncertainty estimation). The uncertainty
determination in the GP method was described in detail in
Sec. 2.4, where the MCMC sampling was done with emcee,
and the obtained values are similar to those of diamonds.
Since the model from Eq. (13) was determined based on the
uncertainties estimated by Kallinger et al. (2010), following
the methodology described in Gruberbauer et al. (2009), the
difference between the expected uncertainty, σνmax , and the
calculated uncertainties, σGP and σDiamonds, might be re-
lated to the different methods adopted.
5 EXOPLANET TRANSITS
To test the applicability of the method in the context of ex-
oplanet transit modelling, a transit model (Kreidberg 2015)
was added to the GP model presented in this article. This
new combined model should be capable of capturing both
the stellar and the transit signals simultaneously when mod-
elling the light curve of a star.
Simulated transits of giant planets were injected into
the sample of simulated light curves from Sec. 3 (see Sec. 3.1
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Figure 6. Comparison of the parameters in the fit of Model 1 to the Kepler time series data both by means of a GP regression and
power-spectrum fitting. Data points represent the relative deviation with respect to the value determined using the PSD-fitting procedure,
with error bars corresponding to the sum in quadrature of the uncertainties of both methods. Black solid and dashed lines represent
the median and standard deviation of the data points, respectively, with their numerical values shown in the inset. The red dashed line
denotes a null offset. Data points are colour-coded according to a star’s surface gravity, log g.
from Campante et al. (2018)). The detection of the injected
transits was then evaluated using the BLS (Box-fitting Least
Squares) method (Kova´cs et al. 2002), and a signal detec-
tion efficiency (SDE) threshold was defined, being that all
detections with an SDE above this threshold were consid-
ered likely planetary transit detections. Finally, for all likely
detections, the light curves were modelled using the new
combined model (with the stellar GP model considered fol-
lowing Model 1 introduced in Sec. 2.3) as well as a simple
transit model with white noise. This second, simpler model
was considered in order to evaluate the improvement in the
determined transit parameters when modelling the stellar
signals simultaneously with the transit.
Figure 10 shows a comparison of the estimated ratio
between the planetary and stellar radius, Rp/R?, when con-
sidering the two different models for the light curve. The
blue solid line shows that the new combined model leads
to a −0.06% offset (5.80% scatter) between the input values
and the estimated ones, whilst the orange solid line denotes
a 1.71% offset (6.49% scatter) for the simple transit model
with white noise. This preliminary result suggests that the
new combined model is capable of recovering both more pre-
cise and accurate planetary radii.
6 CONCLUSIONS
Gaussian Processes were employed to model the stellar sig-
nals (i.e., granulation and oscillations) of low-luminosity red-
giant stars in the time domain. Two models were considered:
Model 1 contains a mesogranulation component, an oscilla-
tion bump component and a white noise component; Model
2 results from adding an extra granulation component to
Model 1. Both models were applied to TESS simulated data
(generated considering the presence of both mesogranula-
tion and granulation components) to test the validity of the
method and its applicability to TESS light curves. Further-
more, the models were also applied to a sample of Kepler
stars in order to compare this method with the commonly
used power-spectrum fitting method.
Following the analysis and discussion of the results pre-
sented in Sections 3 and 4, some conclusions can be drawn:
• Application to TESS simulated data showed that GP
regression is capable of capturing the stellar background sig-
nal and oscillations directly in the time domain. Due to the
high white noise levels and the short duration of typical
TESS time series (27.4 days), the simpler Model 1 seems
to be better suited to find stellar signals. In particular, an
accurate determination of νmax was made possible, with a
small bias of ≈1%.
• Comparison with the power-spectrum fitting method
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Figure 7. Comparison of the parameters in the fit of Model 2 to the Kepler time series data both by means of a GP regression and
power-spectrum fitting. Data points represent the relative deviation with respect to the value determined using the PSD-fitting procedure,
with error bars corresponding to the sum in quadrature of the uncertainties of both methods. Parameters that have been flagged as not
constrained (see end of Section 2.4) have dotted edges. Black solid and dashed lines represent the median and standard deviation of
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colour-coded according to a star’s surface gravity, log g.
using Kepler data showed that both methods find the same
stellar signals, with any disagreement in specific parameters
being attributed to differences in the models adopted to cap-
ture the signal of the oscillation bump.
• Provided a physically motivated model is chosen, Gaus-
sian Processes can be used to model stellar signals in the
time domain, hence becoming a valid alternative to the com-
monly used power-spectrum fitting method.
Moreover, preliminary results from modelling injected
giant-planet transits using the method presented here show
that the ratio between the planetary and stellar radius,
Rp/R?, can be estimated with both higher precision and ac-
curacy, compared to a simple transit model plus white noise.
Overall, these results suggest that the method described in
this work provides a chance to improve on previous method-
ologies (e.g. Barclay et al. 2015; Grunblatt et al. 2017) for
modelling the light curves of planetary transits together with
the host star’s signals by describing a more complete model
of the stellar signals with physically motivated parameters.
Future work will involve testing a more systematic applica-
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Figure 8. Predictive model (Model 2) output by the GP regres-
sion (mean and 1σ interval) when applied to one of the Kepler
LLRGB stars in the sample. The plot is zoomed in on the first
∼ 3 days of observations to improve visualization.
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Figure 9. Power spectral density of the same (full) light curve
depicted in Fig. 8. The PSD of the light curve is shown in light
grey, with a slightly smoothed version overlapped in dark grey.
The PSD of the GP regression output (Model 2) is shown as a
solid red curve, with individual components shown in different
line styles and colors (see legend).
tion of the method to simulated data to assess the improve-
ments in the estimation of all transit properties.
Additionally, the method also ties in with one of the
”Important scientific opportunities for Kepler & K2 Data”
(Barentsen et al. 2018), specifically, on performing astero-
seismology in the time domain.
The implementation of the method detailed in this ar-
ticle is publicly available4.
4 https://github.com/Fill4/gptransits
4 75 6 981 32 10
Star
40
30
20
10
0
10
20
(R
p/R
) /
 R
p/R
 [%
]
Transit + GP
Transit + White
Figure 10. Comparison of the ratio between the planetary and
stellar radius, Rp/R?, estimated by the two different transit mod-
els considered. Blue points refer to the new combined model,
which captures both stellar and transit signals simultaneously.
The orange points refer to a simple transit model with white
noise. Data points represent the relative deviation with respect
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The black dotted line is the zero offset. Stars in the x-axis are
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APPENDIX A: PARSEVAL NORMALIZATION
OF THE CELERITE PSD
The PSD in Eq. (9),
S(ω) =
√
2
pi
S0
(ω/ω0)4 + 1
, (A1)
shares the functional form of the PSD describing the gran-
ulation in Kallinger et al. (2014),
S(ν) = 2
√
2
pi
a2/b
(ν/b)4 + 1
. (A2)
However, unlike Eq. A2, Eq. A1 is not normalized according
to Parseval’s theorem.
For a Parseval-normalized PSD, the variance of the light
curve must equal a2. In order to normalize Eq. A1, a con-
stant K needs to be found that ensures that the previous
condition is met. From Foreman-Mackey et al. (2017), the
variance of a light curve described by the kernel in Eq. (8)
is
k(τ = 0) = S0ω0√
2
, (A3)
which gives
a2 =
S0ω0√
2
. (A4)
Moreover, from Foreman-Mackey et al. (2017), ω0 is ex-
pressed as
ω0 = 2pib . (A5)
Equating Eqs. A1 and A2,
K
√
2
pi
S0
(ω/ω0)4 + 1
=
2
√
2
pi
a2/b
(ν/b)4 + 1
, (A6)
and substituting for Eqs. A4 and A5, K becomes
K = 2
√
2pi. (A7)
Having obtained a value for K, Eq. A1 can be normalized
according to Parseval’s theorem as
S(ω) = 4S0
(ω/ω0)4 + 1
. (A8)
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