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Abstract 
We discuss the lattice Boltzmann computing approach, its connection with cellular automata 
and present a new mode1 for simulating wave propagation in complex environments. We illustrate 
the behavior of our mode1 on several applications like radio wave propagation in a city, solid 
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1. Introduction 
The lattice Boltzmann (LB) method can be viewed as a new paradigm to solve nu- 
merically, or simulate on a computer, several natural processes. Although LB methods 
can be thought of as fully explicit numerical schemes for solving partial differential 
equations, they are actually much more than that. 
The origin of LB computing is deeply rooted in the cellular automata (CA) modeling 
approach. In the late 194Os, von Neumann [29] proposed the concept of CA to address 
a very ambitious (and still present) question: how does a living organism reproduce 
and what are the mechanisms that make a biological system both the producer and the 
product of life? In this attempt to abstract self-reproduction in terms of a discrete, spa- 
tially extended system (a regular arrangement of cells with a finite number of possible 
internal states, all evolving according to the same local rule), von Neumann sets the 
foundation for a new modeling technique, which is now particularly fruitful. 
Several important features have attracted many researchers during the past decade 
to this domain. First, some CA rules (like the famous Conway’s game of life) have 
the properties of universal computation and the very mechanisms of computation can 
be discussed in this framework showing the fundamental link that may exists between 
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the physical laws and the way to compute data in a machine. The concept of time- 
reversal computing is an example of this approach and has been much developed by 
Fredkin et al. f263. 
Second, CA provide a new technique to describe many complex phenomena in 
physics, mathematics, biology and chemistry, but also in domains related to social 
sciences (see for instance [8, 17,281). Partial differential equations (PDE) has been, 
for a long time, the only and most tractable way to describe dynamical and spatially 
extended systems. As more difficult problems are considered, PDE may be less ad- 
equate and cannot always be formulated when complicated local dynamics involving 
thresholds or discontinuity are studied. They may even fail to give to right answer to 
apparently simple problems [7]. Finally, the sophisticated numerical schemes used to 
solve PDE often screen out the nature of the process being analyzed and prevent their 
generalization to new phenomena. 
In these situations, a description based on a simple model of reality, instead of 
an exact equation, is quite powerful. The solution procedure is then replaced by a 
direct computer simulation of the model, from which predictions can be made, as in a 
laboratory experiment. The crucial justification of this methodology is the observation 
that in many field of science, there are several levels of reality [ 151. At a macroscopic 
scale of description (which is the level we are interested in here) the details of the 
interactions prevailing at the microscopic scale are unessential. Instead, it is the local 
symmetries and conservation laws that are the crucial ingredient responsible for the 
global macroscopic behavior observed in the system. 
Therefore, by just considering these symmetries, it is possible to devise a micro- 
scopic universe, made of fictitious components, that is particularly easy to program 
on a computer and which has the same macroscopic behavior as the real system [9]_ 
A CA model can then be viewed as a fully discrete molecular dynamics where only 
simple (but essential) interactions are considered among fictitious particles moving on 
a regular lattice. 
Following this idea, several CA models have been proposed to simulate the behavior 
of a fluid [ 121 or reaction-diffusion systems [5]. The very intuitive level of description 
used in these models makes them possible to treat naturally difficult types of boundary 
conditions and extend their range of applicability to new problems. 
However, due to the discrete nature of the dynamics, CA models have also important 
drawbacks when applied to some physical si~ations. Among them, we can mention 
the spurious conservation laws, the breaking of Galilean invariance and the statistical 
noise. Satistical noise is a manifestation of the boolean character of the variables and 
requires to take space or time average when measuring a quantity of interest. 
To cure these problems, lattice Boltzmann (LB) models have been developed (see 
f22] for a recent account), especially in the field of computational fluid dynamics 
(CFD). As in the original CA approach, LB models are built around the essential 
ingredients of the physical processes. They also represent a discrete space and time 
universe but, on the other hand, allow for real-valued states, thus offering much more 
flexibility for a fine tuning of the models and giving a higher level of abstraction. LB 
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models retain the essence of the physical processes and thus conserve the simplicity 
and intuitive nature which is required when adding new components in a problem or 
considering more complex phenomena. 
Finally, in addition to its powerful conceptual aspects, the LB approach has also 
some purely computational interest. It leads to simple codes and is naturally amenable 
to parallel computing, with simple and regular communication patterns. 
LB methods should be viewed as an alternative to the classical techniques based on 
solving PDE’s. The latter remain superior for some classes of problems, for instance 
body-fitted computations where an unstructured mesh is necessary. For other prob- 
lems, like multi-phase flows [lo, 191 or fluid-particle systems [20], the LB approach is 
certainly a very effective and successful approach. 
In this paper, we show that the LB computing paradigm goes much beyond the 
CFD applications that have been mostly studied so far. With a few modifications, wave 
propagation in complex and disordered environments, or fracture processes can also be 
advantageously simulated within this approach. While the derivation of the LB wave 
model will mostly involve a basic argument on the microscopic conservation laws, the 
fracture model will strongly rely on an intuitive model of a solid body. Interestingly, 
both models turns out to be quite similar. 
2. The lattice Boltzmann approach 
In a lattice Boltzmann (LB) model, the physical quantities of interest are described 
in terms of fields fi(r,t) defined for each point r of a lattice and each discrete time 
step t = nz. The index i is associated with the lattice directions. For instance, in a 
2D square lattice, i runs from 1 to 4 and labels direction right, up, left and down, 
respectively. 
In a hydrodynamical application, fi(r, t) represents the average number of particles 
entering site r at time t with velocity Vi. The velocities Vi corresponds to a motion 
along lattice direction i so that, in one time step t, one lattice spacing 1 is traveled. 
A zero velocity us = 0 can be introduced too, in order to describe a population fo of 
rest particles. 
Macroscopic quantities like the density Y or the momentum J can be defined using 
the standard procedure of statistical mechanics [23], namely 
y=c”ti J = C AS. 
i i 
A Boltzmann equation [23] is a balance equation which describes how the popu- 
lations h are re-distributed after an interaction. A general lattice Boltzmann equation 
reads 
fi(r + r”i, t + T) - fi(V, t) = L?i( f ), 
where O(f) is called the collision term. It is usually a nonlinear function of fi(r, t). 
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When the dynamics is based on specific “microscopic” interactions (as is the case 
with lattice gas automaton models [l l]), an explicit expression for Sz can be obtained. 
However, the collision term can also be expressed in a more abstract way: in the 
so-called LBGK models [21], the dynamics of the functions J; is governed by a LB 
equation where the interaction is simply given by a relaxation term 
fiCr + r"i3 t + 7) - f;:(V, t) = &[ J;(O)(f, t) - fi(Y, t)], 
where fi(o)(~, t) is the so-called local equilibrium distribution and trel the relaxation time. 
The function fi”’ is the key ingredient of a LBGK model since it actually contains 
the properties of the physical process which is studied: this is the distribution to which 
the dynamics spontaneously relaxes and which is, therefore, intimately related to the 
nature of the system. 
LBGK models for hydrodynamic flows assume a local equilibrium which is polyno- 
mial (quadratic in the local velocity field and linear in the local density of particles). 
The coefficient of each term is adjusted so that mass and momentum are conserved 
and the Navier-Stokes equation reproduced. 
3. Wave equation 
In what follows, we will use the LB formalism to simulate wave propagation in 
complex media. Sound waves are obtained in hydrodynamics by neglecting nonlin- 
ear velocity terms in the Navier-Stokes equation, Thus, in order to devise a wave 
model, we simply impose that the local equilibrium function is linear in the conserved 
quantities Y and J 
fi”’ = aY/ + b$ if if0 and fo(‘)=aoY. (2) 
The parameters a, b and a0 are chosen so that conservation of Y and J are satisfied, 
that is 
C fiCr + z”i, t + 7) - h(V, t) = 0, 
C ‘i[f;(r + z”i, t + 7) - fi(Y, t)] = 0. 
From (1 ), this amounts to asking that 
y = c AJO’ J = C qfi(‘). 
i I 
For a two-dimensional square lattice, we have cf=, vi = 0 and cf=, ViaaiD =20*&p, 
where a and /3 label the spatial coordinates. Thus, the conservation of Y and J yields 
the condition 
ao+4a=l, b= 1. 
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The evolution of Y can be computed using a multiscale Chapman-Enskog expan- 
sion [3,4, 111. To this end, Eq. (1) can be solved by writing J = fi”’ + .sfi(‘) + 
$fi(2) + . . .) where E is a small parameter which reflects the fact that the macroscopic 
observation time and length scales are much larger than the lattice spacing and the 
time step. Then, the finite difference fi(r + ZU~, t + z) - J;:(Y, t) is expressed in terms of 
space and time derivatives, using a Taylor expansion up to second order in L and z. 
To describe the limit 1 4 0, r + 0 is it important to specify how 1 and z both go 
to zero. It is expected a priori that two time scales should be considered: the first 
accounts for the convective effects and the second describes diffusive effects. Thus, we 
write the derivatives as a, = sat, + E2dt, and 8, =&a,;, where tl, t2 and P’ are the new 
time and space variables. 
After straightforward algebra (where terms of the same order in E are collected), the 
functions f;“’ can be computed and we obtain that Eq. (1) implies 
a,ul+ a,J, = 0, (3) 
a,h + 2av2a,Y + (2~~~ - 1) [arv’a,divJ - &~mpunapagh] = 0, (4) 
where T,brs = xi UiaUi~ViyUi~. In these equations and the rest of the discussion, summa- 
tion over repeated greek indices is assumed. 
The tensor T,gyb is not isotropic for a 2D square lattice (it depends on a particu- 
lar orientation of the lattice). By choosing trei = l/2 this anisotropy is removed. For 
fluid models, trel = l/2 corresponds to having a zero viscosity. Here, also, this choice 
suppresses dissipation and makes the evolution rule (1) invariant under time reversal 
(which is indeed a very fundamental property of the wave equation). Note that in fluid 
models, the limit trei = l/2 is numerically unstable but here, it is not the case. 
With &J = l/2, Eq. (4) becomes 
a& + 2au2a, Y = 0. (5) 
Eqs. (5) and (3) can be combined to give 
d2Y-22av2V2Y=o t 
which is a wave equation with propagation speed c = vv& (where v = 1/r is the speed 
at which information travels). 
A very interesting feature of this wave model is that the propagation speed c can 
be adjusted from place to place by choosing the spatial dependency of a. Provided 
that a0 + 4a = 1 and a0 3 0, the larger possible value is a = l/4 and corresponds to a 
maximum velocity CO = u/a. Therefore, media with different refraction indices 
CO 1 
n=c=2fi 
can be modeled. 
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4. The lattice Boltzmann wave model 
Relation (2) for fif’) can be substituted into Eq. (1). Using that trek = l/2, a = 1/(4n2), 
uo = (rt2 - l)/n2, we get the following simple 
f;:(p + rui, t + r) = & !P - f;:+z(r, t) if 
ir2 - 1 
fo(r, t -I- r) = 2- n2 y - fo(r,t), 
evolution rule for the LB wave model: 
i#O, 
(6) 
where n > 1 is the space-dependent refraction index and Y = zJ=, f;:(u, t). Here, i + 2 
denotes the direction opposite to i. Eq. (6) describes free propagation. When n = 1 
and the initial distribution of fo is zero, only f,, f2, f3 and f4 are necessary in the 
dynamics. 
Note that the above numerical scheme has already been derived by other authors, 
but in a different context or with different goals [13, 14,251. The present formalism is 
more compact and makes it easy to generalize the model in higher dimension or to 
another lattice. 
Fig. 1 (left) shows a simulation of Eq. (6) in a situation where two media are 
present. A plane wave is produced in medium Mi by forcing a sine oscillation for the 
f;‘s on some vertical ine. The wave propagates at speed CO till it penetrates in medium 
EiJz with has the shape of a convex fens. There, propagation speed is set to ctca. The 
shape of the lens naturally produces a focusing of the energy when the wave re-enters 
medium Mr. 
A natural interpretation of our LB wave model is to assume that the J’s represent 
some physical fields (a local deformation or deviation from an equilibrium state). These 
fields propagate on the lattice and are scattered when reaching a site. Fig. 2 illustrates 
this picture for a situation where n = 1 and fo = 0. 
Reflection on obstacles are then easy to defined: we may assume that an incom- 
ing flux & will bounce back when a lattice site is not permeable. Since a reflecting 
wave change sign when it reaches a perfectly absorbing obstacle, we shall model pure 
reflection as 
J;(F + ZUit t + T) = -fi+;+2(P, t) (i $I 0). (7) 
Fig. 1. Simulation with the LB wave model: focusing of light by a convex lens where the propagation speed 
is smafler tbau in vacuum (left). focusing by a parabolic mirror (right). 
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Fig. 2. Scattering of an incoming flux f, = 1 at a lattice site, according to Eq. 
outgoing flux is indicated on the arrows. 
An example of a wave reflected on a parabolic mirror is shown in Fig. 1 (right). Each 
lattice site in the black region is a perfect reflector obeying Eq. (7). As a result of 
(6). The value of each 
the collective effect of these mirror sites, we observe that the incoming plane wave 
concentrates at the focal point of the parabola. 
An absorbing media can also be simulated. In this case we will assume that the 
oscillating field Y is not conserved but decreases. To obtain this effect we multi- 
ply a0 and a in Eq. (2) with an attenuation factor 0 < ,P < 1. With fr’ = pas !P and 
fi”’ = .KZY + (ui J)/(2u2), we have 
and the evolution reads 
n2 - 1 
~(r+tui,I+Z)=~Y-S1+2(r,t), fO(r,f+r)=2pn2Y-fo(r,t). 
From Eqs. (6) and (7) we see that absorption is equivalent to mix free propagation 
with probability p and perfect reflection with probability 1 - p. 
5. Application to mobile communications 
An efficient planning of the deployment of wireless communication networks is based 
on accurate predictions of radio-wave propagation in heterogeneous media such as 
urban environments. Radio waves are absorbed, reflected, diffracted and scattered in a 
complicated way on the buildings and this constitutes a difficult propagation problem 
which is studied by various authors [ 1, 16,241 and is beyond analytical calculation. 
Yet, the coverage region of an antenna is a crucial question because the base stations 
must be placed in appropriate locations so that a complete coverage is guaranteed with 
a minimum number of cells, each of them no larger than what is allowed by traffic or 
propagation requirements. 
We have successfully used our LB model (with IZ = 1) to obtain fast and accurate 
predictions of the wave propagation in urban environment [6]. The procedure starts 
122 8. Chopard, P.O. Luthil Theoretical Computer Science 217 (1999) 115~I30 
by discretizing the building layout by, for example, scanning a city map. This results 
in a two-dimensional rray with four different kinds of elements where the evolution 
locally reads 
fi(V f ZUi, t + Z) = ?J !JY - fi+z(r, t) free space sites, 
J;:(u t zl)i, t + z) = -olJri+~(~, t) buildings sites, CI E (0, l}, 
fi(~ + ZUi, t + Z) = -/I fi Yr - J;:+~(Y, t)] boundary sites, j3 E {O, I ), 
f;:(u + a+, t + 7) = y sin(4 y) sonrce site. 
The coefficients ~1, 8, p, were chosen appropriately after comparison with real mea- 
surements performed by the Swiss Telecom PTT. Boundary layers are introduced to 
mimic free propagation beyond the limits of our simulation by gradually absorbing the 
energy. The parameter /z is the wavelength of the source used by the simulation and 
must not be smaller than six lattice sites. 
The simulation then consists of a synchronized updating of each site as a function of 
its nearest neighbors and according to its local evolution rule, until a steady state of the 
signal intensity (defined as the amplitude of Y) is reached. A re-normalization scheme 
Y’=a(& I/&)Iy must be then applied in order to account for the three-dimensional 
aspect of the real propagation problem and the possibly wrong wavelength n chosen 
for numerical reasons. The quantity 6 is a distance to the source depending on the 
layout (see [6]) and lo is the real wavelength concerned by the prediction. 
Fig. 3 shows a typical simulation performed on a 8k processors Comection Machine 











Fig. 3. LB simulation of wave propagation i the city of Bern on a square lattice of size 512 x 512. The white 
blocks represent the buildings, the gray levels indicates the simulated intensity of the wave (decreasing from 
white to black) and the dot marks the position of the source. The plots show the measured and computed 
intensity along the Breitfeld street, which is indicated by the dotted white line. Two types of boundary 
conditions were applied for the sites limiting the balding in the discretized layout: ~e~ec~jn~ walls in the 
upper graph and permeable walls in the lower graph. 
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that the qualitative features of our renormalized prediction (overall value, position 
and shape of the peaks) is in agreement with the measurement. The introduction of 
attenuation nodes on building wall allows part of the waves to penetrate through the 
buildings. This may be a valuable technique which can take into account propagation 
over buildings roofs despite the two-dimensional aspect of our model. 
6. Modeling solid body 
Whereas cellular automata and lattice Boltzmann methods have been largely used to 
simulate systems of point particles which interact locally, modeling a solid body with 
this approach (i.e modeling an object made of many particles that maintains its shape 
and coherence over distances much larger than the interparticle spacing) has remained 
mostly unexplored. A successful attempt to model a one-dimensional solid (also termed 
a string) as a cellular automata is described in [2]. These strings can move with an 
adjustable speed and, when their motion is restricted to a 1D space, mass, momentum 
and energy conserving collision between them can be defined. 
The crucial ingredient of this model is the fact that collective motion is achieved 
because the “atoms” making the solid vibrate in a coherent way and produce an overall 
displacement. This vibration is actually produced by a wave traveling in the solid and 
reflecting at the boundary. 
Thus a microscopic wave model is the first step to simulate a solid body. The 
main difficulty when extending the 1D cellular automata model to 2D objects is that 
particles moves off lattice (a 2D wave spread in all directions and cannot be described 
with integer arithmetics). 
However, we shall see that the LB wave model described in the previous section is 
the natural way to extend the 1D cellular automata dynamics. The distance separating 
consecutive particles turns out to obey the dynamics expressed by Eq. (6). 
6.1. The ID model 
We start the discussion by briefly recalling the rule of the cellular automata model 
for 1D solid bodies (strings) described in [2]. 
A string can be thought of as a chain of masses linked by springs. More precisely, 
it is composed of two kinds of particles, say the white ones and the black ones, 
which alternate along a line. Two successive particles along the chain are either near- 
est neighbors or separated by one empty cell. Fig. 4 shows such a chain composed of 
five particles. 
The time evolution has two phases. First, the black particles are held fixed and the 
white ones move according to the rule explained below. Then, the white particles are 
held fixed and the black ones move with the same prescription. 
The rule of motion is the following: let us consider the case where the white par- 
ticles moves. The new configuration of the string is obtained by interchanging the 
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Fig. 4. A string with five particles and its motion at subsequent time steps. 
3:_ _f+ 
4 
Fig. 5. Alternate motion of black and white particles in a two-dimensional system. The quantities fi, f2, 
f3, and fI measure the distance, along the x-axis, separating the central particle from its four connected 
neighbors. The cross indicates the location of the center of mass of the white particles. Other quantities gi’s 
can be defined to describe the separation along the vertical y-axis. 
spacings that separate the white particles from their two adjacent black neighbors at 
rest. 
In other words, the motion of a white particle consists of a reflection with respect 
to the center of mass of its two black neighbor particles. Of course, this rule is only 
valid for a particle inside the string and having exactly two neighbors. For the end 
particles, we assume that the motion is governed by the same dynamics provided that 
a virtual particle is added at the extremity of the string. This virtual particle is placed 
three sites away from the next to the last sting particle. This is equivalent to asking 
that the last two particles are connected with a spring of length 70 = 3/2. 
Fig. 4 illustrates the behavior of this rule (black particles motion followed by white 
particles motion). 
6.2. The 20 model 
The above ID model can be generalized as follows. Let us assume we have a two- 
dimensional lattice of black and white particles organized in a checkerboard fashion. 
Fig. 5 shows a basic cell of such an “atomic” structure, namely a black particle sur- 
rounded by four white particles. In what follows, we shall only consider a four-field 
model, disregarding the rest field fc. 
As in the 1D case, the black particles move at even time step and the white ones 
at odd time steps. In Fig. 5, the motion is done relative to the positions of the four 
connected white neighbors at rest. The rule of motion for the black particles is to jump 
to the symmetrical position with respect to the center of mass (the cross in the figure) 
of the four white surrounding particles. 
It is important to note that, in this model, the coupling between adjacent particles 
is not given by the Euclidean distance but decouples along each coordinate axis. This 
breaks the rotational invariance but simplifies very much the model. 
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Let us denote the location of the black particle by Yi,j = (x~J, yi,j). The surrounding 
white particles will be at positions Vi_t,j, ri+t,j, ri,j_t and ri,j+t. We define their x-axis 
separation to the central black particle as 
fl(&_/, t> =xi-l,j(t) - xi,jCt>, .,f3Ci,j, t> =G+l,j(t> - &,j(th 
(8) 
f2(kj, t> =&,j-l(t) - JG,j(t>, $4(&j, t) =&,j+l(t) - xi,j(t>. 
Similarly, we can define gi, 92, gs, and g4 as the distance, along the y-axis, separating 
the white particles from the black ones. 
If the origin of the coordinate system is the black particle (that is ri,j(t) =O), the 
x-coordinate &M of the center of mass of the four white particles is XcM = (ft + f2 + 
f3 + f4)/4. Because the dynamics is to move to the symmetrical position with respect 
to the center of mass, the new position of the black particle is then 
xi,j(tt l)=~CM=~[fi +fi+f3 +f4I. (9) 
The motion of the black particle results in a new distribution of the h’s Since at 
time t + 1 the white particles will move and the black will be stationary, the fi(t+ 1)‘s 
have now to be computed respective to each white particle location. For instance, 
fl (i + l,j, t + 1) will be the separation to the black particle as seen by the particle 
located at ri+t,j: 
fl(i + l,j,t + 1)=2&M --i+l,j= i[fl + f2 + f3 f f4I - f3. (10) 
Similarly, f2(t + 1 ), f3(t + 1) and f4(t + 1) can be computed for each white particle in 
Fig. 5. Therefore, the dynamics given in Eq. (10) is identical to the LB wave model 
described in relation (6) for IZ = 1 and fo = 0. 
Note that from the interpretation of a local deformation, we can define an energy 
associated with the model. It is easy to show that the quantity xi=, ft is conserved 
by the above evolution rule. There is only potential energy here because from one time 
step to the next, the particles move from one extrema to the other. Thus they have no 
velocity when one looks at them. 
7. Solid body motion 
Our aim is now to simulate the motion of a solid body using the above approach. 
A solid object is made of a checkerboard structure of black and white particles located 
at position rij. The departure from the equilibrium position obeys the LB wave model 
and is described by the fields fk and gk. The actual location of the particles in space 
can be reconstructed from (8) and a similar relation for yii and gk. 
It also necessary to define the rule of motion for the particles sitting at the boundary 
of the solid or those having several missing bounds. We use the same strategy as 
explained in the 1D case, namely to add virtual particles (see Fig. 6). These particles 
are positioned at a distance 2~0 (where Q is the equilibrium or rest distance between 
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Fig. 6. Virtual (gray) particles are added for each missing bond. In (a) a particle is missing on the left of 
the middle white particle; a virtual particle is placed at a distance 2~ from the rightmost black particle and 
at the same height. In (b) both left and right bonds are absent; two virtual particles are added, at locations 
fro from the white particle and at the same height. 
Fig. 7. Motion of a deformable object made of a square structure of particles interacting according to the 
lattice Boltzmann wave rule. The solid bounces back on the boundaries of the simulation. 
“atoms”) of the opposite particle along the axis corresponding to the missing bound. 
If two opposite bounds are missing, two virtual particles are added such that they 
occupy rest postions. 
Fig. 7 shows a simulation of a two-dimensional LB solid body. An initial mo- 
mentum is given to the object by choosing non zero values for fk and Sk across 
the system. The propagation of this initial deformation produces an overall motion. 
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The center of mass of the object follows the straight line shown in the figure un- 
til the object boundary reaches the limit of the simulation space, which acts as a 
reflecting wall. By forbidding the particles to cross this wall, the entire object nat- 
urally bounces back. During such a collision, the solid deforms but keeps its 
integrity. 
8. Fractures 
Another important application of our LB solid body model is the study of a fracture 
process. How things breaks is still an important problem in science for which one lacks 
theory and no satisfactory understanding is yet achieved [lx]. 
The key idea when using our approach as a model of dynamic crack is to assume 
that a bond linking two connected atoms may break if the local deformation exceeds 
some given threshold. This threshold can possibly be different for each bond and spatial 
disorder can be introduced in this way. Once a bond is broken, the atoms on each side 
of the crack behave as free ends and their dynamics is governed by the presence of 
virtual particles, as explained previously (Fig. 6). A broken link weakens the material 
because a local deformation can no longer be distributed uniformly among the four 
neighbors. Usually, the next bond to break is nearest neighbor of an already broken 
bond. 
A typical experiment which is performed when studying fracture formation is to 
apply a stress by pulling in opposite way the left and right extremities of a solid 
sample. A small notch (~ificially broken links) is made in the middle of the sample 
to favor the apparition of the fracture at this position. Once a given strain is reached, 
a crack forms and propagates from that notch through the bulk, breaking the system 
in one or multiple pieces. The fracture is perpendicular to the direction of the stress. 
This situation is illustrated in Fig. 8, which shows a simulation obtained with our LB 
solid model. Each dot in the figure shows the position of an atom. 
The shape of the fracture we obtain is qualitatively similar to what is observed in 
real experiment [181. Several situations can be reproduced, depending on the value 
of the model parameters. It is found that adding some attenuation i  the motion (see 
end of Section 4) yields fractures with less branching. Fig. 9 shows some of the 
simulation outputs. In Fig. 9(b) no damping of the wave is included while, in (a) a 
damping factor ,u= 0.92 is added. Figs. 9(c) and (d) have less disorder than (a) and 
(b) in the sense that the threshold varies spatially only a little. The damping in (d) 
is ~=0.91, slightly stronger than in (c) (~=0.92). The stretching rate (i.e the dis- 
placement of the solid boundary at each time step) is the same for all experiments. 
In the above simulations, once the fracture starts propagating, the external stress is 
turned off. 
We have measured the propagation speed of the fracture by recording the location 
of the crack tip Z(t) for each time step. In case of branching we consider the most 
advanced crack. Fig. 10 shows the average velocity u(t) = I(t)/t of the propagation 
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Fig. 8. Fracture obtained in a LB solid with 128 x 128 atoms when applying an opposite force on both sides 
of the sample. 
Fig. 9. Fracture (top) and the corresponding map of the broken bond (bottom) for several NIIS with different 
parameters. 
fracture as a function of time. These measurements made from our simulation are in 
qualitative agreement with experimental data. In particular the crack speed is slower 
than the speed of sound (which is here CO = l/d in lattice units) and it is faster when 
the fracture is complex. 
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Fig. 10. Crack propagation speed measured in the LB fracture simulation. The upper and lower curves 
correspond to the fractures shown in Fig. 9(b) and (d), respectively. 
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