Several determinants with gamma functions as elements are evaluated. This kind of determinants are encountered in the computation of the probability density of the determinant of random matrices. The s-shifted factorial is defined as a generalization for non-negative integers of the power function, the rising factorial (or Pochammer's symbol) and the falling factorial. It is a special case of polynomial sequence of the binomial type studied in combinatorics theory. In terms of the gamma function, an extension is defined for negative integers and even complex values. Properties, mainly composition laws and binomial formulae, are given. They are used to evaluate families of generalized Vandermonde determinants with s-shifted factorials as elements, instead of power functions.
Introduction
This work has been motivated by studies of the probability density of the determinant (PDD) of random matrices [1] [2] [3] . The method used is to compute the Mellin transform of the PDD, and in many cases it turned out to be a determinant with gamma functions as elements. One aim of this work is to evaluate some of these determinants and more generally determinants with shifted factorials (or Pochhammer's symbols) as elements.
We define in Section 2 the s-shifted factorial (z) s;n , equation (2.1), as a generalization for non-negative values of n of the power function z n , the rising factorial (z) n , equation (2.3) , and the falling factorial [z] n , equation (2.4) ; both the names and the notations of these last two objects are not well established, see [4] [5] [6] [7] [8] [9] [10] . As a function of z, the s-shifted factorial is a special case of the polynomial sequences of the binomial type studied mainly in the calculus of finite differences and combinatorics; see in particular [6, 7] and for a wide bibliography [8, 9] . Expressed in terms of gamma functions, the s-shifted factorial can be extended to negative values and even complex values of n. The s-shifted factorial provides a compact formulation which emphasizes similarities and connections which exist between the power function and the shifted factorials: multiplication laws, Pascal triangle property, generating function, binomial formulae.
It is shown in Section 3 that Vandermonde determinant with (z j ) s;i instead of (z j ) i as elements is still equal to the usual Vandermonde determinant. Other determinants with the inverse of a s-shifted factorial, or the ratio of two s-shifted factorials, as elements are also evaluated, both for positive and negative values of the index i. Using the relations between the s-shifted factorial and the gamma function, or the binomial coefficient, to each determinant evaluated in Section 3, it corresponds a determinant in Section 4 with elements expressed in terms of gamma functions.
As another example of application of the binomial formula, the finite sum of s-shifted factorials of arithmetic progression to n terms is evaluated in Appendix A. Some basic properties of the product of differences and of the Vandermonde determinant are recalled, respectively, in Appendices B and C. Finally, Appendix D illustrates another way to handle s-shifted factorials.
Definition and some properties of the s-shifted factorial

Definitions and relations between shifted factorials
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With n a non-negative integer, z and s (the shift) some complex numbers, let us define the s-shifted factorial by (z) s;n := 1 , n = 0 z(z + s) · · · z + (n − 1)s , n = 1, 2, . . . .
(2.1)
For s = 0, 1 and −1, this definition coincides, respectively, with the power function, the rising factorial (or Pochhammer's symbol, mainly in hypergeometric theory) and the falling factorial, namely for n non-zero, (z) 0;n = z n (2.2) (z) 1;n = (z) n := z(z + 1) · · · (z + n − 1) (2.3) (z) −1;n = [z] n := z(z − 1) · · · (z − n + 1) (2.4) and when n = 0 all these quantities take the value 1. Thereby, the s-shifted factorial allows compact expressions which emphasize the similarities between the power function and the shifted factorials. For any non-negative integer n, one has (z) s;n = (−1) n (−z) −s;n (2.5) = z + (n − 1)s −s;n .
(2.6)
For s non-zero, the s-shifted factorials are related to the rising factorial, equation (2.3) , by
As a function of z, (z) s;n is a monic polynomial (i.e. the coefficient of the highest power is one) in z of degree n,
with 0, −s, . . . , −(n − 1) s as zeros. Consequences of these properties in terms of Vandermonde determinants are developed in Section 3. The sets of polynomials {(z) s;n , n = 0, 1, . . .} are special cases of the polynomial sequences {p n (z), n = 0, 1, . . .}, p n (z) being exactly of degree n. We are going to use these sequences in the way it is done in combinatorics [7] [8] [9] 2 . Any polynomial sequence is a basis of the vector space P over the complex field of complex polynomials in the variable z. Then, to any two polynomial sequences {p n (z)} and {q n (z)} there exist uniquely determined connecting coefficients such that q n (z) = n k=0 c n,k p k (z). These important coefficients have been widely studied, e.g.,
where s(n, k), S(n, k) and L(n, k) = n−1 k−1 n!/k! are, respectively, the Stirling numbers of the first and second kind [4, 6, 7, 9, 10 ] 3 and the signless Lah numbers [6, 7, 9, 10] 4 (other relations between z n , (z) n and [z] n immediately follow from equations (2.5,6)). We will see in Subsection 2.6 that {(z) s;n , n = 0, 1, . . .} has in addition the important property to be a polynomial sequence of the binomial type.
Special values
With k some non-negative integer, one gets
Then, for s non-zero, values of (ks) s;n follow from equation (2.7), in particular (s) s;n = n!s n .
Relations with the gamma function and definition of the generalized s-shifted factorial
One has [4] 5 ,
For s non-zero, relations with (z) s;n follow from equation (2.7). Actually, the relations above can be taken as the definition of (z) s;n in terms of the gamma function. Thereby, one extends the s-shifted factorial to negative values, and even to complex values t of n, defining the generalized s-shifted factorial by
with a cut say along the negative real axis of the complex s plane, with −π < arg s ≤ π, to insure a single valued dependence on s, and we choose the determination such that s t = 1 for s = 1. As s goes to zero, say along the real axis, using the Stirling formula [4] 6 , Γ(z by the recurrence formula Γ(z + 1) = z Γ(z),
and by the reflection formula [4] 
Thus for any integer q,
which generalize equations (2.5) and (2.6) for any integer, even negative.
Multiplication laws
As the power function fulfils z t z r = z t+r with r and t some complex numbers, it follows from the definition (2.14), This relation generalizes z t = 1/z −t for s = 0 and provides the relation between the s-shifted factorials for any integer q and −q, by equation (2.21),
In terms of binomial coefficients, the multiplication law (2.22) reads 
where the last equality corresponds to a rearrangement of the factors, both nℓ + j and ℓ + jk taking once all the kn values 0, 1, . . . , kn − 1. The equation above can also be obtained from the definition (2.14) and the Gauss' multiplication formula [4] 8 , Γ(kz) = (2π)
Observe that, based on the reflection formula and the Gauss' multiplication formula, 2 sin(πkz) follows the known multiplication law similar to equation (2.28) [5] 9 , 2 sin(πkz) =
As, for a proper choice of determination the power function fulfils (z t ) r = z t+r , no equivalent general relation exists for the s-shifted factorial. Although (z −1 ) p has no simple relation with ((z) p ) −1 , let us point out the following expression for any integers n ≥ p ≥ 0, by equations (2.24), (2.22) and (2.6), with 
Generating function and binomial formulae
With x some complex variable, let G s;z (x) be the generating function of the s-shifted factorials (z) s;n ,
and, using equation (2.7),
(2.37) Now, the generating function of the rising factorials can be obtained directly from the binomial series with equation (2.12),
Since the generating function G s;z (x) above reads as an exponential function F(x) z of z, it satisfies the multiplication law [11] ,
Expanding both sides of this last equation as a power series in x yields,
namely, the s-shifted factorial satisfies the binomial formula. The polynomial sequence {(z) s;n , n = 0, 1, . . .} which satisfies (z) s;0 = 1 and the binomial formula above is said to be of binomial type [6] [7] [8] [9] [10] 10 . This property is shared by many other binomial sequences {p n (z), n = 0, 1, . . .} which have been studied mainly in combinatorics using generating function methods and above all efficient operator methods.
The binomial sequences can be characterized by: -either a generating function which depends exponentially on z [9] 11 ,
is a monic polynomial of degree n in z, the coefficients of which are known as Bell polynomials [6] 12 , (indeed, expanding the exponential series above, the term in z n reads z n x n 1 + O(x) /n!). In the 10 See, e.g., [6] [6a] and [13c,d], [7] (1.6), [8] case we consider, g(x) := −s −1 log(1 − sx) and p {g} n (z) = (z) s;n ; for s = 0, g(x) = x and p {g} n (z) = z n ;
-or the fact [7] [8] [9] 13 that the basis operator of the sequence, i.e. the linear operator D of the vector space P (already considered in Subsection 2.1) into itself defined by Dp 0 (z) = 0 and Dp n (z) = np n−1 (z) for n ≥ 1, is a delta operator, i.e. it is shift invariant, DE a = E a D for all complex number a, where E a is the translation operator defined by E a f(z) := f(a + z) and moreover Dz = c = 0. In our case, from equation (2.34), D s := −∆ −s /s = (I − E −s )/s, where I is the identity operator, is clearly shift invariant and D s z = 1. Indeed, the binomial formula (2.41) for the s-shifted factorial can also be demonstrated by recurrence from the Pascal triangle properties (2.31,32). It is true for n = 0 and 1. Let us assume it to be true for n, then,
By equation (2.12), in terms of binomial coefficients, the binomial formula (2.41) reads
As for the power function, the binomial formula for the s-shifted factorial can be directly extended to p > 2 variables using multinomial coefficients,
From equation (2.5) the following corollary is immediately obtained,
Although, as already noticed, (z −1 ) i = ((z) i ) −1 , the binomial formula can be extended to the inverse of s-shifted factorials. Indeed, by equations (2.30), (2.41) and (2.6),
where, once again, the last equality above does not hold for s non-zero. Similarly, one also gets from equations (2.30) and (2.46), corresponding for s = 0 to
Another kind of useful relations is as follows. From equation (2.25), the multiplication law (2.22) and the binomial formula (2.41),
Several of these binomial formulae are used in the next section to evaluate some determinants with s-shifted factorials as elements. As another example of application, the finite sum of s-shifted factorials of arithmetic progression to n terms is evaluated in Appendix A.
Generalized Vandermonde determinant with s-shifted factorials as elements
In what follows, n is a positive integer and z is, either a set of complex numbers, or a complex function,
Some basic properties of the product of differences ∆ n (z) : , are recalled, respectively, in the appendices B and C.
LEMMA 1
With n a positive integer and s some complex number, the generalized Vandermonde determinant of s-shifted factorials, still is the product of differences,
thus, it does not depends on s. More generally,
where Π i (z) are n linearly independent polynomials in (z) s;. each of degree less than n and defined as follows,
In particular, with b i some complex numbers, one has
Finally, with t some complex number, 
, successively for i = n − 1, n − 2, . . . , 1. Then, by the multiplication law (2.22), for i = 1, . . . , n − 1 and j = 0, . . . , n − 1,
This operation replaces the column C 0 by zeros except for the row R 0 left unchanged. Expanding the determinant with respect to C 0 and taking the factors depending only on j out yield the recurrence formula on n,
An iteration of this last equation, down to D s;1 (z n−1 ) = 1, completes the proof. The recurrence procedure above makes step by step the matrix (M i,j ) i,j=0,...,n−1 triangular. Let denote by a superscript the rank of the step in this procedure. At the first step the row i = 0 is unchanged while for i = 1, . . . , n − 1,
At the second step the rows i = 0, 1 are unchanged, while for i = 2, . . . , n − 1,
Generically, the final expression of the row i is given by R (i)
i . It happens that in the special case z j := b + js, with b some complex number and s non-zero, these expressions read
where the last formula can be checked as follows. With M i,j := (b + js) s;i , by the binomial formula (2.46), equations (2.7) and (2.6),
which vanishes for i > j, see equation (2.10). Another proof of this identity is given in Appendix D.1. Thus, as expected, the resulting matrix is triangular and its determinant is the product of its diagonal elements
completing the proof of equation (3.2) in the special case z j := b + js.
LEMMA 2
With n a positive integer, s some complex number and z j = 0, −s, . . . , −(n − 2)s, 
Proof 2. This proof of Lemma 2 follows the same steps as Proof 2 of Lemma 1. With the linear combination of rows
Then, with z j = 0, −s, . . . , −(n − 2)s, the recurrence formula on n reads
Iteration of this last equation, down to D s;1 z n−1 + (n − 1)s = 1, ends the proof. As in Proof 2 of Lemma 1, in the special case z j := b + js with b some complex number and s non-zero, the determinant can be made triangular in one step, replacing R i by the linear combination 
LEMMA 3
With n a positive integer, a and b some complex numbers and az j + b = 0, −s, . . . , −(n − 2)s, When a = 1, from the binomial formula (2.41) and the multiplication law (2.22),
where Π i (z), a polynomial in (z) s;. of degree n − 1, is defined as in equation (3.4) with, Observe that in Lemma 3, corresponding to a rearrangement of the factors,
As in Proof 2 of Lemma 1, in the special case z j := c + js with c some complex number, a = 1 and s non-zero, the determinant can be made triangular in one step, replacing R i by the linear combination
where d := b + c. Indeed, with M i,j := (c + js) s;i /(d + js) s;i and d = 0, −s, . . . , −(2n − 3)s, after some elementary algebra based on the relations (2.5-7) and (2.12,13), one gets
where the 3 F 2 is here a terminating Saalschützian generalized hypergeometric series [12] , 
ending the proof of equation (3.25) in the special case z j := c + js and a = 1. 
Consequences for s-shifted factorial with a negative index
Proof. Consequence of Lemma 2.
COROLLARY 2.
With n a positive integer and s some complex number,
Proof. Consequence of Lemma 1.
COROLLARY 3.
With n a positive integer, a, b and s some complex numbers and az j +b = s, 2s, . . . , (n−1)s,
Proof. Consequence of Lemma 3.
Remarks:
i) It should be noticed that equation (3.39) (respectively (3.40), and "almost" (3.41)) can be obtained from equation (3.16) (respectively (3.2), or (3.25)) changing for all w and i, 1/(w) s;i into (w) s;−i , although these quantities are not equal.
ii) A proof following the same steps as Proof 2 of Lemma 1, and using the same linear combination of rows
, can also be given for Corollaries 1-3.
iii) The extensions of Lemma 1, corresponding to equations (3.3) and (3.6), apply as well to Lemmas 2 and 3 and to Corollaries 1-3, see equation (C.7), e.g., with
and also, with t some complex number,
LEMMA 4
Proof. By the binomial formula (2.41), with M i,j := (z i + w j ) s;n−1 = n−1 k=0 n−1 k (z i ) s;k (w j ) s;n−1−k , the matrix M reads as the product of two matrices. Since the determinant of the product is the product of the determinants, one gets det (z i + w j ) s;n−1 i,j=0,...,n−1 = det n − 1 k (z i ) s;k i,k=0,...,n−1 det (w j ) s;n−1−k j,k=0,...,n−1 . Observe that in all lemmas and corollaries above, the determinants considered are anti-symmetric polynomials or rational fractions of the n variables z 0 , . . . , z n−1 , therefore one expects the simplest polynomial alternant ∆ n (z) to be a factor of the result. The same argument holds for ∆ n (w) in Lemma 4.
Determinants with gamma functions or binomial coefficients as elements
Using the relations (2.12-14) between the s-shifted factorial and the gamma function or the binomial coefficient, the results listed below are immediate consequences of the formulae derived in Section 3 with s = ±1. For Corollaries 4-6, a direct proof following the same steps as Proof 2 of Lemma 1, and using the same linear combination of rows R i − (M i,0 /M i−1,0 ) R i−1 , can also be given. It is only sketched as an example for Corollary 4. In the special case z j = b + aj, with a and b some complex numbers, the product of differences ∆ n (z) is given by equation (B.5).
COROLLARY 4
With n a positive integer,
Proof 1. Consequences of Lemma 1.
Proof 2. With the linear combination of rows
Then, with z j = 0, −1, . . ., the recurrence formula on n reads 
COROLLARY 5
and for z j = 0, 1, . . . , n − 2, det 1
Proof. Consequences of Lemma 2.
In the special case z j := b + j, one gets [13] 
COROLLARY 6
With n a positive integer and b some complex numbers, for z j = 0, −1, . . .,
and for az j + b = 0, 1, . . . , n − 2,
Proof. Consequences of Lemma 3.
In the special case z j := c + j, a = 1 and d := b + c with c = 0, −1, . . ., one gets [13] det
where n−1
COROLLARY 7
With n a positive integer and z j = 0, −1, . . .,
Proof. Consequence of Corollary 1.
COROLLARY 8
Proof. Consequence of Corollary 2.
COROLLARY 9
With n a positive integer and az j + b = n − 1, n − 2, . . .,
Proof. Consequence of Corollary 3.
In the special case z j := c + j and a = 1 with
COROLLARY 10
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Appendices
A. Finite sum of s-shifted factorials of arithmetic progression
For p a non-negative integer and a, r and s some complex numbers, we compute the finite sum of s-shifted factorials of arithmetic progression to n terms,
using the same trick as for the sum of powers of natural numbers. By the binomial formula (2.41),
Summing up both sides of this equation for k = 0, . . . , n − 1 yields the recurrence formula on p, for n fixed,
The first two sums are independent of s, S s;0,n (a, r) = n S s;1,n (a, r) = na + n(n − 1) 2 r .
(A.4) When r = s, then z k − s = z k−1 , and with s non-zero, an explicit expression of S s;p,n (a, s) can be obtained directly from the generalized Pascal triangle property (2.31),
where z −1 = a − s. This result can be checked by recurrence using the general equation (A.3). Similarly, for r = −s one gets,
Thus, for a = r = s = 1 one has, respectively, for the rising and the falling factorials,
Now, with b i some complex numbers, it follows from the binomial formula that (z + b i ) i is an other choice of monic polynomial of degree i, therefore
When b i = b, the relation above is also a direct consequence of equations (C.1) and (B.2). Since (z i ) −1 = (z −1 ) i , with a and b some complex numbers, one immediately obtains from equations (C .1) and (B.3,4) ,
More generally, following the same arguments as for equation (C.3), one can consider polynomials of the monomials introduced above (or even of any function), e.g. with λ := det c i,k i,k=0,...,n−1 and az j + b non-zero,
D. Other proofs of equations (3.14) , (3.21) and (3.35,37) These identities can be proved by recurrence on i. Let us also give a proof which illustrates another way to handle shifted factorials, namely they can be generated by repeated derivations and/or integrations, e.g.,
Other proof of equation (3.14) . Differentiating j times (x − 1) i x b+j−1 in two ways (binomial formula and chain rule derivation of a product) [13] ,
and setting x = 1, only the term with ℓ = i is non-zero. Thereby, one gets
where [j] i , and thus the right hand side, vanishes for i > j, see equation (2.10). Since, from equations (2.12,13),
one recovers equation (3.14) (with s = 1 for simplicity). where the last equality is due to an overall factor y − 1 which remains after the derivation. When i ≤ j, integrating j − i + 1 times (y − 1) i y b+i−2 in two ways and then setting y = 1 yield where the last equality is due to an overall factor x−1 which remains after the derivation over x. When i ≤ j, differentiating j times with respect to x and integrating j −i+1 times over y the expression (xy− where B(z, w) is the beta function. Thereby, after some elementary algebra, using equations (2.24) and (2.12,13), one gets 
D.2. Other proof of equation (3.21).
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