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PHASE SPACE ANALYSIS OF SEMILINEAR PARABOLIC
EQUATIONS
FABIO NICOLA
Abstract. We present a wave packet analysis of a class of possibly degenerate
parabolic equations with variable coefficients. As a consequence, we prove local
wellposedness of the corresponding Cauchy problem in spaces of low regularity,
namely the modulation spaces, assuming a nonlinearity of analytic type. As
another application, we deduce that the corresponding phase space flow decreases
the global wave front set. We also consider the action on spaces of analytic
functions, provided the coefficients are analytic themselves.
1. Introduction
The study of the local and global wellposedness of nonlinear evolution PDEs in
spaces of low regularity represents one the most active research fields, where the
deepest machinery of modern Harmonic Analysis is applied [37]. In particular,
a number of results were obtained for the Schro¨dinger, wave, Klein-Gordon and
Navier-Stokes equations with initial data in the so-called modulation spaces [1, 2,
11, 12, 15, 22, 23, 24, 28, 41, 42, 43, 45]. These spaces were used as a fundamental
tool in Time-frequency Analysis [16, 17] but their role in PDEs has been recognized
only recently. We refer to the recent survey [35] and monograph [44] for a detailed
overview of results and techniques. Variable coefficient Schro¨dinger equations were
considered in [10, 13, 14, 25, 38].
Modulation spaces can be defined similarly to the Besov spaces, but for a different
geometry: the dyadic annuli in the frequency domain are replaced by isometric
boxes Qk, k ∈ Zd, which allows a finer analysis in many respects. Namely, for
1 ≤ p, q ≤ ∞, s ≥ 0, one defines
(1) Mp,qs =
{
f ∈ S ′(Rd) : ‖f‖Mp,qs :=
(∑
k∈Zd
〈k〉sq‖kf‖
q
Lp
)1/q
<∞
}
(with obvious changes if q = ∞), where k are Fourier multipliers with symbols
χQk conveniently smoothed; we also set M
p,q for Mp,q0 . We recapture in particular
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the L2-based Sobolev spaces M2,2s = H
s, whereas the space M∞,1 coincides with
the so-called Sjo¨strand’s class [26, 36].
Here we study the local wellposedness of the Cauchy problem in modulation
spaces of a wide class of parabolic, possibly degenerate, semilinear equations in Rd.
We consider the symbol classes S
(k)
0,0 , k ∈ N [38], defined by the estimates
(2) |∂αξ ∂
β
xa(x, ξ)| ≤ Cα,β, |α|+ |β| ≥ k, x, ξ ∈ R
d,
endowed with the obvious seminorms. We also allow the symbols to be time-
dependent.
Namely, let T > 0 be fixed and consider the pseudodifferential operator (Weyl
quantization)
(3) L = ∂t + a
w(t, x,D) + ibw(t, x,D),
where the symbols a(t, x, ξ) and b(t, x, ξ) of the diffusion and drift terms are real-
valued and satisfy the following conditions:
(i) a(t, ·) belongs to a bounded subset of S(2)0,0 for t ∈ [0, T ];
(ii) a(t, x, ξ) ≥ −C for some constant C > 0 and every t ∈ [0, T ], x, ξ ∈ Rd;
(iii) b(t, ·) belongs to a bounded subset of S(1)0,0 for t ∈ [0, T ];
(iv) the maps t 7→ a(t, ·), t 7→ b(t, ·) are (weakly) continuous from [0, T ] to
S ′(Rd) (or equivalently pointwise).
Observe that we do not assume any ellipticity-type condition. As a very simple
example, one may consider the operator (cf. [4, 31])
∂t −
d∑
j=1
aj(t)∂
2
xj
+
d∑
j=1
a˜j(t)∂xj + V1(t, x) + iV2(t, x),
where aj , a˜j ∈ C([0, T ]) are real-valued, with aj(t) ≥ 0, j = 1, . . . , d, and V1 and V2
are real-valued, continuous with respect to t ∈ [0, T ] for fixed x, with V1(t, x) ≥ −C
and satisfying for t ∈ [0, T ], x ∈ Rd,
|∂αxV1(t, x)| ≤ Cα, |α| ≥ 2; |∂
α
xV2(t, x)| ≤ Cα, |α| ≥ 1.
We further consider a nonlinearity of the form
N (t, x, u) = g(t, x)F (u) with g ∈ C([0, T ];M∞,1s ) for some s ≥ 0,(4)
where the function F is entire real-analytic, with F (0) = 0
(F (z) has a Taylor expansion in z, z, valid in the whole complex plane).
In particular we can take a polynomial in u, u. The case N (t, x, u) = g(t, x)u,
with g ∈ C([0, T ];M∞,1), corresponds to a potential in the Sjo¨strand’s class.
We have therefore the following local wellposedness result.
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Theorem 1.1. Assume the above hypotheses (i)–(iv) and (4). Let 1 ≤ p < ∞.
There exists T0 ≤ T such that for every u0 ∈ Mp,1s there exists a unique solution
u ∈ C([0, T0];M
p,1
s ) to the Cauchy problem
(5)
{
Lu = N (t, x, u)
u(0) = u0.
Moreover, the map Mp,1s ∋ u0 7→ u ∈ C([0, T0];M
p,1
s ) is Lipschitz continuous on
every ball.
The same result holds for p =∞ if one replaces M∞,1s with the closure M˜
∞,1
s of
the Schwartz space in M∞,1s .
The above result is mainly of interest for the space M˜∞,10 , since it contains the
spaces Mp,1s for every p < ∞, s ≥ 0. For comparison with the Besov spaces, we
recall the sharp embedding Bd∞,1 ⊂ M
∞,1 ⊂ B0∞,1 [44]. In general, elements in
M˜
∞,1
0 do not possess any fractional derivative in L
2
loc.
This result is inspired by the detailed analysis in [45, 44] for the Ginzburg-
Landau operator ∂t − (a + i)∆, a ≥ 0. Contrary to that situation, here we do
not have wellposedness in the whole space M∞,1 and our result does not extend to
second order symbols b in (3); see the counterexamples in Remarks 5.1, 5.2 below.
Moreover, for a > 0 the Ginzburg-Landau semigroup displays a smoothing effect
of infinite order once t > 0, which forces the solution to be analytic for initial
data in the above modulation spaces (cf. [5, 6, 7, 8, 27, 29, 40]). In the present
situation, where degeneracy is allowed, we do not have this phenomenon and the
above result seems therefore optimal. Actually, we will prove in Section 6 that the
linear propagator, although does not increase regularity, still preserves the space
of analytic functions if the coefficients are analytic themselves.
The proof of Theorem 1.1 relies on a representation of the linear propagator as
a pseudodifferential operator with symbol in the class S00,0 = S
(0)
0,0 . To be precise
we have the following key result.
Theorem 1.2. Under the above assumptions, for every u0 ∈ S(Rd) there exists a
unique solution u ∈ C1([0, T ];S(Rd)) to Lu = 0, u(0) = u0, and the propagator
S(t) : u0 7→ u(t) is a pseudodifferential operator whose Weyl symbol p(t, x, ξ) lies
in a bounded subset of S00,0 for t ∈ [0, T ].
Moreover the symbol p is continuous as a function of t ∈ [0, T ] valued in S ′(R2d).
This is a classical result if a(t, x, ξ) is elliptic, of arbitrary order, in the frame-
work of Ho¨rmander’s symbol classes of type ρ = 1, δ = 0 [39]. Similar results were
obtained by several authors under assumptions of subellipticity [3]. Remarkably,
the representation as a pseudodifferential operator still holds in the present gener-
ality - although in the exotic symbol class S00,0. The lack of a full symbolic calculus
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prevents us to follow the classical proof. Instead, we will use a characterization
of pseudodifferential operators contained in the seminal papers [18, 38], which in-
volves their (continuous) matrix representation in phase space, with respect to
Gabor wave packets (see also [19] for further generalizations to other classes of
rough symbols, and [9, 14] for similar results for Fourier integral operators). Basi-
cally we will see that the desired representation of the propagator is a consequence
of the wellposedness in S(Rd) of the linear Cauchy problem, provided a certain uni-
formity with respect to phase space shifts holds (in a sense that will be made clear
below; see (15)). This principle seems widely applicable (conveniently modified) to
other situations where a global symbolic calculus is not available and the funda-
mental solution cannot therefore be constructed via asymptotic expansions. This
occurs, for example, for classes of rough symbols, or even in the analytic category.
We plan to investigate these issues elsewhere.
Finally we present in Section 7 another application of Theorem 1.2. Namely,
the linear propagator for operators of the form (3) generally does not preserve the
classical wave front set; consider, e.g., the case a ≡ 0, b(t, x, ξ) = ξ, in dimension
d = 1, for which S(t) is a translation. Besides this trivial example, we refer to
[32] for sharp propagation results of the classical wave front set for operators as
in (3). On the other hand, it was proved in [34] that pseudodifferential operators
with symbols in S00,0 preserve a type of global wave front set WFG introduced by
Ho¨rmander in [21] and defined in terms of conic subsets of R2d (rather than Rd).
This variant is suitable in dealing with operators in the whole Euclidean space,
since it measures both regularity and decay of solutions; for example, if f ∈ S ′(Rd)
then f ∈ S(Rd) if and only if WFG(f) = ∅. Therefore, we see that the linear
propagator S(t) decreases such a wave a front set, i.e. it is globally pseudolocal.
Briefly, the paper is organized as follows. Section 2 is devoted to basic notation
whereas in Section 3 we show a preliminary lower bound. Sections 4 and 5 are
devoted to the proofs of Theorems 1.2 and 1.1 respectively. In Section 6 we study
the action of the linear propagator on the space of analytic functions, whereas in
Section 7 we prove its global pseudolocality.
2. Notation
For z = (x, ξ) ∈ Rd×Rd we define the phase space shifts pi(z)f =MξTxf , where
Txf(y) = f(y − x) and Mξf(y) = eiξyf(y) are the translation and modulation
operators. Notice that pi(z) is a unitary operator. We will denote by 〈·, ·〉 the inner
product in L2(Rd), or the pairing between S ′(Rd) and S(Rd) (anti-linear on the
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second factor), and by || · || the L2-norm. The Fourier transform is normalized as
F(f)(ξ) = f̂(ξ) =
∫
e−ixξf(x) dx,
and the Weyl quantization of a symbol a(x, ξ) is correspondingly defined as
aw(x,D)f = (2pi)−d
∫∫
ei(x−y)ξa
(x+ y
2
, ξ
)
f(y) dy dξ.
We recall that real-valued symbols give rise to formally self-adjoint operators.
As usual we denote by S00,0 the space of smooth functions in R
2d which are
bounded together with their derivatives of every order. The symbol classes S
(k)
0,0 ,
k ∈ N, were already introduced above in (2).
Given f ∈ S ′(Rd), g ∈ S(Rd), we define the short-time Fourier transform of f
with window g as
Vgf(z) = 〈f, pi(z)g〉, z = (x, ξ) ∈ R
d × Rd.
We anticipated in the introduction (cf. (1)) the definition of the modulation spaces
Mp,qs in terms of a uniform decomposition of the frequency domain. In the sequel
we will use some boundedness results from papers where modulation spaces are
defined in terms of the short-time Fourier transform. For the sake of completeness
we recall that in fact we have
Mp,qs =
{
f ∈ S ′(Rd) :
∫ (∫
〈ξ〉ps|Vgf(x, ξ)|
p dx
)q/p
dξ
)1/q
<∞
}
,
where g is any non-zero Schwartz function (with obvious changes if p = ∞ or
q =∞). The equivalence of the two definitions is shown e.g. in [43].
We refer to [17, Chapter 11] and [44, Chapter 6] for properties and applications
of modulation spaces to Time-frequency Analysis and PDEs respectively.
3. A preliminary lower bound
We will need the following lower bound. It is basically a consequence of the
sharp G˚arding inequality but it is a bit subtler for the required uniformity of the
constants.
Lemma 3.1. Let a(x, ξ) and b(x, ξ) be real-valued symbols in S
(2)
0,0 and S
(1)
0,0 respec-
tively, with a(t, x, ξ) ≥ −C0 for some constant C0 > 0 and every x, ξ ∈ Rd.
Let
L = aw(x,D) + ibw(x,D)
and, for k ∈ Z, Ek(D) = (1 − ∆)k, Ek(x) = (1 + |x|2)k. Then for every k ∈ Z
there exists a constant C > 0 depending only on k, the above constant C0 and
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some seminorm of a and b in S
(2)
0,0 and S
(1)
0,0 respectively (hence on upper bounds for
|∂αx∂
β
ξ a|, |α|+ |β| ≥ 2 and |∂
α
x∂
β
ξ b|, |α|+ |β| ≥ 1) such that, for every u ∈ S(R
d),
(6) Re〈Ek(D)Lu,Ek(D)u〉 ≥ −C‖Ek(D)u‖
2
(7) Re〈Ek(x)Lu,Ek(x)u〉 ≥ −C‖Ek(x)u‖
2.
Proof. We will prove only (6), because (7) follows quickly by Plancherel’s formula
if one applies (6) to the operator with Weyl symbol a(ξ,−x) + ib(ξ,−x) and con-
jugates with the Fourier transform (cf. [20, Theorem 18.5.9]).
Now, we have
Re〈Ek(D)Lu,Ek(D)u〉 = Re〈Ek(D)LE−k(D)Ek(D)u,Ek(D)u〉,
so that it suffices to prove that the operators
A := Ek(D)a
w(x,D)E−k(D), B := Ek(D)b
w(x,D)E−k(D)
satisfy the estimates
(8) Re〈Au, u〉 ≥ −C‖u‖2, |Re〈iBu, u〉| ≤ C‖u‖2
for some constant C > 0 as in the statement.
Let us prove the estimate for A. By the pseudodifferential calculus [20, Chapter
XVIII], aw(x,D)E−k(D) has Weyl symbol
(9) a(x, ξ)(1 + |ξ|2)−k − ki
d∑
j=1
ξj(1 + |ξ|
2)−k−1∂xja(x, ξ) + r(x, ξ),
where the symbol (1 + |ξ|2)k+2r(x, ξ) belongs to S00,0, with seminorms dominated
by those of a in S
(2)
0,0 (only the derivatives of order ≥ 2 of a(x, ξ) are involved in
the expression of the remainder r). Observe that the sum in (9) gives rise to a
0-order symbol too, but it cannot be neglected, because it involves first derivatives
of a(x, ξ). Similarly, by the symbolic calculus one sees that the Weyl symbol of A
is given by
(10) a(x, ξ)− 2ki
d∑
j=1
ξj(1 + |ξ|
2)−1∂xja(x, ξ) + r
′(x, ξ),
with r′(x, ξ) ∈ S00,0, again with seminorms depending only on those of a in S
(2)
0,0 ; the
key fact is that, except for the terms in the above sum, the derivatives of a(x, ξ)
which arise in the symbolic calculus have order ≥ 2 (in turn this comes from the
fact that the symbol of (1−∆)k is independent of x). Now, the second term in (10)
gives rise to a skew-adjoint operator in L2, so that the first formula in (8) follows
from the sharp G˚arding inequality (see e.g. [26, Theorem 2.5.15] for a version where
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the lower bound constant is shown to depend only on the seminorms in S00,0 of the
second derivatives of the symbol).
The second formula in (8) is shown by a similar and easier argument.
4. The linear propagator: proof of Theorem 1.2
First of all we show that the weak continuity of the symbol p as a function of t
follows from the first part of the statement. In fact, we have equivalently to prove
that the Schwartz kernel of S(t), or equivalently that of the adjoint S(t)∗ depends
continuously on t for the (weak) topology of S ′(R2d). Now, since S(t)∗ acts from
S ′(Rd) into itself, its kernel Kt(x, y) is given by S(t)∗[δ(· − y)]; namely, if ϕ(x, y)
is a function in S(R2d),
〈Kt, ϕ〉 = 〈S(t)
∗[δ(x− y)], ϕ(x, y)〉 = 〈δ(x− y), S(t)ϕ(x, y)〉
(where S(t) and its adjoint act on the variable x). On the other hand, this last
expression is continuous as a function of t, because S(t) is strongly continuous on
S(Rd).
We now come to the first part of the statement. Once we get existence and
uniqueness of the solution, the desired representation of the propagator S(t) is ob-
tained by the following characterization of pseudodifferental operators with symbols
in S00,0 via their phase space kernel ([18, Theorem 3.2], [38, Theorem 1]):
Theorem 4.1. Let A be a linear continuous operator S(Rd) → S ′(Rd). Then A
is a pseudodifferential operator with Weyl symbol in S00,0 if and only if for every
N ∈ N and for some (and therefore every) Schwartz function g 6≡ 0, there exists a
constant CN > 0 such that
|〈Api(z)g, pi(w)g〉| ≤ CN(1 + |w − z|)
−N ∀z, w ∈ R2d.
In fact, each seminorm of the symbol in S00,0 is estimated by the above constant CN
for some N > 0.
Hence we have to verify that for any given non-zero Schwartz window g, it turns
out
(11) |〈S(t)pi(z)g, pi(w)g〉| ≤ CN(1 + |w − z|)
−N ∀z, w ∈ R2d, t ∈ [0, T ],
for every N ∈ N. This is equivalent to
(12) |〈pi(z)∗S(t)pi(z)g, pi(w− z)g〉| ≤ CN(1 + |w− z|)
−N ∀z, w ∈ R2d, t ∈ [0, T ].
Now we will make use of the following remark.
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Lemma 4.2. Let f, g be Schwartz functions. Then for every N ∈ N there exist
k ∈ N and CN > 0 such that
(13) |〈f, pi(w)g〉| ≤ CN |f |k|g|k(1 + |w|)
−N
where we set |f |k = sup
|α|+|β|≤k
sup
x∈Rd
|xβ∂αf(x)|.
Proof. We recognize in the left-hand side of (13) the short-time Fourier transform
Vgf(w) = 〈f, pi(w)g〉 of the function f with window g. Now, it is well-known that
the map (g, f) 7→ Vgf is continuous from S(R
d) × S(Rd) to S(R2d) (see e.g. [17,
Theorem 11.2.5]).
In view of this lemma, (12) will follow if we prove that
The function pi(z)∗S(t)pi(z)g is Schwartz, with seminorms uniformly bounded
with respect to z ∈ R2d and t ∈ [0, T ].
Now, let L = aw(t, x,D) + ibw(t, x,D). Then u = pi(z)∗S(t)pi(z)g satisfies
(14)
{
∂tu+ Lzu = 0
u(0) = g,
where
Lz := pi(z)
∗Lpi(z) = awz (t, x,D) + ib
w
z (t, x,D)
with
az(t, x, ξ) = a(t, x+ x0, ξ + ξ0), bz(t, x, ξ) = b(t, x+ x0, x+ ξ0), for z = (x0, ξ0);
(cf. the symplectic invariance of the Weyl quantization in [20, Theorem 18.5.9]).
Observe that az and bz belong to bounded subsets of S
(2)
0,0 and S
(1)
0,0 respectively, for
z ∈ R2d.
Hence we are left to prove the following result.
For every fixed g ∈ S(Rd) the Cauchy problem (14) has a unique solution(15)
u ∈ C1([0, T ];S(Rd)), with seminorms uniformly bounded with respect to z ∈ R2d.
In particular, for z = 0 we get the wellposedness in S(Rd) of the original problem
(3).
To this end we need some energy estimates. We define the weighted Sobolev
spaces Q2k, k ∈ Z (the case of even integer exponents will suffice), as follows:
(16) Q2k :=
{
f ∈ L2(Rd) : ‖f‖2Q2k := ‖f‖
2
H2k + ‖f̂‖
2
H2k <∞
}
,
where Hs denotes the usual Sobolev space in Rd. Observe that S(Rd) = ∩k∈ZQ2k
topologically (and S ′(Rd) = ∪k∈ZQ2k); see e.g. [30]. Hence it remains to prove the
following result.
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Proposition 4.3. Let
Lz = ∂t + Lz = ∂t + a
w
z (t, x,D) + ib
w
z (t, x,D).
For every k ∈ Z there exists a constant C, depending only on k and on some
seminorm of a and b in S
(2)
0,0 and S
(1)
0,0 respectively, such that for every function
u ∈ C1([0, T ];Q2k(Rd)) ∩ C0([0, T ];Q2k+2) we have
(17) ‖u(t)‖Q2k ≤ C‖u(0)‖Q2k + C
∫ t
0
‖Lzu(s)‖Q2k ds, ∀t ∈ [0, T ].
As a consequence, for every initial datum g ∈ Q2k there exists a unique solution
u ∈ C0([0, T ];Q2k) ∩ C1([0, T ];Q2k−2) to (14), with norms uniformly bounded with
respect to z.
Remark 4.4. The point is the uniformity with respect to z of the constant C in
the energy estimate (17). For example, for the Schro¨dinger equation, (17) holds
too, but not uniformly with respect to z (and in fact the corresponding propagator
is not a pseudodifferential operator with symbol in S00,0).
Proof of Proposition 4.3. The argument is classical and therefore we only sketch
the proof. We observe, first of all, that for fixed z, awz (t, x,D) and b
w
z (t, x,D)
by the assumptions (i), (iii), (iv) in the introduction are strongly continuous as
operators in S(Rd) and also belong to a bounded subset of the space of continuous
operators Q2k → Q2k−2, for every k ∈ Z (cf. the argument in [20, pag. 386] and
[30, Proposition 1.5.5]). Hence they are also strongly continuous as operators
Q2k → Q2k−2. Let now
f = Lzu = ∂tu+ Lzu = ∂tu+ a
w
z (t, x,D)u+ ib
w
z (t, x,D)u.
We have
d
dt
‖u(t)‖2Q2k =
d
dt
〈u(t), u(t)〉Q2k = 2Re〈u(t), u
′(t)〉Q2k
= −2Re〈u(t),Lzu(t)〉Q2k + 2Re〈u(t), f(t)u(t)〉Q2k
where we used the equation (i.e. the definition of f). With the notation in Lemma
3.1, the first term in the right-hand side reads
−2Re〈Ek(D)u(t), Ek(D)Lzu(t)〉 − 2Re〈Ek(x)u(t), Ek(x)Lzu(t)〉
and by Lemma 3.1 this expression is ≤ C‖u‖2Q2k for some constant C > 0 indepen-
dent of z.
Using the Cauchy-Schwarz’ inequality in Q2k for the term involving f and then
Gronwall’s lemma we easily get (17) (cf. e.g. [33, Section 2.1.2]).
The last part of the statement follows from the a priori estimate (17) by an
abstract functional analytic argument; see e.g. the proof of [20, Theorem 23.1.2],
10 FABIO NICOLA
where one has to replace the space Hs which appear there with our spaces Q2k,
and observe that the adjoint operator −∂t + awz (t, x,D)− ib
w
z (t, x,D) satisfies the
same a priori estimates as L, but for the backward problem with final condition at
t = T .
Remark 4.5. In the statement of Theorem 1.2 one could equivalently say that
the symbol p of the propagator is continuous as a function of t valued in C∞(R2d)
endowed with the usual Freche´t topology, or even endowed with the pointwise
convergence topology; the equivalence is a consequence of the boundedness of the
family of symbols {p(t, ·) : t ∈ [0, T ]} in S00,0; see e.g. [30, Proposition 1.1.2].
However, generally speaking, the map [0, T ] ∋ t 7→ p(t, ·), valued in S00,0 or
even in L∞(R2d), is not continuous. This is already evident for the classical heat
equation (a(t, x, ξ) = |ξ|2, b ≡ 0).
5. The nonlinear equation: proof of Theorem 1.1
We use a standard contraction argument; cf. [44, Theorem 6.1]. We consider
first the case p < ∞ and argue in the space X := C([0, T0],Mp,1s ), with T0 small
enough.
We write the semilinear equation in integral form (Duhamel principle) as
u(t) = S(t, 0)u0 +
∫ t
0
S(t, σ)N (σ, x, u(σ)) dσ
where S(t, σ), 0 ≤ σ ≤ t ≤ T , is the linear propagator corresponding to initial data
at time σ. The classical iteration scheme works in X if the following properties are
verified:
a) S(t, σ) is strongly continuous onMp,1s for 0 ≤ σ ≤ t ≤ T (which also implies
a uniform bound for the operator norm with respect to σ, t, by the uniform
boundedness principle);
b) The nonlinearity verifies ‖N (t, x, u)−N (t, x, v)‖X ≤ C‖u− v‖X, for u, v ∈
X in every fixed ball.
Concerning a) we observe that, if u0 ∈ S(R
d) then t 7→ S(t, σ)u0 is continuous in
S(Rd) for fixed σ, as a consequence of Theorem 1.2.
On the other hand, if σ′ ≤ σ ≤ t and setting L(t) = aw(t, x,D) + ibw(t, x,D),
by (17) applied at the initial time σ we have, for every k ∈ Z,
‖S(t, σ)u0 − S(t, σ
′)u0‖Q2k ≤ C1‖u0 − S(σ, σ
′)u0‖Q2k
= C1‖
∫ σ
σ′
L(τ)S(τ, σ′)u0 dτ‖Q2k ≤ C2(σ − σ
′)‖u0‖Q2k+2,
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where we used that L(t) : Q2k+2 → Q2k and S(t, σ′) : Q2k+2 → Q2k+2 continuously,
with bounds uniform with respect to t, σ′. Hence, the map σ 7→ S(t, σ)u0 is con-
tinuous in S(Rd) uniformly with respect to t. This gives the strong continuity of
S(t, σ) on S(Rd), as a function of σ, t.
Finally, we know from Theorem 1.2 that the operators S(t, σ) are pseudodifferen-
tial with symbols uniformly bounded in S00,0. It follows from the continuity results
of such operators in modulation spaces ([18, Theorem 4.1]) that they belong to a
bounded subset of the space of continuous operators onMp,1s . Since S(R
d) is dense
in Mp,1s we deduce strong continuity on M
p,1
s .
Consider now the point b). The desired estimate was already proved in [12,
Formula (28)] for the same nonlinearity as in (4), except for the factor g(t, x) ∈
M∞,1s . However one can easily take into account this additional factor, using the
fact that Mp,1s is a modulus on M
∞,1
s ([45, Corollary 4.2] and [1]).
If p =∞ one considers X := C([0, T0], M˜∞,1s ) and can repeat the same argument
as above. This conclude the proof of Theorem 1.1.
Remark 5.1. We notice that the linear propagator S(t, σ), as any pseudodifferen-
tial operator with symbol in S00,0, is still bounded on M
∞,1 ([18, Theorem 4.1]);
however it is not strongly continuous, in general, and the wellposedness may fail
already for the linear problem. Consider, for example, the symbols a(t, x, ξ) = |x|2,
b ≡ 0. Then S(t, 0)u0(x) = e−t|x|
2
u0(x), and if u0 ≡ 1 ∈M∞,1 we have
C‖S(t, 0)u0 − u0‖M∞,1 ≥ ‖S(t, 0)u0 − u0‖L∞ = sup
x∈Rd
|e−t|x|
2
− 1| = 1
for every t > 0 and some C > 0.
Remark 5.2. The results in Theorem 1.1 (and Theorem 1.2) do not hold if we
consider a symbol b in (3) of order 2. For example, for b(t, x, ξ) = |x|2, a ≡ 0, we
get the linear propagator S(t, 0)u0(x) = e
−it|x|2u0(x), and when t > 0 this operator
is bounded on Mp,q only if p = q ([14, Proposition 7.1]).
6. The action on the space of analytic functions
Consider the space A of smooth functions f in Rd such that
||∂αf || ≤ C |α|+1α!, α ∈ Nd,
for some constant C > 0.
The study of the heat semigroup et∆ on this function space was detailed e.g. in
[45] and [44, Section 2.5], where A was regarded as the union of modulation spaces
with an exponential weight in the frequency variable. We now show that for the
operator L in (3), the linear propagator S(t) = S(t, 0) still preserves A provided the
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symbols a(t, x, ξ) and b(t, x, ξ) are analytic with respect to x. Namely, we replace
the assumptions (i),(iii) in the introduction by the following ones:
(i)′ |∂αξ ∂
β
xa(t, x, ξ)| ≤ CαC
|β|+1β!, |α|+ |β| ≥ 2,
(iii)′ |∂αξ ∂
β
x b(t, x, ξ)| ≤ CαC
|β|+1β!, |α|+ |β| ≥ 1,
for every x, ξ ∈ Rd, t ∈ [0, T ], and for constants Cα > 0 independent of β and
C > 0 independent of α and β.
Theorem 6.1. Assume the hypotheses (i)′, (ii), (iii)′, (iv) for the operator L in (3).
Then the corresponding linear propagator S(t) maps A → A.
Proof. For ε > 0 and N ∈ N, define the following inner product in HN(Rd):
EεN [u, v] =
∑
|α|≤N
ε2|α|
α!2
〈∂αu, ∂αv〉.
Clearly, it suffices to prove that for ε > 0 small enough the following a priori
estimate holds with a constant C > 0 independent of N :
EεN [u(t), u(t)]
1/2 ≤ CEεN [u(0), u(0)]
1/2 + C
∫ t
0
EεN [Lu(s), Lu(s)]
1/2 ds ∀t ∈ [0, T ].
This can be obtained as in the proof of Proposition 4.3 once we have the following
lower bound for L := aw(t, x,D) + ibw(t, x,D):
Re EεN [Lu(t), u(t)] ≥ −CE
ε
N [u(t), u(t)]
for some constant C > 0 independent of N . This will be proved in the following
lemma.
Lemma 6.2. Let a(x, ξ) and b(x, ξ) be real-valued symbols satisfying the estimates
(18) |∂αξ ∂
β
xa(x, ξ)| ≤ CαC
|β|+1β!, |α|+ |β| ≥ 2
|∂αξ ∂
β
x b(x, ξ)| ≤ CαC
|β|+1β!, |α|+ |β| ≥ 1.
Assume, moreover, that a(x, ξ) ≥ −C for every x, ξ ∈ Rd and some constant C > 0.
Let L = aw(x,D) + ibw(x,D). There exist ε > 0, C > 0 such that for every
N ∈ N and u ∈ S(Rd),
Re EεN [Lu, u] ≥ −CE
ε
N [u, u].
Proof. It suffices to prove the estimates
(19) Re EεN [a
w(x,D)u, u] ≥ −CEεN [u, u], |Re E
ε
N [ib
w(x,D)u, u]| ≤ CEεN [u, u].
Let us prove the first estimate in (19). We have
〈∂αaw(x,D)u, ∂αu〉 = 〈aw(x,D)∂αu, ∂αu〉+ 〈[∂α, aw(x,D)]u, ∂αu〉.
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The first term is estimated from below by the sharp G˚arding inequality, and we
are left to prove that
(20)
∑
|α|≤N
ε2|α|
α!2
|Re〈[∂α, aw(x,D)]u, ∂αu〉| ≤ CEεN [u, u].
It is slightly easier to work with the usual (left) quantization; by the standard
pseudodifferential calculus we have aw(x,D) = a(x,D) + r(x,D), where r(x, ξ)
satisfies the estimates
(21) |∂αξ ∂
β
x r(x, ξ)| ≤ CαC
|β|+1β!, α, β ∈ Nd.
Now we have, by an explicit computation,
[∂α, aw(x,D)] =
∑
06=β≤α
(
α
β
)(
(∂βxa)(x,D) + (∂
β
x r)(x,D)
)
∂α−β
and therefore
〈[∂α, aw(x,D)]u, ∂αu〉 =
∑
β≤α, |β|≥2
(
α
β
)
〈(∂βxa)(x,D)∂
α−βu, ∂αu〉
+
∑
β≤α, |β|=1
(
α
β
)
〈(∂βxa)(x,D)∂
α−βu, ∂αu〉
+
∑
06=β≤α
(
α
β
)
〈(∂βxr)(x,D)∂
α−βu, ∂αu〉.
Hence, (20) will follow from the following three estimates:
(22)
∑
|α|≤N
∑
β≤α,|β|≥2
ε2|α|
α!2
(
α
β
)
|〈(∂βxa)(x,D)∂
α−βu, ∂αu〉| ≤ CEεN [u, u],
(23)
∑
|α|≤N
∑
β≤α,|β|=1
ε2|α|
α!2
(
α
β
)
|Re〈(∂βxa)(x,D)∂
α−βu, ∂αu〉| ≤ CEεN [u, u],
(24)
∑
|α|≤N
∑
06=β≤α
ε2|α|
α!2
(
α
β
)
|〈(∂βxr)(x,D)∂
α−βu, ∂αu〉| ≤ CEεN [u, u].
Let us prove (22). We observe that the operator (∂βxa)(x,D) is bounded on L
2 and
its operator norm is estimated by a seminorm of its symbol in S00,0 depending only
on the dimension d; hence by (18) we have, for some constant C > 0,
(25) ‖(∂βxa)(x,D)u‖ ≤ C
|β|+1β!‖u‖, |β| ≥ 2.
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By the Cauchy-Schwarz’ inequality in L2 and (25), the left-hand side of (22) is
estimated by
C
∑
|α|≤N
∑
β≤α,|β|≥2
(Cε)|β|
ε|α−β|
(α− β)!
‖∂α−βu‖ ·
ε|α|
α!
‖∂αu‖.
By applying the Cauchy-Schwarz’ inequality and then the Minkowski’s inequality
for sequences we continue the estimate as
≤ C
∑
2≤|β|≤N
(Cε)|β|
( ∑
|α|≤N,α≥β
ε2|α−β|
(α− β)!2
‖∂α−βu‖2
)1/2
︸ ︷︷ ︸
≤EεN [u,u]
1/2
EεN [u, u]
1/2.
If ε < C−1, we have
∑
|β|≥2(Cε)
|β| <∞ and we get (22).
Consider now (23). We can write the left-hand side as∑
|α|≤N
∑
β≤α,|β|=1
ε2|α|
α!2
(
α
β
)
|Re〈∂β(∂βxa)(x,D)∂
α−βu, ∂α−βu〉|.
Now, by the pseudodifferential calculus we have
(∂βxa)(x,D)
∗ = (∂βxa)(x,D) + r
′(x,D)
with r′ satisfying the same estimates (21). By a direct computation we see that
the self-adjoint part of the operator ∂β(∂βxa)(x,D) is given by
Re ∂β(∂βxa)(x,D) = ∂
β(∂βxa)(x,D)− (∂
β
xa)(x,D)
∗∂β
= (∂2βa)(x,D)− ∂βx r
′(x,D) + (∂βx r
′)(x,D).
Hence we can write the left-hand side of (23) as∑
|α|≤N
∑
β≤α,|β|=1
ε2|α|
α!2
(
α
β
)
|Re〈(∂2βx a)(x,D)∂
α−βu, ∂α−βu〉|
+
∑
|α|≤N
∑
β≤α,|β|=1
ε2|α|
α!2
(
α
β
)
|Re〈r′(x,D)∂α−βu, ∂αu〉|
+
∑
|α|≤N
∑
β≤α,|β|=1
ε2|α|
α!2
(
α
β
)
|Re〈(∂βx r
′)(x,D)∂α−βu, ∂α−βu〉|.
These expressions can then be estimated as in the proof of (22).
Similarly, we can verify (24) exactly as we did for (22) (using (21)).
Finally, the second inequality in (19) can be obtained by similiar (and easier)
arguments.
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7. Global pseudolocality
Let us recall the definition of global wave front set from [21]. Consider the symbol
class Γm, m ∈ R, of smooth functions p(x, ξ) in R2d satisfying the estimates
|∂αξ ∂
β
xp(x, ξ)| ≤ Cαβ(1 + |x|+ |ξ|)
m−|α|−|β|, ∀α, β ∈ Nd, x, ξ ∈ Rd.
A point (x0, ξ0) is called non-characteristic for p ∈ Γ
m if there are ε, C > 0 such
that
|p(x, ξ)| ≥ C(1 + |x|+ |ξ|)m for (x, ξ) ∈ V(x0,ξ0),ε
where, for z0 ∈ R2d, z0 6= 0, Vz0,ε is the conic neighborhood
Vz0,ε =
{
z ∈ R2d \ {0} :
∣∣∣ z
|z|
−
z0
|z0|
∣∣∣ < ε, |z| > ε−1}.
Let now f ∈ S ′(Rd). We define its global wave front set WFG(f) ⊂ R
2d \ {0}
by saying that (x0, ξ0) ∈ Rd × Rd, (x0, ξ0) 6= 0, does not belong to WFG(f) if
there exists ψ ∈ Γ0 which is non-characteristic at (x0, ξ0), such that ψ(x,D)f ∈
S(Rd). The set WFG(f) is a closed conic subset of R2d \ {0}. As observed in
the introduction and proved in [21], if f ∈ S ′(Rd) then f ∈ S(Rd) if and only if
WFG(f) = ∅.
Now, we know from [34, Theorem 4.1] that pseudodifferential operators with
symbols in S00,0 decreases such a global wave front set. Hence from Theorem 1.2
we get at once the following result for the linear propagator S(t).
Corollary 7.1. With the above notation, WFG(S(t)f) ⊂ WFG(f) for every f ∈
S ′(Rd), t ∈ [0, T ].
The statement makes sense because S(t), as a S00,0-type pseudodifferential oper-
ator, extends to a bounded operator S ′(Rd)→ S ′(Rd).
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