A theory of elementary higher toposes by Rasekh, Nima
© 2018 Nima Rasekh
A THEORY OF ELEMENTARY HIGHER TOPOSES
BY
NIMA RASEKH
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mathematics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2018
Urbana, Illinois
Doctoral Committee:
Professor Matthew Ando, Chair
Professor Charles Rezk, Director of Research
Professor Randy McCarthy
Assistant Professor Dan Berwick-Evans
ABSTRACT
The end goal of this work is to define and study an elementary higher topos. We will
achieve this by going through several steps. First we review complete Segal spaces.
Then we study various fibrations of complete Segal spaces and use that to define
representable Cartesian fibrations. Next we use representable Cartesian fibrations to
define complete Segal objects which are are model for internal higher categories.
Having done all this work we can then define an elementary higher topos which
simultaneously generalizes an elementary topos and higher topos. Then we use all the
tools we previously developed to show it satisfies classical topos theoretic properties,
such being locally Cartesian closed and descent. Finally we show we can classify
univalent maps in an elementary higher topos.
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CHAPTER 1
INTRODUCTION
When I took my first class in algebraic topology, I noticed something that I am sure
everybody who has taken an algebraic topology class is also aware of, but might not
have paid much attention to. In algebra a group is a set with additional structure.
Moreover, two groups are the “same” if there is an isomorphism between them. Here
is a very basic observation about isomorphisms. A map of groups is an isomorphism
if it is a bijection of the underlying sets and it preserves the group structure. This
makes a lot of sense. As a group is a set with additional structure an isomorphism
of groups is a bijection of sets that preserves that structure.
A topological space is also a set with an additional structure, namely a choice of
open sets. In algebraic topology two topological spaces are the “same” if they are
homotopy equivalent. Following the analogy above, we would hope that a homotopy
equivalence is a bijection of the underlying sets that preserves the topological struc-
ture. However, this is incorrect! Two topological spaces can be homotopy equivalent
without the underlying sets being bijective. For a simple example notice that the real
line is contractible and thus equivalent to the point, but the real line has certainly
more than one point.
Everybody who has taken a course in algebraic topology learned this basic facts
and probably didn’t even blink an eye when hearing it. However, I could not ignore
it and it stuck in my mind ever since. For years I have wondered what this could
mean. Indeed, we are giving a set some additional structure, but we ended up with
an equivalence that is weaker than a bijections of sets. This seems to be the opposite
1
of what we expected. Somehow there should have been a structure weaker than that
of a set that we are really studying. A notion that is more fluid and malleable and
which has a notion of homotopy built into it and which has homotopy equivalences as
their standard equivalences. A notion which can then be “rigidified” to a set. From
that perspective a topological space is giving us a glimpse at that mysterious object.
I have since wondered what it could be and how we could study it. How could we
generalize constructions in set theory to end up with a notion that is weaker than
that of a set?
I soon decided that this mysterious object should really play the role of sets in the
world of homotopy theory. In other words, the same way sets are the foundations for
groups and rings and many other objects, there should be an analogous definition
that provides the foundations for objects in homotopy theory such as infinite loop
spaces and E∞-ring spectra. Thus one way to get a better understanding of our
mysterious object is to understand and generalize the classifications of set theories.
From a categorical perspective set theories are classified via the notion of an ele-
mentary topos. It is a category which retains many important features of a set. If we
want to gain a better understanding of our mysterious object we should look at the
generalization of an elementary topos, namely an elementary higher topos. However
such notion has not been carefully studied yet!
It was at this point that I decided to dedicate my PhD thesis to the study of
elementary higher toposes. I decided I want to find a way to define them and show
that they are reasonable generalizations of an elementary toposes.
However, trying to define an elementary higher topos means we have to work with
an abstract framework called a higher category. It is generalizes classical categories
in a way that allows us to use concepts from homotopy theory. Thus there was no
way for me to define or study an elementary higher topos if I did not know how to
use and work with higher categories. For that reason I first started developing the
necessary higher categorical tools before I delved into the world of topos theory.
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The result of this experience is a long journey through higher categories, fibrations,
internal higher categories and elementary higher toposes. This journey has been
documented in the following five papers:
1. An Introduction to Complete Segal Spaces [Ras18b]
2. Yoneda Lemma for Simplicial Spaces [Ras17b]
3. Cartesian Fibrations and Representability [Ras17a]
4. Complete Segal Objects [Ras18a]
5. A Theory of Elementary Higher Toposes [Ras18c]
The journey starts with the basics of higher category theory. Then each paper builds
on the previous one and develops some of the theory that is necessary later on. As
promised the journey ends with a definition of an elementary higher topos. Each
paper captures one part of the necessary path.
An Introduction to Complete Segal Spaces: There are various ways to capture the
data of a higher category. One way is to use complete Segal spaces. Complete Segal
spaces were first defined by Charles Rezk [Rez01]. Although they are a model for
higher categories their category theory has never been developed. In particular, there
is no discussion of limits or adjunctions for complete Segal spaces. The goal of the
first chapter is to fill this gap and give a very intuitive introduction to higher category
theory and its essential definitions from the perspective of complete Segal spaces.
Yoneda Lemma for Simplicial Spaces: In higher category theory it is often difficult
to define precise functors given the amount of data that is involved. For that reason
we often use fibrations that model the desired functors. In particular there is a class
of fibrations, called left fibrations, that models functors valued in spaces. The goal of
the second chapter is to study left fibrations of complete Segal spaces and show how
we can use them to study complete Segal spaces. In particular we use left fibrations
to prove the Yoneda lemma.
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Cartesian Fibrations and Representability: We can generalize left fibrations to
Cartesian fibrations, which model functors valued in higher categories. The goal of
the third chapter is to define several classes of fibrations. In particular we define
Reedy left fibrations, which model functors valued in simplicial spaces, Segal Carte-
sian fibrations, which model functors valued in Segal spaces, and Cartesian fibrations,
which model functors valued in complete Segal spaces. We then show how we can
generalize the Yoneda lemma to Reedy left fibrations by defining representable Reedy
left fibrations.
Complete Segal Objects: One powerful tool in category theory is the study of
internal categories, such as Lie groups and Hopf algebroids. The goal of the fourth
chapter is to generalize complete Segal spaces to an internal higher category, namely
complete Segal objects. We then develop the category theory of complete Segal objects
using representable Cartesian fibrations, defining adjunctions and limits of complete
Segal objects in the process. Finally we also use Segal objects to define univalent
maps.
A Theory of Elementary Higher Toposes: Having done all the theoretical work, we
can use complete Segal objects and representable Cartesian fibrations to define an
elementary higher topos. Using those tools we can show it satisfies many properties
we would expect of an elementary higher topos, such as being locally Cartesian
closed, satisfying descent and having enough univalent maps.
Having done all this work we are finally in a position to come back to the original
question: What is this mysterious object that is more general than sets and whose
equivalences are homotopy equivalences? The answer to this question will not be a
part of this thesis, but hopefully the work here will provide the necessary framework
to answer this question in the future.
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CHAPTER 2
A INTRODUCTION TO COMPLETE SEGAL
SPACES
2.1 Introduction
2.1.1 Motivation
The theory of higher categories has become very important in modern mathematics.
From topological quantum field theory to derived algebraic geometry to symplectic
geometry, higher categories have proven to be a good way study objects in their pro-
per contexts. The theory of higher categories or (∞, 1)-categories, as it is sometimes
called, however, can be very intractable at times. That is why there are now several
models which allow us to understand what a higher category should be. Among these
models is the theory of quasi-categories, introduced by Bordman and Vogt ([BV73])
and much studied by Joyal and Lurie ([Joy08a], [Joy08b] or [Lur09]). There are also
other very prominent models such as simplicial categories, relative categories and
Segal categories. For a general survey on different models of (∞,1)-categories see
[Ber10].
One of those models, complete Segal spaces, were introduced by Charles Rezk in
his seminal paper ”A model for the homotopy theory of homotopy theory” ([Rez01]).
Later they were shown to be a model for (∞, 1)-categories (see [JT06] for a direct
proof and [Toe¨05] for an axiomatic argument). Despite their importance, most basic
categorical constructions for complete Segal spaces have never been written out in
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detail.
The goal of this note is to write an introduction to higher categorical concepts
from the perspective of complete Segal spaces. It focuses on examples and giving an
understanding of the ideas rather than technical proofs.
2.1.2 Outline
In the first section we start with the two concepts that motivated higher category the-
ory: category theory and homotopy theory. We show how these seemingly different
ideas can be generalized to one general concept.
In the second section we define Segal spaces which are our first approach to higher
categories and show how they already have many categorical properties. In particu-
lar, we can study object, morphisms and composition in a Segal space. We end this
section by discussing why that is not enough and why we need further conditions.
In the third section we define complete Segal spaces and show that is a model of
a higher category.
In the fourth section we study functoriality in the realm of higher categories. In
particular, we show how we can use fibrations to study functors valued in spaces and
functors valued in higher categories.
In the fifth section we discuss colimits and adjunctions of complete Segal spaces.
In the last section we show that complete Segal spaces have their own model
structure and review some important features of that model structure.
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2.1.3 Background
The main background we assume is a general familiarity with category theory. In
particular, topics such as the definition of categories and functors, colimits and ad-
junctions are required. Such material can be found in the first chapters of [Lan98]
or [Rie17].
In addition, we assume some familiarity with homotopy theory. In particular,
concepts such as topological spaces and homotopy equivalences of spaces.
Finally, it would be very helpful to have some background in the theory of simplicial
sets and simplicial homotopy theory. This in particular includes the definition of Kan
complexes and homotopy equivalences.
2.2 Category Theory & Homotopy Theory: Two Paths
towards Simplicial Spaces
In this section we take a quick look at categories and topological spaces to see how
both of them can be thought of as special cases of simplicial sets. This is an informal
review of these subjects and serves as a motivation for our definition of a higher
category, rather than a thorough introductory text. The section culminates in a
introduction to simplicial spaces, which combines category theory and homotopy
theory.
2.2.1 Review of Category Theory
The philosophy of categories is not to just focus on objects but also consider how
they are related to each other. This leads to following definition of a category.
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Definition 2.2.1. A category C is a set of objects O and a set of morphisms M
along with following functions:
1. An identity map id : O →M.
2. A source-target map (s, t) :M→O×O.
3. A composition map m :Ms ×tOM→M.
These functions have to make the following diagrams commute:
1. Source-Target Preservation:
M M×
O
M M
O M O
s
pi2
pi1
m
t
t
s
2. Identity Relations:
O M
O×O
id
(idO,idO)
(s,t)
3. Identity Composition:
O ×M M×M M×O
M
pi2
id×idM
m
idM×id
pi1
4. Associativity:
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M×
O
M×
O
M M×
O
M
M×
O
M M
m×idM
idM×m
m
m
There are many examples of categories in the world of mathematics.
Example 2.2.2. Let Set be the category which has as objects all sets and as mor-
phisms all functions of sets. Then the function id assigns to each set the identity
function and the source target maps (s, t) assigns to each function it’s source and
target. Finally m is just the usual composition of functions.
Example 2.2.3. We can repeat the same example as above by replacing sets with a
set that has additional structure. So, we can define the category Top of topological
spaces and continuous maps, or groups and homomorphisms.
Remark 2.2.4. Very often we care about the morphisms between two specific objects.
Concretely, for two objects c, d ∈ C = (O,M) we want to define the set of maps with
source c and target d and denote it as HomC(c, d), which we define as the following
pullback
HomC(c, d) = ∗c ×O
sMt ×
O
d ∗
Using the philosophy of categories on categories themselves means we should con-
sider studying maps between categories.
Definition 2.2.5. A functor F : C → D is a tuple of two maps. One map for objects
FO : OC → OD and one map for morphisms FM :MC →MD, such that they satisfy
following conditions:
1. Respecting Identity: idDFO = FMidC.
2. Respecting Source/Target: sDFM = FOsC and tDFM = FOtC.
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3. Respecting Composition: FMmC = mD(FM × FM).
Example 2.2.6. The definition above allows us to define the category Cat which
has objects categories and morphisms functors.
Repeating the philosophy of categories for functors leads us to the definition of a
natural transformation.
Definition 2.2.7. Let F,G : C → D be two functors. A natural transformation
α : F ⇒ G is a collection of maps
αc : F (c)→ G(c)
for every object c ∈ C such that for every map f : c→ d the diagram
F (c) F (d)
G(c) G(d)
F (f)
αc αd
G(f)
commutes.
Using natural transformations we can even build more categories.
Theorem 2.2.8. Let C and D be two categories. The collection of functors from
C to D, denoted by Fun(C,D) is a category with objects functors and morphisms
natural transformations.
Notation 2.2.9. For two functors F,G : C → D, we denote the hom set in this
category as Nat(F,G).
This finally leads to the famous Yoneda lemma, which is one of the most powerful
results in category theory.
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Definition 2.2.10. Let c ∈ C be an object. There is a functor Yc : C → Set that
send each object d to the set HomC(c, d). Functoriality follows from composition.
Lemma 2.2.11. Let F : C → Set be a functor. For each object c ∈ C, there is a
bijection of sets
Nat(Yc, F ) ∼= F (c)
induced by the map that sends each natural transformation α to the value at the
identity αc(idc).
The definitions given up to here are quite cumbersome and necessitate the reader
to keep track of a lot of different information. It would be helpful if we could package
that same information and present it in a more elegant manner. The way we can
achieve this goal is by using simplicial sets.
2.2.2 Simplicial Sets: A Second Look at Categories
Simplicial sets are a very powerful tool that can help us study categories.
Definition 2.2.12. Let ∆ be the category with objects all non-empty finite linearly
ordered sets
[0] = {0}, [1] = {0 ≤ 1}, [2] = {0 ≤ 1 ≤ 2}, ...
and morphisms order-preserving maps of linearly ordered sets.
Notation 2.2.13. There are some specific morphisms in the category ∆ that we
will need later on.
 For each n ≥ 0 and 0 ≤ i ≤ n+ 1 there is a unique injective map
di : [n]→ [n+ 1]
such that i ∈ [n+ 1] is not in the image. More explicitly di(k) = k if k < i and
di(k) = k + 1 if k ≥ i.
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 For each n ≥ 1 and 0 ≤ i ≤ n there is a unique surjective map
si : [n]→ [n− 1]
defined as follows. si(k) = k if k ≤ i and si(k) = k − 1 if k > i. Notice in
particular that si(i) = si(i+ 1) = i and that si is injective for all other values.
We have following amazing fact regarding these two classes of maps.
Remark 2.2.14. Every morphisms in ∆ can be written as a finite composition of
these two classes of maps stated above. The maps satisfy certain relations that can
be found in [GJ09, Page 4].
Notation 2.2.15. Because of this remark we can depict the category ∆ as the
following
[0] [1] [2] · · ·d0
d1
s0
d0
d2
Having studied ∆ we can finally define a simplicial set.
Definition 2.2.16. A simplicial set is a functor X : ∆op → Set.
Remark 2.2.17. Recall that ∆op is the opposite category of ∆. It has the same objects
but every morphism has reverse source and targets.
Remark 2.2.18. Concretely a simplicial set is a choice of sets X0, X1, X2, ... which
have the appropriate functions between them. Using the diagram above, we can
depict a simplicial set as:
X0 X1 X2 · · ·
d1
d0
d2
d0
notice that all arrows are reversed because this functor is mapping out of the opposite
category of ∆.
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Definition 2.2.19. A simplicial set is a functor and so the collection of simplicial
sets is itself a category with morphisms being natural transformations. We will
denote this category by sSet.
A simplicial set is an amazing object of study. In the coming two sections we
will see how, depending on which aspects we focus on, a simplicial set can have a
very interesting and diverse behavior. For now we focus on the categorical aspects
of simplicial sets.
First we show how we can build a simplicial set out of a category.
Construction 2.2.20. Let C = (O,M) be a category. Then we define NC as the
following simplicial set. First we define it level-wise as
NC0 = O
NCn =M×O ...×OM
where there are n factors of M and n ≥ 1. So, the 0 level is the set of objects and
at level n we have the set of n composable morphisms.
Now we construct the maps between them. It suffices to specify the maps si and di.
If n = 0, then s0 : NC0 → NC1 is defined as s0 = idC. Moreover, d0, d1 : NC1 → NC0
are defined as d0 = s, d1 = t.
Let n ≥ 1 and let (f1, f2, ..., fn) ∈ NCn be an element. For 0 ≤ i ≤ n + 1, we
define di : NCn → NCn−1 for the following 3 cases:
(0) di((f1, f2, ..., fn)) = (f2, f3, ..., fn)
(1 to n) di((f1, f2, ..., fi−1, fi, ..., fn)) = (f1, f2, ..., fi−1fi, ..., fn)
(n+1) di((f1, f2, ..., fn)) = (f1, f2, ..., fn−1)
Similarly, for 0 ≤ i ≤ n we define si : Cn → Cn+1 for the following two cases:
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(0 to n) si((f1, f2, ..., fi, ..., fn)) = (f1, f2, ..., ids(fi), fi, ..., fn)
(n+1) si((f1, f2, ..., fi, ..., fn)) = (f1, f2, ..., fi, ..., fn, idt(fn))
It is an exercise in diagram chasing to show that NC satisfies the relations of a
simplicial set with the di and si defined above.
Remark 2.2.21. Notice in order to define NC it did not suffice to have a two sets
with 3 maps between them. We needed the existence of the composition map to be
able to make the definition work.
This construction merits a new definition.
Definition 2.2.22. Let C be a category. The nerve of C is the simplicial set NC
described above.
The nerve construction fits well into our philosophy of category theory.
Theorem 2.2.23. The nerve construction is functorial. Thus we get a functor
N : Cat→ sSet
Proof. We already constructed the map on objects. For a functor F : C → D, the
simplicial map NF : NC→ ND can be defined level-wise as
 NF0 = FO
 NFn = FM ×
FO
... ×
FO
FM.
From here on it is a diagram chasing exercise to see that NFn make all the necessary
squares commute.
Note that it clearly follows that if IC : C → C is the identity functor, then NIC is
the identity map. Moreover, N(F ◦G) = NF ◦NG.
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Example 2.2.24. We have already introduced the linearly ordered set [n] before
(Definition 2.2.12). We can think of [n] as a category, where the objects are the
elements and a morphism are ordered 2-tuples (i, j), where i ≤ j. The source of such
map (i, j) is i and the target is j. The identity map of an element i is the tuple (i, i).
Finally, we can compose two morphisms (i, j) and (j, k) to the morphism (i, k). This
gives us a category, which we will still denote by [n]. Notice in this case for each
chosen objects i, j there either is a unique morphism from i to j (if i ≤ j) or there
is no morphism at all.
There is a more direct way to think about the set of morphisms. The ordered set
[1] has two ordered elements 0 ≤ 1. Given that a morphism is a choice of two ordered
elements, we can think of a morphism as an order preserving map [1]→ [n]. But that
is exactly a morphism in the category ∆. Thus the set of morphisms also corresponds
to Hom∆([1], [n]). Let us compute N([n]). By definition N([n])0 = [n]. Moreover,
N([n])1 = Hom∆([1], [n]). Next notice that N([n])m = N([n])1 ×N([n])0 ... ×N([n])0
N([n])1, which corresponds to a choice of m ordered numbers (i1, i2, ..., im). Using
the same argument as the last paragraph, we see that N([n])m = Hom∆([m], [n]).
Thus, N([n]) is really just the representable functor
N([n]) = Hom∆(−, [n]) : ∆op → Set
.
This simplicial set is really special and thus deserves its own name.
Definition 2.2.25. For each n there is a representable functor, which maps [i] to
Hom∆([i], [n]). We will denote this simplicial set by ∆[n]. By the Yoneda lemma,
for any simplicial set X we have following isomorphism of sets:
HomsSet(∆[l], X) ∼= Xn.
By now we have shown that we can take a category and build a simplicial set out
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of it. But can we build every simplicial set this way? If not then which ones do we
get?
Definition 2.2.26. A simplicial set X satisfies the Segal condition if the map
Xn
∼=−−−→ X1 ×
X0
... ×
X0
X1
is a bijection for n ≥ 2.
The nerve NC satisfies the Segal condition by its very definition. Thus not every
simplicial set is equivalent to the nerve of a category. But what condition other than
the Segal condition do we need?
Theorem 2.2.27. Let X be a simplicial set that satisfies the Segal condition. Then
there exists a category C such that X is equivalent to NC.
Proof. We define the category C as follows. It has objects OC = X0 and morphisms
MC = X1. Then the source, target and identity maps are defined as sC = d1 : X1 →
X0, tC = d0 : X1 → X0, idC = s0 : X0 → X1 and the product map is defined as
mC = d1 : X2 → X1. Here we are using the fact that X2 ∼= X1 ×X0 X1. Thus we can
think of m as a map m :MC×OCMC →MC, which is exactly what we wanted. The
simplicial relations show that C satisfies the conditions stated in Definition 2.2.1.
Finally, we have the following bijection.
(NC)n =MC ×OC ... ×OCMC = X1 ×X0 ... ×X0 X1
∼= Xn
This shows that NC is equivalent to X and finished the proof.
The upshot is that a simplicial set that satisfies the Segal condition has the same
data as a category and so instead of keeping track of all the necessary data and maps
between them it packages everything very nicely and it gives us much better control.
This doesn’t just hold for the categories themselves, but also carries over to functors.
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Theorem 2.2.28. Let C and D be two categories. Then the functor N induces a
bijection of hom sets
N : HomCat(C,D)→ HomsSet(NC, ND)
Proof. We prove the result by showing the map above has an inverse. Let f : NC→
ND be a simplicial map. Then we define P (f) as the functor that is defined on
objects as f0 and defined on morphisms as f1. The simplicial identities then show
that it satisfies the conditions of a functors. Finally, for any functor F : C→ D, the
composition PN(F ) = F by definition. On the other hand for any simplicial map
f : NC→ ND, NP (f) = f as they agree at level 0 and 1 and that characterizes the
map completely.
Up until now we have shown how we can use the data of a simplicial set to study
categories and recover category theory. The next goal is to show we can use the same
ideas to study homotopy theory.
2.2.3 Homotopy Theory of Topological Spaces
Homotopy theory can now be found in many forms, but one of the most famous
examples of homotopy theories is the homotopy theory of spaces. Again, similar to
the case of categories, there are various ways to study spaces. Let us first review the
more familiar one: topological spaces. Recall the classical definition of homotopies
of topological spaces.
Definition 2.2.29. Two maps of topological spaces f, g : X → Y are called ho-
motopic if there exists a map H : X × [0, 1] → Y such that H|X×{0} = f and
H|X×{1} = g.
Definition 2.2.30. A map f : X → Y is called a homotopy equivalence if there
exists a map g : Y → X such that both fg and gf are homotopic to the identity
map.
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A key question in the homotopy theory of spaces is to determine whether a map is
an equivalence or not. However topological spaces can be quite pathological and so
we often look for suitable ”replacements” i.e. equivalent spaces which have a simpler
structure. One good example is a CW-complex.
Theorem 2.2.31. For each topological space X there exists a CW-complex X˜ and
map X˜ → X that is a homotopy equivalence.
Thus from a homotopical perspective it often suffices to study CW-complexes
rather than all spaces. However, a CW-complex is built out of simplices. Thus what
we really care about is how many simplices we have and how they are attached to
each other. This suggests that we can study spaces from the perspective of simplicial
sets.
2.2.4 Simplicial Sets: A Second Look at Spaces
Here we show how we can use simplicial sets to study the homotopy theory of topo-
logical spaces. We have already defined simplicial sets in the previous section. So,
first we show how to construct a simplicial set out of any topological space.
Definition 2.2.32. Let S(l) be the standard l + 1-simplex. Concretely S(l) is
the convex hull of the l + 1 points (1, 0, ..., 0), (0, 1, ..., 0), ..., (0, 0, ..., 1) in Rl+1. In
particular, S(0) is a point, S(1) is an interval and S(2) is a triangle.
Remark 2.2.33. One important fact about those simplices is that the boundary is
built out of lower dimensional simplices. For example, the boundary of a line is the
union of two points or the boundary of a triangle is the union of three lines. This
means we have two maps d0, d1 : S(0)→ S(1) that map to the two boundary points
or we have three maps d0, d1, d2 : S(1)→ S(2).
On the other side, we can always collapse one boundary component to lower the
dimension of our simplex. Thus there are two ways to collapse our triangle S(2) to
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a line S(1), which gives us two maps s0, s1 : S(2) → S(1). It turns out these maps
do satisfy the covariant version of the simplicial identities, which are also called the
cosimplicial identities. This means we can thus define a functor
S : ∆→ Top
This functor can be depicted in the following diagram.
S(0) S(1) S(2) · · ·d0
d1
s0
d0
d2
Definition 2.2.34. Let X be a topological space. We define the simplicial set S(X)
as follows. Level-wise we define S(X) as
S(X)n = HomTop(S(n), X).
The functoriality of I as described in the remark above shows that this indeed gives
us a simplicial set.
Thus we can build a simplicial set out of every topological space. Each level
indicates how many n + 1-simplices can be mapped into our space. However, we
cannot build every kind of simplicial set this way. Rather the simplicial set we
constructed is called a Kan complex. In order to be able to give a definition we need
to gain a better understanding of simplicial sets first.
Definition 2.2.35. We say K is a subsimplicial set of S, if for any l we have Kl ⊂ Sl.
Example 2.2.36. There are two important classes of sub simplicial sets of ∆[l]
(Definition 2.2.25):
1. The first one is denoted by ∂∆[l] and defined as follows: ∂∆[l]i is the subset
of all non-surjective maps in Hom∆([i], [l]). In particular, this implies that for
i < n, we have ∂∆[l]i = ∆[l]i and for i = l we have ∂∆[l]l = ∆[l]l − {id[l]}.
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Intuitively it looks like the boundary of our convex space i.e. ∆[l] with the
center n-dimensional cell removed.
2. The second is denoted by Λ[l]i (0 ≤ i ≤ l) and consists of non-surjective
maps that satisfy the following condition: (Λ[n]i)j is the subset of all maps
in Hom∆([j], [l]), that satisfy following condition. If i is not in the image of
the map then at least one other elements also has to be not in the image.
Concretely, this means it is also a subspace of ∂∆[l] and it excludes the face
which is formed by all vertices except for i. Intuitively, this one looks like
a boundary where one of the faces (the one opposing the vertex i) has been
removed as well. Given the resulting shape it is very often called a ”horn”.
Having gone through these definitions we can finally define a Kan complex.
Definition 2.2.37. A simplicial set K is called a Kan complex if for any l ≥ 0 and
0 ≤ i ≤ l, the map
HomS(∆[l], K)→ HomS(Λ[l]i, K)
is surjective.
Remark 2.2.38. Basically the definition is saying that following diagram lifts:
Λ[l]i K
∆[l]
Example 2.2.39. For every topological space X, the simplicial set SX is a Kan
complex. We will not prove this fact here. It relies on the idea that a topological
space has no sense of direction. Thus every path can be inverted. Concretely, for any
map γ : I(1)→ X, there is a map γ−1 : I(1)→ X that is defined as γ−1(t) = γ(1−t).
Thus every element γ ∈ S(X)1 has a reverse path. A similar concept applies to higher
dimensional maps.
It is that idea that allows us to lift any map of the form above. For a rigorous
argument see [GJ09, Chapter 1].
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Example 2.2.40. Contrary to the example above ∆[l] is not a Kan complex (if
l > 0). For example the map Λ[2]0 → ∆[l] that sends 0 to 0, 1 to 2 and 2 to 1 cannot
be lifted.
The definition above is a special case of a Kan fibration.
Definition 2.2.41. A map of simplicial sets f : S  T is a Kan fibration if any
commutative square of the form
Λ[l]i S
∆[l] T
lifts, where n ≥ 0 and 0 ≤ i ≤ n.
Remark 2.2.42. This generalizes Kan complexes as K is a Kan complex if and only
if the map K → ∆[0] is a Kan fibration. As a result, if K  L is a Kan fibration
and L is Kan fibrant, then K is also Kan fibrant
Kan complexes share many characteristics with topological spaces. In particular,
we can talk about equivalences and homotopies.
Definition 2.2.43. Two maps f, g : L → K between Kan complexes are called
homotopic if there exists a map H : L×∆[1]→ K such that H|0 = f and H|1 = g.
Remark 2.2.44. This definition can be made for any simplicial set, but it is only a
equivalence relation for the case of Kan complex.
Example 2.2.45. One particular instance of this definition is when L = ∆[0]. In
this case we have two points x, y : ∆[0] → K. We say x and y are homotopic or
equivalent if there is a map γ : ∆[1]→ K such that γ(0) = x and γ(1) = y.
Definition 2.2.46. A map f : L→ K between Kan complexes is called an equiva-
lence if there are maps g, h : K → L such that fg : K → K is homotopic to idK and
hf : L→ L is homotopic to idL.
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Most importantly, in order to study equivalences of spaces it suffices to study
equivalences of the analogous Kan complexes.
Lemma 2.2.47. A map of topological spaces f : X → Y is a homotopy equivalence
if and only if the map of Kan complexes Sf : SX → SY is a homotopy equivalence.
Seeing how that result holds requires us to use much more machinery. One very
efficient way is to use the language of model categories. A model structure can capture
the homotopical data in the context of a category. Using model categories we can
show that topological spaces and simplicial sets (if we focus on Kan complexes) have
equivalent model structures. For a better understanding of model structures see
Section 2.7.
Remark 2.2.48. Kan fibrations are important in the homotopy theory of simplicial
sets. That is because base change along Kan fibrations is equivalence preserving. By
that we mean that in the following pullback diagram
K ×
M
L K
L M
p
'
g∗f
g
'
f
if f is an equivalence and g is a Kan fibration then g∗f is also an equivalence.
Moreover, the pullback of a Kan fibration is also a Kan fibration. Thus we say such
a pullback diagram is homotopy invariant.
Remark 2.2.49. The homotopy invariance of base change by a Kan fibration implies
in particular that we can define a homotopy pullback. We say a diagram of Kan
complexes
A B
C D
p
g
f
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is a homotopy pullback if the induced map A→ B×DC is a homotopy equivalence. In
other words, we demand a pullback “up to homotopy” rather than a strict pullback.
The fact that g is a Kan fibration implies that this definition is well-defined.
Before we move on we will focus on one particular, yet very important instance of
a homotopy equivalence.
Definition 2.2.50. A Kan complex K is contractible if the map K → ∆[0] is a
homotopy equivalence.
Remark 2.2.51. The notion of a contractible Kan complex is central in homotopy
theory. It is the homotopical analogue of uniqueness as it implies that every two
points in K are equivalent. Moreover, any two paths are themselves equivalent in
the suitable sense and this pattern continues.
A contractible Kan complex is again a special kind of Kan fibration.
Definition 2.2.52. We say a map K → L is a trivial Kan fibration if it is a Kan
fibration and a weak equivalence.
Lemma 2.2.53. A map K → L is a trivial Kan fibration if and only if it is a Kan
fibration and for every map ∆[0]→ L, the fiber ∆[0]×L K is contractible.
Remark 2.2.54. Thus a trivial Kan fibration not only has lifts, but the space of lifts
is contractible, meaning there is really only one choice of lift up to homotopy.
Having a homotopical notion of an isomorphism, namely an equivalence, we can
also define the homotopical version of an injection, namely a (−1)-truncated map.
Definition 2.2.55. A Kan fibration K → L is (−1)-truncated if for every map
∆[0]→ L, the fiber ∆[0]×L K is either contractible or empty.
Before we move on there is one last property of Kan complexes that we need,
namely that they are Cartesian closed.
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Remark 2.2.56. The category of simplicial sets is Cartesian closed. For every two
simplicial sets X, Y there is a mapping simplicial set, Map(X, Y ) defined level-wise
as
Map(X, Y )n = Hom(X ×∆[n], Y ).
Proposition 2.2.57. If K is a Kan complex, then for every simplicial set X, the
simplicial set Map(X,K) is also a Kan complex.
Notation 2.2.58. As we have established a well functioning homotopy theory with
Kan complexes, we will henceforth exclusively use the word space to be a Kan com-
plex.
2.2.5 Two Paths Coming Together
Until now we showed that we can think of categories as a simplicial set that satisfies
the Segal condition and a topological space as a Kan complex. Thus simplicial sets
have two different aspects to them.
We can either think of simplicial sets that have a notion of direction and allow us
to do category theory. When we think of simplicial sets this way we denote them by
sSet and pictorially we can depict them as:
C0 C1 C2 · · ·id
s
t
m
On the other side, we can think of simplicial sets that have homotopical properties.
In this case we call them spaces and denote that very same category as S. This time
we depict it as:
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K0
K1
K2
...
s0
d0 d1
d0 d2
A higher category should generalize categories and spaces at the same time. Thus
our goal is it to embed both versions of simplicial sets (categorical and homotopical)
into a larger setting. We need to start with a category which can house two versions
of simplicial sets in itself independent of each other so that we can give each the
properties we desire and make sure one part has a categorical behavior and one part
has a homotopical behavior. This point of view leads us to the study of simplicial
spaces.
2.2.6 Simplicial Spaces
In this section we define and study objects that have enough room to fit two versions
of simplicial sets inside of it. We will call this object a simplicial space, although
they are also known as bisimplicial sets. The next subsection will justify why we
have decided to use the term simplicial space.
Definition 2.2.59. We define the category of simplicial spaces as Fun(∆op, S) and
denote it by sS.
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Remark 2.2.60. We have the adjunction
Fun(∆op ×∆op, Set) ∼= Fun(∆op, Fun(∆op, Set)) = Fun(∆op, S).
Thus on a categorical level a simplicial space is a bisimplicial set. Therefore, we can
depict it at the same time as a bisimplicial set or as a simplicial space. We an depict
those two as follows:
X00 X10 X20 · · ·
X01 X11 X21 · · ·
X02 X12 X22 · · ·
...
...
...
. . .
X0• X1• X2• · · ·
Notice that X0•, X1•, ... are themselves simplicial sets.
Remark 2.2.61. There are two ways to embed simplicial sets into simplicial spaces.
1. There is a functor
iF : ∆×∆→ ∆
that send ([n], [m]) to [n]. This induces a functor
i∗F : sSet→ sS
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that takes a simplicial set S to the simplicial space i∗F (S) defined as follows.
i∗F (S)kl = Sk
We call this embedding the vertical embedding.
2. There is a functor
i∆ : ∆×∆→ ∆
that send ([n], [m]) to [m]. This induces a functor
i∗∆ : sSet→ sS
that takes a simplicial set S to the simplicial space i∗∆(S) defined as follows.
iF (S)kl = Sl
We call this embedding the horizontal embedding.
Given that there are two embeddings there are two ways to embed generators.
Definition 2.2.62. We define F (n) = i∗F (∆[n]) and ∆[l] = i
∗
∆(∆[l]). Similarly, we
define ∂F (n) = i∗F (∂∆[n]) and L(n)i = i
∗
F (Λ[n]i).
The category of simplicial spaces has many pleasant features that we will need
later on.
Definition 2.2.63. The category of simplicial spaces is Cartesian closed. For any
two objects X and Y we define the simplicial space Y X as
(Y X)nl = HomsS(F (n)×∆[l]×X, Y )
Remark 2.2.64. In particular, the previous statement implies that sS is enriched
over simplicial sets, as for every X and Y , we have a mapping space MapsS(X, Y ) =
(Y X)0.
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Remark 2.2.65. Using the enrichment, by the Yoneda lemma, for any simplicial space
X we have following isomorphism of simplicial sets:
MapsS(F (n), X) ∼= Xn.
2.3 Segal Spaces
The goal of this section is to introduce Segal spaces and show how the conditions
we impose on it actually allows us to do interesting higher categorical constructions.
In the previous section we described that in order to study category theory and
homotopy theory at the same time we need to expand our playing field and use
simplicial spaces. However, clearly we cannot just use any simplicial space, but
rather need to impose the right set of conditions to be able to develop a proper
theory. We will achieve this goal in three steps:
1. Reedy fibrant simplicial spaces
2. Segal spaces
3. Complete Segal spaces
In this section we focus on the first two conditions. The next section will discuss the
last condition.
2.3.1 Reedy Fibrant Simplicial Spaces
First we have to make sure that the vertical axis actually behave like a space as
described in Subsection 2.2.4. This is achieved by the Reedy fibrancy condition.
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Definition 2.3.1. A simplicial space X ∈ sS is Reedy fibrant if for every n ≥ 0, the
induced map of spaces
MapsS(F (n), X)MapsS(∂F (n), X)
is a Kan fibration.
Remark 2.3.2. By the Yonda lemma MapsS(F (n), X) ∼= Xn. Moreover,
MapsS(∂F (0), X) = MapsS(∅, X) = ∆[0]
so an inductive argument shows that Xn is a Kan complex. Notice, the opposite
does not necessarily hold. In other words, a level-wise Kan fibrant simplicial space
is not necessarily Reedy fibrant.
Remark 2.3.3. At the beginning of Subsection 4.2.2 we stated that we chose to use
the word simplicial space rather than bisimplicial set. The reason is exactly because
we will focus on the Reedy fibrancy condition which guarantees to us that we have
level-wise spaces.
Remark 2.3.4. Concretely, X is Reedy fibrant if for every n ≥ 0, l ≥ 0, 0 ≤ i ≤ n the
following diagram lifts.
∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i X
F (n)×∆[l]
As is the case for Kan fibrations there is an analogous Reedy fibration. A map
Y  X is a Reedy fibration if the following square lifts.
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∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i Y
F (n)×∆[l] X
Remark 2.3.5. Note in particular X is Reedy fibrant if and only if X → F (0) is a
Reedy fibration. So, if Y  X is a Reedy fibration and X is Reedy fibrant then Y
is also Reedy fibrant.
Remark 2.3.6. [Rez01, 2.5] If X is Reedy fibrant and Y is any simplicial space then
XY is also Reedy fibrant.
As Reedy fibrant simplicial spaces are just level-wise spaces they have their own
homotopy theory.
Definition 2.3.7. A map of X → Y of Reedy fibrant simplicial spaces is an equi-
valence if and only if for any n ≥ 0, the map of spaces Xn → Yn is an equivalence of
spaces.
Remark 2.3.8. One important reason we use the Reedy fibrancy condition is outlined
in Remark 2.2.48. We want all definitions to be homotopy invariant and as many
of those definitions have pullback conditions involved, Reedy fibrancy is an effective
way to guarantee that all definitions have that condition.
Remark 2.3.9. There is a more conceptual reason for the Reedy fibrancy condition.
It allows us to use the tools from the theory of model categories to study higher
categories (Theorem 2.7.8).
2.3.2 Defining Segal Spaces
In the last subsection we made sure that the vertical axis of the simplicial space
actually has the behavior of spaces, by adding the Reedy fibrancy condition. In the
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next step we will add the necessary condition to the horizontal axis to make sure
it has the proper categorical behavior, which will lead to the definition of a Segal
space. Segal spaces were originally defined in [Rez01, Section 4]
Recall in Subsection 2.2.2 we showed how a category is really a simplicial set that
satisfies the Segal condition. We want to repeat that argument for simplicial spaces.
Construction 2.3.10. Let αi ∈ F (n)1 = Hom∆([1], [n]) be defined by αi(k) = k+i,
where 0 ≤ i ≤ n− 1. Concretely it is the map [1]→ [n], which takes 0 to i and 1 to
i + 1. Let G(n) be the simplicial subspace of F (n) generated by A = {αi : 0 ≤ i ≤
n− 1}. This means that
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)
where there are n factors of F (1). Let ϕn : G(n) → F (n) be the natural inclusion
map. Thus we think of G(n) as a subobject of F (n). This is commonly known as
the “spine” of F (n).
Remark 2.3.11. It easily follows that for a simplicial space X we have
MapsS(G(n), X) ∼= X1 d0×
X0
d1X1
d0×
X0
d1 ... d0×
X0
d1X1
d0×
X0
d1X1
where there are n factors of X1 and d0, d1 : X1 → X0 are the simplicial maps. This
gives us the following canonical Kan fibration:
ϕn = (ϕ
n)∗ : Xn ∼= MapsS(F (n), X)→MapsS(G(n), X) ∼= X1 ×
X0
... ×
X0
X1.
Having properly defined our map we can now make following definition.
Definition 2.3.12. A Segal space Tn ∈ sS is a Reedy fibrant simplicial space such
that the canonical map
ϕn : Tn
'−−−→ T1 ×
T0
...×
T0
T1
is a Kan equivalence for every n ≥ 2.
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Note that Reedy fibrancy implies that the maps ϕn are actually fibrations and
so, for Segal spaces, these maps are trivial fibrations. Also, Reedy fibrancy tells us
that d1 and d0 are fibrations of spaces and so the pullbacks are already homotopy
pullbacks.
Intuition 2.3.13. What is the idea of a Segal space? If T is a Segal space then it is
a simplicial space, thus has spaces T0, T1, T2, ... . The Segal condition tells us that
we should think of T0 as the “space of objects”, T1 the “space of morphisms”, T2
the “space of compositions”. Let us see how we can manifest those ideas in a more
concretely:
n=2: The first condition states that T2
'−−−→ T1×T0 T1. Note that T2 is the space
of 2-cells. Concretely, we depict a 2-cell σ as follows:
y
x z
gf σ
Similarly, we think of T1 ×T0 T1 as the space of two composable arrows, which we
depict as:
y
x z
gf
The Segal condition states that every such diagram can be filled out to a complete
2-cell:
y
x z
g
h
f σ
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From this point of view, we think of h as the composition of f and g, and we think
of σ as a witness of that composition. Thus we often depict h as g ◦ f .
Right here we can already notice the difference between the classical setting and
the higher categorical setting. In the classical setting every two composable maps
have a unique composition, whereas in this case neither h nor σ are unique. Rather
we only know such lift exists. In the next part we will explain how we are still
justified in using a specific name (“g ◦ f”) despite its non-uniqueness.
n=3: The second condition is that T3
'−−−→ T1 ×T0 T1 ×T0 T1.
T3 is the space of 3-cells. We depict a 3-cell as a tetrahedron.
w
x y
z
f
g
h
σ
γ
where all 2-cells and the middle 3-cell are filled out. On the other hand T1×T0T1×T0T1
can be depicted as three composable arrows.
33
wx y
z
f
g
h
The Segal condition then implies that this diagram can be completed to a diagram
of the form:
w
x y
z
h◦(g◦f)
(h◦g)◦f
g◦f
f
g
h◦gh
σ
γ
In the diagram above the 2-cell σ witnesses the composition of f and g and the 2-cell
γ witnesses the composition of g and h. The middle 3-cell (and the two other 2-cells)
witness an equivalence between the composition h ◦ (g ◦ f) and (h ◦ g) ◦ f . So, the
existence of this 3-cell witnesses the associativity of the composition operation.
The Segal condition for 3-cells has even more interesting implications. In the
previous part we discussed that composition is not unique and that any lift is a
possible composition. Using the Segal condition we can show that every two choices
of equivalences are equivalent.
Let f : x → y g : y → z, then the Segal condition implies we can fill in following
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diagram:
z
x x
y
c1
f
idx
f
c2
g
σ γ
f
The two cells σ and γ represent two possible compositions, which we denoted by c1
and c2. The Segal condition (which fills in a 3-cell) tells us that those two composi-
tions are equivalent.
Up to here the goal has been to give the reader an intuition on how a Segal space
take familiar concepts from category theory and generalize them to a homotopical
setting. The goal of the next subsection is to actually give precise definitions and
make those intuitive arguments rigorous.
2.3.3 Category Theory of Segal Spaces
The goal of this subsection is to make our first steps towards studying the category
theory of Segal spaces. In particular, we define objects, morphisms, compositions
and homotopy equivalences. A lot of the concepts here are guided by the ideas
introduced in Intuition 2.3.13. The work here was originally developed in [Rez01,
Section 5].
Definition 2.3.14. Let T be a Segal space. We define the objects of T as the set of
objects of T0. Thus, Obj(T ) = T00.
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Intuition 2.3.15. In Intuition 2.3.13 we discussed how T0 should be the “space of
objects”. Consistent with that philosophy the points in T0 are exactly the objects.
Notation 2.3.16. Following standard conventions we often use the notation x ∈ T
to denote an object x in the Segal space T .
Definition 2.3.17. For two objects x, y ∈ T , we define the mapping space by the
following pullback:
mapT (x, y) T1
∆[0] T0 × T0
p
(d0,d1)
(x,y)
or in other words the fiber of (d0, d1) over the point (x, y).
Intuition 2.3.18. Again this definition is consistent with Intuition 2.3.13. T1 should
be thought of as the “space of morphism”. From that point of view the boundary
map d0 gives us the source of the morphism and d1 is the target of the morphism.
The space of morphisms that start at a certain object x and end with the object y
is exactly the pullback constructed above.
Remark 2.3.19. We can compare the definition of a mapping space to the definition of
a Hom set in a usual category as introduced in Remark 2.2.4. The overall definitions
are very similar, giving one more evidence that this is a good way to define the space
of maps.
Again by Reedy fibrancy the map (d0, d1) is a fibration and so our pullback diagram
is actually homotopy invariant.
Notation 2.3.20. In order to simplify our notation instead of writing f ∈ mapT (x, y)
we will use the more familiar f : x→ y.
Remark 2.3.21. The fact that (d0, d1) is a Kan fibration also implies that mapT (x, y)
is a Kan complex, which justifies using the word mapping space.
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Our main goal now is to make the idea of composition, which we discussed in the
last subsection, precise. In order to do so we need to define the space of compositions.
Definition 2.3.22. Let x0, x1, ..., xn ∈ Ob(T ) be objects in T . We define the space
of composition mapT (x0, ..., xn) as the pullback:
mapT (x0, ..., xn) Tn
∗ (T0)n+1
p
(x0,x1,...,xn+1)
or, in other words, the fiber of the map Tn → T n+10 over the point (x0, x1, ..., xn).
Intuition 2.3.23. We can think of a point in mapT (x0, ..., xn) as an n + 1-simplex
which has vertices x0, x1, ..., xn. In particular, a point in mapT (x0, x1, x2) is the
following triangle.
x1
x0 x2
σ
Remark 2.3.24. We have the commuting triangle
Tn T1 ×
T0
...×
T0
T1
T0 × ...× T0
'
ϕn
where the top map is a trivial Kan fibration. Pulling back this equivalence along the
point (x0, ..., xn) : ∆[0]→ (T0)n+1 we get the trivial fibration
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ϕn|mapT (x0,...,xn) : mapT (x0, ..., xn)
'−−−→ mapT (x0, x1)× ...×mapT (xn−1, xn).
Intuition 2.3.25. Intuitively, this map takes an n+1-simplex with vertices x0, x1, ..., xn
and restricts it to the spine. For example the triangle above we will be restricted to
the diagram:
x1
x0 x2
Construction 2.3.26. Using this map we can give a rigorous definition of the com-
position map. Let us fix three objects x, y and z in T . This gives us following
diagram:
map(x, y, z) map(x, z)
map(x, y)×map(y, z)
'(α0,α1)
d1
Here (α0, α1) : T2 → T1 ×T0 T1 and d1 : W2 → W1 are both restrictions of the actual
maps. Now picking two morphisms f ∈ mapT (x, y), g ∈ mapT (y, z) is the same
as picking a map ∆[0] → mapT (x, y) × mapT (y, z). That allows us to expand our
diagram to following pullback diagram:
Comp(f, g) map(x, y, z) map(x, z)
∆[0] map(x, y)×map(y, z)
p
' '(α0,α1)
d1
(f,g)
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We can now take any point ν ∈ Comp(f, g), then d1ν ∈ mapT (x, z) is a composition
morphism for (f, g). At first this definition might seem arbitrary as we are choosing
a point. However, the map Comp(f, g) → ∆[0] is an equivalence, which means
Comp(f, g) is contractible. Thus any two points ν1 and ν2 are equivalent. Thus we
are justified in naming any such choice d1ν = g ◦f as our composition map, with the
understanding that there is a contractible space of such choices. This is the precise
argument for why compositions are unique, which was already outlined in Intuition
2.3.13.
Intuition 2.3.27. The way to think about it is that f and g are the morphisms we
are trying to compose d1ν = g ◦ f is the composition and ν is the witness for that
composition. This can be captured in the following diagram:
y
x z
g
g◦f
f ν
This exactly ties back to our discussion in Intuition 2.3.13. It is by using the pro-
perties of Kan fibrations and contractibility that can make those ideas into precise
definitions.
In this subsection we focused on the categorical aspects of a Segal space in the
sense that it has objects, morphisms and identity maps. Moreover, those satisfy a
homotopical analogue of composition, identity rule and associativity. In the next
subsection we will focus on homotopical aspects. However, there is one homotopical
definition that we need right now.
Definition 2.3.28. Let x, y ∈ T be two objects. We say two morphisms f, g ∈
mapT (x, y) are homotopic and denote it by f ∼ g, if the two maps f, g : ∆[0] →
map(x, y) are homotopic maps in the space mapT (x, y), as discussed in Example
2.2.45.
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Definition 2.3.29. For every object there is a notion of an identity map. It is the
image of x under the degeneracy map s0 : T0 → T1. Following standard notation, we
denote the identity map of x as idx.
Having a definition of a composition and identity map in a Segal space, we can
show they satisfy the right homotopical properties.
Proposition 2.3.30. Let f ∈ mapT (x, y), g ∈ mapT (y, z) and h ∈ mapT (z, w).
Then, h◦ (g ◦f) ∼ (h◦ g)◦f and f ◦ idx ∼ idy ◦f ∼ f i.e. composition is associative
and has units up to homotopy.
Proof. We have following commutative diagram
mapT (x, y)×mapT (y, z)×mapT (z, w)
mapT (x, y, z, w)
mapT (x, y, w) mapT (x, z, w)
mapT (x,w)
d1
d2
'
d1
d1
If we take (f, g, h) ∈ mapT (x, y) × mapT (y, z) × mapT (z, w) we can lift it to a
σ ∈ mapT (x, y, z, w). Going the left hand map gives us (h◦g)◦f , but the right hand
map gives us h ◦ (g ◦ f). This proves associativity.
For the identity relation, let f ∈ mapT (x, y), this gives us a 2-cell s0(f) ∈
mapT (x, x, y), which satisfies ϕ2(s0(f)) = (idx, f). Moreover, d1(s0(f)) = f . This
proves one side of the identity relation. The other side follows similarly.
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Remark 2.3.31. For a different (but similar) way to prove the same proposition see
[Rez01, Proposition 5.4].
This proposition allows us construct an ordinary category out of every Segal space,
confirming the connection between Segal spaces and categories.
Construction 2.3.32. Let T be a Segal space. We will define the category, called
the homotopy category and denoted by HoT , as follows. We let the objects of HoT
to be the objects of T . For two objects x, y ∈ HoT we define the mapping space as
HomHoT (x, y) = pi0(mapT (x, y))
in other words HomHoT (x, y) is the set of path components of the space mapT (x, y).
For three objects x, y, z ∈ HoT , the composition map mapT (x, y)×mapT (y, z)→
mapT (x, z) gives us a composition map
HomHoT (x, y)×HomHoT (y, z)→ HomHoT (x, z).
This construction gives us following theorem.
Theorem 2.3.33. Let T be a Segal space. Then HoT is a category.
Proof. We already specified the objects, morphisms and composition. The previous
proposition shows that this composition has identity maps and is associative.
2.3.4 Homotopy Equivalences
A Segal space should be amalgamation of category theory and homotopy theory. Up
to here we mostly focused on basic categorical phenomena. In this subsection we
point to some homotopical aspects of a Segal space. In particular, we will discuss
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homotopic maps and homotopy equivalences in a Segal space. Most of the work in
this subsection follows [Rez01, Section 5].
In the last subsection we already discussed the definition of homotopic morphisms.
That was made possible by the fact that we have mapping spaces (rather than sets)
combined with the homotopy theory of spaces. This naturally leads to the next
definition.
Definition 2.3.34. Let T be a Segal space. A morphism f ∈ mapT (x, y) is a
homotopy equivalence if there exist maps g, h ∈ mapT (y, x) such that g ◦ f ∼ idx
and f ◦ h ∼ idy.
Intuition 2.3.35. Although it might appear as the definition only involves the exis-
tence of three maps, but in reality the nature of a Segal space demands that there
are several other important pieces of information. In particular, each composition
g ◦ f and f ◦ h has a 2-cell that witnesses the composition. Moreover, there are ho-
motopies between the compositions and identities. The information can be captured
in a diagram of the following form
x x
y y
idx
f
h
idy
g
Remark 2.3.36. Note that Proposition 2.3.30 implies that
g ∼ g ◦ idy ∼ g ◦ f ◦ h ∼ idx ◦ h ∼ h
and so the inverse is unique (as always only up to homotopy).
There is another way to define homotopy equivalences.
Construction 2.3.37. Let Z(3) be the simplicial space defined by the colimit of
the following diagram.
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F (1) F (1) F (1)
F (0) F (0)
11 00
Thus the space Map(Z(3), T ) is the limit of the following diagram.
T1 T1 T1
T0 T0
d1
d1
d0
d0
which we can also express as.
Map(Z(3), T ) ∼= T1 d1×d1T0T1 d0×d0T0T1
. This construction comes with the following map.
(d1d3, d0d3, d1d0) : T3 → T1 d1×d1T0T1 d0×d0T0T1
It follows from the simplicial identities that this map is well-defined, by which we
mean that
d1d1d3 = d1d0d3 and d0d0d3 = d0d1d0.
Also, for any f ∈ T1 we have (s0d0f, f, s0d1f) ∈ T1 d1×d1T0T1 d0×d0T0T1
Lemma 2.3.38. A map f is an equivalence if and only if the element
(s0d0f, f, s0d1f) ∈ T1 d1×d1T0T1 d0×d0T0T1
lifts to an element H ∈ T3.
Proof. Let f : x→ y be a homotopy equivalence and g be its inverse. Then (g, f, g) ∈
T1×T0 T1×T0 T1 ' T3 and (d1d3, d0d3, d1d0)(g, f, g) = (idx, f, idy), which implies that
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(g, f, g) is our lift. On the other side, assume that (idx, f, idy) lifts to H ∈ T3. Let
us denote d2d1H = g and d0d0H = h. Now, d3H gives a homotopy from the map gf
to idy and d0H gives a homotopy from the map hf to idx. This means that f is a
homotopy equivalence and so we are done.
Intuition 2.3.39. The description here can seem quite confusing and so a more de-
tailed breakdown can be quite helpful. The element in (idx, f, idy) ∈ T1 d1×d1T0T1 d0×d0T0T1
can be represented by the diagram:
x
y x
y
idy f
idx
A lift to an element in T3 would imply the existence of a diagram of the following
form.
x
y x
y
g
idy
g
f
idxh
g ι2
ι1
The data in this diagram is exactly that of two morphisms g, h : y → x and two
2-cells ι1, ι2 that give us the right and left inverses.
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Remark 2.3.40. On a first look Definition 2.3.34 and Lemma 2.3.38 might seem
different, but we can use the Segal condition to show that they are actually the
same. Note that we have two maps
β1 : F (2)→ F (3)
β1 : F (2)→ F (3)
defined as β1(0) = 0, β1(1) = 1, β1(2) = 2 and β2(0) = 1, β2(1) = 2, β2(2) = 3. Notice
that d2β1 = d0β2 : F (1) → F (3), namely the map that sends 0 to 1 and 1 to 2, so
we call it β3. Thus this gives us following map:
β1
∐
β3
β2 : F (2)
d2
d2∐
F (1)
F (2)→ F (3)
This gives us following commuting triangle.
T3 T2 ×
T1
T2
T1 ×
T0
T1 ×
T0
T1
β1
∐
β3
β2
'
ϕ3
'
(ϕ2,ϕ2)
By the Segal condition the down left map is an equivalence. Using the Segal condition
twice also implies that the right map is an equivalence. By the Segal condition the two
diagonal maps are equivalences which means the top horizontal map is an equivalence
as well.
But we also have the equivalence F (2)
∐
F (1) F (2)
∼= F (1) × F (1), which gives us
equivalences
T3 ' T2 ×T1 T2 ∼= Map(F (1)× F (1), T )
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This means that in a Segal space there is an equivalence between T3 and maps of
squares into T . Therefore, we can impose the right conditions on either shape to
define a notion of equivalence.
This second method gives us an easy way of showing that the notion of a homotopy
equivalence is homotopy invariant.
Lemma 2.3.41. Let γ : ∆[1]→ T1 be a path from γ(0) = f ∈ T1 to γ(1) = f ′ ∈ T1
and f ′ is a homotopy equivalence. Then f is also an homotopy equivalence.
Proof. We have the following diagram.
∆[0] T3
∆[1] T1 T1
d1×
T0
d1T1
d0×
T0
d0T1
1 (d1d3,d0d3,d1d0)
γ˜
γ (s0d0,idT1 ,s0d1)
This diagram lifts because the right-hand map is a fibration. Thus γ˜(1) is the lift of
(s0d0g, g, s0d1g) which we were looking for.
Definition 2.3.42. We define i : Thoequiv ↪→ T1 as the subspace generated by the set
of homotopy equivalences and call it the space of homotopy equivalences.
Remark 2.3.43. Lemma 2.3.41 implies that this map is (−1)-truncated (Definition
2.2.55).
There are other, yet equivalent ways to understand the space Thoequiv and its (−1)-
truncated map from Thoequiv → T1.
Theorem 2.3.44. In the following pullback diagram
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Thoeqchoice T3
Thoequiv
T1 T1
d1×
T0
d1T1
d0×
T0
d0T1
j
U
p
(d1d3,d0d3,d1d0)
i
(s0d0,idT1 ,s0d1)
the map j factors through i and the resulting map U is a homotopy equivalence.
Proof. In order to prove our result we have to show that for every homotopy equi-
valence f : x → y ∈ Thoequiv the fiber of U over f , which we call HEquiv(f), is a
contractible space. This means we are looking at following pullback squares.
HEquiv(f) Thoeqchoice T3
∆[0] Thoequiv T1 T1
d1×
T0
d1T1
d0×
T0
d0T1
p p
(d1d3,d0d3,d1d0)
f i (s0d0,idT1 ,s0d1)
HEquiv(f) is really the subspace of T3 generated by all point H such that
(d1d3, d0d3, d1d0)(H) = (idx, f, idy).
We already know that f is an equivalence which means there exists maps g, h such
that f ◦ g and h ◦ f are equivalent to identity maps, which implies that HEquiv(f)
is non-empty. Finally, we also have following homotopy pullback square:
HEquiv(f) T3
∆[0] T1 ×
T0
T1 ×
T0
T1
' 'ϕ3
(h,f,g)
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This follows from the fact that ϕ3 is a Kan fibration and so the pullback is homotopy
invariant combined with the fact that any choice of inverses for f are themselves
equivalent maps (Remark 2.3.36). But the fiber of each trivial Kan fibration is itself
contractible and hence we are done.
Intuition 2.3.45. The idea of the proof is that Thoequiv is the space consisting of all
maps that are equivalences in the sense that some inverses exist, whereas Thoeqchoice
is the space of all maps with specifically chosen inverses. The map U : Thoeqchoice →
Thoequiv forgets the specific chosen inverse and only remembers the map that is an
equivalence. The proof above basically says that up to homotopy there is only one
way to find inverses for an equivalence. This is in line with the philosophy we layed
out in Remark 2.2.51.
Remark 2.3.46. The concept of Thoequiv as the subspace of T1 was introduced in
[Rez01, Subsection 5.7]. We used that definition to define and study Thoeqchoice.
Viewing the space of equivalences as a pullback gives us a more systematic way
to study it. We can even simplify the pullback diagram to make computations of
Thoeqchoice simpler.
Lemma 2.3.47. The following is a pullback square:
T1 T1
d1×
T0
d1T1
d0×
T0
d0T1
T0 × T0 T1 × T1
(s0d0,idT1 ,s0d1)
(d0,d1)
p
(pi1,pi3)
(s0,s0)
Thus the following is a pullback square:
Thoeqchoice T3
T0 × T0 T1 × T1
p
(d1d3,d1d0)
(s0,s0)
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There are two last definitions related to homotopy equivalences that play important
roles.
Definition 2.3.48. We say a Segal space T is a Segal space groupoid if every map
is a homotopy equivalence.
We can also have a local definition of homotopy equivalences.
Definition 2.3.49. For every two objects x and y we can define the space of homo-
topy equivalences between x and y, hoequivT (x, y), as the pullback
hoequivT (x, y) Thoequiv
∆[0] T0 × T0
p
(d0,d1)
(x,y)
as the fiber of the map (d0, d1) : Thoequiv → T0 × T0 over the point (x, y) and the
lemma implies that the natural inclusion map hoequivT (x, y) ↪→ mapT (x, y) is (−1)-
truncated.
2.3.5 Examples of Segal Spaces
Now that we spent some time developing the category theory of Segal spaces, it is
a good idea to see some examples and realize how each of the previous definitions
manifest in those particular examples.
Example 2.3.50. Let C be a category. Then i∗F (NC) is a discrete simplicial space.
The discreteness implies that it is Reedy fibrant. Moreover, it satisfies the Segal
condition by definition. Thus i∗F (C) is a Segal space.
Fortunately, the definitions we are used to from category theory perfectly match
up with the ones for a Segal space. In particular, as object in the Segal space i∗F (NC)
is just an object in the category C. Same is true for morphisms.
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However, as i∗F (NC)1 is just a set, the mapping space is actually just a set as well.
This in particular implies that composition is well-defined not just up to homotopy.
In fact for any collection of objects x0, ...xn ∈ i∗F (NC). The space map(x0, ..., xn) is
bijective to map(x0, x1)× ...×map(xn−1, xn). Thus the pullback
Comp(f, g) map(x0, x1, x2)
∆[0] map(x0, x1)×map(x1, x2)
p
(f,g)
is not just contractible, but actually just a point.
In addition to all of these, as map(x0, x1) is just a set, two maps are homotopic
if and only if they are equal to each other. This implies that a map is a homotopy
equivalence if and only if it is an isomorphism.
In particular, the homotopy category of the Segal space, HoNC is exactly C, as
the two categories have the same objects and same morphisms.
Remark 2.3.51. As expected in the case of an ordinary category, the corresponding
Segal space has all the category theory we desire, but has no valuable homotopical
information.
Example 2.3.52. Let K be a space. Our first guess might be to take i∗∆(K). While
it does satisfy the Segal condition, but it is not Reedy fibrant! Fortunately, there
is an equivalent simplicial space that is Reedy fibrant. Namely, let K∆[•] be the
simplicial space defined as
K K∆[1] K∆[2] · · ·
where the boundary maps are induced by the maps between the simplices. This
simplicial space is actually Reedy fibrant. Moreover it satisfies the Segal condition
as in the diagram
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K∆[n] K∆[1] ×
K∆[0]
... ×
K∆[0]
K∆[1]
K
'
'
the vertical maps are equivalences, which means the horizontal map is also an equi-
valence.
How does the category theory of a Segal space look like in this case? An object
in this Segal space is a point in K. A morphism is now a point in the path space
K∆[1] and so is just a path in the space. Composition of morphisms corresponds
to concatenation of paths in the space. Notice here we really the contractibility
condition. In other words, when we concatenate two paths then we get another path
that is determined only up to homotopy.
Two paths are homotopic in the mapping space if they are homotopic in the usual
sense for spaces. As every path in a space is reversible, we see that every morphism
is an equivalence. Thus a space is an example of a Segal space groupoid (Definition
2.3.48).
Notice that the homotopy category of this Segal space is the category which has
objects the points in K and has morphisms homotopy classes of paths in K. This
category is commonly called the fundamental groupoid of K and is denoted by Π(K).
Example 2.3.53. Let us see one non-example. The simplicial space G(n) is not a
Segal space, although it is Reedy fibrant. For the case n = 2 we can see this directly
as G(2) is the following simplicial space:
{0, 1, 2} {00, 01, 11, 12, 22} {000, 001, 011, 111, 112, 122, 222} · · ·
d1
d0
d2
d0
where the numbers indicate how the simplicial maps act. Thus di drops the ith digit.
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So, we have
G(2)1 ×
G(2)0
G(2)1 =
{(00, 00), (00, 01), (01, 11), (01, 12), (11, 11), (11, 12), (12, 22), (22, 22)}
So, clearly G(2) is not equivalent to G(2)1 ×G(2)0 G(2)1 as G(2) has 7 elements and
the other has 8 elements.
Concretely, G(2)1×G(2)0G(2)1 has the element (01, 12) which wants to be composed
to a 012 in G(2)2, which is the element in F (2)2 that is missing in G(2)2.
2.3.6 Why are Segal Spaces not Enough?
Until now we defined Segal spaces and showed how we can use them to define all
kinds of categorical concepts. In the last subsection we will see where a Segal space
falls short of what we expect.
The problem with a Segal space can be summarized thusly: A Segal space has a
category theory and has a homotopy theory, however, they are not compatible with
each other which causes major problems. We will lay out the case in several examples
that focus on a central theme. Before we can do so we have to discuss one important
construction.
Construction 2.3.54. Let I(1) be the category which has two objects and one
invertible arrow. We want to carefully understand the Segal space i∗F (NI(1)), which
we will denote as E(1). Clearly it is a discrete simplicial space. We can describe it
explicitly as
E(1)n = {x, y}[n−1].
More concretely an element in the set E(1)n is a map from the set {0, ..., n − 1} to
the set {x, y}. Thus E(1)n has exactly 2n elements. At the lower levels we can give
a more explicit description.
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E(1)0 has two elements, x and y, which correspond to the two objects in I(1).
E(1)1 has four elements which can be depicted as {xx, xy, yx, yy}, where xx and yy
correspond to the identity map, and xy is a morphism from x to y that has inverse
yx. This trend continues in the higher levels.
Example 2.3.55. The category I(1) is equivalent to the category [0], which has
only one object. However, the corresponding Segal spaces i∗F (I(1)) = E(1) and
i∗F (∆[0]) = F (0) are clearly not equivalent Segal spaces, as E(1) is not level-wise
contractible.
Intuition 2.3.56. What essentially happened here is that the category theory has an
underlying homotopy theory of groupoids (I(1) is a groupoid), which is completely
ignored and thus missed by the Segal space.
Example 2.3.57. Let us go back to E(1) once more. It is a discrete Segal space,
with two objects x, y. Moreover, it has two morphisms, xy, yx which are inverses of
each other. Thus the two objects are equivalent to each other in the sense that there
is a homotopy equivalence between them. However, they are NOT equivalent in the
space E(1)0, as there is no path between them.
Intuition 2.3.58. Here we see a clear mismatch between homotopy theory and cate-
gory theory. Categorically the two points are equivalent, but homotopically they are
not.
Example 2.3.59. One familiar fact from category theory is the following. A functor
F : C→ D is an equivalence if and only if:
1. F is fully faithful, meaning that for any two objects x, y
HomC(x, y)→ HomD(Fx, Fy)
is a bijection.
2. F is essentially surjective, meaning that for any object d ∈ D, there is an
object c ∈ C such that Fc is equivalent to d.
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However, this condition does not behave well for Segal spaces. As a clear example,
any map F (0)→ E(1) satisfies both conditions stated above, however we do not get
an equivalence of Segal spaces.
Intuition 2.3.60. As in the previous example, the problem is that x and y are equiva-
lent in the Segal space E(1), but as points in the space E(1)0 they are not homotopic.
Example 2.3.61. In Definition 2.3.48 we defined a Segal groupoid as a Segal space in
which every morphism is an equivalence. In Example 2.3.52 we discussed how every
spaces gives us a Segal groupoid. However, the opposite is not true, as indicated by
the existence of E(1), which is a Segal groupoid, but not equivalent to a space.
Intuition 2.3.62. This example is contrary to our understanding of higher category
theory. Intuitively, a higher category has homotopical data and categorical data.
However, in a groupoid every morphism is invertible, which means it does not contain
any non-trivial categorical data. Therefore, our notion of groupoid should really
correspond to just a space. The idea we just explained is commonly called the
homotopy hypothesis and is one guiding idea in the realm of higher category theory.
Seeing those examples we realize that we need to impose one additional condition
to make sure the homotopy and category theory of groupoid work well with each
other.
2.4 Complete Segal Spaces
The goal of this section is to define and study complete Segal spaces. The notion
of a complete Segal space relies on the notion of completeness that was defined in
[Rez01, Section 6].
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2.4.1 Defining Complete Segal Spaces
In order to define a complete Segal space we first need to review some concepts
related to homotopy equivalences.
Construction 2.4.1. Recall that for any Segal space T we get the space Thoequiv,
which is the subspace of T1 consisting of all homotopy equivalences. There is a
natural map s0 : T0 → T1, which takes each object to the identity map. However an
identity map is a homotopy equivalence. Thus the map will factor through Thoequiv.
which gives us following diagram
T0
s0−−−→ Thoequiv i−−→ T1.
The map s0 is always an injection, however, it does not have to be surjective.
Example 2.4.2. In the Segal space E(1), we have two objects and so E(1)0 = {x, y},
but four homotopy equivalences {xx, xy, yx, yy} (Construction 2.3.54). Thus the
map from objects to equivalences is clearly not surjective.
In order to fix this problem we give the next definition.
Definition 2.4.3. A complete Segal space (CSS) is a Segal space W for which the
map
s0 : W0 → Whoequiv
described above is an equivalence.
There are several other equivalent ways to define a complete Segal space.
Lemma 2.4.4. Let W be a Segal space. The following are equivalent.
1. W is a complete Segal space.
2. The following is a homotopy pullback square.
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W0 W3
W1 W1 ×
W0
W1 ×
W0
W1
p
3. The map of spaces
Map(E(1),W )→Map(F (0),W )
is a weak equivalence.
4. For any two objects x, y the natural map
∆[0] ×
W0
W
∆[1]
0 ×
W0
∆[0]→ hoequivW (x, y)
is a equivalence of spaces.
Proof. The proof is mostly comparing various definitions.
(1 ⇐⇒ 2) The actual pullback is the space Whoeqchoice, which is equivalent to
Whoequiv. Thus the diagram is a homotopy pullback if and only if W0 is equivalent
to Whoequiv, which is exactly the completeness condition.
(1⇐⇒ 3) The space Whoequiv is equivalent to Map(E(1),W ), thus W is complete
if and only if
Whoequiv 'Map(E(1),W )→Map(F (0),W ) = W0.
(1 ⇐⇒ 4) The map W0 → Whoequiv is an equivalence if and only if for each two
points x, y the map
∆[0] ×
W0
W
∆[1]
0 ×
W0
∆[0]→ ∆[0] ×
Whoequiv
(Whoequiv)
∆[1] ×
Whoequiv
∆[0] = hoequivW (x, y).
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Intuition 2.4.5. The completeness condition exactly addresses the problems we raised
in Subsection 2.3.6. By adding the condition that every equivalence in the Segal space
in W can be represented by a path in W1, we are making sure that homotopic points
in W0 correspond to equivalent points in the Segal space W1.
Thus a complete Segal space is now a bisimplicial set where
1. The vertical axis has a homotopical behavior (Reedy fibrancy condition)
2. The horizontal axis has a categorical behavior (Segal condition)
3. The two interact well with each other (Completeness condition)
This is exactly the definition we had been working towards from the start.
Notation 2.4.6. Henceforth we will use the short form CSS to describe a complete
Segal space.
CSS satisfy several helpful conditions, some of which are analogues to the condi-
tions a Segal space satisfied and some of which correct the problems we brought up
in Subsection 2.3.6.
Remark 2.4.7. Let W be a CSS and X any simplicial space. Then WX is also a CSS.
Theorem 2.4.8. Let f : W → V be a map of CSS. The following are equivalent:
1. f is a level-wise equivalence, meaning fn : Wn → Vn is an equivalence of spaces.
2. f is fully faithful and essentially surjective.
(I) Fully Faithful: For any two objects x, y ∈ W the induced map of spaces
mapW (x, y)→ mapV (fx, fy)
is an equivalence of spaces.
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(II) Essentially Surjective: For any object y ∈ V there is an object x ∈ W
such that fx is equivalent to y in V .
In Definition 2.3.48 we defined a Segal space groupoid. Analogously we can define a
complete Segal space groupoid as a CSS in which every morphism is an equivalence.
The next proposition confirms the homotopy hypothesis we discussed in Intuition
2.3.62.
Proposition 2.4.9. A CSS W is a CSS groupoid if and only if W is homotopically
constant.
Proof. If W is homotopically constant then s0 : W0 → W1 is an equivalence of
spaces. This means that every map is an equivalence. On the other side, if W is
a CSS groupoid then s0 : W0 → W1 is an equivalence. This means that the maps
d0, d1 : W1 → W0 are also equivalences. This implies that W1 ×W0 ...×W0 W1 ' W1.
By the Segal condition this implies that Wn ' Wn and so W is homotopically
constant.
Our next goal is to discuss how we can build a CSS out of a category. Until now
we used the horizontal embedding of the nerve , i∗FN , however, while it does give us
a Segal space, it might not be complete. As we already discussed before E(1) is not
a CSS as the two objects are equivalent in the Segal space, but not connected by a
path in E(1)0. Thus we have to completely change our approach.
The problem is that the embedding functor i∗F only considers the categorical aspect
of the underlying category, but completely ignores the homotopy theory. Thus there
is no way to get a CSS. The way to adjust things is to consider the category and
homotopy theory at the same time. In order to achieve that we need a completely
new construction.
Before we can do so we need several important definitions.
Definition 2.4.10. A relative category (C,W ) is a category C along with a subca-
tegory W that satisfies following conditions:
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1. Every object in C is an object in W .
2. Every isomorphism in C is a morphism in W .
Intuition 2.4.11. Intuitively, a relative category is a category that has some homoto-
pical information in the sense that morphisms that are in W play the role of “weak
equivalences”. Notice, there is no notion of homotopy and these maps are not in-
vertible up to some homotopy condition. Rather, this is an intuition on how think
about relative categories.
Definition 2.4.12. Let C be a category. We define Ccore as the category which has
the same objects, but only has invertible morphisms between any two objects. By
definition it is the maximal subcategory of C that is a groupoid, or, in other words,
the maximal subgroupoid of C.
Example 2.4.13. Let C be any category, then (C,Ccore) is a relative category.
Definition 2.4.14. Let (C,W ) be a relative category and D any category. Then
we define the category we(CD) as the category which has as objects functors F :
D → C and as morphisms natural transformations α such that for every object d,
the morphisms αd ∈ C is actually a morphism in W .
Construction 2.4.15. We are now in a position to construct a new and improved
version of the nerve construction that takes the homotopy theory of a category into
account. Right now we will do our construction for a relative category.
Let (C,W ) be a relative category. We define a simplicial space N(C,W ) as follows.
N(C,W )n = N(we(C
[n]))
The necessary simplicial maps of the simplicial space follow from the maps between
the various [n]. We call N(C,W ) the classification diagram of the relative category
(C,W ).
Intuition 2.4.16. This construction is a good illustration of what a CSS is and so it
is worth dwelling over. For a relative category (C,W ) we use following notation:
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1. •: For objects
2. −→: For morphisms
3.
∼−−−→: For morphisms that are in the subcategory W .
With this notation the classification diagram has the form of the following simplicial
space:
{•}
{
• → •
} {
• → • → •
}
· · ·

•
↓
•
∼


•
↓
•
∼
→
→
•
↓
•
∼


•
↓
•
∼
→
→
•
↓
•
∼
→
→
•
↓
•
∼
 · · ·

•
↓
•
↓
•
∼
∼


•
↓
•
↓
•
∼
∼
→
→
→
•
↓
•
↓
•
∼
∼


•
↓
•
↓
•
∼
∼
→
→
→
•
↓
•
↓
•
∼
∼
→
→
→
•
↓
•
↓
•
∼
∼

· · ·
...
...
...
Thus the vertical direction focuses on the subcategory W , which we think of as the
homotopical direction, whereas the horizontal direction focuses on the whole category
which is clearly the categorical direction.
In particular, we have following important special case.
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Example 2.4.17. Let C be a category. We define the classifying diagram of C,
NC = N(C,Ccore).
Remark 2.4.18. There is a more concrete way to define the classifying diagram of a
category C. Let I(n) be the category with n+1 objects and exactly one isomorphism
between every two objects. We can define the (n,m)-simplices directly as follows:
N(C)(n,l) = HomCat([n]× I(l),C).
Intuition 2.4.19. It is very helpful to consider the diagram above for this case. In
particular, at the zero level N(C)0 is just the core C
core as it is just the subcategory
of all isomorphisms. Thus two objects are equivalent in the category if and only if
there is a path in between them at the zero level.
Remark 2.4.20. The notion of a classification diagram was introduced in [Rez01,
Section 3] as an improvement to the nerve construction.
Having improved our definition of a nerve, we have following result.
Theorem 2.4.21. [Rez01, Equation 3.6, Lemma 3.9, Proposition 6.1] Let C be a
category, then N(C) is a CSS.
Proof. The Reedy fibrancy condition is a technical condition and the proof can be
found in [Rez01, Lemma 3.6]. The Segal condition follows from the fact that the
simplicial setNC satisfies the Segal condition. ThusN(C) satisfies the Segal condition
level-wise.
For the last part notice that a morphism in N(C) is an equivalence if it is an
isomorphism in C. Thus N(C)hoequiv inside N(C)1 = N((C
[1])core) is equivalent to the
subcategory N(CI(1))core). Moreover, we know that Ccore is categorically equivalent
to (CI(1))core. Thus we have following diagram of equivalences
N(C)0 = N(C
core) ∼= N(CI(1))core) ∼= (NC)hoequiv
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Hence, N(C) satisfies the completeness condition.
2.5 Functoriality in Higher Categories: Fibrations
When studying categories, it does not suffice to just study them in isolation, rather
we also want to understand how they relate to each other. That is why we introduce
functors. We want to do the same in the realm of higher category theory. The goal of
this section is to study functoriality of higher categories via the theory of fibrations.
We start by motivating and reviewing the theory of fibrations and then move on to
see some interesting examples.
2.5.1 Why Functors Fail in Higher Categories
In category theory functors are used effectively to understand the relation between
categories. However, as is often the case, the approach we are familiar with does not
work for higher categories and needs to be refined. This is best witnessed by the
following example.
Example 2.5.1. Let W be a CSS and x an object in W . From our experience with
classical category theory, we expect a functor
W → Spaces
y 7→ mapW (x, y)
Clearly, we can define the map above on an object level, but we also need a way
to deal with the functoriality. In particular, for any map f : y1 → y2 we need a
corresponding map
mapW (x, y1)→ mapW (x, y2).
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But all we have is the following diagram
mapW (x, y1, y2) mapW (x, y2)
mapW (x, y1) mapW (x, y1)×map(y1, y2)
'
(id,f)
which means we have no direct map from mapW (x, y1) to mapW (x, y2), but rather a
zig-zag. Thus we cannot just define a functor from W to the CSS of Spaces.
Intuition 2.5.2. It’s clear where the problem lies: composition. In a classical category
composition is unique and leaves us with no choice, which allows us to define a
functor. In a CSS composition is only defined up to contractible choice and that
choice prevents us from actually getting a functor.
Remark 2.5.3. Note we never actually defined the CSS of spaces. However, the
problem we described above arises regardless of how we define this CSS.
Remark 2.5.4. Because of this issue we also cannot just generalize the Yoneda lemma
to higher categories, as we need a proper notion of representable functors first.
When we can relax our composition condition in the world of higher categories,
not why not relax the functoriality condition as well? This leads us to the study of
fibrations.
2.5.2 Fibrations in Categories
Our goal is to relax the functoriality condition in order to get a functioning notion
of a functor suited for higher categories. Unfortunately, that is quite difficult for
functors. Fortunately, however, there is a different way to think about functors,
which can readily be generalized to a more general setting, namely the theory of
fibrations. Thus in this subsection we review the theory of fibrations for ordinary
categories.
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Definition 2.5.5. A functor p : D→ C is cofibered in sets if for any map f : x→ y
in C and any object x′ ∈ D such that p(x′) = x, there exists a unique lift f ′ : x′ → y′
in D, such that p(f ′) = f .
Remark 2.5.6. If we let f = idx ∈ C and choose a target x′ ∈ D such that p(x′) = x,
then clearly p(idx′) = idx. Thus by uniqueness, the fiber over each x has to be a set.
This in particular implies that any functor p : D → ∆[0] is cofibered in sets if and
only if D is a set.
Intuition 2.5.7. How does this definition model functoriality? We can see this by
taking C = [1] and analyzing a functor p : D→ [1] that is cofibered over sets. First
some notation. Let S0 be the subcategory of D that maps to 0 ∈ [1] and S1 be the
subcategory that maps to 1 ∈ ∆[1]. By the previous remark both of those are sets.
Now, the fibration conditions says that for every choice of point x ∈ S0, there is
a unique map in the category D that starts at x and ends with an object y ∈ S1.
Thus we have a unique way to assign a value in S1 for every point in S0. That is the
definition of a function of sets f : S0 → S1. We can depict this situation as follows.
x• • • • •
• • • y•
• • •
0 1
f
01
Having a function between sets, we can now define the functor
[1]→ Set
that maps 0 to the set S0, 1 to the set S1 and morphism 01 to the map f : S0 → S1.
Example 2.5.8. The key example for a functor that is fibered in sets is the notion of
an under-category. For each object c ∈ C, we have the over category Cc/, which has
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objects all maps c → d (maps with domain c) and morphisms commuting triangles
of the form:
c
d1 d2
f
The natural projection map p : Cc/ → C, which takes c → d to d, is fibered in sets.
Indeed, if we take any map f : d1 → d2 in C and chosen lift c→ d1 there is a unique
arrow in Cc/ namely the triangle depicted above that lifts f to the category Cc/.
There is a much more rigorous way to see how to get a category cofibered sets out
of a functor. This method is commonly called the Grothendieck construction.
Definition 2.5.9. Let F : C→ Set be a functor. We define the category
∫
C
F , called
the Grothendieck construction, in the following way:
 Objects: An object is a tuple (c, x) such that c ∈ C is an object and x ∈ F (c).
 Morphisms: For two objects (c, x) and (d, y), we define the maps as
Hom∫
C
F ((c, x), (y, d)) = {f ∈ HomC(c, d) : F (f)(x) = y}.
Note that F is a functor, thus we get a map of sets F (f) : F (c)→ F (d).
The category comes with a natural functor p :
∫
C
F → C, which maps each tuple
(c, x) to c.
Let us see one important example
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Example 2.5.10. Let Yx : C → Set be the functor represented by c. Applying the
Grothendieck construction we get ∫
C
Yx = Cx/.
Thus, we can in some sense think of Cx/ as the representable functor cofibered in sets.
The example suggests following result.
Theorem 2.5.11. For any functor F : C → Set, the Grothendieck construction
p :
∫
C
F → C is a functor cofibered in sets.
Proof. Let f : c→ d be a map in C and (c, x) a chosen lift of c in
∫
C
F . Then there
is a unique lift of f , namely f : (c, x)→ (d, F (f)(x)).
This theorem shows that we can transfer the whole concept of set valued functors
into the language of functors fibered in sets and we even have a notion of a repre-
sentable functor. This perspective on functoriality even comes with its own Yoneda
lemma:
Lemma 2.5.12. (Yoneda Lemma for cofibered Categories). For any functor cofibered
in sets p : D→ C, we have following equivalence:
(Fc)
∗ : FunC(Cc/,D)
∼=−−→ FunC([0],D)
where the map comes from precomposing by the functor Fc : [0] → Cc/, which maps
the point to the identity map idc : c→ c.
The notion of functoriality introduced in this section relies on the existence of
unique lifts. But we know exactly how to adjust the notion of uniqueness to get
a functioning definition for higher categories, namely by replacing uniqueness with
contractibility. The goal of the next subsection is to take that idea to show we this
gives us a well-defined notion of a functor valued in spaces.
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2.5.3 Left Fibrations
The idea of a left fibration is a way to generalize functors fibered in sets we discussed
above and models functors valued in spaces. They key is to have unique lifts up to
homotopy instead of demanding unique lifts. In other words there should be a space
of lifts which is contractible. The material in this section is a summary of [Ras17b],
which is a rigorous treatment of the theory of left fibrations.
Definition 2.5.13. A Reedy fibration p : L→ W between CSS is a left fibration if
the following is a homotopy pullback square
L1 L0
W1 W0
p1
s
p
s
p0
where the map s : W1 → W0 is the source map that takes each arrow to its source.
Remark 2.5.14. This is equivalent to saying that the map
L1
'−−−→ L0 ×
W0
W1
is a trivial Kan fibration.
Intuition 2.5.15. How is this the proper generalization of functors cofibered in sets
described in the previous subsection? We have following pullback diagram of spaces:
Lift(x′, f) L1
∆[0] L0 ×
W0
W1
' '
(x′,f)
The map (x′, f) : ∆[0] → L0 ×
W0
W1 picks a map f : x → y in W (which is exacly
what a point in W1 is, an object x
′ ∈ L (a point in L0) such that p(x′) = x.
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The space Lift(x′, f) consists of all morphisms in f ′ : x′ → y′ in L (points in L1)
such that p(f ′) = f . The cofibered of sets condition from the previous subsection
exactly stated that such a map f ′ is unique. In the higher categorical situation
Lift(x′, f) is contractible as it is a pullback of an equivalence. Thus the definition of
a left fibration exactly replaces the unique lifting condition with contractible lifting
condition.
Let us see some important examples.
Example 2.5.16. Let W = F (0) (i.e. the point). Let L→ F (0) be a left fibration
over F (0). Then the left fibration condition implies that
L1
'−−→ L0 ×(F (0))0 F (0)n = L0.
So, L is a just a homotopically constant CSS or in other words only has the data of
a space. Thus a left fibration over the point is really equivalent to a map from the
point into spaces, which is just a space.
Example 2.5.17. Let us a see a more interesting example. Let L → F (1) be a
left fibration over F (1). We think of F (1) as the discrete simplicial space for which
F (1)n = Hom([n], [1]), thus for the first levels we have
{0, 1} {00, 01, 11} {000, 001, 011, 111} · · · .
Given that F (1) is a discrete simplicial space (each level is a set), the map L→ F (1)
can be expressed as a disjoint union of the fibers over each point in the underlying
set. For the purposes of this example, we express the fiber over the point i as L/i.
So, the fiber over the point 001 is expressed as L/001. With this notation, L can be
expressed as following simplicial space:
L/0
∐
L/1 L/00
∐
L/01
∐
L/11 L/000
∐
...
∐
L/111 · · · .
The left fibration condition implies that the following is a homotopy pullback square.
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L/00
∐
L/01
∐
L/11 L/0
∐
L/1
{00, 01, 11} {0, 1}
p
As the spaces are themselves disjoint unions of smaller spaces, the equivalence breaks
down into following three equivalences:
L/00
'−−−→ L/0 ×
{00}
{0} ∼= L/0
L/01
'−−−→ L/0 ×
{01}
{0} ∼= L/0
L/11
'−−−→ L/1 ×
{11}
{1} ∼= L/1
Thus we can disregard L/00 and L/11 as they are equivalent to L/0 and L/1 respecti-
vely. What remains is the following zig-zag
L/01
L/0 L/1
s
'
t
where the left map is an equivalence by the left fibrancy condition. So we have one
non-equivalent map in this diagram
L/01
t−−−→ L/1.
This justifies why we think of a left fibration over F (1) as a functor from the category
∆[1] into spaces, which is exactly what we had hoped for.
Intuition 2.5.18. This example is very instructive in how a left fibration really is the
appropriate notion of a functor in a higher categorical setting. Recall in Example
2.5.1 we described how the composition map really gives us the following zig-zag:
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map(x, y1, y2)
mapW (x, y1)×mapW (y1, y2) mapW (x, y2)
s
'
t
A left fibration allows us to define functoriality while taking this zig-zag structure
into account.
Example 2.5.19. The same example can be expanded to show that every right
fibration over F (n) is just the data of a functor from [n] into spaces.
In Example 2.5.10 we discussed how an under-category gives us the appropriate
notion of a representable functor cofibered in sets. In the next example we will
generalize this to the setting of higher categories.
Definition 2.5.20. Let x ∈ W be an object. We define the under-CSS Wx/ as
Wx/ = F (0)
x ×
W
sW F (1).
Intuition 2.5.21. Let us see why we are justified in calling Wx/ the under CSS. This
is easiest by looking at (Wx/)0. We have following equivalences
(Wx/)0 = ∆[0] ×
W0
W1
Thus a point in Wx/ corresponds to a point in W1, which is just a morphism, such
that the source of that morphism is x. That is exactly what we expected.
Example 2.5.22. For an object x have following pullback square.
Wx/ W
F (1)
W W ×W
px
p
(s,t)
ix
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this gives us a map px : Wx/ → W .
We have following fact about this map.
Proposition 2.5.23. [Ras17b, Example 3.11] The map px : Wx/ → W is a left
fibration.
For the proof we need a technical understanding of the equivalences of Segal spaces.
For more details see [Ras17b, Example 3.11, Theorem 7.1]
Note that there is a map x : F (0) → Wx/, which maps the point to the identity
map idx. We will call this left fibration the representable left fibration represented
by x. The following theorem justifies our naming convention:
Lemma 2.5.24. [Ras17b, Theorem 4.2] (Yoneda Lemma for Left Fibrations) Let
L→ W be a left fibration. Then the map induced by F (0)→ Wx/ over W
MapW (Wx/, L)
'−−−→MapW (F (0), L) = ∆[0] ×
W0
L0
is a trivial fibration of Kan complexes.
The proof of this theorem needs a serious treatment of the theory of left fibrations,
which is far beyond the scope of this note. For a detailed account of the theory of
left fibrations see [Ras17b].
Before we move on we should point out that we here focused on covariant functors
and there is a way to define fibrations that model contravariant functors.
Definition 2.5.25. A Reedy fibration p : R→ W between CSS is a left fibration if
the following is a homotopy pullback square
R1 R0
W1 W0
p1
s
p
s
p0
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where the map s : W1 → W0 is the source map that takes each arrow to its source.
Using this definition everything we have done until here can now be adjusted to
the contravariant setting and give us the same results.
2.5.4 CoCartesian Fibrations
Up until now we gave a accurate description for functors valued in spaces. However,
we also have functors that are valued in higher categories. Using the definition of a
left fibration as a guide, we need a certain lifting condition. This lifting condition
must have two differences compared to left fibrations. First, it must relax the con-
ditions on each fiber as they could be a CSS rather than just a space. Second, the
fact that each fiber is a CSS implies that the lifting condition cannot be restricted to
points, but also has to take arrows into account. More on this concept can be found
in [Ras17a].
The right way to generalize the lifting condition to arrows is via the language of
coCartesian morphism.
Definition 2.5.26. Let W be a CSS, f : x→ y a morphism in W and z an object
in W . We define the space mapW (f, z) as the following pullback:
mapW (f, z) mapW (x, y, z)
mapW (y, z) mapW (x, y)×mapW (y, z)
p
' '
Intuition 2.5.27. A point in mapW (f, z) is a triangle of the form:
y
x z
f σ
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The reason we care about this space is because it fits into the following zig zag of
spaces where the down left map is an equivalence.
mapW (f, z)
mapW (y, z) mapW (x, z)
'
f∗
The map labeled f ∗ plays the role of “pre-composing with f”, however, unlike regular
category theory there is no direct map from mapW (y, z) → mapW (x, z) and so we
use mapW (f, z) as the appropriate replacement for mapW (y, z).
Definition 2.5.28. Let p : V → W be a map of CSS. We say the morphism f : x→ y
in V is a p-coCartesian morphism if for each object z ∈ V , the following diagram is
a homotopy pullback square.
mapV (f, z) mapV (x, z)
mapW (pf, pz) mapW (px, pz)
f∗
p
p
p
pf∗
Intuition 2.5.29. We can depict the situation as follows:
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yx . z
py
px pz
gˆf
p
σˆ
gpf σ
The coCartesian condition stipulates that σ can be lifted to a σˆ. This in particular
implies that g lifts to an arrow gˆ. Notice how this condition tells us something about
the existence of certain 2-cells that lift the diagram. Thus we can really think of it
as a higher dimensional version of the lifting condition for left fibrations.
Example 2.5.30. Let p : V → W be a map of CSS. For any object x ∈ V , the map
idx is p-coCartesian.
Example 2.5.31. Let p : V → W be map of CSS. Let f ∈ V be a coCartesian
morphism such that p(f) = idy for an object y ∈ W . Then f is an equivalence in V .
With the notion of a p-coCartesian morphism we finally define a fibration that
models functors valued in CSS.
Definition 2.5.32. A Reedy fibration of CSS p : C → W is a coCartesian fibration if
for every morphism f : x→ y in W and chosen lift x′ ∈ C there exists a p-coCartesian
lift f ′ : x′ → y′ of f .
Intuition 2.5.33. The best way to gain some intuition on this example is to review
the graph we used in Intuition 2.5.7. Let C → F (1) be a coCartesian fibration. Intui-
tively it corresponds to a functor from the category [1] into CSS, thus it corresponds
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to a map of CSS. Following Intuition 2.5.7 we think of the fiber over the object 0 as
the domain CSS and the fiber over 1 as the target CSS. The lifting condition should
help us get a map from the fiber over 0 to the fiber over 1. We already know how
to get a map on objects, so let us understand how the condition of a coCartesian
fibration gives us a map on morphisms. Let g : x1 → x2 be an arrow in the fiber
over 0.
• x2• • • •
x1• • • • y2•
• y1• •
0 1
f2g
f1 gˆ
01
As p is a coCartesian fibration, this gives us two p-coCartesian lifts, namely f1 : x1 →
y1 and f2 : x2 → y2. The fact that f1 is p-coCartesian implies that this diagram
lifts to a map gˆ : y1 → y2. So the lifting condition gives us the necessary map on
morphisms that we need. Thus we think of the morphism gˆ as the “target” of the
morphism g under the “functor” C.
There is a second way of defining coCartesian fibrations that aligns more closely
to our work with left fibrations. For that one we need some definitions and lemmas.
First, we can generalize the definition of a p-coCartesian morphism.
Definition 2.5.34. Let p : V → W be a map of CSS. An n-simplex σ ∈ Vn is
p-coCartesian if for every map s : Vn → V1, s(σ) is p-coCartesian.
Example 2.5.35. In light of Example 2.5.30, every point in V0 is p-coCartesian.
Definition 2.5.36. Let p : V → W be a Reedy fibration between CSS. We define
LFibW (V ) as the subsimplicial space generated by all p-coCartesian arrows in V .
Based on the previous example LFibW (V )0 = V0.
75
Here is a very crucial lemma that exemplifies the importance of this construction.
Lemma 2.5.37. The map LFibW (V )1 → LFibW (V )0 ×W0 W1 is (−1)-truncated.
Intuition 2.5.38. The lemma is telling us that for a chosen point ∆[0]→ LFibW (V )0×W0
W1, the space coCartLift(f) defined by the following pullback diagram is either
empty or contractible.
coCartLift(f) LFibW (V )1
∆[0] LFibW (V )0 ×W0 W1
'
(x′,f)
However, this space is just the space of p-coCartesian lifts of the map f : x → y
with given lift x′. So, this lemma shows that either no such lift exists or there is
a contractible space of choices of such lifts. In other words, if a p-coCartesian lift
exists it is unique up to homotopy.
This gives us following way of identifying coCartesian fibrations.
Proposition 2.5.39. A Reedy fibration of CSS p : C → W is a coCartesian fibration
if and only if the map of simplicial spaces LFibW (V )→ W is a left fibration.
Proof. By definition we have to show that the condition of being a coCartesian
fibration is equivalent to the following being a homotopy pullback square:
LFibW (V )1 LFibW (V )0
W1 W0
p
But this is just equivalent to the following map being an equivalence.
LFibW (V )1 → LFibW (V )0 ×W0 W1
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We already know it is always (−1)-truncated, thus it is an equivalence if and only if
it is a surjection. But being a surjection is exactly the condition that every arrow
with a given lift for the source has a p-coCartesian lift. That gives us the desired
result.
Intuition 2.5.40. If C → W is a coCartesian fibration, then it models a functor valued
in CSS. However, every CSS W has an underlying maximal subgroupoid, namely W0.
The left fibration LFibW (C) exactly models the functor valued in spaces that maps
each point to the maximal subgroupoid of its image. The lemma above says that
analyzing the functoriality of that underlying fibration already suffices. Why is that?
In order to build a fibration that models a certain functor two conditions are
necessary. First, we must make sure that each point has the right fiber i.e. the
fiber has the value we desire such as a space or a CSS. Second, we must make sure
that we have the right lifting conditions to get a good notion of functoriality. For a
coCartesian fibration between CSS the first condition is already given without any
extra condition. The only thing that we need to add is a lifting condition to get
functoriality. However, this can already be achieved at the level of spaces, if the
lifts are coCartesian morphisms, which is because such morphisms will give us the
necessary functoriality property.
Let us complement this intuition by looking at some examples.
Example 2.5.41. Let p : C → F (0) be a coCartesian fibration. There is only
one map in F (0), namely the identity map, and for any chosen source x ∈ C the
identity map lifts to the identity map on that source idx : x → x, which is always
p-coCartesian. Thus the map p does not imposes any condition C and C is just a
given CSS, which is exactly what we expected.
Intuition 2.5.42. Notice in this situation LFibF (0)(C) ' C0. This corroborates our
point that LFibW (C) gives us the functor valued in the underlying maximal sub-
groupoids.
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Example 2.5.43. Let p : C → F (1) be a coCartesian fibration. The fibers C/0 and
C/1 are two CSS. Let
C/01 = C
F (1) ×
F (1)F (1)
F (0).
The two maps 0, 1 : F (0)→ F (1) give us a diagram of CSS.
C/01
C/0 C/1
s
t
We had a similar diagram when we worked with left fibrations. In that case the source
map was an equivalence. However, here this is not the case as C/01 has functoriality
information that cannot be recovered from C/0. However, there is a way to salvage
the equivalence. We define
LFib/01(C) = (LFibF (1)(C))
F (1) ×
F (1)F (1)
F (0)
This gives us a map LFib/01C → C/01. Now, the composition map
LFib/01(C)
'−−−→ C/0
is an equivalence of CSS, by the left fibration property.
As in the case of left fibrations, coCartesian fibrations also have a contravariant
analogue.
Definition 2.5.44. Let p : V → W be a map of CSS. We say the morphism f : x→ y
in V is a p-Cartesian morphism if for each object z ∈ V , the following diagram is a
homotopy pullback square.
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mapV (z, f) mapV (z, y)
mapW (pz, pf) mapW (pz, py)
f∗
p
p
p
pf∗
Definition 2.5.45. A Reedy fibration of CSS p : C → W is a Cartesian fibration if
for every morphism f : x→ y in W and chosen lift y′ ∈ C there exists a p-Cartesian
lift f ′ : x′ → y′ of f .
2.6 Colimits and Adjunctions
In this section we discuss colimits and adjunctions in CSS using the work we have
done before.
2.6.1 Colimits in Complete Segal Spaces
The goal of this subsection is to study colimits. We will proceed in two steps. First
we study initial objects, which are the simplest example of a colimit. Then we
generalize from an initial object to an arbitrary colimit using cocones.
For this subsection let W be a fixed CSS.
Definition 2.6.1. Let i ∈ W . We say i is initial in W if the projection map
pi : Wi/ → W is an equivalence of CSS.
Intuition 2.6.2. There is a way to make this definition look more familiar. Let y ∈ W
be an object in W . Then we have the following pullback diagram:
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mapW (i, y) Wi/
F (0) W
p
pi
y
The fact that pi is an equivalence implies that map(i, y) is contractible. This means
that there is a unique map from i to y, up to homotopy. This is correct generalization
of an initial object in a classical category.
In the classical case we know that if an initial object exists then it is unique. We
need to show the same thing holds for CSS.
Definition 2.6.3. Let W be a CSS. Let Winit, called the space of final objects, be
the subspace of W0 generated by all initial objects.
Lemma 2.6.4. The space Winit is (−1)-truncated.
Proof. Winit is (-1)-truncated if and only if the map ∆ : Winit → Winit ×Winit is an
equivalence. This is true if for every map (x, y) : ∗ → Winit ×Winit the following
square is a homotopy pullback.
∗ ∗
Winit Winit ×Winit
p
(x,y)
∆
Now the problem is ∆ : Winit → Winit×Winit is not a Kan fibration and thus we need
to replace this map with an equivalent map that is a Kan fibration. Fortunately that
is not too hard. Concretely, we know that Winit → (Winit)∆[1] is a Kan equivalence
and (s, t) : (Winit)
∆[1] → Winit ×Winit is a Kan fibration. Thus we need following to
be a homotopy pullback.
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∗ ∗
(Winit)
∆[1] Winit ×Winit
p
(x,y)
(s,t)
The actual pullback is the space of paths inside the space Wfin which start at x and
end at y. By the completeness condition this space is equivalent to hoequiv/W (x, y) ↪→
map/W (x, y) ' ∗ (Lemma 2.4.4). As we know that hoequiv/W (x, y) ↪→ ∗ is (-1)-
truncated all we have to do is to show that hoequiv/W (x, y) 6= ∅ and we can conclude
that hoequiv/W (x, y) ' ∗. Indeed, let f ∈ map/W (x, y) = ∗ and g ∈ map/W (y, x) =
∗. Then, g ◦ f ' idx ∈ map/W (x, x) = ∗ and f ◦ g ' idy ∈ map/W (y, y) = ∗ and so
x and y are equivalent and so hoequiv/W (x, y) 6= ∅ and we are done.
This means that if Winit 6= ∅ then it is contractible, which implies that if an initial
object exists then it is unique up to homotopy. Using initial objects we can define
colimits. But first we have to define the complete Segal space of cocones.
Definition 2.6.5. Let f : I → W be a map of simplicial spaces. We define Wf/ as
the following CSS
Wf/ = F (0) ×
W I
W I×F (1) ×
W I
W.
Intuition 2.6.6. Let us look at (Wf/)0. We have
(Wf/)0 = F (0) ×
(W I)0
(W I×F (1))0 ×
(W I)0
W0 =
F (0) ×
Map(I,W )
Map(I × F (1),W ) ×
Map(I,W )
W0.
Thus a point in Wf/ is a map f˜ : I×F (1)→ W such that f˜ |I×{0} = f and f˜ |I×{1} = x,
where x is an object in W . That is very similar to the definition of a cocone that we
have seen in category theory.
Example 2.6.7. As an example, if I = F (0) and x : F (0) → W , then the CSS of
cocones, Wx/ is exactly the under-CSS, Wx/ as defined in Definition 2.5.20.
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Definition 2.6.8. Let f : I → W be map of CSS. The diagram f has a colimit if
(W/f )init 6= ∅. We will denote any choice of point in this space by colimIf and call
it the colimit of f or colimit cocone of f.
Definition 2.6.9. A CSS is cocomplete if for any map f : I → W the diagram f
has a colimit.
Remark 2.6.10. Let us give a more detailed description of the colimit of a diagram
f : I → W . It is an initial object in Wf/ and as such it is a map f¯ : I × F (1)→ W
such that f¯ |{0} = f and f¯ |{1} = v, where v is an object in W . We very often abuse
notation and call this point in W the colimit of f and also denote it by colimIf .
Here are some examples of important colimits.
Example 2.6.11. Let I = ∅ be the empty CSS. Then there is a unique map e :
∅ → W . In this case We/ = W and so the colimit of the diagram e is just the initial
object.
Example 2.6.12. Let S be a set, thought of as a discrete simplicial space. Con-
cretely, S is a disjoint union of F (0). Let f : S → W be any map. Notice we have
following equivalence
W S ∼=
∏
s∈S
W.
So
Wf/ = F (0) ×
WS
W S×F (1) ×
WS
W =
F (0) ×∏
s∈S
W
∏
s∈S
W F (1) ×∏
s∈S
W
W.
Thus a point in Wf/ is a choice of object x ∈ W and morphisms is : f(s)→ x. This
means the data of a colimit of a set diagram is the same as in ordinary categories.
Example 2.6.13. In a similar fashion, let C be the following category:
1 0 2rl
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and let I = NC. Concretely, I = F (1)s
∐
F (0)
s
F (1). A map f : I → W is of the form:
x1 x0 x2
f g
.
where f : x0 → x1 and g : x0 → x2 are two arrows in W . An object in the CSS of
cocones, Wf/, is a diagram of the form:
x1 x0 x2
v v v
f g
idv idv
σ ψ .
Thus a colimit a diagram of the form above that is an initial. In such diagram, the
object v is often expressed as x1
∐
x0
x2.
Considering the fact the bottom horizontal maps are identity maps, we can reduce
the diagram to the more familiar form:
x1 x0 x2
x1
∐
x0
x2
f g
σ ψ
On classic fact about colimits is that a map out of a colimit is determined by a
map out of the diagram that formed the colimit. The same result holds for complete
Segal spaces.
Theorem 2.6.14. [Ras17b, Theorem 5.13] Let f : I → W be a map of CSS which
has colimit cocone f˜ : F (0) → Xp/ with vertex point v. Let y be any object in W .
This gives us a constant map ∆y : I → F (0) → W . There is a Kan equivalence of
spaces
mapW (v, y)
'−−−→ mapWf/(f˜ ,∆y).
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2.6.2 Adjunctions
In this subsection we discuss adjunctions of complete Segal spaces. Recall that for
two ordinary categories C and D an adjunction are two functors F : C → D and
G : D→ C along with a choice of bijections
HomD(Fc, d) ∼= HomC(c,Gd)
for two objects c in C and d in D.
When we want to generalize this to the higher categorical setting we again run
into coherence issues when trying to specify the equivalences. Fortunately, there is
a way to manage this difficulty, namely by using (co)Cartesian fibrations.
Definition 2.6.15. A map p : A→ F (1) is an adjunction if it is a coCartesian and
Cartesian fibration.
Intuition 2.6.16. How does this definition relate to a notion of an adjunction that
we are familiar with? First notice that F (1) has two objects, namely 0 and 1, that
have fibers
W = A ×
F (1)
F (0)
V = A ×
F (1)
F (0)
which are both CSS.
Next as A → F (1) is a coCartesian fibration it classifies a map f : W → V as
described in Example 2.5.43. Similarly, as A → F (1) is a Cartesian fibration it
classifies a map g : V → W . The key is now to use the existence of (co)Cartesian
lifts to get the structure of an adjunction.
If x is an object in W then there exists an object fx in V along with a map
f : x→ fx in A that is coCartesian. The coCartesian property implies that for any
other object y in V a morphism x → y in A will factor through fx. We can depict
the situation as follows:
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x• •f(x)
•y
0 1
f
01
This gives us an equivalence
mapV (fx, y) ' mapA(x, y).
On the other side for an object y in V there exists a Cartesian lift gy → y. Using a
similar argument to the one above, for each object x in W we have an equivalence
mapW (x, gy) ' mapA(x, y).
Combining these two equivalences we get that
map(fx, y) ' mapV (x, gy).
This is exactly the familiar format of an adjunction that we would have expected.
It should be noted that as always the equivalence is not direct but rather through a
zig-zag of equivalences.
Having a definition of an adjunction we can recover some computational methods
for how to determine adjunctions. Recall that in classical category theory a map of
categories F : C→ D is a left adjoint if and only if for each object d the functor
HomD(F (−), d) : Cop → Set
is representable. The representing object will then be G(d) and we can use the
universality of a representing objects to define a functor G : D→ C that is the right
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adjoint.
We want a similar result for higher categories. However, in this case representa-
ble functors are modeled by representable right fibrations or, in other words, over-
categories. Using that we can adjust the result from above thusly.
Theorem 2.6.17. [Ras17a, Theorem 7.57] Let f : W → V be a functor of CSS.
Then f is a left adjoint if and only if for each object y in V the CSS W/y defined by
the pullback
W/y V/y
W V
p
piy
f
has a final object, which implies that W/y → W is a representable right fibration.
This gives us a very helpful computational method to determine whether a functor
is a left adjoint. We can use this computational method to redefine limits and
colimits.
Theorem 2.6.18. Let I and W be CSS and let ∆I : W → W I be the natural
inclusion induced by the map I → F (0). Then ∆I has a left adjoint if and only if
each map f : I → W has a colimit and has a right adjoint if each map f : I → W
has a limit.
Proof. ∆I : W → W I has a right adjoint if and only if for each map h : I → W
the pullback W ×W I (W I)/h has a final object. However, this is just the category of
cones over f , namely, W/h, which by definition means h has a limit. The case for
colimits follows similarly.
Let us trace through the steps of the proof in one concrete example.
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Example 2.6.19. Let I = ∅ and W be a CSS. Then W I = F (0) and ∆I : W → F (0)
is just the map to the point. In this case a map i : F (0)→ W is a left adjoint if the
fiber formed by the pullback diagram is a representable right fibration over F (0).
map(i, x) W/x
F (0) W
p
i
However, F (0) has only one object and so the only representable right fibration over
F (0) is itself. Thus map(i, x) needs to be contractible for i : F (0)→ W to be a left
adjoint. But this is exactly the condition of being an initial object.
2.7 Model Structures of Complete Segal Spaces
One very efficient way of studying higher categories is via the language of model
categories. A model category is an ordinary category with several distinguished
classes of maps that allows us to recover some of the important homotopical data.
In particular, complete Segal spaces have a model structure that allows us to study
them very efficiently. The goal of this section is to define and study the model
structure for complete Segal spaces.
Most results about this model structure can be found in [Rez01]. We will not
prove any of them, but rather provide proper references. The goal of this section is
only to give the reader an overview of the complete Segal space model structure.
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2.7.1 Review of Model Structures
We are not going to develop the whole theory of model structures, but rather focus
on several important properties that will come up in the coming subsections. For a
good introduction to the theory of model structures see [Hov99] or [DS95].
Definition 2.7.1. A model structure on a category is a complete and cocomplete
category M along with three classes of maps:
1. Fibrations F .
2. Cofibrations C.
3. Weak Equivalences W .
that satisfies following conditions.
 (2-out-of-3) If two out of the three maps f , g and g ◦ f are weak equivalences
then so is the third.
 (Retracts) If f is a retract of g and g is a weak equivalence, cofibration, or
fibration, then so is f .
 (Lifting) Let i : A → B be a cofibration and p : Y → X be a fibration. The
diagram in M
A Y
B X
i p
lifts if either i or p are weak equivalences.
 (Factorization) Any morphism f can be factored into f = pi, where p is a
fibration and i is a cofibration and weak equivalence and f = qj, where q is a
fibration and weak equivalence and j is a cofibration.
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One primary example of a model structure is the Kan model structure:
Theorem 2.7.2. [GJ09, Theorem I.11.3] There is a model structure on simplicial
sets, called the Kan model structure and defined as follows:
C A map is a cofibration if it is an inclusion.
F A map is a fibration if it is a Kan fibration.
W A map X → Y is an equivalence if and only if the for every Kan complex K
the induced map of Kan complexes
Map(Y,K)→Map(X,K)
is a weak equivalence.
Model structures can simplify many computations. For that reason there are many
important properties that model structures can satisfy. For the rest of this subsection
we will review some of the more important properties.
Definition 2.7.3. We say a model structure is left proper if for every weak equiva-
lence A→ X and for every cofibration A→ B, the pushout map X → X∐AB is a
weak equivalence.
Definition 2.7.4. We say a model structure is right proper if for every weak equi-
valence A→ X and for every cofibration Y → X, the pullback map Y ×X A→ Y is
a weak equivalence.
Definition 2.7.5. A model structure is proper if it is left proper and right proper
at the same time.
Sometimes we have a model structure on a category that is Cartesian closed. In
this case we might wonder how well they interact with each other.
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Definition 2.7.6. Let M be a model structure on a category that is Cartesian
closed. We say the model structure is compatible with Cartesian closure if for every
cofibration i : A→ B, j : C → D and fibration p : Y → X, the map
i : A×D
∐
A×B
B × C → B ×D
is a cofibration and
Y B → Y A ×
XA
XB
is a fibration either of which is a weak equivalence if any of the maps involved is a
weak equivalence.
Remark 2.7.7. Notice that the Kan model structure satisfies all of the conditions
stated above. It is proper and compatible with Cartesian closure.
2.7.2 Reedy Model Structure
We defined a complete Segal space as a simplicial space that satisfied three conditions.
1. Reedy fibrancy
2. Segal condition
3. Completeness condition
Accordingly we will define three model structures, which correspond to these three
conditions. Thus we first start with the Reedy model structure.
Theorem 2.7.8. [Ree74] [DKS93, Subsection 2.4-2.6] There is a model structure on
the category sS called the Reedy model structure, defined as follows.
C A map f : X → Y is a cofibration if it is an inclusion.
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W A map f : X → Y is a weak equivalence if it is a level-wise equivalence.
F A map f : X → Y is a fibration if the map
Map(F (n), X)→Map(∂F (n), X) ×
Map(∂F (n),Y )
Map(F (n), Y )
is a Kan fibration.
The Reedy model structure has many amazing features. In particular it satisfies
following properties:
1. Cofibrantly generated.
2. Proper.
3. Compatible with Cartesian closure.
4. Simplicial.
One important property of the Reedy model structure on simplicial spaces is that
we can use techniques of Bousfield localizations on it.
Theorem 2.7.9. [Rez01, Proposition 9.1] Let f : A → B be an inclusion. There
is a unique, simplicial, cofibrantly generated model structure on sS called the f -local
model structure, characterized as follows.
1. Cofibrations are inclusions.
2. A simplicial space W is fibrant if it is Reedy fibrant and the map
f ∗ : Map(B,W )→Map(A,W )
is a Kan equivalence.
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3. A map g : X → Y is a weak equivalence if for every fibrant object W the
induced map
g∗ : Map(Y,W )→Map(X,W )
is a Kan equivalence.
4. A map between fibrant objects W → V is a weak equivalence (fibration) if and
only if it is a Reedy equivalence (Reedy fibration).
Using this property of Bousfield localizations we can define model structures for
Segal spaces and complete Segal spaces.
2.7.3 Segal Space Model Structure
The Segal space model structure is a Bousfield localization of the Reedy model
structure.
Theorem 2.7.10. [Rez01, Theorem 7.1] There is a unique, simplicial model struc-
ture on sS called the Segal space model structure, characterized as follows.
1. Cofibrations are inclusions.
2. A simplicial space T is fibrant if it is Reedy fibrant and the map
ϕ∗n : Map(F (n), T )→Map(G(n), T )
is a Kan equivalence for n ≥ 2.
3. A map g : Y → X is a weak equivalence if for every Segal space T the induced
map
g∗ : Map(Y, T )→Map(X,T )
is a Kan equivalence.
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4. A map between Segal Spaces T → U is a weak equivalence (fibration) if and
only if it is a Reedy equivalence (Reedy fibration).
The Segal space model structure also satisfies some crucial properties. In particular
it satisfies following properties:
1. Cofibrantly generated.
2. Left proper.
3. Compatible with Cartesian closure.
Notice we did not say the Segal space model structure is right proper. Here is a
counter-example:
Example 2.7.11. Let c : F (1) → F (2) be the unique map that sends 0 to 0 and 1
to 2. We have pullback square
F (0)
∐
F (0) F (1)
G(2) F (2)
p
c
ϕ2
The map c is a Segal fibration as it is a Reedy fibration between Segal spaces.
Moreover, ϕ2 is a Segal equivalence. However, the pullback is clearly not a Segal
equivalence, as F (0)
∐
F (0) is not equivalent to F (1).
2.7.4 Complete Segal Space Model Structure
The Segal space model structure is a Bousfield localization of the Reedy model
structure.
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Theorem 2.7.12. [Rez01, Theorem 7.2] There is a unique, simplicial model struc-
ture on sS called the complete Segal space model structure, characterized as follows.
1. Cofibrations are inclusions.
2. A simplicial space W is fibrant if it is a Segal space and the map
0∗ : Map(E(1),W )→Map(F (0),W )
is a Kan equivalence.
3. A map g : X → Y is a weak equivalence if for every complete Segal space W
the induced map
g∗ : Map(Y,W )→Map(X,W )
is a Kan equivalence.
4. A map between complete Segal Spaces W → V is a weak equivalence (fibration)
if and only if it is a Reedy equivalence (Reedy fibration).
The complete Segal space model structure also satisfies some crucial properties.
In particular it satisfies following properties:
1. Cofibrantly generated.
2. Left proper.
3. Compatible with Cartesian closure.
Using the completeness condition we can characterize CSS equivalences in a more
simple manner.
Theorem 2.7.13. [Rez01, Theorem 7.7] A map f : T → U of Segal space is a CSS
equivalence if and only if it is fully faithful and essentially surjective.
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The CSS model structure is also not right proper, as the example above still holds
in this case, however, there are some restricted cases where right properness condition
holds
Theorem 2.7.14. [Ras17a, Theorem 7.26] Let C → W be a coCartesian fibration
and V → W be a CSS (Segal) equivalence. Then the pullback map V ×W C → C is
a CSS (Segal) equivalence.
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CHAPTER 3
YONEDA LEMMA FOR SIMPLICIAL SPACES
3.1 Introduction
3.1.1 Motivation
The Yoneda lemma is one of the fundamental results of classical category theory.
It has been generalized to the realm of higher categories by several authors notably
Andre´ Joyal ([Joy08a], [Joy08b]) Jacob Lurie ([Lur09]) using quasi-categories, by de
Brito ([dB16]) and Kazhdan and Varshavsky ([KV14]) using Segal spaces, and by
Riehl and Verity using ∞-cosmoi ([RV17]).
The focus here will be on studying the Yoneda lemma for any simplicial space. We
will do so by looking at it from the perspective of Segal spaces.
3.1.2 Main Results
The main goal is to prove the Yoneda Lemma:
Proposition 3.1.1. (Proposition 3.4.28) Let X be a simplicial space.
1. Let Y be a simplicial space over X. Then for every x : F (0) → X there is a
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diagonal equivalence
X/x ×
X
Y ' F (0)×
X
Yˆ
where Yˆ is a choice of a left fibrant replacement of Y over X and X/x a choice
of right fibrant replacement of x.
2. A map Y → Z over X is a covariant equivalence if and only if for every
x : F (0)→ X
X/x ×
X
Y → X/x ×
X
Z
is an equivalence, where X/x a choice of right fibrant replacement of x.
The Yoneda lemma allows us to get a good understanding of the covariant model
structure (Theorem 5.4.3). Some of the main results we prove are the following:
Theorem 3.1.2. Let X be simplicial space. There is a unique model structure on
sS/X such that
1. It is a simplicial, left proper model category (Theorem 5.4.3)
2. The fibrant objects are the left fibrations over X (Theorem 5.4.3)
3. A map between left fibrations is a covariant equivalence if and only if it is a
Reedy equivalence if and only if it is a Kan equivalence if and only if it is a
fiber-wise diagonal equivalence. (Lemma 3.4.30)
4. A map Y → Z is a covariant equivalence if and only if X/x×X Y → X/x×X Z
is a diagonal equivalence for every x : F (0)→ X. Here X/x is a contravariant
fibrant replacement of x : F (0)→ X. (Proposition 3.4.28)
5. If X is also a Segal space, then for any object x ∈ X the map
F (0)→ XF (1) ×
X
F (0)
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is a covariant equivalence over X. Here XF (1) ×X F (0) is the Segal space of
objects under x. Thus we can recover covariant equivalences from the theory of
over-Segal spaces. (Theorem 3.5.2)
6. A map f : X → Y gives us a Quillen adjunction (Theorem 3.4.15)
(sS/X)
cov (sS/Y )
cov
f!
f∗
which is an Quillen equivalence if f is an equivalence in the CSS model struc-
ture. (Theorem 3.5.8)
7. The covariant model structure is a localization of the CSS model structure on
sS/X (Theorem 3.5.12)
8. Base change by left fibrations preserves CSS equivalences. (Theorem 3.6.29).
Some of those results have already been proven in the context of quasi-categories in
[Lur09], but often the proofs there rely on translating the problem into the language
of simplicial categories and then proving it there, which we will avoid. Some of
the proofs can also be found in [Joy08a] and [Joy08b], again using quasi-categories,
where Joyal makes extensive use of the combinatorial properties of simplicial sets.
While some parts here also rely on such techniques, we will largely try to avoid using
combinatorial properties of simplicial spaces. Some of the results have also been
proven independently in [dB16], however, only where the base space is a Segal space.
The work here will generalize several of its definitions and results.
3.1.3 Outline
The first section is mostly informative and serves as a motivation for the rest, by
showing various faces of the Yoneda lemma in the context of classical category theory.
98
In the second section we introduce basic notation regarding spaces (simplicial
sets) (Subsection 4.2.1), simplicial spaces (Subsection 4.2.2) and the Reedy model
structure on simplicial spaces (Subsection 4.2.3). We also introduce two different
localizations of the Reedy model structure, each of which is equivalent to the Kan
model structure (Subsection 4.2.4). Finally, we also review the concept of complete
Segal spaces as we will heavily rely on the theory of complete Segal spaces in order
to understand left fibration (Subsection 4.2.5).
In the third section we give our definition of a left fibration (Definition 3.4.1)
and show that it comes with a model structure by using the theory of localizations
(Theorem 5.4.3). More importantly, we prove the existence of a very computational
and useful criterion to detect equivalences in this model structure, namely the Yoneda
lemma for simplicial spaces (Proposition 3.4.28).
In the fourth section we do an extensive study of the relationship between (com-
plete) Segal spaces and the theory of left fibrations using the results of Section 3.4.
In particular, we show that under-Segal spaces are fibrant replacements (Subsection
3.5.1), show that the covariant model structure is invariant under base change by
CSS equivalences (Subsection 3.5.2) and that the covariant model structure is a lo-
calization of the CSS model structure (3.5.3)
In the fifth section we will discuss some other interesting applications that follow
from the Yoneda lemma. In particular, we characterize representable left fibrations
(Subsection 3.6.2), study colimits in Segal spaces (Subsection 3.6.3), show how the
main result is a generalization of Quillen’s Theorem A (Subsection 3.6.4) and that
base change by left fibration preserves CSS equivalences (Subsec 3.6.6).
The sixth section is reserved for the proof of the main theorem (Theorem 3.4.32)
that we need for the proof of Proposition 3.4.28. It is completely independent of
Sections 4,5.
The last section hides any remaining technical proof. This gives the reader the
freedom to skip some of the more intricate steps of the proofs and then come back
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to them if need be.
There are two final sections which are connected to the rest of the material. In
the first one we state the most important lemmas we use from the theory of model
categories. In the second part we show that our definition of a left fibration agrees
with the definition introduced by Lurie in [Lur09].
3.1.4 Background
The main language here is the language of model categories and complete Segal
spaces. So, we assume familiarity with both throughout. Only a few results are
explicitly stated here. For a basic introduction to the theory of model categories see
[DS95] or [Hov99]. For an introduction to complete Segal spaces we will mostly rely
on [Ras18b]. There is also the original source [Rez01].
3.2 Another Look at the Yoneda Lemma for Categories
The Yoneda lemma is an important result in classical category theory and it can be
found in any introductory book on classical category theory. Here is a version that
can be found in [Lan98, Page 61].
Lemma 3.2.1. (Hom version of Yoneda for functors) If F : C → Set is a functor
and C ∈ C an object, then there is a bijection
y : Nat(HomC(C,−), F )
∼=−−−→ F (C)
which sends each natural transformation α : HomC(C,−)→ F to αC(idC) the image
of the identity idC : C → C.
There is however a different way this equivalence can be phrased. It relies on the
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Hom-Tensor Adjunction.
3.2.1 Tensor Product of Functors and Yoneda Lemma
Most of the material in this subsection can be found in greater detail in [MM92,
VII.2]. For this subsection let C be a fixed category and F : C→ Set and P : Cop →
Set be two functors. Then our we define the tensor product as the following colimit
diagram F ⊗C P .
∐
C,C′∈C
P (C)×HomC(C,C ′)× F (C)
∐
C∈C
P (C)× F (C) F ⊗
C
P
ϕ
ψ
∼=
where ϕ(a, f, b) = (P (f)(a), b) and ψ(a, f, b) = (a, F (f)(b)). So the tensor product
of two functors is the product of the values quotiented out by the mapping relations.
This definition generalizes the tensor product of two rings, which is the motivation
for this notation. Similar to the case of rings this definition of a tensor product fits
into a hom-tensor adjunction.
Theorem 3.2.2. Let C be a category and F : C→ Set a functor. Then we have the
adjunction
SetC
op
Set
−⊗CF
HomC(F (−),−)
where the left adjoint takes P to P ⊗C F and the right adjoint takes a set S to the
functor which takes an object C to HomC(F (C), S).
Remark 3.2.3. Note that we could have made the same construction for the case
where Set is replaced with any category which has all colimits. However, here we
do not need to work at this level of generality. For more details on the general
construction see [MM92, Page 358].
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With the tensor product at hand we can state another version of the Yoneda
lemma.
Theorem 3.2.4. (Tensor version of Yoneda for functors) If F : Cop → Set is a
functor and C ∈ C an object, then there is a bijection
y : HomC(C,−)⊗
C
F
∼=−−−→ F (C)
which sends each tuple (f, a) ∈ HomC(C,C ′)× F (C ′) to F (f)(a) ∈ F (C).
This version of the Yoneda lemma has the following basic corollaries, which should
look quite familiar.
Corollary 3.2.5. Let C be a category and C,C ′ two objects. Then we have the
following isomorphism.
HomC(C,−)⊗
C
HomC(−, C ′) ∼= HomC(C,C ′)
Corollary 3.2.6. Let C be a category and F,G : Cop → Set be two functors. Then
a natural transformation α : F → G is a natural equivalence if and only if
HomC(C,−)⊗
C
F → HomC(C,−)⊗
C
G
is a bijection for every object C ∈ C.
3.2.2 Yoneda Lemma for Fibered Categories
The two versions of the Yoneda lemma we discussed above are very useful and allow
us to study categories from many angles. However, in the world of higher categories
and simplicial spaces these versions are very difficult to handle, as functors have
higher coherence data which is difficult to manage. Therefore, it is better to work
with an appropriate notion of a fibration over the given category. In the classical
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situation they are called categories fibered in sets. In this subsection we introduce
Yoneda lemma for categories fibered in sets.
Definition 3.2.7. A functor P : D → C is called fibered in sets over C if for any
map f : C → C ′ in C and object D′ in D such that P (D′) = C ′, there exists a unique
lift fˆ : D → D′ such that P (fˆ) = f . Similarly, P is called cofibered in sets if for any
object D in D such that P (D) = C there exists a unique lift fˆ : D → D′ such that
P (fˆ) = f .
Remark 3.2.8. Note that this has the following direct implication. If in the above
setting g : D → D′ is a map in D such that P (g) = idC for some object C ∈ C then
D = D′ and g = idD′ . This follows from the uniqueness condition, because idD′ is
already a lift. This implies that for any object C ∈ C, the full subcategory of D
which has objects D such that P (D) = C is actually a set. Using pullback notation
we can also denote ths subcategory as{C} ×C D. The same is true for categories
cofibered over sets.
Before we can state the Yoneda lemma we have to define fibered categories which
play the role of representable functors.
Definition 3.2.9. Let C be a category and C an object. Then there is a category,
C/C , called the category of objects over C or simply over-category. The objects are
maps in C which have target C and morphisms are commuting triangles. There is
a natural functor piC : C/C → C which takes every map to its source and makes it
into a category over C fibered in sets. In a similar manner, we define CC/, called the
category of objects under C or simply under-category. The objects are maps with
domain C and maps again commuting triangles. Again there is a natural functor
pi : CC/ → C which takes every map to its target and it makes it into a category
cofibered in sets.
With the previous remarks at hand we can now phrase the first fibered version of
the Yoneda Lemma:
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Theorem 3.2.10. (Hom version of Yoneda for fibered categories) Let P : D→ C be
a category fibered in sets over C. Then we have an isomorphism
y : Fun/C(C/C ,D)
∼=−−−→ {C} ×
C
D
that takes every functor F : C/C → D to the object F (idC).
Similar to the previous part we also have a tensor version of the Yoneda lemma
for fibered categories. First, however, we have to define a notion of tensor product
for fibered categories. The analogue of the tensor product of two categories D and
E over C should be the pullback D×C E. However, the pullback is not necessarily a
set by itself and so we have to make the necessary adjustments. This means we have
the following:
D⊗
C
E = pi0N(D×
C
E)
where N is the nerve of a category and pi0 is the set of connected components. With
this definition we can state our last version of the Yoneda lemma
Theorem 3.2.11. (Tensor version of Yoneda for fibered categories) Let P : D→ C
be fibered in sets over C. Then we have an isomorphism
y : CC/ ⊗
C
D
∼=−−−→ {C} ⊗
C
D
which takes (f : C → C ′, D′) to the domain of the unique lift of f .
This last version of the Yoneda lemma can be generalized to simplicial spaces.
Our goal in the coming sections is to build the necessary machinery to define as
well as prove the simplicial space version of the Yoneda lemma. In particular, we
will define the correct analogue to categories fibered in sets and study its properties.
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3.3 Basics & Conventions
Throughout this note we use the theory of complete Segal spaces. For results on
complete Segal spaces we either refer to the explainer [Ras18b] or the original source
[Rez01]. Here we will only cover the basic notations.
3.3.1 Simplicial Sets
S will denote the category of simplicial sets, which we will also call spaces. We will
use the following notation with regard to spaces:
1. ∆ is the indexing category with objects posets [n] = {0, 1, ..., n} and mappings
maps of posets.
2. ∆[n] denotes the simplicial set representing [n] i.e. ∆[n]k = Hom∆([k], [n]).
3. ∂∆[n] denotes the boundary of ∆[n] i.e. the largest sub-simplicial set which
does not include id[n] : [n]→ [n]. Similarly Λ[n]l denotes the largest simplicial
set in ∆[n] which doesn’t have the lth face.
4. For a simplicial set S we denote the face maps by di : Sn → Sn−1 and the
degeneracy maps by si : Sn → Sn+1.
5. Let I[l] be the category with l objects and one unique isomorphisms between
any two objects. Then we denote the nerve of I[l] as J [l]. It is a Kan fibrant
replacement of ∆[l] and comes with an inclusion ∆[l]  J [l], which is a Kan
equivalence.
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3.3.2 Simplicial Spaces
sS = Map(∆op, S) denotes the category of simplicial spaces (bisimplicial sets). We
have the following basic notations with regard to simplicial spaces:
1. We embed the category of spaces inside the category of simplicial spaces as
constant simplicial spaces (i.e. the simplicial spaces S such that, Sn = S0 for
all n).
2. Denote F (n) to be the discrete simplicial space defined as
F (n)k = Hom∆([k], [n]).
3. ∂F [n] denotes the boundary of F (n). Similarly L(n)l denotes the largest sim-
plicial space in F (n) which lacks the lth face.
4. For a simplicial space X we have Xn ∼= HomsS(F (n), X).
3.3.3 Reedy Model Structure
The category of simplicial spaces has a Reedy model structure, which is defined as
follows:
F A map f : Y → X is a (trivial) fibration if the following map of spaces is a
(trivial) Kan fibration
MapsS(F (n), Y )→MapsS(∂F (n), Y ) ×
MapsS(∂F (n),X)
MapsS(F (n), X).
W A map f : Y → X is a Reedy equivalence if it is a level-wise Kan equivalence.
C A map f : Y → X is a Reedy cofibration if it is an inclusion.
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The Reedy model structure is very helpful as it enjoys many features that can help
us while doing computations. In particular, it is cofibrantly generated, simplicial and
proper. Moreover, it is also compatible with Cartesian closure, by which we mean
that if i : A→ B and j : C → D are cofibrations and p : X → Y is a fibration then
the map
A×D
∐
A×C
B × C → B ×D
is a cofibration and the map
XB → XA ×
Y A
Y B
is a fibration, which are trivial if any of the involved maps are trivial.
3.3.4 Diagonal & Kan Model Structure
There are two localizations of the Reedy model structure which we are going to need
in the coming sections.
Theorem 3.3.1. There is a unique, cofibrantly generated, simplicial model structure
on sS, called the Diagonal Model Structure, with the following specifications.
W A map f : X → Y is a weak equivalence if the diagonal map of spaces {fnn :
Xnn → Ynn}n is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is Reedy fibrant and a homotopically constant
simplicial space i.e. the degeneracy maps s : W0 → Wn are weak equivalences.
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Proof. The model structure is the localization of the Reedy model structure with
respect to the maps
L = {F (0)→ F (n) : n ≥ 0}.
A simple lifting argument shows that an object W is fibrant if it is Reedy fibrant and
W0 → Wn is a weak equivalence for each n ≥ 0. Now let f : X → Y be a map. Then
{fnn : Xnn → Ynn}n is a Kan equivalence if and only if Map(Y,W ) → Map(X,W )
is a Kan equivalence for every fibrant object W .
Remark 3.3.2. A space K embedded as a constant simplicial space is not fibrant in
this model structure, as it is not Reedy fibrant. Rather the fibrant replacement is
the simplicial space which at level n is equal to K∆[n].
Theorem 3.3.3. There is a unique, cofibrantly generated, simplicial model structure
on sS, called the Kan Model Structure, with the following specification.
W A map f : X → Y is a weak equivalence if f0 : X0 → Y0 is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is Reedy fibrant and the map
Map(F (n),W )→Map(∂F (n),W )
is a trivial Kan fibration for n > 0.
Proof. Similar to the previous theorem this model structure is a localization of the
Reedy model structure with respect to maps
L = {∂F (n)→ F (n) : n > 0}.
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Basic lifting argument tells us that W is fibrant if and only if it is a Reedy fibration
and
Wn →Map(∂F (n),W )
is a trivial Kan fibration for n > 0. This also implies that f0 : X0 → Y0 is a Kan
equivalence if and only if Map(Y,W )→Map(X,W ) is a Kan equivalence for every
fibrant object W .
These model structures all fit nicely into a chain of Quillen equivalences.
Theorem 3.3.4. There is the following chain of Quillen equivalences:
(sS)Diag (S)Kan (sS)Kan
Diag#
Diag∗
i#
i∗
Here Diag : ∆ → ∆ × ∆ is the diagonal map which induces an adjunction
(Diag#, Diag
∗) on functor categories. Also, i : ∆ → ∆ × ∆ is the map that ta-
kes [n] to ([n], [0]) which also induces an adjunction (i#, i
∗) on functor categories.
Proof. (Diag#, Diag
∗): By definition, a map of simplicial spaces f is a diagonal equi-
valence if and only if Diag#(f) is a Kan equivalence. Moreover, basic computation
shows that the counit map Diag#Diag
∗K → K is a Kan equivalence for every Kan
complex K.
(i#, i
∗): By the same argument a map of simplicial spaces f is a Kan equivalence if
and only if i∗(f) is a Kan equivalence. Finally, the derived unit map K → i∗Ri#(K)
is a Kan equivalence for every Kan complex K as i∗Ri#(K) = K.
This implies that the diagonal and Kan model structure are Quillen equivalent,
however, that does not mean that they are actually the same model structure.
109
3.3.5 Complete Segal Spaces
The Reedy model structure can be localized such that it models an (∞, 1)-category.
This is done in two steps. First we define Segal spaces.
Definition 3.3.5. [Rez01, Page 11] A Reedy fibrant simplicial space X is called a
Segal space if the map
Xn
'−−−→ X1 ×
X0
... ×
X0
X1
is an equivalence for n ≥ 2.
Segal spaces come with a model structure, namely the Segal space model structure.
Theorem 3.3.6. [Rez01, Theorem 7.1] There is a simplicial closed model category
structure on the category sSSeg of simplicial spaces, called the Segal space model
category structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the Segal spaces.
3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
Segal space model category structure, and if both objects are themselves Segal
spaces then the converse holds.
5. The model category structure is compatible with the cartesian closed structure.
6. The model structure is the localization of the Reedy model structure with respect
to the maps
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)→ F (n)
for n ≥ 2.
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A Segal space already has many characteristics of a category, such as objects and
morphisms (as can be witnessed in [Rez01, Section 5]), however, it is still does not
model an actual (∞, 1)-category. For that we need complete Segal spaces.
Definition 3.3.7. Let J [n] be a fibrant replacement of ∆[n] in the Kan model
structure (as described in Subsection 4.2.1). We define a discrete simplicial space
E(n) as
E(n)kl = J [n]k.
In particular, E(1) is the free invertible arrow.
Definition 3.3.8. A Segal space W is called a complete Segal space if it satisfies
one of the the following equivalent conditions.
1. The map
Map(E(1),W )
'−−−→Map(F (0),W ) = W0
is a trivial Kan fibration. Here E(1) is the free invertible arrow (Definition
4.2.7).
2. In the following commutative rectangle
W0 W3
W1 W
s
1 ×
W0
sW t1 ×
W0
tW1
W0 ×W0 W1 ×W1
p
the top square is a homotopy pullback square in the Kan model structure.
Equivalently, the large rectangle is a homotopy pullback square in the Kan
model structure.
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Complete Segal spaces come with their own model structure, the complete Segal
space model structure.
Theorem 3.3.9. [Rez01, Theorem 7.2] There is a simplicial closed model category
structure on the category sS of simplicial spaces, called the complete Segal space model
category structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the complete Segal spaces.
3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every complete Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
complete Segal space model category structure, and if both objects are themselves
Segal spaces then the converse holds.
5. The model category structure is compatible with the cartesian closed structure.
6. The model structure is the localization of the Segal space model structure with
respect to the map
F (0)→ E(1).
A complete Segal space is a model for a (∞, 1)-category. For a better understan-
ding of complete Segal either see [Rez01, Sections 5,6] or [Ras18b, Section 2,3].
3.4 Left Fibrations and the Covariant Model Structure
In this section we introduce left fibrations for simplicial spaces and show that they
are the fibrant objects in a certain model structure. Then we will prove the main
theorem which will allow us to precisely characterize weak equivalences in this model
structure.
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3.4.1 Basic Features of Left Fibrations
In this subsection we introduce the covariant model structure on the category of
simplicial spaces over a fixed simplicial space. The covariant model structure relies
on the idea of a left fibration. This definition here is due to Charles Rezk. A special
case of this definition can be found in [dB16, Page 1] and in [KV14, Definition 2.1.1].
Definition 3.4.1. A map of simplicial spaces f : Y → X is called a left fibration if
it is a Reedy fibration such that the following square is a homotopy pullback square
Yn Y0
Xn X0
0∗
fn
p
f0
0∗
where the horizontal maps come from the map 0 : [0] → [n] taking the point to
0 ∈ [n].
Equivalently, we can say the map
Yn
'−−−→ Xn ×
X0
Y0
is a weak equivalence in the Kan model structure.
Remark 3.4.2. Note that the map F (0)→ F (n) is a cofibration which means that if
Y → X is a Reedy fibration then the map
Map(F (n), Y )→MapsS(F (0), Y ) ×
MapsS(F (0),X)
MapsS(F (n), X)
or, equivalently, the map
Yn → Xn ×
X0
Y0
is always a fibration. We just proved that the map Yn
'−−−→ Xn ×X0 Y0 is a weak
equivalence if and only if it is a trivial fibration.
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There are several other ways to define left fibrations.
Lemma 3.4.3. Let f : Y → X be a Reedy fibration. The following two are equiva-
lent:
1. The map Yn → Xn ×X0 Y0 is a weak equivalence for all n ≥ 0.
2. The map Yn → Xn ×Xn−1 Yn−1 is a weak equivalence for all n ≥ 0.
Proof. We have the following diagram:
Yn Yn−1 Y0
Xn Xn−1 X0
(1 ⇒ 2) In this case the rectangle and the right square is a homotopy pullback and
therefore the left hand square is also a homotopy pullback.
(2 ⇒ 1) For this case we use induction. The case n = 1 is clear. If it is true for
n−1 then this means that in the diagram above the right hand square is a homotopy
pullback. By assumption the left hand square is a homotopy pullback and so the
whole rectangle has to be a homotopy pullback and we are done.
Remark 3.4.4. Intuitively a left fibrations over X is a model for “functors from X
into spaces”, where the fiber over each point should play the role of the “image”.
There are ways to make this argument precise ([Lur09, Chapter]), but we will not
do so. However, keeping that fact in mind can sometimes serve as a useful guide.
Left fibrations behave well with respect to many basic operations.
Lemma 3.4.5. The pullback of a left fibration is a left fibration.
Proof. Let Y ′ = Y ×X X ′ where Y → X is a left fibration. We have the following
diagram
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Y ′n Y
′
0
Yn Y0
X ′n X
′
0
Xn X0
q q
p
The fact that the three side squares are pullback squares implies that the back square
is a also pullback square.
Lemma 3.4.6. Let f : Y → X and g : Z → Y be two Reedy fibrations.
1. If f and g are left fibrations then fg is also a left fibration.
2. If f and fg are left fibrations then g is also a left fibration.
Proof. We have the following diagram:
Zn Z0
Yn Y0
Xn X0
p
p
If f and g are left fibrations then both squares are homotopy pullbacks and so the
rectangle is a pullback. If f and fg are left fibrations then the lower square and the
rectangle are homotopy pullbacks which implies that the upper square is a homotopy
pullback.
Lemma 3.4.7. Let L → X be a left fibration and Y be a simplicial space. Then
LY → XY is also a left fibration.
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Proof. We first prove that the result holds for the case Y = F (m). Then we prove
the general case. The special case follows from the fact that in the following diagram
Map(F (n)× F (m), L) Map(F (m), L) Map(F (0), L)
Map(F (n)× F (m), X) Map(F (m), X) Map(F (0), X)
the rectangle and the right hand square are homotopy pullbacks and so the left hand
square will also be a homotopy pullback.
Now we prove the general case. In order to prove that LY → XY is a left fibration
we have to show that the square is a homotopy pullback square.
Map(F (m), LY ) Map(F (0), LY )
Map(F (m), XY ) Map(F (0), XY )
Using adjunctions this is equivalent to being a homotopy pullback square.
Map(F (m)× Y, L) Map(F (0)× Y, L)
Map(F (m)× Y,X) Map(F (0)× Y,X)
Using the adjunction again, we see that it suffices to show that the following is a
homotopy pullback square.
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Map(Y, LF (m)) Map(Y, L)
Map(Y,XF (m)) Map(Y,X)
This is equivalent to saying that
LF (m) L
XF (m) X
is a homotopy pullback square. In other words we want to show that the map
LF (m) → L×
X
XF (m)
is a trivial Reedy fibration.
In the first part we showed that LF (m) is a left fibration over XF (m). Moreover,
L ×X XF (m) is a left fibration over XF (m) as it is the pullback of the left fibration
L → X. This implies that in the following commutative square the vertical maps
are Kan equivalences.
(LF (m))k Lk ×
Xk
(XF (m))k
(LF (m))0 ×
(XF (m))0
(XF (m))k L0 ×
X0
(XF (m))0 ×
(XF (m))0
(XF (m))k
' '
So, the top map is a Kan equivalence if and only if the bottom map
(LF (m))0 ×
(XF (m))0
(XF (m))k → L0 ×
X0
(XF (m))0 ×
(XF (m))0
(XF (m))k
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is an equivalence. In order to prove this is a Kan equivalence it suffices to show that
the map
(LF (m))0 → L0 ×
X0
(XF (m))0
is a Kan equivalence, as the Kan model structure is proper. By definition this is just
Lm → L0 ×X0 Xm
which is clearly a Kan equivalence as L→ X is a left fibration.
There is also a local way to find left fibrations.
Lemma 3.4.8. A Reedy fibration L → X is a left fibration if and only if for every
map F (n)→ X, the induced pullback map
L×
X
F (n)→ F (n)
is a left fibration.
Proof. In Lemma 3.4.5 we showed that if L → X is a left fibration then every
pullback is a left fibration as well. For the other side, let F (0)
i−−→ F (n) p−−−→ X
be a given map. The map p gives us an adjunction
sS/F (n) sS/X
p!
p∗
.
Because of the adjunction, in the commutative diagram
Map/X(F (n), L) Map/X(F (0), L)
Map/F (n)(F (n), L×
X
F (n)) Map/F (n)(F (0), L×
X
F (n))
∼= ∼=
'
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the vertical maps are isomorphisms. Moreover L×XF (n) is a left fibration over F (n)
and so the bottom map is a Kan equivalence. Thus the top map is a Kan equivalence
as well and we are done.
Under favorable conditions on X and Y the definition can be simplified.
Lemma 3.4.9. Let X and Y be Segal spaces and Y → X a Reedy fibration. Then
the following are equivalent:
1. f is a left fibration.
2. The following square is a homotopy pullback square.
Y1 Y0
X1 X0
0∗
f1
p
f0
0∗
Proof. One side is obvious. For the other side notice we have following diagram
Yn Xn ×
X0
Y0
(X1 ×
X0
... ×
X0
X1) ×
X0
Y0
Y1 ×Y0 ...×Y0 Y1 (X1 ×
X0
Y0) ×
X0
... ×
X0
(X1 ×
X0
Y0)
'
'
'
'
The vertical maps are equivalences because of the Segal condition and the bottom
map is an equivalence by assumption, which means the top map has to be an equi-
valence.
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Corollary 3.4.10. Let X be a Segal space and f : Y → X a fibration in the Segal
space model structure. Then f is a left fibration if and only if Y1 → X1 ×X0 Y0 is a
weak equivalence.
Proof. If f is a fibration in the Segal space model structure over a Segal space X
then Y is a Segal space and f is a Reedy fibration. The rest then follows from the
previous lemma.
Let us see the most famous example of a left fibration.
Example 3.4.11. Let W be a Segal space and x an object in W . Then we can
define the simplicial space of objects under x as
Wx/ = W
F (1) d0 ×
W
x F (0)
which comes with a natural projection map p : Wx/ → W . We show that this
projection map is a left fibration. For that we need to show that
(Wx/)n
(0∗,pn)−−−−→ (Wx/)0 ×
W0
Wn
is a trivial Kan fibration, which by definition means we have to show:
∆[0] ×
Wn
(W F (n)×F (1))0 → ∆[0] ×
W0
W1 ×
W0
Wn
is a weak Kan equivalence. Note that the map F (0) → W1 → Wn factors through
W0 and so it suffices to show that the map
∆[0] ×
W0
W0 ×
Wn
(W F (n)×F (1))0 → ∆[0] ×
W0
W1 ×
W0
Wn
However, this map is just the fiber of the map
W0 ×
Wn
(W F (n)×F (1))0 → W1 ×
W0
Wn
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over the point x. Thus the desired result would follow if we could show that this
map is a Kan equivalence. Using map notation we can rewrite this map as follows.
Map(F (0),W ) ×
Map(F (n),W )
Map(F (n)× F (1),W )→
Map(F (1),W ) ×
Map(F (0),W )
Map(F (n),W )
Commuting colimits this is the same as the map
Map(F (0)
∐
F (n)
(F (n)× F (1)),W )→Map(F (1)
∐
F (0)
F (n),W )
But W is a Segal space and so the the above is a Kan equivalence if and only if the
map
F (1)
∐
F (0)
F (n)→ F (0)
∐
F (n)
(F (n)× F (1))
is a trivial cofibration in the Segal model structure. Notice at this level we can give
a concrete description of our map. Namely it is the composition
F (1)
∐
F (0)
F (n)
(0, id)
∐
(0,1)
(id, 1)
−−−−−−−−−−−−→ F (n)× F (1) i−→ F (0)
∐
F (n)
(F (n)× F (1))
where i is natural inclusion into into a pushout. To simplify notations we denote
this composition as in. The proof that in is a Segal equivalence relies on some basic
computations that are carried out in Lemma 3.8.1.
Remark 3.4.12. Note that this result also implies that Wx/ = W
F (1) d0 ×
W
x F (0) is
actually a Segal space. Indeed, this follows from
in : F (1)
∐
F (0)
F (n)→ F (0)
∐
F (n)
(F (n)× F (1))
being an equivalence in the Segal space model structure for n > 1.
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Interestingly, this fact suggests another method of proof for the fact that the
projection map is a left fibration. Namely first showing it is a Segal space and then
using Lemma 3.4.9 and the fact that
i1 : F (1)
∐
F (0)
F (1)→ F (0)
∐
F (1)
(F (1)× F (1))
is an equivalence in the Segal space model structure.
The similarity between the proof for the projection being a left fibration and the
proof that the simplicial space is a Segal space is actually not a coincidence. We will
later see that every left fibration is indeed a Segal fibration (Theorem 3.5.12)
Remark 3.4.13. The Segal space condition in Example 3.4.11 is necessary. Let us see
a counter-example for G(2). Clearly it is not a Segal space. We can define G(2)0/ =
F (0)×G(2) G(2)F (1), which again comes with the natural projection G(2)0/ → G(2).
This map is not a left fibration. For that it suffices to see that the following map is
not a trivial Kan fibration
(G(2)0/)1 → (G(2)0/)0 ×
G(2)0
G(2)1
Note that G(2) is a discrete simplicial space, and so trivial Kan fibrations are just
bijections of sets. So, it suffices to show that the two sides have different cardinalities.
On the right hand side G(2)0 = {0, 1, 2} and G(2)1 = {00, 01, 11, 12, 22} and
(G(2)0/)0 = {00, 01}. So, the right hand pullback will be
(G(2)0/)0 ×
G(2)0
G(2)1 = {(00, 00), (00, 01), (01, 11), (01, 12)}
The left hand side, however, is the set of maps F (1) × F (1) → G(2) such that the
left hand edge maps to 0. There are exactly three such maps, represented by the
following 3 squares
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0 0
0 0
0 1
0 1
0 0
0 1
This means that we do not have an isomorphism and so the map is not a left fibration.
Later we will show that for any point in X we can build a left fibration over X,
even if X is not a Segal fibration (Example 3.5.16). However, we will also show that
the two constructions agree in the case that the base is a Segal space (Theorem 3.5.2)
3.4.2 The Covariant Model Structure
In this section let X be a fixed object in sS. We now define a new model structure
on the category sS/X , which we call the covariant model structure. The goal should
be that the fibrant objects are the left fibrations over X. In order to build such a
model structure, we localize the Reedy model structure on sS/X (Definition 4.9.7)
with respect to the appropriate maps.
Theorem 3.4.14. There is a unique model structure on the category sS/X , called
the covariant model structure and denoted by (sS/X)
cov, which satisfies the following
conditions:
1. It is a simplicial model category.
2. The fibrant objects are the left fibrations over X.
3. Cofibrations are monomorphisms.
4. A map f : A→ B over X is a weak equivalence if
mapsS/X (B,L)→ mapsS/X (A,L)
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is an equivalence for every left fibration L→ X.
5. A weak equivalence (covariant fibration) between fibrant objects is a level-wise
equivalence (Reedy fibration).
Proof. Let L be the collection of maps of the following form
L = {F (0) ↪→ F (n)→ X}.
Note that L is a set of cofibrations in sS/X with the Reedy model structure. This
allows us to use the theory of Bousfield localizations (Theorem 4.9.3) with respect to
L on the category sS/X . It results in a model structure on sS/X which automatically
satisfies all the conditions we stated above except for the fact that fibrant objects
are exactly the left fibrations, which we will prove here.
So, let L→ X be a Reedy fibration. We will show that L→ X is a left fibration if
and only if it is fibrant in the localization model structure. By assumption we have
following commuting triangle
Map(F (n), L) Map(F (0), L) ×
Map(F (0),X)
Map(F (n), X)
Map(F (n), X)
where the vertical arrows are Kan fibrations. The top map is an equivalence if and
only if L → X is a left fibration. By Corollary 4.9.2 the top map is an equivalence
if and only if the fiber over f ∈Map(F (n), X)
Map(F (n), L)×Map(F (n),X) ∆[0]→
Map(F (0), L)×Map(F (0),X) Map(F (n), X)×Map(F (n),X) ∆[0]
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is a Kan equivalence. However, this map simplifies to
Map/X(F (n), L)→Map/X(F (0), L)
which is equivalent to L→ X being fibrant in the covariant model structure.
Note the covariant model structure behaves well with respect to base change.
Theorem 3.4.15. Let f : X → Y be map of simplicial spaces. Then the following
adjunction
(sS/X)
cov (sS/Y )
cov
f!
f∗
is a Quillen adjunction. Here f! is the composition map and f
∗ is the pullback
map.
Proof. We will use lemma 4.9.5. Clearly f! preserves inclusions. Also, the pullback
of the Reedy fibration is a Reedy fibration. Finally, by Lemma 3.4.5, the pullback
of a left fibration is a left fibration.
Remark 3.4.16. Later we will prove that if f is an equivalence in the CSS model
structure then the Quillen adjunction is actually a Quillen equivalence (Theorem
3.5.8).
Theorem 3.4.17. The following is a Quillen adjunction
(sS/X)
cov (sS/X)
diag
id
id
where the left side has the covariant model structure and the right side has the induced
diagonal model structure (Definition 4.9.7). This implies that the diagonal model
structure is a localization of the covariant model structure
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Proof. We will use Corollary 4.9.5. The identity takes cofibrations to cofibrations
as they are exactly the same on both sides. Also, Reedy fibrations clearly go to
Reedy fibrations. So all we have to show is that if Y → X is diagonal fibration then
Y → X is a left fibration. Clearly it is a Reedy fibration so what remains is the
locality condition i.e. we have to show that for any map F (0) → F (n) → X the
following map is a trivial Kan fibration:
Map/X(F (n), Y )→Map/X(F (0), Y )
which directly follows if we are able to show that F (0) → F (n) is a trivial dia-
gonal cofibration over X. However, this follows right from the definition because
Diag∗(F (0)) = ∆[0] and Diag∗(F (n)) = ∆[n] and the map ∆[0] → ∆[n] is a trivial
cofibration in the Kan model structure.
Remark 3.4.18. This theorem implies that every covariant equivalence is a diagonal
equivalence. The opposite direction is clearly not true, but not all hope is lost. The
point of the main proposition (Proposition 3.4.28) is that we can correct for that by
looking at the right collection of maps. So we can determine whether a map is a
covariant equivalence by checking whether certain maps are diagonal equivalences.
With all these facts in our bag we can finally look at an important example.
Example 3.4.19. Let X be a homotopically constant simplicial space. Without loss
of generality, we can assume that X is Reedy fibrant (remember these are exactly
the fibrant objects in the diagonal model structure). In this case every left fibration
L→ X is also a constant simplicial space, as
Ln
'−−−→ L0 ×
X0
Xn
'−−−→ L0 ×
X0
X0 = L0
So L → X is a Reedy fibration between two fibrant objects in the diagonal model
structure and so is also a diagonal fibration. But diagonal fibrations are the fibrant
objects in the induced diagonal model structure as X is diagonally fibrant (Lemma
4.9.11).
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We just showed that the following Quillen adjunction
(sS/X)
cov (sS/X)
Diag
id
id
is a Quillen equivalence (actually an isomorphism of model structures) as they have
the same set of cofibrations and fibrant objects.
Example 3.4.20. One very important case of the previous example is the case of
X = F (0). The previous example shows that sScov is the same as sSDiag.
Right Fibrations Whenever there is a left, there should also be a right. This
leads us to the following definition.
Definition 3.4.21. A map of simplicial spaces Y → X is a right fibration if it is a
Reedy fibration and the following diagram is a homotopy pullback
Yn Y0
Xn X0
n∗
fn
p
f0
n∗
where the map n∗ comes from the map n : [0]→ [n] which sends 0 to n.
There is one important example of a right fibration.
Example 3.4.22. Let W be a Segal space and x an object in W . Then this gives
us a over-Segal space W/x = W
F (1)×W F (0), which comes with a natural projection
map p : W/x → W . By the same argument as in Example 3.4.11 we can deduce that
p is a right fibration.
We have the following lemma relating right and left fibrations.
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Lemma 3.4.23. A map Y → X is a left fibration if and only if Y op → Xop is a
right fibrations.
Proof. This follows from the simple fact that we have 0op = n : [0] → [n] where
0 : [0]→ [n] takes the unique point to 0 ∈ [n].
Remark 3.4.24. Every result in this section also holds for right fibrations. In parti-
cular, we have a model structure where the right fibrations are the fibrant objects.
It is called the contravariant model structure and is also a localization of the Reedy
model structure.
3.4.3 The Yoneda Lemma
Before we can state our goal for this subsection we need the following notation
Notation 3.4.25. Let x : F (0)→ X. We denote a choice of covariant replacement
of x as Xx/ → X. Similarly, we denote a choice of a contravariant replacement of x
as X/x → X.
Remark 3.4.26. If X is a Segal space then it might seem we are using the same nota-
tion for two different objects, under-Segal spaces and fibrant replacements. However,
in Theorem 3.5.2 we show that they are the two notions agree and no ambiguity ex-
ists.
Remark 3.4.27. Recall that a choice of fibrant replacement is not canonical, however,
any two choices are Reedy equivalent.
Our goal for this subsection is to prove the Yoneda lemma for simplicial spaces.
Concretely we will prove the following.
Proposition 3.4.28. Let X be a simplicial space.
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1. Let Y be a simplicial space over X. For every x : F (0) → X the simplicial
spaces
X/x ×
X
Y ' F (0)×
X
Yˆ
are diagonally equivalent. Here Yˆ is a choice of a left fibrant replacement of Y
over X.
2. The map g : Y → Z over X is a covariant equivalence if and only if for every
x : F (0)→ X
X/x ×
X
Y → X/x ×
X
Z
is a diagonal equivalence.
Remark 3.4.29. Note that the equivalence in part (1) does not come from a direct
map but comes from a zigzag of equivalences.
The proof has the following steps:
1. Show it is true for left fibrations (Lemma 3.4.30)
2. Show that covariant equivalences preserve this result (Theorem 3.4.32)
3. Use fibrant replacements to prove it for arbitrary maps (Proof 3.4.3)
Lemma 3.4.30. Let Y → X and Z → X be left fibrations and f : Y → Z a map
over X. The following are equivalent:
1. f is a covariant equivalence.
2. f is a Reedy equivalence.
3. f is a Kan equivalence.
4. f is a fiberwise Kan equivalence (Y ×XF (0)→ Z×XF (0) is a Kan equivalence
for every map F (0)→ X).
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5. For every path component of X0 there exists a point x : F (0) → X in the
chosen path component such that
F (0)×
X
Y
'−−→ F (0)×
X
Z
is a Kan equivalence.
6. f is a fiberwise diagonal equivalence (Y ×X F (0) → Z ×X F (0) is a diagonal
equivalence for every map F (0)→ X).
Remark 3.4.31. In Remark 3.4.4 we stated that left fibrations should behave like
functors valued in spaces, where the fibers play the role of the values at each point.
From this point of view part (5) and (6) the lemma above read as “two functors are
equivalent if and only if the values are equivalent at each point”.
Proof. (1 ⇔ 2) Follows from the definition of localization as left fibrations are the
fibrant objects.
(3 ⇔ 2) Clearly (2) implies (3). For the other side let f be a Kan equivalence,
then f0 : Y0 → Z0 is a Kan equivalence of spaces. This implies that in the diagram
Yn Zn
Y0 ×
X0
Xn Z0 ×
X0
Xn
'
fn
'
(f0,id)
'
the two vertical maps and the horizontal map are Kan equivalences. Thus fn : Yn →
Zn is a Kan equivalence as well, which implies that f is a Reedy equivalence.
(3 ⇔ 4) This follows immediately from Corollary 4.9.2 as every left fibration is a
level-wise Kan fibration.
(4⇔ 5) Clearly (4) implies (5). For the other side let y : F (0)→ X be an arbitrary
point. By assumption there exists a path γ : ∆[1] → X0 such that γ(0) = y and
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γ(1) = x and the fiber over x is a diagonal equivalence.
F (0)×
X
Y
'−−→ F (0)×
X
Z
Thus we get following diagram
Y ×x
X
F (0) Y ×γ
X
∆[1] Y ×y
Y
F (0)
Z ×x
X
F (0) Z ×γ
X
∆[1] Z ×y
X
F (0)
'
' '
' '
The left hand vertical map is a Kan equivalence by assumption and all horizontal
maps are equivalences as the Kan model structure is right proper and ∆[1] is con-
tractible in the Kan model structure. Thus the right hand vertical map is also a Kan
equivalence.
(4 ⇔ 6) This is a result of the specific fact that for a left fibration Y → X,
F (0) ×X Y is always a homotopically constant simplicial space (which follows from
Example 3.4.20). Therefore,
(F (0)×
X
Y )0 ' Diag∗(F (0)×
X
Y ).
This gives us the result we wanted and hence we are done.
Theorem 3.4.32. Let p : R → X be a right fibration. The following is a Quillen
adjunction:
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p∗
Proof. The proof of this theorem is the topic of all of Section 3.7. We will only
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provide a sketch here and the interested reader can find all the details in Section 3.7.
1. First we reduce the argument to proving that for any left fibration L → X,
p∗p∗(L)→ X is also a left fibration (Corollary 4.9.5).
2. Then we make a stop to do a very precise analysis of right fibrations over F (n)
as we will need it in the next steps (Lemma 3.7.9).
3. Next, we show we can reduce the argument to
F (0)×
X
R
[0]×id−−−→ F (n)×
X
R
being a covariant equivalence over F (n). (Lemma 3.7.18)
4. Finally we combine all this to show that the map
MapF (n)(F (n)×
X
R,L)
[0]×id−−−→MapF (n)(F (0)×
X
R,L)
is a Kan equivalence of spaces (Corollary 3.7.20).
Remark 3.4.33. This result has also been proven independently by Joyal [Joy08b,
Theorem 11.9] and Lurie [Lur09, Proposition 4.1.2.15] using quasi-categories.
We are finally in a position to prove our main proposition:
Proof. (Proof of Proposition 3.4.28)
(1) Let i : Y → Yˆ be a left fibrant replacement of Y . Then we have the following
zigzag of equivalences
Y ×
X
X/x
cov'−−−−−→ Yˆ ×
X
X/x
contra'←−−−−−−− Yˆ ×
X
F (0)
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By Theorem 3.4.32 the first map is a covariant equivalence because X/x is a right
fibration. By the same lemma the second map is a contravariant equivalence because
Yˆ is a left fibration. So, by Theorem 3.4.17, both are diagonal equivalences which
means that all three are diagonally equivalent.
(2) Let g : Yˆ → Zˆ be left fibrant replacement. Note that g : Y → Z is a covariant
equivalence if and only if gˆ : Yˆ → Zˆ is a Reedy equivalence. Using the argument of
the previous part we get the following commuting diagram:
Y ×
X
X/x Z ×
X
X/x
Yˆ ×
X
X/x Zˆ ×
X
X/x
Yˆ ×
X
F (0) Zˆ ×
X
F (0)
g×id
'i×id ' j×id
gˆ×id
gˆ×id
' '
The top map is a diagonal equivalence if and only if the bottom map is. But the
bottom map being an equivalence for every x : F (0) → X is equivalent to Yˆ → Zˆ
being a Reedy equivalence which is equivalent to Y → Z being a covariant equiva-
lence and hence we are done.
3.5 Complete Segal Spaces and Covariant Model Structure
There is an innate connection between the theory of complete Segal spaces and
the theory of left fibrations and the goal of this section to carefully examine this
connection. In the first subsection we study the covariant model structure when the
base is a Segal space. We apply those results in the second subsection where we show
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that covariant model structures are invariant under CSS equivalences. Then we also
show that the covariant model structure is a localization of the CSS model structure.
Finally we use all this knowledge to rephrase our main lemma in the language of
complete Segal spaces.
3.5.1 Left Fibrations over Segal Spaces
Our first goal is to study the covariant model structure when the base is a Segal space
(Definition 5.2.1). The goal of this section is to finally justify using the notation Xx/
as the left fibrant replacement of the map x : F (0) → X by showing that the
under Segal space F (0) ×X XF (1) (Example 3.4.11) is a left fibrant replacement of
x : F (0)→ X when X is a Segal space.
Notation 3.5.1. In order to avoid any confusion in the next theorem, we will always
denote the under-Segal space as F (0)×XXF (1) and the covariant fibrant replacement
of the map F (0)→ X as Xx/.
Theorem 3.5.2. Let F (0) → X be a map. The map F (0) → F (0) ×X XF (1) is a
covariant equivalence.
Proof. We will prove that the following three maps are covariant equivalences over
X:
F (0)×
X
XF (1)
(a)−−−−→ Xx/ ×
X
XF (1)
(b)←−−−− (Xx/)F (1) (c)−−−−→ Xx/
The key to proving these equivalences is the following lemma.
Let d0 : X
F (1) → X. For any covariant equivalence Y → Z over X the map
Y ×X XF (1) → Z ×X XF (1) is a covariant equivalence over X.
This will be proven in Lemma 3.8.2.
Now we show these three maps are covariant equivalences:
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(a) This follows directly from the lemma stated above
(b) We first show that Xx/ ×X XF (1) and (Xx/)F (1) are both left fibrations over
XF (1). First, Xx/ ×X XF (1) is clearly a left fibration as it is just a pullback
of a left fibration. Second, (Xx/)
F (1) is a left fibration over XF (1) by Lemma
3.4.7. By Proposition 3.4.30 it therefore suffices to compare the zero spaces.
However, the map (Xx/)1 → (X/x)0 ×X0 X1 is clearly a Kan equivalence as
Xx/ → X is a left fibration. This proves that the map is a Reedy equivalence,
which in particular is a covariant equivalence.
(c) For any simplicial space Y we have following chain of diagonal equivalences:
Yx/ ×
Y
Y = Yx/
'←−−− F (0)×
Y
Y F (1)
'−−−→ Yx/ ×
Y
Y F (1)
where the first equivalence follows from part (b) and the second follows from
the lemma stated above. By Proposition 3.4.28, this implies that for every Y ,
Y F (1) → Y is a covariant equivalence.
Remark 3.5.3. A direct corollary of this theorem is that for every left fibration L
over X,
Map/X(Xx/, L)
'−−→Map/X(F (0), L) = F (0)×
X
L
This is called the the Yoneda Lemma for Segal spaces, which we have generalized to
the case of simplicial spaces.
Remark 3.5.4. As this is a very famous result, it has been proven by many people,
including [dB16, Lemma 1.31] in the context of Segal spaces. It also been proven
by Lurie [Lur09], where it follows from the straightening construction, and by Joyal
[Joy08b, Chapter 11], using quasi-categories. Finally, there is also a proof using
∞-cosmoi [RV17, Theorem 6.0.1].
One direct implication of this theorem is the following:
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Definition 3.5.5. Let X be a Segal space. We say an object x in X is initial if the
natural projection map Xx/ → X is a trivial Reedy fibration.
Corollary 3.5.6. Let X be a Segal space with initial object x. Then the map x :
F (0)→ X is a covariant equivalence over X.
We can use this to prove the following.
Theorem 3.5.7. Let X be a Segal space and x be an object in X. Then Xx/ has an
initial object.
Proof. We have following diagram.
(Xx/)idx/
F (0) Xx/
X
pi
x
ididx
'
idx
'
p
Xx/ is a left fibration over X. (Xx/)idx/ is also a left fibration over X as the com-
position of left fibrations is a left fibration. By the corollary above, the map idx is
a covariant equivalence over X. By the same corollary, the map ididx is a covariant
equivalence over Xx/, which implies it is also a covariant equivalence over X. By 2
out of 3, we get that pi is a covariant equivalence over X. But pi is a map between
left fibrations over X and thus must be a trivial Reedy fibration.
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3.5.2 Invariance of Covariant Model Structure under CSS
Equivalences
In this subsection we show that the covariant model structure is invariant under CSS
equivalences.
Theorem 3.5.8. Let f : X → Y be a CSS equivalence. Then the adjunction
(sS/X)
cov (sS/Y )
cov
f!
f∗
is a Quillen equivalence
Proof. Let X be a simplicial space. By the small object argument there is a map
i : X → Xˆ such that Xˆ is a complete Segal space and i is a filtered colimit of the
following three types of maps:
1. R = {rnli : ∂F (n) × ∆[l]
∐
∂F (n)×Λ[l]i
F (n) × Λ[l]i → F (n) × ∆[l] : n ≥ 0, l ≥ 0
and 0 ≤ i ≤ l}.
2. S = {snl : G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]→ F (n)×∆[l] : n ≥ 0, l ≥ 0}.
3. C = {cl : F (0)×∆[l]
∐
F (0)×∂∆[l]
Z × ∂∆[l]→ Z ×∆[l] : l ≥ 0}.
We will prove that (i!, i
∗) is a Quillen equivalence and the general statement follows
directly. By Lemma 4.9.6 it suffices to show that i! reflects equivalences between
fibrant objects and the unit map is an equivalence.
Reflecting Equivalences: We have to show that for any two left fibrations L1 and
L2 over Xˆ a map f : L1 → L2 over Xˆ is a covariant equivalence if and only if
the pullback map L1 ×Xˆ X → L2 ×Xˆ X is a covariant equivalence over X. The
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only if part follows from Theorem 3.4.15. So, let us assume that the pullback map
L1×XˆX → L2×XˆX is a covariant equivalence over X. Based on Part (5) of Lemma
3.4.30, it suffices to show that for every path component of X there exists a point
y : F (0)→ X such that the induced map
L1 ×ˆ
X
F (0)→ L2 ×ˆ
X
F (0)
is a diagonal equivalence.
Let us fix a path component. The map i0 is surjective on path components, because
all maps in R ∪ S ∪ C are connected. Thus there exists a point x ∈ X0, such that
i(x) is in our chosen path component. This gives us following square
L1 ×ˆ
X
i(x) F (0) L2 ×ˆ
X
i(x) F (0)
L1 ×ˆ
X
X ×
X
x F (0) L2 ×ˆ
X
X ×
X
x F (0)
' '
'
The vertical maps are diagonal equivalences by the property of pullbacks and the
bottom horizontal map is diagonal equivalence by assumption. Thus we have finished
the first part.
Unit: For this part the goal is to show that for any left fibration p : L → X,
the composition ip : L → Xˆ has a fibrant replacement , pˆ : Lˆ → Xˆ, such that the
pullback Lˆ×Xˆ X is covariantly equivalent to L over X.
In order to achieve this goal we will prove following Lemma. Let L→ X be a left
fibration over X. There exists a commutative diagram
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L Lˆ
X Xˆ
iˆ
p pˆ
i
that satisfies following conditions:
1. pˆ : Lˆ→ Xˆ is a left fibration.
2. iˆ : L→ Lˆ is a covariant equivalence over Xˆ.
3. The commutative square is a homotopy pullback square in the Reedy model
structure.
Proving that such a diagram exists is quite intricate and needs several steps:
1. First we use the fact that filtered colimits of left fibrations are left fibrations.
Thus it suffices to show the result holds for maps j ∈ R ∪ S ∪ C.
2. If j ∈ R then we can prove the lemma using the fact that j is a Reedy equiva-
lence, as every covariant equivalence is a Reedy equivalence.
3. If j ∈ S ∪C then we give an explicit construction of a commutative square and
show it satisfies the desired properties.
As this proof is quite long we postponed it to the last section. The interested
reader can find a proof for the three steps outlined above in Lemma 3.8.3.
Remark 3.5.9. This result is also proven by Lurie [Lur09, Remark 2.1.4.11], however,
there it relies on translating the problem into the world of simplicial categories and
then proving it there, which we managed to avoid.
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Remark 3.5.10. Interestingly enough the result does not hold if we replace “CSS
equivalence” with covariant or contravariant equivalence. For that it suffices to look
at the simple case of F (0) → F (1), as the covariant model structure over F (0) is
just the diagonal model structure, which is certainly not equivalent to the covariant
or contravariant model structure over F (1).
Remark 3.5.11. There are maps which are not CSS equivalences, but still induce
a Quillen equivalence of covariant model structures. For more details see [Lur09,
Subsections 4.4.5 and 5.1.4].
3.5.3 Covariant Model Structure is a Localization of CSS Model
Structure
Finally we are in the position to compare the covariant and CSS model structure
using the tools of the previous subsections.
Theorem 3.5.12. Let X be a simplicial space. Then the following adjunction
(sS/X)
CSS (sS/X)
cov
id
id
is a Quillen adjunction. Here the left hand side has the induced CSS model structure
(Definition 4.9.7) and the right hand side has the covariant model structure. This
implies that the covariant model structure is a localization of the CSS model structure.
Proof. Clearly it preserves cofibrations. Let i : Y → Z be a trivial CSS cofibration.
Then, by Theorem 3.5.8, we have following Quillen equivalence
(sS/Y )
cov (sS/Z)
cov
i!
i∗
.
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Thus the map i!i
∗Z → Z is a covariant equivalence over Z. But i!i∗Z = Y which
means that i : Y → Z is a covariant equivalence over Z. Thus i is also a covariant
equivalence over X (Theorem 3.4.15).
Remark 3.5.13. Note that we can use the same proofs with the contravariant model
structure to show that the contravariant model structure is a localization of the CSS
model structure as well.
The result above has following very important corollary.
Corollary 3.5.14. Every left (and right) fibration is a CSS fibration.
Remark 3.5.15. This is also proven in [dB16, Subsection 1.4] but only for the case
where the base is a Segal space. Lurie proves the same over an arbitrary simplicial
set [Lur09, Theorem 3.1.5.1], but relies on Cartesian fibrations and the straightening
construction.
3.5.4 Understanding Covariant Equivalences from the CSS
Perspective
The results of this section help us gain a better understanding of our main proposition
(Proposition 3.4.28). First, we see how we can get a better understanding of the left
fibrant replacement of the map x : F (0)→ X.
Example 3.5.16. Let X be a simplicial space and i : X → Xˆ be a chosen CSS
fibrant replacement of X. Then for any map x : F (0) → X → Xˆ, the right fibrant
replacement of x over Xˆ is just the over CSS XˆF (1)×Xˆ F (0). By Theorem 3.5.8, the
pullback of this right fibration, X ×Xˆ XˆF (1) ×Xˆ F (0), is a right fibrant replacement
of F (0)→ X.
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F (0) X ×Xˆ XˆF (1) ×Xˆ F (0) XˆF (1) ×Xˆ F (0)
X Xˆ
'covX
x
pi1
'covX
p
i
'CSS
This gives us following corollary:
Corollary 3.5.17. Let X be a simplicial space and i : X → Xˆ be a chosen CSS
fibrant replacement. Then a map Y → Z over X is a covariant equivalence if and
only if the map
Y ×ˆ
X
XˆF (1) ×ˆ
X
F (0)→ Z ×ˆ
X
XˆF (1) ×ˆ
X
F (0)
is a diagonal equivalence for each map x : F (0)→ X.
Proof. By the example above X ×Xˆ XˆF (1) ×Xˆ F (0) is a right fibrant replacement of
F (0)→ X. This means that Y → Z is a covariant equivalence over X if and only if
Y ×
X
X ×ˆ
X
XˆF (1) ×ˆ
X
F (0)→ Z ×
X
X ×ˆ
X
XˆF (1) ×ˆ
X
F (0)
is a diagonal equivalence, which simplifies to
Y ×ˆ
X
XˆF (1) ×ˆ
X
F (0)→ Z ×ˆ
X
XˆF (1) ×ˆ
X
F (0)
being a diagonal equivalence.
This corollary is very reminicent of a result from classical homotopy theory. A
map X → Y is a diagonal equivalence of spaces if the homotopy fiber X ×Y Y F (1) is
contractible. Thus it generalizes Serre fibrations from algebraic topology by giving
it a sense of direction.
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3.6 Other Applications of the Yoneda Lemma
3.6.1 Left Fibrations over F(n)
The results of section Section 3.4 (and also Subsection 3.5.1) give us a good under-
standing of left fibration over F (n).
First of all we can very precisely determine right fibrant replacements of a map
i : F (0) → F (n). We know that F (n) is a Segal space and so the right fibrant
replacement is just the over Segal space F (n)/i, which gives us following diagram:
0 F (n)/i = F (i)
F (n)
contra 'F (n)
i inc
This means that our main theorem has following concrete format:
Corollary 3.6.1. A map X → Y over F (n) is a covariant equivalence if and only
if the map
X ×
F (n)
F (i)→ Y ×
F (n)
F (i)
is a diagonal equivalence for 0 ≤ i ≤ n, where F (i)→ F (n) is the standard inclusion.
Remark 3.6.2. We discussed how we can think of left fibrations as “functors into
spaces”. (Remark 3.4.4) One way we showed how this intuition work is to see how
equivalences look between left fibrations and how this compares to our intuition of
functors (Remark 3.4.31). Now the corollary above gives us a certain idea on how to
think about covariant equivalences between arbitrary simplicial spaces. Essentially,
two simplicial spaces are covariantly equivalent if the fibers over paths that end at
the same point are equivalent, rather than just fibers over any point.
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For the particular case where our maps are left fibrations the “functoriality” will
already take care of the “paths” and so checking equivalence for each point is enough.
3.6.2 Representable Left Fibrations
In classical category theory, for every category C and object C ∈ C, we get a functor
Hom(c,−) : C→ Set
which takes each object d to the set Hom(c, d). The composition rules show that this
definition is functorial. This called the corepresentable functor which is corepresented
by c.
We want to be able to do the same thing with Segal spaces. So, every object x ∈ X
in a Segal object X should give us a map
mapX(x,−) : X → Spaces
which takes each object x to the mapping space mapX(x, y). However, this is a very
difficult thing to do as there is no strict composition map, but rather a contractible
choice of compositions. We can either strictify our compositions or use another
approach, namely left fibrations.
As we discussed before (Remark 3.4.4) left fibrations should be thought of as
functors valued in spaces, where the fiber plays the role of the “image”. Thus the
left fibration analogue of a representable functor is a left fibration, which has fibers
equivalent to mapping spaces. This leads to following definition.
Definition 3.6.3. Let X be a simplicial space. A left fibration L → X is called
representable if there exists a diagram
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F (0) L
X
x
'
l
p
such that the map l is a covariant equivalence over X. In other words L is just the
fibrant replacement of x.
Example 3.6.4. Let X be a Segal space and x an object in X. Then the under
Segal space Xx/ → X is a representable left fibration (Theorem 3.5.2).
The last example gives us following corollary.
Corollary 3.6.5. Let X be a Segal space. Then a left fibration L→ X is represen-
table if and only if there exists an object x in X, such that L is Reedy equivalent to
Xx/ over X.
This corollary gives us an internal characterization of representable left fibration.
Theorem 3.6.6. Let X be a Segal space. A left fibration p : L→ X is a representable
if and only if L has an initial object.
Proof. Recall that L is indeed a Segal space as every left fibration is a Segal fibration
(Corollary 3.5.14). If L is representable then it is Reedy equivalent to Xx/ for some
x which means that it has an initial object as Xx/ has an initial object (Theorem
3.5.7).
On the other side, if L has an initial object there exists a covariant equivalence
l : F (0) → L over L. So, l is also a covariant equivalence over X. However, this
implies that L is Reedy equivalent to Xp(l)/, which means L is representable.
Remark 3.6.7. It is noteworthy that this condition does not depend on simplicial
spaces and thus is suitable for generalizations to other settings.
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3.6.3 Colimits in Complete Segal Spaces
One intricate subject in higher category theory is the study of limits and colimits.
Having set up the machinery of left fibration allows us to effectively study colimits
in higher categories. For this subsection let X be a Segal space.
Definition 3.6.8. Let p : K → X be a map of simplicial spaces. We define the
Segal space of cocones under K, denoted by Xp/ as
Xp/ = F (0) ×
XK
XF (1)×K ×
XK
X
Notation 3.6.9. If the given map is clear from the context we will sometimes use
XK/ instead of Xp/.
Example 3.6.10. In case K = F (0) then p is determined by a choice of point x in
X and we have Xp/ = Xx/, the Segal space of objects under x.
Lemma 3.6.11. Let p : K → X be a map of simplicial spaces. The projection map
pi : Xp/ → X
is a left fibration.
Proof. In the following pullback diagram
Xp/ F (0) ×
XK
XK×F (1)
X XK
p
the right vertical map is a left fibration and so the left vertical map must be a left
fibration as well as left fibrations are closed under pullbacks (Lemma 3.4.5).
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Definition 3.6.12. We say the map p : K → X has a colimit if the Segal space Xp/
has an initial object (Definition 3.5.5).
More concretely p has a colimit if we have a diagram of the form
F (0) Xp/
X
σ
'
v
pi1
where the top map is a covariant equivalence over X. The map σ : F (0)→ Xp/ gives
us the universal cocone. Each cocone has a vertex point, which is the projection
v : F (0) → X. Sometimes we abuse notation and call the object v the colimit, but
we should keep in mind that the data of a colimit is really the whole cone.
Combining the facts above with our main Proposition gives us following result.
Theorem 3.6.13. Let p : K → X be a map of simplicial spaces which has colimit
cocone σ : F (0)→ Xp/ with vertex point v. Let y be any object in X. This gives us
a constant map ∆y : K → F (0)→ X. There is a Kan equivalence of spaces
mapX(v, y)
'−−−→ mapXK (σ,∆y)
Proof. The object y gives us a right fibration of object over y, X/y. As F (0)→ Xp/
is a covariant equivalence of X, we get a covariant equivalence
F (0)×
X
X/y
'−−−→ Xp/ ×
X
X/y
The left hand side is by definition equivalent to mapX(v, y). For the right hand side
we have following computation:
Xp/ ×
X
X/y ∼= F (0) ×
XK
XF (1)×K ×
XK
X ×
X
XF (1) ×
X
F (0) ∼=
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F (0) ×
XK
XF (1)×K ×
XK
XK ×
XK
XK×F (1) ×
XK
F (0) ∼=
F (0) ×
XK
XF (1)×K ×
XK
XK×F (1) ×
XK
F (0) ∼=
F (0) ×
XK
XK×F (1) ×
XK
F (0) = mapXK (σ,∆y)
Hence we are done.
Remark 3.6.14. This theorem is just the higher categorical analogue of the fact that
in order to give a map out of a diagram it suffices to give a map out of the colimit
vertex.
Remark 3.6.15. This theorem also shows that the functor modeled by the right fi-
bration X/y takes colimits to limits in spaces.
Up to here we discussed how we can define colimits using left fibrations. However,
this does not tell us how to compute colimits and also does not help us simplify
diagrams and computations. For that we need to introduce new concepts.
Definition 3.6.16. A map f : X → Y is called cofinal if f is a contravariant
equivalence over Y .
Lemma 3.6.17. Let f : X → Y be a map of simplicial spaces. The following are
equivalent
1. f is a cofinal map
2. For any map g : Y → Z the map f is a contravariant equivalence over Z
3. For any right fibration R→ Y the induced map
Map/Y (Y,R)→Map/Y (X,R)
is a Kan equivalence
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Proof. (1 ⇔ 2) One side follows from Theorem 3.4.15 applied to g and the other is
just the special case where g = idY .
(2 ⇔ 3) Follows from the definition of contravariant equivalences.
Remark 3.6.18. Although cofinal maps are defined as certain contravariant equiva-
lences, yet they do not always behave similar to equivalences in the model categorical
sense. In particular, they do not satisfy the ”2 out of 3” property. For example, in
the chain
F (0)
0−−−→ F (1) p−−−→ F (0)
the map p and the composition idF (0) are cofinal, but 0 : F (0)→ F (1) is not.
Corollary 3.6.19. If f : X → Y is a CSS equivalence then it is cofinal.
Proof. This follows directly from Theorem 3.5.12.
Before we move on let us note that this gives us one exception to the remark above:
Lemma 3.6.20. Let X
f−−→ Y g−−→ Z be a chain of maps such that g is a CSS
equivalence. Then f is an cofinal map if and only if gf is a cofinal map.
Proof. First note that g is a cofinal map. So, if f is also one then simple composition
implies that gf is also a cofinal map. On the other side, by Theorem 3.5.8, the
following adjunction is a Quillen equivalence:
(sS/Y )
contra (sS/Z)
contra
g!
g∗
which implies that X → Y is a contravariant equivalence over Y if and only if X → Y
is a contravariant equivalence over Z. The result now follows from 2 out of 3 as g
and gf are also contravariant equivalences over Z.
Having discussed cofinal maps we can now show how it allows us to simplify colimit
diagrams.
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Lemma 3.6.21. Let g : A→ B be a cofinal map. Then for any map f : B → X the
induced map
Xf/ → Xfg/
is a Reedy equivalence.
Proof. Note that both are left fibrations over X, so, by Lemma 3.4.30, it suffices to
show that they are fiber-wise Kan equivalent, which means we have to show that for
every object x in X the map
(Xf/)0 ×
X0
F (0)→ (Xfg/)0 ×
X0
F (0)
is a Kan equivalence.
By simply tracing through the definitions, we have following equalities.
(Xf/)0 ×
X0
F (0) = (F (0) ×
XB
XF (1)×B ×
XB
X)0 ×
X0
F (0) =
F (0) ×
Map(B,X)
Map(B × F (1), X) ×
Map(B,X)
X0 ×
X0
F (0) ∼=
F (0) ×
Map(B,X)
Map(B × F (1), X) ×
Map(B,X)
F (0) ∼=
F (0) ×
Map(B,X)
Map(B,XF (1)) ×
Map(B,X)
F (0) ∼=
F (0) ×
Map(B,X)
Map(B,XF (1) ×
X
F (0)) =
F (0) ×
Map(B,X)
Map(B,X/x) = MapX(B,X/x)
The same is true for the right hand side. Thus we can simplify the map above to
Map/X(B,X/x)→Map/X(A,X/x)
however this is a Kan equivalence by the definition of a cofinal map.
Corollary 3.6.22. Let K be a simplicial space with a final object, meaning a map
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v : F (0) → K that is cofinal. Then by the result above, for every map f : K → X
we get a Reedy equivalence
Xf/ → Xf(v)/
Remark 3.6.23. Here we focused on left fibrations and colimits. We can use a similar
approach to define limits using right fibrations.
3.6.4 Cofinality and Quillen’s Theorem A
One problem in classical category theory is recognizing when a map is cofinal. Here
the main proposition gives a very useful computational tool.
Theorem 3.6.24. Let f : X → Y be a map of simplicial spaces. The following are
equivalent
1. f is a cofinal map
2. For any y : F (0)→ Y , the space Yy/ ×Y X is diagonally contractible.
Proof. By our main proposition (Proposition 3.4.28) X → Y is a contravariant
equivalence if and only if Yy/ ×Y X → Yy/ is a diagonal equivalence. But Y/y is
always diagonally contractible and so this means it is equivalent to X ×Y Y/y being
diagonally contractible.
Thus we can think of this as a vast generalization of Quillen’s Theorem A:
Theorem 3.6.25. Let F : C → D be a functor of categories such that for every
object d ∈ D, the nerve of the pullback C ×D Dd/ has a weakly contractible nerve.
Then F induces a weak homotopy equivalence between the nerves of the categories.
Remark 3.6.26. This result also appears in [Lur09, Theorem 4.1.3.1] where it is
attributed to Joyal.
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Remark 3.6.27. From this point of view we can think of the main proposition (Pro-
position 3.4.28) as a two step generalization of Quillen’s Theorem A.
1. First we add a sense of direction to generalize it to the setting of simplicial
spaces and cofinal maps
2. We allow the base to vary to get a relative version, which is then a result about
contravariant equivalences between simplicial spaces over any base.
3.6.5 Left and Right Fibrations
We have studied left and right fibrations independently, however, we might wonder
under what conditions a map is a left and right fibration at the same time. In
particular, if a map is already a left fibration, then under which conditions is it also
a right fibration? In this subsection we wil address this question using the tools we
have developed.
Theorem 3.6.28. Let p : L→ X be a left fibration. Then it is also a right fibration
if and only if for every map F (1) → X the pullback map L ×X F (1) → F (1) is a
right fibration.
Proof. If p : L → X is a left and right fibration then every pullback is a right
fibration as well. On the other side, let us assume L ×X F (1) → F (1) is a right
fibration for every F (1) → X. We want to prove that L → X is a right fibration.
By Lemma 3.4.8 it suffices to show that for every map F (n)→ X, the induced map
F (n)×X L→ F (n) is a right fibration.
If n = 0 then this just means that F (0) ×X L is homotopically constant. This is
true as L→ X is a left fibration. For n = 1 it follows by assumption. So, from now
on we assume n ≥ 2. In this case, the map G(n)→ F (n) gives us following pullback
diagram.
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G(n)×
X
L F (n)×
X
L L
G(n) F (n) X
p p
As the map G(n)→ F (n) is CSS equivalence, F (n)×X L→ F (n) is a right fibration
if and only if G(n)×X L→ G(n) is a right fibration.
We already know that G(n)×X L→ G(n) is a left fibration over G(n), so in order
to finish the proof we need a better understanding of left fibrations over F (1). By
Lemma 3.7.9, every left fibration over F (1) is Reedy equivalent to a left fibration
M → F (1) that is completely determined by the following diagram
M01
M0 M1
'
We also know that
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)
Thus, the data of a left fibration G(n)×X L over G(n) is the following diagram
L01 L12 ... Ln−1,n
L0 L1 L2 ... Ln−1 Ln
' ' '
where the boundary map Li,i+1 → Li are Kan equivalences. This map is a right
fibration if and only if the other boundary map Li,i+1 → Li+1 is also a Kan equiva-
lence.
For 0 ≤ i < n let αi : F (1) → F (n) be the map that takes 0 to i and 1 to i + 1.
First of all this map factors through G(n) (In fact G(n) is the pushout of the maps
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αi for 0 ≤ i < n). Now fix 0 ≤ i < n. We get following pullback diagram.
F (1)×
X
L G(n)×
X
L L
F (1) G(n) X
p p
αi
The left hand vertical map F (1) ×X L → F (1) is a left fibration over F (1). Using
the characterization of our left fibration over G(n), we see that F (1) ×X L → F (1)
is the data of following diagram.
Li,i+1
Li Li+1
'
'
The left hand boundary map is a equivalence as it is a left fibration. But by assump-
tion it is also a right fibration over F (1), which means the other boundary map also
has to be a Kan equivalence. As i was arbitrary we just showed that the boundary
map Li,i+1 → Li+1 is a Kan equivalence for every 0 ≤ i < n. Thus L→ X is also a
right fibration.
3.6.6 CSS Equivalences are stable under Base Change with Right
Fibrations
Combining the techniques of Section 3.4 and Section 3.5, we can prove the following:
Theorem 3.6.29. Let p : R→ X be a right fibration. Then the adjunction
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(sS/X)
CSS (sS/X)
CSS
p!p
∗
p∗p∗
is a Quillen adjunction. Here both sides have the induced CSS model structure
(4.9.7).
Proof. As we pointed out, there are two separate steps, first we use Section 3.5 to
reduce it to the case where X is a CSS. Then we use Section 3.4 to prove it.
(I) Clearly, the left adjoint takes cofibrations to cofibrations. This means that we
have to show that for any CSS equivalence Y → Z over X, Y ×XR→ Z×XR is also
a CSS equivalence. Let X → Xˆ be a chosen CSS fibrant replacement of X. Then we
get a contravariant fibrant replacement R → Rˆ over Xˆ By Theorem 3.5.8, we have
a Reedy equivalence R→ X ×Xˆ Rˆ. This means we get following square
Y ×
X
R Z ×
X
R
Y ×
X
X ×ˆ
X
Rˆ Z ×
X
X ×ˆ
X
Rˆ
Y ×ˆ
X
Rˆ Z ×ˆ
X
Rˆ
' '
= =
which implies that in order to show the top map is an equivalence it suffices to show
the bottom map is an equivalence, where Xˆ is a CSS.
(II) All that is left is to show the theorem is true for the case where X is a CSS.
For this case, by Lemma 4.9.11, we can think of (sS/X)
CSS as a localization of the
Reedy model structure. Thus the proof will follow exactly along the same lines of
the main theorem (Theorem 3.4.32). The only difference is the last step which has
to be specific to CSS and can be found in Corollary 3.7.22.
155
Remark 3.6.30. Note that Part (II) could have already been proven in Section 3.
What we needed from this section is the ability to reduce it to the case over a CSS.
Remark 3.6.31. Analyzing the proof shows that the result also holds if we use Segal
equivalences. Thus the pullback of a Segal equivalence along a right fibration is also
a Segal equivalence.
Remark 3.6.32. The CSS model structure is symmetric and so the same result is true
if we pull back along a left fibration.
Remark 3.6.33. This same result is stated in [Joy08b] (Remark 11.10 on Page 368)
in the language of quasi-categories, however without a proof.
The theorem has following helpful corollary
Corollary 3.6.34. Let X → Y be a CSS equivalence and F → Y either a right or
left fibration over Y . Then the map X ×Y F → F is also a CSS equivalence.
This result is indeed helpful, as the CSS model structure is not right proper i.e.
generally weak equivalences are not preserved by pullbacks. We can easily see this
in the following example.
Example 3.6.35. The map G(2)→ F (2) is a Segal equivalence. Let F (1)→ F (2)
be the unique map that takes 0 to 0 and 1 to 2. Note that this map is a CSS fibration
but neither a left fibration nor a right fibration. Now the pullback
F (1) ×
F (2)
G(2)→ F (1)
is clearly not a Segal equivalence as the left hand side is just F (0)
∐
F (0).
3.7 Proof of Main Theorem
In this section we will prove the main theorem. Note that all results and proofs
stated in this section only depend onn results stated before Theorem 3.4.32. For
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sake of clarity, let us start by stating the main theorem again.
Theorem 3.7.1. Let p : R → X be a right fibration. The following is a Quillen
adjunction:
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p∗
Before we can prove that main theorem we need several combinatorial definitions
and lemmas.
Definition 3.7.2. A map of posets p : A → B is a right convex injection if it is
injective and for any b ≤ b1 in B such that b1 ∈ f(A), b ∈ f(A).
Definition 3.7.3. A map of posets p : A→ B is a right convex surjection if for any
point b ∈ B there exist a ∈ A such that b ≤ f(a).
Lemma 3.7.4. Every map f : [n]→ [m] can be factored uniquely into a right convex
surjection, pf , followed by a right convex injection, if .
Proof. First we show that every map can be factored:
The map f can be factored into a surjection p′ : A→ Imf followed by an injection
i′ : Imf → [m]. We factor the map i′ by the injection j : Imf → [f(n)] followed by
the identity inclusion map i : [f(n)]→ [m]. Now we let p = j ◦ p′ and we show that
(p, i) is a factorization which satisfies the conditions. Clearly the map i is a right
convex injection. Now, if a ∈ [f(n)], then by definition a ≤ f(n) and so the map is
a right convex surjection. This proves existence.
Next we show uniqueness. Let f have two such factorizations (p : [n] → [l], i :
[l] → [m]) and (p′ : [n] → [l′], i′ : [l′] → [m]). p is a right convex surjection and
so l ≤ f(a) for some a ∈ [n]. But l is the maximum and so l = p(a) for some
a which implies p(n) = l. By the same argument p′(n) = l′. This implies that
i(l) = ip(n) = f(n) = i′p′(n) = i′(l′). But a right convex injection is completely
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determined by where it sends the final object and so i = i′ and so p = p′. Finally, for
any a, ip(a) = f(a) = i′p′(a) = ip′(a) but i is injective which implies p(a) = p′(a),
which means p = p′ and hence we are done.
Remark 3.7.5. We can denote a map f : [n] → [m] as an increasing sequence (a1 ≤
... ≤ an). From this point of view we have [l] = {0, 1, ..., an} and so pf is essentially
the same (a1 ≤ ... ≤ an) (as [l] includes the image of f). Also, if : [l] → [m] will
simply be the sequence (0 ≤ 1 ≤ ... ≤ an).
Later we will need following definition for posets.
Definition 3.7.6. Let m ≤ n. Then we define the map of posets se(m,n) : [m]→ [n]
as the map that takes the point i to i. In particular, se(n, n) = idn.
Notation 3.7.7. Remember that F (n)m = Hom([m], [n]) = Hom(F (m), F (n)).
So, like in the previous remark we can characterize an element f ∈ F (n)m as an
increasing sequence of m natural numbers in the set {1, ..., n}, so (a1 ≤ ... ≤ am).
Additionally, let p : X → F (n) be a map of simplicial spaces. Then we denote the
space that lies over the point f = (a1 ≤ ... ≤ am) : F (m)→ F (n) as:
X/f = X/a1...am = MapF (n)(F (m), X).
This means in particular that we denote the space lying over the zero-cell i as
X/i = MapF (n)(F (0), X) = (F (0) ×
F (n)
X)0.
This implies that for every map F (m1)
δ−→ F (m2) f−−→ F (n) (or equivalently maps
[m1]
δ−→ [m2] f−−→ [n]) we get an induced map
δ∗ : X/f → X/fδ
In particular, every face map i : F (m − 1) → F (m) → F (n) results in a map of
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spaces
i∗ : X/a1...ai...am → Xa1...aˆi...am ,
whereas every degeneracy map d : F (m + 1) → F (m) → F (n) gives me a map of
spaces
d∗ : X/a1...ai...am → Xa1...aiai...am
Lemma 3.7.8. Let R→ F (n) be a right fibration over F (n). Let f : F (m1)→ F (n)
and g : F (m2) → F (n) be two maps. If f(m1) = g(m2) then R/f and R/g are Kan
equivalent spaces.
Proof. It clearly suffices to show that for any f ∈ F (n)m the natural face map
R/f → R/f(m) is a Kan equivalence. Indeed the definition of a right fibration implies
that we have following homotopy pullback square:
∐
f∈F (n)m
R/f
∐
0≤i≤n
R/i
F (n)m F (n)0
p
The top map is defined as follows. Every map f : F (m) → F (n) can be restricted
to a map f(m) : F (0)→ F (n) using the map m∗ : F (0)→ F (m). That gives a map
R/f → R/f(m) →
∐
0≤i≤n
R/i
Using the universal property of coproducts this gives us the top map.∐
f∈F (n)m
R/f →
∐
0≤i≤n
R/i
The fact that this commutative square is a pullback square implies that each map
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f : F (m)→ F (n) gives us a Kan equivalence
R/f
'−−−→ {f} ×
{f(m)}
R/f(m) ∼= R/f(m).
Lemma 3.7.9. For every right fibration R→ F (n) there is a right fibration Rst over
F (n) with a Reedy equivalence Rst → R over F (n), such that Rst satisfies following
condition:
Let δ : [m1] → [m2] and f : [m2] → [n] be maps such that fδ(m1) = f(m2).
Then the induced map
δ∗ : Rst/f → Rst/fδ
is the identity map.
Proof. We define Rst in three steps.
1. First we define the space Rstm for each m ≥ 0.
2. Then we define simplicial maps δ∗ : Rstm2 → Rstm1 for each map δ : [m1]→ [m2]
3. Finally show that this construction is functorial.
(1): For each m we define Rstm as
Rstm =
∐
f∈F (n)m
R/if
Here we are using the fact that every element f ∈ F (n)m corresponds to a map
f : [m] → [n], which, by Lemma 3.7.4, can be factored into maps if and pf . Thus
this construction is well-defined.
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(2): Now we show that this level-wise definition has simplicial maps. Fix a map
δ : [m1]→ [m2]. We need to construct a map
Rstm2 =
∐
f∈F (n)m2
R/if →
∐
g∈F (n)m1
R/ig = R
st
m1
by the universal property of coproducts it suffices to define a map
R/if →
∐
g∈F (n)m1
R/ig
for some fixed map f : [m2]→ [n]. In fact we will show there is a map
R/if → R/ifδ
which will give us the desired result by post composition.
In order to construct such a map we first have to take a careful look at the facto-
rization of maps of posets. We have following diagram.
]fδ(m1)[
]m1[ ]m2[ ]n[
]f(m2)[
ifδ
se(fδ(m1),f(m2))
δ
pfδ
f
pf if
We know that fδ(m1) ≤ f(m2) which means that there is a map se(fδ(m1), f(m2))
which makes the diagram commute (using Definition 3.7.6). This gives us following
diagram of spaces
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R/if R/f
R/ifδ R/fδ
p∗f
se(fδ(m1),f(m2))∗ δ∗
p∗fδ
Thus se(fδ(m1), f(m2))
∗ gives us the desired map and finishes step 2.
(3) Finally we have to show that this construction is functorial. Let δ1 : [m1] →
[m2] and δ2 : [m2] → [m3] be two maps and a map f : [m2] → [n]. Then we get
following diagram
R/if R/f
R/ifδ2 R/fδ2
R/ifδ2δ1 R/fδ2δ1
p∗f
se(fδ2(m2),f(m3))∗
se(fδ2δ1(m1),f(m3))∗
δ∗2
δ∗1δ
∗
2
p∗fδ2
se(fδ2δ1(m1),fδ2(m2))∗ δ∗1
p∗fδ2δ1
In order to prove that the maps are functorial we have to show that
se(fδ2δ1(m1), f(m3))
∗ = se(fδ2δ1(m1), fδ2(m2))∗ ◦ se(fδ2(m2), f(m3))∗
but this follows directly from the fact that
se(fδ2δ1(m1), f(m3)) = se(fδ2δ1(m1), fδ2(m2)) ◦ se(fδ2(m2), f(m3))
as maps of posets. Thus we have shown all three steps which give us a simplicial
space Rst.
Satisfies Condition of Lemma: Next note that if δ : [m1]→ [m2] and f : [m2]→ [n]
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are maps of posets such that fδ(m1) = f(m2), then se(fδ(m1), f(m2)) = id, which
implies that the map
se(fδ(m1), f(m2))
∗ : R/if → R/ifδ
is just the identity map. Thus it satisfies the condition stated above.
Map to R: Finally, for each f the map pf gives a map
p∗f : R
st
/f = R/if → R/f
which is a Kan equivalence by Lemma 3.7.8. The construction of Rst shows that we
get a map of simplicial spaces
(p∗)− : Rst → R
that is a Reedy equivalence.
Corollary 3.7.10. If f : [m1]→ [n] and g : [m2]→ [n] are two maps of posets such
that f(m1) = g(m2) then we have an equality of spaces
Rst/f = R
st
/g
Remark 3.7.11. Notice that the spaces are equal and not just equivalent. Essentially
we have “straightened” the fibers so that all fibers that should be equivalent are now
equal to each other. Recall Rst)0 is a disjoint union of n + 1 spaces. The result
implies that level-wise the (Rst)m is completely determined by those n + 1 spaces.
Note Rst)0 only gives us the levels of this simplicial space not the maps between
them.
Given the importance of (Rst)0, let us take a closer look at it.
Example 3.7.12. If R → F (n) is a right fibration then the 0th space of R is the
following.
R0 = R/0
∐
R/1
∐
...
∐
R/n
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This follows from the fact that F (n)0 = {0, 1, ..., n} and so at level 0 the right
fibration is just the disjoint union of the fibers over each one of those points. Now
Rst will be the following:
Rst0 = R/0
∐
R/01
∐
...
∐
R/01...n
where R0...i is the fiber of R over (0, 1, ..., i) ∈ F (n)i. Notice the fiber over 0 remains
untouched, whereas all the other fibers have been adjusted.
Example 3.7.13. Let us see how this lemma works out in a concrete case of F (2).
Note that pictorially we can think of F (2) a the following
]1[
]01[ ]012[ ]12[
]0[ ]02[ ]2[
where [0], [1] and [2] represent the 0-cells, f , g and h the non-degenerate 1-cells and
σ the unique non-degenerate 2-cell. Because these are the only non-degenerate cells
the data of a right fibration over R → F (2) is equivalent to following diagram of
spaces
R/1
R/01 R/012 R/12
R/0 R/02 R/2
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The fact that R → F (2) is a right fibration implies that the following maps are
equivalences
R/1
R/01 R/012 R/12
R/0 R/02 R/2
'
'
' ' '
'
Having specified R we will now show how Rst looks like in terms of the same data.
Rst takes each fiber and replaces it with the fiber over the right convex injection. So,
for examples R/0 remains itself, but R/1 is replaced with R/01 and R/02 is replaced
with R/012. Based on the construction, R
st will be the following
R/01
R/01 R/012 R/012
R/0 R/012 R/012
id
id
id
id id
id
which is Reedy equivalent to the original right fibration. Note that after replacing
R with Rst the data of this diagram has been reduced to the three spaces R/0, R/01
and R/012 and the two arrows R/012 → R/01 and R/01 → R/0 (which are marked red
above).
Remark 3.7.14. What the argument above suggests is that we can intuitively think
of a right fibration over F (n) as a chain of n+ 1 spaces. There is a way to make this
intuition precise as has been done in [Lur09, Chapter 2].
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Remark 3.7.15. Note that the same is true for left fibrations over F (n). So, for every
left fibration L→ F (n) there is a Reedy equivalent left fibration Lst → L over F (n)
that satisfies a similar conditions to the one stated in Lemma 3.7.9.
Using this construction, we can understand maps out of right fibrations over F (n).
Lemma 3.7.16. Let W → F (n) be a Reedy fibration and R → F (n) be a right
fibration. Then the following restriction map:
Map/F (n)(R,W )
'−−−→
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n−1),W ×
F (n)
F (n−1))
is a weak equivalence of simplicial sets. Here the map F (n − 1) → F (n) is induced
by the map of posets se(n− 1, n) : [n− 1]→ [n].
Proof. W → F (n) is a Reedy fibration so we get a Kan equivalence:
Map/F (n)(R,W )
'−−−→Map/F (n)(Rst,W )
where Rst was defined in Lemma 3.7.9. Similarly we get a Kan equivalence
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
MapS(R
st
/0...n,W/0...n) ×
MapS(R
st
/0...n
,W/0...n−1)
Map/F (n−1)(Rst ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
'
Thus it would suffice to prove that the map
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Map/F (n)(R
st,W )
∼=−−−→
MapS(R
st
/0...n,W/0...n) ×
MapS(R
st
/0...n
,W/0...n−1)
Map/F (n−1)(Rst×F (n)F (n−1),W ×
F (n)
F (n−1))
is an isomorphism of simplicial sets to finish the proof of this lemma. Hence from
now on, without loss of generalization, we assume that our right fibration R satisfies
the assumption of Lemma 3.7.9.
In order to finish our proof it suffices to find an inverse function. So, let (β, α) be
an l-simplex in Map/F (n)(R
st,W ), meaning that
β : R/0...n ×∆[l]→ W/0...n
α : R×F (n) F (n− 1)×∆[l]→ W ×
F (n)
F (n− 1)
and we have dWn f = α|R/0...n−1×∆[l]dRn meaning that following square commutes.
R/0...n ×∆[l] W/0...n
R/0...n−1 ×∆[l] W/0...n−1
β
(dn,id) dn
α|R/0...n−1×∆[l]
Before we define the inverse we remind the reader of following important fact. In
the inclusion se(n − 1, n) : F (n − 1) → F (n), a map f [m] → [n] ∈ F (n)m is in the
image of se(n− 1, n) if and only if f(m) < n. This clearly follows from the fact that
if f(m) < n then it can be factored through a map f : [m]→ [n− 1], which exactly
means that it came from an element in F (n− 1).
Now, we will define a map
αˆ : ∆[l]×R→ W
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only using the information of β, α and the commuting diagram above. First we
define αˆ for each given space. Let f : [m]→ [n] be an element in F (n)m. We define
αˆ as
αˆ|∆[l]×R/f =
α|∆[l]×R/f ; if f(m) < nβ ; if f(m) = n
Here we are using the fact that if f(m) < n then f lies in image of F (n− 1) and for
those α is well-defined. If f(m) = n then R/f = R/0...n (by Corollary 3.7.10). Thus
we have defined maps of spaces
αˆm : Rm ×∆[l]→ Wm.
Next we will show that this definition gives us a simplicial map, meaning that a
map of posets δ : [m1]→ [m2] gives us a commuting square
Rm2 ×∆[l] Wm2
Rm1 ×∆[l] Wm1
αˆm2
δ∗ δ∗
αˆm2
Using the fact that
Rm2 =
∐
f∈F (n)m2
R/f
it actually suffices to show that the following diagram is commutative
R/f ×∆[l] W/f
R/fδ ×∆[l] W/fδ
αˆ|R/f×∆[l]
δ∗ δ∗
αˆ|R/fδ×∆[l]
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where f : [m2]→ [n] is a map of posets. There are three possible scenarios.
1. If f(m2) < n then it is clear as αˆ|R/f×∆[l] = α|R/f×∆[l] and α|R/fδ×∆[l] =
α|R/fδ×∆[l], and α is a map of simplicial spaces.
2. If f(m2) = n and f(δ(m1)) = n then again it is clear as our condition on R
(Lemma 3.7.9) implies that δ∗ : R/f → R/fδ is just the identity.
3. If f(m2) = n and f(δ(m1)) < n then we have to be a little careful. First we
notice that δ(m1) < m2 ≤ n as otherwise this would imply that f(δ(m1)) =
f(m2) = n, which is a contradiction. Moreover, we know that R/f = R/01...n
(again by the condition of Lemma 3.7.9). On the other other hand R/fδ = R/0...i
where i < n. Thus our diagram above factors as follows
R/01...n ×∆[l] W/01...n
R/01...n−1 ×∆[l] W/01...n−1
R/01...i ×∆[l] W/01...i
αˆ|R/01...n×∆[l]=β
(dn,id) (dn,id)
αˆ|R/01...n×∆[l]=α|R/01...n×∆[l]
δ∗ δ∗
αˆ|R/01...i×∆[l]=α|R/01...i×∆[l]
The first square commutes by assumption on α and β. The second square
commutes by part (1). Thus the rectangle commutes, which means we get
functoriality in this case as well.
Thus we have a simplicial map.
Finally, notice that this gives us an inverse map. Indeed, if we start with a (β, α)
on the right hand side and build αˆ out of it, then
αˆ|R/01...n×∆[l] = β
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and
αˆ|R×F (n)F (n−1)×∆[l] = α
which gives us one side of the inverse condition. On the other side if we start with
a map
γ : R×∆[l]→ W
then we can first restrict it to the pair
(γ|R/01...n , γ|R ×
F (n)
F (n−1)×∆[l]).
Then we can use the construction above to build γˆ out of this pair and by its
construction it will satisfy γˆ = γ.
Remark 3.7.17. If we do an induction argument on the right hand side we see that
it is equivalent to:
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
... ×
MapS(R/0,W/01)
MapS(R/0,W/0)
There is a different way to think about this. Let R• be the functor from the poset
[n]op, which maps to the objects R0...i (0 ≤ i ≤ n) and the unique maps in between.
We define W• similarly. Then the mapping space above is simply the mapping space
MapFun([n]op,S)(R•,W•).
Lemma 3.7.18. Let f : A → B be an inclusion of simplicial spaces. Let (sS/X)Mf
be the category of simplicial spaces and Mf be the localization of the Reedy model
structure with respect to the inclusion f : A→ B → X over X. Let p : Y → X be a
map. Then the adjunction
(sS/X)
Mf (sS/X)Mf
p!p
∗
p∗p∗
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is a Quillen adjunction if and only if the map
f ×
X
Y : A×
X
Y → B ×
X
Y
is a trivial cofibration in the model structure (sS/B)
M.
Proof. We will use Corollary 4.9.5. Clearly the map p!p
∗ takes cofibrations to cofibra-
tion (as they are just the inclusions). Moreover the map p∗p∗ takes Reedy fibrations
to Reedy fibrations. So, all that is left is to show that p∗p∗ takes fibrant objects
to fibrant objects. So, if we assume F → X is fibrant then we have to show that
p∗p∗(F )→ X is fibrant. Clearly, it already is a Reedy fibration so it suffices to show
that it is local, which means we have to show that
Map/X(B, p∗p∗(X))→Map/X(A, p∗p∗(F ))
is a trivial Kan fibration. By adjunction this is equivalent to
Map/X(p!p
∗(B), F )→Map/X(p!p∗(A), F )
being a trivial Kan fibration for every F . But F is an arbitrary fibrant object and
so that is simply equivalent to
f ×
X
Y : A×
X
Y → B ×
X
Y
being a trivial cofibration over X. Finally, note that the map B×X Y → X actually
factors through B and so it suffices to show that the map
f ×
X
Y : A×
X
Y → B ×
X
Y
is a trivial cofibration over B.
Remark 3.7.19. Notice that the lemma still holds if the model structure on sS/X is
obtained by localized with respect to a countable number of inclusions.
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We have assembled all the tools we need to prove the two main results. The first is
about the covariant model structure and the second about the CSS model structure.
Corollary 3.7.20. Let (sS/X)
cov be the category of simplicial spaces with the cova-
riant model structure and p : R→ X a right fibration. Then the adjunction
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p∗
is a Quillen adjunction.
Proof. Recall from Lemma 3.4.3 that the covariant model structure over X is a
localization of the Reedy model structure over X with respect to the set of inclusions
F (n − 1) → F (n) → X, where the map F (n − 1) → F (n) comes from the map
[n− 1]→ [n] that sends each vertex to itself. Thus, by Lemma 3.7.18, it suffices to
show that
g ×
X
R : F (n− 1)×
X
R→ F (n)×
X
R
is a covariant equivalence over F (n). In order to simplify notation we denote S =
F (n)×XR and note that is a right fibration over F (n). That means we have to show
that
Map/F (n)(S, L)→Map/F (n)(F (n− 1) ×
F (n)
S, L)
is a Kan equivalence of spaces.
S is a right fibration over F (n) and so we can apply Lemma 3.7.16, which means
that
Map/F (n)(S, L)
'−−→MapS(S/0..n, L/0...n) ×
MapS(S/0...n,L/0...n−1)
Map/F (n)(F (n−1) ×
F (n)
S, L).
But by the covariant version of Lemma 3.7.8 the map L/0...n → L0...n−1 is a trivial
Kan fibration and so
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MapS(S/0..n, L/0...n) ×
MapS(S/0...n,L/0...n−1)
Map/F (n)(F (n− 1) ×
F (n)
S, L)
Map/F (n)(F (n− 1) ×
F (n)
S, L)
'
is a Kan equivalence and hence we are done.
Before we can give an analoguous proof for complete Segal spaces, we need a better
understanding of the free invertible arrow E(1).
Remark 3.7.21. [Rez01, Section 11] E(1) is a discrete simplicial space such that
E(1)n = 2
n = Hom([n], [2]). We will denote the set [2] = {x, y}. Then we can think
of E(1)n as the set of sequences of length n that only consist of the elements x and
y. The first three spaces are the following:
1. E(1)0 = {x, y}
2. E(1)1 = {xx, xy, yx, yy}
3. E(1)2 = {xxx, xxy, xyx, yxx, xyy, yxy, yyx, yyy}
The boundary map di : E(1)n → E(1)n−1 will simply drop the i-th element in the
sequence. The face map si : E(1)n → E(1)n+1 will repeat the i-th element to make
the sequence one element longer. Based on this description every level has exactly
two non-degenerate elements: xy...xy and yxyx...yx i.e. the two sequences which
constantly alternate between x and y, where one starts with x and the other with y.
Corollary 3.7.22. Let X be a CSS and (sS/X)
CSS be the category of simplicial
spaces with the CSS model structure and p : R → X a right fibration. Then the
adjunction
(sS/X)
CSS (sS/X)
CSS
p!p
∗
p∗p∗
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is a Quillen adjunction.
Proof. Again in this case we have the fact that the CSS model structure on simplicial
spaces over X is generated by the following two classes of inclusions
G(n)→ F (n)→ X where n ≥ 2 (Segal Equivalences)
F (0)→ E(1)→ X (CSS Equivalence)
Here it is crucial that X is a CSS itself or that statement would not be true. Thus
we can again use Lemma 3.7.18 and reduce it to the following case. We have to show
that for any n ≥ 2, the maps
G(n) ×
F (n)
R→ R over F (n)
F (0) ×
E(1)
R→ R over E(1)
are CSS equivalences. We will prove each case individually.
Segal Equivalence: By induction it suffices to show that the map
(F (n− 1)
∐
F (0)
F (1)) ×
F (n)
R→ R
is an equivalence over F (n). Let W be a CSS fibration over F (n), in particular it is
a CSS itself. Then by Lemma 3.7.16, the map
Map/F (n)(R,W )
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
is a weak equivalence.
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From the fact that W → F (n) is a CSS fibration we know that the map
W/0...n → W/0...n−1 ×
Wn−1
W/n−1n
is a trivial Kan fibration, which implies that we have following equivalence of mapping
spaces.
Map(R/0...n,W/0...n)→Map(R/0...n,W/0...n−1 ×
Wn−1
W/n−1n)
Combining this with our equivalence above we see that the map
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n−1),W ×
F (n)
F (n−1))
↓
MapS(R/0...n,W/n−1n) ×
MapS(R/0...n,W/n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
is a trivial Kan fibration. But the last part is clearly equivalent to
Map/F (n)((F (n− 1)
∐
F (0)
F (1)) ×
F (n)
R,W ).
So we have shown that the restriction map gives us the desired equivalence.
CSS Equivalence: First, we will analyze right fibrations over E(1). By Remark
3.7.21, E(1) is a discrete simplicial space, such that E(1)n is the set of sequences of
length n consisting of elements x and y. The boundary map [n]∗ : E(1)n → E(1)0
takes a sequence to the last element in the sequence. If R→ E(1) is a right fibration
then we will denote the fiber over the point xy...xy as Rxy..xy. Let f : F (n)→ E(1)
represent any such sequence in E(1)n. Using past notation the fiber over f is R/f .
The boundary map n : [0] → [n] gives a map R/f → Rx or R/f → Ry depending
on whether the last element in the sequence f represents is an x or y. The right
fibration condition implies that this map is always an equivalence. This implies that
any two sequences that end in the same letter have Kan equivalent fibers.
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Now we have following chain of maps:
Rxyxy
d3−−→ Rxyx d2−−→ Rxy d1−−→ Rx.
Based on the condition above both compositions
Rxyxy
d2d3−−−→ Rxy
Rxyx
d1d2−−−→ Rx
are trivial Kan fibrations. This implies that Rxyx
d2−−→ Rxy is a trivial Kan fibration.
Therefore, we have following chain of weak equivalences.
Rx
'←−− Rxy '−−→ Ry.
But we already showed that every fiber is equivalent to either Rx or Ry so we have
just shown that every single fiber is equivalent to each other.
Thus, the next step of the proof is to simplify R to a simpler, yet equivalent, right
fibration over E(1). We can think of the simplicial space R : ∆op → S as a diagram
in spaces. Spaces have homotopy limits, which means we get an object
H = holim
∆op
R
Based on the explanation above all the maps in that diagram are equivalences. Thus
the space H is equivalent to the fiber over every point in E(1). In addition to that,
as H is a limit, there is a map of simplicial spaces over E(1)
E(1)×H → R.
However, as H is equivalent to the fiber over every point this is a Reedy equiva-
lence over E(1). Thus we just showed that every right fibration over E(1) is Reedy
equivalent to a simple product of E(1) with a Kan complex.
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Thus, we can reduce it to proving that the following map is an equivalence
Map/E(1)(R,W )→Map/E(1)(F (0) ×
E(1)
R,W )
where R = K × E(1), for K a Kan complex. For this case we first notice that the
map x : F (0)→ E(1) gives us following adjunction
sS/E(1) sS
x∗
x∗
which gives us an equivalence
Map/E(1)(K × E(1),W ) '−−→Map(K, x∗W )
Thus we need to understand the simplicial space x∗W . Using the adjunction above
we get that
(x∗W )n ∼= Map(F (n), x∗W ) 'Map/E(1)(F (n)× E(1),W ) '−−→Map/E(1)(F (n),W ).
Here we used the fact that W is a CSS and the map F (n)
(id,x)−−−−→ F (n) × E(1) is
a CSS equivalence. For the next step we use the fact that every map F (n) → E(1)
factors through F (0), giving us F (n)→ F (0) x−−→ E(1). So
Map/E(1)(F (n),W ) = Map(F (n),W ×
E(1)
F (0)) ∼= (W ×
E(1)
F (0))n.
Thus we have shown that x∗W ' W ×E(1) F (0). This gives us the following final
chain of equivalences
Map/E(1)(K × E(1),W ) '−−→Map(K, x∗W ) = Map(K,W ×
E(1)
F (0)) ∼=
Map/E(1)(F (0) ×
E(1)
(K × E(1)),W )
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This shows that
F (0) ×
E(1)
(K × E(1))→ K × E(1)
is a CSS equivalence and hence we are done.
3.8 Proof of the Remaining Lemmas
In this section we will prove all the remaining technical lemmas.
Lemma 3.8.1. The map
F (1)
∐
F (0)
F (n)
in = i((0, id)
∐
(0,1)
(id, 1))
−−−−−−−−−−−−−−−−−−→ F (0)
∐
F (n)
(F (n)× F (1))
is a Segal space equivalence.
Proof. We have following diagram, where each of the vertical maps are equivalences
in the Segal space model structure.
F (1)
∐
F (0)
F (n) F (0)
∐
F (n)
(F (n)× F (1))
G(n+ 1) F (0)
∐
F (1)
(G(n)× F (1))
G(2)
∐
F (1)
...
∐
F (1)
G(2) (F (0)
∐
F (1)
F (1)× F (1))
∐
F (1)
...
∐
F (1)
(F (0)
∐
F (1)
F (1)× F (1))
in
in|G(n+1)
' '
'
i2
∐
idF (1)
...
∐
idF (1)
i2 '
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Based on this diagram, as the Segal space model structure is left proper, it suffices
to prove the case n = 1. So, we have to show that the map
i1 : G(2) = F (1)
∐
F (0)
F (1)→ F (0)
∐
F (1)
(F (1)× F (1))
is a Segal space equivalence.
The map
F (1)
∐
F (0)
F (1) = G(2)→ F (2)
is a Segal space equivalence. Therefore the map
F (1) = (F (1)
∐
F (0)
F (1))
∐
F (1)
F (0)→ F (2)
∐
F (1)
F (0)
is a Segal space equivalence. This implies that we have the following chain of equi-
valences
F (1)
∐
F (0)
F (1)→ F (2) = F (1)
∐
F (1)
F (2)→ (F (2)
∐
F (1)
F (0))
∐
F (1)
F (2) = F (0)
∐
F (1)
(F (1)×F (1))
where we used the fact that F (1) × F (1) = F (2)
∐
F (1)
F (2). Thus we showed that i1
is a Segal space equivalence.
Lemma 3.8.2. Let Y → Z be a covariant equivalence over X. Let d0 : XF (1) → X.
Then
Y ×
X
XF (1) → Z ×
X
XF (1)
is a covariant equivalence over X.
Proof. The statement above is equivalent to saying that the adjunction
(sS/X)
cov (sS/X)
cov
(d0)!(d0)
∗
(d0)∗(d0)∗
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is a Quillen adjunction, where both sides have the covariant model structure. Using
the techniques we used in the proof of Lemma 3.7.18 it suffices to show that F (0)×X
XF (1) → F (n)×X XF (1) is a covariant equivalence over F (n). By our main proposi-
tion (Proposition 3.4.28) it suffices to show that
F (m) ×
F (n)
F (0)×
X
XF (1) → F (m) ×
F (n)
F (n)×
X
XF (1)
is a diagonal equivalence. (Recall that F (m) → F (n) is a right fibrant replacement
of the map m : F (0)→ F (n)). We can simplify the map above to the following map
F (0)×
X
XF (1) → F (m)×
X
XF (1)
Thus we have to show that this map is a diagonal equivalence. We will prove this
map is a diagonal equivalence by showing that both sides are diagonally contractible.
First notice that there is a map µn : F (1) × F (n) → F (n) which takes (s, t) ∈
F (1)0×F (n)0 to st ∈ F (n) (the product). For n = 1 this gives us a map µ1 : F (1)×
F (1)→ F (1) which induces a map µ∗1 : XF (1) → XF (1)×F (1). Using adjunctions this
results in a map µ∗1 : F (1)×XF (1) → XF (1). By its definition if we restrict the map
to 0 the map will factor through X (it sends f ∈ XF (1) to s0d0f ∈ XF (1)) and if we
restrict to 1 we get the identity map.
Fix an inclusion f : F (n)→ X. We can pull back the map XF (1) → X along f to
get a map F (n)×X XF (1) → XF (1). This gives us following diagram.
F (1)×XF (1) XF (1)
F (1)× (F (n)×
X
XF (1)) F (n)×
X
XF (1)
µ∗1
µ∗1
The map µ∗1 : F (1)× (F (n)×X XF (1))→ XF (1) factors through F (n)×X XF (1) and
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thus gives us a map
µ∗1 : F (1)× (F (n)×
X
XF (1))→ (F (n)×
X
XF (1))
which is again the identity if we restrict to 1, but if we restrict to 0 the map will
factor through F (n) ×X X = F (n). If n = 0 then this implies that F (n) ×X XF (1)
is contractible and we get the desired result. So, let assume that n > 0. Then the
map introduced above µn : F (1) × F (n) → F (n) gives us a homotopy between the
identity (at 1) and a map that factors through F (n). So, for our last step we find a
homotopy from F (n) to F (0) which will show that the map above is homotopic to a
constant map.
The map
H : F (1)× F (n)×
X
XF (1)
µ∗1|0−−→ F (1)× F (n) µn−−→ F (n) (id,f)−−−→ F (n)×
X
XF (1)
is a map that is equal to µ∗1|0 at 1 and a constant map at 0. This means we can build
the map:
H
∐
µ∗1 : (F (1)
∐
F (0)
F (1))× F (n)×
X
XF (1) → F (n)×
X
XF (1)
which gives me a homotopy between the identity and the constant map. This proves
that F (n)×X XF (1) is contractible for every n.
Lemma 3.8.3. Let p : L → X be a left fibration. Moreover, let i : X → Xˆ be a
directed colimits of maps
1. R = {rnli : ∂F (n) × ∆[l]
∐
∂F (n)×Λ[l]i
F (n) × Λ[l]i → F (n) × ∆[l] : n ≥ 0, l ≥ 0
and 0 ≤ i ≤ l}.
2. S = {snl : G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]→ F (n)×∆[l] : n ≥ 0, l ≥ 0}.
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3. C = {cl : F (0)×∆[l]
∐
F (0)×∂∆[l]
Z × ∂∆[l]→ Z ×∆[l] : l ≥ 0}.
such that Xˆ is a complete Segal space, (such a map i exists by the small object
argument). Then there exists a commutative square
L Lˆ
X Xˆ
iˆ
p
p
pˆ
i
that satisfies following conditions
1. pˆ : Lˆ→ Xˆ is a left fibration.
2. iˆ : L→ Lˆ is a covariant equivalence over Xˆ.
3. The commutative square is a homotopy pullback square in the Reedy model
structure.
Proof. This proof has several steps. We will start by using the fact that Xˆ is a
directed colimit.
(I) Directed Colimit of left Fibrations is a left Fibration: As outlined above Xˆ is a
directed colimit of X. For notational purposes we call the indexing set of this colimit
I. For each α ∈ I we get a subset I<α of all elements in I smaller than α. Thus for
each α ∈ I we get a simplicial space Xα, which is the colimit over the subset Iα. Let
iα : X → Xα be the universal colimit map.
Let us assume that iα satisfies the assumptions above. Meaning that there exists
a commutative square
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L Lα
X Xα
iˆα
p
p
pα
iα
such that Lα → Xα is a left fibration, L → Lα is a covariant equivalence over Xα
and the square is a homotopy pullback square in the Reedy model structure. We
will show that this condition suffices to prove that X → Xˆ satisfies the conditions
of the lemma.
First note that directed colimit of left fibrations is a left fibration. Indeed, all we
have to show is that any diagram of the following form lifts.
F (0)×∆[l]
∐
F (0)×∂∆[l]
F (n)× ∂∆[l] Lˆ
F (n)×∆[l] Xˆ
However F (n) ×∆[l] is finite, thus there exists an α0 ∈ I such that our map above
factors as
F (0)×∆[l]
∐
F (0)×∂∆[l]
F (n)× ∂∆[l] Lα0 Lˆ
F (n)×∆[l] Xα0 Xˆ
which will give us our desired lift, as the map Lα0 → Xα0 is a left fibration by
assumption. Moreover, the resulting commutative square
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L Lˆ
X Xˆ
p
is a homotopy pullback square in the Reedy model structure, as simplicial spaces
satisfy descent. Finally, by assumption, the map L→ Lα is a covariant equivalence
over Xα, which implies it also is a covariant equivalence over Xˆ. But the covariant
model structure is left proper, thus the colimit of these maps, which is the map
L → Lˆ is also a covariant equivalence over Xˆ. Thus we have shown that we get a
commutative square that satisfies all three conditions stated in the Lemma.
The argument above shows that in order to prove the lemma it suffices to show
that for a map j : A→ B ∈ R ∪ S ∪ C and pushout square
A B
X X
∐
A
B
j
j˜
the resulting map j˜ : X → X
∐
A
B satisfies the conditions of the Lemma.
(II) Analyzing the 3 Possible Scenarios: In this part we will show that for any
map jˆ : X → X
∐
A
B (as described above) there exists a commutative square
L Lˆ
X X
∐
A
B
jˆ
p
p
pˆ
j˜
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such that pˆ is a left fibration, jˆ is a covariant equivalence over X
∐
AB and the
square is a homotopy pullback square in the Reedy model structure. In order to
simplify notations we denote
X˜ = X
∐
A
B
for any map j ∈ R ∪ S ∪ C. In this part we will study each of these three classes of
maps individually.
Reedy (R): Let
j = rnli : ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i → F (n)×∆[l].
In order simplify things we denote
B = F (n)×∆[l]
A = ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i.
Composing this map with p gives us a map j˜p : L→ X
∐
A
B = X˜. Let
L
jˆ−−−→ Lˆ pˆ−−−→ X˜
be a factorization of j˜p into a trivial Reedy cofibration followed by a Reedy fibration.
This gives us following commutative square
L Lˆ
X X˜
jˆ
p
p
pˆ
j˜
We will show it satisfies all three conditions. First of all the the map Lˆ → X˜ is a
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left fibration as it is a Reedy fibration and we have following commutative square
Ln Lˆn
Xn ×
X0
L0 (X˜)n ×
(X˜)0
Lˆ0
jˆn
'
(pn,n∗)' (pˆn,n∗)
(j˜n,jˆ0)
'
The vertical maps are equivalences as j˜ is a Reedy equivalence. The left hand
horizontal map is an equivalence as L→ X is a left fibration. Thus the map Lˆ→ X˜
is a left fibration. Also jˆ is a covariant equivalence as it is a Reedy equivalence.
Finally, the square is a homotopy pullback square in the Reedy model structure as
we have following diagram.
L
X ×˜
X
Lˆ Lˆ
X X˜
(p,jˆ)
jˆ
'
p
pi1
'
p
pˆ
j˜
'
The map X×X˜ Lˆ→ Lˆ is an equivalence as the Reedy model structure is right proper.
So the map (p, jˆ) is an equivalence by 2 out of 3. Thus we have the completed the
proof for the case j ∈ R.
Segal (S): Here we study the case when j ∈ S. In order to simplify things let us
introduce some notation. Fix two integers n ≥ 2 and l ≥ 0. Let
G(n, l) = G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]
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F (n, l) = F (n)×∆[l].
Let c : G(n, l) → X be fixed. This map has one very important restrictions which
we will need later on, namely we can restrict c to the initial vertex (0∗, 0∗) : F (0)→
G(n, l) which gives us an element xc : F (0)
(0∗,0∗)−−−−−−→ G(n, l) c−−−→ X, which we
henceforth call xc. Now, we make following concrete definitions and notations
X˜ = X
∐
G(n,l)
F (n, l)
M = Map/X(G(n, l), L)
Lˆ = L
∐
M×G(n,l)
M× F (n, l)
The last pushout is well defined as we have an evaluation map
M×G(n, l)→ L
The construction comes with a map
L ∼= L
∐
M×F (0)
M× F (0)
jˆ = (id
∐
idM×xc
idM × xc)
−−−−−−−−−−−−−−−−−−→ L
∐
M×G(n,l)
M× F (n, l) = Lˆ
and projection map
Lˆ = L
∐
M×G(n,l)
M× F (n, l)
pˆ = (p
∐
pi2
pi2)
−−−−−−−−−−→ X
∐
G(n,l)
F (n, l) = Xˆ
All of the data above gives us following commutative square
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L Lˆ
X X˜
jˆ
p pˆ
j˜
We can factor the map pˆ : Lˆ → X˜ into a trivial Reedy cofibration followed by a
Reedy fibration, which gives us a factorization Lˆ
j¯−−−→ L¯ p¯−−−→ X˜. This gives us
following commutative square.
L L¯
X X˜
j¯jˆ
p p¯
j˜
The goal is to show that this commutative square satisfies the three conditions of
our lemma. First we show it is a homotopy pullback square in the Reedy model
structure. By our construction L = Lˆ ×X˜ X. But we also know that Lˆ → L¯ is
a Reedy equivalence. Thus using the fact that the Reedy model structure is right
proper we get the fact that
L = Lˆ ×˜
X
X
'−−−→ L¯ ×˜
X
X
is a Reedy equivalence.
Now we show that the top map is a covariant equivalence. The map j¯ is a Reedy
equivalence, which is a covariant equivalence over any base. Now, xc is the initial
vertex in F (n, l) and G(n, l). Thus the maps xc : F (0) → G(n, l) and xc : F (0) →
F (n, l) are covariant equivalences regardless of what the base is. This implies that
the map
id× xc :M× F (0)→M× F (n, l)
id× xc :M× F (0)→M×G(n, l)
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are also covariant equivalences. Finally the covariant model structure is left proper
and so a pushout of covariant equivalences along inclusions is a covariant equivalence.
This implies that jˆ : L→ Lˆ is a covariant equivalence over Xˆ. Thus the composition
j¯jˆ is a covariant equivalence (actually over any base).
Thus we only have to show that p¯ : L¯→ X˜ is a left fibration and we are finished.
By definition it is a Reedy fibration. Thus we only need to show it is local. However
Lˆ is Reedy equivalent to L¯ thus it would suffice to show that Lˆ → X˜ is local. In
order to do that we have to show that for any m the commutative square
Lˆm Lˆ0
X˜m X˜0
pˆm
0∗ 0∗
pˆ0
is a homotopy pullback square in the Kan model structure. Before we can show that
however, we will analyze all these four spaces to get a better undestanding of the
situation.
X˜0 and Lˆ0: In zero case G(n, l)0 = F (n, l)0 which means X˜0 = X0. For the same
reason Lˆ0 = L0.
X˜m and Lˆm: In this case
G(n, l)m = (
∐
|G(n)m|
∆[l])
∐
(
∐
|F (n)m−G(n)m|
∂∆[l])
and
F (n, l)m =
∐
|F (n)m|
∆[l]
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Recall that X˜ = X
∐
G(n,l)
F (n, l). This implies that
X˜m = Xm
∐
G(n,l)m
F (n, l)m = Xm
∐
[(
∐
|G(n)m|
∆[l])
∐
(
∐
|F (n)m−G(n)m|
∂∆[l])]
∐
|F (n)m|
∆[l]
In this pushout, j restricted to the part (
∐
|G(n)m|∆[l]) is just the identity map and
does not contribute to the pushout and we can equally just have
X˜m = Xm
∐
[
∐
|F (n)m−G(n)m|
∂∆[l]]
∐
|F (n)m−G(n)m|
∆[l] =
Xm
∐
|F (n)m −G(n)m| × ∂∆[l]
∐
|F (n)m−G(n)m|
∆[l]
In order to simplify notation for n ≥ 2 and m ≥ 0 we define the integer g(n,m) as
g(n,m) = |F (n)m −G(n)m|
Combining these arguments and simplifcations we get
(X˜)m = Xm
∐
g(n,m)×∂∆[l]
g(n,m)×∆[l]
Using a similar argument for Lˆ we get
(Lˆ)m = Lm
∐
M×g(n,m)×∂∆[l]
M× g(n,m)×∆[l]
Thus we are trying to show that the following commutative square
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Lm
∐
M×g(n,m)×∂∆[l]
M× g(n,m)×∆[l] L0
Xm
∐
g(n,m)×∂∆[l]
g(n,m)×∆[l] X0
0∗
pm
∐
pi2
pi2 p0
0∗
is a homotopy pullback square in the Kan model structure. Note we used the crucial
fact that X0 ∼= X0
∐
G(n)0×∆[l]
F (n)0 ×∆[l]. Thus if we restrict the bottom map 0∗ we
get a map
0∗ : g(n,m)×∆[l]→ X0
and the map g(n,m)× ∂∆[l]→ X0 will factor through the map above.
We use properties about pullbacks to simplify the argument. First, spaces satisfy
descent which means that coproducts and pullbacks commute.Thus it suffices to
prove that
Lm
∐
M×∂∆[l]
M×∆[l] L0
Xm
∐
∂∆[l]
∆[l] X0
is a homotopy pullback square. Again implicit in the commutative square are a map
∆[l]→ X and again the map ∂∆[l]→ X will factor through this map. Thus we need
to show this is a pullback diagram in the Kan model structure. Another application
191
of the descent property gives us following Kan equivalence of spaces
(Xm
∐
∂∆[l]
∆[l]) ×
X0
L0 → (Xm ×
X0
L0)
∐
∂∆[l]×
X0
L0
∆[l] ×
X0
L0.
In light of this Kan equivalence the goal is to prove that
Lm
∐
M×∂∆[l]
M×∆[l]→ Xm ×
X0
L0
∐
∂∆[l]×
X0
L0
∆[l] ×
X0
L0
is a Kan equivalence of spaces. Using the left properness of the Kan model structure
and the fact that ∂∆[l] → ∆[l] is a cofibration means that it suffices to show that
each of these three maps are equivalences:
I
Lm → Xm ×
X0
L0
II
M×∆[l]→ ∆[l] ×
X0
L0
III
M× ∂∆[l]→ ∂∆[l] ×
X0
L0
We will prove each one of those three separately.
(I) This one follows from the fact that L→ X is a left fibration.
(II) For this part we use following chain of equivalences
M×∆[l] pi1−→M = Map/X(G(n, l), L) xc−→Map/X(F (0), L) = ∆[0]×
X0
L0
'−→ ∆[l]×
X0
L0
The last step follows from the fact that the map ∆[0]→ ∆[l] is a Kan equivalence
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and L0 → X0 is a Kan fibration.
(III) For this part we use the fact that the map ∂∆[l] → X factors through ∆[l]
thus we have the equivalence
∂∆[l] ×
X0
L0 ∼= ∂∆[l]×∆[l]X0L0
Now the result follows from the previous part.
Thus we have shown that the the commutative square above is a homotopy pull-
back square in the Kan model structure and we are done for this part.
Completeness (C): All that is left to finish the proof is to show that if j ∈ C
then the assumption holds. The proof for this case is very similar to the to case of
j ∈ S. Thus we will set up the relevant notation and skip any step that is analoguous
to the one above. Let
B(l) = Z × ∂∆[l]
∐
∂∆[l]
∆[l]
Z(l) = Z ×∆[l].
Let c : B(l) → X be fixed. This map has one very important restrictions which we
will need later on, namely we can restrict c to the initial vertex (0∗, 0∗) : F (0)→ B(l)
which gives us an element xc : F (0)
(0∗,0∗)−−−−−−→ B(l) c−−−→ X, which we henceforth
call xc. Now, we make following concrete definitions and notations
X˜ = X
∐
B(l)
Z(l)
M = Map/X(B(l), L)
Lˆ = L
∐
M×B(l)
M×B(l)
The last pushout is well defined as we have an evaluation map
M×B(l)→ L
193
The construction comes with a map
L ∼= L
∐
M×F (0)
M× F (0)
jˆ = (id
∐
idM×xc
idM × xc)
−−−−−−−−−−−−−−−−−−→ L
∐
M×B(l)
M× Z(l) = Lˆ
and projection map
Lˆ = L
∐
M×B(l)
M× Z(l)
pˆ = (p
∐
pi2
pi2)
−−−−−−−−−−→ X
∐
B(l)
Z(l) = Xˆ
All of the data above gives us following commutative square
L Lˆ
X X˜
jˆ
p pˆ
j˜
We can factor the map pˆ : Lˆ → X˜ into a trivial Reedy cofibration followed by a
Reedy fibration, which gives us a factorization Lˆ
j¯−−−→ L¯ p¯−−−→ X˜. This gives us
following commutative square.
L L¯
X X˜
j¯jˆ
p p¯
j˜
The goal is to show that this commutative square satisfies the three conditions of
our lemma. By the same argument as above the map is again a homotopy pullback
square. Moreover, the top map is again a covariant equivalence, as xc is still initial.
Thus we only have to show that p¯ : L¯→ X˜ is a left fibration and we are finished.
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By definition it is a Reedy fibration. Thus we only need to show it is local. However
Lˆ is Reedy equivalent to L¯ thus it would suffice to show that Lˆ → X˜ is local. In
order to do that we have to show that for any m the commutative square
Lˆm Lˆ0
X˜m X˜0
pˆm
0∗ 0∗
pˆ0
is a homotopy pullback square in the Kan model structure. Before we can show that
however, we will analyze all these four spaces to get a better undestanding of the
situation. In order to do that we first break down the spaces B(l)m and Z(l)m for
each m.
First notice that both are discrete simplicial spaces, which means they are levelwise
sets. Let z(m) = |Zm|−1,where |Zm| is the cardinality of themth space of the discrete
simplicial space Z. Now we have following equalities.
B(l)m = (Zm×∂∆[l])
∐
∂∆[l]
∆ = ((z(m)+1)×∂∆[l])
∐
∂∆[l]
∆ = (z(m)+1)×∂∆[l]
∐
∆[l]
We also have
Z(l)m = Zm ×∆[l] = (z(m) + 1)×∆[l]
B(l)m has one summand equal to ∆[l] and jm restricted to that summand is just the
identity and so it does not contribute to the pushout. Thus we can equally push out
along the map
z(m)× ∂∆[l]→ z(m)×∆[l]
Having this set up we can easily determine the four relevant spaces.
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For the 0 case the computation above shows that
X˜0 = X0
∐
z(0)×∆[l]
z(0)×∆[l] = X0
∐
∂∆[l]
∆[l]
Here we used the fact that Z has two 0 cells. For that same reason
Lˆ0 = L0
∐
M×∂∆
M×∆[l].
For the general case the computation above gives us
X˜m = Xm
∐
z(m)×∂∆[l]
z(m)×∆[l]
and
Lˆm = Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l].
Thus we are trying to show that the following commutative square
Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l] L0
∐
M×∂∆M×∆[l]
Xm
∐
z(m)×∂∆[l]
z(m)×∆[l] X0
∐
∂∆[l]
∆[l]
0∗
pm
∐
pi2
pi2
p0
∐
pi2
pi2
0∗
is a homotopy pullback square in the Kan model structure.
In order to show this holds we expand our square to following diagram
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Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l] L0
∐
M×∂∆
M×∆[l] L0
Xm
∐
z(m)×∂∆[l]
z(m)×∆[l] X0
∐
∂∆[l]
∆[l] X0
pm
∐
pi2
pi2
0∗ pi1
p0
∐
pi2
pi2
p
p0
0∗ pi1
By the previous part the right square and the rectangle are pullback squares. This
implies that the left square is also a pullback square and this finishes our proof.
3.9 Some Facts about Model Categories
We primarily used the theory of model categories to tackle issues of higher category
theory. In this section we will not introduce model categories as they are already
several excellent sources. For instance, the reader can refer to [Hov99] or [DS95] for
readable introductions to the subject. Here we will only state some technical lemmas
we have used throughout this note.
Lemma 3.9.1. Let p : S → T be a Kan fibration in S. Then p is a trivial Kan
fibration if and only if each fiber of p is contractible.
This lemma has following important corollary
Corollary 3.9.2. Let p : S → K and q : T → K be two Kan fibrations. A map
f : S → T over K is a Kan equivalence if and only if for each point k : ∆[0] → K
the fiber
S ×
K
k → T ×
K
k
is a Kan equivalence.
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Theorem 3.9.3. [Rez01, Proposition 9.1] Let L be a set of cofibrations in sS with
the Reedy model structure. There exists a cofibrantly generated, simplicial model
category structure on sS with the following properties:
1. the cofibrations are exactly the monomorphisms.
2. the fibrant objects (called L-local objects) are exactly the Reedy fibrant W ∈ sS
such that
MapsS(B,W )→MapsS(A,W )
is a weak equivalence of spaces.
3. the weak equivalences (called L-local weak equivalences) are exactly the maps
g : X → Y such that for every L-local object W , the induced map
MapsS(Y,W )→MapsS(X,W )
is a weak equivalence.
4. a Reedy weak equivalence (fibration) between two objects is an L-local weak
equivalence (fibration), and if both objects are L-local then the converse holds.
We call this model category the localization model structure.
Lemma 3.9.4. [JT06, Proposition 7.15] Let M and N be two model categories and
M NF
G
be an adjunction of model categories, then the following are equivalent:
1. (F,G) is a Quillen adjunction.
2. F takes cofibrations to cofibrations and G takes fibrations between fibrant objects
to fibrations.
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This lemma has following useful corollary:
Corollary 3.9.5. Let X be a simplicial space and let (sS/X ,M) and (sS/X ,N ) be
two localizations of the Reedy model structure. Then an adjunction
(sS/X)
M (sS/X)N
F
G
is a Quillen adjunction if it satisfies following conditions:
1. F takes cofibrations to cofibrations.
2. G takes fibrants to fibrants.
3. G takes Reedy fibrations to Reedy fibrations.
Lemma 3.9.6. [JT06, Proposition 7.22] Let
M NF
G
be a Quillen adjunction of model categories. Then the following are equivalent:
1. (F,G) is a Quillen equivalence.
2. F reflects weak equivalences between cofibrant objects and the derived counit
map FLG(n) → n is an equivalence for every fibrant-cofibrant object n ∈ N
(Here LG(n) is a cofibrant replacement of G(n) inside M).
3. G reflects weak equivalences between fibrant objects and the derived unit map
m → GRF (m) is an equivalence for every fibrant-cofibrant object m ∈ M
(Here RF (m) is a fibrant replacement of F (m) inside N ).
There is only one lemma that we will actually prove here and that will allow us
to compare relative and absolute model structures. Before we do so we will have to
review two different model structures: the induced model structures and the relative
localized model structure.
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Definition 3.9.7. Let M be a model structure on sS. Let X be a simplicial space.
There is a simplicial model structure on sS/X , which we call the induced model
structure and denote by (sS/X)
M, and which satisfies following conditions:
F A map f : Y → Z over X is a (trivial) fibration if Y → Z is a (trivial) fibration
W A map f : Y → Z over X is an equivalence if Y → Z is an equivalence
C A map f : Y → Z over X (trivial) cofibration if Y → Z is a (trivial) cofibration.
Remark 3.9.8. This model structure can be defined for any model category and not
just for model structures on sS, but for our work there was no need for further
generality.
Definition 3.9.9. LetM be a model structure on sS, which is the localization of the
Reedy model structure with respect to the cofibration A → B. Let X be simplicial
space. There is a simplicial model structure on (sS/X), which we call the relative
localized model structure and denote by (sS/X)
locM. It is the localization of the
induced Reedy model structre on sS/X with respect to all map A→ B → X.
Remark 3.9.10. Note that the two model structures constructed above are generally
not the same. However, there is a special case where they coincidence.
Lemma 3.9.11. Let M be a localization model structure on sS with respect to the
map A → B. Let W be a fibrant object in that model structure. The following
adjunction
(sS/W )
M (sS/W )locM
id
id
is a Quillen equivalence. In fact, the two model structures are isomorphic.
Proof. Clearly, both model structures have the same set of cofibrations. We will
show that they have the same set of weak equivalences and the rest will follow. Both
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model structures are simplicial and so the weak equivalences are determined by the
set of fibrant objects. So, it suffices to show that they have the same set of fibrant
objects. Let Y → W be a map. We have following commutative square:
MapsS(B, Y ) MapsS(B,W )
MapsS(A, Y ) MapsS(A,W )
'
The right-hand map is always a trivial Kan fibration (because W is fibrant). So, this
square is homotopy pullback square if and only if the left-hand map is a trivial Kan
fibration. But being homotopy pullback square by definition means being fibrant
in the relative localized model structure, whereas being trivial Kan fibration means
being a fibration in our model structure as a Reedy fibration between two fibrant
objects is a fibration.
3.10 Comparison with Quasi-Categories
As we already mentioned, there is a covariant model structure for simplicial sets
which is studied extensively in [Lur09, Chapter 2]. In this part we are going to
review the definition of the covariant model structure for simplicial sets and then
show that it is equivalent to the definition we introduced in Theorem 5.4.3.
Before we can do that review all relevant definitions from [Lur09, Chapter 2].
Notation 3.10.1. Until now we used S to denote the category of simplicial sets with
the Kan model structures.In order to distinguish the Kan model structures we are
using this section, we will denote the category of simplicial sets as sSet.
Definition 3.10.2. [Lur09, Definition 2.0.0.3] A map f : S → T of simplicial sets is
a left fibration if it satisfies the right lifting property with respect to all inner horn
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conclusions of the form Λni → ∆[n], where 0 ≤ i < n.
Definition 3.10.3. [Lur09, Definition 2.1.4.5, Proposition 2.1.4.7] Let S ∈ S be
a simplicial set. There is a model structure on sSet/S, called the covariant model
structure. A map between f : T → U over S is a weak equivalence if the following
induced map is an equivalence of simplicial categories:
C[TC
∐
T
S]→ C[UC
∐
U
S].
Cofibrations are just inclusions and fibrations are the maps which satisfy the right
lifting property which respect to trivial cofibrations. This gives us a simplicial,
combinatorial, left proper model structure on the category sSet/S.
There is another important theorem about the covariant model structure we are
going to need later on.
Theorem 3.10.4. [Lur09, Theorem 3.1.5.1] Let S be a simplicial set. Then the
following adjunction
(sSet/S)
Joyal (sSet/S)
cov
id
id
is a Quillen adjunction, where the left hand side has the Joyal model structure and
the right hand side has the covariant model structure. This implies that the covariant
model structure is a localization of the Joyal model structure.
In order to compare our results with the already existing ones for the case of
quasi-categories, we will first need to go over two theorems by Joyal and Tierney,
[JT06], which compare complete Segal spaces and quasi-categories. Then we will use
those results to prove that our definition is equivalent to the definition introduced
by Lurie.
Theorem 3.10.5. [JT06, Theorem 4.11] Let p∗1 : sSet → sS be the map which
associates to each simplicial set S the discrete simplicial space p∗1(S) defined as
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(p∗1(S))nl = Sn and let i
∗
1 : sS → sSet be the map which associates to each sim-
plicial space its first row. Then this gives us the following adjunction
(sSet)Joy (sS)CSS
p∗1
i∗1
which is a Quillen equivalence, where S has the Joyal model structure and sS has the
CSS model structure.
Theorem 3.10.6. [JT06, Theorem 4.12] Let t! : sS→ sSet be the left Kan extension
of the map which is defined on the generators F (n) × ∆[l] as t!(F (n) × ∆[l]) =
∆[n]× J [l]. Let t! : sSet→ sS be the right adjoint of this construction, i.e. t!(S)nl =
MapsS(∆[n]× J [l], S). Then this defines a Quillen equivalence
(sS)CSS (sSet)Joy
t!
t!
with sS having the CSS model structure and sSet having the Joyal model structure.
Now we will go back to the to the main topic and prove the following two theorems
Theorem 3.10.7. The adjunction
(sSet/i∗1X)
cov (sS/X)
cov
p∗1
i∗1
is a Quillen equivalence, where we give both sides the covariant model structure.
Theorem 3.10.8. The adjunction
(sS/X)
cov (sSet/t!X)
cov
t!
t!
is a Quillen equivalence, where both sides have the covariant model structure.
203
We will prove the second theorem using the first one. For the first theorem, we
need several lemmas first.
Lemma 3.10.9. If Y → X is a left fibration of simplicial spaces, then i∗1Y → i∗1X
is a left fibration of simplicial sets.
Proof. It suffices to prove that k : p∗1Λ
n
i → p∗1∆[n]→ X, where 0 ≤ i < n, is a trivial
cofibration in the covariant model structure on sS/X . The cofibration part is clear
and so we will focus on the weak equivalence part. The case for n = 1 is the natural
inclusion map F (0) ↪→ F (1) and will be covered separately so we assume n ≥ 2. The
proof goes in several steps:
1. Note that p∗1∆[n] = F (n)
2. The natural inclusion map jn : F (n− 1) ↪→ F (n) is a trivial cofibration in the
covariant model structure. This follows from the following diagram and 2 out
of 3.
F (n− 1)
F (0)
F (n)
jn
'
'
Note that this covers the lemma for the case of n = 1.
3. Λni is the colimit of a diagram of the following form:∐
∆[n− 2]⇒
∐
∆[n− 1]→ Λni
At least one of the maps in the diagram ∆[n− 2]→ ∆[n− 1] must come from
the natural inclusion [n− 2] ↪→ [n− 1] (this follows from the fact that i 6= n).
Also, note that and all maps in the diagram are inclusions.
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4. Building on the last point and combining it with point 1, this implies that
p∗1Λ
n
i is the colimit of F (n − 1) along F (n − 2) where at least one map in
the diagram is jn : F (n − 2) → F (n − 1). From step 2 we know this map
is a covariant equivalence. But a pushout along cofibrations preserves weak
equivalences (remember the covariant model structure is left proper), and so
the natural inclusion F (n− 1)→ p∗1Λni is a covariant equivalence.
5. Finally we have the following diagram
p∗1Λ
n
i
F (n− 1)
F (n)
k
'
'
The result we wanted follows from this diagram and 2 out of 3.
Lemma 3.10.10. The adjunction
(sSet/i∗1X)
cov (sS/X)
cov
p∗1
i∗1
is a Quillen adjunction, where we give both sides the covariant model structure.
Proof. We use Lemma 4.9.4. Clearly, p∗1 takes cofibrations to cofibrations as they
are just inclusions. So, all that is left is to show that i∗1 takes fibrations between
fibrants to fibrations. But a fibration between fibrants is just a Reedy fibration on
the right side and a categorical fibration on the left side (Theorem 3.10.4). So, it
suffices to show that i∗1 takes fibrant objects to fibrant objects and Reedy fibrations
to categorical fibrations. The fact that i∗1 takes fibrants to fibrants is the statement
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of the previous lemma. So, we only have to prove that i∗1 takes Reedy fibrations to
categorical fibrations. But that follows directly from Theorem 3.10.6.
Now, we can prove the first main theorem.
Proof. (Proof of Theorem 3.10.8) We just showed it is a Quillen adjunction so all
that is left is to show that it is a Quillen equivalence. Here we use Lemma 4.9.6.
Let Y → X be a left fibration in sS/X . As every object is cofibrant, we don’t need
cofibrant replacement and so we just have to show that the counit map i∗1p
∗
1Y → Y is
an equivalence. From Theorem 3.10.6 we know it is an equivalence in the CSS model
structure and from Theorem 3.5.12 we know that a CSS equivalence is a covariant
equivalence.
For the other side let T → i∗1X be a left fibration in sSet/i∗1X . We don’t know
if p∗1T → p∗1i∗1X → X is a left fibration in sS/X , however, we know that it is local
in the sense that (p∗1T )n → (p∗1T )0 ×X0 Xn is a trivial fibration. Indeed, the map
∆[0]→ ∆[n] is a trivial cofibration in the covariant model structure on S/S (follows
from a similar argument to the proof of Lemma 3.10.9). Also the model structure is
simplicial, which means we have the following trivial fibrations:
Map(∆[n], T )
'−−−→Map(∆[0], T ) ×
Map(∆[0],i∗1X)
Map(∆[n], i∗1X)
which is equivalent to
Map(p∗1∆[n], p
∗
1T )
'−−−→Map(p∗1∆[0], p∗1T ) ×
Map(p∗1∆[0],p
∗
1i
∗
1X)
Map(p∗1∆[n], p
∗
1i
∗
1X)
which gives me
Map(F (n), p∗1T )
'−−−→Map(F (0), p∗1T ) ×
Map(F (0),p∗1i
∗
1X)
Map(F (n), p∗1i
∗
1X)
'−−−→Map(F (0), p∗1T ) ×
Map(F (0),X)
Map(F (n), X)
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where the last equivalence follows from the fact that p∗1i
∗
1X → X is an equivalence
in the CSS model structure. Let
p∗1T Rp
∗
1T
X
j
be a Reedy fibrant replacement in sS/X (i.e. j is a Reedy equivalence). Then this
replacement is already a left fibration because we know it is still local. Taking i∗1 of
both sides we get i∗1(j) : T = i
∗
1p
∗
1T → i∗1Rp∗1T over i∗1X, which is a map between
left fibrations. As j is a Reedy equivalence, i∗1(j) is a categorical equivalence. But a
categorical equivalence between left fibrations is a covariant equivalence. Hence, we
are done.
In order to prove the second main theorem we will use the first one, but first we
need two more lemmas
Lemma 3.10.11. The adjunction
(sS/X)
Cov (sSet/t!X)
Cov
t!
t!
is a Quillen adjunction where both sides have the covariant model structure.
Proof. We will show the adjunction satisfies the three conditions of Lemma 4.9.4.
Clearly, t! takes cofibrations to cofibrations and t
! takes categorical fibrations to
Reedy fibrations. But we know that fibrations between fibrant objects are simply
categorical fibrations by Theorem 3.10.4 and the fact that t! is a right Quillen functor
from the Joyal model structure (Theorem 3.10.5). So, all that is left is to show
that t!T → t!t!X is a left fibration for every left fibration T → t!X. We already
know it is Reedy fibration (again by Theorem 3.10.5), so all we need is to show it
satisfies the locality condition. However, for that it suffices to show that the map
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[0] : ∆[0] → ∆[n] is a trivial fibration of simplicial sets in the covariant model
structure. This follows right away from 3.10.8 which we just proved. Indeed, p∗1
reflects weak equivalences and we know that p∗1∆[0] = F (0)→ F (n) = p∗1∆[n] is an
equivalence and so ∆[0]→ ∆[n] has to be an equivalence and so we are done.
Lemma 3.10.12. The map t!cX : i
∗
1X → t!X is a categorical equivalence.
Proof. First, let us describe the map. There is a natural counit map cX : p
∗
1i
∗
1X → X
which is a trivial cofibration in the CSS model structure. From of [JT06, Theorem
4.12] we know that t!p
∗
1 = id. So we get t!c : i
∗
1X → t!X. This map is a categorical
equivalence as t! takes trivial cofibrations to trivial cofibrations.
Now we can prove the second main theorem.
Proof. (Proof of Theorem 3.10.7) We have the following chain of Quillen adjunctions:
(sSet/i∗1X)
cov (sS/X)
cov (sSet/t!X)
cov
p∗1
i∗1
t!
t!
.
The composition of the adjunctions takes an object f : T → i∗1X to the object
(t!cXf) : T → i∗1X → t!X. So the composition of the adjunctions gives us the
following adjunction:
(sSet/i∗1X)
cov (sSet/t!X)
cov
(t!cX)!
(t!cX)
∗
.
So, this adjunction is just the base change by the map t!cX . As we showed in the
lemma above, the map is a categorical equivalence. By [Lur09, Remark 2.1.4.11], base
change by a categorical equivalence gives us a Quillen equivalence of covariant model
structures. We already showed that (p∗1, i
∗
1) and (t!p
∗
1, t
!i∗1) are Quillen equivalences of
covariant model structures. By two out of three this implies that (t!, t
!) is a Quillen
equivalence.
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The Quillen equivalence above has an interesting corollary.
Corollary 3.10.13. The covariant model structure on S/S is a localization of the
Joyal model structure with respect to the set of maps ∆[0]→ ∆[n]→ S.
Remark 3.10.14. Essentially we proved that the two Quillen equivalences that Joyal
and Tierney introduced remain an equivalence after we localize both sides. Theore-
tically, we could have just proven these theorem using the fact that localizing with
respect to the ”same” maps on both sides preserves Quillen equivalences. However,
the issue is that we didn’t have a good enough understanding of the localization of
the Joyal model structure (i.e. it is not clear which maps we are localizing with
respect to). It is just after this proof that we get a clear sense of the localizing maps.
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CHAPTER 4
CARTESIAN FIBRATIONS AND
REPRESENTABILITY
4.1 Introduction
4.1.1 Motivation
In the realm of higher category theory functoriality is very often quite complicated,
which is because two maps in a (∞, 1)-category do not have a strict “composition
map” but rather a contractible space of such composition maps. Given this con-
dition it seems unreasonable to expect strict functoriality to hold for functors of
(∞, 1)-categories. However, if we only demand functoriality ”up to equivalence”
then we have to keep track of all the equivalences. Thus we have to manage a lot of
information, which is often an impossible task.
For that reason higher category theorists use fibrations. Fibrations are maps over
the domain with certain conditions that allow us to model such “functors up to
equivalence” in a way that the necessary data is still very tractable and lends itself
to computations.
Depending on the value, our fibrations need to satisfy different conditions. The first
example is that of a right fibration, which models presheaves valued in spaces. Just
using the definition of right fibration, we can prove an analogue of the classical Yoneda
lemma in the context of higher categories. It has been studied quite extensively
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by Lurie ([Lur09, Chapter 2]) using quasicategories. Moreover, de Brito studied
them using Segal spaces ([dB16]). There is also a model independent approach to
right fibrations given by Riehl and Verity [RV17] (there called groupoidal Cartesian
fibrations) . Finally, there is also study of right fibrations over general simplicial
spaces in [Ras17b].
The next common example is that of a Cartesian fibration, which models pres-
heaves valued in (∞, 1)-categories. As (∞, 1)-categories are more complicated than
spaces, Cartesian fibrations are also vastly more difficult to work with. In particular,
although in [Lur09], Lurie defines Cartesian fibrations using simplicial sets, he has to
use marked simplicial sets to get a model structure for which the fibrant objects are
Cartesian fibrations. De Brito ([dB16]) studies Cartesian fibrations by defining them
as certain bisimplicial spaces over a Segal space. Similar to Lurie he expanded the
category he was working with to be able to get a model structure where the fibrant
objects are Cartesian fibrations. On the other side, Riehl and Verity ([RV17]) take
a model independent approach to Cartesian fibrations and therefore do not need to
expand the category they start with, but also do not construct a model structure for
Cartesian fibrations.
The goal of this work is to define Cartesian fibrations using bisimplicial spaces
and show it comes with a model structure that we can understand quite well, by
characterizing its fibrations and weak equivalences. Along the way we will show
how the same method can be used to construct model structures where the fibrant
objects model presheaves valued in objects besides (∞, 1)-categories. Finally, we will
use this setup to make sense of representable Cartesian fibrations.
4.1.2 Main Results
The main results of this paper can be broken down in 2 parts.
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(1) Let (sS)Reef be a localization of the Reedy model structure with respect to
a set of reasonable maps (Definition 4.7.11). Then we can build a model structure
on bisimplicial spaces over X, (ssS/X)
ReeContraf , such that the fibrant objects model
presheaves valued in the fibrant objects in (sS)Reef . Moreover, we can give a good
description of the fibrant objects and weak equivalences in (ssS/X)
ReeContraf . The
main results about that model structure can be summarized in the following theorem.
Theorem 4.1.1. Let (sS)Reef be localization of the Reedy model structure with respect
to a set of maps that satisfy the conditions of Definition 4.7.11. Let X be a simplicial
space. There is a model structure on bisimplicial spaces over X, (ssS/X)
ReeContraf ,
called the localized Reedy contravariant model structure such that
1. It is left proper and simplicial (Theorem 4.7.6).
2. The fibrant objects are called localized Reedy right fibrations and they model
presheaves valued in fibrant simplicial spaces (fibrant in (sS)Reef ) (Theorem
4.7.18).
3. A map between Reedy right fibrations (not localized) is a localized Reedy contra-
variant equivalence if and only if it is a biReedy equivalence if and only if it is
a level-wise localized Reedy equivalence if and only if it is a fiber-wise diagonal
localized Reedy equivalence (Proposition 4.7.27).
4. A map Y → Z is a localized Reedy contravariant equivalence if and only if
X/x×X Y → X/x×XZ is a diagonal Reedy equivalence for every x : F (0)→ X.
Here X/x is a contravariant fibrant replacement of x : F (0) → X (Theorem
4.7.28).
5. A map g : X → Y gives us a Quillen adjunction
(sS/X)
ReeContraf (sS/Y )
ReeContraf
g!
g∗
which is an Quillen equivalence if g is a CSS equivalence (Theorem 4.7.29).
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6. A localized Reedy left fibration over X, p : R → X, gives us a Quillen ad-
junction (Theorem 4.7.31).
(ssS/X)
ReeContraf (ssS/X)
ReeContraf
p!p
∗
p∗p∗
7. Moreover if the maps that we are using to localize the Reedy model structure
satisfy one other condition (Definition 4.7.34) then the localized Reedy contra-
variant model structure is a localization of the localized Reedy model structure
(Theorem 4.7.38).
Then we apply this theorem to two very important cases.
Corollary 4.1.2. The Segal space model structure satisfies the necessary condition
and so we get a model structure, called the Segal Cartesian model structure, where
fibrant objects model presheaves valued in Segal spaces. (Theorem 4.8.3)
Corollary 4.1.3. The complete Segal space model structure satisfies the necessary
condition and so we get a model structure, called the Cartesian model structure, where
fibrant objects model presheaves valued in complete Segal spaces. (Theorem 4.8.16)
(2) We can use the fact that Reedy left fibrations (fibrations that model preshe-
aves valued in Reedy fibrant simplicial spaces) are bisimplicial spaces to construct
representable Reedy left fibration.
We have following main results.
Theorem 4.1.4. For each cosimplicial object x• : ∆ → X, there is a Reedy left
fibration Xx•/ (Definition 4.6.13). If X is a Segal space then it models the functor
that at point y has value the following simplicial space
map(x0, y) map(x1, y) map(x2, y) · · ·
(Proposition 4.6.29)
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Representable Reedy left fibrations satisfy the analogue of a Yoneda embedding
(Corollary 4.6.32)
Corollary 4.1.5. Let X be a Segal space and x, y two objects in X. Then we have
an equivalence
Map/X(X/x, X/y)
'−−→ mapX(x, y)
4.1.3 Outline
Before we state an outline to this work we will remind the reader how Rezk defined
complete Segal spaces in his original work [Rez01].
1. He started with simplicial sets with the Kan model structure.
2. Then he took simplicial objects in simplicial sets, also called simplicial spaces,
with the Reedy model structure.
3. Finally he used the theory of Bousfield localizations to localize the Reedy mo-
del structure to the complete Segal space model structure, which gives us a
functioning homotopy theory of (∞, 1)-categories.
The general outline of this paper will exactly move along those same steps, but in a
functorial manner.
We start by reviewing some basic notation and conventions in Section 4.2. In
Section 4.3 we review the functorial analogue of spaces (functors in spaces), which
are exactly left fibrations. For more details we advise the reader to see [Ras17b] as
all of the theorems and definitions regarding left fibrations is based on this source.
The next goal is then to move on to study simplicial objects in left fibrations,
but before we can do that we have to do a proper analysis of simplicial objects in
simplicial spaces, namely bisimplicial spaces. This is the topic of Section 4.4. Then
214
we move on to work with simplicial objects in left fibrations, which we call Reedy
left fibrations. We show how they model functors valued in simplicial spaces and
how they are the fibrant objects in a model structure, the Reedy covariant model
structure. This is is the topic of 4.5.
Then we do a brief excursion in Section 4.6 and show how this approach allows us
to define representable Reedy left fibration, which model functors valued in simplicial
spaces that are represented by a cosimplicial object.
Finally, we want to localize this construction, but before we can do that we need a
better understanding of localizations of Reedy right fibrations. This will be the goal
of Section 4.7. After that we can look at some worthwhile localizations in Section 4.8.
First, we study Segal Cartesian fibrations which model presheaves valued in Segal
spaces. Then we will move on to study Cartesian fibrations, which model presheaves
valued in complete Segal spaces.
4.2 Basics & Conventions
Throughout this note we use the theory of complete Segal spaces. The basic reference
to CSS (complete Segal spaces) is the original paper by Charles Rezk [Rez01]. Here
we will only cover the basic notations.
4.2.1 Simplicial Sets
S will denote the category of simplicial sets, which we will also call spaces. We will
use the following notation with regard to spaces:
1. ∆ is the indexing category with objects posets [n] = {0, 1, ..., n} and mappings
maps of posets.
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2. ∆[n] denotes the simplicial set representing [n] i.e. ∆[n]k = Hom∆([k], [n]).
3. ∂∆[n] denotes the boundary of ∆[n] i.e. the largest sub-simplicial set which
does not include id[n] : [n]→ [n]. Similarly Λ[n]l denotes the largest simplicial
set in ∆[n] which doesn’t have the lth face.
4. For a simplicial set S we denote the face maps by di : Sn → Sn−1 and the
degeneracy maps by si : Sn → Sn+1.
5. Let I[l] be the category with l objects and one unique isomorphisms between
any two objects. Then we denote the nerve of I[l] as J [l]. It is a Kan fibrant
replacement of ∆[l] and comes with an inclusion ∆[l]  J [l], which is a Kan
equivalence.
4.2.2 Simplicial Spaces
sS = Map(∆op, S) denotes the category of simplicial spaces (bisimplicial sets). We
have the following basic notations with regard to simplicial spaces:
1. We embed the category of spaces inside the category of simplicial spaces as
constant simplicial spaces (i.e. the simplicial spaces S such that, Sn = S0 for
all n).
2. Denote F (n) to be the discrete simplicial space defined as
F (n)k = Hom∆([k], [n]).
3. ∂F [n] denotes the boundary of F (n). Similarly L(n)l denotes the largest sim-
plicial space in F (n) which lacks the lth face.
4. For a simplicial space X we have Xn ∼= HomsS(F (n), X).
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4.2.3 Reedy Model Structure
The category of simplicial spaces has a Reedy model structure, which is defined as
follows:
F A map f : Y → X is a (trivial) fibration if the following map of spaces is a
(trivial) Kan fibration
MapsS(F (n), Y )→MapsS(∂F (n), Y ) ×
MapsS(∂F (n),X)
MapsS(F (n), X).
W A map f : Y → X is a Reedy equivalence if it is a level-wise Kan equivalence.
C A map f : Y → X is a Reedy cofibration if it is an inclusion.
The Reedy model structure is very helpful as it enjoys many features that can help
us while doing computations. In particular, it is cofibrantly generated, simplicial and
proper. Moreover, it is also compatible with Cartesian closure, by which we mean
that if i : A→ B and j : C → D are cofibrations and p : X → Y is a fibration then
the map
A×D
∐
A×C
B × C → B ×D
is a cofibration and the map
XB → XA ×
Y A
Y B
is a fibration, which are trivial if any of the involved maps are trivial.
4.2.4 Diagonal & Kan Model Structure
There are two localizations of the Reedy model structure which we are going to need
in the coming sections.
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Theorem 4.2.1. There is a unique, cofibrantly generated, simplicial model structure
on sS, called the Diagonal Model Structure, with the following specifications.
W A map f : X → Y is a weak equivalence if the diagonal map of spaces {fnn :
Xnn → Ynn}n is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is Reedy fibrant and a homotopically constant
simplicial space i.e. the degeneracy maps s : W0 → Wn are weak equivalences.
Proof. The model structure is the localization of the Reedy model structure with
respect to the maps
L = {F (0)→ F (n) : n ≥ 0}.
A simple lifting argument shows that an object W is fibrant if it is Reedy fibrant and
W0 → Wn is a weak equivalence for each n ≥ 0. Now let f : X → Y be a map. Then
{fnn : Xnn → Ynn}n is a Kan equivalence if and only if Map(Y,W ) → Map(X,W )
is a Kan equivalence for every fibrant object W .
Remark 4.2.2. A space K embedded as a constant simplicial space is not fibrant in
this model structure, as it is not Reedy fibrant. Rather the fibrant replacement is
the simplicial space which at level n is equal to K∆[n].
Theorem 4.2.3. There is a unique, cofibrantly generated, simplicial model structure
on sS, called the Kan Model Structure, with the following specification.
W A map f : X → Y is a weak equivalence if f0 : X0 → Y0 is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
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F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is Reedy fibrant and the map
Map(F (n),W )→Map(∂F (n),W )
is a trivial Kan fibration for n > 0.
Proof. Similar to the previous theorem this model structure is a localization of the
Reedy model structure with respect to maps
L = {∂F (n)→ F (n) : n > 0}.
Basic lifting argument tells us that W is fibrant if and only if it is a Reedy fibration
and
Wn →Map(∂F (n),W )
is a trivial Kan fibration for n > 0. This also implies that f0 : X0 → Y0 is a Kan
equivalence if and only if Map(Y,W )→Map(X,W ) is a Kan equivalence for every
fibrant object W .
These model structures all fit nicely into a chain of Quillen equivalences.
Theorem 4.2.4. There is the following chain of Quillen equivalences:
(sS)Diag (S)Kan (sS)Kan
Diag#
Diag∗
i#
i∗
Here Diag : ∆ → ∆ × ∆ is the diagonal map which induces an adjunction
(Diag#, Diag
∗) on functor categories. Also, i : ∆ → ∆ × ∆ is the map that ta-
kes [n] to ([n], [0]) which also induces an adjunction (i#, i
∗) on functor categories.
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Proof. (Diag#, Diag
∗): By definition, a map of simplicial spaces f is a diagonal equi-
valence if and only if Diag#(f) is a Kan equivalence. Moreover, basic computation
shows that the counit map Diag#Diag
∗K → K is a Kan equivalence for every Kan
complex K.
(i#, i
∗): By the same argument a map of simplicial spaces f is a Kan equivalence if
and only if i∗(f) is a Kan equivalence. Finally, the derived unit map K → i∗Ri#(K)
is a Kan equivalence for every Kan complex K as i∗Ri#(K) = K.
This implies that the diagonal and Kan model structure are Quillen equivalent,
however, that does not mean that they are actually the same model structure.
4.2.5 Complete Segal Spaces
The Reedy model structure can be localized such that it models an (∞, 1)-category.
This is done in two steps. First we define Segal spaces.
Definition 4.2.5. [Rez01, Page 11] A Reedy fibrant simplicial space X is called a
Segal space if the map
Xn
'−−−→ X1 ×
X0
... ×
X0
X1
is an equivalence for n ≥ 2.
Segal spaces come with a model structure, namely the Segal space model structure.
Theorem 4.2.6. [Rez01, Theorem 7.1] There is a simplicial closed model category
structure on the category sSSeg of simplicial spaces, called the Segal space model
category structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the Segal spaces.
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3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
Segal space model category structure, and if both objects are themselves Segal
spaces then the converse holds.
5. The model category structure is compatible with the cartesian closed structure.
6. The model structure is the localization of the Reedy model structure with respect
to the maps
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)→ F (n)
for n ≥ 2.
A Segal space already has many characteristics of a category, such as objects and
morphisms (as can be witnessed in [Rez01, Section 5]), however, it is still does not
model an actual (∞, 1)-category. For that we need complete Segal spaces.
Definition 4.2.7. Let J [n] be a fibrant replacement of ∆[n] in the Kan model
structure (as described in Subsection 4.2.1). We define a discrete simplicial space
E(n) as
E(n)kl = J [n]k.
In particular, E(1) is the free invertible arrow.
Definition 4.2.8. A Segal space W is called a complete Segal space if it satisfies
one of the the following equivalent conditions.
1. The map
Map(E(1),W )
'−−−→Map(F (0),W ) = W0
is a trivial Kan fibration. Here E(1) is the free invertible arrow (Definition
4.2.7).
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2. In the following commutative rectangle
W0 W3
W1 W
s
1 ×
W0
sW t1 ×
W0
tW1
W0 ×W0 W1 ×W1
p
the top square is a homotopy pullback square in the Kan model structure.
Equivalently, the large rectangle is a homotopy pullback square in the Kan
model structure.
Complete Segal spaces come with their own model structure, the complete Segal
space model structure.
Theorem 4.2.9. [Rez01, Theorem 7.2] There is a simplicial closed model category
structure on the category sS of simplicial spaces, called the complete Segal space model
category structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the complete Segal spaces.
3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every complete Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
complete Segal space model category structure, and if both objects are themselves
Segal spaces then the converse holds.
5. The model category structure is compatible with the cartesian closed structure.
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6. The model structure is the localization of the Segal space model structure with
respect to the map
F (0)→ E(1).
A complete Segal space is a model for a (∞, 1)-category. For more details on this
see [Rez01, Sections 5,6].
4.3 A Reminder on the Covariant Model Structure
This section will serve as a short reminder on the covariant model structure and all
of its relevant definitions and theorems. For more details the reader see [Ras17b],
where all these definitions and theorems are discussed in more detail.
Definition 4.3.1. [Ras17b, Definition 3.1] Let X be a simplicial space. A map
p : L → X is called left fibration if it is a Reedy fibration and the following is a
homotopy pullback square:
Ln Xn
L0 X0
0∗
pn
p
p0
0∗
Here the map 0∗ is the induced map we get from 0 : F (0) → F (n) which sends the
point to the initial vertex in F (n).
Left fibrations come with a model structure.
Theorem 4.3.2. [Ras17b, Theorem 3.14] Let X be simplicial space. There is a
unique model structure on the category sS/X , , called the covariant model structure
and denoted by (sS/X)
cov, which satisfies the following conditions:
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1. It is a simplicial model category
2. The fibrant objects are the left fibrations over X
3. Cofibrations are monomorphisms
4. A map f : A→ B over X is a weak equivalence if
mapsS/X (B,W )→ mapsS/X (A,W )
is an equivalence for every left fibration W → X.
5. A weak equivalence (covariant fibration) between fibrant objects is a level-wise
equivalence (Reedy fibration).
Note that the definition is not symmetric and so we have following definition.
Definition 4.3.3. [Ras17b, Definition 3.21] Let X be a simplicial space. A map
p : R → X is called right fibration if it is a Reedy fibration and the following is a
homotopy pullback square:
Rn Xn
R0 X0
n∗
pn
p
p0
n∗
Here the map n∗ is the induced map we get from n : F (0)→ F (n) which sends the
point to the final vertex in F (n).
Remark 4.3.4. Similar to the previous case this fibration comes with its own model
structure, which is called the contravariant model structure.
The model structure is defined by using the technique of Bousfield localizations.
That makes it convenient to define, however it is often very difficult to recognize weak
equivalences in this model structure. For that purpose we have following recognition
principle for covariant equivalences.
224
Proposition 4.3.5. [Ras17b, Proposition 3.28] Let f : Y → Z be a map over X.
Then f is a covariant equivalence if and only if for every map x : F (0) → X, the
induced map
Y ×
X
X/x → Z ×
X
X/x
is a diagonal equivalence. Here X/x is the right fibrant replacement of the map x
over X.
The proof of this result mainly relies on following theorem.
Theorem 4.3.6. [Ras17b, Theorem 3.32] Let p : R → X be a right fibration. The
following is a Quillen adjunction:
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p∗
.
For more details on left fibrations and it’s relevant properties see [Ras17b, Chapter
3].
Left fibrations model maps into spaces. Our overall goal in this paper is it to
generalize all aforementioned results to the level of presheaves into higher categories.
However, before we can do so we have to expand our playing field, which leads us to
the next section.
4.4 Bisimplicial Spaces
In order to generalize our results from right fibrations to fibrations that model other
functors we have to first expand the underlying category. There are several ways this
can be done. There is one approach, used by Lurie ([Lur09]), which adds as little
extra data as possible to store the necessary information, by using marked simplicial
sets. We will not follow that path and rather add a whole simplicial axis. That
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approach results in a lot of redundant data, however also gives us a very convenient
way to directly generalize results from right fibrations to other fibrations. First,
however, we have to study the underlying objects. Thus in this section we will study
bisimplicial spaces.
4.4.1 First Properties of Bisimplicial Spaces
Definition 4.4.1. We define the category of bisimplicial spaces as Fun(∆op, sS) and
denote it as ssS.
Remark 4.4.2. Using the fact that this category is cartesian closed we have following
equivalence of categories:
ssS = Fun(∆op, sS) = Fun(∆op ×∆op, S) = Fun(∆op ×∆op ×∆op, Set)
With this in mind every bisimplicial space is also simplicial simplicial space and also
a tri-simplicial set. Throughout this work, however, we often ignore one axis and
think about it either as a bisimplicial space, which is a collection of spaces denoted by
two indices (Xkn) or as simplicial simplicial space, which is a collection of simplicial
spaces denoted by one index (Xk).
Definition 4.4.3. We define the discrete bisimplicial space ϕk as
(ϕk)n = Hom∆([n], [k])
Thus for every n the simplicial space (ϕk)n is just a set.
Definition 4.4.4. We define F (m) and ∆[l] inside ssS as the bisimplicial spaces
F (m)kn = F (m)n
∆[l]kn = ∆[l]n
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Remark 4.4.5. By using the fact that ssS is a category of presheaves of sets, ssS =
Fun(∆op × ∆op × ∆op, Set), and a standard application of the Yoneda lemma we
conclude that ssS is generated by the objects ϕk × F (n) × ∆[l] (meaning it is a
colimit of a diagram valued in such objects).
Definition 4.4.6. There are two ways to embed sS into ssS.
 There is a map iF : ∆ ×∆ ×∆ → ∆ ×∆ defined as iF (n1, n2, n3) = (n2, n3).
This gives us an adjunction
sS ssS
i∗F
(iF )∗
.
Concretely, the left adjoint is defined as
i∗F (X)kn = Xn
and the right adjoint is defined as
(iF )∗(X)n = X0n
In particular, i∗F (F (n)) = F (n) (which justifies the naming) and i
∗
F (∆[l]) =
∆[l]. So it should be thought of as the standard embedding of simplicial spa-
ces into bisimplicial spaces. Intuitively we think of this map as the “vertical
embedding”.
 Second, we have a map iϕ : ∆ × ∆ × ∆ → ∆ × ∆ defined as iϕ(n1, n2, n3) =
(n1, n3). This gives us an adjunction
sS ssS
i∗ϕ
(iϕ)∗
Concretely, the left adjoint is defined as
i∗ϕ(X)kn = Xk
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and the right adjoint is defined as
(iϕ)∗(X)n = Xn0
This time iϕ(F (n)) = ϕn. We think of this embedding as the “horizontal
embedding”.
Notation 4.4.7. From here on we will consider iF to be the standard embedding of
simplicial spaces in bisimplicial spaces. Thus we think of any simplicial space X as
a bisimplicial space i∗F (X).
Notation 4.4.8. We will adhere to the standard notation when it comes to ϕk. In
particular:
1. Boundaries: ∂ϕk is the boundary of ϕk
2. Horns: ϕlk is the l-Horn of ϕk.
Before we move on let us review some further basic categorical properties of ssS.
Mapping Objects: ssS is cartesian closed. Let X, Y ∈ ssS. Then we define Y X
as follows:
(Y X)knl = HomssS(X × ϕk × F (n)×∆[l], Y )
This definition means that ssS is enriched on three different levels:
1. Enriched over Spaces: ssS is enriched over spaces as follows
MapssS(X, Y )l = (Y
X)00l
2. Enriched over simplicial Spaces: ssS is enriched over simplicial spaces by
MapssS(X, Y )nl = (Y
X)0nl
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3. Enriched over bisimplicial Spaces: ssS is enriched over bisimplicial spaces as it
is cartesian closed.
Remark 4.4.9. We will use the same notation whether our maps are enriched over
spaces or simplicial spaces. However, if necessary, we will use indices to specify
whether our mapping object is a space or simplicial space.
By combining the enrichment and generators, the Yoneda lemma gives us the
following isomorphisms:
1. MapssS(ϕk, X) ∼= Xk as simplicial spaces
2. MapssS(ϕk × F (n), X) ∼= Xkn as spaces
3. MapssS(ϕk × F (n)×∆[l], X) ∼= Xknl as sets.
We are now in a position to define a model structure on ssS.
4.4.2 The Bisimplicial Reedy Model Structure
In this section we introduce a simplicial model structure on bisimplicial spaces. This
will serve as a basis for any homotopy theory we will later discuss.
Definition 4.4.10. The category ssS of simplicial spaces has a model structure
called the bisimplicial Reedy model structure. It comes from giving Fun(∆op, sS) the
Reedy model structure where sS has the Reedy model structure. It has following
specifications.
C A map f : X → Y is a bisimplicial Reedy cofibration if it a level-wise inclusion
of spaces.
W A map f : X → Y is a bisimplicial weak Reedy equivalence if it is a level-wise
Kan equivalence of spaces.
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F A map f : X → Y is a bisimplicial Reedy fibration if it satisfies the right lifting
condition with respect to all trivial cofibrations.
We can give very concrete descriptions for the bisimplicial Reedy fibrations.
Lemma 4.4.11. A map X → Y is a (trivial) bisimplicial Reedy fibration if it satisfies
one of the following equivalent conditions:
1. It has the right lifting condition with respect to all (trivial) cofibration.
2. The maps of simplicial spaces
Map(ϕk, X)→Map(∂ϕk, X) ×
Map(∂ϕk,Y )
Map(ϕk, Y )
is a (trivial) Reedy fibration for all k.
3. Let Pkn and Bkn be the following spaces:
Pkn = Map(∂ϕk × ∂F (n), X) ×
Map(∂ϕk×∂F (n),Y )
Map(ϕk × ∂F (n), Y )
Bkn = Map(∂ϕk × F (n), X) ×
Map(∂ϕk×F (n),Y )
Map(ϕk × F (n), Y )
Then, the maps of spaces:
Map(ϕk × F (n), X)→Map(ϕk × ∂F (n), X) ×
Pkn
Bkn
is a (trivial) Kan fibration for all n, k.
The bisimplicial Reedy model structure satisfies many pleasant properties, which
make it easy to work with. Here we will outline the main ones.
Compatibility with Cartesian Closure: For any cofibrations i : A → B
j : C → D and any fibration p : Y → X, ssS with the Reedy model structure
satisfies the following equivalent conditions:
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 The map
(A×D)
∐
(A×C)
(B × C)→ B ×D
is a cofibration which is trivial if either of i or j are.
 The map
Y B → Y A ×
XA
XB
is a fibration, which is a trivial fibration if either one of i or p are trivial.
Simplicial Model Structure: Applying the compatibility above to the 00 level
we see that the bisimplicial Reedy model structure is enriched over the Kan model
structure. Thus, ssS is a simplicial model structure.
Properness: ssS with the Reedy model structure is proper, which is because sS is
a proper model category and every fibration (cofibration) is in particular a level-wise
fibration (cofibration).
Cofibrantly Generated Model Category: The last part of the previous lemma
(Lemma 4.4.11) implies that ssS is a cofibrantly generated model category. For
k, n, l ≥ 0 let cDknl be the colimits of the following diagram:
ϕk × ∂F (n)× ∂∆[l]
ϕk × F (n)× ∂∆[l] cDknl ϕk × ∂F (n)×∆[l]
∂ϕk × F (n)× ∂∆[l] ∂ϕk × F (n)×∆[l] ∂ϕk × ∂F (n)×∆[l]
Moreover, For k, n, l ≥ 0 and 0 ≤ i ≤ l let tDknli be the colimit of the following
diagram:
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ϕk × ∂F (n)× Λ[l]i
ϕk × F (n)× Λ[l]i tDknli ϕk × ∂F (n)×∆[l]
∂ϕk × F (n)× Λ[l]i ∂ϕk × F (n)×∆[l] ∂ϕk × ∂F (n)×∆[l]
With those definitions at hand we have following lemma.
Lemma 4.4.12. The generating cofibrations are the inclusions
cDknl ↪→ ϕk × F (n)×∆[l]
and the generating trivial cofibrations are the inclusions
tDknli ↪→ ϕk × F (n)×∆[l]
Theorem 4.9.3 gives us conditions for when a localization model structure on sS
exists. The bisimplicial Reedy model structure is a cofibrantly generated simpli-
cial model structure and thus those results extend to bisimplicial spaces as well.
This means we have following theorem for bisimplicial spaces with the Reedy model
structure.
Theorem 4.4.13. Let L be a set of cofibrations in ssS with the bisimplicial Reedy
model structure. There exists a cofibrantly generated, simplicial model category struc-
ture on ssS with the following properties:
1. the cofibrations are exactly the monomorphisms
2. the fibrant objects (called L-local objects) are exactly the bisimplicial Reedy
fibrant W ∈ ssS such that
MapssS(B,W )→MapssS(A,W )
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is a weak equivalence of spaces
3. the weak equivalences (called L-local weak equivalences) are exactly the maps
g : X → Y such that for every L-local object W , the induced map
MapssS(Y,W )→MapssS(X,W )
is a weak equivalence
4. a Reedy weak equivalence (fibration) between two objects is an L-local weak
equivalence (fibration), and if both objects are L-local then the converse holds.
We call this model category the localization model structure.
Notation 4.4.14. In order to shorten the notation from now on we will call bisim-
plicial Reedy model structure, bisimplicial Reedy fibration and bisimplicial Reedy
fibrant object simply biReedy model structure, biReedy fibration and biReedy fibrant
object.
4.4.3 Reedy Diagonal and Reedy Model Structures
In Subsection 4.2.4 we discussed important localizations of the Reedy model structure
on simplicial spaces that are Quillen equivalent to the Kan model structure. In a
similar manner, we need localizations of the biReedy model structure that are Quillen
equivalent to the Reedy model structure, so we will introduce them right here.
Theorem 4.4.15. There is a unique, cofibrantly generated, simplicial model struc-
ture on ssS, called the diagonal Reedy Model Structure and denoted by ssSDiagRee,
with the following specifications.
C A map f : X → Y is a cofibration if it is an inclusion.
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W A map f : X → Y is a weak equivalence if {fknn : Xknn → Yknn}kn is a Reedy
equivalence.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is biReedy fibrant and the maps Wk0 → Wkn
are Kan equivalences.
Proof. Here we use Theorem 4.4.13. The model structure is the localization model
structure of the biReedy model structure with respect to the maps
L = {ϕk × F (0)→ ϕk × F (n) : k, n ≥ 0}
In order to show this gives us the desired result, we first determine the local objects.
A bisimplicial space W is local if and only if it is biReedy fibrant and the map
Map(ϕk × F (n),W )→Map(ϕk,W )
is a Kan equivalence. But the map above simplifies to
Wkn → Wk0.
Notice W is fibrant in the diagonal Reedy model structure if and only if it is level-
wise fibrant in the diagonal model structure (Theorem 4.2.1). Thus a map f is
an equivalence if and only if it is a level-wise diagonal equivalence. Thus, f is an
equivalence if and only if the map
{fknn : Xknn → Yknn}kn
is a Reedy equivalence.
Theorem 4.4.16. There is a unique, cofibrantly generated, simplicial model struc-
ture on ssS, called the Reedy Model Structure, with the following specification.
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W A map f : X → Y is a weak equivalence if (iϕ)∗(f) : (iϕ)∗(X)→ (iϕ)∗(Y ) is a
Reedy equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for
trivial cofibrations.
In particular, an object W is fibrant if it is biReedy fibrant and the Reedy map
Map(ϕ× F (n),W )→Map(ϕ× ∂F (n),W ) is a trivial Reedy fibration for n > 0.
Proof. Again we use Theorem 4.4.13, with the difference that here we are localizing
with respect to the set of maps
L = {ϕk × ∂F (n)→ ϕk × F (n) : n > 0}
It immediately follows that a map is local if and only if the Map(ϕ × F (n),W ) →
Map(ϕ × ∂F (n),W ) is a trivial Kan fibration. This also implies that (iϕ)∗(f) :
(iϕ)∗(X)→ (iϕ)∗(Y ) is a Reedy equivalence if and only if Map(Y,W )→Map(X,W )
is Kan equivalence for every fibrant object W .
Definition 4.4.17. We have following two diagonal maps ϕDiag,∆Diag : ∆×∆→
∆×∆×∆, defined as follows:
ϕDiag(n1, n2) = (n1, n2, n2)
∆Diag(n1, n2) = (n1, n1, n2)
These model structures all give us following long chain of Quillen equivalences.
Theorem 4.4.18. There is the following chain of Quillen equivalences:
(ssS)DiagRee (sS)Ree (ssS)Ree
ϕDiag∗
ϕDiag∗
(iϕ)∗
(iϕ)∗
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The proof is analogous to the proof of Theorem 4.2.4.
Remark 4.4.19. This in particular implies that the diagonal Reedy and Reedy model
structures are Quillen equivalent, however, that does not mean that they are actually
the same model structure.
Remark 4.4.20. For later parts it is instructive to see how the maps above act on the
generators.
 ϕDiag∗(ϕk × F (n)×∆[l]) = F (k)×∆[n]×∆[l]
 ϕDiag∗(F (n)×∆[l]) = ϕn × F (l)×∆[l]
 (iϕ)#(F (n)×∆[l]) = ϕn ×∆[l]
 i∗ϕ(ϕk × F (n)×∆[l]) = F (k)×∆[l]
 ∆Diag#(F (n)×∆[l]) = ϕn × F (n)×∆[l]
 ∆Diag∗(ϕk × F (n)×∆[l]) = F (k)× F (n)×∆[l]
All of these simply follow by applying the definition of the adjunction.
In the case of bisimplicial spaces there is another Quillen adjunction that is not
as obvious and will be important later on.
Proposition 4.4.21. There is a Quillen adjunction
(sS)Ree (ssS)biRee
∆Diag#
∆Diag∗
Proof. We show it is a Quillen adjunction by using Lemma 4.9.4. Clearly the left
adjoint preserves cofibrations. So, we only have to prove that the right adjoint
preserves fibrations. Let Y → X be a biReedy fibration. Then, we have to show
that ∆Diag∗(Y ) → ∆Diag∗(X) is a Reedy fibration. This is equivalent to showing
that
Map(F (n),∆Diag∗(Y ))→
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Map(∂F (n),∆Diag∗(Y )) ×
Map(∂F (n),∆Diag∗(X))
Map(F (n),∆Diag∗(X))
is a Kan fibrations. Using adjunction we get
Map(∆Diag#(F (n)), Y )→
Map(∆Diag#(∂F (n)), Y ) ×
Map(∆Diag#(∂F (n)),X)
Map(∆Diag#(F (n)), X)
which we simplify to
Map(ϕn × F (n), Y )→Map(∂ϕn × ∂F (n), Y ) ×
Map(∂ϕn×∂F (n),X)
Map(ϕn × F (n), X)
but this is clearly a Kan fibration as the biReedy model structure is simplicial and
the map
∂ϕn × ∂F (n)→ ϕn × F (n)
is an inclusion and thus a cofibration.
We will generalize this adjunction when we need an in depth analysis of localiza-
tions of the Reedy contravariant model structure in Section 4.7 (Definition 4.7.36).
4.5 The Reedy Covariant Model Structure
In this section we generalize the covariant model structure to the category of bisimpli-
cial spaces over a fixed simplicial space. This gives us a good model for maps valued
in simplicial spaces and the room we need to further define new model structures.
Remark 4.5.1. Very Important Remark: Fixing the Base From here on until
the end we assume that the base object X is always a simplicial space, embedded
in ssS in the following way
Xk = X
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This is the embedding i∗F (X) of simplicial spaces as introduced in Definition 4.4.6.
4.5.1 Defining the Reedy Covariant Model Structure
In this subsection we use the biReedy model structure to define the Reedy covariant
model structure and then use our knowledge of the covariant model structure to
deduce some basic facts we need later on.
Definition 4.5.2. Let X be a simplicial space. We say a map of bisimplicial spaces
p : Y → X is a Reedy left fibration if it is a biReedy fibration and the following is a
homotopy pullback square,
Ykn Yk0
Xn X0
0∗
pkn
p
pk0
0∗
where 0∗ is the map induced by 0 : F (0) → F (n) which takes the unique point to
the initial vertex.
Remark 4.5.3. This definition is equivalent to saying that a map is a Reedy left
fibration if the map is a biReedy fibration and for any k ≥ 0, Yk → X is a left
fibration.
Remark 4.5.4. Rewriting the pullback diagram above we see that a map Y → X is
a Reedy left fibration if and only if for every map ϕk ×F (n)→ X, the induced map
Map/X(ϕk × F (n), Y )→Map/X(ϕk, Y )
is a trivial Kan fibration.
Using this fact it is easy to see that this fibration has features that are very similar
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to left fibrations. Concretely following results hold. We will state them here without
proof, but will refer to the analogous proof for left fibrations.
Lemma 4.5.5. The following are true about Reedy left fibrations:
1. The pullback of Reedy left fibrations are Reedy left fibations [Ras17b, Lemma
3.5].
2. If f and g are Reedy left fibrations then fg is also a Reedy left fibration [Ras17b,
Lemma 3.6].
3. If f and fg are Reedy left fibrations then g is also a Reedy left fibration [Ras17b,
Lemma 3.6].
4. A map Y → X is a Reedy left fibration if and only if for every map ϕk×F (n),
the pullback map Y ×X (ϕk × F (n)) → ϕk × F (n) is a Reedy left fibration
[Ras17b, Lemma 3.8].
As in the case of left fibrations this construction comes with a model structure,
the Reedy covariant model structure.
Theorem 4.5.6. Let X be a simplicial space. There is a unique model structure
on the category ssS/X , called the Reedy covariant model structure and denoted by
(ssS/X)
ReeCov, which satisfies the following conditions:
1. It is a simplicial model category.
2. The fibrant objects are the Reedy left fibrations over X.
3. Cofibrations are monomorphisms.
4. A map f : A→ B over X is a weak equivalence if
MapssS/X (B,W )→MapssS/X (A,W )
is an equivalence for every Reedy left fibration W → X.
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5. A weak equivalence (Reedy covariant fibration) between fibrant objects is a level-
wise equivalence (biReedy fibration).
Proof. Let L be the collection of maps of the following form
L = {ϕk × F (0) ↪→ ϕk × F (n)→ X}
Note that L is a set of cofibrations in ssS/X with the biReedy model structure. This
allows us to use the theory of Bousfield localizations with respect to L on the category
ssS/X Theorem 4.4.13. It results in a model structure on ssS/X which automatically
satisfies all the conditions we stated above except for the fact that fibrant objects
are exactly the Reedy left fibrations and this we will prove here. But this follows
right away from Remark 4.5.4.
Note the Reedy covariant model structure behaves well with respect to base change:
Theorem 4.5.7. Let f : X → Y be map of simplicial spaces. Then the following
adjunction
(ssS/X)
ReeCov (ssS/Y )
ReeCov
f!
f∗
is a Quillen adjunction. Here f! is the composition map and f
∗ is the pullback map.
Proof. We use lemma 4.9.5. f! preserves inclusions. Also, the pullback of the Reedy
fibration is a Reedy fibration. Finally, by Lemma 4.5.5, the pullback of a Reedy left
fibration is a Reedy left fibration.
For many purposes it is helpful to have a second way of thinking about this model
structure. For that we need following trivial lemma:
Lemma 4.5.8. Let X be a simplicial space. There is an equivalence of categories
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Fun(∆op, sS/X) ssS/X
Simp
Func
Proof. We define Simp as follows. For a simplicial object α : ∆op → sS/X , we get a
bisimplicial space defined as
Simp(α)k = α(k)
where the simplicial maps follow from functoriality.
Conversely, for a bisimplicial object Y → X we define a functor as
Func(Y )(k) = Yk
where functoriality follows from Y being a bisimplicial space.
Notice that SimpFunc(Y )k = Func(Y )(k) = Yk and FuncSimp(α)(k) = Simp(α)k =
α(k). Thus Simp and Func are inverses of each other and so we get an equivalence
of categories.
Theorem 4.5.9. Let X be a simplicial space. Let (Fun(∆op, (sS/X)
cov))Reedy be the
category of simplicial objects in the covariant model structure over X, (sS/X)
cov,
equipped with the Reedy model structure. Then the adjunction introduced in the
lemma above,
(Fun(∆op, (sS/X)
cov))Reedy (ssS/X)
ReeCov
Simp
Func
is an isomorphism between the Reedy model structure on the covariant model structure
and the Reedy covariant model structure.
Proof. We already know that it is an equivalence of categories. Thus it suffices to
show that both sides have the same cofibrations and the same fibrant objects. Clearly
on both sides cofibrations are just level-wise inclusions. So, we will show that the
fibrant objects on the left hand side are the same as Reedy left fibrations.
241
First, recall from the Reedy model structure that a Reedy fibrant object is always
in particular level-wise fibrant. But being level-wise fibrant here just means being a
level-wise left fibration, which is one way to define Reedy left fibrations (see Remark
4.5.3). On the other hand a fibrant object on the left hand side is a simplicial object
α : ∆op → sS/X such that for each k the restriction map
α(k) ∂α(k)
X
is a covariant fibration over X. We already know that this map is a Reedy fibration.
If we proved that the two maps α(k) → X and ∂α(k) → X are left fibrations then
we are done as covariant fibrations between left fibrations are just Reedy fibrations.
So it suffices to show that both sides are left fibrations over X. However, we already
know that for the left hand side. For the right hand side we notice that
∂α(k) = lim
α(k−2)
α(k − 1)
which is a limit diagram of left fibrations in sS/X . But left fibrations are closed under
limits and so ∂α(k)→ X is also a left fibration.
Remark 4.5.10. Understanding weak equivalences in localization model structures
can be very difficult. However, the theorem shows that the Reedy covariant weak
equivalences are just level-wise covariant equivalences.
Remark 4.5.11. Intuitively, we can think of a Reedy left fibration as a “map into
simplicial spaces”. In other words, if the base X is a CSS then a Reedy left fibration
is a model of a functor from the base X into sS the higher category of simplicial
spaces (note this is not a definition and just a intuition). In particular, for every
object x ∈ X, we think of the fiber over x as the “value” of the map at the point x.
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Indeed, in Example 4.5.24 we will show that a Reedy left fibration over the point is
just the data of a Reedy fibrant simplicial space.
Before we move on let us compare the Reedy covariant model structure to ot-
her important model structures. Clearly it is a localization of the biReedy model
structure, but we also have following result.
Theorem 4.5.12. The following is a Quillen adjunction.
(ssS/X)
ReeCov (ssS/X)
DiagRee
id
id
where the left hand side has the Reedy covariant model structure and the right hand
side has the induced diagonal Reedy model structure. In particular, the Reedy diagonal
model structure is a localization of the Reedy covariant model structure.
Proof. We will use 4.9.4. Clearly it takes inclusions to inclusions. It suffices to
show that if Y → X is a Reedy fibration then it is a Reedy left fibration. For that it
suffices to show that the map ϕk×F (0)→ ϕk×F (n) is a Reedy equivalence (Theorem
4.4.15). However, this is trivial as ϕDiag(ϕk) = F (k) and ϕDiag(F (n)) = ∆[n] and
the map F (k)×∆[0]→ F (k)×∆[n] is a Reedy equivalence.
We end this subsection with showing that similar to left fibrations, Reedy left
fibrations are well behaved with respect to exponentiation.
Lemma 4.5.13. Let L → X be a Reedy left fibration. Then for any bisimplicial
space Y , the map
LY → XY
is a Reedy left fibration.
Proof. First we have to show that XY is indeed a simplicial space, meaning that
it is a homotopically constant bisimplicial space (Remark 4.4.7). Using adjunctions
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several times we get the chain of equivalences.
(XY )k ∼= Map(ϕk, XY ) ∼= Map(Y × ϕk, X) ∼=
Map(Y,Xϕk) ∼= Map(Y,X) ∼= Map(ϕ0, XY ) ∼= (XY )0
Here we used the fact that Xk = X as simplicial spaces and so X
ϕk is equivalent to
X.
Now we will prove the lemma. Let L → X be a Reedy left fibration. We know
LY → XY is a biReedy fibration. In order to show it is a Reedy left fibration it
suffices to show it is a level-wise left fibration, which means we have to show that
the following is a homotopy pullback of Kan complexes
Map(Y × ϕk × F (n), L) Map(Y × ϕk, L)
Map(Y × ϕk × F (n), X) Map(Y × ϕk, X)
p
This is equivalent to the following map being a Kan equivalence
Map/X(Y × ϕk × F (n), L)→Map/X(Y × ϕk, L)
for any fixed map Y ×ϕk ×F (n)→ X. But L is a Reedy left fibration, so it suffices
to show that the map
Y × ϕk → Y × ϕk × F (n)
is a Reedy covariant equivalence over X. By Theorem 4.5.9 it suffices to check each
level separately. Thus we have to show that the map of simplicial spaces
Ym × (ϕk)m → Ym × (ϕk)m × F (n)
is a contravariant equivalence over XY . However, this is already proven in [Ras17b,
Lemma 3.7].
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4.5.2 Reedy Right Fibrations
Until now we have completely focused on generalizing left fibrations to the bisimpli-
cial setting. We can do the same thing with right fibrations (Definition 5.4.4). All
the definitions given above will generalize in a similar fashion. We thus will just
focus on several important results that come up later.
Definition 4.5.14. Let X be a simplicial space. We say a map of bisimplicial spaces
p : Y → X is a Reedy right fibration if it is a biReedy fibration and the following is
a homotopy pullback square
Ykn Yk0
Xn X0
n∗
pkn
p
pk0
n∗
where n∗ is the map induced by n : F (0) → F (n) which takes the unique point to
the final vertex.
Theorem 4.5.15. Let X be a simplicial space. There is a unique model structure
on the category ssS/X , called the Reedy contravariant model structure and denoted
by (ssS/X)
ReeContra, which satisfies the following conditions:
1. It is a simplicial model category.
2. The fibrant objects are the Reedy right fibrations over X.
3. Cofibrations are monomorphisms.
4. A map f : A→ B over X is a weak equivalence if
MapssS/X (B,W )→MapssS/X (A,W )
is an equivalence for every Reedy right fibration W → X.
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5. A weak equivalence (Reedy contravariant fibration) between fibrant objects is a
level-wise equivalence (biReedy fibration).
Theorem 4.5.16. Let p : R → X be a Reedy right fibration. The following is a
Quillen adjunction:
(ssS/X)
ReeCov (ssS/X)
ReeCov
p!p
∗
p∗p∗
Now that we have defined Reedy left and Reedy right fibrations we might wonder:
How can we check whether a map is a Reedy right and Reedy left fibration at the
same time? Unsurprisingly, we get the same result we got for right and left fibrations.
Theorem 4.5.17. A Reedy left fibration Y → X is also a Reedy right fibration if
and only if for every map F (1)→ X the induced map Y ×X F (1)→ F (1) is a Reedy
right fibration.
It suffices to proof this level-wise, which can be found in [Ras17b, Theorem 5.27]
4.5.3 Recognition Principle for Reedy Covariant Equivalences
Our goal is to find a ”recognition principle” for Reedy covariant equivalences, gene-
ralizing the one for covariant equivalences (Proposition 4.3.5).
Theorem 4.5.18. Let X be a simplicial space (Remark 4.5.1). Then a map Y → Z
over X is a Reedy covariant equivalence if and only if for each map x : F (0) → X
the induced map
Y ×
X
X/x → Z ×
X
X/x
is a diagonal Reedy equivalence. Here X/x is the contravariant fibrant replacement
of x in sS/X thought of as bisimplicial space (Notation 4.4.7).
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Proof. Let Y → Z be a map over X. Then, based on Theorem 4.5.9, it is a Reedy
covariant equivalence if and only if for every k ≥ 0, Yk → Zk is a covariant equivalence
over X. Based on Proposition 4.3.5 this is true if and only if
Yk ×
X
X/x → Zk ×
X
X/x
is a diagonal equivalence for each k ≥ 0. By definition of the Reedy diagonal model
structure, Theorem 4.4.15, this is equivalent to
Y ×
X
X/x → Z ×
X
X/x
being a diagonal Reedy equivalence. Hence we are done.
Remark 4.5.19. It is interesting to compare this result to the one for simplicial spaces
(Proposition 4.3.5). In order to adjust things to the simplicial setting, we did change
the equivalences we use from diagonal equivalences to diagonal Reedy equivalences.
However, we still take a contravariant fibrant replacements in our pullbacks, the same
as before.
The underlying reason is that for a map x : F (0) → X, contravariant fibrant re-
placements and Reedy contravariant fibrant replacements are the same. This follows
from following chain of equivalences
MapssS/X (F (0), R)
'−→MapsS/X (F (0), R0) '−→MapsS/X (X/x, R0) '−→MapssS/X (X/x, R)
Here R is a Reedy right fibration and so R0 is a right fibration over X.
Remark 4.5.20. Similar to case of left fibrations it suffices to check the equivalences
Y ×X X/x → Z ×X X/x for one point x from each path component. That is because
if two points x1 and x2 are in the same path component then the covariant fibrant
replacements X/x1 and X/x2 are Reedy equivalent. For more details see [Ras17b,
Lemma 3.30].
It is helpful to state the special case of the recognition principle for the case of
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maps between Reedy left fibrations. The proof will follow from what we have stated
above but can also easily be proven using the definition of equivalences between
fibrant objects in a localization model structure.
Theorem 4.5.21. Let L and M be two Reedy left fibrations over X. Let g : L→M
be a map over X. Then the following are equivalent.
1. g : L→M is a biReedy equivalence.
2. (iϕ)∗(g) : (iϕ)∗(Y )→ (iϕ)∗(Z) is a Reedy equivalence.
3. For every x : F (0) → X, F (0) ×X Y → F (0) ×X Z is a Reedy equivalence of
bisimplicial spaces.
4. For every x : F (0) → X, F (0) ×X Y → F (0) ×X Z is a diagonal Reedy
equivalence of bisimplicial spaces.
4.5.4 Examples of Reedy Left Fibrations
Before we move on it is helpful to have a set of examples to work with.
Example 4.5.22. Let X = F (0). Then a Reedy left fibration L → F (0) is just
a fibrant object in the diagonal Reedy model structure (Theorem 4.4.15). Indeed,
we already know that a left fibration over the point is a homotopically constant
simplicial space [Ras17b, Example 3.20]. This implies that the map
Yk0 → Ykn
is a Kan equivalence for every k ≥ 0.
Remark 4.5.23. The above example in particular implies that the following ad-
junction,
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(ssS)ReeCov (ssS)DiagRee
id
id
where the left hand side has the Reedy covariant model structure and the left hand
side has the diagonal Reedy model structure, is an isomorphism of model categories.
Example 4.5.24. Let us generalize this a little. Let X = F (1). By [Ras17b, Lemma
6.9] we realize that we can replace every left fibration L with a Reedy equivalent left
fibration Lst such that it is completely determined by a map of spaces:
L01 → L1
where L01 is the fiber over the identity map in F (1)1 and L1 is the fiber over the
constant map in F (1)0 that sends the point in F (0) to 1.
But a Reedy left fibration over L → F (1) is just a level-wise left fibration Lk →
F (1). Thus, which is level-wise equivalent to the data of a map of spaces
Lk|01 → Lk|1
Using the functoriality of our simplicial space, we get a map of Reedy fibrant sim-
plicial spaces
L•|01 → L•|1
So, the data of a Reedy left fibration over F (1) is that of a map of Reedy fibrant sim-
plicial spaces. This is completely consistent with philosophy of Reedy left fibrations
as we outlined in Remark 4.5.11.
Example 4.5.25. The previous example can easily be generalized to Reedy left
fibrations over F (n). Again by [Ras17b, Lemma 6.9], we know that a left fibration
over F (n) is the data of a chain of spaces
L0...n → ...→ Ln−1,n → Ln
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and so a Reedy left fibration over F (n) is a chain of simplicial spaces
L•|0...n → ...→ L•|n−1,n → L•|n
Let us change the flavor of the examples a little.
Example 4.5.26. The same way that every space is a simplicial space, every left
fibration L→ X can be thought of as a “constant Reedy left fibration”.
Example 4.5.27. One special instance of the previous example is that of a represen-
table left fibration [Ras17b, Subsection 5.2]. For every Segal space X and object x
we can build the Segal space of object under x, Xx/, which by the embedding above
is a Reedy left fibration.
This last example might actually might make us wonder. We can build Reedy left
fibrations using objects, by building representable left fibrations and embedding them
into Reedy left fibrations. But that certainly does not give us very interesting Reedy
left fibrations. This leads to following question: How can we build more interesting
Reedy left fibrations out of objects in our base and what kind of information do we
need for that? The next section will explore this question in further detail.
4.6 Representable Reedy Left Fibrations
The goal of this section is to show how we can use cosimplicial objects to construct
Reedy left fibrations. We will then move on to show how it allows us to study
cosimplicial objects, by proving Yoneda Lemma for Reedy left fibrations.
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4.6.1 Cosimplicial Objects in simplicial Spaces
In this short subsection we discuss the basics of cosimplicial objects. Before we can
do so, we need to clarify what we mean by the simplex category in the world of
simplicial spaces. We have following result by Rezk.
Theorem 4.6.1. [Rez01, Section 3.5, Proposition 6.1] For every category C, there
is associated to it a complete Segal space N (C), called the classifying diagram of C
and defined as
N (C)n = nerve iso(C [n])
For our purposes we will need the classifying diagram of ∆.
Example 4.6.2. Using the result above we can build the classifying diagram for
∆. Note that the category ∆ has no non-trivial automorphisms, which implies that
iso(∆[n]) is just a set. But the nerve of a set is just the same set. Thus the definition
of a he classifying diagram simplifies to the following.
N (∆)n = Fun([n],∆)
Notation 4.6.3. Henceforth we will denoteN (∆) also as ∆. No confusion shall arise
from this as it is always clear whether we are working with categories or simplicial
spaces.
Definition 4.6.4. Let X be a simplicial space. A cosimplicial object x• is a map of
simplicial spaces
x• : ∆→ X
Notation 4.6.5. We might drop the index and denote the cosimplicial object x• as
x.
Definition 4.6.6. Let X be a simplicial space. We define the simplicial space of
cosimplicial objects, cosX as
cosX = X∆
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Remark 4.6.7. Note that if X is a (complete) Segal space then X∆ is also a (complete)
Segal space.
We will now use this definition of cosimplicial objects in X to construct Reedy left
fibrations.
4.6.2 Defining Representable Reedy Left Fibrations
In this subsection we define representable Reedy left fibrations and study some of its
properties.
Let x• be a cosimplicial object. The goal is to build a Reedy left fibration which
is level-wise representable, represented by the different levels of our cosimplicial ob-
ject. Concretely at level k the bisimplicial object should be Reedy equivalent to the
representable left fibration Xxk/. For that reason we will denote the desired Reedy
left fibration as Xx•/ or, alternatively, as Xx/.
Our first guess might be to define it level-wise at level k as the fibrant replacement
of the map xk : F (0)→ X, However, all this would give us is a collection of simplicial
spaces and no way to make those simplicial spaces into a bisimplicial space. We need
to take a more global approach that considers objects and simplicial maps together.
For that we need to find the correct analogue of a ”point” in the simplicial setting,
which keeps track of all the relevant simplicial data.
Construction 4.6.8. Let ∆ be the complete Segal space of simplices. Recall that
for every object k we get an under-CSS ∆k/. All these under-categories assemble
into a bisimplicial space ∆•/ over ∆. Indeed for every map of simplices δ : [m]→ [n]
we get the obvious map
δ∗ : ∆n/ → ∆m/
defined by pre-composition with δ : [m]→ [n]. Associativity of composition implies
that this construction is functorial. Indeed for two maps δ1 : [m] → [n] and δ2 :
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[n]→ [k] we have
(δ1 ◦ δ2)∗ = (δ1)∗ ◦ (δ2)∗ : ∆k/ → ∆m/
by witnessing that for an object f : [k]→ [k′] in ∆k/ we get
f ◦ (δ2 ◦ δ1) = (f ◦ δ2) ◦ δ1 : [m]→ [k′]
by associativity.
The construction above comes with a natural projection map
pii• : ∆•/ → ∆
which is a Reedy left fibration as it is a level-wise left fibration.
Because of its importance this particular Reedy left fibration deserves its own
name.
Definition 4.6.9. We call the map pii• : ∆•/ → ∆ described above the initial repre-
sentable Reedy left fibration.
Remark 4.6.10. The reasoning for the naming is described in Example 4.6.17.
Remark 4.6.11. Intuitively, ∆•/ is a “cosimplicial point”. A map ∆•/ → X picks out
all the relevant data of a cosimplicial object in a way that allows us to access every
level individually.
Having our desired definition we can come back to our goal of defining a Reedy
left fibration. Let x : ∆ → X be a cosimplicial object in X. We can precompose
with pii• to get a map of bisimplicial spaces
pii• ◦ x• : ∆•/ → X
The map pii ◦ x is not necessarily a Reedy left fibration and so we can take a Reedy
covariant fibrant replacement over X.
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∆•/ Xpifx•/
X
pii•◦x• pi
Remark 4.6.12. The reason for using notation pifx• will become clear in Definition
4.6.26 and Definition 4.6.27.
Definition 4.6.13. Let X be a simplicial space and x• : ∆ → X be a cosimplicial
object in X. Then we call any Reedy covariant fibrant replacement of the map pii•◦x•
a representable Reedy left fibration represented by x•.
Definition 4.6.14. A bisimplicial space Y over X is representable if there exists a
map
i : ∆•/
'−−−→ Y
over X which is an equivalence in the Reedy covariant model structure over X.
Remark 4.6.15. Using the map pii• we managed to build a simplicial space that at each
level is still Reedy equivalent to a representable left fibration. Concretely, at level
k it is Reedy equivalent to the left fibration Xxk/ → X. Indeed we have following
diagram:
F (0) ∆k/ Xxk/
X
xk
idk
'/X
idxk
'/X
piik◦xk
Remark 4.6.16. It is true that fibrant replacements can only be determined up to
equivalence but the definition above is invariant under equivalences.
Let us now see some examples:
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Example 4.6.17. The map pii• : ∆•/ → ∆ is a representable Reedy left fibration
represented by the cosimplicial object id : ∆→ ∆. This also justifies the naming we
have chosen in Definition 4.6.9.
Example 4.6.18. Let x : ∆→ X be the constant map i.e. it maps everything to x.
Then the Reedy fibrant replacement is biReedy equivalent to the representable left
fibration Xx/ → X.
4.6.3 Representable Reedy Left Fibrations over Segal Spaces
When X is a Segal space then we can explicitly describe the left fibration replacement
for a map x : F (0) → X as the Segal space of objects under X [Ras17b, Theorem
4.2]. In this subsection we will generalize this result to Reedy left fibrations, by
giving description of representable Reedy left fibrations over a Segal space.
Remark 4.6.19. For the rest of this subsection X is assumed to be a Segal space.
Let x• : ∆ → X be a cosimplicial object. Our first guess might be the following:
For each k we define Xxk/ = F (0)×X XF (1) level-wise. Clearly, the map Xxk/ → X
is a left fibration and the map F (0)→ Xxk/ is a covariant equivalence.
However, this definition does not work! While it does give us everything we want
levelwise, but it does not give us a bisimplicial space. For a given map ∆i/ → ∆j/ we
need to be able to define maps Xxi/ → Xxj/ in a functorial way. The lifting conditions
for fibrant objects will give us maps, but the functoriality does not follow. Therefore,
some modifications are necessary. We have to enlarge the levelwise simplicial spaces
F (0)×X XF (1) such that we have clear functorial maps. In order to do that we have
to consider Segal space under a diagram.
Here we rely on following definitions and results from [Ras17b, Subsection 5.3].
Theorem 4.6.20. [Ras17b, Definition 5.8 & Lemma 5.11] Let f : K → X be a map
of simplicial spaces. We define the Segal space of cocones under K, denoted by Xf/,
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as
Xf/ = F (0) ×
XK
XF (1)×K ×
XK
X.
This construction comes with a projection map
pi1 : Xf/ → X
which is a left fibration.
Notation 4.6.21. If the map is clear from the context we sometimes use XK/ instead
of Xf/.
We have following important lemma about cocones that allows us to enlarge re-
presentable left fibrations as much as we want
Definition 4.6.22. [Ras17b, Definition 5.15] A map of simplicial spaces A → B is
called cofinal if it is a contravariant equivalence over B. This is equivalent to saying
it is a contravariant equivalence in any contravariant model structure.
Lemma 4.6.23. [Ras17b, Lemma 5.20] Let g : A → B be a cofinal map. Then for
any map f : B → X the induced map
Xf/ → Xfg/
is a Reedy equivalence.
Corollary 4.6.24. [Ras17b, Corollary 5.21] Let K be a simplicial space with a final
object, meaning a map v : F (0) → K that is cofinal. Then by the result above, for
every map f : K → X we get a Reedy equivalence
Xf/ → Xf(v)/
Remark 4.6.25. The upshot of this whole debate is that we can enlarge any repre-
sentable left fibration as much as we want by a diagram, as long as the diagram has
a final object that is mapped to our representing object.
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Definition 4.6.26. For any k we get a right fibration ∆/k → ∆. These all assemble
into a cosimplicial simplicial space ∆/•. We call the natural projection map from the
cosimplicial simplicial space
pi•f : ∆/• → ∆
the final left fibration.
Having set up all the machinery we can finally make following definition:
Definition 4.6.27. Let x• : ∆ → X be a cosimplicial object. Using the previous
definition we get a map of cosimplicial simplicial spaces pi•f ◦x• : ∆/• → X We define
the Reedy left fibration over the Segal space X represented by x• as the bisimplicial
space that at leve k is defined as
Xpikfxk/ = Xpikf◦xk/ = F (0) ×
X
∆/k
XF (1)×∆/k ×
X
∆/k
X
where the map to X is defined as projection on the first component.
Remark 4.6.28. This definition justifies the notation we introduced in 4.6.14.
Proposition 4.6.29. Let x : ∆ → X be a cosimplicial object. Then Xpifx/ is a left
Reedy fibrant replacement of piix : ∆•/ → X.
Proof. Based on Theorem 4.6.20, the map
Xpikfxk/ → X
is a left fibration for each k and so the map pi•f is a Reedy left fibration. Moreover,
for each k, we get following diagram.
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F (0) ∆k/ Xpikfxk/ Xxk/
X
xk
idk
'/X
idxk
'/X
'Ree
The two maps out of F (0) are covariant equivalences as the images are initial objects
and the left horizontal map is a Reedy equivalence by Corollary 4.6.24. Thus the
middle map is also a covariant equivalence.
Remark 4.6.30. Recall that in general a fibrant replacement is only defined up to
equivalence. However, from here on, whenever the base is a Segal space, we will
automatically assume that the chosen fibrant replacement is the specific object in-
troduced above.
4.6.4 Yoneda Lemma for Reedy Left Fibrations
One of the big benefits of the representability conditions is that it helps us understand
functors by studying representing objects. In particular we have following classical
result with regard to representable left fibrations.
Theorem 4.6.31. [Ras17b, Remark 4.3] Let X be a Segal space and x an object in
X. Then for any left fibration L over X the induced map
Map/X(Xx/, L)→Map/X(F (0), L)
is a Kan equivalence.
This in particular gives us the following more familiar corollary:
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Corollary 4.6.32. Let X be a Segal space and x, y two objects in X. Then we have
an equivalence
Map/X(Xx/, Xy/)
'−−→ mapX(y, x)
Remark 4.6.33. As in the last subsection X is always a Segal space and we will
always use our construction from the previous subsection when using representable
Reedy left fibrations (Remark 4.6.30).
Any reasonable definition of a representable Reedy right fibration should satisfy
a similar condition as the one stated above. Our goal here is to exactly prove the
following analogous result:
Theorem 4.6.34. Let x• and y• be two cosimplicial objects, then we have an equi-
valence
Map/X(Xpi•fx•/, Xpi•fy•/)
'−−→ mapcosX(y•, x•)
Proof. We have following long chain of maps:
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Map/X(Xpi•fx•/, Xpi•fy•/)
Map/X(∆•/, Xpi•fy•/)
Map(∆•/, Xpi•fy•/) ×
Map(∆•/,X)
x• ∆[0]
Map(∆•/, F (0) ×
X
∆•/
X∆•/×F (1) ×
X
∆•/
X) ×
Map(∆•/,X)
x• ∆[0]
Map(∆•/, F (0)) ×
Map(∆•/,X
∆•/ )
Map(∆•/, X∆•/×F (1)) ×
Map(∆•/,X
∆•/ )
Map(∆•/, X) ×
Map(∆•/,X)
x• ∆[0]
∆[0] ×
Map(∆•/×∆•/,X)
y• Map(∆•/ ×∆•/ × F (1), X) ×
Map(∆•/×∆•/,X)
Map(∆•/, X) ×
Map(∆•/,X)
x• ∆[0]
∆[0] M
Map(∆•/×y
•
× ∆•/,X)
ap(∆•/ ×∆•/ × F (1), X) ×
Map(∆•/×∆•/,X)
x• ∆[0]
∆[0] ×
Map(∆•/,X)
y• Map(∆•/ × F (1), X) ×
Map(∆•/,X)
x• ∆[0]
∆[0] ×
Map(∆,X)
y• Map(∆× F (1), X) ×
Map(∆,X)
x•
∆
[0]
mapcosX(y
•, x•)
(1) '
∼=
∼=
∼=
∼=(2)
∼=(3)
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Most maps in this chain are clearly isomorphisms of spaces (by using adjunctions
or simplifying pullback diagrams). The only ones that need proof have been labeled
with numbers and will be discussed here:
1. This follows from the fact that Xpi•fy•/ is a Reedy left fibration and our model
structure is simplicial.
2. This is true because level-wise we are looking at the mapping space of the con-
stant objects x• and y• inside the Segal space of cosimplicial objects cos(X∆k/)
for each k. As they are constant object their mapping space is determined at
the zero level.
3. The last isomorphism follows from the fact that the following is a pushout
square of bisimplicial spaces
∆•/ × ∂F (1) ∆•/ × F (1)
∆× ∂F (1) ∆× F (1)
p
and so the following is a pullback square of spaces
Map(∆•/ × F (1), X) Map(∆•/ × ∂F (1), X)
Map(∆× F (1), X) Map(∆× ∂F (1), X)
p
Pulling it back along the commutative square we get following diagram
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Map(∆•/ × F (1), X) Map(∆•/ × ∂F (1), X)
Map(∆•/ × F (1), X)Fib ∆[0]
Map(∆× F (1), X) Map(∆× ∂F (1), X)
Map(∆× F (1), X)Fib ∆[0]
p
p
(3)
where
Map(∆•/ × F (1), X)Fib = Map(∆•/ × F (1), X) ×
Map(∆•/×∂F (1),X)
∆[0]
Map(∆× F (1), X)Fib = Map(∆× F (1), X) ×
Map(∆×∂F (1),X)
∆[0]
In this diagram our map (3) is the pullback of the identity map and thus has to be
an isomorphism of spaces.
Remark 4.6.35. Note that all maps in the long diagram are isomorphisms (and not
merely equivalences) of spaces, except for the first map. Thus we have an actual
map that is an equivalence rather than just a zig zag of equivalences.
4.6.5 Representable Reedy Right Fibrations
Until now we have described how we can use cosimplicial objects to build Reedy left
fibration, which we call representable Reedy left fibrations. We can take a similar
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approach for Reedy right fibrations. As the proofs are all analogous we will just
focus on the main results.
Definition 4.6.36. Let X be a simplicial space. A simplicial object x• is a map of
simplicial spaces
x• : ∆op → X
(Notation 4.6.3). The simplicial space of simplicial objects, sX is defined as
sX = X∆
op
Recall that if X is a (complete) Segal space then sX is a (complete) Segal space.
Definition 4.6.37. We define the initial representable Reedy right fibration as the
map of bisimplicial spaces
(pii• : ∆
op)/• → ∆op
Definition 4.6.38. Let X be a simplicial space and x• : ∆op → X be a simplicial
object in X. Then we call any Reedy right fibrant replacement of the map pi•i ◦ x• a
representable Reedy right fibration represented by x•. Here
pii• : (∆
op)/• → ∆op
is the levelwise projection map of overcategories and called the initial right fibration
(analogous to Definition 4.6.9 .
Moreover, any bisimplicial space Y over X is representable if there exists a map
i : (∆op)/• → Y
over X which is an equivalence in the Reedy contravariant model structure over X.
We can also give concrete description of representable Reedy right fibrations in
case the base is a Segal space.
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Definition 4.6.39. Let x• : ∆op → X be a simplicial object. We define the Reedy
right fibration over the Segal space X represented by x• as the bisimplicial space that
at level k is defined as
X/pifkxk
= X/pifk◦xk = X ×
X
(∆op)k/
XF (1)×(∆
op)k/ ×
X
(∆op)k/
F (0)
where the map to X is defined as projection on the first component. Here
pif• : (∆
op)k/ → ∆op
is the natural projection map and called the final left fibration.
We also have the analogue of the Yoneda lemma
Theorem 4.6.40. Let x• and y• be two simplicial objects, then we have an equiva-
lence
Map/X(Xpif•x•/, Xpif•y•/)
'−−→ mapsX(x•, y•)
Remark 4.6.41. Working with representable Reedy right fibrations can be at times
very confusing as we are dealing with ∆op, the opposite simplex category. That is
why in this section we have chosen to work with Reedy left fibrations instead. In the
next section we follow the historical trend and mostly focus on Reedy right fibrations
instead.
4.7 Localizations of Reedy Right Fibrations
In Section 4.5 we defined fibrations which model presheaves valued in simplicial spa-
ces. In this section we want to study presheaves valued in localizations of simplicial
spaces. For example, presheaves valued in Segal spaces or complete Segal spaces. In
order to achieve that we need to localize the Reedy right model structure.
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Concretely, let f : A → B be an inclusion of simplicial spaces. Our goal is it to
study the localization of bisimplicial spaces with respect to the image, ∆Diag#(f) :
∆Diag#(A)→ ∆Diag#(B).
Remark 4.7.1. From here on we primarily use Reedy right fibrations and the Reedy
contravariant model structure.
Remark 4.7.2. As in the previous sections X is a fixed simplicial space embedded in
ssS (Remark 4.5.1)
Notation 4.7.3. In most cases we will denote ∆Diag#(f) also as f to simplify
notations.
The map f gives us three localization model structures, which we will need in this
section.
Theorem 4.7.4. There is a model structure on sS, denoted by sSReef and called the
f -localized Reedy model structure, defined as follows.
C A map Y → Z is a cofibration if it is an inclusion.
F An object Y is fibrant if it is Reedy fibrant and the map
Map(B, Y )→Map(A, Y )
is a trivial Kan fibration.
W A map Y → Z is a weak equivalence if for every fibrant object W the map
Map(Z,W )→Map(Y,W )
is a Kan equivalence.
Proof. This is a special case of Theorem 4.9.3 for the case where L = {f}.
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Theorem 4.7.5. There is a model structure on ssS, denoted by ssSDiagReef and
called the diagonal f -localized Reedy model structure, defined as follows.
C A map Y → Z is a cofibration if it is an inclusion.
W A map g : Y → Z is a weak equivalence if the diagonal map
ϕDiag∗(g) : ϕDiag∗(Y )→ ϕDiag∗(Z)
is an f -localized Reedy equivalence.
F A map g : Y → Z is a fibration if it satisfies the right lifting property with
respect to trivial cofibrations.
In particular an object is fibrant if and only if it is biReedy fibrant, Wkn → Wk0 is a
Kan equivalence and (iϕ)∗(W ) is fibrant in the f -localized Reedy model structure.
Proof. Here we have to use Theorem 4.4.13. The model structure is the localization
of the biReedy model structure with respect to the maps
L = {∆Diag#(f) : ∆Diag#(A)→ ∆Diag#(B)} ∪ {F (0)→ F (n) : n ≥ 0}
This determines the cofibrations and fibrant objects. Notice that if W is fibrant
then ∆Diag∗(W ) is fibrant in the localized Reedy model structure. Indeed in the
commutative square
MapssS(∆Diag#(B),W ) MapssS(∆Diag#(A),W )
MapsS(B,∆Diag
∗(W )) MapsS(A,∆Diag∗(W ))
' '
the adjunction implies that the vertical maps are Kan equivalences and so the top
map is an equivalence if and only if the bottom map is one. But we know that
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∆#(f) = (iϕ)
∗(f)× (iF )∗(f). But by assumption
iϕ(f)→ (iϕ)∗(f)× (iF )∗(f)
is an equivalence. Thus W is fibrant if and only if the map
MapssS((iϕ)
∗(B),W )→MapssS((iϕ)∗(A),W )
is a Kan equivalence, which by adjunction is the same as
MapssS(B, (iϕ)∗(W ))→MapssS(A, (iϕ)∗(W ))
being a Kan equivalence. This is equivalent to (iϕ)∗(W ) being fibrant in the localized
Reedy model structure. Combining this with Theorem 4.4.15, we see that g is an
equivalence if and only if ϕDiag∗(g) is an f -localized Reedy equivalence.
Theorem 4.7.6. There is a model structure on ssS/X , denoted by (ssS/X)
ReeContraf
and called the f -localized Reedy contravariant model structure, defined as follows.
C A map Y → Z over X is a cofibration if it is an inclusion.
F An object Y → X is fibrant if it is a Reedy right fibration and for every map
∆Diag∗(B)→ X the map
Map/X(B, Y )→Map/X(A, Y )
is a trivial Kan fibration.
W A map Y → Z over X is a weak equivalence if for every fibrant object W → X
the map
Map/X(Z,W )→Map/X(Y,W )
is a Kan equivalence.
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Proof. This model structure is formed by localizing the Reedy right model structure
on ssS/X with respect to the collection of maps.
{∆Diag#(A)→ ∆Diag#(B)→ ∆Diag#(X)→ X}∪{ϕk×F (0) ↪→ ϕk×F (n)→ X}
where the map ∆Diag#(X)→ X is the counit map, using the fact that ∆Diag∗(X) =
X. The result then follows directly from Theorem 4.4.13.
Remark 4.7.7. In all three cases, if the map f is clear from the context we will
omit it and just call the model structures localized Reedy model structure, localized
diagonal Reedy model structure and localized Reedy contravariant model structure.
The first two localizations do not depend on any base but the third very much
does. Therefore we have to be careful when trying to compare them to each other.
In general following results hold.
Proposition 4.7.8. The following adjunction
(ssS)DiagReef sSReef
ϕDiag∗
ϕDiag∗
is a Quillen equivalence. Here the left hand side has the diagonal localized Reedy
model structure and the right hand side has the localized Reedy model structure.
The proof is analogous to the argument in Theorem 4.4.18.
Proposition 4.7.9. The following adjunction
(ssS/X)
ReeContraf (ssS/X)
DiagReef
id
id
is a Quillen adjunction. Here the left hand side has the localized Reedy contravariant
model structure and the left hand side has the induced diagonal localized Reedy model
structure over the base X.
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The proof of this proposition is analogous to the proof of Theorem 4.5.12. Let us
see one important example.
Example 4.7.10. Let X = F (0). In Example 4.5.22 we already showed that the
Reedy contravariant model structure over the point is isomorphic to the Reedy model
structure. Localizing this model structure with respect f just gives us the f -localized
Reedy model structure. Thus, when the base is just a point, the adjunction
(ssS)ReeContraf (ssS)DiagReef
id
id
induces a Quillen equivalence between the localized Reedy model structure and the
localized Reedy contravariant model structure. In fact the model structures are not
just equivalent, but actually isomorphic.
We want to do a careful study of the localized Reedy contravariant model structure.
In order to be able to do that we have to impose some conditions on the localizing
map f .
Definition 4.7.11. Let f : A → B be a map of simplicial spaces. We say f is a
acceptable if it satisfies the following conditions:
1. f is an inclusion.
2. A has a distinguished final vertex v such that f(v) is also a final vertex in B.
3. A and B are discrete simplicial spaces (each level is just a set).
4. An object is local with respect to f if and only if it is local with respect to f op
5. For each simplicial space Y the map A× Y → B × Y is also a localized Reedy
equivalence.
Remark 4.7.12. The conditions on the map f stated here are not absolute and can
possibly be relaxed. However, they do apply to all cases we were interested in and
so are suitable to our needs.
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Remark 4.7.13. The last condition on an acceptable map f implies that if W is
fibrant in the localized Reedy model structure then for every simplicial space K,
WK is also fibrant in the localized Reedy model structure. For a proof see [Rez01,
Proposition 9.2].
Remark 4.7.14. For the rest of this section we will always assume that f is an accep-
table map of simplicial spaces.
The following lemma is crucial for all other results in this section.
Lemma 4.7.15. Let p : i∗ϕ(B) → X be a map of bisimplicial spaces. Then there
exists a map x : F (0) → X such that p = qx. Here q : ϕ(B) → F (0) is the unique
final map.
Proof. By adjunction we have an equivalence of spaces
MapssS(i
∗
ϕ(B), X) 'MapsS(B, (iϕ)∗X) = MapsS(B,X0) = MapS(B•0, X00)
In order to show that f factors through a constant map it suffices to show that
the corresponding map of spaces f˜ : B•0 → X00 factors through a constant map.
However B•0 is connected (it has a final vertex v) and X00 is just a set, so f˜ has to
be constant.
The Lemma has two corollaries, which we need in the next theorem.
Corollary 4.7.16. The map
Map(i∗ϕ(B)× i∗F (B), X)→Map(i∗F (B), X)
is an equivalence of Kan complexes.
Corollary 4.7.17. The map
Map(i∗ϕ(B), X)→Map(i∗ϕ(A), X)
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is an equivalence of Kan complexes
We can now characterize the fibrant objects in the localized Reedy contravariant
model structure.
Theorem 4.7.18. The following are equivalent.
1. The map R→ X of bisimplicial spaces is fibrant in the localized Reedy contra-
variant model structure over X.
2. R→ X is a Reedy right fibration and is local with respect to the class of maps:
L′ = {i∗ϕ(A)
i∗ϕ(f)−−−−→ i∗ϕ(B) p−−−→ X}
.
3. R → X is a Reedy right fibration and the map Ri∗ϕ(B) → Ri∗ϕ(A) is a biReedy
equivalence.
4. R→ X is a Reedy right fibration and the simplicial space Rn• is fibrant in the
localized Reedy model structure.
5. R → X is a Reedy right fibration and the simplicial space (iϕ)∗(R) = R0• is
fibrant in the localized Reedy model structure.
6. R→ X is a Reedy right fibration and the map (iϕ)∗(R)→ (iϕ)∗(X) = X0 is a
fibration in the localized Reedy model structure.
7. R → X is a Reedy right fibration and for each vertex x : F (0) → X the fiber
(iϕ)∗(F (0)×X R) is fibrant in the localized Reedy model structure
8. R → X is Reedy right fibration and for each point x : F (0) → X the fiber
F (0)×X R is fibrant in the diagonal localized Reedy model structure.
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Proof. Recall that f : A → B is a map of simplicial spaces and we are localizing
bisimplicial spaces with respect to its image ∆Diag∗(f), which up until now we also
denoted by f to simplify notation (Notation 4.7.3). In this proof, however, we need
to be more careful about our notation which means we will distinguish between the
map f and its image ∆Diag∗(f).
(1) ⇔ (2) As part of our proof we first have to understand the map f and its
image ∆Diag∗(f). By definition ∆Diag∗(A) = i∗ϕ(A)× i∗F (A) (this is a consequence
of how ∆Diag∗ acts on generators by Remark 4.4.20) So
∆Diag∗(A) = i∗ϕ(f)× i∗F (f) : i∗ϕ(A)× i∗F (A)→ i∗ϕ(B)× i∗F (B).
For any map i∗ϕ(B)× i∗F (B)→ X, we get a square of Kan complexes
Map/X(i
∗
ϕ(B)× i∗F (B), R) Map/X(i∗ϕ(A)× i∗F (A), R)
Map/X(i
∗
ϕ(B), R) Map/X(i
∗
ϕ(A), R)
' '
where the two vertical maps are equivalences by Corollary 4.7.16. This means the
top map is an equivalence if and only if the bottom map is. This proves that these
classes of maps give us the same localizations.
(2) ⇔ (5) We have following diagram of Kan complexes
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Map(B, (iϕ)∗(R)) Map(A, (iϕ)∗(R))
Map(i∗ϕ(B), R) Map(i
∗
ϕ(A), R)
Map(i∗ϕ(B), X) Map(i
∗
ϕ(A), X)
'
f∗
'
p∗
(i∗ϕ(f))∗
p∗
'
(i∗ϕ(f))∗
The top vertical maps are equivalences because of the adjunction. The bottom map,
(i∗ϕ(f))
∗, is an equivalence by Corollary 4.7.17. This implies that the top map, f ∗ is
a Kan equivalence if and only if the middle map iϕ(f)
∗ is a Kan equivalence. But
this is true if and only it is a a fiberwise equivalence over the bottom map iϕ(f)
∗ i.e.
the map
Map/X(i
∗
ϕ(B), R) = Map(i
∗
ϕ(B), R) ×
Map(i∗ϕ(A),X)
∗ '−−−→
Map(i∗ϕ(A), R) ×
Map(i∗ϕ(A),X)
∗ = Map/X(i∗ϕ(A), R)
is an equivalence. We just proved that (iϕ)∗(R) is fibrant in the localized Reedy
model structure (which is equivalent to the top map being an equivalence) if and
only if R is fibrant in the localized Reedy contravariant model structure.
(4) ⇔ (5) One side is just a special case. For the other side note that we have
Kan equivalences
Rkn → Rk0 ×
X0
Xn
and so if R•0 is local with respect to f then so is R•n.
(3) ⇔ (4) The map Y i∗ϕ(B) → Y i∗ϕ(A) is a biReedy equivalence if and only if for
each k and n the map of Kan complexes
Map(iϕ(B)× ϕk × F (n), R) '−−→Map(iϕ(A)× ϕk × F (n), R)
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is a Kan equivalence. If we fix an n0, then this is just equivalent to
Map(iϕ(B)× ϕk × F (n0), R) '−−→Map(iϕ(A)× ϕk × F (n0), R)
being a Kan equivalence for every k, which is just saying that the row R•n0 is fi-
brant in the localized Reedy model structure. Hence, Y i
∗
ϕ(B) → Y i∗ϕ(A) is a biReedy
equivalence if and only if each row is fibrant in the localized Reedy model structure.
(5) ⇔ (6) For this part we note that the space X0, thought of as a constant
simplicial space, is fibrant in the localized Reedy model structure (Corollary 4.7.17).
Thus the Reedy fibration (iϕ)∗(R)→ X0 is a fibration in the localized Reedy model
structure if and only if (iϕ)∗(R) is fibrant in the localized Reedy model structure.
(6)⇔ (7) For this part we fix a map iϕ(B)→ X. As we discussed in Lemma 4.7.15
the map will factor iϕ(B) → F (0) x−−−→ X. Thus we get following commutative
diagram
Map/X0(B, (iϕ)∗(R)) Map/X0(B, (iϕ)∗(R))
Map/X0(B, (iϕ)∗(R) ×
X0
F (0)) Map/X0(A, (iϕ)∗(R) ×
X0
F (0))
' '
The vertical maps are equivalences because of the factorization above. This implies
that the top map is a Kan equivalence if and only if the bottom map is a Kan
equivalence. Thus (iϕ)∗(R) → X0 is a fibration if and only if each fiber (iϕ)∗(R ×X
F (0)) is fibrant.
(7) ⇔ (8) By assumption R is a Reedy right fibation. Thus by Example 4.5.22
we know that for each map x : F (0) → X, the fiber F (0) ×X R is a row-wise
homotopically constant (in the sense that i∗ϕ(iϕ)∗(F (0) ×X R) → F (0) ×X R is a
biReedy equivalence) Thus the diagonal of the fiber, ϕDiag∗(F (0)×X R), is Reedy
equivalent to the 0-row, (iϕ)∗(F (0) ×X R), which directly implies that the fiber is
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fibrant in the diagonal localized Reedy model structure if and only if i∗ϕ(F (0)×X R)
is fibrant in the localized Reedy model structure.
Remark 4.7.19. This result is intuitively very reasonable. In Remark 4.5.11 we dis-
cussed how we can think of Reedy right fibrations as presheaves valued in simplicial
spaces. The result above is basically saying that a map is fibrant in the localized
Reedy contravariant model structure if the value at each point is fibrant, which means
it models functors valued in fibrant simplicial spaces.
Let us see how we can use this to show exponentiability of localized Reedy right
fibrations.
Theorem 4.7.20. Let R → X be a localized Reedy right fibration. Then for any
bisimplicial space Y , RY → XY is also a localized Reedy right fibration.
Proof. We already showed this map is Reedy right fibration (Lemma 4.5.13). So we
only have to show that RY → XY is also local. For that let i∗ϕ(B)→ XY be a map.
We have to show that
Map/XY (i
∗
ϕ(B), R
Y )→Map/XY (i∗ϕ(A), RY )
is a Kan equivalence. By definition this is equal to
Map(i∗ϕ(B), R
Y ) ×
Map(i∗ϕ(B),XY )
∆[0]→Map(i∗ϕ(A), RY ) ×
Map(i∗ϕ(A),XY )
∆[0].
Using adjunctions this is map is equivalent to
Map(i∗ϕ(B)× Y,R) ×
Map(i∗ϕ(B)×Y,X)
∆[0]→Map(i∗ϕ(A)× Y,R) ×
Map(i∗ϕ(A)×Y,X)
∆[0].
This map is by definition equal to the map
Map/X(i
∗
ϕ(B)× Y,R)→Map/X(i∗ϕ(A)× Y,R)
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We know that R is a localized Reedy right fibration, so it suffices to show that
i∗ϕ(A)× Y
i∗ϕ(f)×idY−−−−−−→ i∗ϕ(B)× Y
is a localized Reedy contravariant equivalence over X. This follows from condition 5
of acceptable maps, which states that the product of equivalences is an equivalence
(Definition 4.7.11).
Our definition of localized Reedy right fibration is external in the sense that we
start with simplicial spaces and then extend them to bisimplicial spaces in order to
be able to define localized Reedy right fibrations. However, in some situations it is
helpful to have a internal definition in order to be able to compare it to fibrations in
the localized Reedy model structure.
Definition 4.7.21. We say a map of simplicial spaces S → X is a localized Reedy
right fibration if there exists a localized Reedy right fibration R → X such that
S = ∆Diag∗(R) over X. Notice if such an R exists then it will be unique up to
biReedy equivalence, as localized Reedy right fibrations are completely determined
by their diagonals.
The internal definition also has some interesting properties.
Lemma 4.7.22. Let the map of simplicial spaces p : S → X be a localized Reedy
right fibration and g : Y → X be any map. Then the pullback of g∗p : g∗S → Y
is a localized Reedy right fibration over Y . Indeed, if S = ∆Diag∗(R) then g∗S =
∆Diag∗(g∗R)
Lemma 4.7.23. Let the map of simplicial spaces p : S → X be a localized Reedy
right fibration and K any simplicial space. Then pK : SK → XK is also a localized
Reedy right fibration. Indeed, if S = ∆Diag∗(R), then SK = ∆Diag∗(R∆Diag∗(K))
Proof. The proof follows by straightforward application of adjunctions.
(SK)n ∼= Map(F (n), SK) ∼= Map(F (n)×K,S) = Map(F (n)×K,∆Diag∗(R)) '
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Map(∆Diag∗(F (n)×K), R) 'Map(∆Diag∗(F (n))×∆Diag∗(K), R) '
Map(∆Diag∗(F (n)), R∆Diag∗(K)) 'Map(F (n),∆Diag∗(R∆Diag∗(K))) ∼=
∆Diag∗(R∆Diag∗(K))n
Here we used the fact that the ∆Diag∗ also commutes with finite products.
Remark 4.7.24. Although we have given maps of simplicial spaces that we call lo-
calized Reedy right fibrations, the collection of such maps does not give us a model
structure on simplicial spaces. This is one of the main motivations why we expanded
simplicial spaces to bisimplicial spaces.
Being able to understand fibrant objects as locally fibrant objects also allows
us to adjust the recognition principle. First of all we have following theorem for
equivalences between fibrant objects.
Theorem 4.7.25. Let R and S be two localized Reedy right fibrations over X. Let
g : R→ S be a map over X. Then the following are equivalent
1. g : R→ S is a biReedy equivalence
2. (iϕ)∗(g) : (iϕ)∗(R)→ (iϕ)∗(S) is a Reedy equivalence
3. For every x : F (0) → X, F (0) ×X0 (iϕ)∗(R) → F (0) ×X0 (iϕ)∗(S) is a Reedy
equivalence of bisimplicial spaces.
4. For every x : F (0)→ X, F (0)×X0 (iϕ)∗(R)→ F (0)×X0 (iϕ)∗(S) is a diagonal
Reedy equivalence of bisimplicial spaces.
The proof is analogous to Theorem 4.5.21.
In order to be able to now state a recognition principle for equivalences between
arbitrary objects we need following technical lemma first.
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Lemma 4.7.26. p : R → X be a Reedy right fibration. Then there exists a fibrant
replacement pˆ : Rˆ → X in the localized Reedy contravariant model structure such
that the map R•n → Rˆ•n is a localized Reedy equivalence.
Proof. For this proof we think of the bisimplicial space R as functor R : ∆op → sS,
where R(n) = R•n. Similarly, X is a functor ∆op → sS, where X(n) = Xn. Thus
the map R → X is just a natural transformation between two functors. In general,
in the localized Reedy model structure we can factor each map R•n → Xn into
a trivial cofibration followed by a localized Reedy fibration. Using the fact that
we can do so functorially implies that we can factor our natural transformation of
functors R → X into a natural transformations R → Rˆ → X such that it satisfies
following condition. R→ Rˆ is a level-wise localized Reedy equivalence, meaning that
R•n → Rˆ•n is a localized Reedy equivalence. Rˆ→ X is a level-wise localized Reedy
fibration, meaning that Rˆ•n → Xn is a localized Reedy fibration. We will show that
Rˆ is a fibrant replacement.
First it is a biReedy fibration and the zero level i∗ϕ(Rˆ) is fibrant in the localized
Reedy model structure. Thus it suffices to show that it is a Reedy right fibration,
by Theorem 4.7.18. For that we have following commutative square
R•n Rˆ•n
R•0 ×
X0
Xn Rˆ•0 ×
X0
Xn
'
'
'
The horizontal maps are localized Reedy equivalences of simplicial spaces. Indeed
the top map is so by definition and for the bottom map we use the fact that pulling
back along spaces preserves localized Reedy equivalences. Moreover, the left vertical
map is a Reedy equivalence by assumption, which means it is also a localized Reedy
equivalence. This implies that the right hand verctical map is also a localized Reedy
equivalence. But both simplicial spaces Rˆ•n and Rˆ•0 ×X0 Xn are fibrant in the
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localized Reedy model structure and so the map is actually a Reedy equivalence.
This proves that Rˆ→ X is actually a fibrant replacement.
Finally notice that the map R•n → Rˆ•n is a localized Reedy equivalence as it is
the restriction of a functorial fibrant replacement to a single point in ∆op (namely
the point n). This finishes our proof.
Proposition 4.7.27. Let g : R → S be a map between Reedy right fibrations over
X. Then the following are equivalent:
1. g is a localized Reedy contravariant equivalence.
2. The map g•n : R•n → S•n is an equivalence in the localized Reedy model struc-
ture for each n.
3. The map (iϕ)∗(g) : (iϕ)∗(R)→ (iϕ)∗(S) is an equivalence in the localized Reedy
model structure.
4. For each map x : F (0)→ X the induced map (iϕ)∗(R×X F (0))→ (iϕ)∗(S ×X
F (0)) is an equivalence in the localized Reedy model structure.
5. For each map x : F (0) → X the induced map R ×X F (0) → S ×X F (0) is an
equivalence in the diagonal localized Reedy model structure.
Proof. Before we start with the proof, we use the previous lemma. By the previous
lemma there is a commutative square over X
R Rˆ
S Sˆ
'
g gˆ
'
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such that gˆ : Rˆ→ Sˆ is a fibrant replacement of g and for each n the map
R•n → Rˆ•n
S•n → Sˆ•n
are localized Reedy equivalences. In particular g : R → S is a localized Reedy
contravariant equivalence if and only if gˆ : Rˆ → Sˆ is a biReedy equivalence. We
will refer to this commutative square and the properties we just stated several times
throughout this proof.
(1) ⇔ (2) We restrict the square above to following square
R•n Rˆ•n
S•n Sˆ•n
'
g•n gˆ•n
'
The horizontal maps are localized Reedy equivalences. Thus g•n is a localized Reedy
equivalence if and only if gˆ•n is one. But we know that Rˆ•n and Sˆ•n are fibrant,
which implies that the gˆ•n is a localized Reedy equivalence if and only if it is a
Reedy equivalence, which itself is the same as gˆ being a biReedy equivalence.
(2) ⇔ (3) One side is just a special case. Thus we need to prove that if (iϕ)∗(g) :
(iϕ)∗(R) → (iϕ)∗(S) is an equivalence in the localized Reedy model structure then
R•n → S•n is one as well. For that we use following commutative square
R•n S•n
R•0 ×
X0
Xn S•0 ×
X0
Xn
' '
'
The vertical maps are Reedy equivalences as R and S are Reedy right fibrations.
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The bottom map is a localized Reedy equivalence as pulling back along the map
Xn → X0 preserves equivalences. Thus the top map R•n → S•n is a localized Reedy
equivalence.
(3) ⇔ (4) We can restrict the commutative square from the start of the proof to
the following commutative square over X0
i∗ϕ(R) i
∗
ϕ(Rˆ)
i∗ϕ(S) i
∗
ϕ(Sˆ)
The map
i∗ϕ(R)→ i∗ϕ(S)
is a localized Reedy equivalence if and only if
i∗ϕ(Rˆ)→ i∗ϕ(Sˆ)
is a Reedy equivalence over X0. This is equivalent to
i∗ϕ(Rˆ) ×
X0
F (0)→ i∗ϕ(Sˆ) ×
X0
F (0)
being a Reedy equivalence. Finally this is equivalent to
i∗ϕ(R) ×
X0
F (0)→ i∗ϕ(S) ×
X0
F (0)
being a localized Reedy equivalence. This follows from the fact that i∗ϕ(R)×X0F (0)→
i∗
Rˆ
×X0 F (0) is still a fibrant replacement, as pulling back along the map F (0)→ X0
preserves localized Reedy equivalences.
(4) ⇔ (5) This follows directly from the fact that R and S are Reedy right fibra-
tions, which implies that any fiber over X is a homotopically constant bisimplicial
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space. Thus we have Reedy equivalences
i∗ϕ(R×
X
F (0)) ' ϕDiag∗(R×
X
F (0))
i∗ϕ(S ×
X
F (0)) ' ϕDiag∗(S ×
X
F (0))
Hence, our map is a fiberwise diagonal localized Reedy equivalence if and only if the
0 level is a fiberwise localized Reedy equivalence.
Theorem 4.7.28. A map g : Y → Z of bisimplicial spaces over X is a an equivalence
in the localized Reedy contravariant model structure if and only if for each map x :
F (0)→ X, the induced map
Xx/ ×
X
Y → Xx/ ×
X
Z
is an equivalence in the diagonal localized Reedy model structure. Here Xx/ is the left
fibrant replacement of the map x.
Proof. Let gˆ : Yˆ → Zˆ be a fibrant replacement of g in the Reedy contravariant model
structure (not localized). Moreover, let x : F (0) → X be a vertex in X. This gives
us following zig-zag of maps:
F (0)×
X
Yˆ F (0)×
X
Zˆ
Xx/ ×
X
Yˆ Xx/ ×
X
Zˆ
Xx/ ×
X
Y Xx/ ×
X
Z
ReeCov' ReeCov'
ReeContra' ReeContra'
According to Theorem 4.5.16 the top vertical maps are Reedy covariant equivalences
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and the bottom vertical maps are Reedy contravariant equivalences. By Theorem
4.5.12 both of these are diagonal Reedy equivalences, which itself is always a dia-
gonal localized Reedy equivalence. Thus the top map is a diagonal localized Reedy
equivalence if and only if the bottom map is one, but by Proposition 4.7.27 this is
equivalent to Y → Z being a localized Reedy contravariant equivalence over X.
Another important aspect of model structures is invariance under base changes,
which we can address using our knowledge of fibrant objects and weak equivalences.
Theorem 4.7.29. Let g : X → Y be a map of simplicial spaces. Then the adjunction
(ssS/X)
ReeContraf (ssS/Y )
ReeContraf
g!
g∗
is a Quillen adjunction, which is a Quillen equivalence whenever g is a CSS equiva-
lence.
Proof. Clearly it is a Quillen adjunction as fibrations are stable under pullback. So,
let us assume that g is a CSS equivalence We will use Lemma 4.9.4 to show it is
a Quillen equivalence. This means we have to show the left adjoint reflects weak
equivalences and the counit map is a weak equivalence.
Reflecting Equivalences: Before we can prove this we need following three results
that we have proven before.
1. For each vertex y : F (0) → Y there exists an x : F (0) → X such that g(x)
and y are in the same path component. This follows from the fact that the
collection of maps used to build complete Segal spaces are all connected. For
more details see[Ras17b, Theorem 4.8].
2. According to Remark 4.5.20 it always suffices to check the equivalence principle
for one point for each path component.
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3. If Yy/ is the representable left fibration over Y representing the vertex y :
F (0) → Y then following is a homotopy pullback square in the Reedy model
structure
Xx/ Yy/
X Y
p
g
where x is any object such that g(x) and y are in the same path component.
Now we can start out proof. For a map of bisimplicial spaces Z1 → Z2 over X we
have following commutative diagram
Xx/ ×
X
Z1 Xx/ ×
X
Z2
Yy/ ×
Y
X ×
X
Z1 Yy/ ×
Y
X ×
X
Z2
Yy/ ×
Y
Z1 Yy/ ×
Y
Z2
' '
' '
The vertical maps are all diagonal Reedy equivalences which means the top one is
a localized diagonal Reedy equivalence if and only if the bottom map is. Thus, by
Theorem 4.7.28, Z1 → Z2 is a localized Reedy contravariant equivalence over X if
and only if it one over Y .
Counit Map Equivalence: Let p : R→ Y be a localized Reedy right fibration over
Y . The counit map is the pullback map p∗g : p∗X → R in the diagram.
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p∗X R
X Y
p∗g
p
p
g
However, g is a CSS equivalence and p is a levelwise right fibration and, by [Ras17b,
Theorem 5.28], pulling back along right fibrations preserves CSS equivalences. Thus
the pullback map p∗g : p∗X → R is a levelwise CSS equivalence. By [Ras17b,
Theorem 4.12], this implies that it is also a levelwise contravariant equivalence over
Y (over any base actually), which is just a Reedy contravariant equivalence over Y .
Hence, it is a localized Reedy contravariant equivalence over Y and we are done.
Remark 4.7.30. As always there is a covariant version to all the definitions we have
given above. We will not repeat all definitions above, but using analogous appro-
ach we can define localized Reedy left fibrations and localized Reedy covariant model
structure. Then we can prove the same classification theorems for fibrant objects
and weak equivalences in the localized Reedy covariant model structure. This fol-
lows from the fact that f is acceptable and so f and f op give us the same localized
model structure.
Similar to the case of Reedy left and Reedy right fibrations we have following
interaction between localized Reedy left and localized Reedy right fibrations.
Theorem 4.7.31. Let p : R → X be a localized Reedy right fibration over X. The
induced adjunction
(ssS/X)
ReeCovf (ssS/X)
ReeCovf
p!p
∗
p∗p∗
is a Quillen adjunction. Here both sides have the localized Reedy covariant model
structure.
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Proof. Clearly the left adjoint preserves cofibrations and the right adjoint preserves
fibrations between fibrant objects (as they are just biReedy fibrations). Thus it
suffices to show that the right adjoint preserves fibrant objects. So, let L→ X be a
localized Reedy left fibration over X. Then we have to show that p∗p∗L→ X is also
a localized Reedy left fibration over X. By Theorem 4.5.16, we already know that
it is a Reedy left fibration, so all that is left is to show that it is local. By Theorem
4.7.28, it suffices to show that for any map q : i∗ϕ(B)→ X the induced map
Map/X(i
∗
ϕ(B), p∗p
∗L)→Map/X(i∗ϕ(A), p∗p∗L)
is a Kan equivalence. By adjunction this is equivalent to
Map/X(p!p
∗(i∗ϕ(B)), L)→Map/X(p!p∗(i∗ϕ(A)), L)
being a Kan equivalence. For that it suffices to show that
p!p
∗(i∗ϕ(A))→ p!p∗(i∗ϕ(B))
is a localized Reedy covariant equivalence over X. By Lemma 4.7.15 the map q
factors through the point. Thus p∗(i∗ϕ(B)) = i
∗
ϕ(B) ×X R ∼= i∗ϕ(B) × (F (0) ×X R)
and similarly p∗(i∗ϕ(A)) = i
∗
ϕ(A)× (F (0)×X R). So, we need to prove that the map
i∗ϕ(A)× (F (0)×
X
R)→ i∗ϕ(B)× (F (0)×
X
R)
is a localized Reedy covariant equivalence over X. However, according to Exam-
ple 4.7.10, localized Reedy contravariant equivalences and diagonal localized Reedy
equivalences are the same over F (0). Taking diagonal we get the map
A× ϕDiag∗(F (0)×
X
R)→ B × ϕDiag∗(F (0)×
X
R)
However, this is one is clearly a localized Reedy equivalence, as it is one of conditions
that f had to satify in order to be acceptable (Definition 4.7.11).
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Let us also see some of the basic examples of localized Reedy right fibrations.
Example 4.7.32. We have already discussed the localized Reedy contravariant mo-
del structure over the point. So, let us take the case where X = F (1). From Example
4.5.24 we already know that a Reedy right fibration over Y → F (1) is the data of
a map of simplicial spaces Y01 → Y0. By Theorem 4.7.18, these simplicial spaces
are fibrant in the localized Reedy model structure. Thus the data of a localized
Reedy right fibration over F (1) is just the data of map between fibrant objects in
the localized Reedy model structure.
Example 4.7.33. We can generalize this to the case of localized Reedy right fibration
over F (n). Combining the previous example and Example 4.5.25 we can easily deduce
that it is just the data of a chain of n fibrant objects in the localized Reedy model
structure.
In certain specific circumstances the localized Reedy contravariant model structu-
res satisfies even stronger conditions. For that we need following additional condition.
Definition 4.7.34. We say an inclusion of simplicial spaces f : A→ B satisfies the
right stability condition if for every right fibration p : R→ X, the adjunction
(sS/X)
Reef (sS/X)
Reef
p!p
∗
p∗p∗
is a Quillen adjunction. Similarly, we can define the left stability condition.
Remark 4.7.35. Recall that every map f that we consider is always acceptable. This
in particular implies that if f satisfies the right stability condition it also satisfies
the left stability condition, as every object is local with respect to f if and only if it
is local with respect to f op.
Having this new condition we can prove further results. However, before that we
to adjust the adjunction (∆Diag#,∆Diag
∗) (Proposition 4.4.21) to the relative case.
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Definition 4.7.36. There is an adjunction
sS/X ssS/X
∆DiagX#
∆Diag∗X
defined as
∆DiagX# (p : F (n)×∆[l]→ X) = ppi2 : ϕn × F (n)×∆[l]→ X
and
∆Diag∗X(Y → X)nl = HomsS/X (F (n)×∆[l],∆Diag∗X(Y )) =
HomssS/X (∆Diag
X
# (F (n)×∆[l]), Y ) = HomssS/X (ϕn×F (n)×∆[l], Y ) = Ynnl ×
Xnl
∆[0]
Remark 4.7.37. The right adjoint just takes an object Y → X to ∆Diag∗(Y ) →
∆Diag∗(X) = X, but the left adjoint differs from ∆Diag# as ∆Diag# does not
preserve the base. In the case the base it the point, however, they are the same.
Thus we can think of this adjunction is a generalization of Proposition 4.4.21.
Now we might wonder what would happen with the Quillen adjunction if we loca-
lize both sides with respect to a map f .
Theorem 4.7.38. Let f satisfy the right stability condition. The adjunction
(sS/X)
Reef (ssS/X)
ReeContraf
Diag∗X
DiagX#
is a Quillen adjunction between the localized Reedy model structure over X and the
localized Reedy contravariant model structure over X.
Proof. Clearly the left adjoint preserves cofibrations as they are just inclusions. We
will show that the left adjoint also preserves trivial cofibrations. Let g : C → D be
a trivial cofibration over X in the localized Reedy model structure. We will show
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that i∗ϕ(C)× i∗F (C)→ i∗ϕ(D)× i∗F (D) is a localized Reedy contravariant equivalence
over X. By Theorem 4.7.28, it suffices to show that for each map x : F (0)→ X, the
induced map
Xx/ ×
X
(i∗ϕ(C)× i∗F (C))→ (Xx/ ×
X
i∗ϕ(D)× i∗F (D))
is a diagonal localized Reedy equivalence. Recall that we embedded simplicial spaces
in bisimplicial spaces using the map i∗F (Notation 4.4.7). This means that X = i
∗
F (X)
and Xx/ = i
∗
F (Xx/), which implies that
Xx/ ×
X
(i∗ϕ(C)× i∗F (C)) = i∗F (X/x) ×
i∗F (X)
(i∗ϕ(C)× i∗F (C)) = i∗F (Xx/ ×
X
C)× i∗ϕ(C)
and similarly Xx/×X (i∗ϕ(D)× i∗F (D)) = i∗F (Xx/×X D)× i∗ϕ(D) So, we have to show
that
i∗F (Xx/ ×
X
C)× i∗ϕ(C)→ i∗F (Xx/ ×
X
D)× i∗ϕ(D)
is a diagonal localized Reedy equivalence. However, f is acceptable and so the
product of diagonal localized Reedy equivalences is again a diagonal localized Reedy
equivalence. Thus it suffices to show separately that the two maps
i∗F (Xx/ ×
X
C)→ i∗F (Xx/ ×
X
D)
i∗ϕ(C)→ i∗ϕ(D)
are diagonal localized Reedy equivalences. The second one follows by definition. For
the first one, we recall that f satisfies the left stability property and so the pullback
of the localized Reedy equivalences C → D along the left fibration Xx/ is still a
localized Reedy equivalence. Thus i∗F (Xx/ ×X C) → i∗F (Xx/ ×X D) is a diagonal
localized Reedy equivalence.
Remark 4.7.39. This adjunction does NOT necessarily hold, when we localize both
sides with respect to an acceptable map f that does not satisfy the right stability
condition. We shall see an example in Subsection 4.8.6.
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Theorem 4.7.38 gives us following corollary.
Corollary 4.7.40. Let f satisfy the right stability property and p : Y → X be a map
of simplicial spaces. If p is a f -localized Reedy right fibration, then p is a fibration
in the f -localized Reedy model structure (Definition 4.7.21).
Before we can move on we have one very important remark regarding the localizing
maps.
Remark 4.7.41. Everything we have done in this section still holds if we localize
with respect to a countable set of cofibrations, as long as every map in that set is
acceptable (and for the later results also satisfies the right stability property).
Remark 4.7.42. What we have done in this subsection is to give various tools which
help us understand fibrant objects and weak equivalences in the localized Reedy
contravariant model structure and using that understanding to study the model
structure. Having these tools we can now study important cases.
4.8 (Segal) Cartesian Fibrations
We spend all of the last section (Section 4.7) setting up the right tools to model
maps into localization of simplicial spaces. In this section we will use those tools to
analyze three specific examples: presheaves valued in Segal spaces, presheaves valued
in complete Segal spaces and presheaves valued in object fibrant in the diagonal
model structure.
4.8.1 Segal Cartesian Fibrations
In this subsection we will study fibrations which model presheaves valued in Se-
gal spaces, which we call Segal Cartesian fibrations. We will use the localization
techniques introduced in the past section to do so.
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Definition 4.8.1. Let k ≥ 2. We define the discrete bisimplicial space γk as
γk = ϕ1
∐
ϕ0
...
∐
ϕ0
ϕ1 = i
∗
ϕ(G(k))
where there are k summands of ϕ1. It is commonly called the ”spine” as there is a
natural inclusion fk : γk → ϕk.
Definition 4.8.2. We say a map Y → X over X is a Segal Cartesian fibration if it
is a Reedy right fibration and for k ≥ 2 the map of simplicial spaces
f ∗k : Map/X(ϕk, Y )→Map/X(γk, Y )
is an Kan equivalence of spaces for every map ϕk → X.
Segal Cartesian fibrations come with their own model structure.
Theorem 4.8.3. There is a unique model structure on bisimplicial spaces over X,
called the Segal Cartesian model structure and denoted by (ssS/X)
SegCart such that
1. It is a simplicial model category.
2. The fibrant objects are the Segal Cartesian fibrations over X.
3. Cofibrations are monomorphisms.
4. A map A→ B over X is a weak equivalence if
mapssS/X (B,W )→ mapssS/X (A,W )
is an equivalence for every Segal Cartesian fibration W → X.
5. A weak equivalence (Segal Cartesian fibration) between fibrant objects is a level-
wise equivalence (biReedy fibration).
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Proof. All of this directly follows from applying the theory of Bousfield localizations
to the Reedy contravariant model structure over X, where the localizing set is:
L = {γk → ϕk → X : k ≥ 2}
The maps G(k) → F (k) are acceptable and satisfy the right stability condition.
Indeed, the only non-trivial part for being acceptable is condition 5, which follows
from part (5) of Theorem 5.2.2. The right stability condition is stated in [Ras17b,
Remark 5.30]. Thus, we directly have the following corollaries about the Segal Car-
tesian model structure.
Corollary 4.8.4. The following are equivalent
1. The map R→ X of bisimplicial spaces is a Segal Cartesian fibration over X.
2. R→ X is a Reedy right fibration and the map of simplicial spaces
Rk → R1 ×
R0
... ×
R0
R1
is a trivial Reedy fibration.
3. R→ X is a Reedy right fibration and the simplicial space Rn• is a Segal space
for every n
4. R → X is a Reedy right fibration and the simplicial space R0• = (iϕ)∗(R) is a
Segal space.
5. R → X is a Reedy right fibration and for each vertex x : F (0) → X the fiber
(iϕ)∗(F (0)×X R) is a Segal space.
6. R → X is Reedy right fibration and for each point x : F (0) → X the fiber
F (0)×X R is fibrant in the diagonal Segal space model structure.
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Definition 4.8.5. We say a map of simplicial spaces S → X is a Segal Cartesian
fibration if there exists a Segal Cartesian fibration R→ X such that S = ∆Diag∗(R)
over X. Notice if such an R exists then it will be unique up to biReedy equivalence,
as Segal Cartesian fibrations are completely determined by their diagonals.
Lemma 4.8.6. Let the map of simplicial spaces p : S → X be a Segal Cartesian
fibration and g : Y → X be any map. Then the pullback of g∗p : g∗S → Y is a Segal
Cartesian fibration over Y . Indeed, if S = ∆Diag∗(R) then g∗S = ∆Diag∗(g∗R).
Corollary 4.8.7. Let the map of simplicial spaces p : S → X be a Segal Cartesian
fibration and K any simplicial space. Then pK : SK → XK is also a Segal Cartesian
fibration. Indeed, if S = ∆Diag∗(R), then SK = ∆Diag∗(R∆Diag∗(K)).
Corollary 4.8.8. A map g : Y → Z of bisimplicial spaces over X is a an equivalence
in the Segal Cartesian model structure if and only if for each map x : F (0)→ X, the
induced map
Xx/ ×
X
Y → Xx/ ×
X
Z
is an equivalence in the diagonal Segal space model structure. Here Xx/ is the left
fibrant replacement of the map x.
Corollary 4.8.9. Let g : X → Y be a map of simplicial spaces. Then the adjunction
(ssS/X)
SegCart (ssS/Y )
SegCart
g!
g∗
is a Quillen adjunction, which is a Quillen equivalence whenever g : X → Y is a
CSS equivalence.
Corollary 4.8.10. The adjunction
(sS/X)
Seg (ssSX)
SegCart
Diag∗X
DiagX#
is a Quillen adjunction between the Segal space model structure over X and the Segal
Cartesian model structure over X.
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Corollary 4.8.11. Every Segal Cartesian map is itself a fibration in the Segal space
model structure
Theorem 4.8.12. Let p : S → X be a Segal Cartesian fibration of simplicial spaces.
Then the adjunction
(sS/X)
Seg (sS/X)
Seg
p!p
∗
p∗p∗
is a Quillen adjunction. Here both sides have the Segal space model structure.
This theorem has the following very useful corollary.
Corollary 4.8.13. If p : S → X is a Segal Cartesian fibration and Y → X is a
Segal equivalence, then the induced map S ×X Y → S is a Segal equivalence.
4.8.2 Cartesian Fibrations and the Cartesian Model Structure
Having set up Segal Cartesian fibrations we can now move on to Cartesian fibrations,
which model presheaves valued in complete Segal spaces.
In [Rez01, Page 13] the simplicial space Z(3) is defined as follows
Z(3) = F (1)
∐
F (0)
F (1)
∐
F (0)
F (1)
Definition 4.8.14. We define the bisimplicial space ζ as
ζ = ϕ1
∐
ϕ1
∐
ϕ0
ϕ1
∐
ϕ0
ϕ1
ϕ3 = i
∗
ϕ(F (1)
∐
Z(3)
F (3)).
For the rest of the subsection we fix any map e : ϕ0 → ζ.
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Definition 4.8.15. We say a bisimplicial space Y → X over X is a Cartesian
fibration if it is a Segal Cartesian fibration and the map of spaces
e∗ : Map/X(ζ, Y )→Map/X(ϕ0, Y )
is an Kan equivalence of spaces for every map ζ → X.
Cartesian fibrations come with their own model structure.
Theorem 4.8.16. There is a unique model structure on bisimplicial spaces over X,
called the Cartesian model structure and denoted by (ssS/X)
Cart such that
1. It is a simplicial model category.
2. The fibrant objects are the Cartesian fibrations over X.
3. Cofibrations are monomorphisms.
4. A map A→ B over X is a weak equivalence if
mapssS/X (B,W )→ mapssS/X (A,W )
is an equivalence for every Cartesian fibration W → X.
5. A weak equivalence (Cartesian fibration) between fibrant objects is a level-wise
equivalence (biReedy fibration).
Proof. All of this directly follows from applying the theory of Bousfield localizations
to the Reedy contravariant model structure over X, where the localizing set is:
L = {γk → ϕk → X : k ≥ 2}
∐
{ϕ0 → ζ → X}
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Remark 4.8.17. This definition of a Cartesian fibration and its associated model
structure have been (independently) defined by de Brito, however only for the case
where the base is a Segal space [dB16, Proposition 3.4].
The map F (0) → Z(3) is acceptable and satisfies the right stability condition.
Indeed, the only non-trivial condition for being acceptable is condition 5, which
follows from part (5) of Theorem 5.2.4. The right stability condition is stated in
[Ras17b, Theorem 5.28]. Thus, we directly have the following corollaries about the
Cartesian model structure.
Corollary 4.8.18. The following are equivalent
1. The map R→ X of bisimplicial spaces is a Cartesian fibration over X.
2. R→ X is a Reedy right fibration and the maps of simplicial spaces
Rk → R1 ×
R0
... ×
R0
R1
R3 ×
R1 ×
R0
R1 ×
R0
R1
R1
are trivial Reedy fibrations.
3. R → X is a Reedy right fibration and the simplicial space Rn• is a complete
Segal space.
4. R → X is a Reedy right fibration and the simplicial space R0• = (iϕ)∗(R) is a
complete Segal space.
5. R → X is a Reedy right fibration and for each vertex x : F (0) → X the fiber
(iϕ)∗(F (0)×X R) is a complete Segal space.
6. R → X is Reedy right fibration and for each point x : F (0) → X the fiber
F (0)×X R is fibrant in the diagonal complete Segal space model structure.
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Definition 4.8.19. We say a map of simplicial spaces S → X is a Cartesian fibration
if there exists a Cartesian fibration R→ X such that S = ∆Diag∗(R) over X. Notice
if such an R exists then it will be unique up to biReedy equivalence, as Cartesian
fibrations are completely determined by their diagonals.
Lemma 4.8.20. Let the map of simplicial spaces p : S → X be a Cartesian fibration
and g : Y → X be any map. Then the pullback of g∗p : g∗S → Y is a Cartesian
fibration over Y . Indeed, if S = ∆Diag∗(R) then g∗S = ∆Diag∗(g∗R).
Corollary 4.8.21. Let the map of simplicial spaces p : S → X be a Cartesian
fibration and K any simplicial space. Then pK : SK → XK is also a Cartesian
fibration. Indeed, if S = ∆Diag∗(R), then SK = ∆Diag∗(R∆Diag∗(K)).
Corollary 4.8.22. A map g : Y → Z of bisimplicial spaces over X is a an equiva-
lence in the Cartesian model structure if and only if for each map x : F (0)→ X, the
induced map
Xx/ ×
X
Y → Xx/ ×
X
Z
is an equivalence in the diagonal complete Segal space model structure. Here Xx/ is
the left fibrant replacement of the map x.
Corollary 4.8.23. Let g : X → Y be a map of simplicial spaces. Then the ad-
junction
(ssS/X)
Cart (ssS/Y )
Cart
g!
g∗
is a Quillen adjunction, which is a Quillen equivalence whenever g : X → Y is a
CSS equivalence.
Corollary 4.8.24. The adjunction
(sS/X)
CSS (ssS/X)
Cart
Diag∗X
DiagX#
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is a Quillen adjunction between the complete Segal model structure over X and the
Cartesian model structure over X.
Corollary 4.8.25. Every Cartesian fibration is itself a fibration in the complete
Segal space model structure.
Theorem 4.8.26. Let p : S → X be a Cartesian fibration of simplicial spaces. Then
the adjunction
(sS/X)
CSS (sS/X)
CSS
p!p
∗
p∗p∗
is a Quillen adjunction. Here both sides have the complete Segal space model struc-
ture.
This theorem has the following very useful corollary.
Corollary 4.8.27. If p : S → X is a Cartesian fibration and Y → X is a complete
Segal space equivalence, then the induced map S×X Y → S is a complete Segal space
equivalence.
4.8.3 An Alternative Approach to Cartesian Fibrations over CSS
For the specific case of Cartesian fibrations over a CSS we can give an internal
criterion to determine whether a map of simplicial spaces is a Cartesian fibrations.
For that we first need to discuss p-Cartesian maps. This is the original approach to
define Cartesian fibrations. In particular, it was used by Lurie for quasicategories
[Lur09, Section 2.4] and Riehl and Verity for ∞-cosmoi [RV17, Section 4].
For this section let p : C → X be a fixed CSS fibration over a CSS X. Note this
implies that C is a CSS.
Definition 4.8.28. We say a morphism f : x → y in C is a p-Cartesian morphism
if the following is a homotopy pullback square in the Reedy model structure.
298
C/f C/y
X/p(f) X/p(y)
p
Example 4.8.29. We see right away that the identity map id : x → x is always
p-Cartesian.
Example 4.8.30. On the other side if f is p-Cartesian and p(f) is the identity map
then f is an equivalence in C. This follows from the fact that
C/f → C/y
is an equivalence if and only if f is an equivalence.
We have following fact about compositions of p-Cartesian morphisms.
Lemma 4.8.31. Let p : C → X be a CSS fibration and σ : F (2)→ C be a 2-simplex
such that the boundaries d0σ and d1σ are both p-Cartesian. Then, the composition
morphism d1σ is also p-Cartesian.
Proof. In order to simplify notation we denote the edges of σ as follows.
b
a c
gf
gf
We need to show that the following is a homotopy pullback square.
C/gf C/c
X/p(gf) X/p(c)
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But we have following commutative square,
C/σ C/gf
X/p(σ) X/p(gf)
'
'
which means it suffices to prove that the following is a homotopy pullback square.
C/σ C/c
X/p(σ) X/p(c)
We can factor this map as follows,
C/σ C/g C/c
X/p(σ) Xp(g) X/p(c)
p
where the right hand square is already a homotopy pullback as g is p-Cartesian and
thus it suffices to prove that the left hand square is a homotopy pullback square.
Now we can extend the square with following equivalences,
C/σ C/g C/b
X/p(σ) X/p(g) X/p(b)
'
'
which means in order to get the desired result we can show the whole rectangle is a
homotopy pullback. But this rectangle factors as,
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C/σ C/f C/b
X/p(σ) X/p(f) X/p(b)
'
p
'
where the horizontal maps on the left side are equivalences. Thus it suffices to prove
that the right hand square is a homotopy pullback square. However, this follows
right away from the fact that f is p-Cartesian and hence we are done.
Definition 4.8.32. We say an n-simplex σ : F (n) → C is p-Cartesian if for every
map f : F (1)→ F (n), the restriction map σf is p-Cartesian.
Definition 4.8.33. Let p : C → X be a CSS fibration. We define RFibX(C) to be
the subsimplicial space of C such that RFibX(C)n is the subspace of Cn generated
by all p-Cartesian n-simplices.
Remark 4.8.34. By Example 4.8.29, RFibX(C)0 = C0.
Lemma 4.8.35. RFibX(C) is a Segal space.
Proof. In order to show it is Reedy fibrant we have following diagram
∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i RFibX(C) C
F (n)×∆[l] X
The map C → X is a Reedy fibration, which means that a lift exists. However, the
vertices of this lift all land in RFibX(C), which means the map will factor through
RFibX(C) and give us the desired lift. Thus the map is a Reedy fibration. As the
base is Reedy fibrant this implies that RFibX(C) is also Reedy fibrant.
Now we prove that it is a Segal space. We have a diagram
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G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l] RFibX(C) C
F (n)×∆[l]
α
α˜
Again the lift to C exists as C is a Segal space. All the 1-simplices which are not in
the image of α are compositions of maps that lie in the image of α. But by Lemma
4.8.31 the composition of p-Cartesian morphisms is again p-Cartesian. That means
all 1-simplices in the image of α˜ are p-Cartesian. Thus the map will factor through
RFibX(C), which shows that RFibX(C) is a Segal space and hence we are done.
Lemma 4.8.36. If in the following diagram p is a CSS fibration, RFibX(C) is a
right fibration over X and q is a retract of p, then q is a CSS fibration and RFibA(D)
is a right fibration over A.
D C D
A X A
j
q
s
p q
i r
Proof. CSS fibrations are fibrations in the CSS model structure and so are closed
under retracts by definition, which means q is a CSS fibration. Thus we only have
to show that every map in A has a p-Cartesian lift. Let f : a → b be a map in A,
with given lift b˜ in D. Then i(f) : i(a) → i(b) is a map in X with given lift j(b˜)
By assumption RFib(C) is a right fibration and so there exists a p-Cartesian map
f˜ : a˜→ j(b˜) such that p(f˜) = f and f˜ is p-Cartesian.
Taking s we get a map s(f˜) : s(a˜) → sj(b˜) = b˜ which is a lift of f : a → b in A.
All that is left is to show that this lift is q-Cartesian. However, that follows directly
from the fact that the retract of pullback square is itself a pullback square.
We have following important and technical Lemma about RFibX(C).
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Lemma 4.8.37. The map RFibX(C)1 → X1 ×X0 RFibX(C)0 is a (−1)-truncated
map of spaces.
Proof. We will prove it by showing that the homotopy fiber is either empty or con-
tractible. In Lemma 4.8.35 we already showed the map is a Reedy fibration, which
in particular implies that RFibX(C)1 → X1 ×X0 RFibX(C)0 is a Kan fibration of
spaces and so the fiber is already the homotopy fiber.
If the fiber is empty then we are done. Thus we will show that if the fiber is not
empty then it is contractible. First we note that both sides are Kan fibrations over
RFibX(C)0 = C0. Thus we can pullback the triangle below
RFibX(C)1 X1 ×
X0
C0
C0
along any map y˜ : ∆[0]→ C0, to a map
RFibX(C)1 ×
C0
y˜ ∆[0]→ X1 ×
X0
y ∆[0]
Thus it suffices to prove that this Kan fibration has contractible fibers.
We fix a point in the codomain ∆[0]→ X1×yX0∆[0], which is a morphism f : x→ y.
If we assume that the fiber is non-empty then there exists a lift f˜ : x˜→ y˜ such that
p(f˜) = f and f˜ is p-Cartesian. Because f˜ is p-Cartesian the following square is a
homotopy pullback square of spaces.
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RFibX(C)2 ×
RFibX(C)1
f˜ ∆[0] (RFibX(C)1 ×
RFibX(C)0
y˜ ∆[0]
X2 ×
X1
f ∆[0] X1 ×
X0
y ∆[0]
p
Indeed, we get this pullback diagram of spaces if we restrict the pullback diagram
in Definition 4.8.28 to level 0 and use the fact that a homotopy pullback square in
the Reedy model structure is just a level-wise homotopy pullback square in the Kan
model structure. Moreover, the map ∆[0]→ X1×yX0 ∆[0] factors through X2×fX1 ∆[0]
as it is just the identity cone. Thus we can take the fiber of the map
RFibX(C)2 ×
RFibX(C)1
f˜ ∆[0]→ X2 ×
X1
f ∆[0]
along the point in X2 ×fX1 ∆[0], that is the degenerate 2-simplex of f in X2.
The vertex x˜ is initial in the diagram f˜ so, by [Ras17b, Corollary 5.21], we know
that in the diagram
RFibX(C)2 ×
RFibX(C)1
f˜ ∆[0] RFibX(C)1 ×
RFibX(C)0
x˜ ∆[0]
X2 ×
X1
f ∆[0] X1 ×
X0
x ∆[0]
'
'
the vertical arrows are Kan equivalences. By the homotopy invariance of homotopy
pullbacks it thus suffices to look at the fiber of the map
RFibX(C)1 ×
RFibX(C)0
x˜ ∆[0]→ X1 ×
X0
x ∆[0]
over the identity map idx : x → x. However, by Example 4.8.30, the p-Cartesian
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lifts of the identity are always equivalences. Thus the fiber is the space Equiv/x˜ =
Choequiv ×x˜C0 ∆[0].
But this space is always contractible as it is the pullback of the map t : Choequiv →
C0, which is a homotopy equivalence by the completeness condition. Hence we are
done.
This has following obvious corollary
Corollary 4.8.38. Let f be a map in X. Then every two p-Cartesian lifts of f are
equivalent.
The technical lemma gives us following valuable proposition.
Proposition 4.8.39. The following are equivalent:
1. The map RFibX(C)→ X is a right fibration.
2. For every morphism f : x → y in X and given lift y˜ in C there exists a
p-Cartesian morphism in C, f˜ : x˜→ y˜ such that p(f˜) = f .
Proof. In Lemma 4.8.35 we already showed the map is a Reedy fibration. By the same
Lemma 4.8.35, RFibX(C) is a Segal space. Also, X is a Segal space by assumption.
Thus RFibX(C)→ X is a right fibration if and only if the map
RFibX(C)→ X1 ×
X0
C0
is a trivial Kan fibration. By Lemma 4.8.37 we know the map is always (−1)-
truncated. Thus the map is a trivial Kan fibration if and only if it is surjective,
which is exactly the condition stated above.
This result gives us a nice second way to classify right fibrations over a CSS.
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Corollary 4.8.40. Let q : R → X be a CSS fibration over the CSS X. Then q is
a right fibration if and only if every arrow has a p-Cartesian lift and every lift is
p-Cartesian
Proof. If R→ X is a right fibration then for any map f in R the condition
R/f R/y
X/p(f) X/p(y)
p
is already satisfied. On other side, if every morphism has a lift then RFibX(R) is a
right fibration. However, if every lift is itself p-Cartesian then RFibX(R) = R and
so R is a right fibration over X.
We can almost prove our main theorem, but need two more lemmas.
Lemma 4.8.41. Let p : C → X be a CSS fibration. If R → C is a subsimplicial
space such that R→ X is a right fibration then the map R→ C will factor through
R → RFibX(C) → C. Moreover, if R0 = C0 then RFibX(C) → X is a right
fibration.
Proof. R → X is a right fibration and so every map is p-Cartesian. Thus it must
land in RFibX(C). Moreover, if R0 = C0, then for every map f : x → y in X and
object y˜ in C, the object will also be in R. This implies that it has a p-Cartesian
lift, f˜ in R, which is then also in RFibX(C). Thus RFib(C) is a right fibration and
we are done.
Lemma 4.8.42. Let p : C → X be a CSS fibration such that RFibX(C) is a right fi-
bration. Then the map CF (n) → XF (n) is also a CSS fibration and RFibXF (n)(CF (n))→
XF (n) is a right fibration.
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Proof. First note that it suffices to prove the statement above for n = 1. Indeed,
F (n) is a retract of F (1)n, which gives us following retract diagram
CF (n) CF (1)
n
CF (n)
XF (n) XF (1)
n
XF (n)
thus if we know that CF (1)
n → XF (1)n satisfies the conditions stated in the lemma
then so does CF (n) → XF (n). However, this follows from CF (1) → XF (1) satisfying
the two conditions of our lemma. So we will prove those.
First, it is clear that the map is a CSS fibration as the CSS model structure is
compatible with Cartesian closure. Thus all that is left is to show that for any map
σ : F (1) → XF (1) and initial condition f˜ : F (0) → CF (1) there is a Cartesian lift.
We can think of σ as a map σ : F (1)× F (1)→ X and depict this map as follows:
A X
B Y
g
a
f
b
and our given lift f˜ : F (1)→ C is a map
X˜
Y˜
f˜
Our goal is it to lift it to a Cartesian square. First we use the fact that a and b have
p-Cartesian lifts to build following diagram:
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A˜ X˜
B˜ Y˜
a˜
f˜ a˜
f˜
b˜
The last step is to find a map from A˜ to B˜. For that we use the fact that b˜ is
p-Cartesian, which gives us the trivial Reedy fibration
C/b˜ → C/Y˜ ×
X/Y
X/b
On the right hand side we have the element (f˜ a˜, g). As the map is a trivial Reedy
fibration this element has a lift g˜ ∈ C/b˜, which gives us the next diagram.
A˜ X˜
B˜ Y˜
g˜
a˜
f˜ a˜
f˜
b˜
We name this whole square σ˜ as it lifts σ. We have to show that σ˜ is Cartesian in
CF (1). In order to do that we have to show that the following diagram is a homotopy
pullback square in the Reedy model structure
C
F (1)
/σ˜ C
F (1)
/f˜
X
F (1)
/σ X
F (1)
/f
Concretely we have to show that if we have a diagram in X of the form
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V A X
W B Y
h
c
g
a
f
d b
then we can lift it to in a uniqe manner to a diagram in C.
First we use the fact that b˜ is p-Cartesian to lift the map d uniquely to a map d˜.
Similarly we use the fact that a˜ is p-Cartesian to lift the map c uniquely to a map c˜.
This gives us the diagram
V˜ A˜ X˜
W˜ B˜ Y˜
c˜
g˜c˜
g˜
a˜
f˜ a˜
f˜
d˜ b˜
Next we use the fact that b˜ is a p-Cartesian to lift the map h uniquely to a map h˜.
This gives us a complete lift
V˜ A˜ X˜
W˜ B˜ Y˜
h˜
c˜
g˜c˜
g˜
a˜
f˜ a˜
f˜
d˜ b˜
which shows that that σ˜ is p-Cartesian.
We are now in a position to prove our new classification of Cartesian fibrations
between CSS.
Theorem 4.8.43. A map p : C → X is a Cartesian fibration if and only if
RFibX(C)→ X is a right fibration.
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Proof. Let us assume C is a Cartesian fibration. Then there exists a bisimplicial
space p˜ : R → X that is a Cartesian fibration, and such that ∆Diag∗(R) = C. We
prove RFibX(C) is a right fibration by showing the conditions in Lemma 4.8.41 are
satisfied. First of all, the 0-level of the bisimplicial space, p˜0 : R0 → X, is a right
fibration over X. Moreover, for every n we have an inclusion map
R0n → Rnn = ∆Diag∗(R)n = Cn.
Finally, R00 = C0. Thus all the necessary conditions are satisfied and RFibX(C) is
a right fibration.
For the other way around, we use Lemma 4.8.42. Let C → X be a CSS fibration
such that RFibX(C)→ X is a right fibration. Then by the previous lemma, the map
RFibXF (n)(C
F (n)) → XF (n) is a right fibration as well. With this in mind we define
the bisimplicial space S as Sk = RFibXF (n)(C
F (k)). Then S comes with a natural
map Sk → XF (k). So we define the bisimplicial space R as
Rk = Sk ×
XF (k)
X.
We show that R is a Cartesian fibration over X. First, Rk → X is a right fibration
as it is the pullback of the right fibration RFibXF (n)(C
F (k)) → XF (k). Next recall
that
RFibXF (n)(C
F (n))0 = (C
F (n))0 = Cn.
Thus i∗ϕ(R)k = Ck×XkX0, which means that i∗ϕ(R) = C×XX0. But the map C → X
is a CSS fibration which means i∗ϕ(R) → X0 is a CSS fibration. But, X0 is a CSS,
which implies that i∗ϕ(R) is a CSS as well. This is one of the conditions for being a
Cartesian fibration in Corollary 4.8.18 and hence we are done.
We can use the internal characterization to prove this corollary.
Corollary 4.8.44. The composition of two Cartesian fibrations is a Cartesian fibra-
tion.
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Proof. Let X be a simplicial space. Moreover, let p : R→ X and q : S → R be two
Cartesian fibrations. We can find a CSS fibrant replacement for this chain to get the
following diagram
S Sˆ
R Rˆ
X Xˆ
q
'
qˆ
p
'
pˆ
'
where each vertical arrow is a CSS equivalence. By Corollary 4.8.23, pˆ and qˆ are also
Cartesian fibrations. Moreover, by the same Corollary, pq is a Cartesian fibration if
and only if pˆqˆ is one. Thus it suffices to prove the case when the base is a CSS.
Thus, henceforth we assume X is a CSS. Recall that this implies that R and S
are also CSS. So, we can now use Theorem 4.8.43 to show that pq is also a Cartesian
fibration. pq is a CSS fibration as we already know the composition of CSS fibrations
is a CSS fibration. Let f : x → y be a map in X and y˜ a chosen lift of y in S
(q(y˜) = y). Then, because p is a Cartesian fibration, there exists a p-Cartesian map
f ′ : x′ → q(y˜) in R. But q is also a Cartesian fibration, so there exists a q-Cartesian
map f˜ : x˜→ y˜ in S. This gives us following diagram
S/f˜ S/y˜
R/f ′ R/q(y˜)
X/f X/y
p
p
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where both squares are pullback squares as f ′ is p-Cartesian and f˜ is q-Cartesian.
Thus the whole rectangle is a pullback square. This implies that f˜ is pq-Cartesian
over X.
Given this result we also have locality condition.
Theorem 4.8.45. A CSS fibration p : C → X over a CSS X is a Cartesian fibration
if and only if for each map f : F (1) → X the map pf : C ×X F (1) → F (1) is a
Cartesian fibration and every pf -Cartesian map is p-Cartesian.
Proof. For one side clearly the pullback of every Cartesian fibration is a Cartesian
fibration. On the other side, let f : x→ y be a map in X X and yˆ be a choice of lift of
y. Pulling back along f : F (1)→ X we get a Cartesian fibration pf : C ×X F (1)→
F (1). Using the fact that the map is pf is Cartesian we get a pf -Cartesian map
fˆ : xˆ→ yˆ, which by assumption is p-Cartesian.
Example 4.8.46. Let p : X/x → X be a representable Reedy right fibration that
is also a Cartesian fibration. What are the p-Cartesian morphisms? In this case
RFibX(X/x) = X/x0 and so a p-Cartesian arrow is a map x → x1 that factors
through x → x0. Thus in particular every map f : x → x′ in X with given lift
g : x′ → x0, lifts to a morphism x→ x′ s0g−−−−→ x1.
4.8.4 Adjunctions
Let us use the the techniques developed in the previous subsection to study adjuncti-
ons of complete Segal spaces.
Definition 4.8.47. An adjunction is a map p : A → F (1) that is a Cartesian and
coCartesian fibration.
Remark 4.8.48. To get a more familiar picture, we denote the fiber of A over 0 as
C and the fiber over 1 as D. Then the fact that p is coCartesian gives us a map
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f : C → D and the fact that it is Cartesian gives us a map g : D → C. The
remaining data in A gives us the desired adjunction between f, g.
Notation 4.8.49. From now on we will denote a choice of coCartesian lift of a
point c in C as f : c → f(c). Similarly a Cartesian lift of d ∈ D will be denoted by
g(d)→ d. As always the choice of lift is not unique, but rather there is a contractible
space of choices.
Before we prove that this definition relates to more familiar forms of adjunction,
let us first clarify the remark above and get a better understanding of A.
Lemma 4.8.50. Let c be an object in C and d be an object in D. Then there is an
equivalence
mapA(c, d) ' mapD(f(c), d)
Proof. We have following zig-zag of equivalences:
mapA(c, d)
'←−−− mapA(c, f(c), d) ×
mapA(c,f(c))
∆[0]
'−−−→ mapA(f(c), d) = mapD(f(c), d)
where the first equivalence follows from the fact hat c→ f(c) is coCartesian.
Remark 4.8.51. Notice, the lemma above also has a contravariant version that gives
us an equivalence
mapA(c, d) ' mapC(c, g(d))
We can put this information together to get the following diagram.
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mapAF (1)(c→ fc, gd→ d)
mapA(c, f(c), d) ×
mapA(c,f(c))
∆[0] mapA(c, g(d), d) ×
mapA(g(d),d)
∆[0]
mapD(f(c), d) mapC(c, g(d))
' '
' '
This is gives us a zig-zag of equivalences between mapD(fc, d) and mapC(c, gd), which
is exactly what we expected from our notion of adjunction.
Remark 4.8.52. We can depict an object in mapAF (1)(c→ fc, gd→ d) as a square
c fc
gd d
f
g
where the horizontal arrows are f and g. The statement above is saying that any
of the three vertical and diagonal maps determines the other two by using the fact
that f : c→ fc is coCartesian and g : gd→ d is Cartesian.
Let us study some equivalent conditions for adjunctions.
Definition 4.8.53. Let A → F (1) be a Segal fibration. We define the mapping
Segal space as
M = F (0) ×
F (1)F (1)
AF (1)
M has a natural Segal fibrations to Cop ×D corresponding to the restriction map
AF (1) → A×A.
Theorem 4.8.54. The map M→ Cop ×D is a left fibration.
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Proof. We already know it is a Reedy fibration between Segal spaces. Thus it suffices
to show that
M1 M0
C
op
1 ×D1 Cop0 ×D0
s
p
s
is a homotopy pullback square. In order words, we want to show that
M1 → (Cop1 ×D1) ×
(Cop0 ×D0)
M0
is a trivial fibration. In order to prove that it suffices to show that each fiber is
contractible.
A point on the right hand side is a choice of a map f : c1 → c2 in C, a map
g : d1 → d2 in D and a map h : c2 → d1 in A. The fiber over such point is the
subspace of Map(F (1)× F (1),A) of the form.
c1 d1
c2 d2
f g
h
However, this space is contractible by the Segal condition.
Remark 4.8.55. If A → F (1) is a coCartesian fibration, then M models the functor
that takes a point (c, d) to mapD(fc, d), where f : C → D is the map classified by
the coCartesian fibration A→ F (1). Similarly, if A→ F (1) is a Cartesian fibration
then M models the functor with value mapC(c, gd), where g : D → C, is the map
modeled by A→ F (1).
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This remark suggests following theorem.
Theorem 4.8.56. Let A → F (1) be a coCartesian fibration. Then A → F (1) is a
Cartesian fibration if and only if for every d in D, the left fibration Md defined as
the pullback
Md M
Cop Cop ×D
p
is representable.
Proof. If A → F (1) is a Cartesian fibration, then Md has fiber mapC(c, gd) and
so is represented by the object gd. On the other hand let us assume each Md is
representable. Moreover, note that we have a map f : C → D corresponding to the
coCartesian fibration A → F (1). Recall Md models the left fibation which takes c
to mapD(fc, d). Fix an object d in D, we need to show it has a Cartesian lift.
AsMd is representable there exists an object c and a final morphism inMapD(fc, d).
However, the morphisms c → fc in A is coCartesian and so there is an equivalence
mapA(c, d) ' mapD(fc, d) This means there is a map g : c → d in A. Clearly this
is a lift of d. We will prove this lift is Cartesian. For that it suffices to prove that
for each object c′ ∈ C there is an equivalence between mapC(c′, c) and mapA(fc′.d).
However, this is true as Md is represented by c and so Reedy equivalent to (C)
op
c/.
The CSS Md can be described in a more simple language, which leads to following
theorem.
Theorem 4.8.57. Let f : C → D be a functor of CSS. Then f is a left adjoint if
and only if for each object d in D the CSS C/d defined by the pullback
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C/d D/d
C D
p
pid
f
has a final object.
Proof. It suffices to prove that C/d is equivalent to Md and the result follows. Md is a
left fibration over Cop, which means it is right fibration over C. But C/d is also a right
fibration over C and thus to show they are the same CSS it suffices to compare them
fiber wise. However, for a fixed object c, they both have the value mapD(fc, d).
Remark 4.8.58. The same argument also holds for left adjoints. Thus a map g : D→
C has a left adjoint if and only if the CSS Dc/ has an initial object.
Remark 4.8.59. This proof also show that a right adjoint is homotopically unique.
Concretely, if f is a left adjoint, then we can use the previous theorem to construct
a coCartesian and Cartesian fibration A→ F (1).
We can use this definition to recover classical results from category theory.
The definitions given up to here are specific to CSS. We will give definition that
holds for Segal spaces.
Definition 4.8.60. Let C and D be two Segal spaces. Fix a section sec : C1×C0C1 →
C2 of the trivial fibration ϕ2. f : C→ D and g : D→ C be maps of Segal spaces. A
unit map is a map of Segal spaces µ : C×F (1)→ C such that µ0 = idC and µ1 = gf
and it satisfies following condition. For each c in C and d in D the composition of
the following chain of maps is an equivalence of spaces.
mapD(fc, d)
g−→ mapC(gfc, gd) sec−→ mapC(c, gfc, gd)×map(c,gfc) ∆[0] d1−→ mapC(c, gd)
Definition 4.8.61. We say two maps f : C→ D g : D→ C are unit-adjoint, if there
is a unit map µ : C× F (1)→ C.
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Let us show for the specific case of CSS this definition using the unit map agrees
with the previous definitions. But first we need an interesting lemma.
Lemma 4.8.62. Let A → F (1) be a coCartesian fibration and M = F (0) ×F (1)F (1)
AF (1). Moreover, let McoCart be the sub category of M generated by coCartesian
morphisms in A. Then induced map McoCart →M→ Cop is an equivalence of CSS.
Proof. First notice McoCart → Cop is also a CSS fibration as it is still subcategory
generated by objects that are still surjective on C. Moreover, McoCart → Cop is a
coCartesian fibration as every map has a coCartesian lift. Thus it suffices to show
that each fiber is contractible to show that the map is an equivalence. But the fiber
of each point c is the space of coCartesian lifts of c and thus is contractible (by
Lemma 4.8.37)
Remark 4.8.63. Notice the same holds for MCart for a Cartesian fibration A→ F (1).
In that case the map MCart → D is an equivalence.
Theorem 4.8.64. Two maps of CSS f : C → D and g : D → C are adjoint if and
only if there are unit-adjoint.
Proof. Assume that f and g are adjoint. Thus there is a coCartesian and Cartesian
fibration A→ F (1). We have following diagram
McoCart ×DMCart AF (1) ×A AF (1) AF (2) AF (1)
C CF (1)
'
'
d1
The map from C to AF (1) takes each point c to the map c → gfc and thus factor
through CF (1). This gives us a map C → CF (1). The fact that it satisfies the unit
condition follows from the fact that c → fc is a coCartesian and gfc → fc is
Cartesian.
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On the other side, we have to show that if we have a unit map µ : C× F (1)→ C
that satisfies the stated condition, then g is a right-adjoint. The fact that f is a left
adjoint then follows from the uniqueness of the left adjoint. In order to show that g
is a right adjoint we have to show that the category Dc/ has a final object for any
object c in C. By the unit condition we have a map c → gfc which is an object in
Dc/. This induces a map of left fibrations Dfc/ → Dc/. We will show this map is an
equivalence. As both are left fibrations it suffices to do so fiber-wise. For each point
d the map of fibers is
mapD(fc, d)→ mapC(c, gd)
which is an equivalence by the unit-map condition. Thus Dc/ has a final object.
We can use adjunctions to study limits and colimits.
Theorem 4.8.65. Let I be a simplicial space and C be a CSS and let ∆I : C → CI
be the natural inclusion induced by the map I → F (0). Then ∆I has a left adjoint
if and only if each map f : I → C has a colimit and has a right adjoint if each map
f : I → C has a limit.
Proof. ∆I : C → CI has a right adjoint if and only if for each map h : I → C the
pullback C×CI (CI)/h has a final object. However, this is just the category of cones
over f , namely, C/h, which by definition means h has a limit. The case for colimits
follows similarly.
4.8.5 Path Fibrations
In this subsection we want to discuss a specific example of a Cartesian fibrations
when the base is a complete Segal space. For this subsection C is a fixed complete
Segal space.
We want to study the map t : CF (1) → C. As the base is a complete Segal space,
we will use the approach we developed in Subsection 4.8.3. In particular, we want
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to analyze RFibC(C
F (1)). For that we have to determine what kind of arrow in CF (1)
is even t-Cartesian. An arrow in CF (1) is itself a map σ : F (1)× F (1)→ C. In order
to simplify things, let us depict the σ as follows.
w z
x y
σ g
f
With those naming conventions, σ is t-Cartesian if the square
C
F (1)
/σ C
F (1)
/g
C/f C/y
p
is a homotopy pullback square. But this condition is just saying that σ is a pullback
square in the CSS C! Thus the existence of a Cartesian lift corresponds to the
existence of pullbacks. Thus, according to Theorem 4.8.43, we have just proven
following result.
Proposition 4.8.66. The map t : CF (1) → C is a Cartesian fibration if and only if
C has pullbacks.
Remark 4.8.67. It is interesting to notice what presheaf this Cartesian fibration is
modeling. Intuitively it gives us a functor which takes each point x to the over CSS
C/x and each map f : x → y to the pullback map f ∗ : C/y → C/x (here is exactly
where the existence of pullbacks is important on the functorial side).
The right fibration RFibC(C
F (1)) → C is very important and thus merits its own
definition.
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Definition 4.8.68. For each CSS C with pullbacks, we define the right fibration
OC = RFibC(C
F (1)).
So, let us assume C is a CSS with all finite limits. Knowing that t : CF (1) →
C is now a Cartesian fibration, we can actually find the bisimplicial spaces that
corresponded to this map. Following the construction in Theorem 4.8.43 we have to
find RFibCF (n)(C
F (n)×F (1)) over CF (n).
By our proposition RFibC(C
F (1))→ C is the sub-CSS of CF (1) which has the same
objects, but where all morphisms are pullback squares instead of just commutative
squares. The same applies for the higher analogues. A map in RFibCF (n)(C
F (n)×F (1))
is just a map F (n) × F (1) × F (1) → C such that for every map F (0) → F (n) the
restriction is a pullback square. This way we can build a bisimplicial space that is a
Cartesian fibration over C and corresponds to t : CF (1) → C
We want to use this fibration to study certain adjunctions. First we have following
fact.
Lemma 4.8.69. The map t : CF (1) → C is a coCartesian fibration.
Proof. We need to show that every map f : x → y in C and lift xˆ → x lifts to a
coCartesian square. However, the lift is just the degenerate square
xˆ xˆ
x y
Thus t is coCartesian fibration.
Recall that the pullback of every Cartesian and coCartesian fibration is always
Cartesian and coCartesian. Thus we get following corollary.
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Corollary 4.8.70. Let C have finite limits and f : x → y be a map in C. Then we
get an adjunction CF (1) ×C F (1).
Remark 4.8.71. This adjunction is modeling the more familiar adjunction
C/x C/y
f!
f∗
where f! is post composition and f
∗ is pullback by f .
Thus the left adjoint of f ∗ is f!. But the map can also have a right adjoint. This
is when the discussion of Cartesian closure comes in.
Definition 4.8.72. A CSS C is Cartesian closed if for each object x the composition
map
C
fi∗x−−−−→ C/x (fix)!−−−−−→ C
is a left adjoint. There fix : x→ ∗ is a map to the final object.
Using Theorem 4.8.57 we get following result.
Corollary 4.8.73. A CSS C is Cartesian closed if for every object x and y the CSS
with object x× z → y and maps idx × f : x× z1 → z × z2 over y has a final object.
This final object is often depicted as ev : x× yx → y.
We can generalize Cartesian closure to a relative case.
Definition 4.8.74. A CSS C is locally Cartesian closed if it has finite limits and for
each object x the over-category C/x is Cartesian closed.
There are other ways to determine local Cartesian closure.
Theorem 4.8.75. A CSS C is locally Cartesian closed if for each map f : x → y
the induced map f ∗ : C/y → C/x has a right adjoint.
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Proof. By definition C is locally Cartesian closed if and only if for each map f : x→ y
the map
C/y
f∗−−−→ C/x f!−−−→ C/y
has a right adjoint. But the right hand map has always a right adjoint and thus
the composition has a right adjoint if and only if the left hand map has a right
adjoint.
4.8.6 Right Fibrations of Bisimplicial Spaces
The same way we can localize simplicial spaces to the diagonal Kan model structure
on simplicial spaces, which is Quillen equivalent to the Kan model structure, we
can localize bisimplicial spaces to the diagonal Reedy model structure. Taking the
functorial approach gives us following definition.
Definition 4.8.76. We say a Reedy right fibration R→ X is a right fibration if for
every map ϕk → X the induced map
k∗ : Map/X(ϕk, R)→Map/X(ϕ0, R)
is Kan equivalence of spaces. Here k : ϕ0 → ϕk is the map that takes the point to
the final vertex in ϕk.
Remark 4.8.77. The definition above is equivalent to saying that there exist a sim-
plicial space S → X over X such that i∗F (S) is biReedy equivalent R. Thus we can
think of right fibrations of bisimplicial spaces as the essential image of right fibrations
under the map i∗F . For a more detailed analysis see Theorem 4.8.79.
As always this comes with a model structure.
Theorem 4.8.78. There is a unique model structure on bisimplicial spaces over X,
called the contravariant model structure and denoted by (ssS/X)
contra such that
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1. It is a simplicial model category.
2. The fibrant objects are the right fibration over X.
3. Cofibrations are monomorphisms.
4. A map A→ B over X is a weak equivalence if
mapssS/X (B,W )→ mapssS/X (A,W )
is an equivalence for every Segal Cartesian fibration W → X.
5. A weak equivalence (Segal Cartesian fibration) between fibrant objects is a level-
wise equivalence (biReedy fibration).
Proof. All of this directly follows from applying the theory of Bousfield localizations
to the Reedy contravariant model structure over X, where the localizing set is:
L = {ϕ0 → ϕk → X}
We have following important result about the contravariant model structure on
bisimplicial spaces.
Theorem 4.8.79. The following
(sS/X)
contra (sS/X)
contra
i∗F
(iF )∗
is a Quillen equivalence. Here both sides have the contravariant model structures.
Proof. The right adjoint preserves right fibrations and Reedy fibrations, so it is a
Quillen adjunction. Moreover, by definition of right fibrations of bisimplicial spaces,
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the map i∗F (iF )∗(R) → R is a biReedy equivalence for every right fibration R →
X. We just showed the derived counit map is a biReedy equivalence. Finally, for
a right fibration S → X of simplicial spaces, i∗F (S) → X is already fibrant in
the contravariant model structure on bisimplicial spaces. Thus, we only need to
take biReedy fibrant replacement, ˆi∗F (S) over X to find the derived unit map. But
(iF )∗ ˆi∗F (S) ' S, as a biReedy equivalence is a level-wise Reedy equivalence. So the
deriveed unit map is also an equivalence. Hence, we proved this adjunction is a
Quillen equivalence.
The maps k : F (0)→ F (k) are acceptable for all k and so we could repeat every-
thing we did for Segal Cartesian and Cartesian fibrations and their model structure.
However, in light of the previous theorem, we will not do so as the contravariant mo-
del structure on simplicial spaces has already been studied in great detail. Instead
we will focus on the following fact.
Lemma 4.8.80. The maps k : F (0) → F (k) do not satisfy the right stability pro-
perty.
Proof. There are plenty of examples. The map 0 : F (0)→ F (1) is a right fibration.
The map 1 : F (0)→ F (1) is a diagonal Kan equivalence. But, the pullback of these
two maps, namely the empty set, is not equivalent to F (0).
Remark 4.8.81. One direct implication of this lemma is the fact that the adjunction
(sS/X)
Diag (ssS/X)
Contra
∆DiagX#
∆Diag∗X
is not a Quillen adjunction. This shows that the right stability property that we
introduced in Section 4.7 is necessary to prove this result and cannot be removed.
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4.8.7 The Covariant Approach: (Segal) coCartesian Fibrations
In this section we completely focused on the contravariant case. However, all these
results also have a covariant analogue. Here we will only state the important results
and leave the details to the reader
First the covariant analogue to Segal Cartesian fibrations.
Definition 4.8.82. We say a map Y → X over X is a Segal coCartesian fibration
if it is a Reedy left fibration and for k ≥ 2 the map of simplicial spaces
f ∗k : Map/X(ϕk, Y )→Map/X(γk, Y )
is an Kan equivalence of spaces for every map ϕk → X.
As in the contravariant case Segal coCartesian fibrations have a model structure.
Theorem 4.8.83. There is a unique model structure on bisimplicial spaces over X,
called the Segal coCartesian model structure and denoted by (ssS/X)
SegcoCart such
that
1. It is a simplicial model category.
2. The fibrant objects are the Segal coCartesian fibrations over X.
3. Cofibrations are monomorphisms.
4. A map A→ B over X is a weak equivalence if
mapssS/X (B,W )→ mapssS/X (A,W )
is an equivalence for every Segal Cartesian fibration W → X.
5. A weak equivalence (Segal coCartesian fibration) between fibrant objects is a
level-wise equivalence (biReedy fibration).
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Next is the covariant case for Cartesian fibrations.
Definition 4.8.84. We say a map of bisimplicial spaces Y → X is a coCartesian
fibration if it is a Segal coCartesian fibration and the map of simplicial spaces
e∗ : Map/X(ζ, Y )→Map/X(ϕ0, Y )
is an Kan equivalence of spaces for every map ζ → X.
Again coCartesian fibrations come with their own model structure.
Theorem 4.8.85. There is a unique model structure on bisimplicial spaces over X,
called the coCartesian model structure and denoted by (ssS/X)
coCart such that
1. It is a simplicial model category.
2. The fibrant objects are the coCartesian fibrations over X.
3. Cofibrations are monomorphisms.
4. A map A→ B over X is a weak equivalence if
mapssS/X (B,W )→ mapssS/X (A,W )
is an equivalence for every Cartesian fibration W → X.
5. A weak equivalence (coCartesian fibration) between fibrant objects is a level-wise
equivalence (biReedy fibration).
We can adjust all proofs in Section 4.7 to show they hold for for (Segal) coCartesian
fibrations as well. We leave the details to the interested reader.
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4.8.8 A Peak into the Future: Representable (Segal) Cartesian
Fibrations
In Section 4.6 we discussed the notion of a representable Reedy left (and right)
fibration. Now that we have introduced (Segal) Cartesian fibrations we want to
consider representability for the special case of those fibrations.
Thus the key question is to understand when a representable Reedy right fibration
is a (Segal) Cartesian fibration. The study of this question will lead us to the study
of Segal objects and complete Segal objects. Here we will only give an overview of
some of the topic and refer to [Ras18a] for more details.
First an obviously corollary of Corollary 4.8.4
Corollary 4.8.86. A representable right fibration C/W → C is a Segal Cartesian
fibration if and only if for every object D the fiber F (0)×C C/W is a Segal space.
Remark 4.8.87. Recall that the simplicial space F (0)×C C/W is level-wise equivalent
to the space mapC(D,Wn). The fact that it is a Segal space tells us there is an
equivalence of spaces
mapC(D,Wn) ' mapC(D,W1) ×
mapC(D,W0)
... ×
mapC(D,W0)
mapC(D,W1)
This condition has to hold for every D.
The condition stated above suggests that the simplicial object W needs to satisfy
an internal version of the Segal condition, which leads to our next definition.
Definition 4.8.88. Let x• : ∆op → X be a simplicial object. We say x• is a Segal
object if the simplicial map
xn → x1 ×
x0
...×
x0
x1
is an equivalence inside the Segal space X.
Remark 4.8.89. Notice this definition is not very precise as we are not carefully using
limits in a CSS.
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Assuming we have a precise definition of limits and a notion of a Segal object we
then get following proposition.
Proposition 4.8.90. Let x• : ∆op → X be a Segal object. Then the corresponding
representable Reedy right fibration Xpifx is a Segal Cartesian Fibration
Proof. By Corollary 4.8.4 it suffices to show that for every object y in X the fiber
(Xpifx ×X F (0))•0 is a Segal space, as we already know it is a Reedy right fibration.
Clearly it is Reedy fibrant as Xpifx biReedy fibrant and fibrations are preserved under
pullbacks. Thus we have to show it satisfies the Segal condition. For that recall that
for every k we have a Reedy equivalence X/pifkxk
→ X/xk . Thus at level k the fiber
over the point y is Kan equivalent to the space map/X(y, xk). Using the property of
limits have an equivalence of spaces
map/X(y, x1 ×
x0
...×
x0
x1) ' map/X(y, x1) ×
map/X(y,x0)
... ×
map/X(y,x0)
map/X(y, x0).
Combining these two facts we see that it satisfies the Segal condition.
The discussion about Segal objects sugggests a similar approach for Cartesian
fibrations.
Definition 4.8.91. Let x• : ∆op → X be a simplicial object. We say x• is a complete
Segal object if it is a Segal object and the simplicial map
x→ x1 ×
x1×
x0
x1×
x0
x1
x3
is an equivalence inside the Segal space X.
Proposition 4.8.92. Let x• : ∆op → X be a complete Segal object. Then the
corresponding representable Reedy right fibration X/pifx is a Cartesian Fibration
The ideas outlined above suggest that we need to carefully study simplicial objects
inside a CSS C with the goal of imposing Segal conditions and completeness condi-
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tions internally. Those would then give us a model of a higher category internal to
C that come with their own notion of objects, morphisms, ... . Having developed
a proper theory of such complete Segal objects, we can then use them to correctly
define representable Segal Cartesian fibrations and Cartesian fibrations. This is the
main goal of [Ras18a], which completely focuses on complete Segal objects.
4.9 Some Facts about Model Categories
We primarily used the theory of model categories to tackle issues of higher category
theory. Here we will only state some technical lemmas we have used throughout this
note.
Lemma 4.9.1. Let p : S → T be a Kan fibration in S. Then p is a trivial Kan
fibration if and only if each fiber of p is contractible.
This lemma has following important corollary
Corollary 4.9.2. Let p : S → K and q : T → K be two Kan fibrations. A map
f : S → T over K is a Kan equivalence if and only if for each point k : ∆[0] → K
the fiber
S ×
K
k → T ×
K
k
is a Kan equivalence.
Theorem 4.9.3. [Rez01, Proposition 9.1] Let L be a set of cofibrations in sS with
the Reedy model structure. There exists a cofibrantly generated, simplicial model
category structure on sS with the following properties:
1. the cofibrations are exactly the monomorphisms.
2. the fibrant objects (called L-local objects) are exactly the Reedy fibrant W ∈ sS
such that
MapsS(B,W )→MapsS(A,W )
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is a weak equivalence of spaces.
3. the weak equivalences (called L-local weak equivalences) are exactly the maps
g : X → Y such that for every L-local object W , the induced map
MapsS(Y,W )→MapsS(X,W )
is a weak equivalence.
4. a Reedy weak equivalence (fibration) between two objects is an L-local weak
equivalence (fibration), and if both objects are L-local then the converse holds.
We call this model category the localization model structure.
Lemma 4.9.4. [JT06, Proposition 7.15] Let M and N be two model categories and
M NF
G
be an adjunction of model categories, then the following are equivalent:
1. (F,G) is a Quillen adjunction.
2. F takes cofibrations to cofibrations and G takes fibrations between fibrant objects
to fibrations.
This lemma has following useful corollary:
Corollary 4.9.5. Let X be a simplicial space and let (sS/X ,M) and (sS/X ,N ) be
two localizations of the Reedy model structure. Then an adjunction
(sS/X)
M (sS/X)N
F
G
is a Quillen adjunction if it satisfies following conditions:
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1. F takes cofibrations to cofibrations.
2. G takes fibrants to fibrants.
3. G takes Reedy fibrations to Reedy fibrations.
Lemma 4.9.6. [JT06, Proposition 7.22] Let
M NF
G
be a Quillen adjunction of model categories. Then the following are equivalent:
1. (F,G) is a Quillen equivalence.
2. F reflects weak equivalences between cofibrant objects and the derived counit
map FLG(n) → n is an equivalence for every fibrant-cofibrant object n ∈ N
(Here LG(n) is a cofibrant replacement of G(n) inside M).
3. G reflects weak equivalences between fibrant objects and the derived unit map
m → GRF (m) is an equivalence for every fibrant-cofibrant object m ∈ M
(Here RF (m) is a fibrant replacement of F (m) inside N ).
There is only one lemma that we will actually prove here and that will allow us
to compare relative and absolute model structures. Before we do so we will have to
review two different model structures: the induced model structures and the relative
localized model structure.
Definition 4.9.7. Let M be a model structure on sS. Let X be a simplicial space.
There is a simplicial model structure on sS/X , which we call the induced model
structure and denote by (sS/X)
M, and which satisfies following conditions:
F A map f : Y → Z over X is a (trivial) fibration if Y → Z is a (trivial) fibration
W A map f : Y → Z over X is an equivalence if Y → Z is an equivalence
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C A map f : Y → Z over X (trivial) cofibration if Y → Z is a (trivial) cofibration.
Remark 4.9.8. This model structure can be defined for any model category and not
just for model structures on sS, but for our work there was no need for further
generality.
Definition 4.9.9. LetM be a model structure on sS, which is the localization of the
Reedy model structure with respect to the cofibration A → B. Let X be simplicial
space. There is a simplicial model structure on (sS/X), which we call the relative
localized model structure and denote by (sS/X)
locM. It is the localization of the
induced Reedy model structre on sS/X with respect to all map A→ B → X.
Remark 4.9.10. Note that the two model structures constructed above are generally
not the same. However, there is a special case where they coincidence.
Lemma 4.9.11. Let M be a localization model structure on sS with respect to the
map A → B. Let W be a fibrant object in that model structure. The following
adjunction
(sS/W )
M (sS/W )locM
id
id
is a Quillen equivalence. In fact, the two model structures are isomorphic.
Proof. Clearly, both model structures have the same set of cofibrations. We will
show that they have the same set of weak equivalences and the rest will follow. Both
model structures are simplicial and so the weak equivalences are determined by the
set of fibrant objects. So, it suffices to show that they have the same set of fibrant
objects. Let Y → W be a map. We have following commutative square:
MapsS(B, Y ) MapsS(B,W )
MapsS(A, Y ) MapsS(A,W )
'
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The right-hand map is always a trivial Kan fibration (because W is fibrant). So, this
square is homotopy pullback square if and only if the left-hand map is a trivial Kan
fibration. But being homotopy pullback square by definition means being fibrant
in the relative localized model structure, whereas being trivial Kan fibration means
being a fibration in our model structure as a Reedy fibration between two fibrant
objects is a fibration.
4.10 Comparison with Quasi-Categories
As we already pointed out in Subsection 4.8.3, the notion of a Cartesian fibration
is already established in the literature. Lurie introduced Cartesian fibrations using
quasicategories [Lur09]. Moreover, it has been studied by Riehl and Verity using
∞-cosmoi and its corresponding homotopy 2-category [RV17].
The goal of this section is to show that the definition of Cartesian fibration in-
troduced here agrees with those previous definitions. We will do so by using the
framework of ∞-cosmoi introduced by Riehl and Verity. In [RV17], Riehl and Ve-
rity develop a theory of Cartesian fibrations that works for every ∞-cosmos, which
can be thought of as a model independent approach to higher category theory. In
particular, they prove following corollary
Corollary 4.10.1. [RV17, Corollary 4.1.15] Let p : E → B be an isofibration in
K. Then p is a cartesian fibration if and only if for every cofibrant object X ∈ K,
the isofibration map(X, p) : map(X,E) → map(X,B) is a cartesian fibration of
quasi-categories.
The goal of this section is to show that the definition of Cartesian fibration given
here agrees with this general definition given by Riehl and Verity. First, notice that
their framework works only when the base is a complete Segal space. However, this
should not be an issue. Using Theorem 4.7.29 we know that a map of simplicial
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spaces R→ X is a Cartesian fibration if and only if the CSS fibrant replacement of
the map Rˆ→ Xˆ is a Cartesian fibration. Thus if we can prove that the definitions of
Cartesian fibration agree over a CSS, then they agree in general, which means we can
use the framework of ∞-cosmoi to compare the definitions. Before that, however,
we show how ∞-cosmoi compare to complete Segal spaces.
According to [RV17, Example 2.2.5] the simplicial category of complete Segal
spaces forms an ∞-cosmos. Here we have to be careful. The enrichment is not the
one we have been using before. Rather, by the work of Joyal and Tierney, there is a
Quillen equivalence
sSetJoy sSCSS
i∗1
p∗1
between the Joyal model structure on simplicial sets and the CSS model structure
on simplicial spaces ([JT06, Theorem 4.11]). In particular the right adjoint i∗1 is a
functor that takes a simplicial space X•• and gives us the 0-th row X•0. As it is a
Quillen adjunction, if X is a CSS then i∗1(X) is a quasicategory. Thus for every two
CSS, X and Y, we get a quasicategory i∗1(Y
X). This is the simplicial enrichment that
makes the category of complete Segal spaces into a ∞-cosmos. Notice in particular
that a isofibration of complete Segal spaces is just a fibration in the complete Segal
space model structure. Also, in this particular ∞-cosmos every object is cofibrant
(this follows from the fact that every simplicial space is cofibrant in the complete
Segal space model structure). So we get an∞-cosmos CSS, in which the objects are
complete Segal spaces.
Translating the corollary above into this more concrete language we now have to
prove following result.
Corollary 4.10.2. ([RV17, Corollary 4.1.15] for complete Segal spaces) Let p : E →
B be an CSS fibration in CSS. Then p is a Cartesian fibration if and only if for
every object X ∈ CSS, the CSS fibration i∗1(pX) : i∗1(EX) → i∗1(BX) is a Cartesian
fibration of quasi-categories.
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In Corollary 4.8.21 we showed that if C → X is a Cartesian fibration and Y is any
simplicial space then the map CY → XY is also a Cartesian fibration. Thus all that
is left is to prove the following statement.
Theorem 4.10.3. Let X be a CSS and p : E → B be a CSS fibration. The following
two are equivalent
1. p : E → B is a Cartesian fibration in the sense of 4.8.19.
2. The map i∗1(p) : i
∗
1E → i∗1B is a Cartesian fibration of quasicategories in the
sense [Lur09, Definition 2.4.2.1].
Proof. The proof follows right away by using our alternative characterization of Car-
tesian fibrations between CSS (Theorem 4.8.43). E → B is a fibration in the com-
plete Segal space model structure if and only if i∗1E → i∗1B is a fibration in the Joyal
model structure. Moreover, the adjunction preserves over categories and homotopy
pullback squares. In other words, i∗1(E/x) ∼= i∗1(E)/x (recall that both E and i∗1(E)
have the same set of objects). Thus a map f in E is p-Cartesian if and only if f
in i∗1(E) is i
∗
1(p)-Cartesian. This implies that B has p-Cartesian lifts if and only if
i∗1(B) has i
∗
1(p)-Cartesian lifts and hence we are done.
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CHAPTER 5
COMPLETE SEGAL OBJECTS
5.1 Introduction
5.1.1 Motivation
One way to expand the tools of category theory is by introducing category objects.
In a given category C which has the necessary limits, we define a category object as
two objects O (the object of objects) and M (the object of morphisms) with maps
(s, t) : M → O × O, id : O → M and m : M ×OM → M that satisfy the necessary
relations. Using this approach, we can define Lie groups as a certain category object
in the category of manifolds, or commutative Hopf algebroids as a category object
in commutative rings.
The goal here is to develop a similar theory in the realm of (∞, 1)-categories.
Concretely, we generalize the concept of a complete Segal space that is one model of
an (∞, 1)-category to internal higher category object, which we call a complete Segal
object.
Notice this generalization is different from the one that can be found in [Lur09].
While both are a generalization of a complete Segal space, the work of Lurie focuses
on generalizing it in a way that gives us a definition of an (∞, 2)-category, whereas
here the goal is to define internal (∞, 1)-categories. In particular, a complete Segal
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space object in CSS is a model for an (∞, 2)-category, whereas a complete Segal
object in CSS is what we would call a “double higher category”. See Section 5.6 for
more details.
5.1.2 Outline
In the first section we review some notation for simplicial spaces and some basics of
complete Segal spaces.
In the second section we define Segal objects and complete Segal objects and
develop the basic category theory. In particular, we discuss objects, morphisms,
composition and equivalences in Segal objects.
In the third section we review the concept of representable Cartesian fibrations,
which play the role of presheaves that are represented by complete Segal objects.
In particular, we show there is a Yoneda lemma for complete Segal objects. The
material in this section relies on [Ras17b] and [Ras17a].
In the fourth section we use representable Cartesian fibrations to define adjunctions
and limits for complete Segal objects. In particular, we also prove the “Fundamental
Theorem of Complete Segal Objects”.
In the fifth section we give some examples of complete Segal objects in various
higher categories. In particular, talk about complete Segal objects in classical cate-
gories, spaces, right fibrations and stable higher categories.
In the last section we use the definition of complete Segal objects to define univalent
maps in a non-presentable Cartesian closed higher category, generalizing results in
[GK17].
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5.1.3 Background
The first two sections only need a basic understanding of complete Segal spaces. For
the remainder we need the language of representable Cartesian fibrations which is
discussed at length in [Ras17a]. However, the main results we need are reviewed in
Subsection 6.3.1 and Subsection 5.4.2. Thus as long as the reader is willing to accept
the necessary results from [Ras17a] the material here is self-contained.
5.2 Basics & Conventions on CSS
In this section we review some of the notation and definitions we use. Throughout
this note we use the theory of complete Segal spaces. The basic reference to the
theory of complete Segal spaces is the original paper by Charles Rezk [Rez01]. For
a discussion on adjunctions and colimits see [Ras18b]. Here we will only cover the
basic notations.
Let S denote the category of simplicial sets, which we henceforth call spaces.
Moreover, sS is the category of bisimplicial sets, which we call simplicial spaces.
We define F (m) and ∆[m] as
F (m)nl = Hom∆([n], [m]),
∆[m]nl = Hom∆([l], [m]).
The category sS is generated by F (n)×∆[l].
We can localize the Reedy model structure on simplicial spaces to get a model for
(∞, 1)-categories, called complete Segal spaces (CSS). This happens in two steps.
Definition 5.2.1. [Rez01, Page 11] A Reedy fibrant simplicial space X is called
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Segal space if the map
Xn
'−−−→ X1 ×X0 ...×X0 X1
is an equivalence for n ≥ 2.
Theorem 5.2.2. [Rez01, Theorem 7.1] There is a simplicial closed model category
structure on the category sS of simplicial spaces, called the Segal space model category
structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the Segal spaces.
3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
Segal space model category structure, and if both objects are themselves Segal
spaces then the converse holds.
5. The model category structure is compatible with the Cartesian closed structure
A Segal space already has many characteristics of a category, such as objects and
morphisms [Rez01, Section 5]. However, it is still not an actual higher category. For
that we need complete Segal spaces.
Definition 5.2.3. A Segal space W is called a complete Segal space if it satisfies
one of the following equivalent conditions
1. The map
Map(E(1),W )
'−−−→Map(F (0),W ) = W0
is a trivial Kan fibration. Here E(1) is the free invertible arrow.
2. The following is a homotopy pullback square of spaces.
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W0 W3
W1 W
s
1 ×sW0 W t1 ×tW0 W1
Theorem 5.2.4. ([Rez01] Theorem 7.2) There is a simplicial closed model category
structure on the category sS of simplicial spaces, called the complete Segal space model
category structure, with the following properties.
1. The cofibrations are precisely the monomorphisms.
2. The fibrant objects are precisely the complete Segal spaces.
3. The weak equivalences are precisely the maps f such that MapsS(f,W ) is a
weak equivalence of spaces for every complete Segal space W .
4. A Reedy weak equivalence between any two objects is a weak equivalence in the
complete Segal space model category structure, and if both objects are themselves
Segal spaces then the converse holds.
5. The model category structure is compatible with the Cartesian closed structure
A complete Segal space is a model for higher category and as such comes with its
own category theory [Rez01, Section 5, 6].
5.3 Complete Segal Objects
In order to be able to define complete Segal objects, we will proceed in three steps.
First define simplicial objects, then we specialize to Segal objects and finally we
define complete Segal objects.
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Remark 5.3.1. Everything we do henceforth happens internal to a given CSS. For
consistency, we will denote it by C and call it the ambient category. We will always
assume that C has all finite limits. For certain constructions we also need C to be
locally Cartesian closed, which we will point out.
5.3.1 Simplicial Objects
In this subsection we will focus on the definition of simplicial objects in C.
Notation 5.3.2. We define the complete Segal space of simplices as the nerve N (∆)
of the category of simplices ∆. For simplicity, we will often denote this complete Segal
space with ∆ as well.
Remark 5.3.3. Concretely, ∆ is a discrete simplicial space such that ∆n = Fun([n],∆).
In particular, ∆0 = N.
Definition 5.3.4. We define the complete Segal space of simplicial objects of C by
sC = C(∆
op)
Remark 5.3.5. Given the explanation above, we can once again depict a simplicial
object in X : ∆op → C as a diagram of the form
X0 X1 X2 · · ·
d1
d0
d1
d0
.
Definition 5.3.6. A map of simplicial objects F (1)×∆op → C is an equivalence of
simplicial objects, if for any n ∈ N, the restriction map F (1) → C is an equivalence
in C. In other words, the equivalences are just level-wise equivalences of simplicial
objects.
Notation 5.3.7. There are 3 important maps in the category ∆ that we will need
later on and thus deserve their own names.
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1. There is a map d1 : [0] → [1] taking the unique point to 0 ∈ [1]. This induces
a simplicial map
d1 : X1 → X0
We will call this map the “source map” and denote it by s.
2. Similarly, the map d0 : [0]→ [1], taking the point to 1 ∈ [1], gives us a map
d0 : X1 → X0
which we refer to as the “target map” and denote by t.
3. There is a unique map s0 : [1]→ [0], which gives a map:
s0 : X0 → X1
5.3.2 Segal Objects
In this subsection we specialize our simplicial objects so that it has some categorical
properties. Namely, we impose the Segal condition. Using the Segal condition we
can develop many interesting categorical notions internal to C.
In order to be able to define Segal objects we first need some preliminary definiti-
ons.
Definition 5.3.8. Let g(n) be the category with objects maps f : [1] → [n] such
that f(1) − f(0) ≤ 1, excluding the two constant maps with value 0 and n. Every
such map is completely determined by its images. Thus, we can characterize a map
as a string of two integers ij such that 0 ≤ i, j,≤ n and j − i ≤ 1. In order to
simplify notation, we will depict the constant map with target i with in one letter i,
rather than ii. Thus the category g(n) has 2n − 1 objects that can be summarized
as the set
{01, 1, 12, 2, ..., n− 1, n− 1n}
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For each object ij in g(n) there is exactly one non-trivial morphism 0∗ : ij → i (if
i > 0) and exactly one non-trivial morphism 1∗ : ij → j (if j < n). In particular,
there are no two composable non-trivial morphisms.
Definition 5.3.9. We define the cone of g(n), cg(n), as the category which has
objects of g(n), plus one additional object, which we denote by 01...n. Moreover,
there is one unique map from 01...n to each object in g(n), which, depending on the
target, we denote by aij or ai. Note the category cg(n) does have composable arrows
and so we have 0∗aij = ai and 1∗aij = aj.
Remark 5.3.10. We can depict the category as the following diagram
01...n
01 12 ... n− 1n
1 ... n− 1
Remark 5.3.11. Let X be a simplicial object in C. There is a map of CSS Ng(n)→ C
defined as follows: Each object of the form i is mapped to X0. Each object of the
form ij is mapped to X1. Each map of the form 0
∗ is mapped to s : X1 → X0
and each map of the form 1∗ is mapped to t : X1 → X0. We will name this map
fX(n) : Ng(n)→ C.
The map fX(n) can be extended to a map f˜X(n) : Ncg(n) → C as follows. We
map the object 01...n to the object Xn and each map aij is mapped to the map
α∗i : Xn → X1. The functoriality then uniquely determines the target of ai.
Remark 5.3.12. Using the depiction of the category above, we can depict this diagram
in C as the following.
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Xn
X1 X1 ... X1
X0 ... X0
α∗0
α∗1
α∗n−1
t
s s
Definition 5.3.13. A simplicial object X is a Segal object if for every n ≥ 2 the
cone f˜X(n) is a limit cone for the map fX(n). Informally, we can say the map
(α∗0, ..., α
∗
n−1) : Xn
'−→ X1 ×
X0
X1 ×
X0
... ×
X0
X1
is homotopy equivalence in C.
Segal objects have their own higher category.
Definition 5.3.14. We define Seg(C) as the sub full subcategory of the category
C∆op generated by Segal objects.
Similar to the case of Segal spaces, Segal objects have their own internal category
theory that we will discuss in the next subsection.
5.3.3 Category Theory of Segal Objects
Segal objects have their internal homotopy theory. The key difference is that Segal
spaces are Segal object in the complete Segal space of spaces which is homotopically
generated by the final object (i.e. there is a well-defined notion of membership). This
is not true for an arbitrary complete Segal space and so it is not enough to check
conditions only for points, which complicates the definitions to some extent.
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Notation 5.3.15. For this subsection T : ∆op → C is a fixed Segal object in C.
Definition 5.3.16. We define the objects of T as objects of the over-CSS
Ob(T ) = Ob(C/T0)
i.e. the set of maps into T0. Thus objects of T are the set
Ob(T ) = {x ∈ C1 : t(x) = T0}.
We say an object x : D → T0 in T has context D if the domain of x is D.
Remark 5.3.17. Notice that every object has an underlying context. The context
plays an important role when we later define morphisms and composition. We say
an object has no context if the domain is the final object x : ∗ → T0.
Definition 5.3.18. A morphism in T with context D is a map f : D → T1
Definition 5.3.19. Let f : D → T1 be a morphism in T . Then we define the source
of f as sf : D → T0 and the target of f as tf : D → T0. Notice that the source and
target of f has the same context.
T1 gives us a global way to access morphisms, however, we also want to be able to
discuss morphisms between two objects.
Definition 5.3.20. Let C be a locally Cartesian closed CSS. Moreover, let D be a
fixed object. Then the map of CSS
D ×− : C→ C/D
has a right adjoint, which we denote by∏
D
: C/D → C
and call it the object of sections.
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Remark 5.3.21. For the remainder of this subsection let C be locally Cartesian closed.
Definition 5.3.22. Let x, y : D → T0 be two objects with context D. We define the
mapping object mapT (x, y) as
mapT (x, y) =
∏
D
(x, y)∗T1.
We can depict the situation in the following diagram
mapT (x, y) (x, y)
∗T1 T1
∗ D T0 × T0
∏
D
(s,t)
(x,y)
Remark 5.3.23. How does this object recover maps with source x : D → T0 and
target y : D → T0? We have following equivalences in C
mapC(∗,mapT (x, y)) ' map/D(D, (x, y)∗T1) ' map/T0×T0(D,T1)
Thus a map ∗ → mapT (x, y) is exactly the data of a commuting diagram
D T1
T0 × T0
(x,y)
(x,y)
This is exactly the data of a morphism in T which has source x and target y.
More generally a map z → mapT (x, y) over T0 × T0 can be characterized as
z ×D T1
T0 × T0
(x,y)pi2 (s,t)
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In particular, the definition comes with an evaluation map
ev : D ×mapT (x, y)→ T1
over T0 × T0.
Remark 5.3.24. Notice if x, y have no context then the map
∏
∗ is just the identity
map and so mapT (x, y) = (x, y)
∗T1. In particular, in this case we can define a
mapping object just with limits.
Notation 5.3.25. As is customary in category theory, we denote a morphism f with
source x and target y as f : x→ y.
Now that we have a notion of morphisms, we need a notion of composition in a Se-
gal objects. For that we need to define the object of compositions. Let (x0, x1, ..., xn) :
D → T0 × ... × T0 = (T0)n+1 be objects with context D. We define the object of
composition as
mapT (x0, x1, ..., xn) =
∏
D
(x0, x1, ..., xn)
∗Tn.
We can depict the situation in the following diagram
mapT (x0, x1, ..., xn) (x0, x1, ..., xn)
∗Tn Tn
∗ D (T0)n+1
∏
D
(x0,x1,...,xn)
The maps above preserve limit cones. This means the limiting cone f˜T (n) as defined
in Remark 5.3.11 can be first pulled back to a limiting cone
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(x0, x1, ..., xn)
∗Tn
(x0, x1)
∗T1 (x1, x2)∗T1 ... (xn−1, xn)∗T1
D ... D
which tells us that we have following pullback diagram.
(x0, x1, ..., xn)
∗Tn
'−−−→ (x0, x1)∗X1 ×
D
...×
D
(xn−1, xn)∗X1
Applying the map
∏
D to this limiting cone we get
mapT (x0, x1, ..., xn)
mapT (x0, x1) mapT (x1, x2) ... mapT (xn−1, xn)
∗ ... ∗
we will depict this limiting cone with the product map
(α0, ..., αn) : mapT (x0, x1, ..., xn)
'−−−→ mapT (x0, x1)× ...×mapT (xn−1, xn).
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Definition 5.3.26. Let x, y, z be three objects with context D. We have the follo-
wing equivalence:
(α0, α1) : mapT (x, y, z)
'−−−→ mapT (x, y)×mapT (y, z).
With this in hand we can define the composition of maps. Let (α0, α1)
−1 be a choice
of inverse for the equivalence above. Let f ∈ mapT (x, y) and g ∈ mapT (y, z). We
define the composition as follows.
∗ (f,g)−−→ mapT (x, y)×mapT (y, z) (α0,α1)
−1
−−−−−→ mapT (x, y, z) d1−−−→ mapT (x, z)
We call this composition map
g ◦ f : ∗ → mapT (x, z).
Remark 5.3.27. Note that the map is defined only up to a choice of inverse, but the
space of inverses is contractible and so any two choices are equivalent.
Remark 5.3.28. There is another way of understanding the composition. Let Sq((α0, α1), d1)
be the subspace of C2 ×C1 C2 generated by squares of the form
mapT (x, y)×mapT (y, z)
∗ mapT (x, y, z)
mapT (x, z)
(α0,α1)
'
d1
The map Sq((α0, α1), d1) → mapC(∗,mapT (x, y)) ×mapC(∗,mapT (y, z)) is a trivial
fibration. Thus we get following diagram
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Sq((α0, α1), d1) mapC(∗,mapC(x, z)
mapC(∗,mapT (x, y))×mapC(∗,mapT (y, z))
'
A composition of a map (f, g) ∈ mapC(∗,mapT (x, y)) × mapC(∗,mapT (y, z)) is a
choice of lift to Sq((α0, α1), d1) and the projection to mapC(∗,mapC(x, z)).
This way of defining a composition is exactly in line with the definition of a com-
position in Segal spaces [Rez01, 5.3].
Definition 5.3.29. For every object x : D → T0, there is a morphism s0x : D → T1,
which we denote by idx. Using the simplicial identities we know that idx : x→ x.
Definition 5.3.30. Let f, g : D → T1 be two morphisms with context D. We say f
is homotopic to g if the corresponding points in the mapping space mapC(D,T1) are
homotopic.
Composition behaves as one might expect.
Proposition 5.3.31. Let x, y, z, w : D → T1 be four objects with context D. For
three maps f ∈ mapT (x, y), g ∈ mapT (y, z) and h ∈ mapT (y, w) we have (h◦g)◦f ∼
h ◦ (g ◦ f) and f ◦ idx ∼ idy ◦ f ∼ f .
Proof. As we defined composition in Segal objects the same way it is defined in a
Segal spaces (Remark 5.3.28) the exact same proof generalizes to this setting. For a
proof of those same properties in a Segal space see [Rez01, Proposition 5.4].
Note that maps of Segal objects have the correct functoriality properties.
Proposition 5.3.32. Let F : W → V be a map of Segal objects. For any two objects
x0, x1, ..., xn : D → W we get a map
F (x0, x1, ..., xn) : mapW (x0, x1, ..., xn)→ mapV (Fx0, FX1, ..., Fxn)
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Moreover, for any two maps f : x → y and g : y → z there is an equivalence
F (g) ◦ F (f) ∼ F (g ◦ f).
Proof. The existence of the map F (x0, x1, ..., xn) follows from following commutative
diagram
C/Wn0 C/D C
C/V n0 C/D C
(x0,...,xn)∗
(Fn0 )!
∏
D
(Fx0,...,Fxn)∗
∏
D
Using this map in the particular case of F (x0, x1, x2) implies that the F preserves
composition.
5.3.4 Homotopy Equivalences in Segal Objects
The goal in this subsection is to carefully study weak equivalences inside a Segal
object. Thus for this section let T be a fixed Segal object.
Definition 5.3.33. A map f : x→ y is a homotopy equivalence if there exists maps
g, h : y → x such that fg ∼ idx and hf ∼ idy.
Remark 5.3.34. As is customary in higher category theory, composition is not just a
fact but actual data. In particular, the definition above implies that there are maps
ι1, ι2 : D → T2, that can be summarized in following diagrams.
x
y y
fg
idy
ι1
y
x x
hf
idx
ι2
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Now that we have a definition of a homotopy equivalence, we want to define an
object that classifies all homotopy equivalences. In [Rez01] the space of all homo-
topy equivalences is simply defined as the subspace of T1, consisting of all homotopy
equivalences. Unfortunately we cannot make such a definition as we have no notion
of subobjects. However, there is an equivalent space that can be defined using a pul-
lback, namely the space Thoeqchoice [Ras18b, Theorem 2.44]. Thus we will generalize
this space to the setting of Segal objects.
In order to do that we will give a second equivalent definition that will motivate
further constructions. First we first need some definitions.
Definition 5.3.35. Let z(3) : NgT (3) → C be defined as follows. For objects we
have z(3)(01) = z(3)(12) = z(3)(23) = T1 and z(3)(1) = z(3)(2) = T0. Moreover,
morphisms which have source 1 map to s : T1 → T0 and morphisms which have
source 2 map to t : T1 → T0. We define ZT (3) to be the limit cone of this diagram.
We can depict this as following diagram.
ZT (3)
T1 T1 T1
T0 T0
s
s
t
t
This constructions comes with two important simplicial maps:
(d1d3, d0d3, d1d0) : T3 → ZT (3)
(s0d0, idT1 , s0d1) : T1 → ZT (3)
Having these two maps we can give a second characterization of homtopy equivalences
in T .
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Lemma 5.3.36. A map f : D → T1 is a homotopy equivalence in T if and only if
there exists a 2-cell σ that lifts the diagram below. We call the lift d1σ = f˜ : D → T3
T3
D T1 Z
T (3)
(d1d3,d0d3,d1d0)
f˜
f (s0d0,idT1 ,s0d1)
Proof. If there is a map f˜ : D → T3 that lifts f , then d1d3f˜ : D → T1 and d0d0f˜ :
D → T1 give us the two inverses. For the other side, we first need following fact.
The map T3 → ZT (3) factors through the map (d3, d0) : T3 → T2×T1 T2, which is an
equivalence by the Segal condition.
By the definition of limits, we have an equivalence D → T2 ×T1 T2 over ZT (3)
which is determined by following three maps:
D T2
T1 ×
T0
T1
(f,s0d0f)
ι1
(d1,d0)
D T1
T1
f
f
idT1
D T2
T1 ×
T0
T1
(s0d1f,f)
ι2
(d2,d1)
that agree with each other appropriately. However, this is exactly the two composi-
tion ι1, ι2 : D → T2.
Having a second criterion for equivalences, we can finally give the main definition.
Definition 5.3.37. We define the object of equivalences as the following pullback
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Thoequiv T3
T1 Z
T (3)
e
U
p
(d1d3,d0d3,d1d0)
(s0d0,id,s0d1)
We have the following facts about homotopy equivalences in Segal objects:
Lemma 5.3.38. A map f : D → T1, is a homotopy equivalence if and only if there
exists a 2-cell σ of the form.
Thoequiv
D T1
U
witeq(f)
f
σ
We denote the map d1σ : D → Thoequiv as witeq(f), as it is a witness for the fact
that f is an equivalence.
Proof. If f is a homotopy equivalence then there is a f˜ : D → T3 making the
diagram in Lemma 5.3.36 commute, so by the universality of pullbacks we get a two
cell σ that lifts the desired diagram. On the other hand if f factors then the map
e ◦ witeq(f) is exactly the lift which makes f into a homotopy equivalence, by the
previous lemma.
These results give us two interesting homotopy equivalences in T .
Lemma 5.3.39. The map s0 : T0 → T1 is a homotopy equivalence with context T0.
Proof. Just to illuminate how the two approaches compare, we give two proofs.
First, notice that s0 : T0 → T1 is the identity map for the object id : T0 → T0
(with context T0). By Proposition 5.3.31 we have s0 ◦ s0 ∼ s0 (where s0 ◦ s0 is the
composition inside T ) and so s0 is a homotopy equivalence by Definition 5.3.33.
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Second, notice that the unique map T0 → T3 makes the diagram in Lemma 5.3.36
commute and so s0 is a homotopy equivalence.
Corollary 5.3.40. The map i : Thoequiv → T1, is a homotopy equivalence in T .
Notice we defined Thoequiv as a pullback which means following lemma holds.
Lemma 5.3.41. Let Th → T1 satisfy the property that any morphism D → T1 is an
equivalence if and only if it lifts to Th. Then Th is equivalent to Thoequiv.
There is also the following helpful lemma to determine whether a map is an equi-
valence.
Lemma 5.3.42. The morphism f : D → T1 is homotopy equivalence in T if and
only if every precomposition fg : E → T1 is a homotopy equivalence in T .
Proof. If any precomposition is a equivalence then so in particular is fidD = f . If f
is a homotopy equivalence then f factors with codomain Thoequiv and so does every
precomposition.
Up until now we have defined an equivalence in terms of certain liftings. One
question that comes up is the issue of uniqueness. Can a homotopy equivalence have
several lifts to Thoequiv? In the case of Segal spaces this is clearly not possible as we
define Thoequiv as a subspace of T1 and so the map between them is injective. As our
definition of Thoequiv differs we have to confirm that such liftings are unique in the
correct sense.
Lemma 5.3.43. The map U : Thoequiv → T1 is (-1)-truncated
Proof. The map is (−1)-truncated if and only if in the following pullback square
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Thoequiv ×
T1
Thoequiv Thoequiv
Thoequiv T1
pi1
pi2
p
U
U
Thoequiv ×T1 Thoequiv is equivalent to Thoequiv. We will prove that by showing that the
map Upi1 : Thoequiv ×T1 Thoequiv → T1 satisfies the universal property described in
Lemma 5.3.41.
A map f : D → T1 is an equivalence if and only if we can complete following
diagram
Thoequiv
D T1
Thoequiv
U
f
witeq(f)
witeq(f)
U
which is exactly the data of a map D → Thoequiv ×T1 Thoequiv. Thus f : D → T1 is
an equivalence if and only if it lifts to a map (witeq(f), witeq(f)) : D → Thoequiv ×T1
Thoequiv, which means we are done.
The lemma above has following important corollary.
Corollary 5.3.44. For any map f : D → T1, the internal mapping object map/T1(D,Thoequiv)
is either empty or contractible.
Thus either a morphism f : D → T1 is not an equivalence and thus has no lift, or
it is an equivalence and the space of such lifts is contractible. This is telling us that
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if a morphism has inverses then they are determined uniquely (up to homotopy) by
the morphism itself.
For two objects x, y : D → T0, we defined mapT (x, y) as the mapping object which
contains the data of maps from x to y. We now want to repeat the same procedure
for homotopy equivalences.
Definition 5.3.45. Let C be locally Cartesian closed. Let x, y : D → T0 be two
objects, we define the object of equivalences hoequivT (x, y) as
hoequivT (x, y) =
∏
D
(x, y)∗Thoequiv
This can be captured in following diagram.
hoequivT (x, y) (x, y)
∗Thoequiv Thoequiv
∗ D T0 × T0
∏
D
(s,t)U
(x,y)
It comes with an evaluation map
ev : hoequivT (x, y)×D → Thoequiv
Remark 5.3.46. The map U : Thoequiv → T1 induced a map U(x, y) : hoequivT (x, y)→
mapT (x, y). As right adjoints preserve truncation levels, this map is still (−1)-
truncated.
5.3.5 Definition of a Complete Segal Object
As of now we have discussed homotopy equivalence in Segal objects. However, by
doing so we have created a possible ambiguity. Two objects x, y : D → T0 can
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now be equivalent in more than one way. First, we can have an equivalence (in the
ambient category C) h : D → D such that yh is equivalent to x. Second, the object
of equivalences hoequivT (x, y) can be non-trivial (in the sense that a lift to Thoequiv
exists).
We want to make sure that these two conditions do coincide. The way to achieve
this is via the completeness condition.
Definition 5.3.47. We say a Segal object W is complete Segal object if the map
s0 : W0 → Whoequiv is an equivalence in C.
Given the definition of Whoequiv we have following equivalent way of defining a
complete Segal object.
Lemma 5.3.48. A Segal object W is complete if and only if the following is a
pullback square in C.
W0 W3
W1 Z
W (3)
p
Similar to Segal objects, complete Segal objects also have their own category the-
ory.
Definition 5.3.49. We define CSO(C) as the full subcategory of C∆
op
generated by
complete Segal objects.
Up to here we have defined a complete Segal object as something that plays the
role of an “internal higher category”. Our next goal should be to develop standard
categorical tools for complete Segal objects. In particular, we want to be able to talk
about limits and colimits or adjunctions in a complete Segal object. However, such
discussions can become quite difficult as the ambient category C might lack many
pleasant properties that we can find in the category of spaces.
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One approach is to impose enough conditions on C to get the desired result. For
this approach see [RS17], where Riehl and Shulman use techniques from type theory
to be able to do internal higher category theory. In particular, they define an internal
version of the free arrow F (1), which allows them to do many important categorical
constructions.
Another approach is to embed complete Segal objects in a larger environment that
allows us to do categorical constructions externally. The key motivation here is the
Yoneda lemma, which shows that we can embed any higher category in the category
of presheaves, or in a higher category that models presheaves, namely right fibrations.
The category of right fibrations has many pleasant properties and in particular has
a model structure, which gives us concrete ways to do many constructions. The goal
is to generalize the statement above to complete Segal objects. We embed complete
Segal objects in a generalization of right fibrations, namely Cartesian fibrations and
use the model structure on Cartesian fibrations to develop the category theory of
complete Segal objects.
5.4 Representable Cartesian Fibrations
In classical category theory we have the Yoneda embedding
Y : D→ Fun(Dop, Set)
which embeds a category D in the category of presheaves. This uses the fact that
every object d gives rise to a representable presheaf HomD(−, d). In higher category
theory presheaves can be quite complicated because of functoriality issues and so we
use right fibrations to model presheaves valued in spaces. Using the same Yoneda
lemma argument for every object in a higher category we get a representable right
fibration.
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We want to use the same argument for complete Segal objects. However, a com-
plete Segal object has more information than just one object and so it will give us a
presheaf valued in higher categories, rather than spaces. Presheaves valued in higher
categories are modeled by Cartesian fibrations. Thus our goal is to understand Car-
tesian fibrations built out of complete Segal objects, so called representable Cartesian
fibrations.
The theory of Cartesian fibrations for complete Segal spaces is carefully studied
in [Ras17a] and will serve as our main reference in this section. Thus, in the first
subsection we review the most important results that we need later on. Then we
use the results in the coming subsections to study representable Cartesian fibrations
which then can be used to learn more about complete Segal objects.
Remark 5.4.1. For this section C is a CSS with finite limits. Most definitions in this
section hold in a more general setting (see [Ras17a]), however, we will focus on the
case we need.
5.4.1 Cartesian Fibrations
In this subsection we review the important definitions with regard to Cartesian fi-
brations that we will need to study complete Segal objects. For more details see
[Ras17b] and [Ras17a].
Definition 5.4.2. [Ras17b, Definition 3.1] A map p : L → C is called left fibration
if it is a Reedy fibration and the following is a homotopy pullback square:
LF (1) L
CF (1) C
s
pF (1)
p
p
s
Left fibrations come with a model structure.
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Theorem 5.4.3. [Ras17b, Theorem 3.14] There is a unique model structure on the
category sS/C, , called the covariant model structure and denoted by (sS/C)
cov, which
satisfies the following conditions:
1. It is a simplicial model category
2. The fibrant objects are the left fibrations over C
3. Cofibrations are monomorphisms
4. A map f : A→ B over C is a weak equivalence if
mapsS/C(B,L)→ mapsS/C(A,L)
is an equivalence for every left fibration L→ X.
5. A weak equivalence (covariant fibration) between fibrant objects is a level-wise
equivalence (Reedy fibration).
Note that the definition is not symmetric and so we have following definition.
Definition 5.4.4. [Ras17b, Definition 3.21] A map p : R→ C is called right fibration
if it is a Reedy fibration and the following is a homotopy pullback square:
RF (1) R
CF (1) C
t
pF (1)
p
p
t
Remark 5.4.5. Similar to the previous case this fibration comes with its own model
structure, which is called the contravariant model structure.
For more details on left fibrations and it’s relevant properties see [Ras17b, Chapter
3].
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Left fibrations model maps into spaces. The next step is it to generalize everything
to the level of presheaves valued in higher categories. However, before we can do so
we have to expand our playing field.
Definition 5.4.6. Let ssS be the category with objects bisimplicial spaces.
The category of bisimplicial spaces has its own version of Reedy model structure,
which we call the biReedy model structure.
Theorem 5.4.7. There is a model structure on ssS, called the biReedy model struc-
ture, defined as follows:
W A weak equivalence is a level-wise Reedy equivalence of simplicial spaces.
C A cofibration is an inclusion.
F A fibration is a map that satisfies the right lifting property with respect to trivial
cofibrations.
Having bisimplicial spaces we can define three fibrations that give us a model of a
functor.
Definition 5.4.8. [Ras17a, Definition 4.14] Let p : R → C be a bisimplicial space
over C. We say p is a Reedy right fibration if it is a biReedy fibration and it is a
level-wise right fibration.
Definition 5.4.9. [Ras17a, Definition 7.2] A map p : R → C is called a Segal
Cartesian fibration if it satisfies the following conditions:
1. It is a Reedy right fibration.
2. It satisfies the Segal condition, meaning the map
Rn → R1 ×
R0
... ×
R0
R1
is a Reedy equivalence of simplicial spaces.
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Definition 5.4.10. [Ras17a, Definition 7.15] A map p : R→ C is called a Cartesian
fibration if it is a Segal Cartesian fibration and satisfies the following conditions:
 Completeness Condition: The map
R0 → R3 ×
R1×
R0
R1×
R0
R1
R1
is a Reedy equivalence of simplicial spaces.
(Segal) Cartesian fibrations come with model structures as well.
Theorem 5.4.11. [Ras17a, Theorem 7.3, Theorem 7.16] There is a unique model
structure on the category ssS/C, called the (Segal) Cartesian model structure and
denoted by (ssS/X)
(Seg)Cart, which satisfies the following conditions:
1. It is a simplicial model category
2. The fibrant objects are the (Segal) Cartesian fibrations over C
3. Cofibrations are monomorphisms
4. A map f : A→ B over X is a weak equivalence if
mapssS/X (B,C)→ mapssS/X (A,C)
is an equivalence for every (Segal) Cartesian fibration C → X.
5. A weak equivalence ((Segal) Cartesian fibration) between fibrant objects is a
level-wise equivalence (biReedy fibration).
We have following recognition principle for (Segal) Cartesian fibration.
Definition 5.4.12. There is a map (iϕ)∗ : ssS→ sS defined as
(iϕ)∗(X)nl = Xn0l
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Theorem 5.4.13. [Ras17a, Corollary 7.4, Corollary 7.18] Let R → C be a Reedy
right fibration. The following are equivalent.
1. R→ C is a Segal Cartesian fibration (Cartesian fibration).
2. (iϕ)∗(R) is a Segal space (CSS).
3. (iϕ)∗(R×C F (0)) is a Segal space (CSS) for each object c in C.
5.4.2 Representable Reedy Right Fibrations
There is a well-established theory of representable right fibrations that is motivated
by theory of representable presheaves. In this subsection we review representable
right fibrations and show how they generalize to representable Cartesian fibrations.
Definition 5.4.14. Let c be an object in C, we define the over-category C/c as
C/c = C
F (1) ×
C
F (0)
thus we can think of it as the subcategory of the arrow category CF (1) generated by
the arrows which have target c.
It comes with a natural projection map s : C/c → C that sends each arrow to its
source. This map is quite important.
Theorem 5.4.15. [Ras17b, Example 3.11] For any object c in C, the map s : C/c → C
is a right fibration.
Theorem 5.4.16. [Ras17b, Theorem 4.2] The map F (0)→ C/c that sends the point
to the identity map idc : c→ c is a contravariant equivalence.
This in particular has following important corollary, we which we can think of as
the “Yoneda Lemma for right fibrations”.
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Corollary 5.4.17. Let R→ C be a right fibration over C and c an object in C. Then
we have an equivalence
MapC(C/c,R)
'−−−→MapC(F (0),R) ' ∆[0]×
C0
R0
This corollary justifies following definition.
Definition 5.4.18. We say a right fibration R→ C is representable if it is equivalent
to a right fibration of the form C/c → C, for some object c in C.
Our next goal is it to generalize all of these results to simplicial objects and Reedy
right fibrations. So, we first generalize over-categories and construct a Cartesian
fibration out of simplicial objects.
Definition 5.4.19. Let X• be a simplicial object in C. We define C/X• as following
bisimplicial space
(C/X•)k = C/piikX .
Here (pii)k : (∆
op)k/ → ∆op is the projection map.
Theorem 5.4.20. [Ras17a, Definition 5.27, Proposition 5.29] C/X• → C is a Reedy
right fibration.
Such Reedy right fibrations even come with their own Yoneda Lemma.
Theorem 5.4.21. [Ras17a, Theorem 5.34] Let X•, Y• be two simplicial objects in C.
Then we have a map
MapC(C/X• ,C/Y•)
'−−−→ mapC∆op (X•, Y•)
that is a trivial Kan fibration.
This justifies a new definition.
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Definition 5.4.22. A Reedy right fibration is representable if it is equivalent to a
Reedy right fibration of the form C/X• for some simplicial object X•.
Up until here we have defined Cartesian fibrations which model presheaves valued
in higher categories and constructed representable Reedy right fibrations which build
functors valued in simplicial spaces out of simplicial objects. The next goal is to
combine these two approaches and build representable (Segal) Cartesian fibrations
out of (complete) Segal objects.
5.4.3 Representable Cartesian fibrations out of Complete Segal
Objects
In the past subsection we showed how we can use simplicial objects to build Reedy
right fibrations. In this section we specialize this approach to show we can build
(Segal) Cartesian fibrations.
Theorem 5.4.23. Let W be a Segal object in C. Then C/W is a Segal Cartesian
fibration.
Proof. We already know that C/W is a Reedy right fibration. It suffices to show that
the fiber over each point is actually a Segal space. Let D be an object in C. We have
to show that the simplicial space (iϕ)∗(C/W ×C F (0)) is a Segal space. The Reedy
right fibration condition implies that it is Reedy fibrant. Thus we only have to show
that it satisfies the Segal condition.
By definition we have an equivalence ((C/W )k×CF (0))0 ' mapC(D,Wk). Moreover,
we have an equivalence
mapC(D,Wk)→ mapC(D,W1) ×
mapC(D,W0)
... ×
mapC(D,W0)
mapC(D,W1).
This follows from the fact that the diagram in Remark 5.3.12 is a limiting cone,
367
which is preserved by the mapping spaces. However, this implies that the map
((C/W )k×CF (0))0 → ((C/W )1×CF (0))0 ×
((C/W )0×CF (0))0
... ×
((C/W )0×CF (0))0
((C/W )1×CF (0))0
is a trivial Kan fibration, which shows that (iϕ)∗(C/W ×C F (0)) is a Segal space and
hence we are done.
Theorem 5.4.24. Let W be a complete Segal object in C. Then C/W is a Cartesian
fibration.
Proof. From the previous theorem we already know that C/W is a Segal Cartesian
fibration. In order to show that it is Cartesian we have to show that every fiber
satisfies the completeness condition. However, this again follows from the fact that
((C/W )k ×C F (0))0 ' mapC(D,Wk) paired with the fact that the W satisfies the
completeness condition, which is preserved when we move to mapping spaces.
Definition 5.4.25. A (Segal) Cartesian fibration is representable if it is equivalent
to a (Segal) Cartesian fibration of the form C/W for some (complete) Segal object
W .
Corollary 5.4.26. Let W,V be two CSO in C. Then we have a map
MapC(C/W ,C/V )
'−−−→ mapCSO(C)(W,V )
that is a trivial Kan fibration.
This has following very important corollary
Corollary 5.4.27. Two CSOs W and V in C are equivalent in CSO(C) if and only
if the corresponding Cartesian fibrations C/W and C/V are equivalent.
Thus we can study complete Segal objects via their Cartesian fibrations. However
in Theorem 6.3.2 we showed Cartesian fibrations come with a very well behaved
model structure and so we can apply tools from model category theory to help.
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It is valuable to see how the results about complete Segal objects translate when
we look at it from the perspective of Cartesian fibrations.
Definition 5.4.28. Let D be an object and W a CSO in C. We define the simplicial
space mapC(D,W ) as the following pullback diagram
mapC(D,W ) (iϕ)∗(C/W )
F (0) C
p
D
Notation 5.4.29. We will also denote mapC(D,W ) as WD in order to simplify
notations.
Remark 5.4.30. Denoting the fiber by mapC(D,W ) is quite reasonable as we do have
an equivalence of spaces
((iϕ)∗F (0)×
C
C/W )k ' mapC(D,Wk)
Remark 5.4.31. We have now completely justified our previous intuition. The Car-
tesian fibration C/W models the functor
map/C(−,W ) : Cop → CSS
that takes each object D to the complete Segal space defined as mapC(D,W ).
Now that we have established these facts, we can translate between complete Segal
spaces and complete Segal objects.
Remark 5.4.32. An object x : D → W with context D corresponds to an object in
the CSS mapC(D,W ) as it is a point x ∈ mapC(D,W )0. Similarly, a morphism f :
D → W corresponds to a morphism in the CSS mapC(D,W ). Moreover, a homotopy
equivalence f : D → Whoequiv corresponds to a point in the space mapC(D,W )hoequiv.
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Extending this argument, for two objects x, y : D → W , we have an equivalence
mapC(∗,mapW (x, y)) '−−−→ mapWD(x, y)
Thus the study of the complete Segal object W corresponds to the study of the
collective complete Segal spaces WD for all objects D. Having established a strong,
rigorous connection between complete Segal spaces and complete Segal objects, we
can now prove higher categorical results about complete Segal objects using what we
know about complete Segal spaces.
5.4.4 Building Simplicial Objects
In this subsection we make use of our correspondence between Segal objects and Segal
Cartesian fibrations and develop techniques that allow us to build new simplicial
objects. Then we specialize to the case of Segal objects.
Theorem 5.4.33. Let X0, X1, ... be a sequence of objects in C such that there exists
a Reedy right fibration R → C such that Rn ' C/Xn. Then there exists a simplicial
object Xˆ : ∆op → C such that Xˆn ' Xn.
Proof. By assumption R is a representable Reedy right fibration, which implies that
there is a map (∆op)/• → R over C. We will use the map q : ∆op/• → C to define our
simplicial object. We define Xˆ : ∆op → C as follows
Xˆn(f1, ..., fn) = qt(fn)(f1, ..., fn)
Here we used the fact that the n-cell (f1, ..., fn) in ∆
op gives us an n-cell (f1, ..., fn) in
∆op/t(fn). The functoriality of the construction follows from the functoriality of q.
Remark 5.4.34. The essence of the proof is a classical Yoneda style argument. The
maps have to exist in C because they exist at the level of the presheaf represented
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by the objects.
Theorem 5.4.35. Let C be a CSS with finite limits and let R→ C be a Segal Car-
tesian fibration. Then R is representable if and only if R0 and R1 are representable.
Proof. One side is just a special case. So, let us assume R0 and R1 are representable
right fibrations. We have to prove that Rn is representable for n ≥ 2, which means
we have to show it has a final object. By the Segal condition we have a trivial Reedy
fibration
Rn → R1 ×
R0
... ×
R0
R1
Thus it suffices to prove that the right hand side has a final object. However, by the
representability condition we have an equivalence
R1 ×
R0
... ×
R0
R1 ' C/W1 ×
C/W0
... ×
C/W0
C/W1
where W1 represents R1 and W0 represents R0. But the right hand CSS has a final
object if and only if the induced diagram of
W1 → W0 ← W1...W1 → W0 ← W1
has a limit, which holds as C has finite limits.
Theorem 5.4.36. Let W0 and W1 be two objects in a CSS C with finite limits. Let
R be a Segal Cartesian fibration over C such that R0 is represented by W0 and R1
is represented by W1. Then there exists a Segal object Wˆ• such that Wˆ0 ' W0 and
Wˆ1 ' W1. Moreover, Wˆ is complete if R is a Cartesian fibration.
Proof. By Theorem 5.4.35 the Segal Cartesian fibration R is representable. Thus, by
Theorem 5.4.33 there exists a simplicial object Wˆ such that Wˆ0 ' W0 and Wˆ1 ' W1.
Moreover, R being a Segal Cartesian fibration implies that Wˆ is actually a Segal
object. Finally, R is a Cartesian fibration if and only if Wˆ is complete.
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Notation 5.4.37. Henceforth we will denote simplicial object Xˆ with X as well in
order to avoid extra notation that can cause extra confusion.
Remark 5.4.38. The idea of this subsection is that we want to built a Segal object
in a CSS with finite limits, the same way we build the nerve in ordinary categories,
namely by defining the nth level to be the pullback W1×W0 ...×W0 W1. The problem
is that in a higher category there are coherence issues which make it very difficult to
define all the necessary simplicial maps from between those objects.
By using Segal Cartesian fibrations, we can simplify those issues as Segal Cartesian
fibrations are fibrant objects in a model structure and thus we can get the desired
result in an ordinary category.
5.5 Category Theory of Complete Segal Objects
Now that we have developed a theory of Cartesian fibrations and showed that there
is a subclass of Cartesian fibrations completely determined by complete Segal ob-
jects, namely representable Cartesian fibrations, we can use this larger framework to
develop the category theory of complete Segal objects.
5.5.1 The Fundamental Theorem of Complete Segal Objects
One of the very important results of higher category theory is following theorem.
Theorem 5.5.1. A map of CSS F : C1 → C2 is an equivalence if and only if it is
1. Fully Faithful: For any two objects x, y in C1 the induced map
mapC1(x1, x2)→ mapC2(Fx1, Fx2)
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is an equivalence of spaces.
2. Essentially Surjective: For any object y in C2 there exists an object x in C1
such that Fx is equivalent to y.
This is called the “Fundamental Theorem of Quasi-Categories” in [Rez17, Page
71]. We want to adopt that result to the setting of complete Segal objects, which we
appropriately call the Fundamental Theorem of complete Segal objects.
Theorem 5.5.2. Let C be locally Cartesian closed. A map of CSO F : W → V in
C is an equivalence if and only if it satisfies following two conditions.
1. Fully Faithful: For two object x1, x2 : D → W0 with context D the induced map
mapW (x1, x2)→ mapV (Fx1, Fx2)
is an equivalence in C.
2. Essentially Surjective: For any object y : D → V0 with context D, there exists
an object x : D → W0 with context D such that Fx is equivalent to y in V .
Proof. It suffices to prove that the corresponding map F : C/W → C/V is a equivalence
of Cartesian fibrations. For that it suffices to prove that the map of fibers FD : WD →
VD is an equivalence. As the fibers are CSS, it suffices to prove that the map is fully
faithful and essentially surjective.
Let x, y be two objects in WD, which are just maps x, y : D → W0. This gives us
following commutative diagram
mapC(∗,mapW (x, y)) mapWD(x, y)
mapC(∗,mapV (Fx, Fy)) mapVD(Fx, Fy)
'
'
'
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The horizontal maps are equivalences by definition (see Remark 5.4.32). The left
hand vertical map is an equivalence by assumption. This implies that the right hand
vertical map is also an equivalence. which is exactly what we wanted to show.
For the next part let y be an object in VD, which means it is a map y : D → V .
By the assumption of the theorem there exists an x : D → W such that Fx : D → V
is equivalent to y, which means there exists an object x in WD, such that Fx is
equivalent to y in VD. Hence, FD is also essentially surjective.
Remark 5.5.3. From the perspective of this proof we can see why it would not have
sufficed to consider an object in a complete Segal object W to be a map out of
the final object ∗ → W0 (Definition 5.3.16). We do need to consider objects with
different contexts to be able to understand equivalences of complete Segal object in
terms of the corresponding complete Segal spaces.
5.5.2 Adjunction of Complete Segal Objects
In this subsection we use the definition of adjunction for compete Segal spaces to
define an adjunction of complete Segal objects.
Definition 5.5.4. Let W and V be two CSO. An adjunction of CSO is a Cartesian
fibration p : A→ C× F (1) that satisfies the following two conditions:
1. We have following pullback diagram.
C/W A C/V
C C× F (1) C
p q
idC×0 idC×1
2. For each map f : F (1)→ C
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A ×
F (1)×C
F (1) A
F (1) F (1)× C
(id,f)∗p
p
p
(id,f)
the induced map (id, f)∗p is a coCartesian fibration.
Remark 5.5.5. Note that Cartesian fibrations are stable under pullbacks and so
(id, f)∗p will also be a Cartesian fibration. Thus we could have replaced (2) with the
following condition:
(2’) For each map f : F (1)→ C
A ×
F (1)×C
F (1) A
F (1) F (1)× C
(id,f)∗p
p
p
(id,f)
the induced map (id, f)∗p is an adjunction.
An adjunction of CSO is closely related to adjunction of CSS.
Theorem 5.5.6. A map A → C × F (1) is an adjunction of CSO W and V if and
only if the map A → C × F (1) is a CSS fibration and for each object D the map of
fibers AD → F (1) is an adjunction of CSS between WD and VD.
Proof. Let p : A → C × F (1) is adjunction of CSO and D : F (0) → C an object in
C. Pulling along D we get AD → F (1), which is by assumption is a coCartesian and
Cartesian fibration over F (1). Thus we get an adjunction from WD to VD.
On the other side, we have to prove that A → C × F (1) is a Cartesian fibration
such that for each object D the fiber is AD → F (1) is a coCartesian fibration. The
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fact that AD → F (1) is a coCartesian fibration follows from the fact that it is an
adjunction of CSS. Thus we only have to prove that A → C × F (1) is a Cartesian
fibration.
Let F (1) → C × F (1) be a map , which gives us a map f : D1 → D2 in C and a
map F (1)→ F (1). We have to show that every such map has a choice of Cartesian
lift. There are three cases:
1. The map F (1) → F (1) is the constant map to 0. The fiber over C × F (0) is
just the Cartesian fibration C/W → C. In this case, any choice of lift of the
target to an object D2 → W0 has a Cartesian lift D1 → D2 → W0.
2. The map F (1) → F (1) is the constant map to 1. This case is similar to the
previous case as the fiber is just C/V .
3. The map F (1)→ F (1) is the identity map. In this case the fiber over F (1) is
AD → F (1), which is a Cartesian fibration by assumption.
5.5.3 Limits of Complete Segal Objects
In this subsection we use representable Cartesian fibrations to define limits of com-
plete Segal objects.
For this subsection let W be a complete Segal object in C and I be any simplicial
object in C.
Definition 5.5.7. We define the (C/W )
I as the internal mapping object
(C/W )
I = (C/W → C)(C/I→C)
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Notice the map (C/W )
I → C is a Cartesian fibration as the fiber over the object D
is equivalent to the CSS (WD)
ID .
Definition 5.5.8. There is a map
∆W : C/W → (C/W )I
over C that is induced by the map C/I → C and the fact that the internal mapping
object (C/W → C)(id:/C :C→C) = C/W .
Definition 5.5.9. A CSO W has limits of shape I if the map ∆W : C/W → (C/W )I
has a right adjoint and has a colimits of shape I if the map has a left adjoint.
Example 5.5.10. Let I = ∗ be the final object in C. Then the map ∆W : C/W →
(C/W )
I is just the projection map C/W → C. In this case any left adjoint gives us an
initial object in W and a right adjoint gives us a final object in W .
Example 5.5.11. For any n let ∆n : W → W n be the diagonal map in C. This
gives us a map C/W → C/Wn . A left adjoint to this map gives us finite coproducts
and the right adjoint gives us finite products.
We have following representability theorem for limits and colimits.
Theorem 5.5.12. W has (co)limits of shape I if and only if for each object D the
CSS WD has (co)limits of shape ID.
Proof. The Cartesian fibration (C/W )
I has fiber over D equivalent to (WD)
ID and
the map ∆W : C/W → (C/W )I gives us a map (∆W )D : WD → (WD)ID . Now W
has (co)limits of shape I if and only if the map ∆W has right (left) adjoint, which
is equivalent to (∆W )D having right (left) adjoint. Finally, this is equivalent to WD
having (co)limits of shape ID.
Remark 5.5.13. This theorem is telling us that a limit cone in W is a choice of limit
cone in WD that changes functorially with the object D. For example if W has a final
object C→ C/W then for any map f : D → D′ in C the induced map FD : WD → WD′
will preserve the final object.
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There is a different way to define limits for a complete Segal objects.
Definition 5.5.14. An object f in W without context is final if in the following
pullback square
(W/f )0 W1
W0 × ∗ W0 ×W0
p
(s,t)
id×f
the induced map (W/f )0 → W0 is an equivalence in C.
There is following lemma to identify final objects in W .
Lemma 5.5.15. An object ∗ → W is final if and only if the induced object in WD
is final for every D.
Proof. An object in a CSS fD in WD is final if and only if the projection map
(WD)1 ×
(WD)0
∗ → (WD)0
is an equivalence, which is exactly the condition we stated in the definition.
Based on this lemma we have following definition and corollary.
Definition 5.5.16. A Cartesian fibration p : R → C has a final object if there
exists a section C → R such that for each object d in R the induced map on fibers
∗ → ∗ ×C R is a final object.
Corollary 5.5.17. A CSO W has a final object if and only if C/W has a final object.
Now we can use the definition of a final object to define general limits.
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Definition 5.5.18. Let f : I → W be a diagram in W . We define the Cartesian
fibration of cones as
C/f = C/W ×
(C/W )
I
((C/W )
I)F (1) ×
(C/W )
I
C
where the map C→ (C/W )I is induced by the map f : C/I → C/W .
Definition 5.5.19. The diagram f : I → W has a limits if the Cartesian fibration
C/f has a final object.
Using Theorem 5.5.12 we get following corollaries.
Corollary 5.5.20. The map ∆W : C/W → (C/W )I has a right adjoint if and only if
for each f : I → W , the Cartesian fibration C/f has a final object.
Proof. ∆W : C/W → (C/W )I has a right adjoint if and only if the map WD → (WD)ID
has a right adjoint which is equivalent to (WD)/fD having a fina object, which finally
is equivalent to (C/W )
I having a final object.
5.6 Examples of Complete Segal Objects
In this section we take a closer look at examples of complete Segal objects.
Classical Categories: Let C be a category with finite limits and C = NC be
the classification diagram of this category. This gives us a CSS. The functor N is an
embedding and so a simplicial object in C is a functor from the category
S : ∆op → C.
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From this perspective a Segal object in C is a functor
S : ∆op → C
such that for each n ≥ 2 the induced map
Sn
∼=−−−→ S1 ×
S0
...×
S0
S1
is an isomorphism. This is exactly the data of a category object in C with objects
S0 and morphisms S1.
The Segal object S : ∆op → C is complete if and only if each isomorphism in this
category object is the identity map.
Example 5.6.1. In particular in the category of sets, Set, Segal objects are just
categories and complete Segal objects are categories without non-trivial automor-
phisms.
Notice in this case all categorical arguments developed for complete Segal objects
just translate to the usual argument for ordinary categories.
Spaces: Let Spaces be a CSS that models spaces. In this case a simplicial object
is a simplicial space. However, a Segal object is not precisely a Segal space as it
might not satisfy the Reedy fibrancy condition. We need to find a way to strictify
our Segal object in a correct way, to get an actual Segal space.
Every Segal object W gives us a Segal Cartesian fibration Spaces/W . Let Wˆ be
the fiber over the final object. This is a Segal space such that there is an equivalence
of spaces
Wn ' Wˆn
Thus, every Segal object in spaces is equivalent to a Segal space.
Using the same argument we can show that every complete Segal object in spaces
is equivalent to a complete Segal space.
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Notice there are some subtle distinctions between complete Segal objects in spaces
and complete Segal spaces. For example, in a complete Segal object an object is a
map of spaces D → W0, whereas an object in a complete Segal space is defined as a
map from the final object ∆[0]→ W0.
Although the definitions might seem apparently different they are still consistent,
as spaces are generated by the final object and so it suffices to determine the maps
out of the final object. From that perspective defining an object as a map D → W0 is
the correct generalization to a general higher category. Thus the theory of complete
Segal objects properly generalizes the theory of CSS.
Complete Segal Spaces: Let CSS be the (large) CSS of small CSS. A complete
Segal object in CSS is then exactly a double higher category. This naming convention
comes from the fact that category objects in categories are commonly known as double
categories.
Concretely a double higher category is a bisimplicial space W•• such that for each
n, each of the simplicial spaces Wn• and W•n are CSS.
Notice the categorical constructions from complete Segal objects are compatible
with complete Segal objects. For example an adjunction of double higher categories
W → V is the data of adjunctions Wk → Vk for each k.
Right Fibrations: Let RFib(C) be the CSS of right fibrations over a given CSS C.
In this case a Segal object should correspond to Segal Cartesian fibrations, however
as in the case of spaces we do have to worry about fibrancy conditions. Thus we use
representable Cartesian fibrations.
Let RFib(C)/W → RFib(C) be the Segal Cartesian fibration corresponding to the
Segal object W in RFib(C). Let Rˆ be the fiber of the projection map over the
point idC : C → C (using the fact that the identity map is always a right fibration).
This fiber is exactly a Segal Cartesian fibration over C as it satisfies the Reedy right
fibrancy condition as well as the Segal condition.
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Using a similar argument we can show that a complete Segal object in RFib(C) is
just a Cartesian fibration.
Stable CSS: Stable higher categories are used in stable homotopy theory and in
particular in the study of spectra.
Definition 5.6.2. A CSS is stable if it satisfies following conditions.
1. It has finite limits and colimits.
2. The initial object and final object are equivalent (it is pointed)
3. A commutative square is a pullback square if and only if it is a pushout square.
Remark 5.6.3. There are many other ways to define stable higher categories. The
reason we chose this particular definition will become clear later on. For an intro-
duction to stable higher category theory see [GR11].
Before we can classify complete Segal objects in a stable higher category, we need
following lemma.
Lemma 5.6.4. Let C be a CSS such that every −1-truncated map is an equivalence.
Then there are no non-trivial complete Segal objects.
Proof. Let W be a complete Segal object C. Then it is trivial if and only if the map
W0 → W1 is an equivalence. However, we already know that map is −1-truncated
and so it is an equivalence.
Theorem 5.6.5. Let C be a stable CSS. Then every CSO is trivial.
Proof. Based on the previous lemma it suffices to prove that every (−1)-truncated
map is an equivalence. A map f : X → Y is a (−1)-truncated if and only if the
square
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X X
X Y
p
f
f
is a pullback square. However, by the stability condition this is equivalent to the
same square being a pushout square. However, the pushout along the identity map
is necessary an equivalence.
5.7 Complete Segal Objects and Univalence
Univalence is a key concept in homotopy type theory [APW13], which is a foundati-
onal approach to mathematics that is homotopy invariant. One aspect of homotopy
type theory is the construction of models, which are higher categories that satisfy the
constructions and axioms of homotopy type theory. One of the axioms of homotopy
type theory is the univalence axiom, which then leads to a notion of a univalent map
in a higher category.
In this section we show how we can use Segal objects to study univalent maps in
locally Cartesian closed higher categories that are not necessary presentable. I am
indebted to Mike Shulman for several helpful conversation and ideas.
5.7.1 History of Univalent Maps
The first model of homotopy type theory was constructed by Kapulkin and Lums-
daine (following Voevodsky) using Kan complexes. As part of their work they defined
a univalent fibration [KL12, Definition 3.2.10], which allowed them to prove that the
univalence axiom holds in their model. Notice their definition relied on the fact that
simplicial sets have a model structure, namely the Kan model structure.
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Gepner and Kock generalized this definition of a univalent fibration to the setting
of locally Cartesian closed presentable quasi-categories and defined a univalent family
[GK17, 3.2], removing the model-dependence. The goal of this subsection is to give
a basic review of the approach that Gepner and Kock used to define univalence and
how it has to be adjusted in the non-presentable setting.
Remark 5.7.1. We will not give precise definitions as they can already be found in
[GK17], but rather focus on the ideas and give proper references.
Remark 5.7.2. For this subsection let P be a fixed quasi-category, in order to be
consistent with the model of (∞, 1)-categories used in [GK17]. However, it should
be noted that their definitions do not depend on any particular property of quasi-
categories and can be adopted to any other setting.
Definition 5.7.3. [GK17, 2] For two objects X, Y in P, there is a right fibration
Map(X, Y )→ P
that over the point T in P has value mapP(X × T, Y ).
We have following representability results for this right fibration.
Proposition 5.7.4. [GK17, Proposition 2.1] The right fibration Map(X, Y ) is re-
presentable if and only if P is Cartesian closed. We denote the representing object
with Map(X, Y )
This right fibration comes with a sub-object defined as follows.
Definition 5.7.5. For two objects X, Y in P, there is a right fibration
Eq(X, Y )→ P
that over the point T in P has value hoequivP(X × T, Y ). It is a subobject of the
right fibration Map(X, Y ).
384
We have following key result about this right fibration.
Proposition 5.7.6. [GK17, Proposition 2.9] If P is Cartesian closed and presentable
then the right fibration Eq(X, Y ) is representable. We denote the representing object
with Eq(X, Y ).
There results have following obvious corollaries.
Corollary 5.7.7. [GK17, Corollary 2.5] [GK17, Theorem 2.10] Let P be locally
Cartesian closed and presentable. Then for any morphisms f : X → T and g : Y →
T the right fibrations MapT (f, g) and EqT (f, g) are representable right fibrations over
P/T , with representing objects MapT (f, g) and EqT (f, g), respectively.
We now have all the ingredients to define univalent families.
Let P be a locally Cartesian closed presentable quasi-category. Moreover, let
p : X → S be a fixed map in P.
Definition 5.7.8. [GK17, 3.1] Let Eq/S(X) = Eq/S×S(pi∗1X, pi
∗
2X) as a right fibration
and let Eq
/S
(X) be the representing object in P/S×S.
Remark 5.7.9. Notice there is a map from the identity right fibration S → Eq
/S
(X),
which sends each object T → S in P/S to the identity map in EqS×S(X×ST,X×ST ).
Definition 5.7.10. [GK17, 3.2] The map p : X → S is a univalent family if the map
δS : S → Eq/S(X)
is an equivalence.
Now what goes wrong if the we don’t have the presentability condition? We
can define the object Map
/T
(f, g) as that only require the category to be locally
Cartesian closed. However, we cannot define Eq
/T
(f, g) as we only know it exists
because of presentability. More precisely, we are trying to build a specific subobject
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of Map
/T
(f, g) that represents the equivalences. However, there is no method to
build subobjects in a higher category without presentability.
The way to adjust this is to take the same approach we took when we wanted
to define Whoequiv for a given Segal object W . Instead of using subobjects we used
pullbacks to define it (Subsection 5.3.4). Thus the goal is to construct a Segal object
out of the given map and then using the completeness condition to define univalence.
5.7.2 Univalence via Completeness
The goal of this subsection is to show how we can use complete Segal objects to
define univalent maps in a locally Cartesian closed higher category. The definition
is quite technical and requires the following steps:
1. Defining a Cartesian fibration for each map.
2. Modifying the Cartesian fibration to a Segal Cartesian fibration.
3. Showing that the Segal Cartesian fibration came from a Segal object.
4. Using the Segal object to define univalent maps.
Remark 5.7.11. For this subsection let C be a locally Cartesian closed CSS and let
p : E → B be a fixed map in C.
Defining a Cartesian fibration: In the first part we need to define an important
Cartesian fibration out of p.
Definition 5.7.12. [Ras17a, Definition 7.68] Let t : OC → C be the right fibration
over C which has objects morphisms in C and has morphisms pullback squares in C.
The right fibration gives us following diagram
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(OC)/p OC
C/B C
pip
We use this commutative square to give following definition.
Definition 5.7.13. Let O
(p)
C be the full subcategory of OC generated by all objects
in the image of pip.
We call O
(p)
C the sub category of morphisms generated by pullbacks of p : E → B.
Lemma 5.7.14. The map t : O
(p)
C → C is a right fibration.
Proof. We have following diagram
(O
(p)
C )1 Pb (O
(p)
C )0
(OC)1 (OC)0
p
t
Thus it suffices to show that these two are the same subspace of (OC)1. First, notice
that (OC)1 is the space of all pullback squares in C.
A B
X Y
f g
Pb is the subspace of (OC)1 generated by all pullback squares such that g is a pullback
of p. On the other hand (O(p))1 is the subspace of O1 generated by all points such
that both f and g are pullbacks of p.
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However the composition of two pullback squares again gives us a pullback square.
Thus g is a pullback of p if and only if f and g are pullback of p. Hence, the they
are both the same subspace of (OC)1, which means that O
(p)
C is a right fibration over
C.
Having defined O
(p)
C we can finally finish the first part and define our desired
Cartesian fibration.
Definition 5.7.15. Let (CF (1))(p) be the sub-Cartesian fibration of CF (1) generated
by objects O
(p)
C . Concretely,
((CF (1))(p))k = (C
F (1))k ×
(OC)k+1
(O
(p)
C )
k+1
Notice there is a natural inclusion map (CF (1))(p) ↪→ CF (1).
Notation 5.7.16. For each object D we denote the fiber of this Cartesian fibration
by (C/D)
(p). We chose this notation as the fiber is the full subcategory of the over-
category C/D generated by maps that can be obtained as a pullback of p. Using the
same argument we denote the fiber of O
(p)
C over D as (O/D)
(p).
Defining a Segal Cartesian Fibration: The right fibration O
(p)
C has a distin-
guished point, namely the map E → B that lies over B in C. By the Yoneda Lemma,
this point induces a map of right fibrations
s′0 = (−)∗p : C/B → O(p)C .
Concretely, the map takes a morphism f : D → B to the pullback f ∗(p) : f ∗E → D.
For the next part we first need a technical lemma.
Lemma 5.7.17. The right fibration ((CF (1))(p))1 is representable.
Proof. Let M = (p × id)∗(E × E) in C/B×B. Alternatively we can define M as the
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internal mapping object
M = (B × E → B ×B)(E×B→B×B).
As it lives in C/B×B it comes with map (s, t) : M → B × B. The goal is to show
that ((CF (1))(p))1 is equivalent to C/M. For that we first show that mapC(D,M) is
equivalent to the fiber of ((CF (1))(p))1 over D for every object D. We will denote this
fiber by ((O/D)
(p))F (1).
Note that we have diagrams
mapC(D,M) ((O/D)
(p))F (1)
mapC(D,B)×mapC(D,B)
Thus it suffices to compare these spaces fiber-wise. Fix a point
(f, g) : ∆[0]→ mapC(D,B)×mapC(D,B).
The fiber of ((O/D)
(p))F (1) over (f, g) is the space map/D(f
∗E, g∗E). We will show
the other space has the same fiber.
By adjunction property, the fiber over (f, g) is equivalent to
map/B×B(D ×
(B×B)
(E ×B), B × E)
First we understand the pullback D ×(B×B) (E ×B). It is the limit of the diagram
E D B
B B
p
f
g
idB
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Taking the pullback of this diagram we get following diagram
f ∗E
f ∗E D
E D B
B B
idf∗E
f∗p
f∗p
idD
g
p
f
g
idB
Notice from the limit diagram above we can tell that the map f ∗E → B × B are
the maps (f ◦ (f ∗p), g ◦ (f ∗p)). Next we know that
map/B×B(D ×
(B×B)
(E×B), B×E) = map/B(f ∗E,B)×map/B(f ∗E,E) ' map/B(f ∗E,E)
as the space map/B(f
∗E,B) is contractible. Finally by adjunction we have
map/B(f
∗E,E) ' map/D(f ∗E, g∗E).
Putting this all together we have following chain of equivalences.
map/B×B(D,M) map/B×B(f ∗E,B × E) map/B(f ∗E,E)
map/D(f
∗E, g∗E)
(p×id)∗
'
pi1
'
g∗'
In particular, if D = M, then we have a distinguished point on the left hand side
(idM : M→M) that gives us a point in map/M(s∗E, t∗E). We will denote this map
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by FM : F (0)→ ((CF (1))(p))1. This induces a map
(FM)
∗ : C/M → ((CF (1))(p))1.
We will show this map is a Reedy equivalence. As both maps are right fibrations
over C it suffices to prove the equivalence fiberwise. So we have to show that the
map is an equivalence
(FM)
∗
D : mapC(D,M)→ ((O/D)(p))F (1)
Again both are Kan fibrations over map(D,B) × map(D,B) and so we can check
whether the map is an equivalence fiberwise. Thus we can fix maps f, g : D → B
and now we have to prove the map
(FM)
∗
(f,g) : map/B×B(D,M)→ map/D(f ∗E, g∗E)
is an equivalence. Notice the map takes a map h : D → M to h∗s∗E → h∗t∗E over
D (where we are using the fact that sh = f and th = g. However, the map fits into
following commutative diagram:
map/B×B(f ∗E,B × E)
map/B×B(D,M) map/D(f ∗E, g∗E)
(p×id)∗
'
g∗pi1
'
(FM)
∗
(f,g)
Thus by two out of three the bottom map is an equivalence of spaces. This is exactly
the statement we wanted to show and hence we are done.
This lemma plays an important role in the next part. Right now we need following
corollary.
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Corollary 5.7.18. There exists a map
((CF (1))(p))1 → C/B×B
Proof. By the lemma above there exists an equivalence
C/M
'−−−→ ((CF (1))(p))1.
Moreover, by definition of M there exists a map M→ B ×B, which by the Yoneda
lemma induces a map of right fibrations
C/M → C/B×B
By the previous equivalence we can lift this equivalence to a map
C/M C/B×B
((CF (1))(p))1
'
We can precompose the map above with the map ((CF (1))(p))0 → ((CF (1))(p))1 to
get the map
(s′, t′) : O(p)C = ((C
F (1))(p))0 → C/B×B.
Combining the two maps we get following commutative diagram.
O
(p)
C
C/B C/B × C/B
(s′,t′)
d
s′0
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The goal is to show that the map d : C/B → C/B × C/B is induced by the diagonal
map ∆B : B → B ×B.
Using the information of the previous lemma we can expand this diagram to the
diagram of the following form.
O
(p)
C (C
F (1))
(p)
1
C/B C/B × C/B C/M
(s′,t′)
d
s′0 '
As the maps above are right fibrations and C/B is representable it suffices to check
the image of the map idB : B → B in C. So, first of all we take the fiber of the right
fibrations over B which gives us a diagram of spaces.
(O/B)
(p) (C/B)
(p)
1
map(B,B) map(B,B)×map(B,B) map(B,M)
(s′B ,t
′
B)
dB
(s0)′B '
The goal now is to trace the image of the identity map through the various maps
until we end up in map(B,B)×map(B,B). The image of idB in (O/B)(p) is just the
map p : E → B. The inclusion map to (C/B)(p)1 takes it to the commutative triangle
E E
B
The map (C/B)
(p)
1 → map(B,B) ×map(B,B) then takes the commutative triangle
above first to the source and target (p : E → B, p : E → B) and then to the
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maps that created them as pullbacks (idB : B → B, idB : B → B). Thus the map
d : B → B ×B is really ∆B : B → B ×B.
Using this new information our previous diagram now turns into the following.
O
(p)
C
C/B C/B × C/B
(s′,t′)
(∆B)
∗
s′0
Combining all the information we gathered until now gives us an “extended” sim-
plicial diagram.
C/B ((C
F (1))(p))0 ((C
F (1))(p))1 ((C
F (1))(p))2 · · ·s
′
0
s′
t′ s0
s
t
d2
d0
Using the fact that t′s′0 = idB and s
′s′0 = idB we can compose those arrows to get
an actual simplicial object.
C/B ((C
F (1))(p))1 ((C
F (1))(p))2 · · ·σ0=s0s
′
0
σ=s′s
τ=t′t
d2
d0
We will show it is a Segal Cartesian fibration. First of all it is clearly a Reedy right
fibration as it is a level-wise right fibration. Thus we only have to prove it satisfies
the Segal condition. For that we need to find the pullback of the diagram
(CF (1))
(p)
1
(CF (1))
(p)
1 C/B
τ
σ
We can extend the diagram above to the diagram
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(CF (1))
(p)
1
(CF (1))
(p)
1 C/B
(CF (1))
(p)
0
τ
t
σ
s
s′0
The map s′0 is an injection and thus both squares have the same pullback. However,
(CF (1))(p) is a Cartesian fibration and thus satisfies the Segal condition. So, both
squares are pullback squares:
(CF (1))
(p)
2 (C
F (1))
(p)
1
(CF (1))
(p)
1 C/B
(CF (1))
(p)
0
p
τ
t
σ
s
s′0
We can use a similar argument to show that the map
(CF (1))
(p)
k
'−−−→ (CF (1))(p)1 ×
C/B
... ×
C/B
(CF (1))
(p)
1
Having dones all this work we finally give following definition.
Definition 5.7.19. We call the Segal Cartesian fibration described above (CF (1))(p,B).
We are now ready to move on to the next step.
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The Segal Cartesian fibration comes from a Segal object: In this part we
want to show that the Segal Cartesian fibration from the previous part is represen-
table.
Lemma 5.7.20. The Segal Cartesian fibration (CF (1))(p,B) is representable.
Proof. By Theorem 5.4.36 it suffices to prove that ((CF (1))(p,B))0 and ((C
F (1))(p,B))1
are representable right fibrations. ((CF (1))(p,B))0 = C/B and so is representable by
definition. And ((CF (1))(p,B))1 is representable by Lemma 5.7.17. Hence we are
done.
This lemma gives us following definition.
Definition 5.7.21. We denote any choice of Segal object that represents (CF (1))(p)
as N(p).
Remark 5.7.22. The proof above shows that N(p)0 ' B, N(p)1 ' M. Moreover,
N(p)n is equivalent to the limit M×B ...×B M.
Remark 5.7.23. The notation N(p) is chosen to remind the reader that the con-
struction is a generalized nerve construction.
We have gathered all the ingredients to move on to the final part.
Defining Univalent Maps: We are finally in a position to give a definition of
univalence.
Definition 5.7.24. A map p : E → B is univalent if the Segal object N(p) is
complete.
Let us see two basic examples.
Example 5.7.25. Let idB : B → B be an identity map. Then N(p)n is equivalent to
Bn, the n-fold product of B. In this case, N(p)hoequiv is B×B and so idB is univalent
if and only if the map ∆ : B → B×B. is an equivalence. This by definition means B
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is a (−1)-truncated object. Hence, idB is univalent if and only if B is (−1)-truncated.
In particular, the identity map of the final object ∗ → ∗ is univalent.
Example 5.7.26. Let F → ∗ be the map to the final object. In this case N(p)1 =
F F , the mapping object of maps from F to itself. Moreover, map(∗,N(p)hoequiv) '
hoequivC(F, F ) and so F → ∗ is univalent if and only if the space of self-equivalences
of F is contractible.
There are several equivalent ways to define univalence. First here is a basic, but
valuable lemma.
Lemma 5.7.27. There is an equivalence of right fibrations.
(C/N(p))hoequiv ' O(p)C
Theorem 5.7.28. The following are equivalent.
1. p is univalent.
2. The map C/B → O(p)C is an equivalence.
3. The map E → B is a final object in the CSS O(p)C .
4. The Cartesian fibration (CF (1))(p) is representable.
5. The map (CF (1))(p,B) → CF (1) is (−1)-truncated.
Proof. We go through the different cases:
(1⇐⇒ 2) p is univalent if and only if N(p)0 = B is equivalent to N(p)hoequiv, which
is equivalent to C/B being equivalent to Choequiv. By the previous lemma this is the
same as C/B being equivalent to O
(p)
C .
(2⇐⇒ 3) C/B has a final object by definition. Thus O(p)C has final object E → B
if and only if it is equivalent to C/B.
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(2⇐⇒ 4) The Cartesian fibration (CF (1))(p) is representable if and only if O(p)C is
representable.
(2 =⇒ 5) We have the chain of maps (CF (1))(p,B) → (CF (1))(p) → CF (1), where the
second map is −1-truncated. If the map C/B → O(p)C is an equivalence then the
composition is −1-truncated.
If the map (CF (1))(p,B) → CF (1) is (−1)-truncated then in particular the map
(CF (1))(p,B) → (CF (1))(p) is −1-truncated, which also implies that the map C/B → O(p)C
is −1-truncated. We will show this map is an equivalence. As it is a map of right
fibrations it suffices to do so fiber-wise. Thus we have to show that for each object
map(D,B)→ (C/D)(p) is an equivalence. We already know it is −1-truncated, but we
also know it is surjective on path-components. Thus it has to be an equivalence.
5.7.3 The Poset of Univalent Maps
In this subsection we want to discuss how univalent maps relate to each other. For
this subsection we fix a pullback square
E2 E1
B2 B1
fE
p2
p
p1
fB
in a locally Cartesian closed higher category C.
First of all the pullback induces an embedding of Cartesian fibrations
(CF (1))(p2) → (CF (1))(p1)
as every map that is a pullback of p2 is also a pullback of p1.
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This map induces an embedding of Segal Cartesian fibrations
(CF (1))(p2,B2) → (CF (1))(p1,B1)
which by the Yoneda lemma gives us a map of Segal objects
N(p2)→ N(p1)
In light of this map we have following theorem.
Theorem 5.7.29. Assume p1 is univalent. Then p2 is univalent if and only if fB is
mono.
Proof. The map of p2 is univalent if and only if N(p2) is a complete Segal object.
This is equivalent to (CF (1))(p2,B2) being a Cartesian fibration, which is equivalent
to being a fiberwise CSS. However, as we have a pullback square the induced map
of CSS is always an embedding. Thus the proof reduces to proving the following
statement:
Let F : C2 → C1 be an embedding from a Segal space C2 to complete Segal space
C1. Then C2 is a complete Segal space if and only if the map of spaces (C2)0 → (C1)0
is (−1)-truncated.
We prove this statement in the following way. Let x, y be two objects in C2. This
gives us following commutative diagram
hoequivC2(x, y) hoequivC1(Fx, Fy)
Path(C2)0(x, y) Path(C1)0(Fx, Fy)
'
'
C2 is complete if and only if the right hand vertical map is an equivalence. This is
equivalent to the map of path spaces Path(C2)0(x, y)→ Path(C1)0(Fx, Fy), being an
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equivalence. However, this is just the statement that the map (C2)0 → (C1)0 is a
(−1)-truncated map of spaces.
This theorem guides us towards our understanding of univalent maps.
Theorem 5.7.30. The sub-category of OC generated by all univalent maps is a poset.
Proof. This follows from the fact that any univalent map p : E → B is final in O(p)C
and so the space of maps between two univalent maps is either empty or if not then
has to be contractible.
Remark 5.7.31. Both of those Theorems were proven in the presentable case in
[GK17, Theorem 3.9, Corollary 3.10]
Remark 5.7.32. If C is presentable then we can define bounded local classes of maps
[GK17, 3.3]. Intuitively, it is a subclass of the morphisms in C that are closed
under base change, satisfies a certain locality condition (sheaf condition) and has
some cardinality bound. Those bounded local classes form a poset under inclusion.
[GK17, Theorem 3.9] shows that in a presentable locally Cartesian closed quasi-
category there is an equivalence between the poset of bounded local classes and the
poset of univalent families.
In an arbitrary locally Cartesian closed higher category we cannot define bounded
local classes, but we can still define univalent maps. Thus in the non-presentable
setting univalence takes the role of bounded local classes. In other words, we can use
univalence to define bounded local classes.
5.7.4 Univalence and Elementary Toposes
In classical category theory there is a class of categories known as elementary toposes,
which is used in categorical logic. Here we only give some basic definitions necessary
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to study univalent maps. For a detailed introduction see [MM92].
Remark 5.7.33. In this subsection we are completely focusing on classical categories
(1-categories).
Definition 5.7.34. Let C be a (classical) category with finite limits. There is a
functor
Sub(−) : Cop → Set
that takes each object c to the set of equivalence classes of subobjects of c (mono
maps with target c), which we denote by Sub(c). The functoriality follows from the
fact that the pullback of a mono map is also mono.
Definition 5.7.35. Let C be a (classical) category with finite limits. An object Ω
is called a subobject classifier if it represents Sub(−).
Remark 5.7.36. If Ω is a subobject classifier then we can deduce from the equivalence
Hom(Ω,Ω) ∼= Sub(Ω) the existence of a universal mono u : 1 → Ω such that for
every mono map A→ B there exists a pullback square
A 1
B Ω
p
u
Here 1 is the final object in C.
Definition 5.7.37. A category E is an elementary topos if it is locally Cartesian
closed and has a subobject classifier Ω.
We have following results about univalent maps in an elementary topos.
Proposition 5.7.38. The universal map u : 1→ Ω is univalent.
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Proof. The category object N(u) has objects Ω and the morphisms come from the
Heyting algebra structure on Ω. This is exactly the internal Heyting object as des-
cribed in [MM92, Theorem 1, Page 201], which in particular is a poset. But a poset
never has non-trivial automorphism and thus is a complete Segal object in E.
Proposition 5.7.39. A mono map v : E → B is univalent if and only if B is a
subobject of Ω.
Proof. As the map v : E → B is mono there is a pullback square of the form
E 1
B Ω
v
p
u
i
By Theorem 5.7.29 v is univalent if and only if i is mono.
Example 5.7.40. The category Set is an elementary topos where Ω = {0, 1}. Thus
the poset of mono univalent maps has the 4 objects
∅ ∅ {1} {1}
↓ , ↓ , ↓ , ↓
∅ {1} {1} {0, 1}
The classification above actually recovers all univalent maps in Set.
Lemma 5.7.41. If a map in Set is univalent then it has to be mono.
Proof. If the map p : E → B is univalent in Set then for every element b ∈ B then
fiber map Eb → {b} also has to be univalent as it is the pullback along the mono map
b : ∗ → B. However, by Example 5.7.26 this only happens if Eb has no non-trivial
automorphisms. In the category of sets this only holds if Eb is either empty or has
one object. We just showed that the fiber over each point b is either empty or has
one point and so E → B is an injection of sets.
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Example 5.7.42. Notice this does not generalize to other elementary toposes. Let
G = S3 the group of permutation of 3 elements. The category of G-sets is an
elementary topos as it is a category of presheaves. Let S = {1, 2, 3}, which comes
with an obvious G action. Then S has no nontrivial automorphisms. Indeed, if
σ : S → S is an automorphism Then for every element τ in G we need to have
στ = τσ in order to satisfy the equivariance condition. However, this is only satisfied
by the identity as S3 has a trivial center.
Thus S has a no non-trivial automorphism in the category of G-sets. By Example
5.7.26 we deduce that the map S → ∗ is univalent. However, this map is not mono
as a mono map in the category of presheaves is an injection of the underlying sets.
Remark 5.7.43. What we observed in this subsection is that an elementary topos
is very well suited for the study of mono univalent maps, but cannot understand
univalent maps that are not mono. The failure stems from the fact that all objects
in a category are 0-truncated or, in other words, we only have hom-sets rather than
mapping spaces and thus there is no hope of every classifying non mono univalent
maps.
The issue described here should motivate us to develop a higher category that
is able to classify all univalent maps. Following the analogy above such a higher
category should be called an elementary higher topos.
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CHAPTER 6
ELEMENTARY HIGHER TOPOSES
6.1 Introduction
6.1.1 Motivation
In [MM92, Subsection VI.10] McLane and Moerdijk state the following result:
Every elementary topos that is generated by the final object, has a natu-
ral number object and satisfies the axiom of choice gives us a model of
restricted Zermelo set theory with the axiom of choice.
An elementary topos is a locally Cartesian closed category with subobject classifier
(Definition 6.2.41) and thus can be defined completely independent of any axioma-
tization of the theory of sets. For one such axiomatization see [MM92, Subsection
IV.1]. On the other hand restricted Zermelo set theory with the axiom of choice is
one possible axiomatization of set theory. For the list of axioms see [MM92, Page
332]. Thus the result can be summarized by saying that we can deduce results in set
theory by using category theory.
The benefit of such results is not just theoretical. Knowing that each such category
gives us a model for set theory gives us an efficient way to construct models with
very different behaviors. For example, we can use this result to construct a model of
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set theory that does not satisfy the continuum hypothesis that is independent of the
forcing method used in the original proof. For more details see [MM92, Subsection
VI.2].
In the world of homotopy theory, the correct analogue to a set is a space and
the correct analogue to a category is a (∞, 1)-category, which is often also called a
higher category. The higher categorical analogue to the results above would be the
existence a class of higher categories that would allow us to study and prove familiar
results about spaces that have been proven using algebraic topology. Such a higher
category should be called an elementary higher topos.
The goal of this work is to present a definition of an elementary higher topos and
give some evidence why this definition is a suitable candidate, by showing its various
connections to spaces and elementary toposes.
6.1.2 Main Results
The main result is the definition of an elementary higher topos.
Definition 6.1.1 (Definition 6.4.5). A higher category E is an elementary higher
topos (EHT) if it satisfies following conditions:
1. It has finite limits and colimits.
2. It has a subobject classifier Ω.
3. For every map f there exists a closed class of morphisms S that includes f and
is classified by a CSU US• .
Then we prove following results about an elementary higher topos.
Theorem 6.1.2. Let E be an elementary higher topos.
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1. For any object c the over-category E/c is also an elementary higher topos (The-
orem 6.4.10).
2. E is locally Cartesian closed (Theorem 6.4.11).
3. E satisfies descent (Theorem 6.4.20).
Moreover, we have following connections to other notions of topos.
Proposition 6.1.3 (Proposition 6.4.21). A presentable higher category X is a higher
topos if and only if it is an elementary higher topos.
Proposition 6.1.4 (Proposition 6.4.22). The zero truncation τ≤0(E) of every ele-
mentary higher topos E is an elementary topos.
Finally, we can also classify univalent universes in an elementary higher topos.
Theorem 6.1.5 (Theorem 6.4.28). A map f : x→ y is univalent if and only if the
classifying map χf : y → U is mono.
6.1.3 Outline
In the first section we review the history of topos theory. In particular, we review
Grothendieck toposes, elementary toposes and finally higher toposes and discuss
some of the main results that have been proven about toposes.
In the second section we review some of the important theorems about Cartesian
fibrations and complete Segal objects we need later on.
In the third section we define an elementary higher topos and prove the results
stated in the previous subsection.
In the final section we summarize some of those results and then also point to
some future projects about elementary higher toposes.
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6.1.4 Background
The review material is fairly self-explanatory, however, for the most of the proofs we
reference [MM92] and [Lur09]. Throughout we use the theory of higher categories
and so a basic understanding of the theory of higher categories is necessary. As a
sample reference see [Ras18b]. For the more technical higher categorical proofs we
will reference [Ras17b], [Ras17a], [Ras18a].
6.2 History of Topos Theory
Topos theory was developed by Bourbaki in order to further the study of algebro-
geometric objects and became known as Grothendieck topos theory. Later it was
generalized to a theory of elementary toposes to suit the purposes of categorical
logic. It was also generalized to a higher topos to work in a homotopical context.
The goal of this section is to review these three concepts to motivate the next section.
6.2.1 Grothendieck Topos Theory
Topos theory was first introduced to give a categorical definition of a sheaf. We
use sheaves for topological spaces when there is a certain “local-to-global” principle.
Concretely, if a certain data on all of the space can be determined by a compatible
choice on an open cover.
For example, we can study principle bundles over a topological space X. For an
open cover Ui of X a principle bundle E over X is determined by principle bundles
over the open subsets Ei over Ui such that Ei and Ej agree on the intersection Ui∩Uj.
Thus we can use the topology given on X to study bundles.
Algebraic geometry studies topological spaces that are built out of algebraic struc-
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tures. Examples of those spaces are varieties and schemes. These topological spaces
often do not have a very well-behaved topology and thus many techniques from to-
pology and in particular algebraic topology cannot be applied very efficiently. (As
an exercise the reader is invited to find the fundamental group of an affine scheme).
Bourbaki managed to solve this problem by employing the language of sheaves.
We previously discussed how we can use sheaves to study objects that depend on the
topological space. Bourbaki used sheaves to define a new notion of a topology. This
led to the notion of a Grothendieck topology and a category of sheaves constructed
this way which is called a Grothendieck topos.
Concretely, in classical topology the open sets have to necessarily be subsets,
whereas we define a Grothendieck topology by using various coverings, which cannot
necessarily be constructed using open subsets. This allows us define topologies that
are much better behaved, even for varieties, and allows us to use tools from algebraic
topology.
In this subsection we will give a short review of Grothendieck toposes. The original
source for topos theory is SGA IV [AGV72], however we will mostly reference the
textbook [MM92] as it is a more accessible reference for most readers.
Remark 6.2.1. For this subsection let C be a small classical category.
In order to define a topology we first need to generalize our notion of a covering
to arbitrary categories.
Definition 6.2.2. [MM92, Page 109] Let c be an object in C. A sieve over c is a
subfunctor of the representable functor
HomC(−, c) : Cop → Set
In other words, it is a choice of maps with codomain c that is closed under precom-
position.
Having a notion of covering we can define topologies.
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Definition 6.2.3. [MM92, Definition III.2.1, Page 110] A topology on C is a choice of
collection of sieves J(c) for every object c in C that satisfies following three conditions.
1. The maximal sieve HomC(−, c) is in J(c).
2. (stability axiom) If S ∈ J(c) and h : d→ c is a map in C, then the precompo-
sition h∗(S) is in J(d).
3. (transitivity axiom) if S ∈ J(c) and R is any sieve on C such that h∗(R) ∈ J(d)
for all h : d→ c ∈ S, then R ∈ J(c).
Remark 6.2.4. A sieve on c should be thought of as covers of c. From that perspective
a topology is a choice of covers. Depending on how many and which covers we assign
to our object c we get a more fine or coarse topology.
Definition 6.2.5. [MM92, Page 110] A Grothendieck site is a small category C along
with a topology J , often expressed as (C, J).
Example 6.2.6. We can use topologies as described here to recover Zariski topolo-
gies on the spectrum of a ring. For more details see [MM92, Subsection III.3].
Having decided on our coverings we can now define sheaves.
Definition 6.2.7. [MM92, Page 122] A sheaf F : Cop → Set is a presheaf such that
for every sieve S over c the diagram
F (c)
∏
f∈S
F (dom(f))
∏
f∈S,dom(f)=cod(g)
F (dom(g))
is an equalizer diagram.
Remark 6.2.8. The limit of the equalizer diagram is always equivalent to natural
transformations from the sieve S to the presheaf F , namely Nat(S, F ). Thus the
limit condition is equivalent to saying that the inclusion map S → Hom(−, c) induces
a bijection
Nat(Hom(−, c), F ) ∼=−−−→ Nat(S, F )
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Remark 6.2.9. There is another way to think about this definition of a sheaf. A sieve
over c gives us a full subcategory of the over-category C/c which we denote by (C/c)
S.
Taking opposites we thus get a functor iop : ((C/c)
S)op → (C/c)op. If F : Cop → Set is
any presheaf then we get following diagram.
((C/c)
S)op (C/c)
op
C
Set
iop
(pic)op
F
This gives us a map of limits
lim(C/c)opF ◦ (pic)op → lim((C/c)S)opF ◦ (pic)op ◦ iop
But the left hand limit is just F (c) as the category (C/c)
op has an initial object. The
left hand side is exactly the equalizer diagram stated above. Thus F is a sheaf if and
only if this map of limits is an isomorphism of sets.
This construction makes it very clear how to think about sheaves. We think of the
subcategory (C/c)
S as subobjects of c that “construct” c. In other words we want
to think of c as a “colimit” of those subobjects, even though it is not actually the
colimit of those subobject. From this perspective a sheaf takes “colimits” to limits.
Note this is not a definition but rather a guiding concept. However, there are some
situations where C has some colimits and this intuition is actually correct.
Let us see one important example of sheaves.
Example 6.2.10. Let X be a topological space. Let OpenX be the category which
has objects open subsets of X and the morphisms are just inclusion. Note this means
that between two objects there either is one unique morphism or there is none. In
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this case a sieve of an object U (an open subset of X) is just a choice of open subsets
of U closed under inclusion. In other words, let S be a sieve on U . If V ∈ S and
W ⊂ V then W ∈ S.
Let S be a covering sieve of U if the map
∐
V ∈S V → U is surjective. Thus a
covering sieve is a literal covering of the given open set. Let F : (OpenX)
op → Set be
a presheaf. It is a sheaf if it satisfies the limit condition stated above. Notice that
the intersection of two open subsets is still open and so our definition above can be
simplified to
F (U)
∏
V ∈S
F (V )
∏
V1,V2∈S
F (V1 ∩ V2)
being an equalizer diagram.
Note that the previous remark applies here very well. If S is a covering sieve of U
in OpenX then the colimit of the functor ((OpenX)/U)S → OpenX is exactly U and
F is a sheaf if and only if it takes this colimit to a limit diagram. Thus the sheaf
condition can be summed up by saying that it preserves these colimit diagrams.
This is exactly the classical sheaf condition that can be found in algebraic and
differential geometry. The point of the classical sheaf condition is that a global
property on a topological space should be determined by that property on a cover.
Having discussed sheaves we can finally define a Grothendieck topos.
Notation 6.2.11. For a Grothendieck site (C, J) we denote the full subcategory of
Fun(Cop, Set) consisting of sheaves as Sh(C, J).
Definition 6.2.12. A Grothendieck topos G is any category equivalent to a category
of sheaves Sh(C, J) on a Grothendieck site (C, J).
The definition given above really emphasizes the local nature and the geometric
motivation of a Grothendieck topos. However, there are alternative definitions that
are more categorical in nature. First, we need the following important theorem.
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Theorem 6.2.13. [MM92, Theorem III.5.1] The inclusion functor i : Sh(C, J) →
Fun(Cop, Set) has a left adjoint a : Fun(Cop, Set) → Sh(C, J) that preserves finite
limits.
Remark 6.2.14. The functor a is commonly called the “sheafification functor” as it
takes a presheaf and converts it into a sheaf.
This theorem has an inverse.
Corollary 6.2.15. [MM92, Corollary III.7.7] Let i : G → Fun(Cop, Set) be an em-
bedding that has a left adjoint a that preserves finite limits. Let J be the following
covering sieve. A collection of maps {ci → c} is in J(c) if and only if the induced
map ∐
i
aY(ci)→ aY(c)
is an epi map in G. Then G is equivalent to Sh(C, J). Here Y(c) is the representable
presheaf represented by c.
Combining these two results we get a categorical way to define Grothendieck to-
poses.
Theorem 6.2.16. A category G is a Grothendieck topos if and only if it is a left-
exact localization of the category of presheaves of sets on a small category C. More
explicitly there is an adjunction
Fun(Cop, Set) G
a
i
where a preserves finite limits and i is an embedding.
Example 6.2.17. Clearly, the category Set is a Grothendieck topos.
There is one more way to characterize a Grothendieck topos that we will discuss
here. In order to do that we need an interim definition.
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Definition 6.2.18. A category P is presentable if there exists a small category C
and a localization
Fun(Cop, Set) P
a
i
such that i is an embedding.
Remark 6.2.19. Notice every Grothendieck topos is necessarily presentable, however,
not every presentable category is a Grothendieck topos as the left adjoint a might
not commute with finite limits. For an example of that see [Rez05, Example 1.5]
The goal is to give enough conditions on a presentable category that shows it is a
Grothendieck topos. Naively we could just ask for the left adjoint to commute with
finite limits. However, a presentable category can have many different presentations
and only one of them needs to satisfy this condition. Finding that one presentation
might be difficult or even impossible. Instead, we want to find a condition that is
intrinsic to the category and does not depend on any choice of presentation.
Definition 6.2.20. [Rez05, Page 5] A map f : c → d in a category C is called a
regular epimorphism if there exists a coequalizer diagram of the form
u c d
Remark 6.2.21. Any map coming from a coequalizer diagram is necessarily an epi-
morphism. Thus every regular epimorphism is an epimorphism, but the reverse
might not hold.
Example 6.2.22. In the category Set regular epimorphisms are exactly epimor-
phisms.
Definition 6.2.23. [Rez05, Subsection 2.1] A category C with small colimits and
finite limits satisfies weak descent if the following conditions hold.
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P1a For any collection of object ci let c =
∐
ci. Then for any map d → c the
natural map ∐
(d×
c
ci)
∼=−−−→ d
is an isomorphism.
P1b Let fi : di → ci be a collection of maps and
∐
fi = f : d→ c. Then the natural
map
di
∼=−−−→ ci ×
c
d
is an isomorphism.
P2a Let
c0 c1
c2 c
p
be a pushout square and let d→ c be an map. Then the diagram
d×
c
c0 d×
c
c1
d×
c
c2 d
p
is also a pushout square.
P2b In the diagram below
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d1 d0 d2
c1 c0 c2
d
c
q p
If the back squares are pullback squares and c, d are pushouts then the induced
map
di  ci ×
c
d
is a regular epimorphism for i = 0, 1, 2.
Remark 6.2.24. Conditions P1a and P1b are equivalent to the following condition:
P1 For any collection of objects ci and coproduct c =
∐
ci let the adjunction
C/c
∏
Cci
P
C
is an equivalence. Here P (d → c) is the collection of maps d ×c ci → ci and
C(di → ci) =
∐
di →
∐
ci = c.
Remark 6.2.25. The hope is that we can give an equivalent condition for P2a and
P2b that looks like the following
P2 Let I be the diagram 1 ← 0 → 2 and F : I → C be a functor with pushout
diagram
c0 c1
c2 c
p
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The adjunction
C/c ((C
I)/F )
pb
P
C
is an equivalence. Here ((CI)/F )
pb is the subcategory of (CI)/F with the same
objects but where the morphisms are pullback squares.
However P2 is not equivalent to P2a and P2b. That is because P2b does not give
us an equivalence but rather just a regular epimorphism.
Example 6.2.26. Let us see an example where the map in condition P2b is a regular
epimorphism, but not an equivalence. We will give an example in the category Set.
Let [0] = {0} and [1] = {0, 1}. Moreover, let σ : [2] → [2] be the map that sends 0
to 1 and 1 to 0. We have following diagram in Set
[1] [1]
∐
[1] [1]
[0] [0]
∐
[0] [0]
[0]
[0]
(id,σ)(id,id)
q p
Then the diagram satisfies the conditions of P2b and the natural map
[1]→ [0]×
[0]
[0] = [0]
is a regular epimorphism but not an equivalence.
This example can be generalized. For the more general case see [Rez05, Example
2.3].
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Remark 6.2.27. The weak descent condition is also known as Giraud’s axioms in the
literature. For more details see [MM92, Theorem A.1].
We finally have an intrinsic way to define Grothendieck toposes.
Theorem 6.2.28. A presentable category G is a Grothendieck topos if and only if it
satisfies weak descent.
Proof. If G is a Grothendieck topos then it satisfies weak descent. Indeed, clearly
Set satisfies weak descent. Moreover, Fun(Cop, Set) satisfies weak descent for any
category C as colimits and limits are computed level-wise. Finally G satisfies weak
descent as there is an adjunction
Fun(Cop, Set) G
a
i
where Fun(Cop, Set) satisfies weak descent and a commutes with finite limits.
Showing that a presentable category which satisfies weak descent is a Grothendieck
topos is much harder. The goal is to use the weak descent condition to show that
a specific left adjoint commutes with finite limits. For a proof of this statement see
[Rez05, Pages 11-15]
Using this definition of a Grothendieck topos and what we know about the category
of presheaves we can prove some interesting results about toposes. First notice that
the category of sets is locally Cartesian closed. This generalizes to the following
proposition.
Proposition 6.2.29. [MM92, Proposition III.6.1] Let G be a Grothendieck topos.
Then G is locally Cartesian closed.
Next we have following fact about sets.
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Example 6.2.30. For any subsect A ⊂ B there is a map χA : B → {0, 1} that sends
A to 1 and B\A to 0. This map χA is often called the characteristic function. Notice
that this map gives us the pullback square
A {1}
B {0, 1}
p
χA
We want to generalize this concept to a Grothendieck topos.
Definition 6.2.31. Let C be a category with finite limits. There is a functor
Sub(−) : Cop → Set
that takes each object c to the set Sub(c), the set of equivalence classes of mono
maps with target c. Notice the pullback of a mono map is also mono and so this
gives us an actual functor.
Definition 6.2.32. Let C be a category with finite limits. An object Ω is called a
subobject classifier if it represents the functor Sub(−).
Remark 6.2.33. Part of the existence of a subobject classifier is a universal mono
from the final object t : 1 → Ω, such that for any mono i : A → B, there is a
pullback square
A 1
B Ω
i
p
t
χi
Let us show that subobject classifiers exist.
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Example 6.2.34. By the example above, the category Set has a subobject classifier,
namely {0, 1}. The universal mono map is the map t : {1} → {0, 1} that sends the
point to 1.
Our next goal is to show that every Grothendieck topos has a subobject classifier.
Definition 6.2.35. Let (C, J) be a Grothendieck site. A sieve M ∈ J(c) is closed if
for any map f : d→ c
f ∗M ∈ J(d)⇒ f ∈M
Example 6.2.36. Let X be a topological space and let us consider the site on OpenX
as discussed in Example 6.2.10. In this case an object is an open subset U ⊂ X and
a sieve on U is a choice of open subsets {Ui}i. This sieve is closed if for every subset
V ⊂ U such that {V ∩ Ui}i is a covering sieve of V , we have V ∈ {Ui}i.
However, {V ∩ Ui}i is a covering sieve of V if V = ∪i(V ∩ Ui). So, this implies
that {Ui}i is closed if there exists an i such that for each j, Uj ⊂ Ui. Thus there is
a bijection between open subsets of U and closed sieves on U .
The example above motivates the following definition.
Definition 6.2.37. Let (C, J) be a site. Let Ω be the presheaf defined as
Ω(c) = {closed sieves on c}
Remark 6.2.38. Notice the maximal sieve Hom(−, c) is always closed. This gives us
a natural transformation t : 1→ Ω.
We have following Lemma for this definition.
Lemma 6.2.39. [MM92, Lemma III.7.1] The presheaf Ω is a sheaf.
Finally we have the desired statement for this sheaf.
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Proposition 6.2.40. [MM92, Proposition III.7.3] The sheaf Ω is a subobject clas-
sifier.
Proof. Here we will only give a sketch of the argument. Let F : Cop → Set be a sheaf
and G be a subsheaf of F . For an object c in C and an element x ∈ F (c), define the
natural transformation χG as follows:
(χG)c(x) = {f : d→ c : F (f)(x) ∈ G(d)}
The right hand set is indeed a closed sieve on c and so this is well-defined.
Moreover we have to show that this map gives us following pullback square
G 1
F Ω
p
t
χG
However, limits are computed level-wise in a sheaf thus we only need to show that
for every object c in C.
G(c) ∗
F (c) Ω(c)
p
Hom(−,c)
(χG)c
is a pullback square. However, this follows from the definition of the map (χG)c as
we have
x ∈ G(c)⇔ F (idc)(x) ∈ G(c)⇔ {f : d→ c : F (f)(x) ∈ G(d)} = Hom(−, c)
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Thus every Grothendieck topos is locally Cartesian closed and has a subobject
classifier. These two properties will be very crucial in the next subsection.
6.2.2 Elementary Topos Theory
In 1964 Lawvere published a paper that gave a characterization of the category of
sets using 8 axioms [Law64]. One of the implication of those axioms was the existence
of a subobject classifier (although he did not use this word). Later Lawvere teamed
up with Tierney who saw the similarity to between the 8 axioms and the theory of
Grothendieck toposes to give a common generalization of both, an elementary topos.
Definition 6.2.41. [Tie10] An elementary topos E is a locally Cartesian closed
category with subobject classifier.
Example 6.2.42. In the previous section we already showed every Grothendieck
topos is an elementary topos.
However, there are other examples.
Example 6.2.43. The category of finite sets is an elementary topos, as it still has
the same subobject classifier Ω = {0, 1}.
Example 6.2.44. One example that is very different from a Grothendieck topos is a
realizability topos. It is a locally Cartesian closed exact category. One way of seeing
how much a realizability topos E differs from a Grothendieck topos is the following
three facts:
1. The only realizability topos that is also a Grothendieck topos is Set.
2. A realizability topos that is not Set has no geometric morphism to Set.
3. If a realizability topos is cocomplete then it is Set.
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For more details see [Fre14].
An elementary topos is not necessarily presentable and thus is much more abstract.
Thus one question we can ask ourselves is which properties of a Grothendieck topos
still hold in this more general setting. As before we will mostly reference [MM92].
Here are several fascinating results that we can prove just using a subobject clas-
sifier and locally Cartesian closed condition.
Theorem 6.2.45. [MM92, Corollary IV.5.4] Every elementary topos E has finite
colimits.
Proposition 6.2.46. [MM92, Proposition IV.6.1] Every map f in an elementary
topos E can be factored into an epi e followed by a mono m, f = me.
Theorem 6.2.47. [MM92, Theorem IV.7.1] For any elementary topos E and object
c, the slice category E/c is also an elementary topos.
Remark 6.2.48. This is called “fundamental theorem of topos theory” by Freyd
[Fre72] as it allows us to state many construction in an elementary language.
Proposition 6.2.49. [MM92, Proposition A.4] An elementary topos satisfies weak
descent.
For the rest of the subsection we focus on the various properties of the subobject
classifier. First notice that Ω has the structure of an internal higher category.
Definition 6.2.50. A Heyting algebra is a poset H with all finite coproducts and
products and which is Cartesian closed.
Theorem 6.2.51. [MM92, Theorem IV.8.1 (External)] For any object c in an ele-
mentary topos E the set Hom(c,Ω) is a Heyting algebra.
Proof. Here we give a sketch and for more details see [MM92, Subsection IV.8]. It
suffices to prove it for the case c = 1 and the general result will follow from the fact
that E/c is a topos with final object idc : c→ c.
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By definition we have
Hom(1,Ω) ∼= Sub(1)
Thus it suffices to show that Sub(1) is a Heyting algebra. Clearly it is a poset
by inclusion. We can then show it satisfies the conditions of a Heyting algebra by
showing subobjects of 1 are closed under coproducts, products and exponentiation.
This external version then induces an internal version.
Theorem 6.2.52. [MM92, Theorem IV.8.1 (Internal)] For any object c in an ele-
mentary topos E the exponent Ωc has the structure of an internal Heyting algebra.
We can use the Heyting algebra structure on Ω to construct topologies.
Definition 6.2.53. A Lawvere-Tierney topology is a map j : Ω→ Ω such that
1. j ◦ t = t.
2. j ◦ j = j
3. j ◦ ∧ = ∧ ◦ (j × j)
Here t : 1 → Ω is the universal mono and ∧ : Ω × Ω → Ω is product map of the
internal Heyting algebra.
There is an equivalent way to determine a Lawvere-Tierney topology by using a
closure operator.
Proposition 6.2.54. [MM92, Proposition V.1.1] Let E be an elementary topos and
let j : Ω → Ω be any map. We define the natural transformation (−) as the unique
transformation that makes the diagram below commute.
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Sub(−) Sub(−)
Hom(−,Ω) Hom(−,Ω)
(−)
∼= ∼=
Hom(−,j)
Here we used the fact that we have an isomorphism Hom(−,Ω) ∼= Sub(−).
j is a Lawvere-Tierney topology if and only if the natural transformation satisfies
following three conditions:
1. a ⊂ a¯
2. a¯ = a¯
3. a ∩ b = a¯ ∩ b¯
In this case we call this a closure operation.
Finally there is an equivalence between Lawvere-Tierney topologies and closure
operations.
Until now we have not justified why we call the map j a topology. We will now
show that a Lawvere-Tierney topology allows us to define sheaves in an elementary
topos.
Definition 6.2.55. Let E be an elementary topos and j a topology with closure
operator (−). We say a subobject a of c is dense if a¯ = c.
Definition 6.2.56. Let E be an elementary topos with topology j. An object F is
a sheaf (or j-sheaf) if for every dense subobject m : a→ c the induced map
m∗ : HomE(c, F )
∼=−−−→ HomE(a, F )
is a bijection.
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Theorem 6.2.57. [MM92, Theorem V.2.5] Let E be an elementary topos and j a
topology. Moreover, let Shj(E) be the full subcategory of all sheaves in E. Then
Shj(E) is also an elementary topos.
Not only can we define sheaves using Lawvere-Tierney topologies we can even
recover the sheafification functor.
Theorem 6.2.58. [MM92, Theorem V.3.1] Let E be an elementary topos and j a
topology. Then the inclusion functor
Shj(E)→ E
has a left adjoint a : E → Shj(E) called the sheafification functor, that commutes
with finite limits.
At the end of this subsection we compare topologies on elementary toposes and
Grothendieck toposes.
Theorem 6.2.59. [MM92, Theorem V.4.1] Let C be a small category. Grothendieck
topologies J on C exactly correspond to Lawvere-Tierney topologies j on Fun(Cop, Set).
Theorem 6.2.60. [MM92, Theorem V.4.2] Let C be a small category with Grothen-
dieck topology J . Moreover, let j be the corresponding Lawvere-Tierney topology on
Fun(Cop, Set). Then a presheaf F : Cop → Set is a J-sheaf for the Grothendieck
topology if and only if it is a j-sheaf.
In this subsection we showed that many classical tools from Grothendieck toposes
generalize to elementary toposes. In particular, many results such as weak descent
and sheafification hold in an elementary topos although the definition does not in-
volve any sheaf condition.
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6.2.3 Higher Topos Theory
The theory of higher toposes was developed by Jacob Lurie to study geometric ob-
jects in a homotopical context [Lur09]. This has led to the development of derived
algebraic geometry. In this subsection we will mostly focus on how its definition
generalizes some of the conditions discussed for Grothendieck toposes, rather than
how it can be used in geometry.
Remark 6.2.61. In this subsection we will use the theory of (∞, 1)-categories. Lurie
uses quasi-categories to prove his results, however, as our goal is to only give an over-
view of the results we will give a description that does not depend on any particular
model.
We will start by generalizing the definition of a Grothendieck topos that can be
generalized in the easiest manner.
Definition 6.2.62. [Lur09, Definition 6.1.0.4] A higher topos X is a left-exact acces-
sible localization of the higher category of spaces on a small higher category C. Con-
cretely, we have an adjunction
Fun(Cop, Spaces) X
a
i
where i is embedding, a commutes with finite limits and X is accessible.
Remark 6.2.63. Similar to before, if a does not commute with finite limits and then
we say X is presentable.
Remark 6.2.64. Notice this precisely generalizes Theorem 6.2.16 except for that the
fact that we added an accessibility condition to the topos, which is because in the
classical setting every localization is already accessible. This follows from the fact
that in the classical setting every collection of localizing maps can be generated by
monomorphisms. For more details see [Lur09, Proposition 6.4.1.6]
Our next goal is to generalize the descent condition to the setting of a topos.
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Definition 6.2.65. A natural transformation of higher categories α : K × [1] → C
from p : K → C to q : K → C is called Cartesian if for each morphism f : x→ y in
K the resulting square
px py
qx qy
pf
αx
p
αy
qf
is a pullback square in C.
Definition 6.2.66. A higher category C with finite limits and small colimits satisfies
descent, if we have the following situation.
Let p¯, q¯ : KB → C be two maps of higher categories and α¯ : p¯ → q¯ be a natural
transformation. Moreover, let q¯ be a colimiting cocone of in C and α = α¯|K : K → C
be a Cartesian natural transformation. Then the following two are equivalent:
1. p¯ is a colimiting cocone.
2. a¯ is a Cartesian natural transformation.
Theorem 6.2.67. [Lur09, Theorem 6.1.0.6] A presentable higher category X is a
higher topos if and only if it satisfies descent.
Remark 6.2.68. There is an analogue to Giraud’s axiom, which is an equivalent way
of stating the descent condition, in the higher categorical setting. For more details
see [Lur09, Theorem 6.1.0.6.(3)]
The description of descent above is quite intricate, thus we will also state the
descent condition using the language of model categories as can be found in [Rez05].
Definition 6.2.69. Let M be a model category and α : I → M be a natural
transformation from f : I → M to g : I → M. We say α is Cartesian if for each
morphism j : i→ i′ the commutative square
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f(i) f(i′)
qx qy
f(j)
αi
p
αi′
f(j)
is a homotopy pullback square in M.
Remark 6.2.70. In [Rez05, Subsection 6.5] this definition is called equifibered, but to
stay consistent with previous definitions we decided to use the word Cartesian.
Definition 6.2.71. [Rez05, Subsection 6.5] A model category M satisfies descent if
it satisfies following two conditions:
P1 Let I be a small category, α : I → M a functor, and α¯ = hocolimIα. Let
f : β¯ → α¯ be a map in M. Form a functor β : I →M by
β(i) = α(i) ×¯
α
h β¯
for i ∈ I. Then the evident map
hocolimIβ
'−−−→ β¯
is a weak equivalence.
P2 Let I be a small category, f : β → α a Cartesian natural transformation. Let
f¯ : β¯ → α¯ be the induced map between homotopy colimits β¯ = hocolimIβ and
α¯ = hocolimIα. Then for each object i ∈ I the natural map
β(i)
'−−−→ α(i) ×¯
α
h β¯
is a weak equivalence.
Remark 6.2.72. Intuitively this is saying that for a diagram α : I →M with colimit
α¯ = hocolimIα, there is an equivalence between the homotopy theory of M/α¯ and
the subcategory ((MI)/α)
Cart consisting of Cartesian natural transformations over α.
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Remark 6.2.73. Notice how the descent conditions completes the statement of the
weak descent condition as discussed in Definition 6.2.23. Thus in order for the map
in condition P2b to be an equivalence we needed to use homotopy theory and in
particular homotopy colimits.
Example 6.2.74. In particular, if we apply this argument to Example 6.2.26 we see
that the homotopy pushout gives us
[1] [1]
∐
[1] [1]
[0] [0]
∐
[0] [0]
S1
S1
(id,σ)(id,id)
q p
z2
where the map z2 : S1 → S1 is the map that wraps the circle twice around itself.
Taking pullback along the map [0]→ S1 exactly recovers the map [1]→ [0]. This is
just the classical fact that the map z2 is a 2-cover of the circle and each point has
fiber two discrete points.
There is an alternative way to think about descent in a topos. In particular, each
one of the two descent conditions have their own equivalent conditions.
Proposition 6.2.75. Let P be a presentable higher category. The following are
equivalent.
1. P satisfies descent condition P1.
2. Colimits are universal, meaning that for each morphism f : x → y in P the
pullback functor
f ∗ : P/y → P/x
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preserves colimits.
3. P is locally Cartesian closed
Proof. The equivalence of the first two conditions follows by definition. For the
equivalence of the second and third part we notice that P is locally Cartesian closed
if the map f ∗ : P/y → P/x has a right adjoint. However f ∗ has a right adjoint if and
only if it commutes with colimits as P is presentable.
In order to find equivalent condition for P2, we need to understand C/x¯ where x¯
is the colimit of a diagram in C. For a higher category C with finite limits there is a
map
C/− : Cop → Cat∞
that takes each object c to the over-category C/c. Functoriality follows from the
existence of pullbacks.
This functor has an underlying functor valued in spaces
(C/−)core : Cop → Cat∞ → Spaces
where core is the underlying maximal subgroupoid. Intuitively P2 corresponds to
the fact that this functor (C/−)core takes colimit diagrams in C to limit diagrams in
Spaces.
There is another way to describe this condition. Namely, by strengthening the
notion of a subobject classifier.
Notation 6.2.76. Let C be a higher category and S be a subclass of morphisms in
C. Moreover, let c be an object in C. Then we denote the full subcategory of C/c
generated by maps f : d→ c in S as (C/c)S.
Definition 6.2.77. Let S be a subclass of morphisms in a higher category C with
finite limits. We say S is closed under pullbacks if in the pullback diagram
430
x y
z w
f
p
g
g in S implies that f is S.
Definition 6.2.78. Let C be a higher category with finite limits. Let S be a subclass
of morphisms closed under pullbacks. We say US is an object classifier or universe
for S if US represents the functor
((C/−)S)core : Cop → Spaces
Notation 6.2.79. If the conditions of the definition above are satisfied then we will
say S is classified by the universe US.
Remark 6.2.80. In particular for each object c there is an equivalence
((C/c)
S)core ' mapC(c,US)
This implies that there exists a universal map p : US∗ → US such that for each map
f : d→ c in S there is a pullback square
d US∗
c US
p
Let us see how such a universe looks like.
Example 6.2.81. Let κ be a large enough cardinal and let Spacesκ be the higher
category of spaces that are κ-small. Let
Uκ = (Spacesκ)core
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Uκ∗ = (Spaces
κ
∗)
core
where Spaces∗ is the higher category of pointed spaces. The forgetful map from
pointed spaces to spaces induces a map of spaces
p : Uκ∗ → Uκ
Now let (Spaces/−)
κ be the subcategory of all morphisms in spaces such that the
fiber over each point is a κ-small space. Then there is an equivalence
((Spaces/−)
κ)core ' mapSpaces(−,Uκ)
We can prove this in two steps:
1. The statement clearly holds over the point as we have
((Spaces/∗)
κ)core ' (Spacesκ)core = Uκ ' mapSpaces(∗,Uκ)
2. Every space is a colimit of the point and both sides commute with colimits.
Remark 6.2.82. It is instructive to understand the role of the universal map in more
detail when the base is a point. Let X : ∗ → Uκ be any map. This gives us following
pullback diagram.
F Uκ∗
∗ Uκ
p
As Uκ = (Spacesκ)core a point is a choice of κ-small space X (which is why we named
the function itself X as well). The fiber over X is the space of all pointed spaces
(X, x0), where x0 is a point in X. Thus the fiber F is exactly the space X.
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Having a definition of a universe, we can use it to give another equivalent condition
for the descent condition. First we review the generalization of the boundedness
condition in a presentable higher category.
Definition 6.2.83. Let X be a presentable higher category. An object in x in X is
κ-compact if the representable functor mapX(−, x) commutes with κ-filtered colimits.
Intuition 6.2.84. As X is presentable there exists a small higher category C such
that X is a localization of Fun(Cop, Spaces). From this perspective an object in X is
κ-compact if it is a colimit of a κ-small diagram in C.
Remark 6.2.85. The definition above generalizes the notion of smallness in the case
of spaces, as the category of spaces is generated by the point and a space is κ-small
if and only if it is a colimit of κ-small diagram with value the point.
Next we need to generalize morphisms with small fibers.
Definition 6.2.86. [Lur09, Definition 6.1.6.4] Let X be a presentable higher cate-
gory. A map f : x→ y is relatively κ-compact if for every pullback diagram
x′ x
y′ y
p
f
such that y′ is κ-compact, we have that x′ is κ-compact.
Remark 6.2.87. Again this generalizes the case of spaces. In the category of spaces
it suffices to check the pullback along the point as that is the generator.
Theorem 6.2.88. Let X be a presentable higher category that satisfies condition P1.
Then the following are equivalent:
1. X satisfies condition P2.
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2. The functor
(X/−)core : Xop → Spaces
takes small colimit diagrams to limit diagrams.
3. For sufficiently large enough cardinals κ, the class of relatively κ-compact mor-
phisms is classified by a universe.
Proof. (1 ⇔ 2) This part is very technical and so we only give a sketch. For the
precise proof see [Lur09, Lemma 6.1.3.5].
According to [Lur09, Corollary 3.3.3.3] the map (X/−)core takes colimit diagrams
to limit diagrams if and only if the following condition holds. Let α¯ : KB → X be a
colimit diagram in X and let α : K → X be the restriction map. Also let f : β → α
be a Cartesian natural transformation. Then f : β → α lifts to a Cartesian natural
transformation f¯ : β¯ → α¯.
K KB
X
α
β β¯
α¯
f
f¯
Thus we have to show such a f¯ exists.
By the property of colimits, we know that we can always lift f to a f¯ : β¯ → α¯
such that β¯ : KB → X is a colimit diagram. However, condition P2 exactly states a
natural transformation f¯ between two colimit diagrams such that the restriction f is
Cartesian is itself a Cartesian natural transformation. Thus P2 holds if and only if
f¯ is a Cartesian natural transformation which itself is equivalent to (X/−)core taking
colimits to limits.
(2 ⇒ 3) Let us assume (X/−)core takes small colimits to limits. Then for a large
enough cardinal κ, the restricted functor ((X/−)κ)core is a representable functor. This
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follows from the fact that X is presentable and the standard result that a functor
that takes colimits to limits is representable [Lur09, Proposition 5.5.2.2].
(3⇒ 2) We want to show that (X/−)core takes colimits to limits. Let S be the class
of all maps in X. Moreover, let Sκ be the class of relatively κ-compact maps. Let
f : K → X be a diagram that takes values in Sκ. Then the functor (X/−)core ◦ f will
factor ((X/−)κ)core◦f , which takes colimits to limits by assumption. The general case
then follows from the fact that S = ∪Sκ. In other words, for every map f : K → X
there exists a cardinal κ such that the map is relatively κ-compact. For a precise
proof see [Lur09, Theorem 6.1.6.8]
Remark 6.2.89. Up until now we showed that the descent condition is equivalent to
being locally Cartesian closed and having object classifiers. We can now ask oursel-
ves whether we can strengthen the object classifier condition so that it is actually
equivalent to descent. This question will be addressed in Subsection 6.4.1.
Until now we have not discussed how we can use Grothendieck topologies to define
a higher topos. That is because the language of Grothendieck topologies becomes
vastly more complicated in the higher categorical setting. We will thus state the
main results and refer the reader to the main source for the proofs.
Definition 6.2.90. [Lur09, Definition 6.2.2.1] Let C be a higher category. A sieve on
C is a full subcategory C(0) of C having the property that if f : c→ d is a morphism
in C(0) then c is also in C(0).
A sieve on an object c in C is then a sieve on the higher category C/c. Notice
this exactly corresponds to the original definition of a sieve in the classical setting
as described in Definition 6.2.2.
Definition 6.2.91. A Grothendieck topology on a higher category C is a choice of
sieves for each object c that satisfy the three conditions stated in Definition 6.2.3.
Remark 6.2.92. Notice a Grothendieck topology on C is exactly the same as a
Grothendieck topology on a homotopy category Ho(C). For more details see [Lur09,
6.2.2.3]
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In our next step, we should then prove that every left-exact localization of the
category Fun(Cop, Spaces) corresponds to a Grothendieck topology on C. However,
this is actually not true. Rather we have following results.
Definition 6.2.93. [Lur09, Definition 6.2.1.4] Let X be a presentable higher category
and S¯ a strongly saturated class of morphisms. We say S¯ is topological if the following
conditions are satisfied:
1. There exists S ⊂ S¯ consisting of monomorphisms such that S generates S¯ as
a strongly saturated class of morphisms.
2. S¯ is closed under pullbacks.
Definition 6.2.94. We say a localization L : X → Y is topological if the collection
S¯ of all morphisms f : x→ y in X such that Lf is an equivalence is topological.
Remark 6.2.95. Thus a topological localization is a localization whose behavior can
be determined by a collection of monomorphisms.
Remark 6.2.96. In the classical setting every left-exact localization can be determined
by its behavior on the monomorphisms.
Having determined the right class of equivalences we can state the correspondence.
Proposition 6.2.97. [Lur09, Proposition 6.2.2.17] Let C be a small higher cate-
gory. There is a bijective correspondence between Grothendieck topologies on C and
(equivalence classes of) topological localizations.
This proposition exactly shows in which situations Grothendieck topologies are
useful. However, this makes us wonder. What can we say about localizations that
are not topological? Before we can do that we need several definition.
Definition 6.2.98. A map f : x→ y in a topos X is called an effective epimorphism
if the truncation τ≤−1(f) is a final object in X/y.
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Definition 6.2.99. [Lur09, Definition 6.5.1.1] Let
s : x∂∆[n+1] → x
Then we define
pin(X) = τ≤0(s) ∈ X/x
Definition 6.2.100. [Lur09, Definition 6.5.1.10] Let f : x → y be a morphism in
a higher topos X and let 0 ≤ n ≤ ∞. We say f is n-connective if it is an effective
epimorphism and pik(f) = ∗ for 0 ≤ k < n.
We can finally define our desired localizations.
Definition 6.2.101. [Lur09, Definition 6.5.2.17] Let X be a higher topos and Y be
a left-exact localization of X. We say Y is a cotopological localization of X if the left
adjoint L : X→ Y satisfies the following equivalent conditions:
1. For every monomorphism u in X, if Lu is an equivalence in Y, then u is an
equivalence in X.
2. For every morphism u in X, if Lu is an equivalence in Y then u is∞-connective.
Turns out cotopological localizations are exactly what we need to understand all
accessible left-exact localizations.
Proposition 6.2.102. [Lur09, Proposition 6.5.2.19] Let X be a higher topos and let
X′′ be a accessible left exact localization of X. Then there exists a topological locali-
zation X′ of X such that the inclusion of X′′ in X′ is a cotopological localization. In
other words, every left-exact accessible localization can be factored into a topological
localization followed by a cotopological localization.
Remark 6.2.103. This classification of localizations gives a concrete method to con-
struct higher toposes.
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1. Pick a small higher category C.
2. Pick a Grothendieck topology on C.
3. Use the Grothendieck topology to form the category of sheaves, Sh(C). This
is equivalent to a choice of topological localization of Fun(Cop, Spaces).
4. Make a choice of ∞-connected maps in Sh(C).
5. Invert the chosen ∞-connected maps. This is equivalent to a choice of cotopo-
logical localization.
Remark 6.2.104. One question that remains is whether we can build all higher toposes
in one step. One possible way would be to strengthen the notion of a Grothendieck
topology to be able to include the cotopological localizations. One such approach is
outlined in [Lur09, Remark 6.5.3.14], where Lurie suggests we could develop a notion
of a “generalized topology”, which combines sieves and hypercoverings.
6.2.4 Towards and Elementary Higher Topos
Up to here we showed how a Grothendieck topos was developed to tackle questions in
algebraic geometry. Then it was expanded to an elementary topos to study logic and
finally was independently generalized to a higher topos to study derived algebraic
geometry.
We can summarize this development in the following diagram, where the arrows
show the direction of the generalization:
Groth. Topos Elem. Topos
Higher Topos
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The diagram suggests that we should look for a common generalization. A higher
category that relates to a higher topos the way an elementary topos relates to a
Grothendieck topos. Metaphorically we can think of it as the “pushout”:
Groth. Topos Elem. Topos
Higher Topos ?
p
Such a category should be called an elementary higher topos. The goal of the
next sections is to develop such a theory and show how it relates to the concepts we
discussed in this section.
6.3 Cartesian Fibrations and Complete Segal Objects
In order to be able to efficiently work with higher categories we need the theory
of Cartesian fibrations. We then use Cartesian fibrations to study functoriality of
simplicial objects.
6.3.1 Cartesian Fibrations
In the realm of higher category theory composition is only defined up to homotopy.
For that reason it is often difficult to define and study functors. One efficient remedy
is to use fibrations that model functors. In particular, we use Cartesian fibrations
to model functors valued in higher categories. For an intuitive introduction to the
theory of Cartesian fibrations see [Ras18b, Section 4].
Cartesian fibrations were initially studied by [Lur09] in the context of quasi-
categories. However, we will mainly reference [Ras17b] and [Ras17a], as it gives
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a detailed account of Cartesian fibrations in the context of complete Segal spaces.
In particular, we work with the following definition of a Cartesian fibration.
Definition 6.3.1. [Ras17a, Definition 7.15] Let C be a complete Segal space. A
map of bisimplicial spaces p : R→ C is called a Cartesian fibration if it satisfies the
following conditions:
1. It is a Reedy right fibration [Ras17a, Definition 4.14].
2. It satisfies the Segal condition, meaning the map
Rn → R1 ×
R0
... ×
R0
R1
is a Reedy equivalence of simplicial spaces.
3. It satisfies the completeness condition, meaning the map
R0 → R3 ×
R1×
R0
R1×
R0
R1
R1
is a Reedy equivalence of simplicial spaces.
It R → C only satisfies the first two conditions then we call it a Segal Cartesian
fibration.
(Segal) Cartesian fibrations come with model structures as well.
Theorem 6.3.2. [Ras17a, Theorem 7.16] There is a unique model structure on the
category ssS/C (bisimplicial spaces over C [Ras17a, Definition 3.1]), called the (Segal)
Cartesian model structure which satisfies the following conditions:
1. It is a simplicial model category
2. The fibrant objects are the (Segal) Cartesian fibrations over C
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3. Cofibrations are monomorphisms
4. A map f : A→ B over C is a weak equivalence if
mapssS/C(B,R)→ mapssS/C(A,R)
is an equivalence for every (Segal) Cartesian fibration R→ C.
5. A weak equivalence ((Segal) Cartesian fibration) between fibrant objects is a
level-wise equivalence (biReedy fibration).
As a lot of the work in [Ras17b] and [Ras17a] is quite technical the reader can find
a summary of important results about Cartesian fibration in [Ras18a, Section 3].
Before we move on there is one particular Cartesian fibration that plays a major
role in the next section.
Example 6.3.3. [Ras17a, Subsection 7.5] Let C be a CSS with finite limits. CF (1)
be the bisimplicial space defined as follows. (CF (1))k is the CSS of functors F (k) ×
F (1)→ C that satisfy two conditions:
1. For each map F (1)→ F (k) the restriction map F (1)×F (1)→ C is a pullback
square.
2. The map F (k) → C we get by restricting along the map 1 : F (0) → F (1) is a
constant map.
In particular (CF (1))0 is the subcategory of C
F (1) with the same objects, but where
the maps are all pullback squares. We denote the zero level with OC
This comes with a map t : CF (1) → C that is a Cartesian fibration. It models the
functor
C/− : Cop → Cat∞
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The restriction OC models the functor
(C/−)core : Cop → Spaces
Remark 6.3.4. The reason we denote this Cartesian fibration by CF (1) is the fact that
it has data equivalent to the arrow category. For a description of the equivalence see
[Ras17a, Subsection 7.3]
Remark 6.3.5. Let S be a subclass of morphisms closed under pullbacks (6.2.77).
Then we denote the Cartesian fibration that models (C/−)S (Notation 6.2.76) as
(CF (1))S and the Cartesian fibration that models ((C/−)S)core as OSC .
6.3.2 Complete Segal Objects
Complete Segal objects give us a definition of a higher category internal to another
higher category. The model of Cartesian fibration we have chosen is particularly
suited for the study of complete Segal objects. For a detailed study of complete Segal
objects see [Ras18a]. In this subsection we give a broad overview over complete Segal
objects as we will need them in the next section.
Remark 6.3.6. For this subsection let C be a higher category with finite limits.
Definition 6.3.7. [Ras18a, Definition 2.13, Definition 2.47] We say a simplicial
object W : ∆op → C is a complete Segal object if it satisfies the following two
conditions:
1. Segal Condition: The map
(α0, ..., αn−1) : Wn
'−→ W1 ×
W0
W1 ×
W0
... ×
W0
W1
is an equivalence in C.
2. Completeness Condition: The following is a pullback square in C.
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W0 W3
W1 W1 ×
W0
W1 ×
W0
W1
p
Moreover, W is a Segal object if it only satisfies the first condition.
A complete Segal object W has a notion of objects, morphisms, composition, ... .
Definition 6.3.8. [Ras18a, Definition 2.16] An object in W is a map f : D → W0.
Definition 6.3.9. Let x, y : ∗ → W0 be two objects in W , where ∗ is the final object
in C. Then we define the mapping object mapW (x, y) as the pullback diagram.
mapW (x, y) W1
∗ W0 ×W0
(s,t)
(x,y)
Remark 6.3.10. In the previous definition we defined mapping objects only for objects
which have domain the final object. That is because we only need this special case
in the next section. This can be generalized to objects with arbitrary domain if C is
locally Cartesian closed. For more details see [Ras18a, Definition 2.22].
For an object c in C we should get a representable functor
Yc : C
op → Spaces.
In the previous subsection we showed how we use Cartesian fibrations to model
functors valued in higher categories. As every space is a higher category we can also
model the representable functor Yz.
Theorem 6.3.11. [Ras17b, Example 3.11, Theorem 4.2] For each object c in C the
projection map C/c → C is a Cartesian fibration that models the representable functor
Yc. Here C/c is the category of morphisms over c [Ras18b, Definition 4.20].
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By analogy each complete Segal object W• should give us a functor
YW• : C
op → Cat∞.
The goal is to generalize the definition of an over-category to a category over a
simplicial object.
Theorem 6.3.12. [Ras18a, Definition 3.19, Theorem 3.24] Let W be a complete
Segal object in C. There exists a Cartesian fibration C/W• that has the universal
property
(C/W•)k ' C/Wk
We say C/W• is a representable Cartesian fibration represented by W•.
Remark 6.3.13. The Cartesian fibration C/W• models the functor
map(−,W•) : Cop → Cat∞
that takes an object c to the complete Segal space
map(c,W0) map(c,W1) map(c,W2) · · ·
Definition 6.3.14. We say a Cartesian fibration R → C is representable if there
exists a complete Segal object W in C and an equivalence
C/W ' R.
In the next section we will use complete Segal objects to generalize universes to
complete Segal universes.
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6.4 Elementary Higher Topos Theory
In this section we give a definition of an elementary topos. However, before we can
do that we need to strengthen our notion of an object classifier, which we will do in
the first subsection. The rest of the section focuses on studying some of its important
features.
6.4.1 Complete Segal Universes
In this subsection we generalize the notion of a universe, as described in Definition
6.2.78. We will use complete Segal objects as described in the previous section.
Definition 6.4.1. Let S be a class of morphisms of C closed under pullbacks. A
simplicial object US• : ∆
op → C is called a complete Segal universe (CSU) if it
represents the Cartesian fibration (CF (1))S (Remark 6.3.5).
Remark 6.4.2. As a special case the object US0 represents O
S
C . Thus if U
S
• is a complete
Segal universe then US0 is a universe.
Proposition 6.4.3. If US• is a complete Segal universe, then U
S
• is a complete Segal
object.
Proof. It suffices to prove that for every object c in C, the fiber
map(c,US• ) C/US•
∗ C
p
is a complete Segal space [Ras17a, Corollary 7.18]. However, by definition map(c,U)
is equivalent to (C/c)
S.
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6.4.2 Definition of an Elementary Higher Topos
Having expanded our notion of a universe, we can finally define an elementary higher
topos.
Definition 6.4.4. Let C be a higher category with finite limits and colimits. We
say a class of morphisms S in C is closed if S is closed under pullbacks and for every
object c the higher category (C/c)
S has all finite limits and colimits.
Definition 6.4.5. A higher category E is an elementary higher topos (EHT) if it
satisfies following conditions:
1. It has finite limits and colimits.
2. It has a subobject classifier Ω (Definition 6.2.32).
3. For every map f there exists a closed class of morphisms S that includes f and
is classified by a CSU US• (Definition 6.4.1).
Notation 6.4.6. We will say E has enough CSU’s if it satisfies condition (3).
This definition has following immediate corollary.
Corollary 6.4.7. If E is an EHT then it has enough universes.
Example 6.4.8. We will expand on Example 6.2.81 to show that Spaces is an
elementary higher topos. Let κ be a large enough cardinal and let Spacesκ be the
higher category of spaces that are κ-small. Let
Uκn = ((Spaces
κ)∆[n])core
Uκ∗ = ((Spaces
κ
∗)
∆[n])core
The fact that ∆[n] is a cosimplicial space gives us simplicial spaces Uκ• and (U
κ
•)∗
The forgetful map gives us a map of simplicial spaces
p : (Uκ•)∗ → Uκ•
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Now let (Spaces/−)
κ be the subcategory of all morphisms in spaces such that the
fiber over each point is a κ-small space. Using the same argument as Example 6.2.81
we can show that we have an equivalence
(((Spaces∆[n])/−)κ))core ' mapSpaces(−,Uκn)
This proves that Uκ• is a CSU that classifies the category of maps with κ-small fibers.
As any map has κ-small fibers for large enough κ, every map is classified by some
CSU.
We cannot classify everything using one universe, but we can classify a finite
amount of data.
Lemma 6.4.9. Let f1, ...fn be a finite set of maps in E. Then there exists a CSU
US¯• that classifies f1, ..., fn.
Proof. Let Si be a class of maps that includes fi and is classified by the CSU U
Si• .
Let US¯• a CSU that classifies the map
(US1∗ )0
∐
...
∐
(USn∗ )0 → US10
∐
...
∐
USn0
Then US¯ also classifies the maps f1, ..., fn.
For the rest of the section we show that various important features hold in an
elementary higher topos. Concretely, we will show following statements:
1. Fundamental Theorem of Topos Theory holds in an EHT.
2. Every EHT is locally Cartesian closed.
3. Every EHT satisfies descent.
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6.4.3 Fundamental Theorem of Elementary Higher Toposes
In Theorem 6.2.47 we stated the fundamental theorem of topos theory. Here we show
it also holds for an EHT.
Theorem 6.4.10. Let E be an EHT and c an object in E. Then E/c is also an EHT.
Proof. We need to show that E/c satisfies the three conditions state above.
1. Clearly, E/c has all finite limits and colimits.
2. We show that the object pi2 : Ω × c → c is a subobject classifier in E/c. First,
let us gain a better understanding of monomorphisms in E/c. Let f : d → c
be an object in E/c. Moreover, let g : e → d be a morphism in E/c. Then g is
mono if and only if it is a (−1)-truncated object in the over category (E/c)/d.
However, recall the projection map
(E/c)/d → E/d
is a weak equivalence. Thus it suffices if g is a (−1)-truncated object in E/d.
This just means the map g : e → d is a mono map in E. Thus for any object
f in E/c the restriction map
Sub(f)→ Sub(Dom(f))
is an equivalence of sets. This means we have to prove there is an equivalence
map/c(f,Ω× c) ' Sub(Dom(f))
The final map fi : c→ ∗ gives us an adjunction
E/c E
fi!
fi∗
.
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Thus for any object f in E/c have a chain of equivalences
Sub(f)
'−−−→ Sub(Dom(f)) '−−−→ map(Dom(f),Ω) '−−−→ map/c(f, pi2)
Thus E/c also has a subobject classifier.
3. Finally, we need to show that E/c has enough CSU’s. Let S be a class of maps
classified by a CSU US• . Using the fact that (E
F (1))S is represented we have the
following chain of equivalences
((E/c)
F (1))S ' (EF (1))S ×E E/c ' E/US• ×E E/c ' E/US•×c.
Thus the Cartesian fibration ((E/c)
F (1))S is represented by the CSU US• × c.
Thus we have proven that E/c is an EHT as well.
6.4.4 Elementary Higher Toposes are locally Cartesian closed
In this subsection we prove that every elementary higher topos is locally Cartesian
closed.
Theorem 6.4.11. Let E be an EHT. Then E is locally Cartesian closed.
Proof. First, notice that it suffices to prove that E is Cartesian closed, as we have
already proven that E/c is an EHT and so it would follow that E/c is also Cartesian
closed.
So, we have to show that E is Cartesian closed. Let x, y be two objects in E. In
order to show that E is Cartesian closed it suffices to show that the category xE/y
defined by the pullback
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xE/y E/y
E E
p
−×x
has a final object [Ras17a, Theorem 7.57]. Concretely, xE/y is the subcategory of
E/y consisting of objects of the form x × z → y for some z and morphisms x × f :
x × z1 → x × z2 over y, where f : z1 → z2. We will show this category has a final
object.
Let US• be a CSU that classifies the two maps x→ ∗ and y → ∗ at the same time,
which can always be done by Lemma 6.4.9. Let yx be the internal mapping object
of the complete Segal object US•
yx = mapUS• (x, y).
For more details on internal mapping objects see Definition 6.3.9. Notice we have
following pullback square of right fibrations
E/yx E/US1
E E/US0×US0
p
Using the fact that US• is a CSU, we can extend this diagram of right fibrations.
E/yx E/US1 (E
F (1))S1
E E/US0×US0 (E
F (1))S0 × (EF (1))S0
p
'
'
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Let us fix an object z in E and consider the fiber of those right fibrations over z.
This gives us following diagram:
mapE(z, y
x) mapE(z,U
S
1 ) ((E
F (1))/z)
S
∗ mapE(z,US0 × US0 ) (E/z)S × (E/z)S
p
'
'
The bottom map
∗ → (E/z)S × (E/z)S
maps the point to the objects (x × z → z, y × z → z). Thus the pullback diagram
gives us a trivial fibration
mapE(z, y
x)
'−−−→ mapE/z(z × x, z × y).
which implies we can choose a section
mapE/z(z × x, z × y) '−−−→ mapE(z, yx).
On the other hand we have the adjunction
E/z E
fi!
fi∗
where fi : z → ∗, which gives us a zig-zag of trivial fibrations
mapE/z(z × x, z × y) '←−−− K '−−−→ mapE(z × x, y)
where K is a space (for more details on how to find K see [Ras17a, Remark 7.51]).
Making a choice of section mapE(z × x, y) '−−−→ K gives us an equivalence
sz : mapE(z × x, y) '−−−→ mapE(z, yx)
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In particular, if z = yx, then the left hand side has a distinguished point (id : yx →
yx), that corresponds to a map
ev : x× yx → y.
We will prove that ev : x× yx → y is a final object in xE/y.
Before that we show the map ev : x× yx → y has a special property that we need
later on. First of all by the Segal condition we have a trivial fibration
mapE(z, x× yx, y) '−−−→ mapE(z, x× yx)×mapE(x× yx, y).
We can pick a section
c : mapE(z, x× yx)×mapE(x× yx, y)→ mapE(z, x× yx, y).
This gives us a composition map
ev∗ : mapE(z, x× yx) (id,ev)−−−−−−→ mapE(z, x× yx)×mapE(x× yx, y)→
c−−−→ mapE(z, x× yx, y)→ mapE(z, y)
Let f : z → yx be a map. Using a similar argument we can define a map
f ∗ : mapE(yx, yx)→ mapE(z, yx)
With these maps we can form the following commutative diagram.
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mapE(y
x, yx) mapE(z, y
x)
mapE(x× yx, x× yx) mapE(x× z, x× yx)
mapE(x× yx, y) mapE(x× z, y)
mapE(y
x, yx) mapE(z, y
x)
id
f∗
x×− x×−
'
idev∗ ev∗
syx sz'
f∗
By definition of syx the composition of the left hand vertical maps is the identity.
Thus the right hand vertical map is also the identity as it takes the arbitrary map f
to itself. As sz is already an equivalence this implies that the map
ev∗ ◦ (x×−) : mapE(z, yx)→ mapE(x× z, y)
is also an equivalence. In some sense it plays the role of the inverse of sz. With this
at hand we can now show that x× yx → y is a final object in xE/y.
Let x × z → y be another object in xE/y. In order to prove that x × yx → y is a
final object we have to prove that the pullback of the diagram
mapE/y(x× z, x× yx)
mapE(z, y
x) mapE(x× z, x× yx)x×−
is contractible. Using the map ev∗ that was described in the previous paragraph, we
can extend the map to the following diagram
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mapE/y(x× z, x× yx) mapE/y(x× z, y)
mapE(z, y
x) mapE(x× z, x× yx) mapE(x× z, y)
ev∗
p
x×− ev∗
Notice the object y in mapE/y(x× z, y) is idy : y → y in E/y as that is the image of
ev : x×yx → y under the map ev∗. By definition of mapping spaces in over-categories
the square above is actually a homotopy pullback square. Thus it suffices to prove
that the pullback of the diagram
mapE/y(x× z, y)
mapE(z, y
x) mapE(x× z, y)ev∗◦x×−'
is a contractible space. In the previous paragraph we showed that the map ev∗◦(x×−)
is an equivalence. Thus we only have to show that the space mapE/y(x × z, y) is
contractible. But this simply follows from the fact that idy is the final object in E/y.
Hence the map x×− : E→ E has a right adjoint and we are done.
This theorem has following useful corollary.
Corollary 6.4.12. Let E be an EHT. Then all colimits that exists in E are universal.
The theorem above has an inverse statement. The statement and proof of this
inverse statement was suggested to me by Mike Shulman. Before we can prove it we
have to review some concepts from [Ras18a, Subsection 6.2].
In that subsection we use a technique to construct a simplicial object out of a map.
Concretely, we have following definition.
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Definition 6.4.13. [Ras18a, Definition 6.20] Let C be a locally Cartesian closed
category. For every map p : E → B in C there exists a simplicial object N(p)• such
that
N(p)0 = B
N(p)1 ' [B × E → B ×B][E×B→B×B]
where N(p)1 is an internal mapping object in C/B×B.
This simplicial object satisfies following important result.
Lemma 6.4.14. [Ras18a, Lemma 6.19] Let p : E → B be a map in a locally Carte-
sian closed higher category C. Let Sp be the collection of maps that can be obtained
by a pullback of p. Then there is an equivalence
C/N(p)k ' (CF (1))Spk
for each k > 1.
We will use these definitions and results in the next proof.
Theorem 6.4.15. Let E be a locally Cartesian closed category, and let S be classified
by the universe US. Then there exists a CSU UˆS• such that Uˆ
S
0 = U
S.
Proof. As US is a universe there exists a universal map pS : (U
S)∗ → US. Notice
in this case S is exactly the class of maps that can be obtained via pullback of pS.
Using the results of [Ras18a, Subsection 6] we get a Segal object N(pS) = Uˆ
S
• such
that UˆS0 = U
S. We will prove that this simplicial object is a CSU.
By assumption of a universe we know that
E/UˆS0
' E/US ' ((EF (1))S)0
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Moreover, by the lemma above we have
E/UˆSk
' ((EF (1))S)k
Thus UˆS• represents the Cartesian fibration (E
F (1))S, which means it is a CSU.
This theorem results in following very important classification result for an EHT.
Theorem 6.4.16. A higher category E is an EHT if and only if it satisfies the
following conditions.
1. It has finite limits and colimits.
2. It has a subobject classifier Ω.
3. It is locally Cartesian closed.
4. For every map f there exists a closed class of morphisms S that includes f and
is classified by a universe US.
Proof. Let E be an EHT. Then E is locally Cartesian closed by Theorem 6.4.11 and
has sufficient universes according to Corollary 6.4.7. This proves one side.
On the other side, let us assume that E satisfies the four conditions stated above.
In order to show it is an EHT we have to prove it has enough CSU’s. Let f be a map
in E, then there exist a class of morphisms S and a universe US. By the previous
theorem, there exists a CSU UˆS• such that Uˆ
S
0 = U
S. Thus f is classified by the CSU
UˆS• .
Remark 6.4.17. This axiomatization of an elementary higher topos was introduced by
Mike Shulman [Shu17]. The result above shows that the definition of an elementary
higher topos in this section agrees with the definition suggested by Shulman.
Remark 6.4.18. The result above can be thought of as an internal analogue to the
classical local vs. global definition of mappings. In higher category theory we can
define morphisms in two ways:
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1. Global: We can define a collection that we consider our morphisms and then
we specify maps to objects that give us the source and target. This approach
is used when we define complete Segal spaces or quasi-categories.
2. Local: We can define for any two objects a specific collection of morphisms. This
approach is used when we define simplicial categories or topological categories.
One important result in higher category theory is that these two ways of specifying
our morphisms are equivalent. Thus whenever we have global data, we can “break
it down” into local pieces and when have local data we can “bundle them up” to a
global definition. This for example is made precise with the (C, N) equivalence in
[Lur09, Definition 1.1.5.5].
This section gives us an internal version of this result. We can think of internal
mapping objects in a local way, which is exactly the condition for being locally
Cartesian closed or we can take a global approach by using complete Segal universes.
The theorem above then shows that these two ways of defining internal mapping
objects coincide.
6.4.5 Elementary Higher Topos and Descent
Having gained a basic understanding of EHT we can now compare it to higher
toposes.
Remark 6.4.19. Recall that we only assumed that E has finite colimits and not all
small colimits.
Theorem 6.4.20. If E is an EHT then E satisfies descent for all colimit diagrams
that exist in E.
Proof. This directly follows from previous results as the descent condition is equiva-
lent to
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1. Colimits being universal (Corollary 6.4.12).
2. Having sufficient universes (Corollary 6.4.7).
Having proven that E satisfies descent we can now prove the connection between
EHT and a higher topos.
Proposition 6.4.21. A presentable higher category X is a higher topos if and only
if it is an EHT.
Proof. By the theorem above if X is an EHT then it satisfies descent. By [Lur09,
Theorem 6.1.0.1] every presentable higher category with descent is a higher topos.
On the other hand if X is a higher topos, then it satisfies all the conditions of Theorem
6.4.16. Indeed, it has finite limits and colimits, has a subobject classifier, is locally
Cartesian closed and has universes.
6.4.6 Elementary Higher Topos vs. Elementary Topos
In this subsection we study the relation between elementary higher toposes and
elementary toposes.
Proposition 6.4.22. Let E be an EHT. Then the subcategory of 0-truncated objects
τ≤0(E) is an elementary topos.
Proof. We already showed that E is locally Cartesian closed and has a subobject
classifier. This implies that τ≤0(E) is also locally Cartesian closed and has a subobject
classifier, which means Ho(E) is an elementary topos.
Example 6.4.23. The category of spaces is an EHT. The subcategory of 0-truncated
objects is equivalent to the category of sets, which is an elementary topos.
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The other side does not hold.
Example 6.4.24. The category Set is an elementary topos, however it is not an
EHT. We can see this by noticing that Set does not satisfy descent, which is the
content of Example 6.2.26.
Remark 6.4.25. There are two more questions we can ask ourselves about the relation
between an elementary topos and elementary higher topos:
1. Is every elementary topos the subcategory category of an elementary higher
topos?
2. Is there a non-trivial example of an elementary topos that is also an elementary
higher topos?
There is evidence that the answer to both questions is negative, but it definitely
needs further study.
6.4.7 Elementary Higher Topos and Univalence
In [Ras18a, Subsection 6] we defined univalent maps in a locally Cartesian closed
higher category. The goal of this subsection is to show that we can classify univalent
maps in an EHT and then use it to give another characterization of a topos.
Lemma 6.4.26. Let E be an EHT and US• be a CSU. Then the universal fibration
pS : (U
S
∗ )0 → US0 is univalent.
Proof. According to [Ras18a, Definition 6.22] we need to prove that the simplicial
object N(pS)• constructed out of pS is a complete Segal object. However, in the
proof of Theorem 6.4.16 we showed that C/N(pS)• represents (E
F (1))S, which is a
Cartesian fibration. Thus the simplicial object representing it is also a complete
Segal object.
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This Lemma tells as following about universes.
Theorem 6.4.27. The subcategory of OE generated by all universal maps is a poset.
Proof. Every universal map is univalent. According to [Ras18a, Theorem 6.28] the
subcategory of univalent maps is a poset. Thus the full subcategory of universal map
is also a poset.
Theorem 6.4.28. Let E be an EHT. A map f : x → y is univalent if and only if
any classifying map χS : y → US is mono.
Proof. Let S be a class of map that includes f and is classified by the CSU US• . Then
there exists a pullback diagram
x (US0 )∗
y US0
f
p
pS
χf
By the lemma above pS is univalent. Thus by Theorem [Ras18a, Theorem 6.27] f is
univalent if and only if χf is mono.
Remark 6.4.29. Notice the theorem does not depend on the choice of universe US as
the collection of universes form a poset.
Remark 6.4.30. In [Ras18a, Proposition 6.39] we showed that we can already classify
all mono univalent maps in an elementary topos using the subobject classifier. Howe-
ver, we also showed that there are non mono univalent maps that cannot be classified
this way [Ras18a, Example 6.42]. The result above shows that an elementary higher
topos is a suitable generalization as it allows us to classify all univalent maps.
This result suggests a third way to define an EHT, by using the language of
univalence.
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Theorem 6.4.31. A higher category E is an EHT if and only if it satisfies the
following conditions:
1. E has finite limits and colimits.
2. E has a subobject classifier.
3. E is locally Cartesian closed.
4. For each map f : x→ y there exists a univalent map p : U∗ → U and a pullback
square
x U∗
y U
f
p
p
Proof. It suffices to prove that the last condition above is equivalent to the last
condition in Theorem 6.4.16 as the other three conditions are the same.
If f is classified by a universe US then the universal map pS : (U
S)∗ → US is
univalent (Lemma 6.4.26). On the other side if f fits into the pullback above, then
let S be the class of maps that are the pullback of the map pS : U
S
∗ → US. By
[Ras18a, Theorem 6.26] and the univalence condition the map of right fibrations
E/US → OSE
is an equivalence, which means US is a universe.
Remark 6.4.32. This way of characterizing an EHT is very similar to the language of
homotopy type theory. In particular, part of the axioms of homotopy type theory is
the existence of sufficient univalent universes, which is exactly captured by the last
condition stated above [APW13, Subsection 2.10].
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6.5 Summary and Future Directions
In this final section we summarize what we did up to here and point to some natural
questions that we can ask ourselves given what we have proven until now.
6.5.1 Summary
In the last section we introduced the notion of an elementary higher topos and showed
that we can look at it from different angles. Let us review some of the ways we can
think about a topos.
1. Algebraic Topology: Algebraic topology focuses on the homotopy theory of
spaces. It uses features specific to spaces to develop various computational
invariants and tools. For example, the proof of the Freudenthal suspension
theorem has led to the development of stable homotopy theory and spectra.
In the last section we first showed that spaces are an elementary higher topos.
More importantly, we showed that every elementary higher topos satisfies the
descent property, which is the local-to-global principle crucial to the study
spaces. We further backed this up by showing that every higher topos is also
an elementary higher topos.
2. Topos Theory: Topos theory focuses on topos theoretic properties of categories
and the study of elementary toposes. In particular, we know that an elementary
topos is locally Cartesian closed, that every map has an epi-mono factorization
or that we can classify every left-exactly localization using Lawvere-Tierney
topologies.
In the last section we showed that an elementary higher topos is always locally
Cartesian closed and satisfies the fundamental theorem of topos theory. More
importantly, we showed that we can even use locally Cartesian closed condition
to define an elementary higher topos.
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3. Homotopy Type Theory: Homotopy type theory is a foundational approach
to mathematics that focuses on homotopy invariant structures. One of the
central notions of homotopy type theory is the existence of univalent universes.
It enables us to prove classical facts from homotopy theory in the setting of
homotopy type theory. For example, we can use univalence to compute the
fundamental group of the circle [APW13, Subsection 8.1].
In the last section we showed how the notion of an object classifier is intimately
related to univalent maps and in particular how we even can use univalent maps
to define an elementary higher topos.
6.5.2 Future Directions
The work up to here gives us motivation for the following statement:
An elementary higher topos is the specific class of higher categories that
allows us to use tools from algebraic topology and models homotopy type
theory.
In other words an EHT should relate the following three branches of mathematics:
algebraic topology, topos theory and homotopy type theory.
Algebraic Topology: The goal is transfer as many algebraic topological tools
from spaces to the setting of an elementary higher topos. This will demarcate which
results are specific to spaces and which ones can be generalized. Concretely, this
leads to following questions:
(I) Categorical Definition of Spaces: We can use the definition of an EHT to give
an axiomatic definition of the category of spaces. One goal is to use those
axioms to construct non-standard models of spaces.
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(II) Blakers-Massey: One of the classical results of algebraic topology is the Blakers-
Massey theorem. We already know it holds in a higher topos [Rez05]. Thus
the next natural question is to show it also holds in an EHT, using the fact
that the proof mainly relies on the descent condition.
(III) Factorization: One important result in the category of spaces is a factorization
into n-truncated and n-connected maps. The goal is to show we can use colimits
to build this factorization in an elementary higher topos.
Topos Theory: We know that many properties of an elementary topos carries over
to an elementary higher topos, such as being locally Cartesian closed or having a
subobject classifier. The next question is to see whether other important properties of
elementary toposes can also be generalized to higher categories. This line of thinking
leads to following questions:
(I) Colimits: In an elementary topos the existence of finite colimits follows from the
other axioms. It is unclear whether the same is true in the higher categorical
setting, in particular has finite colimits involve more structure in a higher
category. Thus one interesting question is to try to prove the existence of
finite colimits or at least finite coproducts in a locally Cartesian closed higher
category with subobject classifier and universes.
(II) Localizations: Localizations of higher toposes are difficult to characterize gi-
ven the amount of data that is involved. However, in elementary toposes the
subobject classifier allows us to define Lawvere-Tierney topologies classify all
localizations. The goal is to use universes in elementary higher toposes to
generalize those topologies to the higher categorical setting.
Homotopy Type Theory: Homotopy type theory is an axiomatic approach to
mathematics. In order to gain a better understanding of this theory we construct
models. By constructing various models we can tell what kind of results we can prove
using the axioms of homotopy type theory and which ones are independent. While
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we do have some models [KL12], classifying all of them is difficult, which is mainly
because of the univalence axiom. In relation to homotopy type theory we can ask
ourselves following questions:
(I) Univalence in an EHT: In the previous section we showed how we can classify
univalent maps in an elementary higher topos. The goal is to use this clas-
sification to transfer proofs from homotopy type theory to elementary higher
toposes. For example we can try to compute homotopy groups of spheres in
an elementary higher topos.
(II) Models of Homotopy Type Theory: The goal is to use the theory of EHT’s to
construct new models of homotopy type theory. Concretely, [Kap17] shows how
to build locally Cartesian closed higher categories out of certain type theories.
The goal is to study the work there and show that the existence of univalent
universes in the type theory implies that the corresponding higher category is
actually an EHT.
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