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Abstract
In [2], the authors describe a link between holomorphic functions depending on a param-
eter and monogenic functions defined on Rn+1 using the Radon and dual Radon transforms.
The main aim of this paper is to further develop this approach. In fact, the Radon transform
for functions with values in the Clifford algebra Rn is mapping solutions of the generalized
Cauchy-Riemann equation, i.e., monogenic functions, to a parametric family of holomorphic
functions with values in Rn and, analogously, the dual Radon transform is mapping para-
metric families of holomorphic functions as above to monogenic functions. The parametric
families of holomorphic functions considered in the paper can be viewed as a generalization
of the so-called slice monogenic functions. An important part of the problem solved in the
paper is to find a suitable definition of the function spaces serving as the domain and the
target of both integral transforms.
AMS Classification: 30G35.
Key words: Radon transform, dual Radon transform, monogenic functions, slice monogenic
functions.
1 Introduction
The study of solutions of the Dirac (resp. Weyl) equations is very well-established research field,
usually called Clifford analysis (see [1, 8, 12]). Following ideas of Cullen ([7]), a theory of slice
monogenic functions was developed recently ([5, 6]) as an alternative. Both these theories are
natural generalizations of the complex function theory but they are quite different from each
other. Possible relations between the two theories were developed in odd dimensions in the
context of the Fueter construction (which allows to construct monogenic functions starting from
holomorphic functions) and its inversion ([3, 4]). The possibility to relate the two theories in
even dimensions, using the Fueter mapping technique is still under investigation.
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In [2], there are some ideas to find a link between slice monogenic functions and monogenic
functions defined on Rn+1 using the Radon and dual Radon transforms. The main aim of this
paper is to further develop this approach.
In fact, the Radon transform for Rn-valued functions (where Rn denotes the universal Clif-
ford algebra over n imaginary units e1, . . . , en) is mapping solutions of the generalized Cauchy-
Riemann equation, i.e., monogenic functions, to a parametric family of holomorphic functions
with values in Rn and, analogously, the dual Radon transform is mapping parametric families
of holomorphic functions as above to monogenic functions. The most important feature of these
transforms, for our aims, is the fact that they map slice monogenic functions to monogenic
ones (and viceversa). So we can study their action just on initial data, i.e., restrictions to the
hyperplane x0 = 0 in R
n+1.
On the level of polynomial solutions, the classical Fischer decomposition for polynomials
allows us to consider just the initial data of the form xmPk(x) for some homogeneous monogenic
polynomial Pk of degree k. The main fact is that the dual Radon transform acts on the initial
data of the above type as a multiple of the identity.
Using the inversion, the correspondence can be extended to monogenic functions, which are
polynomials in a neighborhood of infinity. We are led to consider their Laurent expansion and
the initial data of the form |x|−(n+m)Pk(x) or |x|−(n+m)xPk(x) for some homogeneous monogenic
polynomial Pk of degree k. Again, the Radon transform acts on the initial data of the above
type as a multiple of the identity.
The discussion of the Radon and the dual Radon transform on the level of initial data for
polynomial solutions is based on facts discussed already in the papers by F. Sommen ([18, 19,
20]). It is quite important, however, to extend both integral transforms to appropriate complete
function spaces. On the side of monogenic functions, the best choice is the set (in fact a right
Rn-module) of ’entire’ monogenic functions, i.e., monogenic functions defined on the whole space
R
n+1. The attempt to define the corresponding space on the other side leads to a generalization
of the standard definition of slice monogenic functions introduced in the Section 3. The use of
inversion leads to the function spaces defined at infinity and the relation between the Taylor
and Laurent series. The main results of the paper are Theorems A and B describing the action
of both integral transforms on the corresponding function spaces.
It is important to note that this approach allows to describe relations between slice monogenic
functions and monogenic functions which are independent of the parity of the dimension n.
The plan of the paper is the following. In Section 2, we formulate the main results of the
paper, namely Theorems A and B. In Section 3, we collect properties of monogenic and slice
monogenic functions and, in particular, we deal with their Laurent series expansions. In Section
4, we recall the dual Radon transform and give a proof of Theorem A. Finally, in Section 5, we
recall the Radon transform and prove Theorem B.
The acknowledgement. The three co-authors (FC, IS and VS) thank the E. Cˇech Institute
(the grant P201/12/G028 of the Grant Agency of the Czech Republic) for the support during
the preparation of the paper.
2 Main results
In order to state the main results of this paper, we have to introduce some function spaces. The
setting in which we will work is the real Clifford algebra Rn over n imaginary units e1, . . . , en
satisfying the relations
eiej + ejei = −2δij .
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We identify an element (x1, x2, . . . , xn) ∈ Rn with a so called 1-vector in the Clifford algebra
through the map
(x1, x2, . . . , xn) 7→ x = x1e1 + . . . + xnen.
By Sn−1 we denote the sphere of unit 1-vectors in Rn, i.e.
Sn−1 = {ω = e1ω1 + . . .+ enωn | ω21 + . . .+ ω2n = 1}.
Definition 2.1 (see [1]). Let U ⊆ Rn+1 be an open set. Then a real differentiable function
f : U → Rn is called (left) monogenic if Df = 0 where D is the generalized Cauchy-Riemann
operator in Rn+1
D = ∂x0 +
n∑
j=1
ej∂xj .
We denote by M the right Rn-module of monogenic functions on Rn+1 \ {0} and by M0
the submodule of functions in M which extend analytically to Rn+1. It is well known that
monogenic functions are real analytic and
M =M0 ⊕M∞
whereM∞ is the right-submodule of functions f ∈M which extend analytically at∞. Function
theory of monogenic functions is called Clifford analysis. For an account of Clifford analysis, we
refer to [1, 2, 8, 11, 12].
It is useful to note that the vector subspace R+ωR of Rn+1 passing through 1 and ω ∈ Sn−1,
denoted by Cω, is a complex plane whose elements are x0+ωp, for x0, p ∈ R. Now we introduce
slice monogenic functions, namely, functions holomorphic on each complex plane Cω.
Definition 2.2. Let U ⊆ R2 be an open set and let f : U × Sn−1 → Rn be a smooth function.
Then f is called a (generalized) slice monogenic function on U ×Sn−1 if it satisfies the equation
∂ω f(x0, p, ω) = 0 for any ω ∈ Sn−1 where
∂ω =
1
2
(∂x0 + ω∂p)
is the Cauchy-Riemann operator on the plane Cω.
Remark 2.3. In this context, a function f(x0, p, ω) is even if f(x0,−p,−ω) = f(x0, p, ω). In
what follows, we are restricting ourselves to even functions because the planes Cω and C−ω are
obviously the same.
We denote by S the right Rn-module of even slice monogenic functions on (R2 \ {0}) × Sn−1
and by S0 the submodule of functions in S which extends analytically to R2 × Sn−1.
In Theorem 3.5, it is shown that S = S0⊕S∞ where S∞ is the submodule of functions f ∈ S
which extend analytically at ∞. Moreover, S∞ is the image of S0 under the inversion I2 defined
by
[I2(f)](x0, p, ω) =
x0 − ωp
x20 + p
2
f
(
x0
x20 + p
2
,
−p
x20 + p
2
, ω
)
.
This is the usual inversion for functions defined on the complex plane extended to parametric
families of holomorphic functions that we consider in this paper.
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Remark 2.4. Note that our definition of slice monogenic functions is a generalization of the
usual one in the literature, but it is more suitable for our purposes. In the previous works in
the literature, see [5, 6], it turns out that the values f(x0, 0, ω) on the common real axis p = 0
does not depend on ω. As it appears clear from the definition, slice monogenic functions in our
sense can be viewed as holomorphic maps with values in the Clifford algebra Rn depending on
the parameter ω ∈ Sn−1.
The first main result shows how the dual Radon transform relates the set S0 of entire slice
monogenic functions and the set M0 of entire monogenic functions. The dual Radon transform
S of a smooth function f on R2 × Sn−1 is defined by
S[f ](x0, x) :=
1
An
∫
Sn−1
f(x0, (x, ω), ω) dω,
where (·, ·) denotes the scalar product in Rn, dω is the area element on the sphere Sn−1 and
An is the area of S
n−1. Note that the variable x0 plays a role of parameter with respect to the
transform S. As we will see in Lemma 4.2, S[∂ωf ] = D(S[f ]) and hence the transform S maps
slice monogenic functions into monogenic ones. In our first main result, we summarize properties
of the transform S when acting on S0, in particular, we describe its range and the complement
of its kernel ker(S).
We now introduce a submodule SM0 of the right Rn-module S0 which turns out to be
the complement of the kernel ker(S). It is well-known that each entire monogenic function
f ∈ M0 is uniquely determined by its restriction f |x0=0. Here f |x0=0(x) = f(0, x), x ∈ Rn.
Analogously, slice monogenic functions in S0 are uniquely determined by their restriction to
x0 = 0.
Definition 2.5. Let M0 stand for the set of restrictions f |x0=0 of functions f ∈ M0. Let us
denote by SM0 the set of functions f ∈ S0 such that
f(0, p, ω) = f0(pω), (p, ω) ∈ R× Sn−1
for some function f0 ∈ M0.
By definition, a function f ∈ S0 belongs to SM0 if and only if its restriction to x0 = 0 is
a function of M0 when we use spherical coordinates x = pω.
Now we are ready to state the first main result of the paper.
Theorem A. The dual Radon transform S is a linear map of the Rn-module S0 onto M0.
Moreover, S0 can be decomposed as
S0 = ker(S)⊕ SM0.
In particular, S is an isomorphism between SM0 and M0.
Remark 2.6. For a proof of Theorem A, see Section 4. For a description of the kernel ker(S)
and of the set SM0 in terms of Taylor series expansions, we refer to Corollary 4.4 and Corollary
3.6, respectively.
In order to state our second main result, let us recall that the Radon transform is defined as
follows. Let f be an Rn-valued function defined in R
n+1. For (x0, p, ω) ∈ R2 × Sn−1, we define
R[f ](x0, p, ω) :=
∫
L(ω,p)
f(x0, x) dσ(x)
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whenever the integral exists. Here L(ω, p) = {x ∈ Rn| (x, ω) = p} and dσ is the Lebesgue
measure on the hyperplane L(ω, p). Note again that the variable x0 plays a role of parameter
and R is the Radon transform with respect to the variable x ∈ Rn. Under natural assumptions,
see [10], ∂ω(R[f ]) = R[Df ] and hence the transform R maps monogenic functions into slice
monogenic ones. Indeed, we prove the following result.
Theorem B. The Radon transform R is an injective linear map of the Rn-module M∞ into
S∞. Denote SM∞ = I2(SM0). Then R(M∞) = SM∞ and R is an isomorphism between M∞
and SM∞. Moreover, we have that
S∞ = I2(ker(S))⊕ SM∞.
Remark 2.7. For a proof of Theorem B, see Section 5. For a description of the Rn-modules
I2(kerS) and SM∞ in terms of Laurent series expansions, we refer to Corollary 4.4 and Corollary
3.7, respectively.
3 Function spaces
In this section, we summarize some properties of monogenic and slice monogenic functions that
we need later on.
3.1 Monogenic functions
First we recall the Cauchy-Kovalevskaya extension for monogenic functions. As we already
discussed, each monogenic function f : Rn+1 → Rn (that is, f ∈ M0) is uniquely determined
by its restriction f |x0=0. If f0 ∈ M0, the set of restrictions f |x0=0 of functions f ∈ M0, then
we write f = CK(f0) for the unique function f ∈ M0 such that f |x0=0 = f0. Then the
Cauchy-Kovalevskaya extension operator (CK-extension for short) CK is an isomorphism of the
Rn-module M0 onto M0.
In what follows, we need to know explicitly the CK-extension of polynomials of the form
xjPk(x) where Pk : R
n → Rn is a spherical monogenic of degree k. To this end, let us recall
that the Gegenbauer polynomial Cνj is defined as
Cνj (z) =
[j/2]∑
i=0
(−1)i(ν)j−i
i!(j − 2i)! (2z)
j−2i with (ν)j = ν(ν + 1) · · · (ν + j − 1). (1)
Actually, we need the following result which is proved in [8, p. 312, Theorem 2.2.1].
Lemma 3.1. Let j ∈ N0 and Pk be a spherical monogenic of degree k. Then we have that
CK(xjPk(x)) = X
(j)
k (x)Pk(x)
where X
(0)
k = 1 and, for j ∈ N, the polynomial X
(j)
k is given by
X
(j)
k (x) = µ
j
k|x|j
(
C
(n−1)/2+k
j
(
x0
|x|
)
+
n+ 2k − 1
n+ 2k + j − 1C
(n+1)/2+k
j−1
(
x0
|x|
)
x
|x|
)
(2)
with µ2lk = (−1)l(C(n−1)/2+k2l (0))−1 and
µ2l+1k = (−1)l
n+ 2k + 2l
n+ 2k − 1 (C
(n+1)/2+k
2l (0))
−1.
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To give an estimate of the embedding factors X
(j)
k we use the following simple lemma.
Lemma 3.2. Let m ∈ 12N0, a1 ∈ (0, 1) and a2 ∈ (2,∞). Then there are C1, C2 ∈ (0,∞) such
that
C1a
j+k
1 ≤
Γ(j + k + 1)
Γ(j + 1)Γ(k + 1 +m)
≤ C2aj+k2 (3)
for all j, k ∈ 12N0.
Proof. Because of the estimate
√
pi
2
≤ Γ(j + 1/2)
Γ(j)
≤ j√pi, j ∈ N,
we can limit ourselves to j, k,m ∈ N0. Then (3) follows from
Γ(j + k + 1)
Γ(j + 1)Γ(k + 1 +m)
=
1
(k +m) · · · (k + 1)
(
j + k
j
)
and 1 ≤ (j+kj ) ≤ (j+k0 )+ (j+k1 )+ · · ·+ (j+kj+k) = 2j+k.
Lemma 3.3. Let X
(j)
k be as in (2). There is a constant b > 0 such that
|X(j)k (x)| ≤ bk+j |x|j , x ∈ Rn+1,
for all k, j ∈ N0.
Proof. It follows easily from Lemma 3.2 and the following estimates
|Cν2l(0)| =
Γ(ν + l)
Γ(l + 1)Γ(ν)
and |Cνj (t)| ≤ Cνj (1) =
Γ(2ν + j)
Γ(j + 1)Γ(2ν)
for |t| ≤ 1.
Now we describe Taylor series expansions for entire monogenic functions.
Theorem 3.4. A function f : Rn+1 → Rn belongs toM0 if and only if it has a unique expansion
of the form
f(x) =
∑
j,k∈N0
X
(j)
k (x)Pk,j(x) (4)
for some k-homogeneous monogenic polynomials Pk,j : R
n → Rn satisfying
lim sup
j+k→∞
j+k
√
‖Pk,j‖ = 0. (5)
Here ‖ · ‖ is the L2-norm ‖ · ‖L2 or the supremum norm ‖ · ‖∞ on the sphere Sn−1, that is,
‖g‖2L2 =
1
An
∫
Sn−1
|g(ω)|2 dω and ‖g‖∞ = sup{|g(ω)|; ω ∈ Sn−1}.
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Proof. It is well-known that the condition (5) for the norm ‖ · ‖L2 is equivalent to that for the
norm ‖ · ‖∞, see e.g. [15, p. 28]. Indeed, Pk,j are (componentwise) k-homogeneous spherical
harmonics. Moreover, (5) is obviously equivalent to the condition that, for any a > 0, there
exists a positive constant C such that
‖Pk,j‖ ≤ C ak+j (6)
for all j, k ∈ N0.
(i) Let f have an expansion (4). Then the series in (4) converges absolutely and locally uniformly
on Rn+1. Indeed, by Lemma 3.3 and (6), we have that
|X(j)k (x)Pk,j(x)| ≤ bk+j|x|j |x|k‖Pk,j‖∞ ≤ (b|x|)k+j‖Pk,j‖∞.
All the summands in (4) are monogenic on Rn+1 and so is the sum f .
(ii) By [18], a given function f ∈ M0 has a unique expansion of the form
f(x) =
∞∑
k=0
fk(x) (7)
for some k-homogeneous monogenic polynomials fk : R
n+1 → Rn satisfying
lim sup
k→∞
k
√
‖fk‖∗ = 0. (8)
Here ‖ · ‖∗ is the L2-norm ‖ · ‖∗L2 or the supremum norm ‖ · ‖∗∞ on the sphere Sn. By the
monogenic Fischer decomposition (see [8, Sect. 1.10]), we have that
fk(x) =
k∑
j=0
xjPk−j,j(x)
for some (k − j)-homogeneous monogenic polynomials Pk−j,j : Rn → Rn and, by applying the
CK extension operator, we get
fk(x) = CK(fk(x)) =
k∑
j=0
X
(j)
k−j(x)Pk−j,j(x), (9)
which gives the expansion (4). It only remains to verify the estimate (5). By (8), for a given
a > 0, there is C > 0 such that
Cak ≥ ‖fk‖∗L2 ≥ ‖X
(j)
k−j(x)Pk−j,j(x)‖∗L2 , k ≥ j ≥ 0.
Here we use the fact that the decomposition (9) is orthogonal with respect to the L2-inner
product, see [8, Theorem 2.2.3, p. 315]. As we know we have an analogous estimate (with
possibly different constant C) for the supremum norm. Hence, we can assume that, for all
k ≥ j ≥ 0,
Cak ≥ ‖X(j)k−j(x)Pk−j,j(x)‖∗∞ ≥ ‖xjPk−j,j(x)‖∞ = ‖Pk−j,j‖∞,
which concludes the proof.
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To obtain Laurent series expansions for monogenic functions of M∞ we use the inversion.
It is well-known that the inversion In+1, defined by
[In+1(f)](x) =
x¯
|x|n+1 f
(
x
|x|2
)
,
is an isomorphism of the Rn-module M0 onto M∞. Hence a function f belongs to M∞ if and
only if it has an expansion of the form
f(x) =
x¯
|x|n+1
∑
j,k∈N0
X
(j)
k (x)Pk,j(x)
|x|2(j+k) (10)
where Pk,j are as in (5). Obviously, each function f ∈M∞ is again uniquely determined by its
initial datum f |x0=0.
3.2 Slice monogenic functions
First we describe Laurent series expansions for slice monogenic functions.
Theorem 3.5. (i) A function f belongs to S if and only if it has a unique expansion of the
form
f(x0, p, ω) =
∑
j∈Z,k∈N0
(x0 + ωp)
jωkPk,j(ω) (11)
for some k-homogeneous monogenic polynomials Pk,j : R
n → Rn which satisfy the following
condition: For each m ∈ N0 and each a > 0, there is C > 0 such that
‖Pk,j‖ ≤ C a|j|(k + 1)−m (12)
for all k ∈ N0 and j ∈ Z. Here ‖ · ‖ is the L2-norm ‖ · ‖L2 or the supremum norm ‖ · ‖∞
on the sphere Sn−1.
(ii) Moreover, a function f belongs to S0 (resp. S∞) if and only if it has a unique expansion
of the form (11) with Pk,j = 0 unless j ≥ 0 (resp. j < 0). In particular, we have that
S = S0 ⊕ S∞ and S∞ = I2(S0).
Proof. (i) If a function f has an expansion of the form (11) then f obviously belongs to S.
Indeed, by [17, Theorem 4], the series in (11) converges in the C∞ sense.
So let us assume that f ∈ S. Let ω ∈ Sn−1 be fixed. Then it is well-known that the Clifford
algebra Rn is a finite dimensional vector space over Cω. Thus the values of f can be decomposed
into Cω-valued components which, by our assumptions, are holomorphic functions on Cω \{0} in
the usual sense (cfr. with [6, Splitting Lemma]) and they have unique Laurent series expansions.
Hence we can expand f uniquely as
f(x0, p, ω) =
∑
j∈Z
(x0 + ωp)
jCj(ω) (13)
where the coefficients Cj(ω) are given by the Cauchy integral
Cj(ω) =
1
2pirj
∫ 2pi
0
(cos(jt) − ω sin(jt)) f(r cos t, r sin t, ω) dt (14)
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for any r > 0. In particular, the coefficients Cj(ω) are smooth functions on S
n−1. Denote by
∆ω the Laplace-Beltrami operator on the sphere S
n−1. Let j ∈ Z, m ∈ N0 and r > 0 be given.
Then, by applying ∆mω to (14), we obtain the estimates
‖∆mω Cj‖L2 ≤ ‖∆mω Cj‖∞ ≤ Dr−j (15)
with D = D(m) = sup{|∆mω f(x0, p, ω)| + |∆mω ωf(x0, p, ω)|; x20 + p2 = r2, ω ∈ Sn−1} < ∞.
Since Cj is a smooth function on S
n−1 it is well-known that it has a unique expansion
Cj(ω) =
∞∑
k=0
Yk,j(ω) (16)
into k-homogeneous spherical harmonics Yk,j which decrease rapidly as k → ∞, and satisfying
that
k2m‖Yk,j‖L2 ≤ ‖∆mω Cj‖L2 , k,m ∈ N0, (17)
see e.g. [15, p. 36]. By (15) and (17), it follows that the sequence Yk,j satisfy the estimate (12).
Since f is an even function so are the coefficients Cj and, consequently, only Yk,j for even k are
non-zero. Let j ∈ Z and let k ∈ N0 be even. Then it is well-known (see [8, Cor. 1.33]) that
k-homogeneous spherical harmonic Yk,j : S
n−1 → Rn decomposes uniquely as
Yk,j(ω) = Pk,j(ω) + ωPk−1,j(ω) = ω
k(−1)k/2Pk,j(ω) + ωk−1(−1)(k−2)/2Pk−1,j(ω) (18)
for some spherical monogenics Pk,j and Pk−1,j of degree k and k − 1, respectively. Since this
decomposition is orthogonal with respect to the L2-inner product we have that
‖Yk,j‖2L2 = ‖Pk,j‖2L2 + ‖Pk−1,j‖2L2 ,
which completes the proof of the statement (i). Indeed, for the given function f ∈ S, we found
an expansion of the form (11), see (13), (16) and (18).
(ii) It follows directly from (i). In particular, we have that I2((x0 + ωp)
j) = (x0 + ωp)
−(j+1) for
j ∈ Z.
Corollary 3.6. The following statements are equivalent.
(i) A function f belongs to SM0.
(ii) A function f has a unique expansion of the form (11) with Pk,j = 0 unless j ≥ k.
(iii) A function f has a unique expansion of the form
f(x0, p, ω) =
∑
j,k∈N0
(x0 + ωp)
j+kωkP˜k,j(ω) (19)
for some k-homogeneous monogenic polynomials P˜k,j : R
n → Rn satisfying the condition
lim sup
j+k→∞
j+k
√
‖P˜k,j‖ = 0. (20)
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Proof. (iii)⇒(ii): Let f have an expansion of the form (19). Then we have that
f(x0, p, ω) =
∑
j≥k
(x0 + ωp)
jωkPk,j(ω)
where Pk,j = P˜k,j−k. Let a ∈ (0, 1) and C > 0 be such that ‖P˜k,j‖ ≤ Caj+k for each j, k ∈ N0.
Then we have that ‖Pk,j‖ = ‖P˜k,j−k‖ ≤ Caj ≤ C(
√
a)j+k for each j, k ∈ N0, j ≥ k, which
finishes the proof. Moreover, it is immediate to see that the converse (ii)⇒(iii) is also true.
(i)⇒(iii): Recall that SM0 is introduced in Definition 2.5. Let f0 ∈ M0, that is, f0 is a restric-
tion of some entire monogenic function on Rn+1 to the hyperplane x0 = 0. By Theorem 3.4, we
have that
f0(x) =
∑
j,k∈N0
xjP˜k,j(x)
for some k-homogeneous monogenic polynomials P˜k,j : R
n → Rn satisfying the condition (20).
Using spherical coordinates x = pω, we get the function
f0(pω) =
∑
j,k∈N0
(pω)j+kωk(−1)kP˜k,j(ω).
Moreover, there is a unique function f ∈ S0 such that f |x0=0 = f0, namely,
f(x0, p, ω) =
∑
j,k∈N0
(x0 + pω)
j+kωk(−1)kP˜k,j(ω).
Obviously, the converse (iii)⇒(i) is valid as well.
Recalling that SM∞ = I2(SM0), we obtain the following result.
Corollary 3.7. The following statements are equivalent to each other.
(i) A function f belongs to SM∞.
(ii) A function f has a unique expansion of the form (11) with Pk,j = 0 unless j < −k.
(iii) A function f has a unique expansion of the form
f(x0, p, ω) =
∑
j,k∈N0
(x0 + ωp)
−(j+k+1)ωkP˜k,j(ω) (21)
where P˜k,j are as in (20).
4 The dual Radon transform
Let us recall that the dual Radon transform is defined as follows.
Definition 4.1. Let φ = φ(p, ω) be a smooth (complex or Rn-valued) function on R×Sn−1. For
x ∈ Rn, we define
S[φ](x) :=
1
An
∫
Sn−1
φ((x, ω), ω) dω.
Here (·, ·) is the scalar product on Rn, dω is the area element on the sphere Sn−1 and An is the
area of Sn−1.
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It is clear that the dual Radon transform S vanishes on odd functions φ (that is, when
φ(−p,−ω) = −φ(p, ω)) and it preserves the degree of homogeneity. Indeed, if φ = φ(p, ω) is
a homogeneous function of degree α ∈ C (that is, for λ > 0, we have that φ(λp, ω) = λαφ(p, ω)),
so is S[φ]. To prove our first main theorem we need to show the following auxiliary results.
Lemma 4.2. For each f ∈ S0, we have that S[f ] ∈ M0.
Proof. Let f : R2 × Sn−1 → Rn be a smooth function, f = f(x0, p, ω). From Definition 4.1, we
get that
∂
∂x0
S[f ] = S
[
∂f
∂x0
]
and
∂
∂xj
S[f ] = S
[
ωj
∂f
∂p
(x0, p, ω)
]
, j = 1, . . . , n.
Note that the variable x0 plays a role of a parameter with respect to the transform S. Hence
we obtain that D(S[f ]) = S[∂ωf ], which finishes the proof.
Proposition 4.3. (a) Let k ∈ N0 and let Pk be a homogeneous harmonic polynomial in Rn of
degree k. Let α ∈ C and ℜα > −k− 1, where ℜα denotes the real part of α. Then we have that
S[|p|αPk(pω)] = B(α, k) |x|αPk(x) (22)
where the constant B(α, k) ∈ C is given by
B(α, k) =
2−(α+k) Γ(α+ k + 1) Γ(n/2)
Γ((α + 2)/2) Γ((α+ 2k + n)/2)
.
In particular, we have that B(α, k) = B(α + 2, k − 1)(α + 2)/(α + k + 1) for k ∈ N and, for
ℜα > −k − 1, that B(α, k) = 0 if and only if α ∈ {−2,−4,−6, . . .}.
(b) Let j, k ∈ N0, s ∈ {0, 1} and let Pk be a k-homogeneous spherical monogenic in Rn. Then
we have that S[(x0 + ωp)
jωkPk(ω)] = 0 for j < k and
S[(x0 + ωp)
2j+s+kωkPk(ω)] = (−1)kB(2j, k + s) X(2j+s)k (x)Pk(x). (23)
Proof. (a) These formulas can be obtained using the Funk-Hecke theorem, see e.g. [8, pp. 340-
347]. For the sake of completeness, we derive them from elementary properties of the dual Radon
transform. Due to orthogonal invariance of the dual Radon transform it is sufficient to show
the formula of Proposition 4.3 only for the polynomial Pk(x) = (x1 + ix2)
k. Indeed, for each
A ∈ SO(n), we have that
S[φ(p,A−1ω)](x) = S[φ(p, ω)](A−1x). (24)
Denote z = x1 + ix2 and ν = ω1 + iω2. Thus we need to prove by induction on k the following
formula
S[|p|αpkνk] = B(α, k) |x|αzk. (25)
(i) For k = 0, the formula can be obtained using the spherical coordinates (see [22, p. 22]).
Indeed, we have that
1
An
∫
Sn−1
|ω1|α dω = An−1
An
∫ pi
0
| cos(θ)|α sinn−2 θ dθ = B(α, 0).
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(ii) Assume that k ∈ N and the formula (25) is valid for k − 1. Denote ∂z¯ = 12(∂x1 + i∂x2). As
we know, for a smooth function φ and j = 1, . . . , n, we have that
S
[
ωj
∂φ
∂p
(p, ω)
]
=
∂
∂xj
S[φ] and, in particular, S
[
ν
∂φ
∂p
(p, ω)
]
= 2
∂
∂z¯
S[φ]. (26)
By this property and the induction assumption, we get that (α+ k + 1)S[|p|αpkνk] is equal to
S
[
νk
∂
∂p
(|p|αpk+1)
]
= 2
∂
∂z¯
S[|p|α+2pk−1νk−1] = B(α+ 2, k − 1)(α + 2)|x|αzk,
which finishes the proof of the statement (a).
(b) It follows from (a) that (23) is valid for x0 = 0. Since the dual Radon transform S maps
slice monogenic functions into monogenic ones (see Lemma 4.2) both sides of (23) are entire
monogenic functions with the same values on the hyperplane x0 = 0 and so they coincide on
R
n+1.
Now we show our first main theorem.
Theorem A. The dual Radon transform S is a linear map of the Rn-module S0 onto M0.
Moreover S0 can be decomposed as
S0 = ker(S)⊕ SM0.
In particular, S is an isomorphism between SM0 and M0.
Proof. By Theorem 3.5, each function f ∈ S0 has a unique expansion of the form
f(x0, p, ω) =
∑
j,k∈N0
(x0 + ωp)
jωkPk,j(ω) (27)
for some k-homogeneous monogenic polynomials Pk,j : R
n → Rn satisfying the following condi-
tion: For each m ∈ N0 and each a > 0, there is C > 0 such that
‖Pk,j‖ ≤ C aj(k + 1)−m (28)
for all j, k ∈ N0. By Corollary 3.6, we know that a function f belongs to SM0 if and only if it
has a unique expansion of the form (27) with Pk,j = 0 unless j ≥ k. Denote by K the submodule
of functions f ∈ S0 which have expansions of the form (27) with Pk,j = 0 unless 0 ≤ j < k.
Obviously, we have that
S0 = K ⊕ SM0.
We show that K = ker(S) and M0 = S(SM0). To do this, let f ∈ S0 have an expansion of
the form (27). Since this expansion converges absolutely and locally uniformly on R2×Sn−1 we
get, by Proposition 4.3 (b), that
S[f ] =
∑
j,k∈N0
S[(x0 + ωp)
jωkPk,j(ω)] =
∑
j,k∈N0
S[(x0 + ωp)
j+kωkPk,j+k(ω)]
=
∑
j,k∈N0
ck,jX
(j)
k (x)Pk,j+k(x) =
∑
j,k∈N0
X
(j)
k (x)Qk,j(x)
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where ck,j are non-zero constants and Qk,j = ck,jPk,j+k. In particular, we have that K = ker(S).
Moreover, by Lemma 3.2, there are strictly positive constants C1, C2, a1, a2 such that
C1a
j+k
1 ≤ |ck,j| ≤ C2aj+k2
for all j, k ∈ N0. Hence, by (28), for each a > 0 (and m = 0) there is C > 0 such that
‖Qk,j‖ = |ck,j|‖Pk,j+k‖ ≤ C (aa2)j+k
for all j, k ∈ N0. By Theorem 3.4 and Corollary 3.6, we have that M0 = S(SM0).
In the proof of Theorem A, we characterized ker(S) as follows.
Corollary 4.4. A function f belongs to the kernel ker(S) if and only if it has a unique expansion
of the form
f(x0, p, ω) =
∑
k>j≥0
(x0 + ωp)
jωkPk,j(ω)
for some k-homogeneous monogenic polynomials Pk,j : R
n → Rn satisfying the condition (28).
Furthermore, a function f belongs to I2(ker(S)) if and only if it has a unique expansion of
the form
f(x0, p, ω) =
∑
k>j≥0
(x0 + ωp)
−(j+1)ωkPk,j(ω)
where Pk,j are as in (28).
5 The Radon transform
We shall use the version of the Radon transform introduced in [10, p. 2].
Definition 5.1. Let f be a (complex or Rn-valued) function defined in R
n. For a non-zero vector
ξ ∈ Rn and for p ∈ R, we define
R[f ](p, ξ) :=
∫
L(ξ,p)
f dσ
whenever the integral exists. Here L(ξ, p) = {x ∈ Rn| (x, ξ) = p} and the (n − 1)-form dσ is
uniquely determined on the hyperplane L(ξ, p) by the property d(x, ξ) ∧ dσ = dx.
For basic properties of the Radon transform, see [10, Sect. 1.3]. In particular, the Radon
image R[f ] is an even function of homogeneity −1, that is, R[f ](p, ξ) = R[f ](−p,−ξ) and, for
λ ∈ R \ {0}, we have that R[f ](λp, λξ) = |λ|−1R[f ](p, ξ). So the Radon image R[f ] is uniquely
determined by its values on R+ × Sn−1. For homogeneous functions, we can say even more.
Lemma 5.2. Let α ∈ C and let f be a function defined in Rn and homogeneous of degree α,
that is, for λ > 0, we have that f(λx) = λαf(x). Then, for p > 0 and ξ 6= 0, it holds that
R[f ](p, ξ) =
pn−1+α
|ξ|n+α R[f ](1, ω),
provided that ω = ξ/|ξ| and the value R[f ](1, ω) of the Radon transform makes sense.
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Proof. For the Radon image R[f ] is a function of homogeneity −1 in the variables (p, ξ), it is
sufficient to prove the result for p > 0 and |ξ| = 1. In this case, we have that
R[f ](p, ξ) =
∫
L(ξ,0)
f(pξ + y) dσ(y) = pn−1
∫
L(ξ,0)
f(pξ + py) dσ(y) = pn−1+αR[f ](1, ξ),
which finishes the proof.
To show our second main theorem we need the following results.
Lemma 5.3. For each f ∈M∞, we have that R[f ] ∈ S∞.
Proof. Let f ∈ M∞. By [10, (c), p. 6], we have that
∂
∂x0
R[f ] = R
[
∂f
∂x0
]
and ωj
∂
∂p
R[f ] = R
[
∂f
∂xj
]
, j = 1, . . . , n.
Note that the variable x0 plays a role of parameter with respect to the transform R. Hence we
obtain that ∂ω(R[f ]) = R[Df ] = 0, which finishes the proof.
Proposition 5.4. (a) Let k ∈ N0 and let Pk be a homogeneous harmonic polynomial in Rn of
degree k. Let α ∈ C and ℜα > k. Then, for p 6= 0 and ξ 6= 0, we have that
R
[
Pk(x)
|x|α+n−1
]
= A(α, k)
Pk(p ξ) |ξ|α−2k−1
|p|α (29)
where the constant A(α, k) ∈ C is given by
A(α, k) =
2k−α+1pin/2 Γ(α− k)
Γ((α+ n− 1)/2) Γ((α− 2k + 1)/2) .
In particular, we have that A(α, k) = A(α, k−1)(α−2k+1)/(α−k) for k ∈ N and, for ℜα > k,
that A(α, k) = 0 if and only if α ∈ {1, 3, 5, . . . , 2k − 1}.
(b) Let j, k ∈ N0, s ∈ {0, 1}, 2j + s ≥ 1 and let Pk be a homogeneous monogenic polynomial in
R
n of degree k. Then we have that
R
[
x¯ X
(2j+s−1)
k (x)Pk(x)
|x|n+1+2(2j+s−1+k)
]
= (−1)s+1A(2j + 2k + 2s, k + s) (x0 + ωp)−(2j+s+k)ωkPk(ω). (30)
Proof. (a) Due to orthogonal invariance of the Radon transform it is sufficient to show the
formula (29) only for the polynomial Pk(x) = (x1 + ix2)
k. Indeed, let A be a rotation of the
Euclidean space Rn, that is, A ∈ SO(n). Then, as it is well-known, we have that
R[f(A−1x)](p, ξ) = R[f ](p,A−1ξ). (31)
Moreover, let Hk(Rn) denote the set of harmonic polynomials Pk in Rn which are homogeneous
of degree k. Then the set Hk(Rn) forms an irreducible module under the action of the group
SO(n) and (x1 + ix2)
k ∈ Hk(Rn).
Furthermore, we restrict ourselves to the case when p > 0. Denote z = x1 + ix2 and ν =
ξ1 + iξ2. Thus we need to prove by induction on k the following formula
R
[
zk
|x|α+n−1
]
= A(α, k)
νk |ξ|α−2k−1
pα−k
. (32)
14
(i) For k = 0, the formula is known (see [10]). It also follows from Lemma 5.2. Indeed, for
ω ∈ Sn−1, we have that
R[|x|−(α+n−1)](1, ω) = An−1
∫ ∞
0
tn−2(1 + t2)−(α+n−1)/2 dt = A(α, 0).
(ii) Assume that k ∈ N and the formula (32) is valid for k − 1. Denote ∂ν¯ = (1/2)(∂ξ1 + i∂ξ2).
For j = 1, . . . , n, we have that (see [10, (d), p. 7])
∂
∂p
(R[xj f(x)]) = − ∂
∂ξj
(R[f ]). (33)
By this property and the induction assumption, we get that
∂
∂p
R
[
z
zk−1
|x|α+n−1
]
= −2∂ν¯ R
[
zk−1
|x|α+n−1
]
= −2∂ν¯
[
A(α, k − 1) ν
k−1 |ξ|α−2k+1
pα−k+1
]
=
= −A(α, k − 1)(α − 2k + 1) ν
k |ξ|α−2k−1
pα−k+1
.
Moreover, by integrating with respect to the variable p, we obtain the following expression
R
[
zk
|x|α+n−1
]
= A(α, k − 1)α− 2k + 1
α− k
νk |ξ|α−2k−1
pα−k
+ C(ξ).
Finally, Lemma 5.2 shows that C(ξ) = 0, which finishes the proof of the statement (a).
(b) It follows easily from (a) that (30) is valid for x0 = 0. Since the Radon transform R maps
monogenic functions into slice monogenic ones (see Lemma 5.3) both sides of (30) are slice
monogenic functions of S∞ with the same values on the hyperplane x0 = 0 and so they coincide
on (R2 \ {0})× Sn−1.
Now we are ready to prove our second main theorem.
Theorem B. The Radon transform R is an injective linear map of the Rn-module M∞ into
S∞. Denote SM∞ = I2(SM0). Then R(M∞) = SM∞ and R is an isomorphism between M∞
and SM∞. Moreover, we have that
S∞ = I2(ker(S))⊕ SM∞.
Proof. As we know (see (10)) a given function f ∈ M∞ has a unique expansion of the form
f(x) =
x¯
|x|n+1
∑
j,k∈N0
X
(j)
k (x)Pk,j(x)
|x|2(j+k) (34)
for some k-homogeneous monogenic polynomials Pk,j : R
n → Rn satisfying
lim sup
j+k→∞
j+k
√
‖Pk,j‖ = 0. (35)
Then we have
R[f ] =
∑
j,k∈N0
R[fk,j] with fk,j(x) =
x¯ X
(j)
k (x)Pk,j(x)
|x|n+1+2(j+k) . (36)
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Indeed, we can use Lebesgue’s dominated convergence theorem because∑
j,k∈N0
R[|fk,j|] <∞.
Namely, for some b > 0 and for each j, k ∈ N0, we have that |X(j)k (x)| ≤ bk+j|x|j , see Lemma
3.3. Finally, for each j, k ∈ N0, we easily obtain
|fk,j(x)| ≤
bk+j‖Pk,j‖∞
|x|n and R[|x|
−n](x0, p, ω) <∞, (x0, p, ω) ∈ (R2 \ {0}) × Sn−1.
Hence, by (36) and Proposition 5.4 (b), we get that
R[f ] =
∑
j,k∈N0
dk,j (x0 + ωp)
−(j+1+k)ωkPk,j(ω).
In particular, it is immediate to see that R[f ] = 0 only if f = 0. Moreover, by Lemma 3.2, there
are strictly positive constants C1, C2, a1, a2 such that
C1a
j+k
1 ≤ |dk,j| ≤ C2aj+k2
for all j, k ∈ N0. By Corollary 3.7, we have that R[f ] ∈ SM∞ and, obviously,we have that
R(M∞) = SM∞.
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