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3-D skeleton-based human action recognition 
recently has made great improvement in the computer 
vision and robotics fields. Even though it’s seen that a lot 
of models are capable of high accuracy and recognitional 
performance, not much has great impact on the real world 
applications. For example, the device for capturing 
human skeletal data can’t acquire correct data due to 
nearby objects and missing some joint’s data accidentally. 
In this paper, I validate the robustness how much the 
proposal model is possible to secure the accuracy on 
some joints missed data. Autoencoder is known as an 
algorithm capable of dealing with noise. I implement 
autoencoder using LSTM for reconstructed input data and 
classify its data on constructed three-layer multi-stream 
LSTM. Furthermore, the features used in the proposed 
model is geometric features like 3-D position, velocity and 
so on. I carry out experiments how many kinds of 
geometric features contribute to the robustness on a 
largest benchmark dataset “NTU RGB+D dataset”. As 
the result, the proposed model’s accuracy exceeded 
another existing one based on LSTM architecture with 
autoencoder. Moreover, I found that using 3-D position, 
velocity, vector between joints performs stable accuracy 








向上させる将来性もある．Convolutional Neural Network 
(CNN)やRecurrent Neural Network (RNN)を用いて高精度な





































2.2. Autoencoder (AE) 
 Tu ら[3]はノイズのあるデータのために AE 付き LSTM























3. LSTMと AEの概観 







した LSTM を用いる．𝑥𝑡と 1 ステップ前の内部状態ℎ𝑡−1









𝑖𝑡 = σ(𝑊𝑥𝑖𝑥𝑡 +𝑊ℎ𝑖ℎ𝑡−1 + 𝑏i) (1) 
𝑓𝑡 = σ(𝑊𝑥𝑓𝑥𝑡 +𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓) (2) 
𝐶?̃? = tanh(𝑊𝑥𝑐𝑥𝑡 +𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝐶) (3) 
𝐶𝑡 = 𝑓𝑡 ○ 𝐶𝑡−1 + 𝑖𝑡 ○ 𝐶?̃? (4) 
𝑜𝑡 = σ(𝑊𝑥𝑜𝑥𝑡 +𝑊ℎ𝑜ℎ𝑡−1 + 𝑏o) (5) 
ℎ𝑡 = 𝑜𝑡 ○ tanh⁡(𝐶𝑡) (6) 
 
図 2 骨格座標の番号． 
 




















4. 複数 LSTMAEモデルと使用する特徴量 
4.1. 入力データ 
4.1.1. 空間座標データ 
 関節点 𝐽 個に対し𝑥，𝑦，𝑧のデータがあり，後述する
が最大二人分のデータが 1 サンプル当たり含まれている









































する．図 2の関節番号 11, 12, 24, 25と 7, 8, 22, 23は平均
を取り，3, 16, 20は削除する．三角形を作る関節点の内 2




図 3 3関節間距離の骨格選択パターン． 
 
4.2. オートエンコーダの設定 
エンコーダとデコーダはそれぞれ 2 層 LSTM としてい
て，次元は 150 - 100 - 100 - 150となっている．Tuら[3]の
実験で最も良い精度を出した次元削減率をもとにしてい
る．AE の流れとは別に，入力がそのまま HAR(Human 
Action Recognition)部へと流れている．これは後述の正則
























る．次に AE 部の正則化について述べる．AE の特性上，
入力データ𝐷𝑖と出力データ𝐷?̅?の構造が似ている必要があ
る．これら二つの誤差𝐸𝑎𝑒ができるだけ小さくなるよう
にするために，本研究では L2 正則化を利用する．Tu ら









ータを採取されており，年齢は 10 歳から 35 歳の間で男
女混合である．Kinect の配置としては水平角度 0°，±
45°の 3 方向からデータを取得している．30FPS で取得
され，1 フレーム当たり 25 点分の 3 次元骨格座標が採れ
る．このデータセットを用いた実験の評価方法は 2 通り
あり，Cross-View 評価(以後 C-V)と Cross-Subject 評価(以
後 C-S)である．C-V は水平角度 0°のデータ群をテスト
データとし，C-S は被験者を半分に分けて評価をする．
最大被験者人数を 2 人とする．空間座標データで考える
ならば，150 次元において 1~75 番目を 1 人目，残りを 2
人目のデータとして割り当てる．もしサンプルに 1 人分





TensorFlow である．ハードウェアは NVIDIA GeForce 
GTX 1060 6GBを使用した．モデルのネットワークを学習
させるための諸パラメータを羅列していく．初期学習率
は1 × 10−3であり，損失関数の出力が 10 エポック間低下
しなくなった場合学習率に 0.1 倍を施す．バッチサイズ
は 256としたが，3関節間距離データが関与する学習の際
は 128 とした．これは GPU のメモリに学習用データで多
くリソースを使ってしまうからである．ネットワーク全
 
体の正則化は𝜆 = 1 × 10−5，AEの正則化は𝜆 = 1とする．



















レームにおいてランダムに関節の𝑥，𝑦，𝑧 の情報を 0 に
する．欠損させる関節の数は 1 ~ 4として，4パターン分
データセットを作成する．関与する関節が欠損された場
合は他の関節が取得できていたとしてもその関節点の値
はすべて 0とする．  
 







表 1 各特徴量の分類結果． 
特徴量 C-V (%) C-S (%) 
空間座標 76.62 68.11 
速度 77.57 68.40 
距離 64.84 57.68 
関節間ベクトル 81.17 71.83 





ーパターンについて述べていく．reading や writing が
playing with phone/tablet や typing on a keyboardなどに分類





ていく．まずは C-Vである．wear a shoeは take off a shoe
に Precision において約 18 ポイント誤分類され，Recall に
おいて約 13ポイント誤分類された．物体が移動すること
で完結する動作に対しての区別はしにくいことがわかる．
typing on a keyboardは Precisionにおいて約 18ポイントが
writing となったので，卓上での微細な動作は判別しにく
い．rub two hands together の Recall が約 18 ポイント分
clappingからの誤認識となっていた．Precisionは約 7ポイ
ントだったので，わかりやすい拍手の動作は識別しやす
いが，小さな拍手や手拍子よりも小さい動作は rub two 
hands together となってしまった．次に C-S である．
clappingが Recallにおいて rub two hands togetherから約 27
ポイントも誤認識されていた．被験者ごとにパターンが
違う行動に対する結果である．wear a shoe でも言えるこ
とだが，ジャケットの着脱も同様に誤分類される傾向が
強かった．pointing to something with finger が Precisionに

















LSTM-AE モデルより C-V，C-S の精度を上回った．モデ
ルの基本構造は同じであるので特徴量を複合して精度が
上がったといえる．SFN では C-S の精度が下回った．







表 2 本研究と先行研究との比較． 
先行研究のモデル名 C-V (%) C-S (%) 
Deep LSTM-AE [3] 83.92 73.31 
SFN (β = 0.5) [4] 84.33 77.72 
本研究 85.06 75.40 
 
 























図 5 ノイズ Mデータの各特徴量の精度． 
 
次に 5 つの特徴量を結合したモデルに対して検証する．















表 3 5特徴量のノイズ Mデータの分類結果． 
除去数 C-V (%) C-S (%) 
0 85.06 75.40 
1 80.64 73.23 
2 75.49 69.88 
3 69.72 65.38 
4 62.56 60.19 
 
 




たモデルであるので図 8の結果となる．SFN(𝛽 = 0.5)[4]の
方と比較していく．表 4 に結果を示す．SFN は入力デー
タとオートエンコーダの出力の結合を主眼に置いたモデ
ルであるが，𝛽 = 0.5 は二つの骨格の平均をとるモデル
である．欠損をさせた場合，0 となったデータとオート
エンコーダの出力の中点となるので骨格が乱れたものを
出力することになるので精度が Deep LSTM-AE や本研究















表 4  SFN(𝛽 = 0.5)の関節欠損データの分類結果．  
除去数 C-V (%) C-S (%) 
1 40.58 37.11 
2 30.39 28.11 
3 23.11 23.00 

























表 5 3特徴量と 5特徴量の分類結果． 
特徴量数 C-V (%) C-S (%) 
1 (𝐷distance
′ ) 71.70 64.73 
3 (𝐷distance) 84.62 75.51 
3 (𝐷distance
′ ) 82.18 75.58 
5 (𝐷distance) 85.06 75.40 
 
 
図 7 距離データごとのノイズデータの分類結果． 
 
次にノイズ Mで 3特徴量の結果を図 7に示す(左 3つの
棒グラフが C-V，右 3 つの棒グラフが C-S)．⁡𝐷′において
は，𝐷を用いた結果の数値より約 1%上昇した．𝐷′のみの
結果を見ても安定性が増したことが伺える．ノイズ M は
欠損数 1 の結果から約 10 ~ 15%精度が向上し，精度の減
少率も低下している．明らかではあるが，先行研究の 2
モデル(Deep LSTM-AE と SFN(𝛽 = 0.5)) よりも精度は上
回っている．5 つの特徴量のモデルでの問題点であった
sneeze/coughは両者とも約 19ポイント上昇した．clapping
は C-V では F1 値が約 15 ポイント，C-S では約 4 ポイン







は距離データを使用した 3 特徴量のモデルがノイズ M で
ないテストデータでは下回っていたが，除去数に関係な
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