Abstract -Swarms of large numbers of agents appear in many biological and engineering fields. Dynamic bi-stability of co-existing spatio-temporal patterns has been observed in many models of large population swarms. However, many reduced models for analysis, such as mean-field (MF), do not capture the bifurcation structure of bi-stable behavior. Here, we develop a new model for the dynamics of a large population swarm with delayed coupling. The additional physics predicts how individual particle dynamics affects the motion of the entire swarm. Specifically, (1) we correct the center of mass propulsion physics accounting for the particles' velocity distribution; (2) we show that the model we develop is able to capture the pattern bi-stability displayed by the full swarm model.
Introduction. -Recently, much attention has been given to the study of interacting multi-agent, particle or swarming systems in various natural [1] [2] [3] [4] and engineering [5, 6] fields. These multi-agent swarms can self-organize and form complex spatio-temporal patterns even when the coupling between agents is weak. Many of these investigations have been motivated by a multitude of biological systems such as schooling fish, swarming locusts, flocking birds, bacterial colonies, ant movement, etc. [7] [8] [9] [10] [11] [12] [13] [14] , and have also been applied to the design of systems of autonomous, communicating robots or agents [15] [16] [17] and mobile sensor networks [18, 19] . The excellent overviews [20, 21] discuss the diverse biological contexts where swarming occurs, as well as different modeling approaches. We note that in spite of all these investigations, understanding how swarming patterns self-organize, as well as predicting their stability are still very much open problems.
A number of different mathematical modeling techniques have been applied to investigate aggregating particle systems. One possibility is to treat the system at a single-individual level, using ordinary differential equations (ODEs) or delay differential equations (DDEs) to describe their motion in space and time [22] [23] [24] [25] . Another possibility that is applicable with sufficiently dense numbers of particles involves the use of continuum models with averaged velocity and agent density fields that are governed by partial differential equations (PDEs) [9, 11, 26, 27] . Moreoever, a number of researchers have incorporated random noise effects into their models that are able to produce transitions from one pattern to another [28, 29] . The study of these systems has been enriched by tools from statistical physics [30] since both first and second order phase transitions have been found in the formation of coherent states [22, 31] . An important aspect of understanding self-organizing swarms patterns is that of delay in the coupling between individual agents. Time delay appears in many systems for several reasons: 1) finite time information transfer; 2) time required to acquire measurement information; 3) computation time required for generating the control instructions; and 4) actuation time required for the instructions to be applied. In general, time delay reflects an important property inherited in all swarms due to actuation, control, communication, and computation [5, 32] . The occurrence of time delays in interacting particle systems and in dynamical systems in general has been shown to have profound dynamical consequences, such as destabilization and synchronization [33, 34] . Since time delays in the engineering of autonomous robot-systems are almost unavoidable, incorporating them into the mathematical models is particularly important. Initially, such studies focused on the case of one or a few discrete time delays. More recently, however, the complex situation of several and random time delays has been researched [35] [36] [37] . Another important case is that of distributed time delays, when the dynamics of the system depends on a continuous p-1 interval in its past instead of on a discrete instant [38] [39] [40] .
When examining self-organizing patterns in swarms, different attractors emerge depending on initial conditions, and/or the the addition of external noise. Co-existing bi-and multi-stable swarming patterns have been observed in a multitude of models [41] [42] [43] . Because of the existence of co-existing patterns, time delayed swarming systems display transitions between different spatio-temporal patterns if there is an adequate balance between the strength of the attractive coupling, the duration of time delay and the external noise intensity, [29, 44, 45] . Often, mean-field approximations to swarm dynamics cannot capture the possibility of different patterns for the same parameter values [44] ; this failure is a consequence of the mean field missing the details of the particle distribution about the swarm center of mass. To redress the bi-stable formation problem, we develop a new reduced model based on a higher-order approximation that is able to predict bi-stable patterns in globally coupled swarm models with delayed interactions.
The Reduced Swarm Model Derivation. -We consider the dynamics of a two dimensional system of N particles being acted on by the influence of self-propulsion and mutual attraction. Let f (r,ṙ), denote a self propelling force, and an interaction potential function between particles be given by U (r i −r j ). In our description, the attraction between particles does not occur instantaneously, but rather in a time delayed fashion due to finite communication speeds and processing times. We describe the general motion of the particles by the following dimensionless equations:
for i = 1, 2 . . . , N . Here, r i (t) andṙ i (t) denote the twodimensional position and velocity of particle i at time t, respectively. We assume f (r,ṙ) = (1 −ṙ 2 i )ṙ i to describe the self-propulsion of agent i, whereṙ 2 i =ṙ i ·ṙ i . We denote the parameter a as the coupling constant and measures the strength of attraction between agents. At time t, agent i is attracted to the position of agent j at the past time t − τ . If we assume the form of our model is based on the normal form for particles near a supercritical bifurcation corresponding to the onset of coherent motion [46] , then the leading term of the potential function may be considered to be quadratic; i.e., ∇ ri U (r i (t) − r j (t − τ )) = r i (t) − r j (t − τ ). Specific mathematical models of this kind have been extensively used to study the dynamics of swarm patterns [28, 29, 44, [46] [47] [48] . Certainly, the choice of potential function has a fundamental impact on the type of long-term patterns that the system may acquire as well as on determining their dimensionality and characteristic spatio-temporal length scales [49] ; many of these scales may be explicitly obtained for the patterns arising from Eqs. (1) [44] . Numerous potential functions appropriate to different biological and engineering situations have been carefully investigated [2, 3] ; most of them possess one or more minima where attraction and repulsion are balanced. Our potential may be thought of as a first, quadratic approximation to the minima of more complicated potential landscapes.
We obtain a reduced description for the swarm dynamics in Eqn. (1) by defining the center of mass of the swarm (CM),
, and the three tensors
where δr i = r i − R. The above tensors represent all of the second moments of the particles' position and velocity relative to the center of mass. Here, ab is the exterior product of the vectors a and b and has matrix components (ab) ij = a i b j . Note that C rr and C vv are symmetric tensors with non-negative diagonal elements, whereas C rv has neither of these properties. The dynamical equation for the center of mass is obtained from the relationR(t) = 1 N N i=1r i (t), while the equations for the tensors are found by taking time derivatives of δr i and recalling i δr i = 0. In our derivation, we drop all possible third order moments (that take the form of third order tensors) and justify it as follows. The swarm equations are rotationallyinvariant in space and so the time-asymptotic patterns that arise tend to have particle position and velocity distributions that are symmetric with respect to the CM. For large numbers of particles organized in such symmetric patterns, these third order moments are composed of mutually cancelling terms since they are of odd power in either in the position or the velocity relative to the CM. Finally, we close the system of equations by approximating fourth order moments of the form
(where a i and b i are either δr i or δṙ i ) by
and dropping all higher order moments. Here, tr(C vv ) denotes the trace of C vv . Our mean-field approximation including up to second moments (MF2M) finally takes the form:
where we let P (t) = 1 −Ṙ 2 − tr(C vv ) . Note that no evolution equation is needed for the tensor C vr since C vr = C ⊤ rv . Interestingly, no second moment tensor appears in a timedelayed form. This is because the acceleration due to time delay that each particle and the center of mass undergo is the same, up to O(1/N ). Thus, relative to the center of mass (as the second moment tensors are themselves measured) the particles undergo no time-delayed acceleration, to the order mentioned. Also, note that (i) Eqns. (4) reduce to the first-order mean-field approximation of [44] when all second-moment tensors are neglected; and that (ii) the linearization of Eqns. (4) about the trivial state decouples the CM and the second moment tensors.
The standard linear stability calculation shows that second mo- Model analysis and physical interpretation. -The velocity second moment introduces two corrections into the propulsion of the CM equation (4a) in a physically meaningful way. To see this, first note that while the self-propulsive force of each individual particle always lies along its velocity vector, the cumulative self-propulsion of all particles is not necessarily directed along the CM velocity vector. The first tensor correction accounts for how the particle dispersal slows down the CM propulsion along its velocity and appears in the term P (t)Ṙ = 1 −Ṙ 2 − tr(C vv ) Ṙ . For example, consider that all particles move coherently with the exact same velocity vectors; since their self-propelling forces are also coherent the CM self-propulsion term 1 −Ṙ 2 − tr(C vv ) Ṙ is maximal, in the sense that tr(C vv ) = 0. Otherwise, when the particles are becoming dispersed tr(C vv ) > 0, their individual self-propulsion does not add up coherently and this makes the self-propulsion of the CM weaker. The second tensor correction is the term −2Ṙ · C vv and, since in contrast to the term P (t)Ṙ it is not necessarily directed along the velocity vectoṙ R, it represents a correction for the fact that the CM propulsion may have a component orthogonal toṘ because of the dispersal of particles. An important consequence of (i) and (ii) is that all of the bifurcations found previously for the MF approximation [44] are inherited by the MF2M system in Eqns. (4). These bifurcation boundaries delimit the parameter regions where the MF approximation predicts different spatio-temporal patterns to be adopted in the long-time limit (Fig. 1). (A) A uniformly travelling state is composed of particles collapsed together and moving at constant speed in a given direction. (B) A ring state is formed by particles distributed almost uniformly along a circle, some of them moving clockwise and others counterclockwise, while the center of mass is at rest at the center (see Fig. 4a below). (C) A rotating state, in which all particles collapse to a point and move in a circular orbit (see Fig. 4b ).
The spatio-temporal patterns (A), (B) and (C) are captured by our MF2M approximation and manifest themselves as follows. The uniformly travelling/rotating states have trivial components for the second moment tensors (indicating the collapse of all particles to the CM) but uniform motion/periodic oscillations for the position of the CM. In contrast, the ring state has a stationary position for the CM but periodic oscillations for all second moment tensor components. The periodic oscillations of the tensor components in the ring state are due to the fact that particles are not distributed quite uniformly along the ring in either position or velocity space and their spread about the CM (second moment tensors) in both spaces has periodic variations.
We employ numerical simulations using a fourth order Runge-Kutta algorithm with quadratic interpolation for the delayed terms to see how our MS2M system captures the con- vergence to different spatio-temporal patterns. The coupling parameter is fixed at a = 2 and the time delay is varied so as to cross the boundary between regions B and C of Fig. 1 . We consider two types of initial conditions over the interval [−τ, 0]: in the first, the particles are distributed at random in a box with sides of length 0.05 and velocities uniformly distributed in [0.5 0.55] for the x component and in [-0.025 0.025] for the y component. In the second initial condition we distribute N = 300 particles at random in the unit box with velocity components randomly distributed between -0.5 and 0.5. The first initial condition favors convergence to the rotating state while the second one favors convergence to the ring state. We note that although the initial conditions for the position and velocity vectors appear physically inconsistent, this is of no consequence since no time-delayed velocity terms appear in the equations.
Starting from τ = 0.5, the full swarm and our MF2M systems first converge asymptotically to the ring state (Fig. 2) . As the time delay increases, the convergence is to the rotating state instead. However, we find the hysterisis loop characteristic of bi-stable behavior: the transition occurs at different values of τ for the two different initial conditions. Remarkably, our MF2M system is not only able to accurately predict the periods of oscillation for the ring/rotating states of the full swarm equations, but it also identifies the value of the time delay at which the pattern transition occurs for each of the two initial conditions.
As noted above, the second moment tensors undergo periodic oscillations when the particles adopt the ring state. The period of these tensor oscillations may be approximated directly from Eqns. (4) . In this spatio-temporal pattern, the CM is fixed and individual particles move at unit speed [44] . Substituting R =Ṙ = 0 and tr(C vv ) = 1 in Eqns. (4) yields a linear system with oscillatory solutions with period π/ √ a. On the other hand, the period of oscillation of the center of mass position in the rotating state is determined by a complicated non-linear equation that may be obtained by resorting to polar coordinates and agrees perfectly with numerical simulations [44] . Thus, while the simple MF approximation fails to capture the bi-stable behavior displayed by the full swarm model, our MF2M approximation is able to do so.
An important signature of the spatio-temporal patterns of our system is the amplitude of oscillations, which we also extract from the results of our numerical simulations (Fig. 3) . The hysterisis of the system becomes equally evident in these amplitude vs. time delay plots. For the two initial conditions described before, our MF2M model is able to capture the oscillation amplitude of the CM (Fig. 3 , left column) with accuracy as well as the time delay value at which the long-time convergence switches from the ring to the rotating state. However, the amplitude of oscillation of the tensor component C vvxx is not captured as well, particularly for time delay values near the MF bifurcation (Fig. 3, right column) . This departure is due to the neglected higher-order moments and finite-particle effects.
An additional way to visualize the bistable nature of the ring and rotating state attractors is by forcing the system to undergo hysterisis via a time-dependent time delay. To this end, we start both the full swarm system and our MF2M approximation with a time delay of τ = 1.1, increase it slowly up to τ = 2.4 and then bring it back down to its starting value. Using the speed of the CM as a proxy for the state of the system, we see the swarm converge to the ring state (CM speed of zero) up until the time delay reaches 2.4; at this point, the swarm switches to the rotating state (non-zero CM speed) and persists in this state until the time delay is back to 1.1 (Fig. 4, top panel) . Figs. 4(a) and (b) show snapshots of the swarm in different states, taken at the points indicated in the top panel.
Discussion and conlusions. -A more realistic version of the model studied here should modify our choice of potential function to include the local, hard-body repulsion among individuals. Our previous work shows that the patterns and transitions discussed here do not fundamentally change with the addition of small, local repulsive forces between particles. Stronger repulsion certainly can destabilize the coherent structures. Crucially, we note that since repulsion causes the particles to spread out in space, their distribution about the center of mass becomes even more important for determining their group dynamics. Although a systematic study is beyond the scope of this work, we expect our extended MF2M model to be highly useful in frameworks where repulsion between particles cannot be neglected.
We also expect our multi-moment approach to extend the MF2M model framework to situations in which the time delay for inter-particle interactions is distributed. This situation is of interest since, analogously to inter-particle repulsion, randomly distributed time delays cause the individual agents to occupy larger portions of space, making their second moments nonnegligible [45] . Conversely, in some realistic applications the particle distribution about the center of mass can have an effect on the magnitude of the time delay. In our MF2M framework, this would make the time delay be dependent on the second moment tensors.
To summarize, we derived a new MF approximation of a general model swarming system in order to account for higher order moments about the CM. Notably, our extended MF2M model is able to account for the bi-stability of spatio-temporal patterns that are displayed by the original swarming particles. This is in sharp contrast to the MF approximation for this system, which cannot capture this bi-stability and other complex behavior of the time delayed swarming system that we studied. With the inclusion of higher order moments, it is clear to what extent bi-stability depends on the particle distribution of the swarm about its center of mass. Adding the additional physics to the model, although higher dimensional than just a mean field, should allow more general low dimensional approaches to more accurately predict the structure of bi-stability in large population swarms. * * *
