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INTRODUCCIÓN 
 
Lo que se busca con la implementación de este proyecto de grado es realizar el 
diseño de un controlador PID con características de tipo industrial. 
Por controlador PID debe entenderse Controlador Proporcional Integral y Derivativo. 
La historia muestra por primera vez un controlador con características PID en 1939 
presentado por Taylor Instruments llamado Fulscope. [16] El controlador PID ha 
sido, por 50 años, el controlador más popular en la industria, lo cual conlleva a que 
se realicen investigaciones notables en torno a su funcionamiento. [17] 
En la actualidad el programa Ingeniería Mecatrónica de la Universidad Tecnológica 
de Pereira posee únicamente un controlador PID (Proporcional – Integral - 
Derivativo) de tipo analógico en la estación de Festo Didactic ubicada en el 
laboratorio CDV del barrio San Luis, Pereira. El mismo es una herramienta útil para 
entender las propiedades y conceptualizar a los estudiantes en el funcionamiento 
de un controlador en tiempo continuo. Igualmente se pueden realizar prácticas sobre 
controladores en software gracias a las tarjetas de adquisición de datos presentes 
en el CDV. 
Sin embargo, se hace necesario llevar a la aplicación los conocimientos adquiridos 
en las asignaturas en las que se trabajan dispositivos en tiempo discreto. Para ello 
en el presente proyecto se ha planteado el diseño de un controlador PID de tipo 
industrial que cuente con características tales, que permita a los estudiantes 
interactuar con el controlador facilitando así el proceso de aprendizaje. 
 
Para llevar todo esto a cabo, se debió realizar diversas investigaciones acerca del 
proceso que se debe tener en cuenta para que un controlador PID cumpla con cada 
una de las 3 acciones básicas de control, su función de transferencia respectiva y 
las diversas herramientas de discretización existentes. A fin de que cada estudiante 
pueda sintonizar los parámetros que identifican a este tipo de controlador por medio 
de un teclado matricial, observando su funcionamiento y los cambios respectivos de 
acuerdo a los valores que tenga cada uno de ellos en una pantalla LCD que 
mostrará los valores entregados por el controlador. 
 
Como se ha mencionado anteriormente, para que se cumplan con los requisitos 
industriales se debió realizar tanto una programación como un circuito adecuado 
para que las señales de salida sean estándar, es decir que se encontraran dentro 
de un rango de (4 a 20) miliamperios y de (1 a 5) voltios. 
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Cabe resaltar que hoy en día el control digital es muy utilizado debido a sus múltiples 
aplicaciones y por supuesto a las ventajas que este brinda en el procesamiento de 
señales. Entre las múltiples ventajas de los controladores digitales en comparación 
con los analógicos, se encuentran: 
 Poseen capacidad de almacenamiento de datos para realizar procesamientos 
“fuera de línea” (off-line). 
 
 Funcionan de la misma manera durante toda su vida útil. 
 
 Se pueden adaptar a nuevas características debido a que son programables. 
 
 Precisiones alcanzables mucho mayores que los sistemas analógicos. 
 
 Pueden alcanzar altos grados de complejidad debido a los algoritmos que se 
pueden implementar en los mismos, para los cuales pueden incluso no existir 
equivalentes analógicos. [10] 
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1. SISTEMAS Y SEÑALES 
 
1.1 SEÑAL 
 
Una señal es el resultado de la medición de un fenómeno físico que varía con el 
tiempo, espacio o cualquier otra variable. [9] Las señales con las que trabajará el 
controlador PID serán de tipo analógico, las cuales, al ser medidas, pueden adoptar 
un conjunto de valores distintos. El proceso que permite representar una función 
continua en el tiempo en forma de valores distintos se denomina cuantificación. [12] 
Como se realizará un controlador PID digital, se deben llevar las señales en tiempo 
continuo (Fig.1) al tiempo discreto. Para ello se debe hacer uso de una de las 
múltiples herramientas de control que permiten digitalizar una señal continua, y de 
esta manera lograr que el controlador pueda trabajar de forma óptima con un muy 
bajo porcentaje de error de medición.  
Figura 1. SEÑAL ANALÓGICA. 
 
Fuente: Sistemas de control en tiempo discreto (Katsuhiko Ogata) p.2 
El primer paso para que una señal analógica se convierta al mundo discreto, es 
tomar muestras en valores discretos de tiempo, es decir, cuando la variable t está 
cuantificada. De esta manera se puede pasar al siguiente procedimiento. La Fig.2 
muestra cómo se ve una señal de datos muestreados [13]. 
Figura 2.SEÑAL DE DATOS MUESTREADA. 
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Fuente: Sistemas de control  en tiempo discreto (Katsuhiko Ogata) p.2 
Un controlador digital, no solo necesita que la variable de tiempo sea cuantificada, 
sino también la amplitud de la variable medida debe serlo. Por tanto una vez se han 
muestreado los datos, se procede a hacer la cuantificación de la amplitud, en la cual 
se toman secuencias de números en el eje de la variable dependiente. Dichos 
números deben estar en sistema de numeración binario, para que el micro-
controlador pueda definir el ancho de palabra del dato entregado al mismo. Debido 
a que los datos muestreados no siempre coinciden con la cuantificación del eje de 
las ordenadas, se realiza la aproximación al valor más cercano. En este 
procedimiento, se inician las aproximaciones, por tanto, se inicia también con un 
pequeño error en la reconstrucción de la señal original. La Fig.3 muestra cómo se 
ve una señal de datos cuantificada. 
Figura 3. SEÑAL DE DATOS CUANTIFICADA. 
 
Fuente: Sistemas de control en tiempo discreto (Katsuhiko Ogata) p.2 
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1.2 SISTEMA 
 
Ahora bien, una vez definido lo que es una señal, se entenderá de una mejor 
manera lo que es un sistema. 
Un sistema es un conjunto de subsistemas interrelacionados que conforman un todo 
unificado y tienen un fin específico, en el caso del controlador PID es el de 
transformar una señal en otra [11]. Para representar la relación existente entre los 
sistemas y las señales, se hace uso de una herramienta llamada diagrama de 
bloques. Esta es una representación esquemática de cada parte del sistema y las 
señales de entrada y salida del mismo. En la Fig.4 se puede apreciar un diagrama 
de bloques de un sistema con una entrada y una salida (SISO – Single Input, Single 
Outpout). 
Figura 4. SISTEMA SISO. 
 
Fuente: Señales y Sistemas Fundamentos Matemáticos (Pablo Alvarado Moya) 
2. CONTROLADOR DIGITAL 
 
Un controlador digital posee los siguientes componentes básicos: 
 Comparador. 
 Circuito de muestreo y retención (Sample-Holding).  
 Convertidor analógico-digital. 
 Computadora digital. 
 Convertidor digital-analógico. 
 Reloj. 
 Circuito de retención. 
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Figura 5. ELEMENTOS DEL CONTROLADOR DIGITAL. 
 
Fuente: Sistemas de control en tiempo discreto (Katsuhiko Ogata) p.6 
 
El funcionamiento de un controlador digital se describe como sigue: 
Al circuito de muestreo y retención llega una señal analógica. Éste, en conjunto con 
el convertidor analógico-digital, la convierte en una señal digital. Posteriormente la 
computadora procesa esta información y la convierte en una nueva secuencia de 
números binarios, de acuerdo al algoritmo que la misma tenga programado. La tarea 
del convertidor analógico-digital es encargarse de traducir cada dato en una señal 
analógica, y éste en conjunto con el circuito de retención logran que la señal de 
salida sea una señal continua por tramos. Cabe resaltar que el reloj juega un papel 
muy importante en un controlador digital, puesto que este es el que brinda la 
sincronía para que cada evento se cumpla de acuerdo a los requerimientos del 
sistema a controlar [14]. 
De esta manera se logra la discretización y análisis de una señal en tiempo continuo. 
 
2.1 TIPOS DE CONTROLADORES 
 
Existen diversos tipos de controladores hoy en día, tales como: 
 Controladores On-Off. 
 Controladores Lógicos Programables (PLC por sus siglas en inglés). 
 Controladores Proporcional-Integral-Derivativo (PID). 
 Sistemas SCADA. 
 Sistemas de Control Distribuidos (DCS). 
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3. TRANSFORMADA Z 
 
Para comprender mejor lo que es la transformada Z se debe entender primero el 
concepto de ecuaciones de diferencias. 
 
3.1 ECUACIONES DE DIFERENCIAS 
 
Así como en los sistemas analógicos la herramienta que se utiliza es la 
transformada de Laplace aplicada a las ecuaciones diferenciales, en el mundo 
digital se hace necesario establecer otro tipo de ecuaciones que se puedan 
implementar en los sistemas de control discretos. Para ello nació el concepto de 
ecuaciones de diferencias, las cuales se utilizan para aproximar ecuaciones 
diferenciales. Puesto que es mucho más fácil hacer uso de esta herramienta a la 
hora de programar sistemas digitales. [5]  
Una ecuación de este tipo en forma general se expresa como: 
𝑓[𝑘] = 𝑎0. 𝑦[𝑘] + 𝑎1. 𝑦[𝑘 + 1] + ⋯ + 𝑎𝑛−1. 𝑦[𝑘 + 𝑛 − 1] + 𝑦[𝑘 + 𝑛] 
Ecuación 1 
3.2 DEFINICIÓN DE LA TRANSFORMADA Z 
 
La transformada Z convierte una señal real o compleja en el dominio del tiempo 
discreto en una representación en el dominio de la frecuencia compleja. [15] La 
importancia de la implementación de esta transformada en el PID discreto es que 
representa un método para resolver ecuaciones de diferencias lineales y sistemas 
lineales con datos discretos. 
Ésta se expresa en una sumatoria de términos, así: 
𝑌(𝑧) = 𝑍{𝑦[𝑘]} = ∑ 𝑦[𝑘]. 𝑍−𝑘 
∞
𝑘=0
 
Ecuación 2 
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En el presente proyecto se hará uso de uno de los teoremas de la transformada Z 
llamado Traslación real (retraso, Ecuación 3 y adelanto en el tiempo, Ecuación 4) 
que se puede definir como: 
𝑦[𝑘 − 𝑎] = 𝑧−𝑎. 𝑌[𝑘] 
Ecuación 3 
𝑦[𝑘 + 𝑎] = 𝑧𝑎 . 𝑌[𝑘] 
Ecuación 4 
4. DISCRETIZACIÓN DEL CONTROLADOR PID 
 
La función de un controlador consiste en comparar el valor de referencia con el valor 
real de la magnitud de salida de una planta y generar la señal de control más 
adecuada para minimizar los errores. Así se logra obtener una respuesta lo más 
rápida posible ante variaciones de consigna o perturbaciones exteriores. Las 
acciones que se verán a continuación no se utilizan en forma pura, sino combinadas 
entre sí para obtener las prestaciones deseadas del conjunto controlador-planta. [4] 
Un controlador PID analógico responde a la siguiente ecuación, donde cada uno de 
los términos de la misma, es una de las acciones básicas de control que serán 
descritas de acuerdo a la Sociedad Internacional de Automatización (ISA):  
𝑃𝐼𝐷 = 𝐾𝑐 (𝑒(𝑡) +
1
𝑇𝑖
∫ 𝑒(𝑡)𝑑𝑡 + 𝑡𝑑
𝑑𝑒 − (𝑡)
𝑑𝑡
) 
Ecuación 5 
Donde 𝐾𝑐 es la constante proporcional, 𝑒(𝑡) es el error arrojado por la diferencia 
entre la respuesta del sistema y el set-point, 𝑇𝑖 es el tiempo integral y 𝑡𝑑 es el tiempo 
derivativo, cada una de las cuales serán descritas más adelante.  
La misma ecuación no se puede implementar, tal cual está descrita, en la 
programación del micro-controlador que se va a utilizar, debido a que se encuentra 
en forma analógica. Por lo tanto se debe hacer uso de las diversas herramientas de 
discretización para cambiar de una ecuación integro-diferencial a una ecuación de 
diferencias. 
Las acciones básicas que describen este tipo de controlador son: 
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4.1 ACCIÓN PROPORCIONAL 
 
En una acción proporcional la relación entre la salida del controlador y la señal del 
error es: 
 
𝐶𝑝(𝑡) = 𝐾𝑐. 𝑒(𝑡) 
Ecuación 6 
 
Dónde 𝑒(𝑡) es la señal de error, 𝐶𝑝(𝑡) es la acción proporcional y 𝐾𝑐 se denomina 
constante proporcional. En esencia, el control proporcional se refiere a una 
amplificación ajustable de la señal de entrada. [2] La constante proporcional debe 
estar presente en todas las otras acciones de control (Derivativa e Integral), pues 
sin ésta, las demás no funcionarían independientemente. Es decir, no existe un 
control netamente Integral, ni uno netamente derivativo. Por tanto al implementar la 
acción Integral, el controlador será uno Proporcional – Integral (PI) y de la misma 
manera funcionaría para el derivativo. Una descripción gráfica de esta acción se 
puede apreciar en la Fig.6. 
 
Figura 6. CONTROL P. 
 
Fuente: Autores 
 
Su función de transferencia aplicando la transformada de Laplace es: 
𝐻(𝑠) =
𝐶𝑝(𝑠)
𝑒(𝑠)
= 𝐾𝑐 
Ecuación 7 
Esta misma ecuación discretizada tiene la siguiente representación matemática: 
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𝐶𝑝[𝑘] = 𝐾𝑐. 𝑒[𝑘] 
Ecuación 8 
 
Al aplicar el operador de desplazamiento de la transformada Z, se obtiene la 
siguiente ecuación:  
𝐶𝑝[𝑧] = 𝐾𝑐. 𝑒[𝑧] 
Ecuación 9 
 
4.2 ACCIÓN PROPORCIONAL - INTEGRAL 
 
Esta acción de control también es denominada Control de reajuste (Reset). En una 
acción de control integral, la rapidez de cambio en la respuesta del controlador 𝐶𝑖(𝑡) 
es proporcional al error 𝑒(𝑡), así: 
𝑑𝐶𝑖
𝑑𝑡
= 𝐾𝑖. 𝑒(𝑡) 
Ecuación 10 
O en forma integral: 
𝐶𝑖(𝑡) = 𝐾𝑐. 𝑒(𝑡) + 𝐾𝑖. ∫ 𝑒(𝑡)𝑑𝑡 
Ecuación 11 
 
Dónde 𝑒(𝑡) es la señal de error, 𝐶𝑖(𝑡) es la acción integral y 𝐾𝑖 se denomina 
constante integral, que es igual a (𝐾𝑐/𝑇𝑖). El tiempo integral 𝑇𝑖 es un parámetro del 
controlador que se refiere al tiempo que tarda el mismo en duplicar la señal del error. 
Lo ya mencionado, se puede apreciar en la siguiente figura: 
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Figura 7. CONTROL PI. 
 
Fuente: Autores 
 
Si se observa detalladamente, con un error constante y evaluando la Ecuación 11 
en el tiempo 𝑡𝑖, se alcanza el doble de la señal del error. Este tiempo regularmente 
debe ir entre 0,1 𝑚𝑖𝑛𝑢𝑡𝑜𝑠 y 50 𝑚𝑖𝑛𝑢𝑡𝑜𝑠 respectivamente. 
 
Se puede apreciar en la Ecuación 10 que si el error se duplica la acción de control 
integral varía dos veces más rápido igualmente. En la Ecuación 11 se explica que 
cuando el error es constante,  el valor de 𝐶𝑖(𝑡) permanece igualmente constante. [1] 
 
El proceso de discretización de la integral presente en la Ecuación 11 se hará uso 
del método trapezoidal o también llamado método de Tustin. El cual consiste en 
partir la función en diferentes trapecios y sumar cada una de las áreas que den 
como resultado [8]. Para calcular el área de un solo trapecio se hace a través de la 
ecuación: 
 
∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
=
𝑓(𝑎) + 𝑓(𝑏)
2
∗ (𝑏 − 𝑎) 
Ecuación 12 
Si se aplica esta definición para hallar el área bajo la curva de una función de error 
como la que se muestra en la Fig. 8, se obtiene: 
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Figura 8. METODO DEL TRAPECIO. 
 
Fuente: Autores 
𝐶𝑖[𝑘] = 𝐶𝑖[𝑘 − 1] + 𝐾𝑐. 𝑒[𝑘] + 𝐾𝑖. 𝑇.
𝑒[𝑘 − 1] + 𝑒[𝑘]
2
 
Ecuación 13 
Siendo 𝐶𝑖[𝑘 − 1] la suma del área de los trapecios anteriores, 𝐶𝑖[𝑘] el área que se 
desea calcular, 𝐾𝑖 la constante integral del sistema, 𝑒[𝑘 − 1] y 𝑒[𝑘] el error anterior 
y actual, y 𝑇 la distancia (en tiempo) entre ambos. 
Finalmente aplicando el operador de desplazamiento de la transformada Z se 
obtiene: 
𝐶𝑖[𝑧] = 𝐾𝑐. 𝑒[𝑧] + 𝐾𝑖 .
𝑇
2
. 𝑒[𝑧].
1 + 𝑧−1
1 − 𝑧−1
 
Ecuación 14 
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4.3 ACCIÓN PROPORCIONAL - DERIVATIVA  
 
Esta acción de control también es denominada Control de velocidad. En una acción 
derivativa la salida del controlador 𝐶𝑖(𝑡) es proporcional a la velocidad de cambio de 
la señal del error 𝑒(𝑡), así: 
𝐶𝑑(𝑡) = 𝐾𝑐. 𝑒(𝑡) + 𝐾𝑑 .
𝑑𝑒(𝑡)
𝑑𝑡
 
Ecuación 15 
Dónde 𝑒(𝑡) es la señal de error, 𝐶𝑑(𝑡) es la acción derivativa y 𝐾𝑑 se denomina 
constante derivativa que es igual a 𝐾𝑐. 𝑡𝑑, y a su vez el tiempo derivativo 𝑡𝑑 
representa el tiempo en que la acción derivativa anticipa la acción proporcional. 
Además se puede apreciar que si el error es constante, la acción derivativa no actúa. 
Esta acción tiene carácter de previsión, pues responde a la velocidad de cambio de 
la señal del error y, antes de que el error siga creciendo, genera una acción 
correctora. La constante derivativa juega un papel muy importante, ya que si es muy 
baja, oscila demasiado alrededor del Set-Point y si es muy alta, genera inestabilidad 
en el sistema [3]. Cabe anotar que esta acción no se utiliza sola, debe estar 
combinada con una acción de control proporcional debido a que opera con la 
velocidad de cambio del error y no con el error en sí. 
Recordando la definición de derivada: 
𝑓′(𝑥) = lim
ℎ→0
𝑓(𝑥 + ℎ) − 𝑓(𝑥)
ℎ
 
Ecuación 16 
La discretización de esta acción se puede realizar por medio de la aproximación por 
diferencias finitas hacia atrás  la cual arroja resultados aceptables con un 
determinado error [6]. La formulación de la ecuación aproximada se hace así: 
𝑓′(𝑥) ≈
𝑓(𝑥0) − 𝑓(𝑥0 − ℎ)
ℎ
 
Ecuación 17 
Esta ecuación es la que debe ser utilizada para realizar la discretización, de esta 
manera en términos de las muestras, la acción derivativa se expresará de la 
siguiente manera: 
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𝐶𝑑[𝑘] = 𝐾𝑐. 𝑒[𝑘] + 𝐾𝑑 .
𝑒[𝑘] − 𝑒[𝑘 − 1]
𝑇
 
Ecuación 18 
Una vez realizado este procedimiento, se puede proceder a aplicar la transformada 
Z a la misma para así hallar la tercera parte de la expresión que caracterizará al 
controlador PID propuesto en el proyecto. La ecuación de la acción derivativa 
quedaría finalmente de la siguiente manera: 
𝐶𝑑[𝑧] = 𝐾𝑐. 𝑒[𝑧] + 𝑒[𝑧].
1 − 𝑧−1
𝑇
 
Ecuación 19 
5. PID DISCRETO 
 
Ya realizada la descripción de cada acción de control por particular se puede 
expresar la ecuación del controlador PID analógico (Ecuación 5), en forma digital: 
𝐶[𝑧] = 𝑒[𝑧] (𝐾𝑐 + 𝐾𝑖.
𝑇
2
.
1 + 𝑧−1
1 − 𝑧−1
+ 𝐾𝑑.
1 − 𝑧−1
𝑇
) 
Ecuación 20 
Como se encuentra expresada en términos de la transformada Z, se debe hacer el 
manejo matemático adecuado de forma tal que quede en términos de las muestras 
para, de esta manera, poder implementarlo con mayor facilidad en el software de 
programación del micro-controlador que se utilizará en el presente proyecto. 
Para ello se debe tratar de llevar la ecuación a una forma en la que se pueda realizar 
la transformada Z inversa, haciendo uso del operador de desplazamiento. 
Posteriormente se discretiza y se expresa en términos de las muestras. 
𝐶[𝑧] =
𝑒[𝑧] (𝐾𝑐. (1 − 𝑧
−1) + 𝐾𝑖.
𝑇
2 .
(1 + 𝑧−1) + 𝐾𝑑 .
(1 − 𝑧−1)2
𝑇 )
1 − 𝑧−1
 
Ecuación 21 
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Una vez realizado este procedimiento se puede pasar el denominador a multiplicar 
al lado izquierdo de la igualdad y una vez realizada la multiplicación se puede aplicar 
la transformada Z inversa, quedando: 
𝐶[𝑘] − 𝐶[𝑘 − 1] = 𝐾𝑐. (𝑒[𝑘] − 𝑒[𝑘 − 1]) + 𝐾𝑖. 𝑇.
(𝑒[𝑘]+𝑒[𝑘−1])
2
+ 𝐾𝑑.
𝑒[𝑘]−2.𝑒[𝑘−1]+𝑒[𝑘−2]
𝑇
  
Ecuación 22 
Ahora, en el mundo analógico se puede apreciar una constante proporcional, una 
integral y otra derivativa. Pues bien, para hallar sus equivalentes en el mundo 
discreto se debe escribir la Ecuación 22 de la siguiente manera: 
𝐶[𝑘] = 𝐶[𝑘 − 1] + 𝑒[𝑘] (𝐾𝑐 +
𝐾𝑖.𝑇
2
+
𝐾𝑑
𝑇
) + 𝑒[𝑘 − 1] (−𝐾𝑐 +
𝐾𝑖.𝑇
2
−
2.𝐾𝑑
𝑇
) + 𝑒[𝑘 − 2] (
𝐾𝑑
𝑇
)  
Ecuación 23 
Así se logra observar que el que existen 3 grandes constantes que multiplican el 
error, y que a su vez son las equivalentes de las constantes encontradas en la 
representación analógica de un controlador PID (Ecuación 5). Por tanto 
renombrando estas constantes como 𝐶1, 𝐶2 y 𝐶3 se podría reescribir la ecuación de 
una forma más sencilla: 
𝐶[𝑘] = 𝐶[𝑘 − 1] + 𝑒[𝑘]. 𝐶1 + 𝑒[𝑘 − 1]. 𝐶2 + 𝑒[𝑘 − 2]. 𝐶3 
Ecuación 24 
Donde 𝐶[𝑘] es la salida del PID discreto, 𝐶[𝑘 − 1] es la salida anterior y  
𝑒[𝑘], 𝑒[𝑘 − 1] y  𝑒[𝑘 − 2] son los errores en la muestra actual, en la anterior y dos 
muestras atrás. 
De esta manera se ha llegado a la ecuación general del PID discretizado haciendo 
uso de herramientas muy útiles para convertir la ecuación integro-diferencial, que 
identifica el sistema analógicamente, a una ecuación de diferencias. Ésta se 
implementará en una simulación en MATLAB para apreciar su comportamiento en 
referencia al PID analógico y también será utilizada para la programación del micro-
controlador y su posterior simulación en PROTEUS. 
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6. PROGRAMACIÓN EN CCS 
 
La programación  del micro-controlador se realizará debidamente en el programa 
CCS, el cual tiene características muy similares a las utilizadas en el compilador C. 
Dispone de una amplia librería de funciones predefinidas, comandos de pre-
procesado y ejemplos. 
Cabe aclarar que un compilador convierte el lenguaje de alto nivel a instrucciones 
en código máquina. [7] 
6.1 ESTRUCTURA DE UN PROGRAMA 
 
a) Directivas: controlan la conversión del programa a código máquina por parte 
del compilador. 
 
b) Funciones: Es un conjunto de instrucciones que llevan a cabo una acción en 
específico dentro del programa. Sin excepción alguna, debe existir una 
función principal siempre con la llamada main (). 
 
c) Instrucciones: Es el programa que se quiere guardar en el micro-controlador, 
es decir, lo que se quiere hacer con él. 
 
d) Comentarios: Con ellos se puede describir paso a paso el funcionamiento de 
cada línea de programación. 
 
6.1.1 DIRECTIVAS 
 
Las directivas de pre-procesado inician con el símbolo ‘#’ y continúan con un 
comando específico de acuerdo a la utilidad que se le desea dar al programa. 
Algunos ejemplos de directivas que se utilizarán en la programación del presente 
proyecto son: 
- #INCLUDE: Permite incluir un fichero al programa. 
 
- #FUSES: Permite configurar los parámetros del Micro-controlador. 
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- #USE DELAY: Permite definir la frecuencia a la que trabajará el Micro-
controlador. 
 
- #USE STANDARD I/O: Esta directiva afecta a la forma en que el compilador 
generará el código de entrada y salida de las instrucciones que siguen. Cada 
vez que exista una instrucción de salida o de entrada, el compilador se 
encargará de modificar el pin de acuerdo a esta. 
6.1.2 INSTRUCCIONES 
 
Las instrucciones permiten acceder y utilizar el Micro-controlador para realizar 
tareas específicas. Algunas de las que se utilizarán en la programación del PID son: 
- INPUT: Recibe una señal de cualquier puerto que se especifique. 
 
- OUTPUT: Envía una señal a un puerto especificado. 
 
- DISABLE/ENABLE_INTERRUPTS: Habilita o deshabilita las diversas 
interrupciones presentes en el Micro-controlador. 
 
- SET_ADC_CHANNEL: Permite configurar el canal Analógico digital que se 
planea utilizar. 
 
- DELAY_MS: Esta función realiza un retardo de acuerdo al número de 
milisegundos especificados.  
 
- LCD_INIT/KBD_INIT: Permite inicializar la pantalla LCD y el teclado 
respectivamente. 
 
6.2 ENTORNO DE TRABAJO 
 
El entorno de trabajo de CCS en el programa PCW permite, no solo compilar el 
programa que se desea realizar, sino que también brinda diferentes herramientas 
auxiliares. 
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Figura 9. ENTORNO DE TRABAJO CCS. 
 
Fuente: Compilador C CCS y simulador PROTEUS para Micro-controladores PIC. 
Primera Edición 
Una vez realizado la programación en este entorno de trabajo, se compila el trabajo 
y finalmente se puede importar desde el programa PROTEUS, en el cual se 
verificará el funcionamiento correcto del proyecto como tal. 
Es muy importante tener en cuenta que cualquier error de sintaxis afectará la 
compilación del mismo, por tanto se deben respetar las reglas sintácticas y verificar 
el manual de instrucciones de una manera asertiva antes de redactar el programa. 
También puede ocurrir que un pequeño error, por mínimo que sea en una sola línea 
de programación puede generar un comportamiento inadecuado o no esperado en 
el controlador. De allí la importancia de conocer a fondo cada herramienta que se 
utilizará en cualquier tipo de proyecto. 
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7. SIMULACIÓN DEL PID 
 
7.1 CÓDIGO DE PROGRAMACIÓN 
 
Para la programación del microcontrolador, se debe tener presente que para que 
éste realice todo lo que se requiere, y que de esta manera se observe un correcto 
funcionamiento de cada aspecto establecido para el mismo, es necesario emplear 
los conocimientos de programación en CCS como el manejo de: 
 Interrupciones. 
 Funciones. 
 Resistencias de pull-up. 
 Teclado matricial 4x4. 
 Pantalla LCD 2x16. 
 Conversor análogo/digital. 
 Escritura/lectura en la memoria EEPROM. 
Todos estos aspectos son de crucial importancia, ya que cada uno es utilizado en 
la programación del presente proyecto. Posteriormente se hará una explicación 
detallada de cada sección del código de programación utilizado. 
7.1.1 Directivas: 
 
En las directivas observadas en la Figura 10 se hace un llamado a las librerías del 
microcontrolador 16F887, el teclado matricial 4x4 y la pantalla LCD de 2x16. 
Además se define la resolución del conversor análogo/digital, que en este caso es 
de 10 bits, es decir que va desde 0 hasta 1023. Del mismo modo, se define la 
frecuencia del reloj con la que trabajará el microcontrolador. 
Figura 10. DIRECTIVAS CÓDIGO DE PROGRAMACIÓN. 
 
Fuente: Autores 
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Finalmente se observa la declaración de los puertos que se utilizarán como entradas 
y salidas rápidas, es decir que se deben especificar los pines que se usarán como 
entrada o como salida respectivamente. 
7.1.2 Generación del error 
 
Para generar el error, se hace uso del conversor análogo/digital. Para ello se hace 
lectura de dos pines del puerto A, una para la lectura del valor de referencia (RK 
en la figura) y la otra de la variable medida (YK en la figura). Con estos dos 
valores se puede hacer el cálculo del error, entre el set-point y el estado actual de 
la planta a simular. 
Figura 11. GENERACIÓN DEL ERROR. 
 
Fuente: Autores 
De igual modo, el error se debe calcular cada 10 mili-segundos, y para ello se hace 
uso de la interrupción por desbordamiento del TIMER 1. La función que se cumple 
una vez se ha desbordado el TIMER 1 es la que se muestra en la Figura 11. Debido 
a que éste es un temporizador/contador ascendente, se debe calcular el valor con 
el que es necesario cargarlo inicialmente para que entre a dicha interrupción en el 
tiempo establecido. Este cálculo se hace con la fórmula: 
𝑇𝑖𝑒𝑚𝑝𝑜 =
4
𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 𝑜𝑠𝑐𝑖𝑙𝑎𝑑𝑜𝑟
 . 𝑃𝑟𝑒𝑒𝑠𝑐𝑎𝑙𝑒𝑟 . (65536 − 𝑣𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑇𝑀𝑅1) 
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Así mismo, como se desea calcular el valor inicial del TMR1 para que se logre un 
muestreo de 10 mili-segundos, y despejando la variable a encontrar, quedaría: 
 
𝑉𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑇𝑀𝑅1 = 65536 −
0.01
4 ∗
8
4000000
 
 
𝑉𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑇𝑀𝑅1 = 64286 = 0𝑥𝐹𝐵1𝐸 
 
Ya con este valor, se puede proceder a realizar la configuración de la interrupción 
por desbordamiento del TMR1 como se observa en la Figura 12: 
 
Figura 12. CONFIGURACIÓN DE LA INTERRUPCIÓN POR DESBORDAMIENTO 
DEL TMR1. 
 
Fuente: Autores 
7.1.3 Lectura/Escritura en la memoria EEPROM 
 
Para facilitar la interacción del usuario con el controlador PID, es de suma 
importancia tener en cuenta que las constantes (Proporcional, Integral y Derivativa) 
deben ser guardadas en la memoria interna del micro-controlador, para que, una 
vez se encienda nuevamente, no sea necesario el cambio de las mismas, sino que 
se pueda trabajar con las anteriormente establecidas. De la misma manera se 
podrían cambiar cuando así se requiera. 
En la Figura 13 se puede observar el ejemplo de lectura y escritura en la memoria 
EEPROM. 
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Figura 13. LECTURA/ESCRITURA EN LA MEMORIA EEPROM. 
 
Fuente: Autores 
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8. RESULTADOS 
8.1 MONTAJE Y SIMULACIÓN EN PROTEUS 
 
El montaje y simulación se llevó a cabo en el programa PROTEUS, el cual brinda 
las herramientas necesarias para la implementación del controlador PID. La planta 
utilizada para realizar la misma es llamada OVEN (horno). El módulo PWM del 
microcontrolador se conecta al filtro pasa bajo activo, con una frecuencia de corte 
de 200 Hz (20 veces menor que la frecuencia del PWM). Posteriormente se 
convierte el valor de voltaje que arroja el microcontrolador en corriente, obteniendo 
así una salida de 4 a 20 mA. Así, el circuito completo permite el correcto 
funcionamiento del controlador y de esta manera el calentamiento de la planta para 
así alcanzar su valor de referencia o set-point. El montaje es el siguiente: 
Figura 14. MONTAJE EN PROTEUS. 
 
Fuente: Autores 
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Del mismo modo, para comprobar el correcto funcionamiento del controlador PID, 
se hizo la prueba con algunos valores de constantes (proporcional, integral y 
derivativa) tal como se muestra en las siguientes figuras. Aunque en todas se 
alcanza un valor de referencia especificado, cada una cambia según sus valores de 
sintonización: 
 Se experimentó con valores grandes de las constantes KP, KI y KD para 
observar el comportamiento de la planta térmica. Así, como se puede 
apreciar en la Fig. 15 no se llegó a la variable de referencia aún después de 
haber transcurrido 100 segundos. 
 
Figura 15. COMPORTAMIENTO CON KP=401, KI=10 Y KD=40. 
 
Fuente: Autores 
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El comportamiento observado en la Fig. 16  muestra como la inercia térmica hace 
que en primera medida, la variable de salida tenga un sobre-impulso elevado y 
una estabilización muy lenta debido a los valores empleados de las constantes. 
Figura 16. COMPORTAMIENTO CON KP=10, KI=1 Y KD=0. 
 
Fuente: Autores 
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 Modificando un poco la ganancia proporcional, y aumentando la ganancia 
integral, se puede apreciar en la Fig.17  que a pesar de generarse un sobre-
impulso, la atenuación de la señal transcurre en menor tiempo que en el 
anterior ejemplo. 
Figura 17. COMPORTAMIENTO CON KP=6, KI=0.6 Y KD=0. 
 
Fuente: Autores. 
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 Si se sigue disminuyendo la constante proporcional para minimizar el sobre-
impulso, y se incluye un valor derivativo, la variable de proceso nunca 
alcanza completamente la variable de referencia, ya que con muy pequeños 
cambios en la salida, la constante derivativa incrementa en sumo el valor del 
PWM (pues se adelanta a un posible error) y esto genera el comportamiento 
apreciado en la Fig. 18. 
Figura 18. COMPORTAMIENT CON KP=1, KI=0.5 Y KD=1.0. 
 
Fuente: Autores 
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 Finalmente, modificando las constantes de acuerdo a la observación del 
comportamiento de la planta y teniendo en cuenta que la constante derivativa 
estaba afectando el proceso de manera adversa al comportamiento 
esperado, se optó por hacerla 0. En la Fig 19 se puede apreciar un cambio 
notable en la variable de proceso con respecto a la de referencia. 
Figura 19. COMPORTAMIENTO CON KP=1, KI=0.5 y KD=0. 
 
Fuente: Autores 
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9. CONCLUSIONES 
 
 La conversión de corriente (4 a 20 mA) a voltaje (1 a 5 V) se puede realizar 
con diferentes clases de circuitos electrónicos, y para permitir entradas de 
voltaje únicamente, solo se inserta una resistencia de 250 ohm en paralelo. 
 
 Los tres modos del controlador (manual, automático remoto y local) son 
sumamente importantes en la industria, pues se necesita tanto lazo abierto, 
como cerrado, para el correcto control de la planta. 
 
 Es indispensable sintonizar el controlador de una manera apropiada, para 
que el sobre-impulso y las oscilaciones posteriores causen la menor variación 
de la variable de proceso con respecto a la de referencia. 
 
 La señal de salida presenta un comportamiento con ondas transitorias debido 
a las características de la planta, ya que al manejar temperatura la señal 
siempre tendrá variaciones debidas a la alta inercia térmica de la misma. 
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10. RECOMENDACIONES 
 
Las recomendaciones más importantes que se podrían dar son: 
 Tener en cuenta que el tiempo de muestreo del PID pueda ser aplicable con 
respecto a la frecuencia del reloj del microcontrolador. 
 
 Lo recomendable es no definir muchas constantes globales a la hora de 
programar, ya que esto puede ocasionar que la memoria RAM se llene con 
mayor facilidad. Para ello definir variables locales en cada función. 
 
 Crear un entorno de fácil acceso para que el usuario se encuentre cómodo 
con la interfaz. 
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12. ANEXOS 
 
12.1 ANEXO A 
Figura 20. DISEÑO MECÁNICO. 
 
Fuente: Autores   
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12.2 ANEXO B 
Figura 21. EXPLOSIÓN DISEÑO MECÁNICO. 
 
Fuente: Autores   
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12.3 ANEXO C 
Figura 22. PLANO BASE PID. 
 
Fuente: Autores   
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12.4 ANEXO D 
Figura 23. PLANO KEYPAD Y LCD. 
 
Fuente: Autores   
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12.5 ANEXO E 
Figura 24. PLANO TAPA DELANTERA PID. 
 
Fuente: Autores   
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12.6 ANEXO F 
Figura 25. PLANO TORNILLOS, BORNES Y LED. 
 
Fuente: Autores 
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12.7 ANEXO G 
Figura 26. CÓDIGO DE PROGRAMACIÓN EN CCS.  
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Fuente: Autores 
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12.8 ANEXO H 
 
Figura 27. CIRCUITO ELECTRÓNICO.  
 
Fuente: Autores 
 
