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Abstract
In this paper we consider a nonsymmetric elliptic problem and we use the techniques related to the Steklov{Poincare
operators to propose new substructuring iterative procedures. In particular, we propose two methods that generalize the
well-known Neumann{Neumann and Dirichlet{Neumann iterative procedures. We prove that our methods, that use symmet-
ric and positive-denite preconditioners, lead to the construction of iterative schemes with optimal convergence properties.
Numerical results for the nite element discretization are given. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper deals with domain decomposition for advection{diusion equations, that are elliptic
equations with nonzero rst-order terms. Domain decomposition techniques are powerful iterative
methods for solving large linear systems that arise from the discretization of partial dierential equa-
tions. At each step of an iteration we solve smaller systems, which correspond to the restriction of the
original problem to subregions. Some small interface problems are then considered. An interesting
feature is that domain decomposition methods lead to the construction of optimal preconditioners.
In the study of domain decomposition there are two main approaches: the one that uses overlapping
domains, that takes its origin in a paper by Schwarz [22] and the other one, that uses nonoverlapping
regions, in which the dierential problem can give some additional ideas. We shall follow the
second one, that is most often known in the literature as \substructuring" since it was introduced
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by structural engineers, see the book of Przemieniecki [19] for a classical reference. Several works
have been written to link similar results and methods arising from the two dierent techniques,
see [12].
In the substructuring methods the interior unknowns (i.e., the ones that are associated with nodes
that are interior of some subregion) are eliminated by Gaussian elimination as in the construction
of the Schur complement matrix. The original problem becomes an interface problem also at a
dierential level, as we shall show in Section 1.2.
Many results are known for symmetric systems that arise from the discretization of the Laplace
operator or the equations of linear elasticity, see [15]. The theory for nonsymmetric problems is
more dicult and in the last few years many papers have been written on this topic. We refer to
[7,8,23] for Schwarz methods and to [4,17,3] for problems with nonoverlapping sub-domains.
In this paper we introduce modied Neumann{Neumann and Dirichlet{Neumann iterations by
making a reinterpretation for substructuring problems of some procedures introduced in the paper of
Cai and Widlund [9]. Our sub-domain iterations are introduced as a preconditioning technique for
the interface problem. The preconditioners are constructed by using the interface operators associated
with the symmetric part of the dierential operators.
We prove for both iterations convergence independent of the mesh size; this means that our
preconditioners are optimal. Our proofs need only elementary tools since they appeal to Banach’s
xed point theorem. We consider only the problem with two sub-domains and we shall consider the
more complicated problem with many sub-domains and cross-points in the forthcoming paper [5]. In
this paper we consider this simpler problem since in this framework the algebraic operations have a
well-dened dierential counterpart. This approach is useful to understand the algorithms and it can
be the guidance to make further generalizations.
We use a functional point of view that is based, in some sense, on the classical dierential problems
of transmission at interfaces, see [18]. Our approach is new since it uses approximate dierential
solvers on sub-domains. Furthermore, it is well suited to deal with heterogenous problems, i.e.,
problems with dierent equations in dierent sub-domains, see [20].
1.1. Advection{diusion equations
We now briey describe the equations we want to solve. We consider the following homogeneous
Dirichlet boundary-value problem.
Problem 1.1.
Lu:=−  u+3  (bu) + a0u= f in 
;
u= 0 on @
;
where 
 is a bounded connected subset of Rd with Lipschitz continuous boundary @
. Let > 0 be
a constant diusion coecient, b(x) = (b1(x); : : : ; bd(x)) denote the given ow velocity, a0 = a0(x)
be an absorption coecient and f=f(x) be a given body force. We consider the Laplace operator,
but we obtain the same results for the dierential operator
−
dX
i; j=1
@
@xj
aij(x)
@
@xi
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with smooth aij such that aij = aji and
9C > 0 s:t:
dX
i; j=1
aij(x)ij>Cjj2; a:e: x 2 
 8 2 Rd;
where almost everywhere has to be intended in the sense of the d-dimensional Lebesgue measure.
We assume that
a0 2 L1(
); b 2 (L1(
))d; 3  b 2 L1(
); f 2 L2(
); (1.1)
where Lp(
); 16p61, denotes the usual Lebesgue spaces, equipped with norm k : kLp(
).
Remark 1.2. The characteristic quantity
!=
kbkL1(
)
2
;
is the one that determines the nature of the problem. We say that the problem is \advection-dominated"
if !  1. We observe that ! is the analogue of the Reynolds number for Navier{Stokes equations.
To ensure the coercivity of the problem we assume that
1
23  b(x) + a0(x)>0 a:e: x 2 
: (1.2)
To dene the domain decomposition procedure we consider a partition of 
 by two nonoverlapping
open sub-domains 
i; i=1; 2, and denote as usual by  :=@
1\@
2 the common boundary between

1 and 
2. We assume   to be Lipschitz continuous in order to have the normal directions well
dened. We denote by n = (n1; : : : ; nd) the normal vector on   pointing outside 
1 (and into 
2).
Under these assumptions, Problem 1:1 can be reformulated as follows:
Problem 1.3. For i = 1; 2; fi:=fj
i , nd ui = uj
i such that
Lui = fi in 
i;
ui = 0 on @
 \ @
i;
u1 = u2 on  ;
	()1 (u1) =	
()
2 (u2) on  ;
where for some > 0
	()i (ui):= 
@ui
@n
− bj
i  nui:
Some choices of  are suitable (= 0; 12 ; 1), depending on the bilinear form we use for the weak
formulation. We deal with the case = 12 .
Problem 1:3 is seen to be a rather standard transmission problem and its derivation is based on
a proper weak formulation of Problem 1:1. In Section 5 of Gastaldi et al. [13] one can nd an
extensive derivation of the transmission conditions for similar problems.
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1.2. Weak formulation and Steklov{Poincare operators
We shall detail the exposition of the weak formulation since it is one of the main points in
understanding the possible applications, the implementation and the interpretation as preconditioners
of our methods.
The weak formulation of Problem 1:1 is
nd u 2 V : a(u; v) = (f; v) 8v 2 V; (1.3)
where V :=H10(
), with norm k k1;
. We denote, as usual, by H10(
) the Sobolev space of (classes of
equivalence of) functions belonging to L2(
) together with their rst-order distributional derivatives
and vanishing on the boundary. We refer the reader to Adams [2] for further details regarding the
Sobolev spaces.
Furthermore, (: ; :) denotes the scalar product in L2(
) and
a(u; v):=
Z


[3u 3v+ (123  b+ a0)uv+ 12(vb 3u− ub 3v)] dx:
The weak formulation (1.3), that uses the bilinear form a(: ; :) dened above, is not very standard
in the numerical treatment of the advection{diusion equations and we derive it for the sake of
completeness. Let us suppose that u is a smooth solution of Problem 1:1 and if we multiply Lu=f
by a smooth (with compact support) v and integrate over 
 we obtainZ


[− uv+3  (bu)v+ a0uv] dx =
Z


fv dx: (1.4)
We rewrite the left-hand side asZ


[− uv+ 123  (bu)v+ 123  (bu)v+ a0uv] dx;
and we integrate by parts only the rst and the second terms to obtainZ


[3u 3v− 12ub 3v+ 12vb 3u+ 123  buv+ a0uv] dx +
Z
@


−@u
@n
+
1
2
b  nuv

d;
where d denotes the supercial measure on @
. Since both u and v vanish on @
, the boundary
terms are zero and the last expression is exactly the integral that denes the bilinear form a(: ; :).
The bilinear form we use splits very clearly into a symmetric and a nonsymmetric part.
We have by (1.1){(1.2) that the bilinear form is continuous and coercive in V , i.e., there exist
two positive constants  and  such that
a(u; v)6kuk1;
kvk1;

and
a(u; u)>kuk21;
:
By the Lax{Milgram’s lemma we get existence and uniqueness of the solution. To obtain
Problem 1:3 and to formulate properly the problems on sub-domains we also need to dene for
i = 1; 2
ai(u; v):=
Z

i
[3u 3v+ (123  b+ a0)uv+ 12(vb 3u− ub 3v)] dx;
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and we make use of the following Sobolev spaces:
Vi:= fv 2 H1(
i): vj@
\@
i = 0g;
with norm k  k1;
i and
:=fvj : v 2 Vg=H1=200 ( );
with norm k  k1=2;00; . For the denitions and properties of this last trace space see [18].
The variational formulation of Problem 1:3 is to nd ui 2 Vi such that
a1(u1; v1) = (f; v1)1 8v1 2 H10(
1);
a2(u1; v1) = (f; v2)2 8v2 2 H10(
2);
u1 = u2 on  ;X
ai(ui; ~i) =
X
(f; ~i)i 8i 2 H1=200 ( );
(1.5)
where ~i 2 H10(
i) denotes any prolongation of  2 H1=200 ( ) and (: ; :)i is the scalar product in
L2(
i).
We make some remarks to ensure the solvability of the sub-domain problems and the denition
of the interface problem; from the regularity assumptions (1.1) on the coecients of the dierential
operator and from Eq. (1.2) we have that there exist i; i > 0 such that
ai(u; v)6ikuk1;
ikvk1;
i (1.6)
and
ai(u; u)>ikuk21;
i : (1.7)
We also dene the extension operators Ei : ! Vi as solutions of the following variational problems:
Ei 2 Vi : ai(Ei; v) = 0 8v 2 Vi;
Eij  = :
(1.8)
By using standard results for elliptic problems and the trace inequality we obtain that
~kikk 6kEik1;
i6kikk 
for suitable ~ki; ki > 0. We also dene Fif 2 V:=H10(
i) by
Fif 2 Vi: ai(Fif; v) = (fi; v)i 8v 2 Vi : (1.9)
With the solutions to (1.8){(1.9) we can now dene the Steklov{Poincare operators Qi : ! 0,
where 0:=H−1=200 ( ) denotes the topological dual of ,
hQi; i0 ;:=ai(Ei; Ei) 8;  2 :
Remark 1.4. Roughly speaking the operators Qi are equivalent to the following procedure: for a
given interface datum (1) solve a Dirichlet problem in 
i; (2) take the co-normal derivative (re-
stricted to  ) of the solution obtained at point (1). For further details see Section 2.1.
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We dene  2 0 as
h; i0 ;:=(f; E1)1 − a1(F1f; E1) + (f; E2)2 − a2(F2f; E2);
and it is easily seen that it is the trace on   of the co-normal derivative of F1f + F2f.
It is well-known that Problem 1:3 is equivalent to solving
Q= (Q1 + Q2)= : (1.10)
Straightforward calculations show that Qi are both bilinear and coercive, but nonsymmetric. They
are the innite-dimensional counterpart of the Schur complement matrix.
We also dene two operators Si : ! 0 that are very closely related to Qi. These symmetric
operators are the Steklov{Poincare operators associated with the symmetric part asi (; ) of the bilinear
forms ai(; ):
asi (u; v):=
Z

i
[3u 3v+ (123  b+ a0)uv]:
We note that Si are both continuous, symmetric and coercive. Developing in a dierent context some
results of Cai and Widlund [9] we use Si in two dierent ways to precondition Q.
Remark 1.5. We remark that this is not the only weak formulation of Problem 1:1; in the quoted
paper by Cai and Widlund [9] the dierent bilinear form
a#(u; v):=
Z


[3u 3v+ (a0 +3  b)uv+ vb 3u] dx
is used for some technical reason. This form is obtained without integrating by parts the term
3  (bu)v in (1.4). The following bilinear form is used by adaptive methods
a^(u; v):=
Z


[3u 3v+ a0uv− ub 3v] dx;
and it is obtained integrating by parts 3  (bu)v. We believe (and numerical experiments conrm it)
that in a nonoverlapping context our bilinear form a(: ; :) (that is obtained with \12 -integration") is
more powerful since the others may lead to nonsolvable sub-domain problems.
The role of the bilinear form will be clear in the next sections, when we shall state the type of
mixed-elliptic problem to be solved in the sub-domains: Dirichlet{Neumann or Dirichlet{Robin.
Some very delicate problems arise when we want to impose the Dirichlet or Neumann conditions
at the interface. This topic is analyzed and discussed in the works on adaptive methods, see [10,13].
Adaptivity means that the boundary conditions are consistent with the limit problem with  ! 0+,
i.e., the Dirichlet conditions are never imposed on the outow fx 2   : b(x)  n(x)> 0g, because
this choice can create internal layers at the interface   or noninvertible matrices, at a discrete level.
Recent results on problems with Robin interface conditions can be found in [1].
The versatility of the choice of the bilinear form a(; ) versus a#(; ) and a^(; ) is clearly pointed
out in [3] in which it is the starting point for the \coercive method" that is called \-Dirichlet{Robin".
The main observation is that 8> 0 the problem is an elliptic (coercive) one and the role of the
hyperbolic limit can in some sense be overcome. The knowledge of the inow and outow region,
in fact, is not needed by Robin conditions. This greatly simplies the treatment of the problem and
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makes it also possible to consider advection{diusion systems, for which it is much more dicult
to know the direction of the advective elds.
Remark 1.6. We observe that due to the particular choice of the coercive bilinear form, our results
will apply without further diculties to advection{diusion systems:
Lu:=− u +
dX
j=1
@
@xj
(Bju) + A0u = f in 
;
u = 0 on @
;
where u=(u1; : : : ; ud) is the unknown velocity eld. We require that Bj and A0 are symmetric dd
matrices with coecients that belong to L1(
) together with the ones of
Pd
j=1 (@=@xj)Bj. We require
moreover the matrix
C(x):=
1
2
dX
j=1
@
@xj
Bj(x) + A0(x);
to be positive semi-denite for a.e. x 2 
. In particular, we can think of problems that arise in the
linearization of the Navier{Stokes equations.
2. A modied Neumann{Neumann method
In this section we propose a Richardson iterative method to solve (1.10) with
P = (1S−11 + 2S
−1
2 )
−1 (2.1)
as preconditioner. It will turn out that P is an optimal preconditioner (i.e., the convergence rate does
not depend on the mesh size at the discrete level), very easy to implement.
The preconditioner P is the same that is used in the classical Neumann{Neumann method for
symmetric problems. It has the following properties, that are proved in [21].
Lemma 2.1. If the operators Si are both symmetric; continuous and coercive then the operator
P :V ! V 0 dened by (2:1) is symmetric; continuous and coercive; the continuity and coercivity
constants are given by
P =
(s1
s
2)
2
1s1(
s
2)2 + 2
s
2(
s
1)2
;
P =
1s1(
s
2)
2 + 2s2(
s
1)
2
(s1
s
2)2
(s1
s
2)
2
(2s1 + 1
s
2)2
;
where si and 
s
i are respectively the coercivity and continuity constants of the operators Si.
We use P to dene the preconditioned Richardson iteration
k+1 = k + (1S−11 + 2S
−1
2 )( − Qk); (2.2)
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where  is a relaxation acceleration parameter (stationary preconditioned Richardson method). We
do not consider dynamical algorithms with  that changes along the iterations, since we want to
study the simplest iteration. The choice of  will be guided by numerical experiments. Furthermore,
1 and 2 are two averaging positive constants. We shall set 1 = 2 = 12 but their role will be
relevant only in multi-domain problems.
The novelty of our method consists in the use of Si (two symmetric operators) instead of Qi as
preconditioner. The classical Neumann{Neumann method is dened by
k+1 = k + (1Q−11 + 2Q
−1
2 )( − Qk); (2.3)
and convergence is proved only if the operators Qi are symmetric and positive denite. A theory
for the nonsymmetric problem has not yet been developed.
Remark 2.2. We observe that we used the name Neumann{Neumann since the method, in its ab-
stract form, is similar to the classical Neumann{Neumann one introduced for the Laplace operator;
the choice of the bilinear form shows that a more appropriate name should be Robin{Robin as we
shall see in the following Section 2.2.
Before making the interpretation and the analysis of the method we show that the iterative method
(2.2) converges as a consequence of the following abstract convergence theorem. This general the-
orem can be applied to many other problems.
Theorem 2.3. Let V be a Hilbert space with dual V 0 and with duality pairing h; i: Let Q : V ! V 0
be a linear operator that splits as Q=Q1 +Q2: Suppose that both Qi are continuous and coercive;
i:e:;
(a) there exist i > 0 such that
hQi; i6ikkVkkV 8;  2 V;
(b) there exist i > 0 such that
hQi; i>ikk2V 8 2 V:
Let us suppose that Si are both symmetric; continuous and coercive; i.e.;
(c) hSi; i= h; Sii 8;  2 V ,
(d) there exist si > 0 such that
hSi; i6sikkVkkV 8;  2 V;
L.C. Berselli, F. Saleri / Journal of Computational and Applied Mathematics 116 (2000) 201{220 209
(e) there exists si > 0 such that
hSi; i>sikk2V 8 2 V:
Then for any choice of the averaging parameters i > 0; there exists  0> 0 such that for each
 2 (0;  0) and for a given 0 2 V and  2 V 0 the sequence
k+1 = k + (1S−11 + 2S
−1
2 )( − Qk); (2.4)
converges in V to the solution of Q= .
Proof of Theorem 2.3. To prove the convergence let us show that the map T dened as
T:=− (1S−11 + 2S−12 )Q
is a strict contraction with respect to the norm k : kP below. We remark that the iteration (2.4) can
be rewritten as
k+1 = Tk + (1S−11 + 2S
−1
2 );
where the right-hand side denes an ane operator on V . A straightforward calculation shows that
the xed point  of T satises
= − (1S−11 + 2S−12 )Q+ (1S−11 + 2S−12 );
that implies
Q= :
By recalling the results of Lemma 2.1 we consider the scalar product h; iP:=hP; i induced by
P and the corresponding norm kk2P = hP; i which is equivalent to the norm of V ,
Pkk2V6kk2P6Pkk2V :
We calculate the P-norm of T and we obtain
kTk2P = kk2P − 2 h(Q1 + Q2); i+  2 kP−1(Q1 + Q2)k2P:
Recalling hypothesis (b) we get that
h(Q1 + Q2); i>(1 + 2)kk2V>
(1 + 2)
P
kk2P = C1kk2P:
Since P−1 is continuous with constant given by 1=P we obtain that
kP−1(Q1 + Q2)k2P = h(Q1 + Q2); P−1(Q1 + Q2)i
6
1
P
(1 + 2)2kk2V
6
1
2P
(1 + 2)2kk2P = C2kk2P:
Collecting these inequalities we obtain
kTk2P6(1− 2 C1 +  2 C2)kk2P;
and choosing  2 (0; 0) with 0 = C1=C2 we have that T is a strict contraction.
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Having solved the interface problem (1.10) the solution of the original problem in 
 is obtained
with the solution of two further Dirichlet problems. The solution of the Dirichlet problems on
sub-domains with the \right" datum on the interface will in fact produce the exact solution of the
problem.
Remark 2.4. We denoted by si some constants that in our problem are equal to i because in a
more general setting we can precondition our operator Qi with a dierent symmetric operator. We
use Si because they are \very close" to Qi and also because, at a discrete level, the action of S−1i
can be evaluated in a simple computational way, without assembling Si.
2.1. Sub-domain iterations
We proposed an iteration for the interface problem, but this can be seen as a sub-domain iteration,
that is useful for the numerical approximation. By recalling the denitions of the Steklov{Poincare
operators Qi and Si; straightforward calculations will show the meaning of (2.2). For the sake of
completeness we observe that since
hQi; i0 ;:=ai(Ei; Ei);
the evaluation of Qik involves the solution of a Dirichlet problem in 
i with boundary datum
~
k
:=

k on  ;
0 on @
i n  ;
We remark the well-known fact that the action of Qi is equivalent to the evaluation of a co-normal
derivative of the extension of a Dirichlet datum, see [21]. With this remark we obtain the fact that
the evaluation of S−1i involves the solution of a mixed Dirichlet{Neumann for the symmetric part of
the operator L. The boundary datum is of Dirichlet type on @
i n  and of Neumann type on  : The
datum on   involves the calculation of (Q1 +Q2)k ; that is equal to the dierence of the co-normal
derivatives of solutions of the complete operator (we have the dierence because the normal vector
n is pointing into 
2 and it is opposite to the outward normal). By using the previous remarks, our
iteration can be described with a weak formulation as follows: given 0 2  for each k>0 solve
uk+1i 2 Vi: ai(uk+1i ; v) = (f; v)i 8v 2 Vi ;
uk+1ij  = 
k ; (2.5)
 k+1i 2 Vi: asi ( k+1i ; v) = (f; E1vj )1 − a1(uk+11 ; E1vj ) + (f; E2vj )2 − a2(uk+12 ; E2vj ) 8v 2 Vi;
(2.6)
k+1:=k − (1 k1j  − 2 k2j ): (2.7)
In this way the abstract iteration on the interface becomes an iteration of variational problems on
sub-domains.
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2.2. Dierential interpretation
The algorithm we have proposed has an interpretation at a dierential level and at a discrete
level. As we pointed out in the introduction, the interest of this approach is that the proof needs
only elementary tools and the construction of the preconditioner is guided by the iteration of some
clearly dened dierential solvers.
The iterative procedure (2.2) has the following dierential interpretation: for every k>0 we have
to solve, for i = 1; 2,
− uk+1i +3  (b uk+1i ) + a0uk+1i = f in 
i;
uk+1i = 0 on @
i \ @
;
uk+1i = 
k on  ;
(2.8)
−  k+1i + (123  b+ a0) k+1i = 0 in 
i;
 k+1i = 0 on @
i \ @
;

@ k+1i
@n
=
 

@uk+11
@n
− 1
2
b  nuk+11
!
−
 

@uk+12
@n
− 1
2
b  n uk+12
!
on  ;
(2.9)
k+1:=k − (1 k1j  − 2 k2j ): (2.10)
Our method is a modied Neumann{Neumann procedure because we do not solve the \true" dif-
ferential problem for the  i unknowns, but we solve an auxiliary problem that involves the \good"
part of the operator L. The classical Neumann{Neumann method involves at the second step the
solution of
−  k+1i +3  (b k+1i ) + a0 k+1i = 0 in 
i;
 k+1i = 0 on @
i \ @
;

@ k+1i
@n
− 1
2
b  n  k+1i =
 

@uk+11
@n
− 1
2
b  nuk+11
!
−
 

@uk+12
@n
− 1
2
b  nuk+12
!
on  :
(2.11)
The Neumann{Neumann method involves, at each step the solution of two Dirichlet and two mixed
Dirichlet{Neumann problems; in this context, due to the presence of nonzero rst-order terms they
are indeed Dirichlet{Robin problems. Heuristically, we can see that the Dirichlet step enforces the
continuity of the solution and the Neumann step the continuity of the co-normal derivative. In this
way the trace and co-normal condition on the interface are satised in the limit k ! +1.
In the modied Neumann{Neumann method the second step involves an approximation of the
dierential operator L and the co-normal derivative is glued as in a transmission problem. We
proved in Theorem 2:1 that convergence holds. From the numerical point of view we observe that
the modied method may involve less calculation than the original one since the second step involves
the inversion of \better" behaved matrices. On the other hand, an increase in the number of iterations
needed to have convergence should be expected because we do not use the complete operator as
preconditioner.
We also recall that in the discretization of advection-dominated problems some stabilization pro-
cedure a la SUPG (streamline upwind Petrov Galerkin) is needed, because if the Peclet number is
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greater than one the Faedo{Galerkin method is unstable. In our method the second step involves
bilinear forms with no rst-order terms and (at a discrete level) the stabilization is not needed. For
further details regarding the nite-dimensional approximation see the results of Section 4.
3. A modied Dirichlet{Neumann method
In this section we propose a rather dierent algorithm to solve (1.10) with
P0 = S2; (3.1)
as preconditioner. As for (2.1) introduced in the previous section, P0 will be proved to be an optimal
preconditioner. In particular, we consider the Richardson iteration
k+1 = k + S−12 ( − Qk); (3.2)
where  is a xed acceleration parameter. This modied algorithm can be seen as the natural
counterpart of the classical Dirichlet{Neumann algorithm dened by
k+1 = k + Q−12 ( − Qk); (3.3)
for which we can prove convergence only if the (L1(
))d norm of the advection term b is small
in comparison with . The convergence of the Dirichlet{Neumann method is proved in [16] for
the Laplace operator; for a nonsymmetric operator that is a small perturbation of a symmetric one
(diusion-dominated) see [21]. Following the same approach of the previous section we prove an
abstract convergence theorem.
Theorem 3.1. Let V be a Hilbert space with dual V 0 and with duality pairing h; i: Let Q : V ! V 0
be a linear operator that splits as Q=Q1 +Q2. Suppose that both Qi are continuous and coercive;
i.e.;
(a) there exist i > 0 such that
hQi; i6ikkVkkV 8;  2 V;
(b) there exist i > 0 such that
hQi; i>ikk2V 8 2 V:
Let us suppose that S2 is symmetric; continuous and coercive; i.e.;
(c) hS2; i= h; S2i 8;  2 V ,
(d) there exist s2> 0 such that
hS2; i6s2kkVkkV 8;  2 V;
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(e) there exists s2> 0 such that
hS2; i>s2kk2V 8 2 V:
Then there exists  0> 0 such that for each  2 (0;  0) and for a given 0 2 V and  2 V 0 the
sequence
k+1 = k + S−12 ( − Qk);
converges in V to the solution of Q= .
Proof of Theorem 3.1. We only sketch out the proof since it is similar to the one of Theorem 2:1.
To prove the convergence we show that the map T dened as
T:=− S−12 Q
is a strict contraction with respect to the norm k : kS2 . We remark that due to our choice the precon-
ditioner is symmetric and positive denite and induces the scalar product h; iS2 = hS2; i and a
norm kk2S2 = hS2; i which is equivalent to the norm of V
s2kk2V6kk2S26s2kk2V :
We calculate the S2-norm of T and we obtain
kTk2S2 = kk2S2 − 2h(Q1 + Q2); i+  2 kP−1(Q1 + Q2)k2S2
Recalling hypothesis (b) we get that
h(Q1 + Q2); i>(1 + 2)kk2V>
(1 + 2)
s2
kk2S2 = C1kk2S2 :
Since S−12 is continuous with continuity constant given by 1=
s
2; we obtain:
kS−12 (Q1 + Q2)k2S2 = h(Q1 + Q2); S−12 (Q1 + Q2)i
6 ((1 + 2)2=s2)kk2V
6 ((1 + 2)2=(s2)
2)kk2S2 = C2kk2S2 :
Collecting this inequalities we obtain
kTk2S26(1− 2 C1 +  2C2)kk2S2 ;
and choosing  2 (0; 0) with 0 = C1=C2 we have that T is a strict contraction and its xed point
is the solution of the interface problem.
3.1. Sub-domain iterations
The interface problem can be seen as a sub-domain iteration, whose weak formulation can be
described as follows: given 0 2  for each k>0 solve for i = 1; 2
uk+1i 2 Vi : ai(uk+1i ; v) = (f; v)i 8v 2 Vi ;
uk+1ij  = 
k ; (3.4)
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then solve (only in the sub-domain 
2)
 k+12 2 V2: as2( k+12 ; v) = (f; E1vj )1 − a1(uk+11 ; E1vj )
+ (f; E2vj )2 − a2(uk+12 ; E2vj ) 8v 2 V2; (3.5)
k+1:=k +  k+12j  : (3.6)
3.2. Dierential interpretation
Also this last algorithm (3.2) has a dierential interpretation: for every k>0 we have to solve
for i = 1; 2,
− uk+1i +3  (b uk+1i ) + a0uk+1i = f in 
i;
uk+1i = 0 on @
i \ @
;
uk+1i = 
k on  ;
−  k+12 +

1
2
3  b+ a0

 k+12 = 0 in 
2;
 k+12 = 0 on @
2 \ @
;

@ k+12
@n
= 
@uk+11
@n
− 1
2
b  nuk+11 −
 

@uk+12
@n
− 1
2
b  nuk+12
!
on  ;
k+1:=k +   k+12j  ;
with the relaxation parameter > 0.
We compare this method with the classical Dirichlet{Neumann that we recall is dened by (3.3).
This last method involves the following iterations: for a given 0 solve for every k>0
− uk+11 +3  (buk+11 ) + a0uk+11 = f in 
1;
uk+11 = 0 on @
1 \ @
;
uk+11 = 
k on  ;
− uk+12 +3  (buk+12 ) + a0uk+12 = 0 in 
2;
uk+12 = 0 on @
2 \ @
;

@uk+12
@n
− 1
2
b  nuk+12 = 
@uk+11
@n
− 1
2
b  nuk+11 on  ;
k+1:=(1− )k +   k+12j  :
We observe that the new interface value has a dierent expression since for the classical Dirichlet{
Neumann procedure (3.3) we have
T:=− Q−12 Q= (1− )− Q−12 Q1;
L.C. Berselli, F. Saleri / Journal of Computational and Applied Mathematics 116 (2000) 201{220 215
and it is called Dirichlet{Neumann because it really solves sequentially smaller sub-problems with
Dirichlet or Neumann conditions on  : This terminology was introduced for the Poisson problem,
but in our context a more appropriate name should be Dirichlet{Robin.
4. Approximation by nite elements
In this section we apply the modied procedure (2.2) to the advection{diusion equation dis-
cretized by the nite element method. In particular, we consider a regular triangulation Th of 
 that
induces a quasi-uniform triangulation Gh on  : We denote by h the mesh size, i.e., the maximum
diameter of the triangles of Th: We consider standard continuous nite element spaces V h
V h:=
n
vh 2 C0( 
): vhjK 2 Pr ; 8K 2Th; r>1
o
;
where Pr denotes the usual Lagrangian nite elements of degree less than or equal to r, see [11]
for details on nite element spaces.
The discretization of Problem 1:1 reads
nd uh 2 V h: a(uh; vh) = (f; vh) 8 vh 2 V h;
and by dening
V hi :=fvh 2 V h: vh  0 in 
n
ig;
the two domain formulation is exactly analogous to (1.5), where the trace space is now dened by
h:=fvhj  j vh 2 V hg;
and the iterative procedures can be implemented by using (2.5){(2.7) and (3.4){(3.6), respectively.
4.1. Discrete Steklov{Poincare operators
The Steklov{Poincare operators have a discrete counterpart that needs the denition of the fol-
lowing operators: Ehi : 
h ! V hi
Ehi  2 V hi : ai(Ehi ; vh) = 0 8 vh 2 V hi ;
Ehi hj  = h
and
Fhi f 2 V
h
i : ai(F
h
i f; vh) = (f; vh)i 8 vh 2 V
h
i ;
with V
h
i = V
h
i \ H10(
i). The interface problem reads now as
Qhh = (Q1h + Q2h)h = h;
where
hQihh; hi:=ai(Ehi h; Ehi h) 8h; h 2 h
and
hh; hi:=(f; Eh1h)1 − a1(Fh1f; Eh1h) + (f; Eh2h)2 − a2(Fh2f; Eh2h);
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where we denoted by h; i the duality pairing. It can be shown that the matrix Qh dened by
(Qhh; h):=hQhh; hi;
(we denoted by (; ) the usual Euclidean scalar product in RN for a suitable N 2 N and h; h are
the column vectors with the nodal unknowns) is the Schur complement matrix of the stiness matrix
associated to the bilinear form a(; ). We remark that by using the \nite element uniform extension
Theorem 4.1" below we obtain in a standard way (see [21]) the fact that the preconditioned methods
we introduced converge at a rate that does not depend on h.
Theorem 4.1 (Finite element uniform extension theorem). The following inequalities
kEhi hki;
i6kikhkh ;
hold with ki constants that do not depend on h; for piecewise polynomial nite elements dened on
a regular family of triangulations Th of 
; that induces a quasi-uniform family of triangulations
h on  ; see [6].
4.2. Numerical results
In this section we give the results of some numerical computations performed by using the standard
tool-box sparfun of MATLABTM 5.2.
In our experiments we shall employ the linear nite element space P1 even if our result holds
for any nite dimensional space for which Theorem 4.1 is true.
As is well-known the pure Galerkin method for piecewise polynomial nite element is unstable
if Pe> 1, where the Peclet number is dened by
Pe:=
kbkL1(
) h
2
:
To overcome this problem in our computations we use standard Galerkin=least squares (GALS)
stabilization method, see [14]. We substitute the bilinear form a(; ) by
ah(uh; vh):=a(uh; vh) +
X
K2Th
K(Luh; Lvh)K ;
where the constants K are positive parameters and (; )K is the L2(K) scalar product on each triangle
K of the triangulation Th: The term related to the external force must be changed as
Fh:=(f; vh) +
X
K2Th
K(f; Lvh)K ;
in order to maintain consistency. The mesh is generated by bi-section of the sub-squares of a uniform
sub-division of the computational domain 
, that in our experiments will be a square.
To assemble and factorize the matrices and to solve the various linear systems arising during
the iterations we use the MATLABTM optimized storing subroutine for sparse matrices. To
factorize the symmetric sparse matrices we use the classical Gauss method (LU factorization) and
to solve the nonsymmetric linear systems we use the Cholesky method. We shall consider some
problems in two dimensions.
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Fig. 1. Test case 1.
Table 1
NIT for test case 1
 n h NN NN CpuNN =CpuNN
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1 2 2 2 2 7 6 6 6 0.74 0.78 0.91 1.25
10−1 4 3 3 3 11 14 16 18 0.75 0.86 1.24 2.30
10−2 3 3 3 4 16 24 34 59 0.78 0.99 1.95 5.78
We implemented the classical Neumann{Neumann (NN) procedure, dened by (2.8), (2.11) and
(2.10) and the modied one, denoted by NN, which is dened by (2.8), (2.9) and (2.10). We have
the following results.
4.2.1. First test case
The rst test case that we shall consider is the problem
Lu:=−  u+3  (b u) + a0u= f in 

with 
 = (0; 1)  (0; 1). The advective eld is b = (1; 1)T and a0(x)  f(x)  0: The boundary
conditions are u=1 on the side fx1 = 0g and vanishing on the other three sides. The computational
domain is sub-divided into 
1:=(0; 12 ) (0; 1) and 
2:=(12 ; 1) (0; 1), see Fig. 1.
In Table 1 we collect the number of iterations (NIT) needed to arrive at convergence, that is
xed at a tolerance for L1-norm of the residual of 10−5: We denote by Cpu the CPU-time used by
MATLABTM.
4.2.2. Second test case
The second problem on which we tested our method is the following: the domain 
 is the same
as in the previous test case and a0(x)  f(x)  0: In this experiment we use as advective eld
b= (x1; x2)T and the boundary conditions are u= 1 on the side fx2 = 0g and vanishing on the other
sides see Fig. 2 and also Table 2.
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Fig. 2. Test case 2.
Table 2
NIT for test case 2
 n h NN NN CpuNN =CpuNN
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1 2 2 2 2 6 6 6 6 0.74 0.78 0.91 1.25
10−1 3 3 3 3 9 11 12 15 0.75 0.83 1.09 1.80
10−2 6 5 4 4 15 24 32 39 0.76 0.96 1.77 3.99
4.2.3. Third test case
The third problem on which we tested our method is the following: the domain 
 is the same
as in the previous test cases and a0(x)  f(x)  0: In this experiment we use as advective eld
b = (1; 0)T and the boundary conditions are u = 1 on the side fx1 = 0g and vanishing on the other
sides, see Fig. 3 and also Table 3.
4.3. Conclusions
The numerical computations show the convergence of the method and a certain independence
of the mesh parameter h even if for the modied method we observe that the number of iterations
seems to increase if the viscosity becomes small (in relation to the other parameters of the problem).
We recall that the bound on the number of iterations (independent of h) is asymptotic and in our
experiments we may not have reached the upper bound.
The reader can observe the dependence of the number of iterations with respect to the Peclet
number. We see that the modied method seems to deteriorate and it can be explained by the fact
that during the iteration inexact sub-problems are solved.
The number of iterations is lower for the Neumann{Neumann (or better Robin{Robin) method
even if we recall that no convergence theory exists for this method, in the context of advection{
diusion equations.
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Fig. 3. Test case 3.
Table 3
NIT for test case 3
 n h NN NN CpuNN =CpuNN
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1
10
1
20
1
40
1
80
1 2 2 2 2 7 6 6 6 0.74 0.78 0.91 1.25
10−1 4 3 3 3 11 14 16 18 0.75 0.85 1.25 2.30
10−2 3 3 3 4 16 24 34 59 0.78 0.99 1.95 5.68
If we see the CPU-time column we have the interesting feature that for moderate advective term
(or big diusion) the modied method NN requires less elementary operations even if the number
of iterations increases by a factor up to 5.
The theory covers a method that works worse than the classical Neumann{Neumann one. The
method for which we can prove convergence performs better than the classical one if the convection
term is not \big" and if we do not use extreme meshes.
We can conclude that our method has some properties that suggest its employment in diusion-
dominated nonsymmetric elliptic problems. The classical Neumann{Neumann method (or Robin{
Robin as it should be called) shows good convergence properties for a wide class of problems, even
if a satisfactory convergence theory is not yet available.
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