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Abstract
The classical problem of model selection among parametric model sets is considered.
The goal is to choose a model set which best represents observed data. The critical
task is the choice of a criterion for model set comparison. Pioneer information the-
oretic based approaches to this problem are Akaike information criterion (AIC) and
different forms of minimum description length (MDL). The prior assumption in these
methods is that the unknown true model is a member of all the competing sets.
We introduce a new method of model selection: minimum description complexity
(MDC). The approach is motivated by the Kullback-Leibler information distance.
The method suggests choosing the model set for which the model set relative entropy
is minimum. We provide a probabilistic method of MDC estimation for a class of
parametric model sets. In this calculation the key factor is our prior assumption:
unlike the existing methods, no assumption of the true model being a member of the
competing model sets is needed. The main strength of the MDC calculation is in its
method of extracting information from the observed data.
Interesting results exhibit the advantages of MDC over MDL and AIC both the-
oretically and practically. It is illustrated that, under particular conditions, AIC is a
special case of MDC. Application of MDC in system identification and signal denois-
ing is investigated. The proposed method answers the challenging question of quality
evaluation in identification of stable LTI systems under a fair prior assumption on the
unmodeled dynamics. MDC also provides a new solution to a class of denoising prob-
lems. We elaborate the theoretical superiority of MDC over the existing thresholding
denoising methods.
Thesis Supervisor: Munther A. Dahleh
Title: Professor
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Chapter 1
Introduction
From biological to huge man-made systems, complex systems are all around us. Un-
derstanding the behavior of these systems is necessary for the purposes such as sim-
ulation, prediction and control. Describing these systems with a model of lower
complexity becomes essential in practical applications. When no prior knowledge, or
a partial knowledge, of the system's physics is available, the only source of under-
standing the system is through observation of its inputs and outputs. In this scenario
the crucial question is how to extract the most information about the complex system,
under a realistic prior assumption about the system. The motivation of this thesis
primary was the search for a proper answer to this question.
System identification approaches to this problem are divided in two fields based on
the prior assumption on the additive noise properties. In deterministic identification
the additive noise belongs to a set with a bounded norm. In stochastic identification
the additive noise is a sample of a random variable. In both approaches estimation of
possibly a complex system in a parametric model set is investigated. The complex-
ity of the true system is taken into account by prior assumptions on the unmodeled
dynamics in the competing parametric sets. It is an important quality of an identifi-
cation method to offer an efficient estimation method in each low-complexity model
set and provide a proper information and comparison method on the estimation er-
rors of the competing model sets [34]. In next chapter we thoroughly discuss several
deterministic and stochastic approaches which attempt to satisfy this quality.
In practical problems more can be said about the correlation of the noise with itself
and with the input compare to only a bounded norm definition. The conservative
definition of additive noise in deterministic approaches prevents the method to provide
any results on the convergence of the estimates in each competing set robustly, as the
length of the data grows. On the other hand, in quality evalution of the estimates
the stochastic approaches fail to address the unmodeled dynamics effects properly. It
seems that all the stochastic and deterministic methods lack a proper, fair assumption
on either the additive noise or on the model structure.
Continuing the search for a suitable quality evaluation method leads us to study
information theoretic approaches to order estimation problem. Here the problem of
parametric model selection is considered. The competing sets are parametric sets of
different order. The question is that by using one observation of a random variable,
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which is generated by a parametric model, which model set best represents the data.
It is clear that our quality evaluation problem in system identification is a special
case of this order estimation problem.
The well-known existing information theoretic model selection methods are Akaike
information criterion(AIC), Bayesian information criterion(BIC) and different forms
of minimum description length(MDL). AIC provides a method to estimate the Kullback-
Liebler distance of the true model and the estimate of model asymptotically and
suggests to use that as a comparison criterion. BIC is based on calculation of the
probability that the model set includes the true model. In this method a prior prob-
abilistic assumption on the parameters is also needed. MDL is introduced based on
an idea to define a description length for the observed data given each model set.
It suggests to choose the model set for which the description length is minimum.
In this thesis we thoroughly study the theory and motivation behind each of these
methods. The main common drawback of the theory of these methods is that calcu-
lation of these criteria is under the prior assumption that the unknown true model is
a member of all the competing sets.
We invest on defining a new model selection method which can overcome the
observed drawbacks. The first step is to define a proper distance measure between
the true model and any given parametric model set. We define this distance, the
description complexity, based on the Kullback- Liebler information distance. The
next important step is to provide a method of estimation of this distance using only
the observed data. Comparison of this distance for the competing sets leads to the
choice of the set for which the minimum description complexity(MDC) is obtained.
In the last part of the thesis we illustrate the application of MDC in signal denois-
ing. The problem of estimating an unknown signal embedded in Gaussian noise has
received a great deal of attention in numerous studies. The denoising process is to
separate an observed data sequence into a "meaningful" signal and a remaining noise.
The choice of the denoising criterion depends on the properties of the additive noise,
smoothness of the class of the underlying signal and the selected signal estimator.
The pioneer method of wavelet denoising was first formalized by Donoho and
Johnstone [11]. The wavelet thresholding method removes the additive noise by
eliminating the basis coefficients with small absolute value which tend to be attributed
to the noise. The method assumes a prior knowledge of the variance of the additive
white Gaussian noise. Hard or soft thresholds are obtained by solving a min-max
problem in estimation of the expected value of the reconstruction error [12]. The
suggested optimal hard threshold for the basis coefficient is of order 22log N/(N).
The method is well adapted to approximate piecewise-smooth signals. The argument
however fails for the family of signals which are not smooth, i.e., the family of signals
for which the noiseless coefficients might be nonzero, very small, and comparable with
the noise effects, for a large number of basis functions.
The approach to the denoising problem in [29] proposes a thresholding method
for any family of basis functions. Here the attempt is to calculate the mean-square
reconstruction error of the signal as a function of any given threshold. It provides
heuristic estimates of such error for different families of basis functions such as wavelet
and local cosine bases. The choice of the optimum threshold is given experimentally.
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For the best basis search the suggestion is to compare the error estimates for different
families of bases and choose the one which minimizes such criterion.
A different denoising approach is recommended by Rissanen in [43]. In each sub-
space of the basis functions the normalized maximum likelihood (NML) of the noisy
data is considered as the description length of the data in that subspace. The Min-
imum description length (MDL) denoising method suggests to choose the subspace
which minimizes this description length. Here noise is defined to be a part of the data
that can not be compressed with the considered basis functions, while the meaningful
information-bearing signal need not to be smooth. The method provides a threshold
which is almost half of the suggested wavelet threshold in [11].
The new method of denoising in this thesis is based on subspace comparison rather
than thresholding. We suggest to use the proposed information theoretical approach,
MDC, for denoising. Our focus is not on setting a threshold for the coefficients
beforehand, but to find the estimation error in each subspace separately and choose
the subspace for which the error is minimized. Similar to MDL denoising no prior
assumption on the smoothness of the noiseless part of the data is needed.
The thesis is organized as follows. In chapter 2 the identification and quality eval-
uation problem is defined. In chapter 3, the methods of order estimation, AIC, BIC
and MDL are discussed. Chapter 4 proposes a new method of quality evaluation for
the identification problem. In chapter 5 we introduce the new method of parametric
model selection MDC. We also introduce a new minimum description length which
is consistent with the notion of Kolmogorov complexity. Chapter 6 addresses the de-
noising problem. We provide the new method of denoising based on the information
theoretic approaches introduced in chapter 5. Finally, chapter 7 is the conclusion and
future work.
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Chapter 2
Background: System Identification
and Model Quality Evaluation
2.1 System Identification
In this section we briefly review the basic approaches to the system identification in
both stochastic and deterministic settings. The following methods provide parametric
estimates for the impulse response of a stable linear time invariant(LTI) system. The
input of the system is assumed to be persistently existing of order N, the length of
the data [32].
2.1.1 Notations and Definitions
For vectors and matrices (.)T denotes transpose. For vector y and a linear subspace
Zm of order m, §zm = arg minzczm II Z 12 is the orthogonal projection of y into Zm,
I2
where K - denotes the 12-norm. The Q function is Q(x) = - fl e-2_du which is
the probability that an element of a normal distribution is within IxI distance of zero.
Finally, O(f(N)) is a function of N such that limN-,0f(N) 0
2.1.2 Stochastic Methods
A finite set of observation, input uN [U 1 , .. , UN] and output yN [Y1," ,UN] of a
system is given. It is assumed that 0O, an element of a parametric model set 0, with
a probability density function(PDF) fV(yN 1 0 , UN), generated the data. The goal is
to find an estimate of 0o in the set 0 by using the observed data.
Maximum a posteriori (MAP) and maximum likelihood (ML) estimators are two
basic, important estimators. If by the prior assumption there is a probability distri-
bution for 0 in 0, fe(0), then the MAP estimate is
O(MAP) = arg maxf o (|y N fN) (2.1)
where f(OIyN UN) is the conditional PDF of the parameter 0 C 0 given the observed
11
data zN _(N, 7N). If the distribution of 0 is unknown orG0 is not a random variable,
the ML estimator is used. The ML estimate of 00 is
0(ML) = arg max fy(yN10 'iN) (2.2)
where fy(yN 10 aN) is the conditional PDF of the output using the observed data.
Note that if 0 is a deterministic parameter this PDF is written in form of fy(yN; 0 aN).
Also note that when fe (0) is a uniform distribution on 0, ML and MAP estimators
are the same.
Consider the noisy output of a stable LTI system
00 00
yn = 3h(k)un- +J>7g(k)en_(2.3)
kz0 k=0
= H (q, 00)u + G(q, 0)e = H (q, 00)u + w,, (2.4)
where h is the impulse response of the system, e is a sequence of independent random
variable with zero mean and unit variance. The sequence w, - G(q, OO)en represents
the additive colored noise of the system. The transfer function of h is
00
H(q,0o) =>3 h(k)q-k (2.5)
k=1
where 0 in H(q, 0) is a parameter which represents the impulse response h. For
example, it can be the taps of the impulse response 00 = h, or can be the zeros
(and/or poles) of the system transfer function. What is the best estimator of 00,
using the finite length data uN and yN?
In most identification methods for such systems the impulse response is deter-
ministic and no prior PDF for 0 is assumed. Therefore, MAP is not used for the
estimation. The ML estimator is given by (2.2) for PDF
f1(yN1 N)_(yN-H(qO)UN)TYW1(y N-H(qO)uN) (2.6)
Vdet Y
where E is the covariance matrix of noise w and itself is a function of G(q, 0). When
the covariance matrix is a function of 0 the ML estimator is obtained by solving a
nonlinear optimization problem which is not trivial.
The conventional method of calculation of 6 in this setting is based on minimum
prediction error(MPE) estimation. For any 0, the output predictor at point n is a
function of y- 1 , un and 0, Qn(y"-l, yn, 0). MPE method is to choose the 0 which
minimizes the output prediction error,
N
0(MPE) = arg min lyn -- Q (yn-1,Un,) )2 (2.7)
n=1
In [32] the output predictor Q (y-1, U", 0) is obtained based on Bayes' Least-square
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method, also known as minimum mean square error(MMSE). The MMSE is computed
as follows. For each 0 find the output predictor of Qn such that the expected value of
the least square error is minimized,
2(y"-', 0, 0)= arg min (v-- x)2 . -1," 0)dx (2.8)
where fy"(xlyn- 1, U", 0) is the conditional PDF of y, given y"-h, u and 0. The
solution to this minimization is
y,(BLS) = E(YIYfly-, U", 9), (2.9)
where E(Ynly- 1 , u", 0) is the expected value of y given y a-1 , 9. For this setting,
using (2.4),
Q9,(BLS) = G- 1(q, 9)H(q, 0)un + (1 - G- 1(q, 0))yn. (2.10)
Note that the transfer function G(q, 0) is assumed to be inversely stable and monic
The MPE estimator, in (2.7), using BLS output predictor is
N
O(MPE) = arg min1(y, -- Q (BLS))2 . (2.11)
n=1
As it is mentioned before, when G(q, 9) $ 1 the ML estimator is the solution of a
nonlinear optimization. However, when G(q, 0) = 1 and 0 is the taps of the impulse
response h,
00
Q(BLS) Zu:n(k)Un (2.12)
k=O
and the ML and MPE estimators are the same.
In [32] and [49] the asymptotic behavior of MPE is investigated. It is shown that
as N grows the estimate of the impulse response, N, approaches h with probability
one and the random variable h - hN can be approximated by a "zero-mean" random
variable with a normal distribution,
vN(h - AN) ~ N(0, Ph). (2.13)
where Ph is the covariance matrix.
'A transfer function of the impulse response g is monic if g(i) = 0, for i < 0 and g(0) = 1.
Therefore, the first element of impulse response of G-'(q,9) is one. As a result for L(q,9) =
1 - G-1(q,0), 1(0) is zero, and in calculation of (1 - G-1(q,0))y only y"-1, and not y, is needed.
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2.1.3 Deterministic Methods
Deterministic system identification methods avoid stochastic assumption on the addi-
tive noise in favor of non-stochastic magnitude bounded disturbance. This assumption
led to various methods of set-membership identification, worst-case identification, H,
identification, 11 identification, [22, 53, 27], etc.
The basic idea in these identification methods is to use the observed data, a pa-
rameterized model set and with a prior assumption on the bounded magnitude error,
find a region in the parameter space that is compatible with the prior assumption.
One example of set-membership identification in H,, is as follows [18]. Assume
that the input-output relation is given by
yn= H (q, 0)u + w, (2.14)
where H(q, 0) is the transfer function of the impulse response of the system h, 00 E 0,
and [wi,-.. JWN] is an element of set W
1
W= V l1||V1|2< <CJ}.(2.15)
VN
Given the finite length input and output of the system, ufN YN, the acceptable region
in the parameter space, feasible parametric set(FPS), is
FPS ={o E |1||yN - H(q, 0)uNH2  -vNc}. (2.16)
Also an estimator ± provides an estimate of h using the finite data, N(uN ( N, ; )N AN.
If for such estimator the following property holds
lim sup lH(q, 0) - fIN(q) -0, for all 00o E 0 (2.17)
N-oo,c-O
the algorithm is called robustly convergent [22]. The optimality of the least-square
estimator for H,, identification is investigated in [51].
An example of worst-case identification is given in [53]. It investigates the asymp-
totic results in 11 identification. The prior assumption is that h is the finite impulse
response of an LTI system and w c W, W - {vl IJvloK < c}. In this scenario [53]
proves that there exists an optimal algorithm 4, 1(uN yN c)0-=AN, such that
E < lim supI h - NH 1  2e, for FIR filters. (2.18)N->oo
2.2 Model Quality Evaluation in System Identifi-
cation
The major motivation for deterministic identification methods is to provide an esti-
mate of the system and also provide bounds on the accuracy of the estimate. Con-
ventional system identification approach claims that the answer to this question is in
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the estimate of the variance of the impulse response estimate in (2.13). The argument
is that the region of confidence, provided by this variance, plays the same role as the
feasible parametric set in deterministic identification (2.16). However, this argument
in general is not valid. Why? The answer lies on the source of disturbance. Here
the prior assumption on the model set plays an important role. If the true model is
an element of the model set, the argument given above is correct. If the true model
is not an element of the model set, the unmodeled dynamics effects always can be
considered as a bounded disturbance, however, it can not be considered as additive
stochastic noise which is independent of input. While deterministic identification cap-
tures such scenario, the stochastic identification fails to address this case. Therefore,
to compare the estimate of the true model in competing model sets, it is important to
separate the effects of additive noise and the effects of unmodeled dynamics. In [26]
the results of model quality evaluation for some deterministic and stochastic settings
is compared.
Here we review some important existing quality evaluation methods. The first
method, which is proposed by the conventional system identification approach, is
the bias-variance tradeoff method. The second identification method is proposed by
Venkatesh [55]. The attempt is to estimate a system with unknown dimension in a
parametric model set. The prior probabilistic assumption on the unmodeled dynamics
is suggested in [20] and we briefly review this method. There are set-membership
identification methods which consider the unmodeled dynamics effects of the system
in the parametric identification. Examples of such methods of quality evaluation are
in [18, 18, 61, 5,16]. Here we discuss the most recent of these methods.
2.2.1 Bias-Variance Tradeoff
Following the conventional system identification method, reviewed in section 2.1.2,
[33] suggests a method of calculating the quality of the estimated model.
Problem Statement
The collected data yN = (Yi,'- , YN) and UN ( 1 , ( , UN) of system in (2.4) is
available. The posterior information in terms of the frequency function H(eW) is
given either with a fixed known hard bound
ftN(w) - H(eW) 2  W(eij, (2.19)
or with a probabilistic bound
mN(e) - H(eJW) c N(0, P(ej), (2.20)
where H4m(eJW) is the estimate of the system impulse response in the parametric model
set of order m, Sm. Here N(g, P) is a normal distribution with mean p and variance
P.
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Quality Evaluation
To search for the most powerful unfalsified model in a model set of order m, [33]
suggests to find a nominal model f4 (e3W) which minimizes max Wm(eiw) in (2.19) for
when the hard bound assumption is considered, or to minimize the average variance in
(2.20) for the probabilistic bound. For the probabilistic prior assumption the method
is equivalent to using the mean square error(MSE) criterion, i.e., minimizing J(Sm),
J(Sm) f T Pm(ew)dw (2.21)
Pm(ew) E ft2Hg(ei) - H (eJW) 2
In this case the MSE can be split into two terms, bias and variance contributions
J(Sm) =JB(Sm) + Jv(Sm) (2.22)
where the bias contribution is JB(Sm) and the variance is Jv(Sm). From [33]
Jv(Sm) ~(2.23)
(It seems that here the variance of the noise is assumed to be one and no information
about the input power is given). In [33] it is claimed that in most cases the best
trade-off is obtained when the conflicting contributions are of the same magnitude
JB (Sm) ~ Jv (Srn) (2.24)
As a result, three methods for choosing the order of the system are suggested
* Cross Validation: Evaluate the criterion (2.21) (without the expectation E) on
a fresh set of data for each model H%(e"). The role of H is then played by the
new, observed data ( typically J(Sm) is the MSE between the model's output
and the observed one). The role of "E" is played by the fact that a fresh data
is used. Then pick order m that minimizes this estimate of J(Sm).
* Penalty Criteria: Suppose that the criterion J(Sm) in fact is the expected value
of the squared prediction errors. Then the decrease in J(Sm) due to JB (Sm)
can be measured by J(Sm) itself, when evaluated on the data set that produced
the model. The contribution from J (Sm) must then be computed and added
artificially, using (2.23), as a model complexity penalty. This leads to criteria
of the Akaike-Rissanen[2, 38] type
min min (n,m) + (2.25)
where
e(n, 9) =y - Q94() (2.26)
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and y, (0) is the estimate of output using input and parametric model with
parameter 0.
e Hypothesis Tests, Model Validation: The most traditional statistical approach
is to start with small m, let the obtained model go through model validation,
i.e., try to falsify the hypothesis that the data have been generated by an mth
order model. The model order is then increased until we find a model that
cannot be falsified. The most common tests are constructed so that they are
testing whether a possible contribution is significantly larger than the variance
contribution.
2.2.2 Minimize-Unmodeled Dynamics Principle(MUDP)
Minimize-unmodeled dynamics(MUD) principle is proposed for parametric identifi-
cation of a system with possibly infinite dimension [54].
Problem Statement
Finite, N, points of a noisy output of a linear system, T, with input u is given
m n
yn = Tu+w, = > h(k)uun-k + > h(k)un-k +wn, (2.27)
1 m+1
where noise w belongs to WN
N
WN = {w ERN SUP 1 wek<} (2.28)
qEQI V7Vlog(N) -k
and Q1 is the class of polynomials in N of order 1 over field of reals2. For each N
the estimate of the system, <, in a subspace of order m is obtained using the least
square method
Nm= arg min y - y(g)11 2  (2.29)
gESm
where y(g) = En, g(k)un-, and Sm is the set of all FIR filters of length m. Define
hm as follows
hm = arg min |1h - g|ji (2.30)
9ESm
where 1|XH|1 = E xil is the l norm of X. The prior knowledge in this setting is
11h--hm < 7), (2.31)
2in the definition of W, j is V TT
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for a given ry. The input of the system is
Un = exp(jan2), a c R, (2.32)
which satisfies the following property
N log(N)
max rj(T)l L(a) , L(a) > 0 (2.33)
0<-r<N N
for almost all a > 0 except for a set of Lebesgue zero measure where N(r)T
4 zf at + i)u(i). An upper bound on the rate of convergence of hrN to hm is
provided as follows.
Rate of Convergence of the Error In subspace of order m,
Nhm ((Am(N))TAm(N))- 1 (Am(N))T (Bm(N)AN ±+wN), (
where hN =[h(1),-.- , h(m)]T, AN = [h(m + 1), .., h(N)]T, Am(N) is a N x m
matrix, Bm(N) is a N x N - m matrix, Am(N) is the first m columns of the Toeplits
matrix UN and Bm(N) is the last N - in columns of UN
[ Ui 0......
U2 U1 ... ---
UN . . (2.35)
UN ... j.. U 1
The prior information in (2.31) is
1AN11 Y
_ -(2.36)
Therefore, we have
|hN - hm|1 = ||((Am(N)7)Am(N))-- 1 (Am(N)) T (Bm(Ni) AN+wN) (2.37)
C( Am(N)) T (Bm(N) AN + 1+ (Am(N))Thj1), (2.38)
where for a given No,
C = sup 1(-Am(N))T Am(N))-1 oo. (2.39)
N>NO N
Using the prior information (2.36) and the input property in (2.33) for the m x 1
vector kAm(N))T (Bm(N)AN N K= T, 4T, we have
(Am(N))TBm(N)AN1 1 1i, -- ,vmT]7 i m max U(2.40)N m- i<<m
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log (N )< my max |rN(r) myL(a) . (2.41)
m<-r<N N
Also using the noise property in (2.28) with q[k] = k 2, for the m x 1 vector
' (Am(N))TW li= I I[Zi,.--_, zm]Tj ,
1
(Am(N))Tw~i w1 = [zi, --- , zm ffi < m max zi (2.42)N 1i<m
log(N)
< M N .(2.43)
Finally, from (2.43) and (2.41) the upper bound for the subspace impulse error in
(2.38) is
h N - hmIi Cm(yL(ct) + 1) log(N) (2.44)m - N
2.2.3 Set-membership Identification
H, Identification
We follow an example of deterministic approach to the quality evaluation in system
identification from [18]. Assume that the impulse response of the LIT system can be
written in form of
M
h = iF +m, (2.45)
i=1
where Fis are orthonormal basis functions and pi's are the parametric representation
of h in a model set of order m, Sm. For simplicity of presentation we follow the method
with F being a vector for which all its elements are zero except the ith element which
is 1, therefore, pi = h(i). The input-output relationship is as follows
m m
y = S h(k)un-k + 5:h(k)u,_k + Wn, (2.46)
1 m+1
and finite length data, input and output of the system, is available. The assumptions
are that input has power one, and noise, w, has a bounded power less than C. In each
subspace Sm, an identification algorithm is an operator 4m which maps the available
data to an estimate hm = l(yN, 7N)
Other important assumption is on the H norm of Am
|Am|IH 6ym (2.47)
where Am is the transfer function of 6m in (2.45). In each subspace Sm define the
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feasible parameter set(FPS) as
FPS(Sm) = {g C S' 1 Y_N(g)12 C+ Em} (2.48)
where yN(g) = [y(g) YN(g)], Yn(g) = 1? gE kun-k. The proposed criterion for
the quality evaluation of estimation in each model set is
J(S m) = sup sup I|G + Am- m||oo (2.49)
gEFPSIIAmoo em
where H is the transfer function of h, and G is the transfer function of g.
The method suggests to choose the model set which minimizes J(Sm).
Bounds on the Unmodeled Dynamics Induced Norm
Comparison of the FPS in (2.16) and (2.48) shows that while the norm of the additive
noise is upperbounded by e for exact modeling, here the effects of both noise and
unmodeled dynamics is upperbounded by c + cm, for each model class Sm. The
proposed algorithm is sensitive to the choice of upper bound cm in (2.47).
In [18] it is claimed that an operator 4b for which the minimum of J(Sm) is attained
is the least square method (optimality of least-square method). With this estimator
the following method of estimation of cm is suggested. In each subspace Sm find
,Am(W) = sup Am),(w) m) = inf Am(W) , (2.50)
6mEFES S5nEFES
where the feasible error set(FES) is
FES = {6m, 1lyN _ YN(hm) - U * 6mnt12 -N}. (2.51)
Then
sup Am(W)| < < sup Am(W) (2.52)
O<wr O<ww
It is then suggested to calculate the estimate of cm as follows
em sup am(W) (2.53)
O<w<2ir
where Am =Am= ± A Aml-
H2 Identification
In [16] the prior assumption is that the disturbance sequence wN [W 1 , ., WN] in
00
yn= >h(k)un -±- w, (2.54)
1
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belongs to W,
W = {eN e N 2 E}, (2.55)
and a priori information on the system is expressed as follows
K = {h : J|h 2,<L L >0,O< p< 1}, (2.56)
where
|h||2,p = V h(i)2-2i. (2.57)
An identification mapping 4 (YN) provides an approximation of h based on the ob-
served data. The global worse case identification error E(y, E) is defined as
E(, e) = sup sup IHh - V(yN)12. (2.58)
hE K eEW
Let Ts,,m be the set of all admissible identification algorithms b which maps the data
to an element of set Sm where Sm is a m-dimensional subspace of the impulse response
space. The conditional radius of information is defined as
r(Sm,c) = inf E(Pm,e) (2.59)
The goal is to find an estimate of this criterion for comparison of different model sets.
[16] provides upper and lower bounds on r(Sm, c) for any class of models linear in
parameters for identification of exponentially stable systems. However, no results on
convergence of the bounds can be provided and in the simulation results the bounds
for model sets of different order are monotonically decreasing or increasing as the
order of the model set grows.
2.2.4 Probabilistic Prior Assumption on the Unmodeled Dy-
namics
In [20] a probabilistic assumption on the unmodeled dynamics is chosen in attempt
to provide a new method of quality evaluation in identification.
Problem Statement The output of the system is in form
y= Tu + w = <To±+ l+±w (2.60)
where the additive noise is a Gaussian random variable, an element of N(0, o2) and
T(e- ') = H(e-j, Oo) ± A (e-j) (2.61)
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with assumption that A(e-W) is a zero mean stochastic process
E(A(e-W)) =0 (2.62)
L
A(q) = q-k (2.63)
k=1
where Q7k is zero mean with variance
E(q2) = aAk (2.64)
and L <;N. The prediction model H(q, 0) is a member of the model set
Sm = {H(q,0) :0 E R m } (2.65)
The estimate of 0 , Om is obtained by using the least-square method and the goal is
to estimate
Vsm(w) = E (IHT(e-Jw) - H(e-j,)N) 2(2.66)
for model sets of different order Sm.
Solution It is shown that to estimate (2.66), the estimate of f = (a, A, a) is
needed. Consider
Wsm = RTE = R(yN _ s) (2.67)
where R is any matrix whose columns span the subspace orthogonal to columns of iD
and E is the output error. The estimate of = (a, A, c-,) is obtained using the output
error as following
= arg max L(WsU,IU ) (2.68)
where L(WsmIU, ) is the likelihood function
1 1
L(Ws m KU, 2)-=I2SIn±det E - + Const (2.69)
and
ZV =RT C (a, A)pT R + U2 ,RT R (2.70)
C(a, A) = diag(aA, aA2 , - -, aAL). (2.71)
The suggested method of comparing estimates in different model classes is to compare
J(Sm) J Vsm (w)dW (2.72)
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for the model classes.
2.3 Discussion
In this section we reviewed some basic system identification methods for stable LTI
systems. Here we discuss the model quality evaluation methods presented in this
section. Some drawbacks of these identification methods, from a practical point of
view and for robust control purposes, are discussed in [34]. Although some of the
methods can be used in practical problems for a subclass of stable LTI systems, here
we discuss some of the shortcomings in generalizing their application.
Bias-Variance Tradeoff
In the stochastic approaches with the finite length data hN, an estimate in each model
set Sm, is obtained. The estimator variance is such that as N grows it becomes smaller
and eventually zero. Therefore with probability one, and for some hm, we have
lim hN ±hm (2.73)
N- co'
The error in estimation of impulse response h is
h-hNhm ) h m h N(274)
In bias-variance method the hard band on the norm of frequency response of this
error W(eJW) in (2.19) is given as a prior and no method of estimation of such bound
is given. The probabilistic assumption on such error is given in (2.20). The main
assumption is that such error is zero mean. Considering the structure of error in
(2.74), the expected value of this error can be zero only if as N grows
E(hm- hN) = 0 (2.75)
h - hm = 0 (2.76)
The second assumption implies that the true system is an element of the model set
Sm. It seems that the correct prior assumption is to consider that only the subspace
error tm - hg has a zero mean asymptotically. In this case the bias-variance method
observes the behavior of the variance of hm -- hN, not of the total error h - hN. The
variance of the error hm - hm, has two elements, a noise effect, called variance, and
effects of the unmodeled dynamics, h - hm, called bias term.
Note that in off-line identification, the error h"m -- N can be estimated using
several samples of output obtained from several input sets. However, in comparison
of model sets, the important error is h - hN which this bias-variance method can not
estimate.
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Minimize-Unmodeled Dynamics Principle
Similar to the bias-variance method this method focuses on the estimate of the sub-
space error hm - h. The main difference is that here an upper bound for the bias
term is provided based on a prior assumption on the norm of the unmodeled dy-
namics. However, since the upper bound , -y, is the same for all the model sets, the
upper bound for error increases as the order of the model set increases. Therefore the
provided upper bound can not be used as a criterion for comparison of the estimates
in different model sets.
Another issue is on the choice of log(N) in defining the input and noise in (2.33)
and (2.28). Instead of log(N) in these definitions it can be shown that any function
/(N), for which lim_, /3(N) = oc and limo (N) - 0, can be used. Then the noise
definition is
N
WN(ON) ={W C R' sup| 1 w[k]eik| 1} (2.77)
qEQ m v/3p(N) k=1
Therefore the rate of convergence of the error in (2.44) can be generalized to
-hN_ hmI < Cm(yL(a) + 1) 0(N) (2.78)M N
Set membership Identification
Similar to the definition of "robustly convergence" given in (2.17), we define the
robustly convergent property as
lim sup H(q, Oo) - IftN (q)l, o (2.79)
N-+co,E-+O
None of the available Ho or H2 identification methods can prove whether the method
is robustly convergent. It is not possible to provide any rate of convergence for the
estimate of |1AN 1 as N grows. One of the main factors causing this problem is the
definition of noise. Boundedness of the norm of the noise is a very conservative prior
assumption and it ignores other properties of the additive noise such as independence
from the input. Even the correlation of noise with itself provides some advantages
in the stochastic approach that enables us to prove the variance of the estimate
approaching zero with rate k. Therefore, even if an estimate of unmodeled dynamics
norm is available, the noise effects limits the performance of the error estimators
similar to what is discussed for the worst-case l identification in (2.18).
Probabilistic Prior Assumption on the Unmodeled Dynamics
In this setting not only the additive noise but also the unmodeled dynamics is proba-
bilistic. Unlike the bias-variance method the goal is to estimate the error between the
true model and the estimates in each model class, h - hN. However, the main draw-
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back is in the structural and probabilistic assumption on the unmodeled dynamics
L
A(q) - qk q-k (2.80)
1
With this structure, the unmodeled dynamics and the estimate of the model are
not orthogonal. Therefore, even in noiseless case, distinguishing the overlap between
hN(q)u and A(q)u is not possible.
On the other hand the prior assumption that E(nk) is zero discards the bias term
in E(h -- hN) and the unmodeled dynamics is more of a kind of additive noise with
structure different than the additive white Gaussian noise. Because of the structure of
the unmodeled dynamics, the algorithm is very sensitive to the choice of L the length
of the unmodeled dynamics impulse response in (2.80. The algorithm estimates the
variance of noise and the unmodeled dynamics, E(q2) = aAk. Using the likelihood
function, the estimates of = (a, A, a,-) changes as L changes.
Conclusion
We summarize the quality evaluation problem for the competing model sets with the
following final words. The first N taps of the impulse response is an element of RN
and in all the discussed methods, h4 , the estimate of this parameter in Sm, a subset
of RN, is calculated. We believe that the important criterion for comparison of these
model sets is the impulse response error
h N(2.81)
in different model sets. The prior assumption on the structure of Sm plays an impor-
tant role in calculation of this error. The only discussed method in this chapter which
focuses on calculation of this error is the last method with probabilistic assumption
on the unmodeled dynamics and all the other methods fail to calculate this error.
However, the calculation of the error becomes ad-hoc due to the prior assumption on
the structure of Sm and the unmodeled dynamics. If Sm is a subspace of RN, then as
figure 2-1 shows the unmodeled dynamics of h, A', is a member of RN which is not
in subspace Sm. hm is defined as
hm = lim hN(2.82)
N-+4ocM
In MUDP method an upper bound on the subspace impulse response error(SIRE)
hm-h (2.83)
is provided based on a prior assumption on the 12 norm of the unmodeled dynamics,
lAN1 ;y. As a result the provided upperbound on the error is monotonically
increasing as the dimension of subspace Sm grows. Note that while this error( SIRE)
asymptotically is zero, if h is not an element of Sm the IRE does not approach
zero. Our goal in the following chapters is to find an estimate of the 12 norm of the
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Figure 2-1: Impulse response estimate in subspace Sm.
unmodeled dynamics using the observed data. We aim to provide an estimate not
only for subspace impulse response error in 2.83 but also for the impulse response
error in 2.81 as a criterion for the quality evaluation. Our prior assumption on the
structure of the model set and structure of the unmodeled dynamics is similar to
assumptions of the MUDP approach. We also plan to search for a rich deterministic
noise definition to provide a deterministic identification method which is robustly
convergent.
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Chapter 3
Order Estimation Methods
An observed data is produced by an unknown parametric model set. The problem
of selecting an appropriate model set among parametric model sets with different
dimension to fit this data is of interest. This classical order estimation problem has
been studied extensively, and a variety of methods have been developed in this area.
If model sets are nested, the maximum likelihood(ML) principle always leads to the
choice of the model set with the highest possible dimension.
In this chapter we review three important information theoretic approaches to the
order estimation problem: Akaike Information Criteria (AIC), Bayesian Information
Criteria(BIC), and minimum description length (MDL). All these methods use the
ML estimate of the parametric model in each model set. However, for the purpose of
model set comparison, they implement criteria different from the ML principle.
3.1 Model Validity Criterion
Akaike extends the Maximum likelihood (ML) principle to a pioneering method of
model order selection, Akaike Information Criterion (AIC) [2].
Let zN _ (UN IN) denote the observed data, where uN ,= (u , UN) and yN =
(Yi, - - -, YN) are the input and output of a parametric model. The observed data
is an element of a random variable ZN (UN, yN). Note that UN in the following
arguments is considered to be a deterministic signal. However, in general UN itself can
be an element of a random variable UN. It is assumed that the data is generated by a
parametric model set with parameter 9. The goal is to pick an element of competing
parametric model sets of different order, as the best model which represents the given
data. For any parameter y in the competing model sets the distribution of the output
is defined with f(yN. aN, y) and the output is produced by the unknown parameter
y = 0. A competing model set with order m is called Sm.
A cost function VmN(OSm, zN) is considered, where 0 Sm c Sm. The estimate of the
true parameter 0 in subspace Sm, SN, is obtained by minimizing the cost function
ON(zN) = arg min Vm4(Os ,IZN). (3.1)
M OS,
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When the cost function is V1 (Osm, zN) = (log likelihood function), where likelihood
function is the inverse of probability distribution f(yN; N, Os.), the estimate is the
maximum likelihood (ML) estimate.
For some families of cost functions, Akaike proposes to compare the model sets of
different order by comparing the expected value of the estimate of the cost function
of 5< in each subspace asymptotically, limN 4, 1747 (O zN). Define VZ7(sm) as
4(Osm) = lim EV4(OsmZN) (3.2)
where EV(Osm, zN) is the expected value of V4(Os, zN) using the true probability
distribution of the random variable f(YN; N
The criterion for comparison of the model sets is EVm(6N) over all possible yN,
which evaluates the cost function "on the average" for each model set Sm. The
estimate is provided as
J(Sm) = Ev4(OM) ~EV(M ZN) + ( " *x
where 0* = arg minos, Vm, (V4)" is the second derivative of Vim, PO9 is the covariance
matrix of for the following random variable vN(ON - *) -± N(O, Po9 ) and tr(A) is
the trace of matrix A. Details of the estimation is in appendix A.1.
The criterion J(Sm) is called the model validity criterion [32]. Akaike calculates
this criterion for two different cost functions, maximum likelihood and least square
error. These criteria are called AIC and final prediction error (FPE) respectively. We
briefly review calculation of these criteria.
3.1.1 Akaike's Information Theoretic Criterion(AIC)
AIC is the validity criterion, in (3.3), when the cost function is V (Om, ZN) 4(log
likelihood function ). For this cost function provided that
* The true system is in the model class of order m, i.e., * =0 (strong assump-
tion),
* (V4)"(O) is invertible,
it can be shown that J(Sm), in (3.3), is
J(Sm)~ -kLN zN (3.4)
where LNN(64, ZN) k log f(yN; aN, Q{) is the log likelihood function.
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Since 0 is an element of Sm, 0* = 0 and by using the Cramer-Rao inequality 1 for
calculation of J(Sm) in (3.3) we have
PO V"if (P*) 1  1I V" m
tr ((0) )~ tr ( () ) = tr(V()(VA(o))- 1) = -(3.6)trV N0- N N N
where P* = -E % log f(0;.YN) -1
The AIC criterion can be viewed as the expected value of the Kullback-Leibler
distance of the true probability distribution and the estimated probability distribu-
tion. Kullback-Leibler distance of two pdfs f1 (z) and f 2(z), of random variable z,
when fi is the true pdf is
Elog% =Jfi(z)logjjdz. (3.7)
f2 f2 (Z)
It can be shown that the information distance between the true pdf f(yN; uN, )
and f)(yN. N 0N) is H(O) + EVm(Om) asymptotically, where H(O) is the entropy of
the true system output, H(0) = E log f(yN; aN, 0). Since H(O) is a fixed number,
comparison of the expected value of the Kullback-Leibler distance for different model
sets is equivalent to comparison of EVm(N) which is the AIC.
AIC for Gaussian Innovations Consider the ARMAX model
yn + ayn- + --+ apyn =boun + --- + bqUnq + en + c1 en 1 - + cenI (3.8)
where en is the additive white Gaussian noise(AWGN) with unknown variance U 2 .
Therefore, the dimension of the parameter is k = p + q + I + 1 and
0 = (ai, . . , ap, bo, .- , qb , c1 , -.- , ci). (3.9)
The ML function is
NN) n E2(n,Om )
Vmf(m,z) = - log e- 2 (3.10)N (/27ra72)N
1E 62 (n, Om) 
_Nlg(T-N lg2r(-1
2o-log2 (3.11)
1
Cramer-Rao Inequality Let 9(ZN) be the estimate of 0. It is important to assume that the
estimator is unbiased, E(Om (ZN)) = 0. Under this condition Cramer-Rao Inequality states that
PN > (P*)-l (3.5)
where P* = -E S2 log fy (0; yN) I=o is the fisher information.
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where k Z c2 (n, Om) is the output error
1 26 ( n , 0 ) ( y n -- ( 0m ) ) 2 ( 3 .1 2 )
N N
and Qm(0m) is obtained by using Om and the input in ARMAX model (3.8) when noise
is zero.
The ML estimate of the parameter
ON (ZN) =argrinyg Ec(n, m),a&k(zN)=HZ 2 (rn,< ) (3.13)5MN.. N 2Y2 N N 2 MN
n n
Therefore the AIC, in (3.4), is
J(Sm) = (1 + log 27r + log k E2 (n, )]) + 4. (3.14)
If the variance of the additive noise, a2 , is known, then N = arg minom >12 (n, Om)
and the model validity criterion is
J(Sm) =(log a+ log 27r + E2( N)) + (3.15)
3.1.2 Final Prediction Error(FPE)
If the cost function is V%(O.m, ZN) k>L:EI6 2(f, Om), where c2 (n, Cm) is defined in
(3.12), the validity criterion, in (3.3), is called FPE. For the ARMAX model in (3.8),
if 9 is an element of the parametric model set, [32]
1 + MN 1 1 (n, N) (3.16)
1 - M/NN 2 M
In [1] Akaike considers an AR model and shows that by implementing the FPE
criterion, the probability of adapting a model set with order smaller than the correct
model order goes to zero as N grows. But the probability of FPE(SM) < FPE(true
model set) for model sets which include the true model and have higher dimension,
goes to a non-zero constant number and therefore the estimation is not consistent.
Note that when M/N << 1, the above model validity criterion (FPE) is the same as
AIC criterion. This proves that AIC is also not consistent.
3.2 Bayesian Information Criteria (BIC)
Here the problem of selecting the dimension of a model is treated by calculation and
comparison of the Bayesian Information Criterion (BIC) [44]. A prior probability
distribution for the model parameter 0 c 0 is assumed. In his classical paper [44]
Schwarz argues that there is no intrinsic linear structure in a general parameter space
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and assumes that the observed output yN = (yi, .. , YN) comes from a Koopman-
Darmois family, i.e., relative to some fixed measure on the sample space they posses
a density function of the form
f (yN, '-((3.17)
where 9 is an element of 8 a convex subset of M-dimensional Euclidean space, b is a
scalar function of 9, l(y) is a sufficient statistic 2 of yN and has the same order as 9
and 9' - (y'N) is the inner product of the two vectors, 9 and 1(yN).
Competing model sets are Sm c 8, with order m and P(Sm) = am is the prior
probability of Sm being the correct model set. The prior distribution of 9 in Sm is
f(9ISm)dO= d/Im(9m) for a prior known function [km. Hence, the a priori density of
9 is f (0) = E aidpi(0).
With this prior assumption, the probability of 0 being an element of Sm, given
the observed data y Nis
P(SmIyN) -f(yN) M(318)
Bayesian information criterion for each model set Sm is the probability of the model
set Sm being the correct model set given the observe data. Since the denominator of
such criterion in (3.18) is the same for all Sm's, the criterion in comparison of BIC
equivalently is
S(yN Sm)= log f(yN, Sm) = log jG f(yN, )d9 (3.19)
Using (3.17), Schwarz replaces S(yN, Sm) with
S(yN Sm) = log am + log Je ( I(YN)-b(o))Ndyum(9) (3.20)
However, (3.20) is obtained from (3.19) only if the prior assumption in (3.17) is
replaced with the following prior assumption
f(yN 
_) = '-( (3.21)
which is a conditional probability distribution assumption rather than a joint proba-
bility distribution assumption.
Note that the conditional prior assumption in (3.17) is not consistent with separate
prior assumptions for am and Im. If the joint distribution of yN and 9, is known then
2 sufficient statistic 1 relative to the parametric probability distribution family f(yN, 0) is a func-
tion of the random variable yN for which the conditional density of the random variable given 1 is
independent of 9, i.e., mutual information of 9 and yN is the same as mutual information of 9 and 1.
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am and pm can be calculated as follows
am P(Sm)=NIG f(Nm)OmdyN (3.22)
f(O Sm) f(OSM) - 1 f (YNO)dyN (3.23)P(Sm) am JVN
Therefore, in the following, we continue with the prior assumption in (3.21) which is
consistent with the prior assumption on am and pm.
BIC Criterion Assume that for each model set Sm, pm is the Lebesgue measure
on Sm. With the observed data yN for each model set, as N goes to infinity, we have
1S(YN Sm) -± N sup (0' -1(y N) - b(Om)) - -mlogN-+R (3.24)
OESm2
where R = R(yN, N, m) is bounded in N for fixed yN, m. The method suggests
to pick the model set which minimizes this asymptotic estimate of S(yN, Sm). The
proof is first given for a family of probability distribution, f (y'N), for which the
distribution defined in (3.21) is in form
0' m 1 Qy) - b(Gm) = Cm _7 0 -n1 2  (3.25)
where Cm = - 1 (yN) - b(m)= maxomes,(O - iyN) - b(Om)) for some $m
(Omi, - -.-, 0mm) E Sm. For such family of distributions Schwarz claims that the crite-
rion in (3.20) is
S(yN Sm) = log am + NCj + log ( 4). (3.26)
BIC for Linear Gaussian Models Consider the following model structure
y,=-bo u + -- - + bqun- ± Wn, (3.27)
where wn is the additive white Gaussian noise(AWGN) with variance O-2 , Un is the
input which is independent identically distributed(i.i.d) with zero mean and unit
variance and
0O=(bo,...,bq) (3.28)
with dimension k = q + 1. In a model set of order m, Om = [Om(1),. -, Ojm(m)], the
conditional density of yn is fo(yIuN, Gm), where for a given input, Eo(yj Qm; uN) =
[un, ')-, un-m]T -m, With the prior assumption that 0 is an element of the model set
we have
f (yNGm) (j27r.2)N(3.29)
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where Am is the Toeplits matrix
U 1  0 -..- 0
U2  U1  ..-- 0
Am= (3.30)
.UN UN -- UN-m.
In each model set of order m there exists a 6 m which maximizes f(yNl1m),
Om (T A T inN N NCmOm= (AmAm-lA,.yNf (yN10Om) = eNm (3.31)
As N goes to infinity, Cm - In ( ) + 2(yN)TAm(ATAm1 ATyN, since the
process is stationary the limit exists. Also
1YN - Amomj 2= l N - Am~m 11 2 m0-Mm)T AT m (Om (-3m-32)
2oN AT
As N goes to infinity, since the input is 11ID, 1 A, m x Teefr
f (y NmmN(CThere-fo0r-e
This conditional density function is from the family of probability distributions in
(3.25) with y = A--. Therefore the BIC is
S(N S1 N 2 M N1
S(yNN 1 -y Am1 2 2 -- log(N) + Nlog( 12a.2  2 \27ru 2 / 2ir&o
+ loga,, + log (3.34)
3.3 Minimum Description Length
In this section we describe the principle of minimum description length (MDL) and
study the two-stage MDL. Some examples are accompanied with several MDL criteria
to show the fundamentals behind each description. We start with some background
on information theory [8].
3.3.1 Background
Consider stationary random processes YN(Om) , - , YN where Om = (0(1),.-,
0(m)) is a real-valued vector parameter. Range of Y is a finite or countable set and
each outcome yN = [yIW - , y7 ] has a time invariant probability of Po(yN
is not finite or countable we use some number a of fractional digits in their binary
representation for truncation and work with po(yN) obtained from f 0 (yN). Issues
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related to the truncation of Y are addressed in [39].
The important question is how to code each string to a binary string such that the
expected value of the code length is minimized. When the probability distribution
of the string is known, i.e., 0 is known, Shannon suggests a method of coding to
minimize the expected value of length of codes as N tends to infinity.
Shannon coding theory
Consider a random variable y with finite (or countable) elements and string of yN
[YI, - - -, YN] an IID stochastic process. Entropy of Y, with probability distribution
po, is defined as H(0) = -ZEpo(y) logpo(y).
Theorem
lim ( log P (yi, Y2, - YN)) = H(0). (3.35)
N->oo N
In other words as N goes to infinity only the elements of the typical set have non-zero
probability. Typical set AN(0) is the set of all (yi, - - , yN)s such that
2 -N(H(6)+c) po(y1, . YN) < 2 -N(H(O)-E) (3.36)
and Pr(A7(0)) > 1 - e for sufficiently large enough N. This important theorem is a
result of the weak law of large numbers.
Prefix code: A code maps all elements of YN to a set of binary codewords with
length L(yN). If no codeword is the prefix of any other, then it is uniquely decidable.
Any code satisfying this codeword condition is referred to as a prefix code. The code
is prefix if and only if the code length satisfies Kraft's inequality. If we use binary
alphabet for coding each yN with code length L(yN), then Kraft's inequality is
2 -L(yl) 1. (3.37)
Y N
Shannon shows that when yN is generated by a source with probability distribution
p0 (yN), and a prefix code L(yN) is used for coding, then as N goes to infinity the
expected value of the length code is lower bounded by the entropy of the source
E6 (L(YN)) > H(0), (3.38)
and the lower bound is achieved with a code satisfying
L(yN) = -logPOOyN). (3.39)
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A random prefix code can be associated with any probability distribution Q(y N) jf
L(yN) is the codeword length for yN, define the probability for yNas
Q(yN) 2 -L(yN) (3-40)
By using the kraft's inequality, which holds for codeword L(yN), it can be shown that
Eo(L(YN)) > H(9) + D(pojIQ) (3.41)
where D(poIIQ) = Epo(YN) log N is the Kullback-Leibler distance of po and Q.
This inequality provides a lower band for the expected value of the codelength when
the true parameter is not used for the coding.
Huffman Coding Note that for a finite length observation Huffman codes are the
optimum codes minimizing the expected value of the code length [8]. In finite obser-
vation, Huffman code assigns a shorter length code to the non-typical set elements
than Shannon coding. However, as N grows, the non-typical set becomes smaller and
smaller and the effects of this set in the expected value of the code length can be
ignored. Therefore, the expected value of the code length for Shannon and Huffman
code becomes the same in the limit.
3.3.2 The MDL Principle
Here we consider the problem of coding the string yN (Y, 1 , YN) when the distri-
bution generated the data is not known but yN is a string generated by a parametric
probability distribution po, and 0 belongs to a compact subset of R m . Following the
Shannon coding, Rissanen obtains a lower bound for Eo(L(YN)) when the model
parameter 0 is not known. The estimate of 0, 0, defines a probability distribution
Q for yN. In the following theorem the principle of two-stage MDL is given and a
lower bound is derived for D(poIIQ) in (3.41). The bound is provided under particular
assumption on the rate of convergence of 0 to 0. The MDL principle is to estimate
the obtained lower bound as a criterion to compare different model sets of different
order.
Rissanen's First Theorem
Consider a family of parametric models with parameter 0 E m, where Q' is a
compact subset of R m . Let central limit theorem hold for the maximum likelihood
estimator Q(yN) for each G0in the interior of Q so that the distribution VN((yN) _0)
converges to a zero-mean normal distribution with covariance matrix E(0) as N grows.
Then for any prefix code with codelength L(yN) and for all positive E
1 1 mEOIL(YN) > H (0) + (1 - .) 2 log N, (3.42)N- N 2N
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where H(O) is the entropy of the data generated by 0. The inequality holds for all
but a set of Os with a Lebesgue measure which approaches zero as the length of yN,
N, grows. The proof of this theorem first presented in [38] and some corrections was
made by Telatar in [50]. Rissanen gives a more comprehensive proof in his book [42].
In [38] Rissanen suggests an optimal code which achieves the lower bound given
in theorem, as N grows. If Q(yN) is the ML estimate O(yN), truncated to [log vN]
and C,1(N) is a normalized factor to make the code length satisfy the Kraft inequality,
define
L (yN) = - logPg O(YN) + 2'mlog N + C 1(N). (3.43)
where C 1(N)/N goes to zero as N grows.
To compare different model sets with different order, the integer number m is
coded by using Elias's universal representation of integers. The number of bits for
such coding is log* m = log m + log log m + - - - + c. The summation is over all
nonnegative log log - - log m and constant c is added so that the coding satisfies the
Kraft inequality 3. It is then suggested to choose the set with dimension m for which
the code length is minimized
L(y") = min{- log p(yN) + -mlogN + log* in + C2 (N)} (3.44)2
Example of Model Selection
In finding the two-stage MDL criterion it is assumed that there is an equal probability
that any of the models being the correct model. Therefore for each string generated
by any of the models we use a fixed number of bits. In comparison of the code length
of the data, we can ignore this code length.
In stage one, given each model set Sm, 6 is encoded by first discretizing the
compact parameter space of dimension m, with precision 6 = 1/V/N per dimension.
So in the first stage we estimate 0 using a method such as ML or Bayes procedure.
The estimate 0 is then truncated to precision 0 [0]. Assuming that probability
distribution of 0 in each model set is uniform, i.e., f(O1Sm) is constant, we have
L(0) -log N. (3.45)
2
In the second stage, the estimated distribution is used to encode yN using Shannon's
coding method. A continuous data is discretized to some precision 6 d. Therefore
log -P(yN) ~ - log f(yi,- , YN [0]) - N log 6d (3.46)
3 Example of Elias coding : code 1010010000 is used for N=16 ( log N=4, log log N=2), we start
with the first two digit, the first element is 10= binary representation of j = log log n, this tells us
that the second j + 1 = 3 elements to be read which is 100. So we should read the next j+1 = 4+1
digits 10000 which is 16 and after that zero means that the code is ended.
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Since Nlog 6 d is constant for all the model classes, we can ignore it in comparing the
model sets. Then
L(yNO) -logf(Y1,-- ,YNI$- (3.47)
Combining the two steps, the two-stage MDL criterion is
L(yN) = -logf(Yi, ,ynjO) + -2 log N. (3.48)
2
Note that this criterion is the same as BIC.
Let's assume that yN = (Y1, -', YN) is an IID observation from a normal distri-
bution with variance one and mean 6, N(G, 1), for some 0 E R. We want to choose
between the models MO = {N(0, 1)} and M1 = {N(0, 1) : 0 $ 0}. Note that if we
maximize the likelihoods of both models and choose the larger maximized likelihood,
M1 is always chosen unless YN = + +yN is 0, which is an event with zero probability
even when MO is true!.
By using the two-stage description length criterion (3.48) for model Mo and M1
we have
I n N
Lo(yN) = 2Z -4log(27r). (3.49)
1 N 1
Li(YN) = Z( ~~ YN)2 + log(21r) + I log N. (3.50)2 E y 2 2
1
where PN y1+ +yN and 0 = pN is the ML estimate of 0. Following the MDL
principle, we choose Mo over M1 if
1IN! < Vlo g(N)/N. (3.51)
In this example the MDL criterion takes the form of a likelihood ratio test and it can
be shown that the method is consistent.
3.3.3 Rissanen's Second Theorem
The second theorem is the result of the first theorem when it is applied for ARMA
models. Here the upper bound of expected value of the code length, provided in
theorem one, gives an approximation for the rate of convergence of the output error
to zero [38]. Consider an ARMA process
yn + a1 yn-1 + *-- = boen + blen-1 + + bqenq (3.52)
where es are independent zero-mean Gaussian random variables with variance O2 (0)
and 0 = (a,... , a,, bo,... , b) ranges over a compact set Q' The two polynomials
have no common factors and all the roots are outside the unit circle, i.e., the system
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is assumed to be minimal phase. The prediction error is
N-1
VN (0) = N- Eo(yn+1 - Qn+1)2 . (3.53)
n=1
The second theorem in [42] provides a lower bound for VN()/N.
Theorem Consider the ARMA model in (3.52). The predictor function 9, is a
function of past observations and 0 the estimate of 0 converges 6 as N grows. Then
the following inequality holds.
-N-1cI(3.54)
N Eo(yn+l- Qn+1) 2  a2 (O)[1 ± nN](
n=1
for all Os except elements of the typical set A 6(N) defined in (3.36) which its Lebesgue
measure goes to zero as N grows.
Example Related to the Second Theorem The second theorem provides a
lower bound for rate of convergence of output error to zero. The prior assumption
is that the true system is an element of the model set. This prior assumption plays
an important role in calculation of the lower bound. When the true system is not a
member of the model sets the error in limit is a nonzero number. To elaborate this
point we give the following example of calculation of the limit of the output error.
Consider the following ARMA model
yn + aoyn_1 = en + COen_1 (3.55)
where e is an AWGN with variance o. Then
Rye(0) = (a, Rye(1) = (co - ao)a, Rye(n) = 0, n y4 0, 1 (3.56)
1 + C2 - 2aOcO
Ryy(0) ±=0- 2a .(3.57)
where for the stationary processes x, z, Rz(r) = E(xnzn+r). Here we consider three
different model sets and use the least square (LS) estimation in each of the sets and
calculate the prediction error(PE) as N goes to infinity.
e The first model set has order two, 0 = (a, c) and the structure of the model set
is in form of
yn + ayn_1 = en + ce_ 1  (3.58)
for each a,c. Therefore 0 = (ao, co) is an element of this model set. By using
the minimum variance estimator of the output [32]
Qn = E(yeyin-, - - - , Yo) = ce_ 1 - ayn_ 1 (3.59)
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where e,_ 1 can be found from e 1 = J"ffY(z) i.e.
en_1 = (y,,-, + ayn-2 ) * ([I, c, C 2 , ... ) (3.60)
(A * B denotes the convolution of signals A and B). Therefore for Q we have
Pm - Qn_1 = (c - a)y-1 (3.61)
and
9n -- yn = -en + (c - co)en_ 1 + (ao - a)y_ 1 . (3.62)
We minimize the output error
V,%(0, ZN) (n - ) 2  (3.63)
to find the estimator. As N goes to infinity the output error converges to its
mean
1
1 "2= E(Qn - y) 2  (3.64)
= o(1 +(c - co)2'+ (ao - a)2Ry (0) + 2(c - co)(ao - a))
and the LS estimator is c = co and a = ao with
minH on - ayn)2 =(3.65)
So with this model set 0 O as N grows and the result is consistent with
MDL approach.
* Consider a model of form 0 = c, i.e., M 2 is one dimensional model set with
a = 0 in (3.55). So the model set is in form of
Yn = en + ce_ 1 . (3.66)
In this case
n = Cen = C(yn.1 + ayn-2) * ([1, c, C2, -]) (3.67)
n--y = --en + (c - co)en_ 1 + aoyn_1  (3.68)
- y,) 2  .(1 + (c- cO) 2) + a4Ry(0) +-2ao(c - co) (3.69)
Here the LS estimator, as N goes to infinity, is & = 0, =co - ao, which can
cause a large bias.
min H (y - y)2 = a(1 + a0) + RYy(U) (3.70)
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* Consider 0 = a, i.e., M3 is a one dimensional model set with c = 0 a model
class of form
y7t + ay- 1 =en-. (3.71)
Then
ya = ay- 1  (3.72)
Qn - yn = -en - coen-I + (ao - a)Yn-i (3.73)
E(9L - ys) 2 = a(1 + c) + (ao - a)2 Ry,(0) - 2-ao(c - co) (3.74)
The LS estimator as N goes to infinity is a = 0, d = ao -- = a0 o(12ac)Ry 1,(0) 1+c-2aoco
and
min ( - y =o(l ± cg) + (0co)2  (3.75)
This example shows the effects of under modeling in the estimation for an ARMA
process. For the last two model sets, M2 and M3 the lower bounds on the output error
in (3.70) and (3.75) are nonzero and functions of the unmodeled elements. Therefore
it proves that the lower bound suggested in Rissanen's theorems is not applicable in
these cases.
3.3.4 Other Forms of Description Length
The two-stage MDL was the first MDL method suggested when the MDL principle
was introduced. Here we briefly review several coding schemes that was introduced
after two-stage description length. The methods provide description lengths for a
data string based on classes of probability models. All these forms of MDL share
many aspects of both frequentist and Bayesian approaches to the model selection.
See [24] for more details and simulation results on these methods.
Mixture MDL and Stochastic Information Complexity
In mixture MDL a prior probability distribution for 0 in each model set is considered.
The description of a data string yN in a model set M is based on a distribution that is
obtained by using a mixture of the model set members with respect to a distribution
w(0) on the parameters
m(yNN) = fmfe(YNI)w(0)dO (3.76)
It should be emphasized that w(0) is not as a prior in the Bayesian approach but
rather as a device for creating a distribution for the data based on the model class.
The description length is
- log[m(yN)] = -log j f(yNJO)wQ9)dO. (3.77)
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An analytical approximation to the mixture m(.) in (3.76) is obtained by Laplace's
expansion when w(O) is smooth [41]. With this approximation, for the defined de-
scription length, we arrive at a two-stage description length which we will call the
Stochastic Information Complexity:
SIC(yN) - 0 gf(yN16) + -logdet(tN) (3.78)2
where 6 N is the MLE and $N is the Hessian matrix of -log f(yN 9) evaluated at ON-
For IID observations from a regular parametric family, as N tends to infinity
I I klog det )= log det(NI())(1 + o(1)) =-logNI +0(1)) (3.79)22 2
where I(-) is the Fisher information matrix of a single observation. In this case SIC
is approximately the same as BIC or two-stage description length.
Predictive Description Length
In [40] Rissanen introduces another description length for strings generated by para-
metric models. Here instead of minimizing the log likelihood over the complete data
i.e. the joint distribution f(y', 9), at each time t we estimate 6(t) from the first I - 1
elements of y". Therefore we have
N
L (yN) =-1 log (yt+1 Yt (-0
t=1
as the cost of encoding the data string yN. The MDL model selection criterion based
on this form of description is called predictive MDL.
Consider the ARMA model, with 3 the parameter to be estimated. Then the
PMDL is
N
PMDL (yN) log f(yt). (3.81)
1
PMDL is closely related to the so-called accumulated prediction error(APE) of the
form
N
APE(yN) = Z(Yt - t)2, (3.82)
1
which was introduced by Akaike as a final prediction error (see section 3.1.2). The
computational cost of PMDL for general ARMA models is enormous since the pa-
rameter estimate must be updated for each new observation.
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Normalized MDL
Recently Rissanen developed an MDL criterion based on normalized maximum likeli-
hood coding scheme. The NML description of a data string is provided by restricting
the second stage of coding to a data region identified by the parameter estimate, i.e.,
by the typical set of strings generated by the estimated parameter.
The description length of normalized MDL, nMDL, for a linear regression model
is derived in [24] and [3]. Assume that the output of the system is generated by
k
yE = S nUi- + w (3.83)
n=1
where variance of the zero mean additive white Gaussian noise w is crW. Consider /
and &2 the maximum likelihood estimates of / and ag,
/(yN) =(U'U)-lUI'yN, &2 N - U 2 /N. (3.84)
where U is the Toeplits matrix of input u. The Gaussian density of y N corresponding
to the model set Sm is fsm(yN. N 2 ). Then the normalized maximum likelihood
function is
~NN fsm(yN;.,() &2 ()f(y;UN, Sm) f zN ()2())d(3.85)
fr02)fS,. (Z; UN, Z) 2 (Z)) dZ
where
S(r,a9) = {z /'(z)U'U/(z)/N < r, 2 > a}, (3.86)
and r and U2 are chosen such that the Ml estimates fall within S(r, as). Calculation
of nMDL and comparison of this description length with other forms of MDL, for the
linear regression problem, is given in [24].
3.3.5 Consistency
One important issue in model selection procedure is consistency of the method when
a finite--dimensional model has generated the data. As the sample size gets larger,
a consistent procedure chooses the correct model class with probability approaching
one. Akaike in [1] shows that with FPE, the probability of choosing a model with
higher dimension is nonzero, and hence this method is not consistent. AIC and FPE
are the same for the ARMA models, when the number of observed data is much larger
than the dimension of the true model set. Therefore AIC also is not consistent for
ARMA models.
In [48] it is proven that the two-stage MDL(and therefore the BIC), predictive
and mixture form of MDL are consistent methods for linear regression problems.
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3.4 Discussion
We reviewed three methods of model order selection AIC, BIC and MDL, with em-
phasis on the application for linear regression. All these methods assume that the
true model has a finite dimension, and there exists a model set among the chosen
model sets that is "close enough" to the true system. Not much related research is
done for the case that the true system is infinite dimensional and the bias decays
gradually but never approaches zero. For such cases Shibata [45],[46] shows that in
terms of prediction error AIC is optimal.
3.4.1 Comments on BIC
BIC in section 3.2 is in form of
S(yNSm = log m± + NCj + log . (3.87)
However, in appendix A.2 we prove that the calculation of S(yN, Sm) leads to
S(yNSm) = log am + NCj - log pm +log (3.88)
The extra element - log pm in the criterion, which was ignored in (3.26), plays a
critical role in comparison of model sets of different order.
The extra term especially becomes important when the estimation is over all model
sets with dimension less than the true model set. Assume that the true model set
is 6 = (.5, .5) and our prior information is that 6 E [0,1] x [0, 100]. Consider two
model sets m, = 0 x [0,100], m2 = [0.1] x 0. Also assume that we assigned the
same probability for each of these models to be the correct one, i.e., ai = a 2 . If the
BIC defined in (3.87) is the same for the two model classes, A = A1 = A2, and it
occurs at two points (0,a) in mi and (b,0) in M2, then the new BIC is S(yN, ml) =
A1 - logp 1 = A - log 100 and S(yN,rM2) = A2 - logp 1 = A, which implies that
we choose point (a,0). It means that we pick the subset which has the smaller size(
smaller Lebesgue measure). However the criterion is the same if we use the BIC in
(3.87) for both models.
3.4.2 MDL Principle and the Role of "1og(N),,
N
The inequality which is proved in theorem one is valid for all but the non-typical set
out of DE(N) whose Lebesgue measure is small and as N grows approaches zero. This
prior assumption might be wrong in cases that the some of the elements of D6 (N) has
a very high probability density (for example Dirac delta at some 0). This problem is
addressed in [10]. The theorem can be further strengthened to the form that not only
the volume of the non-typical set tends to zero, but even the union of these sets over
n > N goes to zero as N also tends to infinity. The proof is tied to the rate at which
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the distribution of the estimator approaches its limit. More on this issue is discussed
by Rissanen in [41].
The lower bound provided in the first theorem which introduces the MDL princi-
ple, is of form
Eo+I L(YN) - H () (1 - c) 2N log N, (3.89)
with probability one for 0 < c < 1. One important fact about the probability of this
event is that for a fixed N the probability is an increasing function of 6. If c is close
to 1 the rate of convergence of the probability as a function of N is much faster than
the rate of convergence of that of es close to zero.
Note that as we discussed in 3.1.1, AIC estimates Eo4L(YN) - kH(O) to be
N N
Eo N L (YN N H (O) ~ , (3.90)
when the estimator of 9 is unbiased. MDL is obtained by using an unbiased estimator
for 0 for which the lower bound in (3.89) is achieved for 6 ~ 0 and as N grows
1 1 m
EoIL(YN) - --H(O) > m log N, (3.91)N N 2N
with probability which approaches one as N grows. In the following theorem we prove
that log(N) in Rissanen's first theorem can be replaced with a family of functions:
Theorem 3.4.2 Consider a family of parametric models with parameter 0 FG,
where Q' is a compact subset of R'. Let central limit theorem hold for the maximum
likelihood estimator Q(yN) for each 0 in the interior of Q m so that the distribution
v/N(6(yN) - 0) converges to a zero-mean normal distribution with covariance matrix
E(0) as N grows. Then for any prefix code with codelength L(yN) and for all positive
c the following inequality holds
1 1 log(/3(N))
Eo L(yN) > -- H (O) + (1 -- E)) N (3.92)N - N N
where H(O) is the entropy of the data generated by 0. The inequality holds for all
but a set of Os with a Lebesgue measure which approaches zero as the length of yN
N, grows and #(N) is a function of N satisfying the following conditions
lim /3(N) = oc (3.93)
N-+oo
1 ((N)) 1-c/2lim- = 0 (3.94)
N-+oX (1 - E/2) Nm/2
Proof In appendix B. K
An example of O(N) = Nm/ 2 results the lower bound which is given in first
theorem. However, this O(N) does not provide the tightest lower bound in the limit.
For example /(N) = (log(N))2 which is smaller than Nm/ 2 as N grows also satisfies
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the conditions.
An information theoretical approach to this theorem is given in [9]. Here Rissanen
first theorem is stated as follows.
Theorem Let {PO} 9OE be any family of random processes, not necessarily IID,
possibly not even stationary, where E R'. Suppose that for each N > No, there
exists an estimator ON(yN), function of observed data yN, with
C(0)EoI N(yN)_01 2 < () (3.95)
-N
Then, for every e6> 0, there is a constant K > 0 such that for N No and for every
probability density or mass function g we have
EO log g0(yN) >MlogN - K (3.96)
except possibly for a set of parameters 0 of Lebesgue measure less than C. The fixed
number K is a function of m and c(O). It is shown in the proof that
MK = B + - log c(O) (3.97)2
where B itself is a function of c(6) and m.
Note that in practical cases c(6) in (3.95) is a function of the variance of the
estimate and can be a chosen as a function of N. One valid example is c(9) = Nf (N).
For the variance of estimate to be a finite number limNo Nf(N) has to be finite. ForN
this example one c(O) dependent element of K, log c, is
mM M
-log(c(O)) = -log f (N) + 'n log(N) (3.98)2 2 2
Using (3.97) and (3.98), the element 2 log(N) is eliminated from the lower bound in
the theorem in (3.96).
We conclude that the mysterious number logN) in the first theorem can be replaced
by a family of functions 3(N) provided in theorem 3.4.2.
3.4.3 Conclusion
All the information theoretic approaches discussed in this chapter heavily rely on one
prior assumption: the true model belongs to all the comparing model sets. With such
assumption as N grows an estimate of the rate of convergence of the estimate to the
true parameter is estimated. The results provided for all the methods is asymptotic
for large enough N.
Can the criterion provided for such model sets be used for comparison of model
sets which do not include the true model? In practical problems we do not know
which of the competing model sets has the minimum order and at the same time
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includes the true model. That is why we use the order estimation methods. In
practice the criterion which is obtained for model classes which include the true
model is used for all the competing model sets. Here we elaborate the drawbacks of
such implementation through the following example. The output of an LTI system is
generated as follows
M
y S usb-h(i) + wn (3.99)
i=1
where h(i) is the taps of the finite impulse response of the system and w is the
additive white Gaussian noise which belongs to N(0, Ut). The goal is to estimate
the impulse response and its length M using the input and output of length N. The
competing model sets Sm are the systems with impulse response of length m. No
delay is considered.
All the information theoretic methods at some point of calculation of the criterion
calculate the pdf of yN given the estimate of the impulse response IN in each subspace.
The distribution of yN for subspaces, when M < m, is
N N2
1C N e 2o(3.100)(2irot)N
where E = A un,-h(i) is the mean and PSm is the estimate of output using the
estimate of impulse response hNN. The output provided by any subspace Sm is of form
M
Ysm = Un-ihsm(i) (3.101)
Note that the mean of the random variable Vsm, pN, can not be generated by any
element of subspace Sm when M > m. Therefore, by using the pdf in (3.100) for
all the model sets, the unmodeled dynamics effects in the estimation of output is
considered as a part of the noise. Such assumption provides a larger variance for the
additive noise than cr2 for model sets Sm, m < M, which is an inconsistent result.
In the following chapters our goal is to provide a new information theoretic order
estimation method which avoids this problem and does not rely on a prior assumption
that the true model is an element of any given model set. Also, from the review of
the existing methods it seem that a proper definition of distance measure for the
parametric family of probability distributions is needed. For all these purposes we
will introduce a new method of order estimation based on an information theoretic
distance measure in chapter 5.
46
Chapter 4
New Quality Evaluation Method
4.1 Problem Statement
We consider a stable causal, single-input/single-output, linear time-invariant, discrete-
time system. Input and output of the system are related as follows
y-= S hUn-i+ + wn, (4.1)
i=1
where h = [hi, - - -]T is the impulse response of the system and w = [wi, . .]T is the
zero-mean additive white Gaussian noise(AWGN). Each w- has variance or, and is
independent of the input. The input is assumed to be a quasi-stationary signal [32].
Finite length data, input [U,. - - - , UN], and output [Yi,.-. . , YN], is available and
ui is zero for i < 0. There is no assumption on the length of the impulse response.
However, note that only the first N elements of h, hN, relate the finite N points of
the input and output.
Consider subspace Sm of order m in space RN. An estimate of hN in this subspace
is hsm. Our goal is to find an estimate for the estimation error
hN _ 2(4.2)
In the following sections we provide probabilistic bounds on this error as a function
of length of data N, the structure of Sm, and the input u. We are able to provide
probabilistic bounds on this criterion. The provided bounds converge to the criterion
as N grows. We are also able to provide the rate of convergence. The performance of
estimates in different subspaces can be compared by comparison of the error estimate.
With this criterion the best subspace is the one which minimizes the estimation error.
4.2 Impulse Response Error
Consider the space RN, which is the space of the first N taps of the impulse response,
and Sm a subspace of order m of this space. The following argument can be used
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for any subspace of RN, Sm. However, for simplicity of presentation, let Sm be a
subspace which includes the first m taps of the impulse response. Form (4.1) the
input-output relationship for the finite available data is
Y1 U~ 1 0 ... 0 hi W1
Y2 U2 U1 ... 0 h2 W2
. = . . . . + .(4.3)
LYN J_ LUN UN-1 .. ' U1_ hN WN
h N~
YN= Am(N) Bm(N) ] +WN(4.4)
AN
whereyN [y1,...,yN] T hN[hN;A4N,.h.[hi, Ihm]TAN = [hm+l,'hN]T,
Am(N) is an N x m matrix, Bm(N) is an N x N - m matrix and wN is the additive
white noise. The least-square method is used to find the estimate of first m taps of
the impulse response, hN
NN=((Am (N))T Am (N)) 1 ((Am(N))TyN), (4.5)
= hNH ((Am(N) )T Am (N))- 1 (Am(N)) T (Bm(N)4 + wN)
(From here we drop N from wN, Am(N), Bm (N)). We define two errors: subspace
impulse response error (SIRE), N - h N 11, and impulse response error(IRE), hfN _
hN:
N(Bm+ANW) T Cm(BmAN+W) (4.6)
| h_ N = N _N1 N 2(4.7)
where
Cm =Am(A7 Am)-f(A Am)- 1AT. (4.8)
The goal is to estimate these errors given the observed data.
Asymptotic Behavior Before we estimate bounds on IRE and SIRE, it is infor-
mative to investigate on the asymptotic behavior of the two errors as the length of
data grows. As N approaches infinity the terms which are noise dependent approach
zero asymptotically
lim 2wTCmBmAN =0, lim wTCmw -0(4.9)
N->oxm N-4oc
Therefore
lim f-hN47j =1 (A) T (1lim BTCmBm)A/4 (4.10)
N->oo N-oM
lim hN-h = Ni -- hN1oo= i (4.11)
N-4oo N-+oc
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The second component of the impulse response error in (4.11) is the norm of the
unmodeled dynamics of the system. The first component, however, is a function
of both the input and unmodeled dynamics. Since the input is quasi-stationary
lim kA'Bm and lim 4A' Am exist, therefore, BTCmBm has a limit. If the input is
such that
lim---mmB 0 (4.12)N-+oo N
then BTCmBm vanishes as N approaches infinity and SIRE in (4.10) approaches
zero asymptotically. Such scenario happens for a subspace of quasi-stationary inputs
such as independent identically distributed (ID) inputs. We will elaborate on the
properties of such input in the following sections. If lim 4ATBm does not approach
zero asymptotically, there is a fixed bias in SIRE as N goes to infinity.
4.2.1 Output Error
The only available data to estimate the impulse response error is the observed input
and output of the system. Here we study the behavior of the output error and its
relationship with the IRE in different subspaces. The output error is
1 2 1 (BmAN + w)TGmBm(,AN+ W) (4.13)WH1Y - 9 2 N m-
where QmN = Amh is the estimate of the output in subspace Sm and
Gm = (I - Am(A7T Am)- 1A ). (4.14)
In absence of the additive noise, SIRE, IRE (4.6),(4.7) and the output error are
decreasing functions of m. Assume that there exists M such that hM # 0, hi =
0, i > M. If M < N, then all errors are none zero for m < M and zero for
m > M. If M > N, then all errors are decreasing functions of m. In this noiseless
scenario comparing the output error, which is available, is equivalent to comparing
the IRE of different subspaces and to find the model set with minimum order m*,
which minimizes the IRE, we can use the output error. If the output error is non-zero
for all n, then m* = N, otherwise, the smallest m for which output error is zero is
M* = M. Figure(4-1) shows the behavior of both the output and impulse response
error. Figure(4-2) shows the output and IRE behavior in presence of the additive
noise. In this scenario the output error is a decreasing function of M. However,
regardless of M, which can be less than or greater than N, the IRE is minimized at
some point i*. The optimum order m* is less than or equal to M and might be less
than or equal to N. In the next section we elaborate the relationship between the
output error and the IRE in presence of the additive noise.
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ErrorError
0 0
M N m N m
(M>N)(M<N)
Figure 4-1: Output and impulse response errors in absence of an additive noise: Left figure
shows the "behavior" of both output error and IRE when the length of h, M, is less than
N. Right figure shows the behavior of the output error when M> N. In this case the IRE
is also a decreasing function of m. Although here the output error is zero for m = N, the
impulse response error might still be none zero for all m.
Impulse Response Error
0
Output Error
0
m * Nm N
Figure 4-2: Impulse response error and output error for a subspace of order m
4.2.2 Impulse Response and Output Spaces
Figure(4-3) shows the output space and the impulse response space for a finite data
of length N (both are RN). In the output space, 9 is the noiseless output, q = h'NcU.
As the figure shows
h N ][ ~
0AM (4.15)
Transformation of the impulse response by the two matrices Am and Bm,in (4.4), to
an element in the output space results
=[Am Bm[hj [imi (4.16)
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N-n B
R M
An ,-- -N- - - - - -hN- 
~ - - -
- -
hRN R"' A,
Impulse Space Output Space
Figure 4-3: Left figure: h, the first N elements of the impulse response. Right figure: g
the noiseless output.
where A,, forms a basis for the outputs resulted from elements of subspace S,-,.
Therefore, matrix [A,, B,,], which is a N x N full rank matrix, transforms hN to
two elements
y,, = Am.hN, yA = B.A.. (4.17)
While the elements of the impulse response, hN and A, are orthogonal, the orthog-
onality of the elements of the output, y,, and yA, depends on orthogonality of the
matrices An and B,,.
The observed output is the output of the system corrupted by the additive white
Gaussian noise. The least-square estimate of the impulse response, hNNibtie
such that the distance between the output estimate, m A N, and the output, y,
is minimized
hN = arg min ly - A m h12_(.8
h
The solution is found by projecting the output, y, on the space spanned by Am. The
solution provides both the projection, Qm, and the impulse response estimate, hN.
Figure(4-4) shows the estimate of the output using the least-square method. The
left figure shows one sample of the noisy output, y, and the projection, Dm. As the
figure shows, the estimate of the impulse response in each subspace is biased, i.e.,
|ym - 92: -/- 0, if and only if columns of A, and Bm are dependent. If subspaces
spanned by A,, and Bn are orthogonal then the estimate is unbiased. Later we show
that these two subspaces are asymptotically orthogonal for independent identically
distributed (IID) inputs. The thick segment in the right figure shows the impulse
response estimates for additive noise such that IWl < C-2, where a,, is the noise
variance. Figure(4-5) shows the behavior of the IRE in presence of noise. The figure
shows the error results for the same system when the output is corrupted by two noises
with different variances, o-1 and 9-2, where o-, < 07- We call the two cases setting 1
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Yin
yn Yi
Yin
yB,
I |
An. Am
Figure 4-4: Left figure: an example of the observed noisy data, y = Y + w, and the
estimation result for subspace Sm. Right figure: the thick segment in direction of ym is the
estimated output, Pm, for when the noise belongs to the set W. = {wI liwi cw}.
and setting 2 respectively. The left figure is the IRE results of the first setting and
the right figure is the IRE results of the second setting. The thick segments on the
subspace Sm in both cases are the impulse response estimates when the noise belongs
to W1 = {wIl IwHI <a} for the first setting and W2 = {wlW 1 -<cr 2} for the second
setting. It is worth mentioning that the probability of these two sets happening is the
same. The circles in both figures represent all possible impulse response estimates
in space RN with the same assumption on the additive noise. We can compare the
N-mI N-mR
N
h
I...
hN R'"
N
R
Figure 4-5: The impulse response estimates of a system in two settings. Setting 1: Additive
noise has variance a1 and noise belongs to W1 = {w| 1|w| < al}. Setting 2: Noise has
variance -2 where a- < U-2 and belongs to W 2 = {w| lwl < U2}. Left figure shows the
impulse response for the first setting and right figure shows the impulse response for the
second setting. The thick segments are the impulse response estimates in Sm, hN The
circles are the impulse response estimates in SN-
worst case error of IRE in each setting for the estimate in RN and Sm. As the figure
shows, in the first setting the worst case error of the estimate in Sm is larger than
that of RN. However for the second setting the worst case error in RN is larger than
that in Sm.
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4.3 Bounds on the Impulse Response Error
Both SIRE vm = lN - h N1 2 in (4.6) and IRE z. = N- hN12 in (4.7) are random
variables which are quadratic forms of the additive Gaussian random variable w.
If omi and umi are the ith singular value and corresponding vector of the singular
decomposition of Cm in (4.8), then we have
M
Vm = Z(ui+ mi)2 (4.19)
i=1
Zm = Vm +H|Am|l2  (4.20)
where pi = F--- umiW.
If the probability distribution of these random variables are known, and the esti-
mate of hm in each subspace is calculated hm, which subspace is representing h the
best?, i.e., which subspace estimate is eventually picked? The important random
variable to be checked is IRE, zm. One answer to this question is to pick the subspace
for which expected value of this error is minimum,
Sm* = arg min E(Zm). (4.21)M
On the other hand variance of this random variable also plays an important role in
this comparison. We know that the estimate hm produces one sample of the random
variable Zm. How close this sample is to the expected value? We can assign the
probabilistic region of confidence around the mean, i.e., with probability P1, the
following holds
zm - E(Zm) < Ji(m). (4.22)
Therefore, to compare estimates of different subspaces we suggest comparing
E(Zm) + Ji(m) (4.23)
of the different subspaces and pick the subspace for which this criterion is minimized
Sm. = arg min E(Zm) + Ji(m) (4.24)M
Then it can be said that with probability of confidence of P1 the worst case error is
minimized for subspace Sm..
What if only the second order statistics of these random variables are available?
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One option is to use the Chebychev inequality 1:
Sm*=argmin E(Zm) +3 #/varZm (4.25)M
for which the confidence region is given with probability P1 > 1 - 0.
Also, if m is large enough the Central Limit Theorem can be used to estimate
the distribution of these random variables with Gaussian distributions (See appendix
C.2). In this case the same criterion in (4.25) valid with probability P1 = Q(/). In
the following we calculate the expected value and variance of SIRE and IRE.
Expected value and variance of SIRE and IRE The expected value and the
variance of these random variables are (see appendix C.1).
E( IVmN 1N2) = tr m) 2+(BAN T mBANE( 1< - h4  TCm)4+±(Bm/.MflCmBnM/4,(4.26)
E(j1§4% - hN1 2) = tr(Cm)ot + (BmAN) TCmBmAN + N(4.27)
where tr(F) is the trace of matrix F, E Fi, and the variances are
^a( NmN 112) N _N 2var(IIIHm -hNH) var(lHf'-14fl2 )
var (wVCmw) + 4(BmAN)TC2BmANT2j, (4.28)
The noise related components of the expected values and variances, tr(Cm)ar and
var(wT Cmw), can be computed using the input and the AWGN second order statistics
(Appendix C.4). The goal is to estimate the unmodeled dynamics effects, in the
expected values and variance, which are quadratic forms
mc = (BmANTCmBm/AN (4.29)
VC = (BmAN)TCiBmA (4.30)
and IIAN12. These elements are in form of
(AN) T Di AN (4.31)
where
Mc:Di = B CmBm, (4.32)
VC:D 2 = BmCm)m, (4.33)
'For a random variable x with expected value E and variance of a- the Chebychev inequality is
Prob(Ix - EI t) < ( )2t
Note that for t = /3-o
1
Prob(Ix - EI < f-a) > 1-
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AN 12  D3 = I(N-m)x(N-m)- (4.34)
In our problem setting the prior assumption is that IA 112 is bounded but no prior
upper bound is available.
4.3.1 The Output Error
The output error (4.13) is a Chi-square random variable of order N - m for which
E(kIIY -- 1n-g, (4.35)
1 m 2cr 4  4r 2  (.6
var(N112m(IN) +w _m.,(4.36)
where gm is the effect of the unmodeled dynamics
1rn =k(BAN)TGmBrnAN .(4.37)
See appendix C.2 for the details on calculation of the expected value and the variance.
How can we use one sample of this random variable to estimate unmodeled dy-
namics effects for SIRE and IRE? We suggest to use the observed output error to
validate gm probabilistically. Bounds on this quadratic form of the unmodeled dy-
namics can then be used to provide bounds on the quadratic forms m,vc and lIA1N2
in (4.32), (4.33) and (4.34).
The first step is to choose probability of validation P2. Next is to find the bounds
for which Xrn(grn) = A IY - V492| is around its mean with probability P2. For such
probability we can use the table of Chi-square random variables of order N - m and
find Li such that
Pr(IXm(gm) - E(Xm(grn))l < L) = P2 (4.38)
Therefore Li is a function of P2, wl N,m, fg. Next step is validation of gms for
which the observed Xm = IIy_ - j j1 lies in the region E(Xm) + Li. Such validation
provides an upper and an lower bounds on 9,n'
By using the Central Limit Theorem, the cumulative distribution function(cdf) of
the output error can be estimated with the cdf of a Gaussian random variable asymp-
totically (see appendix C.2). Therefore instead of table of Chi-square distribution we
can use the Q(-) function.
If Gaussian random variable Xn has mean mx and variance cr, then
Pr(mx - aox < Xm < mx + aax) = Q(a). (4.39)
Given the observed output error xm, we find the feasible set of gms for which xr is
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within av/varXm distance of its mean, i.e., we calculate gs for which
cxn-(g. +Tmw) < a 4 a 2 I+ VM,WN in
mn 2mTnw ( - -) (T,N
m 2a 4
Vm = (1 - ) '.N N
(4.40)
(4.41)
The expected value gn+m, and variance 4r,2 ±+vnare resulted from (4.35) and(4.36).
If the output error is estimated with a Gaussian distribution, this feasible set is valid
with probability Q(a).
Lemma 1 The result of validation of (4.40), with x = Ally - -N12, for feasible
gins provides the following upper and lower bound for g,
Lgm g- Ugin, (4.42)
* If x nm, -- a V, there in no valid g,.
* If M, - a/ii ; xin <
Lgm = 0,
Ugm = x
* If m",+ aVin ;<Xi,
Lgm = x
Ugm = xm
m + aV-,
2a 2 F,2 2aa, a 2 2 3
MW + W + - + xm - -mw.
N f/N N 2
2a 2 a,2 2ar a22 3
--mw+ ±.- 2L X + ,,---M..N N 2
2a 2c 2  2aa a2 2  3
-mW+ + +xm---mw.
N \IN N 2
(4.43)
(4.44)
(4.45)
(4.46)
Proof In appendix C.3 <>
Note that to avoid the first case we have to choose a large enough such that
N m xmN (m 92a> il-j.W
Q2( N-m) \NcQ2
(4.47)
4.3.2 Probabilistic Upper and Lower Bounds for SIRE and
IRE
We suggest a method to find bounds for the quadratic form me, v,, |A 12 in
(4.32),(4.33),(4.34) by using the validation result of Lemma 1 . The unmodeled
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where
dynamics effect in the output error is in form
M = (AN)TD4AN(4.48)
where D4 = -B TGmBm. Therefore, given that Lgm gm Ugm, bounds LmC, Umc,
LVC, UVs, LmA and UmA are calculated
Lm m, K Um Lve v Uve,
LmA 4HAN12 < UmA. (4.49)
This step is a deterministic procedure which solves a constrained quadratic optimiza-
tion problem.
Theorem 4.3.2 Given the bounds on gm (BmAN)TGmBmAN, Lgm<gm <
Ugm, for the two random variables SIRE, Vm, and IRE, zm, with probability larger
than 1 - - the following hold
max{0, Lrn + tr(Cm)o< - UMJm} V Urn + tr(Cm)c4 + fJm, (4.50)
max{0, Lm + LmA + tr(Cm)0OL - 3Jm}
Zm <Um, + UmA + tr (Cm)CoI + /Jm, (4.51)
where Jm = v/Uvc + var(wTCmw).
Proof By using the Chebychev inequality for random variables Vm or Zm and
bounds on (4.49), the proof is done. 0
Asymptotic Behavior of the Error Estimates and Conditions on a and #
In appendix C.2 we show that the noise related part of the output error, Vm =
kwTGmw in (4.13), is such that
a.'V_ = a(1 - -- ).
N V/N_
Therefore, by choosing a as a function of N, aN, such that lim 'N = 0, the upper
and lower bounds of gm, in Lemma 1, approach each other as Fgrows. To have
the validation probability approaching one as N grows, we choose aN such that
limN-+oo aN = 00, therefore Q(aN) -+1. For example one candidate for aN is log(N).
While as N grows, with proper choice of aN, the lower and upper bounds of gm
(4.37) in lemma 1 approach each other, the upper and lower bounds of unmodeled
dynamics related terms of SIRE and IRE in (4.49) might not approach each other as
N grows. Note that since the input is quasi-stationary limits of these bounds exist
and are finite. The asymptotic behavior of these bounds depends on the structure
of the input. If the input is independent identically distributed random variable, the
upper and lower bounds of the unmodeled part of SIRE and IRE also converge to
each other as N grows.
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In Theorem 4.3.2 to have the probabilistic bounds with probability which goes
to one as N grows, we pick 0 as a function of N such that limN~, /ON = 00.
To have finite values for the upper and lower bounds of Vm and Zm, the term
#3 Uvc, + var(wTCmw) in (4.50) and (4.51) has to be finite for all N.
Corollary 1 For the variance of WTCmw we have
k
Uvc + var(wT CmM) N' ,k(4.52)
for some finite number k.
proof In appendix C.4.2. Q
Therefore, as long as the rate of growth of ON is such that limN 4 o L 0,
the upper and lower bounds in (4.50) are only functions of the bounds of the mean
m. and unmodeled dynamics norm |AN1 2 in (4.49). Hence, to have tight bounds
on the errors with validation and region confidence probabilities which goes to one
asymptotically, the necessary conditions for a and 0 are:
" 0Z > N 1__ M -sm
-- Q2(N-m)(N 7QW
* limN~,0oaN = oc, limI=
* limN4 o /ON = 00, limN4,,o fiN=0
The first condition is from Lemma one.
4.4 Independent Identically Distributed Input
Consider a subset of quasi-stationary inputs, sequence of independent identically dis-
tributed(IID) random variables with unit variance and zero mean. An example of
such input is a Bernoulli sequence of ±1 which is commonly used in communications.
Theorem 4.4 If the input of the system is IID, the expected value and variance
of SIRE and IRE in (4.26), (4.27) and (4.28) are
E(HNN 2) = 2 m 1+ (4.53)
E(IH _ hNI 2  __ + m 2 + 0,j(4.54)
var(lHg - hN 2) =varH - 14fl 2) (4.55)
< + 7 (N2 + O( 2 ), (4.56)
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where gNis
N INE||BmAm I2
-N-r N-r l 1
N M+1+ N hM+2+---+ NhN
N-i± 1 h||2 (4.57)
=ZN
i=m+1
proof See appendix D.2. K
4.4.1 Estimation of gN
Theorem 4.4 shows that in oder to provide probabilistic bounds on IRE and SIRE
we need to find estimates of gN and I IN|12. For the unmodeled related parts from
(4.29), (4.30), we have
ren~ , 1 N<M(gm)2_ (4.58)
Following the proposed method in the previous section we first use the observed
output error to find bounds on g., in (4.37). The goal is to use this estimate to find
bounds on g [ in (4.57) and IAN12 .
Lemma 2 If the input of the system is IID, gm in (4.37) is also a random variable
with the following expected value and variance
E(gn) = Ek(BmAN)TGmBmAN
N 1
N N) (4.59)
(9N 2
vargm km +O(1), (4.60)N N
where
km=l=+rn (4.61)
and 1 is an upper bound for Ioo ( ||x H is the H.. norm of system with impulse
response x).
proof In appendix D.1. K
By using Lemma one, we obtain upper and lower bound for random variable gm
with validation probability Q(a). Next we find the feasible set of gNs for which
Lgm gm Ugm and f/rn is within 4-var(grn) distance of its mean
E(gm) + v/var(gm) gm E(gm) + var(gm), (4.62)
N/-k-- V/k-m
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Therefore,
Lgm< N Ug".(4.64)
1 + y 9m yi _(6
This provides upper and lower bounds on g$ with validation probability greater than
Q(ry/km). Note that practically km in (4.61) is not available. We can choose y as a
function of N such that
lim'y-+o00, lim -+0. (4.65)
N-+0o N-oo VN/
This conditions guarantees the convergence of the upper and lower bound of gN to
each other and at the same time the probability Q(ry/km) approaches one as N grows.
Note that since km is an unknown but bounded number, we know that y/V km grows
as N grows. The rate of growth however is unknown.
4.4.2 Bounds on IIAN 12
For the expected value of IRE, bounds on AN 2 is needed. The estimate of gN in
(4.57) provides a lower bound since
gN < |ANK2  (4.66)
An upper bound for IIAN1 2 can not be provided by using gN, however, for
Z-m+111hH2 , when M < N, we have
M M NN N
i=m+1 i=
1 N
M9M.(4.67)
N
We can choose M, as a function of N, such that
lim M(N) = oo, lim M(N) = 0 (4.68)
N->oc N- oo N
and therefore
M
lim IIhi12 -+ IAN11 2 . (4.69)
N-+ooMN - i=m+1
As a result, for large N, g, can be a tight estimate of ||AN12.
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Corollary 2 For IRE and SIRE, with validation probability of Q(a) and boundary
probabilities greater than Q(%/km), with probability greater than 1-1/032 the bounds
in Theorem 4.3.2 are
)2
k4~h <Ia2 m  ~ m Lg fih (U gmj -IN NN2 +0, +m ug1--M)2g
N - h 2 22N- + N 2(O 2  ±) (4.70)
|I N - h N j2 >( 
.1
m h Lm _ 3m U
max 03a.2 + 1 +A) 2(cr2)2 + m( )
N N 1+ 'Y N 1-
N/N
where Lgm and Ugmn are lower and upper bounds on the unmodeled part of the output
error obtained in lemma 1.
proof The proof follows from Theorem 4.3.2 and Theorem 4.4. K(
Note that when m, the order of subspace Sm, is large enough both IRE and SIRE
can be estimated by Gaussian random variables using the Central Limit Theorem. In
this case the probability of 1 - is replaced by Q(/3).
Rate of Convergence If we choose a, /3 and 'y as functions of N such that
limaN=c, limN=oo, limyN=oo, (4.74)
the probabilities Q(cQ, QQ#) (or 1 -- g) and Q(y/km) go to one as N grows. Also if
lim _= 0, lim = 0, lim N = 0 (4.75)
N2VN ' V 'N
then Ugm and Lgm approach each other as N grows. With these conditions on a,
c and y inequalities (4.70),(4.71),(4.72),(4.73), give tight estimates for the rate of
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convergence of the errors to their limits. In the limit Ugm and Lgm both converge to
max {0, 9|y - ,, - r }. For SIRE and IRE in the limit we have
lim h-hm2l =0 0,-(4.76)
N->oo
lim 1hm =12 max{10 m1Y - mL -(TW[ (4.77)
4.5 Orthonormal Basis
In previous sections we examined estimation of an impulse response of a LTI system
in time domain. Here we generalize the same approach to estimation of the system
impulse response using basis functions. The problem of system identification imple-
menting orthonormal basis is a subject that attracted number of researchers [25, 57].
The main advantage of the following approach, unlike the existing methods, is that
it separates the unmodeled dynamics effects and noise effects in the identification
process.
Consider basis functions ss for representation of the impulse response of length
N. The orthonormal basis functions si are such that
1siW 2 = 1, sfs = 0 i#j. (4.78)
The impulse response of a stable LTI system, T, is represented as follows
T = h(i)si. (4.79)
1
where h is the vector of coefficients of T in the basis. Finite, N, points of input and
output, (yN, aN) of the system is available. The noisy output is in form of
y = T * u + w, (4.80)
where w is a zero mean additive white Gaussian noise. Note that only the first N
taps of T relate N taps of the input to N taps of the output. Therefore, we can at
most estimate the first N taps of T, TiN E RN, using the finite data. We assume that
the bases sis are such that if we choose m of those basis i.e. [si,... , sM], the first N
elements of each si, 1 ; i < m form a orthogonal basis and matrix [(si)f,-.-, (sm)]
has full rank m. To span the space RN, the rest of the bases are [m+1,..] , Hj, such
that the bases of this subspace are orthogonal to the elements of [(sijf,. - -, (sm)f].
Also
lim 9i = s. (4.81)
N- oo
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For the first N elements of T, TN, we have
M N
TN ShN(j)(8 ,)fN + :h N N(4.82)
m+1
and the assumption is that
limT N = T (4.83)
N-*cI
lim hN = h. (4.84)
N+0oo
Therefore the input-output relationship of the system is as follows
Y1 U1 0 -.-.- 0
Y2 i2 Ui --.- 0
_yN 
__UN UN-I 
-- U1 hN( )W
[(si)N... (sm)n (m+N-t (.. )N] [ 2(2)]± 2
Lh N(N) j WNJ
hNN
Am(N) Bm(N)]+W, (4.85)
AN
where h N [hN(),Tm.,hN(m)]T, tN-[hN(m+1),...-,hN(N)]T and
U1  0 ... 0 s1(i) S2(1) ... sm(1)
A2  U - 0 s(2) S2(2) ...- sm(2) (4.86)Am(N)[ . . . .. . . .(.6
UN UN-1 -- U1  s 1(N) s2 (N) ...- sm(N)
U1 0 -.-.- 0 § sm+(1) Sm+2(1) ... SN(1)
Bm2(N)U2 I -..-0 9m+1(2) Sm+2(2) -9N(2 48(2)[[1)= U.I . [ .. . . (48]
UN UN-1 -- U1 m+(N) Thm+ 2 (N) -SN(N)
To estimate TN in the subspace with order m, i.e., the subspace represented by
(s),-..., (sm)t, use the conventional least-square method. We are interested in
choosing the subspace which best represent the true system. The approach is identical
to what is presented in Chapter 3. Here Am and Bm in (4.4) are replaced by Am and
Bm in (4.86,4.87) and the rest of the procedure is the same.
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4.6 Time Series Analysis
Let Y1, yN be the finite sample of length N from a stationary process y, satisfying
the recursion
po qo
y +>aiyn-i = awn+> bn-i] (4-88)
t=1 i=1
where wi is white noise with zero mean and unit variance. This is an ARMA(po, qo)
process and the model is assumed to be stable and minimum phase.
The identification problem is as follows. Given an observed data yN find the
estimates of po, q, a, ai and b. Here we state a similar problem. Since the model is
minimum phase we can rewrite (4.88) in form of
N
yn- >3 - = wn, (4.89)
i=1
or
-Y1 Y1 0 ..-.- 0 ~ ~hi W1
Y2 Y2 Y1 ... 0 h2 W2[2 = . . it] [235+ 1 . (4.90)
LyN _ LYN yN-1 '''Y1 _ _ hN WN_
Then we suggest using the proposed estimation method in this chapter to find estimate
of his. This part is called the denoising step of the estimation. The estimate of h is
hsA for the subspace which IRE is minimized. To find an estimate of the parameters,
po, qO, a, ai and b, we suggest minimizing the distance between this estimate of the
impulse response and elements of family of ARMA models in (4.88). This part of the
procedure is the curve fitting step.
Note that another interesting solution to this problem is given in [37]. It will be
interesting to compare the complexity of the algorithms solving the problem in these
two methods.
4.7 Additive Colored Noise
Consider the problem of identification of a stable LTI system when the additive noise
is colored,
y = H *u+ G * e (4.91)
where G is a minimum phase filter representing the auto-correlation of the noise,
w = G * e, e is white noise with zero mean and unit variance. With the prior
assumption that G or its estimate is available we can generalize the new identification
and quality evaluation method. In practical problems the estimate of G is available
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by experimenting the output of the system with no exogenous input. Note that, in
this case, one method of identification of G is the identification method we described
for the time series analysis in section 4.6.
If the estimate of G is available we suggest first to pass the output through G- 1.
Therefore
G-1* Y = T * (G-1 * u) + e (4.92)
Now we can use the proposed method for finding bounds on the impulse error treating
9 as the output and G- 1 * u as the input.
4.7.1 Input Design
We can design the input such that the filtered input, by the noise related filter G- 1,
is IID. In this case we are able to use the asymptotic result of the IID case. For this
purpose the input can be designed in form of
U = G * v (4.93)
where v is ID itself. Therefore the output of the system is
S= G- 1 *y=T*(G-'*G*v)+e (4.94)
= H*v+e (4.95)
and the identification method in section 4.4 is applicable for identification and quality
evaluation of the system impulse response.
4.8 Zero-Pole Representation
One other application of the proposed method is for identification and order estima-
tion of ARMAX model with the following structure
POq0
yn + 5iYn-i= bun i + w (4.96)
i=1 i=O
where the additive noise w is zero mean with variance U2 . Here estimation of po and
q0 , which represent the number of zero and poles of the system, is as important as
identification of ai and bi. The problem can be considered in form of
where y j and 4' are the Toeplits matrices generated by terms Z> ajyj and
Z? bi i. Note that with this observation the sum of maximum length of a- and
bi can not exceed N.
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4.9 Algorithm for Choosing the Best Finite Num-
ber of Parameters
Assume that the length of impulse response, including a possible delay, is less than
M where M <<N. Using the proposed method we find the optimum length of the
impulse response, which might be much less than M, and the delay associated with it.
First compare all the estimates of the impulse responses of length one. This will need
a search of order M. Next we search among subspaces of order two which include
this element and choose the subspace which minimizes the impulse response error.
This search is of order M - 1. By continuing this method, the maximum number of
searchs is of order M + (M - 1)+ +I - M(-1).
2
4.10 Comparison of the Quality Evaluation Meth-
ods
In this chapter our main goal was to find an estimate of the IRE which is the distance
between the estimate in the subspace and the true impulse response. Here we compare
the proposed quality evaluation method with the methods reviewed in Chapter 2.
Note that all the methods in chapter 2, except one, concentrate on finding an estimate
of the "subspace" IRE. The one method which focuses on the IRE, with probabilistic
assumption on the unmodeled dynamics, fails to separate the effect of unmodeled
dynamics and subspace impulse response estimate. The problems with the prior
assumption on the unmodeled dynamics of that method reviewed in section 2.3.
In MUDP method, section 2.2.2, an upper bound for the expected value of SIRE
is provided. The prior assumption is that there exists an upper bound on norm of
AN12, i.e., IAN2 < _. With such assumption, for all the subspaces of different
order m, mc defined in (4.29) is upper bounded as follows
mC QUax(Di) (4.98)
where o-max(Di) is the maximum singular value of matrix D1 defined in (4.32). As
a result the provided upper bound of the expected value of SIRE is a decreasing
function of m and does not provide a tool for comparison of the subspace estimated,
i.e., the provided upper bound is minimized for the subspaces of order one!. In this
chapter we proposed a method to use the output error and provide bounds on mc
and IlAm 2 for each subspace separately.
4.10.1 Set-membership Identifications
In review of set membership identification, in section 2.3, we concluded that none
of the methods are able to provide "robust convergence" because of the conservative
definition of noise.
The proposed method in this chapter is an H2 identification method. Here we
define the noise in a deterministic setting such that it satisfies more properties of a
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practical additive noise. The method is proved to be robustly convergent for the IID
inputs.
Deterministic Noise
In conventional set membership identification methods the additive noise belongs to
a bounded norm set. However, in general more can be said about the additive noise
by restricting the set with additional constraints on the correlation of the noise with
the input or with itself. Paganini introduces such set descriptions in [35].
Here to bridge the gap between set description and stochastic additive noise, and
inspired by the what Paganini suggests in [35], we check the richness of a set with the
probability that a stochastic noise is a member of set. Lets assume that the additive
noise in (4.1) belongs to the following set, W,
N
W_=vl a<R7 (0) y R(0), jR(T)| K R(O) ,/R(0(4.99)
TF$ 0, R (0) -- R (0)z ya 1 /R<(0)Rf(o)--(Ry (0))2}a I N
where a is a bounded power sequence and
R2(T) = k vvi+ra (4.100)
i=1
Rv(T) = 2fvjvi+ - (4.101)
i=1
The method presented in this section provides the worst-case IRE in each subspace
Sm
sup 1hN _ ANH 2  infhN _ 2(4.102)
wCW wEW
As N grows, an additive white Gaussian noise is a member of W with probability
[Q(a)]N+ 2 and a can be chosen as a function of N such that aN goes to infinity
as N grows 2. Therefore the set W is rich enough since AWGN is a member of it
asymptotically.
2 Each of the N + 2 conditions of the set W are satisfied by AWGN with probability of Q(a)
and since each of the conditions are asymptotically Gaussian and uncorrelated, therefore they are
also independent, so the probability of all the events is the product of the probability of each event
[Q (a)]N+2
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4.11 Simulation Results
Figure (4-6) shows the impulse response used in the simulation, h(n) = .3(.5)n-1 +
3(n-1)(.8) 1 . The input is an IID Bernoulli sequence of ±1 and the noise is additive,
white and Gaussian. Figures (4-7), (4-8) show SIRE and IRE errors. The bounds on
4.5
4
3.5
3
2.5
2
1.5
0.5
0 10 20 30 40 50 60 70 80 90 100
Figure 4-6: The impulse response of the system.
the error are calculated based on the upper and lower bounds given in (4.70),(4.71),
(4.72), (4.73). The solid line in both figures is the estimate of expected value of the
errors
E(I - h )fl2 ) ~ tr(Cm), + m(max{0, -I y -- Q2N N (1 - } (4.103)
E(Ilh - hN)1 2 ) tr(Cm)u2 + max{0, (1 + Y - ^N - (1 -1j2)24. 04)N N Nw
Figure (4-9) shows the simulation results for inputs with different length and fixed
noise variance, ay = .02. Figures (4-10) and (4-11) show the SIRE and IRE respec-
tively for when N = 400, and for two different noise variances, oy = .2, uJw = .02.
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Chapter 5
New Information Theoretic
Approach to the Order Estimation
Problem
In Chapter 3 we reviewed the well-known methods of order estimation. Here we
present a new information theoretic approach to the order estimation problem. We
compare the proposed method with the existing information theoretic approaches.
The advantages of implementation of the new approach are illustrated in this chapter.
5.1 Minimum Description Complexity
An observed data yN, of length N, is a sample of independent identically distributed
random variable yN. The random variable yN is generated by a parametric proba-
bility distribution po(YN) where 0 is an element of a compact set E. Shannon shows
that for any prefix code we have
EO(L(YN)) - HO(YN) > 0 (5.1)
where L(YN) is the corresponding codelength defined by the prefix code. Note that
given any probability distribution q(YN), for which q(yN) $ 0, for all elements of yN
the code with codelength
Lq(YN) = logq(YN). (5.2)
is prefix. Rissanen finds a nonzero lower bound for the distance Eo(L(YN))-Ho(YN))
when 0 is unknown: Assume that q(YN) is defined with a parametric probability de-
fined by a member of closed subset of 8 with dimension m, Sm. Also assume that there
exists an estimator 0sm(YN) for 0 in Sm such that the distribution of vN(Osm(SN) _0)
converges to a zero-mean normal distribution (Note that this assumption is equivalent
to the prior assumption that 0 is a member of Sm). Then Rissanen shows that for
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O = OSm, a member of Sm,
E0 s (L(YN)) - Hos (yN) _ m(1 - E) log N, (5.3)
The inequality is valid with a probability which is a function of c and with a proper
choice of c the probability approaches one as N grows. In Theorem 3.4.2 we proved
that log(N) in this inequality can be replaced with a family of functions of N.
In order estimation problem, as it is shown in figure 5-1, first Osm, the estimate
of 0 in each subset Sm, is calculated. The estimate in all the information theoretic
methods is obtained by choosing an element of Sm which minimizes the codelength
corresponding to the observed data (ML estimate)
Osm = arg min Los,(yN). (5.4)0Sm
Then the goal is to compare these estimates, of different subspaces, based on a proper
criterion and choose the one which minimizes the criterion as the optimum estimate
with optimum order. The main drawback of all the existing order estimation methods
SM
0 
Y
Figure 5-1: Order estimation problem.
is the prior assumption that 0 is a member of Sm.
In the following we introduce a new method of order estimation. Define 0 Sm in
set Sm as
Osg = arg min E(Lo9,(YN))_ Ho(YN). (5.5)
OsmESm
Therefore, the probability distribution generated by 0Sm minimizes the Kullback-
Leibler distance of the true distribution and pos,. We suggest to use this distance as
a criterion to compare the competing subspaces.
The entropy Ho(YN) is a fixed number for all the subsets, therefore, for compar-
ison of the model sets we suggest to estimate the description complexity(DC) of the
random variable yN when 0 S, is used.
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es M
S m eM
Figure 5-2: Order estimation and the notion of information distance.
Definition 5.1 The description complexity of Y imposed by any element of Sm is
defined by
1
DC(O, Os,) N Eo(Losm(YN)) (5.6)
The description complexity of the data imposed by subset Sm is then defined as
DC(O, Sm) min DC(O, Osm) (5.7)
OsmC Sm
DC(0,s) (5.8)
Definition 5.2 The minimum description complexity(MDC) of random variable
yN is attained at
S* = arg min DC(0,96s ). (5.9)
Sm
When the true parameter is not known and the only available data is an observed data,
calculation of this criterion is complicated and might be impossible. The following
theorem provides a tool to estimate 6sm in this scenario.
Theorem 5.1.1 Asymptotically as the length of data grows,
Os (Y N) _ 6Sm (5.10)
where Osm(yN) is the ML estimate of 0 in subspace Sm (in 5.4).
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Proof For the elements of the typical set of 6 we have1
1 H 0(YN) (5.12)N
with probability which approaches one as N grows. Similarly for the elements of the
typical set, with probability which approaches one as N grows
Log,(YN) = {p(yi)(5.13)
z=1
-+ Eelog po5 (YN) (5.14)
1
N o(L (Y N)) (5.15)
Therefore, with probability approaching one as N grows
1 .1
min1mLosm(yN) 
-min m E(Losm (yN)) (5.16)
os ,,N Los. N .N E LsYN) 5.
which proves the theorem. <
Therefore, the estimate of DC of yN is the DC of YN using the observed data
which is defined as
DCsm(YN) 4 DC(0,Ofsm) (5.17)
Here we provide a method of calculation of this criterion for the following order
estimation problem.
Consider the problem formulated in chapter 4. Finite length, N, output of an LTI
system, corrupted by AWGN, is available. Subspace Sm of RN represents one of the
spaces of impulse responses of length m
Y t=iY + wy = h * u + w (5.18)
= hs * u + As. * u + w
= Asmhsm + BsmA,+ w
'Typical set A, (0, N) is defined as
A 6(,N) = {yN 2 -- log He (YN)-N p(YN) < 2 - log He(YN)+N}
The probability of this set when N is sufficiently large is
Pr(A,(0, N)) = 1-c.
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where Asm and Bsm are functions of input u. In each subspace Sm, hsm is the estimate
of h. Use the Shannon coding to describe a codelength for elements of YN using the
estimate of h
1
Lh (x) = log ( )N -sm11
log 2r-2 e ao .(5.19)
The estimate of the impulse response in each subspace is the element of Sm which
minimizes the codelength of the observed data yN. Therefore the estimate of impulse
response is the least-square solution
hsm = arg min y N _ YSy(gS)1 2  (5.20)
gsm Esm
where ysm(gsm) = u * 9sm. The description complexity of random variable yN in
(5.17), which is generated by h, using distribution ph5 (yN) is
1
DC(h, hsm) -= IEh( LA(YN)) (5.21)NM
log V27rai+ E QY 2  smHlog e
where Psm = a * hsm. This leads to the calculation and comparison of
1 1 2) 12
--E(||Y ~Eh (||IAs.hsm + Bsm Am + w - Asmnhsm|2)1(5.22)
N N
1 a.2
|Asm (hs - hs ) + Bs,A.| 12 .
N ~m~mmQi&N
for different subspaces. Therefore we conclude with the following theorem
Theorem 5.1.2 For the LTI model in (5.18), consider the compact set 0 which
is the space of possible first N taps of the impulse response and Sm's which are the
closed subspaces of order m of 0. The MDC, defined in (5.17), is attained for
S*(y) = argrninI|lAsm(hsm - hsm(yN)) +BsmAm||2 (5.23)
where hsm is the least-square estimate of h in (5.20). Bounds on j kAsm(hsm -Asm) 2
can be calculated similar to bounds on SIRE, |1hsm - hsm||2 which is provided in
section 4.3. Also estimation of JjBsm/tjj2, using the output error, is provided in
section 4.3.1.
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Definition 5.3 If the input u of the LTI system in (5.18) is stochastic, the descrip-
tion complexity of yN imposed by elements of Sm is defined as
DCu(h, Asm) A EUDC(h, hsrn) (5.24)
1
UEEh(Lhs(yN)) (5.25)N
For IID inputs, the properties of Asm and Bsm are studied in section 4.4. In this case
we have
-E- PYsN m 2) kIAs(hsm - hsm)11 2(1 + 01(k)) + (5.26)N N N
-j1BsmAm112(1+02(4)) +
N N N
and the expected value with respect to the input, ignoring 0(.) terms, is
1 1 'IIDAII2+,
.- EuEh(IIY1N s 2) = llhs2 A -11 E Bs2±m2 W
N NUN
= |h - hsm ( +O-) (5.27)
N N
Which is calculated in chapter 4.
Theorem 5.1.3 For the LTI system in (5.18) with IID input of zero mean and unit
variance the MDC, defined in (5.17), is attained for
1
S*(y) = arg min-EuEh(Lj, (Y)) (5.28)
sm N (
= argminl1h - AS|112(1 + (k) ± + . (5.29)
Sm N N
Therefore as we show in chapter 4 the rate of convergence of the distance error in
(5.17) is not just a function of m and N but also a function of unmodeled dynamics
which can be validated by the use of output error.
The proposed method in this section calculates the description complexity of YN
for the family of Gaussian distributions and when the estimate of impulse response
is provided by the least square method. However, the method can be generalized for
calculation of the description complexity of yN even if the additive noise w is not
Gaussian.
5.1.1 New Minimum Description Length
"One should not increase, beyond what is
necessary, the number of entities required to
explain anything"
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Occam's razor is a logical principle attributed to the medieval philosopher William
of Occam. Applying the principal to the statement above, the main message is
"The simplest explanation is the best"
The principle states that one should not make more assumptions than the minimum
needed. A computer scientific approach to this principle is manifested in Kolmogorov
complexity. Let y be a finite binary string and let U be a universal computer. Let
1(y) denote the length of the string y. Let U(pg) denote the output of the computer
U when presented with program pg. Then the Kolmogorov complexity Ku(y) of a
string y with respect to a universal computer U is defined as
Ku(y) = min l(pg) (5.30)
pg: t(pg)=y
The complexity of string y is called the minimum description length of y. For any
other computer A we have
Ku(y) < KA(y) + CA (5.31)
where CA does not depend on y. This inequality is known as universality of Kol-
mogorov complexity. The minimum description complexity method we described
previously deals with averaging the description length of a set Y. Kolmogorov com-
plexity is a modern notion of randomness dealing with the quantity of information in
individual objects; that is "pointwise" randomness rather than average randomness
produced by a random source.
Consider the order estimation problem for the LTI system which we discussed
before. The output of the system is given in (5.18). Inspired by the Kolmogorov
complexity and notion of minimal description length of string y, we want to search
for the subspace which provides the minimum description length of the "data". In
each subspace Sm the description length of y is described as the minimum codelength
which can describe y by an element of Sm. For the codelength in this probabilistic
setting the Shannon coding method is used, therefore
DLs.(y) = min --log f (y; g) (5.32)
gESm
= -log f (y; hsm) (5.33)
Note that in this scenario the probability distribution defined by each OS. is a Gaus-
sian distribution with output of form
YSm = g * u + w. (5.34)
where the mean of the random variable is g * u, g E Sm and variance of the additive
noise is a'. Therefore the least square estimate of h in each subspace provides the
DL of the output in that subspace
_ 
_ 
N I -
1 2
DLS, (y) = log ±27ro 2- log e. (5.35)DLm(V ( W)cxoi
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But comparison of this description length for different subspaces always leads to the
choice of Sm with largest possible order, SN for which the output error is zero!.
To avoid this problem, in two-stage MDL, Rissanen introduces the codelength
which describes elements of Sm as well. Here the assumption is that the length of the
code describing any element of subspace Sm is the same and is of order
log(N) (5.36)
Therefore the total codelength describing y in subspace Sm is the codelength describ-
ing hsm in (5.36) plus the description length of the output given this estimate from
(5.35)
m 1
DL- (y) =- log(N) + log (5.37)
m 2 fsm(y;)hs)
Choosing the description length of elements of Sm, 6 sm, by codes of length H log(N)
seems to be an ad-hoc method. Partitioning the subspace Sm can be done with
any other descritization per dimension factor other than log(N). For this reason we
believe that the codelength for all elements of SN and its subspaces is the same.
Another method of achieving this description length is given in [38]. It is argued
that the codelength in (5.37) is optimum since it can achieve the lower bound in the
inequality given in (5.3). However, as we discussed before, log(N) in this inequality
can be replaced by a family of functions of N. This implies that log(N) in describing
the description length can be replaced by that family of functions of N.
The comparison of the codelength in (5.35) fails because of the following argument:
Minimizing the description length in (5.32) is the same as
arg min - log f (y; g) = arg max f (y; g) (5.38)
gES, 9ESm
which provides the ML estimate of h in each subspace. As we discussed in previous
sections the ML estimation always points to a member of SN, which has the highest
possible, as a perfect candidate. For example in the Gaussian case minimizing the
codelengths is equivalent to minimizing the output error I y -ysm|I which happens for
a member of SN for when the error is zero. Therefore comparison of the codelength
describing y itself in each subspace is not a proper tool for comparison of the estimates.
Here y is not the string of "data", y is the data which is corrupted by an additive
noise. Therefore we believe that the codelength of the "noiseless output" in each of
these subspaces is the proper criterion.
To follow the Kolmogorov complexity is to compare the codelength which describes
the noiseless output g in each subspace. Therefore the new description length is
Definition 5.4 The description length of "data" in subspace Sm is defined as
DLs (y) = - log f (y; hsm) (5.39)
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-log 1 Ne 2ot. (5.40)(27rcr)
Comparison of such description length for different subspaces leads to comparison of
the reconstruction error
Th Ism -1 2  = 1Asmhsm - (Asmhsm + BsmAsm)W12  (5.41)
In chapter 4 the goal is to find the probabilistic bounds on the impulse response error
hsm - hN 2, by using one sample of the output error LI1Qs - Y11 2 . We suggest to
use the same approach for estimation of the new description length.
For IID inputs, the properties of Asm and Bsm are studied in section 4.4. For such
inputs
1 |s- _1|2 =(1+ O(1))|htsM - hN 2  (5.42)N
Therefore the impulse response error can be used in describing the code length of f.
Note that comparison of the DC in (5.21) and the new DL in (5.40) in this scenario
are the same.
5.2 Comparison of the Order Estimation Methods
In this section we compare the order estimation methods for when the input is IID.
AIC, BIC and two-stage MDL for each model set Sm are given by
1 1 -s 
-112  M
AICsm(Y) = -- log( e 2,7) + . (5.43)N F N
1 1 1 -iSt'2gY1 2 )log N
BICs . (y) = DLs, (y)= log( e 2,2 ) + m -(5.44)
N N ( N k( 2w U)N 2N
Using the new information theoretic approach, section 5.1, the description complexity
of Y is
DCs.(y) = log( e ). (5.45)N /27ra
We also showed that comparison of this description complexity for IID inputs is
similar to comparison of
l1h - N -h rN 2 , (5.46)
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for different subspaces. In chapter 4 we provided bounds on this error using the
output error. We showed that with validation probabilities Q(a), and Q(7/km) 2 and
with probability Q(3) 3
N 2<hm -- |2
m 2
mm Ugm #v3 Ug_
--
___+ (1_+_-)_+_2___+_ (5.47)
)2
v/K
mX U, 2 Lg m _ 2 4 Ugmmax{_i +±+1±)+ N w j-4t+)2}
N N 1 " N
where
2c 2  2 / v a 2m m 3Ugm = xm+(N 1)in+ +x -w.N & NIN (5.48)
and xm = IlIly - PsmII and m = (1 - )2. The conditions on a and / and i are
given as follows
aN 2 1 - m2 ),)
N w
lim aN = 00 , lim N 00 lim IN = 0,N--oo N-*ox N-+o
lim N =0 , lim N , lm 7=10.7VNAN->co N N-+oo N
(5.49)
(5.50)
(5.51)
The expected value of impulse response error(IRE), with validation probabilities Q(a)
and Q(7/km), is
m 2 m Ug)
N N I V7 (5.52)
In the following sections we elaborate the advantages of the new information theoretic
approach over the existing ones regarding issues such as unknown additive noise,
consistency and sensitivity to the signal to noise ratio.
5.2.1 Additive Noise Variance
In practical problems the variance of the additive noise is usually unknown. The
existing order estimation methods MDL and AIC suggest to find the variance of noise
for each subspace separately. Since the unmodeled dynamics effects are considered as
2 km is defined in (4.61)
'Here we replaced 1 - with Q(3). This is valid for when the Chi-squared distribution of the
impulse response error can be approximated with a Gaussian distribution. The approximation is
possible for large enough m.
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a part of the additive noise effects, for each subspace the estimate of variance is
W (Sm) =2 YSm -- y(5.53)
In this case the AIC and MDL are calculated in [32]
AJCsm(y) (1+ )I N ,1(5.54)N N
log N ||ps--y
MDLsm(y) (1+ m N mY1 (5.55)N N
In [59] calculation of AIC and MDL with unknown variance is expanded for the multi-
output problems. Extension of this criteria for when the additive noise is not white
shows some drawbacks in [64] in practice.
In calculation of the new information theoretic methods, MDC or new MDL, since
the effects of unmodeled dynamics is separated from the effects of the additive noise,
one estimate of variance has to be used for all the subspaces. We suggest to use the
variance estimate obtained for a model set with high enough order M, M << N.
Therefore, the estimated variance for all model sets is
&2 1 S _ -- y 112.(5.56)
W N
The choice of M is experimental and such that the minimum description complexity
is minimized.
5.2.2 Consistency Issues
The order estimation method is consistent if as N grows the method chooses the
true model. Assume that the impulse response has finite length M and the order
estimation method picks Sm* (N). the method is consistent if
lim m*(N) = M, lim hs *(N) = h, (5.57)
N-+N N+N ()
Given the structure of AIC, MDL and BIC in (5.43),(5.44) we can propose the fol-
lowing question. Consider the family of criteria in form of
N S ±m-2 + Mawf (N). (5.58)
N
For what family of f(N)s is this criterion consistent? We know that AIC is obtained
with f(N) = which is not a consistent method. Also MDL and BIC are obtained
with f(N) = log(N) which makes the criterion consistent. In [23] Hannan suggests to
use f(N) = loglogN, which decreases faster than f(N) in MDL and still provides a
consistent method.
The consistency of AIC and MDL has been investigated in a wide range of liter-
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ature. The problem of overmodeling of these methods in some practical applications
are shown in examples in [31]. Also the consistency issues for the multi-output sys-
tems (sensor array) in practical problems are investigated in [13].
Here we check the consistency from a new perspective. For large enough m if the
unmodeled effects is almost zero, AIC provides an estimate of E(Ilsm -- i12). In
this case we can show that MDL is estimating an upper bound for this error which
contains the error variance as N grows. Based on our method of estimation of IRE,
as N grows, this upper bound is valid with probability one.
In the new approach, we showed that the choice of a,/), -y plays a major role in
defining an event. We are comparing not just the estimate of the expected values
but comparing events in different subspaces. Therefore the consistency of the new
method is guaranteed as long as the validation and confidence region probabilities go
to one as N grows. The sufficient criteria is satisfied by choosing a, / and y based
on conditions given in (5.50) and (5.51). For example, if a = oz = = 0 the estimate
of error (5.52) is ,
E(hs -- hN 2) ±(1+-)m)( p 2 -- (1- ) (5.59)N w N \N m  N w)
(1 T lI 1 1  n ,m2 21 m + 2
(1+N)NIsI-Iy|| NW N 2 w + (5.60)
We know that this choice of the parameters result an inconsistent method since the
variances of the random variables are completely ignored. When m > M, then
M(L || -y NI|2 ~ g and
Y N Yrm112 N W
E(l|hs-hNI2) 2rn2 +IIs - y 2 o$+ (5.61)
Interestingly with this choice of a, / and y this estimate of IRE is the same as AIC.
On the other hand the choice of a2 = / == log log N satisfies the sufficient
conditions and provides a criterion which leads to a consistent method.
5.2.3 Thresholding
Information theoretic methods attempt to "determine" the length of the impulse
response. In most practical problems, the impulse response does not have a finite
length and we require to detect the minimum number of taps of the impulse response
which represents the "significant part" of the impulse response. Implementing the
MDL method in this situation, provides an estimate for the length of the impulse
response which is very sensitive to the variation in signal to noise ratio(SNR) ' and
to the length of the output [30]. When the length of the true impulse response is
infinite, the consistent methods, such as MDL and BIC, point to a higher and higher
length for the impulse response as N and/or SNR grows. Some related practical
4SNR= 10 logl 1 +12
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problems of the information theoretic methods are addressed in [60] and [7].
To overcome the consistency problem for when impulse response length is infinite
we propose implementing the new information theoretic method of order estimation.
With this method we can avoid this consistency problem by using a threshold for the
impulse response error. If a threshold e is used for the minimum acceptable IRE, then
we choose the smallest m for which Us_ < 6. An example of this approach is given
in the simulation section.
MDL Thresholding
Can thresholding be used for two-stage MDL? In order to make the description length
in (5.37) a valid codelength corresponding to a prefix code, which satisfies the Kraft's
inequality, in [38] it is suggested to add a normalizing constant C(N) to the description
length
1
DLsm(y) = m log(N) + log + C(N). (5.62)
fsj (y; hsm)
It is argued that as N grows C(N)/N -+0.
However, note that as N grows the factor mlog(N) also goes to zero. For any fixed
lC(N) might be comparable with mlo(N) Calculation of this normalizing factor
is not trivial and it is not provided. Because of the structure of the DL we believe
C(N) is a function of the noiseless output Y-. Since C(N) is a fixed number in the
comparison of different subspaces this term is ignored in the MDL method. However,
since C(N) might change for different order estimation settings, for example with the
change of Y, implementation of threshold is meaningless for this criterion. Note that
the problem of calculation of C(N) is consistent in definition of other existing MDL
methods.
In previous section we suggested to use thresholding for the comparison of the
description complexity. Here we prove that the use of threshold also is meaningful
for the new proposed MDL method. Assume that for any problem setting the des-
critization in output space Y is the same. We prove that the new description length
itself is a codelength which is uniquely decodable. The new DL satisfies the Kraft's
inequality by adding a normalized factor. The normalizing factor is not a function of
y or 9 but a function of the order of subspace and descritization of Y.
Theorem 5.2.3 The new description length, defined in (5.40), satisfies the Kraft's
inequality when a normalized factor C(N) is considered
1
DLsm (y) =log 1 + C(N). (5.63)
fsm', ; hsm),
where
1 (N-m)C(N) = Ln(J m  27rcr ). (5.64)Ln2
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Note that although C(N) is a function of m, with a proper choice of a, / and 7,
C(N)/N goes to zero much faster that the terms in the estimate of log 1 and
it can be ignored for large enough N. fsm(q;hsm)
Proof The
defined as
codelength defined for the descritized version of y, yd( ) using Osm is
DLASm(yd(j))(tO -- INt-i ( 2 2D~hs~n =y-log ~2wo%)a N
1 _ f-qdsM112
Ln( 2 )Ln N22 e 2wL (2) 27ro-a?
(5.65)
(5.66)
To check the Kraft's inequality for each code word of length DLAs (yd(i)) (9) we have
to show that
D-DLhSrn(yd W)) < I (5.67)
where D is the size of alphabet resulted from descritizing the output space Y. Equiv-
alently we can check the following inequality
>e DLs () LnD < 1 (5.68)
we know that
-DLASm()(LnD -DL'smnm(y))LnD
SNe(Vl2--oN
Note that
2cr
/27ro a et ( 2'7rU2)ome
where 6 is the precision per dimension in space Y, or equivalently in space of additive
noise W. From chapter 4, the error y - Ps,,. is such that
m emI 1 2-4 2r11dy= (5.70)
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LnD)Ln2
2htdy (5.69)
1 _ 1PYS-rsm'
W) N e w dy
V27ro
N-m
(DL (d())(P)- Ln( (N-m))))
i (~ s(d~)() \ n6~27cw <1 (5.72)
Hence the normalizing factor is L-!Ln (6/2-2(N-m).0
5.3 Simulation Results
We use the microwave radio channel, chanl0.mat, which is available at
http://spib.rice.edu/spib/microwave.html.
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sponse.
part of the first 60 taps of a microwave radio channel impulse re-
Figure (5-3) shows the real part of the first 60 taps of the impulse response. The sim-
ulation result for N = 300 and SNR=10db is as follows: rh(AIC)=34, r^(MDL)=32.
The new proposed criterion selects m* = 33. Figure(5-5) shows the upper and lower
bound on IRE for N=800, SNR=90db. The bounds on the error are from (4.70),
(4.72) with a= 7 = log log N. The solid line is the estimate of expected value
of IR.E, E(lh -- hN)f12 ), when a = 0.
In this case all the methods select an impulse response length which is larger than
130. With higher SNR and/or longer data sample, all the methods choose a larger and
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(5.71)
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*Y N 2Figure 5-5: line: Impulse response error, hn - h 112, for SNR=90db, N=800-
Upperbound and lowerbound of IRE. Solid line: Estimate of E11h N - hl 12M 2,
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response error, 110 -hl 12) for SNR=10db, N=300-
of IRE. Solid line: Estimate of Ellh N - hl 12
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larger length for the impulse response estimate. However, if we choose a threshold for
the IRE to be 10--3 , the new criterion selects m* = 35. With this threshold m* < 35
when SNR grows and/or the length of data gets larger. Counting for the delay of
the system, with the same threshold, the proposed method chooses the 10 taps of the
impulse response estimate from 27 to 36 for modeling the system.
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Chapter 6
Signal Denoising
The problem of estimating an unknown signal embedded in Gaussian noise has re-
ceived a great deal of attention in numerous studies. The denoising process is to
separate an observed data sequence into a "meaningful" signal and a remaining noise.
The choice of the denoising criterion depends on the properties of the additive noise,
smoothness of the class of the underlying signal and the selected signal estimator.
In this chapter we review some of the important existing denoising methods:
The pioneer thresholding method of wavelet denoising which was first formalized
by Donoho and Johnstone [11], the thresholding method proposed in [29] and the
normalized minimum description length approach [43]. We propose a new denoising
method based on MDC. Calculation of MDC in this case is very similar to the calcula-
tion of MDC for system identification which was proposed in chapter 4. We illustrate
the benefits of implementation of the new method over the existing methods.
6.1 Problem Formulation
Consider noisy data y of length N,
y(n) = p(n) + w(n), (6.1)
where 9 is the noiseless data and w is the additive white Gaussian noise with zero
mean and variance or'. Data denoising is achieved by choosing an orthogonal basis
which approximates the data with fewer nonzero coefficients than the length of the
data. Consider the orthogonal basis of order N, SN. The basis vectors si, s2, - - -, SN
are such that j1s 12= N. Any vector of length N can be represented with such basis.
Therefore, there exists h = [h1 , h 2 , - , hN] such that 9(n) = EN s(n)hi. As a
result the noisy data is
N
y(n) = >s(n)hi + w(n). (6.2)
i=1
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The least square estimate of each basis coefficient is
T 1 T
I s Ty N = hi + N--sTW (6.3)
N 'N'
where yN = [y(1), y( 2 ),. -, y(N)], the observed noisy data, is a sample of random
variable yN. The benefit of using a proper basis is that 4siw is almost zero as
N is assumed to be large enough and we hope that there exist a large number of
basis vectors for which hi = 0. Therefore, the estimation of the noisy signal on
this basis has the advantage of noise elimination. For such reason conventional basis
denoising methods suggest choosing a threshold, -r, for the coefficient estimates h's.
The denoising process is to ignore the coefficient estimates smaller than the threshold
_ 
1 TN 1N T Nif 1HS.YKT 7
hi=N N N NZ
i= 0, if N (6.4)
and the estimate of the noiseless signal is
N
QN) Zs(nhi. (6.5)
i=1
A very important factor in finding the optimum threshold is the behavior of the mean
square reconstruction error
kE( N _ N 2) (6.6)N2
6.1.1 Wavelet Thresholding
The classic paper [11] provides an upperbound for the mean square reconstruction
error in wavelet denoising by solving a min-max problem. Assume that the wavelet
coefficients of signal y are hiks,
h =Sy (6.7)
where wavelets Sik denotes the (i, k)th row of S. The vector h has N = 2+1 elements.
The wavelet basis is sik which is generated by a mother wavelet q. for io i ; I -
N1s k1i) 2i/ 2 q2tt - k) t = j/N (6.8)
This approximation improves with increasing N and increasing i1 . The orthogonal
properties of the wavelet is such that y = STh. If h is the coefficients corresponding
to the noiseless data 9, we have
hi,k = hi,k ± Zik, (6.9)
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where z = Sw is additive white Gaussian noise with the same variance of w, cr%. The
main assumption is that very few wavelet coefficients contribute to the signal, i.e.,
the signal is piecewise smooth.
To find the optimum threshold the following procedure is suggested. Without
loss of generality and to simplify the calculations, the wavelet notation is changed to
the vector representation introduced in the problem formulation of the last section.
Therefore, the estimate of a wavelet coefficient is
hi = hi + z (6.10)
where zi is additive white Gaussian noise with variance a, . The following soft thresh-
olding method with threshold level r is used
hi(r) = q(h,r) = sign(h)(Ihj - )+ (6.11)
The goal is to find an estimate for
E(|lfl(r) - h11 (6.12)
A min-max solution to the problem is proposed as follows. In [11] it is shown that as
N -+ oo
E(|IH(T) - I11)
inf sup ~Nm c 2 2logN (6.13)
h(-r)h i + L min(ii,=2)
where the infimum is obtained for the optimum threshold
r=r-, 2logN. (6.14)
Note that the method eventually is not able to provide an estimate for the recon-
struction error. But it introduces a function of T, f(r) = (T + El min(hI, o,) and
provides the T for which the ratio of "reconstruction error/f (T)" is optimized in a
min-max setting.
6.1.2 Estimation of Mean-square Reconstruction Error
In [29] an estimate of the mean square error as a function of a given threshold is
provided heuristically. Consider an orthonormal basis with basis functions sis. The
estimate of coefficients are provided with the least-square algorithm in (6.3) and the
thresholding method with level r in (6.4) is used. An estimate of error is provided
based on a heuristic method. It demonstrates that for a class of signals the pro-
posed threshold by Donoho and Johnstone, c-, 2log N, does not provide the optimal
threshold.
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6.1.3 MDL Denoising
Instead of focusing on finding a threshold one can compare the signal estimate in
different subspaces of the basis. Choosing a subspace to estimate the data is equivalent
to setting the coefficients of the basis vectors out of that subspace to zero without
thresholding. MDL denoising is the first method which approaches the denoising
problem with this idea. In each subspace it calculates the defined description length
of the data and suggests to pick the subspace which minimizes this criterion.
Rissanen suggests using the normalized MDL for the denoising problem. We
briefly reviewed the normalized MDL in section 3.3.4. In each subspace Sm, hSm, the
least-square estimate of h, is obtained. Also an estimate of the variance is calculated
as follows
&2 = k1yp-- sm112. (6.15)WN
In each subspace of the basis, Sm, the criterion is defined as
fNfsm (yN; As (SN), 5 2 N(y))
fZ(Rag() fsm h.z; s(z), C4(z))dz
where
Z(rcS) = {zjh% (z)Esmhsm(z)/N <; R,& ;>I}, (6.17)
and Esm = A' As. where Asm is the matrix whose columns are the bases of Sm. It
is said that r and co are chosen such that the ML estimates fall within S(r, o).
The normalized description length in (6.16) is claimed to be the solution to the
min-max problem
fsm,,(x ih s,,,(x), &2 (x))
min max Lnf(6.18)
q x q(x)
The approach is considered as a result of the universal coding of a single message
proposed in [47].
6.1.4 The New Approach
Similar to MDL denoising approach, we investigate on estimation of a criterion which
is defined for the subspaces of the basis. For each subspace Sm, hsB denotes the
estimate of the coefficients in that subspace. Our goal is to find an estimate of the
coefficient estimation error in each subspace, I1h - hsm1I. Note that, as a result of
the Parseval's Theorem, this error is the same as the reconstruction error for each
subspace
1h - h 2 j=N 19 mN- 6N9
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Because of the additive noise the coefficients error is also a random variable. The
objection is to compare the worst case behavior of this error in different subspaces
probabilistically. The best representative of the signal is then the signal estimate of
the subspace which minimizes such criterion. In the following section we describe the
method in detail. The first step is to probabilistically validate the error caused by
the elimination of the basis vectors out of the subspace. Next we estimate both the
mean-square and the variance of the coefficients error. The approach is similar to the
quality evaluation method for impulse response estimate of the LTI system which is
proposed in chapter 3.
6.2 New Denoising Method
Consider a subspace of order m of the orthogonal basis, Sm. We want to estimate the
error of coefficient estimation in this subspace,|h - hsm I12. Given the noisy data in
(6.1), we suggest the following procedure to estimate the error: For the subspace Sm,
matrix Asm separates the basis vectors as follows
y(l) 1
Y(2)hsm,
y(2) =As. Bs,][] +w (6.20)
y(N). 
.
where columns of Asm are si C Sm, columns of Bsm are basis vectors which are not in
Sm, si E Sm, and hsm is the coefficients of the noiseless data yN = [(1), ... (N)]T in
Sm. The least square estimate of coefficients in each subspace using the noisy data is
1 IV1Thsm = I-AT y N =hsm+IASw. (6.21)
m N S rN m
Therefore, for the subspace error we have
1
I|I s-hsm = 12N2 IA mW11 (6.22)
-hs-h 12= 1hsm - hs , 12+HI.As . (6.23)
The additive noise has a normal distribution of N(0, or2 ). Therefore, yN is an element
of a Gaussian random variable yN and hSm is also an element of a Gaussian random
variable Hsm. Both errors in (6.22) and (6.23) are Chi-square random variables.
Expected value and variance of coefficient error Zsm = I|Ism -- h 1 is
E(Zsm) = EIks. -- hII| =mi+|Am (6.24)
22m2
var(Zsm) = varltsm -- hI12 = N 2 (43)2. (6.25)
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If the norm of the discarded vector coefficients in each subspace, IAsm 2, was known,
how do we choose the subspace which best represents the data? The suggestion is
to compare hsm - hl 1 of different subspaces. If we compare subspaces with the
same order, m, the error random variable in each subspace has the same variance of
N2 (UWi2 Therefore, we can only compare the expected values of the error and pick
the subspace which has the minimum |Asm. The expected value of the error has
two components, one caused by the noise and other by the ignored vector coefficients.
The tradeoff between the noise related and the ignored coefficients related parts min-
imizes the expected value of the error for some m. This is called the bias-variance
tradeoff method. Here we argue that ignoring the variance of the random variable
can be problematic. For example, what if we are comparing two subspaces with dif-
ferent orders? Instead of comparing only the expected values, lets compare an event
happening in each subspace with same probability. In this case both expected value
and variance of the random variable might be involve in our decision. Assume that
for a particular fn the expected value of error is minimized. Therefore, the expected
value for the subspace of order it - 1, Es,,, is larger than Es. However, the vari-
ance of the error in S,_. is smaller than the variance in S. Therefore, when we are
comparing two events in these two spaces, which occur with the same probability, the
worst case error might be smaller in space Sei than in S.
The event, we consider in each subspace, is that the random variable zsm
ism - hl 1 is around its mean with a given probability P1
Pr{Zsm - E(Zsm) < DsJI = P1. (6.26)
Therefore, Dsm is a function of ||Asm , a, m and P1, and for each subspace Sm
with probability P1 the error is between the following bounds
m 2 1
-a + |Asmf 2 +Dsm(P1,ow, m,H||AsmJ). (6.27)
Nw
To find the optimal subspace we suggest to choose the subspace which minimizes the
worst case error with the probability P1,
S* = argrmin{E(Zsm) + Dsm} (6.28)S,
= arg min{ 2 i+ Asm|1 +Dsm(P 1, wi, Asm,1)}. (6.29)
sm Nw
In the example we discussed previously, the variance of error in Sf_. is lower than
the variance in S. Therefore, Ds,_ 1, which depends on the variance, might be less
than Dsfn and the worst case error in Sr_1 might be less than that of Sf. It is
important to mention that since the variance of error is of order N,for large enough
N we are able to pick P1 close to one and still have a bounded number for Dsm. We
will discuss this issue later in detail.
So far the argument was with the assumption that IjAsm| is known. In our
problem setting, however, |IAsmII is unknown. To use a similar approach, we next
suggest a method to probabilistically validate IIAsm| using the observed noisy data.
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Estimation of I Asm11
In each subspace the data representation error is
,N N| 2  = fBs.As, +Gsmw|I2
= J(Asm + v)I12 (6.30)
where rN{ = Asmhsm and Gsm = (I-kAsmA ) = 4BsmBT is a projection matrix.
Therefore, Gsm w = v where v 's are independent Gaussian random variables. Note
that using the Parseval's theorem we already know that
1 1NI - j N 11 1-1 B T N 2 ''2
N WSm2 "N Sm Y 2 g." h1IK(6.31)
The data error Xs, = k| - .sm|1 is also a Chi-square random variable for which
E(XsB) = (1 -Nm)o ± K + s7 2  (6.32)
and var(Xsm) is
-( F_ ' U ( I N_ ) U.2j + 2I1A sm |12). (6.33)
Given the noisy data, one sample of this random variable is available. We call this
observed error Xsm. Note that the variance of the data error is of order ± of itsN
expected value. Therefore, one method of estimating ||Asm is to assume that this
one sample is a good estimate of its expected value,
2 smN| ~ Xsp -- (1- $)W, . (6.34)
This can be a convenient method of estimation of I|As| when N is large enough.
However, since we want to use the estimate to compare the different subspaces, we
have to be more precise in the estimation process: Each Xsm has a different variance
and the confidence on the estimate is different for each of the subspaces even as N
grows. So how "relatively" close we are to the estimate in each subspace is very
important. As a result we suggest the following validation method for estimation and
comparison of IAsmI' in different subspaces.
The Chi-square probability distribution of the data error is a function of IAsm
and the noise variance, i.e., fxsm (xsm; m, oI|As I). We suggest validating I|As|I
such that Xm is in the neighborhood of its mean with probability P2, i.e., validate
fxsm(xsm; m,ow, lAsmi), and therefore, IIAsm[I, such that
Pr(IXsm -- E(XsI) I Jsm) = P2. (6.35)
The bound Jsm is a function of IIAsmII O, m, and P2, Jsm(P2, U2, m,IIAsmII).
Therefore, for each subspace Sm, with validation probability P2, we find Usm and
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Lsm, the upper bound and lower bound on IJAsm, Lsm |Asm| 1< Us.
Subspace Comparison
Using the estimate of JjAsm|| from the previous section, we can estimate the worst
case error criterion in (6.28). The validation part finds bounds on I|Asm|. Therefore,
we suggest to pick m* such that
S*= arg min max {E(Zsm)Sm IAsm|E(LSmUSm)
+ Ds.(Pl,-w, mHIIAsm)}. (6.36)
The worst case estimate in each subspace is given with confidence probability P1 and
validation probability P2. The confidence region of error here is between
bsm = max {E(Zsm) + Dsm}, (6.37)
1ASmHC E(LSm Usm)
and
asm = min{O, mi {E(Zsm) - Dsm}}. (6.38)
KX~smHCj(Lsm .Usm)j
Note that one choice for Jsm in (6.35) is Jsm =/3varXsm. In this case using the
Chebychev inequality we have
1 1
P2>1--- or < <(6.39)
-- 02 --- I-P2
which shows how / and P2 are related. How close / is to _ depends on the
distribution of the error in each subspace.
6.2.1 Gaussian Estimation
In both the probabilistic and validation part we use the table of Chi-square dis-
tribution. However, in this setting we can use the central limit theorem(CLT) to
approximate the Chi-square distributions with Gaussian distributions. This gives us
the advantage of finding a mathematical expression for the error bounds and worst
case error (6.36),(6.37), (6.38) as a function of P1, cr, m, P2 and the observed noisy
signal.
Data Error and Estimation of Asm
The data error (6.30) is of form
1 yN jN _ 12  11AS+V112
N I Y m, 2
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N-rm
= ( + vi)21(6.40)
i=1
a
2
where vi's are zero mean white Gaussian random variables with variance !. If N - m
is large enough we can estimate the Chi-square distribution of the data error with
a Gaussian distribution. For a Gaussian random variable X with mean mx and
variance ak we have
Pr(mx - aoUx < X <,mx + ao-x) = Q(a), (6.41)
where Q(a) = f_ %e- 2 /2dx. For the data error, Xs H= Y -- sm|11,
E(Xsm) = m +5m, (6.42)
var(Xsm) = 2 mW(m,+ 2m 6 ), (6.43)
where mw = (1 - 2)o% and m6 = I AS j . Using the one observed data error given
the noisy data, Xsm, with probability Q(a) we have
xsm- (mv + ms )j<a 4ms + ,(6.44)
where vm = 2m = (l-m)24
Lemma 1 Validation of (6.44) for feasible IIAsmIs provides the following upper
and lower bound for IAsm
Ls <IAsm|K < Us8 , (6.45)
where
* If XSm _ (m. - as/i-j), there is no valid I Asm| given the data.
* If (m -c- v ) xsm5 (mW + a/[),
Ls, = 0 (6.46)
Usm = XS' -- mW + 2a 22+Ks,(c). (6.47)
where
Ksr(a) = 2a 2 +o m.(6.48)\/K N 2
" If (MW + av/ig ) < zS",
Ls = xsm - mw + N -' Ksm(a) (6.49)
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2oa 2
USm=xsm- m-w+ N±* + Ksm(a) (6.50)
Proof In Appendix C.3. <
Note that to avoid the first case a has to be large enough such that
> N M -X s"
2 ( NNm ( .Q (6.51)
~V2-(N - mWN a
Comparison of Subspaces
For the error in each subspace Sm, Zsm = - lsm - hl 2 , in (4.7), we have
lhsm - h 2 =I= IAsml+ ± U2,(6.52)
i=1
where uis are zero mean white Gaussian noises with variance . If m is large enough
we can estimate the Chi-square distribution of the error with a Gaussian distribu-
tion. Then the probabilistic bounds on this error are provided as following. With
probability Q() we have
Zsm - E(Zsm)l < varZsm. (6.53)
The bounds on expected value and variance of Zsm, in (6.24) and (6.25), can be
calculated by using the bounds from lemma one. Therefore, the worst case error
bound in subspace Sm with probability Q(3) and validation probability of Q(a) is
m 2 9 2m 2
E(ZsN) + Ds.. o + Usm "+ A 2 o.(6.54)
Theorem 6.2.1 If both random variables Xsm =|smy-fyl 2 and Zsm = shmhI2
are estimated by a Gaussian distribution, then the optimum subspace in (6.36), is
provided by
m 2m 2
S* = arg mintfaw + Usm + # N 2  }, (6.55)SNN2W
where Usm is provided by lemma 1. The optimality of Sm* is valid with probability
Q() and validation probability Q(a).
Proper Choice of a and 0
In order to have the probability of validation close to one, a and # should be as large
as possible. Simultaneously, to have limited tight bounds, at both stages of finding
bounds on AsmI in lemma 1 and finding bounds for the subspace error in (6.53),
we have to choose a/v/N and /3/N2 small enough. Also as a result of the validation
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stage in lemma one, another necessary condition is that a satisfies the inequality in
(6.51). Note that with this proper choice of a and 3, the upper and lower bounds
provided in (6.37) and (6.38) can be used to evaluate the quality of estimate of each
subspace.
6.3 Probabilistic Assumptions on the Noiseless
Data
Theorem 6.3 Assume that
1. All the model sets, Sis, have equal probability of being the best model set to
fit the data.
2. The conditional probability density function(pdf) of the unmodeled dynamics
effects gsm = IIASm|12 in each subspace has a uniform distribution, i.e., 0 <
gsm KG with a uniform distribution fgm(9) =
then with the available noisy data y as N grows
Pr(Lsm <IAsK Us,y) 'Q(a), (6.56)
where Lsm and Us. are provided by lemma one. Also as N grows, the bounds on the
reconstruction error zsm = IIh - hsm 12 are valid with probability
Pr(asm <Zzsm < bs ly) > JIQ(a)Q() (6.57)
where asm and bs, are defined in (6.38) and (6.37).
Proof Because of the given prior assumptions Xsm also has a uniform distribution:
the distribution of the additive noise effects can be ignored, since the variance of xsm
is mainly effected by the uniform distribution of gsm. Therefore, if N is large enough
and m is small enough then f(xsm) I. Also the set of Xsms satisfying the second
case in lemma 1 is a zero measure set as N grows. Therefore, the probability that
Lsm I|Asm12  Us., given the observed data, is
Pr(Lsm IAsm| Usm | s<) -=SJ fx (xsm g)fgs (g )d .58)
f(xsm.. L'M
1 Us,,_ s -
e 8a*+2vndg
2 s + 0 +, Um -
1 4 .2 Usm± V fUS 1 -__s__->- W Ns 4L +2vndg,
-- ;2 9
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1 4 2 +Usm+Vm
>G2 4a2 L + Vw NV
Us -Xsm( 4c 2 LSm
Note that as N grows, the lower bound approaches gQ(a):
1
Pr(Ls. < ASm11 2 < USJ)XSm ) Q(o),2 rnG 2Q~ (6.59)
Given any gsm, the probabilistic upper and lower bounds on zsm, the reconstruction
error, are
(6.60)fi(gsm) =m z, - OZSm, f2(gSm) = ±Mzs+UZS
where mzsm is the mean and crs. is the variance of Zsm. Given a fixed gsm = IIAsm 12
we pick the confidence region such that
(6.61)
zsm - mzs /3 UI zsm.
Therefore, we have
Pr (Izsm - mzsm /3 zsm ) Q(/). (6.62)
Define asm and bsm as follows
asm
bsm
S min fi(gsm)
Lsm gsm Usm
= max f2 (gsm)Lsm gsm USm
(6.63)
(6.64)
These are the bounds we provided in (6.37) and (6.38) for
Therefore, using (6.59), we conclude that
Pr(asm < zsm < bsmxsm)
the reconstruction error.
= Pr(asm < zsm < bsjIxsmLsm gsm Usm) x
Pr(Lsm gs. Us.jxsm) (6.65)
Q(a) sm Pr(as. <Zsm <bsjg)dg (6.66)
using (6.62)
Pr(asm < zsm < bsj xsm) >G2Q(e)Q(0) (6.67)
Note that the conditional probabilities in each subspace is found by using csm which
is provided by y. Therefore, xsm can be replaced by y in (6.59) and (6.67).
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6.4 Discussion on Normalized MDL Denoising
The normalized MDL, described in section 6.1.3, is in form of
f sm (yN;AsmN(y),& 2(yN))f(yN, SM) = (6.8
fZ(R,0a2) fsm(z;hsmz,&j2 (z))dz (6.68)
where the information about the set Z(R, c2) is given in section 6.1.3. This description
length is claimed to be minimizing the following criterion
fsn (x; hsm (x), &2 (X))min max Ln q~)(6.69)
q X q(x)
which is defined based on the universal coding in [47]. The universal coding of a
single message in [47] is as follows.
Universal Coding Theorem Let A be a describe alphabets, ai of m > 2 letters.
ANis the set of all mN sequences aN = qal;.. cTN can be generated with any source
0 E 0 with distribution p(ak; 9). We use a code denote by q with codelength of
Lq(aN) to code aN E AN. The quantity - log p(aN; 9) is naturally interpreted as the
amount of information contained in the block aN on the output of the source 9. Then
p(aN.;Lq0)=(Lq(aN) _+p(aN; 9)) (6.70)
is the redundancy of coding the block aN on the output of the source 9 by code q. For
the elements of 0 define
p(aN; LqE) = sup p(cN; Lq,) (6.71)
0
= N )LN .E )).
-N (Lq (aN)+±p(a;0)
where
p(aN; 0) P uPp(ZN; 9). (6.72)
0
The goal is to find a code q for which the redundancy as a function of the set 0 is
p(0) = inf max p(aN; Lq, 0) (6.73)q aNv
Note that this quantity is an upper bound for the "mean" redundancy defined as
r(0) = infmaxr(aN;Lq,0) (6.74)
q cN
= inf max sup Eo(p(aN , Lq, 9)). (6.75)q aN 0
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In [47] it is proved that for any source 0
p(0) ;> s(0) (6.76)
where
s(0) = Zp(aN; )(6.77)
aN
and there exists a uniquely decodable code q with codeword length
Lq-(aN) = [logsQ) - logp(aN; )1.
with the corresponding probability distribution
q*(aN;) p tN;()(6.79)S(8)
such that
11
maxr(a N; Lq*0) < (s(0) + 1) p(Q) + (6.80)
QN7 N N 
(.0
Note that Shannon coding theorem results when 0 only has one element.0
How does the transition from this theorem to the normalized MDL happen? Here
yN is considered to be one of the aNs. Therefore, a form of descritization is considered
such that the probabilities in the universal coding are replaced by the probability
distributions. The min-max criterion in (6.69) has to be the redundancy function,
(6.73), for this setting
p(Sm) = min max sup Ln fsm (x; hsm) (6.81)q X hsESm q(x)
where the minimum is attained for a code q*. From (6.79), this code is defined in
form of
q*(yN Sm) f(yN; Sm) suPhsmESm smM(YN; hsm) (6.82)
S(Sm)
To obtain the normalized MDL in [43] the numerator is replaced by
sup fsm (YN hsm) =fSr(YN; hsm (yN) &2(yN)) (6.83)
hsm ESm
where
2 1 2(6.84)
W N YYm
102
and the denominator s(Sm), which is defined in (6.77), is replaced by
s(Sm) = fs.(z; hsm(z), &(z))dz (6.85)
s (Sr) Z (Ro)
where
Z(r,Oo-) = {zh's(z)Esmhsm (z)/N ; r, & > c-}, (6.86)
and Esm = A'Asm where Asm is the matrix whose columns are the bases of Sm. It
is said that r and o are chosen such that the ML estimates fall within Z(r, o-).
It is not clear how s(Sm) is estimated with (6.85). The numbers r and o- are
unknown numbers that through the calculation of the MDL are replaced by their
asymptotic approximates and are eliminated by considering the asymptotic behavior
of the integral in (6.85). For more details please see [43].
It is important to note that in this scenario (6.83) shows that the subspaces, Sms,
are not the same as what we considered in our problem formulation. While in our
discussion Sm is the set of subspaces of order m describing the noiseless data with
additive noise w with fixed variance for all subspaces, here in the subspace S the
variance of the additive noise is also a variable which is estimated by the observed
data.
If the variance of the noise is considered fixed ot for all the subspaces, one im-
portant fact is that the calculation of fsm (ylhsm) is meaningful only if y has been
generated with an element of Sm. The conditional probability distribution function
in Sm is then defined for elements which can be represented in form of
YSm S=E sih +w. (6.87)
Si CSm
In normalized MDL, however, the ignored basis vectors effects, Z .. sihi, is consid-
ered as a part of the additive zero mean noise. If such effects are indeed nonzero, the
new defined noise is not anymore zero mean and it contradicts the prior assumption
on the noise to be zero mean. As a result of such approach the estimates of the noise
variance in different subspaces are different, even though the ignored coefficient part
only effects the mean and not the variance of estimates. This causes problem in the
evaluation of the description length even if the true number of the basis vectors, which
has generated the noiseless data 9, is finite. Consider an example for which only h
and hA3 are nonzero and the prior knowledge is that only two basis vectors are enough
to represent noiseless data. With the prior assumption that the additive noise is zero
mean, the description length can be calculated. However, except for one subspace
of order two, {Si, S3}, such assumption is not valid and the mean of the noise is the
effects of his 1 and/or h3 s3 .
103
6.5 New MDL Denoising
The minimum description complexity and the new MDL criteria defined in chapter
5 are valid criteria for comparison of the subspaces for the purpose of denoising.
Both of these criteria are applicable if similar to normalized MDL we assume that y
is an output of a source which might continue sending messages and therefore, the
notion of coding and/or averaging in each subspace is meaningful. In this case we
are estimating a "model" represented by hsm which describes not only the observed
available data but will possibly code other signals which are generated by h.
However, in denoising problem we just observe one set of data and there is no
"system model" to be estimated. Although the estimate of coefficients in this chapter
and the estimate of taps of the impulse response in chapter 4 both are denoted by
vector h, there is a conceptual difference between what these two vectors represent.
For example in the system identification problem we estimate a model which might be
used later to decode the system input in communications. Therefore, the information
theoretic methods deal with optimizing the codelength of the data generated by the
true model set h, when an estimate of h is used. However, in the denoising problem
the goal is to find the denoised version of the signal and the estimate of the coefficients
hsrs does not represent any model set to code any random variable further. Although
the provided description length in chapter 5 can be used in this setting we here
introduce another description length which is well suited to the denoising problem:
Here the only probability distribution to be considered is provided by the additive
noise which generated the noisy data in space SN. We already know that the minimum
description length of the noiseless data 9 is provided by the codelength of the code
which represent p with probability distribution defined by h. The description length
for the denoised data of subspace Sm is also the codelength of the code which is defined
by the same distribution: The prior assumption is that the noisy data is generated
with h
N
y =>hisi+w= 7 sihi + 7 sihi + w. (6.88)
i=i ssSiEqm
The code length of any signal of length N with the distribution that generated y is
of form
1
L(x) logf(6.89)
fh(x h)
= -log 1-e 2W(6.90)
2 r)
where noiseless data i = ZN sihi is the expected value of random variable Y.
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Definition 6.1 The description length of Sm as the code length of the estimate of
data using the estimate of h in Sm, is defined as
DLh (Y, Sm) = min L(ysm) = log f (6.91)
YsM N fh(ys,., Ih)
1 1 _6.92-
= log N . (6.92)(2ira~,
where ys, is an estimate of y using the basis in Sm. Comparison of such description
length for different subspaces leads to comparison of the reconstruction error
WS-- 112 = ||hsm - hH2  (6.93)
which was calculated in previous sections of this chapter. Therefore, the "uniquely"
decodable codelength for the estimate of signal 9, which is corrupted by additive
white Gaussian noise with variance o,is in form of
DLh(y,Sm)=101g 1 + hsmh12 loge. (6.94)V27rU 2 2u2
Note that in definition of the description length in chapter 5 we calculate the de-
scription length of 9 when it is generated by a system defined in each subspace Sm.
Here the description length of the denoised signal in Sm is the codelength of the code
describing this signal with one model which is represented by h. Anther interesting
observation is that in this case the MDC and the description length, in (6.94), are
the same.
Figure 6-1 shows the behavior of the denoised version of y in each subspace Sm.
While the data error is always a decreasing function of m ( which is zero for m = N),
the reconstruction error is minimized for some m* depending on the length of data,
noise variance and the basis.
6.5.1 Best Basis Search
For a given noisy data one might proceed to search for the basis which is the best
representative of the data. We suggest to compare the new proposed MDL of dif-
ferent families of basis functions. The method leads to the choice of the basis which
minimizes this criterion. Among the basis B8 j pick the one for which the new MDL
MDLBSi(Y) = min DLh(Y, Sm) (6.95)
SmCBsi
is minimized. Therefore, the best basis among Bojs is
B* = arg min MDLB3 (y) (6.96)
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Figure 6-1: Figures (a) and (b) show the behavior of the estimates of y for same Y
with different noise variances. The variance of noise iM figure(a) is larger than the
one in figure(b).
6.5.2 Thresholding Denoising Methods
In threshold methods, a threshold -F, is provided before the calculation of the coeffi-
cients' estimates. It is not known that for this choice of threshold how many coefficient
estimates, which are less than T, are due to the additive noise only. In cases where we
know a priori that there are few nonzero coefficients to represent the noiseless part of
the data, it might be intuitive to pick the threshold only as a function of the variance
of the noise and the length of the data, as it is suggested in [11]. But as [29] shows
without such prior assumption it is not trivial to decide on the optimum threshold
beforehand.
What we showed in our method is that the critical possible thresholds are the
absolute values of the coefficient estimates. Lets sort the basis vectors based on the
absolute value of the coefficient estimates. Our method is computing the estimation
error for any of those absolute values as the threshold. We find the optimal of those
thresholds comparing the error estimation of such thresholding. Depending on the
tradeoff between the eliminated coefficients and the noise effects there is a subspace
for which the estimation error is minimized.
Similar to our approach, MDL denoising suggests a criterion to be calculated for
different subspaces. However, as we discussed previously, in this method the effect
of the eliminated coefficients in each subspace is considered as a part of the additive
noise. The comparison of the NML criterion for different subspaces asymptotically
provides a threshold which is only a function of the variance and the length of the
data. In [43} the normalized MDL threshold is shown to be
07\ Y / o/NIog N (6.97)
which is half of what is suggested in wavelet thresholding. As we argued previously,
in the proposed method, there is a distinction between the noise effects and the
eliminated coefficients effects in different subspaces. Therefore, even the asymptotic
results can not provide a threshold which is only a function of the noise variance and
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the length of the data. The optimal threshold is sensitive to the coefficient estimates
of all the basis vectors.
6.5.3 Unknown Noise variance
If the variance of the additive noise is unknown but bounded, we can estimate the
variance as follows. Calculate the description length of the data as a function of c-,:
DLh (y,Sm,.)=101g 2+ "hsm h1 2 log e. (6.98)
27ar2 2a.2
Therefore, the MDL (y, o-) is
MDL(y,c-) = min DLh (y,Sm,cor,) (6.99)
S,
Choose the variance such that
W-* = arg min MDL(y,ca) (6.100)
We illustrate the application of this method in an example in the simulation section.
6.6 Application: Blind Channel Identification
One potential application of the new denoising method is in blind channel identifi-
cation. An important application of the blind channel identification is in wireless
communications. The time varying system in this case is identified by the use of
training signals which are send periodically between the communication signal. Main
methods of blind channel estimation are surveyed in [52]. Various existing algorithms
are classified into the moment-based and the maximum likelihood(ML) methods. The
ML methods are usually optimal for large data records and unlike moment-based
methods cannot be obtained in closed form. In method of moments the focus is on
matching the second-order moment of the noisy data to that of the available trained
signal. Most of the available methods assume a prior knowledge of the length of the
impulse response.
Second order statistical subspace method is one of the important methods of
moments. In this method first the length of the impulse response is estimated using
the MDL estimate in [59]. Then the noisy moment provided by the output is denoised
using the prior assumption on the noise variance, and the obtained length of the
impulse response. Therefore, the denoising step is sensitive to assumption on the
length of the impulse response. The last step is a curve fitting algorithm which uses
the denoised moment to find the best estimate of the impulse response. Here we
suggest to combine the first two steps, the order estimation and the denoising step,
by using the proposed MDL denoising method.
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6.7 Simulation
The unit-power signal shown in Figure (6-2) used to illustrate the performance of the
MDC/MDL denoising method. Figure (6-3) shows the absolute value of the discrete
Fourier transform of the noiseless signal. Figure (6-4) shows the subspace error of
2
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Figure 6-2: Noiseless unit-power signal of length 188.
0 20 40 60 80 100 120 0 18 160
Figure 6-3: 188 points discrete Fourier transform of the noiseless signal.
the noiseless data. The subspace of order m is the one among the subspaces of same
order which minimizes the error. As we expect such error decreases as the subspace
order increases. Figure (6-5) shows the subspace error in presence of additive noise
with variance 0.25. It shows that the subspace error in this scenario is minimum
for S7 and our method also picks S7 . If the variance of additive noise is very
small we can use a threshold on the error ( or the description length). Note that
since the description length proposed in this chapter is a valid uniquely decodable
code, defining a threshold on this error is valid. Note that as we showed in 5.2.3,
the normalized MDL is ignoring a normalizing constant and a threshold used in one
setting is not comparable with a denoising problem with a different p. Figure(6-6
shows the simulation results of the same noiseless data when it is corrupted by a
noise with very small variance. The minimum is attained for S25, however, using a
threshold either for the reconstruction error or for the description length can provide
a subspace with less order.
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Figure 6-4: Subspaee error for the noiseless signal with subspaces of order m. The
subspace with order m is the one among all the subspaces with same order which
minimizes the error.
6.7.1 Unknown Noise Variance
In an example here we show how to use the new minimum description length (6.98)
to estimate the noise variance. Assume that the data corrupted with AWGN which
has variance of 0.25. First step is to find the valid as for which the upper bound can
be calculated. When the variance of noise is known the lower bound for a can be
found using the condition from lemma one
a > ____ / ._ (6.101)
If variance of noise is .25 the available data shows that any a greater than .5 is valid.
Here we check for proper choice of a by using the MDL. Figure (6-7) shows the MDL
for variable variances when a varies. The minimum valid a is the one for which
the minimum description length still is a positive number. In this case, for # = 1,
as the simulation shows the lower bound for a is .64. The lower bound is obtained
through validation the condition in lemma one and the MDL defined in (6.98). Next
we choose a valid a and choose the variance for which the MDL is minimized for that
a. As figure(6-7) shows for a = 1 the optimum variance is .27. Figure(6-8) shows
the description length of the data with variance .27. In this case Ss is chosen as the
best subspace. The same figure also shows the true description length of the data
with the known variance. In this case the validation probability and the confidence
probability are both Q(1) = .68. Note that the simulations shows that the algorithm
is very robust on the choice of a. For example for a = 2 the optimum variance as
figure (6-7) shows is &- = .6, (u-, = .36) and in this case still S8 is the optimum
subspace.
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Figure 6-5: Subspace error for the notsy signal with subspaces with order m. The
subspace with order m zs the one among all the subspaces wzth same order which
minimizes the error. Noise variance is 4. = .25. The solid line is the subspace error.
The line with "*" is the estimate of the expected value of subspace error using the
proposed method. The dashed line is the error's upper bound, Usm in (6.54), with
a = log(N)/2 and #3 = log(N).
6.7.2 Search for the Optimum Finite Number of Coefficients
For the search of optimum subspace we suggest the following algorithm. Search among
the subspaces of order one to minimize the DL, this search is of order N. Then search
among the subspaces of order 2 which includes the one basis function provided in first
step of the search, this search is of order N -- 1. Continue the search for higher order
basis and the total search is of order
N(N( -1)+-1--) 1=(6.102)2
Another search method is to first sort the basis functions, in decreasing order, based
on the absolute value of its estimated coefficients. The best Si is then the one which
has the first basis of the sorting result. The best S2 has the first two elements of
the sorting process. This search, therefore, is of order one!. Figure(6-9) shows the
result of using both the algorithms. As it is expected the second method provides a
higher error. Note that the examples given in this section are provided with the first
search method. In the second method the additive distribution of the noise is no more
independent. The dependence is caused by sorting the coefficients. For example by
having the first n elements of the sorted error, we have an upper bound on the next
coefficient error and this is an information imposed on the next additive Gaussian
distribution of the n ±+1st element.
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Figure 6-6: Subspace error for the noisy signal for subspaces with order m. The
subspace with order m is the one among all the subspaces with same order which
minimizes the error. Noise variance is (T 2 6.25 x 10-6 The solid line 13 thew
subspace error. The line with is the estimate of the e.icivected value of subspace
error using the proposed method. The dashed line is the error's upper bound, Us,, in
(6-54), with ce = log(N) and = log(N).
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Chapter 7
Conclusion and Future Work
In this thesis we introduced a new method of parametric model selection. The method
was proposed after extensive study of the theory of the existing order estimation
methods such as AIC, MDL and NMDL. The new approach, minimum description
complexity method, is based on the Kullback-Leibler information distance. The key
advantage of the proposed method over the existing methods is that, unlike the prior
asumption in calculation of existing methods, no assumption on the true model be-
longing to all the competing sets is needed. We provided a probabilistic method of
MDC estimation for a class of parametric model sets. The main focus in this cal-
culation was how to extract the most information from the given data. While the
obtained MDC for this class of parametric models covers a wide range of applications
in different areas, one challenge for future research is to calculate MDC for more
general parametric sets.
We explored the application of MDC in two fields, system identification and signal
denoising. We will close with more future directions in these application areas.
7.1 System Identification and Quality Evaluation
The problem of identification and quality evaluation of stable LTI systems was in-
vestigated. We thoroughly studied the existing methods of both deterministic and
stochastic approaches to this problem. The methods seem to lack a proper prior
assumption on the model structure and/or the description of the additive noise.
One interesting observation was that all the quality evaluations methods in system
identification focus on calculation of the impulse response error without a complete
use of the observed data, while the information theoretic approaches implement the
observed data efficiently when the impulse response is an element of the competing
model set. Here we presented a powerful method which uses the information theory
tools to extract the observed data's information in order to estimate the impulse
response error.
We were able to bridge between set-membership and stochastic identification ap-
proaches by introducing a proper deterministic noise definition. The definition is not
as conservative as the existing bounded norm definitions and satisfies the sufficient
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assumptions of the second order stochastic method of MDC estimation.
We examined the practical advantages of implementation of MDC over AIC and
MDL. In practical problems, and due to the method of calculation of AIC and MDL,
these methods are very sensitive to the length of the observed data and the signal
to noise(SNR) ratio. We illustrated how implementation of MDC can avoid these
problems.
More related practical problems such as zero-pole estimation and time series anal-
ysis were discussed briefly and MDC for these cases were provided theoretically. The
application of MDC and comparison of the existing methods with MDC in these areas
is another subject which clearly deserves more attention in future research. Also, for
practical purposes it is beneficial to develop a recursive method of MDC calculation
based on the provided estimation method. One other potential field to explore is
off-line nonlinear identification. In this case, with a proper input design, MDC can
be implemented to provide a piece-wise linear estimate of the system.
7.2 Signal Denoising and Data Representation
Another interesting problem we reviewed is data denoising and signal representation.
We briefly reviewed the thresholding methods which are the well-known denoising
approaches. We suggested to choose a new algorithm based on a subspace compar-
ison. MDC was proposed and implemented as a subspace comparison method. We
elaborated the theoretical superiority of MDC over the existing thresholding denois-
ing methods. Application of MDC for this denoising problem also provides a new
method for best basis search. The application of MDC in signal denoising promises
to cover a broad set of applications in a variety of fields. For example one potential
application is in blind channel identification. In available methods of blind channel
identification first an estimate of the length of impulse response is calculated then
the available noisy second order statistics of the data is denoised. MDC is able to
combine these two steps and provide the estimate of the impulse response length and
denoise the data's second order statistics in one step.
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Appendix A
AIC and BIC
A.1 Estimation of Cost Function
For the cost function V' (Om, ZN) we have
Vm(Cm):= lim EV4(Om, ZN) (A.1)
where the expectation is taken over the true probability distribution of data f (zN)
The parameter which minimizes this criterion is 0*
0* = arg minV. (Om) (A.2)
As N goes to infinity O' converges to * and therefore the Taylor expansion of
Vm(Om), ignoring the terms with order higher than two, is
( Vm(0m) + O 
_ * ) T VAQ N)(N 
- 0*)(A.3)
Therefore the expected value of this random variable is
EV(O) -Vm(O )+ E(m&_*) T WN (N-*) (A.4)
Also assuming that N is large enough, functions Vm(Om) and E VZ(Om, ZN) are close.
Therefore the Taylor expansion of EV4(Om, zN) is
EVg(OmN, ZN) Vm(Orn) - E!(6N __ O) T  2NV)A(N - *) (A.5)
where 1N and C2N are some intermediate points between O * and Q%. Therefore
V$(iN) -4 t(k) as N goes to cx with probability one and
E -_* )TVm iN)(O0m - Q*) = Etr{V(N)( -N _ 0*)(-N _ *)T }(A.6)2 M i)M2M M M M
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1-
-tr"(O* )P2 m (A.7)
with PN = Pt /N and VN(N - 0*) -± N(0, Pj ) in distribution. Therefore
EVm(0$$) Vm(O* ) + jtr(Vm *)
E( mN mN )m - r (*)p.E(VZ(0oN) Vm(0t) - trVm mrm
Subtracting (A.9) from (A.8), we conclude
J(Sm) = EPm(0- ) ~ EV(NN ZN) + trV"(*)PA.
(A.8)
(A.9)
(A.10)
A.2 Calculation of BIC
(A.11)(yN) b(Om) Cm - AOm - 6m 2
and Cm = 0' 1(yN) b(Om) = maxo mEs y .0'_(yN b(Om) for some
OM = (OMi, --.-. , MM) Esm-
The density of 0 E Sm is obtained by the Lebesgue measure on Sm, define ,(Sm) =
ym Then we have a uniform density for Om in Sm and dpm(Om) = d%. Hence (3.20)
is in form
S(yN Sm) 1og am + log 1 f (CM.-AjjOT--Omjj')N
m iSm
= log am + NCm - loggfm + logi e(-AI6n- iI 2 )Nd0 (A.12)
We have
e(-A1O-innIl2)Ndm e(-Al'-#'l2)N (o') e-A(Omm-0mm)2NdO)mm dO.(A.13)
where 0' = (Omi, Om(m-1)) and 1(0') and u(0') are the upper and lower bounds for
the 0mm. Since this integral is bounded for any N we have
lim e(-A1om- mjI 2)Nd -d
N-+oo J 2 ( I)
lim e - i_A , ,I 12)N Ii
N-+oo g Noo J -(-mm--jmm)2N dmm)dO-dO'
116
A-14)
For a Gaussian distribution w with mean wo and variance a2 , if o E [a, b]
1 b (W-O) 2lim e 2a -+1 (A.15)
a-+O/27rcr2
a
and if wo is not in [a, b] the integral goes to 0 as - goes to 0. By applying this fact
for w = Omis, wo =O mi, Ar -1/2NA, the inner integral in (A.14) is
I e-A(Omm-mm)2Ndom avc-2 = NA (A16)
if 0mm C [1(0'), u(0'], otherwise the integral is zero. Note that this assumption requires
that 0 be an element of the model set Sm. Therefore
e(-NIOm-7mlI2)Nd0 -(\1-A0'-I2)Ndo' (A.17)
By repeating the procedure for each parameter 0 mi, and with the assumption that
Om E Sm, we conclude
S(yNSm) = log am + NCm - logjam +log ( F)(A.18)
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Appendix B
Proof of Theorem 3.4.2
Our approach is similar to the proof Rissanen has for his first theorem in [41]. At
some point of the proof Rissanen uses function log(N) and we generalize the proof
to a family of functions which satisfy the sufficient condition needed for the proof.
Similar to the proof in [41], the proof here is presented in three steps. The first and
last steps are the same as the existing proof. The second step however is modified.
For each 0 in Q, let EN(O) be a neighborhood of radius rN = c/vW with 0 as the
center. A 0-typical string of length N is
YN(O) {yNjO(yN) c EN (O)}. (B.1)
Define PN(O) P(YN(0)), then
P(YN(0))=) -Y < c/IN). (B.2)
Because of the central limit theorem c can be picked large enough such that
P(YN(0)) > 1 - 6(c) (B.3)
where 6(c) is some function of c which goes to zero as c grows.
The distribution Q(yN) is defined by L(yN)
2 -L(yN) ,(B.4)
QWyN) = N yNY 2 L(yN)
then
E(L) - H(O) Z= P(YN) log - log1 L(yN). (B.5)q(yN) __
where q(yN) 2 -L(yN). The Krafts inequality results - log e 2-L(YN) > 0, therefore
E(L) - H(O) p(y ogq(yN)
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P N) p(yN) log q(yN) (B.6)
The main goal of the proof is to find a lower bound for the right side of the above
inequality. The lower bound is attained in the following three steps.
Stepi In first step, a lower bound for the first part of the right hand side of in-
equality (B.6) is obtained. We show that
SP(yN) log >N) PN( 9 ) log PN(O) (B. 7)
YN N qN()
where qN(&) LyN q(yN)
To prove the above inequality it is enough to show that the inequality holds for
the following case. Assume Pi, P2, q1, q2 , numbers between zero and one such that
Pi +P2 _< 1, iq +q 2 < 1 then
'logqp1  log p 2  (lp)gP1±+P2
logp1 + P2 l q(PI+P2)19P 2log q,109o q2 q, + q2
Since Kullback distance of the two distributions (p', p') = (P' P ) and (q',q) =(q q2 ) is always positiveqlq q2 )sl
p' log 4+ p'2logA> 0
which results the desired inequality. Therefore by induction (B.7) is proved.
Step 2 In this step a lower bound for the right side of inequality in (B.7) is obtained.
We replace the function Nm/2, in Risannen's proof, with a function with properties
sufficient for the proof in this step, O(N), to generalize the proof. Define the set
D,(N) as following
DE(N) ={O1TN(0) = p(O) logP 9  < (1 - c) log/3(N)} (B.8)q(6)
where O(N) satisfies the following conditions:
1- limNoo /(N) = oo
2- limN-, 0 /(N)a(N)N-1 2 = 0 and a(N) is defined as following
a(N) 1 -- 6/2 log(1 - e/2)l(N) = (N--(B.9)I - E/2 log 0 ( )'
For 0 < E < 1. We chose O(N) with such sufficient properties so that we can show
that the Lebesgue measure of DE(N) goes to zero as N grows and therefore for almost
all 0, TN(0) is lower bounded by (1 - c) log /3(N). However the main proof in [42] uses
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O(N) = N'/ 2 . We note that the second condition with given a(N) can be simplified
to
lim1 /(N)(-e2)0 (B.10)
N-+o 1 2)
For elements of D6 (N) we have
PN () log PN(_)< (1- c) log (N), (B.11)
qN(0
therefore,
-log q(O) <[- log p(0) ]log/0(N). (B.12)
p(Q) log/#(N)
The assumption is that 0 < 6 < 1 and we pick 6(c) < E/2 then p(O) > 1 - C/2 and
-log q(O) < [1 - 2 log(1 /2) ] log (N). (B.13)
1- E/2 log/3(N)
Therefore
q(O) > #(N)- N.(B. 14)
Let B(N) be the smallest set of the centers of the hypercubes with volume (c/v/N)m
which cover D,(N). If VN is the number of elements of B(N) then VN the volume of
D6 (N) is bounded by
VN VN(c/V -)m. (B.15)
Since q(O) is the probability assigned for YN(O) defined in (B.1) and sets B(N) are
disjoint, we have
1 > q(O) vN/3(N)-(N) (B.16)
B(N)
which gives an upperbound for UN and from (B.15) we have
VN Ck/(N)a(N)N-m/2 . (B.17)
Using the first condition on /(N), for all c, there exist NE such that for all N > N,
a is bounded 0 < a(N) < 1. Using the second condition on #(N), as N grows this
upperbound goes to zero and D(N) has almost zero measure.
One candidate for #(N) is Nm/2 which makes the upperbound to be N(Q-1)m/ 2
and therefore
VN cmN(a-m)/ 2 . (B.18)
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The inequality (B.11), then takes the following form
qN (O) 2PN (0) log P < 0)-  M log N. (.9qN (0)- 2(B19
Therefore for almost all 0, except a zero-measure set, the inverse of the above inequal-
ity holds which is the upperbound Rissanen uses in the proof.
Step 3 In previous step a lower bound for one component of the right hand side
of the inequality in (B.6) is provided ( in (B.7)). Therefore for all 0 except a zero-
measure set, for the inequality we have
E(L) - H(0) (1 - c) log Nm/ 2 +SP(YN) log p(N) (B.20)
yl q(yN)
The lower bound for the second part is calculated as follows. For all positive z,
log10 z 1 - 1/z, therefore
P(N Nlog q(yN) log 1O P(y")(1 - ) (B.21)
q~yl) 0 1:p (yN)
where z = p, hence
P(yN) logP(Y N logl10(1 - p(O) - (1 - q(0)) > log 10q(0) - p(O)}) 
-loglO10
Yk q (yN)
(B.22)
Therefore from (B.20), (B.22) we have
E(L) - H() ;> (1 - c) log (N) - log 10 (B.23)
The above is a corrected version of Rissanen's proof in his book [42]. The inequality
log z > 1 - 1/z is not true if a log is based 2, as Rissanen assumes. The proof in the
book misses log 10 in the expression for the lower bound.
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Appendix C
Output Error and Impulse
Response Error
C.1 Impulse Response Error
From (4.6), we have
E(hNN - hN1 2) E (WTCmW) + E ((Bm/4N)TCmBm) + E(2WTCmBmN)
tr(Cm)o-4 + (BmANTCmBm/4m (C.1)
Similarly from (4.7)
E([IN - hN1 2 ) = E(I4N - h N)1 2 ) + IN1 2
tr(Cm)o2 + (BmAN)TCmBmAN +IAN 1 2 (C.2)
and the variances are
var(|\hI - hN11 2 ) =var((Bm4N)TCmBmAN ±+wTCmw + 2WTCmBmAN4XC.3)
= var(w "Cmw + 2WTCmBm4AN) (C)
= var(wT Cmw) + 4(Bm4AN)TCm2BAN4, (C.5)
Note that from (C.3) to (C.4) the variance of the deterministic part,
(BmAN )TmBm4AN, is zero and E(wTCmw)(2wTCmBmAN) = 0 since the additive
noise is white.
var(lh - hNH2 ) = var(I - h 2v In) var(I4 - h 2
= var(wTCmw) + 4(BAN)TC)3BmNT(C.7)
C.2 Output error
A Chi-square distribution of order n is of form x = Z 1 (v) 2 where vjs are inde-
pendent Gaussian random variables. If each vi has a mean of mi and variance of o-
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then
n n
E(X) =Z(4 + mf) var(X) = Z(2at + 4ofmi). (C.8)
i=1 i=1
The output error, Xm in (4.13), has a Chi-square distribution. Since Gm is a projec-
tion matrix of rank N - m we have
N-m
(w + BAm)TGm(±w + BAr) = M N (v + mi) 2  (C.9)
i=1
where vis are zero mean, independent Gaussian random variables with variance o2
and
N-m
+ = k(BA m)T~(BArn) = gm. (C.10)
1
The expected value and variance of such random variable is
E(Xm) = (1- )0_2,+gm (C.11)
Nw
m 2cr4  4uo,
var (Xm) = =(1- -M) N + Ng (C.12)
N N N
By using the Tchebyshev's Central Limit Theorem, the output error asymptotically
behaves like a random variable with Gaussian distribution.
Tchebyshev's Central Limit Theorem : [36] Let X 1, X 2 ,-- have zero mean and
finite moments of all orders, and let variance of each Xi to be o2 . Further suppose
that
(i) lim o(O ± ++-r-2 -+ o)/n exists and is finite,
(ii) (E(X)( < Ar < 00, r = 2, 3,...
Then
lim Pr{(a < Sn /(oj + uf2+ - + 02)1/2 < b} = 1(b) - 4(a) (C.13)
n-+oo
where D(x) is the Gaussian cumulative distribution function(cdf). &
Next theorem is on the rate of convergence of a distribution to a Gaussian distri-
bution.
The Berry-Esseen Theorem [363: Let Xi be an IID sequence of random variables
such that E(Xi) = pi, Var(Xi) = cr? and has a finite absolute third moment vi =
E(jXi - E(Xi)I3). Then for some positive constant C, .41 < C < .8 and G, the cdf
of (X 1 + X2 + - - + Xn -- ZP)/(Vnc). Further let pn = Ev/(Ecr) 3/2 . Then for
all x, we have
v/§YGn(X) - (x) Cpn.$ (C.14)
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Therefore, with a rate of convergence of order the cdf of the output error ap-
proaches the cdf of a Gaussian distribution.
C.3 Proof of Lemma 1
Define tsm X=sm - (1 - )oU, we want to validate mj = m for which
4m. 4m.
m--m+vm xsm<m6+a m+vm
where m= (1 - )or%, and Vm =2(l -r),,-
Lower Bound on m6
4c.2
sm - m < a vN r,+vm (C.15)
If Xsm afVm, then the inequality holds for m6 > 0.
If tsm ;> a v, then the lower bound for m6 is the smallest root of the following
equation
4c2
(tsm- m) 2 =a 2 ( Nwm6+vm) (C.16)
which is
2awa 2  2ao.r2 a2 2  1
LmO=xs-mw+ NN + +xsmmW (C.17)
"" -N yR N " 2
Note that Lsm XSm
Upper Bound on m 6
4o.2
ma -xtsm>a 4, M6 + VM(C.18)
N
If ts --aVm, then the inequality does not hold for any m.
If Xsm ;> -a Vm, then the upper bound is the largest root of equation
(±smms)2 = a 2 ( Mj + VM) (C.19)
which is
22 2 2 2; 2-2I2aUa=, 2acrx+, a NW 1
Ums XS-MW + N W < N N XS, mw'
124
C.4 White Noise
If w is a random vector for which each element is a white noise with zero mean and
variance a,-, then for any N x N matrix F
Ew(wvFw) = tr(F)ot
N N
Var(wT Fw) = [E(wj) - (o )2] f + (al)2 > (C.20)
For the impulse response error in each space Sm, F = Cm which is defined in (4.8).
C.4.1 Output Error
Since Gm is a projection matrix of rank N - m, we have
N-m
NW Gmw =JNZ(vi)2 (C.21)
=1
where vis are zero mean, independent Gaussian random variables with variance a 2 .
Therefore, the expected value and variance of this random variable, with a Chi-square
distribution, is
E(mw Gmw) =(Itv)Uw (C.22)
N N w
var(WTGmw) (IJj)j (C.23)
N N N
C.4.2 Bounds on the Expected Value and Variance of wTCmw
Elements of Cm are
1 AT A ATA
Nm=--m ( )())- 1 (C.24)
N2 N N
where vi is defined as rows of Am
Vi
Am = (C.25)
where Am is a N x m matrix defined in (4.4). Matrix (Aj-1 is m x m and since
the input is quasi-stationary there exist finite numbers cmi" and cmiax such that
ATA ATA
Cmin < V T( m.- mv < Cmax. (C.26)SN N
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Therefore
0<,Cmin < Ci < max (C.27)
AN2  N2
and ciJ < and we have
N
0<7in < E(wTCmW=ZCii< Cy (C.28)
N ~i=1N
var(w"TCmw) =[( 4) - (02)2] > C2 + ( )2 c2
cc [E(w') -- (C.2)2] (2 2
N2 N
2
For the cross term wTCmB A4 we have
E(2wTCmBm A) = 0 (C.29)
var(2wTCmBm 4) = 4U(M4 )T B7 CmCmBm4M (C.30)
We used bounds on absolute value of element of matrix Cm to provide the bounds.
With a similar method we can show that the absolute value of each element of matrix
CMTCm = (Cm) 2 is less than or equal 2 and we have
T AN (ANT T N .2Cc B AN
var(2wTCmBm4) =4a(4)T B§CmTCmBMN < 49 -|Bm 2 (C.31)
Since the input is a bounded power signal and the system has a bounded power/power
gain, then NBm> 2 which is less than the power of output of the system is a finite
number.
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Appendix D
Independent Identically
Distributed (IID) Input
The following lemma is used in the proves of this section.
Lemma C1
With probability greater than [Q(N-- 5 ]m2 and for any p, 0 < p < .5 the following
equality holds
vT( r )V1 = |vf 2 (1 + ),(D.1)
where v is a vector of length m and c is a finite number.
Proof of Lemma C1
If matrix P is an m x m matrix(m finite) and JP -- i1 K, PiI 5 K, then
1v11211 - (2m + 1) K] vT Pv 1|V1 2[1 + ( 2m + 1)K]. (D.2)
We show that with probability greater than [Q(N.)]M2 , p < .5, [k(ATA)]-- has
the properties of P with K = -. In the next lemma we first show some properties
of the inverse of that matrix using the properties of IID input.
Lemma C1.1 With probability greater than [Q(N--)]M2, < < .5, for matrix Rm =
IATA the following holds
1 1
Rm(i,i) - 11 Rm(i,j) < N, i i (D.3)Ni"NA
Proof of Lemma C1.1 The elements of Rm are in the form of
i N-max(ij)+1)
Rrn(i, j) =Uli1ij1-g. (D.4)
k=1
Each of these elements are random variables with
E(R(i, j)R(k, 1)) = 0, i k or j $ 1. (D.5)
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If m << N by using the law of large number each of these elements are asymptotically
a Gaussian random variable, which are independent from each other. The expected
value and variance of these random variables are
N -- v+a 2) N -i var(1U2 )
E(Rm(i,Ni)) N ~ 1 , var(Rm(i,i)) =var(u N 2  - N
E(Rm(i,j)) =0 , var (Rm(i,Nj)) - Nmax(i - 1<I D.6)N2  - N
Variance of the elements of input squared, a2, is a finite number and for simplicity
we assume it is one. By using the Chebychev inequality we have
Prob (Rm(i, i)) it)
Prob Rn (i, <)|5
> 
.5_
> Q(NA-.5
Since these events are independent, the probability that the inequality holds for all
the elements of Rm is the product of the probability of each event. The m x m matrix
ATA has m2 elements and the proof of Lemma C1.1 is completed. O
N
Lemma C1.2 Next we claim that if m x m matrix P 1 is such that lP1 (i,j) -
I(i, j)I e, where I is the identity matrix, then for the elements of the inverse of
P-1, P, we have
lP(i, i) - < efi(e,m), zP(i,j)1 Ef2(C,7m), (D.8)
where fi(c, m), f2(e, im) are finite functions of c.
Proof of Lemma C1.2 For each element of P
DetP-P(i j) = D P
'DetP-l'
(D.9)
where matrix Pl is matrix P 1 without ith column and jth row. Therefore
DetP.71
P(i j) = DetP- 1 (D.10)
If P-1 (ij) - I(ij) c, then
(1 - )'- m!e(1 + c)y-
P "l
K DetP- (1 + e + m!(1 + O"-1
< +((1 ± c)'- + m!(1 ± E)m-2 (D.11)
Therefore
(D.12)P(i,<i) - 1 Efi(E, Pij) f2(,n),
where fi(E, im), f2(E, m) are finite functions of E. K>
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(D.7)
Using Lemma C1.1 and Lemma C1.2, the proof of Lemma Cl is completed. Q
D.1 Output Error
From the first step we obtain bounds for g- = k(BmAN)TGmBmAN, the unmodeled
part of the output error. Since the input is IID, gm itself is a random variable and
we have
E(gm) Ek(BmAN)TGmBmAN
S( NTAN - 1  N T TAm
E- (B3/X)Bm - E(Am m m))m m <AmBmAZ4.13)
N \m N 2 N
Next we find the estimate of the two components of E(gm) in (D.13).
D.1.1 Estimation of EkN(BA)TBmZ4
E=)
E g(B13 Bm -=E MA(T aAs bm), (D.14)
hm+1  0 - 0
h m + 2 h m + l - -,
hN hN-1 ... hm+1 J
and bm is a vector with IID elements. By using (2.80)
11 (bA1
E'I (Bm AN)TBAN = E I (bFTAT Abm) = 1 Trace(ATA6)
N M M NmJN6
(D.15)
=gN, (D.16)
gN N h2+1gm- N m±1
N-m+121 N
+ m hm+2 + - -+-h 2NNmmNN i=m+1
N-i+1l
N Ih 2 .(D.17)
D.1.2 Estimation of Eh(AJBmA{)T(Am)- 1 ATBmX4
By using Lemma Cl, (D.1), we have
1ATA 1 QlX\8
(A 7 A$,jN)T( m T A-ABA = N 2 (ANBmAn)T TmBAN(1 + ''up
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where
where
Ul
bm
UIV
where
'ru I(m + )ru 2 (m+ 2)
ATB13A u() r 2(m+1)+
N.
ru
--- ru
ruN(N)
tN(N - 1)
N(N -m) _
(D.19)
and
N-m-1+i
fru () N
k=1
u(k)u(k + j).
For each vi in (D.19) we have
V N-M N-rn+l2±
Ev =N N hm+1 N hM+2 +
Therefore,
E1( AT BmAaN T AT m~AN<2 M -
where gm is defined in (D.17).
From (D.16),(D.22), for E(gm) we have
E(gm) = Ek(BmAN)TGmBmA =
where 0(k) is the result of using lemma CI (D.1).
D.1.3 Variance of gm
The variance of gm is
var (BAn-N)TGmBmAN
N mm
MN N
= E((k(BmXAN)TGmBm N)2)
- (E(+ N(B.ATGmBmm2
(D.23)
(D.24)
= vark(IBmAN12) +var1(1ATBmTN2)
+E( (H|BmAh2))E(N (IlAMBAT 2 ))
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h"]
hN_
-[
(D.20)
I N
N gr.
(D.21)
m N (D.22)
I h
-(1 1 M N 1 1 T 'N12)
E(+WBmAA N2(JMBm V)). (D.25)
Lemma C2
vark(BmAmN)TGmBrz4 km N + ((D.26)
where km = 1m + m and Im is an upper bound for ma(2
Proof of Lemma C2 We find upper bounds for the four elements of the variance
of gm in (D.25).
Lemma C2.1 First we show that
vari(IIBmn i 2 (D.27)N N
where 1m is an upper bound of "aA)
Proof of Lemma C2.1 By using (2.80) with z = AfA6 we have
11 N N
varkI (BmAm4N2)= j 2 ([E(U4 ) - (-) 2 ] zN + (of)2 z) (D.28)
For each fixed i,
N N
[E(u4) - (o-r)2]zi + (a) 2 Zzi az(c-2) 2 Z4. (D.29)
where a, is a function of the random variable u. When u is a Bernoulli input of unit
variance, then [E(U4 ) - (7) 2] = 0 and az = 0. For a fixed i then ZY zij is the 12
norm of some elements of the correlation of the ith column of A 6 with AN. If ki is
the correlation of fi = Aj(:,i) and AN then
N-m
4 E ki(n)12 (D.30)
N-i-mn+l
cOmax(Am)N mnI 2  (D.31)
n=1
where cmax is the Hc, norm of AN. From (D.28) and (D.30) we conclude
varm(HBmAmfl) 2 N max(A) E(Z2) (D.32)
i=1 j
1
S-aN
-  Omax(Z4~gn$ (D.33)
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Since AX has a bounded a-max there exists a bounded number 1 m such that Umax( X
lm9m, hence
vari (BAN 2 ) < (< N)2, (D.34)
Lemma C2.2
T1N mI2(9N)2
var N2(IAmBAn1 2)< N 2  ,(D.35)N 2 N
Proof of Lemma C2.2 By using vi from (D.19) we have
N-m
Vi Tj)hj+m. (D.36)
j=1
Also by implementing the law of large numbers, each rui(j)hj+m = d is an indepen-
dent Gaussian random variable with zero mean and variance of Ihj+m 2-. Therefore
v, is also a Gaussian random variable with variance Evardj = gN, variance Of v
then is
var2 = E(V4)(E(V2))2 3(varvi) 2  - (varvi)
2
= 
2 (N2 (D.37)
Combining (D.19) and (D.37)
varjN2 ( 1AB/.A2) = var(1v: ) =Evarv? + ZE(dv?) -Ei)E )
=1 i=1 is
varv + >3 varvvarv?
i=1 nN2
< m 2 varv m< (4(D.38)
N 2
For the third element in (D.25) we use (D.16), (D.22)
E(±(IBmAN 2))E( (I|AmBm2 =N X mN (m<)2 (D.39)N m  N 2  M M MNm N
And for the last element in (D.25), we use the upper bounds on the variances in
Lemmas C2.1, C2.2 (D.27), (D.35)
E(IBN A N 2 ArnBmn 2) var(T rBmn/4 2)varl (AV 1BmA4?l 2)
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1m (g N)2 m2(gN)2
< l ) m2 (D.40)VCN N 2
from (D.27)(D.35)(D.39),(D.40)
vark(BmAfN)TGmBmAN m N2k+ O(-) (D.41)NN N
The proof of Lemma C2 is completed Q
D.2 Estimates of IRE and SIRE
In this section we find estimates of the expected value and variance of IRE and SIRE
for IID inputs. From (4.26),(4.27) and(4.28) we have
E(h$N - hN1 2 ) = tr(Cm)o% + (BmAmN) T CmBmAN, (D.42)
E(I|hN_ - hN 2 ) = tr(Cm)o + (BmAN) T CmBmAN m+ z4I2, (D.43)
and here the input is also a random variable so the variance in (C.3) is changed to
var ( |lhNm-hN 12 ) = varN(I h _- hNf12 ) (D.44)
= var(w TCmw) + var((BmAmfTCmBmAN) + 4E(BmAN)TCm2BmAN24J.45)
In section D.2.1 we show that for the unmodeled related parts of the expected values
and variance we have
E((Bm4AN)TmBmA4) = ± +() (D.46)
var((BmA,)MTCmBmzm) 2z+ 1( )(D.47)
N N
E(4(BmAN)TCm2BmANOc4) =4a-w% 'N3  4 i+ 0(N3)(D.48)
and in section D.2.2 we show that for the noise related parts we have
tr(Cm)C4 = U$ HM+ o(k) (D.49)
var(wTCmz) = (w)2j$+O(41) (D.50)
D.2.1 Unmodeled Dynamics Effects
The unmodeled part of the subspace impulse error also is a random variable. Here
we have
C = Am(T A AT(D51)
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Using the same argument we had for (AJ)-1 in Lemma C, (D.2),(D.1), here for
(AA)-1(A)-1 we have
vT( A )-IAAnA A )_ = 2= I kv+O(||V||2). (D.52)
N N
Therefore, estimating the variance and expected value of (BmA)TCmBmA, is similar
to estimating the variance and expected value of 1 (BmA)T AmATBmA which is
provided in D.1.2. Hence we have
E((Bm, 4)T CmBmM4) 9mN ± 0(), (D.53)N m  N
4o2E((BmAN) T Cm2BmAN) = 42 m + 0(jj3 ) (D.54)
With similar argument we can use lemma C2.2 (D.35),
AN) M 2 gN)2
var(Bm/ 4JCmBm AN) ±0 ($) (D.55)
D.2.2 Noise Components
Here we find estimates for the expected value and the variance of kwTCmw
E(AWTCmW)
1 TwTA ATmAm AA _ AwE(Nw Cmw) = E( N m  N N N4 (D.56)
= E( WT AmAw ) + O(E(( AAw)) (D.57)
N2 N2
where from (D.56) to (D.57) we used (D.52).
HereAw is a vector of length m,N
Amw -(D.58)
N
where vi's are independent Gaussian random variables, E(Ivl12) N o Assume
m <<N, then
W T AATw IE~ iI2) m 2.
E( 7N A m ) = mE(IvII |2 N~ o. (D.59)
Therefore, with (D.57), (D.59) we conclude
E(J1WTCW) =Ntr(Cm)o = N+ OQ) (D.60)
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var k (W TCmW)
~ var( WN2T ) (D.62)
Note that here we ignored the O(.) terms which are results of using (D.52)
Next we calculate var(WTAmATW
If random variable f = S_1 d2 where d-s are IID random variables then the
random variable has Chi-square distribution with
E(f) = k-2
varf = kvar(d2 ). (D.63)
If di is Gaussian then E(d 4) = 3(O-j)2
var(d 2)= E(d4) - ( 2= 3()2 _ = 2(u-) 2 . (D.64)
Here N =kNE fW.andTAN2Aw Z7 v', where vi defined in (D.58). Therefore,
from (D.63),(D.64) we have
WTA AT w 2m2
var( N 2  ) N 2 ,(D.65)
and from (D.62),(D.65) we conclude
1 ( n )=2m (o-2)2 0 1( 6
varN(w C2w)= - 2 +_ N2), (D.66)
where O(9!) is the result of using (D.52).
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