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ABSTRACT
In this paper we investigate object tracking in video sequences by using the potential of particle filtering to process
features from video frames. A particle filter (PF) and a Gaussian sum particle filter (GSPF) are developed based
upon multiple information cues, namely colour and texture, which are described with highly nonlinear models.
The algorithms rely on likelihood factorisation as a product of the likelihoods of the cues. We demonstrate the
advantages of tracking with multiple independent complementary cues compared to tracking with individual
cues. The advantages are increased robustness and improved accuracy. The performance of the two filters is
investigated and validated over both synthetic and natural video sequences.
Keywords: particle filtering, Bayesian methods, tracking in video sequences, colour, texture, Gaussian sum
particle filtering
1. INTRODUCTION
Object tracking is required in many vision applications such as human-computer interfaces, video communica-
tion/compression, road traffic control, security and surveillance systems. Often the goal is to obtain a record of
the trajectory of moving single or multiple targets over time and space. Object tracking in video sequences is a
challenging task because of the large amount of data used and the common requirement for real-time computa-
tion. Moreover, most of the models encountered in visual tracking are nonlinear, non-Gaussian, multi-modal or
any combination of these.
In this paper we focus on particle filtering techniques for tracking, since they have recently proven to be
a powerful and reliable tool for nonlinear systems.1–3 Particle filtering is a promising technique because of
its inherent property to allow fusion of different sensor data, to account for different uncertainties, to cope
with data association problems when multiple targets are tracked with multiple sensors and to incorporate
constraints. There are still issues which must be properly addressed if successful algorithms are to be developed.
These include the degeneracy problem (when all but one particle has significant normalised weight), appropriate
choice of proposal distributions, likelihood evaluation and computational complexity for efficient implementation.
Here we look at the likelihood evaluation, specifically comparing single and multiple independent cues. Particle
filtering has been applied to various fields and has other names including the CONDENSATION algorithm4 and
bootstrap filter.1 All these algorithms fall into the category of sequential Monte Carlo techniques since they
keep track of the state through sample-based representation of probability density functions over time.
Different tracking algorithms are proposed for video sequences and their particularities are mainly application
dependent. Many of them rely on a single cue, which can be chosen according to the application context. A
cue-selection approach is proposed in Ref. 5 which is embedded in a hierarchical vision-based tracking algorithm.
When the target is lost, layers cooperate to perform a rapid search for the target and continue tracking. Another
approach, called democratic integration6 implements cues concurrently where all vision cues are complementary
and contribute simultaneously to the overall result. Robustness and generality are major features of this approach.
Colour cues are a significant part of many tracking techniques,7–12 in combination with shape,7 motion and
sound.8 Colour cues provide a weak model and as such are very unrestrictive about the objects they can be
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used to represent. The greatest weakness of colour cues is the ambiguity in scenes with objects or regions with
colour features similar to those of the object of interest. As shown in Ref. 8, by fusing colour and motion cues
this ambiguity can be considerably reduced if the object is moving. The motivation for multiple cues comes
from the inability of a single cue to fully describe the object and therefore its inability to achieve accurate and
robust results. For example in Ref. 8 colour is used as the main cue and motion and sound cues are proposed to
complement the colour because they can provide a greater degree of discrimination.
In Ref. 9 a general framework is introduced for the integration of multiple cues, driven by the idea that
different cues are suitable for different conditions. Activating and suppressing them dynamically, may increase
the performance of the system.
So far, texture cues have not been widely used for video based tracking purposes. Furthermore, they have
not been applied to tracking with particle filtering techniques. In this paper we show that colour and texture
complement each other and provide reliable performance. Additionally to colour and texture, other cues such as
gradient, edges, motion and illumination can be added when necessary to avoid ambiguities.
Adaptive colour and texture segmentation for tracking moving objects is proposed in Ref. 10. An autobinomial
Gibbs Markov random field is used for modelling the texture whilst colour is modelled by a 2D Gaussian
distribution. In this paper texture is represented using a wavelet decomposition which is a different approach to
Ref. 10 and in the framework of particle filtering. In Ref. 10 segmentation-based tracking with a Kalman filter
is considered instead of feature-based tracking proposed here.
The paper is organised as follows. Section 2 states the problem of object tracking using video sequences within
a sequential Monte Carlo framework. Section 3 introduces the motion model and cues used for the tracking.
Section 4 describes a PF algorithm we developed based on fusing colour and texture information cues. Section
5 presents a GSPF algorithm for object tracking in video sequences. In Section 6 the filters’ performance is
investigated and validated over different scenarios. We show the advantage of fusing multiple cues compared to
colour-based tracking only and texture-based tracking only by synthetic and natural video sequences. Finally,
Sect. 7 discusses the results and open issues for future research.
2. SEQUENTIAL MONTE CARLO FRAMEWORK
The aim of sequential Monte Carlo estimation is to evaluate the posterior probability density function (PDF)
p(xk|Zk) of the state vector xk given a set Zk = {z1, . . . ,zk} of sensor measurements at a time k.
The Monte Carlo approach relies on a sample-based construction to represent the state PDF. Multiple
particles (samples) of the state are generated, each one associated with a weight which characterises the quality
of a specific particle. An estimate of the variable of interest is obtained by the weighted sum of particles. Two
major stages can be distinguished : prediction and update. During the prediction each particle is modified
according to the state model of the region of interest in the video frame, including the addition of random noise
in order to simulate the effect of the noise on the state. In the update stage, each particle’s weight is re-evaluated
based on the new data. A resampling procedure deals with the elimination of particles that have small weights
and replication of the particles with larger weights.
3. MOTION AND LIKELIHOOD MODELS
3.1. Motion Model
For the purpose of tracking an object in video we initially choose a region which defines the object. The shape
of this region is fixed a priori and in our case we choose a rectangular box characterised by the state vector
x = (x, x˙, x¨, y, y˙, y¨)′, with x and y denoting the pixel location of the top, left corner of the rectangle, with
velocities x˙ and y˙, respectively, and accelerations x¨ and y¨. Note that the dimensions of the rectangle are fixed
through the sequence. The motion model used is the constant acceleration model13
xk+1 = Fxk + Γvk, vk ∽ N (0,Q), (1)

















and T is the sampling interval. The Gaussian system noise v = (v′x,v′y)′ has a covariance matrix Q =
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where σx and σy are the standard deviations of the noises respectively in x and y coordinates. It is suggested
that suitable values for σ2v are in the range 0.5am ≤ σv ≤ am, with am being the maximum acceleration.13
3.2. Likelihood Models
Under the assumption that the features being used as cues are independent, the overall likelihood is a product
of the likelihoods of the separate cues, in our case colour and texture, as shown in equation (2)
L(zk|xk) = Lcolour(zcolour,k|xk)Ltexture(ztexture,k|xk). (2)
where zk denotes the measurement vector, composed by the measurement vector zcolour,k from the colour cue
and the vector ztexture,k from the texture cue. Sections 3.3 and 3.4 give more details for the particular cues
considered. To combine colour and texture features in a Bayesian framework we need to make the assumption
of conditional independence.
3.3. Colour Cue
The colour likelihood model has to be defined in a way to favor candidate colour histograms close to the reference




δi(bcu), i = 1 . . . B, (3)
where bcu ∈ {1 . . . B} is the histogram bin index associated with the intensity at pixel location u = (x, y) in
channel c of the colour image yc and CN is a normalising constant such that
∑B
i=1 hci,x = 1. We use 8x8x8 bin
histograms in the three channels of red, green, blue (RGB) colour space.8
A distance metric which is appropriate to make decisions about the closeness of two histograms hˆ1 =∑
c∈{R,G,B} h
c




x2 is the Bhattacharyya similarity distance12, 14, 15
d(hˆ1, hˆ2) =
√
1 − ρ(hˆ1, hˆ2), (4)






The larger the coefficient ρ(hˆ1, hˆ2) is, the more similar the distributions are. The Bhattacharyya distance
values are within the interval [0, 1]. For two identical normalised histograms we obtain d = 0 (ρ = 1) indicating
a perfect match.









where the standard deviation σC specifies the Gaussian noise in the measurements, hcx is the current histogram
of the target, and hcref is the reference histogram. Small Bhattacharyya distances correspond to large weights
in the particle filter.
3.4. Texture Cue
Texture is an appealing feature to use as a basis for an observation model because of its intuitive definition.
Qualitatively, texture can be described by terms such as fine, coarse, grained and smooth. Although there is no
unique definition of texture, it is generally agreed that texture describes the spatial arrangements of pixel levels
in an image, which may be stochastic or periodic, or both.16 When a texture is viewed from a distance it may
appear to be fine, however, when viewed from close up it may appear to be coarse.
Texture properties are analysed by different techniques such as statistical methods, spatial frequency methods,
structural methods and fractal-based methods. The method for feature extraction we have chosen is the spatial-
frequency method of wavelets which implements a discrete wavelet transform.
3.4.1. The discrete wavelet transform
The discrete wavelet transform (DWT)17, 18 decomposition performs a series of subband filtering operations on
the original image region. The lower frequency subband then forms the input image for the next level of the
transform (Fig. 1a). It should be noted that the resulting transformed image has the same dimensions as the
original image due to a subsampling stage between each stage of decomposition. The wavelet transform provides
a representation containing different frequencies and different resolutions in frequency and time. In this work
the Haar wavelets are used as the filter due to their simplicity and compactness. Other wavelet transforms can
be applied and allow for an improved overall performance.
3.4.2. Texture analysis using wavelets
The coefficients of each channel in the DWT contain information about the spatial and spatial-frequency infor-
mation of the input image (see Fig. 1b). The LH channel (channel 9) for example contains the lower subband of
the horizontal frequencies and the higher subband of the vertical frequencies, this channel is therefore dominated
by horizontal edge information.
We now describe the process of generating a feature vector representing the texture of a region. Firstly, to
remove the effect of the input image mean we subtract it from the image before we take the wavelet transform.
Then a three-level DWT decomposition is applied to generate ten channels (Fig. 1). The texture for the mth








|x(i, j)| , (7)
where M and P are the dimensions of the channel and x(i, j) is the wavelet coefficient at location i,j. The
texture of the region using this scheme is represented by a ten-element feature vector
t = {e1, e2, . . . , e10}. (8)
Before we use the feature vector to represent the texture PDF we must ensure that the values are in the
range [0, 1] and are normalised. To do this we mean shift by min{t, 0} and then normalise the vector, where
min{x} is the smallest value in x. We notate the mean-shifted, normailsed feature vector as t¯. It is now possible
to determine the distance between two texture feature vectors.










(b) The ten channels of a three-level
discrete wavelet transform
Figure 1. Discrete wavelet transform
A measure, d, is defined using the Bhattacharyya coefficient characterising the difference (distance) between
two normalised texture feature vectors t¯1 and t¯2.
d(t¯1, t¯2) =
√
1 − ρ(t¯1, t¯2), (9)












where σt is the standard deviation of the Gaussian texture noise, t¯x is the texture histogram of the current
frame, and t¯ref is the reference texture histogram.
4. A PARTICLE FILTER ALGORITHM FOR OBJECT TRACKING USING
MULTIPLE CUES










where p(zk+1|Zk) is a normalising constant. The recursive update of p(xk+1|Zk+1) is proportional to
p(xk+1|Zk+1) ∝ p(zk+1|xk+1)p(xk|Zk). (14)
Usually, there is no simple analytical expression for propagating p(xk+1|Zk+1) through (14) so we can use
numerical methods.
In the particle filter approach a cloud of N weighted particles, drawn from the posterior conditional PDF, is




Ŵ (l)k+1δ(xk+1 − x
(l)
k+1), (15)
where δ is the delta-Dirac function and Ŵ (l)k are the normalised importance weights. New weights are calculated,
putting more weight on particles that are important according to the posterior PDF (15).
The random samples {x(l)k }Nl=1 are drawn from p(xk+1|Zk+1). It is often impossible to sample from the
posterior density function p(xk|Zk). This difficulty is circumvented by making use of the importance sampling
from a known proposal distribution p(xk+1|xk).
The developed particle filter algorithm is given in Table 1. Note that the resampling step is included in order
to avoid the problem of degeneracy, when only one particle has significant normalised weight.
Table 1 The particle filter with color and texture cues
Initialisation
1. k = 0, for l = 1, . . . , N , generate samples {x(l)0 } from the initial distribution p(x0).
Prediction Step
2. For k = 1, 2, . . . , l = 1, . . . , N , sample x(l)k+1 ∼ p(xk+1|x
(l)
k ), the motion model (1).
Measurement Update: evaluate the importance weights
3. On the receipt of a new measurement, compute the weights
W (l)k+1 ∝ L(zk+1|x
(l)
k+1). (16)






. The likelihood L(zk+1|x(l)k+1) is calculated from Eq. (2).
Output
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(l)
k+1).
6. The posterior mean E[xk+1|Zk+1] is computed using the collection of samples (particles)







7. Multiply/ suppress samples x(l)k+1 with high/ low importance weights Ŵ
(l)
k+1, in order to obtain N new random
samples approximately distributed according to p(x(l)k+1|Zk+1).
8. Set k = k + 1 and return to step 2.
5. A GAUSSIAN SUM PARTICLE FILTER WITH MULTIPLE CUES
The GSPF19, 20 is a recently developed filtering technique in which the state filtering and prediction probability
density functions are approximated by finite mixtures of Gaussian components. When the object model and
observation model noises are non-Gaussian, they can also be represented as Gaussian mixtures. The GSPF is
essentially a bank of Gaussian particle filters.21 The GSPF reduces the estimation problem solution to updating
a Gaussian mixture, where mean, covariance, and weights are tracked with each new observation.





by G components having mean and covariances respectively µxk+1,i and Σxk+1,i.
The GSPF algorithm with multiple information cues is given in Table 2, note that G is the number of Gaussian
components.
Table 2 The GSPF with color and texture cues
Initialisation




For k = 1, 2, . . .,
2. For i = 1, . . . , G, obtain samples from N (xk; µxk,i,Σxk,i) and denote them as {x
(j)
k,i}Nj=1 for N particles.
3. For i = 1, . . . , G, j = 1, . . . , N , sample x(j)k+1,i ∼ p(xk+1,i|x
(j)
k+1,i), the motion model (1).
4. For i = 1, . . . , G, update weights Wk+1,i = Ŵk,i.
5. For i = 1, . . . , G, from {x(j)k+1,i}Nj=1 obtain sample mean µ¯xk+1,i and sample variance Σ¯xk+1,i by averaging over N
particles.




Wk+1,iN (xk+1; µ¯xk+1,i, Σ¯xk+1,i). (19)
Measurement update
6. For i = 1, . . . , G, obtain samples from the distribution N (xk+1; µ¯xk+1,i, Σ¯xk+1,i) and denote them as {x
(j)
k+1,i}Nj=1.
7. For i = 1, . . . , G, j = 1, . . . , N compute the weights ω(j)k+1,i ∝ L(zk+1|x
(j)
k+1,i). The likelihood L is calculated from
Eq. (2).





















































Ŵk+1,i[Σxk+1,i + (xˆk+1 − µk+1,i)(xˆk+1 − µk+1,i)′]. (25)
Resampling
12. Resample the weights Ŵk+1,i by the residual resampling algorithm. Other schemes such as the one described in
Ref. 2 can also be applied.







, set Ŵk+1,i = 1G .
14. Set k = k + 1 and return to step 2.
During the resampling step of the GSPF mixands with insignificant weights are discarded, whilst mixands
with significant weights are duplicated. Notice that the resampling procedure applied to the GSPF with multiple
cues slightly differs from the described in Ref. 19 because of the fact that we are not representing the target noise
as a Gaussian mixture. In the GSPF mixing components are resampled whilst in the PF the resampling step
applies to particles. In the implemented GSPF resampling is performed at each time step. Since resampling is
introducing some bias, the calculation of the estimates in both PF and GSPF is performed before the resampling
step.
6. EXPERIMENTAL RESULTS
This section evaluates two different ideas presented by this paper: i) the performance of colour cues, texture
cues and combined colour and texture cues, ii) the performance of the PF and GSPF with multiple cues.
6.1. Colour and Texture Cues
To evaluate the performance of the colour, texture and combined colour and texture cues we first present results
from artificial sequences with known object motion obtained by 100 independent Monte Carlo runs in Sect. 6.1.1.
Then in Sect. 6.1.2 we present results from natural sequences obtained by using the particle filter.
6.1.1. Synthetic sequences
To generate the synthetic sequences we use textures taken from the Brodatz set,22 as seen in Fig. 2. The
background to a particular sequence is taken as one of the textures and then the object to be tracked is a
subregion of a texture overlaid on the background as illustrated in Fig. 3.
If we know the correct location of the target object, xi, in each frame i = 1, . . . , Nf and R is the number of






(xi − xˆi)2, (26)
(a) Texture 1 (b) Texture 2 (c) Texture 3 (d) Texture 4
Figure 2. Textures, taken from the Brodatz texture book,22 used to create foreground and background objects in the
artificial sequences.
RMSExy = (RMSEx + RMSEy)/2. (27)






This mean error can then characterise the tracking performance through an entire sequence. The mean error is




Figure 3. Synthetic sequence creation






































Figure 4. RMSExy for colour, texture and combined colour and texture cues (from 100 runs). The tracked object in
Figure (a) has different colour and texture to the background. Figure (b) is from a sequence where the texture of the
background and of the object are the same. The colour of the object and of the background are very similar.
(a) Frame 1 (b) Frame 35 (c) Frame 73
(d) Frame 1 (e) Frame 35 (f) Frame 73
(g) Frame 1 (h) Frame 35 (i) Frame 73
Figure 5. Tracking an object with camera induced motion: results from the first, intermediate and final frames. Figs.
(a)-(c) are generated using colour cues only, (d)-(f) use texture cues only, (g)-(i) use combined colour and texture cues.
Table 3. Eseq of particle filter with texture feature cues for synthetic sequences. The features used are shown in Fig. 2
Background Texture
Object Texture 1 2 3 4
1 0.081 0.053 0.088 0.049
2 1.145 0.636 1.023 1.493
3 0.149 0.465 0.199 0.154
4 4.593 4.881 0.983 1.772
The results for experiments with each cue are presented in Figure 4 with the RMSExy over 55 frames. Two
different synthetic sequences were used; i) the target object has texture and colour distinct to the background
(Fig. 4a) and ii) the target object has similar colour and texture to the background (Fig. 4b). It can be seen
that for the first sequence (Fig. 4a) colour cues track the object with a much lower degree of accuracy than the
texture or combined cues. Texture provides good tracking results but the most accurate results are observed
when the colour and texture cues are combined.
A different outcome is noticeable in the second sequence (Fig. 4b). Here the weak model of the colour cues
performs significantly better than the texture cues. The colour cue is able to track the object through most
of the sequence, although it does loose it in the last couple of frames. The texture cue looses the object at
around frame 15 because of the similarity between the background and the target object. It can be seen that
the combined cues provide a good track that is more accurate and robust than the two cues individually.

















(a) Different Background and Object
Textures and Colours

















(b) Similar Background and Object Tex-
tures and Colours
Figure 6. RMSExy for the particle filter and Gaussian sum particle filter for two artificial sequences. The results were
obtained from using colour and textured cues combined.
6.1.2. Natural sequences
It is important to investigate the tracking performance over natural sequences as well. Results with a natural
sequence are given in Fig. 5. By using only colour cues we do not track the object accurately as is demonstrated
by Fig. 5b. Texture cues are more accurate but do occasionally drift away from the target, as in Fig. 5f. When
colour and texture are combined we see consistently more accurate and robust results.
6.2. Comparison of Particle Filter and Gaussian Sum Particle Filter
Here we present results of experiments carried out to compare the performance of the PF and the GSPF algo-
rithms with multiple cues. In order to assess both algorithms under the same conditions, we chose N = GM
where N is the number of particles in the particle filter, G is the number of Gaussian mixing components in the
GSPF and M is the number of particles per component in the GSPF. Therefore the two particle filters both
have the same total number of particles. Both filters were given the same noise covariances. It can be seen in
Fig. 6 that the performance, in terms of RMSExy of the two particle filters is very similar.
7. CONCLUSIONS AND FUTURE WORK
This paper has presented a particle filter and a Gaussian sum particle filter for tracking. Both algorithms track
objects in video by fusing multiple cues. Colour and texture features are the cues described here, other possible
cues include motion, edges and illumination. The advantages of combined colour and texture cues compared to
texture only and colour only demonstrated here are: i) improved accuracy and ii) improved robustness. The
benefits of fusing multiple independent cues is shown to apply to both filters.
Current and future areas for research include the investigation of other cues, different fusion schemes, improved
proposal distributions, automatic detection and recovery from a lost track, tracking multiple objects and online
adaption of the target model.
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