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MELGAR SASIETA, He´ctor Andre´s. Um modelo para a visua-
lizac¸a˜o do conhecimento baseado em imagens semaˆnticas, 2011.
Tese de doutorado em Engenharia e Gesta˜o do Conhecimento - Pro-
grama de Po´s-Graduac¸a˜o em Engenharia e Gesta˜o do Conhecimento,
UFSC, Floriano´polis.
Os avanc¸os no processamento e gerenciamento eletroˆnico de documen-
tos teˆm gerado um acu´mulo grande de conhecimento que tem excedido o
que os usua´rios comuns podem perceber. Uma quantidade considera´vel
de conhecimento encontra-se explicitado em diversos documentos ar-
mazenados em reposito´rios digitais. Em muitos casos, a possibilidade
de acessar de forma eficiente e reutilizar este conhecimento e´ limitada.
Como resultado disto, a maioria do conhecimento na˜o e´ suficientemente
explorado nem compartilhado, e consequ¨entemente e´ esquecido em um
tempo relativamente curto.
As tecnologias emergentes de visualizac¸a˜o e o sistema perceptual hu-
mano podem ser explorados para melhorar o acesso a grandes espac¸os
de informac¸a˜o facilitando a detecc¸a˜o de padro˜es. Por outro lado, o uso
de elementos visuais que contenham representac¸o˜es do mundo real que
a priori sa˜o conhecidos pelo grupo-alvo e que fazem parte da sua visa˜o
de mundo, permite que o conhecimento apresentado por meio destas
representac¸o˜es possa facilmente ser relacionados com o conhecimento
pre´vio dos indiv´ıduos, facilitando assim a aprendizagem.
Apesar das representac¸o˜es visuais terem sido usadas como suporte para
a disseminac¸a˜o do conhecimento, na˜o teˆm sido propostos modelos que
integrem os me´todos e te´cnicas da engenharia do conhecimento com o
uso das imagens como meio para recuperar e visualizar conhecimento.
Neste trabalho apresenta-se um modelo que visa facilitar a visualizac¸a˜o
do conhecimento armazenado em reposito´rios digitais usando imagens
semaˆnticas. O usua´rio, atrave´s das imagens semaˆnticas, pode recupe-
rar e visualizar o conhecimento relacionado a`s entidades representadas
nas regio˜es das imagens. As imagens semaˆnticas sa˜o representac¸o˜es vi-
suais do mundo real as quais sa˜o conhecidas previamente pelo grupo
alvo e possuem mecanismos que permitem identificar os conceitos do
domı´nio representados em cada regia˜o. O modelo proposto apo´ia-se no
framework para visualizac¸a˜o do conhecimento proposto por Burkhard
e descreve as interac¸o˜es dos usua´rios com as imagens. Um proto´tipo foi
desenvolvido para demonstrar a viabilidade do modelo usando imagens
no domı´nio da anatomia, a Foundational Model of Anatomy e a Unified
Medical Language System como conhecimento do domı´nio e o banco de
dados da Scientific Electronic Library Online como reposito´rio de do-
cumento.
Palavras-chave: visualizac¸a˜o do conhecimento, recuperac¸a˜o do co-
nhecimento, imagens semaˆnticas, mapeamentos semaˆnticos
ABSTRACT
MELGAR SASIETA, He´ctor Andre´s. Um modelo para a visua-
lizac¸a˜o do conhecimento baseado em imagens semaˆnticas, 2011.
Tese de doutorado em Engenharia e Gesta˜o do Conhecimento - Pro-
grama de Po´s-Graduac¸a˜o em Engenharia e Gesta˜o do Conhecimento,
UFSC, Floriano´polis.
Advances in processing and electronic document management have ge-
nerated a great accumulation of knowledge that is beyond what or-
dinary users can understand. A considerable amount of knowledge is
explained in various documents stored in digital repositories. In many
cases, the ability to efficiently access and reuse this knowledge is li-
mited. As a result, most knowledge is not exploited or shared, and
therefore it is forgotten in a relatively short time.
The emerging technologies of visualization and the human perceptual
system can be exploited to improve access to large information spaces
facilitating the patterns detection. Moreover, the use of visual elements
that contain representations of the real world that are known a priori
by the target group and that are part of his world view, allows that the
knowledge presented by these representations can be easily related to
their prior knowledge, thereby facilitating learning.
Despite visual representations have been used to support knowledge
dissemination, no models have been proposed to integrate knowledge
engineering methods and techniques with the use of images as a me-
dium to retrieve and display knowledge.
This work presents a model that aims to facilitate the visualization
of the knowledge stored in digital repositories using semantic images.
Through the semantic images, the user can retrieve and visualize the
knowledge related to the entities represented in the image regions. The
semantic images are visual representations of the real world which are
known in advance by the target group and have mechanisms to iden-
tify domain concepts represented in each region. The proposed model
is based on the framework for visualization of knowledge proposed by
Burkhard and describes the interactions of users with the images. A
prototype was developed to demonstrate the feasibility of the model
using archetypes in the field of anatomy, using the Foundational Model
of Anatomy and the Unified Medical Language System as knowledge
domain and the database of the Scientific Electronic Library Online as
a document repository.
Keywords: knowledge visualization, knowledge retrieval, semantic
image, semantic mapping
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1 INTRODUC¸A˜O
1.1 O PROBLEMA DE PESQUISA
A sociedade do conhecimento pode ser definida como uma nova
posic¸a˜o estrate´gica da nossa sociedade onde as perspectivas econoˆmicas
e sociais esta˜o concentradas na explorac¸a˜o das tecnologias emergentes
e do conhecimento bem definido, onde infra-estruturas de aprendiza-
gem sa˜o os principais ve´ıculos para a aplicac¸a˜o do conhecimento. O
objetivo e´ uma sociedade com acesso ao conhecimento e aprendizagem
para todos (LYTRAS; SICILIA, 2005, p. 4), onde os conhecimentos e os
relacionamentos tornam-se as principais fontes de riqueza (STEWART,
2001).
Esta sociedade e´ constru´ıda sobre a sinergia dos indiv´ıduos, gru-
pos, organizac¸o˜es, redes sociais e comunidades que exploram formas
eficazes de disseminac¸a˜o do conhecimento e fluxos de aprendizagem
(LYTRAS; SICILIA, 2005, p. 4), onde a maior parte do valor adicionado
na produc¸a˜o inteligente moderna na˜o reside sobre o valor do material
utilizado ou na entrada de capital e trabalho, mas sim no conhecimento
incorporado no produto final (EVERS, 2001, p. 11).
Esta nova sociedade e´ caracterizada, por um lado, por uma ex-
plosa˜o sem precedentes de informac¸o˜es digitalizadas (GREENGRASS,
2000) e disponibilizadas para grandes audieˆncias atrave´s de entornos
on-line, e por outro lado, por uma sociedade cada vez mais exigente e
ansiosa para aprender e aproveitar os benef´ıcios destes conhecimentos.
O acesso a fontes de informac¸a˜o relevantes permite que as novas
descoberta produzidas na comunidade acadeˆmica sejam divulgadas a
mais pessoas (MENDONC¸A et al., 2001), mas os avanc¸os no processa-
mento e gerenciamento eletroˆnico de documentos teˆm gerado uma acu-
mulac¸a˜o grande de conhecimento que tem excedido o que os usua´rios
comuns podem perceber (HOU; PAI, 2009). Como ilustrac¸a˜o, a busca no
Scopus de artigos publicados no ano 2009 que correspondem ao termo
“information retrieval” retornou 6.017 registros1. Assumindo uma ve-
locidade de leitura de uma pa´gina por minuto e 5 pa´ginas por artigo,
levaria aproximadamente 501 horas para ler todos os artigos, deixando
pouco tempo para ler os 70.569 artigos publicados antes do ano 2009.
Como resultado disto, muito deste conhecimento na˜o e´ suficien-
1Busca executada o dia 18 de agosto do ano 2010 atrave´s da URL http://www.
scopus.com
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temente explorado nem compartilhado, e consequ¨entemente e´ esquecido
em um tempo relativamente curto. Existe pois, uma grande necessidade
de gerenciar este “dilu´vio” de informac¸o˜es (LE´VY, 2001) e transforma´-lo
em conhecimento utiliza´vel (KALFOGLOU, 2007, p. 225-226).
Por outro lado, pesquisas teˆm demonstrado que os usua´rios teˆm
muitos problemas para traduzir suas necessidades de informac¸a˜o con-
sumindo muito do seu tempo (GILCHRIST, 2003), envolvendo a identi-
ficac¸a˜o de literatura pertinente e leitura de um grande nu´mero de do-
cumentos (SONDHI et al., 2007; THEODOSIOU; ANGELIS; VAKALI, 2008).
Isto em parte e´ gerado pelo crescente nu´mero de fontes de informac¸a˜o
dispon´ıvel para os usua´rios (HAVERKAMP; GAUCH, 1998). Segundo Ak-
soy (2005) mesmo em aplicac¸o˜es tradicionais de bibliotecas digitais exis-
tem numerosas bases de dados eletroˆnicas que podem ser pesquisadas,
o usua´rio deve selecionar quais as bases que sa˜o mais relevantes para
a sua pesquisa, postar a consulta e revisar manualmente o conjunto de
resultados para satisfazer sua necessidade de informac¸a˜o.
Segundo Borgman (1986) o uso dos sistemas de recuperac¸a˜o de
informac¸a˜o tradicionais envolve a articulac¸a˜o da necessidade de in-
formac¸a˜o do usua´rio em termos precisos e relac¸o˜es que correspondam
a` estrutura do sistema onde a busca sera´ executada. Em um ambiente
automatizado, o usua´rio deve aplicar dois tipos de conhecimento: o co-
nhecimento dos aspectos mecaˆnicos da busca (i.e., sintaxe e semaˆntica
dos termos da pesquisa) e conhecimento dos aspectos conceituais (o
“como e o porqueˆ” da busca – quais as formas de restringir e ampliar os
resultados da pesquisa) . Uma vez que os aspectos mecaˆnicos da busca
sa˜o compreendidos, os usua´rios normalmente podem obter alguns re-
sultados, mas somente quando os aspectos conceituais sa˜o entendidos
o usua´rio pode explorar o sistema totalmente.
Geralmente os sistemas de recuperac¸a˜o de informac¸a˜o fornecem
uma ampla variedade de filtros e opc¸o˜es que permitem restringir ou
ampliar o espac¸o de busca ou oferecer caminhos alternativos para as
pesquisas, mas segundo Jansen, Spink e Saracevic (2000) estas te´cnicas
avanc¸adas sa˜o pouco usadas pelos usua´rios.
Outro dos fatores que dificulta o acesso a`s fontes de informac¸a˜o
e´ a escrita dos documentos usando diversas linguagens, tanto de sis-
temas formais (i.e., ingleˆs, portugueˆs, espanhol, etc.) assim como o
vocabula´rio usado nos textos (BARRETT et al., 2005, p. 39) tornando
a montagem das consultas mais complicada ainda. Os sistemas de
recuperac¸a˜o de informac¸a˜o tentam “entender” o conteu´do de cada do-
cumento mas encontram um grande desafio na execuc¸a˜o desta tarefa,
pois geralmente o conteu´do na˜o e´ estruturado; as informac¸o˜es sa˜o ge-
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ralmente escritas usando linguagem natural sem restric¸o˜es; e frequ¨en-
temente cobrem um amplo espectro de mate´rias sendo dif´ıcil tratar as
ambigu¨idades (MITRA; CHAUDHURI, 2000, p. 143).
As tecnologias emergentes de visualizac¸a˜o e o sistema perceptual
humano podem ser explorados para melhorar o acesso a grandes espac¸os
de informac¸a˜o (ROBERTSON; CARD; MACKINLAY, 1993). Usando re-
presentac¸o˜es visuais os seres humanos podem detectar padro˜es mais
rapidamente do que em uma ana´lise direta dos conjuntos de dados
(SPOERRI, 1993) e com pouco esforc¸o mental (AHLBERG; SHNEIDER-
MAN, 1994), reduzindo assim a ansiedade dos usua´rios na procura da
informac¸a˜o (AHLBERG; WISTRAND, 1995), facilitando a aprendizagem
(KELLER et al., 2006).
Por outro lado, o uso de imagens que conteˆm representac¸o˜es
do mundo real, que a priori sa˜o conhecidas pelo grupo-alvo e fazem
parte da sua visa˜o do mundo, permite que o conhecimento apresentado
atrave´s destas imagens possa facilmente ser relacionado com os conheci-
mentos pre´vios dos indiv´ıduos, facilitando a aprendizagem (BURKHARD,
2004, 2005c).
E´ diante deste cena´rio (ver tabela 1) que surge a seguinte per-
gunta que motiva o trabalho: Como facilitar a visualizac¸a˜o do
conhecimento armazenado em reposito´rios digitais usando re-
presentac¸o˜es visuais em um domı´nio espec´ıfico? O modelo pro-
posto neste trabalho e´ uma tentativa de resposta a esta pergunta.
Problemas Dificuldade dos usua´rios para ler e ana-
lisar as informac¸o˜es dispon´ıveis.
Oportunidades Grupos e comunidades que comparti-
lham uma mesma visa˜o do mundo.
Contexto
Crescimento exponencial da informac¸a˜o
em formato digital.
Organizac¸o˜es no contexto da sociedade
do conhecimento.
Soluc¸o˜es Integrar as informac¸o˜es dos reposito´rios
e usar imagens do mundo real para aju-
dar no processo de recuperac¸a˜o do co-
nhecimento.
Tabela 1 – Contexto do problema de pesquisa.
A partir da pergunta de pesquisa formulada, elaboraram-se duas
questo˜es subjacentes, as quais direcionam este estudo: (1) Quais os
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tipos de elementos visuais podem ser usados para dissemi-
nar conhecimento? A visualizac¸a˜o do conhecimento pode ajudar
a responder esta questa˜o. Esta a´rea foca no uso de representac¸o˜es
visuais visando facilitar a transfereˆncia de conhecimento entre pes-
soas e/ou grupo de pessoas (EPPLER; BURKHARD, 2004; BURKHARD,
2004, 2005a, 2005c; EPPLER; BURKHARD, 2005). Justamente uma das
perguntas chaves levantadas por Burkhard ao propor o framework para
a visualizac¸a˜o do conhecimento e´ “como o conhecimento pode ser visu-
alizado”? Ele propo˜e sete tipos de elementos visuais que podem assistir
de forma efetiva ao processo de disseminac¸a˜o do conhecimento. Estes
elementos sa˜o os esboc¸os, diagramas, imagens, mapas, objetos, visua-
lizac¸o˜es interativas e storytelling (contar histo´rias) (BURKHARD, 2004;
BURKHARD; MEIER, 2005; BURKHARD, 2005a, 2005b, 2005c; EPPLER;
BURKHARD, 2007).
O uso de imagens que conteˆm representac¸o˜es do mundo real,
que a priori sa˜o conhecidas pelo grupo-alvo e fazem parte da sua visa˜o
do mundo, permite que o conhecimento divulgado atrave´s destas ima-
gens possa facilmente ser relacionado com os conhecimentos pre´vios
dos indiv´ıduos, facilitando a aprendizagem (BURKHARD, 2004, 2005c).
O uso de imagens com estas caracter´ısticas sa˜o interessantes para a
disseminac¸a˜o do conhecimento.
(2) Como se podem representar as imagens a fim de
facilitar a visualizac¸a˜o do conhecimento? Para que as imagens
possam servir como estrutura de apoio ao processo de visualizac¸a˜o do
conhecimento, estas teˆm que estar representadas usando formalismos
que permitam a sua interac¸a˜o com as bases de conhecimento visando
que os computadores possam recuperar as entidades que nela esta˜o
sendo representadas, possibilitando assim a recuperac¸a˜o do conheci-
mento vinculado. Neste ponto as ontologias podem servir de apoio
para a representac¸a˜o das imagens.
Studer, Benjamins e Fensel (1998) definem uma ontologia como
uma “especificac¸a˜o expl´ıcita e formal de uma conceitualizac¸a˜o compar-
tilhada”. Ontologias sa˜o esquemas de metadados, que fornecem um
vocabula´rio controlado dos termos, todos eles explicitamente definidos
e com semaˆntica que pode ser processada pelas ma´quinas. Desta forma
as ontologias ajudam as pessoas e as ma´quinas a se comunicarem com




Desenvolver um modelo que, usando estruturas semaˆnticas que
representam imagens do mundo real, possibilite a visualizac¸a˜o do co-
nhecimento armazenado em reposito´rios de documentos digitais.
1.2.2 Objetivos Espec´ıficos
Visando-se atingir o objetivo principal, alguns objetivos espec´ıficos
sa˜o requeridos, como os que se seguem.
• O1: Identificar na literatura as condic¸o˜es em que os seres huma-
nos, ao processarem representac¸o˜es visuais, conseguem associar
as entidades representadas nestas estruturas com conhecimentos
pre´vios;
• O2: Definir uma estrutura que permita descrever semantica-
mente as imagens com o intuito de explicitar as entidades do
mundo real contidas nestas imagens;
• O3: Definir no modelo mecanismos que permitam uma integrac¸a˜o
semaˆntica das imagens e os reposito´rios de documentos digitais
com o intuito de facilitar a recuperac¸a˜o do conhecimento;
• O4: Implementar um proto´tipo que aplica as definic¸o˜es descri-
tas pelo modelo que permita demonstrar assim a viabilidade da
proposta.
1.3 JUSTIFICATIVA
Os sistemas de visualizac¸a˜o da informac¸a˜o teˆm sido muito usa-
dos para facilitar a compreensa˜o de grandes volumes de informac¸a˜o
(GERSHON; EICK; CARD, 1998; CARD; MACKINLAY; SHNEIDERMAN, 1999;
YI et al., 2008; FEKETE et al., 2008) baseando-se principalmente nas habi-
lidades que os seres humanos teˆm para processar representac¸o˜es visuais.
Diversos me´todos e te´cnicas teˆm surgido nos u´ltimos anos visando fa-
cilitar a navegac¸a˜o e explorac¸a˜o da informac¸a˜o (HERMAN; MELANC¸ON;
MARSHALL, 2000; KOSARA; HAUSER; GRESH, 2003; CARVALHO; MAR-
COS, 2009). Entretanto, na˜o existe uma ligac¸a˜o destes me´todos para os
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processos da gesta˜o do conhecimento (BURKHARD, 2004; XIAO-YUE,
2009). E´ essa justamente a lacuna que a visualizac¸a˜o do conheci-
mento tenta preencher (CHEN, 2005). Na visualizac¸a˜o do conhecimento
questiona-se por que o conhecimento tem que ser visualizado e como
deve ser feita a visualizac¸a˜o (BURKHARD, 2004; BURKHARD; MEIER,
2005; BURKHARD, 2005a, 2005b, 2005c; EPPLER; BURKHARD, 2007).
Os sistemas de visualizac¸a˜o tradicionais geralmente usam me-
ta´foras visuais para facilitar a associac¸a˜o da informac¸a˜o visual com o
conhecimento do mundo real (YI et al., 2008; ZIEMKIEWICZ; KOSARA,
2008), usando por exemplo a´rvores (REINGOLD; TILFORD, 1981; BU-
CHHEIM; JU¨NGER; LEIPERT, 2002), c´ırculos conceˆntricos (BOARDMAN,
2000; TEOH; MA, 2002), treemap (JOHNSON; SHNEIDERMAN, 1991; SH-
NEIDERMAN, 1992; BRULS; HUIZING; WIJK, 2000), entre outros. O pro-
blema e´ que mesmo usando meta´foras visuais estas podem na˜o ser evi-
dentes para os usua´rios (FABRIKANT; MONTELLO; MARK, 2010), sobre-
tudo quando a meta´fora na˜o faz parte da sua visa˜o do mundo.
E´ necessa´rio, portanto, a construc¸a˜o de modelos de visualizac¸a˜o
que usem representac¸o˜es que pertencem a` visa˜o do mundo dos usua´rios,
que permitam compreender o conteu´do destas representac¸o˜es e usem
este conhecimento para recuperar os documentos armazenados nos re-
posito´rios digitais. Uma caracter´ıstica destas representac¸o˜es e´ que ao
serem constru´ıdas considerando a visa˜o do mundo dos usua´rios, a in-
terpretac¸a˜o das mesmas produz uma baixa carga cognitiva apoiando
assim a processo de aprendizagem.
1.4 INEDITISMO DO TRABALHO
O modelo proposto neste trabalho apresenta um elo entre os
me´todos e te´cnicas da engenharia do conhecimento (i.e., recuperac¸a˜o da
informac¸a˜o, extrac¸a˜o da informac¸a˜o) e a visualizac¸a˜o do conhecimento.
Durante o per´ıodo de revisa˜o da literatura, na˜o foram encontradas tra-
balhos correlatos com os mesmos objetivos desta tese ou que abordaram
o uso de imagens como meio para recuperar e visualizar o conhecimento,
o que caracteriza a originalidade da pesquisa. Para verificar o inedi-
tismo do trabalho foram feitas reviso˜es sistema´ticas (estas reviso˜es se
apresentam com detalhe no cap´ıtulo do estado da arte), uma delas com
o objetivo de verificar como a a´rea da visualizac¸a˜o da informac¸a˜o tem se
relacionado com as abordagens extrac¸a˜o da informac¸a˜o e recuperac¸a˜o
do conhecimento.
Nesta revisa˜o, apo´s analisar os estudos, verificou-se que, no aˆmbito
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da extrac¸a˜o da informac¸a˜o e a recuperac¸a˜o da informac¸a˜o, os me´todos
e te´cnicas da visualizac¸a˜o foram usados para atingir quatro grandes
objetivos: a explorac¸a˜o da informac¸a˜o (SONG, 2009), a visualizac¸a˜o
da informac¸a˜o extra´ıda (SEIFERT I., 2009; CHRISTIAN; PATRICK; CH-
RISTOPHE, 2006; FAHMI I., 2007; CHEN A.A., 2005), a visualizac¸a˜o da
informac¸a˜o recuperada (YOSHINAGA; NOBUHARA, 2010; SU; FENG; MA,
2010; PELTONEN et al., 2010; VENNA J., 2010; CASTRO P., 2009; PELTO-
NEN, 2009; ZHANG; DENG, 2008; RYDBERG-COX J.A., 2004; ZHANG J.,
2002) e a visualizac¸a˜o do histo´rico das buscas (LEIDE J.E., 2007).
Outra revisa˜o sistema´tica foi feita visando revisar os modelos
propostos para a visualizac¸a˜o do conhecimento. Dentre dos artigos es-
tudados na revisa˜o somente o proposto por Melgar, Beppler e Pacheco
(2010a) possui objetivos similares a esta pesquisa, mas este estudo cor-
responde a um dos resultados preliminares deste trabalho.
Um dos estudos revisados corresponde ao o modelo proposto por
Burkhard (2005c). Este e´ um modelo gene´rico para a visualizac¸a˜o do
conhecimento baseado principalmente em visualizac¸a˜o complementares.
Dentro das visualizac¸o˜es complementares podem ser usadas imagens do
mundo real, pore´m este modelo na˜o incorpora semaˆntica nestas repre-
sentac¸o˜es visuais, sendo isto um aspecto que o diferencia deste modelo.
Outros modelos teˆm sido propostos para atender domı´nios es-
pec´ıficos tais como visualizac¸a˜o das fases do processo de descoberta do
conhecimento (HAN; CERCONE, 2000a, 2000b), resultados das buscas de
v´ıdeos de noticias (LUO et al., 2007) e indicadores para as instituic¸o˜es de
ensino superior (MOHD; EMBONG; ZAIN, 2010). A principal diferenc¸a
destes trabalhos para o modelo proposto e´ o domı´nio de aplicac¸a˜o, en-
quanto os trabalhos mencionados anteriormente teˆm sido concebidos
para serem usados em domı´nios espec´ıficos, o modelo proposto tem
sido concebido para ser aplicado em domı´nios gene´ricos desde que este
permita a representac¸a˜o visual dos conceitos do domı´nio.
Outros modelos teˆm sido propostos para atender domı´nio ge-
ne´ricos (LIANG; HUANG, 2010; LI; LU, 2010; NOVAK; WURST, 2005),
mas usam meta´foras visuais para visualizar os resultados das buscas
e/ou refinar as consultas. De todos os estudos revisados somente o
proposto por Burkhard (2005c) incorpora as imagens como estrutura
para visualizar conhecimento, nos demais modelos se usam meta´foras
visuais ou diagramas.
A contribuic¸a˜o cient´ıfica ine´dita principal deste trabalho con-
siste na obtenc¸a˜o de um modelo de visualizac¸a˜o do conhecimento a
partir de reposito´rios de informac¸a˜o baseado em imagens semaˆnticas.
As imagens conteˆm representac¸o˜es visuais que pertencem a` visa˜o de
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mundo dos usua´rios e possuem mecanismos que permitem explicitar
o conteu´do destas representac¸o˜es. Estes mecanismos sa˜o implemen-
tados no modelo por meio de anotac¸o˜es semaˆnticas. As anotac¸o˜es
semaˆnticas teˆm sido usadas principalmente como me´todo para repre-
sentar conteu´do multimı´dia, usando tanto informac¸a˜o textual (SU et
al., 2009; JR; RUBIN, 2009; O”SULLIVAN; WILSON; BERTOLOTTO, 2010)
quanto informac¸a˜o semaˆntica (WANG; LIU; CHIA, 2006), em processos
tanto manuais quanto automa´ticos (ZHOU et al., 2007; WANG et al., 2008;
JR; RUBIN, 2009; KEPING; XIAOJIE; YIXIN, 2010; LI et al., 2010). Estas
representac¸o˜es teˆm sido usadas basicamente para montar sistemas de
recuperac¸a˜o de informac¸a˜o, mas na˜o teˆm sido usadas como me´dio para
recuperar conhecimento, aproveitando o conhecimento residente nos
mapeamentos.
1.5 PRESSUPOSTOS DO TRABALHO
1.5.1 O conhecimento pode ser armazenado ale´m da mente
humana
Diversas abordagens teˆm sido propostas visando definir o co-
nhecimento. Alguns autores da a´rea das tecnologias de informac¸a˜o e
na engenharia do conhecimento abordam a definic¸a˜o do conhecimento,
distinguindo-a entre dados e informac¸a˜o (SCHREIBER et al., 1999, p. 4-
5). Outros autores definem conhecimento como um estado da mente,
um objeto, um processo, uma condic¸a˜o para ter acesso a` informac¸a˜o ou
uma capacidade (ALAVI; LEIDNER, 2001, p. 7-8).
As diferentes abordagens sobre a definic¸a˜o do conhecimento cor-
respondem com a base epistemolo´gica dos pesquisadores, sugerindo as-
sim, uma estrate´gia diferente para gerenciar o conhecimento e uma
diferente perspectiva do papel que cumprem os sistemas que suportam
a gesta˜o do conhecimento (ALAVI; LEIDNER, 2001, p. 11). Segundo
Venzin, Krogh e Roos (1998) para pesquisar a fundo a definic¸a˜o do co-
nhecimento, quatro dimenso˜es teˆm que ser consideradas: a questa˜o, a
epistemologia, a apareˆncia e a aplicac¸a˜o. A questa˜o visa explicar por
que e´ importante pesquisar o conhecimento dentro da organizac¸a˜o. A
epistemologia visa identificar as bases epistemolo´gicas usadas. Isto e´
importante, pois alguns conceitos podem tomar diferentes formas de-
pendendo da teoria na qual esta˜o baseadas. A apareˆncia procura
as diferentes formas que o conhecimento pode tomar (conhecimento
ta´cito, expl´ıcito, social, codificado, entre outros). Dependendo da base
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epistemolo´gica usada, estas formas podem ter significados diferentes.
Finalmente a aplicac¸a˜o explora a forma em que o conhecimento e´
aplicado nas organizac¸o˜es.
Segundo Nonaka (1994) existem duas dimenso˜es de conhecimento
dentro das organizac¸o˜es: a ta´cita e a expl´ıcita. A dimensa˜o ta´cita e´
originada pela ac¸a˜o, experieˆncia e o envolvimento em um contexto es-
pec´ıfico. A dimensa˜o ta´cita do conhecimento e´ conformada por elemen-
tos cognitivos (como modelos mentais, crenc¸as, paradigmas e pontos de
vista) e por elementos te´cnicos (como know-how, habilidades e destrezas
aplicadas a um contexto espec´ıfico). A dimensa˜o expl´ıcita do conheci-
mento e´ articulada, codificada e comunicada em forma simbo´lica e/ou
pela linguagem natural (ALAVI; LEIDNER, 2001, p. 15).
Nonaka (1994) tem identificado tambe´m, em outra dimensa˜o,
dois tipos de conhecimento: o conhecimento individual e o conheci-
mento social (chamado tambe´m de conhecimento grupal ou coletivo por
alguns autores). O conhecimento individual e´ criado pelo indiv´ıduo e
existe no indiv´ıduo. Por outro lado, o conhecimento social e´ criado e e´
inerente a`s ac¸o˜es coletivas e as interac¸o˜es dos indiv´ıduos atuando como
grupo (ALAVI; LEIDNER, 2001, p. 17).
Segundo Lam (2000, p. 492), estas dimenso˜es configuram qua-
tro categorias de conhecimento diferentes (ver tabela 2): i) conheci-
mento mentalizado (embrained knowledge), ii) conhecimento incorpo-
rado (embodied knowledge), iii) conhecimento codificado (encoded kno-
wledge) e iv) conhecimento embutido (embedded knowledge). Em outra
dimensa˜o, o conhecimento pode ser classificado como: i) declarativo
(know-about), ii) procedural (know-how), iii) causal (know-why), iv)
condicional (know-when) e v) relacional (know-with) (ZACK, 1999).
conhecimento conhecimento
individual coletivo
conhecimento conhecimento mentalizado conhecimento codificado
expl´ıcito (embrained knowledge) (encoded knowledge)
conhecimento conhecimento incorporado conhecimento embutido
ta´cito (embodied knowledge) (embedded knowledge)
Tabela 2 – Categorias do conhecimento. Baseado em Lam (2000,
p. 491).
Alguns autores afirmam que o conhecimento e´ algo inerente aos
seres humanos (ZELENY´, 2005), que e´ criado de forma invis´ıvel no
ce´rebro (DAVENPORT; LONG; BEERS, 1998) e adquirido atrave´s da ex-
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perieˆncia e interac¸a˜o com o ambiente da pessoa (SUNASSEE; SEWRY,
2003), por outro lado alguns autores afirmam que o conhecimento pode
ser explicitado ale´m da mente humana (VARELA; THOMPSON; ROSCH,
1991; KROGH; ROOS, 1995; VERA; CROSSAN, 2003; MILTON; CLARKE;
SHADBOLT, 2006). Nesta pesquisa considera que o conhecimento pode
ser representado usando diversos formalismos e linguagens; e armaze-
nado em reposito´rios digitais, mas somente a sua dimensa˜o expl´ıcita.
1.5.2 Os seres humanos possuem habilidades espec´ıficas que
permitem processar representac¸o˜es visuais de forma mais
ra´pida que os textos
Segundo Ware (2000) o processo da visualizac¸a˜o pode ser divi-
dido em duas etapas. A primeira delas e´ chamada de processamento
pre´-atentivo, nela a informac¸a˜o visual e´ processada pelo olho e pelo
co´rtex visual prima´rio. A segunda etapa e´ chamada de processamento
atentivo e compreende a busca por detalhes da cena de visualizac¸a˜o,
esta etapa e´ realizada sequ¨encialmente e mais lentamente pelo sistema
visual (RODRIGUES, 2007) .
O processamento pre´-atentivo refere-se a identificac¸o˜es visuais
de padro˜es por meio de processos inconscientes de percepc¸a˜o que de-
terminam que determinados objetos sejam trazidos a nossa atenc¸a˜o
(RODRIGUES, 2007) e muito ra´pido (TREISMAN, 1985; WOLFE; TREIS-
MAN; HOROWITZ, 2003). Um exemplo do processamento pre´-atencional
pode ser observado na figura 1, nela pode-se verificar que a contagem
da palavra conhecimento e´ facilitada quando estas palavras esta˜o enfa-
tizadas.
Na revisa˜o da literatura, ao pesquisar a a´rea de visualizac¸a˜o da
informac¸a˜o descreve-se com mais detalhe este ponto.
1.5.3 A presentac¸a˜o da informac¸a˜o em forma visual facilita a
construc¸a˜o dos modelos mentais
Segundo a teoria da carga cognitiva, os seres humanos posuem
uma memo´ria de trabalho ou memo´ria de curto prazo limitada (MIL-
LER, 1956; SWELLER; MERRIENBOER; PAAS, 1998) a qual e´ usada para
armazenar e manipular informac¸a˜o (KIRSCHNER, 2002). Devido a esta
limitac¸a˜o, a informac¸a˜o e´ transferida para uma memo´ria de maior capa-
cidade (KIRSCHNER, 2002) quando esta na˜o e´ utilizada (BOWER, 1975).
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Figura 1 – Exemplo de pre-atenc¸a˜o. A contagem das ocorreˆncias da
palavra conhecimento na imagem (a) e´ mais fa´cil quando os s´ımbolos
esta˜o enfatizados, como na imagem (b).
Esta memo´ria e´ a memo´ria de longo prazo. Quando a informac¸a˜o que
se encuentra na memo´ria de longo prazo e´ requerida esta e´ recuperada
para a memo´ria de trabalho. A teoria da carga cogitiva se preocupa pela
carga na memo´ria de trabalho durante a execuc¸a˜o de uma atividade.
Mas a carga da memo´ria de trabalho e´ afetada tanto pela natureza
intr´ınseca do material e pela maneira em que o material e´ apresentado
(SWELLER; MERRIENBOER; PAAS, 1998).
A teoria da carga cognitiva estabelece orientac¸o˜es para apoiar a
apresentac¸a˜o da informac¸a˜o de forma a minimizar a sobrecarga do sis-
tema cognitivo, eliminando assim qualquer carga evita´vel na memo´ria
de trabalho, melhorando assim o desempenho intelectual (MAYER; MO-
RENO, 2002; KIRSCHNER, 2002). Se busca, sobretudo reduzir a carga
extr´ınseca, ou seja, a forma em como sa˜o apresentadas as informac¸o˜es,
visando que o usua´rio tenha mais capacidade cognitiva livre para o pro-
cesso de construc¸a˜o e processamento dos modelos mentais (Ho¨FFLER;
LEUTNER, 2007).
Experimentos teˆm demonstrado que a compreensa˜o e´ mais pro-
va´vel de ocorrer quando as necessidades dos usuarios teˆm corresponden-
tes representac¸o˜es visuais e verbais na memo´ria de trabalho ao mesmo
tempo (MAYER; MORENO, 2002, 2003; ZHU; WATTS, 2010). Ale´m disso,
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a construc¸a˜o de imagens mentais pode reduzir a carga cognitiva e
aumentar a capacidade de compreensa˜o (LEUTNER; LEOPOLD; SUM-
FLETH, 2009; SCHWAMBORN et al., 2011).
Na revisa˜o da literatura, ao pesquisar a teoria da carga cognitiva
descreve-se com mais detalhe este ponto.
1.6 ESCOPO DO TRABALHO
Nesta pesquisa propo˜e-se um modelo que visa facilitar a visua-
lizac¸a˜o do conhecimento a partir de reposito´rios de documentos digi-
tais baseado em imagens semaˆnticas. Para conceber o modelo foram
pesquisadas as a´reas de visualizac¸a˜o da informac¸a˜o, visualizac¸a˜o do
conhecimento, ontologia, anotac¸o˜es semaˆnticas, semio´tica, infograf´ıa e
hipermı´dia.
No modelo proposto tanto as imagens quanto os reposito´rios de
documentos teˆm sido enriquecidos com conteu´do semaˆntico possibili-
tando a interoperabilidade entre eles. O conteu´do semaˆntico permite
“entender” quais os conceitos representados tanto nas imagens quanto
nos documentos facilitando assim a recuperac¸a˜o de conhecimento de
forma independente a` linguagem da escrita dos documentos e a recu-
perac¸a˜o dos documentos relacionados aos conceitos representados nas
imagens. Desta forma, para recuperar documentos, o usua´rio so´ pre-
cisa selecionar uma regia˜o da imagem sem necessidade de ingressar os
termos das buscas como nos sistemas de recuperac¸a˜o tradicionais. Os
resultados das buscas sa˜o apresentados na pro´pria imagem alterando a
colorac¸a˜o das regio˜es onde se concentra a maior quantidade de docu-
mentos ou apresentando, de forma textual, a quantidade de documentos
recuperados associados a cada regia˜o da imagem.
No decorrer do trabalho discutem-se as habilidades que os huma-
nos teˆm para processar efetivamente as representac¸o˜es visuais e como
estas representac¸o˜es podem ser usadas para transferir conhecimento;
contudo, a validac¸a˜o destes pressupostos na˜o e´ o foco desta pesquisa.
Um dos componentes do modelo e´ o reposito´rio do conhecimento.
Neste reposito´rio sa˜o armazenadas as representac¸o˜es do conhecimento
usadas para descrever as imagens e os documentos. O objetivo deste
componente e´ armazenar representac¸o˜es do conhecimento existentes,
entretanto, na˜o e´ parte desta pesquisa o desenvolvimento de nenhuma
ontologia, taxonomia, meta-tesauro de algum domı´nio de conhecimento
em espec´ıfico.
Os mapeamentos semaˆnticos sa˜o os mecanismos usados no mo-
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delo para descrever tanto as imagens quanto os documentos dos re-
posito´rios. Estes mapeamentos relacionam as entidades descritas nas
imagens e documentos com conceitos representados em algum forma-
lismo e armazenados no reposito´rio do conhecimento. O modelo na˜o
define como devem ser implementados os mapeamentos. Ao desenvol-
ver sistemas baseados em conhecimento a partir do modelo proposto,
o engenheiro do conhecimento tem a liberdade de escolher a forma de
implementar os mapeamentos podendo usar para isto arquivos semi-
estruturados, banco de dados, ontologias, etc.
A recuperac¸a˜o do conhecimento e´ o mecanismo usado pelo mo-
delo para obter o conhecimento armazenado nos documentos dos repo-
sito´rios. Este mecanismo e´ usado no processo de visualizac¸a˜o alterando
a colorac¸a˜o das regio˜es das imagens a fim de facilmente reconhecer as
regio˜es onde existe maior concentrac¸a˜o de documentos associados. En-
tretanto, esta pesquisa na˜o esta´ focada em me´todos nem metodologias
para recuperac¸a˜o do conhecimento.
1.7 FASES DA PESQUISA
Esta sec¸a˜o tem como objetivo descrever os procedimentos me-
todolo´gicos usados na execuc¸a˜o deste projeto de pesquisa. Esta sec¸a˜o
esta´ estruturada da seguinte maneira: apo´s a descric¸a˜o dos componen-
tes metodolo´gicos, apresenta-se o modelo da pesquisa, posteriormente
se apresenta a caracterizac¸a˜o da pesquisa, e finalmente sa˜o apresenta-
dos as etapas do projeto.
Na sec¸a˜o componentes metodolo´gicos, descreve-se brevemente o
me´todo dedutivo e indutivo e sua relac¸a˜o com o paradigma quanti-
tativo e qualitativo. Posteriormente se explica o processo de revisa˜o
sistema´tica que pode ser usado nas pesquisas bibliogra´ficas qualitati-
vas. Descreve-se tambe´m a piraˆmide metodolo´gica onde a metodologia
e´ vista como um sistema em camadas. Finalmente se revisam os prin-
cipais elementos da metodologia CommonKADS, uma metodologia da
engenharia do conhecimento moderna.
No modelo da pesquisa, se explica como se integram as reviso˜es
sistema´ticas, a piraˆmide metodolo´gica e a metodologia CommonKADs
dentro do projeto de pesquisa. Na caracterizac¸a˜o da pesquisa, se clas-
sifica a pesquisa a partir da sua natureza, a sua abordagem, os seus
objetivos e seus procedimentos te´cnicos. Finalmente, se detalham as
etapas do projeto que visam satisfazer os objetivos da pesquisa.
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1.7.1 Componentes Metodolo´gicos
1.7.1.1 Paradigmas de Pesquisa
Segundo Gil (1999) o me´todo e´ “um conjunto de procedimentos
intelectuais e te´cnicos” necessa´rio na pesquisa cient´ıfica. Como o co-
nhecimento cient´ıfico fundamenta-se na raza˜o, precisa ser sistema´tico,
a fim de que possa ser testado e comprovado por outros membros da
comunidade cient´ıfica (SANTOS, 2008). Dentre os me´todos consolida-
dos da pesquisa cient´ıfica se encontram o dedutivo e o indutivo (GIL,
1999; LAKATOS; MARCONI, 1993).
O me´todo dedutivo caracteriza-se por chegar a uma conclusa˜o
a partir de uma situac¸a˜o geral e gene´rica para uma particular (SILVA;
MENEZES, 2005). Se parte de uma teoria, que define as relac¸o˜es entre
conceitos dentro de um conjunto de suposic¸o˜es e restric¸o˜es fixadas,
para formular hipo´teses visando a` confirmac¸a˜o da teoria. O me´todo
indutivo caracteriza-se pelo processo pelo qual, o pesquisador por meio
de observac¸o˜es, chega a determinadas concluso˜es gerais, ou seja, parte-
se do espec´ıfico para o geral (SILVA; MENEZES, 2005). A diferenc¸a entre
ambos me´todos pode ser visualizado na figura 2, nela pode se observar












Figura 2 – Pesquisa dedutiva e indutiva.
O me´todo dedutivo e indutivo sa˜o usados nos paradigmas quanti-
tativo e qualitativo respectivamente. De um modo geral, existem prin-
cipalmente dois tipos de modelos ou paradigmas de pesquisa: o qua-
litativo e o quantitativo (CRESWELL, 2009). Segundo Merriam (1998)
na pesquisa qualitativa os pesquisadores esta˜o interessados em com-
preender o significado que as pessoas constru´ıram, preocupados prin-
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cipalmente com os processos e na˜o simplesmente com os resultados e
os produtos. Procura compreender o fenoˆmeno de interesse a partir
da perspectiva do participante e na˜o do pesquisador, sendo o pesqui-
sador o principal instrumento de coleta e ana´lise dos dados. Como
foca nos processo, significados e na compreensa˜o, o produto da pes-
quisa qualitativa e´ marcadamente descritivo (TREVIN˜OS, 1987). Por
outro lado, a pesquisa quantitativa, segundo Creswell (2009), e´ o pro-
cesso de investigac¸a˜o de um problema baseado na testagem de uma
teoria composta por varia´veis, mensuradas com nu´meros e analisadas
com procedimentos estat´ısticos. O objetivo na pesquisa quantitativa
e´ desenvolver generalizac¸o˜es que contribuam para o desenvolvimento
teo´rico e que possibilitem uma melhor explicac¸a˜o, compreensa˜o e pre-
visa˜o de um fenoˆmeno (GAUCH, 2003). As diferenc¸as entre ambos os
paradigmas podem se apreciar no quadro 3.
1.7.1.2 Revisa˜o Sistema´tica
Uma revisa˜o sistema´tica e´ uma forma de identificar, avaliar e
interpretar as pesquisas relevantes dispon´ıveis para um problema de
pesquisa espec´ıfico. As reviso˜es sistema´ticas diferem das reviso˜es nar-
rativas tradicionais atrave´s da adoc¸a˜o de um processo replica´vel, ci-
ent´ıfico e transparente (TRANFIELD; DENYER; SMART, 2003, p. 209)
que incluem as estrate´gias para recuperar as evideˆncias a fim que ou-
tros profissionais possam reproduzir a revisa˜o (BIOLCHINI et al., 2005,
p. 1).
Apesar da infaˆncia relativa da revisa˜o sistema´tica, um razoa´vel
consenso emergiu como a suas deseja´veis caracter´ısticas metodolo´gicas.
O Cochrane Collaboration’s Cochrane Reviewers’ Handbook (CLARKE;
OXMAN, 2001) e a National Health Service Dissemination (KHAN et al.,
2001) fornecem uma lista de etapas para a realizac¸a˜o de uma revisa˜o
sistema´tica (TRANFIELD; DENYER; SMART, 2003, p. 214).
Entre estas etapas se encontram: i) o planejamento da revisa˜o
que se divide nas tarefas de identificac¸a˜o das necessidades da revisa˜o,
elaborac¸a˜o da proposta para a revisa˜o, e o desenvolvimento de um
protocolo de revisa˜o; ii) a execuc¸a˜o da revisa˜o na qual se realiza
a identificac¸a˜o das pesquisas, selec¸a˜o dos estudos, desenvolvimento de
um protocolo de revisa˜o, estudo de avaliac¸a˜o da qualidade, extrac¸a˜o de
dados e acompanhamento dos progressos, e s´ıntese dos dados; e iii) a
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Tabela 3 – Caracter´ısticas das pesquisas qualitativa e quantitativa.
Adaptado de Merriam (1998).
1.7.1.3 Piraˆmide Metodolo´gica
De forma geral uma metodologia pode ser definida como um con-
junto de me´todos, regras e postulados empregados em uma disciplina
(HEIJST et al., 1994). Segundo Wielinga, Schreiber e Greef (1989) uma
metodologia pode ser considerada como um sistema em camadas, onde
cada camada poder vista como um bloco de construc¸a˜o que suporta a








Figura 3 – Piraˆmide metodolo´gica.
• A camada de visa˜o de mundo da piraˆmide refere-se aos princ´ıpios
e suposic¸o˜es que fundamentam a metodologia estabelecendo as-
sim os limites do escopo. Muitas vezes estes princ´ıpios parecem
o´bvios e ate´ triviais, mas o que pode parecer trivial para uma
comunidade poderiam na˜o seˆ-los para outras. Explicitar a visa˜o
do mundo permite estabelecer dia´logos com outras metodologias
alternativas facilitando sua comparac¸a˜o. Um exemplo de visa˜o
de mundo da mecaˆnica newtoniana e´ a suposic¸a˜o que o mundo e´
homogeˆneo (i.e., as mesmas leis podem ser aplicadas em qualquer
lugar do universo) (HEIJST et al., 1994). Na me´todologias de enge-
nheria do conhecimento modernas (i.e., CommonKADS), a visa˜o
de mundo e´ que a engenharia do conhecimento e´ uma atividade
de modelagem onde padro˜es permitem o reuso de conhecimento
(SCHREIBER et al., 1999). O paradigma orientado a objetos e´ ou-
tro exemplo de visa˜o de mundo no domı´nio das linguagens de
programac¸a˜o (SPEEL et al., 2002).
• A camada da teoria sustenta a descric¸a˜o declarativa do conheci-
mento dispon´ıvel no domı´nio da metodologia. As teorias usual-
mente sa˜o formuladas como um conjunto de teoremas. As leis de
Newton (i.e., ac¸a˜o-reac¸a˜o) sa˜o parte da capa teo´rica no domı´nio
da mecaˆnica (HEIJST et al., 1994). No CommonKADS formam
parte da teoria as notac¸o˜es textuais e gra´ficas, as planilhas, as
estruturas dos documentos (SCHREIBER et al., 1999).
• A camada dos me´todos representa a`s operac¸o˜es que podem ser
executadas baseadas na teoria. Em outras palavras a teoria des-
creve “o queˆ” e os me´todos “o como”. Por exemplo, equac¸o˜es
matema´ticas, como xt = x0 + v.t sa˜o usadas como me´todos na
mecaˆnica newtoniana (HEIJST et al., 1994).
• As ferramentas sa˜o os dispositivos que suportam os me´todos.
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Ferramentas no sentido geral da palavra. Termoˆmetros, caneta
e papel, martelos e estetosco´pios sa˜o exemplos de ferramentas
(HEIJST et al., 1994).
• O uso e´ a camada de mais alto n´ıvel na piraˆmide. A metodologia
podera´ ser usada, por exemplo, em projetos, estudo de casos, etc.
1.7.1.4 A Metodolog´ıa CommonKADS
Segundo Schreiber et al. (1999) um sistema de gesta˜o do conheci-
mento deve ser capaz de executar tarefas intensivas em conhecimento ou
em todo caso ajudar a executa´-las, sendo um fator chave para o sucesso,
a capacidade do sistema de lidar com os aspectos organizacionais rele-
vantes. CommonKADS nasce motivada pela necessidade de construir
sistemas de qualidade em larga escala de forma estruturada, controla´vel
e repetitiva. Esta metodologia facilita a compreensa˜o do contexto da
organizac¸a˜o e verifica a necessidade de implantac¸a˜o de im sistema ba-
seado em conhecimento ou alternativas da gesta˜o do conhecimento. A
ana´lise da organizac¸a˜o e´ feita atrave´s de formula´rios espec´ıficos que tem
como objetivo entender e esquematizar a dinaˆmica das organizac¸o˜es. A
experieˆncia acumulada ao longo dos anos tornou o conjunto de mode-
los CommoKADS em experieˆncia pra´tica dos princ´ıpios da ana´lise de
conhecimento. Como consequ¨eˆncia disso e´ atualmente a metodologia
mais usada em projetos reais (FREITAS, 2003).
Esta metodologia baseia-se em quatro princ´ıpios:
1. A engenharia do conhecimento na˜o e´ uma minerac¸a˜o de conheci-
mento da cabec¸a dos especialistas, sena˜o que consistem na cons-
truc¸a˜o de modelos sobre os diferentes aspetos do conhecimento
humano;
2. A modelagem do conhecimento se concentra primeiramente na
estrutura conceitual do conhecimento e deixa os detalhes de pro-
gramac¸a˜o para depois;
3. El conhecimento possui uma estrutura interna esta´vel que permite
analisar e distinguir tipos de conhecimentos espec´ıficos;
4. Um projeto de conhecimento deve ser gerenciado tendo em con-
siderac¸a˜o o modelo em espiral. A aprendizagem baseia-se na ex-
perieˆncia ao longo do projeto.
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CommoKADS integra caracter´ısticas metodolo´gicas orientada a
modelos abrangendo diversos aspetos de um projeto de desenvolvi-
mento, incluindo ana´lise organizacional, gesta˜o do projeto, aquisic¸a˜o,
representac¸a˜o y modelagem do conhecimento; integrac¸a˜o e implemen-
tac¸a˜o de sistemas. A su´ıte de modelos CommonKADs tem sua origem
e motivac¸a˜o nas seguinte perguntas:
• Por queˆ? Por que um sistema baseado em conhecimento e´ uma
potencial soluc¸a˜o? Para que problemas? Que benef´ıcios, custos e
impactos se refletiram na organizac¸a˜o?
• Queˆ? Qual e´ a natureza e estrutura do conhecimento envolvido?
Qual e´ a natureza e estrutura da comunicac¸a˜o? A descric¸a˜o con-
ceptual do conhecimento aplicado nas tarefas e´ o ponto central
aqui;
• Como? Como deveria ser implantado o conhecimento em um sis-
tema de computadores? Como se apresentariam as arquiteturas
de software e mecanismos computacionais? Os aspetos te´cnicos
de infra-estrutura de informac¸a˜o sa˜o vistos aqui.
Cada modelo CommonKADS e´ uma tentativa de resposta a cada
uma destas perguntas visando entender o contexto organizacional, os
conceptos associados ao conhecimento e os artefatos que possuira˜o as
especificac¸o˜es para construir o sistema baseado em conhecimento. O
modelo da organizac¸a˜o, o modelo de tarefas e o modelo de agentes
analisam o entorno organizacional e os fatores cr´ıticos para o sucesso.
O modelo de comunicac¸a˜o e o modelo do conhecimento oferecem a
descric¸a˜o conceptual das func¸o˜es necessa´rias para resolver o problema
e os dados que sera˜o gerenciados. O modelo do projeto transforma
todo os demais modelos em uma especificac¸a˜o te´cnica que serve como
base para a implementac¸a˜o do software. Este processo e´ apresentado
na figura 4. E´ importante notar que na˜o e´ preciso construir todos os
modelos, isto dependera´ dos objetivos de cada projeto. Na sequ¨eˆncia,
descreve-se brevemente cada um destes modelos.
No modelo da organizac¸a˜o se analisam as principais caracter´ısticas
da organizac¸a˜o visando descobrir problemas e oportunidades, estabe-
lecer sua viabilidade e mensurar os impactos que as ac¸o˜es poderiam
ocasionar na organizac¸a˜o (HOW et al., 1996). No modelo de tarefas
se analisa a estruturas das tarefas, suas entradas e suas sa´ıdas, pre´-
condic¸o˜es e crite´rios de aceitac¸a˜o, assim como as competeˆncias e re-
cursos necessa´rios (CHANDRASEKARAN, 1990; SCHREIBER et al., 1993;




















Figura 4 – Suite de modelos CommonKADS.
os executores das tarefas, estes podem ser humanos, sistemas de in-
formac¸a˜o o qualquer outro tipo de entidade. No modelo de agentes
se descreve as principais caracter´ısticas dos agentes, em part´ıcular sua
competeˆncia, domı´nio de execuc¸a˜o e restric¸o˜es. Ale´m disso, e´ identifi-
cada a forma de comunicac¸a˜o entre eles. O propo´sito do modelo do co-
nhecimento e´ explicar ao detalhe as estruturas e tipos de conhecimento
usado na execuc¸a˜o das tarefas. Isto permite uma descric¸a˜o, indepen-
dente da plataforma de implantac¸a˜o, do papel que desempenham os
diferentes componentes do conhecimento para resolver um problema.
Isto faz a este modelo um importante ve´ıculo de comunicac¸a˜o entre os
usua´rios e especialistas sobre os aspectos de resoluc¸a˜o de problemas.
Dado que muitos agentes podem estar envolvidos na execuc¸a˜o de uma
mesma tarefa, e´ importante modelar as operac¸o˜es entre eles. Isto e´
feito no modelo de comunicac¸a˜o, de forma conceitual e independente
da sua implementac¸a˜o. Todos os modelos vistos podem ser conside-
rados como constituintes da especificac¸a˜o de requerimentos do sistema
baseado em conhecimento. Baseado nestes requerimentos, o modelo do
projeto organiza as especificac¸o˜es te´cnicas do sistema em te´rminos de
arquitetura, plataformas de implantac¸a˜o, mo´dulos de software e meca-
nismos computacionais.
1.7.2 Modelo da Pesquisa
O modelo proposto integra o procedimento de revisa˜o sistema´tica,
a piraˆmide metodolo´gica e a metodologia CommoKADS. A revisa˜o sis-
tema´tica foi usada para montar a piraˆmide metodolo´gica que suportou
as bases para a criac¸a˜o do modelo. O modelo foi criado usando a meto-
dologia CommonKADS. A figura 5 mostra este modelo. Na sequ¨eˆncia,
descreve-se como os elementos deste modelo de pesquisa permitem sa-
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Figura 5 – Modelo da pesquisa.
Visando satisfazer o objetivo 1 (O1: Identificar na literatura
as condic¸o˜es em que os seres humanos, ao processarem representac¸o˜es
visuais, conseguem associar as entidades representadas nestas estrutu-
ras com conhecimentos pre´vios), foi feita uma revisa˜o sistema´tica nos
campos da visualizac¸a˜o da informac¸a˜o, visualizac¸a˜o do conhecimento,
arque´tipos, semio´tica, teoria da carga cognitiva, hipermı´dia e infografia.
Com o objetivo de satisfazer o objetivo 2 (O2: Definir uma
estrutura que permita descrever semanticamente as imagens com o in-
tuito de explicitar as entidades do mundo real contidas nestas imagens)
foi feita tambe´m uma revisa˜o sistema´tica na a´rea de web semaˆntica e
anotac¸o˜es de imagens.
Os resultados destas reviso˜es bibliogra´ficas permitiram criar as
bases da visa˜o do mundo, teoria e me´todos na piraˆmide metodolo´gica
aplicada na pesquisa. A piraˆmide metodolo´gica usada nesta pesquisa e´
apresentada na figura 6.
A visa˜o do mundo, a teoria e os me´todos da piraˆmide meto-
dolo´gica da pesquisa foram aplicados a` metodologia ComonKADS, vi-
sando a execuc¸a˜o do objetivo 3 (O3: Definir no modelo mecanismos
que permitam uma integrac¸a˜o semaˆntica das imagens e os reposito´rios
de documentos digitais com o intuito de facilitar a recuperac¸a˜o do co-
nhecimento).
Finalmente, com o objetivo de satisfazer o objetivo 4 (O4: Im-
plementar um proto´tipo que aplica as definic¸o˜es descritas pelo modelo
que permita demonstrar assim a viabilidade do modelo proposto) foi de-
senvolvido um proto´tipo, a partir do qual foram feitas ana´lises compara-
tivas qualitativas com outros modelos, avaliac¸o˜es por meio de heur´ıstica
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Figura 6 – Piraˆmide metodolo´gica aplicada na pesquisa.
1.7.3 Caracterizac¸a˜o da pesquisa
Esta pesquisa pode ser classificada como pesquisa aplicada, qua-
litativa, explorato´ria e bibliogra´fica (ver quadro 4):
Ponto de vista Caracterizac¸a˜o
por sua natureza pesquisa aplicada
por sua abordagem pesquisa qualitativa
por seus objetivos pesquisa descritiva
por seus procedimentos te´cnicos pesquisa bibliogra´fica
Tabela 4 – Caracterizac¸a˜o da pesquisa.
• A pesquisa pode ser considerada como aplicada porque “objetiva
gerar conhecimentos para aplicac¸a˜o pra´tica e dirigidos a` soluc¸a˜o
de problemas espec´ıficos” (SILVA; MENEZES, 2005). A aplicac¸a˜o
pra´tica e´ a construc¸a˜o de um modelo que permita a visualizac¸a˜o
de conhecimento usando imagens semaˆnticas que representem a
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entidades do mundo real tendo uma baixa carga de trabalho nos
processos de busca.
• Qualitativa porque foca na compreensa˜o e descric¸a˜o de como os
humanos processam as imagens e como estas podem se relacionar
com conhecimento pre´vio. Tambe´m se procura compreender em
que condic¸o˜es os humanos executam processo que minimizem sua
carga cognitiva.
• Descritiva porque “visa descrever as caracter´ısticas de deter-
minado fenoˆmeno” (SILVA; MENEZES, 2005). O fenoˆmeno que se
procura descrever e´ como a engenharia do conhecimento suporta a
explicitac¸a˜o de imagens com semaˆntica visando a` integrac¸a˜o des-
tas com reposito´rios de informac¸a˜o digital a fim de suportar os
processos de recuperac¸a˜o de conhecimento usando estas imagens
para minimizar a carga de trabalho cognitiva.
• Bibliogra´fica porque e´ “busca explicar o problema a partir de
referenciais teo´ricos” (CERVO; BERVIAN, 1983). Esta parte da
pesquisa se realizara´ usando reviso˜es sistema´ticas com o objetivo
de sintetizar os estudos de interesse para esta pesquisa. Os resul-
tados qualitativos obtidos em uma revisa˜o sistema´tica podem ser
apresentados na forma narrativa, quantitativa de estat´ıstica de
achados qualitativos, ou atrave´s da interpretac¸a˜o dos resultados
(LOPES; FRACOLLI, 2008).
1.7.4 Etapas do Projeto de Pesquisa
Visando a` concepc¸a˜o e ao desenvolvimento da pesquisa, realizou-
se uma revisa˜o sistema´tica sobre como as imagens contendo repre-
sentac¸o˜es do mundo real podem ser usadas como ve´ıculos para visuali-
zar conhecimento. Recorreu-se a`s a´reas de visualizac¸a˜o da informac¸a˜o
e visualizac¸a˜o do conhecimento no intuito de obter um melhor enten-
dimento sobre como os seres humanos processam as imagens e como
estas podem ser usadas para divulgar conhecimento. A teoria da carga
cognitiva, por seu lado, permitiu estabelecer orientac¸o˜es para apoiar
a apresentac¸a˜o da informac¸a˜o de forma a minimizar a sobrecarga do
sistema cognitivo, diminuindo a carga na memo´ria de trabalho, melho-
rando assim o desempenho intelectual. A semio´tica forneceu as diretri-
zes para a organizac¸a˜o das imagens semaˆnticas. A semio´tica, chamada
tambe´m de cieˆncia dos signos, pode ser organizada em treˆs categorias:
a sintaxe, a semaˆntica e a pragma´tica. Estas categorias forneceram as
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bases para a estruturar as imagens semaˆnticas nos n´ıveis: descritivo,
estrutural e semaˆntico. A web semaˆntica forneceu a estruturas de co-
nhecimento necessa´rias para fazer que o modelo entenda a informac¸a˜o
visual contida nas imagens assim como os conceitos mencionados nos
documentos textuais facilitando assim a comunicac¸a˜o entre os usua´rios
e o modelo.
Assim, para que os objetivos sejam alcanc¸ados, o trabalho foi
dividido nas etapas a seguir. Ale´m disso, a figura 7 apresenta, esque-
maticamente, as fases da pesquisa.
Um Modelo para a Visualização do Conhecimento 















Apresentar conclusões e 
trabalhos futuros





anotações semânticas , 
web semântica
















Figura 7 – Representac¸a˜o das fases da pesquisa.
1. Pesquisa bibliogra´fica qualitativa: Nesta etapa, realizou-se
um estudo sobre as habilidades inatas que teˆm os seres humanos
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para processar imagens rapidamente a fim de compreender como
a visa˜o pode ser usada de forma efetiva para perceber elementos
e formas. Tambe´m sa˜o analisadas as caracter´ısticas usadas nos
sistemas visualizac¸a˜o da informac¸a˜o para explorar os dados e criar
novos insights a partir de representac¸o˜es visuais;
Estudaram-se tambe´m as diferentes representac¸o˜es visuais que
podem ser usadas como ve´ıculos para transferir conhecimento.
Em particular se analisou o framework proposto por Burkhard
para a visualizac¸a˜o do conhecimento (BURKHARD, 2004, 2005c;
BURKHARD; MEIER, 2005; BURKHARD, 2005b, 2005a; EPPLER;
BURKHARD, 2007). Este estudo permitiu estabelecer um quadro
conceitual que forneceu uma visa˜o geral do campo da visualizac¸a˜o
do conhecimento e orientou o desenvolvimento do modelo;
Analisaram-se tambe´m os me´todos existentes na engenharia do
conhecimento para descrever tanto as estruturas e entidades re-
presentadas nas imagens quanto nos documentos. O foco desta
etapa foi encontrar representac¸o˜es que fornec¸am ao modelo o co-
nhecimento sobre quais as entidades do mundo real esta˜o sendo
representadas tanto nas imagens quanto nos documentos. Em
particular foi estudado o processo de anotac¸a˜o semaˆntica.
2. Construc¸a˜o do modelo: A partir da revisa˜o bibliogra´fica se
construiu a piraˆmide metodolo´gica (ver figura 6) que montou as
bases para o desenvolvimento do modelo. A partir desta piraˆmide
e usando os artefatos da metodologia CommoKADS, trabalhou-
se na definic¸a˜o do modelo para visualizac¸a˜o do conhecimento. Os
estudos sobre visualizac¸a˜o da informac¸a˜o e visualizac¸a˜o do co-
nhecimento serviram de base para definir as imagens semaˆnticas.
Os estudos sobre anotac¸o˜es serviram para criar mecanismos para
integrar as imagens e os reposito´rios de documentos digitais por
meio de mapeamentos semaˆnticos. Foram identificados e descri-
tos cada um dos componentes que compo˜em o modelo.
3. Viabilidade: Nesta etapa foi desenvolvido um proto´tipo base-
ado no modelo proposto. O conhecimento a ser visualizado foi
recuperado a partir de um reposito´rio de documentos contendo
informac¸a˜o referente a` a´rea de sau´de. As imagens semaˆnticas
foram criadss contendo representac¸o˜es de entidades anatoˆmicas.
Avaliam-se como os componentes do modelo auxiliam ao usua´rio
no processo de visualizac¸a˜o.
4. Concluso˜es e trabalhos futuros: Apresentam-se as con-
50
cluso˜es da tese e descrevem-se algumas sugesto˜es de poss´ıveis
trabalhos futuros.
1.8 ORGANIZAC¸A˜O DO DOCUMENTO
Este trabalho e´ composto, ale´m desta introduc¸a˜o, de mais seis
cap´ıtulos, como mostrado a seguir:
1. Cap´ıtulo 2 - REVISA˜O DA LITERATURA: neste cap´ıtulo des-
crevem-se as a´reas de pesquisas (i.e., visualizac¸a˜o da informac¸a˜o,
visualizac¸a˜o do conhecimento, anotac¸o˜es) que serviram de emba-
samento para o trabalho;
2. Cap´ıtulo 3 - ESTADO DA ARTE: neste cap´ıtulo apresenta-se o
estado da arte nos temas de visualizac¸a˜o da informac¸a˜o e visua-
lizac¸a˜o do conhecimento;
3. Cap´ıtulo 4 - MODELO PROPOSTO: neste cap´ıtulo apresenta-se
o modelo para a visualizac¸a˜o do conhecimento;
4. Cap´ıtulo 5 - IMPLEMENTAC¸A˜O DO MODELO: neste cap´ıtulo
mostra-se a implementac¸a˜o do proto´tipo a partir do modelo pro-
posto. E´ apresentada a arquitetura do proto´tipo, seus mo´dulos e
suas relac¸o˜es com o modelo;
5. Cap´ıtulo 6 - DEMONSTRAC¸A˜O DE VIABILIDADE E ANA´LISE
COMPARATIVA: neste cap´ıtulo discute-se um proto´tipo base-
ado no modelo. Tambe´m se discute o modelo proposto em com-
parac¸a˜o com outros modelos propostos para a visualizac¸a˜o do co-
nhecimento e se discute o modelo em relac¸a˜o a algumas heur´ısticas
desenvolvidas para a visualizac¸a˜o da informac¸a˜o;
6. Cap´ıtulo 7 - CONCLUSO˜ES E TRABALHOS FUTUROS: neste
cap´ıtulo destacam-se algumas concluso˜es sobre a pesquisa e des-
crevem-se sugesto˜es para trabalhos futuros.
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2 REVISA˜O DA LITERATURA
2.1 VISUALIZAC¸A˜O DA INFORMAC¸A˜O
O objetivo principal de um sistema de visualizac¸a˜o da informac¸a˜o
e´ representar visualmente informac¸o˜es com o objetivo de facilitar a com-
preensa˜o dos conjuntos de dados (GERSHON; EICK; CARD, 1998; CARD;
MACKINLAY; SHNEIDERMAN, 1999; YI et al., 2008) que, a` primeira vista,
sa˜o volumosos ou na˜o sa˜o facilmente de analisar em seu estado original,
tornando as informac¸o˜es relevantes em objetos mais naturais, mais se-
melhantes a outros objetos que ja´ sa˜o conhecidos (RAUTER; BENATO,
2005). Os sistemas de visualizac¸a˜o da informac¸a˜o sa˜o especialmente
u´teis quando os usua´rios na˜o sabem que perguntas fazer ajudando-os
a restringir rapidamente o espac¸o da busca e a encontrar dados para
estudar mais detalhadamente (FEKETE et al., 2008, p. 2).
Segundo Card, Mackinlay e Shneiderman (1999) a visualizac¸a˜o
pode ser entendida como o processo de mapeamento de dados a repre-
sentac¸o˜es visuais para serem apresentadas a um observador humano.
Na figura 8 pode-se visualizar um modelo simplificado deste processo
onde o fluxo das setas a partir dos dados ate´ o usua´rio especifica
uma se´rie de transformac¸o˜es e o fluxo das setas a partir do humano
ate´ as transformac¸o˜es em si, indicam o ajustes por meio de controles
operados pelo usua´rio. As transformac¸o˜es dos dados mapeiam dados
crus, na˜o estruturados em dados estruturados; os mapeamentos visuais
transformam os dados estruturados em estruturas visuais; e as trans-
formac¸o˜es das viso˜es criam viso˜es a partir das estruturas visuais usando
paraˆmetros gra´ficos como, por exemplo, a posic¸a˜o e a escala. As in-
terac¸o˜es do usua´rio controlam os paraˆmetros destas transformac¸o˜es,
por exemplo, restringindo a visualizac¸a˜o de certos dados ou mudando
a natureza das transformac¸o˜es.
A visualizac¸a˜o da informac¸a˜o lida principalmente com dados abs-
tratos, isto e´, dados para os quais o usua´rio na˜o tem nenhum modelo
mental preconcebido, por esta raza˜o, a interac¸a˜o e´ particularmente im-
portante, pois permite explorar e analisar os dados. A iterac¸a˜o permite
que o usua´rio implicitamente forme modelos mentais das correlac¸o˜es
dos dados, atrave´s de reconhecimento de padro˜es, formando hipo´teses






















Figura 8 – Modelo de refereˆncia para o processo de visualizac¸a˜o. Adap-
tado de Card, Mackinlay e Shneiderman (1999).
2.1.1 As habilidades dos humanos para processar imagens
Os benef´ıcios providos pela visualizac¸a˜o parecem depender do
fato de ela atuar como um frame de refereˆncia ou como uma a´rea de
armazenamento tempora´rio para os processos da cognic¸a˜o humana. A
visualizac¸a˜o aumenta a memo´ria dos humanos ao fornecer um extenso
conjunto de trabalho para analisar e refletir, e torna-se assim um facili-
tador externo da cognic¸a˜o (FEKETE et al., 2008). Este benef´ıcio pode ser
observado ao analisar os gra´ficos de dispersa˜o do quarteto de Anscombe
(ANSCOMBE, 1973). O quarteto de Anscombe compreende quatro con-
juntos de dados (ver figura 9) com o mesmo perfil estat´ıstico (ver tabela
5), mas na realidade sa˜o muito diferentes quando representados grafi-
camente, como pode ser observado na figura 10. Eles foram criados
para demonstrar a importaˆncia dos gra´ficos na ana´lise e os efeitos dos
outliers nas propriedades estat´ısticas.
nu´mero de observac¸o˜es (n) 11
media de x (x¯) 9.0
media de y (y¯) 7.5
coeficiente de regrec¸a˜o (b1) 0.5
equac¸a˜o de regressa˜o linear y = 3 + 0.5x
soma dos quadrados de (x− x¯) 110.0
Tabela 5 – Perfil estat´ıstico dos quartetos Anscombe. Adaptado de
Anscombe (1973).
Segundo Ware (2000) existem principalmente duas teorias na
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I II III IV
x y x y x y x y
10.0 8.04 10.0 9.14 10.0 7.46 8.0 6.58
8.0 6.95 8.0 8.14 8.0 6.77 8.0 5.76
13.0 7.58 13.0 8.74 13.0 12.74 8.0 7.71
9.0 8.81 9.0 8.77 9.0 7.11 8.0 8.84
11.0 8.33 11.0 9.26 11.0 7.81 8.0 8.47
14.0 9.96 14.0 8.10 14.0 8.84 8.0 7.04
6.0 7.24 6.0 6.13 6.0 6.08 8.0 5.25
4.0 4.26 4.0 3.10 4.0 5.39 19.0 12.50
12.0 10.84 12.0 9.13 12.0 8.15 8.0 5.56
7.0 4.82 7.0 7.26 7.0 6.42 8.0 7.91
5.0 5.68 5.0 4.74 5.0 5.73 8.0 6.89
Figura 9 – Quarteto do Anscombe: quatro conjuntos de dados
com valores diferentes e o mesmo perfil estat´ıstico
Figura 10 – Gra´ficos de dispersa˜o do
quarteto do Anscombe
psicologia que explicam como a visa˜o pode ser usada efetivamente para
perceber elementos e formas. No baixo n´ıvel, a teoria do processamento
pre´-atencional explica que alguns elementos visuais podem ser proces-
sados rapidamente e com muita precisa˜o por nosso sistema visual; e no
n´ıvel mais alto, a teoria da forma ou teoria da Gestalt descreve alguns
princ´ıpios usados pelo nosso ce´rebro para entender uma imagem.
O processo de visualizac¸a˜o pode ser dividido em duas etapas
(TREISMAN, 1985; WOLFE; TREISMAN; HOROWITZ, 2003), na primeira
delas, a informac¸a˜o e´ processada pelo olho e pelo co´rtex visual prima´rio,
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onde neuroˆnios individuais em a´reas espec´ıficas (denominadas V1, V2,
V3, V4, MT) sa˜o especializados para identificar caracter´ısticas parti-
culares como, por exemplo, orientac¸a˜o, cor, textura, contorno ou movi-
mento. Nesta fase a informac¸a˜o e´ processada de forma pre´-atencional
e muito ra´pido. Posteriormente, na segunda fase, o processamento e´
dividido dentro de dois subsistemas complementares e independentes,
um deles focado na identificac¸a˜o dos objetos (queˆ) e o outro focado na
localizac¸a˜o espacial (onde) (BURKHARD, 2005c).
A cor e´ uma das caracter´ısticas que pode ser percebida de forma
pre´-atentiva. Isto pode ser corroborado ao observar a representac¸a˜o da
figura 11-a, onde rapidamente e´ poss´ıvel identificarmos o objeto verme-
lho, neste caso o sistema visual identifica rapidamente este objeto como
o elemento fora do padra˜o da representac¸a˜o. Mas o processamento pre´-
atentivo so´ funciona dentro de algumas configurac¸o˜es, na figura 11-b
pode-se observar outra representac¸a˜o onde existem uma maior diver-
sidade de cores, apesar de existirem a mesma quantidade de objetos,
nenhum padra˜o pode ser reconhecido pre´-atentivamente.
a b
Figura 11 – Processamento pre-atencional da cor. a) representac¸a˜o
visual onde a cor pode ser processada de forma pre´-atentiva. b) re-
presentac¸a˜o visual onde a cor na˜o pode ser processada de forma pre´-
atentiva.
Os sistemas de visualizac¸a˜o da informac¸a˜o sa˜o concebidos para
fazerem uso do processamento pre´-atencional. A cor, por exemplo, tem
sido usada como elemento para codificar categorias (FLATLA; GUTWIN,
2010). Existe uma extensa lista de caracter´ısticas visuais que podem ser
processadas de forma pre´-atencional, entre elas podemos mencionar: a
orientac¸a˜o da linha, o comprimento ou a largura da linha, o fechamento,
a curvatura entre outros.
De acordo com Ware (2000) a teoria da forma ou teoria da Ges-
talt baseia-se nos seguintes princ´ıpios: proximidade, similaridade, con-
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tinuidade, simetria, fechamento e tamanho relativo. O princ´ıpio da
proximidade indica que elementos que esta˜o pro´ximos entre si sa˜o per-
cebidos como agrupados. Tal como se pode apreciar na figura 12-a os
elementos sa˜o percebidos agrupados de acordo com a distaˆncia a que
se encontram uns dos outros, elementos que esta˜o mais perto de ou-
tros tendem a ser percebidos como um grupo pelo que se percebem
linhas verticais e horizontais e na˜o c´ırculos. O princ´ıpio da similari-
dade indica que elementos similares tendem a ser agrupados uns com
outros como se pode apreciar na figura 12-b onde se percebem linhas
verticais e horizontais e na˜o c´ırculos e quadrados. O princ´ıpio do fe-
chamento indica que um contorno fechado tende a ser visto como um
objeto, este princ´ıpio pode ser apreciado na figura 12-c onde se percebe
um quadrado e um c´ırculo completos mesmo que estas representac¸o˜es
na˜o sejam as desenhadas. O princ´ıpio da continuidade indica que ele-
mentos visuais que esta˜o levemente conectados ou cont´ınuos tendem a
ser agrupados, este princ´ıpio pode ser apreciado na figura 12-d onde
os pontos pro´ximos a` curva se percebem como conectados a` mesma.
O princ´ıpio da simetria indica que dois conjuntos de elementos visuais
organizados simetricamente tendem a ser percebidos como um so´. O
princ´ıpio do tamanho relativo indica que pequenos componentes de um
padra˜o tendem a ser percebidos como objetos enquanto os maiores sa˜o
vistos como segundo plano.
a b
c d




A visualizac¸a˜o da informac¸a˜o contribui de maneira significativa
no processo de ana´lise dos dados apoiando a ana´lise explorato´ria e
a ana´lise confirmato´ria, mas os sistemas de visualizac¸a˜o dependem
da capacidade dos usua´rios para interpretar as representac¸o˜es e fa-
zer infereˆncias va´lidas (MEDDES; MCKENZIE, 2000). De forma geral,
os usua´rios precisam de dois tipos de conhecimento: o conhecimento
de como operar o sistema de visualizac¸a˜o e o conhecimento do domı´nio
para interpretar as representac¸o˜es visuais (CHEN, 2005). Representac¸o˜es
que aproveitam o conhecimento que existe na memo´ria do usua´rio po-
dem agilizar a construc¸a˜o dos modelos mentais ja´ que quando uma re-
presentac¸a˜o visual tem alta consisteˆncia com o conhecimento do usua´rio,
evita-se uma carga cognitiva desnecessa´ria para compreender o seu sig-
nificado (BURKHARD, 2004, 2005c; BAKER; JONES; BURKMAN, 2009),
facilitando a compreensa˜o, reconhecimento de padro˜es e a associac¸a˜o
da informac¸a˜o visual com o conhecimento do mundo real. As meta´foras
visuais facilitam de forma mais efetiva esta associac¸a˜o (YI et al., 2008;
ZIEMKIEWICZ; KOSARA, 2008).
Uma meta´fora pode ser considerada como o uso de conceitos
e conhecimentos a partir de uma a´rea da experieˆncia humana para
entender melhor a estrutura, os fenoˆmenos e conceitos de outra que, a
princ´ıpio, e´ mais abstrata (AVERBUKH et al., 2007); e´ a ide´ia principal
que determina o mapeamento do domı´nio de aplicac¸a˜o para o mundo
visual (AVERBUKH, 2001a). Uma das meta´foras mais usadas no campo
da visualizac¸a˜o da informac¸a˜o tem sido a representac¸a˜o de hierarquias.
As hierarquias sa˜o muitas vezes representadas como a´rvores.
Na figura 13-a pode-se apreciar a estrutura cla´ssica das a´rvores.
A estrutura da a´rvore e´ uma forma de representar a natureza hiera´rquica
de uma estrutura em forma gra´fica (REINGOLD; TILFORD, 1981; BU-
CHHEIM; JU¨NGER; LEIPERT, 2002). Neste tipo de estrutura, a a´rvore
pode ser vista como um grafo ac´ıclico dirigido com uma u´nica origem
chamada de raiz de tal forma que exista um caminho u´nico dirigido a
partir da raiz para qualquer outro no´. A partir desta representac¸a˜o di-
versas variac¸o˜es sa˜o feitas dependendo das necessidades dos sistemas de
visualizac¸a˜o, por exemplo, a representac¸a˜o da figura 13-b acomoda-se
melhor quando ha´ no´s com ro´tulos longos. A visualizac¸a˜o radial (figura
13-d) acomoda-se bem em situac¸o˜es onde o foco de atenc¸a˜o encontra-se
em um no´ colocando este no centro e os outros ao seu redor dispostos
em c´ırculos conceˆntricos (EADES, 1992; BATTISTA et al., 1998; YEE et






Figura 13 – Meta´foras para representar hierarquias. Adaptado de Mc-
Guffin e Robert (2010).
com layout radial (figura 13-e) acomodam-se bem para revelar gran-
des estruturas hiera´rquicas no espac¸o bidimensional (ANDREWS; HEI-
DEGGER, 1998; STASKO; ZHANG, 2000; YANG; WARD; RUNDENSTEINER,
2002; DRAPER; LIVNAT; RIESENFELD, 2009). A visualizac¸a˜o atrave´s de
c´ırculos conceˆntricos (figura 13-f) permite mostrar informac¸o˜es mais
contextuais sem comprometer a clareza da a´rea em foco (BOARDMAN,
2000; TEOH; MA, 2002). Os treemap (figura 13-g) acomodam-se bem
quando o tamanho e´ a caracter´ıstica mais importante a ser exibida
(JOHNSON; SHNEIDERMAN, 1991; SHNEIDERMAN, 1992; BRULS; HUI-
ZING; WIJK, 2000). As listas de a´rvores (13-h) acomodam-se bem para
apresentar informac¸a˜o categorizada.
Representac¸o˜es visuais teˆm sido usadas amplamente nos siste-
mas de recuperac¸a˜o e busca de informac¸a˜o por exemplo para melhorar
a apresentac¸a˜o dos resultados usando matrizes de ı´cones (NOWELL et al.,
1996), layouts dinaˆmicos (PAEK; DUMAIS; LOGAN, 2004), redes (TENG;
CHI, 2007), treemaps (EDWARD, 2009), indicadores da relevaˆncia dos
itens recuperados (VEERASAMY; BELKIN, 1996; HEIMONEN; JHAVERI,
2005; HEIMONEN; SIIRTOLA, 2009), entre outras estruturas. Visua-
lizac¸o˜es tambe´m teˆm sido usadas para ajudar aos usua´rios na montagem
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das consultas por meio de refinamentos iterativos (HOEBER; YANG; YAO,
2007), mapas semaˆnticos, ontologias de domı´nio, mapas geogra´ficos, tag
clouds (DORK et al., 2008; HUBMANN-HAIDVOGEL; SCHARL; WEICHSEL-
BRAUN, 2009), tag clusters (KNAUTZ; SOUBUSTA; STOCK, 2010); para
suportar mecanismos alternativos para explorar documentos (BEDER-
SON et al., 1996; NGUYEN; ZHANG, 2006); compreender as relac¸o˜es entre
os documentos (EBERT et al., 1997; FOWLER; FOWLER, 1998); entre ou-
tros.
2.2 VISUALIZAC¸A˜O DO CONHECIMENTO
A visualizac¸a˜o tem sido usada dentro das organizac¸o˜es como
meio para explorar informac¸o˜es. Como resultado desta necessidade
tem surgido a a´rea da visualizac¸a˜o da informac¸a˜o que foca-se na cons-
truc¸a˜o de representac¸o˜es visuais de dados abstratos visando facilitar seu
entendimento ou ajudar na descoberta de novos insights. Nos u´ltimos
anos diversos me´todos e te´cnicas da visualizac¸a˜o da informac¸a˜o teˆm
sido criados (HERMAN; MELANC¸ON; MARSHALL, 2000; KOSARA; HAU-
SER; GRESH, 2003; CARVALHO; MARCOS, 2009), no entanto, na˜o tem
sido feita uma ligac¸a˜o destes me´todos para o ciclo de vida da gesta˜o do
conhecimento (BURKHARD, 2004; XIAO-YUE, 2009). E´ assim que surge
a necessidade da visualizac¸a˜o do conhecimento como uma estrutura de
mediac¸a˜o para a utilizac¸a˜o das diferentes te´cnicas e me´todos de visu-
alizac¸a˜o com as tarefas que os gestores de conhecimento teˆm interesse
em executar, comec¸ando pela explorac¸a˜o da informac¸a˜o e terminando
com a transfereˆncia de conhecimento (CHEN, 2005).
A visualizac¸a˜o do conhecimento pode ser definida como o uso
de representac¸o˜es visuais para melhorar a transfereˆncia de conheci-
mentos entre pelo menos duas pessoas ou grupo de pessoas (EPPLER;
BURKHARD, 2004; BURKHARD, 2004, 2005c, 2005a; EPPLER; BURKHARD,
2005). Tornar vis´ıvel o conhecimento para que ele possa ser acessado,
discutido, avaliado, apreciado ou gerenciado, e´ um objetivo de longa
data na gesta˜o do conhecimento, devido a isto a visualizac¸a˜o do co-
nhecimento tornou-se recentemente o foco de atenc¸a˜o na comunidade
acadeˆmica e de nego´cios (XIAO-YUE, 2009). Por outro lado, os avanc¸os
no processamento e gerenciamento eletroˆnico de documentos teˆm ge-
rado um acu´mulo grande de conhecimento nas fontes de informac¸a˜o
que tem excedido o que os usua´rios podem perceber (HOU; PAI, 2009),
fazendo que conhecimento relevante permanec¸a impercept´ıvel dentro
de montanhas de informac¸a˜o (SEKI; MOSTAFA, 2007). Diante deste
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cena´rio, a visualizac¸a˜o do conhecimento analisa me´todos que enfrentam
os desafios existentes dentro das organizac¸o˜es referentes a` transfereˆncia
do conhecimento, comunicac¸a˜o para diferentes tipos de destinata´rio e
sobrecarga de informac¸a˜o (BURKHARD; MEIER, 2005).
Atualmente, os conteu´dos esta˜o se tornando mais complexos,
abstratos e inter-relacionados e principalmente para a transfereˆncia de
conhecimento, representac¸o˜es verbais teˆm sido usadas nas organizac¸o˜es.
A ignoraˆncia sobre as diversas func¸o˜es das representac¸o˜es visuais leva ao
fato de que as visualizac¸o˜es sa˜o usadas apenas em domı´nios espec´ıficos
como, por exemplo, a publicidade e o marketing. Exemplos de tais
func¸o˜es e´ a explorac¸a˜o visual interativa dos dados; o mapeamento das
informac¸o˜es para apresentar tanto uma visa˜o geral e os detalhes ou o uso
de meta´foras visuais para transferir e lembrar-se de conceitos comple-
xos. O uso das meta´foras visuais, por exemplo, e´ uma forma eficaz para
a transfereˆncia de conhecimentos, apresentando diversas vantagens tais
como: motivar as pessoas, apresentar novas perspectivas, aumentar a
lembranc¸a, apoiar o processo de aprendizagem, chamar a atenc¸a˜o dos
usua´rios e estruturar e coordenar a comunicac¸a˜o (BURKHARD, 2004).
Sob outra perspectiva, a transfereˆncia de conhecimento precisa
superar outro dif´ıcil problema: as diferentes necessidades e perfis dos
destinata´rios. Em geral, os indiv´ıduos so´ podem entender algo, se isto
pode ser conectado a um contexto conhecido. Por isso, conhecer e
abordar o conhecimento pre´vio e o contexto do destinata´rio individual e´
determinante. Isso resulta em uma tarefa complexa para a transfereˆncia
de conhecimento visual: por um lado, os formatos visuais precisam ser
espec´ıficos a um grupo alvo, o que ira´ resultar em diferentes formatos
e diferentes quantidades de informac¸a˜o descrita; por outro lado, os
conteu´dos que sa˜o apresentados a`s diferentes partes interessadas na˜o
devem ser contradito´rios.
2.2.1 Visualizac¸a˜o da informac¸a˜o vs visualizac¸a˜o do conheci-
mento
A visualizac¸a˜o da informac¸a˜o pode ser definida como o uso de
representac¸o˜es visuais e interativas de dados, assistidas pelo computa-
dor, visando aumentar a cognic¸a˜o (CARD; MACKINLAY; SHNEIDERMAN,
1999). Seu principal objetivo e´ representar visualmente informac¸o˜es e
facilitar a compreensa˜o de conjuntos de dados que, a` primeira vista,
sa˜o volumosos ou na˜o sa˜o facilmente compreendidos em seu estado ori-
ginal (RAUTER; BENATO, 2005). Esta definic¸a˜o encontra-se bem es-
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tabelecida, e, como resultado principal cientistas da informac¸a˜o sa˜o
os envolvidos na comunidade de pesquisa centrada na explorac¸a˜o da
informac¸a˜o. O que esta´ faltando, e´ um discurso sistema´tico sobre o
potencial das visualizac¸o˜es como um meio para a transfereˆncia de co-
nhecimentos (BURKHARD, 2004). Esta lacuna e´ a que a visualizac¸a˜o
do conhecimento tenta preencher.
Tanto a visualizac¸a˜o da informac¸a˜o quanto a visualizac¸a˜o do co-
nhecimento exploram as nossas capacidades inatas para processar re-
presentac¸o˜es visuais de forma eficaz. Segundo Lengler (2006) as com-
peteˆncias visuais podem ser definidas como o conjunto de habilidades
que permitem: rapidamente localizar, identificar e avaliar padro˜es; ra-
pidamente atribuir formas complexas para categorias visuais; estrutu-
rar, armazenar e lembrar caminhos de objetos em mapas; re-configurar
formas em novos objetos; expressar conceitos com meios visuais em
uma ampla variedade de maneiras; construir significados atrave´s da in-
tegrac¸a˜o de diferentes mensagens visuais; imaginar objetos no espac¸o
tridimensional; simular o comportamento futuro dos objetos; e deduzir
as regras que regulam os padro˜es.
Mas a maneira de usar essas competeˆncias visuais difere: a vi-
sualizac¸a˜o da informac¸a˜o visa explorar dados abstratos e criar novos
insights. A visualizac¸a˜o do conhecimento, ale´m disso, visa melhorar
a transfereˆncia de conhecimentos entre as pessoas. Enquanto a visua-
lizac¸a˜o da informac¸a˜o geralmente ajuda a melhorar a recuperac¸a˜o de
informac¸a˜o, o acesso e apresentac¸a˜o de grandes conjuntos de dados,
e em especial a interac¸a˜o entre humanos e computadores (FEKETE et
al., 2008; ZHANG, 2008), a visualizac¸a˜o do conhecimento visa essen-
cialmente aumentar comunicac¸a˜o intensiva em conhecimento entre os
indiv´ıduos ou grupo de indiv´ıduos (XIAO-YUE, 2009).
A transfereˆncia de conhecimento e´ um processo essencial na
gesta˜o do conhecimento e de dif´ıcil gerenciamento. Esta acontece em
va´rios n´ıveis: entre indiv´ıduos, de indiv´ıduos para o grupo, entre gru-
pos, entre indiv´ıduos/grupos e a organizac¸a˜o; encarando uma se´rie
de problemas (i.e., indiv´ıduos com diferentes backgrounds, diferentes
formac¸o˜es, diferentes motivac¸o˜es, etc.), mas felizmente pode ser abor-
dado usando nossa inata habilidade para processar representac¸o˜es vi-
suais (BURKHARD, 2005c). A visualizac¸a˜o do conhecimento oferece
soluc¸o˜es para tentar resolver este problema, principalmente fazendo uso
de diferentes pressupostos ba´sicos, vis´ıveis e transmiss´ıveis, e provendo
frameworks visuais que ajudam a estabelecer v´ınculos entre os diferen-
tes backgrounds dos usua´rios. Desta forma, promove a aprendizagem,
a compreensa˜o e a colaborac¸a˜o nas organizac¸o˜es (EPPLER; BURKHARD,
61
2007). Segundo Zhang (2008) a aplicac¸a˜o da visualizac¸a˜o na gesta˜o do
conhecimento tambe´m pode ser abordada na descoberta do conheci-
mento; na representac¸o˜es do conhecimento (i.e., regras, classificac¸o˜es,
agrupamentos, outlier); e na organizac¸a˜o da informac¸a˜o (i.e., usando
mapas conceituais, mapas cognitivos ou mapas mentais).
2.2.2 Framework para a visualizac¸a˜o do conhecimento
Nesta sec¸a˜o apresenta-se brevemente o framework proposto por
Burkhard (BURKHARD, 2004; BURKHARD; MEIER, 2005; BURKHARD,
2005a, 2005b, 2005c; EPPLER; BURKHARD, 2007) para a visualizac¸a˜o
do conhecimento. Este framework baseia-se em cinco perspectivas que
respondem a cinco perguntas-chave em relac¸a˜o a` visualizac¸a˜o de conhe-
cimento:
• Que tipo de conhecimento precisa ser visualizado (conteu´do)?
• Por que o conhecimento deve ser visualizado (propo´sito, processos
da gesta˜o do conhecimento)?
• A quem esta´ sendo destinado (grupo-alvo)?
• Em que contexto deveria ser visualizado (situac¸a˜o: os participan-
tes, local/mı´dia)?
• Como pode o conhecimento ser visualizado (me´todo, formato)?
A listagem das poss´ıveis respostas a estas perguntas fundamen-
tais leva a um quadro conceitual para representac¸o˜es visuais na gesta˜o
do conhecimento que pode fornecer uma visa˜o geral do campo de visu-
alizac¸a˜o do conhecimento e orientar a sua aplicac¸a˜o. O quadro apre-
sentado na figura 14, portanto, responde a` seguinte pergunta: Por que
temos que visualizar o conhecimento em determinada situac¸a˜o e como?
Os elementos individuais desta questa˜o sa˜o discutidos, na continuac¸a˜o,
de forma sucinta.
A perspectiva do tipo de conhecimento visa identificar o
tipo de conhecimento que precisa ser transferido. O framework dis-
tingue entre seis tipos de conhecimento: o conhecimento declarativo
(know-what, por exemplo, fatos) o conhecimento procedural (know-
how, por exemplo, processos), conhecimento emp´ırico ou experieˆncia
(know-why, por exemplo, causas), conhecimento relacionado com as
pessoas (know-who, por exemplo, especialistas), conhecimento basea-










































Figura 14 – Framework para a visualizac¸a˜o do conhecimento. Adaptado
de (BURKHARD, 2005c; EPPLER; BURKHARD, 2007).
conhecimento orientado a contextos (know-what-if ) e normativa ou co-
nhecimento baseado em valores.
A perspectiva do propo´sito da visualizac¸a˜o permite ajudar
a distinguir entre as va´rias razo˜es pelas quais as representac¸o˜es visuais
do conhecimento sa˜o utilizadas na gesta˜o do conhecimento. Entre os
motivos para utilizar a visualizac¸a˜o do conhecimento se pode mencio-
nar: o compartilhamento de conhecimento atrave´s dos meios visuais,
a criac¸a˜o de conhecimento, aprendizagem a partir de representac¸o˜es
visuais e a codificac¸a˜o visual das experieˆncias passadas para futuros
usua´rios.
A perspectiva do grupo-alvo enfatiza o fato de que a visuali-
zac¸a˜o do conhecimento deve acomodar as prefereˆncias dos grupos-alvo
prima´rios. Limitac¸o˜es do seu conhecimento pre´vio, suas expectativas
e suas restric¸o˜es de tempo devem ser levadas em considerac¸a˜o ao mo-
mento de escolher o formato da visualizac¸a˜o. Gerentes, por exemplo,
podem sentir-se mais conforta´veis analisando um diagrama quantita-
tivo, enquanto que a comunicac¸a˜o com os empregados podem envolver
formatos mais simples, como meta´foras visuais. No que diz respeito
aos efeitos visuais que precisam de atualizac¸o˜es constantes, melhorias
ou manutenc¸a˜o (como mapas de conhecimento on-line), o grupo res-
ponsa´vel por esta tarefa tambe´m devem ter em conta, particularmente
as suas capacidades tecnolo´gicas. Caso contra´rio, a visualizac¸a˜o do co-
nhecimento pode rapidamente tornar-se obsoleta, devido a manutenc¸a˜o
inadequada.
A perspectiva da situac¸a˜o salienta o fato de que o uso da vi-
sualizac¸a˜o depende da configurac¸a˜o f´ısica ou virtual e sobre o nu´mero
de pessoas que interagem para gerenciar o conhecimento. Uma grande
comunidade virtual que compartilha sua experieˆncia em portais, precisa
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de um tipo diferente de visualizac¸a˜o que uma equipe de alta gereˆncia
que se reu´ne a fim de avaliar as distintas capacidades da organizac¸a˜o.
A perspectiva do tipo de visualizac¸a˜o estrutura os me´todos
de visualizac¸a˜o em sete grupos:
Esboc¸os: Os esboc¸os (figura 15) ajudam a visualizar rapidamente
uma ide´ia (EPPLER; BURKHARD, 2004). Sa˜o usados para assistir tanto a
reflexa˜o em grupo quanto ao processo de comunicac¸a˜o fazendo o conhe-
cimento expl´ıcito e discut´ıvel. Os esboc¸os sa˜o fa´ceis de criar e entender,
ajudam a capturar a percepc¸a˜o que o autor quer expressar em um curto
espac¸o de tempo (JIANPING; DA; JIAHUA, 2010).
a b
Figura 15 – Exemplo de esboc¸os: a) esboc¸o inicial da ide´ia do twitter,
imagem adaptada de Strange (2007), b) esboc¸o do primeiro aparelho
leitor de mu´sica digital, imagem capturada da pa´gina Web pessoal do
Kane Kramer, autor do esboc¸o no ano 1979.
Diagramas: Os diagramas sa˜o abstrac¸o˜es, representac¸o˜es esque-
ma´ticas usadas para explorar relacionamentos estruturais entre os cons-
tituintes. O tipo de conhecimento que e´ apresentado pelos diagramas e´
do tipo anal´ıtico; diagramas sa˜o, portanto, estruturados e sistema´ticos.
Para a transfereˆncia e criac¸a˜o do conhecimento, os diagramas ajudam
a fazer conceitos abstratos acess´ıveis, ajudam a diminuir a complexi-
dade, aumentar a cognic¸a˜o, esclarecer os relacionamentos e a estrutura
da informac¸a˜o. Os mapas conceituais e mapas mentais sa˜o exemplo
deste tipo de representac¸a˜o.
Os mapas conceituais sa˜o esquemas gra´ficos que permitem or-
ganizar e representar o conhecimento. O componente fundamental de
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um mapa conceitual e´ a proposic¸a˜o, que consiste em dois conceitos
e suas relac¸o˜es (JIANPING; DA; JIAHUA, 2010). Os conceitos nos ma-
pas conceituais sa˜o fechados em c´ırculos ou caixas de algum tipo e as
relac¸o˜es entre os conceitos sa˜o especificadas por uma linha que associa
dois conceitos (NOVAK; CAN˜AS, 2008). Os mapas conceituais teˆm sido
usados principalmente na educac¸a˜o (ARRUARTE; RUEDA; ELORRIAGA,
2008; CHUNTING; YANG, 2009; DALEY; TORRE, 2010), mas estes po-
dem ser aplicados em outros domı´nios como ferramenta para gerac¸a˜o
e comunicac¸a˜o de ide´ias e estruturas complexas (COFFEY et al., 2002;
CAN˜AS et al., 2005; TERGAN, 2005; COFFEY; HOFFMAN; CAN˜AS, 2006;
MORSI; IBRAHIM; WILLIAMS, 2007; CHEN, 2009; XIAO-YUE, 2009; GER-
KEN; JETTER; REITERER, 2010).
Figura 16 – Exemplo de mapa conceitual. Imagem recuperada do site
http://cmap.ihmc.us/.
Os mapas mentais (figura 17) sa˜o diagramas onde a informac¸a˜o e´
convertida em uma representac¸a˜o esquema´tica das palavras-chave mais
importantes associadas com um to´pico de estudo (FARRAND; HUSSAIN;
HENNESSY, 2002), onde graficamente sa˜o representadas as conexo˜es
entre os conceitos e as ide´ias que esta˜o relacionadas a um tema cen-
tral (BUZAN; BUZAN, 1995). Durante a sua produc¸a˜o, uma imagem
que representa o tema principal do estudo e´ inicialmente desenhada no
centro e as informac¸o˜es sa˜o organizadas atrave´s de hierarquias e ca-
tegorias. Os principais to´picos ou categorias associados com o tema
central sa˜o captados por ramos que fluem a partir da imagem central
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(BUDD, 2004). Os mapas mentais teˆm sido usados em diversos campos
como ferramenta de ensino (BUDD, 2004; WILLIS; MIERTSCHIN, 2006;
AYDIN; BALIM, 2009), elemento de apoio em aplicac¸o˜es da cieˆncia da
computac¸a˜o (ZUALKERNAN; ABUJAYYAB; GHANAM, 2006; BEEL; GIPP,
2010), projetos de desenho (JIANXIN, 2008) e inclusive para analisar
sistemas de governo eletroˆnico (WU et al., 2009).
Figura 17 – Exemplo de mapa mental.
Imagens: As imagens abordam as emoc¸o˜es e elas sa˜o inspirado-
ras, atraentes, motivadoras e estimulantes. Assim, elas teˆm sido usadas
como instrumento chave no campo da publicidade. Imagens podem
ser aprendidas em menos de um segundo e podem ser recordadas por
de´cadas, como por exemplo, a imagem da figura 18.
O mesmo efeito pode ser usado para transferir conhecimento as-
sociado a` organizac¸a˜o usando, por exemplo, meta´foras visuais (AVER-
BUKH, 2001b). As meta´foras (figura 19) podem melhorar a memo-
rizac¸a˜o e coordenac¸a˜o de grupos (WORREN; MOORE; ELLIOTT, 2002),
mas para isto os usua´rios devem compreender o que a meta´fora repre-
senta. Fabrikant, Montello e Mark (2010) sugerem que alguns usua´rios
teˆm dificuldades em interpretar e compreender meta´foras que a princ´ıpio
sa˜o intuitivas para os pesquisadores.
Mapas: Os mapas (figura 20) seguem convenc¸o˜es cartogra´ficas
para referenciar o conhecimento. O mapa geralmente consiste de dois
elementos uma capa de fundo que representa o contexto e os elementos
individuais. No contexto da gesta˜o do conhecimento, os mapas sa˜o
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Figura 18 – Imagens da guerra do Vietna˜. A imagem mostra a Phan Thi
Kim Phu´c, uma menina vietnamita de nove anos correndo nua devido a
que suas roupas foram queimadas por bombas de napalm. A fotografia
foi feita pelo Nick Ut em junho do ano 1972, uma imagem que lhe valeu




Figura 19 – Exemplo de meta´foras visuais: a) La cruz del tra´fico,
meta´fora visual que reflete o grande nu´mero de acidente de traˆnsito
na Espanha. Imagem capturada do blog Espejo Lu´dico recupe-
rada atrave´s da URL http://espejo-ludico.blogspot.com/2007/
08/la-cruz-del-trfico.html, b) meta´fora dos pulmo˜es: as a´rvores
foram posicionadas para parecer pulmo˜es alertando sobre o desma-
tamento. Imagem capturada do blog SOS rios do Brasil recuperada
atrave´s da URL http://sosriosdobrasil.blogspot.com/2009/12/
vilmar-berna-portal-mambiente.html.
chamados de mapas de conhecimento (EPPLER, 2001).
Figura 20 – Exemplo de mapas: a densidade populacional ameri-
cana sob a forma de picos. Imagem dispon´ıvel no Time Maga-
zine atrave´s da URL http://www.time.com/time/covers/20061030/
where_we_live/.
Objetos: Objetos no espac¸o exploram a terceira dimensa˜o. Eles
sa˜o muito usados para explorar pontos de informac¸a˜o; complementar a
visualizac¸a˜o tanto por me´ios f´ısicos quanto por me´ios digitais; e apre-
senta os conteu´dos desde diferentes pontos de vista.
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Visualizac¸o˜es interativas: As visualizac¸o˜es interativas permitem
acessar, explorar e dar sentido aos diferentes tipos de informac¸a˜o (LEH-
MANN; SCHWANECKE; Do¨RNER, 2010). Na figura 21 pode-se observar
um exemplo de uso de visualizac¸o˜es interativas para sugerir termos de
pesquisa.
Figura 21 – Exemplo de visualizac¸o˜es interativas. http://
whatdoyousuggest.net/ usa dados do Google para fazer sugesto˜es de
termos para pesquisar: ao inicio o usua´rio introduz um termo para ini-
ciar a pesquisa, a partir do termo ingressado o sistema apresenta um
lista de termos relacionados, ao clicar em qualquer dos termos o sistema
apresenta mais termos relacionados.
Histo´rias: As histo´rias sa˜o representac¸o˜es visuais imagina´rias
(na˜o sa˜o f´ısicas) as quais sa˜o eficientes para transferir e disseminar
conhecimento atrave´s do tempo e do espac¸o. O uso de histo´rias e´
conhecido como storytelling e permite transportar uma imagem mental
fazendo uso da linguagem falada ou escrita, relevando informac¸o˜es de
forma ta˜o eficaz e intuitiva, como se o espectador estivesse assistindo a
um filme (GERSHON; PAGE, 2001).
2.3 TEORIA DA CARGA COGNITIVA
Na teoria da carga cognitiva a memo´ria de curto prazo ou me-
mo´ria de trabalho se refere a uma a´rea tempora´ria onde a informac¸a˜o
e´ armazenada e manipulada. E´ usada para todas as nossas atividades
conscientes e e´ a u´nica memo´ria que podemos controlar (KIRSCHNER,
2002).
De acordo com Miller (1956), a memo´ria de trabalho e´ muito
limitada no que diz respeito ao nu´mero de elementos que ela pode
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gerenciar, apenas perto de sete itens ou elementos de informac¸a˜o de
cada vez. Ale´m disso, como a memo´ria de trabalho e´ mais comumente
usada para processar a informac¸a˜o no sentido de organizar, contrastar,
comparar, ou trabalhar sobre a informac¸a˜o de alguma maneira, os seres
humanos provavelmente somente sa˜o capazes de lidar apenas dois ou
treˆs itens simultaneamente (SWELLER; MERRIENBOER; PAAS, 1998).
Devido a`s limitac¸o˜es da memo´ria de trabalho, a informac¸a˜o e´
transferida para a memo´ria de longo prazo. A memo´ria de longo prazo
e´ o reposito´rio de conhecimentos e competeˆncias permanentes e inclui
todas as coisas que na˜o esta˜o sendo utilizadas, mas que sa˜o necessa´rias
para a execuc¸a˜o de certas tarefas (BOWER, 1975). Alguns cientistas
cognitivos acreditam que a capacidade de armazenamento da memo´ria
de longo prazo e´ ilimitada (KIRSCHNER, 2002).
A teoria da carga cognitiva supo˜e que a memo´ria de trabalho esta´
ligada a` memo´ria de longo prazo. A fim de resolver problemas, sec¸o˜es
de informac¸a˜o relevante devem ser recuperadas a partir da memo´ria
de longo prazo para a memo´ria de trabalho. A facilidade com que as
informac¸o˜es possam ser processadas na memo´ria de trabalho e´ uma
das principais preocupac¸o˜es da teoria da carga cognitiva. A carga da
memo´ria de trabalho pode ser afetada tanto pela natureza intr´ınseca do
material (carga cognitiva intr´ınseca) ou, alternativamente, pela maneira
em que o material e´ apresentado (carga cognitiva extr´ınsica) (SWELLER;
MERRIENBOER; PAAS, 1998).
A teoria da carga cognitiva estabelece orientac¸o˜es para apoiar a
apresentac¸a˜o da informac¸a˜o de forma a minimizar a sobrecarga do sis-
tema cognitivo, eliminando assim qualquer carga evita´vel na memo´ria
de trabalho, melhorando assim o desempenho intelectual (MAYER; MO-
RENO, 2002; KIRSCHNER, 2002). Ele e´ baseado em uma arquitetura
cognitiva que consiste em uma limitada memo´ria de trabalho, com par-
cialmente independentes unidades de processamento de informac¸o˜es vi-
suais e de a´udio, que interage com uma memo´ria ilimitada de longo
prazo (KIRSCHNER, 2002). A carga cognitiva e´ geralmente considerada
uma construc¸a˜o que representa a carga que executa uma determinada
tarefa sobre o sistema cognitivo. Ela pode ser conceituada como uma
dimensa˜o baseada em tarefas (i.e., a carga mental) e uma dimensa˜o
baseada no aprendiz (i.e., o esforc¸o mental), os quais afetam o desem-
penho (SWELLER; MERRIENBOER; PAAS, 1998).
Se busca reduzir a carga extr´ınseca (relacionada a` forma como
sa˜o apresentadas as informac¸o˜es), de modo a na˜o carregar ao usua´rio
cognitivamente e ampliar a carga cognitiva relevante para que o usua´rio
tenha mais capacidade cognitiva livre para o processo de construc¸a˜o e
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processamento de modelos mentais (Ho¨FFLER; LEUTNER, 2007). No en-
tanto, reduzir a carga cognitiva na˜o e´ uma tarefa simples e depende de
muitos fatores. Experimentos teˆm demonstrado que o tipo adequado
de estrutura de informac¸a˜o pode depender do n´ıvel de especializac¸a˜o
(KALYUGA; CHANDLER; SWELLER, 1998; KALYUGA, 2008) e do conhe-
cimento pre´vio (COOK, 2006).
A teoria da carga cognitiva tem sido usada como suporte nas
aplicac¸o˜es da cieˆncia da computac¸a˜o. No campo da multimı´dia, expe-
rimentos baseados na teoria da carga cognitiva sugerem que a compre-
ensa˜o e´ mais prova´vel de ocorrer quando as necessidades dos usuarios
teˆm correspondentes representac¸o˜es visuais e verbais na memo´ria de
trabalho, ao mesmo tempo (MAYER; MORENO, 2002, 2003; ZHU; WATTS,
2010). Outros resultados sugerem que a construc¸a˜o de imagens mentais
pode reduzir a carga cognitiva e aumentar a compreensa˜o (LEUTNER;
LEOPOLD; SUMFLETH, 2009; SCHWAMBORN et al., 2011). Em outro
experimento, os resultados indicam que o uso extensivo de hiperlinks
para comparar e contrastar conceitos quando se leem hipertextos, pode
aumentar a carga cognitiva (NIEDERHAUSER et al., 2000).
2.4 SEMIO´TICA
As ra´ızes da semio´tica datam de pelo menos da era pre´-socra´tica,
onde Hipo´crates identificou manifestac¸o˜es do corpo (sinais) como trans-
portadores de mensagens do estado mental e f´ısico. Atrave´s de Plata˜o,
Aristo´teles, Poinsot, Locke, Leibnitz e Vico foram discutidos os signos,
os s´ımbolos e a comunicac¸a˜o (MICK, 1986). Mas so´ foi aos inicios do
se´culo vinte que a semio´tica atingiu sua identificac¸a˜o atrave´s dos tra-
balhos desenvolvidos independentemente pelo filo´sofo Charles Sanders
Peirce e pelo lingu¨ista Ferdinand de Saussure. O termo vem do grego
seˆma (signo). Peirce inicialmente a chamou de semeioti e Saussure de
semiology, mas semio´tica e´ o termo mais comum usado hoje em dia.
De um modo geral, a semio´tica analisa as estruturas de produc¸a˜o
de significados, tanto verbal como na˜o verbal. Segundo Sebeok (1976)
o escopo da semio´tica e seu estudo inclui a troca de qualquer mensagem
e o sistema de signos que esta˜o subjacentes, sendo o signo o principal
conceito.
A semio´tica pode tomar duas formas: i) uma semio´tica geral
que procura responder “Qual e´ a natureza do significado” e ii) uma
semio´tica espec´ıfica que se pergunta “ Como se adquirem significados
na nossa realidade (palavras, gestos, mitos, produtos/servic¸os, teorias,
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etc.)?” (RANSDELL, 1977). Para abordar a estas questo˜es, a semio´tica
investiga o sistema de sinais ou co´digos essenciais para todo tipo de
comunicac¸a˜o de regras que facilitam a produc¸a˜o de sinais e respostas
interpretativas.
Saussure (1916) afirma que desde que a l´ıngua era um sistema
de sinais, a lingu¨´ıstica deve ser envolvida por uma grande cieˆncia dos
signos inserida na sociedade. Saussure definiu ao signo lingu¨´ıstico como
uma relac¸a˜o totalmente arbitra´ria, entre um conceito que representa o
significado (i.e., corac¸a˜o) e um som que representa o significante (i.e.,
a palavra falada “corac¸a˜o”).
Saussure tentou derrubar a visa˜o tradicional da lingu¨´ıstica onde
a l´ıngua era vista como uma agregac¸a˜o de distintas unidades (palavras),
cada um com um significado diferente. Do ponto de vista de Saussure,
as relac¸o˜es e interac¸o˜es entre as palavras teˆm precedeˆncia sobre as pa-
lavras individuais quando o significado e´ formado. Assim, a principal
contribuic¸a˜o de Saussure para o estudo dos signos reside na mudanc¸a
de uma longa eˆnfase filoso´fica sobre a natureza das coisas em si mesmas
a uma visa˜o de mundo relacional onde o significado deriva das priori-
dades com que os seres humanos constroem e preceive entre os signos
em um sistema.
Para Pierce, a semio´tica e´ o processo de comunicac¸a˜o por qual-
quer tipo de signo, um signo de qualquer coisa que represente algo
(seu objeto), para algue´m (o seu inte´rprete), em algum aspecto (seu
contexto). Assim como Saussure, Pierce tambe´m explica os proces-
sos dos signos em termos de relac¸o˜es, mas Peirce baseia-se em relac¸o˜es
tria´dicas, onde a ac¸a˜o ou influeˆncia e´ envolvida por pela cooperac¸a˜o de
treˆs elementos: o signo, o objeto e o interpretante (ver figura 22).
Triângulo semiótico de Peirce
signo
interpretanteobjeto
Figura 22 – Triaˆngulo semio´tico de Peirce.
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Por outro lado, Morris (1946) define a semio´tica como a cieˆncia
dos signos, onde suas principais diviso˜es sa˜o a sintaxe, a semaˆntica e
a pragma´tica. Cada uma destas diviso˜es e a semio´tica como um todo
podem ser puras, descritivas ou aplicadas. A semio´tica pura elabora
a linguagem para falar sobre os signos, a semio´tica descritiva estuda
os signos atuais e a semio´tica aplicada utiliza o conhecimento sobre os
signos para a realizac¸a˜o de diversos propo´sitos. Assim, a sintaxe e´ o
estudo das relac¸o˜es signo-signo, a semaˆntica estuda as relac¸o˜es signo-
objeto e as pragma´tica estuda as relac¸o˜es signo-interpretante.
2.5 HIPERMI´DIA E INFOGRAFIA
A hipermı´dia pode ser entendida com uma rede de no´s (i.e., arti-
gos, documentos, arquivos, carto˜es, pa´ginas, quadros, telas) que conte´m
informac¸a˜o (i.e., texto, imagem, v´ıdeo, animac¸a˜o, som) conectada por
meio de v´ınculos ou refereˆncias. Onde cada no´ pode oferecer diferentes
forma de representac¸a˜o (i.e., verbais, picto´ricas) atrave´s de diferentes
modalidades sensoriais (i.e., visual, auditiva) que podem ser usadas
de forma interativa. A World Wide Web e´ um exemplo cla´ssico de
hipermı´dia.
O termo hipertexto e´ mais comumente usado nas aplicac¸o˜es do
texto enquanto hipermı´dia e´ usado para transmitir a inclusa˜o de outras
mı´dias, especialmente de som e v´ıdeo (SHNEIDERMAN, 1986). A intriga
do hipertexto e´ que ela estende o texto linear tradicional, com a opor-
tunidade de “pular” para va´rios documentos relacionados, voltar para
documentos ja´ revisados, ciclar nos ı´ndices, nas tabelas de conteu´do,
procurar por termos de busca, e usar outras ferramentas de navegac¸a˜o
que permitam melhorar profundamente a experieˆncia do leitor (SHNEI-
DERMAN, 1986).
O desenho de aplicac¸a˜o de hipermı´dia difere ao desenho de ou-
tros softwares na medida em que envolve a navegac¸a˜o, bem como da
interface do usua´rio e os problemas de processamento da informac¸a˜o.
Um projeto hipermı´dia envolve capturar e organizar a estrutura de um
domı´nio complexo e torna´-lo claro e acess´ıvel aos usua´rios (GARZOTTO;
PAOLINI; SCHWABE, 1993).
A infografia por outro lado, pode ser entendida como o uso de
representac¸o˜es visuais para a disseminac¸a˜o das informac¸o˜es, dados ou
do conhecimento. Estas representac¸a˜o apresentam informac¸o˜es com-
plexas de forma ra´pida e clara (NEWSOM; HAYNES, 2007). A infografia
tradicionalmente e´ caracterizada por um conjunto de elementos visuais,
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como gra´ficos, mapas ou diagramas que ajuda na compreensa˜o de um
determinado conteu´do baseado em texto (RAJAMANICKAM, 2002).
A representac¸a˜o (literalmente, para apresentar de novo) fornece
a base para toda a comunicac¸a˜o. No´s podemos transmitir ide´ias sobre
coisas que na˜o esta˜o materialmente em nossa presenc¸a apenas por in-
vocar uma representac¸a˜o mental adequada. Essas representac¸o˜es men-
tais sa˜o armazenadas em categorias e sa˜o caracterizadas por um grau
de abstrac¸a˜o. Por exemplo, quando olhamos para uma cadeira, um
arma´rio e uma mesa, podemos processa´-los como uma ampla classe de
objetos (“mo´veis”), e na˜o como casos individuais da classe. Assim, pen-
samos em termos de categorias, e as relac¸o˜es entre as categorias. Essa
capacidade de generalizar, de formar associac¸o˜es, para detectar relacio-
namentos, e buscar conforto na organizac¸a˜o e´ a pedra angular do nosso
sistema de comunicac¸a˜o. Quando as palavras e frases fazem parte do
sistema de comunicac¸a˜o verbal, imagens e representac¸o˜es gra´ficas for-
mam o sistema de comunicac¸a˜o visual (RAJAMANICKAM, 2002).
2.6 WEB SEMAˆNTICA
Bemers-Lee, Hendler e Lassila (2001) definem a Web Semaˆntica
como a evoluc¸a˜o da Web atual. Ela tem como objetivo enriquecer as
pa´ginas Web com conteu´do semaˆntico, criando um ambiente onde agen-
tes de software e usua´rios podem trabalhar de forma cooperativa. A
engenharia de ontologias e´ a tecnologia chave para a Web Semaˆntica, ela
integra a compreensa˜o humana simbo´lica com a capacidade de proces-
samento das ma´quinas (JOHN; DIETER; VAN, 2003), alem disso fornece
estruturas para o desenvolvimento de bases de conhecimento (O‘LEARY,
1999).
A Web Semaˆntica nasce motivada pelos problemas encontrados
na Web atual, destacando-se entre estes a baixa precisa˜o das buscas, o
que resulta em um alto nu´mero de documentos na˜o relacionados ou na
dificuldade para recuperar documentos relevantes. Isto acontece, pois
na˜o existe suporte nos mecanismos das buscas mais populares para a
ana´lises do significado dos documentos e das palavras claves colocadas
nas consultas (ANTONIOU; HARMELEN, 2004). Entre outras necessida-
des na˜o relacionadas a`s buscas na Web podemos mencionar: a grande
quantidade de dados nos sistemas de informac¸a˜o, a dificuldade de in-
tegrar conteu´do de diferentes reposito´rios de informac¸a˜o e a falta de
integrac¸a˜o semaˆntica entre os componentes de software (JOHN; DIETER;
VAN, 2003; STUDER et al., 2000; DACONTA; SMITH; OBRST, 2003).
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2.6.1 Ontologias
As ontologias sa˜o esquemas de metadados que fornecem um voca-
bula´rio controlado de termos, todos eles explicitamente definidos e com
semaˆntica que pode ser entendida pelos computadores. Desta forma as
ontologias ajudam a`s pessoas e as ma´quinas a se comunicar com mais
eficieˆncia (BECHHOFER, 2002).
Uma ontologia pode tomar uma variedade de formas, mas neces-
sariamente incluira´ um vocabula´rio de termos e alguma especificac¸a˜o do
seu significado. Isto inclui definic¸o˜es, uma indicac¸a˜o expl´ıcita da forma
em que os termos esta˜o inter-relacionados coletivamente no domı´nio
e as poss´ıveis restric¸o˜es na interpretac¸a˜o dos termos (USCHOLD et al.,
1998). Studer, Benjamins e Fensel (1998) definem ontologia como uma
“especificac¸a˜o expl´ıcita e formal de uma conceitualizac¸a˜o compartida”.
O conhecimento nas ontologias pode ser especificado atrave´s de
cinco componentes: conceitos, relac¸o˜es, func¸o˜es, axiomas e instaˆncias
(CORCHO; PEREZ, 2000; GRUBER, 2003). O conceito e´ representado
por meio de classes e suas respectivas propriedades (STAAB et al., 2001;
SURE; STUDER, 2002), as propriedades de cada conceito descrevem seus
atributos e suas caracter´ısticas. Entre tanto existem alguns conceitos
que compreendem subclasses e outros que sa˜o definidos por mais de
uma classe. Neste caso, a relac¸a˜o entre as classes estabelece um tipo de
interac¸a˜o entre conceitos que e´ fundamental para o seu entendimento
(CHANDRASEKARAN; JOHNSON; BENJAMINS, 1999). Uma func¸a˜o e´ um
tipo especial de relac¸a˜o que consideram um argumento. Os axiomas
sa˜o utilizados para criar restric¸o˜es sobre as informac¸o˜es descritas nos
conceitos e verificar a validade do conhecimento. As instaˆncias, tambe´m
chamadas de indiv´ıduos, e´ o termo usado para materializar um conceito
(BEPPLER, 2008).
2.6.2 Anotac¸a˜o semaˆntica
A anotac¸a˜o pode ser definida como o processo de tornar expl´ıcita
a interpretac¸a˜o de um documento ou uma parte dele (MEENA; KUMAR;
ROMARY, 2004). As pessoas teˆm usado as anotac¸o˜es de diversas ma-
neiras como, por exemplo, para lembrar-se de uma parte interessante
ou importante em um documento (MARSHALL, 1997, 1998; WOLFE,
2000); como suporte para resumir o conteu´do (O’HARA; SELLEN, 1997);
para fazer comenta´rios e sugesto˜es (KAHAN et al., 2002; MARSHALL;
BRUSH, 2004); e inclusive para apoiar o trabalho colaborativo (LELAND;
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FISH; KRAUT, 1988; SPRING et al., 1997; CADIZ; GUPTA; GRUDIN, 2000;
WENG; GENNARI, 2004), e a discussa˜o colaborativa (CONKLIN; BEGE-
MAN, 1988; MASHAYEKHI; FEULNER; RIEDL, 1994; DAVIS; HUTTENLO-
CHER, 1995; GINSBURG, 1998; VATHANOPHAS; SPRING, 2001; PERRY;
AGARWAL; MCPARLAND, 2002). Anotac¸o˜es de documentos no formato
digital, chamadas de anotac¸o˜es digitais, sa˜o semelhantes a`s anotac¸o˜es
em papel, mas proporcionam benef´ıcios adicionais que as anotac¸o˜es em
papel na˜o podem oferecer: as anotac¸o˜es digitais na˜o esta˜o limitadas
fisicamente; podem ser feitas de forma simultaˆnea; e podem ser arma-
zenadas separadas do documento, sem precisar alterar a estrutura ou
o conteu´do do documento (SANNOMIYA et al., 2001; RAMACHANDRAN;
KASHI, 2003).
Segundo Marshall (1998) existem dois tipos de anotac¸o˜es: as
anotac¸o˜es informais e as anotac¸o˜es formais. As anotac¸o˜es informais
sa˜o o tipo de anotac¸o˜es que as pessoas fazem nos documentos impres-
sos. As anotac¸o˜es formais por outro lado, sa˜o metadados que seguem
certos padro˜es que obedecem a algumas especificac¸o˜es que definem a
sua estrutura, a sua semaˆntica, a sua sintaxe, e mesmo os valores que
as anotac¸o˜es podem assumir. Os metadados sa˜o dados sobre os dados,
e´ uma parte secunda´ria da informac¸a˜o que visa descrever a informac¸a˜o
principal (SRIVASTAVA; VELEGRAKIS, 2007). Os metadados podem ser
definidos como um esquema formal de descric¸a˜o de recursos, aplicando-
se a qualquer tipo de objeto, seja este digital ou na˜o (ORGANIZATION,
2004). Ao ser um esquema formal, os metadatos podem ser entendi-
dos e processados pelas ma´quinas (AGOSTI; FERRO, 2007; HASLHOFER;
KLAS, 2010).
A criac¸a˜o de metadados e´ uma das principais te´cnicas usadas
para anotar documentos (STEFFEN; ER; SIEGFRIED, 2001; KIRYAKOV
et al., 2004). Os metadados podem ser atribu´ıdos a uma ampla va-
riedade de documentos, pode ser expressa em diversas linguagens e
vocabula´rios (CORCHO, 2006), e pode ser feita de forma manual, au-
toma´tica ou semi-automa´tica (UREN et al., 2006). Ontologias teˆm sido
usadas para anotar documentos (STEFFEN; ER; SIEGFRIED, 2001; COR-
CHO, 2006). Estruturas ontolo´gicas acrescentam valor a`s anotac¸o˜es
semaˆnticas permitindo a realizac¸a˜o de infereˆncias e a navegac¸a˜o con-
ceptual (STEFFEN; ER; SIEGFRIED, 2001). Quando as ontologias sa˜o
usadas, os documentos sa˜o etiquetados com descric¸o˜es semaˆnticas (i.e.,
informac¸o˜es sobre classes e instaˆncias) (KIRYAKOV et al., 2004).
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3 ESTADO DA ARTE
3.1 REVISA˜O SISTEMAˆTICA
Uma revisa˜o sistema´tica e´ uma forma de identificar, avaliar e in-
terpretar as pesquisas relevantes dispon´ıveis para um problema de pes-
quisa espec´ıfico, a´rea tema´tica, ou fenoˆmeno de interesse. Os estudos
individuais que contribuem para uma revisa˜o sistema´tica sa˜o chama-
dos de estudos prima´rios, uma revisa˜o sistema´tica e´ uma forma de um
estudo secunda´rio (KITCHENHAM, 2004, p. 1). As reviso˜es sistema´ticas
diferem das reviso˜es narrativas tradicionais atrave´s da adopc¸a˜o de um
processo replica´vel, cient´ıfico e transparente, em outras palavras, um
me´todo detalhado que visa minimizar o vie´s atrave´s de uma pesquisa bi-
bliogra´fica exaustiva de estudos publicados e na˜o publicados, e fornece
uma trilha da auditoria das deciso˜es dos autores, os procedimentos e as
concluso˜es (TRANFIELD; DENYER; SMART, 2003, p. 209), incluindo as
estrate´gias para recuperar as evideˆncias e definindo de forma expl´ıcita
o foco da pesquisa a fim que outros profissionais possam reproduzir a
revisa˜o (BIOLCHINI et al., 2005, p. 1). As principais diferenc¸as entre as
reviso˜es tradicionais e as reviso˜es sistema´ticas teˆm sido sintetizadas no
quadro 6.
O movimento baseado em evideˆncias teve um grande impacto em
determinadas disciplinas. Principalmente foram aplicados na cieˆncia
me´dica, onde o ritmo de produc¸a˜o de conhecimento tornou dif´ıcil a
s´ınteses da informac¸a˜o (TRANFIELD; DENYER; SMART, 2003, p. 208).
Na u´ltima de´cada, a cieˆncia me´dica tem feito progressos significati-
vos na tentativa de melhorar a qualidade do processo de revisa˜o vi-
sando sintetizar as pesquisas de uma forma sistema´tica, transparente
e reproduz´ıvel com o objetivo de oferecer subsidios para as tomadas
de deciso˜es nas organizac¸a˜o orientadas a` sau´de (TRANFIELD; DENYER;
SMART, 2003, p. 209). Posteriormente outras a´reas como a educac¸a˜o, o
servic¸o social e a justic¸a criminal se aderieram a esta nova abordagem
(TRANFIELD; DENYER; SMART, 2003, p. 209).
Apesar da infaˆncia relativa da revisa˜o sistema´tica, um razoa´vel
consenso emergiu como a suas deseja´veis caracter´ısticas metodolo´gicas.
O Cochrane Collaboration’s Cochrane Reviewers’ Handbook (CLARKE;
OXMAN, 2001) e a National Health Service Dissemination (KHAN et al.,
2001) fornecem uma lista de etapas (ver tabela 7) para a realizac¸a˜o de
uma revisa˜o sistema´tica (TRANFIELD; DENYER; SMART, 2003, p. 214).
Estas etapas teˆm sido adaptadas tambe´m para outras a´reas como a
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Aspecto Reviso˜es tradicionais Reviso˜es sistemaˆticas
Problema Frequentemente amplo em
escopo
Frequentemente focado
em perguntas de pesquisa
Identificac¸a˜o
da pesquisa
Normalmente na˜o e´ espe-
cificada, potencial vie´s
Fontes abrangentes e uma
expl´ıcita estrate´gia da
busca





Avaliac¸a˜o Varia´vel Avaliac¸a˜o cr´ıtica e rigo-
rosa








Tabela 6 – Diferenc¸as entre reviso˜es tradicionais e reviso˜es sistema´ticas.
Adaptado de Mulrow (1998).
engenharia de software (KITCHENHAM, 2004, p. 3).
Etapa Fase
Planejamento da revisa˜o
Identificac¸a˜o das necessidades da revisa˜o
Elaborac¸a˜o da proposta para a revisa˜o




Desenvolvimento de um protocolo de revisa˜o
Estudo de avaliac¸a˜o da qualidade




Elaborac¸a˜o do relato´rio e as recomendac¸o˜es
Obter provas na pra´tica
Tabela 7 – Fases de uma revisa˜o sistemaˆtica.
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3.1.1 Etapa 1: Planejamento da revisa˜o
Os esta´gios iniciais das reviso˜es sistema´ticas, devem ser um pro-
cesso iterativo de definic¸a˜o, clarificac¸a˜o e refinamento (TRANFIELD;
DENYER; SMART, 2003; KITCHENHAM, 2004). E´ necessa´rio realizar es-
tudos pre´vios para avaliar a relevaˆncia e o tamanho da literatura e para
delimitar a a´rea do assunto ou o tema (TRANFIELD; DENYER; SMART,
2003, p. 214). Dentro da cieˆncia me´dica o pesquisador deve chegar
tambe´m a uma pergunta de revisa˜o. Na revisa˜o sistema´tica estas in-
formac¸o˜es sa˜o explicitadas atrave´s de um documento formal chamado
protocolo de revisa˜o. O protocolo de revisa˜o especifica os me´todos que
sera˜o utilizados em uma revisa˜o sistema´tica espec´ıfica (KITCHENHAM,
2004, p. 4), conte´m informac¸o˜es sobre as questo˜es espec´ıficas abordadas
pelo estudo, a populac¸a˜o (ou amostra), que e´ o foco do estudo, a es-
trate´gia de busca para identificac¸a˜o dos estudos relevantes, e os crite´rios
de inclusa˜o e exclusa˜o dos estudos inclu´ıdos na revisa˜o. O resultado da
busca de informac¸o˜es deve ser uma lista completa de artigos e docu-
mentos em que a revisa˜o sera´ baseada. Somente estudos que atendem
todos os crite´rios de inclusa˜o do protocolo sa˜o incorporados na revisa˜o
(TRANFIELD; DENYER; SMART, 2003, p. 215).
A especificac¸a˜o das perguntas da pesquisa e´ a parte mais impor-
tante de qualquer revisa˜o sistema´tica (KITCHENHAM, 2004, 2007). No
campo me´dico se recomendam construir a pergunta da pesquisa base-
ada em treˆs enfoques: a populac¸a˜o, as intervenc¸o˜es, e os resultados.
Posteriormente Petticrew e Roberts (2005) sugerem o uso da aborda-
gem PICOC (das siglas em ingleˆs Population, Intervention, Compari-
son, Outcome, Context). Nesta abordagem as pergunta da pesquisa e´
montada baseada na populac¸a˜o, intervenc¸a˜o, comparac¸a˜o, resultado e
contexto.
• Uma questa˜o pode se referir a grupos de populac¸a˜o muito es-
pec´ıfica, por exemplo usuarios de sistemas, testadores novatos
ou experientes engenhairos do conhecimeto. Na medicina as po-
pulac¸o˜es sa˜o definidos de modo a reduzir o nu´mero de estudos
prospectivos prima´rios;
• A intervenc¸a˜o e´ a metodologia/ferramenta/tecnologia/procedi-
mento que aborda um tema espec´ıfico, por exemplo, as tecnolo-
gias para realizar tarefas espec´ıficas, tais como especificac¸a˜o de
requisitos, modelagem do conhecimento, ou estimativa de custo
de software;
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• A comparac¸a˜o e´ a metodologia/ferramenta/tecnologia/processo
com o qual a intervenc¸a˜o esta´ sendo comparada;
• Os resultados devem estar relacionados a fatores de importaˆncia
para os profissionais, tais como confiabilidade ou custos de produ-
c¸a˜o reduzidos. Todos os resultados relevantes devem ser especifi-
cados. Por exemplo, em alguns casos, necessitam de intervenc¸o˜es
que melhorem a algum aspecto da produc¸a˜o sem afetar a outra,
por exemplo confiabilidade, sem aumento no custo;
• O contexto e´ o lugar onde a comparac¸a˜o ocorre (por exemplo,
academia ou indu´stria), os candidatos participam do estudo (por
exemplo, profissionais, acadeˆmicos, consultores, estudantes), e as
tarefas a ser executadas (por exemplo em pequena escala, grandes
escala);
Na˜o e´ necessa´rio usar todos os elementos da abordagem PICOC,
isto dependera´ do objetivo da revisa˜o sistema´tica. No quadro 8 pode
se apreciar um exemplo onde se adapta a abordagem PICOC a fim
de recolher provas sobre a previsa˜o de manutenc¸a˜o de aplicac¸o˜es de
software.
Populac¸a˜o Aplicac¸o˜es de software
Intervenc¸a˜o Me´todos e te´cnicas para prever manutenc¸a˜o, indica-
dores de manutenc¸a˜o
Resultados Exactida˜o dos me´todos de previsa˜o de manutenc¸a˜o
/ te´cnicas
Contexto O contexto, neste caso vai ser abrangente. Este
estudo ira´ abranger as universidades, bem como a
indu´stria de software e todos os tipos de intervenien-
tes (desenvolvedores, mantenedores, testadores, ge-
rentes de projeto, estudantes e investigadores, etc).
Ele tambe´m ira´ abranger todos os tipos de estudos
emp´ıricos, incluindo observac¸o˜es, entrevistas, ques-
tiona´rios, pesquisas, experimentac¸a˜o formal e estu-
dos de caso, etc.
Tabela 8 – Adaptac¸a˜o da abordagem PICOC em uma revisa˜o sis-
tema´tica. Adaptado de Riaz, Mendes e Tempero (2008).
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3.1.2 Etapa 2: Execuc¸a˜o da revisa˜o
Uma pesquisa abrangente e imparcial e´ uma das diferenc¸as fun-
damentais entre uma revisa˜o narrativa tradicional e uma revisa˜o sis-
tema´tica. Uma busca sistema´tica comec¸a com a identificac¸a˜o de pa-
lavras-chave e termos de pesquisa, que sa˜o constru´ıdos a partir do es-
tudo explorato´rio, a literatura e discusso˜es dentro da equipe de revisa˜o.
A estrate´gia da busca deve ser relatada com os detalhes suficientes
para garantir que a pesquisa possa ser replicada. Pesquisas na˜o deve
ser realizadas apenas em revistas publicadas e bases de dados bibli-
ogra´ficos, mas tambe´m compreendem estudos ine´ditos, confereˆncias,
estudos da indu´stria, a Internet e ate´ mesmo pedidos pessoais para os
investigadores conhecidos (TRANFIELD; DENYER; SMART, 2003, p. 215).
Para reduzir o erro humano e o vie´s, reviso˜es sistema´ticas utilizam for-
mula´rios de extrac¸a˜o de dados. Estas costumam conter informac¸o˜es
gerais (t´ıtulo, autor, detalhes da publicac¸a˜o), as caracter´ısticas do es-
tudo e informac¸o˜es espec´ıficas (dados e me´todos) e notas sobre temas
emergentes juntamente com detalhes de s´ıntese. (TRANFIELD; DENYER;
SMART, 2003, p. 217). S´ıntese de pesquisa e´ o termo usado para uma
famı´lia de me´todos de s´ıntese, integrac¸a˜o e, se poss´ıvel, acumulac¸a˜o dos
resultados dos diferentes estudos sobre um to´pico ou questa˜o de pes-
quisa. A forma mais simples e mais conhecida de s´ıntese e´ uma revisa˜o
narrativa que tenta identificar o que tem sido escrito sobre um assunto
ou tema. Meta-ana´lise e´ uma abordagem alternativa para a s´ıntese,
o que permite compartilhar os dados de estudos individuais para per-
mitir um aumento do poder estat´ıstico e uma estimativa mais precisa
(TRANFIELD; DENYER; SMART, 2003, p. 217).
3.1.3 Etapa 3: Relato´rios e divulgac¸a˜o
O pesquisador deve ser capaz de fornecer ampla descric¸a˜o do
campo, com exemplos espec´ıficos e justificando as suas concluso˜es. Os
pesquisadores tambe´m precisam de um relato´rio dos resultados de uma
“ana´lise tema´tica”, indicando se os resultados foram obtidos ou na˜o
atrave´s de uma abordagem agregadora ou interpretativa, destacando
que e´ ja conhecido a partir de formas de extrac¸a˜o de dados das contri-
buic¸o˜es fundamentais (TRANFIELD; DENYER; SMART, 2003, p. 218).
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3.2 VISUALIZAC¸A˜O DA INFORMAC¸A˜O
Nesta sec¸a˜o apresenta-se a revisa˜o sistema´tica feita com o intuito
de estabelecer o estado da arte da a´rea de visualizac¸a˜o da informac¸a˜o em
relac¸a˜o aos temas de interesse desta tese. As perguntas que nortearam
esta revisa˜o sa˜o apresentadas na sequ¨eˆncia:
• P1. Como a a´rea da visualizac¸a˜o da informac¸a˜o tem se relaci-
onado com as abordagens extrac¸a˜o da informac¸a˜o e recuperac¸a˜o
do conhecimento?
• P2. Que tipos de estruturas de visualizac¸a˜o teˆm sido usados nos
sistemas de visualizac¸a˜o?
• P3. Como podem ser avaliados os sistemas de visualizac¸a˜o de
informac¸a˜o?
Para responder a pergunta P1. Como a a´rea da visualizac¸a˜o
da informac¸a˜o tem se relacionado com as abordagens extrac¸a˜o da in-
formac¸a˜o e recuperac¸a˜o do conhecimento?, foram executadas as seguin-
tes consultas nos indexadores Scopus, ScienceDirect, IEEEXplore, ACM
Digital Library.
(*) Para^metros utilizados no indexador Scopus
TITLE("information visualization" OR visualization) AND
TITLE("information extraction" OR "information retrieval")
(*) Para^metros utilizados no indexador ScienceDirect
TITLE("information visualization" OR visualization) AND
TITLE("information extraction" OR "information retrieval")
(*) Para^metros utilizados no indexador IEEEXplore
(("Document Title":"information visualization" OR
"Document Title":visualization)
AND ("Document Title":"information extraction" OR
"Document Title":"information retrieval"))
(*) Para^metros utilizados no indexador ACM Digital Library





As buscas foram executadas no dia 4 de janeiro do ano 2011
retornando 35 estudos no indexador Scopus, 1 estudo no indexador
ScienceDirect, 8 estudo no indexador IEEEXplore e 4 estudos no in-
dexador ACM Digital Library. Foram selecionados somente os estudos
onde as abordagens de extrac¸a˜o de informac¸a˜o ou recuperac¸a˜o de in-
formac¸a˜o foram consideradas como parte de sistemas de visualizac¸a˜o de
informac¸a˜o, desconsiderando resumos e introduc¸o˜es a anais de congres-
sos. Tambe´m foram desconsiderados os estudos onde na˜o se explicitava
a forma em que eram usadas as visualizac¸o˜es. Apo´s a aplicac¸a˜o dos
crite´rios de exclusa˜o foram analisados 14 estudos. A quantidade de
estudos selecionados por cada indexador pode ser visualizada na ta-
bela 9. Como e´ comum nas reviso˜es sistema´ticas, alguns estudos foram








ACM Digital Library 4 2
Tabela 9 – Resultados das buscas para a revisa˜o sistema´tica na a´rea da
Visualizac¸a˜o da Informac¸a˜o - pergunta P1.
A recuperac¸a˜o da informac¸a˜o pode-se definir como o campo que
se preocupa pelos processos envolvidos na representac¸a˜o, armazena-
mento, busca e localizac¸a˜o de informac¸a˜o que sa˜o relevantes aos re-
querimentos de informac¸a˜o desejados pelos usua´rios. De forma geral o
problema consiste em procurar a informac¸a˜o em forma de texto e ou-
tros me´ios que satisfac¸am otimamente o estado de incerteza do usua´rio,
tendo em considerac¸a˜o que algumas informac¸o˜es sera˜o mais relevantes
que outras dependendo dos requerimentos do usua´rio (INGWERSEN,
1992, p. 49-50). Por outro lado, a extrac¸a˜o da informac¸a˜o pode-se
definir como um conjunto de te´cnicas que, a partir de um conjunto de
textos de entrada (geralmente escrito em linguagem natural), permite a
extrac¸a˜o da informac¸a˜o e sua representac¸a˜o em uma forma estruturada
e na˜o amb´ıgua (CUNNINGHAM, 1997, p. 1). Neste sentido, informac¸a˜o
estruturada e´ criada a partir de textos na˜o estruturados (FELDMAN et
al., 2002), ou dito de outra forma, o processo de extrac¸a˜o de informac¸a˜o
pode ser visto como um conjunto de atividades que visam popular uma
fonte de informac¸a˜o estruturada (por exemplo um banco de dados re-
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lacional) a partir de uma na˜o estruturada ou a partir de texto livre
(GAIZAUSKAS; WILKS, 1998, p. 70).
Apo´s analisar os estudos, verificou-se que, no aˆmbito da extrac¸a˜o
da informac¸a˜o e a recuperac¸a˜o da informac¸a˜o, os me´todos e te´cnicas
da visualizac¸a˜o da informac¸a˜o foram usados para atingir quatro gran-
des objetivos: i) a explorac¸a˜o da informac¸a˜o, ii) a visualizac¸a˜o da in-
formac¸a˜o extra´ıda, iii) a visualizac¸a˜o da informac¸a˜o recuperada e iv) a
visualizac¸a˜o do histo´rico das buscas. A classificac¸a˜o destes estudos em
cada grupo pode ser visualizada na tabela 10.
Em relac¸a˜o a` explorac¸a˜o da informac¸a˜o, a visualizac¸a˜o da in-
formac¸a˜o ajuda na compreensa˜o dos dados armazenados nos reposito´rios
digitais, sobretudo quando estes reposito´rios possuem grandes quanti-
dades de informac¸a˜o. Esta explorac¸a˜o da informac¸a˜o se da´ de forma
interativa em um processo onde o usua´rio pode alterar os paraˆmetros
de visualizac¸a˜o.
Em relac¸a˜o a` visualizac¸a˜o da informac¸a˜o extra´ıda, a visualizac¸a˜o
da informac¸a˜o fornece os me´todos necessa´rios aos sistemas de extrac¸a˜o
da informac¸a˜o para poder visualizar as entidades e as relac¸o˜es extra´ıdas
a partir dos documentos. Estas visualizac¸o˜es sa˜o u´teis quando e´ preciso
reconhecer rapidamente as relac¸o˜es que existem entras as entidades
extra´ıdas. De forma similar, a visualizac¸a˜o da informac¸a˜o ajuda aos
sistemas de recuperac¸a˜o da informac¸a˜o na visualizac¸a˜o da informac¸a˜o
recuperada.
Objetivo Autores
explorac¸a˜o da informac¸a˜o Song (2009)
visualizar informac¸a˜o ex-
tra´ıda
Seifert I. (2009), Christian, Patrick e




Yoshinaga e Nobuhara (2010), Su, Feng
e Ma (2010), Peltonen et al. (2010),
Venna J. (2010), Castro P. (2009), Pel-
tonen (2009), Zhang e Deng (2008),
Rydberg-Cox J.A. (2004), Zhang J.
(2002)
visualizar o histo´rico das
buscas
Leide J.E. (2007)
Tabela 10 – Classificac¸a˜o das buscas para a revisa˜o sistema´tica na a´rea
da Visualizac¸a˜o da Informac¸a˜o - pergunta P1.
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Para responder a pergunta P2. Que tipos de estruturas de visua-
lizac¸a˜o teˆm sido usados nos sistemas de visualizac¸a˜o?, foram analisados
os mesmos estudos selecionados na pergunta 1.
Em relac¸a˜o a`s estruturas de visualizac¸a˜o usadas nos sistemas de
visualizac¸a˜o, verificou-se que o agrupamento da informac¸a˜o recuperada
e/ou extra´ıda em forma de clusters foi a estrutura mais usada nos
estudos revisados (ZHANG J., 2002; RYDBERG-COX J.A., 2004; FAHMI I.,
2007; PELTONEN, 2009; YOSHINAGA; NOBUHARA, 2010; PELTONEN et
al., 2010; ZHANG; DENG, 2008; VENNA J., 2010). Tambe´m foram usadas
as meta´foras visuais (como a meta´fora do magnetismo em Castro P.
(2009)), os arvores (SEIFERT I., 2009), treemaps (SONG, 2009), mapas
cartesianos e (SU; FENG; MA, 2010). A u´nica representac¸a˜o do mundo
real foi apresentada por Christian, Patrick e Christophe (2006) na qual
documentos culturais eram apresentados usando mapas geogra´ficos.
Por outro lado, em relac¸a˜o ao domı´nio de aplicac¸a˜o, verificou-
se que a maioria dos estudos analisados foram propostos para tra-
balhar com documentos de forma geral (ZHANG J., 2002; RYDBERG-
COX J.A., 2004; CHRISTIAN; PATRICK; CHRISTOPHE, 2006; FAHMI I.,
2007; LEIDE J.E., 2007; VENNA J., 2010; SU; FENG; MA, 2010), mas
tambe´m muitos trabalhos foram desenvolvidos para que sejam aplica-
dos a domı´nios espec´ıficos como a visualizac¸a˜o de artigos cient´ıficos
(SEIFERT I., 2009; PELTONEN, 2009), pa´ginas Web (YOSHINAGA; NO-
BUHARA, 2010; ZHANG; DENG, 2008), correios eletroˆnicos (CASTRO P.,
2009), foros (SONG, 2009), genoma humano (PELTONEN et al., 2010) e
a medicina (CHEN A.A., 2005)
Para responder a pergunta P3. Como podem ser avaliados os
sistemas de visualizac¸a˜o de informac¸a˜o?, foram executadas as seguintes
consultas nos indexadores Scopus, ScienceDirect, IEEEXplore, ACM
Digital Library.
(*) Para^metros utilizados no indexador Scopus
(TITLE("information visualization") OR
TITLE("knowledge visualization")) AND
TITLE(measure OR measurement OR evaluation OR appraisal)
(*) Para^metros utilizados no indexador ScienceDirect
(TITLE("information visualization") OR
TITLE("knowledge visualization")) AND
TITLE(measure OR measurement OR evaluation OR appraisal)
(*) Para^metros utilizados no indexador IEEEXplore






(*) Para^metros utilizados no indexador ACM Digital Library
((Title:"information visualization") AND
(Title:measure OR Title:measurement OR
Title:evaluation OR Title:appraisal))
As buscas foram executadas no dia 9 de janeiro do ano 2011
retornando 29 estudos no indexador Scopus, 2 estudos no indexador
ScienceDirect, 6 estudo no indexador IEEEXplore e 10 estudos no in-
dexador ACM Digital Library. Foram selecionados somente os estudos
onde se propo˜em me´todos e/ou te´cnicas para avaliar sistemas visua-
lizac¸a˜o, desconsiderando resumos e introduc¸o˜es a anais de congressos.
Apo´s a aplicac¸a˜o dos crite´rios de exclusa˜o foram analisados 15 estu-
dos. A quantidade de estudos selecionados por cada indexador pode
ser visualizada na tabela 11. Como e´ comum nas reviso˜es sistema´ticas,








ACM Digital Library 10 7
Tabela 11 – Resultados das buscas para a revisa˜o sistema´tica na a´rea
da Visualizac¸a˜o da Informac¸a˜o - pergunta P3.
Um dos pape´is dos pesquisadores da visualizac¸a˜o da informac¸a˜o
e´ fornecer evideˆncias convincentes da utilidade dos sistemas de visua-
lizac¸a˜o, que e´ dif´ıcil para qualquer nova tecnologia, mas que apresenta
desafios espec´ıficos para a visualizac¸a˜o da informac¸a˜o. A usabilidade
das ferramentas de visualizac¸a˜o da informac¸a˜o pode ser medida em um
laborato´rio, no entanto, para ser convincente, a utilidade deve ser de-
monstrada em um cena´rio real, ou seja, em um domı´nio de aplicac¸a˜o
determinado e com um conjunto de usua´rios (PLAISANT, 2004), mas
algumas caracter´ısticas de visualizac¸a˜o da informac¸a˜o tornam a sua
avaliac¸a˜o particularmente desafiadora: os usua´rios muitas vezes preci-
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sam olhar para os mesmos dados a partir de perspectivas diferentes e
durante um longo tempo; eles tambe´m podem ser capazes de formular
e responder perguntas que na˜o tinham previsto antes de olhar para a
visualizac¸a˜o; e finalmente, apesar das descobertas terem um impacto
enorme ocorrem muito raramente, ou ate´ podem na˜o ocorrer (PLAI-
SANT, 2004; SHNEIDERMAN; PLAISANT, 2006).
Diferentes me´todos podem ser utilizados para a avaliac¸a˜o de sis-
temas de visualizac¸a˜o. Os mais comumente adotados sa˜o os me´todos
baseados no usua´rio e os me´todos de inspec¸a˜o. Os me´todos baseados
nos usua´rios consistem principalmente de testes com usua´rios, onde
propriedades de usabilidade sa˜o avaliadas pela observac¸a˜o de como o
sistema e´ utilizado por alguns representantes de usua´rios reais (DIX;
FINLAY; ABOWD, 2003). A avaliac¸a˜o baseada em usua´rios atualmente
oferece a mais completa forma de avaliac¸a˜o, porque avalia a usabilidade
por meio de amostras em usua´rios reais. No entanto, esta te´cnica tem
uma se´rie de inconvenientes, como o sistema geralmente e´ avaliado com
os usua´rios no campo apenas no final do seu desenvolvimento, os resul-
tados da avaliac¸a˜o chegam tarde demais para serem considerados pelos
desenvolvedores durante a fase de desenvolvimento. Desta forma, na˜o
e´ poss´ıvel evitar erros graves ou tempo de reimplementac¸a˜o (ARDITO
et al., 2006).
Os me´todos de inspec¸a˜o envolvem apenas peritos avaliadores,
que controlam a aplicac¸a˜o e fornecem julgamentos baseados em seus
conhecimentos (NIELSEN; MACK, 1994). Com relac¸a˜o a` avaliac¸a˜o base-
ada no usua´rio, os me´todos de inspec¸a˜o de usabilidade sa˜o mais sub-
jetivos, tendo uma forte dependeˆncia das habilidades do inspetor. Sua
principal vantagem, no entanto, e´ a reduc¸a˜o de custos: eles na˜o pre-
cisam os usua´rios, e na˜o requer nenhum equipamento especial, nem
instalac¸o˜es de laborato´rio (NIELSON, 1993). Ale´m disso, os especialis-
tas podem detectar uma ampla gama de problemas e poss´ıveis falhas
de um sistema complexo em uma quantidade limitada de tempo. Den-
tre os me´todos de inspec¸a˜o, o mais comumente utilizado e´ a avaliac¸a˜o
heur´ıstica (ARDITO et al., 2006). Trata-se de um pequeno conjunto de
peritos inspecionando o sistema e avaliando a interface com uma lista de
princ´ıpios de usabilidade reconhecidos: a heur´ıstica (ZUK et al., 2006).
Os estudos analisados podem ser visualizados na tabela 12. Na
sequ¨eˆncia, apresenta-se uma breve descric¸a˜o da revisa˜o feita nos estudos
analisados.
Segundo Forsell (2010) ha´ uma variedade de objetivos para perse-
guir uma avaliac¸a˜o. Entre elas podemos mencionar i) avaliar os pontos
fortes e fracos de diferentes te´cnicas, ii) procurar insight para deter-
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minar por que uma te´cnica em particular oferece bom desempenho,
iii) demonstrar que uma nova te´cnica e´ u´til em um sentido pra´tico de
acordo com alguns crite´rios objetivos, iv) demonstrar que uma te´cnica
nova e´ melhor do que uma ja´ existente de acordo com alguns crite´rios
objetivos, e v) investigar se os princ´ıpios teo´ricos de outras discipli-
nas se aplicam sob certas condic¸o˜es pra´ticas. Por outro lado, Plaisant
(2004) aponta cuatro grandes a´reas tema´ticas de avaliac¸a˜o: i) experi-
mentos controlados comparando os elementos de design, ii) avaliac¸a˜o
de usabilidade de uma ferramenta, iii) experimentos controlados com-
parando duas ou mais ferramentas, e iv) estudos de caso de ferramentas
em cena´rios realistas.
Na pesquisa experimental, se investigam e comparam as respos-
tas dos participantes em diferentes condic¸o˜es. Manipulando um (ou
mais) fatores ou varia´veis (varia´vel independente) para investigar seu
efeito sobre um (ou mais) outro fator (a varia´vel dependente). Usando
o paradigma quantitativo, Bresciani e Eppler (2009) apresentam um
experimento no qual foram analisados os efeitos de visualizac¸a˜o sobre o
compartilhamento de conhecimento em grupos de trabalho. Os resul-
tados estat´ısticos deste estudo mostram claramente que a visualizac¸a˜o
interativa tem um impacto estatisticamente significativo, objetivo e
positivo nos resultados de compartilhamento de conhecimentos, ainda
quando os sujeitos parecem na˜o estar conscientes disso. Em particular,
os grupos apoiados pela visualizac¸a˜o alcanc¸aram maior produtividade,
maior qualidade dos resultados e maior ganho de conhecimento. Stasko
et al. (2000) descreve uma avaliac¸a˜o de duas ferramentas de visualizac¸a˜o
de informac¸o˜es usadas para apresentar as hierarquias, especificamente
estruturas, o direto´rio do computador e arquivo. Pillat, Valiati e Frei-
tas (2005) apresentam um estudo experimental com base em testes com
os usua´rios para avaliar duas te´cnicas de visualizac¸a˜o de informac¸o˜es
multidimensionais. Burkhard e Meier (2005) avalia seu modelo de vi-
sualizac¸a˜o do conhecimento com usuarios, considerando as seguintes
caracter´ısticas: atenc¸a˜o, visa˜o global, detalhes, meta´fora, motivac¸a˜o e
discussa˜o. Chittaro e Combi (2001), da mesma forma, avalia qual re-
presentac¸a˜o de espac¸os temporais e´ a mais eficiente a partir do ponto
de vista dos usua´rios.
A avaliac¸a˜o heur´ıstica e´ um me´todo de avaliac¸a˜o conhecido e po-
pular na a´rea de Interac¸a˜o Humano-Computador. A avaliac¸a˜o heur´ıstica
envolve um pequeno nu´mero de avaliadores inspecionando um sistema
de acordo com heur´ısticas ou diretrizes que sa˜o relevantes para o sis-
tema (ZUK et al., 2006). O me´todo e´ fa´cil de aprender e aplicar, pode
ser utilizado durante todas as fases de desenvolvimento e que requer de
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pouco tempo e recursos. Ale´m disso, ele pode ser modificado de va´rias
maneiras para melhorar o resultado, por exemplo, incluindo especialis-
tas de domı´nio ou usua´rios finais, incluindo considerac¸o˜es espec´ıficas do
usua´rio, ou realizando tarefas espec´ıficas (FORSELL; JOHANSSON, 2010).
Na linha da avaliac¸a˜o heur´ıstica dois estudos fazem uma meta-ana´lise
com o objetivo de aumentar entendimento do uso de diferentes conjun-
tos de heur´ısticas para avaliac¸a˜o de visualizac¸a˜o de informac¸o˜es, Zuk et
al. (2006) agrupam as heur´ısticas em treˆs grupos e Forsell e Johansson
(2010) em seis, estes grupos abrangem uma grande variedade de pers-
pectivas sobre usabilidade relevantes para a visualizac¸a˜o da informac¸a˜o.
Winckler, Palanque e Freitas (2004) por seu lado, propo˜em modelos de
tarefas como um elemento fundamental para a realizac¸a˜o de avaliac¸o˜es
de uma forma estruturada. Tarefas relativas a` utilizac¸a˜o de sistemas
de visualizac¸a˜o de informac¸o˜es devem ser consideradas em diferentes
n´ıveis de abstrac¸a˜o. No n´ıvel mais alto (mais abstrato) encontra-se o
objetivo do usua´rio e as suas intenc¸o˜es. Depois segue o n´ıvel abstrato
que abrange um conjunto de subtarefas gene´ricas que sa˜o necessa´rias
para cumprir a meta do usua´rio. O terceiro n´ıvel, o n´ıvel de interac¸a˜o,
inclui a especificac¸a˜o da atividade realizada pelo usua´rio, o sistema
ou ambos (tarefas interativas). O n´ıvel mais baixo, chamado de apre-
sentac¸a˜o visual, inclui uma descric¸a˜o concreta da atividade do sistema
em termos de prestac¸a˜o da func¸a˜o utilizada para fornecer o usua´rio com
informac¸o˜es sobre os dados.
O paradigma qualitativo tambe´m tem sido usado para avaliar
os sistemas de visualizac¸a˜o, com este tenta-se alcanc¸ar uma compre-
ensa˜o mais rica atrave´s de uma abordagem hol´ıstica, considerando a
interac¸a˜o entre os fatores que influenciam visualizac¸o˜es, seu desenvol-
vimento e seu uso. Usando este paradigma Valiati, Freitas e Pimenta
(2008) baseado na observac¸a˜o participante e entrevistas, avaliam as de
te´cnicas de visualizac¸a˜o das informac¸o˜es multidimensional, com o obje-
tivo de comparar os resultados de diferentes estudos de caso a respeito
dos comportamento dos usua´rios, as tarefas executadas e o impacto
dos problemas de usabilidade nas actividades dos usua´rios. Isenberg
et al. (2008) introduzem grounded evaluation como um processo que
tenta assegurar que a avaliac¸a˜o de uma ferramenta de visualizac¸a˜o da
informac¸a˜o esta´ situada dentro do contexto da sua utilizac¸a˜o. Kumar,
Subramanian e Zhang (2008) propo˜em usar uma nova te´cnica chamada
de abordagem NFR para avaliar qualitativamente as caracter´ıstica de
”visuabilidade” das ferramentas de visualizac¸a˜o de informac¸a˜o.
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3.3 VISUALIZAC¸A˜O DO CONHECIMENTO
Nesta sec¸a˜o apresenta-se a revisa˜o sistema´tica feita com o intuito
de estabelecer o estado da arte da a´rea de visualizac¸a˜o do conhecimento
em relac¸a˜o aos temas de interesse desta tese. As perguntas que norte-
aram esta revisa˜o sa˜o apresentadas na sequ¨eˆncia:
• P1. Quais os framework existentes na a´rea de visualizac¸a˜o do
conhecimento que suportam o desenvolvimento de aplicac¸o˜es ba-
seadas em conhecimento?
• P2. Quais sa˜o os modelos de visualizac¸a˜o do conhecimento pro-
postos na literatura cient´ıfica?
Para responder a pergunta P1. Quais os framework existen-
tes na a´rea de visualizac¸a˜o do conhecimento que suportam o desenvol-
vimento de aplicac¸o˜es baseadas em conhecimento?, foram executadas
as seguintes consultas nos indexadores Scopus, ScienceDirect, IEEEX-
plore, ACM Digital Library.
(*) Para^metros utilizados no indexador Scopus
TITLE-ABS-KEY("knowledge visualization") AND
TITLE-ABS-KEY(framework)
(*) Para^metros utilizados no indexador ScienceDirect
TITLE-ABSTR-KEY("knowledge visualization") AND
TITLE-ABSTR-KEY(framework)
(*) Para^metros utilizados no indexador IEEEXplore
("Document Title":"knowledge visualization" AND
"Document Title":framework)
OR ("Abstract":"knowledge visualization" AND
"Abstract":framework)
OR ("Author Keywords":"knowledge visualization" AND
"Author Keywords":framework)
(*) Para^metros utilizados no indexador ACM Digital Library






As buscas foram executadas no dia 16 de janeiro do ano 2011
retornando 26 estudos no indexador Scopus, 0 estudos no indexador
ScienceDirect, 7 estudo no indexador IEEEXplore e 9 estudos no in-
dexador ACM Digital Library. Foram selecionados somente os estudos
onde se propo˜em frameworks para desenvolver aplicac¸o˜es baseadas em
conhecimento, desconsiderando resumos e introduc¸o˜es a anais de con-
gressos. Apo´s a aplicac¸a˜o dos crite´rios de exclusa˜o foram analisados
8 estudos. A quantidade de estudos selecionados por cada indexador
pode ser visualizada na tabela 13. Como e´ comum nas reviso˜es sis-
tema´ticas, alguns estudos foram encontrados em mais de um indexador.
Na sequ¨eˆncia, apresenta-se uma breve descric¸a˜o de cada estudo.
• Mohd, Embong e Zain (2010) propo˜em um framework para a
visualizac¸a˜o do conhecimento atrave´s da adopc¸a˜o de gra´ficos ba-
seado em te´cnica de visualizac¸a˜o e incorporando conceito dashbo-
ard para instituic¸o˜es de ensino superior, enfatizando a interac¸a˜o
humano-computador. O framework consiste no modelo de dash-
board, a arquitetura do sistema e o proto´tipo aplicado no ambiente
de ensino superior.
• Gu, Ahmad e Sumner (2010) propo˜em um framework que usando
processamento de linguagem natural e algoritmos baseados em
grafos, permita visualizar: o conhecimento previo dos usua´rios,
o conhecimento do domı´nio, novos conceitos encontrados visando
revelar as relac¸o˜es semaˆnticas entre eles. Assim, ajuda-se aos
usua´rio a resolver suas incertezas em relac¸a˜o as novas ide´ias e con-
ceitos que se encontram no decorrer do processo de aprendizagem,
a fim de integrar novos conhecimentos com os seus conhecimentos
pre´vios.
• Luo et al. (2007) e Luo H. (2007) propo˜em um framework que
possibilita a minerac¸a˜o intuitiva e explorac¸a˜o de grandes bases
de dados de not´ıcias de v´ıdeo atrave´s usandos me´todos da a´rea
da visualizac¸a˜o do conhecimento.
• No trabalho de Burkhard (2004), Burkhard (2005c), Burkhard et
al. (2005), Burkhard e Meier (2005) apresenta as sinergias entre as
pesquisas na visualizac¸a˜o de informac¸o˜es e visualizac¸a˜o do conhe-
cimento a partir de uma perspectiva da gesta˜o do conhecimento
e da cieˆncia da comunicac¸a˜o. Apresenta um framework teo´rico e
um modelo para o novo campo da visualizac¸a˜o do conhecimento.
Para responder a pergunta P2. Quais sa˜o os modelos de vi-
sualizac¸a˜o do conhecimento propostos na literatura cient´ıfica?, foram
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executadas as seguintes consultas nos indexadores Scopus, ScienceDi-
rect, IEEEXplore, ACM Digital Library.
(*) Para^metros utilizados no indexador Scopus
TITLE-ABS-KEY("knowledge visualization") AND
TITLE-ABS-KEY(model)
(*) Para^metros utilizados no indexador ScienceDirect
TITLE-ABSTR-KEY("knowledge visualization") AND
TITLE-ABSTR-KEY(model)
(*) Para^metros utilizados no indexador IEEEXplore
("Document Title":"knowledge visualization" AND
"Document Title":model)
OR ("Abstract":"knowledge visualization" AND
"Abstract":model)
OR ("Author Keywords":"knowledge visualization" AND
"Author Keywords":model)
(*) Para^metros utilizados no indexador ACM Digital Library
((Title:"knowledge visualization" AND Title:model) OR
(Abstract:"knowledge visualization" AND Abstract:model) OR
Owner:ACM(Keywords:"knowledge visualization"
AND Keywords:model))
As buscas foram executadas no dia 20 de janeiro do ano 2011
retornando 54 estudos no indexador Scopus, 1 estudos no indexador
ScienceDirect, 18 estudo no indexador IEEEXplore e 3 estudos no in-
dexador ACM Digital Library. Foram selecionados somente os estu-
dos onde se propo˜em modelos para a visualizac¸a˜o do conhecimento,
desconsiderando resumos e introduc¸o˜es a anais de congressos. Apo´s
a aplicac¸a˜o dos crite´rios de exclusa˜o foram analisados 9 estudos. A
quantidade de estudos selecionados por cada indexador pode ser visu-
alizada na tabela 14. Como e´ comum nas reviso˜es sistema´ticas, alguns
estudos foram encontrados em mais de um indexador. Na sequ¨eˆncia,
apresenta-se um resumo de cada estudo.
• Burkhard (2005c) O objetivo deste modelo e´ a visualizac¸a˜o do
conhecimento gene´rico baseado em visualizac¸o˜es complementa-
res, onde as representac¸o˜es visuais a usar dependera˜o das com-
peteˆncias do grupo alvo. O modelo descreve processos iterativos
inter e intrapessoais. O processo comec¸a com um remetente que
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pretende transferir alguns dos seus conhecimentos para um des-
tinata´rio.
• Han e Cercone (2000a); Han e Cercone (2000b) Este modelo tem
por objetivo a visualizac¸a˜o das fases do processo de descoberta
do conhecimento e minerac¸a˜o de dados. O modelo usa te´cnicas
de visualizac¸a˜o para: desenhar os dados originais e obter insights
sobre a distribuic¸a˜o dos dados, intuitivamente limitar o domı´nio
de dados atrave´s da interac¸a˜o, descobrir as regras a partir dos da-
dos reduzidos e, finalmente, visualizar o conhecimento resultante.
A visualizac¸a˜o das regras e´ feita usando pol´ıgonos.
• Novak e Wurst (2005) A ide´ia principal deste modelo e´ o uso de
artefatos de conhecimento dinaˆmicos que apoie aos usua´rio no
acesso aos espac¸os de informac¸a˜o da` comunidade, de uma ma-
neira, que permite a descoberta de relac¸o˜es do conhecimento nas
diferentes comunidades. Neste modelo se usa a meta´fora do mapa
do conhecimento como um ve´ıculo para descrever a ide´ia de uma
estruturac¸a˜o visual da informac¸a˜o.
• Luo et al. (2007) O modelo proposto aqui permite a minerac¸a˜o
intuitiva e a explorac¸a˜o de bases de dados de videos de not´ıcias
em grande escala atrave´s da visualizac¸a˜o do conhecimento. Para
apoiar a extrac¸a˜o e visualizac¸a˜o de conhecimento, um algoritmo
de ana´lise estat´ıstica dos v´ıdeos e´ proposto para extrair a semaˆn-
tica dos relato´rios dos v´ıdeos. A visualizac¸a˜o dos resultados das
buscas se apresenta usando meta´foras visuais.
• Li e Lu (2010) O objetivo deste modelo e´ ajudar os usua´rios a que
possam visualizar e adquirir conhecimento a partir de fontes de in-
formac¸a˜o distribu´ıdas e heterogeˆneos, usando para este propo´sito
mapas de to´picos inteligentes. O modelo inclui mecanismos que
permitem a organizac¸a˜o do conhecimento, a recomendac¸a˜o do co-
nhecimento e a visualizac¸a˜o do conhecimento.
• Mohd, Embong e Zain (2010) Neste modelo se propo˜e um mo-
delo para a visualizac¸a˜o do conhecimento adotando a te´cnica de
visualizac¸a˜o de gra´fico baseado em conceitos para o domı´nio das
instituic¸o˜es de ensino superior. A visualizac¸a˜o permite a analise
das caracter´ısticas globais dos alunos, professores e indiv´ıduos. A
visualizac¸a˜o do conhecimento e´ reforc¸ada atrave´s do conceito de
dashboard onde se preveˆ padro˜es significativo de conhecimentos.
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• Liang e Huang (2010) Propo˜em um modelo baseado em cama-
das que tem por objetivo a visualizac¸a˜o de elementos destacados.
Os resultados da visualizac¸a˜o sa˜o apresentados usando meta´foras
visuais.
• Melgar, Beppler e Pacheco (2010a) Propo˜e-se uma arquitetura
para a visualizac¸a˜o do conhecimento baseada em imagens semaˆn-
ticas no domı´nio da anatomia. Este trabalho e´ um dos resultados
desta pesquisa.
3.4 WEB SEMAˆNTICA E ANOTAC¸A˜O SEMAˆNTICA DE IMAGENS
A pergunta que norteou esta revisa˜o sistema´tica foi Como tem
sido feitas as anotac¸o˜es de imagens no contexto da Web Semaˆntica?.
Para responder a pergunta, foram executadas as seguintes consultas nos
indexadores Scopus, ScienceDirect, IEEEXplore, ACM Digital Library.
(*) Para^metros utilizados no indexador Scopus
(TITLE-ABS-KEY("semantic web") AND
TITLE-ABS-KEY("image annotation"))
(*) Para^metros utilizados no indexador ScienceDirect
(TITLE-ABSTR-KEY("semantic web") AND
TITLE-ABSTR-KEY("image annotation"))
(*) Para^metros utilizados no indexador IEEEXplore
("Document Title":"semantic web" AND
"Document Title":"image annotation") OR
("Abstract":"semantic web" AND
"Abstract":"image annotation") OR
("Author Keywords":"semantic web" AND
"Author Keywords":"image annotation")
(*) Para^metros utilizados no indexador ACM Digital Library
((Title:"semantic web" AND Title:"image annotation") OR
(Abstract:"semantic web" AND Abstract:"image annotation")
OR Owner:ACM(Keywords:"semantic web" AND
Keywords:"image annotation"))
As buscas foram executadas no dia 5 de fevereiro do ano 2011
retornando 50 estudos no indexador Scopus, 2 estudos no indexador
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ScienceDirect, 2 estudo no indexador IEEEXplore e 1 estudos no in-
dexador ACM Digital Library. Foram selecionados somente os estudos
onde se explica claramente como e´ feita a anotac¸a˜o das imagens. Apo´s
a aplicac¸a˜o dos crite´rios de exclusa˜o foram analisados 29 estudos. A
quantidade de estudos selecionados por cada indexador pode ser visu-
alizada na tabela 15. Como e´ comum nas reviso˜es sistema´ticas, alguns
estudos foram encontrados em mais de um indexador. Na sequ¨eˆncia,
apresenta-se uma ana´lise desta revisa˜o.
Dos estudos selecionados, estes se dividiam em treˆs grupos com
treˆs objetivos diferentes. O primeiro deles abarcava o estudo das ano-
tac¸o˜es automa´tica das imagens (BARRAT; TABBONE, 2010; DING et al.,
2009; DING; XU, 2010; GUO; LIAO, 2009; JIN Y., 2010; REN, 2010; LU
et al., 2008; XU H.-T., 2010; ZHENG, 2010). O segundo grupo abarcava
o estudo de anotac¸o˜es de imagens no contexto das redes sociais com
o intuito de sugerir anotac¸o˜es para as imagens dos usua´rios das redes
(ELAHI; KARLSEN; AKSELSEN, 2009; ELAHI N., 2010; ELAHI; KARLSEN;
YOUNAS, 2011). O terceiro grupo se refere a anotac¸a˜o na˜o automa´tica
se imagens que se detalha na sequ¨eˆncia.
Os metadados associados a`s imagens podem ser classificados
como: i) metadados com conteu´do independente, quando estes se en-
contram relacionados a` imagem, mas na˜o a descrevem (i.e., autores,
data de criac¸a˜o, etc.); ii) metadados com conteu´do dependente, quando
se referem a caracter´ısticas de baixo n´ıvel e/ou n´ıvel intermedia´rio (i.e.,
cor, textura, etc.); iii) metadados com conteu´do descritivo, quando se
referem a conteu´do semaˆntico (i.e., relac¸o˜es das entidades da imagem
com entidades do mundo real) (HANBURY, 2008).
Os metadados com conteu´do descritivo podem ser especificados
usando um ou mais dos seguintes enfoques: i) descric¸o˜es usando texto
livre, quando nenhuma estrutura predefinida para a anotac¸a˜o e´ propor-
cionada; ii) classificac¸a˜o usando palavras-chave, quando palavras-chave
selecionadas de forma arbitra´ria ou a partir de vocabula´rios controla-
dos sa˜o usadas para descrever as imagens; iii) classificac¸a˜o baseada em
ontologias, quando conceitos ou instaˆncia de uma ontologia sa˜o usados
no processo de anotac¸a˜o (MU¨LLER et al., 2004; HANBURY, 2008).
Por outro lado, os metadados com conteu´do descritivo podem ser
proporcionados a dois n´ıveis de especificidade: i) conteu´do descritivo as-
sociado a` imagem completa (SCHREIBER et al., 2001, 2002; HYVO¨NEN;
STYRMAN, 2002; HOLLINK et al., 2003; OSMAN et al., 2007) e ii) seg-
mentac¸a˜o da imagem com vinculac¸a˜o do conteu´do descritivo em cada
regia˜o da imagem (CHRONAKI; ZABULIS; ORPHANOUDAKIS, 1997; BOT-
TONI et al., 2006; HALASCHEK-WIENER et al., 2005b, 2005, 2005a, 2006;
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MO¨LLER; SINTEK, 2007; RUBIN et al., 2008a, 2008b, 2009; HSU et al.,
2009; SONNTAG; MO¨LLER, 2010).
Os sistemas para anotar imagens usando metadados com conteu´do
descritivo baseados em ontologias, geralmente usam dois tipos de on-
tologias, uma para definir o esquema de anotac¸a˜o e outra para definir
os conceitos do domı´nio. Isto permite que os esquemas de anotac¸a˜o se-
jam definidos de forma independentes ao domı´nio do conhecimento. A
forma de definir a ontologia de anotac¸a˜o depende dos requerimentos da
aplicac¸a˜o. Por exemplo, Schreiber et al. (2001) usaram uma estrutura
baseada em quatro elementos “agente - ac¸a˜o - objeto - cena´rio” para
anotar imagens de macacos. Em Schreiber et al. (2002) um conjunto es-
truturado de propriedades de objetos foi usado para anotar imagens de
mo´veis antidos. De forma similar em Hollink et al. (2003) foi usado os
elementos “agente - ac¸a˜o - objeto - receptor” para anotar uma colec¸a˜o
de imagens de arte. Osman et al. (2007) usaram a estrutura “ator -
ac¸a˜o - objeto” para anotar uma colec¸a˜o de imagens no domı´nio dos
esportes. Em algumas casos a associac¸o˜es de instaˆncias da ontologia a
imagem e´ suficiente (HYVO¨NEN; STYRMAN, 2002).
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Autor Paradigma Breve descric¸a˜o
Plaisant (2004) Informa as dificuldades que existem
ao avaliar sistemas de visualizac¸a˜o
Forsell e Johans-
son (2010)
heur´ısticas Foca-se na avaliac¸a˜o de sistemas de
visualizac¸a˜o por meio de heur´ısticas,
e´ uma guia de aplicac¸a˜o
Zuk et al. (2006) heur´ısticas Foca-se na avaliac¸a˜o de sistemas de
visualizac¸a˜o por meio de heur´ısticas,
















qualitativo Verifica que a avaliac¸a˜o dos sistemas





qualitativo Avalia as caracter´ısticas dos siste-
mas de visualizac¸a˜o de informac¸a˜o




quantitativo Verifica o uso das visualizac¸o˜es
para o compartilhamento de conhe-
cimento em grupos de trabalho
Pillat, Valiati e
Freitas (2005)

















quantitativo Avalia qual representac¸a˜o de
espac¸os temporais e´ a melhor
Tabela 12 – Estudos analisados para a revisa˜o sistema´tica na a´rea da









ACM Digital Library 9 4
Tabela 13 – Resultados das buscas para a revisa˜o sistema´tica na a´rea








ACM Digital Library 3 0
Tabela 14 – Resultados das buscas para a revisa˜o sistema´tica na a´rea








ACM Digital Library 1 1
Tabela 15 – Resultados das buscas para a revisa˜o sistema´tica na a´rea




Atualmente nos encontramos vivendo na era do conhecimento,
onde as sociedades sa˜o constru´ıdas sobre a sinergia de indiv´ıduos, gru-
pos, organizac¸o˜es, redes sociais e comunidades que exploram formas
eficazes de disseminac¸a˜o do conhecimento e fluxos de aprendizagem,
onde a maior parte do valor adicionado na produc¸a˜o descansa sobre
o conhecimento incorporado no produto final, onde o objetivo e´ uma
sociedade com acesso ao conhecimento e aprendizagem para todos.
Esta era e´ caracterizada, por um lado, por uma explosa˜o sem pre-
cedentes de informac¸o˜es que sa˜o digitalizadas e disponibilizadas para
grandes audieˆncias atrave´s de ambiente livres e on-line, e por outro
lado, por uma sociedade cada vez mais exigente e ansiosa para apren-
der e saber aproveitar os benef´ıcios destes conhecimentos. Uma con-
sequ¨eˆncia direta e´ que muita informac¸a˜o esta´ sendo disponibilizada e as
pessoas se tornam menos capazes de tomar deciso˜es, pois na˜o sabem a
queˆ prestar atenc¸a˜o. Existe, portanto, uma grande necessidade de ge-
renciar esta grande quantidade de informac¸o˜es digitais e transforma´-las
em conhecimento utiliza´vel.
Neste contexto, propo˜e-se um modelo para a visualizac¸a˜o do co-
nhecimento que esta´ embasado nas a´reas previamente pesquisadas. A
visualizac¸a˜o da informac¸a˜o auxilia a entender como os seres humanos
processam as representac¸o˜es visuais. A visualizac¸a˜o e´ um processo onde
o usua´rio interage diretamente controlando os paraˆmetros de visuali-
zac¸a˜o com o objetivo de compreender o conjunto de dados. A meto-
dologia CommonKADS, atrave´s de seu modelo de contexto, permitiu
identificar os problemas e oportunidades no contexto da sociedade do
conhecimento e ajudou a reconhecer quais os processos intensivos em
conhecimentos que o modelo deve considerar. A visualizac¸a˜o do co-
nhecimento forneceu o framework que norteu o trabalho. Usando este
framework foi poss´ıvel dar resposta a questa˜o: “Por que e como vi-
sualizar o conhecimento ?”. Ao tentar responder esta pergunta e´ que
surgem as imagens semaˆnticas como meio para visualizar e recuperar
conhecimento a partir dos reposito´rios digitais.
O modelo utiliza tambe´m mapeamentos semaˆnticos que visam
suportar a integrac¸a˜o semaˆntica tanto das imagens quanto dos repo-
sito´rios de documentos. Estes mapeamentos semaˆnticos permitem que
o modelo “entenda” quais os conceitos representados nas imagens e nos
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documentos, alem disso, possibilita as consultas baseadas em conceitos
como alternativa a` recuperac¸a˜o de informac¸a˜o textual.
Este cap´ıtulo esta organizado da seguinte forma apo´s a introduc¸a˜o,
se apresenta a aplicac¸a˜o da metodologia CommonKADS com o intuito
de reconhecer os elementos do modelo. Posteriormente estes elemen-
tos sa˜o organizados no framework para visualizac¸a˜o do conhecimento
proposto por Burkhard. Finalmente e´ apresentado o modelo usando a
visa˜o sistema´tica de Bunge.
4.2 APLICAC¸A˜O DA METODOLOGIA COMMONKADS
A metodologia CommonKADS (SCHREIBER et al., 1999) possui
um conjunto de modelos que permitem construir sistemas baseados em
conhecimento. Dado que o objetivo deste trabalho na˜o e´ criar um sis-
tema baseado em conhecimento e sim um modelo, na˜o foram usados
todos os modelos desta metodologia. Foi usado apenas o modelo da
organizac¸a˜o visando caracterizar e estruturar a sociedade do conheci-
mento no contexto do problema formulado nesta pesquisa. Na figura
23 se pode apreciar a visa˜o geral deste modelo. A construc¸a˜o deste
modelo e´ feita usando planilhas (OM-1, OM-2, OM3 e OM-4 na figura
23) que permitem identificar os principais problemas e oportunidades
assim como as relac¸o˜es das tarefas intensivas em conhecimento com os
agentes envolvidos nos processos intensivos em conhecimento.
A primeira parte do modelo da organizac¸a˜o foca-se nos proble-
mas e oportunidades vistos desde um amplo contexto organizacional. O
contexto organizacional abarca amplas categorias tais como a missa˜o da
organizac¸a˜o, seus objetivos, estrate´gias, entre outros. Assume-se que
este contexto e´ invariante, apesar disso, as oportunidades, os problemas
e as proposta de soluc¸o˜es baseadas em conhecimento devera˜o sempre ser
julgadas dentro desta ampla perspectiva organizacional. Para cumprir
com este primeiro objetivo a metodologia CommonKADS disponibiliza
uma planilha, chamada de OM-1, onde se descrevem os problemas e
oportunidades, o contexto organizacional e as soluc¸o˜es propostas.
O objetivo principal da planilha OM-1 e´ descrever as organizac¸o˜es.
Neste trabalho esta planilha foi adaptada para descrever as organizac¸o˜es
no contexto da sociedade do conhecimento. Neste contexto, o conhe-
cimento e o aprendizado sa˜o os principais objetivos da sociedade, mas
esta sociedade encontra-se caracterizada por um crescimento exponen-
cial da informac¸a˜o em formato digital, ocasionando um problema para
























OM-1 OM-2 OM-3 OM-4
Figura 23 – Modelo da organizac¸a˜o em CommonKADS. Adaptado de
Schreiber et al. (1999).
Neste cena´rio se veˆ como oportunidade a visa˜o do mundo que compar-
tilham grupos de usua´rios e as comunidades de pra´tica, esta visa˜o de
mundo possibilita a utilizac¸a˜o de imagens do mundo real como ve´ıculo
para auxiliar nos processos de recuperac¸a˜o do conhecimento. O uso de
imagens do mundo real possibilita a associac¸a˜o do conhecimento pre´vio
dos usua´rios. A tabela 16 apresenta a planilha OM-1 usada nesta tra-
balho.
A segunda parte de modelo da organizac¸a˜o se concentra sob as-
pectos mais espec´ıficos da organizac¸a˜o. Aqui se cobrem aspectos como,
por exemplo, a forma em que os processos do nego´cio sa˜o estrutura-
dos, os grupos de trabalho envolvidos nos processos de nego´cio, quais
os recursos usados e assim por diante. Estes componentes do modelo
da organizac¸a˜o poderiam cambiar como resultados da introduc¸a˜o de
sistemas baseados em conhecimento. Como ajuda para esta analise, a
metodologia CommonKADS proporciona a planilha OM-2. Nesta pla-
nilha se detalha: a estrutura da organizac¸a˜o incluindo departamentos,
grupos, unidades, sec¸o˜es entre outros; os processos detalhando as suas
tarefas internas; as pessoas ou agentes de software envolvidos; os recur-
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Problemas Dificuldade dos usua´rios para ler e ana-
lisar as informac¸o˜es dispon´ıveis.
Oportunidades Grupos e comunidades que comparti-
lham uma mesma visa˜o do mundo.
Contexto
Crescimento exponencial da informac¸a˜o
em formato digital.
Organizac¸o˜es no contexto da sociedade
do conhecimento.
Soluc¸o˜es Integrar as informac¸o˜es dos reposito´rios
digitais e usar imagens do mundo real
para ajudar no processo de recuperac¸a˜o
do conhecimento.
Tabela 16 – Planilha OM-1 CommonKADS.
sos utilizados nos processos do nego´cio que poderiam ser de diferentes
tipos como sistema de informac¸a˜o e outros recursos computacionais,
equipamento, materiais, tecnologia, patentes, entre outros; o conheci-
mento; e cultura e poder dentro e fora da organizac¸a˜o.
Na tabela 17 apresenta a planilha OM-2 usada nesta trabalho.
Nela pode se apreciar os principais processos suportados pelo modelo
proposto: a visualizac¸a˜o de imagens, a recuperac¸a˜o do conhecimento
e a recuperac¸a˜o de documentos. Estes processos sa˜o executados por
pessoas que compartilha uma mesma visa˜o do mundo e portanto en-
tendem as entidades representadas nas imagens do mundo real as quais
formam parte desta visa˜o do mundo. Usando estas imagens do mundo
real se acessa aos reposito´rios de documentos digitais usando para este
fim o conhecimento da visa˜o do mundo e as entidades mencionadas nos
documentos e nas imagens.
Na figura 24 se apresenta o diagrama de atividades, na lingua-
gem UML, do processo Visualizac¸a˜o da Imagem. Este processo tem
como objetivo a busca de imagens que satisfac¸am o crite´rio de busca
informado pelo usua´rio. A ide´ia deste processo va´ ale´m de retornar
uma imagem, pois tambe´m consulta os documentos relacionados com
as entidades representadas na imagem consultada pelo usua´rio. Desta
forma o modelo pode informar ao usua´rio quantos documentos existem
por cada entidade representada na imagem.
O processo Recuperac¸a˜o do Conhecimento, tambe´m tem sido
detalhado usando o diagrama de atividades da linguagem UML. Este
diagrama pode ser visualizado na figura 24, onde se pode observar como
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Processos
P1. Visualizac¸a˜o de imagens.
P2. Recuperac¸a˜o do conhecimento.
P3. Recuperac¸a˜o do documentos.
Pessoas Usua´rios que compartilham uma mesma visa˜o
do mundo.
Recursos
R1. Reposito´rios digitais de documentos.
R2. Imagens que representam entidades do
mundo real.
Conhecimento
C1. Conhecimento relacionado ao domı´nio.
C2. Entidades mencionadas nos documentos
digitais.
C3. Entidades representadas nas imagens.







para o usuário ?
Recuperar os documentos 




USUÁRIO SISTEMA BASEADO EM COHECIMETO
Obter as entidades 
representadas na imagem
Alterar as regiões da imagem 
onde existem documentos
Figura 24 – Diagrama de sequ¨eˆncia do processo “visualizac¸a˜o de ima-
gens”.
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se realiza a recuperac¸a˜o do conhecimento. O processo comec¸a quando
o usua´rio seleciona uma entidade representada na imagem, dado que
se tem conhecimento expl´ıcito sobre a entidade, podem ser consulta-
das as relac¸o˜es existentes do concepto representado na entidade. O
usua´rio pode usar estas relac¸o˜es para filtrar e refinar suas buscas. Por
exemplo, se o usua´rio esta´ visualizando uma imagem de um corac¸a˜o e
tem selecionada a regia˜o da aorta, dado que se tem conhecimento do
domı´nio, neste caso da anatomia, poderiam ser recuperadas relac¸o˜es
tipo doenc¸as relacionadas ou sintomas das doenc¸as e usar as instaˆncias
destas relac¸o˜es para refinar a busca.
Consultar por relações do 




Recuperar os documentos 
que mencionam as entidades 




USUÁRIO SISTEMA BASEADO EM COHECIMETO
Apresentar as 
relações encontradas





Figura 25 – Diagrama de sequ¨eˆncia do processo “recuperac¸a˜o do co-
nhecimento”.
Os processos sa˜o tambe´m especificados com maior detalhe com
a ajuda de uma planilha adicional. Nesta planilha os processos sa˜o
detalhados em pequenas tarefas, pois, todo sistema previsto de conhe-
cimento sempre realiza uma tarefa espec´ıfica, e esta deve se encaixar
adequadamente no processo como um todo. Frequ¨entemente algumas
adaptac¸o˜es dos processos sa˜o necessarios requerindo algumas mudanc¸a˜s
ou combinando-as com outras. Para ajudar nesta especificac¸a˜o, a meto-
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dologia CommonKADS oferece a planilha OM-3 onde sa˜o especificados
estes detalhes. Nesta planilha sa˜o especificados: o nome da tarefa, o
agente que executa a tarefa, o local dentro da organizac¸a˜o onde a tarefa
e´ executada, o conhecimento usado, ale´m de especificar se a tarefa e´
intensiva em conhecimento.
Na tabela 18 pode se observar a panilha OM-3 para o processo
Visualizac¸a˜o de Imagens, nela pode ser observar as tarefas definidas na
figura 24 detalhando os agentes envolvidos e o conhecimento requerido
para efetuar cada uma das taredas. De forma similar na tabela 19
pode se observar a planilha OM-3 para o processo de Recuperac¸a˜o do
Conhecimento, onde se detalham as taredas definidas na figura 25.
O uso do modelo da organizac¸a˜o da metodologia CommonKADS
permitiu descrever os principais atores que sera˜o representados no mo-
delo da presente pesquisa, assim como determinar quais os conheci-
mentos necessa´rios para executar, de forma satisfato´ria, cada uma das
tarefas que compo˜em os processos intensivos em conhecimento identifi-
cados como poss´ıveis soluc¸o˜es para o problema proposto neste trabalho.
Este modelos conjuntamente com o framework para a visualizac¸a˜o do
conhecimento proposto por Burkhard (2005c), permitiram identificar
os componentes do modelo proposto. A planilhas CommonKADS se
complementa com el framework para a visualizac¸a˜o do conhecimento,
pois a metodologia CommonKADS esta´ orientada para o desenvolvi-
mento de sistemas baseados em conhecimento e o framework para a
visualizac¸a˜o para o desenvolvimento de sistemas de visualizac¸a˜o do co-
nhecimento. Na pro´xima sec¸a˜o se descreve o modelo no contexto da
visualizac¸a˜o do conhecimento.
4.3 MODELO NO CONTEXTO DA VISUALIZAC¸A˜O DO CONHE-
CIMENTO
O modelo proposto apo´ia-se tambe´m no framework para visu-
alizac¸a˜o do conhecimento proposto por Burkhard (2005c). Neste fra-
mework cinco perguntas-chave sa˜o propostas para orientar a aplicac¸a˜o
da visualizac¸a˜o do conhecimento (ver tabela 20). Na sequ¨eˆncia se deta-
lha as respostas a`s perguntas-chave que forneceram o quadro conceitual
que norteou o desenvolvimento do modelo.
• Que tipo de conhecimento precisa ser visualizado? Conhe-
cimento armazenado em reposito´rio de documentos digitais. O
conhecimento a ser visualizado e´ explicitado nos reposito´rios por
me´io de mapeamentos semaˆnticos. Estes mapeamentos permitem
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que a informac¸a˜o contida nos documentos possa ser entendida e
processada automaticamente pelos computadores;
• Por que o conhecimento deve ser visualizado? Para facili-
tar a divulgac¸a˜o do conhecimento. Em decorreˆncia aos avanc¸os no
processamento e gerenciamento eletroˆnico de documentos gerou-
se uma acumulac¸a˜o grande de conhecimento nos reposito´rios di-
gitais que tem excedido o que os usua´rios comuns podem perce-
ber. Atualmente os usua´rios teˆm muitas dificuldades para lerem
e analisarem as informac¸o˜es existentes devido ao pouco tempo
dispon´ıvel, a` dificuldade de traduzir a suas necessidades de in-
formac¸a˜o e a existeˆncia de mu´ltiplas fontes de informac¸a˜o;
• A quem esta´ sendo destinado? A um grupo de pessoas
que compartilham uma mesma visa˜o de mundo em um domı´nio
espec´ıfico. Ao compartilharem a mesma visa˜o do mundo, os
usua´rios pertencentes ao grupo em questa˜o enxergam os conceitos
da mesma forma e compartilham os mesmos modelos mentais.
• Em que contexto deveria ser visualizado? Em um entorno
virtual, onde o conhecimento pode ser armazenado e codificado
por me´io de ontologias, taxonomias, tesauros e meta-tesauros,
onde mu´ltiplos mapeamentos podem ser feitos a um mesmo do-
cumento e a uma mesma representac¸a˜o visual;
• Como pode o conhecimento ser visualizado? Por meio
de imagens que conteˆm representac¸o˜es visuais que a priori sa˜o
conhecidas pelo grupo-alvo. As representac¸o˜es visuais sa˜o pro-
cessadas rapidamente pelo ce´rebro humano. Ale´m disso, ao se-
rem conhecidas pelo grupo-alvo viabiliza a construc¸a˜o de modelos
mentais que facilitam a associac¸a˜o da informac¸a˜o visual com co-
nhecimento do mundo real.
4.4 DESCRIC¸A˜O DO MODELO
O modelo proposto foi concebido com o objetivo de facilitar a
visualizac¸a˜o do conhecimento usando como estruturas de apoio ima-
gens sema´nticas. Na sequ¨eˆncia, descreve-se o modelo usando a visa˜o
de sistema de Bunge (2003). Segundo Bunge (2003) qualquer sistema
concreto s pode ser modelado, em qualquer instante, pela qua´drupla
µ(s) =< C(s), E(s), S(s),M(s) >,
onde:
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• C(s) = Composic¸a˜o: e´ a colec¸a˜o de todas as partes de s;
• E(s) = Ambiente: e´ a colec¸a˜o de itens que na˜o pertencem a s
e atuam ou sofrem a ac¸a˜o por algum ou todos os componentes de
s;
• S(s) = Estrutura: colec¸a˜o de relac¸o˜es, em particular ligac¸o˜es,
entre os componentes de s ou entre esses e seu ambiente E(s);
• M(s) = Mecanismos: colec¸a˜o de processos que fazem o sistema
se comportar da maneira que se comporta;
Na tabela 21 se resumem os elementos do modelo. O modelo
e´ composto pelos Usua´rios, Imagens sema^nticas, Reposito´rios de
documentos, Reposito´rio de conhecimento e o componente de Vi-
sualizac¸~ao. Os Usua´rios interagem no modelo por me´io de interac¸o˜es
com o componente de Visualizac¸~ao, e´ atrave´s destas interac¸o˜es que os
Usua´rios selecionam os Imagens Sema^nticas e recuperam o conheci-
mento a partir dos Reposito´rios de documentos. O Reposito´rio de
conhecimento e´ usado pelo modelo para pode interpretar o conteu´do
tanto dos Imagens sema^nticas quanto dos Reposito´rios de documentos.
O ambiente e´ caracterizado pela Necessidade de informac¸~ao
dos Usua´rios. E´ esta necessidade que move os Usua´rios a procurar as
imagens para recuperar e visualizar conhecimento. E´ esta necessidade
tambe´m que leva os Usua´rios a filtrar certo tipo de informac¸a˜o e a
visualizar o conteu´do de certo conjunto de documentos.
A estrutura do modelo e´ composta pela Vis~ao de mundo dos
usua´rios e pelas Anotac¸~oes sema^nticas. A Vis~ao de mundo permite
que os Usua´rios entendam os conceitos que esta˜o representados nas
Imagens sema^nticas. Por outro lado, as Anotac¸~oes sema^nticas per-
mitem que as Imagens sema^nticas e os Reposito´rios de documentos
sejam integrados no modelo por me´io do Reposito´rio de conhecimento,
possibilitando o seu processamento pelos computadores.
A Visualizac¸~ao das imagens, Visualizac¸~ao do conhecimen-
to, Refinamento, e Visualizac¸~ao dos documentos compo˜em o con-
junto de mecanismos do modelo. A Visualizac¸~ao das imagens e´
o mecanismo que permite que os usua´rios consultem e visualizem as
Imagens sema^nticas; a Visualizac¸~ao do conhecimento e´ o meca-
nismo que consulta nos Reposito´rios de documentos e os conceitos
mapeados nas Imagens sema^nticas e apresenta graficamente os re-
sultados da busca; o Refinamento e´ o mecanismo que permite aos
Usua´rios restringir o espac¸o da Visualizac¸~ao do conhecimento; e a
108
Visualizac¸~ao dos documentos e´ o mecanismo que permite recuperar
um documento espec´ıfico a partir do Reposito´rios de documentos.
4.4.1 COMPOSIC¸A˜O
4.4.1.1 Usua´rios
Os Usua´rios no modelo representam as pessoas que interagem
com o componente de visualizac¸~ao motivados pela necessidade de
informac¸a˜o que precisam satisfazer. Estes usua´rios esta˜o caracterizados
por compartilharem a mesma visa˜o de mundo.
4.4.1.2 Imagens semaˆnticas
As Imagens sema^nticas podem ser definidas como uma estru-
tura que permite representar graficamente os conceitos de um domı´nio,
onde cada uma das partes que o compo˜em e´ especificada de forma
expl´ıcita e formal, como por exemplo, em uma ontologia.
A imagem semaˆntica e´ definida em treˆs n´ıveis: i) n´ıvel descri-
tivo, ii) n´ıvel estrutural e iii) n´ıvel semaˆntico. O n´ıvel descritivo visa
identificar e descrever o elemento visual usado nas imagens semaˆnticas,
usando para isto atributos de identificac¸a˜o (i.e., co´digo da imagem),
atributos f´ısicos (i.e., tipo de elemento visual, nome do arquivo f´ısico,
localizac¸a˜o do arquivo f´ısico, etc.) e atributos bibliogra´ficos (i.e., nome,
autor/criador, data de criac¸a˜o, etc.). O n´ıvel estrutural fornece in-
formac¸o˜es sobre a estrutura interna do imagem visando explicitar as
regio˜es onde e´ poss´ıvel identificar conceitos do domı´nio. Neste n´ıvel
as regio˜es sa˜o etiquetadas com nomes escritos usando a linguagem na-
tural. O n´ıvel semaˆntico tem como objetivo enriquecer a imagem
com conteu´do semaˆntico (i.e., classes ou instaˆncias definidas em uma
ontologia). O conteu´do semaˆntico e´ obtido a partir do reposito´rio de
conhecimento e vinculado a`s imagens por meio dos mapeamentos.
Na figura 26 apresenta-se um exemplo de uma imagem semaˆntica
usado para visualizar o conhecimento relacionado ao corac¸a˜o. O repo-
sito´rio de conhecimento foi composto pela ontologia FMA (Founda-
tional Model of Anatomy), uma ontologia de referencia no domı´nio
anatoˆmico (ROSSE; MEJINO, 2003, 2008), e pelo metatesauro UMLS
(Unified Medical Language System), um reposito´rio que integra va´rios






































































































































Figura 26 – Estrutura das imagens semaˆnticas.
foi utilizado uma imagem em duas dimenso˜es onde quatro regio˜es fo-
ram explicitadas: a veia cava superior, a veia cava inferior, o ventr´ıculo
direito e a aorta. Para anotar semanticamente as regio˜es, utilizou-se a
FMA e a UMLS.
4.4.1.3 Reposito´rio de documentos
Este componente representa os reposito´rios a partir dos quais o
conhecimento e´ recuperado. No modelo desenvolvido, os reposito´rios de
documentos sa˜o caracterizados por possu´ırem uma camada semaˆntica
que permite formalizar a informac¸a˜o contida nos documentos (i.e., tex-
tos, imagens, etc.).
Como se pode apreciar na figura 27, os reposito´rios sa˜o defi-












































Figura 27 – Estrutura dos reposito´rios de documentos.
iii) n´ıvel do conteu´do e iv) n´ıvel semaˆntico. O n´ıvel descritivo visa
identificar o reposito´rio, usando atributos de identificac¸a˜o (i.e., co´digo,
nome, descric¸a˜o, formatos de documento suportados, etc.), atributos
f´ısicos (i.e., localizac¸a˜o do reposito´rio, etc.) e atributos bibliogra´ficos
(i.e., nome, autor/criador, data de criac¸a˜o, versa˜o, etc.). O n´ıvel dos
metadados visa descrever a estrutura da informac¸a˜o armazenada. A
estrutura da informac¸a˜o varia de reposito´rio a reposito´rio. Por exem-
plo, em um reposito´rio de artigos acadeˆmicos os metadados permitem
descrever o titulo do artigo, os autores, as palavras-chave, etc.; em um
reposito´rio de curr´ıculos permite descrever a formac¸a˜o acadeˆmica, a
atuac¸a˜o profissional, os projetos desenvolvidos, etc.; em um reposito´rio
de prontua´rios me´dicos permitiriam descrever o paciente, o me´dico,
sintomas, etc. O n´ıvel do conteu´do fornece as estruturas necessa´rias
para armazenar os documentos e os metadados associados. Assim como
as imagens semaˆnticas, o reposito´rio de documentos tambe´m possui um
n´ıvel semaˆntico que visar associar conteu´do semaˆntico aos documen-
tos.
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4.4.1.4 Reposito´rio de conhecimento
O reposito´rio de conhecimento e´ o componente que representa
os artefatos usados para representar o conhecimento do domı´nio usado
para i) realizar o mapeamento semaˆntico das imagens e os documentos
dos reposito´rios e ii) realizar as infereˆncias, quando poss´ıveis, sobre
os conceitos usados nos processos de visualizac¸a˜o do conhecimento. Os
tipos de artefatos suportados pelo modelo sa˜o vocabula´rios controlados,
glossa´rios, taxonomias, tesauros e ontologias.
4.4.1.5 Visualizac¸a˜o
O componente de Visualizac¸~ao e´ o encarregado de apresentar
visualmente o conhecimento ao usua´rio. Este componente baseia-se nas
tarefas definida por Shneiderman (1996) para visualizar informac¸a˜o:
primeiro obter uma visa˜o global dos dados (overview first), concentrar-
se em itens de interesse e filtrar itens irrelevantes, (zoom and filter) e
finalmente fornecer detalhes sob demanda (then details on demand).
A visa˜o global dos dados e´ feita usando as imagens semaˆnticas,
os elementos visuais das imagens sa˜o alteradas com o intuito de que o
usua´rio facilmente possa identificar as regio˜es da imagem que se encon-
tram relacionados com o conhecimento recuperados a partir dos repo-
sito´rios. A filtragem dos itens irrelevantes e´ facilitada pelos metadados
dos reposito´rios e pelos mapeamentos semaˆnticos feito nos documentos
e nas imagens. Para obter os detalhes sob demanda, o componente
interage com os reposito´rios de documentos a fim de obter os itens de
informac¸a˜o espec´ıficos.
4.4.2 AMBIENTE
A Necessidade de informac¸~ao e´ considerada como parte do
ambiente pois esta na˜o e´ parte do modelo propriamente dito mas in-
fluencia diretamente nos Usua´rios. E´ esta necessidade que leva aos
Usua´rios a procurar documentos nos reposito´rios digitais para satis-
fazer seus requerimentos de informac¸a˜o. Estes requerimentos de in-
formac¸a˜o sa˜o cada vez mais importantes na sociedade do conhecimento
onde o conhecimento e´ uma das principais fontes de riquezas.
No modelo, a Necessidade de informac¸~ao e´ o elemento que
move os Usua´rios a procurar Imagens sema^nticas. Sera´ por meio
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destas Imagens sema^nticas que os requerimentos de informac¸a˜o dos
Usua´rios sera˜o satisfeitos. Ao precisar das Imagens sema^nticas, os
Usua´rios iniciam um processo onde interagem com o componente de
Visualizac¸~ao com o objetivo de procurar a imagem que contenha con-
ceitos representados graficamente que encontram-se associados a`s ne-
cessidades de informac¸a˜o. Usando as Imagens sema^nticas os Usua´rios
alteram os paraˆmetros de visualizac¸a˜o restringindo assim os resultados
das buscas ate´ encontrarem os documentos que precisam.
4.4.3 ESTRUTURAS
4.4.3.1 Visa˜o do mundo dos usua´rios
A Vis~ao de mundo e´ o elemento que liga os Usua´rios com as
Imagens sema^nticas. Esta Vis~ao de mundo fornece os modelos men-
tais para os Usua´rios compreenderem as representac¸o˜es visuais con-
tidas nas imagens. Ao instanciar o modelo, e´ de suma importaˆncia
identificar o grupo-alvo, pois somente ao estudar o grupo-alvo sera´
poss´ıvel identificar a sua Vis~ao de mundo. Esta Vis~ao de mundo tem
que ser considerada no momento da criac¸a˜o das Imagens sema^nticas,
a selec¸a˜o das representac¸o˜es visuais e as anotac¸o˜es semaˆnticas sera˜o
feitas tendo em considerac¸a˜o esta visa˜o.
4.4.3.2 Anotac¸o˜es semaˆnticas
Para que o conhecimento seja recuperado de forma eficiente (i.e.,
buscas semaˆnticas), tanto as imagens quanto os reposito´rios de docu-
mentos devem ter sido previamente enriquecidos com conteu´do semaˆntico
obtido a partir do reposito´rio de conhecimento (i.e., ontologias, taxo-
nomias, tesauros). Os mapeamentos semaˆnticos das imagens sa˜o reali-
zados de forma manual tendo em considerac¸a˜o as necessidade e visa˜o
de mundo do grupo alvo.
Anteriormente, na figura 26 apresentou-se um exemplo de uma
imagem usado para visualizar o conhecimento relacionado ao corac¸a˜o
onde cada regia˜o foi vinculada a uma classe da ontologia FMA incor-
porando a` imagem todo o conhecimento explicitado na ontologia. Por
exemplo, ao vincular a regia˜o R1 (etiquetada com veia cava superior) a`
classe Superior vena cava, a imagem semaˆntica agora “entende” que
aquela regia˜o e´ parte do sistema cardiovascular (classe Cardiovascular
113
system na FMA) e que tambe´m e´ conhecida como Anterior vena cava
(sinoˆnimo em ingleˆs), Vena cava superior (nome equivalente em es-
panhol) e Veine cave supe´rieure (nome equivalente em franceˆs). Na
Figura 26 mostra tambe´m como a regia˜o R4 (etiquetada como aorta) e´
mapeada ao conceito C0003483 da UMLS. Usando as relac¸o˜es UMLS, a
imagem semaˆntica “sabe” que a Aneurysm (co´digo C0002940 na UMLS)
e´ uma doenc¸a relacionada a` aorta.
BONAMIGO, Telmo Pedro and SIQUEIRA, Iara. Screening for abdominal aortic aneurysms . 
Rev. Hosp. Clin. [online]. 2003, v. 58, n. 2, pp. 63-68. ISSN 0041-8781.
OBJECTIVE AD METHODS : Screening for abdominal aortic aneurysms may be useful to 
decrease mortality related to rupture . We conducted a study to assess the prevalence of 
abdominal aortic aneurysms in southern Brazil and to define risk factors associated with high 
prevalence of this disorder . The screening was conducted using abdominal ultrasound . Three 
groups were studied : Group 1 - cardiology clinic patients ; Group 2 - individuals with severe 
ischemic disease and previous coronary surgery , or important lesions on cardiac catheterism ; 
Group 3 - individuals without cardiac disease selected from the general population . All 
individuals were male and older than 54 years of age. The ultrasonographic diagnosis of 
aneurysm was based on an anteroposterior abdominal aorta  diameter of 3 cm, or on an 
abdominal aorta  diameter 0.5 cm greater than that of the supra-renal aorta . 
RESULTS : A total of 2.281 people were screened for abdominal aortic aneurysms in all 















Figura 28 – Exemplo de mapeamento semaˆntico de um documento.
Na figura 28 apresenta-se um exemplo de mapeamento do con-
teu´do de um documento usando tambe´m a ontologia FMA. Os be-
nef´ıcios que o mapeamento semaˆntico oferece aos reposito´rios de do-
cumentos sa˜o os mesmo que os fornecidos a`s imagens semaˆnticas (i.e.,
formalizac¸a˜o do conhecimento, recuperac¸a˜o de informac¸o˜es relaciona-
das, execuc¸a˜o de infereˆncias, etc.). Para o modelo, o fato das imagens
e os reposito´rios de documentos serem mapeados usando os mesmos
artefatos de conhecimento permite que estes dois componentes sejam
integrados por meio das representac¸o˜es do conhecimento. Por exemplo,
na figura 26 a regia˜o R4 (etiquetada com aorta) encontra-se mapeada a`
classe Aorta da FMA, por outro lado na Figura 28, observa-se como os
conceitos Abdominal aorta e suprarenal aorta foram identificados
no texto de um documento. Apesar que os mapeamentos na˜o foram
114
feitos usando as mesmas classes FMA, e´ poss´ıvel inferir que o docu-
mento em questa˜o possui conhecimento relacionado a` regia˜o R4, ja´ que
a aorta supra-renal (classe suprarenal aorta na FMA) e´ parte da
aorta abdominal (classe Abdominal aorta na FMA) que por sua vez
e´ parte da aorta descendente (classe Descending aorta na FMA) que
forma parte da Aorta.
4.4.4 MECANISMOS
4.4.4.1 Visualizac¸a˜o das imagens
O processo inicia quando o usua´rio precisa satisfazer alguma ne-
cessidade por informac¸a˜o. O usua´rio seleciona a imagem (nu´mero 1 na
figura 29) a partir do qual sera´ visualizado o conhecimento. O crite´rio
de selec¸a˜o dependera´ diretamente das necessidades de informac¸a˜o do
usua´rio, levando em considerac¸a˜o os conceitos representados nas ima-
gens. Por exemplo, caso seja preciso visualizar o conhecimento asso-
ciado ao corac¸a˜o, o usua´rio devera´ selecionar uma imagem no qual o











































Figura 29 – Modelo proposto para a visualizac¸a˜o do conhecimento.
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4.4.4.2 Visualizac¸a˜o do conhecimento
Uma vez selecionada a imagem, o processo de visualizac¸a˜o do
conhecimento e´ executado (nu´mero 2 na Figura 29). O processo de
visualizac¸a˜o visa fornecer ao usua´rio o conhecimento armazenado nos
reposito´rios de documentos. A visualizac¸a˜o dos resultados e´ feita nas
imagens semaˆnticas, de forma que os usua´rios rapidamente percebam
a quantidade de documentos associado a cada regia˜o da imagem. Esta
representac¸a˜o e´ refletida na imagem, por exemplo, alterando a colorac¸a˜o
das regio˜es onde se concentra a maior/menor quantidade de documento
ou incluir a quantidade de documentos recuperados sobre as regio˜es.
4.4.4.3 Refinamento
O usua´rio a partir da visualizac¸a˜o fornecida pode restringir o
espac¸o das buscas (nu´mero 3 na Figura 29) podendo usar para isto os
metadados fornecidos pelos reposito´rios de documentos ou os concei-
tos definidos nos artefatos de conhecimento, iniciando assim um novo
processo de visualizac¸a˜o (nu´mero 4 na Figura 29).
4.4.4.4 Visualizac¸a˜o dos documentos
Apo´s a execuc¸a˜o da Visualizac¸~ao do conhecimento os Usua´-
rios podem recuperar um documento espec´ıfico (nu´mero 5 na Figura
29).
4.5 CONSIDERAC¸O˜ES FINAIS
O objetivo deste cap´ıtulo foi apresentar o modelo proposto para
a visualizac¸a˜o do conhecimento baseado em imagens semaˆnticas. Reco-
rreu-se a`s a´reas de visualizac¸a˜o da informac¸a˜o e visualizac¸a˜o do conhe-
cimento para compreender as habilidades de temos os humanos para
processar as representac¸o˜es visuais e como estas podem auxiliar na di-
vulgac¸a˜o do conhecimento. Para integrar o conhecimento nas imagens
semaˆnticas e os reposito´rios de documentos recorreu-se a`s anotac¸o˜es
semaˆnticas.
O modelo e´ composto por cinco componentes: os usua´rios, as
imagens semaˆnticas, os reposito´rios de documentos, o reposito´rios de
116
conhecimento, e o componente de visualizac¸a˜o. De forma geral o mo-
delo descreve as interac¸o˜es dos usua´rios com as imagens semaˆnticas a
fim de satisfazer uma necessidade de informac¸a˜o. A visa˜o de mundo e´
usada para criar as imagens semaˆnticas com o objetivo que os usua´rios
compreendam rapidamente a informac¸a˜o visual representados neles e
possam relacionar conhecimentos pre´vios. Para que o modelo com-
preenda os conceitos representados nas imagens e os mencionados nos
documentos foram usados mapeamentos semaˆnticos.
As interac¸o˜es dos usua´rios sa˜o feitas atrave´s do componente de
visualizac¸a˜o. E´ neste componente que sa˜o acionados os mecanismos
do modelo: a visualizac¸a˜o das imagens permite ao usua´rio selecionar
e visualizar uma imagem, a visualizac¸a˜o do conhecimento apresentara´
no pro´pria imagem os resultados das buscas dos conceitos associados a`
imagem, o refinamento permite ao usua´rio se concentrar na informac¸a˜o
do seu interesse, e a visualizac¸a˜o dos documentos permite que o usua´rio



























































































































Tabela 19 – Planilha OM-3 CommonKADS para o processo Recupera-
cao do Conhecimento.
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Pergunta chave do fra-
mework de Burkhard
Resposta do modelo
Que tipo de conhecimento pre-
cisa ser visualizado?
O conhecimento armazenado nos
reposito´rios digitais de documen-
tos.
Por que o conhecimento deve ser
visualizado?
Para facilitar a divulgac¸a˜o do co-
nhecimento.
A quem esta´ sendo destinado? A um grupo de pessoas que com-
partilham uma mesma visa˜o do
mundo.
Em que contexto deveria ser vi-
sualizado?
Em um entorno virtual.
Como pode o conhecimento ser
visualizado?
Por meio de imagens que conteˆm
representac¸o˜es visuais que a pri-
ori sa˜o conhecidas pelo grupo-
alvo.
Tabela 20 – Aplicac¸a˜o do framework para visualizac¸a˜o do conheci-
mento.





















Tabela 21 – Visa˜o esquema´tica do modelo.
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5 IMPLEMENTAC¸A˜O DO MODELO
5.1 INTRODUC¸A˜O
Visando demonstrar a viabilidade de modelo proposto, foi de-
senvolvido um proto´tipo aplicado ao domı´nio biome´dico. O reposito´rio
de conhecimento foi composto pela ontologia Foundational Model of
Anatomy (FMA), uma ontologia de referencia no domı´nio anatoˆmico
(ROSSE; MEJINO, 2003, 2008), e pelo metatesauro Unified Medical Lan-
guage System (UMLS), um reposito´rio que integra va´rios vocabula´rios
biome´dicos (BODENREIDER, 2004).
Dado que a FMA foi desenvolvida usando frames de Prote´ge´.
Usou-se a API do Prote´ge´ para acessar as suas classes e propriedades.
A UMLS, por outro lado, foi instalada em um banco de dados rela-
cional. Como reposito´rio de documentos usou-se uma co´pia da base
de dados SciELO. SciELO e´ uma biblioteca eletroˆnica que abarca uma
colec¸a˜o seleta de revistas cient´ıficas brasileiras. Para anotar os docu-
mentos usou-se Metamap, um programa que identifica conceitos UMLS
em textos escritos em linguagem natural. Metamap usa uma aborda-
gem intensiva de conhecimento baseada no processamento simbo´lico,
processamento da linguagem natural e te´cnicas de lingu¨´ıstica computa-
cional (ARONSON, 2001). As imagens semaˆnticas foram implementadas
usando a tecnologia Java 2D. Para segmentar as regio˜es das imagens
usou-se AnnotaImage, um software que permite anotar imagens usando
a linguagem IML (Image Markup Language). AnnoteImage, disponibi-
liza um XML por cada imagem segmentada, onde as regio˜es segmenta-
das sa˜o explicitamente especificadas. A anotac¸a˜o das imagens foi feita
manualmente vinculando as regio˜es a conceitos da ontologia FMA e
do metatesauro UMLS. Visando facilitar o processo de busca, todos
os artigos foram indexados usando Lucene. Tanto o conteu´do textual
(t´ıtulo do artigo, resumo e palavras-chaves) quanto as anotac¸o˜es de
77.461 artigos foram indexadas.
Este cap´ıtulo esta organizado da seguinte forma apo´s a introdu-
c¸a˜o, se apresenta a arquitetura do proto´tipo criada para implementar o
modelo proposto no cap´ıtulo anterior. Posteriormente se descreve cada
uma das camadas desta arquitetura. Finalmente sa˜o apresentadas as
considerac¸o˜es finais deste cap´ıtulo.
122
5.2 ARQUITETURA
O modelo proposto tem sido implementado em uma arquitetura
baseada em cinco camadas (ver figura 30): a camada de conhecimento,
a camada de anotac¸a˜o, a camada de suporte, a camada de recuperac¸a˜o
e a camada de visualizac¸a˜o.
A camada de conhecimento implementa o componente reposito´rio
do conhecimento do modelo que tem por objetivo acessar a`s diferen-
tes representac¸o˜es de conhecimento suportadas pelo proto´tipo. A ca-
mada de anotac¸a˜o implementa as principais estruturas do modelo, as
anotac¸o˜es semaˆnticas. Esta camada visa fornecer ao proto´tipo in-
formac¸a˜o semaˆntica sobre o conteu´do das imagens e dos documentos
digitais. A camada de suporte implementa os componentes imagens
semaˆnticas, reposito´rios de documentos e os mecanismos, fornece o su-
porte para as tarefas de visualizac¸a˜o e recuperac¸a˜o. A camada de re-
cuperac¸a˜o implementa os mecanismos que permitem a visualizac¸a˜o do
conhecimento, recuperac¸a˜o de documentos e refinamento das consultas.
Finalmente na camada de visualizac¸a˜o se implementa o componente de
visualizac¸a˜o com seu respectivo mecanismo visualizac¸a˜o das imagens.
Na sequ¨eˆncia, descreve-se a implementac¸a˜o de cada uma destas cama-
das.
5.3 CAMADA DE CONHECIMENTO
A camada de conhecimento e´ a camada semaˆntica da arquite-
tura. Ela contem a ontologia FMA e o vocabula´rio UMLS. Estas repre-
sentac¸o˜es de conhecimento sa˜o usadas tanto na anotac¸a˜o semaˆntica
quanto no processo de recuperac¸a˜o de conhecimento. Cada ontologia e´
controlada pelo componente Gestor de Ontologias o qual usa wrap-
pers com o objetivo de integrar estas representac¸o˜es de conhecimento.
Desta maneira existira´ um wrappers por cada representac¸a˜o do conhe-
cimento usada na arquitetura. Os wrappers tem sido usadas como meio
para integrar mu´ltiplas representac¸o˜es de conhecimento encapsulando
os origens e provendo mecanismos que sa˜o independentes da estrutura





















































Figura 30 – Arquitetura do proto´tipo.
5.3.1 FMA Wrapper
Um modelo de refereˆncia pode ser definido como a conceitua-
lizac¸a˜o do corpo de conhecimento relativo a um domı´nio, no qual se de-
clara as restric¸o˜es requeridas para incluir os conceitos e as relac¸o˜es, ex-
plicitamente se definem os conceitos e tambe´m cria, de forma expl´ıcita,
as relac¸o˜es entre os conceitos que sa˜o tanto necessa´rios e suficientes para
a modelagem da estrutura de forma coerente e consistente do domı´nio
do conhecimento especifico (ROSSE; SHAPIRO; BRINKLEY, 1998). Neste
sentido a FMA (Foundational Model of Anatomy) e´ um modelo de re-
fereˆncia sobre a anatomia e no qual se encontra representado de forma
simbo´lica a estrutura organizacional do corpo humano desde o n´ıvel ma-
cromolecular ate´ o n´ıvel macrosco´pico Esta tem sido concebida para ser
usada em diferentes problemas que requerem conhecimento anatoˆmico
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(ROSSE et al., 1998; ROSSE; MEJINO, 2003). A FMA tem sido imple-
mentada usando frames de Prote´ge´ e e´ armazenada em um banco de
datos relacional MySQL. Contem aproximadamente 75,000 classes e
aproximadamente 2.1 milho˜es de instaˆncias de relac¸o˜es.
O FMA Wrapper tem sido implementado usando o API do Prote´ge´1.
A base de conhecimento e´ instanciada a partir do arquivo de projeto da
FMA usando as classes Project e KnowledgeBase. Dado que a FMA
esta´ estruturada em frames, os me´todos para recuperar as classes e
propriedades sa˜o baseados principalmente em dois me´todos getFrame
e getSlot. O primeiro destes e´ usados para recuperar as classes e o
segundo para recuperar as suas propriedades. Na sequ¨eˆncia, apresenta-
se parte do co´digo usado para recuperar a base de conhecimento FMA,
uma classe FMA e as propriedades de uma classe.




public Frame getFMAKnowledgeBase(String FileName)
{
Collection<Object> errors;
errors = new ArrayList<Object>();
this.oProject = new Project(FileName, errors);
this.oProtege = this.oProject.getKnowledgeBase();
}
public Frame getFMAClass(String nmClass)
{
Frame frame = this.oProtege.getFrame(nmClass);
return frame;
}
public Iterator<Frame> getFMAProperties(Frame frame,
String nmProperty)
{








A UMLS e´ um reposito´rio de vocabula´rios biome´dicos que in-
tegra aproximadamente 5 milho˜es de nomes para 1 milha˜o de concei-
tos de mais de 100 famı´lias de vocabula´rios biome´dicos, assim como
16 milho˜es de relac¸o˜es entres estes conceitos (BODENREIDER; ZHANG,
2006). A UMLS e´ composta por treˆs componentes: o meta-tesauro, a
rede semaˆntica e os recursos le´xicos (BODENREIDER, 2004). O meta-
tesauro e´ o principal componente da UMLS, este conte´m informac¸a˜o
acerca de conceitos relacionadas a` biomedicina e a` sau´de, seus sinoˆnimos,
e as relac¸o˜es entre eles. A rede semaˆntica fornece um alto n´ıvel de clas-
ses para categorizar os conceitos do meta-tesauro. Os dados da UMLS
sa˜o armazenados em um conjunto de tabelas relacionais e arquivos.
Na implementac¸a˜o do modelo tem sido usada a UMLS arma-
zenada em um banco de dados relacional. O UMLS Wrapper foi im-
plementado usando consultas SQL. O banco de dados UMLS possui
uma conjunto de tabelas que armazenam os conceitos dos diversos vo-
cabula´rios, as relac¸o˜es entre estes conceitos, os tipos semaˆnticos das
relac¸o˜es, entre outras informac¸o˜es.
A UMLS e´ baseada em conceitos, assinando um co´digo u´nico
que identifica ao conceito dentro do banco de dados. Um conceito
pode estar definido em va´rias ontologias e vocabula´rios, mas compar-
tilham o mesmo co´digo. Por exemplo, os conceitos heart (corac¸a˜o em
ingleˆs), corazo´n (corac¸a˜o em espanhol), e corac¸~ao teˆm o mesmo co´digo
no banco de dados UMLS: C0018787. Na sequ¨eˆncia, apresenta-se um
exemplo de uma consulta SQL executada pelo UMLS Wrapper com o
objetivo de recuperar todos os sinoˆnimos do conceitos corac¸a˜o.
Listagem 5.2 – Implementac¸a˜o do wrapper para a UMLS
select eCON.cui, eCON.str, eCON.lat,
eCON.lui, eCON.sui, eCON.aui
from MRCONSO eCON
where CUI = "C0018787"
5.4 CAMADA DE ANOTAC¸A˜O
Existem dos elementos que necessitam ser anotados na arquite-
tura: o reposito´rio das imagens e o reposito´rio dos documentos. Para
que a arquitetura possa recuperar os documentos a partir das imagens,
esta deveria “entender” o conteu´do representado tanto nas imagens
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quanto nos documentos. Por isto e´ necessa´rio enriquecer estas estrutu-
ras para incluir conteu´do semaˆntico. Isto e´ feito atrave´s de processos
de anotac¸a˜o.
No proto´tipo, a estrutura que suporta a`s anotac¸o˜es semaˆntica
das imagens e´ a Ontologia de Mapeamento, a qual e´ acessada pelo
Gestor da OM. Por outro lado, as anotac¸o˜es dos documentos digitais
sa˜o armazenadas na arquitetura no Reposito´rio de anotac¸~oes. Na
sequ¨eˆncia, descreve-se os processos de anotac¸a˜o semaˆntica tanto das
imagens quanto dos documentos.
5.4.1 Anotac¸o˜es Semaˆnticas das Imagens
O mapeamento de ontologias pode ser entendida como o pro-
blema de encontrar o mapeamento semaˆntico entre duas ou mais ontolo-
gias (DOAN et al., 2002, 2004; EHRIG; SURE, 2004; NOY; DOAN; HALEVY,
2005; CHOI; SONG; HAN, 2006; SHVAIKO; EUZENAT, 2008). De formar
geral o mapeamento pode ser especificado como uma func¸a˜o que trans-
forma instaˆncias de uma ontologia em instaˆncias da outra (CALVANESE;
LENZERINI, 2001). Nas abordagens habituais para mapear ontologias,
os mecanismos para especificar o mapeamento entre conceitos de on-
tologias diferentes sa˜o limitados para expressar correspondeˆncia direta
entre os termos (CALVANESE; LENZERINI, 2001). Infelizmente na˜o exis-
tem padro˜es para mapear ontologias (EHRIG, 2005), mas ontologias de
mapeamento tem sido usadas como formas de representac¸a˜o (MAEDCHE
et al., 2002; CRUBe´ZY; MUSEN, 2003; NOY et al., 2004).
Na arquitetura se usa o mapeamento entre as ontologias para
integrar nas imagens os conceitos definidos nas representac¸o˜es do co-
nhecimento da camada de conhecimento. As instaˆncias desta ontolo-
gia representara˜o o mapeamento entre as entidades da imagem com as
instaˆncias, classes ou conceitos das representac¸o˜es do conhecimento (ver
figura 31). Assim por exemplo, uma instaˆncia desta ontologia poderia
indicar que a entidade Aorta de uma imagem encontra-se mapeada a`
classe Aorta da FMA e ao termo Aorta UMLS.
Na figura 32 pode se apreciar as principais classes da Ontologia
de mapeamento. As diversas representac¸o˜es de conhecimento sa˜o defi-
nidas como instaˆncias da classe Information Source, assim por exem-
plo esta classe poderia ter como instaˆncias a` ontologia FMA, ao voca-
bula´rio UMLS, a` Disease Ontology, entre outros. Os elementos das re-
presentac¸o˜es do conhecimento (i.e., URI da classe ou instancia, co´digo














Figura 31 – As imagens semaˆnticas e sua integrac¸a˜o com o conheci-
mento do domı´nio.
da classe Information Element.
Figura 32 – Ontologia de mapeamento.
O mapeamento e´ definido na classe Mapping que se baseia nas
relac¸o˜es mapping-from e mapping-to. A relac¸a˜o mapping-from usa
como elementos de informac¸a˜o instaˆncias da classe Concept da Ontolo-
gia da imagem. Os tipos de informac¸a˜o usados pela relac¸a˜o mapping-to
dependera˜o do tipo de fonte podendo ser estas classes, instaˆncias e/ou
conceitos. A classe Relationship permite identificar a relac¸a˜o que
existem entre os elementos de informac¸a˜o.
A figura 33 mostra um exemplo de anotac¸a˜o da regia˜o de uma
imagem, a regia˜o rotulada como aorta tem sido associada ao con-
ceitos C0003483 da UMLS e 3734 da FMA. Adicionalmente, tambe´m
se apresenta uma instaˆncia de mapeamento diferente: related diseases
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(mapping-rel). Esta ontologia permite definir outros tipos de relac¸o˜es
de mapeamentos, fornecendo uma grande flexibilidade na hora de ano-




















Figura 33 – Esquema de anotac¸o˜es das imagens.
5.4.2 Anotac¸o˜es Semaˆnticas dos Documentos
Na arquitetura proposta as entidades mencionadas nos docu-
mentos digitais teˆm sido armazenadas no Reposito´rio de anotac¸~oes
visando depois a criac¸a˜o dos I´ndices sema^nticos. Na figura 34 apre-
senta um exemplo de como a arquitetura implementa este processo.
Na figura 34-(a) apresenta parte de um documento sendo anotado, as
entidades sa˜o reconhecidas no conteu´do do documento e e´ criada a
representac¸a˜o do documento anotado semanticamente, como observa-
se na figura 34-(b). Usando esta representac¸a˜o a arquitetura gera os
ı´ndice semaˆnticos para cada documento (figura 34-(c)). A arquite-
tura na˜o se encarrega do processo de anotac¸a˜o, as tarefas de reco-
nhecimento de entidades podem ser feitas usando te´cnicas da a´rea ex-
trac¸a˜o de informac¸a˜o (CUNNINGHAM, 1997; MAYNARD; BONTCHEVA;
CUNNINGHAM, 2003; CUNNINGHAM, 2005).
Cada artigo armazenado na base de dados SciELO tem sido pre´-
processado com o objetivo de incluir anotac¸o˜es para identificar os con-
ceitos dentro dos textos. Para identificar os conceitos UMLS foi usado
MetaMap. Metamap e´ um programa cujo objetivo e´ identificar concei-
tos UMLS dentro de textos biome´dicos para o qual usa uma abordagem
baseada no processamento simbo´lico, processamento da linguagem na-
tural e te´cnicas da lingu¨´ıstica computacional (ARONSON, 2001).
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(a) Documento com 
entidades reconhecidas













(b) Documento anotado 
semanticamente
BONAMIGO, Telmo Pedro and SIQUEIRA, Iara. 
Screening for abdominal aortic aneurysms. Rev. 
Hosp. Clin. [online]. 2003, v. 58, n. 2, pp. 63-68. 
ISSN 0041-8781.
OBJECTIVE AND METHODS: Screening for 
abdominal aortic aneurysms may be useful to 
decrease mortality related to rupture . We conducted 
a study to assess the prevalence of abdominal 
aortic aneurysms in southern Brazil and to define 
risk factors associated with high prevalence of this 
disorder. The screening was conducted using 
abdominal ultrasound. Three groups were 
studied: Group 1 - cardiology clinic patients ; Group 
2 - individuals with severe ischemic disease and 
previous coronary surgery , or important lesions 
on cardiac catheterism ; Group 3 - individuals 
without cardiac disease selected from the general 
population. All individuals were male and older 
than 54 years of age. The ultrasonographic 
diagnosis of aneurysm was based on an 
anteroposterior abdominal aorta diameter of 3 cm, 
or on an abdominal aorta diameter 0.5 cm greater 








<nome>Aneurisma da Aorta Abdominal</nome>









Figura 34 – Anotac¸o˜es dos documentos digitais.
Na versa˜o implementado do proto´tipo, somente as t´ıtulos, re-
sumos e palavras-chaves foram anotados. Na sequ¨eˆncia, apresenta-se
parte de uma titulo anotado semanticamente usando o Metamap.
Listagem 5.3 – Resumo do Artigo “Screening for abdominal aortic
aneurysms” (BONAMIGO; SIQUEIRA, 2003) anotado usando o formato
XML do MetaMap
<?xml version="1.0" encoding="UTF-8"?>













































Os resultados oferecidos por Metamap conteˆm uma ampla vari-
edade de elementos que podem ser usados em diversas aplicac¸o˜es da
engenharia do conhecimento. Em particular, para a implementac¸a˜o do
proto´tipo, interessa basicamente a identificac¸a˜o das entidades UMLS.
Por este motivo o XML retornado pelo Metamap foi adaptado para
conter somente os elementos de interesse para o proto´tipo. Ale´m disso,
usar uma representac¸a˜o pro´pria das anotac¸o˜es dos documentos permi-
tiria integrar mapeamentos de outras ferramentas em futuras verso˜es
do proto´tipo. Na sequ¨eˆncia, apresenta-se parte de uma titulo anotado
semanticamente adaptado do Metamap.
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Listagem 5.4 – Resumo do Artigo “Screening for abdominal aortic
aneurysms” (BONAMIGO; SIQUEIRA, 2003) anotado adaptando o for-





<PhraseText>for abdominal aortic aneurysms</PhraseText>
<Annotations><Annotation Type="UMLS">
<Mapping CandidateMatched="Abdominal Aortic Aneurysms"

































5.5 CAMADA DE SUPORTE
A camada de suporte e´ a parte da arquitetura que po˜e a dis-
posic¸a˜o os componentes que sera˜o usados nas tarefas de visualizac¸a˜o
do conhecimento e recuperac¸a˜o do conhecimento. Esta camada e´ com-
posta por dois grupos de componentes, uns dedicados a` gesta˜o das
imagens e outro dedicado a` gesta˜o dos reposito´rios de documentos di-
gitais. Em ambos os casos, a camada de anotac¸a˜o e´ usada para prover
a informac¸a˜o semaˆntica necessa´ria para determinar quais as entidades
anatoˆmicas que teˆm sido representadas em cada imagem e quais os
conceitos referenciados nos reposito´rios digitais.
5.5.1 Gesta˜o das Imagens
A gesta˜o das imagens e´ controlada pelo componente Gestor da
Imagem. Este componente usa a Ontologia da Imagem na qual se des-
crevem as imagens. A Ontologia da Imagem permite descrever se-
manticamente quais entidades teˆm sido representadas em cada regia˜o
da imagem, identificando a regia˜o com seu respectivo nome. Este
nome sera´ posteriormente vinculado a um ou mais conceitos das re-
presentac¸o˜es de conhecimento.
As imagens que sera˜o instanciadas nesta ontologia sa˜o recupera-
das a partir de um banco de dados representados na arquitetura pelo
componente Reposito´rio de Imagens. Antes de incorporar as ima-
gens na ontologia, estas sa˜o pre´-processadas visando identificar e eti-
quetar as suas regio˜es. Este processo e´ executado pelo componente
Segmentac¸~ao da Imagem.
Para segmentar a imagem foi usada a linguagem Image Markup
Language (IML). A IML e´ um esquema que permite incluir informac¸a˜o
textual nas imagens (LOBER et al., 2001). Tem sido usado em software
educativos para a medicina e em sistemas de informac¸a˜o cl´ınicos. No
modelo de anotac¸a˜o da IML as regio˜es da imagem sa˜o identificadas
por etiquetas escritas em linguagem natural. Na sequ¨eˆncia, apresenta-
se parte de um arquivo IML usado para segmentar uma imagem que
representa um corac¸a˜o.
Listagem 5.5 – Segmentac¸a˜o da imagem usando a linguagem IML
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Na figura 35 se pode apreciar as principais classe da Ontologia
da Imagem. As imagens sa˜o representadas nesta ontologia na classe
Image, O nome f´ısico da imagem, a data de criac¸a˜o e demais meta-
dados de conteu´do independente sa˜o representados nesta classe. As
entidades existentes em cada imagem sa˜o representadas por regio˜es.
Uma regia˜o e´ definida mediante um conjunto de p´ıxeles considerando
que um p´ıxel pode pertencer unicamente a uma regia˜o. As regio˜es sa˜o
representadas na ontologia como instaˆncias da classe ImageRegion.
Os conceitos, definidos como instaˆncias da classe Concept, sa˜o
descritos usando linguagem natural. Esta ontologia estes conceitos na˜o
se relacionam com os conceitos definidos na camada de conhecimento.
A ide´ia e´ manter a descric¸a˜o da imagem e a anotac¸a˜o da imagem em
estruturas independentes, isto permite que uma mesma imagem possa
ser mapeada com diversas anotac¸o˜es seguindo diferentes crite´rios.
Figura 35 – Ontologia da Imagem.
5.5.2 Reposito´rio dos Documentos Digitais
A gesta˜o dos reposito´rios e´ controlado pelo componente Gestor
do Reposito´rio. Este componente, tendo como entrada o Reposito´rio
de Anotac¸~oes, e´ responsa´vel da criac¸a˜o dos ı´ndices que sera˜o usados
como as estrutura de suporte no processo de recuperac¸a˜o de docu-
mentos. Existem dois tipos de ı´ndices, um usado para recuperac¸a˜o de
informac¸a˜o textual e outro usado para a recuperac¸a˜o de informac¸a˜o
semaˆntica. Os ı´ndices sa˜o representados na arquitetura pelos com-
ponentes I´ndices e I´ndices Sema^nticos. O componente Gestor do
Reposito´rio tambe´m e´ o responsa´vel pela recuperac¸a˜o dos documentos
a partir do Reposito´rio de Documentos.
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A arquitetura tem sido implementada usando como reposito´rio
de documentos uma copia da base de dados Scielo. SciELO2 (Scientific
Electronic Library Online) e´ uma biblioteca eletroˆnica que abarca uma
seleta colec¸a˜o de perio´dicos cient´ıficos brasileiros. Esta base de dados
tem sido modelada para armazenar informac¸a˜o relacionada a artigos
acadeˆmicos (i.e., title, journal, publisher, authors, abstract, key word,
etc). O modelo desta base de dados pode ser visualizado na figura 36.
Figura 36 – Organizac¸a˜o da base de dados SciELO.
5.6 CAMADA DE RECUPERC¸A˜O
A camada de recuperac¸a˜o e´ responsa´vel pela execuc¸a˜o dos pro-
cessosde recuperac¸a˜o de informac¸a˜o solicitados pela capa de visua-
lizac¸a˜o. Dois componentes formam parte desta camada: o componente
Expans~ao da Consulta e o componente Recuperac¸~ao de Documentos.
O componente Expans~ao da Consulta e´ o responsa´vel por enri-
quecer a consulta, acrescentando termos e/ou conceitos. Para expandir
a consulta, este componente se baseia nos conceitos mapeados nas ima-
gens. O componente Recuperac¸~ao de Documentos e´ responsa´vel pela
implementac¸a˜o da recuperac¸a˜o de documenos. Basicamente e´ uma in-
terface que encapsula as estruturas de recuperac¸a˜o de informac¸a˜o.
2http://www.scielo.br/
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5.7 CAMADA DE VISUALIZAC¸A˜O
Esta camada a compo˜e o componente Visualizac¸~ao das Ima-
gens. E´ o responsa´vel de apresentar as imagens aos usua´rios. Devido
a que as imagens teˆm sido anotadas previamente, este componente
pode “entender” o que esta´ representado na imagem. Esta importante
caracter´ıstica permite a recuperac¸a˜o de documentos sem que o usua´rio
especifique os termos para a consulta. somente e´ preciso especificar os















































Figura 37 – Processos implementados no proto´tipo.
As principais operac¸o˜es que o usua´rio pode executar podem ser
visualizadas na figura 37. O processo de recuperac¸a˜o do conhecimento
comec¸a com a busca das imagens (figura 37-1). As imagens sa˜o usadas
como ve´ıculos para a recuperac¸a˜o do conhecimento. Quando e´ selecio-
nada uma regia˜o da imagem e´ recuperado todo o conhecimento relaci-
onado a dita regia˜o (figura 37-2). Outra operac¸a˜o que o usua´rio pode
executar sob a regia˜o da imagem, e´ a recuperac¸a˜o de documentos (figura
37-3). Com o objetivo de limitar os resultados das buscas, o usua´rio
pode aplicar tantos os filtros textuais quanto os filtros semaˆnticos (fi-
gura 37-4). Esta operac¸a˜o ocasionara´ que a informac¸a˜o relacionada a`
imagem seja atualizada.
137
5.7.1 Busca de imagens
Para procurar as imagens o usua´rio ingressa os termos de busca
na caixa de texto no painel superior (figura 38-A). A ferramenta recu-
pera as imagens associados aos termos processando a consulta tanto no
n´ıvel estrutural (i.e., busca textual pelo nome das regio˜es) quanto no
n´ıvel semaˆntico (i.e., busca conceitual pelo mapeamento). Quando o
processamento e´ feito no n´ıvel semaˆntico, os termos sa˜o transformados
em conceitos do domı´nio. Esta transformac¸a˜o permite que a consulta
seja executada semanticamente, tornando a busca independente da lin-
guagem. Por exemplo, para pesquisar imagens relacionadas ao corac¸a˜o,
o usua´rio pode inserir como termos de pesquisa palavras como corac¸a˜o,
corazo´n (corac¸a˜o em espanhol), heart ou (corac¸a˜o em ingleˆs). Em todos
os casos, o processo retorna os mesmos resultados.
Figura 38 – Proto´tipo para visualizac¸a˜o do conhecimento.
5.7.2 Recuperac¸a˜o do conhecimento
Depois de recuperar a imagem, este e´ colocado no painel central
(figura 38-B). O usua´rio pode utiliza´-lo de duas maneiras: para obter
conhecimentos relacionados aos conceitos representados nas regio˜es ou
para recuperar os documentos que mencionam os conceitos.
O conhecimento relacionado ao conceito e´ apresentado no pai-
nel direito no topo (figura 38-C). Nesta versa˜o do proto´tipo, esta in-
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formac¸a˜o e´ apresentada usando a FMA. Neste painel o usua´rio pode
visualizar o nome, a identificac¸a˜o e a descric¸a˜o da classe. Usando o
bota˜o “View additional information”, pode obter informac¸o˜es adicio-
nais como nomes em outras l´ınguas ou as entidades anatoˆmicas que a
constituem. Os conceitos mapeados em cada regia˜o podem ser observa-
dos no painel direito no centro (figura 38-D). Esta informac¸a˜o e´ obtida
a partir do n´ıvel semaˆntico da imagem.
5.7.3 Visualizac¸a˜o de documentos
Ao selecionar uma regia˜o da imagem, ale´m de apresentar ao
usua´rio informac¸o˜es sobre o conceito, tambe´m e´ apresentada a quanti-
dade de documentos relacionados com os conceitos mapeados em cada
regia˜o. Esta informac¸a˜o se encontra no painel direito, ao selecionar o
v´ınculo (figura 38-E), e´ apresentado um formula´rio contendo uma lista
de todos os documentos do reposito´rio relacionados a esse conceito.
Na figura 39 pode-se visualizar uma lista dos documentos recupe-
rados. Como cada documento esta´ anotado, v´ınculos de cada conceito
reconhecido nos documentos esta˜o dispon´ıveis, ao seleciona´-los uma
descric¸a˜o do conceito e´ apresentada.
5.7.4 Refinamento das buscas
O usua´rio pode refinar os resultados da pesquisa utilizando as
opc¸o˜es dispon´ıveis no painel esquerdo (figura 38-F). Este painel apre-
senta duas opc¸o˜es, filtragem por revistas (i.e., journals) e filtragem por
anos. O usua´rio pode procurar por texto dentro de documentos, ou
usar os filtros para refinar a busca.
5.8 CONSIDERAC¸O˜ES FINAIS
O objetivo deste trabalho consiste na proposta de um modelo
destinado a visualizac¸a˜o do conhecimento baseado em imagens semaˆn-
ticas a fim de facilitar a organizac¸a˜o ontolo´gica do conhecimento. Com
o objetivo de testar o modelo proposto, foi desenvolvido um proto´tipo
usando imagens na a´rea da anatomia e reposito´rios de documentos no
domı´nio biome´dico.
No proto´tipo proposto tanto as imagens quanto os reposito´rios
de documentos teˆm sido enriquecidos com conteu´do semaˆntico possibi-
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Figura 39 – Visualizac¸a˜o dos documentos. No exemplo se visualiza o
artigo recuperado de Lopes et al. (2004).
litando a integrac¸a˜o destes dois componentes. O conteu´do semaˆntico
permite ao proto´tipo “entender” quais os conceitos representados tanto
nas imagens quanto nos documentos facilitando assim a busca concei-
tual. Uma das vantagens disto e´ a recuperac¸a˜o de conhecimento de
forma independente a` linguagem da escrita dos documentos. Devido
a` este “entendimento”, o proto´tipo e´ capaz de recuperar os documen-
tos relacionados aos conceitos representados nas imagens auxiliando o
usua´rio no processo de busca. Este mecanismo de recuperac¸a˜o pode ser
observado no proto´tipo, para recuperar documentos o usua´rio so´ pre-
cisa selecionar uma regia˜o da imagem sem necessidade de ingressar os
termos das buscas como nos sistemas de recuperac¸a˜o tradicionais. En-
tretanto, o usua´rio deve ingressar termos para procurar imagens. Uma
vez selecionado a imagem o modelo “entende” quais as informac¸o˜es
necessita recuperar usando para tal os mapeamentos semaˆnticos.
A ide´ia do modelo e´ que os resultados das buscas sejam apre-
sentados de forma global na pro´pria imagem alterando a colorac¸a˜o das
regio˜es onde se concentra a maior quantidade de documentos. Este
comportamento do modelo e´ consistente com as tarefas de visualiac¸a˜o
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definidas por Shneiderman (1996) (i.e., primeiro apresentar a visa˜o glo-
bal dos dados, depois concentrar-se em itens de interesse e filtrar itens
irrelevantes e finalmente fornecer a informac¸a˜o sob demanda).
O motivo para usar imagens contendo representac¸o˜es do mundo
real se baseou por um lado nas habilidades que dos seres humanos em
processar imagens rapidamente e por outro lado na facilidade dos in-
div´ıduos para relacionar conhecimentos pre´vios associados a uma ima-
gem ja´ conhecida. Ao ver uma imagem que pertence a sua visa˜o do
mundo, as pessoas sabem o que ela representa apesar de na˜o se lem-
brar dos nomes dos conceitos nela representados.
O proto´tipo proposto e´ gene´rico e pode ser usado em qualquer
domı´nio que permita a representac¸a˜o de conceitos em imagens. Pode
ser usado tambe´m sobre qualquer reposito´rio de documentos desde que
estes possam ser mapeados em representac¸o˜es de conhecimentos, como,
por exemplo, ontologias ou taxonomias.
Um dos requerimentos do modelo e´ a necessidade de mapeamento
semaˆntico das imagens e dos reposito´rios de documentos. Os repo-
sito´rios de documentos caracterizam-se por armazenar grandes quan-
tidades de informac¸a˜o fazendo com que o processo de anotac¸a˜o ma-
nual seja invia´vel. Por outro lado, a anotac¸a˜o automa´tica ou semi-
automa´tica pode ser facilitada pelos me´todos da a´rea da extrac¸a˜o de
informac¸a˜o, mas a precisa˜o destes me´todos pode variar dependendo
do domı´nio e tipo de documento. No caso das imagens, as anotac¸o˜es
manuais sa˜o via´veis na maioria dos domı´nios ja´ que a quantidade de
conceitos que se espera que sejam representados neles e´ relativamente
pequena em comparac¸a˜o com os conceitos representados nos documen-
tos.
Uma das vantagens que oferece o modelo e´ a facilidade para
recuperac¸a˜o de documentos usando apenas regio˜es das imagens. Nos
sistemas de recuperac¸a˜o tradicionais, os usua´rios traduzem suas neces-
sidades de informac¸a˜o em termos de buscas, estes retornam uma lista
de itens que correspondem aos documentos mais relevantes segundo os
termos informados. No modelo proposto os usua´rios traduzem suas ne-
cessidades de informac¸a˜o tambe´m em termos, mas estes termos na˜o sa˜o
usados para procurar diretamente os documentos e sim para procurar
as imagens que sera˜o usadas no processo de visualizac¸a˜o.
Outra vantagem do modelo e´ a integrac¸a˜o dos componentes por
meio dos mapeamentos semaˆnticos. As imagens e os diferentes repo-
sito´rios de informac¸a˜o encontram-se todos integrados por meio de in-
formac¸a˜o semaˆntica, isto permite que uma mesma imagem possa ser
usada para visualizar documentos de diferentes reposito´rios. Por exem-
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plo, a imagem do corac¸a˜o apresentado nas sec¸o˜es anteriores, pode ser
usado para recuperar artigos cient´ıficos, competeˆncias organizacionais,
projetos, estudos cl´ınicos, indicadores, imagens me´dicas, entre outros.
Esta integrac¸a˜o semaˆntica tambe´m permite que o modelo possa infe-
rir novas informac¸o˜es sobre um determinado conceito da imagem. Por
exemplo, ao projetar o corac¸a˜o, e´ poss´ıvel recuperar informac¸o˜es relaci-
onadas a conceitos que na˜o sa˜o definidos de forma expl´ıcita na imagem,
mas que podem ser inferidos, como por exemplo, certas doenc¸as. No
corac¸a˜o ao selecionar a aorta, por exemplo, e usando as relac¸o˜es UMLS
poderiam ser recuperados os documentos relacionados ao aneurisma,
uma doenc¸a que afeta a aorta.
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6 DEMONSTRAC¸A˜O DE VIABILIDADE E ANA´LISE
COMPARATIVA
6.1 APRESENTAC¸A˜O DO PROTO´TIPO
A tela inicial do sistema e´ uma tela bem simples, possui apenas
um campo para ingressar os termos para fazer as buscas das imagens e
um bota˜o que executa a busca (ver figura 40). Ela tem sido desenhada
considerando as recomendac¸o˜es da teoria da carga cognitiva que busca
reduzir a carga extr´ınseca para que o usua´rio tenha mais capacidade
cognitiva livre para construir os seus modelos mentais.
Figura 40 – Tela inicial do proto´tipo.
Apo´s executada a busca, o painel embaixo da caixa de texto,
apresentara´ a imagem a partir da qual se visualizara´ o conhecimento
recuperado a partir dos reposito´rios de informac¸a˜o digitais. O conheci-
mento que vai ser recuperado encontra-se especificado nos mapeamen-
tos feitos nas regio˜es das imagens.
Para buscar uma imagem, como por exemplo, uma relacionada
ao corac¸a˜o, o usua´rio poderia ingressar como termos para a busca a pa-
lavra corac¸a˜o ou a palavra corazo´n (corac¸a˜o em espanhol) ou a palavra
heart (corac¸a˜o em ingleˆs). Isto e´ poss´ıvel devido a que o proto´tipo tem
implementado buscas semaˆnticas. Os termos ingressados para as buscas
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sa˜o previamente traduzidos para encontrar o conceito correspondente
nas representac¸o˜es de conhecimento armazenadas na camada de conhe-
cimento. Por exemplo, ao ingressar o termo corac¸a˜o, o proto´tipo antes
de fazer a busca tenta encontrar o conceito corac¸a˜o, na implementac¸a˜o
do proto´tipo isto corresponde ao conceito UMLS C0018787, o mesmo
conceito teria sido encontrado com os termos corazo´n e heart. E´ com
este conceito que o proto´tipo faz a busca e e´ este o motivo pelo qual
na˜o interessa a linguagem em que esta´ escrito o termo desde que esteja
explicitado nas representac¸o˜es de conhecimento usadas. Na figura 41
apresenta-se a tela que apresenta os resultados da busca pelo termo
corac¸a˜o.
Figura 41 – Tela resultante da busca da imagem pelo termo “corac¸a˜o”.
A visualizac¸a˜o do conhecimento e´ feita usando a mesma imagem
recuperada. Na figura 41 apresenta uma visualizac¸a˜o que responde a
pergunta: Qual e´ a entidade mais referenciada nos artigos? Nesta vi-
sualizac¸a˜o a regia˜o da imagem que representa a entidade com a maior
quantidade de documentos e´ apresentada com uma cor diferente, neste
caso o preto. A ide´ia por tra´s desta visualizac¸a˜o e´ que o usua´rio ra-
pidamente identifique esta regia˜o. Usou-se a cor por ser um elemento
pre´-atentivo o qual e´ identificado rapidamente pelo nosso ce´rebro. No
proto´tipo implementado foram mapeados artigos cient´ıficos, mas pode-
riam mapear-se outro tipo de informac¸a˜o como, por exemplo, as com-
peteˆncias pessoais assim usando esta representac¸a˜o se poderia visualizar
a entidade onde a organizac¸a˜o tem maior competeˆncia ou a entidade
onde se tem menor competeˆncia.
Usando a imagem recuperada, o usua´rio pode tambe´m visualizar
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a definic¸a˜o de cada regia˜o. No proto´tipo implementado tem sido usada
a ontologia FMA para este propo´sito dado que esta ontologia e´ uma on-
tologia de refereˆncia na a´rea da anatomia. Na figura 42 pode se observar
como ao selecionar a regia˜o veia cava inferior no painel da direita
aparece a definic¸a˜o de tal entidade. As definic¸o˜es aparecem em ingleˆs,
pois assim esta˜o especificadas na FMA. O mapeamento semaˆntico das
regio˜es da imagem possibilita o uso de qualquer representac¸a˜o do conhe-
cimento, assim poderia ter sido usada a UMLS tambe´m. A vantagem
da UMLS e´ que apresenta definic¸o˜es de va´rios vocabula´rios biome´dicos
e em diversas linguagens.
Figura 42 – Informac¸a˜o da regia˜o que representa a` entidade “veia cava
inferior”.
Tambe´m usando a imagem recuperada, o usua´rio pode visualizar
quais os conceitos das representac¸o˜es do conhecimento que esta˜o sendo
usados para recuperar o conhecimento. A informac¸a˜o apresentada aqui
corresponde com o mapeamento semaˆntico feito em cada regia˜o da ima-
gem tal como se pode observar na figura 43. No proto´tipo implemen-
tado a informac¸a˜o do mapeamento se apresenta usando a ontologia
FMA e o meta-tesauro UMLS.
A quantidade de documentos recuperados a partir dos concei-
tos mapeados nas regio˜es da imagem tambe´m e´ apresentada como se
pode observar na figura 44. Clicando no enlace do painel se apresenta
ao usua´rio a listagem dos documentos. No proto´tipo implementado
somente foram mapeados o t´ıtulo, as palavras-chaves e o resumo dos
artigos.
O outro tipo de visualizac¸a˜o implementado no proto´tipo tenta
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Figura 43 – Informac¸a˜o do mapeamento da regia˜o que representa a`
entidade “veia cava inferior”.
Figura 44 – Quantidade de documentos que mencionam a` entidade
“veia cava inferior”.
responder a` pergunta: Quantas refereˆncias possuem nos reposito´rios
digitais as entidades representadas na imagem? Na figura 45 apre-
senta a tela resultante da busca da imagem usando o termo pulm~oes,
onde se pode apreciar que agora aparecem nu´meros encima das regio˜es
anotadas. Estes nu´meros representam a quantidade de documentos que
mencionam aos conceitos mapeados em cada regia˜o. E´ outra maneira
de visualizar o conhecimento recuperado.
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Figura 45 – Tela resultante da busca da imagem pelo termo “pulmo˜es”.
Os usua´rios podem alterar a informac¸a˜o do mapeamento da ima-
gem para recuperar conhecimento mais espec´ıfico. Por exemplo, caso
o usua´rio queira recuperar informac¸a˜o relacionada com o ventr´ıculo
esquerdo e fumac¸a de cigarro, poderia alterar o mapeamento para in-
cluir os conceitos da UMLS C0225897 (ventr´ıculo esquerdo) e C0239059
(fumac¸a de cigarro). A UMLS posse uma rede semaˆntica que pode ser
usada para inferir as relac¸o˜es de cada conceito. Na figura 46 pode se
observar como alterando o mapeamento, o proto´tipo retorna agora um
documento so´ que cumpre com a necessidade de informac¸a˜o.
6.2 COMPARAC¸A˜O DE MODELO PROPOSTO COM OUTRAS ABOR-
DAGENS DE VISUALIZAC¸A˜O DO CONHECIMENTO
6.2.1 Modelo proposto e o modelo de visualizac¸a˜o de Burkhard
(2005c)
O modelo de visualizac¸a˜o do conhecimento proposto por Burkhard
(2005c) (figura 47) e´ dividido em treˆs partes: um transmissor, um meio
e um receptor. Essas treˆs partes esta˜o todas interligadas em um circuito
de interac¸a˜o e comunicac¸a˜o.
O modelo descreve processos iterativos inter e intrapessoais: O
processo comec¸a com um remetente que pretende transferir alguns dos
seus conhecimentos (conhecimento) para um destinata´rio. O modelo
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Figura 46 – Filtragem de documentos pelo conceito ‘fumac¸a de cigarro”.
mental desse conhecimento (modelo mental do remetente) e´ exteri-
orizada usando va´rias representac¸o˜es visuais complementares, as quais
podem ser divididas em treˆs sub-processos (1, 2, 3 na figura 47) se-
guindo uma sequ¨eˆncia temporal: Primeiro, o remetente precisa cha-
mar a atenc¸a˜o (1 na figura 47) do destinata´rio, por exemplo, usando
uma imagem provocante. Em segundo lugar, o remetente precisa ilus-
trar o contexto (2 na figura 47), fornecem uma visa˜o geral (2 na fi-
gura 47), e opc¸o˜es para agir (2 na figura 47). So´ enta˜o o remetente
pode apontar para detalhes selecionados (3 na figura 47) que, ideal-
mente, acontece em um dia´logo dinaˆmico com o destinata´rio (D na
figura 47), que re-constro´i (C na figura 47) conhecimento semelhan-
tes (conhecimento’) com essas visualizac¸o˜es complementares e uma
pro´pria imagem mental (modelo mental do destinata´rio). Mas de-
vido as diferentes hipo´teses, crenc¸as, conhecimentos pre´vios, infereˆncias
e interpretac¸o˜es erroˆneas podem ocorrer (E na figura 47), o que pode
levar a uma falha na formulac¸a˜o do conhecimento novo. Neste pro-
cesso, o remetente iterativamente refina ou adiciona representac¸o˜es vi-
suais adicionais (F na figura 47), ate´ que o processo de transfereˆncia de
conhecimentos seja bem sucedido.
Dado que o modelo proposto por Burkhard (2005c) e o proposto
neste trabalho se baseiam no framework para visualizac¸a˜o do conheci-
mento proposto por Burkhard, existem algumas similitudes entre am-
bos os modelos. Em particular o processo de visualizac¸a˜o em ambos
os modelos e´ muito parecido: primeiro se obte´m uma visa˜o global dos
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Figura 47 – Modelo para visualizac¸a˜o do conhecimento proposto por
Burkhard (2005c)
os modelos descrevem as interac¸o˜es dos usua´rios com representac¸o˜es
visuais e podem ser aplicados em qualquer domı´nio.
O objetivo do modelo de Burkhard (2005c) e´ recriar modelos
mentais nos receptores, no modelo proposto os usua´rios compartilham o
mesmo modelo mental, um modelo mental que faz parte da sua visa˜o do
mundo. Os modelos mentais dos remetentes na proposta de Burkhard
(2005c) sa˜o exteriorizados usando va´rias representac¸o˜es visuais comple-
mentares, no modelo proposto o modelo mental do remetente e´ repre-
sentado nas imagens, as quais sa˜o conhecidas a priori.
A principal diferencia com o modelo de Burkhard (2005c) radica
no uso de anotac¸o˜es semaˆnticas para descrever as imagens, a proposta
de Burkhard (2005c) na˜o usa nenhuma representac¸a˜o do conhecimento
para descrever as representac¸o˜es visuais. Por outro lado, o conheci-
mento que se visualiza no modelo de Burkhard (2005c) se encontra nas
visualizac¸o˜es complementares, no modelo proposto, o conhecimento e´
recuperado a partir dos reposito´rios de informac¸a˜o. No modelo de
Burkhard (2005c) na˜o se recupera o conhecimento a partir de repo-
sito´rios, este e´ transferido a partir do modelo mental do remetente.
6.2.2 Modelo proposto e o modelo de visualizac¸a˜o RuleViz de
Han e Cercone (2000a) e Han e Cercone (2000b)
Em geral, a descoberta de conhecimento em bases de dados e´
considerada como o processo na˜o trivial de identificac¸a˜o va´lida, nove-
dosa, potencialmente u´til e compreens´ıvel de padro˜es nos dados. Basi-
camente, o processo consiste na coleta dos dados, a criac¸a˜o dos dados
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de destino, a limpeza da dados originais, o pre´-processamento dos da-
dos, a reduc¸a˜o de dados, a minerac¸a˜o de dados, a interpretac¸a˜o dos
padro˜es, e na aplicac¸a˜o do conhecimento. O processo depende de uma
interac¸a˜o sistema-humano. E´ imposs´ıvel imaginar um processo total-
mente automatizado de descoberta de conhecimento, porque isto exige
que o sistema possua todo o conhecimento de domı´nio e ser capaz de
reconhecer as intenc¸o˜es do usua´rio. As ferramentas de visualizac¸a˜o po-
dem ser utilizadas para ajudar aos usua´rios a navegar pelos grandes
espac¸os de informac¸a˜o.
Para construir tais sistemas interativos, Han e Cercone (2000a)
propo˜em RuleViz, um modelo de visualizac¸a˜o interativa para visua-
lizar todo o processo de descoberta de conhecimento. E´ constitu´ıda
por cinco componentes, como mostrado na figura 48: a i) visualizac¸a˜o
de dados originais, ii) a reduc¸a˜o de dados de forma interativa, iii) o
pre´-processamento dos dados de forma visual, tais como discretizac¸a˜o
de atributos nume´ricos e transformac¸a˜o de dados, iv) a descoberta de
padro˜es como a induc¸a˜o de regras e de construc¸a˜o da a´rvore de decisa˜o



































Figura 48 – Modelo para visualizac¸a˜o RuleViz proposto por Han e
Cercone (2000a) e Han e Cercone (2000b)
Existem va´rias diferenc¸as no modelo proposto por Han e Cercone
(2000a) e o modelo proposto neste trabalho. Uma delas e´ o domı´nio
de aplicac¸a˜o. O modelo de Han e Cercone (2000a) tem sido concebido
para construir sistemas interativos que permitam visualizar os processo
da descoberta de conhecimento em banco de dados, os componentes
deste modelo esta´ muito ligado as fases do processo de descoberta do
conhecimento, pelo que na˜o e´ aplica´vel em outro domı´nio que na˜o seja
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a descoberta de conhecimento.
A ide´ia ba´sica na proposta de Han e Cercone (2000a) e´ usar
te´cnicas de visualizac¸a˜o para visualizar o conjunto de dados originais
e obter insights sobre a distribuic¸a˜o destes para intuitivamente limitar
o domı´nio dos dados atrave´s de interac¸o˜es e assim descobrir as regras
a partir dos dados reduzidos e visualizar o conhecimento resultante. A
ide´ia desta tese e´ bem diferente, ela se baseia na recuperac¸a˜o de co-
nhecimento a partir de reposito´rios de informac¸a˜o digitais e apresentar
este conhecimento usando imagens do mundo real. Na abordagem de
Han e Cercone (2000a) sa˜o usados diversos me´todos e te´cnicas para
a visualizac¸a˜o tais como as visualizac¸o˜es geome´tricas, as visualizac¸o˜es
baseadas em ı´cones, visualizac¸o˜es hiera´rquicas ou combinac¸o˜es destas.
Na nossa proposta na˜o se usam meta´foras sena˜o imagens que fazem
parte da visa˜o do mundo dos usua´rios.
6.2.3 Modelo proposto e o modelo de visualizac¸a˜o colabora-
tiva proposto por Novak e Wurst (2005)
Novak e Wurst (2005) propo˜em um modelo (ver figura 49) ba-
seado em artefatos de conhecimento dinaˆmicos que suportam o acesso
dos usua´rios a espac¸os de informac¸a˜o de comunidades de uma forma
que permite a descoberta de relac¸o˜es. O presuposto deste modelo e´ que
o acesso dos usua´rios aos reposito´rios de informac¸a˜o por meio de ma-
pas de conhecimento interativos lhes permite visualizar as informac¸o˜es
contidas no reposito´rio a partir de diferentes perspectivas semaˆnticas
melhorando assim qualitativamente o processo de formulac¸a˜o do conhe-
cimento que ocorre durante o acesso a` informac¸a˜o. Esta abordagem se
fundamenta em que o acesso a` informac¸a˜o e´ um processo de criac¸a˜o
de significado e aquisic¸a˜o de conhecimento no qual as pessoas atrave´s
da sua interac¸a˜o com a informac¸a˜o desenvolvem e internalizam novos
conhecimentos. Assim, incorporando a capacidade de explorar os re-
posito´rios da comunidade na˜o so´ do ponto de vista pre´-definidos da
comunidade, mas atrave´s das perspectivas dos membros das diferentes
comunidades, e´ uma forma de apoiar a criac¸a˜o e compartilhamento de
conhecimento que atravessa as fronteiras das comunidades individuais.
Nesta abordagem, se usa a meta´fora mapa do conhecimento como
um ve´ıculo para descrever a ide´ia de uma estruturac¸a˜o visual da in-
formac¸a˜o de uma forma, que fornec¸a insights dentro de contextos e
relac¸o˜es entre a informac¸a˜o relacionada semanticamente. A diferenc¸a
fundamental para as abordagens existentes da gesta˜o do conhecimento
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e visualizac¸a˜o do conhecimento e´, que o ponto de partida para a cons-
truc¸a˜o dos mapas e´ o conhecimento pessoal, altamente impl´ıcito nos
indiv´ıduos e nas comunidades de usua´rios, ao inve´s de taxonomias pre´-
definidas explicitamente ou ontologias. Como o conhecimento das co-
munidades e´ muito impl´ıcito e socialmente constru´ıdos mapas de tal
conhecimento na˜o podem ser representac¸o˜es esta´ticas que codificam o
conhecimento. Ao contra´rio, eles sa˜o concebidos como artefatos intera-
tivos visuais que podem ser manipulados de forma interativa e discutido
pelos membros da comunidade a fim de obter uma compreensa˜o dos di-
ferentes modelos mentais e esquemas interpretativos subjacentes das
diferentes comunidades: por exemplo, explorando mapas de diferentes
usua´rios e aplicando-as a situac¸o˜es diferentes.
Repositórios de informação digitais 
das comunidades
Gerador de mapas 
de conhecimento
Mapas de conhecimento 
pessoais
Ontologia e conhecimento 








Figura 49 – Modelo de visualizac¸a˜o colaborativa proposto por Novak e
Wurst (2005)
No modelo proposto por Novak e Wurst (2005), as interac¸o˜es dos
usua´rios se baseiam em mapas de conhecimento os quais esta˜o compos-
tos por dos elementos principais: o mapa do documento e o mapa
conceitual. O mapa do documento apresenta as ferramentas de co-
nhecimento do espac¸o comunita´rio (por exemplo, documentos, e-mails,
posts nos fo´runs, descric¸a˜o de projetos, entre outros), estruturado em
grupos de objetos semanticamente relacionados. O mapa conceitual
por seu lado, exibe uma rede de termos que representam grupos de
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palavras diferentes usadas em contextos semelhantes e as relac¸o˜es entre
eles. Na abordagem desta tese, as interac¸o˜es dos usua´rios se baseiam
em imagens, as quais tem sido enriquecidas com estruturas semaˆnticas
a fim de explicitar seu conteu´do.
Na proposta de Novak e Wurst (2005) existe uma necessidade de
construc¸a˜o de modelos e ferramentas para visualizac¸a˜o de conhecimento
dinaˆmico que fornec¸am pontos de vista de informac¸o˜es contextualiza-
das, mostrando suas relac¸o˜es com a perspectiva do conhecimento de
uma determinada comunidade. Na nossa abordagem a formulac¸a˜o do
conhecimento na˜o e´ dinaˆmica e e´ baseada em representac¸o˜es do conhe-
cimento tais como ontologias, taxonomias e meta-tesauros.
Na abordagem de Novak e Wurst (2005), existe uma visa˜o on-
tolo´gica que permite ao usua´rio navegar em um conjunto de documen-
tos com base em uma estrutura pre´-semaˆntica. Esta estruturac¸a˜o pode
representar pontos de vista pessoais dos membros individuais (chama-
das pelo autor de ontologias pessoais) ou opinio˜es da comunidade, bem
como taxonomias que representam domı´nios de conhecimento formal
ou estruturas organizacionais. No modelo proposto na tese, o conhe-
cimento embutido nas imagens por meio dos mapeamentos semaˆnticos
na˜o e´ pessoal, muito pelo contra´rio estes mapeamentos refletem o co-
nhecimento de um grupo de usua´rios que compartilham uma mesma
visa˜o do mundo, mas estes poderiam ser alterados para recuperar co-
nhecimento mais espec´ıfico.
6.2.4 Modelo proposto e o modelo para explorac¸a˜o visual de
v´ıdeos proposto por Luo et al. (2007)
O modelo proposto por Luo et al. (2007) se concentra princi-
palmente em dois problemas: i) como extrair o conhecimento u´til a
partir da grande quantidade de informac¸a˜o a partir de bases de dados
de not´ıcias em v´ıdeo a grande escala, e i) como apresentar o conhe-
cimento para os usua´rios de forma intuitiva. Para resolver estes pro-
blemas, o modelo integra va´rios me´todos e te´cnicas da engenharia do
conhecimento tais como a ana´lise semaˆntica de v´ıdeos, a recuperac¸a˜o
de informac¸a˜o, a descoberta de conhecimento e a visualizac¸a˜o do co-
nhecimento. Ale´m disso, todos os componentes devem ser otimizados
para atingir um u´nico objetivo, a explorac¸a˜o intuitiva e inteligente a
partir de bancos de dados de v´ıdeo em larga escala.
O modelo proposto pode ser visualizado na figura 50. Primeiro,
a interpretac¸a˜o semaˆntica e´ extra´ıda a partir dos v´ıdeso atrave´s de
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te´cnicas de ana´lise semaˆntica de v´ıdeo. Em segundo lugar, a inter-
pretac¸a˜o do conhecimento e´ extra´ıdo atrave´s da ponderac¸a˜o da in-
terpretac¸a˜o semaˆntica de acordo com uma medida de interesse. Em
terceiro lugar, as te´cnicas de visualizac¸a˜o sa˜o adotadas para represen-
tar e interpretar o conhecimento de forma intuitiva. Ale´m disso, a
interpretac¸a˜o semaˆntica e interpretac¸a˜o do conhecimento pode ser me-












Figura 50 – Modelo para a explorac¸a˜o visual de v´ıdeos proposto por
Luo et al. (2007)
Na abordagem de Luo et al. (2007) o tipo de unidade para a in-
terpretac¸a˜o do conhecimento sa˜o as palavras-chave dos closed caption
e os textos associados ao v´ıdeo. Segundo os autores, os usua´rios sa˜o
capazes de capturar a ide´ia principal das reportagens, observando uma
sequ¨eˆncia de palavras-chave. Reorganizando estas palavras-chaves com
te´cnicas de visualizac¸a˜o adequadas, os usua´rios sa˜o capazes de capturar
a semaˆntica subjacente e o conhecimento oculto intuitivamente. Esta
abordagem e´ similar a` proposta desta tese, em ambas as propostas o
modelo precisa entender o que esta´ sendo representado, pore´m no mo-
delo proposta nesta tese, a interpretac¸a˜o do conhecimento e´ feita usando
mapeamentos semaˆnticos usando representac¸o˜es do conhecimento for-
mais como ontologias e meta-tesauros.
As visualizac¸o˜es na proposta de Luo et al. (2007) visam apresen-
tar ao usua´rios itens de conhecimento para que os v´ıdeos possam ser ex-
plorados de uma forma eficiente e intuitiva, usando diversas meta´foras
visuais como as visualizac¸o˜es radiais. O foco principal desta proposta
e´ a explorac¸a˜o de v´ıdeos e na˜o a recuperac¸a˜o do conhecimento.
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6.2.5 Modelo proposto e o sistema de recomendac¸a˜o do co-
nhecimento proposto por Li e Lu (2010)
Com o objetivo de ajudar aos usua´rios a adquirir e visualizar de
forma efetiva conhecimento a partir de repositorios de informac¸a˜o mas-
sivos, distribu´ıdos e heterogeˆneos, Li e Lu (2010) propo˜em um sistema
para recomendac¸a˜o de conhecimento baseado em mapas de to´picos in-
teligentes. Este inclui a organizac¸a˜o do conhecimento, a recomendac¸a˜o
do conhecimento e a visualizac¸a˜o do conhecimento (ver figura 51).
Quando o cliente Web envia uma solicitac¸a˜o ao portal do conhe-
cimento, o componente recuperac¸a˜o do conhecimento adquire este a
partir da base de dados dos mapas de to´picos inteligentes. Dado que os
registros histo´ricos dos usua´rios sa˜o salvos, o servic¸o de recomendac¸a˜o
do conhecimento pode fornecer recomendac¸o˜es ao componente de visua-
lizac¸a˜o do conhecimento. O sistema de recomendac¸a˜o de conhecimento
inclui a descoberta de recursos, a predic¸a˜o das tendeˆncias e a navegac¸a˜o
do conhecimento.

















Sistema de recomendação do 
conhecimento
Figura 51 – Sistema de recomendac¸a˜o do conhecimento proposto por
Li e Lu (2010)
A principal diferenc¸a da proposta de Li e Lu (2010) e a da tese
encontra-se nos objetivos, os sistema proposto por Li e Lu (2010) pro-
cura por conhecimento de interesse do usua´rio, evitando assim que o
usua´rio tenha que navegar pelos reposito´rios grandes reposito´rios de
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informac¸a˜o. O interesse do usua´rio e´ obtido a partir do histo´rico das
buscas feitas pelos usua´rios assim como pelos logs gerados pelo sistema
para cada usua´rio. No modelo proposta nesta tese na˜o se modela a
princ´ıpio o interesse de cada usua´rio e sim de grupos de compartilham
a mesma visa˜o do mundo. Este interesse se traduz nos mapeamentos
semaˆnticos, pore´m os usua´rios encontram-se habilitados para refinar es-
tes mapeamentos e assim traduzir seus interesses pessoais, mas sempre
sob uma base de interesse grupal.
A abordagem de Li e Lu (2010) baseia-se em mapas de to´picos
inteligentes, os quais encontram-se organizados em camadas tais como:
clusters, to´picos, elementos de conhecimento e recursos. Estes mapas de
to´picos inteligentes definem a estrutura do conhecimento para o sistema
tendo que ser obtidos para cada domı´nio de aplicac¸a˜o. Na proposta
da tese, a diferenc¸a desta proposta optou por se usar conhecimento
explicitamente definidos em representac¸o˜es do conhecimento, tais como
ontologias, taxonomias e meta-tesauros.
6.2.6 Modelo proposto e o framework para a visualizac¸a˜o do
conhecimento baseada em dashboards proposto por Mohd,
Embong e Zain (2010)
Mohd, Embong e Zain (2010) propo˜em uma abordagem para
a visualizac¸a˜o do conhecimento adotando te´cnicas de visualizac¸a˜o ba-
seada em grafos e incorporando o conceito de dashboards para insti-
tuic¸o˜es de ensino superior. Esta abordagem enfatiza em dois aspectos:
a visualizac¸a˜o do conhecimento e a interac¸a˜o humano-computador. A
visualizac¸a˜o do conhecimento ajuda aos usua´rios a analisar as va´rias
caracter´ısticas dos estudantes e professores apo´s um processo de clus-
terizac¸a˜o, por outro lado, a interac¸a˜o permite a transfereˆncia de conhe-
cimento e o uso das capacidades de percepc¸a˜o humanas incrementando
assim a inteligeˆncia do sistema. A visualizac¸a˜o do conhecimento e´ re-
forc¸ada atrave´s dos dashboard que fornece padro˜es de conhecimento.
O sistema comec¸a com o processo de clusterizac¸a˜o para agru-
par a informac¸a˜o existente no banco de dados. Ao mesmo tempo, os
inputs feitos no indicador de performance gerara˜o os respectivos dash-
board. Para ambos os processos, a interac¸a˜o com os especialistas no
domı´nio melhora a inteligeˆncia do sistema. As sa´ıdas dos processos
de clusterizac¸a˜o e processamento dos dashboard, sa˜o processados pelo
componente de visualizac¸a˜o com o objetivo de produzir como resultado
final um dashboard interativo. A arquitetura deste sistema pode ser
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Figura 52 – Framework para a visualizac¸a˜o do conhecimento baseada
em dashboards proposto por Mohd, Embong e Zain (2010)
A principal caracter´ıstica da abordagem de Mohd, Embong e
Zain (2010) e´ a interac¸a˜o de especialistas do domı´nio que incorporam
a inteligeˆncia ao sistema, na abordagem da tese todo o conhecimento e´
explicitado nos mapeamentos semaˆnticos os quais vinculam a conceitos
de diversas representac¸o˜es do conhecimento.
6.3 ANA´LISE DO MODELO POR MEIO DE HEURI´STICAS
Na revisa˜o sistema´tica, encontraram-se dois estudos que fazem
uma meta-ana´lise com o intuito de aumentar entendimento do uso de
diferentes conjuntos de heur´ısticas para avaliac¸a˜o de visualizac¸a˜o de
informac¸o˜es. Destes estudos, Zuk et al. (2006) e Forsell e Johansson
(2010) agrupam as heur´ısticas em categorias que abrangem uma grande
variedade de perspectivas sobre usabilidade relevantes para os sistemas
de visualizac¸a˜o da informac¸a˜o visualizac¸a˜o da informac¸a˜o. Baseado
nestas categorias, foi analisado o modelo e o proto´tipo, os resultados
desta ana´lise se apresenta na sequ¨eˆncia.
6.3.1 Modelo proposto e as heur´ısticas perceptivas e cogniti-
vas de Zuk e Carpendale (2006)
Zuk e Carpendale (2006) propo˜em um conjunto de heur´ısticas
para a aplicac¸a˜o das teorias perceptivas e cognitivas para a ana´lise das
visualizac¸o˜es. Estas heur´ısticas se baseiam nas varia´veis de visualizac¸a˜o
de Bertin (1983), nos princ´ıpios de Tufte e Howard (2001) para a ex-
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celeˆncia em gra´ficos e no livro para visualizac¸a˜o da informac¸a˜o de Ware
(2000). Na sequ¨eˆncia, apresentam-se as heur´ısticas compiladas por Zuk
e Carpendale (2006) e se analisa cada uma delas em relac¸a˜o ao modelo
e proto´tipo proposto.
• Assegurar-se que a varia´vel visual tenha o tamanho sufi-
ciente (BERTIN, 1983; WARE, 2000; ZUK; CARPENDALE,
2006): Na implementac¸a˜o do proto´tipo, as imagens semaˆnticas
sa˜o apresentadas no painel central, ocupando aproximadamente
o 50% do tamanho da tela. As imagens representam no nosso
modelo as varia´veis visuais, e estas sa˜o destacadas no proto´tipo
com um tamanho adequado como se pode apreciar nas figuras 41,
42, 43, 44, 45 e 46.
• Na˜o espere que uma ordem de leitura a partir da cor
(BERTIN, 1983; WARE, 2000; ZUK; CARPENDALE, 2006):
A varia´vel cor na˜o tem ordem impl´ıcita, mas e´ seletiva e asso-
ciativa. No modelo e´ usada a cor para associar a quantidade
de documentos recuperados a partir de uma regia˜o da imagem,
mudando a colorac¸a˜o original da regia˜o como se pode apreciar
na figura 41. No modelo na˜o se espera uma ordem implicita de
leitura a partir da cor.
• A percepc¸a˜o da cor varia com o tamanho do item (BER-
TIN, 1983; WARE, 2000; ZUK; CARPENDALE, 2006): No
modelo sa˜o usadas imagens que representam entidades do mundo
real. A cor, como dito anteriormente, e´ usada para associar a
quantidade de documentos recuperados a partir de uma regia˜o.
Devido a que a percepc¸a˜o da cor varia com o tamanho do item,
no prototipo implementado, somente e´ mudada a cor da regia˜o
com maior quantidade de documentos associados. Este tipo de
mudanc¸a de cores na˜o pode ser usada em todas as regio˜es pois
na˜o teria a mesma percepc¸a˜o e confundiria aos uusa´rios.
• O contraste local afeta a percepc¸a˜o das cores (ZUK; CAR-
PENDALE, 2006; WARE, 2000): Devido a esta heur´ıstica, a
cor usada para alterar a cor da regia˜o com maior quantidade de
documentos, e´ de uma contrasta com as cores originais da ima-
gem, isto justamente para alterar a percepc¸a˜o do usua´rio com o
intuito de que rapidamente a reconhec¸am esta regia˜o.
• Considerar as pessoas com daltonismo (ZUK; CARPEN-
DALE, 2006): O daltonismo e´ uma perturbac¸a˜o da percepc¸a˜o
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visual onde se veˆ cores caracterizadas pela incapacidade de di-
ferenciar todas ou algumas cores, manifestando-se muitas vezes
pela dificuldade em distinguir o verde do vermelho. No modelo
proposto na˜o tem sido considerada esta situac¸a˜o, mas poderia
ter sido tratada caracterizando as prefereˆncia de visualizac¸a˜o do
usua´rio, por exemplo mudando a visualizac¸a˜o por cores pelo uso
da intermiteˆncia.
• Os benef´ıcios pre-atentivos aumentam com o campo de
visa˜o (ZUK; CARPENDALE, 2006; WARE, 2000): A carac-
ter´ıstica pre´-atentiva usada foi a cor. Esta tem sido usada sobre
a mesma imagem, no campo de visa˜o do usua´rio.
• Preservar os dados para gra´ficar a dimensionalidade (BER-
TIN, 1983; TUFTE; HOWARD, 2001; ZUK; CARPENDALE,
2006): Os mapeamentos semaˆnticos feitos em cada regia˜o da
imagem permitem que os dados a serem apresentados sejam re-
cuperados a partir dos reposito´rios de documentos sempre que
seja necessa´rio.
• Coloque mais dados em menos espac¸o (ZUK; CARPEN-
DALE, 2006; TUFTE; HOWARD, 2001): Todos os dados sa˜o
apresentados na imagem no painel central no mesmo espac¸o.
• Remova o elementos estranhos (TUFTE; HOWARD, 2001;
ZUK; CARPENDALE, 2006):O proto´tipo implementado tem como
elemento principal a imagem a partir da qual se recuperara´ o co-
nhecimento dos reposito´rios digitais. A imagem e´ colocada no
painel central da tela principal e nenhum elemento adicional e´
inclu´ıdo na tela, visando diminuir a carga de trabalho cognitiva
do usua´rio.
• Considere as leis da Gestalt (ZUK; CARPENDALE, 2006):
Devido a que se usam imagens do mundo real e na˜o meta´foras
visuais, na˜o foi necessa´rio considerar as leis da Gestalt.
• Fornecer va´rios n´ıveis de detalhe (TUFTE; HOWARD, 2001;
WARE, 2000; ZUK; CARPENDALE, 2006): A imagem no pai-
nel central e´ a varia´vel usada para apresentar a visa˜o global dos
dados recuperados a partir dos reposito´rios. Selecionando uma
regia˜o da imagem e estando esta mapeada semanticamente, o
proto´tipo pode apresentar a descric¸a˜o do conceito, tambe´m e´
poss´ıvel recuperar a lista dos documentos associados a cada ima-
gem e desta lista visualizar um documento em espec´ıfico.
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• Integrar texto sempre que relevante (TUFTE; HOWARD,
2001; WARE, 2000; ZUK; CARPENDALE, 2006): No proto´tipo
se integra o texto na imagem quando e´ preciso conhecer a quan-
tidade de documentos associados por cada regia˜o como se pode
apreciar nas figuras 45 e 46.
6.3.2 Modelo proposto e o mantra da visualizac¸a˜o da informac¸a˜o
de Shneiderman (1996)
Um bom ponto de partida para a concepc¸a˜o de interfaces gra´ficas
de usua´rio e´ o mantra da visualizac¸a˜o da informac¸a˜o que se resumen
em: apresentar primeiro a visa˜o global dos dados, fazer depois a fil-
tragem dos datos e finalmente recuperar os detalhes sob demanda.
Na sequ¨eˆncia, apresentam-se as heur´ısticas propostas por Shneiderman
(1996) e se analisa cada uma delas em relac¸a˜o ao modelo e proto´tipo
proposto.
• Visa˜o global (SHNEIDERMAN, 1996; CRAFT; CAIRNS, 2005):
A ide´ia desta heur´ıstica e´ que a varia´vel visual apresente ao usua´rio
uma visa˜o geral dos dados. Dado que no modelo a varia´vel visual
usada sa˜o as imagens semaˆnticas, a visa˜o global e´ feita nestas
estruturas. Por exemplo, para saber quantos documentos associ-
ados possui cada entidade que compo˜e a imagem e´ apresentada
a quantidade, como texto, encima de cada regia˜o como se pode
apreciar nas figuras 45 e 46.
• Zoom e filtragem (SHNEIDERMAN, 1996): A ide´ia desta
heur´ıstica e´ que os usua´rios se concentrem nos itens do seu inte-
resse. Os usua´rios normalmente teˆm interesse em alguma parte de
uma colec¸a˜o, e eles precisam de ferramentas que os ajudem nesta
tarefa. Por outro lado, devem filtrar os items na˜o relevantes. De
forma geral se deve permitir ao usua´rio controlar o conteu´do da
visualizac¸a˜o. O modelo permite a filtragem dos dados de va´rias
formas: i) utilizando os metadados dos reposito´rios de documen-
tos, ii) utilizando os conceitots dos artefatos de conhecimento
(filtragem semaˆntica), e iii) utilizando filtragem textual.
• Detalhes sob demanda (SHNEIDERMAN, 1996; CRAFT;
CAIRNS, 2005): A ide´ia desta heur´ıstica e´ que ao selecionar
um item seja poss´ıvel obter os detalhes quando necessa´rio. O
modelo permite isto atrave´s da selec¸a˜o das regio˜es da imagem. Ao
selecionar uma regia˜o da imagem, ale´m de apresentar ao usua´rio
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informac¸o˜es sobre o conceito, tambe´m e´ apresentada a quantidade
de documentos relacionados com os conceitos mapeados em cada
regia˜o, sendo poss´ıvel visualizar a lista de todos os documentos
do reposito´rio relacionados a esse conceito e pudendo recuperar
um documento em espec´ıfico.
• Relacionamentos (SHNEIDERMAN, 1996; CRAFT; CAIRNS,
2005): A ide´ia desta heur´ıstica e´ que o usua´rio possa ver as
relac¸o˜es entre os itens. No modelo estas relac¸o˜es sa˜o facilitadas
pelos artefatos de conhecimento que permite que possam ser feitas
infereˆncias sobre os conceitos.
• Extrac¸a˜o (SHNEIDERMAN, 1996; CRAFT; CAIRNS, 2005):
A ide´ia desta heur´ıstica e´ que o usua´rio possa extrair sub-colec¸o˜es
e os paraˆmetos usados nas consultas. No modelo proposto na˜o
tem sido considerada esta situac¸a˜o.
• Histo´ria (SHNEIDERMAN, 1996; CRAFT; CAIRNS, 2005):
A explorac¸a˜o da informac¸a˜o e´ inerentemente um processo com
muitas etapas, mantendo assim o histo´rico das ac¸o˜es e permitindo
que os usua´rios refac¸am seus passos e´ um importante apoio a este
processo. No modelo proposto na˜o tem sido considerada esta
situac¸a˜o.
6.3.3 Modelo proposto e crite´rio de Freitas et al. (2002)
O trabalho de Freitas et al. (2002) apresenta crite´rios para avaliar
te´cnicas de visualizac¸a˜o, em relac¸a˜o a representac¸o˜es visuais e meca-
nismos de interac¸a˜o. Estes crite´rios teˆm sido propostos para avaliar
me´todos e te´cnicas para apresentar informac¸a˜o hierarquizada. Dado
que o modelo na˜o apresenta informac¸a˜o hierarquizada, na˜o tem sido
considerados estes crite´rios para analisar o modelo.
6.3.4 Modelo proposto e as dez heur´ısticas de usabilidade de
Nielsen e Mack (1994)
Nielsen e Mack (1994) propo˜em dez heur´ısticas para avaliar a
usabilidade de um sistema. Na sequ¨eˆncia, apresentam-se as heur´ısticas
compiladas propostas por Nielsen e Mack (1994) e se analisa cada uma
delas em relac¸a˜o ao modelo e proto´tipo proposto.
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• Correspondeˆncia entre o sistema e o mundo real: O sis-
tema deve falar a linguagem do usua´rio, com palavras, frases e
conceitos familiares ao usua´rio, ao inve´s de termos orientados ao
sistema. Deve seguir as convenc¸o˜es do mundo real, de forma tal
que a informac¸a˜o aparec¸a em uma ordem natural e lo´gica. No
modelo, as imagens teˆm a caracter´ıstica de ser representac¸o˜es do
mundo real, representac¸o˜es que sa˜o conhecidas pelo grupo alvo.
• Controle do usua´rio e liberdade: Os usua´rios frequ¨entemente
escolhem func¸o˜es do sistema por engano e va˜o precisar de uma
“sa´ıda de emergeˆncia” claramente marcada para sair do estado
indesejado sem ter que passar por um extenso dia´logo com o sis-
tema. No proto´tipo implementado, as opc¸o˜es do usua´rio sa˜o basi-
camente de filtragem e recuperac¸a˜o de documentos sob demanda,
mas caso o usua´rio precise desfazer as opc¸o˜es de filtragem, pode
voltar ao estado original (antes de fazer as filtragens). Isto e´ fa-
cilitado pelos mapeamentos semaˆnticos feitos na imagem, sempre
sera´ poss´ıvel recuperar o conhecimento a partir das regio˜es da
imagem.
• Consisteˆncia e padro˜es: Os usua´rios na˜o precisam adivinhar
que diferentes palavras, situac¸o˜es ou ac¸o˜es significam a mesma
coisa. O proto´tipo implementado possui como varia´vel de visu-
alizac¸a˜o as imagens do mundo real as quais teˆm sido mapeadas
previamente. As opc¸o˜es de recuperac¸a˜o de conhecimento sa˜o con-
sistentes em todo o proto´tipo e sa˜o feitas selecionando a regia˜o
da imagem.
• Reconhecimento ao inve´s de recordac¸a˜o: Minimizar a carga
de memo´ria do usua´rio fazendo os objetos de deciso˜es, ac¸o˜es e
opc¸o˜es vis´ıveis. O usua´rio na˜o deve ter que lembrar informac¸a˜o
de uma parte para outra. As instruc¸o˜es para a utilizac¸a˜o do
sistema devem estar vis´ıveis e ser facilmente recupera´veis quando
necessa´rias. No proto´tipo desenvolvido, o usua´rio dialoga com
o sistema por meio das imagens, desta forma se evita acionar a
memo´ria de longo prazo do usua´rio para, por exemplo, lembrar
dos termos da consulta.
• Flexibilidade e eficieˆncia de uso: Os aceleradores, desper-
cebidos pelos usua´rios iniciantes, podem muitas vezes acelerar a
interac¸a˜o do usua´rio experiente de tal forma que o sistema possa
atender tanto aos usua´rios inexperientes quanto aos experientes.
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Permitem aos utilizadores frequ¨entes personalizar ac¸o˜es. Esta
heur´ıstica na˜o tem sido considerada ao desenvolver o proto´tipo.
• Este´tica e design minimalista: As telas na˜o devem conter in-
formac¸a˜o irrelevante ou desnecessa´ria. Os “dia´logos” do sistema
precisam ser simples, diretos e naturais, presentes nos momen-
tos em que sa˜o necessa´rios. No modelo proposto, a comunicac¸a˜o
do usua´rio com o sistema se da´ atrave´s das imagens, e sob as
regio˜es destas imagens somente e´ colocada informac¸a˜o relevante,
seja alterando a cor da regia˜o ou colocando as quantidades dos
documentos em forma de texto. Todo isto com o intuito de usar
o processamento pre´-atentivo do ce´rebro e evitar a carga de tra-
balho cognitivo.
• Prevenc¸a˜o de erros: Ainda melhor do que boas mensagens
de erro e´ um projeto cuidadoso que impede que um problema
ocorra em primeiro lugar. Devem ser eliminadas as condic¸o˜es
propensas aos erros ou verifica´-los e apresentar ao usua´rio uma
opc¸a˜o de confirmac¸a˜o antes de se comprometerem com a ac¸a˜o.
Existem situac¸o˜es que podem fazer que o sistema na˜o funcione
(i.e., queda do servidor de banco de dados, falhas no motor de
recuperac¸a˜o de informac¸a˜o, erro ao acessar o banco de dados das
imagens, etc.), mas estas situac¸o˜es sa˜o devidamente tratadas no
proto´tipo desenvolvido.
• Ajudar os usua´rios a reconhecer, diagnosticar e se recu-
perar dos erros: As mensagens de erro devem ser expressas em
linguagem clara (sem co´digos), indicar com precisa˜o o problema
e construtivamente sugerir uma soluc¸a˜o. As mensagens de erro
tem sido elaborados tendo em considerac¸a˜o esta heur´ıstica.
• Ajuda e documentac¸a˜o: Mesmo que seja melhor se o sistema
pode ser usado sem documentac¸a˜o, pode ser necessa´rio fornecer
ajuda aos usua´rios em relac¸a˜o ao seu uso. Tais informac¸o˜es devem
ser fa´ceis de pesquisar, focada na tarefa do usua´rio, e na˜o ser
muito grande. O proto´tipo desenvolvido na˜o possui ajuda online.
• Visibilidade do status do sistema: O sistema deve sempre
manter os usua´rios informados sobre o que esta´ acontecendo,
atrave´s de feedback apropriado em tempo razoa´vel. Esta heur´ıstica
na˜o tem sido considerada ao desenvolver o proto´tipo.
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7 CONCLUSO˜ES E TRABALHOS FUTUROS
7.1 PUBLICAC¸O˜ES RELACIONADAS AO TRABALHO DA TESE
No decorrer trabalho e como parte dos requisitos do programa,
elaboraram-se uma se´rie de publicac¸o˜es relacionadas com o assunto do
projeto de pesquisa.
A ide´ia inicial do projeto era a criac¸a˜o de um ambiente para visu-
alizar o conhecimento armazenado na memo´ria organizacional. Como
parte desta fase dois artigos foram elaborados, um deles fazendo uma re-
visa˜o da aplicac¸a˜o da engenharia do conhecimento na a´rea de memo´ria
organizacional (MELGAR; BEPPLER; PACHECO, 2011) e o outro pro-
pondo uma proposta de um sistema para a visualizac¸a˜o do conheci-
mento baseado em me´todos e te´cnicas da engenharia do conhecimento
aplicado na a´rea da sau´de (MELGAR; PACHECO, 2010a).
Posteriormente, o foco mudou para a visualizac¸a˜o do conheci-
mento a partir de reposito´rios de informac¸a˜o. Nesta fase, elaborou-se
um artigo contendo a arquitetura inicial proposta baseada na onto-
logia FMA (MELGAR; PACHECO, 2010c). Dado que o proto´tipo foi
desenvolvido usando como caso de aplicac¸a˜o o domı´nio da anatomia,
alguns artigos foram elaborados para relatar os primeiros resultados da
pesquisa, incluindo as especificac¸a˜o dos mapeamentos semaˆnticos nas
imagens (MELGAR; PACHECO, 2010d, 2010b), o uso da recuperac¸a˜o da
informac¸a˜o para recuperar documentos a partir das imagens semaˆnticas
(MELGAR; BEPPLER; PACHECO, 2010b) e um framework para a recu-
perac¸a˜o de conhecimento anatoˆmico usando a ontologia FMA e o meta-
tesauro UMLS (MELGAR; BEPPLER; PACHECO, 2010a).
Finalmente, foi elaborado o modelo para visualizac¸a˜o proposto
nesta tese, a primeira versa˜o deste modelo trabalhava com o conceito
de arque´tipos visuais (MELGAR; BEPPLER; PACHECO, 2011), mas na
versa˜o final do modelo se optou por mudar para o nome de imagens
semaˆnticas (MELGAR et al., 2011).
7.2 CONCLUSO˜ES
O objetivo geral desta tese e´ desenvolver um modelo que, usando
estruturas semaˆnticas que representam imagens do mundo real, possi-
bilite a visualizac¸a˜o do conhecimento armazenado em reposito´rios de
documentos digitais. Recorreu-se i) a` visualizac¸a˜o da informac¸a˜o para
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compreender como os seres humanos processam as imagens no nosso
ce´rebro, ii) a` visualizac¸a˜o do conhecimento para fornecer o quadro con-
ceitual para a transfereˆncia de conhecimento por meio de imagens do
mundo real, iii) a` teoria da carga cognitiva para compreender como a
apresentac¸a˜o da informac¸a˜o permite aos seres humanos a construc¸a˜o de
modelos mentais que facilitam o seu aprendizagem, iv) a` semio´tica para
entender as estruturas de produc¸a˜o de significados e a troca de mensa-
gens e v) a` web semaˆntica que forneceu os mecanismos para enriquecer
as imagens com significado entend´ıvel pelos computadores.
O modelo proposto visa explicar como os usua´rios interagem com
as imagens com o objetivo de visualizar e recuperar conhecimento a par-
tir de reposito´rios de documentos digitais. Baseados neste modelo os
engenheiros do conhecimento podem desenvolver sistemas para serem
usados em va´rios domı´nios do conhecimento (i.e., sau´de, mecaˆnica, ae-
rona´utica, etc.) e usando diversos tipos de reposito´rios de documentos
(i.e., reposito´rios de artigos cient´ıficos, memo´ria organizacional, repo-
sito´rios de competeˆncias, documentos internos, etc.). O modelo na˜o de-
fine os tipos de documentos armazenados nos reposito´rios, a princ´ıpio
qualquer tipo de documento podera´ ser armazenado e portanto recu-
perado.
Os mecanismos de integrac¸a˜o (i.e., mapeamentos semaˆnticos)
permitem ao modelo compreender tanto as imagens quanto os docu-
mentos dos reposito´rios, de forma tal que ao selecionar uma regia˜o
de uma imagem, o modelo saiba qual o conceito que foi visualizado.
Usando este conceito, o modelo e´ capaz de recuperar, a partir dos re-
posito´rios de documentos, as informac¸o˜es associadas ao conceito.
No modelo os mecanismos de integrac¸a˜o sa˜o implementados u-
sando representac¸o˜es do conhecimento do domı´nio (i.e., ontologias, ta-
xonomias, meta-tesauros, etc.). Isto oferece algumas vantagens adicio-
nais ao modelo como, por exemplo, a busca conceitual independente da
linguagem do documento e a possibilidade de inferir informac¸o˜es adici-
onais. O modelo permite tambe´m que possam ser usadas em paralelo
va´rias representac¸o˜es de conhecimento para realizar os mapeamentos.
Desta forma o modelo pode oferecer aos usua´rios uma maior quantidade
de dimenso˜es para a filtragem dos dados.
O modelo usa as imagens semaˆnticas como uma nova forma para
explorar o conhecimento residente nos reposito´rios digitais. Neste mo-
delo o usua´rio tem que selecionar a imagem a partir da qual sera´ visuali-
zado o conhecimento. Usando a imagem, o usua´rio na˜o precisa ingressar
os termos para realizar as consultas nos reposito´rios, pois como o mo-
delo e´ capacitado para compreender quais as entidades representadas
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na imagem, usa os conceitos relacionados a estas entidades e monta
as respectivas consultas, ajudando assim a traduzir as necessidades de
informac¸a˜o dos usua´rios.
Ale´m disso, como o modelo pode interpretar a estrutura da ima-
gem, este conhecimento e´ usado para alterar as regio˜es das imagens de
acordo com os resultados das buscas. A ide´ia e´ que os usua´rios possam
identificar rapidamente as regio˜es nas imagens onde possuem documen-
tos relacionados. Isto pode ser feito, por exemplo, alterando a colorac¸a˜o
das regio˜es onde se concentra a maior quantidade dos documentos ou
incluindo a quantidade dos documentos encontrados relacionados a`s
regio˜es.
O modelo e´ composto por cinco componentes: os usua´rios, as
imagens semaˆnticas, os reposito´rios de documentos, o reposito´rios de
conhecimento, e o componente de visualizac¸a˜o. De forma geral o mo-
delo descreve as interac¸o˜es dos usua´rios com as imagens semaˆnticas a
fim de satisfazer uma necessidade de informac¸a˜o. A visa˜o de mundo e´
usada para criar as imagens semaˆnticas com o objetivo que os usua´rios
compreendam rapidamente a informac¸a˜o visual representados neles e
possam relacionar conhecimentos pre´vios. Para que o modelo com-
preenda os conceitos representados nas imagens e os mencionados nos
documentos foram usados mapeamentos semaˆnticos.
As interac¸o˜es dos usua´rios sa˜o feitas atrave´s de um componente
de visualizac¸a˜o, e´ neste componente que sa˜o acionados os mecanismos
do modelo: a visualizac¸a˜o das imagens permite ao usua´rio selecionar
e visualizar uma imagem, a visualizac¸a˜o do conhecimento apresentara´
na pro´pria imagem os resultados das buscas dos conceitos associados a`
imagem, o refinamento permite ao usua´rio concentra-se na informac¸a˜o
do seu interesse, e a visualizac¸a˜o dos documentos permite que o usua´rio
visualize uma determinada pec¸a da informac¸a˜o.
No modelo tanto as imagens quanto os reposito´rios de docu-
mentos teˆm sido enriquecidos com conteu´do semaˆntico possibilitando a
integrac¸a˜o destes dois componentes. O conteu´do semaˆntico permite ao
proto´tipo “entender” quais os conceitos representados tanto nas ima-
gens quanto nos documentos facilitando assim a busca conceitual. Uma
das vantagens disto e´ a recuperac¸a˜o de conhecimento de forma indepen-
dente a` linguagem da escrita dos documentos. Devido a` este “entendi-
mento”, o proto´tipo e´ capaz de recuperar os documentos relacionados
aos conceitos representados nas imagens auxiliando ao usua´rio no pro-
cesso de busca. Este mecanismo de recuperac¸a˜o pode ser observado
no proto´tipo, para recuperar documentos o usua´rio so´ precisa selecio-
nar uma regia˜o da imagem sem necessidade de ingressar os termos das
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buscas como nos sistemas de recuperac¸a˜o tradicionais. Entretanto, o
usua´rio deve ingressar termos para procurar imagens. Uma vez sele-
cionado a imagem o modelo “entende” quais as informac¸o˜es necessita
recuperar usando para tal os mapeamentos semaˆnticos.
A ide´ia do modelo e´ que os resultados das buscas sejam apre-
sentados de forma global no pro´prio arque´tipo alterando a colorac¸a˜o
das regio˜es onde se concentra a maior quantidade de documentos. Este
comportamento do modelo e´ consistente com as tarefas de visualiac¸a˜o
definidas por Shneiderman (1996) (i.e., primeiro apresentar a visa˜o glo-
bal dos dados, depois concentrar-se em itens de interesse e filtrar itens
irrelevantes e finalmente fornecer a informac¸a˜o sob demanda).
O motivo para usar imagens contendo representac¸o˜es do mundo
real se baseou por um lado nas habilidades que dos seres humanos em
processar imagens rapidamente e por outro lado na facilidade dos in-
div´ıduos para relacionar conhecimentos pre´vios associados a uma ima-
gem ja´ conhecida. Ao ver uma imagem que pertence a sua visa˜o do
mundo, as pessoas sabem o que ela representa apesar de na˜o se lem-
brar dos nomes dos conceitos nela representados.
Uma das vantagens que oferece o modelo e´ a facilidade para
recuperac¸a˜o de documentos usando apenas regio˜es das imagens. Nos
sistemas de recuperac¸a˜o tradicionais, os usua´rios traduzem suas neces-
sidades de informac¸a˜o em termos de buscas, estes retornam uma lista
de itens que correspondem aos documentos mais relevantes segundo os
termos informados. No modelo proposto os usua´rios traduzem suas ne-
cessidades de informac¸a˜o tambe´m em termos, mas estes termos na˜o sa˜o
usados para procurar diretamente os documentos e sim para procurar
as imagens que sera´ usadas no processo de visualizac¸a˜o.
Outra vantagem do modelo e´ a integrac¸a˜o dos componentes por
meio dos mapeamentos semaˆnticos. As imagens e os diferentes repo-
sito´rios de informac¸a˜o encontram-se todos integrados por meio de in-
formac¸a˜o semaˆntica, isto permite que uma mesma imagem possa ser
usada para visualizar documentos de diferentes reposito´rios. Por exem-
plo, a imagem do corac¸a˜o apresentado nas sec¸o˜es anteriores, pode ser
usado para recuperar artigos cient´ıficos, competeˆncias organizacionais,
projetos, estudos cl´ınicos, indicadores, imagens me´dicas, entre outros.
Esta integrac¸a˜o semaˆntica tambe´m permite que o modelo possa infe-
rir novas informac¸o˜es sobre um determinado conceito da imagem. Por
exemplo, ao projetar o corac¸a˜o, e´ poss´ıvel recuperar informac¸o˜es relaci-
onadas a conceitos que na˜o sa˜o definidos de forma expl´ıcita na imagem,
mas que podem ser inferidos, como por exemplo, certas doenc¸as. No
corac¸a˜o ao selecionar a aorta, por exemplo, e usando as relac¸o˜es UMLS
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poderiam ser recuperados os documentos relacionados ao aneurisma,
uma doenc¸a que afeta a aorta.
7.3 TRABALHOS FUTUROS
O modelo apresentado baseia-se no uso de imagens do mundo
real, as quais teˆm sido mapeadas usando uma visa˜o do mundo compar-
tilhada, raza˜o pela qual todos os usua´rios usam os mesmos mapeamen-
tos semaˆnticos para a recuperac¸a˜o do conhecimento. Uma interessante
alterac¸a˜o no modelo seria a inclusa˜o de mecanismos que permitam aos
usua´rios informar seus interesses de forma expl´ıcita sobre certo concei-
tos e assim o modelo “saiba” quais os conhecimentos que o usua´rio tem
interesse. Os usua´rios ao selecionar as regio˜es da imagem so´ recupera-
riam o conhecimento do seu interesse. Por outro lado estes interesses
poderia ser usado para comunicar ao usua´rio a chegada de novo conhe-
cimento “interessante”, para isso o modelo deveria poder inferir o que e´
um conhecimento novo para cada usua´rio. Muitas vezes os usua´rios na˜o
podem definir seus interesses de forma expl´ıcita, isto devido a que em
muitas vezes na˜o sa˜o cientes dos seus interesses ou na˜o possuem tempo
para fazeˆ-lo. Para atender esta problema´tica, uma alterac¸a˜o que pode-
ria ser feita no modelo e´ a inclusa˜o de mecanismos que permitam inferir
os interesses dos usua´rios baseados nos histo´ricos das buscas.
No modelo, a visualizac¸a˜o do conhecimento se expressa por me´io
de alterac¸a˜o da cor nas regio˜es da imagem para comunicar a concen-
trac¸a˜o de documentos que se relacionam com a entidade selecionada,
ou apresentando nu´meros encima das regio˜es que indicam quantos do-
cumentos se encontram nos reposito´rios de informac¸a˜o. No modelo na˜o
existem mecanismos que permitem agrupar os documentos recupera-
dos por cada regia˜o com o objetivo de identificar quais os documentos
relacionados. Entende-se que isto poderia ser solucionado usando visu-
alizac¸o˜es complementares tipo a´rvores.
Em relac¸a˜o a` ferramenta, na implementac¸a˜o do modelo somente
foram consideradas imagens em duas dimenso˜es, mas os conceitos do
modelo tambe´m funcionam com imagens em treˆs dimenso˜es. Sugere-
se uma implementac¸a˜o de uma ferramenta baseada em voxels. Um
voxel (VOlumetric piXEL) representa um valor em uma matriz regular
em um espac¸o tridimensional. Este elemento e´ ana´logo ao pixel que
e´ usado para representar imagens em duas dimenso˜es (ELVINS, 1992;
GALLAGHER, 1995).
Mapeando as imagens a outras ontologias, e´ poss´ıvel aplicar o
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modelo para suportar a visualizac¸a˜o do conhecimento em diversas a´reas.
A gesta˜o por competeˆncias poderia ser uma delas. A gesta˜o por com-
peteˆncias pode ser definida como a maneira pela qual as organizac¸o˜es
gerenciam as competeˆncias da corporac¸a˜o, os grupos e os indiv´ıduos.
Esta organiza-se em quatro tipos de processo: identificac¸a˜o de com-
peteˆncias i), ii avaliac¸a˜o de competeˆncias), a aquisic¸a˜o de competeˆncias
iii) e iv) uso do conhecimento sobre as competeˆncia (BERIO; HARZAL-
LAH, 2005, 2007). Para representar competeˆncias, va´rios modelos e
linguagens foram propostos (VASCONCELOS et al., 2000; HARZALLAH;
BERIO, 2004; HARZALLAH; BERIO; VERNADAT, 2006; BERIO; HARZAL-
LAH, 2007; TARASSOV; SANDKUHL; HENOCH, Feb. 12-16, 2006; Pe´PIOT
et al., 2007) usando tanto te´cnicas da engenharia de software como da
engenharia do conhecimento. Adicionando ao modelo uma ontologia
que represente o domı´nio da gesta˜o por competeˆncias e mapeando esta
ontologia nas imagens, sera´ poss´ıvel a visualizac¸a˜o de conhecimento
relacionado a determinadas competeˆncias. Seguindo com o exemplo
do corac¸a˜o e mapeando este a uma ontologia que represente as com-
peteˆncias dos indiv´ıduos, este poderia ser usado para identificar por
exemplo, se a organizac¸a˜o tem competeˆncia relacionadas com a aorta.
Poderia-se filtrar os tipos de competeˆncias que o usua´rio precisar (i.e.,
cirurgia, diagno´sticos, interesses, etc).
Outra aplicac¸a˜o poderia ser no campo da memo´ria organizacio-
nal. De forma geral a memo´ria organizacional pode ser definida como
um sistema capaz de armazenar as coisas percebidas, experimentadas
ou vividas para ale´m da durac¸a˜o da ocorreˆncia atual, e permitir recu-
pera´-las em um momento posterior (LEHNER; MAIER, 2000, p. 283). E´ o
conhecimento de como fazer as coisas, a forma de abordar os problemas
e questo˜es, como tratamos uns aos outros (JACKSON, 2007, p. 90). A
memo´ria organizacional esta´ preocupada com a possibilidade de reutili-
zar a experieˆncia de uma organizac¸a˜o (ACKERMAN; HADVERSON, 2000,
p. 59). Neste campo tambe´m va´rios modelos e meta-modelos teˆm sido
proposto para representar a memo´ria organizacional (RAMESH, 1997;
ABECKER et al., 1998; NEVO; WAND, 2005; JACKSON, 2007). Incorpo-
rando ao modelo uma ontologia que representa a memo´ria organizacio-
nal, este poderia ser utilizado para visualizar conhecimento relacionado
aos retentores de conhecimento ou as tarefas que fazem uso deste co-
nhecimento.
O trabalho proposto traz como elemento principal as imagens
do mundo real que fazem parte da visa˜o de mundo dos usua´rios. Uma
questa˜o interessante e que na˜o foi abordada neste trabalho e´: Como a
visualizac¸a˜o do conhecimento e as imagens semaˆnticas podem apoiar
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na disseminac¸a˜o do conhecimento para grupos de usua´rios que na˜o
compartilham a mesma visa˜o de mundo? Uma proposta a esta resposta
poderia estar na a´rea da hipermı´dia adaptativa.
Ha´ a necessidade de efetuar experimentos mais extensos a fim
de medir os benef´ıcios da visualizac¸a˜o do conhecimento apresentado no
modelo da tese. O objetivo aqui sera´ avaliar os poss´ıveis benef´ıcios
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