Structured matrices and unconstrained rational interpolation problems  by Boros, Tibor et al.
Structured Matrices and Unconstrained Rational 
Interpolation Problems* 
Tibor Boros, Ah H. Sayed,+ and Thomas Kailath 
Information Systems Laboratory 
Stanford University 
Stanford, California 94305 
Submitted by A. C. Antoulas 
ABSTRACT 
We describe a fast recursive algorithm for the solution of an unconstrained 
rational interpolation problem by exploiting the displacement structure concept. We 
use the interpolation data to implicitly define a convenient non-Hermitian structured 
matrix, and then apply a computationally efficient procedure for its triangular factor- 
ization. This leads to a transmission-line interpretation that makes evident the interpo- 
lation properties. We further discuss connections with the Lagrange interpolating 
polynomial as well as questions regarding the minimality and the admissible degrees 
of complexity of the solutions. 
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1. INTRODUCTION 
Interpolation problems lend themselves to interesting applications in 
many fields that include, but are not limited to, partial realization, model 
reduction, Pad& approximation, Hankel-norm approximation, and W-control. 
What we shall define here as unconstrained interpolation problems have a 
very long history, associated with many classical results of Lagrange, Hermite, 
Prony, Pad&, and other famous names. In recent years, several authors have 
approached these problems from a system-theoretical point of view, where 
the main idea is to find a two-input two-output linear system, also known as a 
generating system, whose global transfer matrix can be used to obtain a linear 
fractional parametrization of the family of rational interpolants. In particular, 
many studies of this type have been made over the last few years by Antoulas, 
Ball, Gohberg, and their colleagues (see especially [l, 21 and the references 
therein). 
The basic (unconstrained) interpolation problem that we treat in this 
paper can be stated as follows: 
PROBLEM 1.1 (Unconstrained interpolation). Given the array of complex 
pairs 
find all rational interpolants y(z) = n( z)/d( z) such that 
(a) Pi = y(q), and 
(b) y(z) is irreducible [i.e., n(z) and d(z) are coprime]. 
Antoulas and Anderson solved this problem by exploiting the rank proper- 
ties of a Loewner matrix constructed from the interpolation data [3, 41. Ball, 
Gohberg, and Rodman gave a linear fractional parametrization of all inter- 
polants in terms of a rational transfer matrix O(Z) by using the so-called 
residual interpolation method (see [2] and [5, Chapter 161). 
In many applications the interpolants are also required to satisfy certain 
minimality constraints. The complexity of a rational solution y(z) is mea- 
sured in terms of its McMillan degree, which is defined by 
a{ y(z)} = m={degn(z),degd(z)}. 
This motivates the consideration of the following two additional questions. 
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PROBLEM 1.2 (Minimal interpolation). 
(a) How to determine the admissible degrees of complexity of the 
rational interpolants? 
(b) How to determine the minimal degree of complexity and the minimal 
interpolants? 
Apparently, the, minimal-interpolation problem was first solved by 
Antoulas and Anderson in the Loewner-matrix setting [3]. By using a different 
approach, Antoulas and Willems [l] showed how to give a linear fractional 
parametrization in terms of a column reduced polynomial matrix obtained via 
the coprime factorization of a suitable rational matrix function. This approach 
was extended to the matrix case and combined with the residual interpolation 
method in [6]. Furth er eve o d 1 p ments, at a more abstract level, were initiated 
by invoking the so-called behavioral framework for linear systems [7]. 
In this paper, we shall pursue an approach related to the computationally 
oriented solution put forward for rational analytic interpolation problems in 
[g-lo]. Th e e point is an efficient recursive algorithm for the factorization k y 
of matrices possessing displacement structure. This fast algorithm can be 
naturally associated with a cascade of first-order sections. Such cascades 
always have certain interpolation properties because of the fact that linear 
systems have “transmission zeros”: certain inputs at certain frequencies yield 
zero outputs. More specifically, each section of the cascade can be character- 
ized by a rational transfer matrix, Oi(z) say, that has a left zero-direction 
vector gi at a frequency fi, viz., 
which makes evident [with the proper partitioning of the row vector gi and 
the matrix function Oi(z)] the following (local) interpolation property: 
gi0°i,12(h)@[212(f;) = -gtl* Hence, one way of solving an interpolation 
problem is to show how to construct an appropriate cascade so that the local 
interpolation properties of the elementary sections combine in such a way 
that the cascade yields a solution to the global interpolation problem. 
The matrix R that we factorize is specified by the so-called displacement 
equation 
R-FRA* =G]B*, 
where F and G are directly constructed from the interpolation data, and the 
arrays A and B are chosen so as to simplify the recursion and to impose 
further constraints on the interpolating functions. For example, a particular 
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choice leads to a cascade that implements the Lagrange solution. Another 
choice leads to a cascade whose transfer matrix is column reduced, which is 
useful in answering the minimality questions. More generally, each particular 
choice {A, B} offers a different way of characterizing the family of all 
solutions. 
As we shall explain in Section 6 below, our work is closely related to the 
earlier results of Ball, Gohberg, and Rodman (see especially Theorem 5.4.1-2 
in [5]). From this perspective, our main contribution is in providing a 
recursive version of their global formulas. Although the following discussion 
can be extended to the multiple-point case as well as the vector case (to be 
discussed elsewhere), we restrict ourselves here, for brevity and clarity of 
presentation, to the distinct-point and scalar case. 
2. TRIANGULAR FACTORIZATION AND THE GENERALIZED 
SCHUR ALGORITHM 
We start 
strongly regular (i.e., all leading minors are nonzero) non- 
Hermitian n X n matrix R. The assumption of strong regularity guarantees 
the existence of a triangular factorization of form R = LD-‘U* where 
are n X n lower triangular matrices, i.e., 
and D = diagld,, d,, . . . , d,_,}, where di # 0. The columns of 
well as the diagonal elements of D can be computed by the 
Gauss-Schur reduction procedure. 
L and U as 
well-known 
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ALGORITHM 2.1 (Schur reduction procedure). Start the recursion with 
R, = R and repeat for all i E {O, 1, . . . , n - 1): 
UT = ( r$j ?-6’;’ . . . (i) ro,n-i-l ) 1 di = r$, 
where the elements of Ri are denoted by Rj = [ r$)]l~~L~l. 
The matrix Ri+ 1 is called the Schur complement of r,$? in Ri. The Schur 
reduction procedure usually requires 0(n3> operations. If the matrix R is 
“structured,” then fast algorithms can be devised in order to reduce the 
computational burden. 
We say that R is structured if it satisfies a displacement equation of the 
form 
R-FRA* =GJB*, (1) 
where 
(a) F and A are appropriate lower triangular matrices, whose diagonal 
entries will be denoted by {fi} and (a,}, respectively: 
F= 
fo 
x f-1 
. . . . . . . . 
x x **.. fnpl 
A= 
atri (b) G and B are n X r (r << n usually) so-called generator m 
(c) J is a signature matrix of the form 
ces. 
J = I, CB - 1, = :r 
i I _Ol , p+q=r. 4 
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We further assume that the matrix equation (1) has a unique solution, i.e., 
that the following conditions are satisfied: 
1 -La,* # 0, Vi,jE{O,l,..., n-l}. 
The generators G and B are not unique; the column dimension r of the 
minimal generators is called the dispZacemmt rank of R with respect to F 
and A. 
One of the major facts of the displacement structure theory is that the 
successive Schur complements of a structured matrix inherit its displacement 
structure (see [lo]). More p recisely, if R, is the Schur complement of the 
leading i X i block in R, then Rj satisfies a displacement equation similar to 
(0, viz., 
Rj - Fj Rj A; = G,JBT , iE{O,l,..., n-l}, 
where Fj and Aj are obtained by deleting the first i columns and rows of F 
and A, respectively. The generator matrices Gj and Bj can be obtained 
recursively by the so-called non-Hermitian generalized Schur algorithm 
[lo, 111. 
ALGORITHM 2.2 (Generalized Schur algorithm). The generators of the 
successive Schur complements satisfy the following recursion: start with 
G, = G, B, = B, and repeat 
where Qj and qj are defined by 
Di = (Fj -f,Z)(Z - aTI?,)-‘, ‘Pj = ( Aj - ajZ)( I -PA,)-‘, (3) 
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and Oi and ri are constant matrices chosen so as to satisfy @Jr,* = J, and 
such that the generators Gi and Bj are reduced to proper form. This means 
that Oi and ri transform the first row of Gj (denoted by gi) and the first row 
of 13, (denoted by bi) to the forms 
g,@, = (0 a*- 0 x 0 *-* O), 
(4) 
b,I?, = (0 ... 0 x 0 **- o), 
with a single nonzero entry in the same column position, say the jth position. 
The rotation matrices Oi and r, can be implemented in a variety of ways, 
e.g., by using suitable variations of elementary Householder projections, 
Givens rotations, or hyperbolic transformations. Moreover, the generator 
recursion (2) has the following simple array interpretation, as depicted in 
Figure 1: 
1. Choose Oj and ri that reduce Gi and Bj to proper form. 
2. Multiply Gi by Oi and Bi by rj. 
3. Multiply the jth column of G,O, by Qj and the jth column of BjTi by 
qj, and keep all other columns unaltered. 
4. These steps result in Gi+ r and Bj+ 1. 
Cd. O,...,j-1 
Gi Cd. j c 0; - @i - 
Cd. j+l,...,r-1 
Cd. o,...j-1 
Bi Cd. j ri 
Cd. ; 
( \ ui+l / 
EFZ Qi f ‘I 0 a 
FIG. 1. Array form of the generalized Schur algorithm. 
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If the generators Gi and Bi are known then the triangular factors of R 
can be obtained as 
Zi = ( Zj - aTF,)-'G,Jb: ‘I 
ui = ( Zi -f,*A{)-'B,Jg* 
d, = gi.P* 
/ 
i E {O,l,. . ., n - I}. 
t l-fig 
This method requires only 0(n2> operations. 
REMARK. Notice that the matrix R is strongly regular if and only if 
roe (i) = d, = gJb:/(l +a:) + o, i E (0, I ,..., rz - I}. 
3. CASCADE SYSTEMS: BLOCKING AND INTERPOLATION 
PROPERTIES 
As further discussed in [8-111, with each step of the generalized Schur 
algorithm we can associate two first-order discrete-time r-input r-output 
systems with transfer functions 
I 
O,(z) = q i &&) 0 
rj(w)zriir !i 0 0 g 0 .( 0
) 
r,t * ) I,-,-1 'r-j- 0  1 [ ’ > 
where 
These transfer functions are jointly J-unitary in the following sense: 
O,(z)~p,r*(w) =J on .zw* = 1. Also notice that the diagonal elements of F 
and A determine the zero and pole structures of O,(Z), respectively. 
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After performing n steps of the generator recursion, we obtain two 
discrete-time cascades with transfer functions 
which inherit the generalized ]-unitary property: 
@(z)]r*(w) =J on zw* = 1. (7) 
Our purpose is to show how to choose suitable matrices F, A, G, and B, to 
define a displacement structure as in (l), and how to recursively construct the 
associated cascades O(Z) and r( w in order to parametrize all solutions of ) 
the interpolation problem. 
For the moment we note two simple but important facts about the 
cascades. First, observe that the determinants of the matrix functions O(Z) 
and I’(w) can be expressed as 
gp -h) 
detO(z) N n 
*fi tw - 4 
r$‘-44’ 
detr(w) N ,, ’ (8) 
rJ” -.fw) 
where N denotes proportionality. This readily leads to the following result, 
to be used in later sections. 
LEMMA 3.1. The transfer matrix O(z) will be a polynomial matrix if A is 
strictly lower triangular, i.e., a, = 0, i E {O, 1, . . . , n - l}. Under this con- 
dition we have 
det @(z) N tfil t z -Ii), detI’(w) N n Wn , 
$1 -fi*w> 
The second important fact about the cascades is that the first-order 
sections ai and Ti(w) exhibit obvious blocking properties [8-lo]. 
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LEMMA 3.2 (Blocking property). Each first-order section Oi( z) (Ti(w)) 
has a transmission zero at fj (a,) along the zero direction gi (bi). That is, 
gi@i(J;) = O, b,T,(a,) = 0. 
Proof. It follows from (4) that 
’ ‘j 0 0 \ 
gi@)i(f,) = gi@i O B@,i(h) O 
0 0 ‘r-j- 1 / 
Similarly, biTi = 0. n 
We now verify that these local blocking properties are inherited by the 
feedforward cascades O(z) and r(w). For this purpose, we focus on O(Z) 
and consider the special case of a diagonal matrix F, which will be of interest 
in this paper; the same result can be extended to more general forms of F 
I I 
and will be discussed elsewhere: 
‘fo 
F= 
fi 
\ f,-1 
A= 
a0 
x 
x 
a1 
. . 
x . . . a n-1, 
The next lemma states that the rows of the generator matrix G are zero 
directions of the transfer matrix O(Z) at the “frequencies” fi. This statement 
can be justified by the following reasoning. The first row of G annihilates 
O(Z) at z = f. due to the local blocking property of O,(Z). When the 
second row of G enters the cascade, we get the first row of G, at the input of 
@Ii(z) (due to the generator recursion), which then annihilates O(z) at 
z = fi, and so on. This argument is made precise in the proof of the following 
result. 
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LEMMA 3.3 (Interpolation property). The cascade O(z) has a global 
interpolation property at fi, viz., 
e,GO(f,) = 0, 
where e, = (Oi 1 OnPi_ I>. 
Proof. The matrices @‘i are clearly diagonal, since F is diagonal. It then 
readily follows from the generator recursion (2) that the first row of Gi is 
given by 
gi = e,G, 
= 1 - a:_ ,fi 
e,G,PIOi_, i oj 01 0  o,_j_l 0  
= elG,_lOi_l 
0 
0 
L-l I 
I ‘., 0 0 
O 9@,i(_L) O 
0 0 Iv-j- 1 
By induction we obtain 
= e,G,_,Oj_,(f,). 
\ 
I 
gi = e,G,_,@,_,(fi) = e,G,_zO,_,(f,)@i-,(f,) = ... 
= eiGO,(fi)@,(f;:) .** oi-,(h). 
But giOi(h) = 0 due to the local blocking property of the ith section ai( 
Hence, eiGOO(fi)O,(f,) ... Oi_,(fi)Oi(J;) = 0, and by (61, eiGOi(fi> = 0. 
n 
166 TIBOR BOROS, AL1 H. SAYED, AND THOMAS KAILATH 
4. THE UNCONSTRAINED INTERPOLATION PROBLEM 
We now apply the previous theory to the unconstrained rational interpola- 
tion problem that was introduced in Section 1. For this purpose we consider 
the following special choices of F, G, and J that are constructed directly 
from the interpolation data, 
a0 
F= 
\ 
\ 
a,-1) 
(9) 
G= 
-PO 
-P1 
4-l 
For the moment we choose B arbitrarily and A as a strictly lower triangular 
matrix, 
A= 
0 
x 0 
x x IO . . . . . . . . . . . 
x x x *** 0 
x x x **a x 0 
B= 
(x x 
x x ! . . . (10) . . . . \x x 
The strict lower triangularity condition on A assures that O(z) will be a 
polynomial rather than rational matrix, which will be relevant to our later 
analysis. More specifically ( see Proposition 4. I below), a polynomial O( z ) will 
allow us to express all rational interpolants as y(z) = n(z)/d(z), where n(z) 
and d(z) are coprime polynomials. In Section 7 (see Proposition 7.1) we give 
a particular choice for A and B that ensures the strong regularity of the 
matrix R in the non-Hermitian displacement equation R - FRA* = GJB*. 
Other choices for A and B are also possible and may be useful when 
additional factors and constraints are important (see e.g., [13]). 
Let us now specialize the generalized Schur algorithm to the arrays given 
in (9) and (10). Here we assume that A and B are chosen so that the 
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generator recursion is strongly regular. We denote the elements of the first 
rows of the generators Gi and Bi by 
gi = (gi0 gill> bi = (bi, bi,). 
It follows from the strong regularity assumption that g,Jb, z 0, i.e., either 
giO # 0 and b,, # 0 or gii # 0 and bi, # 0. Therefore, at each stage of the 
recursion there are two possible ways of transforming gi and hi to proper 
form. 
Case A. If gi, # 0 and bi, # 0, then we can define the re$ection 
coejhcients ki, li as 
and the transformation matrices Oi and ri can be chosen as 
These transformations pivot with the entries gi, and bi, and introduce new 
zero entries at the (0, 1) positions of Gi and B,: 
g,o, = (x O), b,I’, = (x’ 0). 
This gives rise to the feedforward lattice line sections that are depicted in 
Figure 2. 
Case B. If gi, z 0 and bi, # 0, then the reflection coefficients and the 
rotation matrices can be chosen as 
and 
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0; 
r----------- ,n 
mi = 1 - I; k; 
FIG. 2. Feedforward lattice sections in the T = 2 case when we pivot with the 
leftmost entries g,, and bi,. 
In this case gii and bi, are the pivoting elements, and the transformations 
introduce zero entries at the (0,O) positions of Gi and Bi: 
go, = (0 XI), b,r, = (0 x’). 
The corresponding feedforward lattice sections are shown in Figure 3. 
After n steps of the generator recursion we obtain a cascade O(Z), which is 
composed of first-order sections Oi(z) of either of the types considered in 
cases A and B above. The transfer matrix O(Z) can be partitioned as follows: 
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ri 
l------------1 
m; = 1 - ki lf 
FIG. 3. Feedfonvard lattice sections in the r = 2 case when we pivot with the 
rightmost entries gi, and bi,. 
Now, we can reexpress the interpolation property (9) in the form 
(11) 
which implies (along with the distinct points constraint, uyi z aj) that O,,(z) 
and O,(z) do not have common zeros. Otherwise, the determinant of O(z) 
would have multiple roots at these points, which contradicts (8). 
We can further verify the well-known fact that the rational interpolants 
are given by a linear fractional transformation (see e.g., [l], [5, Chapter 161, 
and [6]). 
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PROPOSITION 4.1 (Linear fractional parametrization). The family of irre- 
ducible rational interpolants can be parametrized as 
Y(Z) = 
P(Z)@,,(Z) + q(z)%(z) 
P(Z)@,,(Z) + 4(~)@22(~) ’ 
where p(z) and q(z) are coprim polynomials such that 
PC ai)021( ai) + 9( “i)@22( ai) # Op i E {O,l,...,n 
Proof. By substituting (9) into (11) we obtain 
(12) 
11. (13) 
@llCai) - 
Adding p( ai) times 
yields 
pi@,l( ai) = O, @I,( ai) - Pi@22( ai) = O, 
iE{O,l,..., n-l}. 
the first equation to q(cxi) times the second equation 
p( Clj)O1,( ai) + q( ai)ol,( ai) = Pi[ P( “i)@21( ai> + 4( ai)@22(ai)l * 
Thus the condition (13) justifies that y(z) in (12) is an admissible interpolant. 
The coprimeness of p(z) and q(z) together with the condition (13) implies 
the irreducibility of y(z). 
Conversely, if y(z) = n(z)/d(z) is an irreducible interpolant, then 
choose p(z) and q(z) as follows: 
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By the interpolation property (9) we have 
7J,( CXi)O,,( Cfj) - d( ai)olz( ai) =d( ai) [Pi@?_!Z( ai) - @Et (yi)l = Op 
which shows that p(z) and 9(z) are polynomials. The coprimeness of p(z) 
and 9(z) follows from the irreducibility of y(z). Since pj is finite, &ail # 0, 
and the condition (13) holds. n 
Our main result is that we have an efficient O(n2> algorithm for obtaining 
the basic cascade O( z ). 
ALGORITHM 4.1 (Solution of the rational interpolation problem). 
step 1. 
Step 2. 
Step 3. 
Step 4. 
Form the arrays F and G from the input data as shown in (9). 
Choose a strictly lower triangular n X n matrix A and a suitable 
n x 2 matrix B so that the solution R of the non-Hermitian 
displacement equation (1) is strongly regular. 
Carry out the generalized Schur algorithm with F, A, G, B, and J. 
Determine the cascade O(Z). 
Use (12) to parametrize all solutions of the interpolation problem. 
The existence of coprime polynomials p(z) and 9(z) that satisfy (13) is 
guaranteed by the coprimeness of O,,(Z) and O,,(Z). Note that if O,,(Z) 
and O,,(Z) do not share common zeros at cxi, i E {0, 1, . . . , n - 11, then we 
can choose p(z) = 0 and 9( 2) = 1, which leads to 
@,2(z) 
dz) = @22(z) . 
Similarly, if O,,(Z) and O,,(Z) do not share common zeros at cxj, i E 
{O, 1, *. . , n - l}, then we can choose p(z) = 1 and 9(z) = 0, which leads to 
We should remark that the generalized Schur algorithm yields two 
cascades O(z) and I’(w). In this section we have focused on the interpola- 
tion properties of O(Z) only. It can be shown, however, that r(w) also 
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satisfies interpolation conditions. The implications of this duality will be 
discussed elsewhere. 
Furthermore, additional constraints on the interpolants, such as analyticity 
and norm constraints, can be introduced by choosing A = F, B = G and 
considering the appropriate Hermitian structured matrix that satisfies a 
displacement equation of the form 
R - FRF* = GJG*. 
Under these circumstances the generator recursion 
cascade, viz., O(z) is analytic in 1 z 1 < 1 and 
o(z)Jo*(z) =J on 1721 = 
leads to a ]-lossless 
1. 
For more details on analytic interpolation and on the Her-mite-Fej6r problem 
along these lines see [g-lo]. 
5. PHYSICAL INTERPRETATION 
In this section we describe a useful interpretation of the general formula 
(12) by examining more closely the signal flow properties of the elementary 
sections. As we mentioned before, the generating system O(z) is obtained as 
the cascade connection of feedforward lattice sections of the types shown in 
Figures 2 and 3. Each section can be thought of as a first-order linear system 
that communicates with its environment via four signals denoted by si, r, si,a, 
Si,3> and si 4 (see Figure 4). If we consider si i and si a as input signals, and 
‘i.3 and si 4 as output signals, then the ith section can be described in the 
%,1(Z) %,3(z) Q(z) %,3(Z) 
0 l co 0 * co 
- 
@i(Z) 
- 
- G(Z) 
0 c b0 m . 0 
%,2(Z) Si,4(z) &,2(Z) %,4(Z) 
FIG. 4. Equivalent descriptions of a first-order linear system. 
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frequency domain by the operator Oi(z) as 
However, if we consider si, I and si,4 as input signals, and si,s and s~,~ as 
output signals, then the ith section can be described by the operator Z,(z) as 
The transfer functions Oi( z) and Xi(z) are related as follows: 
[notice that O,i,( z) al wa y s exists]. The two descriptions are equivalent in the 
sense that if the signals satisfy (I4 then they also satisfy (15), and vice versa. 
In circuit theory the matrix Xi(z) is known as the scattering matrix 
relating the incident signals si, i(z) and si, & z) to the reflected signals si, ,(z) 
and si,&z). In this framework the O{(z) is known as the chain scattering 
matrix. In the composite system that is obtained by interconnecting the 
elementary sections, the chain scattering matrices multiply in the usual way: 
O(z) = 0,(2)0,(z)*~* O,_,(z). 
The matrix x(z) that corresponds to O(z) has to be written as 
X(z) = C,( z)*q( z>* ... IrC,_,( z), 
where Ir denotes the so-called Redheffer star product defined by 
def X,,( 1 - YE X2,) %l x,2 + X,,Y,,( 1 - &,Y,,) - l x22 
= y2, + Y22&?,(Z - Y,2&J’YH Y,,(Z - &,y,,)-1x22 . 
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global frequency-domain descriptions are connected via the relation 
The significance of the Z(Z) d escription is that we now have the analog 
of a physical transmission line with signals flowing in both directions as shown 
in Figure 5 (for more details in this direction see [14]). 
Now, we are ready to give a physical interpretation for the linear 
fractional parametrization formula derived in Proposition 4.1. It is easy to 
check that the interpolating function y(z) can be obtained as the negative 
transfer function from the top left input to the bottom left output of the 
scattering cascade shown in Figure 5 when an appropriate load - p( z)/q( Z) 
is to right-hand side [assuming z When a unit- 
amplitude impulse is applied at = 0 to of system, then 
z-transform of output signal will take on Pi at 
= cxi, 
FIG. 5. Scattering representation of the interpolating function. 
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for solving the inverse scattering problem for the line (see the discussions in 
[l41 and also [151X 
6. STATE-SPACE DESCRIPTIONS 
In order to make a connection to the work of Ball et al. [2, 51, in this 
section we present an explicit expression for the transfer matrix O(z) in 
terms of the arrays F, G, A, B, J and the solution R of the displacement 
equation (1). A similar formula was obtained earlier by Kimura [16] for the 
analogous half-plane analytic interpolation problem. 
In [lo, ll] it was shown that the discrete-time linear systems O,(z) and 
Pi(w) can be represented in state space as 
Oi( Z) = JS*] + Jb: (z-l - a:)-lc*J, 
T,(w) =JkTJ +Jg*(w-’ -jy-‘h?J, 
where ci and hi are arbitrary r- X 1 column vectors, and si and ki are 
arbitrary T x r matrices chosen so as to satisfy the local embedding relation 
By combining the time-domain description of the first-order sections we can 
obtain state-space realizations for the feedforward cascades in the form 
O(z) =/S*j +JB*(z-'I - A*)-lC*J, 
(16) 
r(w) =JK*J +JG*(w-'I - F*)-‘H*J, 
where the matrices C, S, H, and K satisfy the global embedding relation 
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In fact, it is possible to express C, S, H, and K explicitly as 
C = r-‘JG*(Z - TF*)-'R-*(71 -A), 
S = r-l[Z -JG*(Z - TF*)-‘R-*RI, 
H = @-'JB*(Z - /A*)-‘R-l( pz -F), 
K = @-l[z -JB*(Z - pA*)-lR-lG], 
where r and p are constants that satisfy r# = 1, and r and 0 are r X r 
matrices that satisfy @jr* = J. By substituting these expressions into (16) 
we obtain [lo, 111 
O( 2) = [I - (2-l - T*)JB* 
x(z-lZ - A*)-?‘(I - T*F)-‘G]O, 
(17) 
r(z) = [I - (z-l - p*)JG* 
x(2-‘I - F*)-k*(z - j,k*A)-iB]r. 
These formulas generalize certain expressions found in [5, Theorem 4.5.21 
on specifying a rational function via left and right null-pole triples. From the 
above state-space realizations it follows that {A*, -JB*} is a right pole pair 
of O(Z), while {F, G] is a left pole pair of J r*( z>J. By the global J-unitary 
property (7) we conclude that J I’*(z)J = O-‘(z); therefore {F, G} is also a 
left null pair of O(z). 
Hence, another way to solve the unconstrained interpolation problem is to 
compute a generating system O(z) by using the explicit expression (17). 
Then the family of rational interpolants can be parametrized in terms of 
O(z) as shown in (12). Note that the global method requires the explicit 
computation of R-‘, while the recursive method avoids this step. On the 
other hand, the global method requires only the invertibility of R, in contrast 
with the recursive method, which requires strong regularity. 
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7. CONNECTION TO THE LAGRANGE POLYNOMIAL 
The unconstrained interpolation problem that we studied in the previous 
section can also be solved by expressing all interpolants in terms of the 
so-called Lagrange interpolating polynomial, as was done, for example, by 
Antoulas and Anderson in [l, 4, 61. As a matter of interest, in this section we 
shall show how to construct this solution recursively by using the generalized 
Schur algorithm. Recall that we are essentially free to choose A and B so as 
to guarantee the strong regularity of R. Each such choice would lead to a 
cascade O(z) that parametrizes all solutions of the problem as shown in 
Proposition 4.1. We shall give here a particular choice for A and B that will 
lead us to the Lagrange solution. 
We start by defining the Lagrange interpolating polynomial. Consider the 
n-dimensional linear space of polynomials of degree at most 12 - I, in which 
a basis {L,,(z), L,(Z), . . . , L, J.z)} can be defined as follows: 
Lj( cl;) = 
i 
1 if j=i, 
0 if j#i, 
i E {O,l, . . . . n - 1). 
That is, each basis polynomial Li(z) assumes the value 1 at (Y~ and the value 
0 at the other points CY~, j # i. Now a polynomial solution to Problem I.1 can 
be obtained as a linear combination of L,,(z), L,( z>, . . . , L, _ 1( z> with coeffi- 
cients PO, /3,, . . . , pnpl: 
n-l 
L(z) = c Pi&(Z). (18) 
i = 0 
L(z) is called the Lagrange interpolating polynomial and constitutes the 
unique solution of Problem 1.1 in the space of polynomials of order at most 
n - 1. 
We can write down an explicit expression for Li(z) as follows. L,(z) has 
zeros at (Ye, (Y ,,..., (Y~_~, (Y~+~ ,..., uy,-i. Therefore, 
FI(z-aj) 1 
k(z) = fj( ai - aj) = ~ n(z) 7r’( cq) (z - cq) ’ 
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where 
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Thus, we obtain the celebrated formula 
n-1 
L(z) = c pi1 42) 
i=O ?T’( cq) (2 - q) . 
It is also known that all rational solutions to Problem 1.1 can be 
parametrized in terms of L(Z). 
LEMMA 7.1. y(z) is a rational interpolant if, and only if 
y(z) = L(z) + T(Z)$$ (19) 
for some coprime polynomials 
{0, 1, . . . , n - l}. 
p(z) and q(z) such that q(cxi) # 0, i E 
Proof. The “if’ part of the statement is obvious, since the second term 
in (19) vanishes at q, i E {O, 1,. . . , n - 1). 
“only if’ part can be proved as follows. Let us suppose that 
y(zTFn(z)/dMz) is an irreducible rational interpolant, i.e., y(oi) = pi. 
Choose 
4(4 = d(z)7 
p(z) = [Y(Z) - L(Z)] $$ = n(Z) ,tl;)“‘“’ . 
Now, p(z) is a polynomial, since the numerator has roots at cyi, i.e., 
n( CX~) - L( a,)d( ai) = n( ai) - Pid( ai) = 0, iE{O,l,..., n-l}. 
Moreover, y( a> is irreducible, and hence p(z) and q( a> are coprime. Finally 
q( cq) # 0 because pi is finite. n 
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We now show how to construct the Lagrange interpolating polynomial by 
using the generalized Schur algorithm. 
PROPOSITION 7.1. Assume that we choose F and G as in (9). lf the 
generator B and the lower triangular matrix A are chosen such that 
0 0 0 a** 0 0 
1 0 0 *** 0 0 ‘1 o\ 
0 1 0 -** 0 0 0 0 
A= . . . . . . , B=. ., 
. . . . . . . . 
;, ;, ;, ..: 0 0 ,o 0, 
,o 0 0 --* 1 0 
then the matrix R in 
R - FRA* = G]B* 
is strongly regular and the generalized Schur algorithm yields 
Proof O(z) is clearly a polynomial matrix since A is strictly lower 
triangular. From (3) we obtain that 
cDi = Fi - ail = 
ai+l - ffi 
and qi is a 
(0, 1, q, a;, . . 
qj = Aj(Z qY’Xi)-l = _ 
. : 
\ 
a n-1 - ff. 
$1 
strictly lower triangular Toeplitz matrix with elements 
,:-i-2} in the first column, viz., 
0 
1 0 
ai 1 . . 
a2 cq . . 0 
cq . . 1 0 
cq 1 0 
,,n-“-2 . . . . . . I a; ai 1 0 
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The first step of the generalized Schur algorithm gives k, = -PO, 1, = 0, 
W 
0 I I 1-a,*w ) 0 1 
a1 - a0 PO - Pl \ '1 0 
ff2 - a0 PO - P2 
0 
G,= . 
B, = 4” . 
p-1-0 PO-P,-11 * 0 n-2 a0 
By induction we easily verify that at each stage of the recursion we get li = 0 
and hence 
‘iCw) -it 0 
0 
= ( )I 
W 
1 
1- cqw 
0 1 
\ 
‘1 0 
x 0 
q= . . . . 
I 
,i i 
where 
i-l 
jE{O,l)...) n-i-l}, iE{1,2 )...) n-l). 
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Due to the distinct-point constraint we have /_L;” # 0 for all 
= 4z) X(z) 
i 0 1 1 ’ 
where X(z) is a polynomial of degree at most n - 1. By using the interpola- 
tion property (9) we obtain 
P -Pi) i 
4 4 xc %) 
0 1 1 
=(O O), i E {O,l,..., n - I}, 
which implies X( ai) = Pi Vi. We readily conclude that X(z) = L(z), since 
L( .z> is unique. n 
Observe that on substituting O(Z) into the linear fractional parametriza- 
tion (12) we get (19). 
The cascade system O(z) associated with the special choices in Proposi- 
tion 7.1 is depicted in Figure 6. We see that the transfer function from the 
FIG. 6. The Lagrange lattice. 
-n 1 
-I 
+ : 
I--u”-, $25p~ 
I 
I 
+ ’ 
1 
mm..-mm_____J 
42) 
L(z) 
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top left input to the bottom right output is 
L(z) = -k, - k,( 2 - a()) - k,( z - q)( 2 - q) - *** 
n-2 
-k,_, n(Z - cq). (21) 
i=O 
This relationship can be interpreted as follows. Let US define the so-called 
Newton basis {P,,(z), P,(Z), . . . , P,_,(Z)}, 
(22) 
It then follows from (21) that the Lagrange interpolating polynomial can be 
represented in this basis as 
n-1 
L(z) = c -k,P,(z). 
i=O 
In other words, the reflection coefficients k,, k,, . . . , k, _ 1 are the negative 
coordinates of L(z) in the Newton basis. At the beginning of this section we 
showed that PO, pi, . . . , p,, _ 1 are the coordinates of L(z) in the Lagrange 
basis. We thus conclude that the generalized Schur algorithm performs a 
coordinate transformation between the Lagrange basis and the Newton basis. 
We further remark that other choices of A and B are also possible, as 
long as A is strictly lower triangular, the second column of B is zero, and the 
strong regularity condition is satisfied. In Proposition 7.1 we showed a special 
convenient (sparse) form for A and I?. In the multiple-point case, when F is 
in a general Jordan form, similar reasoning leads to the Hermite interpolating 
polynomial, though we shall not show this here. 
STRUCTURED MATRICES 183 
8. COLUMN REDUCED TRANSFER MATRICES 
We now show that, under special conditions, the generator recursion gives 
rise to a column reduced transfer matrix O(z). In a series of papers [l, 3, 4, 
6] Antoulas et al. pointed out that no statements can be made about the 
degree of complexity of the rational interpolants 
unless the polynomial matrix O(z) is column reduced, i.e., the degree of its 
determinant is equal to the sum of its column indices. If O(z) is column 
reduced with column indices K~ and K~ > K~, then we can apply the 
so-called predictable-degree property [17, p. 387; 181 to claim that the 
McMillan degree of the interpolants is 
S{y(z)} = max{degn(z),degd(z)} 
= max{K, + deg p(z), K~ + deg q(z)}. 
The main result in [6] establishes that if O(z) is column reduced then the 
minimal solution of the unconstrained rational interpolation problem can be 
obtained by either 
provided that O,,(z) and O,,(z) are coprime, or 
Ymin(') = 
P(Z)%(Z) + @l,(Z) 
P(Z)@,,(Z) + @22(z) ’ 
deg p(z) =G K2 - K1, p( “j)@,l( ai) + @22( ai> + O: 
when O,(z) and O,,(z) share some common roots. In the first case, there is 
a minimal solution with complexity K~, while in the second case there exists a 
family of minimal interpolants whose complexities are equal to K~. In both 
cases, there exist infinitely many interpolants with complexity 6{ y(z)} > K~. 
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Notice, however, that [apart from the case when deg{L(z)] = 01 the 
solution O(z) that was obtained in the previous section, 
is not column reduced. In [6] it was suggested to apply Euclid’s algorithm to 
transform (23) to a column reduced form. 
We now show that it is possible to directly obtain a column reduced 
transfer matrix O(z) via the generalized Schur algorithm, by proper choices 
of the matrices A and B. 
PROPOSITION 8.1 (Column reduced transfer matrix). Assume that we 
choose F and G as in (9). If th e d’ g aa onal and the first subdiagonal elements of 
A are all zero, i.e., if 
A= 
0 
0 0 
x 0 0 
x x 0 0 
. . . . . 
. . . . . 
. . . . 
x x x x *** 0 
x x x x *** 0 0 
x x x x *** x 0 a 
B= 
x x 
x x 
x x 
. . 
. . 
. . 
x x 
then the Schur algorithm yields a column reduced polynomial matrix O(z), 
provided that the solution R of the displacement equation 
R - FRA* = GJB” 
is strongly regular. 
Proof. Notice that the first two rows of ‘Pi = A,(Z - c$A,)-’ will be 
identically zero. Therefore, at the ith stage of the Schur recursion, we 
introduce an additional zero element in the first row of the generator Bi+ 1. 
This means that in the next stage li+ 1 = 0, and we must switch the position 
of the pivoting elements. Let us follow this reasoning step by step. 
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Step 0. This is a completely general step. Without loss of generality, let 
us pivot with g, and b,,: 
step 1. Now 1, = 0 and we must pivot with b,, and g,,. If the strong 
regularity condition holds then g,, # 0 and b,, # 0. In this case, 
l-,(w) = ; -y 
i 1 
Ix x 
G,=” “, 
\ ! . . . . x x 
Step 2. Now I, = 0 and we must pivot with b,, and g,,. If the strong 
regularity holds then b,, # 0 and g,, + 0. Moreover, 
i 
x x 
G,= -r ” 
. . . . 
x x 
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By induction we obtain that li = 0 Vi > 1. If i is odd, then 
T,(w) = l i 0 
If i is even, then 
-k; ’ ; 
1 O 
)I ) 
1-fi*w . 
The transfer function O(z) can be expressed as 
By taking the product of the consecutive blocks it is straightforward to check 
that O(z) is column reduced. n 
Observe that at each stage of the recursion we obtain li = 0 as we did in 
the case of the Lagrange lattice, but now we cannot keep the pivoting 
elements at the left-hand side of the generator. We are guided by the 
algorithm to switch the positions of the pivoting elements back and forth, 
leading to the Schur lattice depicted in Figure 7. It can be shown that this 
cascade-synthesis procedure is related to Euclid’s algorithm. 
FIG. 7. Feedforward lattice with a column reduced transfer matrix. 
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9. CONCLUDING REMARKS 
We have reexamined the much-studied scalar unconstrained rational 
interpolation problem, and described a new, computationally efficient, recur- 
sive solution using the notion of displacement structure and the associated 
generalized Schur algorithm for fast matrix factorization. We showed how to 
recursively construct a convenient feedforward cascade that parametrizes all 
solutions. Special cascades that implement the Lagrange solution, as well as a 
column reduced solution, were also presented; these allow us to obtain 
minimal-degree interpolants. We derived global state-space formulas for the 
generating system, and provided a physical interpretation for the interpolat- 
ing functions. 
We may remark that here we limited ourselves to the case of structured 
matrices with displacement rank r = 2. However, the generalized Schur 
algorithm applies also to higher-order displacement ranks and allows us to 
solve tangential interpolation problems, where the interpolation solution is a 
matrix function. We also restricted ourselves to the distinct-point case, even 
though F can have a more general Jordan form. These extensions will be 
discussed elsewhere. In this paper we considered interpolation problems on 
the unit circle. Similar discussions can be carried out for problems on the line 
(as done, e.g., in [5]). 
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