The Schrödinger equation of diverse position-dependent mass singular oscillators is solved in terms of the factorization method and point transformations. These systems are characterized by sharing their spectrum with the constant-mass singular oscillator. Ladder operators are constructed such that they and the involved Hamiltonians close the su(1, 1) Lie algebra. It is also shown that the Barut-Girardello and Perelomov coherent states are preserved in form for these position-dependent mass systems.
Introduction
There has been much interest in the construction of coherent states since the origin of quantum mechanics [1] . The concept, as introduced by Glauber, is useful in the quantum description of the correlation and coherence properties of light (see [2] and references therein). The states studied by Glauber deal with the dynamical properties of the harmonic oscillator and posses three basic properties. Namely, they (1) are eigenfunctions of the annihilation operator belonging to complex eigenvalue, (2) can be expressed as displaced versions of the ground state wave-function and (3) minimize the uncertainty relation between position and momentum. For systems other than the harmonic oscillator, such properties are used as different definitions of the coherent states and, in general, are not equivalent to each other. Thus, the term coherent states (CS) has been used for a wide class of mathematical objects over the years. For instance, the generalized CS studied by Barut and Girardello [3] and by Perelomov [4, 5] are based on the first and second properties of the Glauber states. The former is known as the algebraic approach while the second one is the group-theoretical approach. The CS constructed as minimizing the uncertainty relation of a pair of observables is rarely reported in the literature. Special cases are the Schrödinger and the Glauber approaches themselves. Indeed, this property is incidentally found as a secondary result for some special systems. Nevertheless, the most valuable property of the CS is that they can be constructed for many systems in terms of the definition leading to the desirable result.
The purpose of this paper is to draw the CS applications to the study of positiondependent mass systems in quantum mechanics. In a previous work [6] , we have shown that the solving of the Schrödinger equation with a mass-function m(x) can be reduced to the conventional eigenvalue problem of a particle of mass m 0 . The mapping implies a change of representation from the initial x-space to a new one ruled by a bijection s. Then, the potential appearing in the constant-mass problem is simply V (s(x)). Such transformations allowed us to construct the CS connected with a wide family of positiondependent mass linear oscillators. The most relevant profile of these new CS is that they preserve the analytical expression of the Glauber states. That is, they are constructed as eigenvectors of the involved annihilation operator and are shown to be displaced versions of the ground state wave-function. They also minimize the root-mean-square deviations of the operators Y and P such that [Y, P ] = I. In the present work we deal with the singular oscillator. Following [6] , we are interested in the construction of position-dependent mass Hamiltonians such that their spectrum is exactly the same as that of the conventional singular oscillator. We shall refer to these systems as oscillators of the first kind or position-dependent mass singular oscillators. On the other hand, the quantum systems of mass m(x) which are acted by a singular oscillator potential correspond to oscillators of the second kind. These last have been analyzed in our previous work and their energies were found to be a deformation of the singular oscillator spectrum. Here, we shall show that the su(1, 1) Lie algebra is involved in the description of the position-dependent mass singular oscillators, just as in the constant-mass case. Indeed, we shall see that these systems preserve the structure of the CS constructed via the Barut-Girardello or the Perelomov approaches.
In Section 2 some necessary results of [6] are briefly reviewed. In particular, expressions for the mappings and the operators leading to the relevant algebras are given. In Section 3 the algebraic structure of the position-dependent mass linear oscillators is revisited. Departing from the ladder operators of the linear case, in Section 4 we construct a new class of operators and show that they are connected in a natural way to the singular oscillator. It is also shown that these operators are the generators of the su(1, 1) Lie algebra. The physical solutions of the position-dependent mass singular oscillators are then derived. The involved CS, constructed a la Barut-Girardello and a la Perelomov are shown to preserve the analytical structure of the constant-mass ones. Some final remarks are given at the very end of the paper.
Factorization and point transformations 2.1 Refined factorizations
We begin by considering a one-dimensional quantum system of mass m(x) acted by the potential V (x). A convenient expression for the Hamiltonian reads
where the product of P with the position operator X fulfills [X, P ] = i . This Hamiltonian admits the factorization
where ǫ is a constant (in energy units) to be fixed and A, B are operators defined as
In the position representation (X = x and P = −i d dx ) the function β is a root of the Riccati equation:
Since the factorization operators satisfy the commutation rule
they intertwine the Hamiltonian (1) with a new one H a as follows
where
Thereby, the eigenvalue equations
can be solved with the help of the relationships (6) . Indeed, let ψ be the eigenfunction of H a with eigenvalue Sp(H a ) ∋ E = ǫ, then ψ ∝ Bψ = 0 is eigenfunction of H a belonging to the eigenvalue E = E (and viceversa). Moreover, if ψ is normalized then | ψ| 2 ∝ E − ǫ, so that the new set { ψ = Bψ/(E − ǫ) 1/2 | E = ǫ} consists of the wavefunctions of H a connected to the eigenvalues { E = E} = Sp(H a ). This last set is occasionally extended by the eigenvalue ǫ if the solution of (BA) ψ ǫ = 0 is such that ( ψ ǫ , ψ ǫ ) < ∞. Therefore, the spectrum of H a is given by either Sp( H a ) = Sp(H a ) or Sp( H a ) = Sp(H a ) ∪ {ǫ}.
Suitable mappings
In [6] it is shown that the position dependence of the mass is cancelled by the mapping ψ → e g ϕ and the change of the independent variable x, ruled by a bijection s as follows
If the Jacobian of the transformation J ≡ s ′ is nonzero at x 0 ∈ Dom(H a ) ≡ D a , the inverse function theorem ensures the mapping s is 1-1 and onto in some neighborhood of x 0 [7] . In the sequel the Jacobian J is assumed to be distinct from zero everywhere in D a . The combination of the above transformations produces
and
where m 0 and y 0 are integration constants in the appropriate units (hereafter we take y 0 = 0). The function ϕ * is the representation of ϕ in the y-space:
These last transformations produce the eigenvalue equation of a constant mass m 0 subject to an effective potential V eff * (y) = V * (y). A further simplification reduces the initial position-dependent mass problem to the solving of the Schrödinger equation
with D (a) * = Dom(H (a) * ). Such simplification obeys any of the two general cases [6] :
• MDNT (Mass-dependent null terms). The mass-function m(x) is a solution of the non-linear, second order differential equation
and fulfills the constraint J = 0 in (10)- (11) . A simple analysis shows that the roots of Eq. (13) leading to appropriate bijections s are labelled by the set
Then the functions
define an invertible mapping from
corresponds to a bijection between D an ⊆ R and D (an) * ⊆ R. Here x 0 is a dimensionless real constant and λ, m 0 are real constants expressed in units of the inverse of the distance and of mass respectively.
• MINT (Mass-independent null terms). Given a properly defined mass-function m(x), the ordering of P and m(x) in (1) is a priori fixed as a = b = −1/4. For instance, the regular functions
define a bijection connecting
In all the cases the definite domains D a and D (a) * are fixed by the potential V and its y-representation. Moreover, since Sp(H a ) = Sp(H (a) * ), we realize that the point mappings (10)- (11), together with the Darboux (Susy or intertwining) transformations (7), span a wide family of isospectral operators
where H (a) * is the Hamiltonian intertwined with H (a) * in the y-representation.
Position-dependent mass linear oscillators
Let the commutator (5) be a constant. Namely [A, B] = − ω 0 , with w 0 in frequency units. The β-function is easily found to be
with β 0 an integration constant which will be omitted in the sequel. The identification ǫ = ω 0 /2, after introducing (19) in the Riccati equation (4), leads to a very simple form of the potential in the y-representation . From now on we drop the dimensions and use the same symbol for the physical and the dimensionless variables. We shall return to the expressions with units only if necessary. In each case, the notation will be self-consistent. The same holds for the symbol "*" labelling the representation of functions and operators in the y-space.
The introduction of (19) in (3) cancels the explicit dependence of the factorization operators A and B on the ordering label a. We have
with a − (a + ) the conventional annihilation (creation) operator of the quantum oscillator in the y-space
Here N is the Fock's number operator. A most convenient relationship between A, B and a ± is easily calculated to read
Remark that the action of AJ 1/2 on the ϕ-space leads to the action of A on the ψ-space and viceversa: Aψ ⇆ (AJ 1/2 )ϕ. The same is true for BJ 1/2 and B. Hence, the representation of A and B in the ϕ-space can be expressed as
The Hamiltonian H a is clearly isospectral to the one-dimensional quantum oscillator
New Glauber states
Given [A, B] = − ω 0 , from (7) we notice that H a differs from H a in only the zero of the potential H a = H a + 2. That is, the factorization operators (21) work as ladder operators when acting on the eigenfunctions of H a :
Equations (23) and (25) make clear the mapping from these last relationships to the well known ones of the quantum oscillator (see Eq. 22):
Hence, the construction of the coherent states connected with the position-dependent mass Hamiltonian H a is transparent. They can be defined as the eigenstates of H a which solve the equation BΘ z = zΘ z , z ∈ C, and are given by
In [6] it is shown that these position-dependent mass CS are nonorthogonal, displaced versions of the ground-state wavefunction
and minimize the product ∆P * ∆Y as well, just as the Glauber states.
4 Position-dependent mass singular oscillators
Algebraic structure
Let us consider the following commutators
with f a differentiable function of the position. The straightforward calculation shows that [a
. Hence, we introduce the operators
In order to investigate the algebraic properties of these new operators we first get
If h (a) and c ± close an algebra then the r.h.s. of both of the above equations must be null. The first one leads to the system 3f y + yf yy = 0,
Assuming Eq. (36) is true the solution reads
with g 0 and g 1 constants of integration to be fixed. The introduction of (36) into Eq. (37) leads to the condition
so that g 1 = 0 in (38). In this way the Hamiltonian h (a) introduced in Eq. (33) corresponds to the singular oscillator:
A similar procedure shows that the r.h.s. of Eq. (35) is also identically zero, so that
Hence, we have realized that the commutation relationships
correspond to the su(1, 1) algebra
where k 0 = h (a) /4 and k ± = c ± /4. From (23) and (25) one obtains the expressions for the generators in the position-dependent mass case:
where we have used
. That is, the following relationships holds
Remark that the potential V (y) = y 2 + g 0 2y 2 admits an infinite point spectrum if g 0 > −1/2 (see e.g. Chs. III.18 and V.35 of [9] ). Moreover, the presence of the centrifugal-like term 
we analyze the different mappings connecting V (y) with V (x) in the following sections.
MDNT
• Let us take a = a 0 ∈ A. The domain of definition of h a is given by D a 0 = [(1 − x 0 )/λ, +∞) and the potential (47) reads
The mapping from the domain D a 0 to D (a 0 ) * = [0, +∞) and viceversa is regulated by the functions defined in (15) .
• If a = a n ∈ A, n ∈ N, the potential (47) is given by 
and λr 0 = ln(x 0 ). In particular, if r 0 = 0 (x 0 = 1) we have
Another interesting potential is obtained in the limit r 0 → −∞ (x 0 → 0). That is, one gets
which, in turn, gives rise to the following special case when g 0 = 2 and λ = 1:
Notice that potential V (x) = 2 sinh(2x) is unrecoverable from (54) because g 0 = −2. In Fig. 1 the global behavior of the above defined potentials is shown for specific values of the parameters. As discussed in Section 2, each one of the pairs (V (x), m(x)) describes a position-dependent mass quantum system sharing its spectrum with a particle of mass m 0 subject to the singular oscillator interaction. Next, we are going to get the involved wave-functions.
Physical Solutions
The straightforward calculation shows that the quadratic expression
is the Casimir operator of the su(1, 1) Lie algebra (42). The representation of the Lie group SU(1, 1) is then determined by the roots of C (a) = κ(1 − κ). As for our case,
To fix the appropriate values of α we now solve the involved Schrödinger equation.
Following [8] we introduce the mappings ϕ → y ℓ e −y 2 /2 u(y) and y 2 → z in order to transform the eigenvalue problem h (a) ϕ = Eϕ to the Kummer equation
constrained by the condition
The solutions of Eq. (58) are ℓ ± = α ± . Then, for each α ± we have a general expression of the form
Close to the origin these functions read
If ϕ ± (0) = 0, the coefficients λ
are fixed according with the value of g 0 as follows
For large values of y the functions (59) behave as
The physical solution cancels at +∞, so that the term in brackets of Eq. (63) must be zero. If − 1 2 < g 0 one takes a = −n for λ
+ = 0 and a = −n for λ
− = 0, with n = 0, 1, 2, . . . In both cases we arrive at the same set of energies. On the other hand, since a = a − α ± + 1/2, it is not possible to solve simultaneously Γ(a) = 0 and Γ( a) = 0 for a given energy E and − 1 2 < g 0 < 0. In such a situation one of the λ (1,2) ± must be zero while a and a are fixed according with the rule above indicated.
In summary, by taking − 1 2 < g 0 , one gets the same physical result from both of the general expressions (59). Namely,
n (x) is a Generalized Laguerre Polynomial [10] . The set of energies is then defined by E n = 4n + 2 + 1 + 2g 0 = 4n + 2α + 1 = 4(κ + n), n = 0, 1, 2, . . .
Notice that the change y → y/ √ 2 in h (a) makes clear that the set (65) corresponds to the quantum oscillator spectrum E n = 2n + 1, shifted by α − 1/2. This last case has been discussed in [6] for g 0 = 1/2. On the other hand, if g 0 = 0 then α = 1 and we have ϕ n (y) = c n ye
with H e2n+1 (x) the odd Hermite Polynomials [10] and E n = 4n + 3. That is, the wavefunctions (64) are reduced to the odd-oscillator ones on the half-axis as g 0 → 0. The physical model is as follows: even functions are dropped while an infinitely extended, impenetrable wall is added at the negative half-axis of the linear oscillator. For arbitrary, nonzero values of − 1 2 < g 0 the energy spectrum is that of the linear oscillator problem. The spectrum of the pairs (V (x), m(x)) introduced in Secs. 4.1.1 and 4.1.2 is then given by the set (65). The corresponding wave-functions are constructed via Eq. (11) to read ψ n (x) = J 1/2 (x)ϕ n (s(x)), with ϕ n given in either Eq. (64) for g 0 = 0 or Eq. (66) for g 0 = 0. This situation is illustrated in Fig. 2 with the eigenfunctions of potentials V 1 (x) and V 5 (x) defined respectively in Eqs. (48) and (53). Notice the resemblance with the wave-functions of the constant-mass singular oscillator. In the former case the functions are expanded towards infinity by preserving the shape of the constant-mass ones at short distances. In the second case they are squeezed into the vicinity of the origin of coordinates. As expected, no change in the normalization is found. Details can be appreciated in Fig. 3 where one of the squeezed probability densities of V 5 (x) is contrasted with its equivalent belonging to the constant-mass singular oscillator. As a final remark, the above results make clear that κ = + α) determines the representation of SU(1, 1) we are dealing with. (Valuable material concerning the representations of SU(1, 1) can be found in [11] and [12] ). with α 0 fixed by the normalization of Φ z . We finally arrive at the su(1, 1) coherent states for the position-dependent mass singular oscillators of the previous sections
where I ν (z) is the ν-order modified Bessel function of the first kind [10] . The expression for the constant mass case is recovered by taking m(x) = m 0 , then J = 1 and s(x) = x. A final change z → 4z leads from Eq. (71) to the well known generalized coherent states of Barut and Girardello [3] .
In a similar form we get the involved Perelomov SU(1, 1) coherent states:
with the same recipe to recover the classical results [4, 5] . In the description of Perelomov, each SU(1, 1) CS is connected with a point in the coset space SU(1, 1)/U(1). Thereby, the construction (72) corresponds to the applying of the unitary operators Ω(ξ) ∈ SU(1, 1)/U(1) to the lowest state ψ 0 . Here 4z = (ξ/|ξ|) tanh |ξ| so that |4z| < 1. The details can be consulted in [4, 5] (see also [12] ).
Both of the above derived sets of CS preserve the form of the constant-mass case. Important properties like the resolution of the identity can be also derived to be found as similar as the conventional case. The relevant aspect here is that the point transformations analyzed in Section 2 facilitate the construction of the CS for the position-dependent mass systems in practically the same manner as in the constant-mass case.
Concluding remarks
Let us consider the singular oscillator with a varying frequency. That is, we have the potential V (y, t) = ω 2 (t)y 2 + g 0 2y 2 . The Darboux transformation of this potential with a constant-mass m 0 has been studied in [13] . As a result, it was shown that the CS belonging to V (y, t) are essentially unchanged, just as the results reported here for the stationary case and masses varying with the position m(x). A combination of these approaches would be applicable in the case of a time-dependent frequency ω(t) and a position-dependent mass m(x). It is then expected a similar result: the Barut-Girardello and Perelomov CS will preserve their global properties after the transformations. In this context, it is important to remark that the β-function defined in Eq. (19) obeys the fact that the operators A and B are taken to fulfill the oscillator algebra [A, B] = − ω 0 . That is, the function in (19) corresponds to a particular solution of the Riccati equation (4) . As it is well known, general solutions give rise to different algebras (see e.g. [14] and [15] ). These algebras have been applied in the construction of a new kind of CS connected with the linear oscillator and its Susy-partners [16, 17] . Quite recently, it has been shown that non-linear Susy algebras can be linearized to exhibit the HeisenbergWeyl structure. In particular, the SU(1, 1) algebra as connected with the infinite well was analyzed [17] . Then, the higher order Susy transformations can be also studied for the position-dependent mass systems we have presented in this work. Finally, the classical models of the harmonic oscillator and the Pöschl-Teller potentials have been useful in the solving of mass-dependent systems [18] and the construction of the involved CS [19] . Further insights are in progress.
