Abstract-This paper presents a system with a fixed robot arm and a scanning unit on a table, which is able to detect and grasp given cylindrical objects with cluttered adjacent objects in soft real-time. In the fields of industrial and home robotics, the requirements of complete 3D data, noiselessness, and obstaclefree situations are often not provided. The contribution of this work is a fast and robust method optimised for fitting cylinders in sparse and noisy range data under difficult and changing light conditions recorded from a single view. The improvements focus on the treatment of different objects on the table. The system must distinguish between them, detect, and grasp the given cylindrical object.
I. INTRODUCTION
Vision systems are increasingly used in the fields of industrial automation and home robotics. In the near future, service robots will support people to improve the quality of their lives.
The aim of this work is the detection and grasping of a cylindrical object with given shape parameters from a clutter of different objects on the table, which the robot arm delivers to a target position or to the user. The developed method is robust under changing light conditions during a full day and suitable for soft real-time 1 processing. The cylinder grasping method is based on scanning the objects on the table with a rotating laser range scanner and the execution of subsequent path planning and grasping motions. The 2.5D
2 point cloud obtained is analysed to detect the specific cylindrical object, whereupon the robot calculates and performs a collision-free path to the given cylindrical object and to the handover point. In case of a possible failure, feedback is given to the user.
The presented cylinder fitting method based on Random Circle Fitting (RCF) is compared to the standard LeastSquares Fitting (LSF) method. Additionally, the presented method can be easily extended to detect different given cylindrical objects. However, the drawbacks of the presented method are: inability for cover the detection of cylinders in an arbitrary position or incomplete range data of the cylindrical object.
The structure of the paper is as follows: In the next section a short overview of the state of the art of cylinder detection is presented. Section III gives an overview of the developed system. Section IV introduces a robust method to detect a cylindrical object in a noisy point cloud with different surrounding objects. Section V describes the path planning for the robot motion. In Section VI, the performance and the robustness of the algorithm is tested and the cylinder detection method is evaluated and compared to standard least-squares cylinder fitting. Section VII finally concludes this chapter with a short discussion about the evaluation results.
II. RELATED WORK
In literature, many curvature-based approaches have been introduced to detect cylindrical objects in range images. [14] achieved an improved detection result by using a hybrid approach combining the mean H and the Gaussian curvature K segmentation with a step and roof edge detection. The work of [8] is based on principal curvature histogrammes for cylinder fragment detection. Another approach of analysing the Gaussian image and the convexity of surface patches was proposed by [11] . In contrast to curvature-based approaches, [9] follows an approach by fitting least-squares models to segment a scene for object detection. [2] approximates the object with cylinders based on a mesh representation. The idea of the robust axis determination of rotationally symmetric parts [13] is used for an improved and advanced determination of the cylinder pose.
III. SYSTEM OVERVIEW Before the robot arm is able to handle the given cylindrical object, the system needs information about the position, orientation, and possible surrounding objects based on range images. A laser range scanner is used to acquire range images in which the 3D shape of the objects on the table has to be directly recorded.
The approach is based on scanning the objects on the table with a laser range scanner on a pan/tilt unit and the subsequent path planning and the final grasping motion. The spatial relation between the AMTEC 3 robot arm with 7DOF and the scanning unit is known. Fig. 1 shows that the robot arm is equipped with a humanlike hand prosthesis of the company Otto Bock 4 , which is used as gripper. The hand prosthesis (a caliper gripper) has three active fingers: the thumb, the index, and the middle finger; the last two fingers are just for cosmetic reasons. The integrated tactile force sensors are used to detect a potential sliding of the grasped object, which initialises a readjustment of the grip force applied by the pressure of the fingers.
IV. METHOD FOR RAPID CYLINDER DETECTION
This section presents the method for rapid cylinder detection. Fig. 2 illustrates the main processing steps in gathering the range data, from the recorded table scene to the actual pose of the cylindrical object. The challenge of this approach leads to the segmentation of different objects on the table and the detection of the pose of the cylindrical object in a 2.5D point cloud. Inspired by the work of Biegelbauer et al. [5] demonstrating a method on how to detect a bore hole in noisy range data, based on circle fitting, the following method was developed. The difference between [5] and the presented cylinder detection approach is the fact that there is no CAD data available and the searched cylindrical object is on a table in a large search area with cluttered adjacent objects. Additionally, the table top surface cannot be used to detect the radius of the cylindrical objects because parts of the rear side of the cylindrical object may be occluded by other objects or by the two shadows of the laser and camera, as illustrated in Fig. 3 . For that reason only the top curvature points can be used for a 3D circle fit. Fig. 2 illustrates that the method starts with a dominant plane fit, followed by a geometrical filter to detect potential outliers and calculate the normal surface vectors in Section IV-B. Section IV-C describes curvature analysis and the segmentation of the detected curvature points. The normal vectors are used to detect the strongest curvature points. Additionally, a line-based edge detection method is implemented to detect significant edge points. The segmentation of the detected curvature points is needed to detect the cylindrical object. The normal surface vectors are also needed for the rapid cylinder fit as described in Section IV-D. This section deals with the problem of determining the pose of the cylindrical object from 2.5D range data.
A. Dominant Plane Fit
Most of the table scene range images include the table plane. However, this plane is not needed for the object detection step, it slows down the object detection process and raises the likelihood of false detection. The first step is to detect and remove the raw data points of the table plane. In the cylinder detection approach, the table plane is defined as the dominant plane in the range image associated with more raw data points than any other planes in the rest of the scene. Finding the dominant plane is achieved by randomly fitting planes 100 times in the point cloud. A plane fit is generated by three randomly picked points. From three points the normal surface vector is calculated as the cross product of the direction vectors between two pairs of points. Each table plane hypothesis is verified against the other 99. After 100 calculated plane hypotheses, the one with the most points included with a defined threshold of 2mm wins. The distance of 2mm equals the average distance between two neighbouring points in 100 range images calculated with a kd-tree and closest point detection. Afterwards, all detected table points are used to calculate the normal vector of the table plane again to achieve higher accuracy. Fig. 3 illustrates the detected 17, 277 table plane points of the original n = 75, 863 points. The calculated normal vector n t of the table plane P t , a point of the plane p and the origin of the camera coordinate system O c are used to remove all points under the plane with the plane equation.
B. Raw Data Pre-Processing and Normal Vector Calculation
The remaining point cloud P = {p 0 , ... , p n−1 } of the objects are filtered to reduce noise and outliers, which can arise by reflections. A geometrical filter based on the density allocation of the points is used to remove outliers and the threshold parameters are calculated with the help of the compression rate. This filter calculates the distance to the nearest neighbour based on a kd-tree [4] for each point p i , and then the minimum d min , maximum d max , and average d a of these distances. The distances are used to calculate the compression rate τ :
Then all N a points inside a sphere with the radius d a and all N k points inside a sphere with the radius d k around a given point p i are used to decide with the compression rate τ if the given point p i is an outlier or not. If α < β, calculated with Eq. (4) and Eq. (5), the given point p i is an outlier and will be removed, as shown in Fig. 3 .
To successfully analyse the curvature of the objects in the table top scene all normal vectors of the points p i are used. To achieve that the normal vector calculation of a point p i is approximated by a planar surface patch close to the point: The surface patch is represented by a set of surrounding points P = {p 1 , ... , p m } of the given point p i based on a local neighbourhood of 5mm, where p i is a 3D point of this set of m points, and the average of the point set is defined by:
Using a local neighbourhood of 5mm shows best results with the used laser range scanner and is evaluated in 100 scans.
The covariance of a coordinate pair is given by:
and the covariance matrix:
is the initial for the principal component analysis [PCA] [12] . The normal vector of the surface patch corresponds with the vector n, which is determined by the eigenvalue problem C n = λ min n, where λ min is the smallest eigenvalue.
The determination of the normal vector with eigenvectors results in two possible and opposite directions. The correct normal vector orientation is defined by the normal vector with the smallest angle difference to the origin of the sensor coordinate system. Fig. 4 shows 10% of the calculated normal vectors. 
C. Curvature Analysis and Segmentation
To robustly detect the given cylindrical objects on the table, the different objects have to be segmented. In this way, the individual objects are analysed, curvatures calculated, and (finally) the given cylindrical objects detected. Standard region-growing [3] to segment all objects based on the whole point cloud P = {p 0 , ... , p n−1 } without the table top surface is a very time-consuming step. A faster method is the segmentation of only the strongest curvature points of the objects. Based on the calculated normal vectors n and an angle-based edge detection method, the strongest curvature points are detected and only these points are used to detect the cylindrical object. After the curvature analysis, the detected curvature points are segmented into fragments. For that procedure, a region-growing based recursive floodfilling function [6] is used, which enables soft real-time processing for the cylinder detection approach, because of the reduced number of points.
The curvature analysis starts by detecting a set of surrounding points P = {p 1 , ... , p m } of the given point p i based on a local neighbourhood of 5mm. The normal vectors n t of these m points are used to calculate the angle difference to the given normal vector n i . If α i > 20
• (see Eq. (9)) the given point p i is classified as a strong curvature point.
Each point p i of the point cloud is stored line by line, since as the table scene is recorded by the laser-stripe sensor. So to detect strong edge points, a local line-based edge detection method is used. The algorithm computes the distance respectively from the direction vector to the point in front p i−1 , and after from p i+1 to the given point p i . Next, it calculates the angle β i between these three points. If the outer angle β i between these three points is smaller than 110
• , the (given) local edge of three points fulfils the conditions as a strong curvature and the point p i is classified as a strong curvature point. An angle approximately of α = 20
• and β = 110
• , determined by 1000 trials, has an optimal balance between the edge detection result and the average curvature allocation of the cylindrical object: An object or part is defined as a set of points with distances between neighbours below a threshold d ca . A kd-tree [4] is built to find neighbours and the recursive flood-filling function [6] is used to identify connected point sets. d ca is the average distance between all m curvature points p ci , calculated by nearest neighbour point p cnt searching [1] . This step segments the curvature points of the different objects on the table into different components or fragments:
To belong to a fragment of the object, the distance d between a fracture element p w and the given point p i must be smaller than the average distance d ca . Fig. 5 shows the segmentation result of the curvature points. These segmented curvature parts are used in the next step to detect the given cylindrical objects:
The segmentation of the 1, 391 strongest curvature points needs about 0.485s and enables soft real-time performance. In comparison, the segmentation based on recursive floodfilling function [6] of all 17, 277 object points requires about 30s.
D. Rapid Cylinder Fit
The proposed method is a model-based cylinder fit starting with a sequential circle fit to the top rim curvature points to detect the given cylindrical objects and, finally, the position and orientation of the axis. For computational efficiency, the previously calculated normal vectors n i are used to calculate the cylinder axis orientation. The task is to detect the given cylindrical objects based on the segmented top curvature points in the point cloud. Note that the top surface of the objects must be recorded with the range scanner to guarantee a successful detection of the cylindrical objects.
The estimation of the axis orientation and cylinder detection is realised by a 3D circle fit into the top curvature points. The top curvature points are detected with the previously calculated normal vectors. The normal vector in x-direction is bigger than in y-or z-direction, n x > n y and n x > n z . The radius and the height of the given cylindrical object are used to detect the cylindrical object on the table based on the segmented curvature points. Standard least-squares circle fitting fails because of the cylinder fragments and due to the noise of 2.5D range data. As described in [5] , a robust method of estimating the radius can be achieved by circumscribing a circle to a triangle. Fig. 6 shows that three curvature points (A, B, C) of one segmented part are randomly picked and the radius r is calculated by:
The centre c m of the circle is calculated by: To realise a robust radius calculation, i.e. a robust cylinder detection in noisy range data, the random selection of three curvature points and the radius calculation is repeated 100 times and the minimum distance d min of all t top curvature points p c of the segmented fragment to the circumference wins:
arg min
Then all top curvature points of the fragment are used to decide if the analysed fragment is part of a cylindrical object with a range tolerance of 2mm. Remember, the distance of 2mm equals the average distance between two neighbouring points in 100 scans. For an explicit description, the curvature points are defined as p c , and c m is the previously calculated circle centre with a radius r. The error must be smaller than a defined threshold:
If more than 80% of the top curvature points agree with the calculated circle, the analysed fragment is defined as a fragment of a cylindrical object. A threshold of 80% is chosen to eliminate potential noise. Then all radii r f of the f detected circle fragments are used to detect the cylindrical object with the known radius r def , and the radius with the smallest deviation wins:
The result of the circle fitting method is illustrated in Fig. 7 . The curvature points of this run and all remaining points along the circle axis p bi with a threshold of 2mm, which fulfil the fit criteria, are examined more closely with the cylinder fit to calculate the 3D pose of the cylinder axis. The points p bi are illustrated in Fig. 8 as blue points.
To finally compute the 3D pose of the cylinder axis, the cylinder normal surface vectors n i and the calculated radius r are used. Fig. 7 illustrates that all normal surface vectors of the cylinder barrel approximately cross the cylinder axis. This fact is used to calculate the cylinder axis v. Points of the cylinder axis p ai can be found by multiplying all normal surface vectors n bi of the points p bi with the calculated radius r. It must be guaranteed that the normal vectors arise in the direction of the cylinder axis. The axis of the cylinder corresponds with the vector v, which is determined by the eigenvalue problem C v = λ max v and λ max is the largest eigenvalue of the complete point set. The final axis vector v is calculated by a 3D line fit.
The calculated cylinder axis v, the top curvature points, the detected table normal surface vector n tab , and the height h of the cylindrical object are used to calculate the circle centre c m again. This step is important to guarantee that the circle centre c m is along the cylinder axis v. Fig. 7 shows 10% of all calculated normal vectors and the result of the axis fit. The final cylinder axis is defined by a vector v and a point c g which is the centre of gravity of the cylindrical object. c g is calculated with the the cylinder axis vector v, the circle centre c m , and the height h of the selected cylindrical object: Fig. 8 shows the final result of the cylinder detection process. All points p bi which fulfil the fit criteria are illustrated as blue points. In this case, the task was to detect two given cylindrical objects. 
V. PLANNING OF THE ROBOT MOTIONS
The task of this section is to calculate a collision free robot path and to execute the grasping activity safely. The commercial path planning tool THOR (Tool Handling the Operations of Robots) from the company AMROSE robotics 5 is used. The disadvantage of this path planning tool is the fact that it is RANSAC-based, which means that for the same situation and grasping pose different trajectories are possible. The first step is performed by the path planning tool from AMROSE robotics. The input into this tool is the detected cylinder pose, the environment model and a transformation between the robot coordinate system and the range scanner coordinate system. All objects on the table and the detected cylindrical object have to be transmitted to the path planner as a mesh, calculated by a 3D Delaunay triangulation [10] . These object models are important for the path planner to calculate a collision-free trajectory to the desired object. The TCP of the gripper is defined as the centre between the thumb, the index, and the middle finger.
The TCP of the gripper and the calculated centre of gravity c g of the cylindrical object agree in the final grasping pose. It must be guaranteed that both the centre c g of the cylindrical object and the cylindrical object itself are high enough, so that the gripper or the robot arm does not collide with the table. Otherwise the path planner is not able to calculate a collision-free path. In addition, the grasping approach of the robot arm and the grasping orientation must be defined, which can result in difficulties, especially when several objects surround the cylindrical target object on the table. The start position to achieve the final grasping pose is defined as 200mm above the selected cylindrical object along the calculated cylinder axis v to guarantee that the robot and the gripper do not collide with the table or one of the surrounding objects. The calculation of the final grasp orientation of the hand prosthesis is part of the path planning tool and depends on the position of all the surrounding objects. Before the grasping task is approved, the user can check a simulation of the calculated trajectory and decide if it is safe enough to handle the object (see Fig. 9 ). Then the robot arm executes the offline programmed trajectory and the user can initiate the closing of the gripper, which initiates feedback about the successful execution of a grasping task. As soon as the gripper encloses the object, the robot motion to the transfer point starts. Finally, the desired object can be placed at a defined position or be directly handed over to the user. The algorithm is implemented in C++ using the Visualisation Tool Kit (VTK) 6 .
VI. EXPERIMENTAL EVALUATION
First, the performance of the cylinder detection method itself is evaluated and then the results of the method are compared with a standard least-squares cylinder fitting method. Additionally, this section demonstrates that an approach based on random samples is very efficient with respect to the computational cost. 6 Freely available open source software, http://public.kitware.com/vtk Next, the results of the Random Circle Fitting (RCF) and the standard Least-Squares Fitting (LSF) method are presented. The processing time depends on the range image size, the normal surface vector calculation, and the curvature analysis, whereby the last two steps are most timeconsuming. It is possible to reduce the radius to find the point neighbours for the local normal surface vector calculation. In this work the radius is set to 5mm, but with a smaller radius the required time for the normal vector calculation is dramatically reduced. However, to get accurate normal vectors, a bigger radius is essential. The least-squares fitting (LSF) of geometric models requires an iterative optimisation process, while the proposed method is based on three random points and their associated circumscribing circle.
The influence of the range image size on the fitting result for a synthetically-generated cylinder with r = 10mm, h = 100mm, v = {1, 0, 0}, and of the original 20, 000 points is presented, and the number of iteration steps is fixed to 100 for the LSF and the RCF method. Fig. 10 illustrates the influence of the number of points of the cylinder fragments on the computation time. The tests were performed on a reduced resolution starting from 1, 000 points (5%) up to 20, 000 points (100%). It illustrates the incremental advancement of the radius deviation and angle deviation by a rising resolution of the point cloud.
The last point of the performance evaluation is a comparison of the presented cylinder fit with a standard least-square cylinder fit on synthetically-generated 2.5D range data of cylindrical objects. The synthetically-generated 2.5D cylinders have exact dimensions of r = 25.75mm, h = 173mm for cylinder 1 with 29, 953 points, and r = 26.25mm, h = 134mm for cylinder 2 with 34, 981 points. Regarding the fitting criteria, the final radius, the orientation and the computation time are investigated. To keep the results comparable, the cylindrical object points are syntheticallygenerated and the radius to find the point neighbours is set to 3mm. Searching for a local minimum requires a good starting pose to converge to the global minimum. The PCA algorithm is used to get a good starting pose of the cylinder axis. The pose estimation based on this method works well for full 3D point data of the cylindrical object. However, with the obtained 2.5D point data, the misplacement in the first iteration steps is rather high. Tab. II compares the results of the presented RCF method and the standard LSF method with 100 iteration steps. In this case |Δv| is the solid angle deviation of the final cylinder axis to the cylinder axis of the synthetically-generated cylindrical object. The time requirement of the RCF method depends on the range image size and the pre-processing step required for cylinder 1: 2.594s and for cylinder 2: 4.078s. It is clearly visible that the pre-processing step is the most time-consuming step and if it is required to realise segmentation or curvature analysis, RCF will be faster than LSF because the normal surface vectors needed are already calculated. In this case, the advantage of RCF is the computational cost. For up to 2, 000 points, RCF will be a little comparative faster than LSF. 
VII. CONCLUSION
The experimental evaluation shows that the presented fitting method for cylindrical objects achieves reliable results in comparison to standard least-squares cylinder fitting. Thus the deviation of the radius, the angle deviation, and the calculation time are evaluated more precisely. The radius deviation and also the angle deviation are essentially smaller than with the standard least-squares cylinder fitting method. The processing time depends on the number of raw data points of the whole point cloud and the radius to detect neighbouring points needed to calculate the normal surface vector of a given point. Additionally, the time-consumption is linear with the number of iterations. In comparison with other standard fitting approaches, the proposed algorithm shows reliable and robust results in a fraction of time without the pre-processing step to calculate the normal vectors. While the least-squares fit does not need to calculate normal vectors, segmentation does and therefore must be calculated. One interesting point is that the presented method shows better results with a reduced resolution of the point cloud. Different resolutions were also analysed to confirm this point of view.
