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Abstract-Asymptotic expansions as A + +m are obtained for the Hankel transform 
where J,(t) is the Bessel function of the first kind and Y is a fixed complex number. The function f(t) is 
allowed to have an asymptotic expansion ear the origin of the form 
f(t)- 2 c,t”+ln t)Bn. 
n-0 
Here, Re a,, t +m and fi. is an arbitrary complex number. 
1. INTRODUCTION 
Let f(t) be a complex-valued locally integrable function on (0,~) and let n,(A) denote the 
Hankel transform 
I 
m 
f-L(A) = UAr)f(r) dr, 
0 
where J”(f) is the Bessel function of the first kind and v is a fixed complex number. 
Recently, asymptotic expansions of 0,(A) as A ++m have been obtained by 
authors[l-41 under the assumption that f(t) satisfies 
f(t) - 2 C”PB as t-*0+, 
II-0 
where Re((rO+v)>--1, Rea.+,>Rea. for n=0,1,2,..., and ReA.++m. 
In this paper we are concerned with functions f(t) which have algebraic as 
(1.1) 
several 
(1.2) 
well as 
logarithmic singularities at the origin. More specifically, we assume that f(t) has an asymptotic 
expansion of the form 
f(t) - 2 c.t”a(-ln t)8n as t +O+. (1.3) 
n=O 
Here the CY.‘s are as in (1.2), but the Bn9s may be any complex numbers. 
Asymptotic expansions of integral transforms involving logarithmic singularities have been 
considered by ErdClyil51, Wong and Wyman[6], RiekstinS[7] and Bleistein[8]. However, in 
these works the kernel functions of the transforms are either exponentially decaying or 
algebraically dominated at infinity. Thus, their results fail to give asymptotic expansions of 
R,(A), since the Bessel function J”(f) is oscillatory. 
tThis research was partially supported by the National Research Council of Canada under Grant No. A 7359. 
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The present paper is arranged as follows. Assumptions are listed and discussed in Section 2. 
In Section 3 we consider certain ‘comparison’ functions and give their asymptotic behavior. The 
results stated in Section 3 are proved in Sections 4 and 5. In Section 6 we derive the asymptotic 
expansion of n,(A) by using the results of Section 3. The concluding section contains some 
illustrative examples. 
The term ‘asymptotic’ is used here in the sense of ErdClyi and Wyman[9], which is more 
general than the usual PoincarC sense. The reader is referred to [9] for notations and definitions 
of generalized asymptotic sequences and expansions. For the properties of the Bessel func- 
tions, we refer to [lo] and [II]. 
2. ASSUMPTIONS 
The following conditions are similar to those adopted in [4]. Throughout he paper, we shall 
assume that the integral 
I 
m 
&(A) = UAt)f(t) dt (2.1) 
0 
exists uniformly for all large positive values of A and that f(t) has the following properties. 
(i) In (0, a), fq’(O is continuous, q being a positive integer. 
(ii) Let {a.} be a sequence of complex numbers with Re (a02 v) > -1, q L Re ao, Re a,,1 > 
Re a,, and Re a,, + +m, and let {&} be a sequence of arbitrary complex numbers. Define 
As t +O+, we have 
q(anr /3.; t) = t’(-ln t)Bn 0 < t I c < 1 
(2.2) = 0 t > c. 
f(t) - so cn+Gnr P.; G. (2.3 
(iii) The expansion in (2.3) is differentiable q times. More specifically, we assume that for 
j=l,...,q 
as t+O+. 
(iv) For each j = 0, 1,. . ., q - 1, p)(t) is bounded on (0, ~0). Furthermore 
(2.4) 
I 
m 
Jv+q(At)f’q’(t) dt 
converges uniformly for all large values of A. 
With the conditions listed above, we shall show that a,(A) has an asymptotic expansion of 
the form 
%(A) - 2 cJL((m, B.; A), A ++a, 
where the function &(a, B; A) behaves like 
&(a, fl; A) - A-“-’ 2 d,(ln A)@-‘, 
r=O 
(2.5) 
(2.6) 
as A ++w, the coefficients d, being independent of A. 
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3. COMPARISON FUNCTIONS AND THEIR ASYMPTOTIC BEHAVIOR 
To simplify some of the expressions which occur, let us introduce the notation 
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Then it is well-known that 
I 
m 
t”K,(t) dt = &(a), Re(a?c)>-1, 
0 
(3.1) 
(3.2) 
where K,(t) is the modified Bessel function of the second kind. Differentiating this identity r 
times with respect to a gives 
I 
m 
P(ln t)‘K,(t) dt = A,“‘(a). Re (a 2 V) > -1. (3.3) 
0 
It can be shown that this formula also holds for a path of integration along the straight line 
joining t = 0 to t = ~0 eiB, (8(< 7r/2. Thus we have 
I 
Z..@ 
P(ln t)‘K Y (t) dt = A “‘(a) Y 1 Re (a -C V) > -1. (3.4) 
0 
This simple result is pertinent o our asymptotic evaluation of &,(A). 
From the discussions in Sections 1 and 2, it is clear that the function t”( - In t)@ will play an 
important role for the results to be obtained in this paper. Since a and /3 are envisaged to be 
complex numbers, suitable cuts in the complex t-plane are necessary in order to make P(-ln t)B 
a continuous function of t. As is usual, the t-plane wiI1 be cut from t = 0 to t = --oo along the 
negative real axis, and from t = 1 to t = +m along the positive real axis. In the cut t-plane, this 
function is now well-defined and analytic. Let 
c 
@,(a,B;A)= t”(-ln t)@KJAt) dt, (3.5) 
where c is a fixed complex number satisfying 
0-clcl-c 1, -%rgc<;. 
2 
PROPOSITION 1. Let S(A) denote the sector 
S(A):-t-argc+AsargAsz-argc-A, (3.7) 
(3.6) 
where A is a fixed positive number in 0 c A 5 7r/2. Then for any complex numbers a and p with 
Re(a+V)>-1, 
@,(a, /3; A) - Awarn 2 (-l)‘(F) A!“(a)(ln A)‘-’ (3.8) 
as A -*a in S(A), uniformly with respect to arg A. 
For discussion of Hankel transforms involving logarithms, we also require results on the 
integrals Vi”(a, /3; A) and Y,“‘(a, p; A) given below: 
c 
*,,("(a, /3; A) = t”(-ln t)BN,“‘(At) dt, 0 < arg c < r/2, (3.9) 
Jo 
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I 
c 
YJ”(a, /3; A) = t”(-ln t)OH c2)(At) dt, Y -?rl2<argE<O. (3.10) 
0 
Here, Hy(‘) and H,,@) are the well-known Hankel functions. Put 
n,cu, p; A) = ; {Y!‘)(cY, /3;A) + YJ2’(a, 8; A)}. (3.11) 
We shall use &(a, j3; V) as the comparison function for the Hankel transform Q,(A). 
PROPOSITION 2. For any complex numbers a and p with Re (a + V) > -1, 
i-i&, p; A) - A-' 2 (-1)’ 0 f x,“‘(a)(ln A)@-’ F-0 
as A + + ~1 through positive real values. Here 
x&) = 
2=+‘r[((Y + v + 1)/2] 
r[( 1 - a + v)/2] 
(3.12) 
(3.13) 
and x:“(a) denotes the rth derivative of xv(a) with,respect o a. 
4. PROOFOFPROPOSITION1 
For the sake of simplicity, we consider only the special case arg c = 0 as the proof for the 
general case is similar. Note that when arg c = 0, the sector S(A) in (3.7) becomes S(A): -7r/2 + 
Asargh In/2-A. Let O<S< 1 and define 
a = a(A) = ]A1-‘+‘, b = b(A) = 1Al-t (4.1) 
The following analysis are adaptations of techniques developed in [6]. 
LEMMA 1. For any complex number (Y with Re (a f v) > -1 and for any integer r r 0. 
I 
bA 
t”(ln t)‘K,(t) dt = &(‘)(a); {(hi A)-“}, (4.2) 
llA 
uniformly in arg A, as A +a in S(A); compare (3.4). 
The symbol = is used to denote an asymptotic equality; see [9]. Two functions F and G are 
said to be asymptotically equal with respect o an asymptotic sequence {cp,} if F - G = o(cp,) 
for all n. In this case, we write F = G; {q.}. 
Proof. From properties of Bessel functions, we have 
K0(t) = 0 (In t) (4.3) 
K,(t) = o(f-Rc”) (4.4) 
as t -0 in ]arg t( < P. In (4.4), v# 0 and Re v 5: 0. Since K-,(t) = KY(f), we may assume without 
loss of generality that (4.4) holds. For any n > 0, (In t)’ = o(t-“) as t +O. Hence 
I 
aA 
t”(ln t)%(t) dt = o 
0 
= o(aA)--“-“+I), (4.5) 
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as A + 00, uniformly in the sector (at-g A) 5 7r/2 - A. Substituting a = IA (-‘+’ into (4.5) gives 
I 
aA 
t” (In t)‘&(t) dt = o(AeP), (4.6) 
0 
as A + co in Jarg A 1 I ?r/2 - A, again uniformly with respect o arg A. Here n has been chosen so 
that 
p = Re [(l - 6)(a - v - n + l)] > 0. (4.7) 
As t + 03 in larg t ( < 37~/2, we have 
K,(t) - (4.8) 
Thus for large values of A and Jtl? lAl’-6, 
(K,(t)l s Nit-“* e-*1 (4.9) 
for some constant N > 0 and Jarg tl < 1r/2. This of course implies that a positive number M 
exists such that 
]t”(ln f)‘&(f)l 5 Mlt” e-‘1 (4.10) 
for It) 2 IA 1l-s and larg tl< 7r/2. Note that for larg A I I 7r/2 - A, 
Re(bA-a-l)Z(AI’-*sinA-Rea-lrc>O. 
Therefore by Lemma 3.1 in [9] 
I 
m .iB 
bA 
t”(ln f)%(t) dt r ad”” exp (-bA)l (4.11) 
= 0 [exp (-elh 1’-‘)] 
uniformly as A + m in larg A I I 7r/2- A, where 8 = arg A and E is a fixed positive number. 
Since the order terms in (4.6) and (4.11) are both asymptotically equal to zero with respect o 
the asymptotic sequence {(ln A)-“}, we have from (3.4) 
I 
bh 
t”(ln t)‘K,(t) dt = h!“(a); {(ln A)-“}, (4.12) 
ah 
which is the required result. 
LEMMA 2. For any complex numbers a and /I with Re ((r 5 v) > -1, there exist E, p > 0 such that 
I 
0 
t”(-ln t)‘K,.(At) dt = O(A-p-‘-‘) (4.13) 
0 
I bc t”(-ln t)‘K,(At) dt = 0 (exp (-c/Al’-f)) (4.14) 
uniformly as A -‘oc in S(A). Here a = a(A) and b = b(A) are defined as in (4.1). 
We omit the verifications of (4.13) and (4.14), since they are very similar to those of (4.6) and 
(4.11). 
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Proof of Proposition 1. Write 
(P,(a, /3; A) = I= t”(-ln t)@K,(*t) dt 
0 
= 11(A) + 12(A) + 13(A), (4.15) 
where the integrals Ii, 12, I3, correspond respectively to the intervals (0, a), (a, b), (b, c). BY 
Lemma 2, 
%(a, /3 ; A) = 12(A); {A-“-‘(In A)B-“}, (4.16) 
uniformly as A +UJ in S(A). 
In the integral k(A), we replace At by u and obtain 
I 
bA 
12(A) = A-“-‘(ln A)@ ~“(1 -In u/in A)PK,(~) du. 
ti 
On the path of integration, jAl-‘+s5 Iu\ 5 (Al’-* and hence 
I I lnu <l-6 iz- ” 
for some fixed 0 < aI < 1. Therefore for every fixed integer N 2 0, 
as IA ( + m. Since the integral 
I ~\ua(lnu)N+lK.(u)dul, Re(cukv)>-1, 
exists and is uniformly bounded as A +a~ in S(A), we have 
I (A) = g [$ (F) (In llA)-‘~bA u”(ln u)‘&(u) du + o((ln A)-N-l)] 2 
a.A 
uniformly in arg A, as A -*a in S(A). By Lemma 1, 
A,,(“(a)(ln l/A)-’ + O((ln A)-N-‘)], (4.17) 
again uniformly in arg A, as A +a in S(A). The final result (3.8) now follows from (4.16) and 
(4.17). 
s. 
Let us return to the integrals 
PROOF OF PROPOSITION 2 
Y.“‘(a, @; A) = 
I 
t”(-ln t)@Hy”‘(At) dt, 0 < arg c < q/2 
0 
I 
e 
Y!2’(a, f.3; A) = t“(-1n t)@H ‘“(At) Y dt 7 -?r/2<argECO. 
0 
(5.1) 
(5.2) 
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In view of the connecting properties 
H (I’@) 2 Y = -e-,+ 
7ri 
K(u), -?r<argv<?r/2 
211 
(5.3) 
(5.4) 
(5.5) 
2 irvll H,“‘(-iv) = - ; e KJuh -?r/2<argv<?r, 
we have 
and 
2 
IJf (l)(a B- A) = - ewa*d2 Y 9, 
?ri 
@,(a,@;-U), O<argA+argc<?r 
2 *(“(a @.A)=--e Y 19 
9ri 
ti2 &(a, /3; U), -r<argA-argccwl2, 
where GL is defined as in (3.5). Hence it follows from Proposition 1 that 
(5.6) 
*‘,“‘(a, j?; A) -; 2 e(“-v)“i’2A-a-’ R (- 1)’ (f) A,,(‘)(o) (ln A -: i)‘-‘, 
S (5.7) 
(5.8) 
uniformly in argA, as A+m in A=argA+argcSP-A, and 
2 (“-o)av2A-o-l = 6-r Y~2’(a, p; A) - ; e 
z?-l)r(:) 
A:“(n)(lnA +Fi 
> 
, 
also uniformly in arg A, as A + ~0 in -T + A 5 arg A - arg c s -A, where 
results hold, in particular, for argA = 0. Regrouping the terms then gives 
2 Y!“(cr,p;A)-;e h%i/2A-o-l - F. bk(h A)‘-‘, 
= 
O<A<argc. These 
(5.9) 
as A + +a, and 
~~2)(a,p;A)-_~e”-“W2A-“-’ 2 bf (lnA)psk,
k-0 
as A + +m. Here the coefficients bk and bF are given by 
bk = (-Ilk (3 so (1) k@‘(a) ($‘-’ 
_ 
bf = (3 &t-l)‘(f) A!“‘(a) ($‘-‘. 
_ 
(5.10) 
(5.11) 
(5.12) 
Since CL, = :{Vr!” + YJ2)), by adding the expansions in (5.9) and (5.10) we obtain 
&(a, 6; A) - A-“-’ F. (-1)’ (3 AY(“(a)(ln A)‘-’ (5.13) 
_ 
as A + +m, where 
x”(o) = 
2”+T[(a + v + 1)/2] 
r[(l-a+v)/2 . 
(5.14) 
In deriving (5.13), we have used the relation T(z)I’(l - z) = n/sin TZ. 
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6.ASYMPTOTIC EXPANSION OF R&l 
We now turn our attention to the Hankel transform 
%(A) = I- Jv(Af)f(t) dt (A real) (6.1) 
0 
and wish to obtain an asymptotic expansion ear +m for &(A). We assume that f(t) satisfies 
the conditions (+0-(v) of Section 2, and that the integral in (6.1) exists uniformly for all large 
positive values of A. 
Let a be a tixed number in 0 <(I < 1, and break the integral into two parts &(A) and 
&(A) corresponding to the intervals (0, a) and (a, a~), respectively. Thus 
I 
a 
i-l”.l(A) = J,(At)f(t) dt 
0
i-&(A) = 
We first evaluate the integral Q,,(A). Define inductively to(t) = f(t), and 
fk(t) = f;-l(t) - (v + k)fk-,(t)f-‘, k = 1, . . ,, q. (6.4) 
Then we obtain 
LEMMA 3. Under the conditions (i) and (iv) of Section 2, 
f-&z(A) = ki, yfk-l(o)J"+*(nn) + 0 1 
= ( > p 
as A ++a~. 
Proof. From the well-known differentation formula 
$[t”‘J”+,(r)l = f”+‘J”(t), 
it follows by partial integration 
j- J,(At)f(t)dt = ;Jv+,(At)f(t) -; 1 Jv+l(AOfO) dt. 
(6.2) 
(6.3) 
(6.5) 
(6.6) 
(6.7) 
Since f(t) is bounded on (0, m) by condition (iv) and 
h(t) = t-+-~?r +O(t-3’2) 
> 
(6.8) 
as t++m, we have Jy+dAtlf(t)+O as t ++a, for any positive A. Hence, (6.7) gives 
&,(A) = -; J,+,(Aa)fo(al-+ Irn Ju+dAt)fdt) dt. 
D 
(6.9) 
This procedure can be repeated q times, and finally leads to 
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Returning to (6.4), it is easy to see that there are constants cl,. . ., c, such that 
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f&) = f”‘(t) + k$, Ckp-k’(t)t-k. (6.11) 
Since f(4-k)(t)t-k = O(tmk) as t + +m, the integrals 
-I 
m 
J,+,r(At)f’4-k’(t)t-k d , k = 1, . . ., 9, 
all converge uniformly for sufficiently large values of A. 
this result also holds when k = 0. Thus 
By the second half of condition (iv), 
converges uniformly for all sufficiently large positive values of A. This of course means that for 
any given E > 0, there exists a constant r independent of A such that 
II 
m 
7 
J~+&At)fg(r) dt < ;. 
I 
A -_)a~ for every fixed t > 0, we have by the Lebesque dominated Since J,+,&At)+ 0 as 
convergence theorem 
for sufficiently large A. Coupling the last two estimates yields 
I 
m 
lim A-D+- ~ Jy+q(Af)fP(f) dt = 0. 
The asymptotic evaluation of &i(A) is given in Theorem 1 below. Before proceeding, one 
further result is required. 
LEMMA 4. Let 0 < a < 1, Re (a 2 V) > -1 and /I be arbitrary. Then, as A ++a~, 
I 0Q t”(-ln t)@k(At) dt = &(a, B; A) - k$, $$ @-t(cr, /3; a)&.+rXAa)+ o(A-‘), (6.12) 
where &,(a, /j; A) is the comparison function given in (3.9)-(3.11), and pk(U, 8; t) is defined 
inductively by po(a, /3; t) = t”(-ln t)‘, and 
$Jk(a, 8; t) = &(a, B; t) - (V + k)@-i(a, j?; t)t-‘, k = 1,. . . . 9. (6.13) 
Proof. Recall that in Section 3 we have cut the complex f-plane from t = 0 to t = --a0 along 
the negative real axis and from t = 1 to f = +m along the positive real axis so that the function 
po(a, B; t) = t”(-in t)a (6.14) 
is well-defined and analytic in the cut t-plane. 
In view of the formula 
L(t) = :{H,“‘(t) + H,‘“(t)}, (6.15) 
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one may write 
I 
a 
t”(-ln t)8.JY(Af) dr = 1 {H, + &}, (6.16) 
0 
where 
I 
0 
H, = t”(-ln t)@H “‘(At) dt Y 
0 
I 
0 
Hz= r”(-In t)8H,“‘(At) dt. 
0 
(6.17) 
(6.18) 
In HI and H2 we deform the paths of integration as indicated in Figs. 1 and 2, respectively. 
,&+ .+2& 
o-c z 
ii,. 1. Fig. 2. 
By Cauchy’s theorem 
I 
a 
H, = ‘P%Y, /3; A) + P(-ln t)@H “‘(At) dt Y 
E 
I 
0 
HZ = Yv’)(a, /3; A) + t”(-ln t)@H ‘“(At) Y dt , 
E 
where \y!‘) and ~,,(*’ are given in (3.9) and (3.10). 
From the differentiation formula 
;{r”+‘ti:2,(t)} = t”+‘H,(‘)(t), 
we have by successive integration by parts 
where &) = t&r, /3; r) for k = 0, 1, . . ., q, and the remainder S,(A) satisfies 
&)~q(At) dr. 
Since 
H,“‘(@ _ (y ei(z-vlrlZ-w/4~ 
as z + Q) in -_g + A s arg z s 2n + A(A > 0), it follows from (6.23) that 
&(A) = O(A-q-'n) = o(A-") as A + +w. 
(6.19) 
(6.20) 
(6.21) 
(6.22) 
(6.23) 
(6.24) 
(6.25) 
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Furthermore, the approximation (6.24) gives 
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H$!!k(Ac)=O(e-“\), k=l,..., q, (6.26) 
as A + +Q), where l = sin (arg c) > 0. Coupling the results of (6.25) and (6X), we get 
I 
(I 
ta(-ln t)BHo)(At) dt = - Y 7 Pk-,(@%od+ 4A-‘) 
c 
as A ++m. Similarly, 
I 
cl 
t”(-ln t)BH>“(At) dt = - e (-1)’ 7 cpk-,(a)@!kh) + O(A-‘) c k=O A 
(6.n) 
(6.28) 
as A + +m. We now substitute (6.27) and (6.28) into (6.19) and (6.20), respectively, and add the 
resulting expressions together. This gives 
I o’ t”(-ln t)@J,(At) dt = i {~!i)(~, p; A) + Yy!*)(a, p; A)}- 2 y ~~-i(q)&.+~Ac)+ o(A-‘) 
(6.29) 
as A -P +m, on account of (6.15). Since R, = i{V,,(“+ (u,o)j, we obtain (6.12) at once from (6.29). 
With the results obtained thus far, we may now proceed to establish the following central 
theorem of our paper. 
THEOREM 1. With the conditions of Section 2, 
WA) = 2 cJL(a., B.; A) + o(A-9), 
n-0 
as A + +m, where m satisfies 
Rea,+l=q<Rea,,,+i+l (6.31) 
and the function &,(a, /3; A) has the asymptotic expansion (3.12). 
If q = m, by examining the behavior of &(a, /3; A) given in (3.12), we may w#e the above 
result as 
fL(A) - “go dL(a., Pm; Ah as A ++m. (6.32) 
Proof of Theorem 1. Let 0 C a < 1 and write 
&(A) = Q,,(A) + fL.z(A), (6.33) 
where n,,(A) and &.,(A) have the same meaning as in (6.2) and (6.3). The asymptotic 
evaluation of &(A) is given in Lemma 3. 
Choose m = m(q) as in (6.31), and define 
(6.34) 
(6.35) 
for 0 < t 5 a c 1. As t + O+, we have from conditions (ii) and (ii) 
r,(t) - cmtam(-ln t)@m (6.36) 
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r,“‘(t) = O(tam-‘(-ln t)@m), k = 1, . . ., q. (6.37) 
As before we define r,,,,,,(t) = r,,,(t) and 
r,‘,,,,(t) = &l,,(t)- (v + k)n-L"(t)?-', k = 1, . * .T 4. 
Using induction on k gives 
rk.m(f) = O(P*-‘(-ln t)@m), k = 1, . . ., 4, 
as t +O+. Since 
t” 
J,(t) - 
2T(a + 1) 
as t+O+, 
we have 
lim {rk_l,m(t)JY+IXt)} = 0, 
t-lo+ 
k = 1,. . ., 4. 
(6.38) 
(6.39) 
(6.40) 
(6.41) 
This result plus the differentiation formula (6.6) enables us to prove that 
a 
r,,,(t)Jy(At) dt = - 2 (-Uk - h-,,m(a)Jv+dAa) +- 
k-l Ak 
~qAOJv+qW dt. (6.42) 
By the Lebesque dominated convergence theorem, the last integral is o( 1) as A + +a. Hence 
a 
r,,,(t)Jv(At) dt = - - rk-l,,(a)J,+dAa) + o 
as A++m. 
From (6.34) it follows that 
I 0 
’ s,(t)J,(At) dt = 2 c. 1’ cp(a,,, &; t)Jv(At) dt. 
n-0 0 
Since cp(a, B; t) = t”(-ln t)@, by Lemma 4 we have 
(6.43) 
6.44) 
I ’ s,(t)Jv(At) dt = go ~,&(a,, Bn; A) - $, F Sk--l(a)Jv+L(Aa) +0 ($9 (6.45) 0 = = 
as A ++a~, where 
&-l(t) = 2 cnvk-l(an, &; th k = 1,. . ., 4. (6.46) 
n-0 
Note that for k = 1, . . ., q. 
rk-I,,&) = fk-l(t) - &-l(t)* 
Therefore, combination of (6.35), (6.43) and (6.45) yields 
(6.47) 
(6.48) 
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as A -++a~. This result pius (6.5) gives 
%(A) = 2 C”&(Q., &; A) + o(A-q), 
n-0 
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(6.49) 
as A ++a~, which is identical with the statement of the theorem. 
Remark. A similar result can be obtained for the K-transform of a function f(t) defined by 
(li 
@v(A) = K(Ar)f(r) dt. (6.50) 
Since the kernel function here is exponentially decaying at infinity, this result is proved exactly 
in the same way as in the case of the Laplace transform (see [6]). The following theorem is thus 
stated without proof. 
THEOREM 2. If the integral in (6.50) exists absolutely for some A = A0 and if f(t) has an 
asymptotic expansion of the form (2.3) then Q,(A) given in (6.50) satisfies 
in (arg AI I r/2-A, uniformly with respect to arg A, where @“(a, /3; A) is the comparison 
function given in (3.5) (with c real and 0 C c < 1). 
7. EXAMPLES 
We have chosen four examples to illustrate various points in the use of the asymptotic 
formulas given in the preceding sections. In each case the proof that the given function satisfies 
the required conditions is almost trivial and will not be given. 
Example 1. Consider the finite integral 
@(A) = 
I 
’ (-ln t)-“2Ko(At) dt. 
0 
In the notation of Section 3 we have 
a=O, /3=-f, Y=O, ~~1. 
(Here we allow c = 1). By (3.8) 
@(A)-A-‘% (-1)’ Ao”‘(0) (In A)-"2-' 3
r-0 
as A + 03 in larg A 1s ?r/2 - A. Note that 
(-p) = 1, (-:“) = -5, &(0)2, 
&l(O) =51n2+ Fr 
0 
; . 
(7.1) 
(7.2) 
(7.3) 
(7.4) 
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Thus the first two terms of the expansion in (7.3) give 
@(A)--J- I [ ?+A h(ln A)“* 2 4 7rln2+d/?rr) ! 1 01 I 2 in 
aS A+a in largAIzGq/2-A. 
Example 2. Consider the K-transform 
@v(A) = -dt, O<Jargal<n; 
where Re (a + V) > - 1. For 0 < t < e-l”‘, we have the convergent expansion 
ta - 
- = z a-lnt nEO 
(-a)“?“(-In f)-“-I, 
which of course implies that 
t” - 
-_ 
a-lnt c (-a)“cp(a, -4 - 1; th n=O 
as t -+O+. By Theorem 2 
WA) - 2 (-aPD,(cu, -n - 1; A), 
II-0 
(7.5) 
(7.6) 
(7.7) 
(7.8) 
(7.9) 
as A + UJ in larg AI 5 ?r/2 - A. Since each term in the above series can be expanded in powers of 
(In A)-’ 
@,(a, -n - 1; A) - A-“-’ z (-1)’ (-‘r ‘) A!“(a)(ln A)-n-r-‘, (7.10) 
we obtain by regrouping the terms 
@,(A) - A-p-’ 2 b,(ln A)-m-‘, (7.11) 
m=O 
as A+w in jargAII?r/2-A, where 
b, = g (-a)“-’ (T) A,,(‘)(a). (7.12) 
If M[K,; z] denotes the Mellin transform of K, then we may express the exponential 
generating function of 6, as 
For an alternative derivation of this result, see [8, (2.33)]. 
Example 3. Consider the Hankel transform 
(7.13) 
(7.14) 
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As I +O’, we have 
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1 - -- z l+tlnt n=O 
t”(-ln t)“. (7.15) 
The conditions of Theorem 1 are clearly satisfied with 
q = =J, c, = 1, (Y, = n, 8” = n, Y = l/2. 
Therefore 
(7.16) 
By Proposition 2, 
R&n, n; A) - A-“-’ 2 (-1)’ 
0 
: ,&(n) (In AY 
r=O 
(7.17) 
(7.18) 
as A + +q for every n 2 0. Note that the series in (7.18) terminates after n + 1 terms, and by 
using Leibnitz’s rule we may rewrite (7.18) as 
fMn, n; A) - (-l)“~,“[A-“-‘x~da)l~=~ (7.19) 
as A ++m. Here D,, denotes the derivative with respect o CY and X&Q) has the same meaning 
as given in (3.13). The first few terms on the right-hand side of (7.17) give explicitly 
2 1nA 
%/z(A) - - 
1 3(lnA)*+* 
A +I\,-x;/*wp-27 .** (7.20) 
A simple calculation shows that xi/*( I) = 2 + In 2 + V(1/4), where q(z) denotes the logarithmic 
derivative of I(z). 
Example 4. Let f(t) = In t/(t - In t), and consider the integral 
It is easy to see that f is infinitely differentiable on (0, m) and as t + O’, 
f(t) - C (-l)“+‘t”(-ln t)-“. 
(7.21) 
(7.22) 
n-0 
Furthermore, the conditions of Section 2 are all satisfied with 
q = m, c, = (-l)“+‘, 
Thus we have from (6.32) 
(Y, = n, /3.=-n, v=O. (7.23) 
no(A) - 2 (-l)““no(n, -n; A), (7.24) 
II==0 
as A -+ +m. Since the second term in the above series has a non-terminating expansion in powers 
of (In A)-‘, it makes no sense to proceed beyond n = 1. Therefore an infinite expansion for 
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f&(A) is given by 
R. WONG 
floO)-~-$~ X$“(l)(InA)-‘-I, 
r-0 
(7.25) 
as A ++m. 
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