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Abstract—The ordered weighted `1 norm (OWL) was recently
proposed, with two different motivations: its good statistical
properties as a sparsity promoting regularizer; the fact that
it generalizes the so-called octagonal shrinkage and clustering
algorithm for regression (OSCAR), which has the ability to
cluster/group regression variables that are highly correlated. This
paper contains several contributions to the study and application
of OWL regularization: the derivation of the atomic formulation
of the OWL norm; the derivation of the dual of the OWL norm,
based on its atomic formulation; a new and simpler derivation
of the proximity operator of the OWL norm; an efficient scheme
to compute the Euclidean projection onto an OWL ball; the
instantiation of the conditional gradient (CG, also known as
Frank-Wolfe) algorithm for linear regression problems under
OWL regularization; the instantiation of accelerated projected
gradient algorithms for the same class of problems. Finally, a set
of experiments give evidence that accelerated projected gradient
algorithms are considerably faster than CG, for the class of
problems considered.
Index Terms—Sparsity, group sparsity, variable grouping,
atomic norm, dual norm, proximity operator, Tikhonov regu-
larization, Ivanov regularization, conditional gradient algorithm,
Frank-Wolfe algorithm, projected gradient algorithm.
I. INTRODUCTION
In signal processing and machine learning, much attention
has been recently devoted, not only to standard sparsity (usu-
ally enforced/encouraged by the use of an `1 regularizer, often
called LASSO [39]), but also to regularizers that encourage
structured/group sparsity [2]. Examples of such regularizers
include the group LASSO (gLASSO) [43], the sparse gLASSO
(sgLASSO) [37], the fused LASSO (fLASSO) [40], the elastic
net (EN) [48], and the octagonal shrinkage and clustering
algorithm for regression (OSCAR) [11] (for a more compre-
hensive set of references, see [2]).
The gLASSO (and its many variants and descendants [2],
[28]) require the prior specification of the group structure,
which is often unknown. The fLASSO, although not relying
on predefined groups, depends on the order of the variables,
making it unsuitable for machine learning problems, namely
linear or logistic regression; in these problems, the order of
the variables is usually arbitrary, thus regularizers should be
invariant under permutations thereof. In contrast, both EN and
the OSCAR were proposed for regression problems and are
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The OSCAR regularizer (which has been shown to outper-
form EN in feature grouping [11], [46]) consists of the `1 norm
plus a sum of pairwise `∞ penalties, simultaneously encour-
aging sparsity and equality in magnitude of the estimated vari-
ables. The proximity operator of the OSCAR regularizer can
be computed efficiently [45], [46], which means that regression
problems involving this regularizer can be efficiently addressed
by several (accelerated) proximal gradient algorithms, such as
FISTA [6], TwIST [9], or SpaRSA [42].
A regularizer containing OSCAR, the `1, and the `∞ norms
as special cases was recently proposed [10], [44]; we refer
to that regularizer, which is the central object of study in
this paper, as the ordered weighted `1 (OWL) norm. Whereas
in [10], the OWL norm was proposed because of its good
properties in terms of controlling the false discovery rate
(FDR) for variable selection with orthogonal design matrices,
in [44], it was motivated as a generalization of OSCAR, for its
ability to cluster/group regression variables. Very recently, the
statistical performance of OWL regularization was analysed,
showing its adequacy to deal with regression problems where
the design matrix includes highly correlated columns [19].
As in the case of OSCAR, the proximity operator of the
OWL norm can be computed efficiently [10], [44], with
the leading cost being that of a sorting operation. This fact
allows using proximal gradient algorithms (e.g., [6], [9], [42])
to solve inverse problems or supervised learning (namely,
linear regression) problems under OWL regularization in the
Tikhonov formulation [27]: i.e., unconstrained optimization
problems, where the objective function is the weighted sum
of a loss function with a regularizer. In this paper, we focus
on an alternative approach, sometimes known as the Ivanov
formulation [27], which takes the form of a constrained opti-
mization problem, where a loss function is minimized under
an upper bound constraint on the regularizer. In particular,
we consider tackling this problem using either the conditional
gradient (CG) (also known as Frank-Wolfe [25]) algorithm
or fast projected gradient algorithms. The CG algorithm takes
advantage of the atomic formulation of the OWL norm, which
is one the contributions of this paper. The projected gradient
algorithms are supported on an efficient method to compute
the Euclidean projection onto a ball of the OWL norm, which
is another contribution of this paper.
The main contributions of this paper are the following.
• Derivation of the atomic norm [15] formulation of the
OWL regularizer.
• Derivation of the dual of the OWL norm, taking advan-
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tage of its atomic formulation.
• Instantiation of the CG algorithm to handle the Ivanov
formulation of OWL regularization; more specifically:
– we show how the atomic formulation of the OWL
norm allows solving efficiently the linear program-
ming problem in each iteration of the CG algorithm;
– based on results from [25], we show convergence of
the resulting algorithm and provide explicit values
for the constants.
• A new derivation of the proximity operator of the OWL
norm, arguably simpler than those in [10] and [44],
highlighting its connection to isotonic regression and the
pool adjacent violators (PAV) algorithm [3], [8].
• An efficient method to project onto an OWL norm ball,
based on a root-finding scheme.
• Tackling the Ivanov formulation under OWL regulariza-
tion using projected gradient algorithms, based on the
proposed OWL projection.
The paper is organized as follows. Section II, after reviewing
the OWL norm and some of its basic properties, presents
the atomic formulation, and derives its dual norm. The two
key computational tools for using OWL regularization, the
proximity operator and the projection on a ball, are addressed
in Section III. Section IV instantiates the CG algorithm
and accelerated projected gradient algorithms to tackle the
constrained optimization formulation of OWL regularization
for linear regression. Finally, Section V reports experimental
results illustrating the performance and comparison of the
proposed approaches, and Section VI concludes the paper.
Notation
Lower-case bold letters, e.g., x, y, denote (column) vectors,
their transposes are xT , yT , and the i-th and j-th components
are written as xi and yj . Matrices are written in upper
case bold, e.g., A, B. The vector with the absolute values
of the components of x is written as |x|. For a vector
x, x[i] is its i-th largest component (i.e., for x ∈ Rn,
x[1] ≥ x[2] ≥ · · · ≥ x[n], with ties broken by some arbitrary
rule); consequently, |x|[i] is the i-th largest component of
x in magnitude. The vector obtained by sorting (in non-
increasing order) the components of x is denoted as x↓, thus
|x|↓ denotes the vector obtained by sorting the components of
x in non-increasing order of magnitude. We denote as P(x)
a permutation matrix (thus P(x)−1 = P(x)T ) that sorts the
components of x in non-increasing order, i.e., x↓ = P(x)x;
naturally, |x|↓ = P(|x|)|x|. Finally, 1 is a vector with all
entries equal to 1, whereas 0 = 01 is a vector with all entries
equal to zero, and  is the entry-wise (Hadamard) product.
II. THE OWL, ITS ATOMIC FORMULATION, AND ITS DUAL
A. The OWL Norm
The ordered weighted `1 (OWL) norm [10], [44], denoted
as Ωw : Rn → R+, is defined as
Ωw(x) =
n∑
i=1
|x|[i] wi = wT |x|↓, (1)
Fig. 1. OWL balls in R2 with different weights: (a) w1 > w2 > 0; (b)
w1 = w2 > 0; (c) w1 > w2 = 0.
where w ∈ Km+ is a vector of non-increasing weights, i.e.,
belonging to the so-called monotone non-negative cone [13],
Km+ = {x ∈ Rn : x1 ≥ x2 ≥ · · ·xn ≥ 0} ⊂ Rn+. (2)
OWL balls in R2 and R3, for different choices of the weight
vector w, are illustrated in Figs. 1 and 2.
Fig. 2. OWL balls in R3 with different weights: (a) w1 > w2 > w3 > 0;
(b) w1 > w2 = w3 > 0; (c) w1 = w2 > w3 > 0; (d) w1 = w2 > w3 = 0;
(e) w1 > w2 = w3 = 0; (f) w1 = w2 = w3 > 0.
The fact that, if w ∈ Km+ \{0}, then Ωw is indeed a norm
(thus convex and homogenous of degree 1), was shown in [10],
[44]. It is clear that Ωw is lower bounded by the (appropriately
scaled) `∞ norm:
Ωw(x) ≥ w1|x|[1] = w1 ‖x‖∞, (3)
with the inequality becoming an equality if w1 = 1, and w2 =
· · · = wn = 0. Moreover, Ωw satisfies the following pair of
inequalities, with respect to the `1 norm:
w¯ ‖x‖1 ≤ Ωw(x) ≤ w1 ‖x‖1, (4)
where w¯ = ‖w‖1/n is the average of the weights; the first
inequality is a corollary of Chebyshev’s sum inequality1, and
the second inequality is trivial from the definition of Ωw. Of
course, if w = w11, both inequalities in (4) become equalities.
Finally, as shown in [46], the following specific choice for
1According to Chebyshev’s sum inequality [24], if x,y ∈ Km+, then
1
n
xTy ≥
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)
=
1
n2
‖x‖1‖y‖1.
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the weights,
wi = λ1 + λ2(n− i), for i = 1, ..., n, (5)
where λ1, λ2 are non-negative parameters, makes the OWL
norm become the OSCAR regularizer, i.e.,
Ωw(x) = λ1‖x‖1 + λ2
∑
i<j
max{|xi|, |xj |}. (6)
showing that the OSCAR regularizer is a particular case of
the OWL norm [44].
B. Atomic Norms
Consider a set A ⊂ Rn (the collection of so-called atoms),
which is compact, centrally symmetric about the origin (i.e.,
a ∈ A ⇒ −a ∈ A), and such that conv(A) contains a ball
of radius  around the origin, for some  > 0 [15]. Then, the
atomic norm of some x ∈ Rn induced by A is defined as
‖x‖A = inf {t ≥ 0 : x ∈ t conv(A)} (7)
= γ(x|conv(A)), (8)
where γ(·|C) is the gauge function of a convex set C, defined
as γ(x|C) = inf {t ≥ 0 : x ∈ t C} [36].
For instance, taking A = {±ei} (the set of all the vectors
with one component equal to +1 or −1 and all the others equal
to zero, which has cardinality |A| = 2n) yields ‖x‖A = ‖x‖1,
whereas for A = {−1, +1}n (which has cardinality |A| =
2n), we obtain ‖x‖A = ‖x‖∞ [15]. The `2 norm is recovered
if A is the (infinite) set of all unit norm vectors.
The atomic set underlying some norm is not unique: given
an atomic set A and another set C 6⊂ A, such that C ⊂
conv(A), then ‖ · ‖A = ‖ · ‖A∪C . An atomic set A is called
minimal if there is no other set A′ strictly contained in A and
such that conv(A′) = conv(A).
Atomic norms can be defined, not only for vectors, but also
for matrices and other mathematical objects, and have recently
attracted considerable interest [15], [25], [34].
C. Atomic Formulation of the OWL Norm
Let A be an atomic set of the OWL norm, i.e., a set
such that Ωw(x) = ‖x‖A, for any x ∈ Rn. Because
Ωw(x) = Ωw(|x|↓), it is enough to find the subset of A in the
monotone non-negative cone Km+ (2). Let B = A∩Km+ be
this subset of atoms, and P± denote the signed permutation
group (also called hyperoctahedral group, i.e., the set of all
n× n matrices with entries in {0,−1,+1} and such that the
sum of the absolute values in each row and column is equal to
1). The complete set A is obtained from B simply by taking
all the signed permutations of all the elements thereof:
A = {Qb : Q ∈ P±,b ∈ B}. (9)
As in recent work [29], this set can also be written using the
notion of orbit of a vector b under the action of group P±
(i.e., the set P±b = {Qb : Q ∈ P±}):
A =
⋃
b∈B
P± b. (10)
The next theorem (the proof of which is given in Appendix
A) provides the explicit list of elements of B, such that A, as
given by (9)–(10), is indeed an atomic set of the OWL norm.
Theorem 1: Let Ωw be as defined in (1), where w ∈ Km+\
{0}. Let ‖·‖A be as defined in (7), where A is given by (9)
(or (10)), with
B =
{
b(1), ...,b(i), ...,b(n)
}
⊂ Km+, (11)
and each b(i) has the form
b(i) =
[
τi, ..., τi︸ ︷︷ ︸
i entries
, 0, ..., 0
]T
(12)
with
τi =
( i∑
j=1
wj
)−1
. (13)
Then, for any x ∈ Rn, ‖x‖A = Ωw (x).
The atomic sets in R2 and R3 are represented in Figs. 3–4.
Fig. 3. The atomic norm formulation of the ε-radius OWL ball in R2+.
Fig. 4. The atomic norm formulation of the ε-radius OWL ball in R3+.
In the general case, i.e., if the components of w are a strictly
decreasing positive sequence, the set A given in Theorem 1
is a minimal atomic set (see Section II-B). However, in some
particular cases, A is not minimal. For example:
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• if w = λ1, then Ωw(x) = λ‖x‖1, for which it is known
that the atomic set is simply P±b(1) [15], [29]. Although
not minimal in this case, the set A given in the theorem is
still a valid atomic set, since conv(A) = conv(P±b(1)).
• If w1 = λ and wj = 0, for j = 2, ..., n, then,
Ωw(x) = λ‖x‖∞, for which the atomic set is P±b(n)
[15], [29]. Again, although not minimal in this case,
the atomic set A in (9)–(10) is valid, in the sense that
conv(A) = conv(P±b(n)).
The `1 and `∞ norms are extreme examples of special cases
obtained by setting a subset of the components of w to zero,
or having (sub)-sequences of identical values. In those cases,
although A may not be a minimal atomic set, it is still a valid
one, and we will use the general definition in (9)–(10).
Since A is a finite set, conv(A) is a convex polytope
(see Appendix A). Moreover, it is obvious that conv(A) is
a full-dimensional convex polytope. In the general case (if the
components of w are a strictly decreasing positive sequence),
A is a minimal atomic set and the vertices of conv(A) are
the elements of A, that is, vert(conv(A)) = A. Even if A is
not a minimal atomic set, the following inclusion is valid with
generality vert(conv(A)) ⊆ A [47].
Because each b(i) ∈ B has repeated components,
|P±b(i)| < |P±| = 2n n!. For example, since any component
permutation leaves b(n) unchanged, |P±b(n)| = 2n. In fact, it
is clear that |P±b(i)| =
(
n
i
)
2i, which allows concluding that
the cardinality of A is
|A| =
n∑
i=1
(
n
i
)
2i = 3n − 1, (14)
because each orbit P± b(i) is disjoint from all the others. Of
course, if A is not minimal, |vert(conv(A))| < |A|.
D. Dual Norm
Given a norm Ωw, its dual norm is defined as
Ω∗w (x) = ‖x‖∗A = max
Ωw(u)≤1
uTx = max
‖u‖A≤1
uTx. (15)
Using the atomic formulation, we can further write
‖x‖∗A = max
u∈conv(A)
uTx = max
a∈A
aTx, (16)
where the second equality results from the fundamental theo-
rem of linear programming (see, e.g., [7]), according to which
the maximum of a linear function over a convex polytope is
attained at one (or more) of its vertices, and (as mentioned
above) the vertices are contained in A. Using (10) and (11),
‖x‖∗A = max
b∈B
max
Q∈P±
(Qb)Tx (17)
= max
b∈B
max
P∈Sn
(Pb)T |x| (18)
= max
b∈B
bT |x|↓, (19)
where Sn is the so-called symmetric group (i.e., the set of
all permutations of n symbols), the second equality results
from the fact that all the entries of b are non-negative, and
the third one from the classical Hardy-Littlewood-Po´lya (HLP)
inequality2 and the fact that b↓ = b, for any b ∈ B.
Let x(i) ∈ Ri be a sub-vector of x ∈ Rn, consisting of the i
largest (in magnitude) elements of x; for example,
∥∥x(1)∥∥1 =‖x‖∞ = |x|[1] and ∥∥x(n)∥∥1 = ‖x‖1. Using this notation, and
inserting in 16 the form of the elements of B shown in (12),
yields the following lemma:
Lemma 1: The dual norm of Ωw is given by
‖x‖∗A = Ω∗w (x) = max
{
τi
∥∥x(i)∥∥1, i = 1, · · · , n} . (20)
Naturally, this lemma recovers the well-known duals of the
`1 and `∞ norms. For w = λ1, Ωw(x) = λ‖x‖1, τi = 1/(i λ),
and the maximum in (20) is achieved for i = 1, thus Ω∗w (x) =
‖x‖∞/λ. With w1 = λ and wj = 0, for j = 2, ..., n, we have
Ωw(x) = λ‖x‖∞ and τi = 1/λ; the maximum in (20) is
achieved for i = n, thus Ω∗w (x) = ‖x‖1/λ.
III. KEY COMPUTATIONAL TOOLS FOR OWL
REGULARIZATION
The key computational tools for using some norm as a
regularizer are, arguably, the corresponding Moreau proximity
operator [36], [5], and the Euclidean projector onto balls of
that norm, which are the focus of this section.
A. Proximity Operator of the OWL Norm
Although the proximity operator of Ωw (see [5]),
proxΩw(v) = arg minx
1
2
‖x− v‖22 + Ωw(x), (21)
has been derived in [10] and [44], we present here a new,
simpler derivation, based on a recent result in [32]. We begin
with three simple lemmas (see also [10]) about proxΩw .
Lemma 2: The signs of proxΩw(v) match those of v, thus
proxΩw(v) = sign(v) proxΩw(|v|).
Proof: The lemma results from the facts that Ωw(x) =
Ωw(|x|) and ‖v− sign(v) |x|‖22 ≤ ‖v − x‖22, for any x.
Lemma 3: The proximity operator of proxΩw(v) satisfies
proxΩw(v) = sign(v)
(
P(|v|)T proxΩw(|v|↓)
)
. (22)
Proof: Given Lemma 2, consider, without loss of gen-
erality, that v ∈ Rn+. The facts that Ωw(x) = Ωw(Px) and
‖P(v − x)‖22 = ‖v − x‖22, for any permutation P, immedi-
ately yield the result.
Lemma 4: If v ∈ Km+, then proxΩw(v) ∈ Km+.
Proof: Write the objective function in (21) as
1
2
‖x− v‖22+Ωw(x) =
1
2
‖x‖22+
1
2
‖v‖22−vTx+Ωw(x), (23)
and notice that all the terms except vTx are invariant under
signed permutations of its arguments. The HLP inequality2
guarantees that, since v ∈ Km+, then vT |x|↓ ≥ vTx, for any
x, showing that the minimizer of (23) has to be in Km+.
Lemmas 2, 3, and 4 show that we only need to compute
proxΩw for arguments in Km+, and that the result is in Km+.
2For any pair of vectors x,y ∈ Rn, it holds that xTy ≤ xT↓ y↓ [24].
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Since w,x ∈ Km+, thus Ωw(x) = wTx, we are left with the
problem of computing
arg min
x∈Km+
1
2
‖x− v‖22 +wTx = arg min
x∈Km+
1
2
‖x− (v −w)‖22,
which is the Euclidean projection of (v −w) onto Km+. As
recently shown [32], the projection onto Km+ can be obtained
by first computing the projection onto the monotone cone3
Km, followed by a projection onto the first orthant (simply
thresholding at zero). The projection onto the monotone cone
can be computed efficiently (with cost O(n)) by the pool
adjacent violators (PAV) algorithm for isotonic regression [3],
[8], [18]. In summary, proxΩw can be computed as
proxΩw(v) = sign(v)
(
P(|v|)T projRn+
(
projKm(|v|↓−w)
)
,
(24)
where projKm is computed via the PAV algorithm, while
projRn+ is a simple clipping operation.
Interestingly, this coincides (almost) exactly with the algo-
rithms proposed in [10] and [44], although those works don’t
mention the connection to the PAV algorithm. Finally, it is
worth pointing out that the leading computational cost of this
algorithm is O(n log n), corresponding to the sorting of v into
|v|↓, since all the other operations in (24) have O(n) cost.
B. Projection Onto an OWL Ball by Root Finding
The projection of some v ∈ Rn onto an -radius OWL ball
Gw ≡ {x : Ωw(x) ≤ } is given by
projGwε (v) = arg minx∈Gwε
‖v − x‖22 . (25)
As far as we know, it is not possible to compute projGwε in
closed form (i.e., with a fixed and a priori known number of
operations, as is the case of proxΩw in the previous subsec-
tion), thus we consider here a root-finding-based approach, as
proposed in [23], [26], [38], and which is related to efficient
methods for projecting onto `1 balls [16].
Of course, if Ωw(v) ≤ , then projGwε (v) = v, thus we will
focus on the non-trivial case Ωw(v) > , which means that
Ωw
(
projGwε (v)
)
= . The Lagrangian for (25) is
L(x, θ) =
1
2
‖x− v‖22 + θ
(
Ωw(x)− ε
)
,
where θ ≥ 0 is the Lagrange multiplier. Clearly, for any θ, the
minimizer of the Lagrangian is given by
xˆ(θ) = arg min
x
L(x, θ) = prox θΩw (v) , (26)
showing that the projection is obtained by computing the
proximity operator for a certain value of θ. Since (25) is a
convex and strictly feasible problem, strong duality holds, thus
the optimal primal solution is xˆ(θ∗), where θ∗ is the optimal
value of the Lagrange multiplier, found by imposing primal
feasibility, i.e., Ωw(xˆ(θ∗)) = . Defining the function
g(θ) = Ωw
(
xˆ(θ)
)− ε, (27)
3The monotone cone is defined as Km = {x ∈ Rn : x1 ≥ x2 ≥ · · · ≥
xn}; notice that, differently from (2), the final inequality xn ≥ 0 is absent,
thus Km is not contained in the first orthant.
Algorithm Projection onto OWL ball
1. Input: v,w, ε
2. Output: x = projGwε (v)
3. if Ωw(v) ≤ ε
4. then x = v
5. else remove signs: s = |v|
6. sort: u = P(s)s
7. define: g(θ) = wT projKm+(u− θw)− ε
8. find root: θ∗ = findroot(g, 0, u[1]/w¯)
9. project: x = projKm+(u− θ∗w)
10. unsort: x = P(s)Tx
11. restore signs: x = sign(v) x
12. return x
Fig. 5. Projeciotn onto OWL ball via root finding.
shows that the optimum θ∗ is a root of g, that is g(θ∗) = 0,
suggesting that θ∗ can be found by some root-finding tech-
nique [23], [26], [38]. This suggestion is in fact reinforced by
the following lemma (rephrased from [38])
Lemma 5: On the interval [0,Ω∗w(v)], the function g de-
fined in (27) is continuous, monotonically decreasing, and
satisfies: g(0) > 0; for θ ≥ Ω∗w(v), g(θ) = −ε < 0.
Consequently, g has a unique root.
In order to find the root of g, we adopt the Van Wijn-
gaarden–Dekker–Brent method [14], [33] (which is used, for
example, in MATLAB’s fzero function). However, a naı¨ve
application of this method to function g requires the repeated
computation of proxΩw , the cost of which is dominated by a
sorting operation. The following lemma (the proof of which is
almost identical to those of Lemmas 2 and 3, thus we omit it),
together with Lemma 4 (which guarantees that the proximity
operator does not “unsort” its argument) opens the door to a
more efficient scheme, which requires only one sorting.
Lemma 6: The projection projGwε (v) satisfies
projGwε (v) = sign(v)
(
P(|v|)T projGwε (|v|↓)
)
. (28)
This lemma is exploited by noticing that
proxθΩw(|v|↓) = projKm+(|v|↓ − θw) (29)
= projRn+
(
projKm(|v|↓ − θw),
)
(30)
as is clear from 24 and Lemma (4), because |v|↓ ∈ Km+. The
proposed algorithm is presented in Fig. 5.
Some comments about the algorithm: in line 8, the function
findroot(g, θmin, θmax) finds a root of g in [θmin, θmax]
(using the above mentioned Van Wijngaarden–Dekker–Brent
method), where θmin = 0 and θmax = u[1]/w¯ is an upper-
bound on Ω∗w(v), which results from the first inequality in (4);
the projector projKm+ (lines 7 and 9) is implemented by the
PAV algorithm followed by clipping at zero (see (29)–(30));
the leading cost of the algorithm is O(n log n), associated to
the unique sorting operation in line 6; all the other steps have
O(n) cost.
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IV. SOLVING OWL-REGULARIZED PROBLEMS
A. Regularization Formulations
There are three standard formulations to combine a regu-
larizer (here, Ωw) and a data-fidelity term (here, simply the
least squares cost typically used in linear regression, with an
m× n design matrix H):
1) Tikhonov regularization (referred to as OWL-T)
min
x
1
2 ‖y −Hx‖22 + τ Ωw(x), (31)
2) Morozov regularization (referred to as OWL-M)
min
x
Ωw(x), s.t. ‖y −Hx‖2 ≤ δ, (32)
3) Ivanov regularization (referred to as OWL-I)
min
x
1
2 ‖y −Hx‖22 , s.t. Ωw(x) ≤ ε, (33)
where τ , δ ,and ε are regularization parameters. Since they
are convex, these three problems are equivalent (under mild
conditions), in the sense that it is possible (though, in general
as difficult as solving the problem itself) to adjust the reg-
ularization parameters such that the solutions are the same
[36]. However, in practice, it may be more convenient to
use one or another of these formulations, either because it
is easier to adjust the corresponding parameter or because the
optimization problem can be more efficiently dealt with.
The OWL-T formulation (31) can be addressed efficiently
with proximal gradient algorithms, such as FISTA [6], TwIST
[9], or SpaRSA [42], since (as shown in Section III-A) it is
possible to compute the proximity operator proxΩw efficiently
(with O(n log n) cost).
The OWL-M formulation (32) can also be addressed effi-
ciently using proxΩw , via algorithms based on the alternating
direction method of multipliers [1], [12]. Alternatively, since
Ωw is a gauge, it may be possible to use the method in [41];
we will explore this possibility in future work.
This paper focuses on the OWL-I formulation (33), show-
ing how can be addressed using either the conditional gra-
dient (CG) algorithm (also known as the Frank-Wolfe al-
gorithm [22], [25], briefly reviewed in Appendix B), or
projected/proximal gradient algorithms (namely, accelerated
versions such as FISTA or SpaRSA). The key different be-
tween the two approaches is that projected gradient algorithms
require computing a projection onto the ball Gwε ≡ {x :
Ωw(x) ≤ ε} at each iteration, while CG does not involve
any projections, but a simpler linear problem at each iteration.
B. Conditional Gradient Algorithm for OWL-I
The CG algorithm is particularly well suited to tackle
problems where the feasible set is an atomic norm ball (as
(33)) [25]; it is a projection-free algorithm, simply requiring
the solution (at each iteration) of a linear problem of the form
max
x∈Gwε
vTx, (34)
for a given v ∈ Rn (see Appendix B), the value of which
defines the so-called support function of set Gwε [5], [36]. Since
Gwε is the ball of a norm, the value of (34) coincides (up to a
factor, which is 1 if ε = 1) with the corresponding dual norm.
Algorithm Conditional Gradient for OWL-I
1. Input: H, y, w, ε
2. Output: approximate solution of (33)
3. Initialization: x0 ∈ Gwε .
4. k = 0
5. repeat
6. gk = HT (y −Hxk) (* negative gradient *)
7. sk = arg max
s∈Gwε
sTgk
8. γk = arg minγ∈[0,1] f
(
xk + γ (sk − xk)
)
9. xk+1 = xk + γk(sk − xk)
10. k = k + 1
11. until some stopping criterion is satisfied.
12. return xk
Fig. 6. Instance of the CG algorithm for problem OWL-I.
In the following paragraphs, we show how to instantiate
a CG algorithm to address the OWL-I problem (33), taking
advantage of the atomic formulation of the OWL norm and of
the quadratic nature of the objective function.
The OWL-I problem has the form (50) (Appendix B), with
f(x) = 12‖y −Hx‖22, thus −∇f(x) = HT (y−Hx), and the
CG algorithm for solving the OWL-I problem (33) is as shown
in Figure 6. Concerning line 7 of the algorithm, following a
similar chain of reasoning as in (16)–(19) yields
sk = sign(gk)
(
P(|gk|)T arg max
b∈B
bT |gk|↓
)
. (35)
In line 8, rather than a predefined step size, we take
advantage of the fact that the optimal step size can be obtained
in closed form, since the objective function is quadratic [20].
In fact, letting dk = sk − xk, it is trivial to show that
γk = arg min
γ∈[0,1]
f(xk + γ dk) = proj[0,1]
(
dTk gk
‖Hdk‖22
)
, (36)
where proj[0,1](a) = max{min{1, a}, 0}. As shown below,
this choice has the additional benefit of providing, as a zero-
cost byproduct, a duality gap that upper-bounds the accuracy
of the current iterate and can be used in a stopping criterion.
The leading computational cost of line 8 of the algorithm,
as implemented in (36), is O(nm) associated to computing
the matrix-vector products involving H ∈ Rm×n. The com-
putational cost of line 7 (given in (35)) is dominated by the
O(n log n) cost of the sorting operation. The total cost of each
iteration of the algorithm is thus O(n max{m, log n}).
The next theorem (proved in Appendix C, as a corollary
of Theorem 1 in [25]) guarantees primal convergence of this
instance of CG algorithm, providing explicit values for the
constants.
Theorem 2: Consider problem (33) (with x∗ denoting one
of its solutions) and the CG algorithm in Figure 6. Letting
f(x) = 12‖Hx− y‖22, the iterates satisfy
f(xk)− f(x∗) ≤ 8 ε
2 L
w¯2 (k + 2)
, (37)
where L = λmax(HTH) (the largest eigenvalue of HTH) and
w¯ is as defined in (4).
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Theorem 2 shows that the number of iterations required to
obtain an -optimal solution (i.e., such that f(xk)−f(x∗) ≤ )
grows like O(1/). In some problems, it may not be easy
to know the Lipschitz constant L, making (37) useless as
a stopping criterion; moreover, as shown below, the bound
provided in theorem is very loose. However (as show in [25]),
it is possible to define the following surrogate duality gap,
g(x) = max
s∈Gwε
(x− s)T∇f(x); (38)
since f is convex (thus lower bounded by its local linear
approximation) and x∗ ∈ Gwε ,
f(x∗) ≥ f(x) + (x∗ − x)T∇f(x) (39)
≥ f(x) + min
s∈Gwε
(s− x)T∇f(x), (40)
thus g(x) ≥ f(x) − f(x∗), providing a certificate for the
current approximation accuracy. At each step of the algorithm,
this duality gap is given by
g(xk) = (xk − sk)T∇f(xk) = dTk gk, (41)
which is precisely the numerator in (36), showing that it is
obtained at no additional cost. A typical use of the duality
gap as a stopping criterion is to run the algorithm until the
condition g(xk) ≤  (for a given  > 0) is satisfied, at which
point it is guaranteed that f(xk)− f(x∗) ≤ .
C. Accelerated Projected Gradient Algorithms for OWL-I
With the OWL projection (projGwε ) addressed in subsection
III-B, the OWL-I formulation (33) can be efficiently addressed
by accelerated projected gradient algorithms.
1) SpaRSA: the sparse reconstruction by separable ap-
proximation algorithm [42] is an accelerated variant of the
classical iterative shrinkage-thresholding (IST) algorithm [17],
[21], which obtains its speed from using the Barzilai-Borwein
(BB) step-size selection criterion [4], [20]. Its application
to solve the OWL-I problem leads to the algorithm shown
in Fig. 7. Lines 9 and 10 implement the BB spectral step-
size selection with safeguards (i.e., bounded to the interval
[αmin, αmax]). The acceptance criterion in line 15 guarantees
that the objective function decreases (see [42] for details).
Notice that, unlike other projected gradient and proximal
gradient algorithm, knowledge of L (the largest eigenvalue
of HTH) is not required, due to the inner backtracking loop.
2) FISTA: the fast iterative shrinkage-thresholding algo-
rithm [6] is another fast variant of the IST algorithm, where
the acceleration is based on Nesterov’s technique [31], [30].
Because SpaRSA does not require prior knowledge of L,
we describe a version of FISTA with backtracking (also
proposed in [6]), which also does not require knowing this
parameter. The resulting instantiation of FISTA to address
OWL-I problem is as shown in Fig. 8.
V. EXPERIMENTS
This section reports experiments to compare the perfor-
mance of CG, FISTA, and SpaRSA, in solving linear regres-
sion problems with the OWL-I regularization formulation. In
particular, we focus on the OSCAR regularizer [11], which is
Algorithm SpaRSA for OWL-I
1. Input: H, y, w, ε
2. Output: approximate solution of (33)
3. Parameters: η > 1, 0 < αmin < αmax
4. Initialization: α0, x0 ∈ Gwε
5. v0 = x0 −HT (Hx0 − y) /α0
6. x1 = projGwε (v0)
7. k = 1
8. repeat
9. αˆk =
‖H(xk − xk−1)‖22
‖xk − xk−1‖22
10. αk = max {αmin,min {αˆk, αmax}}
11. repeat
12. vk = xk −HT (Hxk − y) /αk
13. xk+1 = projGwε (vk)
14. αk ← η αk
15. until ‖Hxk+1 − y‖2 ≤ ‖Hxk − y‖2
16. k ← k + 1
17. until some stopping criterion is satisfied
18. return xk
Fig. 7. Instance of the SpaRSA algorithm for problem OWL-I.
Algorithm FISTA for OWL-I
1. Input: H, y, w, ε
2. Output: approximate solution of (33)
3. Parameter: η > 1
4. Initialization: α0, x0 ∈ Gwε
5. t0 = 1
6. u1 = x0
7. k = 1
8. repeat
9. αk = αk−1
10. xk = projGwε
(
uk −HT (Huk − y) /αk
)
11. while ‖Hxk − y‖2 > Qαk(xk,uk)
12. do αk ← η αk
13. xk = projGwε
(
uk −HT (Huk − y) /αk
)
14. tk+1 =
(
1 +
√
1 + 4t2k
)
/2
15. uk+1 = xk + tk−1tk+1 (xk − xk−1)
16. k ← k + 1
17. until some stopping criterion is satisfied
18. return xk−1
Fig. 8. Instance of FISTA (with backtracking) for problem OWL-I. The
function Qα(x,u) used in line 11 is defined as (see [6] for details):
Qα(x,u) = ‖Hu− y‖22 + 2 (x− u)THT (Hu− y) + α2 ‖x− u‖22.
a particular instance of the OWL norm (see Section II-A).
All algorithms are implemented in MATLAB and run on
a 64-bit Windows-7 computer, with an Intel Core i7 3.07
GHz processor and 6.0 GB of RAM. As described below, we
considered both synthetic datasets and a real dataset.
A. Conditional Gradient
We consider a regression problem (similar to one in [11])
where the observations are generated according to y =
Hxtrue + n, with H ∈ R1000×1000 generated such that the
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covariance between columns i and j is cov(hi,hj) = 0.7|i−j|,
then centered and standardized; the noise is Gaussian with
variance 0.01 and
xtrue = [0 · · · 0︸ ︷︷ ︸
150
, 3 · · · 3︸ ︷︷ ︸
50
, 0 · · · 0︸ ︷︷ ︸
250
,
−4 · · · − 4︸ ︷︷ ︸
50
, 0 · · · 0︸ ︷︷ ︸
250
, 6 · · · 6︸ ︷︷ ︸
50
, 0 · · · 0︸ ︷︷ ︸
200
]. (42)
We consider an OSCAR (λ1 = 10−6 and λ2 = 2λ1) ball of
radius ε = 1. Following analysis in Section IV-B, the stopping
criterion is dTk gk ≤  where dTk gk is the duality gap at k-th
iteration, and  is the tolerance. The dependency of the number
of total number of iterations and the final MSE (defined as
‖xk − xtrue‖22 /103) with respect to  is shown in Figure 9.
The evolution of the bound in Theorem 2, the surrogate
duality gap (dTk gk), and f(xk)−f(x∗) (where x∗ is obtained
when k = 2×106), over the iterations are shown in Figure 10,
from which, we can confirm that the surrogate duality gap is
much tighter than that in Theorem 2.
Fig. 9. Evolutions of number of iterations and MSE over the tolerance .
Fig. 10. Evolutions of bound in Theorem 2, surrogate duality gap, and
f(xk)− f(x∗), over the iterations.
B. CG, SpaRSA, and FISTA
This section compares the performance of CG, FISTA (both
with and without backtracking), and SpaRSA in addressing
the OWL-I formulation and the OWL-T formulation. To fairly
compare these two different formulations, the experiments
were conducted as follows:
• Obtain an accurate estimate x∗ of the OWL-T for-
mulation, using FISTA with a tight stopping criterion
‖xk+1 − xk‖ / ‖xk‖ ≤ 10−8;
• Solve the OWL-I problem with radius ε = Ωw(x∗) (with
this radius, the solution of the OWL-I problem will also
be x∗).
We show the evolutions of ‖xk − x∗‖2, for CG, FISTA
(with and without backtracking) and SpaRSA. CG is used to
solve OWL-I, while FISTA and SpaRSA solve both OWL-T
and OWL-I. The experimental setups are as follows. The target
vector is (1000 d)-dimensional (d ∈ N),
xtrue = [0 · · · 0︸ ︷︷ ︸
150d
, 3 · · · 3︸ ︷︷ ︸
50d
, 0 · · · 0︸ ︷︷ ︸
250d
,
−4 · · · − 4︸ ︷︷ ︸
50d
, 0 · · · 0︸ ︷︷ ︸
250d
, 6 · · · 6︸ ︷︷ ︸
50d
, 0 · · · 0︸ ︷︷ ︸
200d
], (43)
and matrix H is one of the following:
(i) H ∈ R1000d×1000d is generated as in the previous
subsection, with d = 5 or 10;
(ii) H ∈ R1000d×1000d is sampled from a standard
Gaussian, with d = 5 or 10.
(iii) H ∈ R1000c×1000d is sampled from a standard
Gaussian, with c = 5 or 1, and d = 10.
The noise variance is 0.01 and we use OSCAR regularization
with λ1 = 10−3 and λ2 = 10−5. The results are shown
in Figures 11–16, from which we can observe that SpaRSA
solving the OWL-I problem performs faster than the other
algorithms, while FISTA performs similarly in solving the
OWL-T and OWL-I problems; finally, CG is dramatically
slower in these problems, although its iterations are cheaper.
Finally, we report experiments on the breast cancer dataset1,
which contains 8141 genes in 295 tumors, where 300 genes
are known to be most correlated with the responses. To reduce
the class imbalance, we duplicate the positive samples twice,
yielding a total of 451 samples. The resulting samples are
randomly split into subsets with 100, 100, and 251 samples, for
cross validation (CV) [39], training, and testing, respectively.
The stopping criterion for CV and training is the same as
above with  = 10−4, and the maximum number of iterations
is set as 104. The total times for training and CV, as well as
the test set accuracies, averaged over 50 repetitions, are shown
in Table I, from which, we can draw a similar conclusion as
above experiments on the synthetic datasets.
VI. CONCLUSIONS
In this paper, we have made several contributions to the
study of the OWL (ordered weighted `1) norm and its use as
a regularizer.
• We have derived the atomic formulation of the OWL
norm; in addition to its potential interest for the study
of this norm, the atomic formulation facilitates the use
of the conditional gradient (CG) algorithm in tackling
regularization problems that involve this norm.
• Based on the atomic formulation, we have derived the
dual of the OWL norm.
1http://cbio.ensmp.fr/∼ljacob/
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Fig. 11. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (i) with d = 10 (H ∈ R10000×10000).
Fig. 12. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (i) with d = 5 (H ∈ R5000×5000).
TABLE I
RESULTS OF TIME AND TEST ACCURACY
Algorithms
Time (seconds)
Test accuracy
CV Training
OWL-T by FISTA 29.1477 0.1271 78.82
OWL-T by FISTA with backtracking 61.3688 0.3344 78.78
OWL-T by SpaRSA 26.1351 0.0455 79.34
OWL-I by FISTA 106.0124 0.5569 79.07
OWL-I by FISTA with backtracking 239.8232 1.4221 78.94
OWL-I by SpaRSA 25.6708 0.0703 79.48
OWL-I by CG 4237.5109 10.8428 76.76
• We have exploited the atomic formulation to instantiate
the CG algorithm to solve a classical constrained opti-
mization formulation of regularized linear regression.
• We have presented a new, arguably simpler, derivation
of the proximity operator of the OWL norm, establishing
its close connection to isotonic regression and the pool
adjacent violators (PAV) algorithm.
• We have shown how to efficiently compute the Euclidean
projection onto a ball of the OWL norm, using a root-
finding scheme.
• We have experimentally compared CG with accelerated
projected gradient algorithms, based on the proposed pro-
jection method, showing that, in the problems considered,
the later are much faster than the former.
Ongoing and future work includes the application of
OWL regularization to problems other than linear regression
(namely, logistic regression).
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Fig. 13. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (ii) with d = 10 (H ∈ R10000×10000).
Fig. 14. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (ii) with d = 5 (H ∈ R5000×5000).
APPENDIX A: PROOF OF THEOREM 1
Before presenting the proof, we briefly review some basic
concepts of convex polytopes, which are mentioned in the
paper, and a fundamental result that is used in the proof [47].
A convex polytope F ⊂ Rn is the convex hull of a finite set
of points V = {v1, ...,vk} ⊂ Rn, that is,
F = conv(V) =
{ k∑
i=1
λivi : λi ≥ 0,
k∑
i=1
λi = 1
}
. (44)
The dimension of F is that of its affine hull (the smallest
affine subspace containing it), i.e., dim(F ) = dim(aff(F ));
if dim(F ) = n, the polytope is called full-dimensional.
Carathe´odory’s Theorem states that if F = conv(V) is a p-
dimensional convex polytope, any x ∈ F is as a convex
combination of no more than p+ 1 elements of V .
We can now proceed to the proof of Theorem 1.
Proof: Since ‖·‖A and Ωw are norms, thus both homo-
geneous of degree 1 (i.e., Ωw(αx) = |α|Ωw(w), for any
α ∈ R), it suffices to show that Ωw(x) = ‖x‖A, for any x
such that Ωw(x) = 1. Moreover, since both are invariant under
signed permutations of their arguments, i.e., ‖Qx‖A = ‖x‖A
and Ωw(Qx) = Ωw(x), for any Q ∈ P± and x ∈ Rn, we
consider, without loss of generality, that x∈Km+ (see (2)).
We begin by showing that, if x ∈ Km+ and Ωw(x) = 1,
then x ∈ conv(B) ⊂ conv(A), thus ‖x‖A ≤ 1. Consider
the n × n matrix B = [b(1), b(2), . . . ,b(n)], and write x =
Bθ, where θ = [θ1, ..., θn]T . Since B is upper-triangular with
strictly positive entries, it is invertible and solving for θ yields
θ = B−1x, where (with xn+1 ≡ 0)
θi =
xi − xi+1
τi
. (45)
Since x,w ∈ Km+ \{0}, then xi−xi+1 ≥ 0 and τi > 0, thus
θi ≥ 0. Since x ∈ Km+, the condition Ωw(x) = 1 can be
written as wTx = 1. Rearranging the corresponding sum with
the telescoping trick (
∑n
j=i(xj−xj+1) = xi, since xn+1 ≡ 0)
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Fig. 15. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (iii) with c = 5 and d = 10 (H ∈ R5000×10000).
Fig. 16. Evolutions of ‖xk − x∗‖2 over iterations and time, in case (iii) with c = 1 and d = 10 (H ∈ R1000×10000).
and noticing that
∑n
i=1
∑n
j=i =
∑n
j=1
∑j
i=1,
1 =
n∑
i=1
wi xi =
n∑
i=1
wi
n∑
j=i
(xj − xj+1)
=
n∑
j=1
(xj − xj+1)
j∑
i=1
wi
=
n∑
j=1
xj − xj+1
τj
=
n∑
j=1
θj , (46)
confirming that x ∈ conv(B) ⊂ conv(A), thus ‖x‖A ≤ 1.
Having shown that, for any x ∈ Km+ (thus Ωw(x) =
wTx), wTx = 1 implies that ‖x‖A ≤ 1, it remains to
show that it also implies that ‖x‖A = 1. Proceeding by
contradiction, assume that ‖x‖A < 1, for some x ∈ Km+
with wTx = 1, which is equivalent to x ∈ t conv(A), for
some t < 1; from Carathe´odory’s Theorem, this implies that
x =
n+1∑
i=1
λiQibi, (47)
where Qi ∈ P±, bi ∈ B, λi ≥ 0, and
∑n+1
i=1 λi = t < 1.
Notice now that any signed permutation matrix Qi ∈ P±
can be written as Qi = DiPi, where Pi ∈ Sn is a permutation
matrix and Di = diag(di), with di ∈ {−1,+1}n, is a
diagonal sign matrix. Thus, since w,bi ∈ Km+,
wTQibi = w
TDiPibi ≤ wTPibi ≤ wTbi = 1, (48)
where the first inequality results from both w and Pibi having
non-negative entries, the second one stems from the Hardy-
Littlewood-Po´lya inequality4, and wTbi = 1 results from the
form of bi ∈ B ((12)–(13)). Combining (48) with (47),
wTx =
n+1∑
i=1
λiw
TQibi ≤
n+1∑
i=1
λi = t < 1, (49)
contradicting that wTx = 1, thus concluding the proof.
APPENDIX B: THE CONDITIONAL GRADIENT ALGORITHM
Consider a constrained convex problem of the form
min
x∈Rn
f (x) s.t. x ∈ D, (50)
where f is convex and continuously differentiable and D 6= ∅
is compact and convex.
4For any pair of vectors x,y, it holds that xTy ≤ xT↓ y↓ [24].
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Algorithm Conditional Gradient
1. Set k = 0 and x0 ∈ D.
2. repeat
3. sk = arg min
s∈D
sT∇f(xk)
4. select the step-size γk
5. xk+1 = xk + γk(sk − xk)
6. k = k + 1
7. until some stopping criterion is satisfied.
Fig. 17. The basic CG algorithm. The step-size selection procedure in line
4 may be simply a fixed expression (usually γk = 2/(k + 2)) or some line
search scheme [25].
The conditional gradient (CG) is a classical method (due to
Frank and Wolfe [22]) for problems of the form (50), which
has recently sparked a revival of interest [25]. Although there
are other variants and improvements of CG [25], [35], we
consider here the basic version presented in Figure 17. The
key step of this algorithm is finding sk (line 3), which becomes
particularly convenient when D is an atomic norm ball [25],
and is in general much simpler than computing Euclidean pro-
jections onto D, as required by projected gradient algorithms.
APPENDIX C: PROOF OF THEOREM 2
Proof: Theorem 2 is a corollary of the theorem in [25]
that claims that the CG algorithm for a generic convex problem
of the form (50) satisfies
f(xk)− f(x∗) ≤ 2Cf
k + 2
(1 + δ), (51)
where Cf if the so-called curvature constant of f and δ is the
accuracy to which the subproblems in line 3 (see Fig. 17) are
solved. The algorithm in Figure 6 uses exact solutions given
by (35), thus δ = 0. As also shown in [25], if f is a convex
differentiable function with L−Lipschitz gradient with respect
to some norm ‖ · ‖, then Cf ≤ L diam‖·‖
(D)2, where
diam‖·‖
(D) = sup
x,z∈D
‖x− z‖
is the diameter of set D w.r.t. norm ‖ · ‖. Function f(x) =
1
2‖Hx − y‖22 is of course convex and differentiable with
L−Lipschitz gradient (w.r.t. the Euclidean norm), where L =
λmax(H
TH). Finally, since for any x, z ∈ Gwε , i.e., such that
Ωw(x) ≤ ε and Ωw(z) ≤ ε,
‖x− z‖2 ≤ ‖x− z‖1 ≤ Ωw(x− z)
w¯
≤ 2ε
w¯
,
where the first inequality is a standard result, the second one
is (4), and the third is simply the triangle inequality for the
norm Ωw, we conclude that diam‖·‖
(Gwε ) ≤ 2εw¯ .
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