Abstract-The paper presents a method for designing output feedback laws that stabilize a linear system subject to actuator saturation with a large domain of attraction. This method applies to general linear systems including strictly unstable ones, and is presented in both continuous-time and discrete-time setting. A nonlinear output feedback controller is first expressed in the form of a quasi-LPV system. Conditions under which the closed-loop system is locally asymptotically stable are then established in terms of the coefficient matrices of the controller. The design of the controller (coefficient matrices) that achieves a large domain of attraction is then formulated and solved as an optimization problem with LMI constraints.
I. INTRODUCTION
In this paper, we consider the basic problem of stabilizing a linear system subject to input saturation by use of output feedback. The stabilization of a linear system subject to actuator saturation has been widely reported on in the literature. The works on this topic can be divided into two categories, those that deal with open-loop systems that are not exponentially unstable (or simply called semi-stable) and those that are exponentially unstable. The stabilization of semi-stable systems is now well-understood. Various global and semi-global stabilizing feedback laws, both of state feedback type and output feedback type, have been reported (see, e.g., [7] , [8] , [10] , [11] , [12] ).
The stabilization of exponentially unstable systems subject to actuator saturation involves subtler issues and is more difficult to deal with. The fundamental difference between a semi-stable system under actuator saturation and an exponentially unstable linear system under actuator saturation lies in their respective null controllable region, the set of all states that can be driven to the origin by a bounded control (provided by the saturating actuator). In particular, the null controllable region of a semi-stable linear controllable system is the whole state space, while the null controllable region of an exponentially unstable linear controllable system is an open set in the state space (see, e.g., [3] ). Therefore, in controlling exponentially unstable linear systems under actuator saturation, one can only expect local stabilization. The natural objective is then to achieve a domain of attraction that is as large as possible and, ideally, as large as the null controllable region of the system. It is however known that a domain of attraction as large as the null controllable region in general cannot be achieved with linear feedback [4] . As a result, many methods exist in the literature for the synthesis of linear state feedback laws that result in large domains of attraction (see, e.g., [2] , [6] , [9] ). More recently, an LMI based approach for the design of stabilizing state feedback law was proposed in [5] . This method was shown to result in larger domains of attraction than other existing methods. The key novelties of this method include putting the saturating linear feedback law on the convex hull involving an auxiliary feedback gain matrix and the establishment of set invariance conditions that are equivalent to linear matrix inequalities.
The objective of this paper is to develop a method for the synthesis of stabilizing output feedback laws. The feedback law that we will arrive at will be nonlinear in nature. By utilizing convex hull expression of saturating linear feedback law [5] , we will first parameterize the proposed nonlinear output feedback law in the form of a quasi-LPV system. Conditions under which the closed-loop system is locally asymptotically stable at the origin with a Lyapunov level set included in the domain of attraction are then established in terms of the coefficient matrices of the controller in the quasi-LPV form. The design of these controller coefficient matrices is then formulated and solved as an LMI optimization problem.
The notation used in this paper is fairly standard. R stands for the set of real numbers and R + for the nonnegative real numbers. R m×n is the set of real m × n matrices. The transpose of a real matrix M is denoted by M T . We use S n×n to denote real, symmetric n × n matrices, and S n×n + for positive definite matrices. If M ∈ S n×n , then M > 0 (M ≥ 0) indicates that M is a positive definite (positive semi-definite) matrix and M < 0 (M ≤ 0) denotes a negative definite (negative semi-definite) matrix. A block diagonal matrix with matrices X 1 , X 2 , · · · , X p on its diagonal is denoted by diag {X 1 , X 2 , · · · , X p }. For two integers
The remainder of this paper is organized as follows. The main results on the synthesis of output feedback laws are presented in Section II, where both the continuous-time and discrete-time systems are considered. Section III contains a numerical example to illustrate our design procedure and the effectiveness of the resulting controller. Section IV draws the conclusion to the paper.
II. SYNTHESIS OF OUTPUT FEEDBACK STABILIZING LAWS

A. Continuous-Time Systems
Consider a continuous-time linear time-invariant system subject to actuator saturation
where x p ∈ R n is the state, y ∈ R p the measurement, u ∈ R m the control input, and the matrix triple (A p , B p , C p ) are stabilizable and detectable. Also, the function σ : R m → R m is a vector valued standard saturation function, i.e.,
Here, we have slightly abused the notation by using σ to denote both the scalar valued and vector valued saturation function. Also, we note that it is without loss of generality to assume a unity saturation level, as level of saturation can always be scaled to unity by scaling B p and u.
We will consider a dynamic output feedback law of the form,
where the controller dimension n c = n, C c and D c are constant matrices of appropriate dimensions. Our design objective is to construct a dynamic output feedback law of the form (2) that asymptotically stabilizes the plant (1) at the origin with a domain of attraction as large as possible. This objective is achieved as follows. We will first parameterize the controller in a quasi-LPV form and then establish conditions on the coefficient matrices of the parameterized controller under which the closedloop system is asymptotically stable at the origin with an ellipsoid of the form
contained in the domain of attraction. The determination of the controller coefficient matrices is then formulated and solved as an LMI optimization problem with the objective of maximizing the ellipsoid Ω(X, β).
To this end, we will need to use a tool from [3] for expressing the saturated linear feedback σ(C c x c + D c y) on a convex hull. For H C ∈ R m×n and H D ∈ R m×p , define Also, let V be the set of m × m diagonal matrices whose diagonal elements are either 1 or 0. There are 2 m elements in V. Suppose these elements of V are labeled as
The following lemma is adopted from [3] .
where co stands for the convex hull. For single saturation case (i.e., m = 1), the convex covering in the above lemma is non-conservative as shown in [3] . In general, Lemma 1 provides more stringent convex covering of saturation nonlinearities than other existing approaches [2] , [9] . As a result, the stability conditions derived from this lemma will be less conservative.
By Lemma 1, the saturated linear feedback, with
for some scalars
Clearly, each η j ∈ [0, 1] and 3 j=0 η j = 1. We note that η j (x c , y)'s are locally Lipschitz in their arguments. For higher order systems with inputs more than two, η j 's can be defined in a similar way.
We will use the functions η j (x c , y)'s to parameterize the output feedback control (2) into the following quasi-LPV system,
where the coefficient matrices A cj 's, B cj 's, C c and D c are to be designed. Since η j 's are time varying parameters which will be used to schedule the controller gain, the resulting controller is called a gain scheduling controller. We can also write the plant (1) in a quasi-LPV form as follows,
Motivated by the quasi-LPV structure of both the plant and the controller, we consider the following auxiliary LPV system, of which the closed-loop system comprising of (6) and (5) 
where
The following theorem establishes conditions on the controller coefficient matrices under which the LPV system (8) is asymptotically stable with a quadratic Lyapunov function.
Theorem 1: Consider the closed-loop system (8) . If there exist positive definite matrices R, S ∈ S n×n + and matrices
jHD , then, with the following controller coefficient matrices for
where M, N ∈ R n×n are such that MN T = I n − RS, the closed-loop system (8) is asymptotically stable. Moreover,
where X > 0 is given by
Proof: We first show that X as defined in (13) is indeed positive definite. To this end, let
which are both nonsingular, then XZ 1 = Z 2 and
which implies that
We next show that X satisfies the inequality (12) . Using the fact that XZ 1 = Z 2 again, we have that, for each j
where the transformed controller data
We note here that both matrices ⎡
It then follows from (14) and (9) that, for each j ∈ [0, 2
Taking linear combination of (16) over j ∈ [0, 2 m − 1] with coefficients η j yields (12), i.e.,
Finally, to show the asymptotic stability of the closedloop system (8), we consider the quadratic Lyapunov function V (x) = x T Xx. Taking derivative of V (x) along the trajectories of (8) yieldṡ
for all x ∈ R n+nc \{0} and η ∈ Γ, which implies asymptotic stability of the closed-loop system.
Recalling that the quasi-LPV representation of the plant (6) and controller (5) 
then, the output feedback controller (5) with the controller coefficient matrices given by (11) asymptotically stabilizes the plant (1) at the origin with the ellipsoid Ω(X, β) contained in the domain of attraction.
Proof: We first note that,
It thus follows from the proof of Theorem 1 that the closedloop system is asymptotically stable at the origin with Ω(X, β) contained in its domain of attraction if
which is equivalent to [3] 
By Schur complement, the above inequality can be rewritten as ⎡
which is implied by the condition (17). Indeed, by noting that
} from the left-hand side and its transpose from the right-hand side of the inequality (18) reveals that the inequalities (18) and (17) are equivalent.
Theorem 2 provides conditions on the coefficient matrices of the controller under which the ellipsoid Ω(X, β) is inside the domain of attraction. To maximize the cross-section of the ellipsoid in the plant state-space, we introduce a reference ellipsoid Ω(X R , 1) with a given positive definite matrix X R ∈ S n×n + and maximize α such that αΩ(X R , 1) ⊂ Ω(X, β)| (xp,0) , which can be converted into an LMI constraint:
Thus, the determination of the controller coefficient matrices can be formulated and solved as an LMI optimization problem: max α, s.t. (19), (9) − (10), (17).
The output feedback synthesis conditions in Theorems 1, 2 involve only finite number of LMIs. This is due to the specific form of output feedback control law and the use of single quadratic Lyapunov function. It is also possible to consider more general type of output feedback LPV controllers and parameter-dependent Lyapunov functions. However, the resulting synthesis conditions will be infinitedimensional. The solution of such infinite-dimensional LMI optimization problems often require functional space approximation and gridding approach [1], [13] .
B. Discrete-Time Systems
Next, we consider a discrete-time linear system subject to actuator saturation
As with continuous-time systems, we will consider the following discrete-time quasi-LPV output feedback controller,
where x c ∈ R n and the functions η j (x c , y)'s are defined the same way as in Subsection II-A.
Parallel to the development in Subsection II-A, we have the following results on asymptotic stabilization of the discrete-time plant (21).
Theorem 3: Consider the plant (21). If there exist positive definite matrices R, S ∈ S n×n + and matrices
whereK cj ,L cj are as defined in Theorem 1, then, the controller (22) with the following coefficient matrices ⎡
asymptotically stabilizes the plant (21) at the origin with the ellipsoid Ω(X, β) contained in the domain of attraction, where X > 0 is given by
with M, N ∈ R n×n being such that MN T = I n − RS.
Proof:
The discrete-time closed-loop system is asymptotically stable if
The rest of the proof is similar to that of Theorems 1 and 2.
As with the continuous-time counterpart, the determination of these controller coefficient matrices can be formulated as an LMI optimization problem by maximizing its cross-section area.
III. AN EXAMPLE Let us consider the continuous-time system (1) with
A state feedback law for this system was designed in [3] . Solving the optimization problem (20) using a reference circle x T x = 1, we obtain a quasi-LPV controller in the form of (5) and the maximum α value as 1.11. In order to reduce controller gain, we have constrained the closed-loop poles in a left-half plane circle |s + 100| ≤ 99.5.
To visualize how our output feedback controller compare with the state feedback law of [3] , we plot the cross section of Ω(X, β) and compare it with the two dimensional ellipsoid resulting from the state feedback law (Fig. 1) . As can be seen, the output feedback law recovers a significant portion of the stability region resulting from the state feedback law of [3] .
Shown in Figs. 2 and 3 are responses of the closed-loop system for large and small initial conditions. In particular, in Fig. 2 , the initial condition is x p (0) = 0.81 2.11
T , for which states converge towards the origin and the control saturates at −1 during initial time.
On the other hand, we choose a small initial condition as x p (0) = −0.05 0.2 T in Fig. 3 , for which the control input does not saturate and the state trajectory converges to the origin quickly.
IV. CONCLUSION
In this paper, we developed a method for the synthesis of output feedback control laws that asymptotically stabilize linear systems subject to actuator saturation. The resulting Input saturation has always existed in control systems even though it did not always receive sufficient attention. The reason for its being seemingly ignored during some periods of the development of control theory is largely due to the lack of efficient tools to take the theoretical challenges that it raises. Over the last decade tremendous attention has been given to control systems with input saturation and significant advances have been reported in the literature, mostly fueled by the developments in robustness and H ∞ theory, and the more recent LMI optimization techniques.
With fully-developed optimization tools available for linear systems, we are tempted to use these tools on systems with saturating actuators. At least the closed-loop system will be well behaved and predictable around its normal range of operation where saturation does not occur. The remaining issues are how to assess the performance when the system is driven off its normal range of operation and how to counteract the effect of saturation to minimize global performance degradation. The second issue has motivated the construction of anti-windup compensators.
Anti-windup compensators are intended to maintain the performances of a linear control system in the local operating range, while guaranteeing global stability or minimizing the degradation of the global performance. The main idea is to introduce correction terms (only when saturation occurs) in the controller equations to counteract the effect of saturation. The construction of the correction term from the difference between the input and the output of the actuator involves a lot of design freedom and has gone through decades of evolution. Earlier anti-windup compensators were constructed heuristically from experience and simulations. Over the last decade, systematic approaches have been proposed based on robustness and H ∞ optimal control [3] , [4] , [6] , [13] , [17] , and extensive numerical design algorithms have been developed based on LMI optimization tools [1], [2] , [5] , [8] , [10] , [9] The recent work [8] reached further by constructing dynamic anti-windup compensators for reduced global L 2 gain. The synthesis problems were also formulated as convex optimization problems with LMI constraints (when the order of the compensator is no less than that of the plant). Moreover, numerical examples show that dynamic compensation may achieve much better performance recovery than static compensation.
Another significant contribution of [8] is the justification of the original intention of introducing anti-windup compensation through rigorous theoretical analysis rather than through numerical demonstration. It was concluded that, for a configuration with exponentially stable plants and stabilizing linear controller, the global L 2 gain can always be made a finite value by designing the dynamic anti-windup compensator with the algorithm developed in the paper. This conclusion promises global stability before the anti-windup compensator is constructed, even before the linear controller is designed, thus giving us full confidence in designing a linear controller for the best local performances.
While the boundedness of the global L 2 gain gives us a guaranteed global performance of the closed-loop system, it might be conservative for practical situations where the L 2 norm of the exogenous input is bounded below a known constant. On the other hand, for plants which are not exponentially stable, the global L 2 gain does not exist and we would also like to determine the L 2 gain for a class of norm bounded inputs. It is certain that the L 2 gain will diverge to infinity at certain bound on the input norm for exponentially unstable plants. The objective of designing anti-windup compensators is to enlarge this bound. Moreover, a global L 2 gain may fail in characterizing the anti-
