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KMS STATES ON THE OPERATOR ALGEBRAS OF REDUCIBLE
HIGHER-RANK GRAPHS
ASTRID AN HUEF, SOORAN KANG, AND IAIN RAEBURN
Abstract. We study the equilibrium or KMS states of the Toeplitz C∗-algebra
of a finite higher-rank graph which is reducible. The Toeplitz algebra carries a
gauge action of a higher-dimensional torus, and a dynamics arises by choosing an
embedding of the real numbers in the torus. Here we use an embedding which
leads to a dynamics which has previously been identified as “preferred”, and we
scale the dynamics so that 1 is a critical inverse temperature. As with 1-graphs,
we study the strongly connected components of the vertices of the graph. The
behaviour of the KMS states depends on both the graphical relationships between
the components and the relative size of the spectral radii of the vertex matrices
of the components.
We test our theorems on graphs with two connected components. We find that
our techniques give a complete analysis of the KMS states with inverse tempera-
tures down to a second critical temperature βc < 1.
1. Introduction
There has recently been a great deal of interest in the KMS states on C∗-algebras
of directed graphs and higher-rank graphs. The subject started with the theorem of
Enomoto, Fujii and Watatani which says that a simple Cuntz-Krieger algebra admits
a unique KMS state [6]. This theorem was subsequently extended to C∗-algebras
of finite graphs with sources, where the presence of sources gives rise to other KMS
states [17]. In another direction, Exel and Laca made the important observation
that the Toeplitz extension of a Cuntz-Krieger algebra has a much more abundant
supply of KMS states, and conducted an extensive analysis of the possible phase
transitions [7].
Following the detailed analysis of KMS states on Toeplitz algebras in [19] and [20],
which includes an explicit construction of all KMS states above a critical inverse
temperature, an analogous construction was carried out in [11] for the Toeplitz
algebras of finite graphs from [8]. When the Cuntz-Krieger quotient is simple, the
simplex of KMS states collapses at the critical inverse temperature to the single
state of [6]. The analysis of [11] was subsequently extended to reducible graphs in
[14] (see also [15]), where the authors found subtle interactions between the ideal
structure of the algebra and the behaviour of the KMS states at critical inverse
temperatures (of which there can be several for reducible graphs).
The analysis of KMS states on the algebras of directed graphs was extended to
higher-rank graphs in [12, 13]. One big difference in the higher-rank case is the choice
of dynamics: for finite graphs, one lifts the gauge action of T to an action of R, and
it doesn’t much matter how one does this. (Although other interesting dynamics on
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graph algebras have been studied by other authors [7, 16, 2, 29, 3, 4, 21].) For a graph
of rank k (or k-graph), the natural gauge action on the Toeplitz and graph algebras
is an action of Tk; we can lift this to an action of R by choosing an embedding
x 7→ eirx of R in Tk, but it matters very much which embedding we choose. There
is a preferred dynamics for which all k directions go critical at the same inverse
temperature, and for which the results in [12, 13] are optimal. This is made precise
in [12]. In the sequel [13], we showed that the KMS states for the preferred dynamics
reflect the internal structure of the graph algebra: there is a unique KMS state at
the critical inverse temperature if and only if the algebra is simple.
Here we investigate the KMS states for the preferred dynamics on the Toeplitz
algebra of a reducible k-graph Λ, for which the graph algebra is never simple. Above
the largest critical inverse temperature βc, the states on the Toeplitz algebra are
described by the results in [12]. So we concentrate here on what happens at the
inverse temperature βc, and we scale the dynamics so that βc = 1. As for 1-graphs
in [14], we need to understand the strongly connected components in the vertex set
Λ0. The behaviour of the KMS states depends on both the graphical relationships
between these components and the relationships between the spectral radii of the
different components.
We prove two main results describing different ways in which individual com-
ponents can influence the behaviour of KMS states on the Toeplitz algebra of Λ.
The first focuses on the role of critical components, which are loosely speaking the
components where at least one vertex matrix attains its spectral radius. For such
components, we can often disregard other components which feed into them, and
thereby replace our given graph with a smaller one (Theorem 5.1). The second con-
cerns the opposite situation in which a critical component is hereditary, so that no
other components feed into it. In this situation we can adapt techniques from [14,
§4] to extend KMS states of the simple Toeplitz algebra of the component graph to
KMS states of the Toeplitz algebra of the whole graph (Theorem 6.5). We find it
quite remarkable that this works as well as it does: the crucial observation is that
the commutativity of the k different vertex matrices of a k-graph has some powerful
consequences for their common Perron-Frobenius theory.
We then illustrate our results by applying them to families of graphs with only
one or two components. When the graph has three components, there are obviously
more possibilities, and we encountered technical difficulties. The crucial problem
is that our strategy involves reducing the problem to smaller graphs by removing
hereditary subsets, and when we do this, the induced dynamics on the quotient
may no longer be the preferred one. Since new issues arise, we hope to pursue this
elsewhere.
Contents. We begin with a section summarising our conventions about higher-rank
graphs, their strongly connected components and their Toeplitz algebras. We also
include a result describing the ideal and quotient of the Toeplitz algebra associated
to a hereditary set of vertices (Proposition 2.2), and a brief summary of KMS states.
Then we discuss the structure of the vertex matrices of a reducible k-graph. It is
well-known that for a single non-negative matrix one can order the index set so that
the matrix is block upper-triangular, with all the irreducible submatrices appearing
as diagonal blocks. (See [26, §1.2], or [14, §2.3] for a version using graphical termi-
nology.) We show that because the vertex matrices of a k-graph commute, we can
simultaneously block upper-triangularise all the vertex matrices (Proposition 3.1).
This will allow us to exploit the common Perron-Frobenius theory of the vertex
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matrices of irreducible components [12, Lemma 2.1], [13, §3]. We first use these
decompositions to discuss the preferred dynamics (see §4).
We prove the first of our main theorems in §5. We show that a crucial role is played
by strongly connected components where the spectral radii of the vertex matrices
are attained. Theorem 5.1 shows how we can often remove a large hereditary set
of vertices without affecting the KMS1 states for the preferred dynamics. Then one
hopes to be in a situation where the spectral radii are achieved on a hereditary
component, and Theorem 6.5 describes the KMS1 states in this situation. The
proof of this theorem is long, and involves a careful analysis of the simultaneous
Perron-Frobenius theory of the vertex matrices.
We then turn to an analysis of examples. Graphs with a single strongly con-
nected component were studied in [12, 13], and we briefly summarise the results in
§7.1. We then look at graphs with two strongly connected components. We first
investigate the graph-theoretic implications of this assumption, and then we anal-
yse the KMS states under some mild hypotheses on the structure of the graph: we
assume, for example, that there are no sinks or sources, that the subgraphs asso-
ciated to the components are coordinatewise irreducible, and that there are paths
from one component to the other. Our analysis of graphs with two components in
§7.3 is satisfyingly complete. At inverse temperatures β < 1, we have to deal with
non-preferred dynamics on quotients, but the results of [10] suffice to cover this.
Our analysis proceeds, as in [14] for 1-graphs, by reducing problems to smaller
graphs where our stronger theorems apply. One wrinkle which we have noticed
is that, even though we are happy to assume that our k-graphs have no sinks or
sources, this property is not necessarily preserved when we pass to quotients. In our
final section, we discuss how the results of [12] need to be adjusted to cover graphs
with sources. We find, as in [17, 11], that they can give rise to extra KMSβ states at
many different inverse temperatures, and that these KMS states often factor through
states of the graph algebra C∗(Λ) (Proposition 8.2). We finish with a short appendix
containing some elementary observations about graphs with a single vertex, as in
[5].
2. Background
2.1. Higher-rank graphs and their algebras. A higher-rank graph of rank k, or
k-graph, consists of a countable category Λ and a functor d : Λ→ Nk satisfying the
facorisation property: if λ ∈ Λm := d−1(m) and m = n+ p, then there exist unique
µ ∈ Λn and ν ∈ Λp such that λ = µν. We write Λ0 for the set of objects, which we
call vertices, r, s : Λ→ Λ0 for the codomain and domain maps, and call elements of
Λn paths of degree n. We view the vertex set Λ0 as a subset Λ of by identifying a
vertex with the identity morphism at that vertex.
In general, we use the usual conventions of the subject. For example, for v, w ∈ Λ0
and n ∈ Nk, vΛnw denotes the set of paths λ of degree n with r(λ) = v and s(λ) = w.
All the graphs in this paper are finite in the sense that Λn is finite for each n ∈ Nk.
We write {ei : 1 ≤ i ≤ k} for the usual basis of N
k.
We visualise a k-graph by drawing its skeleton, which is the coloured directed
graph (Λ0,Λ1 :=
⋃
i vΛ
ei, r, s) in which all the edges of each degree ei have been
coloured with one of k different colours. We refer to [24, §2] and [22, Chapter 10] for
discussions of k-graphs and their skeletons, and the precise relationship is described
in [9]. We can also view the skeleton as an algebraic object by replacing it with the
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vertex matrices Ai, which are the Λ
0 × Λ0 matrices Ai with integer entries
Ai(v, w) = |vΛ
eiw|.
The factorisation property then implies that the matrices {Ai : 1 ≤ i ≤ k} pair-
wise commute. Because the matrices commute, it makes sense to define An :=∏k
i=1A
ni
i for n ∈ N
k, and then the factorisation property implies that An has entries
An(v, w) = |vΛnw|.
When k = 2, we call elements of Λe1 blue edges and those of Λe2 red edges. When
we draw skeletons of 2-graphs, we use the following convention:
Convention. When we draw
v w
6
5
in the skeleton of a 2-graph, we mean that there are 5 red edges from w to v and 6
blue edges from v to w.
2.2. Strongly connected components. Suppose that Λ is a k-graph. There is
a relation ≤ on Λ0 defined by v ≤ w ⇐⇒ vΛw 6= ∅, and this gives an equivalence
relation on the vertex set Λ0 such that
v ∼ w ⇐⇒ v ≤ w and w ≤ v.
We call the equivalence classes strongly connected components of Λ. It is possible
that for a vertex v we have vΛv = {v}, and then {v} is an equivalence class. We
call such classes trivial components, and focus on the set C of nontrivial strongly
connected components.
For each C ∈ C, the set ΛC := CΛC is naturally a k-graph. Indeed, what needs
to be checked here is that all factorisations of paths in ΛC are themselves in ΛC ,
and there are other subsets of Λ0 which have this property: for example, any set S
which is hereditary (v ∈ S and v ≤ w imply w ∈ S) or forwards hereditary (v ∈ S
and w ≤ v imply w ∈ S). We denote the vertex matrices of ΛC by AC,i.
Recall that an n × n matrix A is irreducible, if for all (i, j) there exists m such
that Am(i, j) 6= 0. We will frequently ask that the matrices {AC,i : 1 ≤ i ≤ k} are
all irreducible, in which case the graph ΛC is coordinatewise irreducible in the sense
of [12]. Since the vertex matrices in any k-graph commute, we then know from [12,
Lemma 2.1] that the matrices {AC,i} have a common unimodular Perron-Frobenius
eigenvector with eigenvalues ρ(AC,i) for the matrices AC,i.
2.3. The Toeplitz algebra of a k-graph. Suppose that Λ is a finite k-graph. For
µ, ν ∈ vΛ, we write
Λmin(µ, ν) :=
{
(η, ζ) ∈ Λ× Λ : µη = νζ, d(µη) = d(µ) ∨ d(ν)
}
.
Following [23], a Toeplitz-Cuntz-Krieger Λ-family {T,Q} consists of partial isome-
tries {Tλ : λ ∈ Λ} such that
(T1) {Qv := Tv : v ∈ Λ
0} are mutually orthogonal projections;
(T2) TλTµ = Tλµ whenever λ, µ ∈ Λ with s(λ) = r(µ);
(T3) T ∗λTλ = Qs(λ) for all λ ∈ Λ;
(T4) for all v ∈ Λ0 and n ∈ Nk, we have Qv ≥
∑
λ∈vΛn TλT
∗
λ ;
(T5) for all µ, ν ∈ Λ, we have T ∗µTν =
∑
(η,ζ)∈Λmin(µ,ν) TηT
∗
ζ .
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(As usual, we interpret any empty sums in (T4) and (T5) as 0.) The Toeplitz algebra
T C∗(Λ) is generated by a universal Toeplitz-Cuntz-Krieger Λ-family {t, q}.
Remark 2.1. For clarity, we have used the same Toeplitz-Cuntz-Krieger relations as
[12]. In fact they contain redundancy: (T3) follows immediately from (T5) since
Λmin(λ, λ) = {s(λ)}, and, less obviously, (T4) can also be deduced from (T5) (see
[25, Lemma 2.7]).
When the graph Λ has no sources, the Cuntz-Krieger algebra or graph algebra
C∗(Λ) is usually taken to be the quotient of T C∗(Λ) in which the inequalities in
(T4) become equalities. However, we are going to run into graphs with sources, in
which case vΛn could be empty for some n, and then, even though our graphs are
finite, we need to use the definition of Cuntz-Krieger family from [25] (see §8 below).
For every k-graph, the Toeplitz algebra T C∗(Λ) carries a natural gauge action of
T
k, which is characterised by
γz(tλ) = z
d(λ)tλ :=
(∏k
i=1 z
d(λ)i
i
)
tλ.
Since each qv −
∑
λ∈vΛn tλt
∗
λ is fixed by each γz, this action induces a similar action
on the graph algebra C∗(Λ), which we also denote by γ.
2.4. Ideals and quotients of Toeplitz algebras. Suppose that Λ is a k-graph. A
subset H of Λ0 is hereditary if v ∈ H and v ≤ w imply w ∈ H . Then the set Λ0\H is
forwards hereditary, in the sense that v ≤ w and w ∈ Λ0\H imply v ∈ Λ0\H . Then,
as we observed in §2.2, the subset (Λ0\H)Λ(Λ0\H) = ΛΛ0\H is itself a k-graph,
which we denote by Λ\H . (Following [24] rather than [27], where it was written
Λ\ΛH .) The following result is well-known.
Proposition 2.2. Suppose that Λ is a k-graph, that H is a hereditary subset of Λ0,
and that IH is the ideal in T C
∗(Λ) generated by {qv : v ∈ H}.
(a) We have IH = span{tλt
∗
µ : s(λ) = s(µ) ∈ H}.
(b) There is a homomorphism qH of T C
∗(Λ) onto
T C∗(Λ\H) = C∗(pv, sλ : v, s(λ) ∈ Λ
0\H)
such that qH(qv) = pv for v ∈ Λ
0\H and qH(tλ) = sλ for λ ∈ Λ\H.
(c) There is a homomorphism π of T C∗(Λ\H) = C∗(p, s) into T C∗(Λ) = C∗(q, t)
such that π(sλ) = tλ and π(pv) = qv for v ∈ Λ
0\H and λ ∈ Λ\H, and π is a
splitting for the extension
0 −→ IH −→ T C
∗(Λ)
qH−→ T C∗(Λ\H) −→ 0;
in other words, qH ◦ π(b) = b for b ∈ T C
∗(Λ\H).
(d) With P = q|H and S = t|ΛH , the homomorphism πS,P is an isomorphism
of T C∗(ΛH) onto the full corner pT C
∗(Λ)p associated to the projection p =∑
v∈H Pv (interpreted as a strict sum if H is infinite, see [22, Lemma 2.10]).
Proof. For (a), we observe that the set I := span{tλt
∗
µ : s(λ) = s(µ) ∈ H} contains
the vertex projections {qv : v ∈ H}, and is contained in IH because each spanning
element tλt
∗
µ = tλqs(λ)t
∗
µ. So it suffices to show that I is an ideal. Since tνtλ =
δs(ν),r(λ)tνλ and I is ∗-closed, it suffices to see that t
∗
νtλt
∗
µ ∈ I when s(λ) = s(µ) ∈ H
and ν ∈ Λ. But then (T5) gives
t∗νtλt
∗
µ =
∑
(η,ζ)∈Λmin(ν,λ)
tηt
∗
ζt
∗
µ =
∑
(η,ζ)∈Λmin(ν,λ)
tηt
∗
µζ ,
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which is in I because νη = λζ and r(ζ) = s(µ) implies s(ζ) ∈ H .
There is a much more general result than (b) in [28, Theorem 4.4], but in this
generality the argument of [14, Proposition 2.1] gives a direct proof. For the splitting
in (c), observe that Q = q|Λ0\H , T = t|Λ\H is a Toeplitz-Cuntz-Krieger Λ\H family
in T C∗(Λ). A similar argument gives the homomorphism πS,P in (d); that it is an
isomorphism follows from the uniqueness theorem in [23, Theorem 8.1]. 
So for a hereditary set H , T C∗(Λ\H) is both a quotient and a subalgebra of
T C∗(Λ). The latter is a result about the Toeplitz algebra rather than the graph
algebra: a vertex v in Λ0\H can receive edges from H , and then the restriction
(p|Λ0\H , s|Λ\H) of the canonical Cuntz-Krieger family in C
∗(Λ) would not satisfy all
the Cuntz-Krieger relations at v.
2.5. KMS states. We are interested in operator-algebraic dynamical systems con-
sisting of an action α of the real numbers R on a C∗-algebra A. An element a of A is
analytic for α if the function t 7→ αt(a) : R→ A extends to an analytic function on
the complex plane. A state φ of A is then a KMSβ state with inverse temperature
β ∈ (0,∞) if φ(ab) = φ(bαiβ(a)) for all a, b in a dense α-invariant subalgebra A0 of
analytic elements (see [1, 5.3.1]).
In our examples, the algebra A will be the Toeplitz algebra T C∗(Λ) or graph
algebra C∗(Λ) of a graph Λ of rank k. The dynamics will be given in terms of the
gauge action γ by fixing a vector r ∈ Rk, and setting
(αr)t = γeitr := γ(eitr1 ,··· ,eitrk).
Then the subalgebra A0 := span{tµt
∗
ν : µ, ν ∈ Λ} consists of analytic elements and
is invariant under αr. So it suffices to check the KMS condition on pairs of elements
of the form tµt
∗
ν .
3. Block structure of the vertex matrices
Suppose that Λ is a finite k-graph with no sinks or sources, in the strong sense
that every vertex receives and emits paths of all degrees. Let C be the collection of
nontrivial strongly connected components discussed in §2.2. We begin by showing
that we can, by carefully ordering the vertex set Λ0, give all the vertex matrices Ai
a block diagonal form with the vertex matrices AC,i (C ∈ C) on the diagonal.
Proposition 3.1. Suppose that Λ is a finite k-graph without sources or sinks. Let
C be the set of strongly connected components of Λ0, and suppose that each ΛC for
C ∈ C is coordinatewise irreducible. Then we can order the vertex set Λ0 in such
a way that each vertex matrix Aj is block upper triangular with the diagonal blocks
being the vertex matrices {AC,j : C ∈ C} and some strictly upper triangular matrices.
Proof. We first claim that there has to be at least one component C that is forwards
hereditary. To see this, suppose not, and fix C ∈ C. There is a vertex v which
is not in C such that vΛC 6= ∅. Since the graph has no sinks, there is an infinite
path x ∈ ΛNejv (we deliberately picked an infinite path of a single colour, but it
doesn’t matter which colour). This path has infinitely many vertices, and hence
must contain a return path. The vertices on this return path are all in the same
strongly connected component D1, say. Note that D1 cannot be C, because then v
would have to be in C. Since D1 is not forwards hereditary, there exists a vertex
v1 /∈ D1 such that v1ΛD1 6= ∅. Continuing in this way yields an infinite sequence Dn
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of components, none of which is strongly equivalent to any other, which is impossible
because Λ is finite.
Since there are finitely many components, there are finitely many that are forwards
hereditary, say C1,1, C1,2, . . . , C1,n1. We list the vertices in C1,1 first, then those in
C1,2, and so on to C1,n1.
Next we write C1 :=
⋃n1
i=1C1,i, and consider the set
V1 :=
{
v ∈ Λ0\C1 : C ∈ C and CΛv 6= ∅ =⇒ C = C1,i for some i ≤ n1
}
.
Following [9], we say that a path x = x1x2 · · ·x|x| in the skeleton of Λ traverses
λ ∈ Λn if each xi ∈ Λ
ej for some j, |x| = |n| := n1 + · · · + nk and λ is the
composition x1x2 · · ·x|x| in Λ; we also say that x is a transversal of λ. For v ∈ V1
we define
iv = max
{
|d(λ)| : λ ∈ C1Λv has a transversal x such that s(xi) /∈ C1 for all i
}
.
For j ≤ max{iv : v ∈ V1}, we set
V1,j := {v ∈ V1 : iv = j}.
We order the vertices in V1 by ordering V1,1 first, then V1,2, and so on.
Now we fix j and look at the matrix Aj . Our listing gives us a decomposition
Λ0 = C1 ∪ V1 ∪ R1 where R1 := Λ
0\(C1 ∪ V1), and we claim that this gives a
corresponding block decomposition
(3.1) Aj =

AC1,j ⋆ ⋆0 BV1,j ⋆
0 0 AR1,j

 .
First we observe that the set C1 is forwards hereditary. Thus the bottom two blocks
on the left-hand side are 0. Next suppose that w ∈ V1 and v ∈ R1. Then v connects
to at least one component C, and since v is not in V1, there exists C ∈ C\{C1,i} such
that CΛv 6= ∅. Then Aj(v, w) > 0 implies CΛvΛw 6= ∅, which contradicts w ∈ V1.
So the middle matrix on the bottom row is 0 too. Thus the matrix Aj has block
form (3.1), as claimed.
Since there are no paths between the disjoint components C1,i and C1,i′ , the matrix
AC1,j is block diagonal with blocks AC1,i,j. We now prove that the matrix BV1,j is
strictly upper triangular. Suppose that v ∈ V1,i, w ∈ V1,i′ and BV1,j(v, w) > 0.
Then there is a path µ ∈ C1Λv with |d(µ)| = i and a transversal x for µ such that
s(xl) /∈ C1 for all l. Since BV1,j(v, w) > 0, there is an edge e ∈ vΛ
ejw. But then the
composition µe is a path in C1Λw with a transversal y := xe such that s(yl) /∈ C1
for all l. Since |d(µe)| = i + 1, we deduce that i′ ≥ i + 1. Thus the only nonzero
entries in BV1,j lie above the diagonal. So the matrices AC1,j and BV1,j have the form
we require of our diagonal blocks. (Indeed, AC1,j is block diagonal, which is more
than we require.)
We claim that the set R1 = Λ
0\(C1 ∪ V1) is hereditary. Suppose that w ∈ R1 and
v ≥ w. Since C1 is forwards hereditary, v ∈ C1 =⇒ w ∈ C1, which is impossible
since w ∈ R1. So v /∈ C1. To see that v cannot be in V1, suppose it was, and C ∈ C
has w ≥ C. Then v ≥ w ≥ C, and v ∈ V1 implies C = C1,i. Thus w ∈ V1 too. So v
cannot be in V1. Thus v ∈ R1 = Λ
0\(C1 ∪ V1).
Since R1 = Λ
0\(C1 ∪ V1) is hereditary, ΛR1 = R1ΛR1 is a k-graph. Since Λ has
no sources and any paths in ΛR1 have sources in R1, ΛR1 has no sources. To see
that it has no sinks, we consider v ∈ R1. Then v connects to a strongly connected
component C; it cannot connect only to components of the form C1,i, because v
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is not in V1. So we suppose C ⊂ R1. Take λ ∈ CΛv. Since ΛC is coordinatewise
irreducible1 r(λ) emits edges of all colours with range in C. Thus by the factorisation
property, so does v, and since ΛC is a k-graph, these edges must lie in ΛC .
Now the graph ΛR1 satisfies the hypotheses of the Proposition. Thus we can apply
the preceding argument to find forwards hereditary components {C2,i : 1 ≤ i ≤ n2}
in Λ0R1 = R1, C2 :=
⋃n2
i=1C2,i and a set V2. This gives us a listing of R1 such that
the vertex matrices AR1,j of ΛR1 have the form
AR1,j =

AC2,j ⋆ ⋆0 BV2,j ⋆
0 0 AR2,j

 .
After finitely many steps, we arrive at a listing of the entire vertex set such that the
matrices Aj are simultaneously block upper triangular with blocks ACp,i,j and BVp,j
of the required form. 
Corollary 3.2. With Λ as in Proposition 3.1, we have
ρ(Ai) = max{ρ(AC,i) : C ∈ C} for 1 ≤ i ≤ k.
4. The preferred dynamics
Suppose that Λ is a finite k-graph without sources or sinks, and T C∗(Λ) is its
Toeplitz algebra. For r ∈ (0,∞)k, we define a dynamics αr : R → Aut T C∗(Λ) in
terms of the gauge action γ of Tk by
(αr)t = γeitr := γ(eitr1 ,··· ,eitrk).
When Λ is coordinatewise irreducible and there is a KMSβ state of (T C
∗(Λ), αr),
the inverse temperature β satisfies βri ≥ ln ρ(Ai) for 1 ≤ i ≤ k [12, Corollary 4.3].
The number
max{r−1i ln ρ(Ai) : 1 ≤ i ≤ k}
is then the critical inverse temperature. For reducible graphs the situation is more
complicated, as we shall see, but the next problem is still to find out what happens
at the critical inverse temperature max{r−1i ln ρ(Ai)}.
We can scale the dynamics αr : t 7→ αrt by a factor c ∈ (0,∞), so the scaled version
sends t 7→ αrct = α
c−1r
t . The KMSβ states for the scaled dynamics α
c−1r are the
KMSc−1β states for α
r [10, Lemma 2.1]. So by choosing an appropriate scale factor,
we get a dynamics for which the critical inverse temperature has been normalised
to 1. We assume throughout this paper that we have made this normalisation. To
sum up:
Standing assumption. In this paper we study dynamics αr : R → Aut T C∗(Λ)
such that r ∈ (0,∞)k satisfies
(4.1) max
{
r−1i ln ρ(Ai) : 1 ≤ i ≤ k
}
= 1.
When ri = ln ρ(Ai) for all 1 ≤ i ≤ k, we call α
r the preferred dynamics.
If αr is the preferred dynamics, then r ∈ (0,∞)k implies that ρ(Ai) > 1 for
1 ≤ i ≤ k; this rules out the case in which some coordinate graph is a disjoint union
of cycles (see [11, Lemma A.1]). The main results of [12, 13] concern the preferred
dynamics, and in [10] we studied more general dynamics satisfying (4.1).
1This is where we need coordinatewise irreducible. Without this hypothesis, it is possible that
ΛR1 has sinks and/or sources. For example, consider the dumbbell graph with Λ
0 = {u, v}, one
blue loop at each of u and v, and one red edge from v to u.
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Remark 4.1. In this paper, we are primarily interested in systems (T C∗(Λ), αr)
involving the preferred dynamics. However, the reducible graphs we consider here
have nontrivial hereditary sets H ⊂ Λ0, and hence, by Proposition 2.2, nontrivial
quotients T C∗(Λ\H). The quotient maps all respect the gauge action, and hence
αr induces actions α¯r on each quotient. Composing KMS states of (T C∗(Λ\H), α¯r)
with the quotient map gives KMS states of the original system, so we want to use
our results to find KMS states of the quotient system. But we have to be careful:
these quotient dynamics are typically not the preferred dynamics for the graph Λ\H .
However, in most cases, they will still satisfy the standing assumption (4.1). The
exception is when we have strict inequality ri < ln ρ(AΛ\H,i) for all i, and in that case
Theorem 6.1 of [12] describes the KMSβ states of (T C
∗(Λ\H), α¯r) for β satisfying
max
{
r−1i ln ρ(AΛ\H,i) : 1 ≤ i ≤ k
}
< β ≤ 1.
As we observed above, when Λ is coordinatewise irreducible, Corollary 4.3 of [12]
says that there are no KMSβ states unless β ≥ 1. A more general result is stated
in [10, Proposition 4.1], but unfortunately that result is not true as stated: if Λ
is reducible, it is quite possible that there are KMSβ states with β < 1 (see §7.3
below). We discuss the flawed proof in [10] in the following remark.
Remark 4.2. The problem in the proof of [10, Proposition 4.1] is that (in the notation
of that proof) the functional φ◦π on T C∗(EC) need not be a state, and indeed could
be 0. We do not believe that the error affects the rest of that paper, since the result
was only used to motivate our preference for the preferred dynamics.
5. Critical components
In this section, we suppose that Λ is a finite k-graph without sources or sinks,
and that ri := ln ρ(Ai) for all i, so that α
r is the preferred dynamics on T C∗(Λ).
For j ∈ {1, . . . , k} we say that a strongly connected component C of Λ0 is j-critical
if ρ(AC,j) = ρ(Aj).
Theorem 5.1. Suppose that Λ is a finite k-graph without sources or sinks, and that
αr is the preferred dynamics on T C∗(Λ). Suppose that C is a strongly connected
component of Λ0, that ΛC is coordinatewise irreducible, and that there exists j ∈
{1, . . . , k} such that C is a j-critical component. Suppose that
Hj = {w ∈ Λ
0 : CΛNejw 6= ∅}
is hereditary, and let H be the complement of C in Hj. Then every KMS1 state of
(T C∗(Λ), αr) factors through a state of T C∗(Λ\H).
Proof. Suppose that ψ is a KMS1 state of T C
∗(Λ), and consider the vector mψ =
(ψ(qv) ). We take w ∈ H , and aim to prove that ψ(qw) = m
ψ
w = 0. Since w ∈ Hj,
there exist v ∈ C and n ∈ N such that vΛnejw 6= ∅. Thus Anj (v, w) > 0.
Applying [12, Proposition 4.1(a)] to the singleton set K = {j} and β = 1 shows
that mψ satisfies
(5.1) Ajm
ψ ≤ erjβmψ = ρ(Aj)m
ψ.
We write D := Λ0\(C ∪H), and write Aj in block form with respect to the decom-
position Λ0 = D ∪ C ∪H :
(5.2) Aj =

AD,j ⋆ ⋆0 AC,j AC,H,j
0 0 AH,j

 .
10 AN HUEF, KANG, AND RAEBURN
We consider separately the two cases in which mψ|C = 0 and m
ψ|C 6= 0. Suppose
first that mψ|C = 0. The subinvariance relation (5.1) gives
0 ≤ Anj (v, w)m
ψ
w ≤
(
Anjm
ψ
)
v
≤ ρ(Aj)
nmψv = 0,
and Anj (v, v) > 0 forces m
ψ
w = ψ(qw) = 0.
Now we suppose that mψ|C is nonzero. Then looking at the centre block in (5.2),
the subinvariance inequality Ajm
ψ ≤ ρ(Aj)m
ψ gives
AC,j(m
ψ|C) ≤ (Ajm
ψ)|C ≤ ρ(Aj)m
ψ|C .
Since C is j-critical, we have ρ(Aj) = ρ(AC,j) and
AC,j(m
ψ|C) ≤ ρ(AC,j)m
ψ|C ,
from which the subinvariance theorem [26, Theorem 1.6] for the irreducible matrix
AC,j and the nonzero vector m
ψ|C implies that
(5.3) AC,jm
ψ|C = ρ(AC,j)m
ψ|C .
In other words, mψ|C is a Perron-Frobenius eigenvector for AC,j . Now
ρ(AC,j)
nmψv = ρ(Aj)
nmψv ≥ (A
n
jm
ψ)v =
∑
u∈Λ0
Anj (v, u)m
ψ
u
≥
∑
u∈C
Anj (v, u)m
ψ
u + A
n
j (v, w)m
ψ
w.
The block decomposition (5.2) implies that Anj (v, u) = A
n
C,j(v, u) for every u ∈ C,
and hence
ρ(AC,j)
nmψv ≥
∑
u∈C
AnC,j(v, u)m
ψ
u + A
n
j (v, w)m
ψ
w
= ρ(AC,j)
n
(
mψ|C
)
v
+ Anj (v, w)m
ψ
w by (5.3)
= ρ(AC,j)
nmψv + A
n
j (v, w)m
ψ
w.
Since Anj (v, w) > 0, we deduce that ψ(qw) = m
ψ
w = 0, as desired. Thus ψ(qw) = 0
for all w ∈ H .
Since the set P := {qw : w ∈ H} consists of projections which are fixed by
the dynamics α, and since the spanning elements tλt
∗
µ are analytic with αz(tλt
∗
µ) =
eiz(d(λ)−d(µ))tλt
∗
µ, it follows from [11, Lemma 2.2] that ψ vanishes on the ideal IH
generated by P , and hence ψ factors through a KMS1 state of T C
∗(Λ)/IH . Since
H is hereditary, T C∗(Λ)/IH = T C
∗(Λ\H), and the result follows. 
The set H in Theorem 5.1 could be empty, in which case the theorem gives no
information. For example, in the 2-graph
u v
1
2
1
2
1
the component C = {u} is 2-critical, but there are no red paths from D = {v} to
C, and hence H2 = ∅.
On the other hand, the set H in Theorem 5.1 could also be large, and then the
theorem does provide useful input. However, the hereditary set C ∪ H need not
be large in Λ0, and then T C∗(Λ) could have KMSβ states for β < 1 lifted from
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KMS states of the quotient T C∗(Λ\(C ∪ H)). When C is also minimal among all
components, this cannot happen:
Proposition 5.2. Suppose that Λ is a finite k-graph without sources or sinks, and
that αr is the preferred dynamics on T C∗(Λ). Suppose that C is a strongly connected
component of Λ0 such that ΛC is coordinatewise irreducible, and that there exists j
such that C is j-critical. If C has hereditary closure Λ0, then every KMSβ state of
(T C∗(Λ), αr) has inverse temperature β ≥ 1.
Proof. Suppose that ψ is a KMSβ state. We begin by showing that there exists
v ∈ C such that ψ(qv) > 0. Since
∑
v∈Λ0 qv is the identity of T C
∗(Λ), we have∑
v∈Λ0 ψ(qv) = 1, and there exists w ∈ Λ
0 such that ψ(qw) > 0. If w ∈ C, take
v = w. If not, then w belongs to the hereditary closure of C, and we have CΛw 6= ∅.
Thus there exists λ ∈ Λw such that v = r(λ) ∈ C. Now the Toeplitz-Cuntz-Krieger
relation (T4) at v, the KMSβ condition and (T3) at w give
ψ(qv) ≥ ψ(tλt
∗
λ) = e
−βr·d(λ)ψ(t∗λtλ) = e
−βr·d(λ)ψ(qw) > 0.
Applying [12, Proposition 4.1(a)] to the singleton set K = {j} shows that the
vector mψ = (mψv ) = (ψ(qv) ) satisfies
Ajm
ψ ≤ erjβmψ = ρ(Aj)
βmψ.
If we order the vertices of Λ so that those in C come first, then Aj has block form
Aj =
(
AC,j ⋆
0 ⋆
)
.
Since C is j-critical, it follows that mψ|C satisfies
AC,j(m
ψ|C) ≤ ρ(Aj)
βmψ|C = ρ(AC,j)
βmψ|C .
Since AC,j is irreducible and since the vector m
ψ|C is non-zero (at the vertex v
in the first paragraph), the subinvariance theorem [26, Theorem 1.6] implies that
ρ(AC,j) ≤ ρ(AC,j)
β, and we have β ≥ 1. 
Proposition 5.3. Suppose that Λ is a finite k-graph without sources or sinks, and
that αr is the preferred dynamics on T C∗(Λ). Suppose that C is a strongly connected
component of Λ such that ΛC is coordinatewise irreducible, and that there exists j
such that C is j-critical and that Hj := {w ∈ Λ
0 : CΛNejw 6= ∅} = Λ0.
(a) Every KMS1 state of (T C
∗(Λ), αr) factors through a KMS1 state φ of the
system (T C∗(ΛC), α
r). Moreover, φ further factors through the quotient by
the ideal generated by
(5.4)
{
qv −
∑
e∈vΛ
ei
C
tet
∗
e : v ∈ Λ
0and C is i-critical
}
.
(b) Suppose that the numbers {ln ρ(AC,i) : 1 ≤ i ≤ k} are rationally independent.
Then there exists a unique KMS1 state ψ of (T C
∗(Λ), αr), and it satisfies
(5.5) ψ
(
qv −
∑
f∈vΛ
ei
C
tf t
∗
f
)
6= 0 for i such that C is not i-critical.
Proof. Let ψ be a KMS1 state of (T C
∗(Λ), αr). Since {w ∈ Λ0 : CΛNejw 6= ∅} = Λ0,
Theorem 5.1 applies with H = Λ0\C, and implies that ψ factors through a state φ
of T C∗(ΛC). Corollary 3.2 implies that ri = ln ρ(Ai) ≥ ln ρ(AC,i) for all i, and since
C is j-critical, the set {i : ri = ln ρ(AC,i)} is nonempty. So [10, Proposition 4.2(b)]
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applies to ΛC , and implies that φ factors through the quotient by the ideal generated
by (5.4). This gives (a).
Since ρ(Aj) = ρ(AC,j) and AC,j is irreducible, Proposition 4.2(c) of [10] implies
that there exists a unique KMS1 state φ of (T C
∗(ΛC), α
r). Then ψ = φ ◦ qΛ0\C is
a KMS1 state of (T C
∗(Λ), αr). Since every KMS1 state factors through qΛ0\C , the
uniqueness in the first sentence of this paragraph shows that ψ is the only KMS1
state of (T C∗(Λ), αr). Theorem 5.1(c) of [10] gives (5.5). 
Corollary 5.4. Suppose that Λ is a finite k-graph without sources or sinks, and that
αr is the preferred dynamics on T C∗(Λ). Suppose that C is a strongly connected
component of Λ such that ΛC is coordinatewise irreducible, that C is i-critical for
every i and that there exists a j such that {w ∈ Λ0 : CΛNejw 6= ∅} = Λ0. Then
every KMS1 state of T C
∗(Λ) factors though a state of C∗(ΛC).
Proof. In this case the set at (5.4) is{
qv −
∑
e∈vΛ
ei
C
tet
∗
e : v ∈ Λ
0
}
,
and hence the result follows from part (a) of Proposition 5.3. 
6. When a hereditary component dominates
In the last section, we discussed graphs in which the spectral radius of one or
more vertex matrices are achieved on components which have a nontrivial hereditary
closure. We now investigate graphs in which the spectral radii are all achieved on a
hereditary component.
We suppose as usual that Λ is a finite k-graph without sinks or sources. In the
main theorem of this section (Theorem 6.5), we suppose that there is a strongly
connected component D which is also hereditary, and for which the graph ΛD =
DΛD is coordinatewise irreducible. Suppose further that
ρ(Ai) = ρ(AD,i) > ρ(AC,i) for 1 ≤ i ≤ k and C ∈ C\{D} satisfying CΛD 6= ∅.
(For otherwise, some component C with CΛD 6= ∅ would be j-critical, and provided
CΛNejD 6= ∅, we would apply Theorem 5.1 to replace Λ with a smaller graph.) The
hypotheses in the next two propositions are a little weaker than this: they do not
imply that ρ(AD,i) = ρ(Ai) for all i. We have included these slightly stronger results
because we can see a version of Theorem 6.5 with these weaker hypotheses might
be very useful.
For graphs with the properties described above, the preferred dynamics on T C∗(Λ)
is also the preferred dynamics on the subalgebra T C∗(ΛD). There is always a KMS1
state on T C∗(ΛD), and we will show that this can be scaled back to a KMS func-
tional and then extended to a state on T C∗(Λ). To motivate our construction, we
recall what worked for a 1-graph E in [14, Theorem 4.3]. There we extended the
unimodular Perron-Frobenius eigenvector x for AD to an eigenvector z = (y, x) for
A with eigenvalue ρ(A); to do this, we wrote the vertex matrix in block form
A =
(
AE0\D AE0\D,D
0 AD
)
with ρ(AE0\D) < ρ(AD) = ρ(A), and took
(6.1) y =
(
ρ(A)1E0\D − AE0\D
)−1
AE0\D,Dx.
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We then showed by a limiting argument that there is a KMSln ρ(A) functional φ on
T C∗(E) with (y, x) =
(
φ(qv)
)
v∈E0
. (Had we normalised the dynamics in [14] as we
have done here, this would have been a KMS1 functional rather than a a KMSln ρ(A)
functional.) On the face of it, to apply (6.1) to a k-graph we would have to first
choose a vertex matrix Ai. But, remarkably, it turns out that we always get the
same y and z. It is crucial in the proof of this that the different vertex matrices
commute with each other.
Proposition 6.1. Suppose that Λ is a finite k-graph without sources or sinks. Sup-
pose that D is a nontrivial strongly connected component which is hereditary, and
that for every other component C ∈ C such that CΛD 6= ∅, we have
(6.2) ρ(AD,i) > ρ(AC,i) for 1 ≤ i ≤ k.
Suppose that x is a nonnegative eigenvector of AD,i with eigenvalue ρ(AD,i) for all
1 ≤ i ≤ k. Take H := {v ∈ Λ0 : vΛD = ∅} and F := Λ0\(D ∪ H). Then with
respect to the decomposition Λ0 = F ∪D ∪H, each vertex matrix has block form
(6.3) Ai =

Ei Bi ⋆0 AD,i 0
0 0 AH,i

 .
where Ei = AF,i.
(a) For 1 ≤ i, j ≤ k we have
(6.4) (ρ(AD,i)1F − Ei)
−1Bix = (ρ(AD,j)1F − Ej)
−1Bjx.
(b) Write y for the vector (6.4). Then y is nonnegative, and for each i, (y, x, 0)
is an eigenvector of Ai with eigenvalue ρ(AD,i).
Proof. Since D is strongly connected, we have D ∩H = ∅; since D is hereditary, we
must have DΛH = ∅. Thus the matrices Ai have block form (6.3).
Now fix i, j ∈ {1, . . . , k}. Recall that the factorisation property implies that
AiAj = AjAi, and then the block form of the product gives EiEj = EjEi and
(6.5) EiBj +BiAD,j = EjBi +BjAD,i.
Since x is an eigenvector for both AD,i and AD,j, (6.5) gives
(ρ(AD,i)1F − Ei)Bjx = ρ(AD,i)Bjx−EiBjx(6.6)
= ρ(AD,i)Bjx− (EjBix+BjAD,ix−BiAD,jx)
= ρ(AD,i)Bjx− (EjBix+Bjρ(AD,i)x− BiAD,jx)
= BiAD,jx− EjBix
= (ρ(AD,j)1F − Ej)Bix.
The hypothesis (6.2) implies that ρ(AD,i) > ρ(Ei), and similarly for j. Thus the
F ×F matrices ρ(AD,i)1F −Ei and ρ(AD,j)1F −Ej are invertible. Since the matrices
Ei and Ej commute, so do (ρ(AD,i)1F−Ei)
−1 and (ρ(AD,j)1F −Ej)
−1. So we deduce
from (6.6) that
(ρ(AD,j)1F − Ej)
−1Bjx = (ρ(AD,i)1F −Ei)
−1Bix,
which is part (a).
Now write y for the common vector (ρ(AD,i)1F − Ei)
−1Bix. Since x ≥ 0 and Bi
has nonnegative entries, the expansion
(ρ(AD,i)1F − Ei)
−1 = ρ(AD,i)
−1(1F − ρ(AD,i)
−1Ei)
−1
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= ρ(AD,i)
−1
∞∑
n=0
ρ(AD,i)
−nEni
shows that y is nonnegative.
We claim that z := (y, x, 0) satisfies Aiz = ρ(AD,i)z for 1 ≤ i ≤ k. To see this,
we fix i and compute
Aiz =

Ei Bi ⋆0 AD,i 0
0 0 AH,i



yx
0

 =

Eiy +BixAD,ix
0

 .
Since x is an eigenvector for AD,i with eigenvalue ρ(AD,i), it suffices to show that
Eiy +Bix = ρ(AD,i)y. For this, we compute:
Eiy +Bix = Ei(ρ(AD,i)1F −Ei)
−1Bix+Bix
= (ρ(AD,i)1F − Ei)
−1EiBix+Bix
= (ρ(AD,i)1F − Ei)
−1
(
EiBix+ (ρ(AD,i)1F − Ei)Bix
)
= (ρ(AD,i)1F − Ei)
−1(ρ(AD,i)Bix)
= ρ(AD,i)
(
(ρ(AD,i)1F − Ei)
−1Bix
)
= ρ(AD,i)y. 
Remark 6.2. If the graphs {ΛC : C ∈ C} are coordinatewise irreducible, then the
relation (6.2) imposes some restrictions on the components Bi in the block decom-
position (6.3). Since every component C ⊂ F has CΛD 6= ∅, at least one Bj is
nonzero. We claim that Bi is then nonzero for all i.
To see this, suppose that Bi = 0 for some i. Then (6.5) says that EiBj = BjAD,i.
Lemma 2.1 of [12] implies that the matrices {AD,i : 1 ≤ i ≤ k} have a common
Perron-Frobenius eigenvector x, and hence
Ei(Bjx) = BjAD,ix = ρ(AD,i)Bjx.
Since x is a Perron-Frobenius eigenvector, it has strictly positive entries, and hence
Bjx is not the zero vector. Thus there is a component C ⊂ F such that (Bjx)|C is
a nonzero eigenvector for AC,i with eigenvalue ρ(AD,i). But then ρ(AC,i) ≥ ρ(AD,i),
which contradicts (6.2). Thus Bi cannot be 0.
As a simple example to illustrate further, consider a 2-graph with skeleton
u v
m1
m2
n1
n2
p
Since the blue-red paths from v to u are in one to one correspondence with the
red-blue paths, we have pn2 = m2p and m2 = n2. In particular, B1 = (p) 6= 0 and
B2 = 0. The only hereditary component is {v}, but ρ(A{u},2) = n2 = ρ(A{v},2), and
the graph does not satisfy the hypothesis (6.2) for D = {v}.
We now suppose that the matrices AD,i are irreducible. Then the Perron-Frobenius
theorem implies that each AD,i has a strictly positive eigenvector with eigenvalue
ρ(AD,i), and there is a unique unimodular eigenvector with ℓ
1-norm 1. Since the ma-
trices AD,i commute, they share the same unimodular Perron-Frobenius eigenvector
[12, Lemma 2.1].
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Proposition 6.3. Suppose that Λ is a finite k-graph without sources or sinks. Con-
sider the preferred dynamics αr on T C∗(Λ). Suppose that D is a hereditary and
nontrivial strongly connected component of Λ0 such that ΛD is coordinatewise irre-
ducible, and such that ρ(AD,i) > ρ(AC,i) for all i and components C ∈ C\{D} with
CΛD 6= ∅. Suppose that x is the common unimodular Perron-Frobenius eigenvector
of the AD,i, take z = (y, x, 0) as in Proposition 6.1, and write b := ‖z‖1 > 0. Then
there is a KMS1 state ψ of (T C
∗(Λ), αr) such that
(6.7) ψ(tµt
∗
ν) = δµ,νρ(A)
−d(µ)b−1zs(µ) for µ, ν ∈ Λ,
where ρ(A)−d(µ) :=
∏k
i=1 ρ(Ai)
−d(µ)i .
Proof. Choose a decreasing sequence {βp} such that βp → 1. Then we have
(6.8) βpri = βp ln ρ(Ai) > ln ρ(Ai) for all p and i.
For fixed p, we define y
βp
v :=
∑
µ∈Λv e
−βpr·d(µ), as in [12, Theorem 6.1(a)]. By Propo-
sition 6.1(b), we have Aiz = ρ(AD,i)z for each i, and thus
k∏
i=1
(
1− e−βpriAi
)
b−1z =
k∏
i=1
(
1− e−βpriρ(AD,i)
)
b−1z.
Since ri = ln ρ(Ai), and
ρ(Ai) = max{ρ(AC,i) : C ∈ C},
we have ρ(AD,i) ≤ ρ(Ai), and
1− e−βpriρ(AD,i) = 1− ρ(Ai)
−βpρ(AD,i)
≥ 1− ρ(Ai)
−βpρ(Ai)
= 1− ρ(Ai)
1−βp.
It follows from our standing assumptions in §4 that ρ(Ai) > 1. Since also βp > 1,
we have 1− ρ(Ai)
1−βp > 0 for all i. Thus
ǫp :=
k∏
i=1
(1− e−βpriAi)b
−1z =
k∏
i=1
(1− ρ(AD,i)e
−βpri)b−1z
belongs to [0,∞)Λ
0
. Since (6.8) implies that each 1− e−βpriAi is invertible, we can
recover
b−1z =
k∏
i=1
(1− e−βpriAi)
−1ǫp,
and then ‖b−1z‖1 = 1 implies that ǫ
p · yβp = 1 (see [12, Theorem 6.1(a)]). Now [12,
Theorem 6.1(b)] gives KMSβp states ψp of (T C
∗(Λ), αr) satisfying
(6.9) ψp(tµt
∗
ν) = δµ,νe
−βpr·d(µ)b−1zs(µ) for µ, ν ∈ Λ.
Since the state space of T C∗(Λ) is weak* compact, we may assume by passing
to a subsequence that the sequence {ψp : p ∈ N} converges weak* to a state ψ of
T C∗(Λ). Letting p→∞ in (6.9) shows that
ψ(tµt
∗
ν) = δµ,νρ(A)
−d(µ)b−1zs(µ) for µ, ν ∈ Λ.
Thus Proposition 3.1(b) of [12] implies that ψ is a KMS1 state of (T C
∗(Λ), αr). 
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Remark 6.4. When ρ(Ai) = ρ(AD,i) for some i, the vector m
ψ = b−1z is an eigenvec-
tor of Ai with eigenvalue ρ(Ai), and we have Aim
ψ = ρ(Ai)m
ψ. If ρ(Ai) = ρ(AD,i)
for all i, then [12, Proposition 4.1] implies that the KMS1 state ψ factors through a
state of C∗(Λ).
However, it is possible that max{ρ(AC,i) : C ∈ C} is attained on some component
C which lies in the set H of Proposition 6.1, and that we then have ρ(AD,i) < ρ(Ai).
Then we cannot deduce that ψ factors through C∗(Λ), even if there exists j such
that ρ(AD,j) = ρ(Aj). Indeed, since z|D is a Perron-Frobenius eigenvector for AD,i,
applying Theorem 5.1(c) of [10] to the subalgebra T C∗(ΛD) ⊂ T C
∗(Λ) shows that
the state ψ does not vanish on the gap projections{
qv −
∑
e∈vΛei
tet
∗
e : v ∈ D and ρ(AD,i) < ρ(Ai)
}
.
We say that a strongly connected component C is forwards hereditary if vΛC 6= ∅
implies v ∈ C. The hypothesis that “D is not forwards hereditary” in the next result
removes the uninteresting case in which D is disjoint from the rest of the graph, in
which case we can study ΛD and ΛΛ\D separately.
Theorem 6.5. Suppose that Λ is a finite k-graph without sources or sinks such that
the numbers {ln ρ(Ai) : 1 ≤ i ≤ k} are rationally independent. Suppose that D
is a nontrivial strongly connected component which is hereditary but not forwards
hereditary. We suppose further that ΛD is coordinatewise irreducible, and that
(6.10) ρ(AD,i) = ρ(Ai) > ρ(AC,i) for all 1 ≤ i ≤ k and C ∈ C\{D}.
Let αr be the preferred dynamics on T C∗(Λ), and let q : T C∗(Λ) → T C∗(Λ\D) be
the quotient map. Then every KMS1 state of (T C
∗(Λ), αr) is a convex combination
of the state ψ of Proposition 6.3 and a state φ ◦ qD lifted from a KMS1 state φ of
(T C∗(Λ\D), αr).
We observe that the hypothesis (6.10) is stronger than the corresponding hypoth-
esis (6.2) in Propositions 6.1 and 6.3. This extra strength will be important at the
end of the proof when we apply the results of [12, §6] to the graph Λ\D.
Proof. Let θ be a KMS1 state of (T C
∗(Λ), αr) and consider mθ = (θ(qv)). We take
x to be the common unimodular Perron-Frobenius eigenvector of the matrices AD,i,
and apply Proposition 6.1. We write the vertex matrices in block form with respect
to the decomposition Λ0 = (Λ0\D) ∪D as
(6.11) Ai =
(
Ei Bi
0 AD,i
)
;
notice that here we have absorbed the set H of Proposition 6.1 into Λ0\D. So now
we extend the vector y ∈ [0,∞)F of Proposition 6.1(b) to a vector y ∈ [0,∞)Λ
0\D
by setting yv = 0 if v ∈ H , or equivalently if vΛD = ∅. Then we set z = (y, x) and
b = ‖z‖1, and let ψ be the state of Proposition 6.3.
Since the dynamics is preferred, Proposition 4.1 of [12] with K = {i} gives
Aim
θ ≤ ρ(Ai)m
θ for 1 ≤ i ≤ k,
and the block decomposition implies that
AD,i
(
mθ|D
)
≤ ρ(Ai)m
θ|D for 1 ≤ i ≤ k.
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Since ρ(Ai) = ρ(AD,i) for all i, the subinvariance theorem [26, Theorem 1.6] implies
that
AD,i
(
mθ|D
)
= ρ(AD,i)m
θ|D = ρ(Ai)m
θ|D for 1 ≤ i ≤ k.
(The subinvariance theorem requires that mθ|D 6= 0, but our conclusion also holds
trivially if mθ|D = 0.) Thus m
θ|D is a multiple of the common unimodular Perron-
Frobenius eigenvector x for the family {AD,i : 1 ≤ i ≤ k}, and we can define
a ∈ [0,∞) by mθ|D = ab
−1x. Let ψ be the state of Proposition 6.3. Then, in
particular, for v ∈ D we have aψ(qv) = θ(qv).
If a = 0, we have mθv = θ(qv) = 0 for all v ∈ D, and an application of [11,
Lemma 2.2] shows that θ factors through a state of T C∗(Λ\D). So we suppose that
a > 0. Next we want to show that a ≤ 1, which we do by proving that θ(qv) ≥ aψ(qv)
for all v ∈ Λ0. Since θ(qv) = aψ(qv) for v ∈ D, we consider v ∈ Λ
0\D. If vΛD = ∅,
then yv = 0, and hence θ(qv) ≥ 0 = aψ(qv). So we suppose that vΛD 6= ∅.
We fix j, and work in the coordinate graph Λj using techniques from the proof of
[14, Theorem 4.3(b)]. As there, we consider the set
QEj := QEj(D) := {µe ∈ Λ
NejΛejD : r(e) /∈ D}
of j-coloured paths which make a quick exit from D. By Lemma 4.4 of [14], the
projections {tλt
∗
λ : λ ∈ vQEj} are mutually orthogonal, and hence
θ(qv) ≥
∑
λ∈vQEj
θ(tλt
∗
λ)
=
∑
λ∈vQEj
ρ(Aj)
−|λ|θ(qs(λ))
=
∑
w∈D
∑
λ∈vQEj w
ρ(Aj)
−|λ|ab−1xw
=
∑
w∈D
∞∑
m=0
∑
u∈Λ0\D
ρ(Aj)
−(m+1)Amj (v, u)Aj(u, w)ab
−1xw.
Now we recall the block decomposition of Aj, which says that for u ∈ Λ
0\D we have
Amj (v, u) = E
m
j (v, u), and for w ∈ D we have Aj(u, w) = Bj(u, w). Thus
θ(qv) ≥
∑
w∈D
ρ(Aj)
−1
( ∑
u∈Λ0\D
∞∑
m=0
ρ(Aj)
−mEmj (v, u)Bj(u, w)ab
−1xw
)
=
∑
w∈D
ρ(Aj)
−1
( ∑
u∈Λ0\D
(
1− ρ(Aj)
−1Ej
)−1
(v, u)Bj(u, w)ab
−1xw
)
=
∑
w∈D
(
(ρ(Aj)−Ej)
−1Bj
)
(v, w)ab−1xw.
Since ρ(Aj) = ρ(AD,j), we can recognise this sum as ab
−1 times that defining the
coordinate yv of the vector y of Proposition 6.1, and hence
θ(qv) ≥ ayv = aψ(qv) for all v ∈ Λ
0\D such that vΛD 6= ∅.
We have now shown that θ(qv) ≥ aψ(qv) for all v ∈ Λ
0. We deduce that 1 = θ(1) ≥
aψ(1) = a, which is what we wanted to show.
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If a = 1, then the termwise inequality
1 =
∑
v∈Λ0
θ(qv) ≥
∑
v∈Λ0
aψ(qv) =
∑
v∈Λ0
ψ(qv)
forces θ(qv) = ψ(qv) for all v. Since both are KMS1 states and r has rationally
independent coordinates, Proposition 3.1(b) of [12] implies that θ(tλt
∗
µ) = ψ(tλt
∗
µ)
for all λ, µ ∈ Λ, and θ = ψ.
The other possibility is that 0 < a < 1. Then θ(qv) − aψ(qv) ≥ 0 for all v ∈ Λ
0.
Since θ(qv) = aψ(qv) for v ∈ D,
(6.12) κv := (1− a)
−1(mθ − amψ)v = (1− a)
−1(θ(qv)− aψ(qv))
defines a vector κ in [0,∞)Λ
0\D with ‖κ‖1 = 1. Using the notation of the block
decomposition (6.11), we claim that the vector
ǫ :=
k∏
i=1
(
1− ρ(Ai)
−1Ei
)
κ
belongs to [0,∞)Λ
0\D.
Since θ is a KMS1 state, Proposition 4.1 of [12] implies that
(6.13)
k∏
i=1
(
1− ρ(Ai)
−1Ai
)
mθ ≥ 0.
Writing Ai in block form (6.11), we can rewrite (6.13) as
k∏
i=1
(
1− ρ(Ai)
−1Ei −ρ(Ai)
−1Bi
0 1− ρ(Ai)
−1AD,i
)(
mθ|Λ\D
mθ|D
)
≥ 0.
Since mθ|D = ab
−1x is an eigenvector for AD,k with eigenvalue ρ(AD,k) = ρ(Ak), the
bottom block is 0. Expanding the top block gives
(6.14)
k∏
i=1
(
1− ρ(Ai)
−1Ei
)(
mθ|Λ\D
)
−
k−1∏
i=1
(
1− ρ(Ai)
−1Ei
)
ρ(Ak)
−1Bk(ab
−1x) ≥ 0.
Since the hypothesis (6.10) implies that
ρ(Ai) > ρ(Ei) = max{ρ(AC,i) : C ∈ C, C 6= D},
the matrices 1−ρ(Ai)
−1Ei are all invertible. Thus we can rearrange the second term
in (6.14) as
k−1∏
i=1
(
1− ρ(Ai)
−1Ei
)
ρ(Ak)
−1Bk(ab
−1x)
=
k∏
i=1
(
1− ρ(Ai)
−1Ei
)(
1− ρ(Ak)
−1Ek
)−1
ρ(Ak)
−1Bk(ab
−1x)
=
k∏
i=1
(
1− ρ(Ai)
−1Ei
)
ab−1
(
ρ(Ak)1− Ek)
−1Bkx.
Since ρ(Ak) = ρ(AD,k), we can recognise
(
ρ(Ak)1−Ek)
−1Bkx as the vector y. Hence
k−1∏
i=1
(
1− ρ(Ai)
−1Ei
)
ρ(Ak)
−1Bk(ab
−1x) =
k∏
i=1
(
1− ρ(Ai)
−1Ei
)
ab−1y
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=
k∏
i=1
(
1− ρ(Ai)
−1Ei
)(
amψ|Λ\D
)
.
Combining this with (6.14) gives
k∏
i=1
(
1− ρ(Ai)
−1Ei
)(
mθ|Λ\D − am
ψ|Λ\D
)
≥ 0,
and now
ǫ = (1− a)−1
k∏
i=1
(
1− ρ(Ai)
−1Ei
)(
mθ|Λ\D − am
ψ|Λ\D
)
≥ 0,
and hence ǫ belongs to [0,∞)Λ
0\D, as claimed.
Since each 1−ρ(Ai)
−1Ei is invertible, we can recover κ =
∏k
i=1
(
1−ρ(Ai)
−1Ei
)−1
ǫ,
and since ‖κ‖1 = 1, it follows from [12, Theorem 6.1(a)] that ǫ belongs to the
simplex Σ1 of [12, Theorem 6.1(c)] for the graph Λ\D. The induced dynamics α
r on
T C∗(Λ\D) satisfies ri = ln ρ(Ai) > ln ρ(Ei). Thus Theorem 6.1 of [12] gives a KMS1
state φǫ on T C
∗(Λ\D) such that φǫ(qv) = κv for v ∈ Λ
0\D. (The graph Λ\D could
have sources, so we are implicitly using here that we can apply [12, Theorem 6.1] to
graphs with sources, as discussed in §8.)
Let q : T C∗(Λ)→ T C∗(Λ\D) be the quotient map. Looking back at the definition
of κ at (6.12), we see that(
(1− a)φǫ ◦ q + aψ
)
(qv) = (1− a)κv + aψ(qv) = θ(qv),
for v ∈ Λ0\D. For v ∈ D, we have(
(1− a)φǫ ◦ q + aψ
)
(qv) = aψ(qv) = θ(qv).
Thus the convex combination (1 − a)φǫ ◦ q + aψ agrees with θ on all the vertex
projections, and since they are both KMS1 states, another application of [12, Propo-
sition 3.1] shows that they are equal on T C∗(Λ). Thus θ is a convex combination
of φǫ ◦ q and the state ψ of Proposition 6.3. This completes the proof of Theo-
rem 6.5. 
Remark 6.6. We observe that the full strength of the subinvariance relation (6.13) is
needed to prove that ǫ ≥ 0. In [12, Proposition 4.1] we proved a similar subinvariance
relation for all nonempty subsets K of {1, . . . , k}.
Remark 6.7. The requirement that ρ(AD,i) = ρ(Ai) > ρ(AC,i) for all i and C 6= D
is crucial at the end of the above proof, because it allows us to recover the vector κ
from ǫ. We have so far been unable to find an approximation argument like that of
Proposition 6.3 which will give us a suitable KMS1 state as a limit of KMSβ states
with β > 1.
Since the results of [12] give a complete classification of the KMS1 states of the
quotient T C∗(Λ\D) (see §8), we have the following description of the simplex of
KMS1 states on T C
∗(Λ). Recall that for large enough β, Theorem 6.1 of [12]
describes the simplex of KMSβ states in terms of a vector y
β : Λ0\D → [1,∞)
as
Σβ := {ǫ ∈ [0,∞)
Λ0\D : ǫ · yβ = 1}
and gives a specific formula for the KMSβ state φǫ associated to ǫ ∈ Σβ (see formula
(6.1) in [12]). The critical value β = 1 is large enough for the preferred dynamics
on T C∗(Λ\D). So we have:
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Corollary 6.8. Suppose that Λ is a finite k-graph without sources or sinks, and
D is a nontrivial strongly connected component which is hereditary, for which ΛD
is cocordinatewise irreducible, and which has ρ(AD,i) > ρ(AC,i) for 1 ≤ i ≤ k
and all other components C ∈ C\{D}. Let q be the quotient map of T C∗(Λ) onto
T C∗(Λ\D), and let ψ be the state of Proposition 6.3. Then the map (sǫ, 1 − s) 7→
s(φǫ ◦ q) + (1− s)ψ is an affine homeomorphism of the simplex
Σ′1 := {(sǫ, 1− s) : ǫ · y
1 = 1 and s ∈ [0, 1]}
onto the simplex of KMS1 states on (T C
∗(Λ), αr).
Remark 6.9. We prove later in Proposition 8.2 below that the state φǫ of T C
∗(Λ\D)
factors through a state of C∗(Λ\D) if and only if ǫ is supported on the set of “absolute
sources” in Λ\D. (See Remark 8.1 for the definition of “absolute source”.) The
graph Λ\D could certainly have absolute sources, as taking D = {x} in Example 8.4
shows. In general, if ǫ is supported on an absolute source v ∈ Λ0\D, then the state
φǫ of T C
∗(Λ) satisfies φǫ(qv) > 0. Since the sources in C
∗(Λ\D) belong to the
saturation ΣD of the hereditary set D ⊂ Λ0, the associated vertex projections
qv ∈ T C
∗(Λ) are killed by the quotient map of T C∗(Λ) onto C∗(Λ\ΣD). So the
only KMS1 state of T C
∗(Λ) that factors through a state of C∗(Λ\ΣD) is the state
ψ in the statement of Corollary 6.8.
7. Graphs with one or two components
Suppose that Λ is a finite k-graph with no sinks or sources, and as usual write C
for the set of nontrivial strongly connected components. In this section we assume
further that
(A1) Λ has at most two nontrivial strongly connected components;
(A2) for every C ∈ C, the graph ΛC := CΛC is coordinatewise irreducible.
Because the graph is finite and has no sinks, each Λnv is nonempty, and there exist
paths which visit some vertices more than once. So there is always at least one
nontrivial strongly connected component.
The point of assumption (A2) is that the strongly connected components are
the same as the strongly connected components in each of the coordinate graphs
Λi = (Λ
0,Λei, r, s). In general, this is not necessarily the case:
Example 7.1. There are 2-graphs with the following skeleton (drawn with the con-
vention of §2.1). Since we made the numbers of red and blue loops at u and v the
same, there are 2-graphs with this skeleton, but the results of this section do not
apply to such graphs. The set C = {u, v} is strongly connected, but the graph does
not satisfy (A2) because A2 is reducible.
u v
n1
n2
n1
n2
p
q
7.1. Graphs with one component. We now suppose in addition that there is
exactly one nontrivial component C. Since there are no sinks or sources, every
vertex emits and receives edges of all degrees, and then paths of sufficiently large
degrees must hit some vertices more than once. So every vertex connects forwards
and backwards to C, and thus C = Λ0. Assumption (A2) therefore implies that Λ is
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coordinatewise irreducible. Theorem 7.2 of [12] says that if the numbers {ln ρ(Ai) :
1 ≤ i ≤ k} are rationally independent, then the preferred dynamics on T C∗(Λ)
admits a unique KMS1 state, which then factors through C
∗(Λ). (This result is
substantially improved in [13, §7], but the original one will suffice here.)
We shall be interested in KMS states on quotients of Toeplitz algebras, and
although these quotients are themselves Toeplitz algebras, the dynamics on the
quotient induced by the preferred dyanmics may not be itself preferred. For a
non-preferred dynamics on T C∗(Λ), we can find KMSβ states for all β > βc :=
maxi{r
−1
i ln ρ(Ai)} using [12, Theorem 6.1]. There is always at least one KMSβc
state of T C∗(Λ), and if the numbers {ln ρ(Ai) : 1 ≤ i ≤ k} are rationally indepen-
dent, this is the only KMSβc state [10, Theorem 5.1]. However, it typically does not
factor through C∗(Λ) (see [10, Proposition 6.1]).
The KMS states on the Toeplitz algebras of 2-graphs with a single vertex were
explicitly described in [10, §7]. In that case the vertex matrices are (m1) and (m2),
and the rational independence of lnm1 and lnm2 is automatic unless m1 and m2
have the form described in Proposition A.1.
7.2. Graphs with two components. We now suppose that Λ has exactly two
nontrivial components C and D. We assume further (that is, in addition to (A1)
and (A2) above) that
(A3) CΛv 6= ∅ for all v ∈ Λ0.
This assumption has some immediate consequences. First, C has to be forwards
hereditary (that is, vΛC 6= ∅ implies v ∈ C) and Λ0\C is hereditary. Since CΛD 6= ∅,
the existence of two distinct components implies that DΛC = ∅. There are some
less immediate consequences too.
Lemma 7.2. Suppose that 1 ≤ j ≤ k. If w ∈ Λ0\(C ∪ D), then there are paths λ
in CΛNejw and µ in wΛNejD.
Proof. Take N > |Λ0|. Since Λ has no sinks, ΛNejw is nonempty, and there exists
λ ∈ ΛNejw. Since λ passes through N + 1 vertices, it must pass through at least
one several times. Thus λ contains a return path. Similarly, since Λ has no sources,
there exists µ ∈ wΛNej , and it too contains a return path. Each of the return paths
in λ and µ must lie in one of the strongly connected components ΛC or ΛD. They
cannot lie in the same one, because then w would be strongly connected to that
component, and would belong to it. If the return path in λ lies in ΛD and the one
on µ lies in ΛC , then we have a path in ΛDΛwΛΛC, which contradicts DΛC = ∅.
So the return path in λ must lie in ΛC , and the one in µ must lie in ΛD. But then
λ ends in C and µ begins in D. 
Corollary 7.3. The subset D is hereditary.
Corollary 7.4. If C ∪D is a proper subset of Λ0, then there are paths of all colours
from D to C.
Remark 7.5. It is important in Corollary 7.4 that there is a vertex w ∈ Λ0\(C ∪D)
to which we can apply Lemma 7.2. If C ∪D = Λ0, then it is possible that there are
only edges of one colour from D = {v} to C = {u}. (The graphs in Example 7.1
with p = 0, for example.)
We now summarise Proposition 3.1 as it applies to our two component graphs.
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Lemma 7.6. Suppose we have Λ as above and CΛv 6= ∅ for all v ∈ Λ0. Then we
can order the vertex set Λ0 so that every vertex matrix has the block form
Aj =

AC,j ⋆ ⋆0 Bj ⋆
0 0 AD,j


with each Bj strictly upper triangular. In particular, we have
ρ(Aj) = max{ρ(AC,j), ρ(AD,j)}.
7.3. KMS states for graphs with two components. We consider a finite graph
Λ with no sinks or sources satisfying all the assumptions of §7.2, and we use the
same notation. This gives two strongly connected components C and D such that
• C is forwards hereditary and D is hereditary,
• ΛC and ΛD are coordinate-wise irreducible, and
• the hereditary closure of C is Λ0.
We take ri = ln ρ(Ai), so that α
r is the preferred dynamics on T C∗(Λ). If β > 1,
then βri > ln ρ(Ai) for all i, and Theorem 6.1 of [12] gives a (|Λ
0| − 1)-dimensional
simplex of KMSβ states on (T C
∗(Λ), αr).
First consider Λ such that C is j-critical for some j. Then Proposition 5.2 implies
that every KMSβ state of (T C
∗(Λ), αr) has β ≥ 1. So in this situation, it remains to
consider β = 1. We want to apply Proposition 5.3, but the set {w ∈ Λ0 : CΛNejw 6=
∅} appearing there may not be all of Λ0 (see for example, the 2-graph on page 10).
But if, for example, C ∪D is a proper subset of Λ0, then Corollary 7.4 implies there
are paths of all colours from D to C, and then {w ∈ Λ0 : CΛNejw 6= ∅} = Λ0. So we
also assume that
• {w ∈ Λ0 : CΛNejw 6= ∅} = Λ0.
We let KC = {i : ρ(Ai) = ρ(AC,i)} and observe it is nonempty because C is j-
critical. Now by Proposition 5.3 every KMS1 state of (T C
∗(Λ), αr) factors through
(T C∗(ΛC), α
r), and also through the quotient by the ideal IKC generated by the gap
projections
qv −
∑
e∈vΛ
ei
C
tet
∗
e for i ∈ KC .
If KC = {1, . . . , k}, this quotient is the graph algebra C
∗(ΛC) by Corollary 5.4.
Proposition 5.3 also says that if the numbers {ln ρ(Ai) : 1 ≤ i ≤ k} are rationally
independent, then there is exactly one such state on (T C∗(Λ), αr).
Second, we consider Λ where C is not i-critical for any i, that is, KC = ∅. Then
Lemma 7.6 implies that
ρ(Ai) = max{ρ(AC,i), ρ(AD,i)} = ρ(AD,i) > ρ(AC,i) for all i.
By Theorem 6.5, the KMS1 states of (T C
∗(Λ), αr) are convex combinations of the
state ψ of Proposition 6.3 and a state of the form φ ◦ qD for some KMS1 state φ of
T C∗(Λ\D). Since
ri = ln ρ(Ai) > ln ρ(AC,i) = ln ρ(AΛ\D,i) for all i,
Theorem 6.1 of [12] gives an explicit description {φǫ : ǫ ∈ Σ1} of a (|Λ
0| − |D| − 1)-
dimensional simplex of KMS1 states of T C
∗(Λ\D). (Notice that, as Example 8.4
illustrates, the graph Λ\D may have sources, so we are using here that we can apply
[12, Theorem 6.1] to graphs with sources, as discussed in §8.) Thus the simplex of
KMS1 states of T C
∗(Λ) has dimension |Λ0\D|. By Proposition 8.2 the states of the
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form φǫ ◦ qD factor through states of C
∗(Λ\D) if and only if ǫ is supported on the
“absolute sources” in Λ\D, which under our hypotheses all lie outside C.
When KC is empty, the system (T C
∗(Λ), αr) has a further phase transition at
(7.1) βc := max
i
{r−1i ln ρ(AC,i) : 1 ≤ i ≤ k}.
For βc < β < 1, [12, Theorem 6.1] gives a (|Λ
0| − |D| − 1)-dimensional simplex of
KMSβ states on (T C
∗(Λ\D), αr), and composing with qD gives a simplex of KMSβ
states on (T C∗(Λ), αr).
Remark 7.7. Suppose that Λ0 = C ∪ D (plus all the assumptions used above).
Then ΛΛ\D = ΛC . At this point we have a complete analysis of the KMS states of
(T C∗(Λ), αr) for β > βc because we know all the KMS states of the coordinatewise
irreducible graph ΛC from [10].
However, when Λ0 6= C ∪D, there are vertices which lie between D and C, and
then Λ\D has sources (see Example 8.4), and we need to work a little harder to deal
with this.
To see what happens at the (second) critical inverse temperature βc of (7.1), we
need a lemma: notice that we want to apply this lemma for a dynamics that is not
the preferred dynamics.
Lemma 7.8. Suppose that Γ is a finite k-graph with a single nontrivial strongly con-
nected component C, that Γ has no sinks, and that ΓC is coordinatewise irreducible
with the numbers {ρ(AC,i) : 1 ≤ i ≤ k} rationally independent. Take r ∈ (0,∞)
k,
and βc as in (7.1). Then (T C
∗(Γ), αr) has a unique KMSβc state φ. It satisfies
φ(qv) = 0 for all v ∈ Γ
0\C, and factors through a state of C∗(ΓC).
Proof. Suppose that φ and φ′ are KMSβc states on (T C
∗(Γ), αr). We choose j such
that βc = r
−1
j ln ρ(AC,j). Let Γj be the directed graph (Γ
0,Γej , r, s). The family
{qv, te : v ∈ Γ
0, e ∈ Γej} ⊂ T C∗(Γ)
is a Toeplitz-Cuntz-Krieger Γj-family in T C
∗(Γ). If v is not a source, then each
qv−
∑
r(e)=v tet
∗
e is nonzero (consider the finite path representation of T C
∗(Γ)), and
Theorem 4.1 of [8] implies that πq,t is an injective homomorphism of T C
∗(Γj) into
T C∗(Γ). The isomorphism is equivariant for the dynamics αrj on T C∗(Γj) given by
α
rj
t = γeirjt and the given dynamics α
r on T C∗(Γ).
For the usual dynamics α on the graph algebra T C∗(Γj), the proof of Corol-
lary 6.1(b) of [11] implies that (T C∗(Γj), α) has a unique KMSln ρ(AC,j) state and
that this state vanishes on the vertex projections qv for v ∈ Γ
0\C. Scaling the
dynamics, in this case inserting the scale rj, changes the inverse temperature to
r−1j ln ρ(AC,j), which is βc (see [10, Lemma 2.1]). Thus φ ◦ πq,t = φ
′ ◦ πq,t, which in
particular implies that φ(qv) = φ
′(qv) for all v ∈ Γ
0. Since both φ and φ′ are KMS
states and the numbers {ρ(AC,i)} are rationally independent, they therefore also
agree on all the spanning elements tµt
∗
λ, and hence on T C
∗(Γ). (We need rational
independence to see that φ(tµt
∗
λ) = 0 when µ 6= λ using [12, Proposition 3.1(b)].)
Thus (T C∗(Γ), αr) has a unique KMSβc state φ, and φ(qv) = 0 for v ∈ Γ
0\C. That
φ factors through a state of C∗(ΓC) follows from [12, Theorem 7.2]. 
We now return to the preceding discussion of the case where the set KC is empty.
Then Lemma 7.8 applies to the graph Γ = Λ\D, and shows that there is a unique
KMSβc state on T C
∗(Λ\D), and hence also on T C∗(Λ). This state factors through
the quotient map onto C∗(ΛC). This completes the description of the KMS states
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for the preferred dynamics on the Toeplitz algebras of k-graphs with two strongly
connected components (with quite a few assumptions on the graphs).
8. Graphs with sources
The analysis in [12] of KMS states on the algebras of higher-rank graphs carries
the hypothesis that “Λ is a finite k-graph without sources”. However, that analysis
does not actually use the “without sources” hypothesis in the main results for states
on the Toeplitz algebra T C∗(Λ) [12, Theorem 6.1]. The hypothesis does become
important when we ask which KMS states of T C∗(Λ) factor through states of C∗(Λ).
As Kajiwara and Watatani [17] showed for a 1-graph E, the presence of sources then
makes a big difference: in the notation of [11], a KMS state φǫ of T C
∗(E) factors
though a state of C∗(E) if and only if ǫ is supported on the sources [11, Corollary 6.1].
The hypothesis “Λ has no sources” is frequently imposed because the Cuntz-
Krieger relations of Kumjian and Pask [18] need to be substantially altered when
there are sources. Exactly how they need to be altered was carefully analysed in
[25]. However, because that paper was primarily about infinite graphs and problems
that arise when vertices receive infinitely many edges, the answer is complicated.
There is a family of “locally convex” row-finite k-graphs for which only a relatively
simple adjustment is required [24], but that will not suffice here.
We again want to work with a k-graph Λ which is finite and has no sources or
sinks. But the graph Λ\D appearing in Theorem 6.5 can have sources. Indeed, the
graph Λ\D whose skeleton is drawn in Figure 2 below is not even locally convex.
For the Toeplitz algebra, where the contentious Cuntz-Krieger relations are not
imposed, we can safely apply [12, Theorem 6.1] to graphs with sources because the
“without sources” hypothesis was not used in its proof. However, to understand
what happens on C∗(Λ\D), we have to deal with the Cuntz-Krieger relation of [25]
for graphs with sources. Before we start, we pause to make clear what we mean by
“source”.
Remark 8.1. In their orginal paper [18], Kumjian and Pask say that a k-graph Λ
has no sources if vΛn is nonempty for every n ∈ Nk. Thus they implicitly defined
a source as a vertex for which at least one of the sets vΛei is empty. This was
the definition used in [24] and [25] (again implicitly, as suggested by the comments
at the start of [24, §3]). In our analysis of KMS states on C∗(Λ), the important
sources v are those that receive no edges at all, so that vΛ = {v}. To avoid possible
confusion, we say for emphasis that v is an absolute source if vΛ = {v}. In the
graph whose skeleton is drawn in Figure 2, for example, both vertices v and w are
sources in the sense of Kumjian and Pask, but only w is an absolute source.
Our analogue of [11, Corollary 6.1] for k-graphs is the following. Recall that when
βri > ln ρ(Ai) for 1 ≤ i ≤ k, by [12, Theorem 6.1] the KMSβ states on T C
∗(Λ) for
the dynamics αr have the form φǫ for ǫ belonging to a simplex Σβ in [0,∞)
Λ0.
Proposition 8.2. Suppose that Λ is a finite k-graph, possibly with sources. Let
r ∈ (0,∞)k and consider β such that βri > ln ρ(Ai) for 1 ≤ i ≤ k. Then a KMSβ
state φǫ of (T C
∗(Λ), α) factors through a state of C∗(Λ) if and only if ǫ is supported
on the set of absolute sources.
For the proof of this result we recall some background material from [25].
We need to work with the Cuntz-Krieger relations for Λ. We write Λ1 for the
set
⋃k
i=1 Λ
ei of edges. If v ∈ Λ0, a subset E ⊂ vΛ1 is exhaustive if every λ ∈ vΛ
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with d(λ) 6= 0 has Λmin(λ, e) 6= ∅ for some e ∈ E. (Equivalently, E is exhaustive
if for every λ ∈ vΛ, there exist an extension λλ′ and i ∈ {1, 2, . . . , k} such that
(λλ′)(0, ei) ∈ E.) Then a Toeplitz-Cuntz-Krieger family {Qv, Tλ} is a Cuntz-Krieger
family if
(8.1)
∏
e∈E
(Qv − TeT
∗
e ) = 0 for all v ∈ Λ
0 and all nonempty exhaustive E ⊂ vΛ1.
The graph algebra or Cuntz-Krieger algebra C∗(Λ) is the quotient of T C∗(E) by the
ideal generated by the projections
∏
e∈E(qv−tet
∗
e) associated to the finite exhaustive
subsets E of vΛ1.
Remark 8.3. We have made some simplifications to the original Definition 2.5 of
[25]. First, we have used Theorem C.1 of [25] to restrict attention to exhaustive
subsets of Λ1. Second, we have observed that since our graph is finite, all exhaustive
subsets of Λ1 are finite, as required in part (iv) of [25, Theorem C.1]. And third, we
have inserted the word “nonempty” to stress that we are not imposing any relation
on Qv when vΛ
1 has no nonempty exhaustive subsets, which happens precisely when
v is an absolute source.
If E ⊂ vΛ1 is an exhaustive set, then any larger subset F ⊂ vΛ1 is also exhaustive,
and the Cuntz-Krieger relation (8.1) for E implies the Cuntz-Krieger relation for
F (the product just has more terms). So it is of interest to find small exhaustive
sets. When the graph Λ has no sources, the subsets vΛei are all exhaustive; since
the {TeT
∗
e : e ∈ vΛ
ei} are mutually orthogonal projections, the product in the
Cuntz-Krieger relation for vΛei collapses, and we recover the usual Cuntz-Krieger
relation
0 =
∏
e∈vΛei
(Qv − TeT
∗
e ) = Qv −
∑
e∈vΛei
TeT
∗
e .
Conversely, if Λ has no sources and {Qv, Tλ} is a Cuntz-Krieger family in the usual
sense, then it satisfies (8.1) [25, Lemma B.3]. So in the absence of sources, we can
find quite small exhaustive sets. When we add sources the exhaustive sets get bigger,
often quite quickly.
We now recall the construction of the state φǫ in [12, Theorem 6.1]. It is defined
spatially using the finite-path representation πQ,T on ℓ
2(Λ) and the usual orthonor-
mal basis {hλ} for ℓ
2(Λ). We define weights
∆λ = e
−βr·d(λ)ǫs(λ),
and then
φǫ(a) =
∑
λ∈Λ
∆λ
(
πQ,T (a)hλ | hλ
)
for a ∈ T C∗(Λ).
It will be helpful for us to know that for µ ∈ Λ, TµT
∗
µ is the orthogonal projection
on
TµT
∗
µ(ℓ
2(Λ)) = span{hλ : λ = µν for some ν ∈ s(µ)Λ},
and hence
φǫ(tµt
∗
µ) =
∑
ν∈s(µ)Λ
∆µν .
Proof of Proposition 8.2. First we suppose that ǫ is not supported on the absolute
sources, so that there is a vertex v such that vΛ 6= {v} and ǫv > 0. Then the basis
vector hv belongs to the range of Qv = πQ,T (qv), and hence Qvhv = hv. Since v
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receives edges, the exhaustive subsets of vΛ1 are all nonempty. For each such set E,
and each e ∈ E, we have TeT
∗
e hv = 0, and hence
πQ,T (qv − tet
∗
e)hv = (Qv − TeT
∗
e )hv = hv for all e ∈ E.
Since the operators Qv − TeT
∗
e are all projections and commute with each other, all
the summands in the formula for φ
(∏
e∈E(qv − tet
∗
e)
)
are nonnegative, and
φǫ
(∏
e∈E
(qv − tet
∗
e)
)
≥ ∆v
(∏
e∈E
(Qv − TeT
∗
e )hv
∣∣∣ hv
)
= ∆v = ǫv > 0.
Thus φǫ does not vanish on the kernel of the quotient map q : T C
∗(Λ) → C∗(Λ),
and does not factor through a state of C∗(Λ).
For the converse, we suppose that ǫ is supported on the absolute sources, and
aim to prove that φǫ vanishes on the projections appearing in (8.1). Since ǫ is then
a convex combination of point masses at these sources, and since ǫ 7→ φǫ is affine,
it suffices to prove this when ǫ is supported on a single absolute source u. We aim
to show that φǫ vanishes on the products in the Cuntz-Krieger relation (8.1) for
all vertices v which are not absolute sources. So we take such a vertex v, and a
nonempty exhaustive set E ⊂ vΛ1.
We begin by rewriting the product
∏
(qv−tet
∗
e) in (8.1), using that the projections
{tet
∗
e : e ∈ Λ
ei} are mutually orthogonal. With IE := {i ∈ {1, . . . , k} : E ∩Λ
ei 6= ∅},
we have ∏
e∈E
(qv − tet
∗
e) =
∏
i∈IE
( ∏
e∈E∩Λei
(qv − tet
∗
e)
)
=
∏
i∈IE
(
qv −
∑
e∈E∩Λei
tet
∗
e
)
= qv +
∑
∅6=J⊂IE
(−1)|J |
∏
i∈J
( ∑
e∈E∩Λei
tet
∗
e
)
.
Next we calculate the values of φǫ on the summands above. Since ǫ is supported
on u, the weights ∆λ vanish unless s(λ) = u, and
φǫ(qv) =
∑
λ∈vΛu
∆λ.
For J such that ∅ 6= J ⊂ IE , we have
φǫ
(∏
i∈J
( ∑
e∈E∩Λei
tet
∗
e
))
=
∑{
∆λ : λ ∈ vΛu and
∑
e∈E∩Λei
TeT
∗
e hλ = hλ for all i ∈ J
}
=
∑
{λ∈vΛu :λ(0,ei)∈E for all i ∈ J}
∆λ.(8.2)
We now consider a fixed λ ∈ vΛu, and compute the coefficient of ∆λ in
(8.3) φ
(∏
e∈E
(qv − tet
∗
e)
)
= φ(qv) +
∑
∅6=J⊂IE
(−1)|J |φ
(∏
i∈J
( ∑
e∈E∩Λei
tet
∗
e
))
.
Since v is not an absolute source and u is, we have d(λ) 6= 0. Then ∆λ occurs in the
sum (8.2) if and only if
J ⊂ IE,λ := {i : λ(0, ei) ∈ E},
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and in that case has coefficient (−1)|J | in (8.3). Since s(λ) = u is an absolute source,
λ has no extensions other than itself; since E is exhaustive, this means that at least
one initial edge λ(0, ei) must belong to E. Thus IE,λ is nonempty, |IE,λ| ≥ 1, and
the coefficient of ∆λ in (8.3) is the number
1 +
|IE,λ|∑
j=1
(−1)j
(
|IE,λ|
j
)
= (1− 1)|IE,λ| = 0.
We deduce that
φǫ
(∏
e∈E
(qv − tet
∗
e)
)
= 0.
Finally, since the projections{∏
e∈E
(qv − tet
∗
e) : v ∈ Λ
0 is not an absolute source and E ⊂ vΛ1 is exhaustive
}
generate the kernel of the quotient map q : T C∗(Λ) → C∗(Λ) and are fixed by
the action αr, it follows from [11, Lemma 2.2] that φǫ factors through a state of
C∗(Λ). 
In the examples we have been studying so far, the graphs Λ have all had neither
sinks nor sources in the strong sense of Kumjian and Pask [18], and in these examples
the same is true of the graphs Λ\H obtained by deleting a hereditary set H . In
other graphs, it is possible that Λ\H has sources even if Λ doesn’t. The presence of
sources may affect the KMS states.
Example 8.4. We consider a 2-graph with skeleton shown in Figure 1. We can
verify that there are 2-graphs with this skeleton either by writing down the vertex
matrices and checking they commute, or by checking that we have the same number
of red-blue and blue-red paths between each pair of vertices. For this graph we have
u
v
w
x
12
818
12
6
2
18
6
Figure 1. A 2-graph in which subgraphs can have sources.
ρ(A1) = ρ(A{x},1) = 8 and ρ(A2) = 12, so the preferred dynamics α
r has
r1 = ln 8 and r2 = ln 12.
Proposition A.1 implies that r1 and r2 are rationally independent.
To analyse the KMS1 states of (T C
∗(Λ), αr), we first apply Theorem 6.5 with
D = {x}. Proposition 6.1 gives us a common unimodular eigenvector b−1z of A1
and A2, and Proposition 6.3 gives us a KMS1 state ψ which satisfies
mψ =


ψ(qu)
ψ(qv)
ψ(qw)
ψ(qx)

 = b−1z = 124


3
1
12
8

 .
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A computation shows that Aim
ψ = ρ(Ai)m
ψ for i = 1, 2, and it follows from [12,
Proposition 4.1] that ψ factors through a state of C∗(Λ). Theorem 6.5 says that
every KMS1 state of (T C
∗(Λ), αr) is a convex combination of ψ and a state φ ◦ qD
lifted from a KMS1 state φ of (T C
∗(Λ\D), αr).
The graph Λ\D has the skeleton shown in Figure 2. Notice that it has two sources
w and v. Since r1 = ln 8 > ln ρ(AΛ0\D,1) = ln 2 and r2 = ln 12 > ln ρ(AΛ0\D,2) = ln 6,
u
v
w
6
2
18
6
Figure 2. The skeleton of the 2-graph Λ\D = Λ\{x}
we can apply [12, Theorem 6.1] (recalling our previous observation that the proof of
this theorem did not rely on the absence of sources) to get a 2-dimensional simplex
{φǫ : ǫ ∈ Σ1} of KMS1 states of (T C
∗(Λ\D), αr). Thus (T C∗(Λ), αr) has a 3-
dimensional simplex of KMS1 states.
Proposition 8.2 implies that a KMSβ state φǫ factors through a state of C
∗(Λ\D)
exactly when ǫ is supported on the absolute source {w}, and there is exactly one such
KMS1 state. Notice that φǫ ◦ qD cannot factor through a state of C
∗(Λ). Indeed,
C∗(Λ\D) is not a quotient of C∗(Λ): if an ideal I in C∗(Λ) contains qx, then it
also contains the projections qw and qv, because the set H = {y ∈ Λ
0 : qy ∈ I} is
saturated as well as hereditary. (See [24, §5], for example.)
When β > (ln 12)−1 ln 6, so that βri > ln ρ(AΛ0\D,i) for i = 1 and 2, Theorem 6.1
of [12] continues to apply and gives a 2-dimensional simplex of KMSβ states of
(T C∗(Λ\D), αr). Taking limits as β decreases to (ln 12)−1 ln 6 gives KMS(ln 12)−1 ln 6
states of of (T C∗(Λ\D), αr).
Let φ be a KMS(ln 12)−1 ln 6 state of (T C
∗(Λ\D), αr). We claim that φ vanishes on
on qv and qw. Using the Toeplitz-Cuntz-Krieger relation at u with n = e2 we get
φ(qu) ≥
∑
λ∈uΛe2
φ(tλt
∗
λ) ≥
∑
λ∈uΛe2
e−βr2φ(qs(λ))
= 6e−βr2φ(qu) + 18e
−βr2φ(qv) = ψ(qu) + 3φ(qv),
and hence φ(qv) = 0. Similarly
0 = φ(qv) ≥
∑
λ∈vΛe2
φ(qs(λ)) = e
−βr2φ(qw)
implies that φ(qw) = 0. By [11, Lemma 2.2], φ factors through a KMS(ln 12)−1 ln 6
state of the quotient T C∗(Λ{u}). It follows from Propositions 4.2(c) of [10] that
there is exactly one KMS(ln 12)−1 ln 6 state of (T C
∗(Λ{u}), α
r), and that it does not
factor through a state of C∗(Λ{u}). Thus there is a unique KMS(ln 12)−1 ln 6 state of
(T C∗(Λ\D), αr).
Whether a given absolute source in a subgraph Λ\D gives rise to KMS1 states
depends on where the source is located relative to the critical components.
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u
v
w
x
6
218
6
12
8
18
12
Figure 3. Another 2-graph in which subgraphs can have sources.
Example 8.5. We consider a 2-graph with skeleton shown in Figure 3. Let C = {u}.
Then ρ(Ai) = ρ(AC,i) for all i, and C is the only i-critical component for each
i. Since the hereditary closure of C is all of Λ0, Theorem 5.1 implies that for the
preferred dynamics αr, every KMS1 state of (T C
∗(Λ), αr) factors through a state of
(T C∗(ΛC), α
r). With D = {x}, the graph Λ\D has an absolute source w in Λ\D.
But this absolute source does not give a KMS state.
Appendix A. Rational independence
We recall that real numbers {xi : 1 ≤ i ≤ n} are rationally independent if
n∑
i=1
cixi = 0 and ci ∈ Z =⇒ ci = 0 for 1 ≤ i ≤ n.
In our situation, we find the hypothesis “Suppose that {ln ρ(Ai) : 1 ≤ i ≤ k}
are rationally independent” in several key results. See, for example, [12, Proposi-
tion 3.1(b)], [12, Theorem 7.2] and [10, Proposition 4.2(c)]. When we are dealing
with the preferred dynamics on the algebras of a 2-graph with a single vertex, we
have ri = lnmi := ln |Λ
ei|, and this condition simplifies to saying that lnm1/ lnm2
is irrational. If so, the k-graph is aperiodic in the sense of Kumjian and Pask, and
C∗(Λ) is simple. The converse is not true, and is discussed in detail in [5, §3]. But it
is often easy to decide rational independence, and hence settle the issue of aperiod-
icity, using the following simple number-theoretic characterisation of independence.
Proposition A.1. Suppose that m and n are positive integers. Then lnm and lnn
are rationally dependent if and only if there are positive integers k, c and d such
that c and d are relatively prime and m = kc, n = kd.
Proof. If m = kc and n = kd, then lnm = c ln k, lnn = d ln k, and we have
d lnm− c lnn = 0. So we suppose that lnm and lnn are rationally dependent, say
a lnm = b lnn for a, b ∈ Z. Thenma = nb. We writem =
∏
p p
mp and n =
∏
p p
np for
the prime factorisations ofm and n. Then
∏
p p
amp =
∏
p p
bnp, and uniqueness of the
prime factorisation implies that amp = bnp for all p. We write d = gcd(a, b)
−1a and
c = gcd(a, b)−1b, and we still have dmp = cnp for all p. Since c and d are relatively
prime, we deduce that for all p, d divides np and c divides mp. Say mp = ckp and
np = dlp. Then we have
d(ckp) = dmp = cnp = c(dlp) for all p.
Since c and d are positive, we deduce that kp = lp for all p. Now take k :=
∏
p p
kp,
and we have
kc =
∏
p p
ckp =
∏
p p
mp = m and kd =
∏
p p
dkp =
∏
p p
dlp =
∏
p p
np = n. 
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