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HO¨LDER CONTINUOUS SOLUTIONS TO THE
THREE-DIMENSIONAL PRANDTL SYSTEM
TIANWEN LUO AND ZHOUPING XIN
Abstract. Adapting the convex integration technique introduced in [11] and
subsequently developed in [2, 22, 23], we construct Ho¨lder continuous weak
solutions to the three dimensional Prandtl system and some other models
with vertical viscosity.
1. Introduction and Main Results
In this paper, we will consider the three-dimensional Prandtl system, which is
given by 

∂tu+ (u · ∇x)u+ v∂yu+∇xP = ∂2yyu,
∇x · u+ ∂yv = 0,
u|t=0 = u0, (u, v)|y=0 = 0, limy→+∞ u = U.
(1.1)
Here x = (x1, x2) ∈ T2 and y ∈ R+ denote the tangential and the vertical com-
ponents of the space variable, respectively; ∇x = (∂x1 , ∂x2) denotes the tangential
gradient; u = (u1, u2)(t, x, y) and v = v(t, x, y) denote the tangential and the ver-
tical velocities; U(t, x) and P (t, x) denote the tangential velocity and the pressure
on the boundary {y = +∞} of the outer Euler flow, respectively, which satisfy
∂tU + (U · ∇x)U +∇xP = 0.
The motion of a fluid as governed by the incompressible Navier-Stokes equations,
may be well approximated by smooth inviscid flows in the limit of large Reynold
numbers, except near the physical boundary where the effect of viscosities plays a
significant role. There a thin layer forms in which the tangential velocity of the
flow drops rapidly to zero at the boundary (no-slip condition). This layer is called
the boundary layer, and of thickness
√
ν with ν being the viscosity coefficient. The
theory of boundary layers was first proposed by Prandtl in 1904. In Prandtl’s
theory, the flow outside the layer can be described approximately by the Euler
equations, however, within the boundary layer, the flow is governed by a degenerate
mixed-type system appropriately reduced from the Navier-Stokes equations, known
as the Prandtl system.
There has been a lot of mathematical literature on the Prandtl system with a
focus on the two space-dimension case. The local-wellposedness and the rigorous
justification of the viscous limit as the superposition of the Prandtl and Euler
equations has been proved for analytic functions in [33]. Recently these results are
obtained for Gevrey classes in [16, 17] and for Sobolev data with vorticity away
from the boundary in [27]. On the other hand, under the monotonicity assumption
on the tangential velocity of the data, the local well-posedness of classical solutions
was obtained by Oleinik and her co-workers [32] using the Crocco transfrom and
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recently obtained using energy methods in [1, 30]. Furthermore, the global well-
posedness of weak and smooth solutions was proved in [36, 37], assuming further
a favorable pressure condition. The finite-time blow-up of smooth solutions was
obtained in [13] and results of instability without the monotonicity assumption
in [18, 19]. However, despite a lot of progress, the validity of Prandtl’s theory in
the general case remains an open problem.
There are fewer results on the three dimensional Prandtl system. The viscous
limit is obtained in the analytic framework [33], and the recent work [14] for Sobolev
data with vorticity away from the boundary using energy methods. The three
dimensional Prandtl system appears to be quite challenging, mainly due to the
possible onsets of secondary flows.
In the three dimensional boundary layers, the flows near the boundary may
develop motions transverse to the outer flow U , which are called secondary flows in
the literature. It tends to occur when the pressure gradient does not align with the
direction of the outer flow U ; see [29] for discussions. This poses great challenges to
the analysis. Recently, Liu, Wang and Yang proved the local existence of solutions
to the three dimensional Prandtl systems with a special structure in [25], and
also obtained ill-posedness results when the structural assumptions were violated
in [26]. It should be noted that the special structure in [25] corresponds to the
non-transversal of the tangential velocity and thus excludes secondary flows.
The main purpose of this paper is to obtain weak solutions to the system (1.1)
with tangential velocities transverse to the outflow U , indicating the onsets of sec-
ondary flows.
The weak solutions to the initial-boundary value problem (1.1) is defined as
follows.
Definition 1. A function (u, v) ∈ C0(R¯+×T2×R¯+) is said to be a weak solution to
the problem (1.1), if it solves the equations in the sense of distribution and satisfies
the boundary conditions in (1.1).
The main results can be stated as follows. Given α, β ∈ (0, 1), for a continuous
function f defined on a closed space-time domain Ω, let [f ]α,β(Ω) denotes
[f ]α,β(Ω) = sup
(t,x,y),(t′,x′,y′)∈Ω
|f(t, x, y)− f(t′, x′, y′)|
|t− t′|α + |x− x′|α + |y − y′|β .
For any set E ⊂ R+ × R+ and any positive numbers ρ, ρ′, we denote
N(E; ρ, ρ′) = {(t, y) : |t− t0| < ρ, |y − y0| < ρ′, for some (t0, y0) ∈ E}. (1.2)
Theorem 1. Suppose that (uC , vC) is a classical solution to the system (1.1) and
(u, v) is a smooth perturbation of (uC , vC) such that the difference (u−uC , v−vC) ∈
C∞c (R+ × T2 × R+) has compact support and satisfies
∇x · u+ ∂yv = 0, in R+ × T2 × R+, (1.3)∫
T2
(u− uC)(t, x, y)dx = 0, for any (t, y) ∈ R+ × R+. (1.4)
Let ρ > 0 be a given positive number such that
N(suppt,y(u− uC , v − vC); ρ, ρ1/2) ⊂ R+ × R+,
where suppt,y denotes the projection of the support to R+ × R+. Then there exists
a sequence of Ho¨lder continuous weak solutions {(uk, vk)}∞k=1 to the system (1.1)
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and a sequence of positive numbers {Ck} satisfying the estimates
[uk − u, vk − v] 1
21−ǫ, 110−ǫ < Ck, (1.5)
and
suppt,y(uk − u, vk − v) ⊂ N(suppt,y(u− uC , v − vC); ρ, ρ1/2). (1.6)
Furthermore, (uk, vk) ⇀ (u, v) in the weak-∗ topology on L∞(R+ × T2 × R+).
Given a uniform outflow U = const, for any initial data u0S(y) depending only on
the vertical variable y, it is well-known that the system (1.1) admits a shear flow
solution (uS(t, y), 0), which is the unique solution to the following heat equation:

∂tuS = ∂
2
yyuS , in R+ × R+,
uS |y=0 = 0, lim
y→+∞
uS(t, y) = U,
uS |t=0 = u0S(y).
Applying Theorem 1 to the shear flow (uS(t, y), 0), we obtain the following results.
Corollary 1. There exists a Ho¨lder continuous weak solution (u, v) satisfying the
same initial-boundary conditions as the shear flow uS. Furthermore, the tangential
velocity u is not monotonic in y and the flow (u, v) is transverse to the outflow
(U, 0) at some point (t0, x0, y0) ∈ R+ × T2 × R+.
Remark 1. The construction of the Ho¨lder continuous weak solutions to the three
dimensional Prandtl system exploits essentially the degree of freedom of the multi-
dimensional tangential velocity space. It seems that similar constructions would not
work directly for the two-dimensional Prandtl system.
The constructions in the proof of Theorem 1 can also be adapted to some other
models with vertical viscosities. In particular, consider the system

∂tu+ (u · ∇)u+∇P = ∂2yyu,
∇ · u = 0,
u|t=0 = u0,
(1.7)
where (x1, x2, y) ∈ T3,∇ = (∂x1 , ∂x2 , ∂y), u = (u1, u2, u3)(t, x, y) and P = P (t, x, y)
denote the space variable, the spatial gradient, the velocity and the pressure of the
flow, respectively.
Theorem 2. There exists a non-trivial Ho¨lder continuous weak solutions u to the
system (1.7) which is supported in a compact time interval, with
[u] 1
21−ε, 110−ε < +∞. (1.8)
Remark 2. Very recently, Buckmaster and Vicol used the technique of convex inte-
gration to prove non-uniqueness of weak solutions to the Navier-Stokes equation on
T3 in [5]. However, their solutions are not continuous, in contrast to the continuous
weak solutions obtained here for (1.1) and (1.7). In fact, by Serrin’s regularity cri-
terion, any bounded weak solutions to 3D Navier-Stokes equation must be regular,
yielding the uniqueness.
We now make some comments on the analysis in this paper.
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The main idea of the constructions here is to employ the convex integration tech-
nique introduced in [11] and subsequently developed in [2, 3, 20–23] for the incom-
pressible Euler system. In the breakthrough work [11], De Lellis and Sze´kelyhidi em-
ployed high frequency Beltrami waves as the principle building blocks to construct
continuous Euler flows with non-conserved energy. Since then, the convex integra-
tion technique has been refined and applied to other systems of fluid [2,3,8,20,23,35].
For a thorough discussion, see [12]. Isett [21] proved the Onsager’s conjecture for the
3-D Euler equations, constructing C1/3−ε Ho¨lder continuous Euler flows with non-
conserved energy. A shorter proof was given by [4]. Mikado waves, first introduced
in [8], were employed as the main building blocks in [8,21] replacing Beltrami waves
in the previous constructions, along with a novel gluing approximation technique.
However, the schemes for the Euler equations [2,3,8,11,20–23] may breakdown in
the presence of viscosities. The main difficulties in developing a convex integration
iteration scheme for the Prandtl system (1.1) are vertical viscosities and that the
pressure being fixed by boundary data instead of a Lagrange multiplier for the
incompressible Euler or Navier-Stokes equations. It seems that the schemes using
Beltrami waves in [2, 3, 10, 11, 20] and the scheme using Mikado waves in [21] are
not directly applicable to the system (1.1).
To deal with the transport-vertical-diffusion effect, our main observation is that
a convex integration scheme could work using only horizontal oscillations for the
3D Prandtl (1.1). We employ a serial convex integration scheme inspired by [23],
using localized linear plane waves as the main building blocks. The tangential and
vertical length scales of the flow are chosen to be compatible with the degenerate
parabolic structure of the system (1.1). The serial nature of the scheme and the
coupling of the convection and the vertical diffusion restrict the regularity obtained
in our results.
In the very recent breakthrough [5], Buckmaster and Vicol obtained non-uniqueness
of weak solutions to the three-dimensional Navier-Stokes equations. They devel-
oped a new convex integration scheme in Sobolev spaces using intermittent Beltrami
flows which combined concentrations and oscillations. Later, the idea of using in-
termittent flows was used to study non-uniquenss for transport equations in [28],
which used scaled Mikado waves. In view of these development, it seems natural
to investigate the Prandtl system (1.1) using the technique of intermittent flows.
However, it seems to us that the building blocks in [5, 28] do not directly work for
the Prandtl system (1.1) due to the difference in the pressure and the structure of
the equations.
The rest of this paper is organized as follows. In Section 2, the iteration lemma
for constructing weak solutions to the Prandtl system is stated. In Section 3, we
give the main constructions for the iteration lemma. In Section 4, we prove the
main estimates. In Section 5, the main results are proved using the iteration lemma.
Notations. The following notations are used in the rest of the paper. Set
R+ = (0,∞), R¯+ = [0,∞).
Let Td denote d-dimensional torus with the volume normalized to unity:
|Td| = 1.
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Fix a set of unit vectors in R2:
{~fi}3i=1 = {(1, 0), (0, 1),
1√
2
(1, 1)} ⊂ R2. (1.9)
Then {(1, 0), (0, 1)} form a basis for R2 and {~fi ⊗ ~fi}3i=1 form a basis for the space
of symmetric 2× 2 matrices, respectively.
For a set Ω ⊂ R+ × T2 × R+, let PxΩ and Pt,yΩ denote its projection into T2
and R+ × R+ respectively. Denote suppt,yg = Pt,ysupp g for a given function g.
The tangential and the spatial gradient are denoted by
∇x = ( ∂
∂x1
,
∂
∂x2
), ∇ = (∇x, ∂y) = ( ∂
∂x1
,
∂
∂x2
,
∂
∂y
).
2. Brief Outline and The Main Iteration Lemma
2.1. Brief Outline of the Scheme. Adapting the convex integration method
developed in [10, 11, 23], we will obtain a weak solution (u, v) to (1.1) as the limit
of solutions {(u(n), v(n), S(n), Y(n))} to the following approximate system,

∂tu(n) +∇x · (u(n) ⊗ u(n)) + ∂y(v(n)u(n))− ∂2yyu(n) +∇xP = ∇x · S(n)
+∂yY(n),
∇x · u(n) + ∂yv(n) = 0,
(2.1)
where S(n) is a symmetric 2 × 2 matrix and Y(n) is a vector in R2. The errors of
the approximations are measured by the stress term R(n) = (S(n), Y(n)).
In each step of the iteration, writing the stress in components as
S(n) = −
3∑
i=1
S(n),i ~fi ⊗ ~fi, Y = −
3∑
i=1
Y(n),i ~fi,
we introduce high frequency waves in the forms
w(n+1) = (u(n+1) − u(n), v(n+1) − v(n)) =
∑
I
eiλ(n+1)ξ(n+1),I W˜(n+1),I
to eliminate the largest components (in L∞ norms) of the stress (S(n),i, Y(n),i)
(which is taken to be (S(n),1, Y(n),1) by renumbering the i-index). The new stress
takes the form
(S(n+1), Y(n+1)) = −
( 3∑
i=2
S(n),i ~fi ⊗ ~fi,
3∑
i=2
Y(n),i ~fi
)
+ δR(n+1),
where δR(n+1) is a small correction of the order O(1/λ(n+1)), obtained by solving
the divergence equations with oscillatory sources of frequency O(λ(n+1)), . Repeat-
ing this procedure and choosing the frequency parameters λn →∞, we can ensure
that the errors converge to zero uniformly, i.e., ‖R(n)‖C0 → 0. The precise outcome
of a single iteration is stated in the main iteration lemma below.
2.2. The Main Iteration Lemma. The frequency-energy levels for the approxi-
mate solution (u, v, S, Y ), adapted from [20,23], will be used in the iteration.
In the following, set
‖ · ‖ = ‖ · ‖L∞ . (2.2)
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Definition 2. Let Ξ, Eu, E1, E2, E3 be positive numbers satisfying
Ξ ≥ 1, 4E3 ≤ 2E2 ≤ E1 ≤ Eu. (2.3)
A smooth solution (u, v, S, Y ) to the system (2.1) is said to have frequency-energy
levels below (Ξ, E) = (Ξ, Eu, E1, E2, E3), if the following estimates are satisfied:
‖∇x(u, v)‖ ≤ ΞE1/2u , ‖(∂t + u · ∇x + v∂y)(u, v)‖ ≤ ΞEu,
‖∂y(u, v)‖ ≤ Ξ1/2E3/4u , ‖∂2yy(u, v)‖ ≤ ΞEu,
(2.4)
and for i = 1, 2, 3, any multi-indices 0 ≤ |α|+ β + γ ≤ 1,
‖(∂t + u · ∇x + v∂y)γ∇αx∂βy (Si, Yi)‖ ≤ Ξ|α|(Ξ1/2E1/4u )β+2γEi, (2.5)
where the stress R = (S, Y ) is written in components as
S = −
3∑
i=1
Si ~fi ⊗ ~fi, Y = −
3∑
i=1
Yi ~fi. (2.6)
Here the vector {~fi}3i=1 are defined in (1.9) (possibly renumbering) and Yj = 0
corresponding to ~fj =
1√
2
(1, 1).
Now the main iteration lemma can be stated as
Lemma 1. Given a positive constants ϑ, there exists a constant Cϑ depending on
ϑ such that the following holds:
Suppose that (u, v,R) = (u, v, S, Y ) is a smooth solution to the system (2.1) with
frequency-energy levels below (Ξ, E) = (Ξ, Eu, E1, E2, E3) and
Eu ≤ Ξ2, ℓ := Ξ−1/2E−1/4u ≤ (1 + ‖v‖L∞)−1. (2.7)
Let e(t, y) be a given non-negative function satisfying
e(t, y) ≥ 4E1 on N(suppt,yR; ℓ2, ℓ),
N(supp e; 50ℓ2, 50ℓ) ⊂ R+ × R+,
(2.8)
and for 0 ≤ α+ β ≤ 1,
‖(∂t + u · ∇x + v∂y)α∂βy (e1/2)‖L∞ ≤ Cα,βℓ−(2α+β)E1/21 . (2.9)
Then for any positive number N such that
N ≥ max
{
Ξϑ,
(Eu
E3
)3/2(E1
E3
)3/2}
, (2.10)
there exists a smooth solution (u˜, v˜, R˜) to the system (2.1) with frequency-energy
levels below (Ξ˜, E˜) = (Ξ˜, E˜u, E˜1, E˜2, E˜3), with
(Ξ˜, E˜u, E˜1, E˜2, E˜3) = (CϑNΞ, E1, 2E2, 2E3, N−1/3E1/2u E1/21 ). (2.11)
Furthermore, the correction w = (u˜, v˜)− (u, v) satisfies the estimates
‖∇αx∂βyw‖L∞ ≤ Cϑ(NΞ)α(N1/2Ξ1/2E1/41 )βE1/21 , 0 ≤ |α|+
β
2
≤ 1,
‖(∂t + u˜ · ∇x + v˜∂y)w‖L∞ ≤ CϑNΞE1,
(2.12)
and the support of the constructions satisfies
suppt,y(w, R˜) ⊂ N(supp e; ℓ2, ℓ). (2.13)
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3. The Corrections
3.1. Preliminaries. Given two positive numbers a and b, denote
a . b ⇐⇒ a ≤ Cb,
for some positive constant C that is independent of the parameter N and the
frequency-energy levels (Ξ, Eu, E1, E2, E3) in Lemma 1.
Set the frequency parameter to be
λ = B3NΞ, (3.1)
where B > 3 is a constant to be chosen later. The time, tangential and vertical
length scale parameters of the constructions are chosen to be
τ = B−1Ξ−1N−1/3E−1/2u , ℓx = B−1Ξ−1N−1/3, ℓy = B−1Ξ−1/2N−1/3E−1/4u . (3.2)
It follows from (2.3) and (2.10) that
τ = ℓℓy ≤ ℓy = B−1N−1/3ℓ ≤ ℓ ≤ 1, (3.3)
N ≥
(Eu
E3
)3/2 (E1
E3
)3/2
≥
(Eu
E1
)3/2
. (3.4)
3.1.1. Transport estimates. For later applications, some elementary transport es-
timates are recorded in this section, which are just anisotropic versions of those
in [20]. The proofs are given in Appendix A, for completeness.
Lemma 2. Let ℓ1, · · · , ℓd, δU , δf be positive numbers and m ≥ 1 be a positive
integer. Suppose that U¯(t, z) is a smooth vector field on R × Rd, and f(t, z) is a
smooth solution to the Cauchy problem
(∂t + U¯ · ∇z)f = 0, f |t=0 = f0, (3.5)
with the following estimates
‖∂αz U¯‖L∞ ≤ Cαℓ−αδU , for 1 ≤ |α| ≤ m,
‖∂αz f0‖L∞ ≤ Cαℓ−αδf , for 0 ≤ |α| ≤ m,
(3.6)
where for any multi-index α = (α1, · · · , αd),
∂αz = (
∂
∂z1
)α1 · · · ( ∂
∂zd
)αd , ℓα = (ℓ1)
α1 · · · (ℓd)αd .
Then, for 0 ≤ |α| ≤ m, it holds that
‖∂αz f(t, ·)‖L∞ ≤ C˜αℓ−αδf , for |t| ≤ δ−1U mini ℓi, (3.7)
where C˜α are functions of the constants {Cβ : |β| ≤ |α|}.
Lemma 3. Let ℓ1, · · · , ℓd, δU be positive numbers. Suppose that U¯(t, z) is a smooth
vector field on R×Rd, Φs(t, z) = (t+ s,Φ1s(t, z), · · · ,Φds(t, z)) is the flow generated
by (∂t + U¯ · ∇z), i.e., Φs is the unique solution to
d
ds
Φs(t, z) = (1, U¯(Φs(t, z))), Φ0(t, z) = (t, z), ∀(t, z) ∈ R× Rd, (3.8)
and p = (p1, · · · , pd), q = (q1, · · · , qd) ∈ Rd are two points such that
‖ ∂
∂zi
U¯‖L∞ ≤ A1ℓ−1i δU , |pi − qi| ≤ A2ℓi, for i = 1, · · · , d, (3.9)
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where A1, A2 are two positive constants. Then, for i = 1, · · · , d,
|Φis(t, p)− Φis(t, q)| ≤ A2eA1ℓi, for |s| ≤ δ−1U mini ℓi. (3.10)
3.1.2. Mollifications and partitions of unity. As in [7, 11], mollifications are em-
ployed to deal with the potential loss of derivatives in the iteration. Set
D = P−1t,y (N(supp e; 2ℓ
2, 2ℓ)), D′ = P−1t,y (N(supp e; 10ℓ
2, 10ℓ)). (3.11)
Let (uext, vext) be a Lipschitz extension of (u, v) in R+×T2×R that coincides with
(u, v) in D′. Let η¯ ∈ C∞c (R) be a smooth even function such that
supp η¯ ∈ (−3/4, 3/4), η¯(s) = 1, for |s| < 5/8,
∫
η¯(s)ds = 1,
and set η¯ε(s) =
1
ε η¯(
s
ε ) for any ε > 0. (u, v) are mollified in space as follows:
(uℓ, vℓ)(t, x, y) = ((u
ext, vext) ∗ η˜ℓ)(t, x, y), (3.12)
where η˜ℓ(x1, x2, y) = η¯ℓx(x1)η¯ℓx(x2)η¯ℓy (y).
Note that (uℓ, vℓ) will be used only in the domainD, thus the choice of the extension
makes no difference in the constructions. Clearly
∇x · uℓ + ∂yvℓ = (∇x · u+ ∂yv) ∗ η˜ℓ = 0 in D. (3.13)
It follows from the definitions (3.12) and the estimates (2.4) that
‖(u− uℓ, v − vℓ)‖L∞(D′) ≤ ℓx‖∇x(u, v)‖L∞ + ℓy‖∂y(u, v)‖L∞
≤ B−1N−1/3E1/2u , (3.14)
and
‖∇αx∂βy∇x(uℓ, vℓ)‖L∞(D′) ≤ ‖∇αx∂βy η˜‖L∞‖‖∇x(u, v)‖L∞ ≤ Cα,βℓ−|α|x ℓ−βy ΞE1/2u ,
‖∇αx∂βy ∂y(uℓ, vℓ)‖L∞(D′) ≤ ‖∇αx∂βy η˜‖L∞‖‖∂y(u, v)‖L∞ ≤ Cα,βℓ−|α|x ℓ−βy Ξ1/2E3/4u .
(3.15)
The quadratic partitions of the unity adapted to the coarse flow (uℓ, vℓ) are
constructed explicitly below following [20]. Let
η(s) =
η¯(s)√∑
k∈Z η¯2(s− k)
.
Then {η(s− k) : k ∈ Z} forms a quadratic partition of the unity satisfying∑
k∈Z
η2(s− k) = 1, s ∈ R.
For κ0 ∈ Z, set
ηκ0(t) = η
(
τ−1(t− κ0τ)
)
. (3.16)
Then ηκ0 is supported in ((κ0 − 34 )τ, (κ0 + 34 )τ) with the estimates
‖ d
α
dtα
ηκ0‖L∞ ≤ Cατ−α, (3.17)
and {ηκ0(t) : κ0 ∈ Z} forms a quadratic partition of the unity such that∑
κ0∈Z
η2κ0(t) ≡ 1, t ∈ R. (3.18)
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For the tangential direction in the periodic setting, let Z ∋ H ≥ 0 satisfy
2−H ≤ ℓx < 2−(H−1),
and let ηH be the 2
H -periodic extension of η, i.e., ηH(s) =
∑
k∈Z η(s−2Hk). Denote
the group Z modulo 2H by Z/2HZ. It is easy to see that∑
k∈Z/2HZ
η2H(s− k) = 1.
For κ˜ = (κ1, κ2, κ3) ∈ (Z/2HZ)2 × Z, set
ψ˜κ˜(x1, x2, y) = ηH
(
2H(x1 − κ12−H)
)
ηH
(
2H(x2 − κ22−H)
)
η
(
ℓ−1y (y − κ3ℓy)
)
,
Q˜κ˜ := [(κ1 − 3
4
)
1
2H
, (κ1 +
3
4
)
1
2H
]× [(κ2 − 3
4
)
1
2H
, (κ2 +
3
4
)
1
2H
]× [(κ3 − 3
4
)ℓy, (κ3 +
3
4
)ℓy].
It is easy to check that {ψ˜κ˜ ∈ C∞c (Q˜κ˜)} forms a quadratic partition of the unity
adapted to the cubes {Q˜κ˜ : κ˜ ∈ (Z/2HZ)2 × Z}, such that∑
κ˜∈(Z/2HZ)2×Z
ψ˜2κ˜(x, y) ≡ 1, for (x, y) ∈ T2 × R, and supp ψ˜κ˜ ⊂ Q˜κ˜.
Furthermore, the following estimates hold for any α, β ≥ 0:
‖∇αx∂βy ψ˜κ˜‖L∞ ≤ C(α, β)ℓ−αx ℓ−βy . (3.19)
Let Φs be the flow generated by the mollified space-time vector field (∂t + uℓ ·
∇x + vℓ∂y), i.e. Φs is the unique solution to
d
ds
Φs(t, x, y) = (1, uℓ(Φs(t, x, y)), vℓ(Φs(t, x, y))), Φ0(t, x, y) = (t, x, y). (3.20)
For κ = (κ0, κ1, κ2, κ3) ∈ Z × (Z/2HZ)2 × Z, let Qκ be the image of Q˜κ˜ under
the coarse flow map Φ, and qκ its ‘center’, i.e.,
Qκ = {Φs(κ0τ, x, y) : |s| < 3
4
τ, (x, y) ∈ Q˜κ˜},
qκ = (tκ, xκ, yκ) := (κ0τ, κ12
−H , κ22−H , κ3ℓy) ∈ Qκ.
(3.21)
Define ψκ to be the unique solution to
(∂t + uℓ · ∇x + vℓ∂y)ψκ = 0, ψκ(κ0τ, x, y) = ψ˜κ˜(x, y). (3.22)
Then
d
dt
ψκ(Φt−κ0τ (κ0τ, x, y)) = 0.
Recalling that supp ψ˜κ˜ ⊂ Q˜κ˜, one has
supp ηκ0ψκ ⊂ Qκ, (3.23)∑
(κ1,κ2,κ3)∈(Z/2HZ)2×Z
ψ2κ(t, x, y) ≡ 1. (3.24)
It follows from (3.18) that∑
κ
η2κ0(t)ψ
2
κ(t, x, y) =
∑
κ0
ηκ0(t)
2
∑
κ1,κ2,κ3
ψ2κ(t, x, y) ≡ 1. (3.25)
Denote the mollified vector field by
D
Dt
= ∂t + uℓ(t, x, y) · ∇x + vℓ(t, x, y)∂y. (3.26)
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It follows from (2.4), (2.7) and (3.14) that
‖ D
Dt
(u, v)‖L∞(D′) ≤ ‖(∂t + u · ∇x + v∂y)(u, v)‖
+ ‖u− uℓ‖L∞(D′)‖∇x(u, v)‖+ ‖v − vℓ‖L∞(D′)‖∂y(u, v)‖
≤ΞEu +B−1N−1/3ΞEu +B−1N−1/3Ξ1/2E5/4u . ΞEu. (3.27)
As a consequence of (2.4), (3.15), and (3.27), one has, for (t, x, y) ∈ D,
| D
Dt
∇αx∂βy (uℓ, vℓ)(t, x, y)|
= |
∫∫
∇αx∂βy η˜ℓ(x′, y′)
{ D
Dt
(u, v)(t, x− x′, y − y′)
+ (uℓ(t, x, y)− uℓ(t, x− x′, y − y′)) · ∇x(u, v)(t, x − x′, y − y′)
+ (vℓ(t, x, y)− vℓ(t, x− x′, y − y′))∂y(u, v)(t, x− x′, y − y′)
}
dx′dy′|
≤
∫∫
∇αx∂βy η˜ℓ(x′, y′)
{
‖ D
Dt
(u, v)‖L∞(D′)
+ (|x′|‖∇xuℓ‖L∞(D′) + |y′|‖∂yuℓ‖L∞(D′))‖∇x(u, v)‖L∞(D′)
+ (|x′|‖∇xvℓ‖L∞(D′) + |y′|‖∂yvℓ‖L∞(D′))‖∂y(u, v)‖L∞(D′)
}
dx′dy′
≤ C(α, β)ℓ−αx ℓ−βy
{
‖ D
Dt
(u, v)‖ + (ℓx‖∇xuℓ‖+ ℓy‖∂yuℓ‖)‖∇x(u, v)‖
+ (ℓx‖∇xvℓ‖+ ℓy‖∂yvℓ‖)‖∂y(u, v)‖
}
≤ C(α, β)ℓ−αx ℓ−βy ΞEu (3.28)
where (2.7) has been used in the last inequality. In view of the following commuting
relations
[∇x, D
Dt
] = ∇xuℓ · ∇x + (∇xvℓ)∂y, [∂y, D
Dt
] = ∂yuℓ · ∇x + (∂yvℓ)∂y, (3.29)
and the estimates (3.15), one can write
∇αx∂βy
D
Dt
=
D
Dt
∇αx∂βy +
∑
a+b=α,|b|≥1
∇ax[∇x,
D
Dt
]∇b−1x ∂βy +
∑
a+b=β,|b|≥1
∇αx∂ay [∂y,
D
Dt
]∂b−1y ,
=
D
Dt
∇αx∂βy +
∑
a+b=α,|b|≥1
Ca,b(∇a+1x uℓ · ∇bx∂βy +∇a+1x vℓ · ∇b−1x ∂β+1y )
+
∑
c+d=α,a+b=β,|b|≥1
Ca,b,c,d(∇cx∂a+1y uℓ · ∇d+1x ∂b−1y +∇cx∂a+1y vℓ · ∇dx∂by). (3.30)
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It follows from (2.7), (3.15) and (3.28) that, for |α|, |α′|, β, β′ ≥ 0,
‖∇αx∂βy
D
Dt
∇α′x ∂β
′
y (uℓ, vℓ)‖L∞(D) . ‖
D
Dt
∇α+α′x ∂β+β
′
y (uℓ, vℓ)‖
+
∑
a+b=α,|b|≥1
‖(∇a+1x uℓ · ∇α
′+b
x ∂
β+β′
y +∇a+1x vℓ · ∇α
′+b−1
x ∂
β+β′+1
y )(uℓ, vℓ)‖
+
∑
c+d=α,a+b=β,|b|≥1
‖(∇cx∂a+1y uℓ · ∇d+α
′+1
x ∂
β′+b−1
y +∇cx∂a+1y vℓ · ∇d+α
′
x ∂
β′+b
y )(uℓ, vℓ)‖
≤ C(α, β, α′, β′)ℓ−|α+α′|x ℓ−(β+β
′)
y ΞEu. (3.31)
Recalling (3.2), (3.19) and (3.22), applying Lemma 2 to ψκ with
U¯ = (uℓ, vℓ), t = t− κ0τ, z1 = x1, z2 = x2, z3 = y,
ℓ1 = ℓ2 = ℓx, ℓ
3 = ℓy, δU = E1/2U , δf = 1,
one has the following transport estimates, for any Qκ ⊂ D′,
‖∇αx∂βy ψκ‖L∞(Qκ) ≤ C(α, β)ℓ−αx ℓ−βy , for any α, β ≥ 0. (3.32)
It follows from the identities (3.30) and DDtψκ ≡ 0 that
D
Dt
∇αx∂βy ψκ = −
∑
a+b=α,|b|≥1
∇ax[∇x,
D
Dt
]∇b−1x ∂βy ψκ −
∑
a+b=β,|b|≥1
∇αx∂ay [∂y,
D
Dt
]∂b−1y ψκ
=−
∑
a+b=α,|b|≥1
Ca,b(∇a+1x uℓ · ∇bx∂βy +∇a+1x vℓ · ∇b−1x ∂β+1y )ψκ
−
∑
c+d=α,a+b=β,|b|≥1
Ca,b,c,d(∇cx∂a+1y uℓ · ∇d+1x ∂b−1y +∇cx∂a+1y vℓ · ∇dx∂by)ψκ. (3.33)
Due to (2.7), (3.15) and (3.32), it holds that, for any Qκ ⊂ D′,
‖ D
Dt
∇αx∂βy ψκ‖L∞(Qκ) ≤ C(α, β)ℓ−αx ℓ−βy τ−1. (3.34)
Using the identities (3.30) and (3.33), one can write
D
Dt
∇αx∂βy
D
Dt
∇α′x ∂β
′
y ψκ
=
D
Dt
{ D
Dt
∇α+α′x ∂β+β
′
y +
∑
a+b=α,|b|≥1
Ca,b(∇a+1x uℓ · ∇α
′+b
x ∂
β+β′
y +∇a+1x vℓ · ∇α
′+b−1
x ∂
β+β′+1
y )
+
∑
c+d=α,a+b=β,|b|≥1
Ca,b,c,d(∇cx∂a+1y uℓ · ∇d+α
′+1
x ∂
β′+b−1
y +∇cx∂a+1y vℓ · ∇d+α
′
x ∂
β′+b
y )
}
ψκ
=
D
Dt
{∑
a+b=α+α′,|b|≥1
Ca,b(∇a+1x uℓ · ∇bx∂β+β
′
y +∇a+1x vℓ · ∇b−1x ∂β+β
′+1
y )
+
∑
c+d=α+α′,a+b=β+β′,|b|≥1
Ca,b,c,d(∇cx∂a+1y uℓ · ∇d+1x ∂b−1y +∇cx∂a+1y vℓ · ∇dx∂by)
}
ψκ.
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It follows from the estimates (2.7), (3.15), (3.31), (3.32) and (3.34) that for 0 ≤
γ + γ′ ≤ 2, |α|, |α′|, β, β′ ≥ 0, and any Qκ ⊂ D,
‖( D
Dt
)γ∇αx∂βy (
D
Dt
)γ
′∇α′x ∂β
′
y ψκ‖L∞(Qκ) ≤ C(α, β, α′, β′)ℓ−|α+α
′|
x ℓ
−(β+β′)
y τ
−(γ+γ′).
(3.35)
3.2. Corrections of the velocity. The new velocity is chosen to be
(u˜, v˜) = (u, v) + (U, V ) = (u, v) + w.
Here the correction w = (U, V ) is the sum of individual waves wI of the form
w =
∑
I
wI =
∑
I
eiλξI W˜I =
∑
I
eiλξI (U˜I , V˜I), (3.36)
where wI are divergence-free localized plane waves supported in Qκ(I) with phase
functions ξI . The index for wI takes the form
I = (κ(I), s(I)) ∈ Z× (Z/2HZ)2 × Z× {+,−},
where the index κ(I) = (κ0(I), κ1(I), κ2(I), κ3(I)) ∈ Z × (Z/2HZ)2 × Z indicates
the space-time location of wI and s(I) ∈ {+,−} specifies its oscillating direction.
The profile W˜I takes the form
W˜I =WI + δWI , (3.37)
where WI is the main part and δWI is a small correction to ensure the divergence-
free condition. Set
Uκ(I) = ηIψIaI ~f1 = ηκ0(I)ψκ(I)aκ(I)
~f1, Vκ(I) = ηIψIbI = ηκ0(I)ψκ(I)bκ(I), (3.38)
WI =Wκ(I) = (Uκ(I), Vκ(I)) = ηI(t)ψI(t, x, y)AI , AI = Aκ(I) = (aκ(I) ~f1, bκ(I)).
Here ~f1 is the unit 2-vector in (2.6), and ηκ0 , ψκ are the partitions of unity in (3.16)
and (3.22), respectively. The amplitude functions aκ(I) and bκ(I) are defined to be
aκ(I) =
√
(e+ S1)(qκ(I))
2
, bκ(I) =
Y1(qκ(I))
2aκ(I)
, (3.39)
where qκ is the center of Qκ defined in (3.21). Note that Y1(qκ(I)) = 0 if qκ(I) 6∈
supp R. It follows from (2.5), (2.8), and (2.9) that aI , bI are well-defined with
aI ≤ (‖e‖1/2L∞ + ‖S1‖1/2L∞)/
√
2 ≤ CE1/21 ,
bI ≤ ‖Y1‖L∞( inf
supp R
e1/2)−1 ≤ E1E−1/21 = E1/21 .
Thus we obtain the estimates for AI = (aκ(I) ~f1, bκ(I)):
|AI | ≤ CE1/21 . (3.40)
The phase function ξI is a linear function defined as
ξI = ξI(t, x) = s(I)[κ(I)]~f
⊥
1 · (x− uκ(I)t), (3.41)
where
(uI , vI) = (uκ(I), vκ(I)) = (uℓ, vℓ)(qκ), (3.42)
[κ] = [κ0, κ1, κ2, κ3] =
3∑
j=0
2j [κj ] + 1, [κj] =
{
0 if κj is even,
1 if κj is odd.
(3.43)
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The definition of [k] ensures that eiλξI and eiλξJ are separated in frequencies when-
ever Qκ(I) ∩Qκ(J) 6= ∅ and J 6= I¯, where the conjugate index is defined by
I¯ = (k(I),−s(I)), ∀I = (k(I), s(I)).
For any such indices I and J , one can verify that
1 ≤ |∇x(ξI + ξJ)| ≤ [κ(I)] + [κ(J)] ≤ 32. (3.44)
Notice that ξI solves the following transport equation with constant coefficients:
(∂t + uI · ∇x + vI∂y)ξI = 0. (3.45)
Furthermore, the following orthogonality condition holds:
~f1 · ∇xξI = 0,
which ensures that eiλξIWI is divergence-free to the leading order of λ.
To find the small corrections δWI , we define
w′I = −∆(
1
λ2|∇ξI |2 e
iλξIWI) = − 1
λ2|∇ξI |2∆(e
iλξIWI),
w′′I = ∇
(∇ · ( 1
λ2|∇ξI |2 e
iλξIWI)
)
=
1
λ2|∇ξI |2∇
(∇ · (eiλξIWI)), (3.46)
and set
wI = w
′
I + w
′′
I .
It follows from the definitions and (3.23) that wI = wI , with
∇ · wI = 0, supp wI ⊂ supp WI ⊂ Qκ(I). (3.47)
Therefore, the correction w =
∑
I wI is real-valued and divergence-free. Further-
more, the following expressions hold for wI :
wI = e
iλξI (WI + δWI) = e
iλξI (ηIψIAI + ηIAI
∑
1≤|β|≤2
CI,βλ
−|β|∂βx,yψI), (3.48)
where CI,β are constants given by
CI,β =
∑
α:|α+β|=2
|∇xξI |−2Cα,βi|α|(∂xξI)α.
Indeed, direct computations give
w′I = e
iλξIWI +
1
λ2|∇ξI |2
∑
|α+β|=2,|β|≥1
Cα,β(∂
α
x,ye
iλξI )(∂βx,yWI)
= eiλξIWI + |∇ξI |−2
∑
|α+β|=2,|β|≥1
Cα,βλ
−2(∂αx,ye
iλξI )(∂βx,yWI),
where
∂βx,yWI = ηI(t)AI∂
β
x,yψI(t, x, y).
Since ξ = ξI(t, x) is linear in t and x, so
∂y(e
iλξI ) = 0, ∂αx (e
iλξI ) = i|α|λ|α|(∇xξI)αeiλξI ,
where (∇xξI)α = (∂x1ξI)α1(∂x2ξI)α2 for α = (α1, α2). Thus
w′I = e
iλξI
(
WI + |∇ξI |−2ηIAI
∑
|α+β|=2,|β|≥1
Cα,βi
|α|(∂xξI)αλ−|β|∂βx,yψI
)
.
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Recalling that ~f1 · ∇xξκ = 0, one gets
w′′I =
1
λ2|∇ξI |2∇
(∇ · (eiλξIWI)) = 1
λ2|∇ξI |2∇(e
iλξI∇ ·WI)
= eiλξI |∇xξI |−2ηIAI
∑
|α+β|=2,|β|≥1
Cα,βi
|α|(∂xξI)αλ−|β|∂βx,yψI .
Consequently, (3.48) follows.
3.3. The equations for the new stress. To obtain the equation for R˜, we set
R = (S, Y ), (u˜, v˜) = (u, v) + (U, V ) and use that (u, v, S, Y ) solves (2.1) to obtain
∇ · R˜ =∂tu˜+∇x · (u˜ ⊗ u˜) + ∂y(v˜u˜)− ∂2yyu˜+∇xP
=∇x · (S + U ⊗ U) + ∂y(Y + V U) + (∂tU +∇x · (u⊗ U) + ∂y(vU))
+∇x · (U ⊗ u) + ∂y(V u)− ∂2yyU.
From the expression w =
∑
I e
iλξI (U˜I , V˜I), one can separate the interactions of
waves into the low and high frequency parts as
U ⊗ U =
∑
I,J
eiλ(ξI+ξJ )U˜I ⊗ U˜J =
∑
I
U˜I ⊗ U˜I¯ +
∑
J 6=I¯
eiλ(ξI+ξJ )U˜I ⊗ U˜J ,
V U =
∑
I,J
eiλ(ξI+ξJ )V˜I U˜J =
∑
I
V˜I U˜I¯ +
∑
J 6=I¯
eiλ(ξI+ξJ )V˜I U˜J ,
where I¯ = (k(I),−s(I)). Hence,
∇ · R˜ =∇x · (S +
∑
I
U˜I ⊗ U˜I¯) + ∂y(Y +
∑
I
V˜I U˜I¯)
+
∑
J 6=I¯
∇x · (eiλ(ξI+ξJ )U˜I ⊗ U˜J) +
∑
J 6=I¯
∂y(e
iλ(ξI+ξJ )V˜I U˜J)
+ (∂tU +∇x · (u⊗ U) + ∂y(vU)) +∇x · (U ⊗ u) + ∂y(V u)− ∂2yyU.
Due to (2.6), the new stress R˜ can be decomposed as two parts:
R˜ = −
(∑
i6=1
Si ~fi ⊗ ~fi,
∑
i6=1
Yi ~fi
)
+ δR, (3.49)
= −
(∑
i6=1
Si ~fi ⊗ ~fi,
∑
i6=1
Yi ~fi
)
+ (RS +RM +RH +RT +RL). (3.50)
Let eℓ and (Sℓ, Yℓ) be the mollifications of e and (S1, Y1) defined as
eℓ(t, x, y) =
∑
κ
η2κ(t)ψ
2
κ(t, x, y)e(qκ),
(Sℓ, Yℓ)(t, x, y) =
∑
κ
η2κ(t)ψ
2
κ(t, x, y)(S1, Y1)(qκ).
(3.51)
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δR = RS + RM + RH + RT + RL is required to solve the following divergence
equations:
∇ ·RS =∇ ·
(
− (eℓ + Sℓ)~f1 ⊗ ~f1 +
∑
I
U˜I ⊗ U˜I¯ ,−Yℓ ~f1 +
∑
I
V˜I U˜I¯
)
, (3.52)
∇ · RM =∇ ·
(
(eℓ − e+ Sℓ − S1)~f1 ⊗ ~f1, (Yℓ − Y1)~f1
)
+∇ ·
(
(u − uℓ)⊗ U + U ⊗ (u− uℓ), V (u− uℓ) + (v − vℓ)U
)
, (3.53)
∇ ·RH =
∑
J 6=I¯
∇x · (eiλ(ξI+ξJ )U˜I ⊗ U˜J) +
∑
J 6=I¯
∂y(e
iλ(ξI+ξJ )V˜I U˜J), (3.54)
∇ ·RT =∂tU +∇x · (uℓ ⊗ U) + ∂y(vℓU)− ∂2yyU, (3.55)
∇ · RL =∇x · (U ⊗ uℓ) + ∂y(V uℓ). (3.56)
Here, as in [23], the term eℓf1 ⊗ ~f1 is added to ensure the coefficient eℓ + Sℓ ≥ 0.
4. Estimates of the new velocity and stress
In this section, we estimate the new velocity and stress in order to prove Lemma
1. When there is no need to retain the dependence on B explicitly, as in the esti-
mates for the derivatives of w, u˜, v˜ and R, we write CB for some generic polynomial
functions of B. The constant Cϑ in Lemma 1 depending on ϑ and CB will be
determined at the end of this section.
4.1. Estimates of the new velocity. Now we estimate the supports of the cor-
rections. Recall that Φs(t, x, y) = (s + t,Φ
1
s(t, x, y),Φ
2
s(t, x, y),Φ
3
s(t, x, y)) is the
flow generated by (∂t + uℓ · ∇x + vℓ∂y) defined in (3.20). Setting
U¯ = (uℓ, vℓ), (z1, z2, z3) = (x1, x2, y),
ℓ1 = ℓ2 = ℓx, ℓ3 = ℓy, δU = E1/2U , A1 = B−1N−1/3, A2 =
3
2
,
(4.1)
it follows from Lemma 3 and (3.15) that for |s| ≤ τ, (x, y) ∈ Q˜κ˜(I),
|Φ3s(tI , x, y)− yI | ≤ |Φ3s(tI , x, y)− Φ3s(tI , xI , yI)|+ |Φ3s(tI , xI , yI)− Φ30(tI , xI , yI)|
≤ A2eA1ℓy + smax | d
ds
Φ3s| ≤ 3ℓy + τ‖v‖L∞ ≤ 4ℓy, (4.2)
where we have used (2.7), (3.3) for the last inequality and denoted (tI , xI , yI) =
qκ(I) for qκ(I) in (3.21). It follows from the definition of Qκ in (3.21) that
Pt,y(Qκ) ⊂ N({(tκ, yκ)}; τ, 4ℓy). (4.3)
Recalling from (3.23) that supp ηκ0ψκ ⊂ Qκ, so one can get
suppt,y(η
2
κ0(·)ψ2κ(·)(S1, Y1)(qκ)) ⊂ N(suppt,yR; τ, 4ℓy). (4.4)
It follows from the definitions (2.7), (3.2) and (3.51) that
suppt,y(Sℓ, Yℓ) ⊂ N(suppt,yR; τ, 4ℓy) ⊂ N(suppt,yR;
1
2
ℓ2,
1
2
ℓ), (4.5)
if B is chosen so that B ≥ 8. Similarly, it holds that
suppt,yeℓ ⊂ N(supp e; τ, 4ℓy) ⊂ N(supp e;
1
2
ℓ2,
1
2
ℓ). (4.6)
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It follows from (2.8) and (3.38) that
suppt,yw ⊂
⋃
κ
supp t,y(η
2
κ0(·)ψ2κ(·)(S1 + e)(qκ)) ⊂ N(supp e;
1
2
ℓ2,
1
2
ℓ). (4.7)
Due to (3.11) and (4.3), Pt,y(Qκ) ∩N(supp e; 12ℓ2, 12ℓ) = ∅, for any Qκ * D. Thus
it follows from (4.7) that
wI ≡ 0 for any Qκ(I) * D. (4.8)
It is easy to see from (3.22) that the number of non-zero ηIψI is at most 2
4 = 64
at any point. Hence to estimate w =
∑
I wI , it suffices to estimate each wI for
any Qκ(I) ⊂ D.
Recalling the expression (3.48), it follows from (3.32) and (3.40) that
‖WI‖C0 . E1/21 , (4.9)
‖δWI‖C0 .
∑
1≤β+β′≤2
λ−(β+β
′)ℓ−βx ℓ
−β′
y E1/21 .
∑
1≤|β|≤2
(λℓx)
−|β|E1/21
. B−2N−2/3E1/21 , (4.10)
where one has used the fact ℓx ≤ ℓy from (2.7). Thus the correction w is bounded
by
‖w‖C0 . ‖WI + δWI‖C0 ≤ CE1/21 . (4.11)
Due to (3.48), one has
∂αx,yW˜I = ηIAI∂
α
x,yψI + ηIAI
∑
1≤|β|≤2
CI,βλ
−|β|∂α+βx,y ψI .
It follows from (3.32) and (3.40) that for |α|, β ≥ 0,
‖∇αx∂βy W˜I‖C0 ≤ Cα,βℓ−αx ℓ−βy E1/21 , (4.12)
‖∇αx∂βy δWI‖C0 ≤ Cα,βℓ−αx ℓ−βy B−2N−2/3E1/21 . (4.13)
For the derivatives of W˜I involving
D
Dt , it follows from the expression (3.48) and
the estimates (3.17), (3.35) and (3.40) that for 0 ≤ γ + γ′ ≤ 2,
‖( D
Dt
)γ∇αx∂βy (
D
Dt
)γ
′∇α′x ∂β
′
y W˜I‖L∞(QI) . ℓ−|α+α
′|
x ℓ
−(β+β′)
y τ
−(γ+γ′)E1/21 , (4.14)
‖( D
Dt
)γ∇αx∂βy (
D
Dt
)γ
′∇α′x ∂β
′
y δW˜I‖L∞(QI) . ℓ−|α+α
′|
x ℓ
−(β+β′)
y τ
−(γ+γ′)B−2N−2/3E1/21 .
(4.15)
Now we estimate the derivatives of w and (u˜, v˜). It follows from (4.12) that
‖∇xw‖C0 . ‖iλ(∇xξI)eiλξI W˜I + eiλξI∇xW˜I‖C0 . λE1/21
≤ CBNΞE1/21 . (4.16)
It thus follows from (2.4) and (3.4) that
‖∇x(u˜, v˜)‖C0 ≤ ‖∇x(u, v)‖C0 + ‖∇xw‖C0 ≤ ΞE1/2u + CBNΞE1/21
≤ CBNΞE1/21 . (4.17)
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Similarly, (2.4), (3.4) and (4.12) imply that
‖∂yw‖C0 . ‖eiλξI∂yW˜I‖C0 . ℓ−1y E1/21 ≤ CBN1/3Ξ1/2E1/4u E1/21
≤ CBN1/2Ξ1/2E3/41 , (4.18)
‖∂y(u˜, v˜)‖C0 ≤ ‖∂y(u, v)‖C0 + ‖∂yw‖C0 ≤ Ξ1/2E3/4u + CBN1/2Ξ1/2E3/41
≤ CBN1/2Ξ1/2E3/41 . (4.19)
Similar estimates yield also
‖∂2yyw‖C0 . ‖eiλξI∂2yyW˜I‖C0 . ℓ−2y E1/21 ≤ CBN2/3ΞE1/2u E1/21 ≤ CBNΞE1,
‖∂2yy(u˜, v˜)‖C0 ≤ ‖∂2yy(u, v)‖C0 + ‖∂2yyw‖C0 ≤ ΞEu + CBNΞE1 ≤ CBNΞE1.
To estimate the material derivatives, one will use the following lemma.
Lemma 4. For any Qκ ⊂ D, it holds that
‖(uℓ, vℓ)(·)− (uℓ, vℓ)(qκ)‖L∞(Qκ) ≤ CB−1N−1/3E1/2u , (4.20)
‖(e(·)− e(qκ), S1(·)− S1(qκ), Y1(·)− Y1(qκ))‖L∞(Qκ) ≤ CB−1N−1/3E1. (4.21)
Proof. Denote (tκ, xκ, yκ) = qκ for qκ in (3.21). Recall that Φs is the flow generated
by (∂t+ uℓ · ∇x + vℓ∂y) in (3.20). It follows from (3.15), (3.31) and the mean value
theorem that, for (tκ, x, y) ∈ Q˜κ˜, |s| ≤ τ ,
|(uℓ, vℓ)(Φs(tκ, x, y))− (uℓ, vℓ)(tκ, xκ, yκ)|
=|(uℓ, vℓ)(Φs(tκ, x, y))− (uℓ, vℓ)(tκ, x, y)|+ |(uℓ, vℓ)(tκ, x, y)− (uℓ, vℓ)(tκ, xκ, yκ)|
≤ℓx‖∇x(uℓ, vℓ)‖+ ℓy‖∂y(uℓ, vℓ)‖+ τ‖ D
Dt
(uℓ, vℓ)‖ ≤ CB−1N−1/3E1/2u .
Since Qκ = {Φs(tκ, x, y) : (tκ, x, y) ∈ Q˜κ˜, |s| ≤ τ}, so (4.20) follows.
Since supp (e, S1, Y1) ⊂ supp e ⊂ D due to (2.8), it follows from the estimates
(2.5), (2.7), (2.9), and (3.14) that
‖ D
Dt
(e, S1, Y1)‖L∞ ≤‖(∂t + u · ∇x + v∂y)(e, S1, Y1)‖+ ‖u− uℓ‖‖∇x(e, S1, Y1)‖
+ ‖v − vℓ‖‖∂y(e, S1, Y1)‖
≤ΞE1/2u E1 +B−1N−1/3E1/2u E1(Ξ + Ξ1/2E1/4u )
≤CΞE1/2u E1. (4.22)
Using the same proof for (4.20) with (2.5) and (2.9), one obtains (4.21). 
It follows from (3.45) and ∂yξI(x, t) = 0 that
D
Dt
ξI = (uℓ − uI) · ∇xξI .
Hence,
D
Dt
(eiλξI W˜I) = iλe
iλξI W˜I(uℓ − uI) · ∇xξI + eiλξI D
Dt
W˜I . (4.23)
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It follows from (3.4) , (4.14) and (4.20) that
‖ D
Dt
w‖C0 . sup
I:Qκ(I)⊂D
‖ D
Dt
(eiλξI W˜I)‖L∞ . λ‖W˜I‖‖uℓ − uI‖L∞(Qκ) + ‖
D
Dt
W˜I‖
≤ CB(N2/3ΞE1/2U E1/21 +N1/3ΞE1/2U E1/21 ) ≤ CBNΞE1. (4.24)
Writing ∂t + u˜ · ∇x + v˜∂y = DDt + (u − uℓ) · ∇x + (v − vℓ)∂y + w · ∇, one obtains
from the estimates (2.7), (3.14), (4.11), (4.16), (4.18), and (4.24) that
‖(∂t + u˜ · ∇x + v˜∂y)w‖ ≤ ‖ D
Dt
w‖ + ‖u− uℓ‖‖∇xw‖+ ‖v − vℓ‖‖∂yw‖ + ‖w‖‖∇w‖
≤ CBNΞE1.
Since ∂t+ u˜ ·∇x+ v˜∂y = (∂t+u ·∇x+ v∂y)+w ·∇, it follows from (2.4) and (4.11)
that
‖(∂t + u˜ · ∇x + v˜∂y)(u˜, v˜)‖ ≤ ‖(∂t + u · ∇x + v∂y)(u, v)‖+ ‖w‖‖∇(u, v)‖
+ ‖(∂t + u˜ · ∇x + v˜∂y)w‖
≤ CBNΞE1.
This completes the estimates for w and (u˜, v˜).
4.2. Estimates of the errors. Recall that the new stress R˜ is given by
R˜ = −
(∑
i6=1
Si ~fi ⊗ ~fi,
∑
i6=1
Yi ~fi
)
+ δR,
and we decompose δR = (RS+RM )+(RH+RT+RL) into two parts. The first part
will be estimated below, and the second part will be handled by solving divergence
equations with oscillatory sources in Section 4.3.
4.2.1. Mollification errors. Recall that
RM =
(
(eℓ − e+ Sℓ − S1)~f1 ⊗ ~f1, (Yℓ − Y1)~f1
)
+
(
(u − uℓ)⊗ U + U ⊗ (u− uℓ), V (u− uℓ) + (v − vℓ)U
)
:= R′M +R
′′
M .
(4.25)
The supports of RM can be estimate from (4.5), (4.6) and (4.7) as
supp t,yRM ⊂ supp t,yw ∪ supp eℓ ∪ supp e ∪ suppt,y(S1, Y1) ∪ suppt,y(Sℓ, Yℓ)
⊂ N(supp e; 1
2
ℓ2,
1
2
ℓ).
Then (4.21) implies that
‖R′M‖C0 = ‖(
∑
κ
η2κψ
2
κ(e(qκ)− e(·) + S1(qκ)− S1(·)),
∑
κ
η2κψ
2
κ(Y1(qκ)− Y1(·))‖
. sup
κ:Qκ⊂D
‖(e(·)− e(qκ), S1(·)− S1(qκ), Y1(·)− Y1(qκ))‖C0(Qκ)
. B−1N−1/3E1.
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While (3.14) and (4.11) lead to
‖R′′M‖C0 . ‖u− uℓ‖L∞(D)‖U‖+ ‖V ‖‖u− uℓ‖L∞(D) + ‖v − vℓ‖L∞(D)‖U‖
. B−1N−1/3E1/2u E1/21 .
Therefore,
‖RM‖C0 ≤ CB−1N−1/3E1/2u E1/21 . (4.26)
Now we estimate the derivatives of RM . It follows from (2.5), (2.9), (3.32) and
(4.21) that
‖∂yR′M‖ . sup
κ:Qκ⊂D
‖∂yψκ‖C0(Qκ)‖(e(·)− e(qκ), S1(·)− S1(qκ), Y1(·)− Y1(qκ))‖C0(Qκ)
+ ‖(∂ye, ∂yS1, ∂yY1)‖
≤ CBΞ1/2E1/4u E1 ≤ CBN1/6Ξ1/2E1/2u E3/41 .
Due to (2.4), (3.4), (3.14), (3.15), (4.11) and (4.18), one gets
‖∂yR′′M‖ . ‖(u− uℓ, v − vℓ)‖L∞(D)‖∂y(U, V )‖+ ‖∂y(u− uℓ, v − vℓ)‖L∞(D)‖(U, V )‖
≤ CBΞ1/2E3/4u E1/21 ≤ CBN1/6Ξ1/2E1/2u E3/41 .
Hence,
‖∂yRM‖C0 ≤ CBN1/6Ξ1/2E1/2u E3/41 ≤ CBΞ˜1/2E˜1/4u E˜3.
In the same manner, it follows from (2.4), (2.5), (3.14), (3.15), (3.32), (4.11), (4.16),
and (4.21) that
‖∇xRM‖C0 ≤ CBN2/3ΞE1/2u E1/21 ≤ CBΞ˜E˜3.
Since DDtψκ = 0, it follows from (3.17), (4.21) and (4.22) that
‖ D
Dt
R′M‖ . sup
κ
‖∂tηκ‖‖(e(·)− e(qκ), S1(·)− S1(qκ), Y1(·)− Y1(qκ))‖C0(Qκ)
+ ‖ D
Dt
(e, S1, Y1)‖ . ΞE1/2u E1.
As a consequence of (3.14), (3.27),(3.28), (3.31), (4.11) and (4.24), it holds that
‖ D
Dt
R′′M‖ . ‖(u− uℓ, v − vℓ)‖‖
D
Dt
(U, V )‖+ ‖ D
Dt
(u− uℓ, v − vℓ)‖‖(U, V )‖
≤ CBN2/3ΞE1/2u E1.
Thus,
‖ D
Dt
RM‖C0 ≤ CBN2/3ΞE1/2u E1 ≤ CBΞ˜E˜1/2u E˜3.
4.2.2. The stress term. Note that∑
I
(U˜I ⊗ U˜I¯ + V˜I U˜I¯) = 2
∑
κ
(
(Uκ + δUκ)⊗ (Uκ + δUκ) + (Vκ + δVκ)(Uκ + δUκ)
)
.
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It follows from the definitions of RS in (3.52) that
RS =
(
− (eℓ + Sℓ)~f1 ⊗ ~f1 + 2
∑
κ
Uκ ⊗ Uκ,−Yℓ ~f1 + 2
∑
κ
VκUκ
)
+RS′ ,
RS′ =2
(∑
κ
δUκ ⊗ Uκ + Uκ ⊗ δUκ + δUκ ⊗ δUκ, 0
)
+ 2
(
0,
∑
κ
δVκUκ + VκδUκ + δVκδUκ
)
.
The constructions in (3.39), (3.51), and (4.7) yield
−(eℓ + Sℓ)~f1 ⊗ ~f1 +
∑
κ
2Uκ ⊗ Uκ =
∑
κ
η2κ0ψ
2
κ(−(e+ S1)(qκ) + 2a2κ)(~f1 ⊗ ~f1) = 0,
−Yℓ ~f1 + 2
∑
κ
VκUκ =
∑
κ
η2κ0ψ
2
κ(−Y1(qκ) + 2aκbκ)~f1 = 0.
Thus
RS = RS′ . (4.27)
Then (4.9) and (4.10) imply that
‖RS‖C0 = ‖R′S‖C0 . ‖WI‖‖δWI‖+ ‖δWI‖‖δWI‖ . B−2N−2/3E1. (4.28)
Now we estimate derivatives of RS . It follows from (3.4), (4.12), and (4.13) that
‖∂yRS‖C0 = ‖∂yR′S‖C0 . ‖∂yWI‖‖δWI‖+ ‖WI‖‖∂yδWI‖+ ‖∂yδWI‖‖δWI‖
. N−1/3Ξ1/2E1/4u E1 ≤ CBΞ˜1/2E˜1/4u E˜3,
‖∇xRS‖C0 . ‖∇xWI‖‖δWI‖+ ‖WI‖‖∇xδWI‖+ ‖∇xδWI‖‖δWI‖
. N−1/3ΞE1 ≤ CBΞ˜E˜3.
Similarly, making use of (3.4), (4.14), and (4.15), one can get
‖ D
Dt
RS‖C0 . ‖ D
Dt
WI‖‖δWI‖+ ‖WI‖‖ D
Dt
δWI‖+ ‖ D
Dt
δWI‖‖δWI‖
. ΞN−1/3E1/2u E1 ≤ CBΞ˜E˜1/2u E˜3.
4.3. The new stress from solving divergence equations. The part of the new
stress consisting of RH+RT +RL will be estimated by solving divergence equations
of the form
∇ · RI = eiλξIhI ,
with hI ∈ C∞c (QI) compactly supported in QI = Qκ(I). To this end, we adapt the
method in [22] to solve partially symmetric divergence equations with compactly
supported sources. Heuristically one can obtain a solution RI ∈ C∞c (QˆI) such that
‖RI‖ ∼ λ−1‖hI‖ with a slightly enlarged support QˆI . The precise statements are
contained in the following lemma.
Given a smooth vector field U¯ = (U¯1, · · · , U¯d)(t, z1, · · · , zd), a set of positive
numbers τ¯ , ℓ¯1, · · · , ℓ¯d, and a point (t0, z0) ∈ R×Rd, the Eulerian cylinders convected
by the flow of U¯ is defined as in [22]:
QˆU¯ (τ¯ , ℓ¯1, · · · , ℓ¯d; (t0, z0)) = {(t, z) : |t− t0| ≤ τ¯ , |zi − Φit−t0(t0, z0)| ≤ ℓ¯i}, (4.29)
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where Φ is the flow generated by (∂t + U¯ · ∇z) defined in (3.8). Setting as in (4.1),
one gets from Lemma 3 that, for |s| ≤ τ, (x, y) ∈ Q˜ ˜κ(I),
|Φis(tI , x, y)− Φis(tI , xI , yI)| ≤
{
A2e
A1ℓx ≤ 3ℓx, i = 1, 2,
A2e
A1ℓy ≤ 3ℓy, i = 3,
where (tI , xI , yI) = qκ(I) for qκ(I) in (3.21). Hence from the definitions of Qκ in
(3.21), one has
Qκ ⊂ Qˆκ := Qˆuℓ,vℓ(τ, 3ℓx, 3ℓx, 3ℓy; qκ). (4.30)
Lemma 5. Suppose that (H1, H2)(t, x, y) = eiλξ(t,x)(h1, h2)(t, x, y) ∈ C∞c (Qˆ) are
smooth functions with supports in Qˆ = Qˆuℓ,vℓ(τ, 3ℓx, 3ℓx, 3ℓy; qκ) ⊂ D such that
∇xξ(t, x) is a constant and satisfies the estimate
‖ D
Dt
ξ‖L∞(supp H) ≤ C0B−1N−1/3E1/2u , 1 ≤ |∇xξ| ≤ 100. (4.31)
Moreover, H = (H1, H2) satisfies the compatibility conditions∫
H ldxdy = 0,
∫
xjH l − xlHjdxdy = 0, j, l = 1, 2, (4.32)
and the estimates that, for 0 ≤ |β + γ| ≤ 1, |α| ≥ 0,
‖( D
Dt
)γ∇βy∇αxh‖ ≤ Cα,β,γτ−γℓ−βy ℓ−αx B2N2/3ΞE1/2u E1/21 . (4.33)
Then there exist two constants C1 = C1(ϑ,C0, Cα,α′,β,γ), C2 = C2(B, ϑ,C0, Cα,α′,β,γ),
and a 2× 3 matrix T = T kl ∈ C∞c (Qˆ) which solves the equations
2∑
j=1
∂
∂xj
T jl +
∂
∂y
T 3l = eiλξhl, l = 1, 2, (4.34)
T jl = T lj , j, l = 1, 2, (4.35)
with
supp T ⊂ Qˆ = Qˆuℓ,vℓ(τ, 3ℓx, 3ℓx, 3ℓy; qκ). (4.36)
Furthermore, T satisfies the following estimates
‖T ‖ ≤ C1B−1N−1/3E1/2u E1/21 , ‖∇xT ‖ ≤ C2N2/3ΞE1/2u E1/21 ,
‖∂yT ‖ ≤ C2N1/6Ξ1/2E1/2u E3/41 , ‖
D
Dt
T ‖ ≤ C2N2/3ΞE1/2u E1.
(4.37)
Remark 3. Using integration by parts, one can verify directly that if H is of the
form H l =
∑2
j=1
∂
∂xj S
jl + ∂yY
l, where S is a symmetric 2 × 2 matrix, Y is a
2-vector, and supp (S, Y ) ⊂ Qˆ, then H satisfies the compatibility conditions (4.32).
4.3.1. Solving divergence equations with symmetry. The following result for solving
symmetric divergence equations is an anisotropic variant of [22, Theorem 11.1].
Lemma 6. Let τ¯ , ℓ¯x, ℓ¯y,Λt,Λx,Λy, δU , δH be given positive constants that satisfy
τ¯ ≤ min{ℓ¯x, ℓ¯y}
δU
, Λt ≥ δU
min{ℓ¯x, ℓ¯y}
. (4.38)
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Suppose that U¯ = (U¯1, U¯2, U¯3) is a smooth vector field on R× R2 × R with
‖∇αx∂βy U¯‖L∞(Qˆ) ≤ C0ℓ¯−|α|x ℓ¯−βy δU , 0 ≤ |α|+ β ≤ 1, (4.39)
where for some point q0 = (t0, x0, y0) ∈ R× R2 × R, we denote
Qˆ = QˆU¯ (τ¯ , ℓ¯x, ℓ¯x, ℓ¯y; (t0, x0, y0)).
Let H = (H1, H2)(t, x, y) ∈ C∞c (Qˆ) satisfy the conditions (4.32) and the estimates
‖(∂t + U¯ · ∇x,y)γ∂βy∇αxH‖C0 ≤ C0Λ|α|x ΛβyΛγt δH , 0 ≤ |α|+ β + γ ≤ 1. (4.40)
Then there exist a 2× 3 matrix Rjl[H ] ∈ C∞c (Qˆ) which solves
2∑
j=1
∂
∂xj
Rjl +
∂
∂y
R3l = H l, l = 1, 2, (4.41)
Rjl = Rlj , j, l = 1, 2, (4.42)
depending linearly on H, and a constant C = C(C0) such that
‖∂βy∇αxRkl‖C0 ≤ C
|α|∑
m=0
ℓ¯−(|α|−m)x Λ
m
x
β∑
j=0
ℓ¯−(|β|−j)y Λ
j
ymax{ℓ¯x, ℓ¯y}δH , 0 ≤ |α|+ β ≤ 1,
‖(∂t + U¯ · ∇x,y)Rjl‖C0 ≤ CΛtmax{ℓ¯x, ℓ¯y}δH .
We postpone the proof of Lemma 6 to Appendix B. Using Lemma 6, one can
prove Lemma 5 by following the approach in [20, 22].
Proof of Lemma 5. Following [20,22], one can construct the solution T as the sum
of an approximate solution T(D) and a correction R:
T jl = T jl(D) +R
jl, T jl(D) =
D∑
k=1
1
λ
(eiλξqjl(k)), j, l = 1, 2. (4.43)
Here D is the smallest integer such that
1
3
(2D − 3) ≥ ϑ−1, (4.44)
where ϑ is the constant of Lemma 1 in (2.10). The amplitudes qjl(k) are symmetric
matrices obtained by solving the following linear equations, for k = 1, · · · , D:
2∑
j=1
i
∂ξ
∂xj
qjl(k) = h
l
(k), h
l
(1) = h
l, hl(k+1) = −
1
λ
2∑
j=1
∂
∂xj
qjl(k). (4.45)
Set, for k = 1, · · · , D:
q(k) =
−i
|∇xξ|
(
(h(k) · ~e‖)I + (h(k) · ~e⊥)(~e‖ ⊗ ~e⊥ + ~e⊥ ⊗ ~e‖)
)
, (4.46)
~e‖ =
∇xξ
|∇xξ| , ~e⊥ =
(∇xξ)⊥
|(∇xξ)⊥| .
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It is straightforward to verify that qjl(k) is symmetric in jl, and solves (4.45) with
supp q(k) ⊂ supp H ⊂ Qˆ. The definitions (4.45) and (4.46) imply that
h(k+1) =
i
λ|∇xξ|
(∇xh(k) · ~e‖ + (~eT⊥∇xh(k)~e⊥)~e‖ + (~eT‖∇xh(k)~e⊥)~e⊥)
=
1
λ
C(k+1)∇xh(k), k = 1, · · · , D,
for some constant tensors C(k+1). Thus,
h(k) = λ
−(k−1)C(k) · · ·C(2)(∇x)k−1h, k = 2, · · · , D + 1. (4.47)
(4.33) shows that, for 0 ≤ |β + γ| ≤ 1, |α| ≥ 0,
|( D
Dt
)γ∇βy∇αxq(k)‖ . λ−(k−1)‖(
D
Dt
)γ∇βy∇α+k−1x h‖
≤ Cα,β,γτ−γℓ−βy ℓ−αx (λℓx)−(k−1)B2N2/3ΞE1/2u E1/21 .
This and the relation (3.4) imply that
‖T(D)‖ ≤ λ−1
D∑
k=1
‖q(k)‖ . B−1N−1/3E1/2u E1/21 ,
‖∇xT(D)‖ ≤ λ−1
D∑
k=1
(λ‖q(k)‖+ ‖∇xq(k)‖) ≤ CBN2/3ΞE1/2u E1/21 ,
‖∂yT(D)‖ ≤ λ−1
D∑
k=1
‖∂yq(k)‖ ≤ CBΞ1/2E3/4u E1/21 ≤ CBN1/6Ξ1/2E1/2u E3/41 .
It follows from (4.31) and (3.4) that
‖ D
Dt
T(D)‖ .
D∑
k=1
(‖ D
Dt
ξ‖‖q(k)‖+ λ−1‖ D
Dt
q(k)‖) ≤ CBN1/3ΞEuE1/21
≤ CBN2/3ΞE1/2u E1.
Hence the estimates (4.37) hold for T(D).
Note that (4.45) implies that, for k = 1, · · · , D:
H l(k+1) := e
iλξhl(k+1) = H
l −
2∑
j=1
∂
∂xj
k∑
m=1
1
λ
(eiλξqjl(m)). (4.48)
Due to (4.34) and (4.43), R satisfies the divergence equations:
2∑
j=1
∂
∂xj
Rjl +
∂
∂y
R3l = H lD+1 = e
iλξhl(D+1),
Rjl = Rlj , j, l = 1, · · · , 2.
(4.49)
It follows from (3.4), (4.31), (4.33), and (4.47) that for 0 ≤ |α|+ β + γ ≤ 1,
‖ D
Dt
γ
∂βy∇αxH(D+1)‖ . (B2N2/3ΞE1/2u )γℓ−βy λα(λℓx)−DB2N2/3ΞE1/2u E1/21
. (λE1/21 )γℓ−βy λα(B2N2/3)−DB2N2/3ΞE1/2u E1/21
≤ C(λE1/21 )γℓ−βy λαB−2(D−1)N−1/3E1/2u E1/21 ,
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where (2.10) and (4.44) have been used for the last inequality. It follows from
(4.48) and Remark 3 that H l(D+1) also satisfies the compatibility conditions (4.32).
In view of (3.15) and the above estimates, one can apply Lemma 6 with
q0 = qκ, τ¯ = τ, ℓ¯x = 3ℓx, ℓ¯y = 3ℓy, Λt = λE1/21 ,Λx = λ,Λy = ℓ−1y ,
H = H(D+1), U¯ = (uℓ, vℓ), δU = E1/2u , δH = B−2(D−1)N−1/3E1/2u E1/21 .
to obtain a solution Rjl ∈ C∞c (Qˆ) to (4.49) with the estimates (4.37). 
4.3.2. Verifications of the assumptions. Note that one can write
∇ · (RH +RT +RL) =
∑
I
∂t(e
iλξI U˜I) +
∑
I
∇ · (SI , YI) +
∑
J 6=I¯
∇ · (SIJ , YIJ ),
(4.50)
(SIJ , YIJ) = e
iλ(ξI+ξJ )(U˜I ⊗ U˜J , V˜I U˜J),
(SI , YI) = e
iλξI (uℓ ⊗ U˜I + U˜I ⊗ uℓ, vℓU˜I − ∂yU˜I + V˜Iuℓ).
The individual terms in (4.50) are either of the form eiλξIhI or e
iλ(ξI+ξJ )hIJ , J 6= I¯,
with supports in Qκ(I) ⊂ Qˆκ(I) (recall (4.30)). It follows from (4.8) that hI = 0 =
hIJ for any Qκ(I) * D. If the assumptions in Lemma 5 are verified for the terms
supported in Qκ(I) ⊂ D, one can obtain a solution TI supported in Qˆκ(I) with the
estimates (4.37), which would imply (2.11) in Lemma 1.
We first verify the estimates (4.31) for ξI and ξIJ := ξI + ξJ , J 6= I¯. It is clear
from the definitions (3.41) that∇xξI are constants with 1 ≤ |ξI | = [κ(I)] ≤ 24 = 16.
Recall that supp hI ∪ supp hIJ ⊂ QI . It follows from (3.45) and (4.20) that
‖ D
Dt
ξI‖L∞(QI ) = ‖uℓ − uI‖L∞(QI )|∇xξI | ≤ CB−1N−1/3E1/2u . (4.51)
Thus ξI satisfies (4.31). Due to (3.23), hIJ = 0 if Qκ(I) ∩ Qκ(J) = ∅. It follows
from (3.44) that ξIJ also satisfies the estimates (4.31) for any indices I, J such that
Qκ(I) ∩Qκ(J) 6= ∅ and J 6= I¯.
Due to Remark 3, the terms
∑
I ∇ · (SI , YI) +
∑
J 6=I¯ ∇ · (SIJ , YIJ ) satisfy the
compatibility conditions (4.32). It follows from (3.46) that
eiλξI U˜I = −∆( 1
λ2|∇ξI |2 e
iλξIUI) +∇x∇ · ( 1
λ2|∇ξI |2 e
iλξIWI).
Using integrations by parts, one has, for any t ∈ R+,∫
eiλξI U˜ lIdxdy = 0,
∫
xjeiλξI U˜ lIdxdy = 0, j, l = 1, 2.
This shows that ∂t(e
iλξI U˜I) also satisfies (4.32).
It remains to verify the estimates (4.33) for the terms in (4.50), which are given
in the following subsections.
4.3.3. The high-high interactions terms RH . Recall from (3.54) that
∇ ·RH =
∑
J 6=I¯
∇x · (eiλ(ξI+ξJ )U˜I ⊗ U˜J) +
∑
J 6=I¯
∂y(e
iλ(ξI+ξJ )V˜I U˜J).
It follows from the definitions (3.38) and (3.41) that, for any index I and J ,
∇xξI · UJ = (−1)sI [κ(I)]~f⊥1 · ηJψJaJ ~f1 = 0. (4.52)
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Thus,
∇x · (eiλ(ξI+ξJ )U˜I ⊗ U˜J) = eiλ(ξI+ξJ )(iλ∇x(ξI + ξJ) · (UI + δUI)U˜J +∇x · (U˜I ⊗ U˜J))
= eiλ(ξI+ξJ )
(
iλ∇x(ξI + ξJ ) · δUI U˜J + (∇x · U˜I)U˜J + (U˜I · ∇x)U˜J
)
:= eiλ(ξI+ξJ )hH,IJ,(1).
It follows from (3.2), (4.14) and (4.15) that hH,IJ,(1) satisfies (4.33). Since ξI =
ξ(t, x) is independent of y due to (3.41), one has
∂y(e
iλ(ξI+ξJ )V˜I U˜J) = e
iλ(ξI+ξJ )(∂y V˜I U˜J + V˜I∂yU˜J) := e
iλ(ξI+ξJ )hH,IJ,(2).
Consequently, (2.7), (3.2) and (4.14) show that hY,IJ,(2) also satisfies (4.33).
4.3.4. The high-low interactions terms RL. Due to (3.47), ∇x · U + ∂yV =
∑
I ∇ ·
wI = 0, thus
∇ · RL = ∇x · (U ⊗ uℓ) + ∂y(V uℓ) = (U · ∇x)uℓ + V ∂yuℓ
=
∑
I
eiλξI ((U˜I · ∇x)uℓ + V˜I∂yuℓ) :=
∑
I
eiλξIhL,I .
It follows from (2.7), (3.15), (3.31), and (4.14) that hL,I satisfies (4.33).
4.3.5. The transport-diffusion terms RT . Since ∇x ·uℓ+∂yvℓ = 0 in D due to (3.13)
and supp U ⊂ D, one gets from (4.23) that
∇ · RT = ∂tU +∇x · (uℓ ⊗ U) + ∂y(vℓU)− ∂2yyU = (
D
Dt
− ∂2yy)U
=
∑
I
D
Dt
(eiλξI U˜I)−
∑
I
eiλξI∂2yyU˜I =
∑
I
eiλξI (iλU˜I(uℓ − uI) · ∇xξI + D
Dt
U˜I − ∂2yyU˜I)
:=
∑
I
eiλξI (hT,I,(1) + hT,I,(2) + hT,I,(3)).
It follows from (3.15), (3.31), (4.14) and (4.20) that hT,I,(1) satisfies (4.33). While
that hT,I,(2) and hT,I,(3) satisfy (4.33) follows easily from (4.14).
4.3.6. Conclusion of the proof of Lemma 1. It follows from (3.52) and (3.53) that(
suppt,yRM ∪ suppt,yRS
) ⊂ (suppt,yR ∪ suppt,y(Sℓ, Yℓ) ∪ supp e ∪ supp eℓ ∪ suppt,yw).
Recall from (4.50) that RH , RL, and RT are obtained by solving divergence equa-
tions of the form ∇ · TI = hI , with supp hI ⊂ QI ⊂ supp w. Thus, (4.36) implies
that (
suppt,yRT ∪ suppt,yRH ∪ suppt,yRL
) ⊂ N(suppt,yw; τ, 3ℓy).
As a consequence of (3.49), (2.8), (4.5), (4.6), and (4.7), it holds that
suppt,yδR ⊂ N(supp e;
1
2
ℓ2,
1
2
ℓ) ∪N(suppt,yw; τ, 3ℓy) ⊂ N(supp e; ℓ2, ℓ),
if one chooses the constant B ≥ 8. Therefore,
suppt,yR˜ ⊂
(
suppt,yR ∪ suppt,yδR
) ⊂ N(supp e; ℓ2, ℓ).
Together with (4.7), this yields the desired estimates (2.13) for the supports.
Collecting all the estimates above shows that there exists a constant C1 = C1(ϑ)
which is independent of B and N such that
‖δR‖C0 = ‖RS + RM +RH +RT +RL‖C0 ≤ C1B−1N−1/3E1/2u E1/21 .
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Now one can fix the constant B such that
B ≥ max{C1, 8}.
It follows from the estimates above and the relations (2.10) that there exists a
constant Cϑ such that (u˜, v˜, R˜) have frequency-energy levels below (Ξ˜, E˜) as given
by (2.11). The proof of Lemma 1 is completed.
5. Proof of the theorems
5.1. Proof of Theorem 1.
5.1.1. Setting up. Let (u, v) be given as in Theorem 1. Starting with (u(0), v(0)) =
(u, v), we will use Lemma 1 to construct iteratively a sequence of solutions (u(n), v(n), R(n))
to the approximate system (2.1), with frequency-energy levels below
(Ξ(n), E(n)) = (Ξ(n), E(n),u, E(n),1, E(n),2, E(n),3). (5.1)
Let δ, ε ∈ (0, 1) be positive constants to be chosen as follows. Given two constants
α0 ∈ (0, 1/21) and β0 ∈ (0, 1/10), we choose the constant δ ∈ (0, 1) sufficiently small
so that
α0 <
1
21 + 6δ(δ2 + 4δ + 6)
, β0 <
1
10 + 3δ(δ2 + 4δ + 6)
. (5.2)
Set
ϑ = min{ δ
40
,
log 2
4 log 10
}, (5.3)
and let C = Cϑ be the constant in Lemma 1. Suppose that H = (H
1, H2) is a
smooth vector field on T2 with
∫
T2
Hdx = 0. Let ∆−1x H be the solution to the
Poisson equation on T2 with zero averages:
∆x(∆
−1
x H) = H,
∫
T2
∆−1x Hdx = 0.
Define
R[H ] = (∇x ·∆−1x H)I + (∇xP∆−1x H + (∇xP∆−1x H)t),
where P = I −∇x∆−1x ∇x· is the projection into divergence-free vector field on T2.
It is straightforward to verify that R[H ] is a symmetric 2× 2 matrix and solves
∇x · R[H ] = H.
It follows from (1.4) that the following mean-zero conditions are satisfied:∫
T2
∂t(u− uC)dx = 0,
∫
∂2yy(u− uC)dx = 0, in R+ × R+.
Set (u(0), v(0)) = (u, v), and
R(0) =
(
u⊗ u− uC ⊗ uC , vu− vCuC
)
+
(
R(∂t(u− uC)− ∂2yy(u− uC)), 0
)
.
Due to the assumptions (1.3) and that (uC , vC) is a classical solution to the system
(1.1), it is straightforward to verify that (u(0), v(0), R(0)) solves the approximate
system (2.1) with suppt,yR(0) ⊂ suppt,y(u− uC , v − vC).
Set
D(0) = suppt,y(u− uC , v − vC), D˜ = N(D(0); ρ, ρ1/2). (5.4)
Let
E(0),u = 25E¯, E(0),1 = 25E¯, E(0),2 = 2E¯ , E(0),3 = E¯ , (5.5)
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where
E¯ = max{‖(u(0), v(0))‖2C0 , ‖R(0)‖C0 , 1}. (5.6)
Fix Ξ(0) to be a large constant such that
Ξ(0) ≥ 10000(ρ−1 + 1)E¯3/2C2ϑ, (5.7)
and for 0 ≤ |α|+ β/2 + γ ≤ 1,
‖(∂t + u(0) · ∇x + v(0)∂y)γ∇αx∂βyR(0)‖C0 ≤ Ξ|α|(0)(Ξ1/2(0) E¯1/4)β+2γ E¯ ,
‖(∂t + u(0) · ∇x + v(0)∂y)γ∇αx∂βy (u(0), v(0))‖C0 ≤ Ξ|α|(0)(Ξ
1/2
(0) E¯1/4)β+2γ E¯1/2.
Then it is direct to verify that (u(0), v(0), R(0)) has frequency-energy levels below
(Ξ(0), E(0)). Choose ε sufficiently small so that
ε ≤ max{C−1/2ϑ , (26Cϑ)−ϑ/δ−ϑ,
1
4
E¯ , E¯−1,Ξ−1/4(0) }, (5.8)
where
b = 3(1 + δ)4 − 3
2
(2 + δ) = 3δ(
7
2
+ 6δ + 4δ2 + δ3). (5.9)
5.1.2. The parameters of the iterations. The sequence of frequency-energy levels
{(Ξ(n), E(n)} are chosen as follows. Recall that {(Ξ(0), E(0))} has already been de-
termined above. Set
Ξ(n+1) = CϑN(n+1)Ξ(n), for n ≥ 0, (5.10)
E(n+1),u = E(n),1, E(n+1),1 = 2E(n),2, E(n+1),2 = 2E(n),3, for n ≥ 0, (5.11)
E(1),3 = ε, E(n+1),3 = E1+δ(n),3 for n ≥ 1, (5.12)
ℓ(n) = Ξ
−1/2
(n) E−1/4(n),u , D(n+1) = N(D(n); 50ℓ2(n), 50ℓ(n)) for n ≥ 0. (5.13)
Now we choose a sequences of parameters {N(n)} to apply Lemma 1. Note
that {N(n)} and (Ξ(n), E(n)) need to satisfy (2.7) and (2.10). Furthermore, (2.10)
requires that E(n+1),3 ≥ N−1/3(n+1)E
1/2
(n),uE
1/2
(n),1, that is,
N(n+1) ≥
(E(n),u
E(n),3
)3/2(E(n),1
E(n),3
)3/2
, for n ≥ 0. (5.14)
Accordingly, we set
N(1) = (E(0),uE(0),1)3/2ε−3, (5.15)
and, for n ≥ 1,
N(n+1) =
(E(n),u
E(n),3
)3/2(E(n),1
E(n),3
)3/2
E−3δ(n),3 = (E(n),uE(n),1)3/2E−3(1+δ)(n),3 . (5.16)
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It follows from the definitions (5.11), (5.12) and (5.16) that
E(n),3 = ε(1+δ)
n−1
for n ≥ 1, (5.17)
(E(n),u,E(n),1, E(n),2) = (22ε(1+δ)
n−4
, 22ε(1+δ)
n−3
, 2ε(1+δ)
n−2
) for n ≥ 4, (5.18)
E(n),u = E(n−1),1 = 2E(n−2),2 = 22E(n−3),3, for n ≥ 4, (5.19)
E(n),1 = 2E(n−1),2 = 22E(n−2),3 = 22E1+δ(n−3),3, for n ≥ 4, (5.20)
E(n),3 = E1+δ(n−1),3 = E(1+δ)
2
(n−2),3 = E(1+δ)
3
(n−3),3 for n ≥ 4, (5.21)
N(n+1) = (E(n),uE(n),1)3/2E−3(1+δ)(n),3 = 26E−3(1+δ)
4+3(2+δ)/2
(n−3),3 (5.22)
= 26E−b(n−3),3 = 26ε−(1+δ)
n−4b for n ≥ 4. (5.23)
The inequality (5.14) follows from the definitions of N(n+1) and the fact that
E(n),3 ≤ 1. It is straightforward to verify that the inequality (2.3) holds for
(Ξ(0), E(0)). Suppose it holds for (Ξ(n), E(n)) for some n ≥ 0. Then
4E(n+1),3 = 4E1+δ(n),3 ≤ 2E(n+1),2 = 4E(n),3 ≤ E(n+1),1 = 2E(n),2 ≤ E(n+1),u = E(n), 1.
Thus the inequality (2.3) is verified for all n ≥ 0.
5.1.3. The iteration step. Starting from (u(0), v(0), R(0)), suppose that one has ob-
tained functions (u(n), v(n), R(n)) which solve the approximate system (2.1) with
frequency-energy levels below (Ξ(n), E(n)) and suppt,yR(n) ⊂ D(n), iteratively by
applying Lemma 1 to (u(n−1), v(n−1), R(n−1)) with frequency-energy levels below
(Ξ(n−1), E(n−1)) and suppt,yR(n−1) ⊂ D(n−1). We first establish some bounds on
the supports of R(n) and ‖v(n)‖L∞ .
It follows from (2.3), (5.10),(5.11), (5.13), and (5.14) that
ℓ(n+1)
ℓ(n)
=
(
Ξ(n)
Ξ(n+1)
)1/2( E(n),u
E(n+1),u
)1/4
≤ N−1/2(n+1)E1/4(n),uE−1/4(n),1 ≤
E(n),3
E(n),1
(E(n),3
E(n),u
)1/2
≤ 1
8
for n ≥ 0. (5.24)
Note that (5.5) and (5.7) imply that
100ℓ2(0) ≤ ρ, 100ℓ(0) ≤ ρ1/2.
It follows from (5.4), (5.13) and (5.24) that for n ≥ 0,
D(n) ⊂ N(D(0); 50
n∑
k=1
ℓ2(k), 50
n∑
k=1
ℓ(k)) ⊂ N(D(0); 100ℓ2(0), 100ℓ(0)) ⊂ D˜. (5.25)
Recalling (5.5) and (5.11), one has
E(0),1 = 25E¯ , E(1),1 = E(2),1 = 4E¯, E(n),1 = 4ε(1+δ)
n−3
, for n ≥ 3. (5.26)
It follows from the estimates (2.12) that
‖(u(n), v(n))‖ ≤ ‖(u(0), v(0))‖ +
n−1∑
k=1
‖(u(k+1) − u(k), v(k+1) − v(k))‖ (5.27)
≤ E¯ + Cϑ
n−1∑
k=1
E1/2(k),1 ≤ 50CϑE¯ . (5.28)
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Note that (5.5) and (5.7) yield
Ξ(0)E1/2(0),u ≥ (100CϑE¯)2.
Suppose that Ξ(n)E1/2(n),u ≥ (100CϑE¯)2 for some n ≥ 0. Then (5.14) implies
Ξ(n+1)E1/2(n+1),u = CϑN(n+1)Ξ(n)E
1/2
(n),1 ≥ CϑN(n+1)
E1/2(n),1
E1/2(n),u
(100CϑE¯)2
≥
E3/2(n),uE3/2(n),1E1/2(n),1
E3(n),3E
1/2
(n),u
(100CϑE¯)2 ≥ (100CϑE¯)2 ≥ (1 + ‖v(n)‖L∞)2,
where the last inequality follows from (5.28). Thus (2.7) holds for all n ≥ 0.
Set
e
1/2
(n+1) = 2E
1/2
(n),1χN(D(n);2ℓ2(n),2ℓ(n)) ∗ (η¯ℓ2(n)(t)η¯ℓ(n)(y)), (5.29)
where χN(D(n);2ℓ2(n),2ℓ(n)) denotes the indicator function for the setN(D(n); 2ℓ2(n), 2ℓ(n)).
Then e
1/2
(n+1) is a smooth function with
supp e(n+1) ⊂ N(D(n); 3ℓ2(n), 3ℓ(n)), e1/2(n+1) = 2E1/2(n),1 on N(D(n); ℓ2(n), ℓ(n)),
‖e1/2(n+1)‖C0 ≤ 2E1/2(n),1, ‖∂αt ∂βy (e1/2(n+1))‖C0 ≤ Cα,βℓ−(2α+β)(n) E1/2(n),1.
It follows from (5.25) that
N(supp e(n+1); 10ℓ
2
(n), 10ℓ(n)) ⊂ N(D(n); 13ℓ2(n), 13ℓ(n)) ⊂ D(n+1) ⊂ D˜. (5.30)
It is straightforward to verify that e(n+1) satisfies the estimates (2.8) and (2.9).
In order to apply Lemma 1, it remains to show that
N(n+1) ≥ Ξϑ(n), for n ≥ 0. (5.31)
Indeed, it follows from (5.15), (5.16) and (5.23) that the following rough bounds
hold
23ε−3δ ≤ N(k) ≤ 103E¯3ε−3(1+δ)
3
for k = 1, · · · , 5.
Thus using (5.8), one can obtain
Ξ(k) = C
k
ϑN(k)N(k−1) · · ·N(1)Ξ(0) ≤ Ckϑ(10E¯ε−(1+δ)
3
)3kΞ(0) ≤ C4ϑ(10E¯ε−8)12Ξ(0)
≤ 1012ε−120, for k = 0, · · · , 4.
This, together with (5.3), shows that
N(k) ≥ 23ε−3δ ≥ (1012ε−120)ϑ ≥ Ξϑ(k−1), for k = 1, · · · , 5.
Now we use induction on n. Suppose that for some n ≥ 5,
N(n) ≥ Ξϑ(n−1). (5.32)
Then using the expression (5.23) for N(n+1) leads to
N(n+1) = 2
6ε−(1+δ)
n−4b ≥ 26(26Cϑ)ϑε−(1+δ)n−5b(1+ϑ) = CϑϑN1+ϑ(n)
≥ (CϑN(n)Ξ(n−1))ϑ = Ξϑ(n),
where the first inequality follows from (5.3) and (5.8), and the induction assumption
(5.32) is used in the last inequality. This confirms (5.31).
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Now one can apply Lemma 1 to obtain (u(n+1), v(n+1), R(n+1)) with frequency-
energy levels below (Ξ(n), E(n)). It follows from (2.13) and (5.30) that
supp t,y(u(n+1) − u(n), v(n+1) − v(n), R(n+1)) ⊂ D(n+1). (5.33)
5.1.4. Convergence and regularity. Denote w(n+1) = (u(n+1) − u(n), v(n+1) − v(n)).
Then (2.12) implies that for 0 ≤ |α|+ 2β ≤ 1,
‖∇αx∂βyw(n+1)‖C0 ≤ Cϑ(N(n+1)Ξ(n))|α|(N1/2(n+1)Ξ1/2(n)E1/4(n),1)βE1/2(n),1, (5.34)
‖∂tw(n+1)‖C0 ≤ ‖(∂t + u(n) · ∇x + v(n)∂y)w(n+1)‖+ ‖u(n) · ∇xw(n+1)‖+ ‖v(n)∂yw(n+1)‖
≤ CϑNn+1ΞnE1/2(n),1. (5.35)
Note that {E1/2(n),1} is a Cauchy series due to (5.18). So it follows from (5.34)
and (5.35) that the sequence {(u(n), v(n))} converges uniformly to a continuous
function (u, v). Since (u(n), v(n), R(n)) solves the approximate system (2.1) with
frequency-energy levels below (Ξ(n), E(n),u, E(n),1, E(n),2, E(n),3),
‖R(n)‖C0 ≤ E(n),1 + E(n),2 + E(n),3 → 0,
due to (5.18), thus (u, v) is a weak solution to the Prandtl system (1.1).
Next we consider the regularity of the solutions. It follows from the estimates
(5.34), (5.35) and standard interpolations that for α ∈ (0, 1),
‖w(n+1)‖Cαt,x ≤ Cα(Nn+1Ξn)αE
1/2
(n),1.
Set
an = (N(n)Ξ(n−1))αE1/2(n−1),1.
It follows from (5.10), (5.11), (5.20) and (5.23) that for n ≥ 4,
an+1
an
=
(N(n+1)Ξ(n))
αE1/2(n),1
(N(n)Ξ(n−1))αE1/2(n−1),1
= CαϑN
α
(n+1)
( E(n),1
E(n−1),1
)1/2
= CαϑN
α
(n+1)
(
Eδ(n−3),3
)1/2
= Cαϑ 2
6αEδ/2−bα(n−3),3 = Cαϑ 26αε(δ/2−bα)(1+δ)
n−4
.
Set α = α0. Then (5.2) shows that
γ :=
δ
2
− bα0 = δ
2
− 3δ(7
2
+ 6δ + 4δ2 + δ3)α0 > 0.
Hence lim supn
an+1
an
= 0 and thus {‖w(n+1)‖Cα0t,x} is a Cauchy series. Similarly,
using the estimates (5.34), (5.35) and standard interpolations one can get that, for
β ∈ (0, 1),
‖w(n+1)‖Cβy ≤ Cβ(N
1/2
(n+1)Ξ
1/2
(n)E1/4(n),1)βE1/2(n),1.
Set
bn = (N
1/2
(n) Ξ
1/2
(n−1)E
1/4
(n−1),1)
βE1/2(n−1),1.
Then, (5.10), (5.11), (5.20) and (5.23) yield that for n ≥ 4,
bn+1
bn
=
(N
1/2
(n+1)Ξ
1/2
(n)E
1/4
(n),1)
βE1/2(n),1
(N
1/2
(n) Ξ
1/2
(n−1)E1/4(n−1),1)βE1/2(n−1),1
= C
β/2
ϑ N
β/2
(n+1)
( E(n),1
E(n−1),1
) 1
2+
β
4
= C
β/2
ϑ N
β/2
(n+1)
(
Eδ(n−3),3
) 1
2+
β
4
= C
β/2
ϑ 2
3βE(δ+
δβ
2 −bβ)/2
(n−3),3 = C
β/2
ϑ ε
(δ+ δβ2 −bβ)(1+δ)n−4/2.
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Set β = β0. It follows from (5.2) that
γ := δ +
δβ0
2
− bβ0 = δ(1 + β0
2
)− 3δ(7
2
+ 6δ + 4δ2 + δ3)β0 > 0.
Hence lim supn
bn+1
bn
= 0 and thus {‖w(n+1)‖Cβ0y } is a Cauchy series. We thus have
proved the estimates (1.5).
Furthremore, (5.25) and (5.33) yield that
suppt,y(u − u, v − v) ⊂
∞⋃
n=1
supp t,ywk ⊂
∞⋃
n=1
D(n) ⊂ N(suppt,y(u− uC , v − vC); ρ, ρ1/2).
5.1.5. Weak convergence of the solution sequence. The above scheme shows that
there exists a constant ε¯ > 0, such that for any choice of ε < ε¯ in (5.8), there exists
a weak solution to the system (1.1) of the form
(u, v) = (u, v) +
∞∑
n=1
w(n)
satisfying the estimate (1.5). It follows from (5.26) and (5.34) that
‖(u− u, v − v)‖C0 ≤
∞∑
n=1
‖w(n)‖C0 ≤ C
∞∑
n=0
E1/2(n),1 ≤ CE¯ + C
∞∑
k=0
ε(1+δ)
k/2
≤ CE¯ + 2Cε1/2+ ≤ 2CE¯ .
In particular one has
∞∑
n=4
‖w(n)‖C0 ≤ 2Cε1/2.
For n = 1, 2, 3, let ϕ ∈ C∞c (R+ × T2 × R+) be a smooth test function. Recall that
w(n) =
∑
I
eiλ(n)ξ(n),I W˜(n),I ,
λ(n) = B
3N(n)Ξ(n−1), eiλ(n)ξ(n),I =
∇xξ(n),I
iλ(n)|∇xξ(n),I |2
∇x(eiλ(n)ξ(n),I ).
Using integration by parts, (4.12), (5.8), (5.15), (5.16), and (5.26), one gets∣∣∣∣
∫
w(n)ϕdxdydt
∣∣∣∣ ≤∑
I
∣∣∣∣
∫
QI
eiλ(n)ξ(n),I W˜(n),Iϕdxdydt
∣∣∣∣
≤ Cλ−1(n)
∑
I
‖∇x(W˜(n),Iϕ)‖C0 |supp ϕ ∩QI | ≤ C‖ϕ‖C1 |supp ϕ|N−2/3(n) E
1/2
(n−1),1
≤ C‖ϕ‖C1 |supp ϕ|ε1/2, for n = 1, 2, 3.
Hence for any ϕ ∈ C∞c (R+ × T2 × R+) one has∣∣∣∣
∫
(u− u, v − v)ϕdxdydt
∣∣∣∣ ≤
∞∑
n=1
∣∣∣∣
∫
w(n)ϕdxdydt
∣∣∣∣ ≤ C‖ϕ‖C1|supp ϕ|ε1/2.
Let (uk, vk) be the weak solutions corresponding to a sequence of positive numbers
{εk} with εk < ε¯, εk → 0. It follows from the above estimates and the standard
density argument that (uk, vk)→ (u, v) in the weak-∗ topology on L∞(R+ × T2 ×
R+). This finishes the proof of Theorem 1.
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5.2. Proof of Corollary 1. Let φε(t, x, y) be a smooth bump function supported
in a small ball Bε(t0, x0, y0) ⊂ B2ε(t0, x0, y0) ⊂ R+ ×T2 ×R+, such that ∂2yy∂x2φε
changes signs. Set (u, v) = (uS , 0) + (∂y∂x2φε, 0,−∂x1∂x2φε). It is clear that (u, v)
satisfies the conditions (1.3) and (1.4). Applying Theorem 1 to (u, v) with ρ = ε,
one can obtain a sequence of Ho¨lder continuous weak solutions {(uk, vk)}∞k=1 to the
system (1.1) satisfying the estimates (1.5), such that
supp t,y(uk − uS , vk) ⊂ supp t,y(uk − u, vk − v) ∪ supp t,y(∂yφε, 0,−∂x1φε)
⊂ N(suppt,y(φε); ε, ε1/2) ⊂ B2ε(t0, y0) ⊂ R+ × R+,
and (uk, vk) ⇀ (u, v) in the weak-∗ topology on L∞(R+ ×T2 ×R+). Furthermore,
∂yuk ⇀ ∂yuS + (∂
2
yy∂x2φε, 0), vk ⇀ −∂x1∂x2φε,
in the sense of distribution. Thus for k sufficiently large and ε sufficiently small,
uk is not monotonic in y and (uk, vk) has motion transverse to the outflow (U, 0).
5.3. Proof of Theorem 2. The proof of Theorem 2 is just a slight modification
of the proof of Theorem 1. We outline the main differences in the constructions.
Similar to (2.1) we consider the following approximate system{
∂tu(n) +∇ · (u(n) ⊗ u(n))− ∂2yyu(n) +∇P(n) = ∇ · R(n),
∇ · u(n) = 0,
(5.36)
where the stress R =
(
S Y
Y t r
)
is a 3× 3 symmetric matrix. The main difference
is that we have to add an extra correction to eliminate the r component of the
stress. Definition 2 of frequency-energy level is unchanged except replacing (u, v)
by u, (S, Y ) by (S, Y, r). Then we have the following variant of Lemma 1.
Lemma 7. Given ϑ > 0, there exists a constant Cϑ such that the following holds.
Suppose that (u,R) = (u, S, Y, r) is a smooth solution to (5.36) with frequency-
energy levels below (Ξ, E), with ℓ := Ξ−1/2E−1/4u ≤ 1. Let e(t) be a given non-
negative function satisfying
e(t) ≥ 4E1 on N(supptR; ℓ2), N(supp e, 50ℓ2) ⊂ R+, (5.37)
‖( d
dt
)α(e1/2)‖L∞ ≤ Cαℓ−2αE1/21 , 0 ≤ α ≤ 1. (5.38)
Then for any N > 0 satisfying (2.10) there exists a smooth solution (u˜, R˜) to the
system (5.36) with frequency-energy levels below (Ξ˜, E˜) = (Ξ˜, E˜u, E˜1, E˜2, E˜3) as given
in (2.11). Furthermore, the correction w = u˜−u satisfies the estimates (2.12), and
suppt(w, R˜) ⊂ N(supp e; ℓ2). (5.39)
Proof of Lemma 7. One can follow closely the proof of Lemma 1 with a few modi-
fications. Let H,H ′ ∈ Z satisfy
2−H ≤ ℓx < 2−(H−1), 2−H′ ≤ ℓy < 2−(H′−1).
For κ˜ = (κ1, κ2, κ3) ∈ (Z/2HZ)2 × (Z/2H′Z), set
ψ˜κ˜(x1, x2, y) = ηH
(
2H(x1 − κ12−H)
)
ηH
(
2H(x2 − κ22−H)
)
ηH′
(
2H
′
(y − κ32−H
′
)
)
,
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and for κ = (κ0, κ˜) ∈ Z× (Z/2HZ)2 × (Z/2H′Z), let ψκ be defined by
(∂t + uℓ · ∇)ψκ = 0, ψκ(κ0τ, ·) = ψ˜κ˜(·), (5.40)
where uℓ = u∗ η˜ℓ. The constructions of localized waves are modified as follows. For
each index I = (κ(I), s(I)) ∈ Z× (Z/2HZ)2 × (Z/2H′Z)× {+,−}, set
WI = (UI , VI) = ηIψIAI = ηIψI(aI ~f1, bI), GI = ηIψI(0, 0, gI) = g˜I~e3,
where aI , bI are defined in (3.39), gI =
√
(e+r)(qI )
2 − b2I and ~e3 = (0, 0, 1). Similar
to the estimates (3.40), by (5.37), one can verify that gI is well-defined with
gI ≤ CE1/21 . (5.41)
Define the correction w = u˜− u as
w =
∑
I
(eiλξI W˜I + e
iλ100ξI G˜I) =
∑
I
(eiλξI (WI + δWI) + e
iλ100ξI (GI + δGI)),
where ξI = ξI(x, t) is defined in (3.41) (with uκ(I) replaced by (u
1, u2)(qκ(I))),
δWI and δGI are small corrections to ensure that ∇ · w = 0. The explicit ex-
pressions are given in (3.46), (with 1λ2|∇ξI |2 e
iλξIWI replaced by
1
λ2|∇ξI |2 e
iλξIWI +
1
λ2|100∇ξI |2 e
iλ100ξIGI). Then it can be checked that w and u˜ satisfy the same esti-
mates as proved in Section 4.1.
Plugging in the correction u˜ = u + w and using the expressions (2.6) as before,
one can decompose the new stress R˜ as:
R˜ = −
(∑
i6=1 Si ~fi ⊗ ~fi
∑
i6=1 Yi ~fi∑
i6=1 Yi ~f
t
i 0
)
+ (RS + RM +RH +RT +RL) (5.42)
such that (denoting W˜I = (U˜I , V˜I))
∇ ·RS =∇ ·
(
−(eℓ + Sℓ)~f1 ⊗ ~f1 +
∑
I U˜I ⊗ U˜I¯ −Yℓ ~f1 +
∑
I V˜I U˜I¯
(−Yℓ ~f1 +
∑
I V˜I U˜I¯)
t −(eℓ + rℓ) +
∑
I g˜I g˜I¯ + V˜I V˜I¯
)
,
∇ · RM =∇ ·
(
(eℓ − e(t) + Sℓ − S1)~f1 ⊗ ~f1 (Yℓ − Y1)~f1
(Yℓ − Y1)~f t1 eℓ − e(t) + rℓ − r
)
+∇ · ((u− uℓ)⊗ w + w ⊗ (u− uℓ)),
∇ ·RH =
∑
J 6=I¯
∇ · (eiλ(ξI+ξJ )W˜I ⊗ W˜J + ei100λ(ξI+ξJ )G˜I ⊗ G˜J)
+
∑
I,J
∇ · (eiλ(ξI+100ξJ )W˜I ⊗ G˜J + eiλ(ξJ+100ξI )G˜I ⊗ W˜J ),
∇ ·RT =(∂t + uℓ · ∇ − ∂2yy)w, ∇ · RL = ∇ · (w ⊗ uℓ),
where, similar to (3.51), the mollification of r is defined as
rℓ(t, z) =
∑
κ
η2κψ
2
κ(t, z)r(qκ). (5.43)
The terms in RM are treated exactly as in Section 4.2.1. For RS , note that
−(eℓ + rℓ) +
∑
I
g˜I g˜I¯ + V˜I V˜I¯ = =
∑
κ
η2κ0ψ
2
κ(−(e + r)(qκ) + 2g2κ + 2b2κ) = 0.
Hence one can show that the main part of RS vanishes as in Section 4.2.2.
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Analogous to Lemma 5, for any given smooth vectors H = eiλξ(h1, h2, h3) sup-
ported in Qˆ = Qˆuℓ(τ, 3ℓx, 3ℓx, 3ℓy; qκ), satisfying the estimates (4.31), (4.33) and
the compatibility conditions∫
H ldxdy = 0,
∫
zjH l − zlHjdxdy = 0, j, l = 1, 2, 3, (5.44)
there exists a symmetric 3×3 matrix T = T jl ∈ C∞c (Qˆ) solving∇·T = H , with the
estimates (4.37). The terms RT and RL can be handled exactly as before. From
the definitions (3.41) and (3.43), it holds that |∇(ξI + 100ξJ)| ≥ 1. In view of the
orthogonality conditions
∇ξJ · ~e3 = 0, ∇ξJ ·AI = 0,
one can treat the interaction terms RH as in Section 4.3.3. 
Employing the scheme in Section 5.1 with Lemma 7, starting with the trivial
solution u = 0, one can obtain a non-trivial Ho¨lder continuous weak solutions u
to (1.7) supported in a compact time interval with estimates (1.8). This proves
Theorem 2.
Appendix A. Transport estimates
Proof of Lemma 2. First we show that for ℓi = δU = δf = 1, the following estimates
hold
sup
1≤|α|≤s
‖∇αz f(t, ·)‖L∞ ≤ C˜s, for t ∈ [−1, 1], s = 0, 1, · · · ,m, (A.1)
where C˜s = C(Cα, 0 ≤ |α| ≤ s) denote generic functions of Cα. By the time reversal
symmetry t→ −t, it suffices to show (A.1) for t ∈ [0, 1].
For s = 0, since f is constant on the integral curves of ∂t + U¯ · ∇z , for any t,
‖f(t, ·)‖L∞ = ‖f0‖L∞ .
Suppose that the estimates (A.1) for m = s − 1 have been obtained. For any
multi-index |α| = s, applying ∂αz to the equation (3.5) yields
(∂t + U¯ · ∇z)∂αz f = −
(
∂αz (U¯
i∂zif)− U¯ i∂zi∂αz f
)
= −
∑
α1+α2=α,|α2|≤s−1
Cα1,α2(∂
α1
z U¯
i)(∂α2z ∂zif).
Multiplying by ∂αz f and summing for all |α| = s, one gets
1
2
D
Dt
|∇szf |2 = −
∑
|α1+α2|=s
{ ∑
|α2|=s−1
Cα1,α2(∂
α1+α2
z f)(∂
α2
z ∂zif)(∂
α1
z U¯
i)
+
∑
|α2|≤s−2
Cα1,α2(∂
α1+α2
z f)(∂
α2
z ∂zif)(∂
α1
z U¯
i)
}
,
where DDt = ∂t + U¯ · ∇z. Hence
1
2
D
Dt
|∇szf |2 . |∇zU¯ ||∇szf |2 +
∑
2≤j≤s
|∇jzU¯ ||∇s−jz f ||∇szf |
≤ C
(
( sup
|α|=1
Cα)|∇szf |2 + ( sup
2≤|α|≤s
Cα)C˜s−2|∇szf |
)
.
The estimates (A.1) follow from the Gronwall’s inequality.
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Now let ℓ1, · · · , ℓd, δU , δf be positive numbers. Set
τ0 = δ
−1
U mini
ℓi, (t
′, z′1, · · · , z′d) = (
t
τ0
,
z1
ℓ1
, · · · , zd
ℓd
). (A.2)
Then the function h(t′, z′) = δ−1f f(τ0t
′, ℓ1z′1, · · · , ℓdz′d) solves
(∂t′ + U¯
′ · ∇z′)h = 0, h|t′=0 = h0(z′) = δ−1f f0(ℓ1z′1, · · · , ℓdz′d),
with
U¯ ′ = (U¯ ′1, · · · , U¯ ′d)(t′, z′) = (
τ0
ℓ1
U¯1, · · · , τ0
ℓd
U¯d)(τ0t
′, ℓ1z′1, · · · , ℓdz′d).
It follows from (3.6) that
‖∂αz′h0‖L∞ ≤ Cα, for 1 ≤ |α| ≤ m,
‖∂αz′U¯ ′‖L∞ ≤ Cα, for 0 ≤ |α| ≤ m.
It follows from (A.1) that, for 0 ≤ |α| ≤ m,
‖∂αz′h(t′, ·)‖L∞ ≤ C˜α, for |t′| ≤ 1. (A.3)
This implies the estimates (3.7) for f . 
Proof of Lemma 3. Set
(z′1, · · · , z′d) = (
z1
ℓ1
, · · · , zd
ℓd
),
(U¯ ′1, · · · , U¯ ′d)(t, z′) = (
U¯1
ℓ1
, · · · , U¯d
ℓd
)(t, ℓ1z
′
1, · · · , ℓdz′d),
(A.4)
and denote by ϕ the map ϕ : (t, z) → (t, z′). Then Φs := ϕ ◦ Φs ◦ ϕ−1 is the flow
generated by (∂t + U¯
′ · ∇z′) in the (t, z′) coordinates. Note that∣∣∣∣∣ dds
d∑
i=1
|Φis(t, p′)− Φis(t, q′)|2
∣∣∣∣∣ = 2
∣∣∣∣∣
d∑
i=1
(
U¯ ′i(Φs(t, p
′))− U¯ ′i(Φs(t, q′))
)
(Φis(t, p
′)− Φis(t, q′))
∣∣∣∣∣
≤ 2‖∇z′U¯ ′‖L∞ |Φs(t, p′)− Φs(t, q′)|2.
It follows from the Gronwall’s inequality that
|Φs(t, p′)− Φs(t, q′)| ≤ es‖∇z′ U¯ ′‖L∞ |p′ − q′|. (A.5)
Due to (3.9) and (A.4), it holds that
‖∇z′U¯ ′‖L∞ ≤ A1(min
i
ℓi)
−1δU , |p′i − q′i| ≤ A2.
Taking |s| ≤ δ−1
U¯
mini ℓi in (A.5) yields
∑ (Φis(t, p)− Φis(t, q))2
ℓ2i
= |Φs(t, p′)− Φs(t, q′)|2 ≤ (A2eA1)2.
This shows the desired estimates (3.10). 
36 HO¨LDER SOLUTIONS TO 3D PRANDTL SYSTEM
Appendix B. Proof of Lemma 6
Given positive constants ℓ1, · · · , ℓd and z0 ∈ Rd, set
Q(ℓ1, · · · , ℓd; z0) = {z = (z1, · · · , zd) : |zi − zi0| ≤ ℓi, i = 1, · · · , d}.
Proof of Lemma 6. Denote
D
Dt
= ∂t + U¯(Φt−t0(t0, x0, y0)) · ∇x,y. (B.1)
Let ζ˜(x, y) be a smooth bump function such that
supp ζ˜ ⊂ Q(ℓ¯x, ℓ¯x, ℓ¯y; (t0, x0, y0)),
∫
ζ˜(x, y)dxdy = 1, (B.2)
‖∇αx∂βy ζ˜‖C0 ≤ Cα,β ℓ¯−|α|x ℓ¯−βy |Q(ℓ¯x, ℓ¯x, ℓ¯y)|−1, |α|, β ≥ 0. (B.3)
Let ζ(t, x, y) be the transport of ζ˜ by the flow of DDt , i.e., ζ(t, x, y) solves
D
Dt
ζ(t, x, y) = 0, ζ(t0, x, y) = ζ˜(x, y). (B.4)
Note that DDt (t, ·) is a constant vector field for any fixed t. It follows from (B.2)
and (B.3) that
supp ζ(t, ·) ⊂ Q(ℓ¯x, ℓ¯x, ℓ¯y; Φt−t0(t0, x0, y0)),
∫
ζ(t, x, y)dxdy = 1,
‖∇αx∂βy ζ(t, ·)‖C0 ≤ Cα,β ℓ¯−|α|x ℓ¯−βy |Q(ℓ¯x, ℓ¯x, ℓ¯y)|−1, |α|, β ≥ 0. (B.5)
The following expression for Rkl[H ] is a slight modification of those given in [22,
Proposition 11.1]. Denote z = (x, y). Let
Rkl[H ] = Rkl0 [H ] +R
kl
1 [H ] +R
kl
2 [H ], for k = 1, 2, 3, l = 1, 2,
where for j, l = 1, 2,
Rjl0 [H ] = −
3
2
∫ 1
0
∫
ζ(t, z¯)
(xj − x¯j)
σ
H l(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ
− 3
2
∫ 1
0
∫
ζ(t, z¯)
(xl − x¯l)
σ
Hj(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ,
R3l0 [H ] = −3
∫ 1
0
∫
ζ(t, z¯)
y − y¯
σ
H l(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ,
Rjl1 [H ] =
1
2
∫ 1
0
∫ 2∑
k=1
(∂xkζ)(t, z¯)
(xl − x¯l)(xk − x¯k)
σ2
Hj(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ
+
1
2
∫ 1
0
∫ 2∑
k=1
(∂xkζ)(t, z¯)
(xj − x¯j)(xk − x¯k)
σ2
H l(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ,
Rjl2 [H ] = −
∫ 1
0
∫ 2∑
k=1
(∂xkζ)(t, z¯)
(xj − x¯j)(xl − x¯l)
σ2
Hk(t,
z − z¯
σ
+ z¯)
dz¯
σ3
dσ,
R3l1 [H ] = R
3l
2 [H ] = 0.
It is clear from these definitions that Rkl[H ] depends linearly on H and Rjl[H ] =
Rlj [H ] for j, l = 1, 2. Furthermore, it is easy to verify that Rkl ∈ C∞c (Qˆ). It
HO¨LDER SOLUTIONS TO 3D PRANDTL SYSTEM 37
follows from the proof of [22, Proposition 11.1] that Rjl[H ] is a smooth solution to
the divergence equation (4.41) with the commutating relations
D
Dt
Rjl[H ] = Rjl[
D
Dt
H ]. (B.6)
The desired esimates follow from (4.40), (B.5), (4.39), (4.38) and (B.6) as in the
proof of [22, Proposition 11.1]. 
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