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In this thesis, we explore various computational and axiomatisation problems relating to
two-dimensional modal logics that exhibit some modest capacity to count. In particular,
we consider modal products in which at least one component is the logic of difference
(inequality) relations. These formalisms are connected with finite variable fragments of
first-order logic and first-order modal logics, extended with some additional counting quan-
tifiers. The contributions provided herein serve as a case study to better steer investigation
into more general principles governing the interactions between modal logics, and into un-
derstanding the interactions between first-order quantifiers.
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Modal logic has a rich history originating in the classical considerations of philosophers
such as Aristotle. Originally conceived as the logic of necessary and contingent truths (so-
called alethic logic), further study has shown the same underlying semantics to encapsulate
a vast range of other natural linguistic phenomena; such disparate phenomena as spatial
and temporal reasoning, epistemic and doxastic reasoning, relating to one’s knowledge and
belief, and deontic reasoning of one’s obligations and permissions [14, 47].
While there are many applications of modal logics working in isolation, it is often their
interactions in which we are most interested. The notion of products of propositional modal
logics, introduced by Segerberg [113] and Shehtman [115], provides a conceptually appeal-
ing approach to combining modal logics. Products of modal logics are connected to several
other ‘many-dimensional’ logical formalisms, such as finite variable fragments of classical,
intuitionistic, modal, and temporal first-order logic, as well as temporal epistemic log-
ics [32], and extensions of description logics with ‘dynamic’ features [9, 11, 135, 136, 137].
The product construction has been studied extensively since its inception [38, 73], and has
borne many applications in computer science and artificial intelligence [100, 12, 35].
Unlike for unimodal logic, and for logics having multiple non-interacting modal opera-
tors — known as fusions — there is a scarcity of general results for logics with interacting
modal operators, and for products of modal logics, in particular. However, there are some
detailed ‘case studies’ concerning products of some well-known ‘standard’ modal systems.
For example, two-dimensional products of the form L× S5 are typically decidable, where
S5 is the logic of all equivalence relations introduced by Lewis [79]. Furthermore, L× S5
9
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is known to be finitely axiomatisable, whenever L is Horn-axiomatisable. Far less is known
about products involving von Wright’s ‘logic of elsewhere’. Von Wright’s logic, denoted by
Diff , is characterised by the class of all difference relations, in which every possible world
is accessible from every other distinct possible world. This is the underlying logic of the
difference operator [26, 27], and is connected to nominals [44] and graded modalities [8],
all of which find many applications in description logics [10]. It is also a simple example
of a non-Horn axiomatisable modal logic. The product logic Diff × Diff is related to
the two-variable, substitution and equality-free fragment of first-order logic with counting
quantifiers ∃>mx,∃>my, for m = 0, 1.
Despite the similarities that Diff shares with S5, in the structure of their frames, their
computational complexity, and their axiomatisations, their respective interactions in two
dimensions differ considerably; as this thesis shall demonstrate. The contributions pro-
vided herein serve as a case study to better steer investigation into more general principles
governing the interactions between modal logics.
For multimodal logics L, contained herein, we will be chiefly concerned with the fol-
lowing types of problems:
– The axiomatisation problem: Is it possible to characterise the theorems of L by
means of some explicit (recursive or even finite) set of axioms, closed under the
usual deduction rules of Modus Ponens, Necessitation and Uniform Substitution?
A necessary condition for axiomatisability is that the theorems of L are recursively
enumerable.
– The decision problem: Is a given formula ϕ valid in every L-model; that is to say, is
ϕ a theorem of L? Dually, we have the satisfiability problem: Is a given formula ϕ
satisfiable is some L-model? We will be interested in the computational (worst case)
complexity of the decision / satisfiability problem.
– The finite frame problem: Is a given finite frame F a frame for L? If L is finitely
axiomatisable, then this problem is trivially decidable, however this need not be true
in general. This problem can often be reduced to the decision problem, but can, in
many cases, be genuinely simpler.
– The finite model property : Is every non-theorem of L refutable in some finite frame
for L? An affirmative answer to this question provides us with an effective procedure
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by which we can enumerate all non-theorems of L, whenever the finite frames problem
for L is decidable. This is the case when L is finitely axiomatisable, in which case the
theorems of L are also recursively enumerable. Hence, every finitely axiomatisable
logic with the finite model property is decidable.
Thesis Structure and Summary of Results
The thesis is divided into three parts, together with an appendix: Part I, comprising
Chapters 2–4, serves as a general introduction and provides the necessary background and
definitions for the topics contained herein. In Part II, we consider problems relating to the
axiomatisation and computational properties of various two-dimensional modal product
logics involving the difference relation. In particular:
Chapter 5
In this chapter we tackle problems relating to the axiomatisation and finite frame problems
of logics of the form L ×Diff . In Section 5.1, we show that no logic between K × wK5
and S5×Diff can be axiomatised using only finitely many propositional variables, where
wK5 denotes a sublogic of Diff , characterised by the class of all of weakly-Euclidean
relations. In Section 5.2 we show that the logic characterised by only square product
frames for Diff ×Diff cannot be finitely axiomatised over Diff ×Diff ; itself not finitely
axiomatisable.
Product logics always validate the commutativity and Church–Rosser axioms, describ-
ing the interactions between the two modalities. Hence, in considering possible axiomatisa-
tions for L1×L2, it is often a good starting point to consider the commutator [L1, L2]: the
smallest bimodal logic containing both L1, L2 and the aforementioned interactions. In Sec-
tion 5.3, we discuss products falling outside the aforementioned interval of logics and show
that Alt×L = [Alt, L], whenever L is any canonical logic, and where Alt is the logic of all
functional relations. In particular, Alt×Diff = [Alt,Diff ] and Alt×K4.3 = [Alt,K4.3],
and consequently, both Alt×Diff and Alt×K4.3 are finitely axiomatisable. Here K4.3
denotes the (non-Horn axiomatisable) logic of all linear orders. These are the first exam-
ples of products that coincide with the respective commutators, whose components are not
both Horn-axiomatisable.
In Section 5.4, we provide a full classification of the finite frames for S5×Diff , thereby
providing a polynomial time algorithm for its finite frame problem, despite the lack of any
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known finite axiomatisation. In Section 5.5 we discuss how this classification theorem may
be generalised to describe the finite frames for Diff ×Diff .
Chapter 6
In this chapter we discuss various versions of the finite model property of bimodal logics
related to products of the form L×Diff . In Section 6.1 we show that no normal extension
of [wK5,wK5], having (ω, 6=) × (ω, 6=) among its frames, can be characterised by its
finite frames. In particular, it follows that Diff × Diff lacks the finite model property.
Note that while the product logic Diff ×Diff is characterised by the class of all products
of difference frames, there may be many more non-product frames that validate all the
axioms of Diff ×Diff . Hence, this result is more general than saying that Diff ×Diff is
not characterised by its finite product frames — a result that follows easily from the lack
of finite model property of two-variable first-order logic with counting quantifiers.
On the other hand, in Section 6.2 we show by a variation on the well-known quasimodel
technique that S5×Diff does have the finite model property, even with respect to its prod-
uct frames. However, this is a fine line: If we restrict our attention only to square product
frames, in which both component frames have the same cardinality, then we find that
S5×Diff cannot be characterised without invoking square frames of infinite cardinality.
Chapter 7
In this chapter we discuss some decision problems of commutators involving Diff . The
current literature provides no techniques with which to handle the decision problems of
commutators that do not coincide with their respective products, and whose components
are not both Horn-axiomatisable. In particular, the decidability and complexity of the
decision problems for both [Diff ,Diff ] and [S5,Diff ] cannot be ascertained by any exist-
ing techniques — by the results of Section 5.1, neither of these logics coincide with the
respective products.
In Section 7.1, we introduce a novel approach to obtaining decidability results for
the decision problems for each of these logics, together with elementary upper bounds
on their respective complexities. We achieve these results with the aid of a recursive
satisfiability-preserving translation of each commutator to their corresponding product
logic. In Section 7.2, we employ a variation on this technique to show that [S5,Diff ] is
characterised by its finite frames.
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Chapter 8
In this chapter we consider lower bounds on the complexity of the decision problem for
various products of the form L×Diff . Product frames are always ‘grid-like’ by definition.
Hence, in those cases where coordinate-wise ‘universal’ and ‘next-time’ operators are both
available, it becomes straightforward to obtain lower bounds by using reductions from
various complex grid-based problems, such as tiling problems or Turing machine problems.
For example, it is easy to see that the decision problem for Ku ×Ku is undecidable,
where Ku is the logic K of all frames enriched with the universal modality [121]. Previous
lower bound proofs [84, 102, 41] on product logics over transitive frames overcome the lack
of next-time operators by ‘diagonally’ encoding the ω×ω-grid in product models. Here we
develop a novel technique, making direct use of the grid-like structure of product frames,
to obtain undecidability results for a host of product logics using reductions from various
(Minsky) counter machine problems. The results of this chapter are in sharp contrast with
the corresponding results for logics of the form L × S5, whose decision problems are all
known to be decidable.
In particular, in Section 8.2 we introduce the technique for cases when a ‘horizontal’
next-time operator is still available. We show that Ku ×Diff is undecidable (but recur-
sively enumerable), while the product of Diff and K enriched with the common knowledge
(transitive closure) operator is not even analytic. The same is true of PTL#2 × Diff ,
in which PTL#2 denotes the bimodal propositional temporal logic characterised by the
frame (ω, S,<), where S is the successor relation on ω. The results of this section are
published in [58].
In Section 8.3 we sharpen this technique and discuss products of the form L × Diff ,
where L is characterised by some class C of linear orders, without next-time. We prove
that the decision problem is undecidable whenever C comprises any class of linear orders
containing (ω,<), and highly undecidable whenever C comprises any class of modally
discrete linear orders containing (ω,<), or any class of Noetherian linear orders containing
(ω + 1, >). In particular, K4.3 × Diff is undecidable, while Log(ω,<) × Diff is highly
undecidable. Note that it remains open whether the technique can be extended to cases
of ‘branching’, transitive frames (without next-time). In particular, it is unknown whether
the product of Diff and the logic K4 of all transitive frames is decidable.
Finally, in Section 8.4 we show that the results of Section 8.3 are genuine generalisations
of the undecidability results obtained in [84, 102], giving a polynomial reduction from
the decision problem for L ×Diff to that of L ×K4.3, whenever L is Kripke complete.
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Furthermore, despite the shared coNP-completeness of the decision problems for both
K4.3 and Diff , one cannot hope for a general reverse reduction, since Diff × Diff is
decidable, while Diff × K4.3 is undecidable. The results of Sections 8.3 and 8.4 are
published in [59].
Part III goes beyond the regular product construction to consider various relativisations
of products, and products equipped with a diagonal element. In particular:
Chapter 9
In this chapter we explore a variation on the standard product construction, motivated
by connections between modal product logics of the form L × S5 and L × Diff , and
various one-variable fragments of first-order modal logics. Owing to philosophical debate
as to how we should interpret statements involving both modal operators and first-order
quantifiers, investigation into such first-order modal logics has motivated a range of possible
semantics, including those in which the domain of interpretation is permitted to either
expand or contract, relative to the direction of modal accessibility relation. This motivates
the consideration of relativised product logics, characterised by subframes of product frames
that, similarly, expand or contract with respect to a given dimension.
It is easy to see that the decision problems of both expanding and contracting relativised
products are reducible to that of the standard products. Here, we investigate whether they
can be genuinely simpler.
In Section 9.4, we consider relativised products with contracting domains and show their
decision problems to be often as complex as their non-relativised counterparts. In particu-
lar, we show that over decreasing domain models, the decision problem for K4.3×dec Diff
is undecidable, while that of Log((ω,<)×dec Fr Diff) is highly undecidable.
In Section 9.5, we consider relativised products with expanding domains. We employ the
techniques described in Section 8.3, with the aid of unreliable counter machine problems,
to obtain lower complexity bounds for various expanding product logics. In particular, we
show that over expanding domain models, the decision problem for Log(C ×exp Fr Diff) is
non-elementary, whenever C comprises any class of strict linear orders containing (ω,<)
and is even non-primitive recursive, when C comprises the class of all finite linear orders.
Furthermore, we show that the decision problem for Log((ω,<)×expFr Diff) is undecidable.
These lower bounds are notably weaker than those respective lower bounds obtained in
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Section 8.3, owing to the lower complexity of unreliable counter machines compared with
their reliable counterparts. However, we demonstrate several cases where these bounds are
optimal, via model-level reductions to known results.
This chapter builds upon results published in [59] with some additional unpublished
results. The proofs presented in this chapter differ slightly from those appearing in [59], in
their use of incrementing counter machine problems rather than the lossy counter machine
problems originally employed.
Chapter 10
A variation on the standard translation identifies the product logic S5 × S5 with the
two-variable, equality-free, (substitution-free) fragment of first-order logic. In this modal
setting, equality can be modelled with an additional ‘diagonal’ constant, interpreted in
square frames as the identity relation. In this chapter we consider the decision problems of
products of arbitrary modal logics expanded with this additional feature. We show that,
unlike the two-variable fragment whose validity problem remains coNExpTime-complete,
both with and without equality, the addition of an additional dimension-joining diagonal
operator can often lead to a considerable increasing in the complexity of product logics.
In Section 10.2, we first establish a connection between delta products and regular
products. In particular, we show that the global consequence problem for certain product
logics can be reduced to the decision problem for their respective delta products. This
provides us with undecidable lower bounds for several delta product logics whose delta-
free counterparts are decidable. In particular, we show that the decision problems for the
delta products K×δ K and K×δ K4 are undecidable.
However, there are limitations to this approach. Indeed there are cases where such a
reduction is either unhelpful or demonstrably non-existent. In particular, we cannot infer
the undecidability of the decision problem for K×δ S5, as the global consequence problem
for K× S5 is known to be decidable.
In Section 10.3, we introduce the notion of computation by means of faulty approxima-
tions as a novel variation on unreliable counter machines. Unlike lossy and incrementing
counter machines, we show that computation by faulty approximation is Turing-complete.
In Section 10.4.1, we exploit the greater flexibility of this new formalism to obtain undecid-
able lower bounds for a host of delta products, using a variation on the techniques described
in Chapter 8. Among which, we show that the decision problem for K×δS5 is undecidable,
despite the decidability of both the decision problem and the global consequence problem
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for K× S5.
In Section 10.4.2, we extend this technique to delta products in which the first compo-
nent is characterised by some class of linear orders. In particular, we show that the decision
problems for K4.3 ×δ K and K4.3 ×δ S5 are both undecidable. Notably, the complexity
of the global consequence problem for K4.3 ×K remains open, while that of K4.3 × S5
is known to be decidable.
Finally, in Section 10.5, we probe the limitation of this approach and show that the
delta product K×δ Alt — lying outside the remit of the aforementioned results — has the
exponential product fmp, as defined in Section 2.1.2, and is thus decidable. The results of
this chapter are to be published in [57].
Appendices
In Appendix A, we include for reference a brief overview of some definitions and notation
from complexity theory and recursion theory that will be used throughout this thesis.
Appendix B contains some additional results pertaining to the ω-Reachability problem
for incrementing counter machines, discussed in Section 9.3. They are included here for
the sake of completeness.
A word on notation
Throughout this thesis we will treat natural numbers 0, 1, 2, . . . as ordinals, adopting the
convention that 0 := ∅ is the empty set, and (n + 1) := n ∪ {n} = {0, 1, . . . , n}, for each
n > 0. We denote by ω := {0, 1, 2, . . . } the first infinite ordinal, comprising the set of all
natural numbers, and take (ω + 1) := ω ∪ {ω} to be its immediate successor — ordinals
greater than (ω + 1) will not be considered in this thesis. We write α < β to mean that
α ∈ β, and α ≤ β to mean that α < β or α = β, for all ordinals α and β.
We assume the standard notation for the set of all integers Z, the set of all rational
numbers Q, and the set of all real numbers R.
For sets X and Y , we denote by Y X the set of all functions f : X → Y , with domain X
and co-domain Y . In particular, we take 2X to be the set of all functions fA : X → {0, 1},
each of which we may associate with some subset A = {x ∈ X : fA(x) = 1} ⊆ X. Hence






2.1 Syntax and Semantics
Throughout this thesis, we will primarily be considering the following n-modal language,
comprising a countably infinite set of propositional variables prop = {p0, p1, p2, . . . },
together with the following logical symbols for negation ¬ and conjunction ∧, as well
as a set of (unary†) modal operators (or modalities) 31, . . . ,3n. The set of all n-modal
formulas MLn collects all those strings defined in accordance to the following grammar:
ϕ ::= pj | ¬ϕ | (ϕ1 ∧ ϕ2) | 31ϕ | . . . | 3nϕ
where pj ∈ prop. A subformula of ϕ is any substring of ϕ that is itself a formula ofMLn.
We denote by sub(ϕ), the set of all subformulas of ϕ. We take the size of ϕ to be the
cardinality of sub(ϕ). The modal depth of ϕ, describing the maximal nesting of modal
operators, is defined inductively as follows:
md(pj) = 0 for pj ∈ prop, md(¬ϕ) = md(ϕ)




, md(3iϕ) = md(ϕ) + 1,
for 1 ≤ i ≤ n. In the interest of readability, we adopt the standard abbreviations for
ve¯rum >, falsum ⊥, disjunction ∨, implication →, and equivalence ↔, as outlined in
Table 2.1, below.
†Cases of modal operators of arity ≥ 2 will not be considered in this thesis, while nullary modal
operators, taking no arguments, will be introduced later in Chapter 10.
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In addition to this, for each k < ω, we define 3kiϕ inductively, by taking 3
0
i := ϕ and
3k+1i ϕ := 3i3
k





m < ω, where 2kiϕ := ¬3ki¬ϕ. Given a sequence of formulas ϕ0, . . . ϕk, we denote their
collective conjunction and disjunction, by taking
k∧
i=0
ϕi := (...(ϕ0 ∧ ϕ1) . . . ∧ ϕk) and
k∨
i=0
ϕi := (...(ϕ0 ∨ ϕ1) . . . ∨ ϕk).
⊥ := p0 ∧ ¬p0 > := p0 ∨ ¬p0
(ϕ1 ∨ ϕ2) := ¬(¬ϕ1 ∧ ¬ϕ2) (ϕ1 → ϕ2) := ¬ϕ1 ∨ ϕ2
(ϕ1 ↔ ϕ2) := (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1) 2iϕ := ¬3i¬ϕ
3+i ϕ := ϕ ∨3iϕ 2+i ϕ := ϕ ∧2iϕ
Table 2.1: Common abbreviations in MLn.
2.1.1 Modal Logics
A (normal) n-modal logic is defined to be any set of formulas L ⊆ MLn containing all
propositional tautologies† together with the formulas
2i(p→ q)→ (2ip→ 2iq), for all 1 ≤ i ≤ n,
that is closed under the deduction rules: modus ponens (MP), necessitation (Nec) and
uniform propositional substitutions (Subst).
(MP) if ϕ ∈ L and ϕ→ ψ ∈ L then ψ ∈ L,
(Nec) if ϕ ∈ L then 2iϕ ∈ L for all 1 ≤ i ≤ n,
(Subst) if ϕ ∈ L then ϕσ ∈ L where σ is a uniform substitution,
replacing propositional variables with ML-formulas.
Table 2.2: Deduction rules for n-modal logics.
†It is sufficient to demand that L include the following axioms of propositional calculus: (i) p→ (q → p),
(ii)
(
p→ (q → r))→ ((p→ q)→ (p→ r)), (iii)¬¬p→ p [23].
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We say that a formula ϕ ∈MLn is a theorem of L if ϕ ∈ L. With each logic L ⊆MLn,
we associate its decision problem, which asks whether there is an effective procedure for
distinguishing those theorems of L from those non-theorems of L. We say that the decision
problem for L is decidable should such a procedure exist. We describe the computational
complexity of such modal logics in terms of their position in the complexity hierarchy,
detailed in Appendix A. Where no such procedure exists, we say that the decision prob-
lem for L is undecidable and characterise its complexity according to the arithmetic and
analytic hierarchies. The existence of such undecidable logics is an immediate consequence
of there being uncountably many modal logics, yet only countably many possible decision
procedures.
A logic L is said to be recursively enumerable (r.e.) if there is some decision procedure,
whereby we may enumerate all theorems of L, and co-recursively enumerable (co-r.e.) if
there is some procedure whereby we may enumerate all non-theorems of L. Clearly any
logic that is both recursively enumerable and co-recursively enumerable is decidable.
T := K + (T ) = K + 2p→ p
Alt := K + (alt) = K + 3p→ 2p
K4 := K + (4) = K + 2p→ 22p
S5 := T + (5) = T + 3p→ 23p
K4.3 := K4 + (.3) = K4 + 2(2+p→ q) ∨2(2+q → p)
wK4 := K + (w4) = K + 33p→ (p ∨3p)
wK5 := K + (w5) = K + 3p→ 2(p ∨3p)
Diff := wK5 + (B) = wK5 + p→ 23p
GL := K4 + (lo¨b) = K4 + 2(2p→ p)→ 2p
Grz := S4 + (grz) = S4 + 2
(
2(p→ 2p)→ p)→ 2p
Table 2.3: Some common unimodal logics.
Given two n-modal logics L1 and L2, we say that L2 is (finitely) axiomatisable over
L1 if there is some (finite) set of formulas Γ ⊆ MLn such that L2 is the smallest modal
logic subsuming L1 ∪ Γ; in such cases we write that L2 = L1 + Γ. The formulas of Γ are
appropriately referred to as axioms for L2 over L1. Furthermore, we say that a logic L is
finitely axiomatisable if it is finitely axiomatisable over the minimal n-modal logic Kn.
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Some of the more common unimodal logics, together with their traditional names, are
given in Table 2.3. In addition to those given in Table 2.3, are the logics S4 := K4 + (T )
and S4.3 := K4.3 + (T ), axiomatised with the addition of the axiom (T ) := 2p→ p, and
the logics GL.3 := GL + (.3) and Grz.3 := Grz + (.3), axiomatised with the addition of
the axiom (.3) := 2(2+p→ q) ∨2(2+q → p).
The set of all modal logics form a lattice under set-inclusion, with Kn denoting the
minimal n-modal logic and Log ∅ denoting the maximal, inconsistent logic, comprising all
n-modal formulas. We say that L′ is a normal extension of L, whenever L′ is a normal
modal logic subsuming L. The lattice structure for those unimodal logics described above
is illustrated in Figure 2.1†
K
K4 wK4 wK5T






Figure 2.1: Lattice of ‘standard’ unimodal logics.
†Here, Verum := K4 + 2p and Triv := K4 + (2p ↔ p) denote the (only) two maximal consistent
modal logics [82]. These logics will not be discussed any further, herein.
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2.1.2 Frames
Modal formulas are interpreted over Kripke frames F = (W,R1, . . . , Rn), where W is a non-
empty set of possible worlds and each Ri ⊆ W ×W describes a binary accessibility relation
on W associated with the modal operator 3i, for 1 ≤ i ≤ n. A (Kripke) model M = (F,V)
is a frame F = (W,R1, . . . , Rn) together with a propositional valuation V : prop → 2W
that assigns a set of possible worlds to each propositional variable pj ∈ prop in which
pj is satisfied. We say that F is the underlying frame of M. We extend the notion of
satisfiability to all modal formulas of MLn with the following schema:
M, w |= pj ⇐⇒ w ∈ V(pj),
M, w |= ¬ϕ ⇐⇒ M, w 6|= ϕ,
M, w |= ϕ1 ∧ ϕ2 ⇐⇒ M, w |= ϕ1 and M, w |= ϕ2,
M, w |= 3iϕ ⇐⇒ ∃v ∈ W ; wRiv and M, v |= ϕ,
for pj ∈ prop and 1 ≤ i ≤ n.
Given a modal formula ϕ ∈MLn and a frame F = (W,R1, . . . , Rn), we say that ϕ is:
– satisfiable in F if M, w |= ϕ, for some model M = (F,V) and some w ∈ W ,
– valid in F if M, w |= ϕ, for every model M = (F,V) and every w ∈ W ,
It follows that the above notions are dual, in the sense that ¬ϕ is satisfiable in F if and
only if ϕ is not valid in F. We say that F is a frame for ϕ, written F |= ϕ, whenever ϕ is
valid in F.
Given a modal logic L we may define the class FrL of all frames for L. That is to say,
FrL := {F : F |= ϕ for all ϕ ∈ L}.
Associated with L, is the problem of deciding whether an arbitrary finite frame belongs to
FrL; appropriately named the finite frame problem for L. The task is reduced to triviality
whenever L is finitely axiomatisable, since we may simply check that each of the finitely
many axioms are validated, but proves non-trivial whenever L is non-finitely axiomatis-
able [127]. Each of the logics described above in Table 2.3 is finitely axiomatisable and
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the frames which validates their theorems correspond to the following ‘mathematically ap-
pealing’ properties, described below in Table 2.4.
K the class of all frames
T the class of reflexive frames
Alt the class of all partial functions
K4 the class of all transitive frames
S4 the class of all reflexive, transitive frames
S5 the class of equivalence relations
K4.3 the class of transitive, weakly-connected frames
S4.3 the class of reflexive, transitive, weakly-connected frames
wK4 the class of all weakly-transitive frames
wK5 the class of weakly-Euclidean frames
Diff the class of symmetric, weakly-Euclidean frames
GL the class of Noetherian strict partial orders
GL.3 the class of Noetherian strict linear orders
Grz the class of Noetherian (reflexive) partial orders
Grz.3 the class of reflexive reflexive linear orders
Table 2.4: Some common Kripke complete logics and their respective frames.
Somewhat conversely, let C be some (non-empty) class of Kripke frames. Then we may
define the logic characterised by C, to be the set Log(C) of all modal formulas that are
valid in every frame belonging to C. That is to say,
Log(C) := {ϕ ∈ML : F |= ϕ for all F ∈ C}.
It is straightforward to check that Log(C) contains all propositional tautologies and is
closed under the each of the deduction rules given in Table 2.2.
We say that a given modal logic L is sound with respect to C if F |= ϕ for all ϕ ∈ L
and all F ∈ C; that is to say, that L ⊆ Log(C). Meanwhile, we say that L is complete with
respect to C if ϕ ∈ L whenever F |= ϕ for all F ∈ C; that is to say, that Log(C) ⊆ L. We say
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that a logic L is Kripke complete† if it is both sound and complete with respect to some
class of Kripke frames C; that is to say, whenever L = Log(C).
Note that the class of frames with respect to which a logic is sound and complete, need
not be unique. Consequently, while it is always true that Log(FrL) = L, it may arise that
an intended class of frames C is strictly subsumed by Fr Log(C).
An n-modal logic L is said to be canonical if all of its theorems are valid in its canonical
frame FL = (WL, RL1 , . . . , R
L
n), where,
– WL is the set of all maximally consistent subsets of MLn containing L,
– For all i = 1, . . . , n, we have that uRLi v if and only if 3iψ ∈ u for all ψ ∈ v.
The properties of the canonical frame are such that every non-theorem of L is refutable
in FL under the canonical valuation VL, whereby u ∈ VL(p) if and only if p ∈ u. It follows
that every canonical modal logic is Kripke complete.
Proposition 2.1. Every canonical logic is Kripke complete.
Dual to the decision problem for L, described above, is the satisfiability problem, which
asks whether there is an effective procedure for distinguishing those formulas satisfiable in
some frame for L, from those not satisfiable in any frame for L. From the foregoing we
see that, for Kripke complete modal logics, the decision problem belongs to the complex-
ity class C if and only if the satisfiability problem belongs to the class coC , to use the
standard terminology outlined in Appendix A.
A typical approach to demonstrating decidability for modal logics — and one that will
be used frequently, herein — is to establish some upper bound on the size of the search
space in which one seeks to find a refuting model for every non-theorem. It follows from
the Lo¨wenheim-Skolem Theorem that if L is characterised by some first-order definable
class of frames then L is sound and complete with respect to its countable frames [14].
However, what we are most interested in are those logics that are sound and complete with
respect to their finite frames.
†The first examples of modal logics that are not Kripke complete were given by Thomason [124]
and Fine [34]. Perhaps the simplest example of such a Kripke incomplete logic is the logic
K +23> → 2(2(2p→ p)→ p), given by van Benthem [128].
CHAPTER 2. BASIC MODAL LOGIC 25
Definition 2.2. Suppose that L is a modal logic. We say that L has the finite model
property (fmp) if every ϕ 6∈ L can be refuted in some finite frame for L. More specifically,
given a recursive function f : ω → ω, we say that L has the f -size fmp if every ϕ 6∈ L
can be refuted in some frame for L, whose size does not exceed f(n) where n = |sub(ϕ)|
is the size of ϕ. Should such a recursive function exist, we say that L has the effective
fmp. In particular, L has the polysize fmp if f can be chosen to be a polynomial, and the
exponential fmp if f can be chosen to be a singly exponential function.
If the finite frame problem for L is decidable, then any recursive bound on the size of
the models for L, in which any non-theorem can be refuted, provides us with an effective
decision procedure for deciding theoremhood; given an arbitrary modal formula ϕ, it is
enough to enumerate all such ‘small’ models, based on frames for L, and sequentially
search for a refuting model.
Even without a recursive bound on the size of the refuting models, the finite model
property provides a co-recursively enumerable upper bound on the complexity of the deci-
sion problem for L, whenever the class of finite frames for L is recursive. Indeed, it follows
that if L is finitely axiomatisable and has the finite model property, then L is decidable.
It should be noted that neither the finite model property nor a finite axiomatisa-
tion, alone, is sufficient to guarantee decidability [127, 65], nor are they both neces-
sary [37, 64, 25].
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2.2 Truth-preserving Transformations
Two frames are said to be (modally) equivalent if they validate the same modal formulas.
We conclude this chapter with a description of some well-known model transformations
that preserve modal equivalence, and which will be used frequently hereafter.
Generated Subframes
A frame F = (W,R1, . . . , Rn) is said to be a generated subframe of F
′ = (W ′, R′1, . . . , R
′
n)
if: (i) W ⊆ W ′, (ii) if w ∈ W and wR′iv, for some 1 ≤ i ≤ n, then v ∈ W , and
(iii) Ri = R
′
i ∩ (W ×W ), for all 1 ≤ i ≤ n.
We say that M = (F,V) is a generated submodel of M′ = (F′,V′) if F is a generated
subframe of F′ and V(p) = V′(p) ∩W , for all propositional variables p ∈ prop.
Proposition 2.3. Let M′ be a generated submodel of M. Then M, w′ |= ϕ if and only if
M′, w′ |= ϕ, for all w′ ∈ W ′ and ϕ ∈MLn.
Proof. See Propositions 2.6 of [14].
A frame F is said to be rooted or point-generated if there is some r ∈ W , called a
root of F, such that F is the smallest generated subframe containing r. It follows from
Proposition 2.3 that every Kripke complete modal logic is complete with respect to its
rooted frames.
P-morphisms
A pseudo-epimorphism, or more succinctly a p-morphism† between two frames,
F = (W,R1, . . . , Rn) and F
′ = (W ′, R′1, . . . , R
′
n), is a function f : W → W ′ such that,
for all w, v ∈ W :
– if wRiv then f(w)R
′
if(v),
– if f(w)R′iv then there is some u ∈ W such that wRiu and f(u) = v.
for 1 ≤ i ≤ n. If f is surjective then F′ is said to be a p-morphic image of F.
A p-morphism between models M = (F,V) and M′ = (F′,V′) is a p-morphism between
F and F′ such that if w ∈ V(p) then f(w) ∈ V′(p), for all propositional variables p ∈ prop.
We say that M′ is a p-morphic image of M whenever f is surjective.
†Sometimes referred to as bounded morphisms in the literature.
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Proposition 2.4. Let M′ be the p-morphic image of M given by the p-morphism f . Then
M, w |= ϕ if and only if M′, f(w) |= ϕ, for all w ∈ W and ϕ ∈MLn.
Proof. See Propositions 2.14 of [14].
It follows from Proposition 2.4 that if L is a Kripke complete modal logic and C com-
prises some class of frames such that every frame for L is the p-morphic image of some
frame belonging to C, then L is complete with respect to C. Hence, together with the
foregoing observations, any non-theorem of L must be refuted in some countable, rooted
frame belonging to C — an observation that will be exploited frequently, hereafter.
While the above transformations will appear frequently throughout this thesis, the
following transformations will be used sparingly, and their details are included here only
for the sake of completeness.
Ultraproducts
Given a non-empty index set I, we define an ultrafilter over I to be any set U ⊆ 2I such
that: (i) ∅ 6∈ U , (ii) if X ∈ U and Y ∈ U then X ∩ Y ∈ U , (iii) if X ∈ U and X ⊆ Y then
Y ∈ U , (iv) if X 6∈ U then (I −X) ∈ U .
Given a collection of frames Fi = (Wi, R
1
i , . . . , R
n
i ), for i ∈ I, and an ultrafilter U over I,
let C =
∏
i∈IWi, be the Cartesian product, comprising all those functions f : I →
⋃
i∈IWi,
such that f(i) ∈ Wi, for all i ∈ I. We define the equivalence relation ∼U on C, by taking
f ∼U g ⇐⇒ {i ∈ I : f(i) = g(i)} ∈ U





U , . . . , R
n
U), where
– WU = {[f ] : f ∈ C}, where [f ] is the ∼U -equivalence class containing f ,
– [f ]RkU [g] if and only if {i ∈ I : f(i)Rki g(i)} ∈ U , for 1 ≤ k ≤ n.
We say that a class of frames C is closed under ultraproducts if ∏U Fi ∈ C whenever
Fi ∈ C, for all i ∈ I and every ultrafilter U over I.
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Ultrafilter Extensions
Given a frame F = (W,R1, . . . , Rn), we may define the ultrafilter extension of F to be the
frame UeF = (Uf(W ), Rue1 , . . . , R
ue
n ), where
– Uf(W ) is the set of all ultrafilters over W ,
– uRuei v if and only if mi(X) ∈ u, for all X ∈ v, where
mi(X) = {w ∈ W : wRiw′ for some w′ ∈ X}
collects all those worlds from which X is Ri-accessible, for i = 1, . . . , n.
It is well-known that the principal ultrafilters , of the form piw = {X ⊆ W : w ∈ X},
identify an isomorphic copy of F as a submodel of UeF via the embedding ι : w 7→ piw.
Moreover, the only ultrafilters of a finite set are those principal ultrafilters, and therefore
we find that F is isomorphic to UeF, whenever F is finite.
It follows from Proposition 2.4 that if F is a p-morphic image of some G ∈ C then F is a
frame for Log(C). However, it is not that case that every frame for Log(C) is the p-morphic
image of some frame G ∈ C. The more general relationship between logics and frames is
established by the following result of Kurucz [75].
Theorem 2.5 (Kurucz [75]). Let C be any class of frames closed under ultraproducts and
point-generated subframes. Then, for every rooted frame F,
F |= Log(C) ⇐⇒ UeF is a p-morphic image of some G ∈ C.
Proof. See Corollary 2.5 of [75].
Given that UeF is isomorphic to F, whenever F is finite, we have that every finite frame
is a frame for Log(C) if and only if it is the p-morphic image of a frame belonging to C.
Chapter 3
Combining Modal Logics
3.1 Fusions of Modal Logics
Suppose that L1 is an n-modal logic and that L2 is an m-modal logic. We define a trans-
lation sn : MLm → ML(n+m), which replaces every occurrence of 3i with 3i+n, for all
i < m. Take L′2 = {sn(ϕ) : ϕ ∈ L2} to be the set of (n + m)-modal formulas obtained
by applying this translation to all theorems of L2. Then L
′
2 contains none of the modal
operators 31, . . . ,3n.
We define the fusion or independent join of L1 and L2, written L1 ⊗ L2, to be the
smallest modal logic subsuming L1 ∪ L′2, where L1 and L′2 contain no modal operators in
common. We note that if Γi axiomatises Li, for i = 1, 2, then Γ1 ∪Γ′2 axiomatises L1⊗L2,
where Γ′2 = {sn(ϕ) : ϕ ∈ Γ2}. Consequently, L1 ⊗ L2 is finitely axiomatisable whenever
both L1 and L2 are finitely axiomatisable.
Suppose that C1 is some class of n-modal frames and C2 is some class of m-modal frames,
both closed under disjoint unions and isomorphic copies. Then the fusion C1⊗C2 of C1 and
C2 is taken to be the class of all (n+m)-frames of the form
F1 ⊗ F2 = (W,R1, . . . , Rn, S1, . . . , Sm),
where F1 = (W,R1, . . . , Rn) ∈ C1 and F2 = (W,S1, . . . , Sm) ∈ C2.
The following theorem of Kracht and Wolter, shows that the process of taking fusions
commutes with the formation of logics.
29
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Theorem 3.1 (Kracht-Wolter [67]). Suppose that Ch and Cv are two classes of Kripke
frames. Then Log(Ch) ⊗ Log(Cv) = Log(Ch ⊗ Cv). In particular, if Lh and Lv are two
Kripke complete modal logics, then





Fusions are the most general method for combing modal logics; with their modalities
interacting in only the most trivial of cases. As such, the complexity of their decision
problems do not far exceed that of their constituent parts. In particular, L1 ⊗ L2 is
decidable whenever both L1 and L2 are decidable [133, 121].
3.2 Products of Modal Logics
The product construction was first described by Segerberg [113] who introduced the se-
mantics for the case of two interacting S5-modalities. This construction was generalised
by Shehtman [115] to include products of arbitrary modal logics, introducing the notation
used here. Since their inception, many-dimensional modal logics have been studied exten-
sively [38, 73, 39, 40, 85]. However, while much is settled in dimension three and higher,
there remains much to be explored with regard to two-dimensional modal logics.
Definition 3.2. Given two frames Fh = (Wh, R
1
h, . . . , R
n
h) and Fv = (Wv, R
1
v, . . . , R
m
v ), we
define their (two-dimensional) product frame to be the (n+m)-frame
Fh × Fv :=
(
Wh ×Wv, R¯1h, . . . , R¯nh, R¯1v, . . . , R¯mv
)
,
where Wh ×Wv = {(x, y) : x ∈ Wh and y ∈ Wv} is the Cartesian product of Wh and Wv
and, for all x, x′ ∈ Wh and y, y′ ∈ Wv, we have that
(x, y)R¯ih(x
′, y′) ⇐⇒ xRihx′ and y = y′ for 1 ≤ i ≤ n,
(x, y)R¯jv(x
′, y′) ⇐⇒ x = x′ and yRjvy′ for 1 ≤ j ≤ m.
The subscripts h and v betray the geometric intuition behind this construction, illus-
trated in Figure 3.1; with the R¯ih denoting the ‘horizontal’ accessibility relations and the
R¯jv denoting the ‘vertical’ accessibility relations.




Figure 3.1: Illustration of the product construction.
It is well-established that this construction commutes with taking generated subframes
and p-morphic images, in the sense detailed by the following proposition of Shehtman.
Proposition 3.3 (Shehtman [115]). Let Fi,Gi be frames, for i = h, v then the following
hold:
(i) If Fi is a generated subframe of Gi, for i = h, v, then Fh×Fv is a generated subframe
of Gh ×Gv,
(ii) If Fi is a p-morphic image of Gi, for i = h, v, then Fh × Fv if a p-morphic image of
Gh ×Gv.
Proof. See Lemma 1 of [115].
Given two classes of frames Ch and Cv, we may define their product class Ch × Cv to be
the class of all product frames Fh × Fv, where Fi ∈ Ci, for i = h, v. For modal logics Lh
and Lv, we define their product logic Lh × Lv by taking





That is to say, the logic characterised by all those product frames Fh×Fv, where Fi ∈ FrLi
is a frame for Li, for i = h, v.
It is straightforward to check that the product construction also commutes with the
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formation of ultraproducts [75]. It follows that if both Ch and Cv are closed under point-
generated subframes and ultraproducts, then so is the product class Ch × Cv. Hence we
have the following corollary of Theorem 2.5.
Theorem 3.4 (Kurucz [75]). For i = h, v, let Ci be a class of frames closed under ultra-
products and point-generated subframes. Then, for every rooted frame F,
F |= Log(Ch × Cv) ⇐⇒ UeF is a p-morphic image of some G ∈ Ch × Cv.
Proof. See Theorem 2.10 of [75]
3.2.1 Complexity of Products
Unlike fusions, whose decision problems are decidable whenever their constituent parts
are decidable, the complexity of products may often vastly exceed that of their constituent
parts. Some notable examples include K4×K4 and K4.3×K4.3, whose decision problems
are both undecidable [41, 102], despite the relatively modest complexity of both K4 and
K4.3 — PSpace-complete and NP-complete, respectively [78, 91].
However, for product of logics, whose frames describe a first-order definable class, the
explosion of complexity is curtailed by the following general theorem of Gabbay and She-
htman.
Theorem 3.5 (Gabbay-Shehtman [39]). Let Ch and Cv be any classes of frames definable
by a recursive set of first-order formulas in the (purely relational) language having equality
and a binary predicate symbol for each modal operator. Then the decision problem for
Log(Ch × Cv) is recursively enumerable.
Proof. See Theorem 5.5 of [39].
In particular, the decision problem for Lh×Lv is recursively enumerable, whenever FrLi
describes a first-order definable class of frames, for i = h, v. However, while this places a
recursively enumerable upper bound on the complexity of the decision problem, it leaves
open the matter of decidability.
A typical approach to demonstrating decidability for product logics, as with regular
one-dimensional logics, is to establish some upper bound on the size of search space in
which one seeks to find a refuting model to every non-theorem. However, while product
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logics are, by definition, characterised by their product frames, this does not preclude the
possibility of there being some abstract frames, validating the same formulas, yet not be-
ing isomorphic to any product frame. Consider, for example, the frame (Z,Z2,Z2) which
despite being a frame for S5 × S5 — being, as it is, a p-morphic image of the product
frame (Z,Z2)× (Z,Z2)† — is not isomorphic to any product frame for S5× S5.
It may not always be apparent what such abstract frames actually look like, or whether
it is, indeed, possible to enumerable them, as we require. For this reason it is tempting
to consider the following specialisation of, what may be termed, the abstract finite model
property , defined above in Definition 2.2
Definition 3.6. A product logic Lh×Lv is said to have the finite product model property,
or product fmp for brevity, if every ϕ 6∈ Lh×Lv can be refuted in some finite product frame
for Lh × Lv. Given a recursive function f : ω → ω, we say that Lh × Lv has the f -size
product fmp if every ϕ ∈ Lh×Lv can be refuted in some product frame for Lh×Lv, whose
size does not exceed f(n), where n = |sub(ϕ)| is the size of ϕ. In particular, Lh × Lv has
the polysize product fmp if f can be chosen to be a polynomial, and the exponential product
fmp if f can be chosen to be a singly exponential function.
Clearly the definition of the product fmp demands more specificity than that of the
abstract fmp. Thus, any logic possessing the former must, necessarily, possess the latter.
Interestingly, the converse does not hold, as may be evidenced by K×K4, which despite
having the abstract fmp, does not possess the product fmp [116].
To add a further level of granularity, we introduce the notion of the square product fmp
as a further specialisation of the product fmp.
Definition 3.7. A product frame Fh × Fv, where Fi = (Wi, Ri) for i = h, v, is said to be
a square product frame‡, whenever |Wh| = |Wv|.
We say that a bimodal logic L has the finite square product model property, or square
product fmp, if every ϕ 6∈ L can be refuted in some finite square product frame for L.
†Take, for example, the p-morphism f : Z× Z→ Z given by f(n,m) = n+m.
‡Note that this definition differs from that considered in [39], in that we do not insist on the relations
Rh and Rv being identical.
CHAPTER 3. COMBINING MODAL LOGICS 34
Clearly this definition demands more specificity than that of both the product fmp and
abstract fmp, and thus, any logic possessing the square product fmp must, necessarily,
possess both the product fmp and abstract fmp.
As we shall see in Section 6.2, the converse does not hold here either, for there exist
product logics characterised by their finite product frames that are not characterised by
their finite square product frames.
3.2.2 Axiomatising Products
It is straightforward to see that each product logic Lh × Lv is a normal extension of the
fusion Lh⊗Lv. However, since all product logics are characterised by some class of product
frames, they admit additional theorems not common to their respective fusions. The three
most notable properties that are valid in all product frames are the following:
– Left-commutativity: ∀x∀y∀z (xRvy ∧ yRhz → ∃u(xRhu ∧ uRvz)),
– Right-commutativity: ∀x∀y∀z (xRhy ∧ yRvz → ∃u(xRvu ∧ uRhz)),








Each of these properties is modally definable, with the following formulas valid in pre-
cisely those frames that are left-commutative and right-commutative, respectively,
(coml) := 3v3hp→ 3h3vp and (comr) := 3h3vp→ 3v3hp,
while the following formula is valid in precisely those frames that satisfy the Church-Rosser
property,
(chr) := 3v2hp→ 2h3vp.
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We define the commutator [Lh, Lv] of Lh and Lv to be the smallest modal logic con-
taining Lh ⊗ Lv together with the axioms (coml), (comr), and (chr). It follows from a
standard classification result of Sahlqvist [104] that each of these axioms is canonical.
Hence, by Proposition 2.1, we have the following completeness result for commutators of
canonical logics.
Theorem 3.8. If both Lh and Lv are canonical then their commutator [Lh, Lv] is also
canonical, and thus Kripke complete.
It is then straightforward to check that the commutator [Lh, Lv] of two canonical logics
is complete with respect to the class of all bimodal frames of the form (W,Rh, Rv), where
(W,Ri) ∈ FrLi for i = h, v.
In [39], it is shown that, for a large class of product logics, these axioms are sufficient to
describe the full product. Two logics Lh and Lv are said to be product matching whenever
Lh × Lv = [Lh, Lv].
Definition 3.9. A unimodal logic L is said to be Horn-axiomatisable if it is axiomatisable
by a set of formulas Γ, such that each ϕ ∈ Γ is sound and complete with respect to some
class of frames satisfying a first-order property of the form
∀x∀y∀~z (ψ(x, y, ~z)→ xRy)
where ψ(x, y, ~z) is built up from atoms using only the connectives ∧ and ∨. Logics
that cannot be axiomatised by any such set of Horn-formulas are said to be non-Horn-
axiomatisable.
Theorem 3.10 (Gabbay-Shehtman [39]). Let Lh and Lv be any two Kripke complete,
Horn-axiomatisable modal logics. Then Lh and Lv are product matching.
In particular, every frame for [Lh, Lv] is the p-morphic image of a product frame Fh×Fv,
where Fh ∈ FrLh and Fv ∈ FrLv.
Many of the most familiar modal logics, such as K,T,D,K4,S4 and S5 are Horn-




The connections between modal logics and various fragments of first-order logic have been
extensively studied [132, 99, 71, 130]. Perhaps the simplest such connection is given by the
standard translation, which interprets the unimodal logic K as a decidable fragment of first-
order logic — the so-called guarded fragment. Variations on this standard translation yield
more specialised embeddings of modal logics within other fragments of first-order logic.
In Section 4.1, we give a brief overview of some standard definitions and results per-
taining to first-order logic. In particular, we introduce the two-variable fragment L2 and
the two-variable fragment with counting quantifiers C2, both known to be decidable. A full
treatment of these topics can be found in [31, 17], for example.
Section 4.2 provides an overview of von Wright’s ‘logic of elsewhere’ Diff , and describes
the relationships it shares with S5.
Finally, in Section 4.3, we describe the standard translation and variations thereof,
which embed the product logic S5 × S5 within the two-variable fragment of first-order
logic, and the product Diff × Diff within the two-variable fragment equipped with the
counting quantifiers ∃>mx and ∃>my, for m = 0, 1.
4.1 First-order Logic
Let L≈ denote the first-order language (with equality) comprising a countably infinite set
of predicate symbols pred = {P0, P1, . . . }, a countable set of first-order variables V ar =
{x0, x1, . . . }, logical symbols for negation ¬ and conjunction ∧, an equality symbol ≈, a
36
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single existential quantifier ∃, and punctuation. With each predicate symbol Pj ∈ pred,
we associate an arity n, calling Pj monadic whenever n = 1, and binary whenever n = 2.
The formulas of L≈ are defined according to the grammar:
ϕ ::= x1 ≈ x2 | Pj(x1, . . . , xn) | ¬ϕ | (ϕ1 ∧ ϕ2) | ∃x ϕ
where Pj ∈ pred is an n-ary predicate symbol. The length of each formula is defined to
be the number of symbols it comprises, with variables given a binary encoding. We make
use of the standard abbreviations for disjunction ∨, implication →, equivalence ↔, and
the universal quantifier ∀x ϕ := ¬∃x ¬ϕ.
Formulas of L≈ are interpreted over first-order structures A = (A, (·)A), where A is a
domain of interpretation and (·)A is an interpretation function mapping each n-ary pred-
icate symbol Pj ∈ pred to some subset PAj ⊆ An. A variable assignment h is a function
mapping V ar into A [31].
Satisfiability of first-order formulas is defined inductively as follows:
A |=h x1 ≈ x2 ⇐⇒ h(x1) = h(x2)
A |=h Pj(x1, . . . , xn) ⇐⇒
(
h(x1), . . . , h(xn)
) ∈ PAj
A |=h ¬ϕ ⇐⇒ A 6|=h ϕ
A |=h ϕ1 ∧ ϕ2 ⇐⇒ A |=h ϕ1 and A |=h ϕ2
and
A |=h ∃x ϕ ⇐⇒ ∣∣{a ∈ A : A |=h(a/x) ϕ}∣∣ > 0
where h(a/x) : V ar → A is the variable assignment that agrees with h on all variables
except x, for which it assigns the value a ∈ A, and |X| denotes the cardinality of the set X.
We say that a first-order formula ϕ is a theorem of L≈ if A |=h ϕ, for all first-order
structures A and all variable assignments h. With each fragment of L≈, we associate its
validity problem, which asks whether an arbitrary first-order formula of the given fragment
is a theorem of L≈.
It was proved by Church [22] and Turing [126] that the validity problem for first-order
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logic, in its full generality, is undecidable. This remains the case, even if we restrict
attention to the three-variable fragment [122, 123]. However there exists many natural
fragments for which the validity problem is decidable (see [17] for details and references).
Among which, are the two-variable fragment L2≈ and the equality-free two-variable
fragment L2. It was proved by Mortimer that L2≈ enjoys the finite model property and
is, therefore, decidable [88]†. The double exponential bound given by Mortimer was later
improved upon by Gra¨del et al. [51] who provided the optimal coNExpTime upper bound.
Theorem 4.1 (Gra¨del et al. [51]). The validity problem for L2≈ is coNExpTime-complete.
Counting Quantifiers
The language C≈ extends L≈ with the addition of infinitely many counting quantifiers of
the form ∃>m, for each m < ω. The formulas of C≈ are defined according to the grammar:
ϕ ::= x1 ≈ x2 | Pj(x1, . . . , xn) | ¬ϕ | (ϕ1 ∧ ϕ2) | ∃>mx ϕ
where P is an n-ary predicate symbol, x, x1, . . . , xn ∈ V ar are first-order variables, and
m < ω. The size of a formula ϕ is taken to mean the number of symbols it comprises,
where m is given a binary encoding. We make use of the same abbreviations as above as
well as introducing the following abbreviations new to C≈:
∃x ϕ := ∃>0x ϕ, ∀xϕ := ¬∃x¬ϕ, ∃<mx ϕ := ¬∃>m−1x ϕ.
Satisfiability of C≈ formulas is defined over first-order structures as it is for formulas of
L≈, with the addition that
A |=h ∃>mx ϕ ⇐⇒
∣∣{a ∈ A : A |=h(a/x) ϕ}∣∣ > m,
for all m < ω. We say that a first-order formula ϕ is a theorem of C≈ if A |=h ϕ, for
all first-order structures A and all variable assignments h. With each fragment of C≈, we
associate its validity problem, which asks whether an arbitrary first-order formula of the
†This result is sometimes attributed to Scott [110], who provided a normal form for L2≈ that is subsumed
by the so-called Go¨del fragment with equality, containing those formulas whose prefix normal form has the
quantifier pattern ∀2∃∗. However, Go¨del only proved this fragment to be decidable in the absence of
equality, wrongly asserting this result could be extended to the full class with equality; a claim only later
noted to be false by Goldfarb [48] in 1984. See [17, page 404].
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given fragment is a theorem of C≈.
In what follows, we will be particularly interested in the two-variable fragment L2≈ and
the two-variable equality-free fragment L2. For while counting quantifiers can be expressed
in L≈, to do so requires arbitrarily many first-order variable that we do not have at our
disposal in any finite variable fragment. Hence the two-variable fragment with counting
quantifiers C2 is strictly more expressive than that of its counting-free counterpart L2.
Indeed, C2≈ does not share the same finite model property enjoyed by L2, as evidenced
by the following formula [52]:
θ∞ := ∀x∃y P (x, y) ∧ ∀y∃≤1x P (x, y) ∧ ∃y∀x ¬P (x, y). (4.1)
Despite being satisfiable, the above formula cannot be satisfied in any finite first-order
structure. For suppose that θ∞ is satisfiable in some first-order structure A = (A, (·)A).
Then we may define a function f : A → A by choosing f(a) ∈ {b ∈ A : PA(a, b)} for all
a ∈ A. Whatever our choice of f , we are assured that f is an injective, non-surjective
mapping of A into A, and hence cannot be realised over any finite domain.
That being so, in [52], the authors show that, despite the lack of any finite model
property, the validity problem for C2≈ (with equality) is, nonetheless, decidable. A non-
deterministic double-exponential upper bound was provided in the same year by Pacholski
et al. [94]. In the same paper, the authors also show that if we limit ourselves to the
fragment containing only quantifiers from among {∃>mx,∃>my : m = 0, 1}, then the
validity problem can be decided in coNExpTime. The tight upper bound for the full
two-variable fragment was later provided by Pratt-Hartmann [96, 97], who showed that
the validity problem can still be decided in coNExpTime, even if we drop the restriction
on the quantifiers involved.
Theorem 4.2 (Pratt-Hartmann [96]). The validity problem for C2≈ is coNExpTime-
complete.
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4.2 The Logic of ‘Elsewhere’
In [131], von Wright introduced the logic of ‘elsewhere’, characterised by those frames
whose accessibility relation connects all, and only those, distinct worlds. We say that
F = (W,R) is a difference frame if R = {(x, y) : x 6= y}, in which case we may abbreviate
F as (W, 6=). Von Wright’s logic is then defined, by taking,
Diff := Log{F : F is a difference frame}.
Such frames closely resemble universal frames , whose accessibility relation connects all
worlds. The class of all universal frames characterises Lewis’s S5 logic [79, 68]. Like S5,
whose theorems are validated in frames other than those universal frames, there are frames
for Diff that need not belong to the intended class of all difference frames. However,
it was proved by Segerberg that every frame for Diff is both symmetric and weakly-
transitive†[114]. A frame is said to be weakly-transitive if it satisfies the following first-order
condition:
– weak-transitivity: ∀x∀y∀z (xRy ∧ yRz → (x = z ∨ xRz)).
From this characterisation of the frames for Diff , Segerberg notes that Diff is the smallest
unimodal logic containing the following axioms:
(B) := p→ 23p and (w4) := 33p→ (p ∨3p),
corresponding to symmetry and weak-transitivity, respectively.
From this initial characterisation by Segerberg, it is a straightforward exercise to show
that every frame for Diff is both symmetric and weakly-Euclidean, where a frame is said
to be weakly-Euclidean is it satisfies the following condition:
– weak-Euclideanness: ∀x∀y∀z (xRy ∧ xRz → (y = z ∨ yRz)).
This characterisation provides a alternative axiomatisation for Diff , as the smallest uni-
modal logic containing the axioms:
(B) := p→ 23p and (w5) := 3p→ 2(p ∨3p),
corresponding to symmetry and weak-Euclideanness, respectively. We denote by wK5,
the smallest modal logic containing (w5), of which Diff is a normal extension.
†Segerberg refers to this property as alio-transitivity.
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It is worth noting here that neither (w4) nor (w5) are Horn-formulas. Indeed, it is
a routine exercise to show that any axiomatisation of Diff must comprise at least one
non-Horn formula†
Despite von Wright’s logic being validated by frames other than the intended class of
difference frames, it was shown by de Rijke that every frame for Diff — that is, every
symmetric, weakly-Euclidean frame — is, nonetheless, the p-morphic image of a difference
frame [26].
Like all modal logics, Diff is a conservative extension of classical propositional logic,
and hence its decision problem is trivially coNP-hard. Furthermore, it was proved in [26]
that — like S5 — Diff enjoys the polysize finite model property, from which we obtain
a tight coNP-complete upper complexity bound‡. Thus the decision problems for Diff
and S5 share the same computational complexity. Indeed, we may even interpret S5 as a
term-definable fragment of Diff under the translation (·)† :ML1 →ML1, given by,
p†j = pj, (¬ψ)† = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2, (3ψ)† = ψ† ∨3ψ†,
for pj ∈ prop. It is straightforward to check that ϕ ∈ S5 if and only if ϕ† ∈ Diff , for
all ϕ ∈ML1.
However, despite sharing the same computational complexity, Diff is somewhat more
expressive than S5 in its ability to express the uniqueness of certain worlds, and in doing
so, allows for some degree of counting. Let us define the following abbreviations:
3=0ϕ := ¬3+ϕ and 3=1ϕ := 3+(ϕ ∧2¬ϕ), (4.2)
where3+ϕ := ϕ∨3ϕ. It is straightforward to check that, given a rooted modelM = (F,V)
whose underlying frame F = (W,R) ∈ Fr Diff is a frame for Diff , we have that
M, w |= 3=kϕ =⇒ |{u ∈ W : M, u |= ϕ}| = k, (4.3)
for all w ∈ W and k = 0, 1. Furthermore, should F be a genuine difference frame, in which
every world is R-irreflexive, then the converse to (4.3) also holds.
†For Diff to be Horn-axiomatisable, its class of frames would have to be closed under so-called reduced
products [21]. However, counter-examples to this can be easily constructed.
‡de Rijke, in turn, cites an unpublished note of de Smit and van Emde Boas [28].
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Moreover, it is a straightforward exercise to show that 3ϕ is itself expressible in terms
of 3>0ϕ and 3>1ϕ, where 3>0ϕ := ¬3=0ϕ and 3>1ϕ := ¬3=0ϕ ∧ ¬3=1ϕ. Indeed, we
have that
3ϕ ↔ (¬ϕ ∧3>0ϕ) ∨3>1ϕ
is a substitution instance of a propositional tautology, once we have unpacked the defini-
tions given in (4.2), as can be easily verified.
4.3 Classical First-order Logic as Modal Logic
4.3.1 Unimodal Logics
The standard translation pix : ML1 → L provides a means by which we may interpret
unimodal formulas within first-order logic. With each propositional variable pj ∈ prop,
we associate a monadic predicate symbol Pj ∈ pred, and define pi(ϕ) inductively, by taking
pi(pj) = Pj(x), pi(¬ψ) = ¬pi(ψ), pi(ψ1 ∧ ψ2) = pi(ψ1) ∧ pi(ψ2),
pi(3ψ) = ∃y (xRy ∧ pi(ψ){y/x}),
for all pj ∈ prop, where R is an auxiliary binary predicate symbol and pi(ψ){y/x} is the
result of uniformly substituting all instances of the variable x in pi(ψ) for the variable y,
where y is a fresh variable not occurring in pi(ψ).
Furthermore, we may associate each Kripke model M = (F,V) as a first-order struc-
ture AM = (W, (·)AM), where W comprises the set of all possible worlds of F, RAM is the
accessibility relation of F, and PAMj = V(pj), for each pj ∈ pred.
It follows from a routine induction that
M, w |= ϕ ⇐⇒ AM |=h pi(ϕ),
for all ϕ ∈ML1, where h(x) = w. In particular, we have that ϕ ∈ K if and only if ∀x pi(ϕ)
is a theorem of L. Thus we may identify K with a decidable fragment of first-order logic.
However, it was noted by Wajsberg [132] that if we, instead, consider the modal logic
S5, then the following variation of the standard translation maps surjectively onto the
one-variable fragment L1. As above, we associate each propositional variable pj ∈ prop
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with a monadic predicate symbol Pj ∈ pred, and define the translation (·)? :ML1 → L1,
by taking
p?j = Pj(x), (¬ψ)? = ¬ψ?, (ψ1 ∧ ψ2)? = ψ?1 ∧ ψ?2, (3ψ)? = ∃x ψ?,
for pj ∈ prop. Since S5 is characterised by the class of all universal frames, it follows from
a routine induction that ϕ ∈ S5 if and only if ∀x ϕ? is a theorem of L.
Similarly, we may define a further variation of the standard translation which identi-
fies von Wright’s logic Diff within the one-variable fragment of first-order logic with the
addition of some counting quantifiers ∃>mx, for m = 0, 1. As above, we associate each
propositional variable pj ∈ prop with a monadic predicate symbol Pj ∈ pred, and define
the translation (·)† :ML1 → C1, by taking
p†j = Pj(x), (¬ψ)† = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2, (3ψ)† = ∃6=x ψ†,
for pj ∈ prop, where
∃6=x ϕ := (¬ϕ ∧ ∃>0x ϕ) ∨ ∃>1x ϕ. (4.4)
Since Diff is characterised by the class of all difference frames, it follows from a routine
induction that ϕ ∈ Diff if and only if ∀x ϕ† is a theorem of C.
4.3.2 Bimodal Logics
As noted above, the translation (·)? :ML1 → L1 is invertible, and thus we may consider
S5 to be a syntactic variant of the one-variable fragment of first-order logic. The idea
that this modal approach to first-order logic could be extended beyond the one-variable
fragment was suggested by Quine [99] and Kuhn [71], and fully realised by Venema [130].
A related line of enquiry was pursued by Tarski and his school, who sought to approx-
imate first-order logic with systems having a propositional character, which motivated the
algebraic treatment of first-order logic [55, 61, 62, 24, 16, 89, 6].
If we restrict our attention to only two variables, then we may extend the above variation
on the standard translation to yield an embedding of the product logic S5×S5 within the
two-variable fragment of first-order logic. With each propositional variable pj ∈ prop, we
associate a binary predicate symbol Pj ∈ pred, and define the following variation of the
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standard translation (·)? :ML2 → L2, by taking
p?j = Pj(x, y), (¬ψ)? = ¬ψ?, (ψ1 ∧ ψ2)? = ψ?1 ∧ ψ?2,
(3hψ)
? = ∃x ψ?, (3vψ)? = ∃y ψ?,
for all pj ∈ prop. Since S5×S5 is characterised by the class of all square products of two
identical universal frames, it follows from a routine induction that ϕ ∈ S5×S5 if and only
if ∀x∀y ϕ? is a theorem of L2. The coNExpTime upper bound on the decision problem
for S5 × S5 then follows from the decidability of the two-variable fragment of first-order
logic [52].
It should be noted that, unlike with the one-variable case described above, this trans-
lation is not surjective, but instead maps surjectively onto the two-variable (equality-free),
substitution-free fragment of first-order logic [38]. That is to say that formulas of the form
Pj(y, x) do not appear in the image of pi. The full realisation of the two-variable fragment
within modal logic, given by Venema [130], involves additional modal operators to emulate
equality and transposition of variables. We shall discuss the computational complexity
of products of modal logics equipped with an additional equality operator at length in
Chapter 10.
As above, a similar translation embeds the product logic Diff×Diff within a fragment
of the two-variable fragment of first-order logic with counting quantifiers. One caveat is
that while S5×S5 is characterised by its square product frames, Diff×Diff enjoys no such
characterisation by its square product frames. For example, the formula (2h⊥ → 2v⊥) is
valid in any square product frame for Diff ×Diff , but can be easily refuted in non-square
product frames such as ({a}, 6=)× ({a, b}, 6=).
Therefore, let us denote by Diff ×sq Diff , the logic characterised by all square product
frames for Diff ×Diff ; that is to say,
Diff ×sq Diff := Log{F× F : F ∈ Fr Diff}.
This discrepancy between Diff × Diff and Diff ×sq Diff , means that, while embedding
Diff ×sq Diff within the two-variable fragment with counting quantifiers is relatively triv-
ial, we must take greater care when extending the standard translation to Diff × Diff ,
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whose models need not be square.
As above, we associate each propositional variable pj ∈ prop with a binary predicate
symbol Pj ∈ pred. Additionally, let Dh and Dv be two monadic predicate symbols, with
which we shall specify the horizontal and vertical domains, respectively. We define a new
translation (·)† :ML2 → C2, by taking
p†j = Pj(x, y), (¬ψ)† = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2,
(3hψ)
† = ∃6=x (Dh(x) ∧ ψ†), (3vψ)† = ∃6=y (Dv(y) ∧ ψ†),
for pj ∈ prop, where the quantifiers ∃6=x and ∃6=y are as defined in (4.4).
It then follows from a routine induction that ϕ ∈ Diff ×Diff (resp. ϕ ∈ Diff ×sq Diff)
if and only if ∀x∀y ϕ† (resp. ∀x(Dh(x) ↔ Dv(x)) → ∀x∀y ϕ†) is a theorem of C2. Since
the validity problem for two-variable fragment of first-order logic with counting quantifiers
from among {∃>mx,∃>my : m = 0, 1} is decidable in coNExpTime [94], so too must be
the decision problems for both Diff ×Diff and Diff ×sq Diff .
Moreover, by extending the above reduction from S5 to Diff , we find that S5× S5 is
term-definable within S5×Diff , which is itself term-definable both within Diff×Diff and
— since S5×Diff is also characterised by its square product frames — within Diff×sqDiff .
Hence, it follows that the decision problems for each of the logics Diff×Diff , Diff×sqDiff
and S5×Diff are coNExpTime-hard, akin to that of S5× S5.
Theorem 4.3. Let L be any of the logics Diff ×Diff , Diff ×sq Diff and S5×Diff . Then
the decision problem for L is coNExpTime-complete.
Part II





In this chapter we consider problems relating to the axiomatisation and finite frame prob-
lems of product logics of the form L×Diff , which fall outside the remit of Theorem 3.10.
In Section 5.1 we show that no logic between K × wK5 and S5 × Diff cannot be ax-
iomatised using only finitely many propositional variables. Furthermore, in Section 5.2
we show that the logic Diff ×sq Diff , characterised by only those square product frames
for Diff ×Diff , cannot be finitely axiomatised over its sublogic Diff ×Diff — itself, not
finitely axiomatisable.
Falling outside the aforementioned interval is the logic Alt × Diff , characterised by
those product frames in which the horizontal component describes a partial function. In
Section 5.3 we show that Alt ×Diff is actually finitely axiomatisable. In particular, we
describe a hitherto unknown class of product matching logics, proving that Alt and L are
product matching whenever L is canonical.
In Section 5.4, we provide a full classification of the finite frames for S5×Diff , thereby
providing a polynomial time algorithm for deciding its finite frame problem, despite the
lack of any finite axiomatisation. In Section 5.5, we discuss how this classification theorem
may be generalised to describe the finite frames for Diff ×Diff .
5.1 Non-finitely Axiomatisable Products
As described above in Theorem 3.10, every pair of logics, axiomatisable by some finite set
of Horn formulas, are product matching, and hence their products are finitely axiomatis-
able. However, the situation is far less amicable for non-Horn-axiomatisable logics. In [38,
Theorem 5.15], it is shown that K4.3 and L are not product matching, whenever L is a
47
CHAPTER 5. AXIOMATISATION OF PRODUCTS 48
Kripke complete extension of K4, having a two-element reflexive chain among its frames.
Furthermore, in [77] it is proved that Log(C×Fr K4.3) — far from being product match-
ing — cannot be axiomatised using only finitely many propositional variables, whenever
C contains an ω-fan†. Notable examples of such non-finitely axiomatisable product logics
include K×K4.3, K4×K4.3 and GL×K4.3. However it remains open whether either
of the logics K4.3×K4.3 and S5×K4.3 can be finitely axiomatised.
It is a routine exercise to show that — like K4.3 — Diff cannot be axiomatised using
only Horn-formulas‡, and so it follows that products of the form L×Diff — like those of
the form L×K4.3 — fall outside the remit of Theorem 3.10. In this section we introduce a
wide interval of bimodal logics, extending K×wK5, that do not admit any axiomatisation
using only finitely many variables. Thus, we see that, despite the structural similarities
shared with logics of the form L × S5, products such as L ×Diff more closely resemble
those of the form L×K4.3 with respect to axiomatisability.
Theorem 5.1. Let L be any bimodal logic such that
– K×wK5 ⊆ L,
– (Z,Z2)× (Z, 6=) is a frame for L.
Then L cannot be axiomatised using only finitely many variables.





for 1 < k < ω, given by,
Uk = {a0, . . . , ak−1} ∪ {b0, . . . , bk−2},
Skh = Uk × Uk,
Skv = {(ai, aj) : i, j < k, i 6= j} ∪ {(bi, bj) : i, j < k − 1, i 6= j}.
That is to say that Fk comprises two horizontally adjoining clusters of cardinalities
k and (k − 1), respectively, in which each element is Rkv-irreflexive; as depicted below in
Figure 5.1.
†A frame F = (ω,R) is said to be an ω-fan if {(0, n) : 0 < n < ω} ⊆ R.
‡The class of frames for every Horn-axiomatisable modal logic is closed under ‘reduced products’ [21],
while is it easily verified that FrDiff is not.










Figure 5.1: Graph representing the frame Fk.
In the following lemma we show that none of the frames Fk, for 1 < k < ω, validate all
the theorems of K×wK5, and ipso facto, cannot be a frame for L.
Lemma 5.2. Fk is not a frame for K×wK5, for any 1 < k < ω.
Proof. Suppose that Fk is a frame for K×wK5, for some 1 < k < ω. Then by Theorem 2.5,
we have that Fk is the p-morphic image of a product frame Fh×Fv, where Fh = (Wh, Rh) ∈
Fr K and Fv = (Wv, Rv) ∈ Fr wK5. Indeed, suppose that f : Wh ×Wv → Uk is some such
p-morphism. Since f is surjective, let x0 ∈ Wh and y0 ∈ Wv be such that f(x0, y0) = a0.
Since a0S
k
vai, for all 0 < i < k, there must be y1, . . . , yk−1 ∈ Wv such that y0Rvyi and
f(x0, yi) = ai, for all 0 < i < k.
Since a0S
k
hb0, there must be some x1 ∈ Wh such that x0Rhx1 and f(x1, y0) = b0.
Moreover, we must have that f(x1, yi) ∈ {b1, . . . , bk−2} for all 0 < i < k. Hence by the
pigeon-hole principle, there must be some i, j < k such that f(x1, yi) = f(x1, yj) = b`,
for some 0 < ` < k − 1. By the supposed weak-Euclideanness of Rv, we have that either
yi = yj or yiRvyj. However, since f(x0, yi) = ai 6= aj = f(x0, yj) it must be that yiRvyj,
and thus b`S
k
v b`, contrary to the definition of Fk.
Hence, contrary to our supposition, Fk is not a frame for K×wK5, as required.
Next we show that for sufficiently large k < ω, Fk is indistinguishable from a frame
for L using only finitely many variables. To facilitate this, we first consider the family of




v ), for 0 < k < ω, depicted in Figure 5.2, given by,
Vk = {c0, . . . , ck−1} ∪ {d0, . . . , dk−1},
T kh = Vk × Vk,
T kv = {(ci, cj), (di, dj) : i, j ≤ k and i 6= j} ∪ {(ck−1, ck−1), (dk−1, dk−1)}.









Figure 5.2: Graph representing the frame Gk.
Lemma 5.3. Gk is a frame for L, for all 1 < k < ω.
Proof. We construct a p-morphism from H onto Gk, where H = (Z,Z2) × (Z, 6=) ∈ FrL.
We first define a function ζc : Z× Z→ {c0, . . . , ck−1}, by taking
ζc(i, j) =
c(i−j) if 0 ≤ (i− j) < k − 1,ck−1 otherwise.
Note that each ci occurs exactly once in each row and each column of the Z×Z grid, except
for ck−1 which occurs infinitely often throughout. We define ζd : Z × Z → {d0, . . . , dk−1}
analogously, with each di occurring exactly once in each row and each column, except for
dk−1 which occurs infinitely often throughout.
















if n is odd.
It is then straightforward to check that f is a p-morphism of (Z,Z2) × (Z, 6=) onto Gk.
Furthermore, since H is a frame for L, it follows from Proposition 2.4 that Gk is also a
frame for L, as required.
We may now show that m < ω propositional variables are insufficient to distinguish
Fk from a genuine L-frame, for sufficiently large k. We say that a model M = (F,V) is
m-generated if V(pi) = ∅, for all i ≥ m.
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Lemma 5.4. Let Mm be an arbitrary m-generated model over Fk, for some k > 2
m+1.
Then Mm is a model for L.
Proof. Let k > 2m+1 and suppose that Mm = (Fk,V) is an m-generated model over Fk.
We define two equivalence relations, ∼a on {0, . . . , k− 1} and ∼b on {0, . . . , k− 2}, by
taking,
i ∼a j ⇐⇒ ai ∈ V(p`) if and only if aj ∈ V(p`) for all ` < m,
i ∼b j ⇐⇒ bi ∈ V(p`) if and only if bj ∈ V(p`) for all ` < m.
Since there can be at most 2m possible ∼a-equivalence classes and at most 2m possible
∼b-equivalence classes, by the pigeon-hole principle, there are i0 < i1 < i2 < k and
j0 < j1 < k − 1 such that i0 ∼a i1 ∼a i2 and j0 ∼b j1. Without any loss of generality, we
may suppose that i0, i1, i2, j0, j1 ≥ k − 3, subject to any necessary relabelling.
We may then define the following function f : Uk → Vk−1, by taking
f(ai) =
ci if i < k − 3,ck−3 otherwise, and f(bj) =
dj if j < k − 3,dk−3 otherwise,
for i < k and j < k − 1. It is straightforward to check that f is a p-morphism from Fk
onto Gk−1.
Furthermore, we may define a new model M′ = (Gk−1,V′) over Gk−1, by taking, for all
u ∈ Gk−1 and all ` < m,
u ∈ V′(p`) ⇐⇒ u = f(v) for some v ∈ V(p`),
and V′(p`) = ∅ for ` ≥ m. By construction we have ensured that f is a model p-morphism
from Mm onto M
′.
Now suppose that ϕ ∈ L. By Lemma 5.3, we have that Gk−1 is a frame for L and so
M′ |= ϕ. It then follows from Proposition 2.4 that Mm |= ϕ. Hence we have that Mm is a
model for L, as required.
We are now in a position to complete the proof of Theorem 5.1.
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Proof of Theorem 5.1. Suppose that L is as described and that Γ constitutes an axioma-
tisation for L containing only finitely many variables p0, . . . , pm−1, for some m < ω. Take
k > 2m+1 and consider an arbitrary model M = (Fk,V) over Fk. Let Mm = (Fk,Vm) be
the m-generated model given by the valuation
Vm(pi) =
V(pi) if i < m,∅ otherwise.
It is not hard to see that M |= Γ if and only if Mm |= Γ, since M and Mm agree on the
valuation of all propositional variables occurring in Γ.
By Lemma 5.4, we have that Mm |= L, and in particular, we have that Mm |= Γ, since
Γ ⊆ L. Consequently M |= Γ, and since V was chosen arbitrarily, it follows that Fk |= Γ.
By definition, we have that Γ ⊆ Log(Fk), and hence L ⊆ Log(Fk), since Log(Fk) is de-
ductively closed. This is to say that Fk is a frame for L. However, given that K×wK5 ⊆ L,
we must have that Fk is a frame for K×wK5 contrary to Lemma 5.2.
Hence, we are then forced to conclude that any axiomatisation for L must necessarily
contain infinitely many distinct propositional variables.
In particular, if K × wK5 ⊆ L ⊆ S5 × Diff that L cannot be axiomatised using only
finitely many variables, since (Z,Z2)× (Z, 6=) is a frame for S5×Diff .
Corollary 5.5. Let L be any of the logics K, T, K4, S4, K4.3, S4.3, Diff , S5. Then
neither L×wK5 nor L×Diff are finitely axiomatisable.
Some notable cases, to which this result does not extend, include Log(ω,<) × Diff ,
GL×Diff and Grz×Diff , which do not admit (Z,Z2)× (Z, 6=) among their frames.
Question 5.6. Are any of the logics Log(ω,<)×Diff , GL×Diff and Grz×Diff finitely
axiomatisable?
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5.2 Non-finitely Axiomatisable Squares
Recall that Diff ×sq Diff , characterised by the class of all square product frames for
Diff ×Diff , is a strict extension of Diff ×Diff . Since, Diff ×sq Diff falls within the remit
of Theorem 5.1, it follows that Diff ×sq Diff cannot be axiomatised using only finitely
many variables. However, due to the similar structure of their characteristic frames, it is
reasonable to ask whether it can be finitely axiomatised over Diff ×Diff .
Contrary to this suggestion, we show here that no logic extending Diff ×sq Diff and
having (Z,Z2)× (Z, 6=) among its frames can be axiomatised over Diff ×Diff using only
finitely many variables.
Theorem 5.7. Let L be any bimodal logic such that
– Diff ×sq Diff ⊆ L,
– (Z,Z2)× (Z, 6=) is a frame for L.
Then L cannot be axiomatised over Diff ×Diff using only finitely many variables.
It is worth noting here that, despite appearances, (Z,Z2)× (Z, 6=) is indeed a frame for
Diff ×sq Diff ; being as it is, a p-morphic image of (Z, 6=)× (Z, 6=). Consider, for example,













if n is odd,
for all n,m ∈ Z. It is straightforward to check that f is a p-morphism from (Z, 6=)× (Z, 6=)
onto (Z,Z2)×(Z, 6=). Thus, Theorem 5.7 describes a non-empty interval of logics extending
Diff ×sq Diff .




v ), for 1 < k < ω, akin those described
above, by taking,
U˜k = {a0, . . . , ak−1} ∪ {b0, . . . , bk−1},
S˜kh = U˜k × U˜k,
S˜kv = {(ai, aj) : i, j < k, i 6= j} ∪ {(bi, bj) : i, j < k, i 6= j}.









Figure 5.3: Graph representing the frame F˜k.
Lemma 5.8. F˜k is a frame for S5×Diff , for all 1 < k < ω.
Proof. Let Hh = (2k, 2k × 2k) ∈ Fr S5 and Hv = (k, 6=) ∈ Fr Diff . We define a function
f : 2k × k → U˜k, by taking
f(i, j) =
a` if i < k and ` = i+ j mod k,b` if i ≥ k and ` = i+ j mod k.
It is straightforward to check that f is a p-morphism from Hh×Hv onto F˜k. Furthermore,
since Hh × Hv is a frame for S5 ×Diff , it follows from Proposition 2.4 that F˜k is also a
frame for S5×Diff , as required.
It follows that F˜k is also a frame for Diff ×Diff , for all 1 < k < ω, since S5×Diff is
a normal extension of Diff ×Diff . However, we now show that F˜k, does not validate all
the theorems of Diff ×sq Diff , and ipso facto, cannot be a frame for L.
Lemma 5.9. F˜k is not a frame for Diff ×sq Diff , for any 1 < k < ω.
Proof. Suppose that F˜k is a frame for Diff ×sq Diff , for some 1 < k < ω. Then by
Theorem 2.5, we have that F˜k is the p-morphic image of some square product frame F×F,
where F = (W, 6=) ∈ Fr Diff . Indeed, suppose that f : W × W → U˜k is some such
p-morphism. It follows that there are r, w0, . . . , w2k−1 ∈ W such that wi 6= wj, for all
i 6= j,
f(wi, r) =
ai if i < k,bi−k if i ≥ k,
for all i < k.
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Moreover, since f is a p-morphism, we must have that f(r, wi) ∈ {a1, . . . , ak−1} for
all i < 2k. Hence by the pigeon-hole principle, there must be some i, j < 2k such that
f(r, wi) = f(r, wj) = a`, for some ` < k. This is to say that b`S˜
k
v b`, contrary to the
definition of F˜k. Hence, F˜k is not a frame for Diff ×sq Diff , as required.
We take Gk, as defined above, and show that, for sufficiently few propositional variables,
it is impossible to distinguish F˜k from a genuine frame for Diff ×sq Diff .
Lemma 5.10. Let Mm be an arbitrary m-generated model over F˜k, for some k > 2
m.
Then Mm is a model for L.
Proof. Analogous to that of Lemma 5.4 above, however here we require only that
k > 2m, since we need only invoke the pigeon-hole principle to find a single ‘overlap’
in each cluster.
With this, we are now in a position to show that no axiomatisation containing only
finitely many variables, is sufficient to describe L relative to Diff ×Diff .
Proof of Theorem 5.7. Suppose that L is as described and that Γ constitutes an axioma-
tisation for L over Diff × Diff containing only finitely many variables p0, . . . , pm−1, for
some m < ω. Take k > 2m and consider an arbitrary model M = (F˜k,V) over F˜k. Let
Mm = (F˜k,Vm) be the m-generated model given by the valuation
Vm(pi) =
V(pi) if i ≤ m,∅ otherwise.
Again, we have that M |= Γ if and only if Mm |= Γ, since M and Mm agree on the valua-
tion of all propositional variables occurring in Γ.
By Lemma 5.10, we have that Mm |= L, and in particular, we have that Mm |= Γ, since
Γ ⊆ L. Consequently M |= Γ, and since V was chosen arbitrarily, it follows that Fk |= Γ.
Thus, by definition, we have that Γ ⊆ Log(F˜k). Moreover, it follows from Lemma 5.8
that F˜k is a frame for Diff ×Diff , and thus Diff ×Diff ∪ Γ ⊆ Log(F˜k). Hence, it follows
that Diff ×sq Diff ⊆ Log(F˜k), since Log(F˜k) is deductively closed. This is to say that F˜k
is a frame for Diff ×sq Diff , contrary to Lemma 5.9.
Hence, it follows that L cannot be finitely axiomatised over Diff×Diff , as required.
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Thus we see that, not only can Diff ×sq Diff not be axiomatised using only finitely
many variables, but it cannot even be finitely axiomatised over Diff ×Diff , which itself
cannot be finitely axiomatised.
Question 5.11. Is it possible to give a description of an infinite family of formulas that,
together, are sufficient to axiomatise Diff ×sq Diff over Diff ×Diff?
5.3 Finitely Axiomatisable Products
Other notable cases that lie outside the remit of Theorem 5.1 are the logics Alt ×Diff ,
Alt×wK5 and Alt×K4.3, where Alt := K + (3p→ 2p) is the logic characterised by
all those frames whose accessibility relation describes a partial function; that is to say, in
which every world has at most one R-successor.
While n-dimensional products of the form Alt× · · · ×Alt were considered and shown
to be finitely axiomatisable by their respective n-ary commutators [Alt, . . . ,Alt] in [39],
there seems to have been little interest in their products outside of the typically considered
Horn-axiomatisable logics.
Here we show that, not only are the logics Alt×Diff , Alt×wK5 and Alt×K4.3 all
finitely axiomatisable, but that Alt and L are product matching, whenever L is canonical.
The result rests upon the following lemma.
Lemma 5.12. Let G = (W,Rh, Rv) be a countable, rooted frame for [Alt, L]. Then G is
the p-morphic image of a product frame Fh × Fv, where Fh ∈ Fr Alt and Fv ∈ FrL.
Proof. Let G be as defined and let r ∈ W be any root for G. We define a function
ρ : W → W ∪ {⊥} such that ρ(x) = y if and only if xRhy and ρ(x) = ⊥ if x has no
Rh-successors. Since G is a frame for [Alt, L], it follows that ρ is well-defined.
We define Fh = (Wh, Sh) and Fv = (Wv, Sv), by taking,
Wh = {k < ω : ρk(r) 6= ⊥} and Wv = {w ∈ W : rRkvw for some k < ω},
where Sh is the successor relation on Wh ∈ 2ω, and Sv is the restriction of Rv to Wv.
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Now take f : Wh ×Wv → W to be the function given by,
f(k, y) = ρk(y),
for all k ∈ Wh and y ∈ Wv. The surjectivity of f follows from the commutativity of Rh and
Rv, and G being rooted at r ∈ W . It remains to show that f is a p-morphism of Fh × Fv
onto G.
– Suppose that xShx
′ then by definition x = k and x′ = k + 1, for some k < ω. Hence we








, which is to say
that f(x, y)Rhf(x
′, y).
– Suppose that f(k, y)Rhw for some w ∈W . That is to say that ρk+1(y) = ρ(f(k, y)) = w 6=
⊥. It then follows from (coml) that ρk+1(r) 6= ⊥, and so (k+1) ∈Wh. Hence there is some
(k + 1) ∈Wh such that f(k + 1, y) = w.
– Suppose that ySvy
′ then by definition yRvy′, which is to say that f(0, y)Rvf(0, y′). Now
suppose that f(k, y)Rvf(k, y
′), for some k ∈Wh such that (k + 1) ∈Wh. By definition we
have that f(k, y)Rhf(k + 1, y) and so it follows from (chr) that there is some u ∈W such
that f(k, y′)Rhu and f(k + 1, y)Rvu. However by definition we have that u = f(k + 1, y′),
and so f(k + 1, y)Rvf(k + 1, y
′). Hence by induction we have that f(x, y)Rvf(x, y′) for all
x ∈Wh.
– Suppose that f(k, y)Rvw for some w ∈ W . It follows from (comr) that there is some
y′ ∈Wv such that yRvy′ and f(k, y′) = w.
Hence we conclude that G is the p-morphic image of a product frame Fh × Fv, where
Fh ∈ Fr Alt and Fv ∈ FrL, as required.
It is then straightforward to show that Alt and L are product matching, whenever L
is canonical.
Theorem 5.13. Let L be any canonical modal logic. Then Alt and L are product matching.
Proof. Clearly [Alt, L] ⊆ Alt× L, as is true of all product logics. Conversely, since both
Alt, and L are canonical, it follows from Theorem 3.8 that [Alt, L] too is canonical, and
thus Kripke complete. Now suppose that ϕ 6∈ [Alt, L]. Then M, w 6|= ϕ for some model
M = (G,V), where G is a countable, rooted frame for [Alt, L]. By Lemma 5.12, G is
the p-morphic image of some product frame Fh × Fv, where Fh ∈ Fr Alt and Fh ∈ FrL.
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Suppose f is some such p-morphism, and define a new model M′ = (Fh×Fv,V′) by taking
(x, y) ∈ V′(p) if and only if f(x, y) ∈ V(p), for all propositional variables p ∈ prop. It
then follows from Proposition 2.4 that M′, w 6|= ϕ, and so ϕ 6∈ Alt× L, as required.
As mentioned above, it follows that Alt and L are product matching, for each of the
logics L ∈ {Diff ,wK5,K4.3}. Hence, each of the product logics Alt×Diff , Alt×wK5
and Alt × K4.3 are finitely axiomatisable; a stark contrast to those logics described in
Theorem 5.1.
Corollary 5.14. Let L be any of the logics Diff , wK5, or K4.3. Then Alt × L is
finitely axiomatisable.
5.4 The Finite Frame Problem
As discussed above in Section 2.1.2, it is a trivial task to decide whether an arbitrary finite
frame is a frame for a modal logic L, whenever L is finitely axiomatisable; simply check
that each of the finitely many axioms are valid in a given finite frame. The task need not
be so straightforward for logics that are not finitely axiomatisable.
However, despite having no finite axiomatisation, the finite frame problems for S5×Diff
and Diff×Diff are nonetheless decidable; a result that follows from a routine consideration
of Jankov-Fine frame formulas.
Theorem 5.15. Let Li ∈ {S5,Diff}, for i = h, v. Then the finite frame problem for
Lh × Lv is decidable.
Proof. Suppose, without any loss of generality, that F = (n,Rh, Rv) is an arbitrary finite
bimodal frame, rooted at 0 < n, for some n < ω. With each i < n we associate a



























It is a well-known result that χ(F) is refuted in a frame G if and only if F is a p-morphic
image of a generated subframe of G [34, 33].
We claim that F is a frame for Lh × Lv if and only if χ(F) 6∈ Lh × Lv.
(⇒) Suppose that F is a frame for Lh×Lv. Since F is trivially a p-morphic image of itself,
it follows that χ(F) is refuted in F, and hence χ(F) 6∈ Lh × Lv.
(⇐) Conversely, suppose that χ(F) 6∈ Lh × Lv then Fh × Fv 6|= χ(F), where Fi ∈ FrLi,
for i = h, v. Hence it follows that F is a p-morphic image of Fh × Fv. Thus, by
Theorem 2.4, F is a frame for Lh × Lv.
Since the decision problem for Lh × Lv is decidable, whenever Lh, Lv ∈ {S5,Diff}, so too
must be the finite frame problem for Lh × Lv, as required.
Alternatively, it follows from a general result of [75] that S5×Diff is finitely axiomati-
sable over Diff ×Diff with the addition of the reflexivity axiom (T ) := 2hp→ p. Hence,
the decidability of the finite frame problem for S5 ×Diff can also be derived from that
of Diff ×Diff ; it is enough to check first that a given frame is reflexive in the horizontal
component and then, in the affirmative, check whether it is also a frame for Diff ×Diff .
While this argument demonstrates that the finite frame problems for both Diff ×Diff
and S5×Diff are decidable, it offers little insight into the structure of their finite frames.
Moreover, since the decision problem for Diff×Diff is coNExpTime-complete, the above
procedure is far from tractable.
In what follows, we offer a more careful analysis of the structure of the frames for
S5×Diff , and improve upon this ineffectual upper bound by providing a more tractable,
polynomial time, decision procedure for its finite frame problem.
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Definition 5.16. Let F = (W,Rh, Rv) be an arbitrary bimodal frame for [Diff ,Diff ] and
define an equivalence relation ∼ on W by taking,
u ∼ v ⇐⇒ uR+h v and uR+v v,
for all u, v ∈ W . Let W∼ be the set of all ∼-equivalence classes, which will henceforth be
referred to as clusters .
We say that F is described by a grid of clusters if there is some tuple (X, Y, h), com-
prising non-empty sets X, Y and a function h : X × Y → W∼ such that, for all x, x′ ∈ X
and y, y′ ∈ Y ,
(gc1) If x 6= x′ then uRhv, for all u ∈ h(x, y) and v ∈ h(x′, y),
(gc2) If y 6= y′ then uRvv, for all u ∈ h(x, y) and v ∈ h(x, y′).
In what follows, we will typically associate the subset h(x, y) with the subframe of F induced











, for i = h, v.
The following proposition stipulates that every rooted frame for [Diff ,Diff ] can be
described by a grid of clusters. This rigid structure allows us to recognise those finite
frames for [Diff ,Diff ], and its extensions, without recourse to unilluminating reductions
such as that described in Theorem 5.15. This heightened lucidity allows us identify possible
frames for S5×Diff and Diff ×Diff , with much greater efficiency.
Proposition 5.17. Every rooted frame for [Diff ,Diff ] can be described by a grid of clus-
ters.
Proof. Suppose F = (W,Rh, Rv) is a frame for [Diff ,Diff ] with root r ∈ W , and define
Uh, Uv ⊆ W by taking,
Uh = {w ∈ W : rR+hw} and Uv = {w ∈ W : rR+v w}.
Thus, for all (u, v) ∈ Uh × Uv we have that rR+h u and rR+v v. Furthermore, since F is a
frame for the Church-Rosser axiom (chr), we may define a function ĥ : Uh × Uv → W , by
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choosing ĥ(u, v) such that uR+v ĥ(u, v) and vR
+
h ĥ(u, v).
We may then define
X = {[u] ∈ W∼ : u ∈ Uh} and Y = {[v] ∈ W∼ : v ∈ Uv},
where [w] ∈ W∼ is the ∼-equivalence class containing w ∈ W .
Now suppose that u, u′ ∈ Uh and v, v′ ∈ Uv are such that u ∼ u′ and v ∼ v′. In
particular, uR+v u
′ and vR+h v
′. Furthermore, since both R+h and R
+
v are both equiva-
lence relations, we have that ĥ(u, v)R+h ĥ(u
′, v′) and ĥ(u, v)R+v ĥ(u
′, v′). This is to say that
ĥ(u, v) ∼ ĥ(u′, v′). Hence, we may define a new function h : X × Y → W∼, by taking,
h(x, y) = {w ∈ W : w ∼ ĥ(u, v) for some u ∈ x, v ∈ y},
for all x ∈ X and y ∈ Y . It is straightforward to check that (X, Y, h) satisfies conditions
(gc1)–(gc2), and consequently F may be described by a grid of clusters, as required.
By Theorem 2.5 we have that an arbitrary frame F is a frame for S5 × Diff if and
only if its ultrafilter extension UeF is the p-morphic image of some product frame Fh×Fv,
where Fh = (Wh,W
2
h ) ∈ Fr S5 and Fv = (Wv, 6=) ∈ Fr Diff .
The following lemma demonstrates that a any frame that can be described by a grid of
clusters is the p-morphic image of a product frame only if each cluster is, itself, a p-morphic
image of a product frame.
Lemma 5.18. Suppose that f is a p-morphism from Fh × Fv onto F. Then for every
equivalence class h ∈ W∼, there is some A ⊆ Wh and B ⊆ Wv such that
(x, y) ∈ A×B ⇐⇒ f(x, y) ∈ h.
Proof. Since f is surjective, let (a, b) ∈ Wh ×Wv be such that f(a, b) ∈ h and choose
A = {x ∈ Wh : f(x, b) ∈ h},
B = {y ∈ Wv : f(a, y) ∈ h}.
We show that (x, y) ∈ A×B if and only if f(x, y) ∈ h, for all x ∈ Wh and y ∈ Wv.
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(⇒) Suppose that (x, y) ∈ A × B. Then by definition f(x, b), f(a, y) ∈ h. In par-
ticular, we have that f(a, y)R+h f(a, b) and f(x, b)R
+
v f(a, b). Furthermore, since f
is a p-morphism, we have that f(a, y)R+h f(x, y) and f(x, b)R
+
v f(x, y). It then fol-
lows from the weak-Euclideanness of both Rh and Rv that f(x, y)R
+
h f(a, b) and
f(x, y)R+v f(a, b). That is to say that f(x, y) ∼ f(a, b), and hence f(x, y) ∈ h.
(⇐) Conversely, suppose that f(x, y) ∈ h. Since f is a p-morphism we have that
f(x, y)R+h f(a, y) and f(x, y)R
+
v f(x, b). Furthermore, since f(x, y) ∼ f(a, b), we
have that f(x, y)R+h f(a, b) and f(x, y)R
+
v f(a, b). It then follows from the weak-
Euclideanness of both Rh and Rv that f(a, y)R
+
h f(a, b) and f(x, b)R
+
v f(a, b). More-
over, since f is a p-morphism, we also have that f(a, y)R+v f(a, b) and f(x, b)R
+
h f(a, b).
That is to say that f(x, b) ∼ f(a, b) ∼ f(a, y), and hence (x, y) ∈ A×B, as required.
Consequently, it follows that h(x, y) induces a p-morphism onto Fx,y, whose pre-image is
some subframe of Fh × Fv, that is, itself, a product frame, for all x ∈ X and y ∈ Y .
Corollary 5.19. If F is a p-morphic image of a product frame then Fx,y is the p-morphic
image of a product frame, for all x ∈ X and y ∈ Y .
However, the converse fails, for it is not enough that each cluster be the p-morphic
image of a product frame, as the individual dimensions of each product frame may be
incompatible with each other. We introduce the following notation to make precise this
notion of compatible dimensions.
Definition 5.20. With each (x, y) ∈ X×Y , we associate a set K(x, y) ⊆ (ω+1)× (ω+1)
such that (n,m) ∈ K(x, y) if and only if Fx,y is a p-morphic image of Fh × Fv, where
Fh = (n, n× n) ∈ Fr S5 and Fv = (m, 6=) ∈ Fr Diff .
That is to say that K(x, y) describes the range of possible dimensions for product
frames that can be p-morphically mapped onto h(x, y). The following theorem now gives
the necessary and sufficient conditions for when an arbitrary (countable) frame is the
p-morphic image of a product frame, in terms of the constraints placed upon the individual
clusters.
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Theorem 5.21. Let F be a countable frame for [S5,Diff ] and let (X, Y, h) be the grid of
clusters describing F. Then F is the p-morphic image of a product frame for S5×Diff if
and only if there is some λh : X → (ω + 1) and λv : Y → (ω + 1), such that,(
λh(x), λv(y)
) ∈ K(x, y),
for all x ∈ X and y ∈ Y .
Proof. (⇒) Suppose that f is a p-morphic image from Fh × Fv onto F, where Fh =
(Wh,Wh ×Wh) ∈ Fr S5 and Fv = (Wv, 6=) ∈ Fr Diff .
By Lemma 5.18, for all x ∈ X and y ∈ Y there is some Ax,y ⊆ Wh and Bx,y ⊆ Wv
such that
(a, b) ∈ Ax,y ×Bx,y ⇐⇒ f(a, b) ∈ h(x, y).
Moreover, we claim that Bx,y = Bx′,y, for all x, x
′ ∈ X and y ∈ Y . For suppose
that x 6= x′ and (a, b) ∈ Ax,y × Bx,y. Then by construction f(a, b) ∈ h(x, y). Let
w ∈ h(x′, y). Then by definition we have that f(a, b)Rhw. Since f is a p-morphism,
there is some a′ ∈ Wh such that f(a′, b) = w ∈ h(x′, y), which is to say that (a′, b) ∈
Ax′,y × Bx′,y. Whence we have that Bx,y ⊆ Bx′,y, and by an analogous argument,
Bx′,y ⊆ Bx,y.
Similarly we deduce that Ax,y = Ax,y′ , for all x ∈ X and y, y′ ∈ Y .
Thus we may unambiguously define λh : X → (ω + 1) and λv : Y → (ω + 1), by
taking,
λh(x) = |Ax,y| and λv(y) = |Bx,y| ,
for all x ∈ X and y ∈ Y . It follows from the definition that (λh(x), λv(y)) ∈ K(x, y)
for all x ∈ X and y ∈ Y , as required.
(⇐) Suppose that there are functions λh : X → (ω + 1) and λv : Y → (ω + 1) such that(
λh(x), λv(y)
) ∈ K(x, y) for all x ∈ X and y ∈ Y .
By definition, we have that each Fx,y, for x ∈ X and y ∈ Y , is the p-morphic
image of the product frame Hh×Hv, where Hh = (λh(x), λh(x)× λh(x)) ∈ Fr S5 and
Hv = (λv(y), 6=) ∈ Fr Diff . So suppose that gx,y : λh(x) × λv(y) → f(x, y) is some
such p-morphism, for each x ∈ X and y ∈ Y . We then define a p-morphism of the
whole frame by ‘stitching together’ these partial p-morphisms.
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We take Fh = (Λh,Λ
2
h) ∈ Fr S5 and Fv = (Λv, 6=) ∈ Fr Diff , where
Λh = {(x, i) : x ∈ X and i < λh(x)},
Λv = {(y, j) : y ∈ Y and j < λv(y)},
and define the function f : Λh × Λv → W , by taking,
f
(
(x, i), (y, j)
)
= gx,y(i, j),
for all (x, i) ∈ Λh and (y, j) ∈ Λv. It is straightforward to check that f is a p-
morphism from Fh × Fv onto the whole frame F, as required.
Thus, to determine whether a finite frame for [S5,Diff ] is a frame for S5×Diff , it is
enough to check whether there exist functions λh : X → (ω + 1) and λv : Y → (ω + 1),
satisfying the above criterion.
The following theorem describes the necessary and sufficient conditions for membership
of K(x, y). Indeed, what is shown is that K(x, y) describes a linear set of constraints whose
bounds are detailed below in Table 5.1.
h(x, y) K(x, y)
k > 0 t = 0 {(n, k) : n ≥ k}
k > 0 t > 0 {(n,m) : n ≥ m, and m ≥ k + 2t}
k = 0 t > 0 {(n,m) : n ≥ t and m ≥ 2t}
Table 5.1: Table of linear constraints associated with S5×Diff .
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Theorem 5.22 (Classification Theorem). Let F = (W,Rh, Rv) be a finite frame for
[S5,Diff ] and let (X, Y, h) be the grid of clusters describing F. Suppose that x ∈ X and
y ∈ Y , and let
k = |{w ∈ h(x, y) : ¬wRvw}| and t = |{w ∈ h(x, y) : wRvw}| .
Then (n,m) ∈ K(x, y) if and only if the following conditions hold:
(i) n ≥ k + t and m ≥ k + 2t,
(ii) If t = 0 then m ≤ k,
(iii) If k > 0 then n ≥ m.
Proof. (⇒) Suppose that (n,m) ∈ K(x, y) and let f : n×m→ h(x, y) be a p-morphism
from (n, n2)× (m, 6=) onto Fx,y.
(i) Each of the (k+t) elements of h(x, y) are Rh-accessible from every other element,
and hence we must have that n ≥ (k + t), since f is a p-morphism. Moreover,
every element of h(x, y) is Rv-accessible from every other element, with an
additional t elements being Rv-reflexive. It follows that m ≥ (k+ 2t), since f is
a p-morphism.
(ii) Suppose that t = 0 and that m > k = |h(x, y)|. By the pigeon-hole principle,
there is some i, j < m and some w ∈ h(x, y) such that f(0, i) = f(0, j) = w
and i 6= j. However, since f is a p-morphism, we have that wRvw, contrary to
our supposition that t = 0. Hence if t = 0 then we must have that m ≤ k, as
required.
(iii) Suppose that k > 0 and let w0 ∈ h(x, y) be such that ¬w0Rvw0. Since h(x, y) is
a cluster, we have that f(0, i)R+v w0, for all i < m. Therefore, courtesy of f being
a p-morphism, we may define a function ρ : m → n such that f(ρ(i), i) = w0,
for all i < m.
Moreover, ρ : m → n is injective, for otherwise there would be i, j < m such
that i 6= j and ρ(i) = ρ(j). Hence there would be f(ρ(i), i)Rvf(ρ(j), j), which
is to say that w0Rvw0, contrary to its definition. Thus we must have that ρ is
injective, and therefore m ≤ n, as required.
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(⇐) Conversely, suppose that n,m ≤ ω satisfy conditions (i)–(iii). Let u0, . . . , uk−1 be
an enumeration of the Rv-irreflexive elements of h(x, y) and let v0, . . . , vt−1 be an
enumeration of the Rv-reflexive elements of h(x, y).
We define a function σ : m→ h(x, y), by taking,
σ(i) =
ui if i < k,v` if i ≥ k and ` = i− k mod t.
This may be more intuitively understood by the following enumeration of values.
i 0 . . . k − 1 k . . . k + t− 1 k + t . . . k + 2t− 1 . . .
σ(i) u0 . . . uk−1 v0 . . . vt−1 v0 . . . vt−1 . . .
Rv-irreflexive Rv-reflexive Rv-reflexive
We then have two cases to consider:
– If k > 0 and m = ω, then by (iii), we must have that n = ω. Furthermore,
by (ii), we have that t > 0 and so there is some v0 ∈ h(x, y), reflexive in Rv. We
first define a function f− : Z× Z→ h(x, y), by taking
f−(i, j) =
σ(j − i) if j ≥ i,v0 otherwise.
Each ui occurs exactly once in each column and exactly once in each row, while
each vi occurs infinitely often throughout. It is then straightforward to check
that f− is a p-morphism from (Z,Z2) × (Z, 6=) onto Fx,y. By relabelling the
domain, we may then define a p-morphism f : ω × ω → h(x, y) by taking
f(i, j) = f−(η(i), η(j)), for all i, j < ω, where η : ω → Z is any bijection from ω
onto Z.
– Otherwise, we may define a function f : n×m→ h(x, y), by taking
f(i, j) = σ(`), where ` = i+ j mod m,
for all i < n and j < m. Since n ≥ k+ t, each element of h(x, y) occurs at least
once in each row. Furthermore, since m ≥ k + 2t, each ui occurs exactly once
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in each column, while each vi occurs at least twice in each column. It is then
straightforward to check that f is a p-morphism from (n, n2)× (m, 6=) onto Fx,y,
as required.
In both cases, we have that Fx,y is the p-morphic image of (n, n
2)× (m, 6=), which is
to say that (n,m) ∈ K(x, y), as required.
Thus, we see that the task of deciding whether an arbitrary finite frame is a frame for
S5×Diff reduces to that of finding a solution in (λh(x) : x ∈ X) and (λv(y) : y ∈ Y ), over
(ω+ 1), to a finite set of linear equations. Since each set of constraints obeys the property
that if (n,m) ∈ K(x, y) then (ω,m) ∈ K(x, y), we are free to choose λv(y) = ω, for all
y ∈ Y , thereby reducing the problem further.
Indeed, it remains only to check that there is no conflict between the upper bounds
imposed by those clusters in which t = 0, and those horizontally adjoining them. This
observation leads to the following theorem.
Theorem 5.23. The finite frame problem for S5×Diff is decidable in polynomial time.
Proof. Let F = (W,Rh, Rv) be an arbitrary finite frame for [S5,Diff ]; any frame that is
not a frame for [S5,Diff ] can be checked and eliminated in polynomial time — indeed
in time cubic in the size of F. By Proposition 5.17, F can be described by a grid of
clusters (X, Y, h).
Since both Fr S5 and Fr Diff are closed under ultra-products and point-generated sub-
frames, it follows from Theorem 2.5 that F is a frame for S5×Diff if and only if F is the
p-morphic image of a product frame for S5×Diff , and so it suffices to check whether F is
the p-morphic image of a product frame for S5×Diff .
From the forgoing it is sufficient to check that there is no x0, x1 ∈ X and y ∈ Y such
that t0 = 0 and k0 < k1 + 2t1, where
ki = |{w ∈ h(xi, y) : ¬wRvw}| and ti = |{w ∈ h(xi, y) : wRvw}| ,
for i = 0, 1.
Since there are at most |X| × |X| × |Y | ≤ |W |3 possible comparisons to be made, each
taking linear time, we may decide whether F is a frame for S5×Diff in time bounded by
some cubic function in the size of W .
CHAPTER 5. AXIOMATISATION OF PRODUCTS 68
Hence, we find that, despite the non-finite axiomatisability of S5 × Diff , the rigid
structure of the frames for [S5,Diff ] — described by a grid of clusters — allows for a
polynomial time decision procedure to its the finite frame problem; a vast improvement
over the NExpTime upper bound offered by Theorem 5.15.
Moreover, Theorem 5.21 hints at the types of axioms that would be required in order
to axiomatise S5 ×Diff , for it applies not only to finite frames, but countable frames in
general. As in the proof of Theorem 5.23, an arbitrary countable frame for [S5,Diff ] is
the p-morphic image of a product frame for S5×Diff if and only if its ultrafilter extension
contains no two horizontally adjoining clusters whose constraints are incompatible, in the
above sense.
If we could somehow axiomatise these countably many first-order constraints, then
we would have a full description of S5 × Diff . Indeed, infinitely many such axioms are
required, as suggested by Theorem 5.1.
5.5 The Finite Frame Problem for Diff ×Diff
A similar approach may be used to characterise the finite frames for Diff × Diff , tak-
ing (n,m) ∈ K ′(x, y) if and only if Fx,y is the p-morphic image of the product frame
(n, 6=) × (m, 6=). The following natural analogue of the Theorem 5.21 is proved similarly
for Diff ×Diff .
Theorem 5.24. Let F be a countable frame for [Diff ,Diff ] and let (X, Y, h) be the grid of
clusters describing F. Then F is the p-morphic image of a product frame for Diff ×Diff
if and only if there is some λh : X → (ω + 1) and λv : Y → (ω + 1), such that(
λh(x), λv(y)
) ∈ K ′(x, y),
for all x ∈ X and y ∈ Y .
Proof. Analogous to that of Theorem 5.21.
However, the there is far more variation in the possible clusters that can arise in arbi-
trary frames for [Diff ,Diff ] than there is variation in what can occur in arbitrary frames
for [S5,Diff ]. For example, while K(x, y) is always non-empty for every [S5,Diff ]-cluster,
there are clusters for [Diff ,Diff ] that need not be the p-morphic image of any product
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frame for Diff ×Diff .
Let F = (W,Rh, Rv) be a countable frame for [Diff ,Diff ] and let (X, Y, h) be the grid of
clusters describing F. Suppose that x ∈ X and y ∈ Y , and let
k = |{w ∈ h(x, y) : ¬wRhw ∧ ¬wRvw}| , t = |{w ∈ h(x, y) : wRhw ∧ wRvw}| ,
th = |{w ∈ h(x, y) : wRhw ∧ ¬wRvw}| , and tv = |{w ∈ h(x, y) : ¬wRhw ∧ wRvw}| .
Lemma 5.25. Suppose that x ∈ X and y ∈ Y , and let th, tv ≤ ω be as defined above.
If (n,m) ∈ K ′(x, y), then the following conditions hold:
(i) If th > 0 then 2m ≤ n,
(ii) If tv > 0 then 2n ≤ m.
Proof. Suppose that (n,m) ∈ K ′(x, y) and let f : n×m→ h(x, y) be a p-morphism from
(n, 6=)× (m, 6=) onto Fx,y.
(i) Suppose that th > 0 and let w0 ∈ h(x, y) be such that w0Rhw0 and ¬w0Rvw0. Since
Fx,y is a cluster, we have that f(0, i)R
+
v w0, for all i < m. Therefore, courtesy of f
being a p-morphism, we may define a function ρ0 : m→ n such that f(ρ0(i), i) = w0,
for all i < m. Moreover, since w0Rhw0 we may define a second function ρ1 : m → n
such that ρ1(i) 6= ρ0(i) and f(ρ0(i), i) = w0, as well, for i < m.
Combining these two functions we obtain ρ : 2 ×m → n, by taking ρ(i, j) = ρi(j),
for all i < 2 and j < m.
Moreover, ρ : 2 × m → n is injective, for otherwise there would be i, i′ < 2 and
j, j′ < m such that (i, j) 6= (i′, j′) and ρ(i, j) = ρ(i′, j′). If j 6= j′ then there would
be f(ρ(i, j), j)Rvf(ρ(i
′, j′), j′), which is to say that wRvw, contrary to its definition.
Otherwise j = j′ and so i 6= i′. Whence we deduce that ρi(j) 6= ρi′(j), from our choice
of ρ1. Thus we must have that ρ is injective, and therefore 2m ≤ n, as required.
(ii) Suppose that tv > 0 and let w0 ∈ h(x, y) be such that w0Rvw0 and ¬w0Rhw0. We may
define an injective function ρ : 2× n→ m, such that f(i, ρ(0, i)) = f(i, ρ(1, i)) = w0
for all i < n, analogous to that described above. It follows that 2n ≤ m, as required.
CHAPTER 5. AXIOMATISATION OF PRODUCTS 70
The two above conditions ensure that if th, tv > 0 are both non-zero, then K(x, y) ⊆
{(ω, ω)}. That is to say that if Fx,y contains both both an Rh-irreflexive element and an
Rv-irreflexive element, then Fx,y cannot be the p-morphic image of any finite product frame.
Indeed, consider the following-three-element cluster H = ({a, b, c}, Rh, Rv), given by
Rh = {(x, y) : x, y ∈ {a, b, c} and x 6= y} ∪ {(a, a), (b, b)},
Rv = {(x, y) : x, y ∈ {a, b, c} and x 6= y} ∪ {(a, a), (c, c)}.
From Lemma 5.25 it follows that if H is the p-morphic image of (n, 6=)× (m, 6=), then
2n ≤ m and 2m ≤ n, which is to say that n = m = ω. Hence H cannot be the p-morphic
image of any finite product frame for Diff × Diff . However, this does not preclude the
possibility that H may be the p-morphic image of an infinite product frame for Diff×Diff ,
as demonstrated by the following proposition.
Proposition 5.26. H is a frame for Diff ×Diff .
Proof. We construct a p-morphism from Fh × Fv onto H, where Fi = (Z, 6=) ∈ Fr Diff , for
i = h, v. We first define two function ζ1, ζ2 : Z× Z→ {a, b, c}, by taking
ζ1(i, j) =
b if i = j, j + 1,a otherwise, and ζ2(i, j) =
c if j = i, i+ 1,a otherwise.
Note that, with ζ1, b occurs exactly twice in each row and exactly once in each column,
with a occurring infinitely often throughout. With ζ2, c occurs exactly once in each row
and exactly twice in each column, with a, again, occurring infinitely throughout.
We then ‘splice’ together two copies of each of these functions, taking f : Z×Z→ {a, b, c}


























(m+ 1)) if n and m are both odd.
Note here that b occurs twice in each row and once in each column, while c occurs twice
in each column and once in each row, with a filling the remaining space. It follows that f
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is a p-morphism of Fh×Fv onto H. Furthermore, since Fh×Fv is a frame for Diff ×Diff ,
it follows from Proposition 2.4 that H is also a frame for Diff ×Diff , as required.
It follows that H is an example of a finite frame for Diff×Diff that is not the p-morphic
image of any finite product frame for Diff ×Diff . This behaviour stands quite apart from
that of S5×Diff , in which every finite frame for S5×Diff is the p-morphic image of some
finite product frame.
More peculiar still, is the case that arises in the absence of any element reflexive in
both Rh and Rv.
Proposition 5.27. Let F = (W,Rh, Rv) be a finite frame for [Diff ,Diff ] and let (X, Y, h)
be the grid of clusters describing F. Suppose that x ∈ X and y ∈ Y , and let th, tv, t < ω be
defined as above. If t = 0 and th, tv > 0 then K
′(x, y) = ∅.
Proof. Suppose, to the contrary, that K ′(x, y) 6= ∅, and that (n,m) ∈ K ′(x, y), for some
n,m ≤ ω. By Lemma 5.25, we require that 2m ≤ n and 2n ≤ m, which is to say that
n = m = ω, since n,m > 0. So let f : ω×ω → h(x, y) be a p-morphism from (ω, 6=)×(ω, 6=)
onto Fx,y.
We define a function Ω : ω → 2ω such that j ∈ Ω(i) if and only if f(i, j) is Rh-reflexive.
That is to say that
Ω(i) =
{
j < ω : f(i, j)Rhf(i, j) and ¬f(i, j)Rvf(i, j)
}
,
for all i < ω.
We note that |Ω(i)| = th < ω is finite, for all i < ω. For we may define a function
gi : Ω(i)→ {w ∈ h(x, y) : wRhw ∧ ¬xRvw} by taking gi(j) = f(i, j), for all j ∈ Ω(i).
It is straightforward to check that gi is injective, for suppose to the contrary that there
is some j, j′ ∈ Ω(i) such that j 6= j′ and gi(j) = gi(j′). By definition we have that
f(i, j) = f(i, j′). However, since f is a p-morphism we must have that f(i, j)Rvf(i, j)
contrary to the definition of Ω(i).
Furthermore, we have that gi is surjective, for suppose that w ∈ h(x, y) is such that
wRhw and ¬wRvw. Either f(i, 0) = w or f(i, 0)Rvw since h(x, y) is a cluster. However,
since f is a p-morphism there is some j < ω such that 0 6= j and f(i, j) = w. Hence in
either case there is some j < ω such that gi(j) = w. Moreover, it follows from our choice
of w that j ∈ Ω(i).
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Let S =
⋃`
i=0 Ω(i) be the union of the first (` + 1) instances of Ω, where ` = |h(x, y)|,
and let s = supS be the supremum of S, which is guaranteed to be finite since S is a finite
union of finite sets. Consult Figure 5.4, below, for intuitions.
(`+ 1)
S













































Figure 5.4: Illustration of ω × ω grid depicting distribution of Rh-reflexive points (#).
Now consider the row (s+ 1), and note that, by definition, no Rh-reflexive points may
occur within the first (`+ 1) columns. However by the pigeon-hole principle there must be
some j, j′ < `+ 1 such that j 6= j′ and f(s+ 1, j) = f(s+ 1, j′). Since f is a p-morphism
we must have that f(s+ 1, j)Rhf(s+ 1, j
′), which is to say that f(s+ 1, j) is Rh-reflexive,
contrary to definition of s.
Hence we conclude that Fx,y is not the p-morphic image of any product frame for
Diff ×Diff — finite or otherwise — and that K ′(x, y) = ∅, as required.
Thus, we see that there are many finite clusters that are not the p-morphic image any
product frame for Diff ×Diff ; namely those having at least one Rh-reflexive point and at
least one Rv-reflexive point, with no points reflexive in both Rh and Rv.
A full treatment of each of the fifteen possible cluster types can be performed using the
techniques described above. We shall not labour this point here, but instead include for
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completeness the linear constraints imposed by each of the possible cases, given below in
Table 5.2.
k th tv t K(x, y)
0 0 0 > 0 {(n,m) : n ≥ 2t and m ≥ 2t}
0 0 > 0 0 {(n,m) : n = tv and m ≥ 2tv}
0 0 > 0 > 0 {(n,m) : n ≥ tv + 2t and m ≥ 2tv + 2t and 2n ≤ m}
0 > 0 0 0 {(n,m) : n ≥ 2th and m = th}
0 > 0 0 > 0 {(n,m) : n ≥ k + 2th + 2t and m ≥ k + th + 2t and 2m ≤ n}
0 > 0 > 0 0 ∅
0 > 0 > 0 > 0 {(ω, ω)}
> 0 0 0 0 {(k, k)}
> 0 0 0 > 0 {(n, n) : n ≥ k + 2t}
> 0 0 > 0 0 ∅
> 0 0 > 0 > 0 {(ω, ω)}
> 0 > 0 0 0 ∅
> 0 > 0 0 > 0 {(ω, ω)}
> 0 > 0 > 0 0 ∅
> 0 > 0 > 0 > 0 {(ω, ω)}
Table 5.2: Table of linear constraints associated with Diff ×Diff .
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5.6 Discussion
In Section 6.1, we showed that no logic between K×Diff and S5×Diff can be axiomatised
using only finitely many variables. In particular we note that Diff ×Diff is not finitely
axiomatisable. In a related study, conducted by Kudinov et al. [70]†, the authors consider
the logic of Hamming spaces — that is, frames of the form (An, H), where A is some finite
alphabet, and uHv if and only if u and v differ only by a single letter, for all finite words
u, v ∈ An of length n < ω.
They show that, for a given infinite alphabet A, and n > 0, the logic Log(An, H) is
not axiomatisable using only finitely many variables. However, in the case where n = 1,
this is equivalent to the claim that Log(A, 6=) is not axiomatisable using only finitely many
variables. As a corollary, the authors deduce that Log((A, 6=)× (B, 6=)) is not finitely ax-
iomatisable, whenever A is infinite and B is non-empty.
While these results are of a similar character to those described here, they differ in that
they relate only to those logics characterised by a single product frame, whereas we are
concerned chiefly with logics characterised by a wider class of product frames, in which the
first component need not be a difference frame. Indeed, it is easily seen that each of the
logics Log((A, 6=)× (B, 6=)) lie outside the remit of our Theorem 5.1, and that their results
do not extend to those covered here.
Section 5.3, provides a modest extension of Theorem 3.10, by exposing a large class of
logics that are product matching, without necessarily fulfilling the requirement of being
Horn-axiomatisable.
While being fairly limited in its scope — applicable, as it is, only to products whose
first component is Alt — it is suspected that this approach can be generalised to cover a
range of logics that impose some finite bound on the number of possible successors each
world may have. Let Alt(t) denote the logic characterised by all those unimodal frames
in which every world has no more than t < ω distinct R-successors.
Question 5.28. Are Alt(t) and L product matching, whenever L is canonical?
While the decidability of the finite frame problem for logics that are not finitely ax-
iomatisable is interesting in its own right, a full understanding of the structure of their
†Reproduced from an earlier publication [69], available only in Russian.
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finite frames provides a preliminary stage in the investigation of possible axiom schema,
which may serve to fully axiomatise the logic. This is the current state of affairs that
persists with K4.3×S5, which despite having a full description of its finite frames, resists
all current attempts at an explicit axiomatisation [76].
Chapter 6
Finite Model Properties
As discussed above in Section 2.1.2, every finitely axiomatisable logic having the finite
model property is decidable. However, neither the finite model property nor a finite
axiomatisation alone is sufficient to guarantee decidability, nor are they both necessary.
The study of finite model properties is therefore appealing in its own right. Despite the com-
mon coNExpTime-completeness of each of the logics S5×S5, S5×Diff and Diff×Diff ,
discussed Section 4.3, the three differ greatly with respect to their finite model properties.
In this chapter we consider the finite model properties for each of these product logics.
It is well-established that S5 × S5 enjoys exponential product model property, and
indeed even the exponential square model property. In Section 6.1 we describe an interval
of bimodal logics extending [wK5,wK5] that cannot be characterised by any class of
finite frames. Included in this interval are the logics Diff ×Diff and Diff ×sq Diff whose
relationship to the two-variable fragment of first-order logic with counting quantifiers C2
has already been discussed in Chapter 4. While the lack of any finite model property for
C2 is well-established, the results presented here do not follow from the first-order case.
More surprising is the case of S5 × Diff . Since the two-variable, substitution-free
fragment of C2 having only quantifiers from among {∃>0x,∃>0y,∃>1y} lacks the finite
model property — as evidenced by the formula given in (4.1) — it follows that S5×Diff
cannot be characterised by any class of finite square frames.
However, it is show in Section 6.2 that, not only does S5×Diff enjoy the finite model
property, but it also enjoys the stronger exponential product model property.
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6.1 Products Lacking the Abstract fmp
It is well-known that, while the two variable fragment of first-order logic enjoys the ex-
ponential finite model property, the addition of counting quantifiers introduces satisfiable
formulas that cannot be satisfied in any finite model [52]. An example of such a formula
is given above in (4.1).
Owing to the connections that the fragment C2 shares with the logics Diff ×Diff and
S5×Diff , discussed in Section 4.3, we may extend this result to products, by way of the
following theorem.
Theorem 6.1. Let L be any modal logic such that (ω, ω2) ∈ FrL. Then L×Diff does not
enjoy the square product fmp.
Proof. Consider the following modal equivalent to the first-order formula given in (4.1):
θ∞ := 2+v 3hp ∧2+h3≤1v p ∧3+h2+v ¬p. (6.1)
Suppose, to the contrary, that θ∞ is satisfiable in some finite square product model
M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ FrL and Fv = (Wv, 6=) ∈ Fr Diff are such
that |Wh| = |Wv| < ω. We define a function g : Wv → Wh by choosing g(y) ∈ {x ∈ Wh :
(x, y) ∈ V(p)}, for all y ∈ Wv. It follows from (6.1) that g is injective but not surjective,
which is impossible since we assumed both Fh and Fv to be finite.
Furthermore, we note that θ∞ is L × Diff -satisfiable, as evidenced by the model
M = (Gh ×Gv,V), where
Gh = (ω, ω
2) ∈ FrL, Gv = (ω, 6=) ∈ Fr Diff , V(p) = {(n+ 1), n) : n < ω}.
It is straightforward to check that M, (0, 0) |= θ∞.
Hence θ∞ is an example of an L ×Diff -satisfiable formula that cannot be satisfied in
any finite square product frame for L×Diff . That is to say that L×Diff does not possess
the finite square product model property, as required.
In particular, it follows that neither Diff ×Diff nor S5×Diff possess the finite square
product model property. Furthermore, by taking the conjunction of θ∞, given in (6.1),
with the following formula,
2+h3
=1
v q ∧2+v 3=1h q, (6.2)
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we are able to show that Diff × Diff lacks even the product fmp. For it is similarly
straightforward to show that if (6.2) is satisfied in a product frame for Diff ×Diff then
such a frame should be square. Thus, if the conjunction of (6.1) and (6.2) is to be satisfied
in a product frame for Diff ×Diff , then such a frame should be square, and by virtue of
Theorem 6.1, must be infinite.
Corollary 6.2. Diff ×Diff does not possess the product fmp.
Were it the case that every finite frame for Diff ×Diff is a p-morphic image of a finite
product frame then we would also conclude that Diff ×Diff did not possess the abstract
fmp; as every formula satisfiable in a finite frame for Diff ×Diff could be satisfied in a
finite product frame.
However, as described above in Section 5.4, there are finite frames for Diff ×Diff that
are not the p-morphic image of any finite product frame. It therefore requires a stronger
argument to demonstrate that Diff ×Diff lacks the abstract fmp. Here, we prove a more
general theorem concerning all normal extensions of [wK5,wK5], having (ω, 6=)× (ω, 6=)
among their frames.
Theorem 6.3. Let L be any bimodal logic such that:
– [wK5,wK5] ⊆ L,
– (ω, 6=)× (ω, 6=) is a frame for L.
Then L does not possess the abstract finite model property.
Let ϕ∞ be the conjunction of the following formulas:
3h3v(c ∧ ¬d ∧2h¬c ∧2v¬d), (6.3)
2h3v(c ∧ ¬d ∧2h¬c), (6.4)
2v3h(d ∧ ¬c ∧2v¬d). (6.5)
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Lemma 6.4. Let F = (W,Rh, Rv) be any frame for [wK5,wK5]. If ϕ∞ is satisfiable in
F then F must be infinite.
Proof. Let F = (W,Rh, Rv) be as described and suppose that M, r |= ϕ∞, for some model
M = (F,V) based on F, with r ∈ W . We then define, inductively, four infinite sequences:
〈xk ∈ W : k < ω〉, 〈yk ∈ W : k < ω〉, 〈uk ∈ W : k < ω〉, and 〈vk ∈ W : k < ω〉,
such that M, u0 |= 2v¬d, and for all k < ω:
(gen1) rRhxk and rRvyk,
(gen2) xkRvuk and xk+1Rvvk,
(gen3) ykRhvk and ykRhuk,
(gen4) M, uk |= c ∧ ¬d ∧2h¬c,
(gen5) M, vk |= d ∧ ¬c ∧2v¬d.
At this stage we do not assume that all the points are distinct from one another.
Firstly, by the formula given in (6.3), there is some x0, u0 ∈ W such that rRhx0, x0Rvu0
and M, u0 |= c∧¬d∧2h¬c∧2v¬d. Then by (comr), there is some y0 ∈ W such that rRvy0
and y0Rhu0. Whence it follows from (6.5) that there is some v0 ∈ W such that y0Rhv0 and
M, v0 |= d ∧ ¬c ∧2v¬d.
Now suppose we have already defined xk, yk, uk, vk, for some k < ω. By (gen1) and
(gen3), we have that rRvyk and ykRhvk. Then by (com
l), there is some xk+1 ∈ W such
that rRhxk+1 and xk+1Rvvk. Whence it follows from (6.4) that there is some uk+1 ∈ W
such that xk+1Rvuk+1 and M, uk+1 |= c ∧ ¬d ∧2h¬c.
Now by (comr), there is some yk+1 ∈ W such that rRvyk+1 and yk+1Rhuk+1. Whence it
follows from the formula given in (6.5) that there is some vk+1 ∈ W such that yk+1Rhvk+1
and M, vk+1 |= d ∧ ¬c ∧2v¬d.
Hence, by induction on the length, we may extend each of the four sequences indefi-
nitely, as depicted in Figure 6.1.









Figure 6.1: Illustration of the model generated by ϕ∞.
We now show that each of the uk are distinct. To this end, we define inductively a sequence
of formulas by taking ψ0 := 2v¬d, and for k < ω:
ψk+1 := 3v
(
d ∧3h(c ∧ ψk)
)
.
We claim that, for all k < ω:
M, uk |= ψk ∧ ¬ψk+1. (6.6)
Indeed, it is immediate from the definitions that M, u0 |= ψ0 ∧ ¬ψ1. So suppose that
M, uk |= ψk ∧ ¬ψk+1, for some k < ω. By (gen4)–(gen5), we must have that ui 6= vj,
for all i, j < ω. Therefore it follows from (gen2)–(gen3) and the weak-Euclideanness
of both Rh and Rv that vkRhuk and uk+1Rvvk. Whence by (gen4)–(gen5), we deduce
that M, uk+1 |= ψk+1.
Now suppose that M, vk+1 |= ψk+2. Then there is some u, v ∈ W such that uk+1Rvv,
vRhu, M, v |= d, and M, u |= c∧ψk+1. It then follows from (gen2)–(gen5) and the weak-
Euclideanness of both Rh and Rv that v = vk and u = uk. This is to say that M, uk |= ψk+1,
contrary to our inductive hypothesis. Hence, M, uk+1 |= ¬ψk+2, as required.
It then follows from (6.6) that each of the uk ∈ W must be distinct. Being such, we
must have that F is infinite, as required.
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Furthermore, we note that ϕ∞ is L-satisfiable, as evidenced by the model M = (H,V),
where H = (ω, 6=)× (ω, 6=) ∈ FrL and
V(c) = {(n, n) : 0 < n < ω},
V(d) = {(n+ 1, n) : 0 < n < ω}.
It is straightforward to check that M, (0, 0) |= ϕ∞.
Hence it follows that ϕ∞ is an example of an L-satisfiable formula that cannot be satis-
fied in any finite frame for L, abstract or otherwise. This is to say that L does not possess
the abstract finite model property, thereby completing the proof of Theorem 6.3.
As an immediate consequence of Theorem 6.3, we have that neither [Diff ,Diff ] nor
Diff ×Diff posses the abstract fmp.
Corollary 6.5. Neither [Diff ,Diff ] nor Diff ×Diff possess even the abstract fmp.
6.2 Quasimodels
In Theorem 6.1, we noted that neither Diff×Diff nor S5×Diff enjoy the square product
fmp. However, while Diff × Diff lacks both the product fmp and the abstract fmp, our
results, thus far, have yet to say anything about whether S5×Diff enjoys the product fmp.
The current literature is rife with examples of products logics possessing the abstract
fmp while lacking the rigidity of the stronger product fmp [39, 38]. However it is less clear
that this notion of the square product fmp — so intrinsic to first-order logics — is any
more of a restriction than the more well-examined product fmp.
In this section we employ a version of the method of quasimodels [134, 38] to show that
not only is S5×Diff characterised by its finite models, but that every S5×Diff -satisfiable
formula can be satisfied in a product model whose size is bounded by a singly exponential
function in the length of the formula.
Theorem 6.6. S5×Diff has the exponential product fmp.
We follow a similar approach to that described in [38, Theorem 5.22], which provides
an alternative demonstration that S5× S5 enjoys the exponential product fmp. However
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the added expressivity of S5×Diff — in particular, its ability to express certain counting
modalities — necessitates a more elaborate strategy.
Let ϕ ∈ ML2 be an arbitrary bimodal formula of size n = |sub(ϕ)|, and define a type
for ϕ to be any subset t ⊆ sub(ϕ) that is Boolean-saturated in the sense that:
– ¬ψ ∈ t if and only if ψ 6∈ t, for all ¬ψ ∈ sub(ϕ);
– ψ1 ∧ ψ2 ∈ t if and only if ψ1 ∈ t and ψ2 ∈ t, for all ψ1 ∧ ψ2 ∈ sub(ϕ).
Definition 6.7. We define a Diff-quasistate (or simply, a quasistate) for ϕ to be a pair
(T, S) such that:
(qs1) T is a non-empty set of types for ϕ, and S is a binary relation on T ,
(qs2) For all t, t′ ∈ T , we have that tS+t′,
(qs3) (3v-saturation) For all t ∈ T and 3vα ∈ sub(ϕ),
3vα ∈ t ⇐⇒ ∃t′ ∈ T ; tSt′ and α ∈ t′.
It is worth noting here that, since there can be at most 2n distinct types for ϕ, the size
of each quasistate is bounded by a singly exponential function of the size of ϕ.
A basic structure for ϕ will be a pair (W, q) where W is a non-empty set and q is
a function associating each w ∈ W with a quasistate q(w) = (Tw, Sw). An (indexed)
run through (W, q) will be any pair (r, i), where r is a function associating each w ∈ W
with a type r(w) ∈ Tw, and i is an index, used to distinguish otherwise identical runs
through (W, q). That is to say that a set of indexed runs may contain arbitrarily many
pairs (r, i) and (r′, i′), where r(w) = r′(w) for all w ∈ W . This is a minor technical point,
and we shall, hereafter, associate each indexed run with the function described by its first
argument, forgoing reference to the index.
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Definition 6.8. An S5×Diff-quasimodel for ϕ (or simply a quasimodel for ϕ) is a tuple
Q = (W, q ,R) such that:
(qm1) (W, q) is a basic structure for ϕ, and R is an set of indexed runs through (W, q),
(qm2) There is some w0 ∈ W and r0 ∈ R such that ϕ ∈ r0(w0),
(qm3) (coherence) For all r ∈ R, w ∈ W and 3hα ∈ sub(ϕ)
∃v ∈ W ; α ∈ r(v) =⇒ 3hα ∈ r(w),
(qm4) (saturation) For all r ∈ R, w ∈ W and 3hα ∈ sub(ϕ)
3hα ∈ r(w) =⇒ ∃v ∈ W ; α ∈ r(v),
(qm5) For all r ∈ R, w ∈ W and t ∈ Tw, if r(w)Swt then there is some r′ ∈ R such that
r 6= r′ and r′(w) = t,
(qm6) For all w ∈ W and r, r′ ∈ R, if r 6= r′ then r(w)Swr′(w).
The following lemmas show that, although our quasimodels are not S5×Diff -models
in their own right, they do retain enough information about a full model to capture the
notion of S5×Diff -satisfiability.
Lemma 6.9. If ϕ is S5×Diff-satisfiable then ϕ has a quasimodel.
Proof. Suppose that ϕ is S5 × Diff -satisfiable. Then M, (rh, rv) |= ϕ for some product
model M = (Fh×Fv,V), where Fh = (Wh,Wh×Wh) ∈ Fr S5 and Fv = (Wv, 6=) ∈ Fr Diff .
With every pair (x, y) ∈ Wh ×Wv, we associate the type
t(x, y) = {α ∈ sub(ϕ) : M, (x, y) |= α},
and define a basic structure (Wh, q), by taking q(x) = (Tx, Sx), for all x ∈ Wh, where
– Tx = {t(x, y) : y ∈ Wv},
– tSxt
′ if and only if there is some y, y′ ∈ Wv such that t(x, y) = t, t(x, y′) = t′ and
y 6= y′.
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It is straightforward to check that q(x) is a quasistate, for each x ∈ Wh. Furthermore, for
each y ∈ Wv, we define a function ry : Wh → 2sub(ϕ), by taking
ry(x) = t(x, y),
for all x ∈ Wh. We then take R = {(ry, y) : y ∈ Wv}.
It remains to check that (Wh, q ,R) is a quasimodel for ϕ.
– For (qm2), we have that M, (rh, rv) |= ϕ and so ϕ ∈ t(rh, rv) = rrv(rh), as required.
– For (qm3) and (qm4), suppose ry ∈ R, x ∈Wh and 3hα ∈ sub(ϕ) then
3hα ∈ ry(x) ⇐⇒ 3hα ∈ t(x, y),
⇐⇒ M, (x, y) |= 3hα,
⇐⇒ ∃x′ ∈Wh; M, (x′, y) |= α,
⇐⇒ ∃x′ ∈Wh; α ∈ t(x′, y),
⇐⇒ ∃x′ ∈Wh; α ∈ ry(x′).
– For (qm5), suppose ry ∈ R, x ∈ Wh and t ∈ Tx are such that ry(x)Sxt. It follows that
t = t(x, z) for some z ∈ Wv such that y 6= z. Thus, we may choose z ∈ R so that ry 6= rz
and rz(x) = t, as required.
– For (qm6), suppose that x ∈ Wh and ry, rz ∈ R are such that ry 6= rz. Hence y 6= z and
so it follows immediately that ry(x) = t(x, y)Sxt(x, z) = rz(x), as required.
Hence, (Wh, q ,R) is a suitable quasimodel for ϕ, as required.
Conversely, we show that every quasimodel retains enough information for us to recon-
struct a full product model satisfying ϕ, of size proportional to the size of the quasimodel.
Lemma 6.10. If Q = (W, q,R) is a quasimodel for ϕ is then ϕ is satisfiable in a S5×Diff
model of size bounded by |W | · |R|.
Proof. Suppose that Q = (W, q ,R) is a quasimodel for ϕ. We define a new model
M = (Fh × Fv,V), by taking
Fh = (W,W
2) ∈ Fr S5, Fv = (R, 6=) ∈ Fr Diff , and V(p) = {(w, r) : p ∈ r(w)},
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for all propositional variables p ∈ sub(ϕ). Clearly Fh × Fv is a frame for S5×Diff of the
prescribed size, and so it remains to check that M is a model for ϕ.
We show that for all w ∈ W , r ∈ R, and ψ ∈ sub(ϕ),
M, (w, r) |= ψ ⇐⇒ ψ ∈ r(w). (I.H.)
The cases where ψ is a propositional variable or a Boolean combination of smaller
formulas are trivial and follow immediately from the definitions and the fact that types
are Boolean saturated. So suppose that ψ is of the form 3hα for some α ∈ sub(ϕ). Then
we have that,
M, (w, r) |= 3hα ⇐⇒ ∃w′ ∈ W ; M, (w′, r) |= α,
⇐⇒ ∃w′ ∈ W ; α ∈ r(w′) by (I.H.),
⇐⇒ 3hα ∈ r(w) by (qm3) and (qm4).
Now suppose that ψ of the form 3vα, for some α ∈ sub(ϕ). Then we have that,
M, (w, r) |= 3vα =⇒ ∃r′ ∈ R; r 6= r′ and M, (w, r′) |= α,
=⇒ ∃r′ ∈ R; r 6= r′ and α ∈ r′(w) by (I.H.),
=⇒ ∃r′(w) ∈ Tw; r′(w)Swr′(w) and α ∈ r′(w) by (qm6),
=⇒ 3vα ∈ r(w) by (qs3).
Conversely,
3vα ∈ r(w) =⇒ ∃t ∈ Tw; r(w)Swt and α ∈ t by (qs3),
=⇒ ∃r′ ∈ R; r 6= r′ and α ∈ r′(w) by (qm5),
=⇒ ∃r′ ∈ R; r 6= r′ and M, (w, r′) |= α by I.H.,
=⇒ M, (w, r) |= 3vα.
Hence, (I.H.) holds for all subformulas of ϕ, while by (qm4), there is some w0 ∈ W
and some r0 ∈ R such that ϕ ∈ r0(w0). In particular, we have that M, (w0, r0) |= ϕ, as
required.
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Hence, to prove that S5 ×Diff has the finite product model property, it is sufficient
to show that every large quasimodel for ϕ can be effectively ‘pruned’ to yield a smaller
quasimodel whose size is at most exponential in the size of ϕ.
Lemma 6.11. If ϕ has a quasimodel, then ϕ has a quasimodel that is at most exponential
in the size of ϕ.
Proof. Suppose that Q = (W, q ,R) is a quasimodel for ϕ. It follows from (qm2) that
there is some w0 ∈ W and t0 ∈ Tw0 such that ϕ ∈ t0. By (qm5), for each t ∈ Tw0 we may
fix some run st ∈ R such that st(w0) = t. Let S = {st : t ∈ Tw0} be the set comprising all
such runs.
Now, courtesy of (qm4), for all t ∈ Tw0 and 3hα ∈ t, we may fix some v(t,α) ∈ W such
that α ∈ st(v(t,α)). We then define a new basic structure (W1, q1), by taking
W1 = {w0} ∪ {v(t,α) ∈ W : t ∈ Tw0 and 3hα ∈ t},
q1(w) = q(w), for all w ∈ W1.
Clearly, by design, each of the runs s ∈ S are coherent and saturated with respect to
(W1, q1). However, S need not be plentiful enough to accommodate (qm5); that is to say,
there may be many types that are not witnessed by any run in S.
To remedy this, we extend S to a ‘small’ subset R1 of R by choosing sufficiently many
runs so as to satisfy (qm5). Indeed, for each w ∈ W1 and t ∈ Tw let rw,t ∈ R be such that
rw,t(w) = t. Moreover, if tSwt then let r
′
w,t ∈ R be such that rw,t 6= r′w,t and rw,t(w) = t.
Take R1 to be the set of all such runs.
Taking Q1 = (W1, q1,R1), it is straightforward to check that Q1 satisfies all of the con-
ditions (qm1)–(qm6), except for the saturation condition (qm4). Furthermore, Q1 is
finite, with
|W1| ≤ 1 + 2n · n and |R1| ≤ (1 + 2n · n) · 2n+1.
We now diverge from the techniques of [134, 38], by introducing a ‘copy’ of each qua-
sistate q(u), for each pair of runs (s, r) ∈ S × R1, where s(w0) = r(w0). The intuition
being that since s and r coincide at w0 ∈ W1, we may coherently transpose the values of s
and r at any u ∈ W1. However, as to not risk unsaturating s, we provide multiple copies
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of each u ∈ W1 to allow a single transposition in each quasistate.
We define a new basic structure (W2, q2), by taking
W2 = {(u, s, r) ∈ W1 ×S×R1 : s(w0) = r(w0)},
q2(u, r) = q1(u) for all (u, r) ∈ W2.
For each r ∈ R1, we define a new run r′ through (W2, q2) such that
r′(u, s0, r0) =

s0(u) if r 6∈ S and r = r0,
r0(u) if r ∈ S and r = s0,
r(u) otherwise,
for all u ∈ W1, s0 ∈ S, and r0 ∈ R1. Let R2 = {r′ : r ∈ R1} be the collection of all such
runs and define Q2 = (W2, q2,R2).
It is straightforward to check that
|W2| ≤ (1 + 2n · n)2 · 22n+1 and |R2| = |R1| ≤ (1 + 2n · n) · 2n+1, (6.7)
and so it remains to show that Q2 is a quasimodel for ϕ.
– Condition (qm2) follows immediately from the construction.
– For (qm3), it is enough to note that r′(u, s0, r0) = r(u) for all (u, s0, r0) ∈ W2, unless r
is either of s0 or r0, in which case the values are transposed. However, since s0 and r0
coincide at w0 ∈W , we can be sure that coherence is maintained.
– For (qm4), let r′ ∈ R2, (u, s0, r0) ∈W2 and 3hα ∈ sub(ϕ) be such that 3hα ∈ r′(u, s0, r0).
This is to say that 3hα belongs to one of r(u), s0(u) or r0(u). However, since each of these
runs are both saturated and coherent over (W, q), it follows that in all cases 3hα ∈ t where
t = r(w0) ∈ Tw0 . Hence there is some v(t,α) ∈W1 such that α ∈ st(v(t,α)), for st ∈ S, which
may or may not be s0. Hence it follows that r
′(v(t,α), st, r) = st(v(t,α)).
Thus there is some (v(t,α), st, r) ∈W2 such that α ∈ r′(v(t,α), st, r), as required.
– For both (qm5)–(qm6), it is enough to note that the number of runs passing through
each type of q2(u, s0, r0) in Q2 matches the number of runs chosen to pass through each
CHAPTER 6. FINITE MODEL PROPERTIES 88
type of q1(u) of Q1. The only difference being that the values of s0 and r0 are transposed.
Since Q1 satisfies both (qm5) and (qm6), so too must Q2, as required.
Hence Q2 is a quasimodel for ϕ, whose size is at most exponential in the size of ϕ, as
required.
w0 w (v(t,α), s, s) (v(t,α), s, r1) (v(t,β), s, s) (v(t,β), s, r2)













Figure 6.2: Illustration of transposing runs.
It then follows immediately from Lemmas 6.9–6.10 that every S5×Diff -satisfiable for-
mula ϕ can be satisfied in a product model for S5×Diff , whose size is at most exponential
in the size of ϕ. That is to say that S5×Diff has the exponential product fmp, thereby
completing the proof of Theorem 6.6.
It is worth noting that in the process of finitizing our quasimodels, the size of W2 is
disproportionately larger than the size of R2, as can be seen from (6.7). Indeed, since
S5×Diff lacks the square product fmp, this is precisely as we would expect.
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6.3 Discussion
In the Section 4.3, we explored the connections between certain two-dimensional product
logics and decidable fragments of first-order logic with counting quantifiers. The decision
problems for each of the logics S5 × S5, S5 × Diff and Diff × Diff are known to be
coNExpTime-complete; following from the decidability C2 [96].
However, while S5× S5 enjoys the same exponential (square) product fmp as L2 [51],
neither S5×Diff nor S5×Diff can be characterised by their finite square product frames.
This is a direct analogue of the lack of fmp enjoyed by C2 [52]. Moreover, we showed in
Theorem 6.3, that Diff × Diff cannot be characterised by any class of finite frames —
square, product or otherwise.
While there have been previous examples of decidable, non-finitely axiomatisable modal
logics lacking the finite model property — for example, K×K4.3 [38, 77, 72] — the com-
plexity of the decision problem for Diff ×Diff is remarkably low for a logic so mired by
such infinities.
However, S5×Diff differs markedly from its corresponding first-order fragment; owing
to the rectangular nature of product frames, contrasted with the rigid ‘squareness’ of first-
order structures in two-variables. In Section 6.2 we proved that, not only is S5 × Diff
characterised by its finite product frames, but that every non-theorem ϕ 6∈ S5×Diff can
be refuted in some finite product model whose size does not exceed some singly exponential
function in the size of ϕ. In this regard, S5×Diff is more akin to the behaviour of S5×S5
than to Diff ×Diff . These results are summarised in Table 6.1 for comparison.
S5× S5 S5×Diff Diff ×Diff
abstract fmp 3 3 7
product fmp 3 3 7
square product fmp 3 7 7
Table 6.1: Comparison of finite model properties for products of S5 and Diff .
Moving beyond the immediate connections with first-order logic, it is proved in [118],
via a method of canonical filtration, that K ×Diff possesses the abstract fmp. However
this approach yields an upper bound that is non-elementary in the size of the formula.
CHAPTER 6. FINITE MODEL PROPERTIES 90
It is not yet known whether the quasimodel techniques developed here for the treatment
of S5 ×Diff can be adapted to provide an (elementary) upper bound on the size of the
product models for K×Diff . Since the finite frame problem is trivial for product frames
of two finite axiomatisable logics, any elementary upper bound on the size of the product
models for K × Diff would provide an analogous upper bound on the complexity of its
decision problem.
Currently, the only known upper bounds for the complexity of the decision problem for
K × Diff are non-elementary. In particular, let Lin denote the bimodal linear temporal
logic with ‘future’ and ‘past’ modalities: 3F and 3P . It is straightforward to check that
Diff is term-definable within Lin via the translation that interprets3ϕ := 3Pϕ∨3Fϕ [85].
This translation can be lifted to products, where K ×Diff can be defined within the
product logic K × Lin, whose decision problem is known to be decidable, but not in
elementary time [38, 101].
Theorem 6.12. The decision problem for K×Diff is decidable.
Question 6.13. Does K×Diff have the (effective) product fmp?
Question 6.14. What is the complexity of the decision problem for K×Diff?
It is worth noting that the decision problem for K × S5 is well-known to be decid-
able; even coNExpTime-complete [83]. Given the shared coNP-completeness of the
decision problems for both S5 and Diff , it is perhaps tempting to conjecture a similar
coNExpTime upper bound on the decision problem for K×Diff . However, such prima
facie similarities between products of the form L×Diff and those of the form L×S5, are




The results of Section 5.1 show that — far from being product matching — there is a vast
expanse between [Diff ,Diff ] and Diff ×Diff , with infinitely many logics separating the
two. Consequently, the decidability of the decision problem for [Diff ,Diff ] does not follow
immediately from that of Diff ×Diff . Moreover, we noted in Section 6.1 that [Diff ,Diff ]
does not even enjoy the abstract fmp, and so it is far from obvious that the decision problem
for [Diff ,Diff ] would even admit any decision procedure. The current literature provides
no tools for dealing with the commutators of logics that are not product matching, and for
which the standard techniques of filtration are not applicable.
In this chapter we introduce a novel approach to show that the decision problem for
[Diff ,Diff ] is decidable. The technique, described below in Section 7.1, involves reducing
the satisfiability problem for [Diff ,Diff ] to that of finding certain appropriately defined
quasimodels, similar in approach to the techniques of Section 6.2. However, owing to the
lack of any finite model property for [Diff ,Diff ], we are unable to finitize our proposed
quasimodels, making exhaustive searches impossible.
Instead, we exploit the rigid structure of the quasimodels, to define a second reduction
that reduces the problem of finding an appropriate quasimodel to that of checking satis-
fiability in the product logic Diff × Diff . Since the decision problem for Diff × Diff is
decidable, these reductions provide us an effective procedure by which we may determine
theoremhood in [Diff ,Diff ].
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In Section 7.2, we employ a variation on this technique to show that [S5,Diff ] is
characterised by its finite frames. This result exploits the finite product model property of
the respective product logic S5×Diff , proved above in Section 6.2.
7.1 Decidability of [Diff ,Diff ]
We employ a variation of the quasimodel technique seen above, as an intermediary stage
in which we reduce the satisfiability problem for [Diff ,Diff ] to that of Diff ×Diff . Since
the decision problem for Diff ×Diff is decidable, so it follows that the decision problem
for the commutator [Diff ,Diff ] too is decidable.
This novel approach to the treatment of commutators is made possible by the rigidity
of the frames for all normal extensions of [Diff ,Diff ], as described in Proposition 5.17.
The task of providing upper bound for commutators lacking the finite model property has,
hitherto, remained unassailable to the current techniques.
Theorem 7.1. The decision problem for [Diff ,Diff ] is decidable.
Let ϕ ∈ ML2 be an arbitrary bimodal formula of size n = |sub(ϕ)|, and define a type
for ϕ to be any Boolean-saturated subset of sub(ϕ), as in Section 6.2.
Definition 7.2. A cluster quasistate for ϕ is a tuple (T, Sh, Sv,Ω) such that:
(qs1) T is a non-empty set of types for ϕ, Sh and Sv are binary relations on T , and
Ω ⊆ sub(ϕ) describes some set of saturation defects,
(qs2) For all t, t′ ∈ T , we have that tS+h t′ and tS+v t′,
(qs3) (cluster coherence) For all t ∈ T and 3iα ∈ sub(ϕ),
∃t′ ∈ T ; tSit′ and α ∈ t′ =⇒ 3iα ∈ t,
for i = h, v,
(qs4) (cluster saturation) For all t ∈ T and 3iα ∈ sub(ϕ),
3iα ∈ t and 3iα 6∈ Ω =⇒ ∃t′ ∈ T ; tSit′ and α ∈ t′,
for i = h, v.
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Take Λ to be the set of all possible quasistates for ϕ, of which there can be at most
finitely many. Indeed, it is straightforward to check that:
|Λ| ≤ 2n · 22n · 22n · n.
Given a quasistate q = (T q , Sqh , S
q
v ,Ω
q), we write ψ ∈ ⋃ q if there is some t ∈ T q such
that ψ ∈ t, and ψ ∈ ⋂ q if ψ ∈ t for all t ∈ T q .
Definition 7.3. A [Diff ,Diff ]-quasimodel for ϕ is a tuple (X, Y, λ) such that
(qm1) X and Y are non-empty sets, and λ is a function associating each pair
(x, y) ∈ X × Y with a cluster quasistate λ(x, y) = (T x,y, Sx,yh , Sx,yv ,Ωx,y) for ϕ,
(qm2) There is some x ∈ X and y ∈ Y such that ϕ ∈ ⋃λ(x, y),
(qm3) (3h-coherence) For all x ∈ X, y ∈ Y and 3hα ∈ sub(ϕ),
∃x′ ∈ X; x 6= x′ and α ∈ ⋃λ(x′, y) =⇒ 3hα ∈ ⋂λ(x, y),
(qm4) (3v-coherence) For all x ∈ X, y ∈ Y and 3vα ∈ sub(ϕ),
∃y′ ∈ Y ; y 6= y′ and α ∈ ⋃λ(x, y′) =⇒ 3vα ∈ ⋂λ(x, y),
(qm5) (3h-saturation) For all x ∈ X, y ∈ Y and 3hα ∈ Ωx,y,
3hα ∈
⋃
λ(x, y) =⇒ ∃x′ ∈ X; x 6= x′ and α ∈ ⋃λ(x′, y),
(qm6) (3v-saturation) For all x ∈ X, y ∈ Y and 3vα ∈ Ωx,y,
3vα ∈
⋃
λ(x, y) =⇒ ∃y′ ∈ Y ; y 6= y′ and α ∈ ⋃λ(x, y′),
(qm7) For all x, x′ ∈ X and y ∈ Y ,






(qm8) For all x ∈ X and y, y′ ∈ Y ,
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The following lemmas show that our [Diff ,Diff ]-quasimodels contain sufficient infor-
mation to capture the notion of [Diff ,Diff ]-satisfiability.
Lemma 7.4. If ϕ is [Diff ,Diff ]-satisfiable then there is a [Diff ,Diff ]-quasimodel for ϕ.
Proof. Suppose that M, r |= ϕ for some model M = (F,V), where F = (W,Rh, Rv) is a
rooted frame for [Diff ,Diff ]. It then follows from Proposition 5.17 that F is described
by a grid of clusters. That is to say that there is some (X, Y, h) such that X and Y are
non-empty sets and h : X × Y → W∼ is a function associating each pair (x, y) ∈ X × Y
with some cluster of F, such that if x 6= x′ then uRhv for all u ∈ h(x, y) and v ∈ h(x′, y)
and if y 6= y′ then uRvv for all u ∈ h(x, y) and v ∈ h(x, y′).
With every w ∈ W we associate a type
t(w) = {α ∈ sub(ϕ) : M, w |= α},
and for each (x, y) ∈ X × Y , we may associate the tuple λ(x, y) = (T x,y, Sx,yh , Sx,yv ,Ωx,y),
where:
– T x,y = {t(w) : w ∈ h(x, y)},
– t(u)Sx,yi t(v) if and only if there is some u
′, v′ ∈ h(x, y) such that t(u) = t(u′),
t(v) = t(v′) and u′Riv′, for i = h, v,
– 3iα ∈ Ωx,y if and only if there is some u ∈ h(x, y) such that 3iα ∈ t(u) and there is
no v ∈ h(x, y) such that t(u)Sx,yi t(v) and α ∈ t(v), for i = h, v.
We claim that λ(x, y) is a cluster quasistate for ϕ satisfying conditions (qs1)–(qs4).
– Clearly T x,y is a non-empty set of types, since h(x, y) is non-empty, while it is clear from
the definition that Ωx,y ⊆ sub(ϕ), as required for (qs1).
– For (qm2), suppose that t(u), t(v) ∈ T x,y are such that t(u) 6= t(v), for some u, v ∈ h(x, y).
In particular, we have that uR+h v and uR
+
v v. It then follows immediately from the definition
that t(u)Sx,yh t(v) and t(u)S
x,y
v t(v), as required.
– For (qs3), suppose that t(u), t(v) ∈ T x,y and 3iα ∈ sub(ϕ) are such that t(u)Sx,yi t(v) and
α ∈ t(v). It follows by definition that there is some u′, v′ ∈ h(x, y) such that t(u) = t(u′),
t(v) = t(v′) and u′Riv′. Hence we have that α ∈ t(v′) and consequently, that 3iα ∈
t(u′) = t(u), as required.
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– For (qs4), suppose that t(u) ∈ T x,y and 3iα ∈ sub(ϕ) are such that 3iα ∈ t(u) and
3iα 6∈ Ωx,y. It is now immediate from the definition of Ωx,y that there is some t(v) ∈ T x,y
such that t(u)SXi t(v) and α ∈ t(v), as required.
We claim that (X, Y, λ) is a quasimodel for ϕ satisfying (qm1)–(qm6).
– It was demonstrated above that each λ(x, y) is a quasistate for ϕ, for all x ∈ X and y ∈ Y ,
as required for (qm1).
– By definition, M, r |= ϕ, and by definition, there is x0 ∈ X and y0 ∈ Y such that r ∈
h(x0, y0). Furthermore, we have that ϕ ∈ t(r) and hence, by construction, ϕ ∈
⋃
λ(x0, y0),
as required for (qm2).
– For (qm3), suppose that x, x′ ∈ X, y ∈ Y and 3hα ∈ sub(ϕ) are such that x 6= x′ and
α ∈ ⋃λ(x′, y), which is to say that α ∈ t(w′) for some w′ ∈ h(x′, y). By (gc1), above,
wRhw
′ for all w ∈ h(x, y) and w′ ∈ h(x′, y). Hence it follows that 3hα ∈ t(w) for all
w ∈ h(x, y), which is to say that 3hα ∈
⋂
λ(x, y), as required.
– Condition (qm4) is analogous.
– For (qm5), suppose that x ∈ X, y ∈ Y and 3hα ∈ sub(ϕ) are such that 3hα ∈
⋃
Ωx,y. By
definition, there is some u ∈ h(x, y) such that 3hα ∈ t(u) and there is no v ∈ h(x, y) such
that t(u)Sx,yi t(v) and α ∈ t(v). However, there must be some v′ ∈W such that uRhv′ and
α ∈ t(v′). It then follows that there is some x′ ∈ X such that x 6= x′ and v′ ∈ h(x′, y).
Moreover, we have by definition that α ∈ ⋃λ(x′, y), as required.
– Condition (qm6) is analogous.
– For (qm7), suppose that x, x′ ∈ X and y ∈ Y are such that tSx,yv t′ for some t, t′ ∈ T x,y. It
follows that there must be some u, v ∈ h(x, y) such that t(u) = t and t(v) = t′, in particular
we have that uRvv. Let u
′ ∈ h(x′, y) then by (gc2), we have that uRhu′. Hence by (chr),
there is some v′ ∈ W such that u′Rvv′ and vRhv′. Moreover, since R+h is an equivalence
relation, we have that uR+h v
′, and thus v′ ∈ h(x′, y). Hence there are t(u′), t(v′) ∈ T x′,y
such that t(u′)Sx
′,y
v t(v′), as required.
– Condition (qm8) is analogous.
Hence it follows that (X, Y, λ) is an appropriate quasimodel for ϕ, as required.
Conversely, we show that, from any [Diff ,Diff ]-quasimodel for ϕ, we can effectively con-
struct a model for ϕ based on some frame for [Diff ,Diff ].
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Lemma 7.5. If ϕ has a [Diff ,Diff ]-quasimodel then ϕ is [Diff ,Diff ]-satisfiable.
Proof. Suppose that (X, Y, λ) is a quasimodel for ϕ. We define a new model M = (F,V),
where F = (W,Rh, Rv) by taking
W = {(x, y, t) : x ∈ X, y ∈ Y and t ∈ λ(x, y)},
and for all (x, y, t), (x′, y′, t′) ∈ W ,
(x, y, t)Rh(x
′, y′, t′) ⇐⇒ y = y′ and (x 6= x′ or tSx,yh t′),
(x, y, t)Rv(x
′, y′, t′) ⇐⇒ x = x′ and (y 6= y′ or tSx,yv t′).
For each propositional variable p ∈ sub(ϕ), we take
V(p) = {(x, y, t) ∈ W : p ∈ t}.
It follows from (qs2) that each quasistate λ(x, y) is a frame for [Diff ,Diff ], for x ∈ X
and y ∈ Y . By (qm7), any vertical Sv-transition within a quasistate can be mirrored by a
similar Sv-transition in every horizontal neighbouring quasistate. Analogously, by (qm8),
any horizontal Sh-transition within a quasistate can be mirrored by an Sh-transition in
every vertically neighbouring quasistate. It therefore follows that F validates each of the
axioms (coml), (comr) and (chr). From which it follows that F is a frame for [Diff ,Diff ],
as required. It remains to show that M is a model for ϕ.
We claim that for all (x, y, t) ∈ W and ψ ∈ sub(ϕ),
M, (x, y, t) |= ψ ⇐⇒ ψ ∈ t. (I.H.)
The cases where ψ is a propositional variable or a Boolean combination of smaller
formulas are trivial and follow immediately from the definitions.
So suppose that M, (x, y, t) |= 3hα, for some α ∈ sub(ϕ). It follows that there is some
(x′, y′, t′) ∈ W such that (x, y, t)Rh(x′, y′, t′) and M, (x′, y′, t′) |= α. By the induction
hypothesis we find that α ∈ t′, while by the definition of Rh, we have that y = y′ and
either x 6= x′ or tSx,yh t′. We have two cases to consider:
– If x 6= x′ then by (qm3) we have that 3hα ∈
⋂
λ(x, y), and thus 3hα ∈ t.
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– Otherwise tSx,yh t
′ and it follows from (qs3) that 3hα ∈ t.
Conversely, suppose that 3hα ∈ t. Then we have two cases to consider, depending on
whether or not 3hα is belongs to Ω
x,y:
– If 3hα 6∈ Ωx,y then by definition there is some t′ ∈ T x,y such that tSx,yh t′ and α ∈ t′.
Moreover it follows from the definition that (x, y, t)Rh(x, y, t
′).
– If 3hα ∈ Ωx,y then by (qm5) there is some x′ ∈ Wh and t′ ∈ T x′,y such that x 6= x′
and α ∈ t′. Moreover it follows from the definition that (x, y, t)Rh(x′, y, t′).
In both cases we find that there is some x′ ∈ X and t′ ∈ T x′,y such that (x, y, t)Rh(x′, y, t′)
and α ∈ t′. By the induction hypothesis, we have that M, (x′, y, t′) |= α, from which it
follows that M, (x, y, t) |= 3hα.
The case where ψ is of the form 3vα, for some α ∈ sub(ϕ), is analogous. Hence we have
that M, (x, y, t) |= ψ if and only if ψ ∈ t, for all (x, y, t) ∈ W and ψ ∈ sub(ϕ). In particular,
it follows from (qm2) that there is some (x0, y0, t0) ∈ W such that M, (x0, y0, t0) |= ϕ,
as required.
Thus we have reduced the problem of deciding whether a ϕ is [Diff ,Diff ]-satisfiable to
that of checking whether ϕ has a suitable quasimodel. This exercise is fruitless, however,
unless we have some means by which we can effectively search for quasimodels.
Fortunately, owing to the rigid grid-like structure of our quasimodels for ϕ, we may
further reduce the problem of checking whether ϕ has a quasimodel to that of satisfiability
in the product logic Diff ×Diff .
Firstly, we associate with each quasistate q ∈ Λ some propositional variable q˜ ∈ prop.
We then define for each ψ ∈ sub(ϕ), the following abbreviations
[ψ]∃ :=
∨{
q˜ : q ∈ Λ and ψ ∈ ⋃ q}
[ψ]∀ :=
∨{
q˜ : q ∈ Λ and ψ ∈ ⋂ q},
[ψ]Ω :=
∨{
q˜ : q ∈ Λ and ψ ∈ Ωq}.




{q˜ : ∃t, t′ ∈ T q such that tSqi t′}
for i = h, v.























∃ ∧ [3iα]Ω → 3i[α]∃), for i = h, v, (7.3)
2+h2
+
v (θh → 2vθh) ∧2+h2+v (θv → 2hθv). (7.4)
The intuition behind these formulas is explained by way of the following lemmas.
Lemma 7.6. There is a [Diff ,Diff ]-quasimodel for ϕ if and only if qmϕ is Diff ×Diff-
satisfiable.
Proof. (⇒) Suppose that (X, Y, λ) is a quasimodel for ϕ. Let Fh = (X, 6=) ∈ Fr Diff and
Fv = (Y, 6=) ∈ Fr Diff , and define a new model M = (Fh × Fv,V) over Fh × Fv, by
taking
(x, y) ∈ V(q˜) ⇐⇒ λ(x, y) = q ,
for all x ∈ X y ∈ Y , and all quasistates q ∈ Λ. The following are then immediate
consequences of the definitions:
M, (x, y) |= [ψ]∃ ⇐⇒ ψ ∈
⋃
λ(x, y),
M, (x, y) |= [ψ]∀ ⇐⇒ ψ ∈
⋂
λ(x, y),
M, (x, y) |= [ψ]Ω ⇐⇒ ψ ∈ Ωx,y,
M, (x, y) |= θh ⇐⇒ ∃t, t′ ∈ T x,y; tSx,yh t′,
M, (x, y) |= θv ⇐⇒ ∃t, t′ ∈ T x,y; tSx,yv t′.
It then follows that each of the conjuncts (7.1)–(7.4) are simply reformulations of
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conditions (qm2) – (qm8). Hence we must have that qmϕ is Diff×Diff -satisfiable,
as required.
(⇐) Suppose that M, (rh, rv) |= qmϕ, for some product model M = (Fh × Fv,V), where
Fi = (Wi, 6=) ∈ Fr Diff , for i = h, v.
We define a quasimodel (Wh,Wv, λ) by taking
λ(x, y) = q ⇐⇒ (x, y) ∈ V(q˜),
for all quasistates q ∈ Λ.
By (7.1), we are assured that λ is well-defined, and that there is some x ∈ Wh,
y ∈ Wv such that ϕ ∈
⋃
λ(x, y), as required for (qm2). Conditions (qm3)–(qm4)
are satisfied by (7.2), while conditions (qm5)–(qm6) are satisfied by (7.3). Lastly,
(7.4) ensures that conditions (qm7)–(qm8) are satisfied. Hence (Wh,Wv, λ) is a
quasimodel for ϕ as required.
Hence, it follows from Lemmas 7.4–7.6 that ϕ is [Diff ,Diff ]-satisfiable if and only if
qmϕ is Diff × Diff -satisfiable. It then follows immediately from Theorem 4.3 that the
satisfiability problem — and, thus, the decision problem — for [Diff ,Diff ] is decidable,
thereby completing the proof of Theorem 7.1.
Furthermore, it follows from Theorem 3.8 that both [S5,Diff ] and [Diff ,Diff ] are
Kripke complete, and that (W,Rh, Rv) is a frame for [Diff ,Diff ] if and only if (W,R
+
h , Rv)
is a frame for [S5,Diff ]. It follows that [S5,Diff ] is term-definable within [Diff ,Diff ],
via the translation that maps 3hϕ 7→ ϕ ∨ 3hϕ. Thus we may employ the results of
Theorem 7.1, to provide a similar upper bound on the complexity of the decision problem
for [S5,Diff ].
Corollary 7.7. The decision problem for [S5,Diff ] is decidable.
Note, however, that the above reduction from commutators to products incurs a triple-
exponential increase in complexity, owing to the multitude of possible cluster quasistates,
which greatly inflate the size of qmϕ relative to ϕ. Thus this procedure informs us of
only a coN4ExpTime upper bound on the complexity of the decision problems for both
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[Diff ,Diff ] and [S5,Diff ]. While these upper bounds are reassuringly elementary, it is
reasonable to suggest that they may remain a far-cry from optimality.
Question 7.8. What is the computational complexity of the decision problems for both
[S5,Diff ] and [Diff ,Diff ]?
7.2 Finite Model Property of [S5,Diff ]
In [39] the authors prove, via a method of filtration, that L×S5 = [L,S5] has the double-
exponential fmp, whenever L is one of the logics K,T,D,K4,S4 or S5. However it is not
clear that the techniques employed there can be easily adapted to provide a similar upper
bound for [S5,Diff ]; clearly they are of no consequence to [Diff ,Diff ], which lacks even
the abstract fmp (see Theorem 6.3).
However, by considering a variation on the above quasimodel construction we can ex-
ploit the finite product model property of S5 ×Diff , to provide an upper bound on the
size of the quasimodels for [S5,Diff ], thus defined.
Definition 7.9. An [S5,Diff ]-quasimodel for ϕ is a tuple (X, Y, λ) satisfying conditions
(qm1), (qm2), (qm4), (qm6) – (qm8) of Definition 7.3, together with the following,
S5-specific criteria:
(qm3′) (3h-coherence) For all x ∈ X, y ∈ Y and 3hα ∈ sub(ϕ),
∃x′ ∈ X; α ∈
⋃
λ(x′, y) =⇒ 3hα ∈
⋂
λ(x, y),
(qm5′) (3h-saturation) For all x ∈ X, y ∈ Y and 3hα ∈ Ωx,y,
3hα ∈
⋃
λ(x, y) =⇒ ∃x′ ∈ X; α ∈
⋃
λ(x′, y),
(qm9) (3h-reflexivity) For all x ∈ X and y ∈ Y , we have that tSx,yh t, for all t ∈ T x,y.
It is then readily proved, in the style of Lemmas 7.4 – 7.5, that ϕ is [S5,Diff ]-satisfiable
if and only if ϕ has a [S5,Diff ]-quasimodel.
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Lemma 7.10. ϕ is [S5,Diff ]-satisfiable if and only if ϕ has a [S5,Diff ]-quasimodel
Proof. Analogous to that of Lemmas 7.4 and 7.5, taken together.





{q˜ : q ∈ Λ and tSht for all t ∈ T}, (7.5)
which stipulates that only those quasistates comprising only Sh-reflexive elements are to
be permitted. This affords us the following natural analogue of Lemma 7.6.
Lemma 7.11. There is an [S5,Diff ]-quasimodel for ϕ if and only if qmrefϕ is S5 ×Diff-
satisfiable.
Proof. The proof is analogous to that of Lemma 7.6, with the addition that condition
(qm9) is captured by (7.5).
Furthermore, we may note from the above construction that ϕ is satisfiable in a finite
frame for [S5,Diff ], whenever qmrefϕ is satisfiable in a finite product frame for S5×Diff .
Hence it follows from the exponential product fmp for S5×Diff , proved in Theorem 6.6,
that every non-theorem of [S5,Diff ] can be refuted in a frame that can be described by a
finite grid of clusters. Thus we may conclude that [S5,Diff ] has the abstract fmp.
Theorem 7.12. [S5,Diff ] has the abstract fmp.
This [S5,Diff ]-quasimodel variation fairs no better than its precursor, and incurs a
similar triple-exponential increase in the size of the quasimodel. Moreover, since each
cluster may contain exponentially many types, this provides us a prodigious quadruple-
exponential fmp for [S5,Diff ].
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7.3 Discussion
The explosion of complexity incurred by our quasimodel approach stems from the vast
multitude of possible quasistates, as we have defined them here. However, upon more
careful inspection, we may note that not all such quasistates are necessary for our reduction.
It is, therefore, possible that a more stringent definition of what counts as a quasistates
may serve to curtail this explosion of complexity. It is perhaps reasonable to conjecture
that such a reduction in the number of possible quasistates could provide a coN2ExpTime
upper bound on the decision problems for both [Diff ,Diff ] and [S5,Diff ].
Question 7.13. What is the computational complexity of the decision problems for both
[Diff ,Diff ] and [S5,Diff ]?
Question 7.14. What is the optimal bound on the size of the models for [S5,Diff ]?
It is not known whether this strategy can be employed to ascertain the computational
complexity of other non product matching logics such as K4.3 and K, or K4.3 and S5,
whose products are known to be decidable [38].




In this chapter we examine the computational complexity of the decision problem for logics
of the form L × Diff , for a variety of Kripke complete unimodal and bimodal logics L.
By definition, product frames are always ‘grid-like’, and so a typical approach to proving
lower bounds is to encode complex grid-based problems such as tiling problems or Turing
machine reachability problems. With both ‘next-time’ and ‘universal’ modalities in both
dimensions, such reductions are relatively straightforward — a classic example is given by
the undecidable decision problem for Ku×Ku, considered in [38, Theorem 5.37]. However,
in lieu of an appropriate ‘next-time’ operator, it is sometimes possible to employ a version of
Cantor’s enumeration of the ω×ω-plane to encode a grid-like structure along an ascending
sequence of ‘diagonal’ points, with pointers emulating the required horizontal and vertical
‘next-time’ operators [41, 84, 102].
Owing to the lack of structure endemic in the vertical component of those frames for
L × Diff , these tricks fail to find obvious application. In particular, while an ascending
sequence of diagonal points may be definable in our frames, the lack of directionality in
the vertical component prevents any accurate encoding of the requisite ‘next-time’ pointers.
In this chapter we introduce a novel technique, whereby we may directly exploit the grid-
like structure of the product frames to encode various (Minsky) counter machine problems,
thereby obtaining undecidable lower bounds for a range of products of the form L×Diff .
The use of counter machines is attractive, as it appears to require far less structure than
is required of those proofs involving the aforementioned grid-based problems.
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We compare their complexity with the relatively modest complexity of the decision
problem for those corresponding logics of the form L × S5, which are typically decidable
whenever L is decidable, and those corresponding logics of the form L×K4.3, which are
typically undecidable even when L is decidable [38]. We show that, despite the prima facie
similarities between S5 and Diff , the computational complexity of those products of the
form L×Diff can often vastly exceed that of their L×S5 counterparts, and are — in this
regard — more akin to their L×K4.3 counterparts.
In Section 8.1, we introduce (Minsky) counter machines together with a description
of the various reachability problems that shall be employed throughout this chapter, and
their respective computational complexities.
In Section 8.2, we introduce this technique for those cases in which we still have both
horizontal ‘universal’ and ‘next-time’ operators at our disposal. The results of this section
are published in [58]. In Section 8.3 we sharpen this technique and discuss products of the
form L×Diff , where L is characterised by some class of linear orders, without a next-time
operator. The results of this section are published in [59].
Finally, in Section 8.4, we provide a polynomial reduction from the decision problem
for L × Diff to that of L × K4.3, whenever L is Kripke complete, thereby generalising
many pre-existing undecidability results obtained in [84, 102].
8.1 Counter Machines
Counter machines were introduced by Minsky in [87] as an alternative Turing-complete
model of computation that more closely resembles that of modern digital computers than
that of Turing machines [126].
Formally, a counter machine (CM) is a 5-tuple M = (Q, qinit, n,∆, H), where Q is
a finite set of control states, among which is the initial state qinit ∈ Q. The number of
available counters is specified by n < ω, and ∆ ⊆ Q×Opn ×Q describes a set of labelled
transitions over Q, whose labels are taken from the set Opn, comprising the following
permissible counter operations , for i < n:
– i++ (increment counter i by one),
– i−− (decrement counter i by one),
– i?? (test whether counter i is empty).
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Lastly H ⊆ Q denotes a set of halting states , fully determined by ∆, taking q ∈ H if
and only if there is no transition (q, α, q′) ∈ ∆, for any q′ ∈ Q and α ∈ Opn.
The configurations of M are those tuples (q, v) ∈ Q × ωn, where q ∈ Q denotes the
internal state ofM and v : n→ ω is a function describing the current values held by each
of the n counters. The set of all configurations of M is denoted ConfM.
Two configurations are said to be M-consecutive, written (q, v) M−→ (q′, v′), if there is
some α ∈ Opn such that (q, α, q′) ∈ ∆ and, for all i < n,
– If α = i++ then v′(i) = v(i) + 1,
– If α = i−− then v′(i) = v(i)− 1,
– If α = i?? then v′(i) = v(i) = 0,
– If α ∈ {j++, j−−, j??} for some j 6= i, then v′(j) = v(j).
A (reliable) computation of M is a sequence of M-consecutive configurations 〈(qk, vk) ∈
ConfM : k < L〉 of length L ≤ ω, such that:
– q0 = qinit and v0 = ~0, where ~0 denotes the function that assigns zero to all counters;
– If k > 0 then (qk−1, vk−1)
M−→ (qk, vk),
– qk ∈ H if and only if k + 1 = L.
for all k < L. We say that a computation is a terminating if its length L < ω is finite.
Note that we are assuming here that all our computations are initialised with empty
counters. However, this poses no loss of generality, for if we desire our computations to be
initialised at some configuration other than (qinit,~0), we may construct a new machine that
‘mimics’ the instructions of M, after first ‘loading’ the prescribed counter values. There
is a one-to-one correspondence between the computations ofM initialised with this newly
prescribed configuration, and the computation of this new machine initialised with empty
counters.
For our purposes, we will be interested in the following decision problems that may be
asked of counter machines, whose complexity is well-established.
CM Termination: (Σ01-complete [87])
Given a counter machineM, does every reliable computation ofM eventually terminate?
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CM Reachability: (Σ01-complete [87])
Given a counter machineM, and a state ` ∈ Q−H, doesM have a reliable computation
in which ` occurs?
CM Bu¨chi: (Σ11-complete [5])
Given a counter machineM, and a state ` ∈ Q−H, doesM have a reliable computation
in which ` occurs infinitely often?
8.2 Products with ‘Next-time’
In this section we introduce this technique for cases where we still have both horizontal
‘universal’ and ‘next-time’ operators at our disposal. In particular, we consider the cases
where the horizontal component in question is the logic K augmented by either a universal
modality or a master (transitive closure) modality. In both cases, it is the modal operator
native to K that acts as the ‘next-time’ operator, while the roˆle of the universal operator,
is played by the secondary modality.
8.2.1 Universal Modality
Given a Kripke complete unimodal logic L, we define Lu to be the bimodal logic, having
modal operators 3 and 3u, characterised by all those frames of the form (W,R,W 2), where
(W,R) is a frame for L. That is to say that 3u is an additional universal modality capable
of expressing the truth of a given formula anywhere in the universe W , irrespective of the
primary accessibility relation R. Modalities of this kind were introduced and investigated
by Goranko and Passy [50].
Of course, by Proposition 2.4, the intended ‘universality’ of 3u is not modally express-
ible by any modal axioms, and so Lu admits many frames in addition to those of the form
(W,R,W 2). However, since the universal relation on W is an equivalence relation contain-
ing R — a property that can be expressed by modal axioms — so too must be the relation
interpreting 3u in any frame for Lu.
As may be expected, the addition of such a universal modality often leads to a consid-
erable increase in computational complexity, as was demonstrated by Hemaspaandra [121,
60]. For example, while the decision problem for K is PSpace-complete [78], the decision
problem for Ku is ExpTime-complete [60].
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Moreover, while the decision problem for K×K is known to be coNExpTime-complete,
Ku × Ku provides a classic illustration of a logic whose undecidability follows from a
straightforward encoding of the unconstrained tiling problem† [38].
It was proved in [83] that K×S5 is coNExpTime-complete, while the decidability of
Ku×S5 follows from the coN2ExpTime upper bound of CPDL×S5 [105], where CPDL
denotes propositional dynamic logic with the addition of converse actions (see [38] for
definitions and references). This is to say that, while the transition from K×S5 to Ku×S5
marks a considerable increase in complexity, the decision problem remains decidable.
In this section we prove that, unlike K×S5, which remains decidable when augmented
by a horizontal universal modality, there is a jump in complexity from the decidability of
K×Diff , discussed in Section 6.3, to the undecidability of Ku ×Diff .
Theorem 8.1 (Hampson-Kurucz [58]). Let C be any class of bimodal frames for Ku such
that (ω, S, ω2) ∈ C, where S is the successor relation‡ on ω.
Then the decision problem for Log(C × Fr Diff) is Σ01-hard.
We fix an arbitrary counter machine M = (Q, qinit, n,∆, H). Our goal will be to
construct a ML3-formula ψM that is Log(C × Fr Diff)-satisfiable if and only if M has
a non-terminating computation. Since the Termination problem for reliable counter
machines is Σ01-hard, so too must be the decision problem for Log(C × Fr Diff).
To this end, take M = (Fh × Fv,V) to be an arbitrary product model, such that
Fh = (Wh, Rh, R
′
h) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
For each i < n, let pi be a fresh propositional variable, and define
Σi(x) = {y ∈ Wv : rvR+v y and M, (x, y) |= pi},
for all x ∈ Wh. The intention here, is to represent, in the horizontal dimension, the evolv-
ing instances of time, while in the vertical dimension we represent the value of counter i,
at time x ∈ Wh, by the cardinality of Σi(x).
†The unconstrained tiling problem asks whether a given set of tiles types may be compatibly tessel-
lated to cover the entire (ω × ω) plane. The undecidability of this problem was originally proved by
Berger [13], the proof of which was subsequently simplified by Robinson [103]. See [129] and references
therein, for details.
‡That is to say (x, y) ∈ S if and only if y = x+ 1.
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v (3hpi → pi) ∧2+v (pi → 2hpi), (8.1)
inci := 3
=1
v (¬pi ∧3hpi) ∧2+v (pi → 2hpi) ∧2+v (3hpi → 2hpi), (8.2)
deci := 3
=1
v (pi ∧3h¬pi) ∧2+v (3hpi → pi) ∧2+v (3hpi → 2hpi). (8.3)
The interpretation of these formulas is best explained by way of the following lemma.
Lemma 8.2 (Counting Lemma). Let x, x′ ∈ Wh be such that xRhx′.
(i) If M, (x, rv) |= fixi, then Σi(x′) = Σi(x),
(ii) If M, (x, rv) |= inci, then Σi(x′) = Σi(x) ∪ {z} for some z 6∈ Σi(x),
(iii) If M, (x, rv) |= deci, then Σi(x′) = Σi(x)− {z} for some z ∈ Σi(x).
Proof. (i) Suppose y ∈ Σi(x′) then by definition rvR+v y and M, (x′, y) |= pi. Hence we
have that M, (x, y) |= 3hpi, since xRhx′. Therefore M, (x, y) |= pi, by (8.1), which is
to say that y ∈ Σi(x).
Conversely, suppose y ∈ Σi(x) then by definition rvR+v y and M, (x, y) |= pi. Hence
we have that M, (x, y) |= 2hpi, by (8.1). Therefore M, (x′, y) |= pi, since xRhx′,
which is to say that y ∈ Σi(x′).
(ii) By (8.2) there is some unique z ∈ Wv such that rvR+v y and M, (x, z) |= ¬pi ∧3hpi.
In particular, we have that z 6∈ Σi(x).
Now suppose y ∈ Σi(x′) then by definition rvR+v y and (x′, y) |= pi. Hence we have that
M, (x, y) |= 3hpi, since xRhx′. It then follows that, either y = z or M, (x, y) |= pi,
which is to say that y ∈ Σi(x) ∪ {z}.
Conversely, suppose y ∈ Σi(x) then by definition rvR+v y and M, (x, y) |= pi. Hence
we have that M, (x, y) |= 2hpi, by (8.2). Therefore M, (x′, y) |= pi, since xRhx′,
which is to say that y ∈ Σi(x′).
Furthermore we have M, (x, z) |= 3hpi, and so by (8.2), M, (x, z) |= 2hpi. Hence
M, (x′, z) |= pi, since xRhx′, which is to say that z ∈ Σi(x′).
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(iii) By (8.3) there is some unique z ∈ Wv such that M, (x, z) |= pi∧3h¬pi. In particular,
we have that z ∈ Σi(x).
Now suppose y ∈ Σi(x′). Then by definition rvR+v y and (x′, y) |= pi. Hence we have
that M, (x, y) |= 3hpi, since xRhx′. Therefore M, (x, y) |= pi, by (8.3), which is to
say that y ∈ Σi(x). Moreover, by (8.3), we have that M, (x, y) |= 2hpi and hence
y 6= z, since M, (x, z) |= 3h¬pi.
Conversely, suppose y ∈ Σi(x) and y 6= z. Then by definition rvR+v y, M, (x, y) |= pi,
and M, (x, y) |= 2hpi, since y 6= z. Therefore M, (x′, y) |= pi, since xRhx′, which is
to say that y ∈ Σi(x′).
We then specify the action of each counter operation α ∈ Opn by the following combination













j<n fixj if α = i
??.
(8.4)
Next, for each state q ∈ Q, we introduce a fresh propositional variables Sq, and take ϕM




















where Ŝq := Sq ∧
∧
q′ 6=q ¬Sq′ .
The first conjunct specifies the initial configuration (qinit,~0) ∈ ConfM of M, while the
second governs the behaviour of the machine in accordance to the instructions ofM. The
last conjunct stipulates that the computation be non-terminating. The following lemma
makes these intuitions precise.
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Lemma 8.3 (Emulation Lemma). Suppose M, (rh, rv) |= ϕM and let 〈xk ∈ Wh : k < ω〉
be any infinite sequence such that x0 = rh and xkRhxk+1 for all k < ω. Then M has
a non-terminating computation 〈(qk, vk) ∈ ConfM : k < ω〉 such that M, (xk, rv) |= Ŝqk ,
for all k < ω.
Proof. We construct, by induction on the length, an infinite sequence of configurations
〈(qk, vk) ∈ ConfM : k < ω〉 such that q0 = qinit, v0 = ~0, and for all k < ω:
(i) M, (xk, rv) |= Ŝqk ,
(ii) vk(i) = |Σi(xk)|, for all i < n,
(iii) If k > 0 then (qk−1, vk−1)
M−→ (qk, vk).
First, by (8.5), we have that M, (x0, rv) |= Ŝqinit and M, (x0, rv) |= 2+v ¬pi, for all i < n,
where x0 = rh. Hence we may take, as our first configuration, the tuple (q0, v0), where
q0 = qinit and v0 = ~0.
Now suppose that (qk, vk) ∈ ConfM has already been defined, for some k < ω. By
the induction hypothesis, we have that M, (xk, rv) |= Ŝqk , while it follows from (8.19) that
qk 6∈ H. Thus, we may infer from (8.6) that
M, (xk, rv) |= 2hŜqk+1 ∧ Doα,
for some (qk, α, qk+1) ∈ ∆. Hence we have that M, (xk+1, rv) |= Ŝqk+1 , since xkRhxk+1,
thereby satisfying (i).
We define vk+1 : n→ ω by taking
vk+1(i) = |Σi(k + 1)|,
for all i < n, thereby satisfying (ii).
It remains to show that (qk, vk)
M−→ (qk+1, vk+1). So suppose that i < n, and consider
each of the four following cases, each of which follows from Lemma 8.2 and the induction
hypothesis.
– If α = i++, then by (8.4) we have that M, (xk, rv) |= inci. It then follows that
vk+1(i) = |Σi(xk+1)| = |Σi(xk)|+ 1 = vk(i) + 1.
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– If α = i−−, then by (8.4) we have that M, (xk, rv) |= deci. It then follows that
vk+1(i) = |Σi(xk+1)| = |Σi(xk)| − 1 = vk(i)− 1.
– If α = i??, then by (8.4) we have that M, (xk, rv) |= 2+v ¬pi∧fixi. It then follows that
vk(i) = |Σi(xk)| = 0 and vk+1(i) = |Σi(xk+1)| = |Σi(xk)| = vk(i).
– In all other cases where α ∈ {j++, j−−, j??} for j 6= i, we find that M, (xk, rv) |= fixi.
It then follows that
vk+1(i) = |Σi(xk+1)| = |Σi(xk)| = vk(i).
Thus, we conclude that (qk, vk)
M−→ (qk+1, vk+1), thereby satisfying (iii). Hence, by in-
duction on the length of the sequence, we can construct an appropriate non-terminating
computation for M, as required.
With this, we are now in a position to prove Theorem 8.1.
Proof of Theorem 8.1. Let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, and
take
ψM := 2uh3h> ∧ ϕM.
We claim that ψM is Log(C × Fr Diff)-satisfiable if and only if M has a non-terminating
computation.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable. Then M, (rh, rv) |= ψM, for some
model M = (Fh×Fv,V), where Fh = (Wh, Rh, R′h) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
Since M, (rh, rv) |= 2uh3h>, we can inductively generate an infinite ascending chain
{xk ∈ Wh : k < ω} such that x0 = rh and xkRhxk+1, for all k < ω, as can be
easily verified.
It then follows immediately from Lemma 8.3 thatM has a non-terminating compu-
tation.
(⇐) Conversely, suppose thatM has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉. We define a model M = (Fh × Fv,V), where Fh = (ω, S, ω2) ∈ C and
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Fv = (ω, 6=) ∈ Fr Diff , by taking
V(Sq) = {(k, 0) : k < ω and q = qk}, for each q ∈ Q,
V(pi) = {(k,m) : k < ω and m < vk(i)}, for each i < n.
It is then straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C × Fr Diff)-satisfiable.
Now, since the Termination problem for counter machines is Σ01-hard, so too must
be the decision problem for Log(C × Fr Diff), as required.
It now follows from Theorem 8.1 that Ku×Diff is undecidable; taking C to be the class
of all frame for Ku, which contains (ω, S, ω
2). Moreover, since both Fr Ku and Fr Diff are
definable by means of a recursive (indeed, finite) set of first-order formulas, the recursive
enumerability of Ku ×Diff is a immediate corollary of Theorem 3.5.
Corollary 8.4. The decision problem for Ku ×Diff is Σ01-complete.
8.2.2 Transitive Closure Operator
It is tempting to consider the possibility of using the Reachability problem, in place
of the non-Termination problem, in the proof of Theorem 8.1; constructing, instead, a
formula that is satisfiable if and only if M has a computation reaching a given control
state ` ∈ Q. One might imagine that something akin to
ψM := 2uh3h> ∧ ϕM ∧3uhŜ`
would achieve this goal?
Of course, such a proposal would provide us with a non-recursively enumerable lower
bound for Ku×Diff , violating Theorem 3.5. The problem here, is that the interpretation
of the universal modality may well extend far beyond the set of points reachable by any
finite sequence of Rh-transitions.
However, in cases where we have not just a universal modality, but rather a ‘master
modality’ or ‘common knowledge operator’ , interpreted by the reflexive-transitive closure
of Rh [14], we obtain a much stronger result.
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For a given Kripke complete unimodal logic L, let LC denote the bimodal logic, having
modal operators 3 and 3∗ , characterised by all those frames of the form (W,R,R∗), where
(W,R) is a frame for L and R∗ denotes the reflexive-transitive closure of R. It is known




∗(p→ 2p)→ (p→ 2∗p),
which, together, corresponds to the stipulation that the relation interpreting 3∗ should be
precisely the reflexive-transitive closure of the relation interpreting 3. It follows that if
(W,R1, R2) is a frame for LC then R2 is the reflexive-transitive closure of R1.
While it is the case that KC × S5 is decidable in coN2ExpTime [38, Theorem 6.49],
the following modification of Theorem 8.1 reveals that not only is KC ×Diff undecidable,
but that its decision problem is not even analytic†.
Theorem 8.5 (Hampson-Kurucz [58]). Let C be any class of bimodal frames for KC such
that (ω, S,≤) ∈ C, where S is the successor relation on ω. Then the decision problem for
Log(C × Fr Diff) is Π11-hard.
Proof. We prove that the Bu¨chi problem for counter machines is reducible to satisfiability
problem for Log(C × Fr Diff). To this end, let M = (Q, qinit, n,∆, H) be an arbitrary
counter machine, with ` ∈ Q, and define
ψM := ϕM ∧2∗h3h3∗hŜ`.
We claim that ψM is Log(C×Fr Diff)-satisfiable if and only if there is a reliable computation
of M in which ` occurs infinitely often.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable then M, (rh, rv) |= ψM for some
model M = (Fh×Fv,V), where Fh = (Wh, Rh, R∗h) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
Since M, (rh, rv) |= 2∗h3h3∗hŜ` we may inductively define an infinite sequence
〈xˆk ∈ Wh : k < ω〉 such that xˆ0 = rh, and for all k < ω:
– xˆkR
∗
hxˆk+1 and xˆ 6= xˆk+1,
†This result improves upon the Π01-hardness result given in [58], which employed a similar reduction
from the Reachability problem for reliable counter machines.
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– M, (xˆk, rv) |= Ŝ`.
However, since R∗h is the reflexive-transitive closure of Rh, we may extend this se-
quence to some sequence 〈xk ∈ Wh : k < ω〉 such that x0 = rh and xkRhxk+1, where
M, (xk, rv) |= Ŝ`, for infinitely many k < ω. That is to say that, for every xˆkR∗hxˆk+1,
we insert finitely many xj’s connecting xˆk to xˆk+1.
By Lemma 8.3, there is a some computation 〈(qk, vk) ∈ ConfM : k < ω〉 of M
such that,
M, (x, rv) |= Ŝqk ,
for all k < ω.
However, since M, (xk, rv) |= Ŝ`, for infinitely many k < ω, it follows that there is a
computation of M in which ` occurs infinitely often.
(⇐) Conversely, suppose that M has a computation 〈(qk, vk) ∈ ConfM : k < ω〉 in which
` occurs infinitely often. Take M to be the model defined in the proof of Theorem 8.1.
It is then straightforward to check that M, (0, 0) |= ψM.
Now, since the Bu¨chi problem for counter machines is Σ11-hard, so too must be the
satisfiability problem for Log(C×Fr Diff). Hence, the decision problem for Log(C×Fr Diff)
must be Π11-hard, as required.
It now follows from Theorem 8.5 that the decision problem for KC ×Diff is Π11-hard;
taking C to be the class of all frames for KC , which contains (ω, S,≤). Thus we have the
following corollary.
Corollary 8.6. The decision problem for KC ×Diff is Π11-hard.
Propositional temporal logic PTL#2, with ‘future’ and ‘next-time’ operators is the logic
characterised by the frame (ω, S,≤). It is proved in [38, Theorem 6.29] that PTL#2 × L
is characterised by the class of frames (ω, S,≤)× FrL, whenever L is any Kripke complete
modal logic whose frames are first-order definable in the language having equality and a
binary predicate symbol. Hence, we obtain, as a further corollary of Theorem 8.5, that the
decision problem for PTL#2 ×Diff , too, is non-analytic.
Corollary 8.7. The decision problem for PTL#2 ×Diff is Π11-hard.
This is perhaps a more striking result since the decision problem for PTL#2 × S5 is
known to be ExpSpace-complete [38, Theorem 6.65].
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8.3 Products without ‘Next-time’
In the previous section, we considered only those cases in which we were afforded both hor-
izontal ‘universal’ and ‘next-time’ operators. It is tempting to think that this places fairly
restrictive limitations on this technique — especially given the decidability of K×Diff ,
discussed in Section 6.3, which has only a single horizontal modality at its disposal.
In this section, we show that this technique can also be effective in cases where the
horizontal dimension is characterised by some class of (unimodal) linear orders without a
‘next-time’ operator. However, it is possible to overcome this deficiency by constructing
an ascending sequence of ‘diagonal’ points, with each ‘step’ along the diagonal being used
to emulate the transition of control states of our chosen machine.
Unfortunately, this limited use of a ‘next-time’ operator does not extend to our previous
emulation of our ‘counting mechanism’ whereby a single propositional variable was reserved
for each counter. Instead we must construct a new counting mechanism that does not
require the use of a ‘next-time’ operator.
8.3.1 Linear Orders
A frame F = (W,R) is said to be a linear order if it satisfies the following first-order
conditions:
– transitivity: ∀x∀y∀z (xRy ∧ yRz → xRz),
– antisymmetry: ∀x∀y (xRy ∧ yRx→ x = y),
– connectivity: ∀x∀y (xRy ∨ x = y ∨ yRx).
A linear order is said to be strict if there is no x ∈ W such that xRx, and dense if
for all x, y ∈ W there is some z ∈ W such that xRz and zRy. A well-order is any linear
order for which every non-empty subset of W contains an element that is minimal with
respect to R. For all x, y ∈ W , we say that y is the immediate R-successor of x if xRy
and there is no z ∈ W such that xRz and zRy. We define the immediate R-predecessor
of x, analogously. Call a sequence 〈xk ∈ W : k < L〉, of length L ≤ ω, a strictly ascending
R-chain if xk−1Rxk and xk−1 6= xk, for all 0 < k < L.
The following result answers a long standing question posed by Reynolds [101] and oth-
ers [83, 102], as well as generalising many pre-existing results relating to products in which
one component is characterised by some class of linear orders; to be discussed in Section 8.4.
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Theorem 8.8 (Hampson-Kurucz [59]). Let C be any class of strict linear orders such that
(ω,<) ∈ C. Then the decision problem for Log(C × Fr Diff) is Σ01-hard.
As above, we fix an arbitrary reliable counter machine M = (Q, qinit, n,∆, H), and let
M = (Fh × Fv,V) be a rooted product model, where Fh = (Wh, Rh) ∈ C is a strict linear
order and Fv = (Wv, Rv) ∈ Fr Diff .
The first task we face with transitive frames is the lack of a meaningful ‘next time’ oper-
ation. For while we may easily specify the global behaviour of our counter machine, we
cannot so easily speak about the immediate Rh-successor of a given state without some
additional structure.
To this end, let c, d be propositional variables and take gridfw to be the following formula:
c ∧ 2+h3v(d ∧3hc ∧ ¬3h3hc). (8.8)































Figure 8.1: Illustration of the grid generated by gridfw.
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Lemma 8.9. Suppose that M, (rh, rv) |= gridfw. Then there are two infinite sequences
〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉, such that, for all k < ω:
(i) a0 = rh and if k > 0 then ak is the immediate Rh-successor of ak−1,
(ii) b0 = rv and if k > 0 then rvRvbk,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak−1, bk) |= d.
Proof. First let a0 = rh and b0 = rv, so that M, (a0, b0) |= c, as required.
Now suppose that we have already defined ak ∈ Wh, bk ∈ Wv, for some k < ω. By (i),
we have that rhR
+
h ak and so it follows from (8.8) that there is some bk+1 ∈ Wv such that
rvRvbk+1 and M, (ak, bk+1) |= d ∧ 3hc ∧ ¬3h3hc. Hence, there must be some ak+1 ∈ Wh
such that akRhak+1 and M, (ak+1, bk+1) |= c. Moreover, ak+1 must be the immediate
Rh-successor of ak since M, (ak, bk+1) |= ¬3h3hc. Hence, by induction on the length, we
can construct two appropriate sequences, as required.
Rather than reserving a single variable to represent each counter, we introduce two
counter variables pi and qi, for each i < n. The intuition behind this is that pi marks
the instances where the counter i is incremented, and remains true thereafter; subsequent
decrements to the counter i are marked by ‘covering’ pi with the variable qi. Hence the
true value of the counter will be represented by those places marked by (pi ∧ ¬qi).
To be more precise, for each i < n, we define
Σi(x) = {y ∈ Wv : rvR+v y and M, (x, y) |= pi ∧ ¬qi}, (8.9)
for all x ∈ Wh. The value of counter i, held at instance x ∈ Wh, is then captured by the
cardinality of Σi(x).
To facilitate these changes we also introduce the variables start(pi) and start(qi) to mark
those instances where we first satisfy pi and qi, respectively
†. For each p ∈ {pi, qi : i < n}
†Strictly speaking, these additional variables are redundant, as can be seen from the proof given in [59].
However their inclusion here aids the simplicity of the subsequent proofs, and will be invaluable in Sec-
tion 8.3.4
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v (p→ 2hp). (8.11)
The effect of which is illustrated by the following lemma.





v y and x
′ is the immediate Rh-successor of x. Then we have that:
(i) If M, (x, y) |= start(p) then M, (x, y) |= ¬p and M, (x′, y) |= p,
(ii) If M, (x, y) |= ¬start(p) then M, (x, y) |= p if and only if M, (x′, y) |= p.
Proof. (i) Suppose that M, (x, y) |= start(p). It then follows from (8.10) that
M, (x, y) |= ¬p ∧2hp. Hence, we have that M, (x′, y) |= p, since xRhx′, as required.
(ii) Suppose that M, (x, y) |= ¬start(p). By (8.10), we have that M, (x, y) |= 2hp→ p.
Suppose that M, (x′, y) |= p. Then by (8.11), we have that M, (x, y) |= 2hp, since x′
is the immediate Rh-successor of x. It then follows that M, (x, y) |= p. Conversely,
suppose that M, (x, y) |= p. Then it is immediate from (8.11) that M, (x′, y) |= p,
since xRhx
′, as required.
Take counter to be the conjunction of counter(p), for all p ∈ {pi, qi : i < n}, together
with the following formula, stipulating that we cannot mark a counter as ‘off’ before we




v (qi → pi). (8.12)
With these prerequisite definitions, we may easily define the behaviour of each of the
possible counter operations of Opn. For each i < n we define the following formulas:
fixfwi := 2
+
v ¬start(pi) ∧2+v ¬start(qi), (8.13)
incfwi := 3
=1
v start(pi) ∧2+v ¬start(qi), (8.14)
decfwi := 3
=1
v start(qi) ∧2+v ¬start(pi). (8.15)
The interpretation of which is explained by the following analogue of Lemma 8.2.
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Lemma 8.11 (Counting Lemma). Suppose that M, (rh, rv) |= gridfw ∧ counter. Then for
all k < ω:
(i) If M, (ak, rv) |= fixfwi , then Σi(ak+1) = Σi(ak),
(ii) If M, (ak, rv) |= incfwi , then Σi(ak+1) = Σi(ak) ∪ {z} for some z 6∈ Σi(ak),
(iii) If M, (ak, rv) |= decfwi , then Σi(ak+1) = Σi(ak)− {z} for some z ∈ Σi(ak).
Proof. (i) Suppose that y ∈ Σi(ak+1). Then by definition rvR+v y and M, (ak+1, y) |=
pi ∧ ¬qi. By (8.13), we have that M, (ak, y) |= ¬start(pi) ∧ ¬start(qi). It then follows
from Lemma 8.10 that M, (ak, y) |= pi∧¬qi, since ak+1 is the immediate Rh-successor
of ak. This is to say that y ∈ Σi(ak).
Conversely, suppose that y ∈ Σi(ak). Then by definition rvR+v y and M, (ak, y) |=
pi ∧ ¬qi. By (8.13), we have that M, (ak, y) |= ¬start(pi) ∧ ¬start(qi). Again, it then
follows from Lemma 8.10 that M, (ak+1, y) |= pi ∧ ¬qi, since ak+1 is the immediate
Rh-successor of ak. This is to say that y ∈ Σi(ak+1).
(ii) By (8.14), there is some unique z ∈ Wv such that rvR+v z and M, (ak, z) |= start(pi)∧
¬start(qi). By Lemma 8.10 we have that M, (ak, z) |= ¬pi and M, (ak+1, z) |= pi, since
ak+1 is the immediate Rh-successor of ak. It follows from (8.12) that M, (ak, z) |= ¬qi
and so, by Lemma 8.10, M, (ak+1, z) |= ¬qi. Hence z 6∈ Σi(ak) and z ∈ Σi(ak+1).
Now suppose that y ∈ Σi(ak+1). Then by definition rvR+v y andM, (ak+1, y) |= pi∧¬qi.
If y 6= z then it follows from (8.14) that M, (ak, y) |= ¬start(pi) ∧ ¬start(qi).
It then follows from Lemma 8.10 thatM, (ak, y) |= pi∧¬qi, since ak+1 is the immediate
Rh-successor of ak. This is to say that y ∈ Σi(ak).
Conversely, suppose that y ∈ Σi(ak). Then by definition rvR+v y and M, (ak, y) |=
pi ∧ ¬qi.
We know that y 6= z since z 6∈ Σi(ak), and so it follows from (8.14) that M, (ak, y) |=
¬start(pi)∧¬start(qi). Again, it then follows from Lemma 8.10 thatM, (ak+1, y) |= pi∧
¬qi, since ak+1 is the immediate Rh-successor of ak. This is to say that y ∈ Σi(ak+1).
(iii) By (8.15), there is some unique z ∈ Wv such that rvR+v z and M, (ak, z) |= ¬start(pi)∧
start(qi). By Lemma 8.10 we have that M, (ak, z) |= ¬qi and M, (ak+1, z) |= qi, since
ak+1 is the immediate Rh-successor of ak. It follows from (8.12) that M, (ak+1, z) |= pi
and so, by Lemma 8.10, M, (ak, z) |= pi. Hence z ∈ Σi(ak) and z 6∈ Σi(ak+1).
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Now suppose that y ∈ Σi(ak+1). Then by definition rvR+v y andM, (ak+1, y) |= pi∧¬qi.
We know that y 6= z since z 6∈ Σi(ak+1), and so it follows from (8.15) that M, (ak, y) |=
¬start(pi) ∧ ¬start(qi). It then follows from Lemma 8.10 that M, (ak, y) |= pi ∧ ¬qi,
since ak+1 is the immediate Rh-successor of ak. This is to say that y ∈ Σi(ak).
Conversely, suppose that y ∈ Σi(ak) and y 6= z. Then by definition rvR+v y and
M, (ak, y) |= pi ∧ ¬qi. By (8.15), we have that M, (ak, y) |= ¬start(pi) ∧ ¬start(qi),
since y 6= z. Again, it then follows from Lemma 8.10 that M, (ak+1, y) |= pi ∧ ¬qi,
since ak+1 is the immediate Rh-successor of ak. This is to say that y ∈ Σi(ak+1).













j if α = i
−−,




j if α = i
??.
(8.16)
As above, we introduce a fresh propositional variable Sq, for each control state q ∈ Q,
























where Ŝq := Sq ∧
∧
q′ 6=q ¬Sq′ .
The first conjunct specifies the initial configuration (qinit,~0) ∈ ConfM, while the second
governs the behaviour of the machine in accordance to the instructions of M. The last
conjunct stipulates that the computation be non-terminating. These details are more
formally addressed by the following lemma.
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Lemma 8.12 (Emulation Lemma). Suppose that M, (rh, rv) |= gridfw ∧ counter ∧ϕM and
let 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 be any infinite sequences satisfying conditions
(i)–(iv) of Lemma 8.9. Then M has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 such that M, (ak, bk) |= Ŝqk , for all k < ω.
Proof. We construct, by induction on the length, an infinite sequence of configuration
〈(qk, vk) ∈ ConfM : k < ω〉 such that q0 = qinit, v0 = ~0, and for all k < ω:
(i) M, (ak, bk) |= Ŝqk ,
(ii) vk(i) = |Σi(ak)|, for all i < n,
(iii) If k > 0 then (qk−1, vk−1)
M−→ (qk, vk).
Firstly, by Lemma 8.9 we have that rh = a0, rv = b0, while by (8.5), we have that
M, (a0, b0) |= Ŝqinit and M, (a0, b0) |= 2+v ¬pi, for all i < n. Hence we may take, as our first
configuration, the tuple (q0, v0), where q0 = qinit and v0 = ~0.
Now suppose that (qk, vk) ∈ ConfM has already been defined, for some k < ω. By
the induction hypothesis, we have that M, (ak, bk) |= Ŝqk , while it follows from (8.19) that
qk 6∈ H. Furthermore, by Lemma 8.9 we have that M, (ak, rh) |= 3v(c ∧ Ŝqk).
Thus, we may infer from (8.18) that





for some (q, α, qk+1) ∈ ∆. It then follows from Lemma 8.9 that M, (ak+1, bk+1) |= Ŝqk+1 ,
thereby satisfying (i).
We define vk+1 : n→ ω by taking
vk+1(i) = |Σi(ak+1)|,
for all i < n, thereby satisfying (ii).
It remains to show that (qk, vk)
M−→ (qk+1, vk+1). Suppose that i < n, and consider
each of the four following cases, each of which follows from Lemma 8.11 and the induction
hypothesis:
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– If α = i++, then by (8.16) we have that M, (ak, rv) |= incfwi . It then follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)|+ 1 = vk(i) + 1.
– If α = i−−, then by (8.16) we have that M, (ak, rv) |= decfwi . It then follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)| − 1 = vk(i)− 1.
– If α = i??, then by (8.16) we have that M, (ak, rv) |= 2+v (pi → qi) ∧ fixfwi . It then
follows that
vk(i) = |Σi(ak)| = 0 and vk+1(i) = |Σi(ak+1)| = |Σi(ak)| = vk(i).
– In all other cases where α ∈ {j++, j−−, j??} for j 6= i, we find that M, (ak, rv) |= fixfwi .
It then follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)| = vk(i).
Thus, we conclude that (qk, vk)
M−→ (qk+1, vk+1), thereby satisfying (iii). Hence, by in-
duction on the length of the sequence, we can construct an appropriate non-terminating
computation for M, as required.
We are now in a position to prove Theorem 8.8.
Proof of Theorem 8.8. We prove that the non-Termination problem for reliable counter
machines is reducible to the satisfiability problem for Log(C × Fr Diff). To this end, let
M = (Q, qinit, n,∆, H) be an arbitrary counter machine, and define
ψM := grid
fw ∧ counter ∧ ϕM
It remains to show that ψM is Log(C × Fr Diff)-satisfiable if and only if there is a non-
terminating computation of M.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable then M, (rh, rv) |= ψM for some
model M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
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It follows immediately from Lemmas 8.11 and 8.12, that M has a non-terminating
computation.
(⇐) Conversely, suppose thatM has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉. We define a product model M = (Fh × Fv,V), where Fh = (ω,<) ∈ C and
Fv = (ω, 6=) ∈ Fr Diff , by taking
V(c) = {(k, k) : k < ω},
V(d) = {(k, k − 1) : 0 < k < ω},
V(Sq) = {(k, k) : k < ω and qk = q}, for each q ∈ Q.
We define, for each i < n, the functions η+i , η
−
i : ω → ω, by taking η+i (0) = η−i (0) = 0
and, for all k < ω,





if vk+1(i) > vk(i),
η+i (k) otherwise,





if vk+1(i) < vk(i),
η−i (k) otherwise.
This is to say that η+i records the cumulative sum of all the increments made to
counter i, while η−i records the cumulative sum of all the decrements. It follows by
a simple induction that
(
η+i (k)− η−i (k)
)
= vk(i), for all k < ω.
We then define the valuations of pi and qi, by taking
V(pi) = {(k,m) : k < ω and m < η+i (k)},
V(qi) = {(k,m) : k < ω and m < η−i (k)},
for all i < n. It follows that m ∈ Σi(k) if and only if (k,m) ∈ V(pi)−V(qi), which
is to say that η−i (k) ≤ m < η+i (k). Therefore |Σi(k)| = η+i (k)− η−i (k) = vk(i).
Lastly we evaluate start(p) by taking, for all k,m < ω,
V(start(p)) =
{
(k,m) : (k,m) 6∈ V(p) and (k + 1,m) ∈ V(p)},
for each p ∈ {pi, qi : i < n}.
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It is then straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C × Fr Diff)-satisfiable.
Now, since the Termination problem for reliable counter machines is Σ01-hard, so too
must be the decision problem for Log(C × Fr Diff), as required.
By a straightforward bulldozing argument (see, for example [14]), every frame for K4.3
is the p-morphic image of some strict linear order. Hence, it follows, as an immediate
corollary of Theorem 8.8 and Proposition 2.4, that the decision problem for K4.3×Diff is
undecidable; taking C to be the class of all strict linear orders. Moreover, by Theorem 3.5,
we have that K4.3 ×Diff is recursively enumerable, since both Fr K4.3 and Fr Diff are
definable by some recursive set of first-order conditions.
Corollary 8.13. The decision problem for K4.3×Diff is Σ01-complete.
Here, again, we see a great disparity between S5-products and Diff -products, compar-
ing the modest 2ExpTime complexity of the decision problem for K4.3 × S5 [101] with
the undecidability of K4.3×Diff .
8.3.2 Modally Discrete Linear Orders
A linear order F = (W,R) is said to be modally discrete if, between any two points, there
is no infinite strictly ascending R-chain. It is a straightforward exercise to show that an
arbitrary strict linear order is modally discrete if and only if it validates the following
axiom [111, 46]:
(dis) := 2(2p→ p)→ (32p→ 2p),
while it was proved by Prior [98] that an arbitrary reflexive linear order is modally discrete
if and only if it validates Dummett’s axiom (originating in [30]):
(dum) := 2
(
2(p→ 2p)→ p)→ (32p→ p).
We define DisK4.3 to be the smallest normal extension of K4.3 containing (dis), whose
frames comprise the class of all modally discrete strict linear orders, while S4.3Dum
is defined to be the smallest normal extension of S4.3 containing (dum), whose frames
comprise the class of all modally discrete reflexive linear orders.
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The class of all modally discrete strict linear orders is not first-order definable, and as
such, the complexity of the decision problems for both DisK4.3×Diff and S4.3Dum×
Diff are not bound by the impositions of Theorem 3.5. Here we show that, indeed, for
any class of modally discrete strict linear orders containing (ω,<), the decision problem
for Log(C × Fr Diff) is not only undecidable, but non-analytic.
Treatment of reflexive linear orders will be postponed until Section 8.3.4, where we
show that the decision problem for S4.3Dum×Diff is also non-analytic.
Theorem 8.14 (Hampson-Kurucz [59]). Let C be any class of modally discrete strict linear
orders such that (ω,<) ∈ C. Then the decision problem for Log(C × Fr Diff) is Π11-hard.
Proof. We prove that the Bu¨chi problem for counter machines is reducible to the satisfia-
bility problem for Log(C ×Fr Diff). To this end, letM = (Q, qinit, n,∆, H) be an arbitrary
counter machine, with ` ∈ Q, and define
ψM := grid
fw ∧ counter ∧ ϕM ∧2+h3h2+v (c→ Ŝ`).
We claim that ψM is Log(C × Fr Diff)-satisfiable if and only if there is a computation of
M in which ` occurs infinitely often.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable. Then M, (rh, rv) |= ψM, for some
model M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
By Lemma 8.12, there is a some non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 of M such that, for all k < ω,
M, (ak, bk) |= Ŝqk ,
where ak ∈ Wh and bk ∈ Wv are as defined in Lemma 8.9.
Now, for each m < ω, we have that rhR
+
h am and so M, (am, rv) |= 3h2+v (c → Ŝ`).
Therefore, there is some a ∈ Wh such that amRha and M, (a, rv) |= 2+v (c → Ŝ`).
Furthermore, since Fh is modally discrete, we have that a = aj for some m < j < ω,
for otherwise the sequence 〈ak : m < k < ω〉 would form an infinite ascending chain
between am and a. It then follows from Lemma 8.9 that M, (aj, rv) |= Ŝ`. Thus
we may conclude that there is some non-terminating computation of M in which `
occurs infinitely often.
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(⇐) Conversely, suppose thatM has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 in which ` occurs infinitely often. Take M to be the model defined in the
proof of Theorem 8.8. It is then straightforward to check that M, (0, 0) |= ψM, and
hence it follows that ψM is Log(C × Fr Diff)-satisfiable.
Now, since the Bu¨chi problem for counter machines is Σ11-hard, so too must be the
satisfiability problem for Log(C×Fr Diff). Hence, the decision problem for Log(C×Fr Diff)
must be Π11-hard, as required.
It follows immediately from Theorem 8.14 that DisK4.3×Diff is non-analytic; taking
C to be the class of all modally discrete strict linear orders.
Corollary 8.15. The decision problem for DisK4.3×Diff is Π11-hard.
As two further corollaries, we have that the decision problems for both Log(ω,<)×Diff
and Log((ω,<)× Fr Diff) are Π11-hard. The former being characterised by those product
frames whose first component is a right-unbounded, modally discrete linear order and
whose second component is a frame for Diff . Note further that these two logics are
distinct; despite their prima facie similarities. In [38, Theorem 6.29] it is wrongly stated
that Log(ω,<) × S5 and Log((ω,<) × Fr S5) are identical. However, this is shown to be
incorrect in [72]; the same formula that distinguishes these two logics also distinguishes
Log(ω,<)×Diff from Log((ω,<)× Fr Diff).
Corollary 8.16. The decision problems for both Log(ω,<)×Diff and Log((ω,<)×Fr Diff)
are Π11-hard.
Here, the non-analyticity of Log((ω,<) × Fr Diff) stands in marked contrast to the
ExpSpace-completeness of the decision problem for Log((ω,<) × Fr S5) [38, Theorem
6.65]†. It is suspected that the decision problem for Log(ω,<) × S5 too is decidable;
however, a correct proof is yet to appear.
Question 8.17. Is the decision problem for Log(ω,<)× S5 decidable?
†Here, this theorem is misstated as proving the ExpSpace-completeness of Log(ω,<)× S5, where, in
truth, what is proved is that Log((ω,<)× FrS5) is ExpSpace-completeness.
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These results highlight the discrepancy between the computational complexity of prod-
ucts and that of their constituent parts. It is well-known that the decision problem for both
K4.3 and Log(ω,<) are coNP-complete [91] while the complexity of Ku is ExpSpace-
complete [121], necessitating the existence of some polynomial reduction from Log(ω,<) to
Ku. However, there can be no such reduction between their product logics, since the deci-
sion problem for Log(ω,<)×Diff is overwhelmingly more complex than the more modest
Ku ×Diff , whose decision problem is recursively enumerable.
8.3.3 Finite Linear Orders
The following standard result of [38], paraphrased here, provides us with a finite bound on
the size of the product models for Log(C × Fr Diff), whenever C comprises some class of
finite frames.
Proposition 8.18. Let L be any Kripke complete unimodal logic characterised by its finite
frames and let C be any class of finite frames. Then Log(C × FrL) has the finite product
model property.
Proof. See Proposition 5.35 of [38].
It is well-known that Diff enjoys the polysize model property and is thus characterise
by its finite frames [26]. Hence, it follows from Proposition 8.18 that Log(C × Fr Diff)
enjoys the product fmp, whenever C comprises a class of finite frames.
Indeed, should C also be recursive, then the decision problem for Log(C×Fr Diff) would
be co-recursively enumerable; to check whether an arbitrary formula ϕ ∈ ML2 is valid in
Log(C × Fr Diff) it is enough to enumerate all finite models, based on product frames for
Log(C ×Fr Diff) — enumerable, since both C and Fr Diff are recursive — and sequentially
search for a refuting model.
For this reason, there can be no reduction from the Termination problem to the
decision problem for such logics Log(C × Fr Diff). For such a reduction would directly
contradict their supposed co-recursive enumerability. However, over finite linear orders
we may, instead, encode instances of the non-Reachability problem for a given counter
machine, thereby providing us with the optimal Π01-complete lower bound.
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Theorem 8.19 (Hampson-Kurucz [59]). Let C be the class of all finite strict linear orders.
Then the decision problem for Log(C × Fr Diff) is Π01-hard.
First, we note that gridfw is satisfiable only in those frames having an infinite ascend-
ing Rh-chain, in accordance with Lemma 8.9. However, the following variation of grid
fw
provides the same service, while enjoying the benefit of finite satisfiability. We take gridfin
to be the formula:
c ∧2+h
(
3h> → 3v(d ∧3hc ∧ ¬3h3hc)
)
, (8.20)
for which we have the following analogue of Lemma 8.9.
Lemma 8.20. Suppose that M, (rh, rv) |= gridfin. Then there is some L ≤ ω and two
sequences 〈ak ∈ Wh : k < L〉 and 〈bk ∈ Wv : k < L〉 of length L, such that, for all k < ω:
(i) a0 = rh and if k > 0 then ak is the immediate Rh-successor of ak−1,
(ii) b0 = rv and if k > 0 then rvRvbk,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak−1, bk) |= d,
(v) M, (ak, rv) |= 2h⊥ if and only if k + 1 = L.
Proof. The proof is analogous to that of Lemma 8.9.
For each q ∈ Q, let Sq be a fresh propositional variable and take ϕM to be the conjunc-
tion of the formulas given in (8.17)–(8.19), as defined in the proof of Theorem 8.8. The
following emulation lemma is completely analogous to that of Lemma 8.12.
Lemma 8.21. Suppose that M, (rh, rv) |= gridfin∧counter∧ϕM, and let 〈ak ∈ Wh : k < L〉
and 〈bk ∈ Wv : k < L〉 be any sequence satisfying conditions (i)–(v) of Lemma 8.20, for
some L ≤ ω. Then M has a computation 〈(qk, vk) ∈ ConfM : k < L′〉 of length L′ > L,
such that M, (ak, bk) |= Ŝqk , for all k < L.
Proof. The proof is analogous to that of Lemma 8.12.
Theorem 8.19 is now a straightforward consequence of Lemma 8.21.
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Proof of Theorem 8.19. We prove that the Reachability problem for reliable counter
machines is reducible to the satisfiability problem for Log(C × Fr Diff).
Let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, with ` ∈ Q−H, and define
ψM := grid
fin ∧ counter ∧ ϕM ∧2+h
(
2h⊥ → 2+v (c→ Ŝ`)
)
.
We show that ψM is Log(C × Fr Diff)-satisfiable if and only if there is a computation of
M in which ` occurs.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable then M, (rh, rv) |= ψM for some
model M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ C is a finite linear order and
Fv = (Wv, Rv) ∈ Fr Diff .
By Lemma 8.20 there are two sequences 〈ak ∈ Wh : k < L〉 and 〈bk ∈ Wv : k < L〉,
of length L ≤ ω, such that M, (ak, bk) |= 2h⊥ if and only k + 1 = L. Since C
comprises only finite linear orders must have that L < ω is finite, and consequently,
M, (am, rv) |= 2h⊥, for m = L− 1.
By Lemma 8.21, there is a some computation 〈(qk, vk) ∈ ConfM : k < L′〉 of M, of
length L′ > L, such that, for all k < L,
M, (ak, bk) |= Ŝqk .
In particular, since M, (rh, rv) |= 2+h
(
2h⊥ → 2+v (c → Ŝ`)
)
, we must have that
M, (am, bm) |= Ŝ`. Hence there is some computation of M in which ` occurs.
(⇐) Conversely, suppose that M has a computation 〈(qk, vk) ∈ ConfM : k < ω〉 such
that qm = q` for some m < ω. We define the model M = (Fh × Fv,V), where
Fh = (m,<) ∈ C is a finite strict linear order and Fv = (m, 6=) ∈ Fr Diff , by taking
V to be the valuation defined in the proof of Theorem 8.8, restricted to the domain
of Fh × Fv.
Again, it is straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C × Fr Diff)-satisfiable, as required.
Now, since the Reachability problem for reliable counter machines is Σ01-hard, so
too must be satisfiability problem for Log(C × Fr Diff). Hence the decision problem for
Log(C × Fr Diff) must be Π01-hard, as required.
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Moreover, as mentioned above, it follows from Proposition 8.18 that the decision prob-
lem for Log(C × Fr Diff) is co-recursively enumerable, whenever C comprises a recursive
set of finite frames. Consequently we find that the lower bound given in Theorem 8.19 is
optimal, whenever C is recursive.
Corollary 8.22. Let C be the class of all finite strict linear orders. Then the decision
problem for Log(C × Fr Diff) is Π01-complete.
8.3.4 Dense Linear Orders
Missing from our treatment of products of linear orders, thus far, are results pertaining to
those logics having only reflexive or dense linear orders among their frames, such as S4.3
or Log(Q, <). Such logics are clearly outside of the remit of Theorem 8.8 owing to their
omission of the frame (ω,<), which is neither reflexive nor dense.
Here we employ a version of the ‘checker-board’ trick of [120, 121, 102] to extend the
results of the above sections to reflexive and dense linear orders.
Theorem 8.23 (Hampson-Kurucz [59]). Let C be any class of linear orders such that
(O, <) ∈ C or (O,≤) ∈ C, for some O ∈ {ω,Z,Q,R}. Then the decision problem for
Log(C × Fr Diff) is Σ01-hard.
Let M = (Fh × Fv,V) be a rooted product model, where Fh = (Wh, Rh) ∈ C is an
arbitrary linear order and Fv = (Wv, Rv) ∈ Fr Diff .
Furthermore, let b ∈ prop be a propositional variable, and define the formula




v b→ 2+v b).
The intuition here, is that if M, (rh, rv) |= Tick, then the valuation V(b) forms stripes of
‘colour’, allowing us to emulate discrete transitions as we alternate between colours, even
though Fh itself may be dense.
We define an equivalence relation ∼ on Wh such that, for all x, x′ ∈ Wh,
x ∼ x′ ⇐⇒ ∀y ∈ Wv ∀z ∈
(
[x, x′] ∪ [x′, x]); (x, y) ∈ V(b) iff (z, y) ∈ V(b),
where [x, x′] = {z ∈ Wh : xR+h z and zR+h x′} denotes the closed interval of points lying
between x and x′.
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This is to say that two points are ∼-equivalent if they occur within the same interval,
uniformly coloured with either b or ¬b. Let [x] ⊆ Wh denote the unique uniformly coloured
interval containing x ∈ Wh and, for each ϕ ∈ ML2, write M, ([x], y) |= ϕ, whenever
M, (z, y) |= ϕ, for all z ∼ x.
We define a new binary relation RMh over Wh, by taking
xRMh y ⇐⇒ xRhy and x 6∼ y,
for all x, y ∈ Wh. It is straightforward to verify that RMh retains the transitivity of Rh.
However RMh need not be weakly-connected; satisfying, instead, the following weaker prop-
erty that,
∀x∀y∀z (xRMh y ∧ xRMh z → (y ∼ z ∨ yRMh z ∨ zRMh y)). (8.21)




) ∨ (¬b ∧3h(b ∧3+hϕ)),
with the property that, for all ϕ ∈ML2,
M, (x, y) |= _hϕ ⇐⇒ ∃x′ ∈ Wh; xRMh x′ and M, (x′, y) |= ϕ,
as can be easily verified.
In place of gridfw, which is clearly unsatisfiable over both dense and reflexive frames,
we define the following variation:
grid† := c ∧2+h3v(d ∧ _hc ∧ ¬_h_hc).
The effect of which is analogous to that described in Lemma 8.9, however here we stipulate,
not that each ak be the immediate Rh-successor of ak−1, but that each ak be an immediate
RMh -successor of ak−1.
Lemma 8.24. Suppose that M, (rh, rv) |= Tick ∧ grid†. Then there exist two infinite
sequences 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 such that, for all k < ω:
(i) rhRhak and rvR
+
v bk,
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(ii) If k > 0 then ak is an immediate R
M
h -successor of ak−1,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak, bk−1) |= d.
Proof. The proof is completely analogous to that of Lemma 8.9.








′ ∧ ¬_h_hp′ → p), (8.23)
2+h2
+
v (p→ ¬_hp), (8.24)
where p′ is a fresh auxiliary variable. The purpose of which is to specify that the variable p,
where satisfied, must be satisfied uniformly across the whole interval in which it is situated.
Lemma 8.25. Suppose that M, (rh, rv) |= Tick ∧ interval(p), and that M, (x, y) |= p, for
some x ∈ Wh, y ∈ Wv such that rhR+x, and rvR+v y. Then M, (z, y) |= p if and only if
z ∼ x, for all z ∈ Wh.
Proof. Suppose that x ∈ Wh and y ∈ Wv are as described. Then by (8.22), we have
that M, (x, y) |= _hp′ ∧ ¬_h_hp′. Hence, there is some x′ ∈ Wh such that xRMh x′ and
M, (x′, y) |= p′. Moreover, we must have that x′ is the immediate RMh -successor of x, since
M, (x, y) |= ¬_h_hp′. Now suppose that z ∼ x. Then x′ is also an immediate RMh of z, and
we have that M, (z, y) |= _hp′∧¬_h_hp′. Hence, it follows from (8.23) that M, (z, y) |= p,
as required.
Conversely, suppose that z 6∼ x. Then by (8.21), we have that xRMh z or zRMh x. It then
follows from (8.24) that M, (z, y) 6|= p, as required.
As in Section 8.3.1, we introduce fresh propositional variables pi and qi, for each i < n.
However, here we define
Σi(x) = {y ∈ Wv : rvR+v y and M, ([x], y) |= pi ∧ ¬qi},
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for all x ∈ Wh. That is to say, we are concerned with the satisfiability of pi ∧ ¬qi across
the whole of the interval [x], rather than simply at a single point x, as was the case with
the proof of Theorem 8.8.
For each p ∈ {pi, qi : i < n}, we have the following variation of counter(p), taking











v (p→ hp). (8.27)
The effect of which is illustrated by the following analogue of Lemma 8.10.
Lemma 8.26. Suppose that M, (rh, rv) |= Tick∧counter†(p) and let x, x′ ∈ Wh and y ∈ Wv
be such that rhRhx, rvRvy and x
′ is the immediate RMh -successor of x
′. Then we have that:
(i) If M, (x, y) |= start(p) then M, ([x], y) |= ¬p and M, ([x′], y) |= p,
(ii) If M, (x, y) |= ¬start(p) then M, ([x], y) |= p if and only if M, ([x′], y) |= p.
Proof. (i) Suppose that M, (x, y) |= start(p). Then by Lemma 8.25, we have that
M, ([x], y) |= start(p). Hence by (8.26), we have that M, ([x], y) |= ¬p ∧ hp. It
now follows that M, ([x′], y) |= p, since xRMh x′, as required.
(ii) Suppose that M, (x, y) |= ¬start(p). Then again by Lemma 8.25, we must have
that M, ([x], y) |= ¬start(p). Hence by (8.26), we have that M, ([x], y) |= hp → p.
Suppose that M, ([x′], y) |= p. Then by (8.27), we have that M, ([x], y) |= hp, since
x′ is an immediate RMh -successor of x. It then follows that M, ([x], y) |= p. Conversely,
suppose that M, ([x], y) |= p. Then it is immediate from (8.27) that M, ([x′], y) |= p,
since xRMh x
′, as required.
Take counter† to be the conjunction of counter†(p), for all p ∈ {pi, qi : i < n}, together
with (8.12) from above, which stipulates that we cannot mark a counter as ‘off’ before




i , as in
(8.13)–(8.15). It is then straightforward to verify that Lemma 8.11 still holds when we
CHAPTER 8. COMPUTATIONAL COMPLEXITY OF PRODUCTS 134
replace grid∧ counter with the modified Tick∧ grid† ∧ counter†. Indeed, we have no trouble
in proving the following analogue of Lemma 8.12, where ϕM is taken to be the conjunction
of formulas (8.17)–(8.19).
Lemma 8.27 (Emulation Lemma). Suppose that M, (rh, rv) |= Tick∧grid†∧counter†∧ϕM
and let 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 be any infinite sequences satis-
fying conditions (i)–(iv) of Lemma 8.24. Then M has a non-terminating computation
〈(qk, vk) ∈ ConfM : k < ω〉 such that M, (ak, bk) |= Ŝqk , for all k < ω.
Proof. This proof is identical to that of Lemma 8.12.
With these modifications in place, we are now able to prove Theorem 8.23.
Proof of Theorem 8.23. We prove that the non-Termination problem for reliable counter
machines is reducible to the satisfiability problem for Log(C × Fr Diff).
To this end, let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, and define
ψM := Tick ∧ grid† ∧ counter† ∧ ϕM.
It remains to show that ψM is Log(C × Fr Diff)-satisfiable if and only if there is a non-
terminating computation of M.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable then M, (rh, rv) |= ψM for some
model M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
It then follows immediately from Lemma 8.27 that M has a non-terminating com-
putation.
(⇐) Conversely, suppose that M has a reliable non-terminating computation 〈(qk, vk) ∈
ConfM : k < ω〉. We define a product model M = (Fh × Fv,V), where Fh ∈ C is one
of the frames (O, <) or (O,≤), for some O ∈ {ω,Z,Q,R}, and Fv = (ω, 6=) ∈ Fr Diff ,
by taking
V(b) = {(j,m) : m < ω and 2k ≤ j < 2k + 1 for some k < ω},
V(c) = {(k, k) : k < ω},
V(d) = {(k, k + 1) : k < ω},
V(Sq) = {(k, k) : k < ω and qk = q}, for each q ∈ Q.
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For each i < n, we define η+i , η
−
i : ω → ω as in the proof of Theorem 8.8, and take
V(pi) = {(j,m) : m < η+i (k) and k ≤ j < k + 1 for some k < ω},
V(qi) = {(j,m) : m < η−i (k) and k ≤ j < k + 1 for some k < ω},
for all i < n. Lastly, as always, we evaluate start(p) by taking,
V(start(p)) = {(k,m) : (k,m) 6∈ V(p) and (k + 1,m) ∈ V(p)},
for each p ∈ {pi, qi : i < n}.
It is then straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C × Fr Diff)-satisfiable.
Now, since the Termination problem for reliable counter machines is Σ01-hard, so too
must be the decision problem for Log(C × Fr Diff), as required.
Taking C to be the class of all reflexive linear orders provides us with a lower bound on
the complexity of the decision problem for S4.3 ×Diff , while taking C to be the class of
all right-unbounded, dense linear orders provides us with the lower bound on the decision
problem for Log(Q, <)×Diff . Matching upper bounds are provided by Theorem 3.5, since
both Fr S4.3 and Fr Log(Q, <) are first-order definable.
Corollary 8.28. The decision problems for both S4.3 × Diff and Log(Q, <) × Diff are
Σ01-complete.
These results stand in marked contrast to the modest complexity for both S4.3× S5
and Log(Q, <)× S5, whose decision problems are both decidable in 2ExpTime [38, The-
orem 6.61].
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Similarly, we may apply these techniques to yield a proof of the following theorem.
Theorem 8.29. Let C be any class of discrete linear orders such that (O,≤) ∈ C, for some
O ∈ {ω,Z}. Then the decision problem for Log(C × Fr Diff) is Π11-hard.
Proof. Let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, with ` ∈ Q −H, and
define
ψM := Tick ∧ grid† ∧ counter† ∧ ϕM ∧2+h_h2+v (c→ Ŝ`).
It follows, in direct analogue to Theorem 8.14, that ψM is Log(C × Fr Diff)-satisfiable if
and only if there is a computation of M in which ` occurs infinitely often
Now, since the Bu¨chi problem for counter machines is Σ11-hard, so too must be the
satisfiability problem for Log(C×Fr Diff). Hence, the decision problem for Log(C×Fr Diff)
must be Π11-hard, as required.
Consequently, we obtain a similar non-analytic lower bound for the decision problem
of S4.3Dum×Diff , as was proved for DisK4.3×Diff .
Corollary 8.30. The decision problem for S4.3Dum×Diff is Π11-hard.
8.3.5 Noetherian Linear Orders
A linear order F = (W,R) is said to be Noetherian if it contains no infinite strictly ascending
chains. This, of course, is a specialisation of the modal discreteness that we considered
in Section 8.3.2. Examples of Noetherian linear orders include the natural numbers under
their reverse ordering (ω,>), as well as all finite frames, which we previously discussed
in Section 8.3.3.
It was proved by Segerberg [112] that an arbitrary strict linear order is Noetherian if
and only if it validates Lo¨b’s axiom (originating in [80]):
(lo¨b) := 2(2p→ p)→ 2p,
while an arbitrary reflexive linear order is Noetherian if and only if it validates Grzegorczyk’s
axiom (originating in [53]):
(grz) := 2
(
2(p→ 2p)→ p)→ p.
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We define GL.3 to be the smallest normal extension of K4.3 containing (lo¨b), whose
frames comprise the class of all Noetherian strict linear orders†, while Grz.3 is defined
to be the smallest normal extension of S4.3 containing (grz), whose frames comprise the
class of all Noetherian reflexive linear orders.
The immediate obstacle to our previous approach is that we cannot hope to encode an
infinite computation along the forward direction, as both GL.3 and Grz.3 interdict all in-
finite strictly ascending Rh-chains that were crucial to our proofs of Theorems 8.8 and 8.14.
In this section, we address this problems with the aid of a new ‘backwards’ grid con-
struction, whose infinitely descending Rh-chains make for a suitable replacement of those
given above.
Theorem 8.31 (Hampson-Kurucz [59]). Let C be any class of Noetherian strict linear
orders such that (ω+1, >) ∈ C. Then the decision problem for Log(C×Fr Diff) is Π11-hard.
Let M = (Fh × Fv,V) be a product model, where Fh = (Wh, Rh) ∈ C is a Noetherian
strict linear order and Fv = (Wv, Rv) ∈ Fr Diff .
Here we take propositional variables c, d and r, and define gridbw be to the conjunction of
the following formulas:
3h(c ∧2h⊥), (8.28)
2h3v(r ∧ ¬3+h c), (8.29)
2v(3hr → 3hc), (8.30)
2h
(
3h> → 3v(d ∧3hc ∧ ¬3h3hc)
)
. (8.31)
These formulas, when taken together, impose upon M the existence of an infinite
‘backwards-looking’ grid, an example of which is illustrated in Figure 8.2. The grid is
constructed from infinitely many finite piece-wise ‘forward-looking’ grids that are connected
in sequence. Indeed, note that conjunct (8.29), responsible to generating these finite piece-
wise ‘forward-looking’ grids, is precisely that given in (8.20) of Section 8.3.3. The following
lemmas makes these notions precise.
†Thus named for its association with Go¨del’s provability logic [119]. To be precise GL := K4 + (lo¨b)
is the Godel-Lo¨b logic, of which GL.3 := GL + (.3) is a normal extension.

























































Figure 8.2: Illustration of a possible grid generated by gridbw.
Lemma 8.32. Suppose that M, (rh, rv) |= gridbw. Then there are two infinite sequences
〈σk ∈ Wh : k < ω〉 and 〈ρk ∈ Wv : k < ω〉 such that M, (σ0, rv) |= 2h⊥ and, for all k < ω:
(i) rhRhσk and rvR
+
v ρk,
(ii) If k > 0 then σkRhσk−1,
(iii) M, (σk, ρk) |= c,
(iv) If k > 0 then M, (σk−1, ρk) |= r.
Proof. First, let ρ0 = rv then, by (8.28), there is some σ0 ∈ Wh such that rhRhσ0 and
M, (σ0, ρ0) |= c ∧2h⊥, as required.
Now suppose that we have already defined σk ∈ Wh and ρk ∈ Wv, for some k < ω.
By (i), we have that rhRhσk and so it follows from (8.29) that there is some ρk+1 ∈ Wv
such that rvRvρk+1 and M, (σk, ρk+1) |= r ∧ 2+h¬c. Hence by (8.30) there must be some
σk+1 ∈ Wh such that rhRhσk+1 and M, (σk+1, ρk+1) |= c ∧2h¬r. Moreover, it follows from
the weak-transitivity of Rh that σk+1Rhσk since M, (σk, ρk+1) |= 2+h¬c, as required.
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Note that we do not, here, insist that each σk be the immediate Rh-successor of σk+1, for
k < ω. However, since Fh is Noetherian, there can be at most finitely many Rh-successors
separating each σk from σ0, which itself has no Rh-successors. The following lemma echoes
Lemma 8.20 in making this statement precise.
Lemma 8.33. Suppose that M, (rh, rv) |= gridbw. Then for all m < ω there are two
sequences 〈amk ∈ Wh : k < Lm〉 and 〈bmk ∈ Wv : k < Lm〉 of length Lm ≤ ω such that, for
all k < Lm:
(i) am0 = σm and if k > 0 then a
m
k is the immediate Rh-successor of a
m
k−1,
(ii) bm0 = ρm and if k > 0 then rvR
+
v bk,
(iii) M, (amk , b
m
k ) |= c,
(iv) If k > 0 then M, (amk−1, b
m
k ) |= d,
(v) M, (amk , rv) |= 2h⊥ if and only if k + 1 = L.
Proof. The proof is identical to that of Lemma 8.20 and analogous to that of Lemma 8.9
before it, with the addition that the first instance of am0 ∈ Wh and bm0 ∈ Wv are guaranteed
by Lemma 8.32, above.
By Lemma 8.33(v) we have that M, (amk , rv) |= 2h⊥ if and only if k + 1 = Lm, for all
m < ω, while by Lemma 8.32 we find that M, (σ0, rv) |= 2h⊥. It thus follows from the
linearity of Rh that a
m
k = σ0 if and only if k+1 = Lm. Moreover, since Fh is Noetherian and
each 〈amk ∈ Wh : k < Lm〉 forms an ascending Rh-chain of length Lm, we must have that
Lm < ω is finite for all m < ω. Furthermore, by Lemma 8.32(ii) we have that ρk+1Rhρk
for all k < ω and thus we must have that Lk+1 > Lk, for all k < ω.
From this, it follows that we may construct two new infinite sequences by concatenating,
in reverse order, each of the finite sequences 〈amk ∈ Wh : Lm−1 ≤ k < Lm〉 and 〈bmk ∈ Wv :
Lm−1 ≤ k < Lm〉, respectively.
Lemma 8.34. Suppose that M, (rh, rv) |= gridbw. Then for all m < ω there are two
sequences 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 such that M, (a0, b0) |= 2h⊥ and, for
all k < ω:
(i) rhRhak and rvR
+
v bk,
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(ii) If k > 0 then ak is the immediate Rh-predecessor of ak−1,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak, bk−1) |= d,
(v) M, (ak, bk) |= 3hr whenever k + 1 = Lm, for some m < ω.
Proof. For each m < ω, let 〈amk ∈ Wh : k < Lm〉 and 〈bmk ∈ Wv : k < Lm〉 be finite
sequences as described by Lemma 8.33. We then define two new infinite sequences 〈ak ∈
Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉, by taking
ak = a
m
` and bk = b
m
` ⇐⇒ Lm−1 ≤ k < Lm and ` = Lm − k − 1,
for all k < ω. That is to say that we concatenate each finite sequences 〈amk ∈ Wh : Lm−1 ≤
k < Lm〉 and 〈bmk ∈ Wv : Lm−1 ≤ k < Lm〉, in reverse order.
It is then immediate from the conditions of Lemmas 8.32 and 8.33, above, that these
two infinite sequences satisfy all of the above criteria.
Crucially, clause Lemma 8.34(v) ensures that M, (ak, bk) |= 3hr, for infinitely many
k < ω. This will be paramount to the following encoding of the Bu¨chi problem.
For each i < n, we introduce the propositional variables pi and qi, as well as the auxiliary
variables start(pi) and start(qi), and define counter to be the conjunction of equations
(8.10)–(8.12). We retain the definition that
Σi(x) = {y ∈ Wv : rvR+v y and M, (x, y) |= pi ∧ ¬qi},
for all x ∈ Wh.
Rather than repeat a similarly lengthy, and otherwise uninsightful, proof for some
analogue to Lemma 8.11, we may directly employ the same counting mechanism without
modification; albeit under a somewhat different utilisation.
In the proof of Theorem 8.8, we first placed the pi variables, onto an initially empty
row, to mark counter i < n as ‘on’ before later adding the variable qi to switch it ‘off’.
Here we consider this process in reverse by first initialising all rows with both pi and qi
and first removing qi to mark counter i < n as ‘on’ and later removing pi to switch it ‘off’.
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Notice that with this strategy we need only swap incfwi and dec
fw
i , under the maxim: ‘an
increment (resp. decrement) viewed in reverse is a decrement (resp. increment)’.













j if α = i
−−,




j if α = i
??.
As above, for each state q ∈ Q, we introduce a fresh propositional variables Sq, and
take ϕM to be the conjunction of the following formulas:
2h
(
(c ∧2+v ¬d)→ Ŝqinit ∧
∧
i<n






















where Ŝq := Sq ∧
∧
q′ 6=q ¬Sq′ .
The first conjunct specifies the initial starting configuration (qinit,~0) ∈ ConfM, while
the second governs the behaviour of the machine in accordance to the instructions of M.
The last conjunct stipulates that our computation be non-terminating. This is more for-
mally addressed by the following lemma.
Lemma 8.35 (Emulation Lemma). Suppose that M, (rh, rv) |= gridbw ∧ counter ∧ ϕM and
let 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 be any infinite sequences satisfying conditions
(i)–(iv) of Lemma 8.34. Then M has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 such that M, (ak, bk) |= Ŝqk for all k < ω.
Proof. We construct, by induction on the length, an infinite sequence of configurations
〈(qk, vk) ∈ ConfM : k < ω〉 such that q0 = qinit, v0 = ~0, and for all k < ω:
(i) M, (ak, bk) |= Ŝqk ,
(ii) vk(i) = |Σi(ak)|, for all i < n,
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(iii) If k > 0 then (qk−1, vk−1)
M−→ (qk, vk).
Firstly, by Lemma 8.34 we have that rhRha0, rvR
+
v b0, and M, (a0, b0) |= c ∧ 2+v ¬d.
Whence, by (8.32) we have that M, (a0, b0) |= Ŝqinit and M, (a0, b0) |= 2+v (pi ∧ qi), for all
i < n. Hence we may take, as our first configuration, the tuple (q0, v0), where q0 = qinit
and v0 = ~0, as required.
Now suppose that (qk, vk) ∈ ConfM has already been defined, for some k < ω. Then by
the induction hypothesis, we have that M, (ak, bk) |= Ŝqk , while it follows from (8.34) that
qk 6∈ H. Furthermore, by Lemma 8.34, we have that M, (ak+1, rv) |= 3+v
(
d ∧3h(c ∧ Ŝqk)
)
.
Thus, we may infer from (8.33) that
M, (ak+1, rv) |= Doα ∧2+v (c→ Ŝqk+1),
for some (qk, α, qk+1) ∈ ∆. It then follows from Lemma 8.34 that M, (ak+1, bk+1) |= Ŝqk+1 ,
thereby satisfying (i).
Next, we define vk+1 : n→ ω, by taking
vk+1(i) = |Σi(ak+1)|
for all i < n, thereby satisfying (ii).
It remains to show that (qk, vk)
M−→ (qk+1, vk+1). So suppose that i < n, and consider
each of the four following cases, each of which follows from Lemma 8.11 and the induction
hypothesis:
– If α = i++, then M, (ak+1, rv) |= deci. It then follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)|+ 1 = vk(i) + 1.
– If α = i−−, then M, (ak+1, rv) |= inci, and so it follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)| − 1 = vk(i)− 1.
– If α = i??, then M, (ak+1, rv) |= 2+v (pi → qi) ∧ fixi, and so it follows that
vk+1(i) = |Σi(ak+1)| = 0 and vk+1(i) = |Σi(ak+1)| = |Σi(ak)| = vk(i).
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– In all other cases where α ∈ {j++, j−−, j??} for j 6= i, we find that M, (ak, rv) |= fixi.
It then follows that
vk+1(i) = |Σi(ak+1)| = |Σi(ak)| = vk(i).
Thus we conclude that (qk, vk)
M−→ (qk+1, vk+1), thereby satisfying (iii). Hence, by in-
duction on the length of the sequence, we can construct an appropriate non-terminating
computation for M, as required.
We are now in a position to prove Theorem 8.31.
Proof of Theorem 8.31. We prove that the Bu¨chi problem for counter machines is re-
ducible to the satisfiability problem for Log(C × Fr Diff).
To this end, letM = (Q, qinit, n,∆, H) be an arbitrary counter machine, with ` ∈ Q−H,
and define
ψM := grid
bw ∧ counter ∧ ϕM ∧2h2+v (c ∧3hr → Ŝ`).
We show that ψM is Log(C × Fr Diff)-satisfiable if and only if there is a computation of
M in which ` occurs infinitely often.
(⇒) Suppose that ψM is Log(C × Fr Diff)-satisfiable. Then M, (rh, rv) |= ψM, for some
model M = (Fh × Fv,V), where Fh = (Wh, Rh) ∈ C and Fv = (Wv, Rv) ∈ Fr Diff .
Since M, (rh, rv) |= gridbw, we may take 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉 as
defined in Lemma 8.34.
By Lemma 8.35, there is a some non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 of M such that,
M, (ak, bk) |= Ŝqk ,
for all k < ω.
Moreover, by Lemma 8.34(v), we have that M, (ak, bk) |= c∧3hr, for infinitely many
k < ω, from which it follows that M, (ak, bk) |= Ŝ`, for infinitely many k < ω. Thus,
we conclude that there is some non-terminating computation ofM in which ` occurs
infinitely often.
(⇐) Conversely, suppose thatM has a non-terminating computation 〈(qk, vk) ∈ ConfM :
k < ω〉 in which ` occurs infinitely often. We define a product model M = (Fh×Fv),
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where Fh = (ω + 1, >) ∈ C and Fv = (ω, 6=) ∈ Fr Diff , by taking
V(c) = {(k, k) : k < ω},
V(d) = {(k, k − 1) : 1 ≤ k < ω},
V(r) = {(k, ηk) : k < ω},
V(Sq) = {(k, k) : 0 ≥ k < ω and q = qk}, for each q ∈ Q.
For each i < n, we define the functions η+i , η
−
i : ω → ω as in the proof of Theorem 8.8.
However, here we define the valuations of pi and qi slightly differently, by taking
V(pi) = {(k,m) : k < ω and m ≥ η−i (k)},
V(qi) = {(k,m) : k < ω and m ≥ η+i (k)},
for all i < n. It follows that m ∈ Σi(k) if and only if (k,m) ∈ V(pi)−V(qi), which
is to say that η−i (k) ≤ m < η+i (k). Therefore |Σi(k)| =
(
η+i (k)− η−i (k)
)
= vk(i).
Lastly, we evaluate start(p) by taking,
V(start(p)) =
{
(k,m) : (k,m) 6∈ V(p) and (k − 1,m) ∈ V(p)},
for each p ∈ {pi, qi : i < n}.
It is then straightforward to check that M, (ω, 0) |= ψM and hence it follows that
ψM is Log(C × Fr Diff)-satisfiable.
Now, since the Bu¨chi problem for counter machines is Σ11-hard, so too must be the
satisfiability problem for Log(C×Fr Diff). Hence, the decision problem for Log(C×Fr Diff)
must be Π11-hard, as required.
It follows immediately that the decision problem for GL.3×Diff is non-analytic; tak-
ing C to be the class of all Noetherian strict linear orders.
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As with Theorem 8.8, the techniques of Section 8.3.4 can be applied here to give a
similar non-analytic lower bound for those logics characterised by products whose first is
some, possibly reflexive, Noetherian linear order. Hence, we have the following corollary.
Corollary 8.36. The decision problems for both GL.3 × Diff and Grz.3 × Diff are
Π11-hard.
8.4 Reduction from Diff to K4.3
In this section we provide a polynomial reduction from the decision problem of Diff to
that of K4.3. The existence of such a reduction should come as no great surprise since
it is well-established that both decision problems are coNP-complete — [26] and [91],
respectively. However, the following reduction can be easily ‘lifted’ to products to yield
a polynomial reduction from the decision problems for L × Diff to those of L × K4.3,
whenever L is Kripke complete.
Consequently, the results attained in the previous sections generalise many known re-
sults pertaining to products of the from L×K4.3, whose proofs make strong use of the lin-
earity of the vertical component. In particular, we obtain a alternative proofs for the unde-
cidability of the decision problems for Ku×K4.3 [38, Theorem 7.19] and K4.3×K4.3 [102],
as well as the non-analyticity of KC ×K4.3 [38, Theorem 7.19].
One might be tempted to conclude that since K4.3 and Diff both share the same
coNP-completeness, there ought to be some liftable model-level reduction from L×K4.3
to L×Diff , and therefore supersede the need for the techniques developed above. However,
such intuition would be misplaced, since as we saw in Theorem 4.3, the decision problem
for Diff × Diff is coNExpTime-complete, while the decision problem for Diff ×K4.3
is undecidable.
That is to say that products of the form L×Diff may often be genuinely simpler than
their respective K4.3 counterparts. Hence, in general, there can be no recursive reduction
from L×K4.3 to L×Diff — polynomial or otherwise.
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Theorem 8.37. The decision problem for Diff is polynomially reducible to that of K4.3.
Proof. Suppose that ϕ ∈ ML1, and introduce a fresh propositional variable ψ˜, for each
ψ ∈ sub(ϕ). We define the translation (·)† : sub(ϕ)→ML1, by taking
p† = p, (¬ψ) = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2, (3ψ)† = ψ˜ ∨3ψ†,
for p ∈ prop, and let ζ be the conjunction of the following clauses:
2+(α† → 2α˜), (8.35)
3+α˜→ 3+(¬α˜ ∧ α†), (8.36)
for all α ∈ sub(ϕ).
We claim that ϕ ∈ Diff if and only if ζ → ϕ† ∈ K4.3.
(⇒) Suppose that ζ → ϕ† 6∈ K4.3. Then M, r |= ζ and M, r 6|= ϕ† for some model
M = (F,V), rooted at r ∈ W , where F = (W,<) ∈ Fr K4.3 is a strict linear order.
We define a model M′ = (F′,V′), where F′ = (W, 6=) ∈ Fr Diff is a difference frame,
by taking V′(p) = V(p), for all propositional variables p ∈ sub(ϕ).
We prove, by induction on the size of ψ ∈ sub(ϕ), that
M, x |= ψ† ⇐⇒ M′, x |= ψ, (I.H.)
for all x ∈ W .
The cases where ψ is a propositional variable or a Boolean combination of simpler
formulas follow immediately from the definition of V′. So suppose that ψ is of the
form 3α, for some α ∈ sub(ϕ), and suppose that M, x |= (3α)†. We have two cases
to consider:
– If M, x |= α˜ then M, r |= 3+α˜, since F is rooted at r ∈ W . Whence by (8.36),
there is some y ∈ W such that r ≤ y and M, y |= ¬α˜ ∧ α†. By the induction
hypothesis, we have that M′, y |= α. Moreover, since x ∈ V(α˜) and y 6∈ V(α˜),
we must have that x 6= y, and thus M′, x |= 3α.
– If M, x |= 3α† then there is some y ∈ W such that x < y and M, y |= α†. In
particular, x 6= y since F is a strict linear order. By the induction hypothesis
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we have that M′, y |= α, and thus M′, x |= 3α.
Conversely, suppose that M′, x |= 3α, for some x ∈ W . Then there is some y ∈
W such that x 6= y and M′, y |= α. By the induction hypothesis, we have that
M, y |= α†. We then have two cases, depending on whether x < y or y < x:
– If x < y then by definition we have that M, x |= 3α†.
– Otherwise y < x, and so, by (8.35), we have that M, y |= 2α˜, since r ≤ y.
Whence it follows that M, x |= α˜, since y < x.
Together, we have that M, x |= α˜ ∨ 3α†, which is to say that M, x |= (3α)†, as
required.
Hence we have that M, x |= ψ† if and only if M′, x |= ψ, for all ψ ∈ sub(ϕ) and
x ∈ W . In particular, we have that M′, r 6|= ϕ, and thus ϕ 6∈ Diff .
(⇐) Suppose that ϕ 6∈ Diff . Then M, r 6|= ϕ for some model M = (F,V), where
F = (W, 6=) ∈ Fr Diff is a difference frame.
We define a new frame F′ = (W,<) ∈ Fr K4.3 by taking < to be any arbitrary well-
order† on W such that r ≤ w, for all w ∈ W . We then define a model M′ = (F′,V′)
over F′, by taking:
– V′(p) = V(p) for all propositional variables p ∈ sub(ϕ),
– x ∈ V′(α˜) if and only if there is some y ∈ W such that y < x and M, y |= α.
We prove, by induction on the size of ψ ∈ sub(ϕ), that
M, x |= ψ† ⇐⇒ M′, x |= ψ, (I.H.)
for all x ∈ W .
The cases where ψ is a propositional variable or a Boolean combination of simpler
formulas follow immediately from the definition of V′. So suppose that ψ is of the
form 3α, for some α ∈ sub(ϕ). In which case we have that,
†Recall that (W,<) is a well-order if every non-empty subset of W has a <-minimal element.
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M, x |= 3α ⇐⇒ ∃y ∈ W ; x 6= y and M, y |= α,
⇐⇒ ∃y ∈ W ; y < x and M, y |= α
or ∃y ∈ W ; x < y and M, y |= α,
⇐⇒ ∃y ∈ W ; y < x and M, y |= α
or ∃y ∈ W ; x < y and M′, y |= α†, by I.H.,
⇐⇒ M′, x |= α˜ or M′, x |= 3α†, by definition,
⇐⇒ M′, x |= (3α)†.
Whence it follows that M, x |= ψ if and only if M′, x |= ψ†, for all ψ ∈ sub(ϕ) and
x ∈ W . In particular, we have that M′, r 6|= ϕ†.
Furthermore, we claim that M′, r |= ζ.
– For (8.35), suppose that r ≤ y and M′, y |= α†, for some α ∈ sub(ϕ). By (I.H.),
we have that M, y |= α. Let x ∈ W be such that y < x. Then by definition
x ∈ V′(α˜), which is to say that M′, y |= 2α˜, as required.
– For (8.36), suppose that r ≤ x and M′, x |= α˜. By definition, there is some
y ∈ W such that y < x and M, y |= α. Since F′ is well-ordered, there is some
<-minimal z ∈ W such that z 6∈ V′(α˜) and M, z |= α. It follows from (I.H.)
that M′, r |= 3+(¬α˜ ∧ α†), as required.
Hence it follows that M′, r 6|= ζ → ϕ†, and thus ζ → ϕ† 6∈ K4.3.
It follows that the decision problem for Diff is polynomially reducible to that of K4.3,
as required.
As suggested above, this reduction can be easily lifted to yield a polynomial reduction
between the decision problems for L×Diff and L×K4.3, whenever L is Kripke complete.
The following theorem is a routine extension of Theorem 8.37.
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Theorem 8.38. Let C be any non-empty class of unimodal frames. Then the decision
problem for Log(C × Fr Diff) is polynomially reducible to that of Log(C × Fr K4.3).
Proof. Suppose that ϕ ∈ ML2 and introduce a fresh propositional variable ψ˜ ∈ prop for
all ψ ∈ sub(ϕ). We extend the translation given in the proof of Theorem 8.37 by taking
p† = p, (¬ψ)† = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2,
(3hψ)
† = 3hψ†, (3vψ)† = ψ˜ ∨3vψ†,
for p ∈ prop. It is then straightforward to prove, in the spirit of Theorem 8.37, that
ϕ ∈ Log(C × Fr Diff) ⇐⇒ 2≤mh ζ → ϕ† ∈ Log(C × Fr K4.3),
where m = md(ϕ).
In particular, it follows that the decision problem for L×Diff is polynomially reducible
to that of L×K4.3, whenever L is Kripke complete; taking C to be the class of all frames
for L.
8.5 Discussion
In the previous sections we have explored the use of counter machine reductions to derive
lower bounds for a variety of product logics. This novel approach differs from other undecid-
ability results that typically exploit the ‘grid-like’ nature of the two-dimensional products
to encode various Turing machine or tiling problems [38, 83, 102]. With both ‘next-time’
and ‘universal’ modalities in both dimensions, such reductions are rather straightforward
— see, for example, case of Ku ×Ku considered in [38, Theorem 5.37]. However, in lieu
of an appropriate ‘next-time’ operator, it is sometimes possible to employ a version of
Cantor’s enumeration of the ω × ω-plane to encode a grid along an ascending sequence of
‘diagonal’ points, with pointers emulating the required horizontal and vertical ‘next-time’
operators [41, 84, 102].
Owing to the lack of structure endemic in those frames for Diff , these tricks fail to
find obvious application to products of the form L ×Diff . The use of counter machines
is therefore attractive, as it appears to require far less structure than is required of those
proofs exploiting Turing machines or tiling problems. Furthermore, this new technique
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makes direct use of the natural grid-like structure of product frames without needing to
encode the grid structure as described above.
In Section 8.3.1 we demonstrated the undecidability for a host of logics of the form
Log(C × Fr Diff), where C comprises some class of linear orders. This is perhaps the most
natural setting for reductions of this type, where the horizontal component represent the
linear flow of time. Similarly, we may be interested in models where we have branching
time, represented by those cases where C comprises any class of transitive frames.
However, while the construction of a grid-aided ‘next-time’ operator is unproblematic
over branching frames, our proposed counting mechanism relies heavily on the linear struc-
ture of our models. As such we cannot so readily apply the above techniques to products
such as K4×Diff and S4×Diff .
Question 8.39. Are the decision problems for either K4×Diff or S4×Diff decidable?
Perhaps the most noteworthy message of this chapter is that, despite the similarities
between S5 and Diff , both in terms of their shared coNP-completeness and in terms of
the structure of their frames, there is a vast difference in the computational complexity of
their products. Table 8.1 below summarises the disparity between their respective products
for a variety of cases that we have considered here.
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× S5 Diff K4.3
K coNExpTime-complete decidable ? decidable ?
[83, Thm. 4.5] Theorem 6.12 [38, Thm. 6.40]
K4 coNExpTime-hard decidable? Σ01-complete
in coN2ExpTime [41, Thm. 2]
[38, Thms. 5.42, 5.28]
K4.3 ExpSpace-hard Σ01-complete Σ
0
1-complete
in 2ExpTime Theorem 8.8 [102, Thm. 2.2]
[38, Thms. 6.61, 6.64]
Diff coNExpTime-complete coNExpTime-complete Σ01-complete
Theorem 4.3 Theorem 4.3 Theorem 8.8
Log(ω,<) ExpSpace-hard† ? Π11-complete Π11-complete
[63, Thm. 3.1] Theorem 8.14 [102, Thm 2.4]
GL.3 ExpSpace-hard‡ ? Π11-complete Π11-complete
Theorem 8.31 [41, Thm. 4]
Ku in coN2ExpTime ? Σ01-complete Σ
0
1-complete
[38, Thm. 6.50] Theorem 8.1 [38, Thm. 7.19]
PTL#2 ExpSpace-complete Π11-hard ? Π11-hard ?
[56] Theorem 8.5 [102, Thm. 2.4]
Table 8.1: Respective complexity of products with S5, Diff and K4.3.
†In [38] it is wrongly stated that Log(ω,<)×S5 is ExpSpace-complete, while, in truth, what is proved
is that Log((ω,<)× FrS5) is ExpSpace-complete.
‡This result does not appear to be found explicitly in the current literature. However, it can be easily
adapted from the techniques of [63].
Part III
Variations on Product Logics
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Chapter 9
First-order Modal Logics and
Relativised Products
First-order modal logics extend classical first-order logic by introducing additional modal
operators, and are notorious for their bad computational behaviour. Furthermore, many
decidable fragments of first-order logic such as the monadic fragment [81], the two-variable
fragment (discussed in Section 4.1), and the guarded fragment [7] turn out to have unde-
cidable modal extensions — see [38] for references. However, the one-variable fragment of
many first-order modal logics are relatively tame, in that their decision problems remain
decidable [38]. In much the same way that the unimodal logic S5 can be identified with
the one-variable fragment of classical first-order logic, we may interpret two-dimensional
modal logics of the form L× S5 as one-variable fragments of first-order modal logic. Sim-
ilarly, we may interpret two-dimensional modal logics of the form L×Diff as one-variable
fragments of first-order modal logics equipped with additional counting quantifiers of the
form ∃>mx, for m = 0, 1.
Owing to philosophical debate as to how we should interpret statements involving
both modal operators and first-order quantifiers, investigation into such first-order modal
logics has motivated a range of possible semantics, including those in which the domain of
interpretation is permitted to either expand or contract, relative to the direction of modal
accessibility relation [36]. This motivates the consideration of relativised product logics,
characterised by subframes of product frames that, similarly, expand or contract with
respect to a given dimension. In this chapter, we consider the decision problems relating
to such relativised product logics.
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In Section 9.1, we introduce the syntax and semantics for first-order modal logics
(with counting quantifiers) and describe the connection that these logics share with two-
dimensional modal logics. Motivated by the expanding and contracting nature of first-order
Kripke structures, in Section 9.2 we introduce relativised product logics as a generalisation
on the product construction described in Section 3.2. In Sections 9.4–9.5, we extend the
results of Section 8.3 to relativised product logics with decreasing and expanding domains,
respectively.
This chapter builds upon results published in [59] with some additional unpublished
results — namely, Theorems 9.8 and 9.9. The proofs presented here differ slightly from
those appearing in [59], in their use of incrementing counter machine problems rather than
the lossy counter machine problems originally employed.
9.1 Syntax and Semantics
The language CML extends C, defined in Section 4.1, by the addition of a single unary
modal operator 3. The formulas of CML are defined according to the grammar:
ϕ ::= Pj(x1, . . . , xn) | ¬ϕ | (ϕ1 ∧ ϕ2) | ∃>mx ϕ | 3ϕ
where Pj ∈ pred is an n-ary predicate symbol, x1, . . . xn ∈ V ar are first-order variables
and m < ω. The size of each formula is defined to be the number of symbols it comprises,
where m is encoded as a binary integer. As above, we write ∃x ϕ := ∃>0x ϕ, and denote
by QML the fragment comprising those formulas whose only quantifiers are of the form
∃xi, for xi ∈ V ar, corresponding to the traditional (counting-free) formulation of quanti-
fied modal logic. Of the set of all CML-formulas, let CMLn be the n-variable fragment,
comprising all those formulas whose only variables are among x0, . . . , xn−1, for 0 < n < ω.
We interpret formulas of CML in first-order Kripke models of the form A = (F,D, I),
where F = (W,R) is a Kripke frame, D is a function that associates each w ∈ W with
some first-order domain Dw, and I : W×pred→
⋃
w∈W Dw is an interpretation such that
I(w,Pj) ⊆ Dnw is an n-any relation on Dw, for every n-ary predicate symbol Pj ∈ pred.
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We say that the model A = (F,D, I) is:
– a constant domain model if Du = Dv, for all u, v ∈ W ,
– an expanding domain model if Du ⊆ Dv, for all uRv, and
– a decreasing domain model if Du ⊇ Dv, for all uRv.
A variable assignment on A is a function h : V ar → ⋃w∈W Dw mapping variables
to elements of the combined domain of F. Given a model A = (F,D, I) and a variable
assignment h, we define satisfiability in A by taking, for all w ∈ W :
A, w |=h Pj(x1, . . . , xn) ⇐⇒
(
h(x1), . . . , h(xn)
) ∈ I(w,Pj),
A, w |=h ¬ϕ ⇐⇒ A, w 6|=h ϕ,
A, w |=h ϕ1 ∧ ϕ2 ⇐⇒ A, w |=h ϕ1 and A, w |=h ϕ2,
A, w |=h 3ϕ ⇐⇒ ∃v ∈ W ; wRv and A, v |=h ϕ,
where Pj ∈ pred is an n-ary predicate symbol, and
A, w |=h ∃>mx ϕ ⇐⇒
∣∣{a ∈ Dw : A, w |=h(a/x) ϕ}∣∣ > m,
for m < ω, where h(a/x) : V ar → ⋃w∈W Dw is the variable assignment that agrees with h
on all variables except x, for which it assigns the value a ∈ Dw. We say that a formula ϕ is
valid in A if A, w |=h ϕ, for all w ∈ W , and every variable assignment h : V ar → ⋃w∈W Dw.
Given a class of unimodal Kripke frames, we define QLog(C) to be the set of all formulas
of CML that are valid in every constant domain model whose underlying frame F belongs
to C. Similarly, we denote by QLogexp(C) (resp. QLogdec(C)) the set of all CML-formulas
that are valid if every expanding (resp. decreasing) domain models whose underlying frame
belongs to C.
The Barcan formula and its converse, are given by:
(bf) := 3∃xP (x)→ ∃x3P (x) and (cbf) := ∃x3P (x)→ 3∃xP (x)
respectively. It is straightforward to verify that every decreasing domain model validates
(bf), while every expanding domain modal validates (cbf); every constant domain model
is trivially both expanding and decreasing, and thus validates both (bf) and (cbf).
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9.1.1 Connection with Modal Logics
It is a well-known and trivial exercise to extend the standard translation described in
Section 4.3, to yield a translation between Log(C × Fr S5) and the one-variable fragment
QLog(C) ∩QML1, for any class of frames C (see, for example [38]).
Furthermore, this translation maps surjectively onto the first-order fragment QML1,
such that we may identify the above modal logics as syntactic variants of the first-order
logics they describe.
With the same effortlessness, we may also extend the translation between Diff and
the fragment of first-order logic equipped with counting quantifiers, to yield a similar
translation between Log(C×Fr Diff) and the fragment QLog(C)∩CML1. More precisely, for
each propositional variable pj ∈ prop, we associate a monadic predicate symbol Pj ∈ pred
and define the translation (·)† :ML2 → CML1, by taking
p†j = Pj(x), (¬ψ)† = ¬ψ†, (ψ1 ∧ ψ2)† = ψ†1 ∧ ψ†2,
(3hψ)
† = 3ψ†, (3vψ)† = ∃6=x ψ†,
for pj ∈ prop, where the quantifier ∃6=x is as defined in (4.4).
Together with this translation, we may define a one-to-one correspondence between
product models, based on frames whose second component comprises a difference frames,
and first-order Kripke structures with constant domains. Indeed, let M = (Fh× Fv,V) be
an arbitrary product model, where Fh = (Wh, Rh) ∈ C and Fv = (Wv, 6=) ∈ Fr Diff . We
associate with M, the first-order Kripke structure M? = (Fh,D, I), where D describes a
constant domain with D(u) = Wv, for all u ∈ Wh, and
I(u, Pj) = {v ∈ Wv : (u, v) ∈ V(pj)}
for all u ∈ Wh and Pj ∈ pred. It then follows from a routine induction that
M, (u, v) |= ϕ ⇐⇒ M?, u |=h ϕ†,
for all u ∈ Wh, v ∈ Wv and ϕ ∈ML2, where h(x) = v.
Furthermore, since Log(C × Fr Diff) is characterised by the class of all product frames
in which the second component is a difference frame, it follows that ϕ ∈ Log(C × Fr Diff)
if and only if ϕ† is a theorem of the fragment QLog(C) ∩ CML1.
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Proposition 9.1. Let C be any class of Kripke frames. Then the decision problem for
Log(C × Fr Diff) is reducible to that of QLog(C) ∩ CML1.
Thus we may reinterpret the results of Chapter 8 as providing lower bounds for various
one-variable fragments of first-order modal logics with counting quantifiers. However, this
correspondence pertains only to first-order modal logics with constant domains. To extend
this connection between first-order modal logics and products of modal logics requires us
to consider relativised fragments of product logics.
9.2 Relativised Product Logics
The product frames that we have discussed thus far are a special case of the following,
more general, construction for attaining two-dimensional structures.
Let F = (W,R) be a (unimodal) Kripke frame and let g be a function associating, with
each x ∈ W , a (unimodal) frame g(x) = (Wx, Rx). We define the relativised frame HF,g,
by taking
HF,g :=
({(x, y) : x ∈ W and y ∈ Wx}, R¯h, R¯v),
where
(x, y)R¯h(x
′, y′) ⇐⇒ xRx′ and y = y′,
(x, y)R¯v(x
′, y′) ⇐⇒ x = x′ and yRxy′,
for all x, x′ ∈ W , y ∈ Wx and y′ ∈ Wx′ .
Clearly, if we were to take a constant domain where g(x) = g(y) = G for all x, y ∈ W ,
then HF,g = F×G is equivalent to the regular definition of a product frame, introduced in
Section 3.2. Moreover, it should also be clear that every rooted subframe of a full product
frame can be represented in this way.
Motivated by the aforementioned connection with first-order modal logics, we consider
the following special classes of relativised product frames. We say that HF,g is:
– a full product frame if g(x) = g(y), for all x, y ∈ W ,
– an expanding product frame if g(x) is a subframe† of g(y), whenever xRy, and
– a decreasing product frame if g(y) is a subframe of g(x), whenever xRy.
†By which we mean that Wx ⊆Wy and Rx = Ry ∩ (Wx ×Wx).
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Figure 9.1: Illustration of an expanding product frame.
Given a relativised product frame HF,g, we may define a model M = (HF,g,V) — termed
an expanding product model or decreasing product model , as appropriate — by taking
V = 〈Vx : x ∈ W 〉 to be any collection of propositional valuations Vx : prop → 2Wx , for
x ∈ W . We define satisfiability in M by taking, for all x ∈ W and y ∈ Wx,
M, (x, y) |= p ⇐⇒ y ∈ Vx(p),
M, (x, y) |= ¬ϕ ⇐⇒ M, (x, y) 6|= ϕ,
M, (x, y) |= ϕ1 ∧ ϕ2 ⇐⇒ M, (x, y) |= ϕ1 and M, (x, y) |= ϕ2,
M, (x, y) |= 3hϕ ⇐⇒ ∃x′ ∈ W ; xRx′ and M, (x′, y) |= ϕ,
M, (x, y) |= 3vϕ ⇐⇒ ∃y′ ∈ Wx; yRxy′ and M, (x, y′) |= ϕ,
for p ∈ prop. We say that a ϕ is valid in HF,g, if M, (x, y) |= ϕ, for all x ∈ W and y ∈ Wx,
where M = (HF,g,V) is any model based on HF,g.
We define Ch×expCv (resp. Ch×decCv) to be the class of all expanding (resp. decreasing)
product frames HF,g such that F = (W,R) ∈ Ch and g(w) ∈ Cv, for all w ∈ W . For Kripke
complete modal logics Lh and Lv, we write Lh ×exp Lv and Lh ×dec Lv for their respective
expanding and decreasing product logics, obtained by taking Ci = FrLi, for i = h, v. It
is known that expanding and decreasing product logics are typically of lower complexity
than their full product logic counterparts; indeed in many cases there is a straightforward
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reduction to full product logics [38, Theorem 9.12].
For our purposes, let ϕ ∈ ML2 be an arbitrary formula and take D to be a fresh
propositional symbol, not occurring in ϕ. We define the translation (·)D : sub(ϕ)→ML2,
by taking:
pDj = pj, (¬ψ)D = ¬ψD, (ψ1 ∧ ψ2)D = ψD1 ∧ ψD2 ,
(3hψ)
D = 3h(D ∧ ψD), (3vψ)D = 3v(D ∧ ψD),
for pj ∈ prop. A straightforward induction on the size of ϕ ∈ ML2 proves the following
standard result [38, 41].
Theorem 9.2. Let Ch and Cv be any classes of frames, such that Cv is closed under count-
able unions†. Then:
– ϕ ∈ Log(Ch ×exp Cv) if and only if D ∧2≤mh 2≤mv (D → 2hD)→ ϕD ∈ Log(Ch × Cv),
– ϕ ∈ Log(Ch ×dec Cv) if and only if D ∧2≤mv 2≤mh (3hD → D)→ ϕD ∈ Log(Ch × Cv),
where m = md(ϕ).
It therefore follows that, under the conditions of Theorem 9.2, the computational com-
plexity of the decision problem for both expanding and decreasing products cannot exceed
that of their full product counterparts.
One notable exception to Theorem 9.2 is the class of frames for GL.3, which has among
its frames (m,<) ∈ Fr GL.3, for all m < ω, while their union (ω,<) is markedly absent
from Fr GL.3, owing to its infinitely ascending <-chain. However, our continuing focus
will remain firmly fixed upon those cases where Cv = Fr Diff , which is readily seen to be
closed under countable unions.
Take (·)† : ML2 → C to be the translation described above in Section 9.1.1. How-
ever, here we must describe a more general — but otherwise, analogous — one-to-one
correspondence between relativised product models and first-order Kripke structure. Let
M = (HF,g,V) be an arbitrary relativised product model, where F = (W,R) ∈ C and
†Given a countable collection of frames 〈(Wi, Ri) : i ∈ I〉, we define their union to be the frame (W,R),
where W =
⋃
i∈IWi and R =
⋃
i∈I Ri.
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g(u) = (Wu, 6=) ∈ Fr Diff , for all u ∈ W . We associate with M, the first-order Kripke
structure M? = (F,D, I), where D(u) = Wu, for all u ∈ W , and
I(u, Pj) = Vu(pj)
for all u ∈ W and Pj ∈ pred. By a similarly routine induction we find that,
M, (u, v) |= ϕ ⇐⇒ M?, u |=h ϕ†,
for all u ∈ W , v ∈ Wu and ϕ ∈ML2, where h(x) = v.
Since M? is a decreasing first-order Kripke model precisely when M is a decreasing
relativised product model, it follows that ϕ ∈ Log(C ×dec Fr Diff) if and only if ϕ† is a
theorem of the fragment QLogdec(C) ∩ CML1. Similarly, since M? is an expanding first-
order model precisely whenM is an expanding model, it follows that ϕ ∈ Log(C×expFr Diff)
if and only if ϕ† is a theorem of the fragment QLogexp(C) ∩ CML1.
Proposition 9.3. Let C be any class of Kripke frames. Then:
(i) The decision problem for Log(C×decFr Diff) is reducible to that of QLogdec(C)∩CML1,
(ii) The decision problem for Log(C×expFr Diff) is reducible to that of QLogexp(C)∩CML1.
Hence, the results that follow for relativised product logics also provide analogous lower
bounds for various first-order modal logics equipped with counting quantifiers, whose do-
mains are permitted to either expand or contract, relative to the direction of the underlying
modal accessibility relation.
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9.3 Unreliable Counter Machines
9.3.1 Lossy Counter Machines
Lossy counter machines (LCMs) were introduced by Richard Mayr [86] as a weakened
version of the reliable counter machines introduced by Minsky [87], and described here in
Section 8.1. Unlike their reliable counterparts, lossy counter machines are permitted to
spontaneously ‘leak’ the contents of their counters both immediately prior to, and imme-
diately subsequent to performing each counter operation. Lossy counter machines con-
stitute a simplified version of the much-studied lossy FIFO-channel systems, considered
in [2, 20, 3, 1].
Here we follow the direction of [107] and introduce LCMs, not as a special class of
counter machines, but rather as counter machines whose computations are predicated on
a different operational semantics.
More precisely, given a counter machineM = (Q, qinit, n,∆, H), we define the lossiness
relation ≺ on the configuration space ConfM of M, by taking
(q, v) ≺ (q′, v′) ⇐⇒ q = q′ and v(i) ≤ v′(i), for all i < n,
for all (q, v), (q′, v′) ∈ ConfM. We then define the lossy consecution relation M↓−→ for M,
by taking
σ0
M↓−→ σ1 ⇐⇒ ∃σ′0, σ′1 ∈ ConfM; σ0  σ′0 M−→ σ′1  σ1,
for all σ0, σ1 ∈ ConfM. The composite effect of which is that (q, v) M↓−→ (q′, v′) if and only
if there is some α ∈ Opn such that (q, α, q′) ∈ ∆ and, for all i < n:
– If α = i++ then v′(i) ≤ v(i) + 1,
– If α = i−− then v′(i) ≤ v(i)− 1,
– If α = i?? then v′(i) = 0,
– If α ∈ {j++, j−−, j??}, for some j 6= i, then v′(i) ≤ v(i).
A lossy computation of M is a sequence of configurations 〈(qk, vk) ∈ ConfM : k < L〉 of
length L ≤ ω, such that:(i) q0 = qinit and v0 = ~0, (ii) if k > 0 then (qk−1, vk−1) M↓−→ (qk, vk),
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and (iii) qk ∈ H if and only if k + 1 = L, for all k < L. As above, we say that a lossy
computation is terminating if its length L < ω is finite.
We note that, unlike with reliable counter machines, the emptiness-test i?? for lossy
counter machines poses no precondition that counter i must actually be empty; since we
may always incur a lossy error, dumping the entire contents of the counter, immediately
prior to the performing such a test.
This results in a substantial weakening of the expressivity of lossy counter machines.
Indeed, it was proved by Mayr [86] that both the Reachability and the Termination
problems for lossy counter machines are decidable — albeit, not in time bounded by any
primitive recursive function [108].
LCM Termination: (Decidable [86], Ackermann-hard [108])
Given a counter machine M, does every lossy computation of M eventually terminate?
LCM Reachability: (Decidable [86], Ackermann-hard [108])
Given a counter machineM, and a state ` ∈ Q−H, doesM have a lossy computation in
which ` occurs?
The Bu¨chi problem, by contrast, remains undecidable, but at a substantial cost to its
former Σ11-completeness.
LCM Bu¨chi: (Σ01-complete [107])
Given a counter machineM, and a state ` ∈ Q−H, doesM have a lossy computation in
which ` occurs infinitely often?
In addition to the Bu¨chi problem, which asks of the existence of a specific computation
in which ` ∈ Q − H occurs infinitely often, we mentioned the following variation, which
asks only for the existences of computations in which ` ∈ Q−H occurs arbitrarily often.
LCM ω-Reachability: (Π01-complete [66])
Given a counter machineM, and a state ` ∈ Q−H, doesM have a lossy computation in
which ` occurs at least n times, for all n < ω?
These results are collated in Table 9.1, below, for reference and comparison.
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9.3.2 Incrementing Counter Machines
Somewhat conversely, is the less well-studied notion of incrementing counter machines
(ICMs) permitted to spontaneously increase the value of their counters both immediately
prior, and immediately subsequent to performing each counter operation. Incrementing
errors† have been considered in the context of both counter machines and their more ex-
pressive FIFO-channel systems [29, 92, 93], but have received far less attention that their
lossy counterparts.
As with lossy counter machines, we define incrementing counter machines by way of
an alternative operational semantics. Given a counter machineM = (Q, qinit, n,∆, H), we
define the incrementing consecution relation
M↑−→ for M, by taking
σ0
M↑−→ σ1 ⇐⇒ ∃σ′0, σ′1 ∈ ConfM; σ0 ≺ σ′0 M−→ σ′1 ≺ σ1,
for all σ0, σ1 ∈ ConfM. The composite effect of which is that (q, v) M↑−→ (q′, v′) if and only
if there is some α ∈ Opn such that (q, α, q′) ∈ ∆ and, for all i < n:
– If α = i++ then v′(i) ≥ v(i) + 1,
– If α = i−− then v′(i) ≥ v(i)− 1,
– If α = i?? then v(i) = 0,
– If α ∈ {j++, j−−, j??}, for some j 6= i, then v′(i) ≥ v(i).
An incrementing computation of M is a sequence 〈(qk, vk) ∈ ConfM : k < L〉 of length
L ≤ ω, such that: (i) q0 = qinit and v0 = ~0, (ii) if k > 0 then (qk−1, vk−1) M↑−→ (qk, vk),
and (iii) qk ∈ H if and only if k + 1 = L, for all k < L. As above, we say that a lossy
computation is terminating if its length L < ω is finite.
We note here that, unlike with lossy counter machines, the emptiness-test for incre-
menting counter machines does pose the precondition that the counter actually be empty,
but allows the counter to assume any value immediately after the test.
Incrementing counter machines share something of a duality with lossy counter ma-
chines. Indeed, letM = (Q, qinit, n,∆, H) be an arbitrary lossy counter machine, and define
†Sometimes referred to as insertion errors in the literature.
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its opposite Mop by reversing the direction of each transition, replacing each increments
with decrements, and vice versa [93]. Formally, we define Mop = (Q, qinit, n,∆op, Hop),
where
∆op = {(q, i++, q′) : (q′, i−−, q) ∈ ∆}
∪ {(q, i−−, q′) : (q′, i++, q) ∈ ∆}
∪ {(q, i??, q′) : (q′, i??, q) ∈ ∆}
and q ∈ Hop if and only if there is no transition (q, α, q′) ∈ ∆op, for q′ ∈ Q and α ∈ Opn.
Intuitively, Mop reverses the ‘arrow of time’, whereby any lossy errors incurred by M
will appear as incrementing errors incurred by Mop. This observation yields the follow-
ing result.
Proposition 9.4 (Ouaknine-Worrell [93]). For all (q, v), (q′, v′) ∈ ConfM,
(q, v)
M↓−→ (q′, v′) ⇐⇒ (q′, v′) Mop↑−→ (q, v).
Furthermore, there is a lossy computation of M from (q, v) to (q′, v′) if and only if there
is an incrementing computation of Mop from (q′, v′) to (q, v).
An immediate effect of this is that the Reachability problem for incrementing counter
machines is equivalent to that of lossy counter machines.
However, the crucial difference between ICMs and LCMs is that, unlike with lossy errors
whose errors are necessarily bounded by the constraint that all counters hold non-negative
values, incrementing errors observe no such restraint. Hence there is not quite the level of
duality between ICMs and LCMs that might otherwise be expected, as can be seen by the
following complexity results. These results are collated in Table 9.1, below.
ICM Termination: (PrimRec, non-Elementary [18])
Given a counter machine M, does every incrementing computation of M eventually ter-
minate?
ICM Reachability: (Decidable [86], Ackermann-hard [93])
Given a counter machineM, and a state ` ∈ Q, doesM have an incrementing computation
in which ` occurs?
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ICM Bu¨chi: (Π01-complete [92, 29])
Given a counter machineM, and a state ` ∈ Q, doesM have an incrementing computation
in which ` occurs infinitely often?
For the sake of completeness, we note that the ω-Reachability problem for ICMs
is also Π01-complete; a result that, to the best of the author’s knowledge, is absent from
the current literature. This will not be used in any of the subsequent results and to prove
this here would take us too far afield. A sketch of the proof, however, can be found in
Appendix B.
ICM ω-Reachability: (Π01-complete)
Given a counter machineM, and a state ` ∈ Q, doesM have an incrementing computation
in which ` occurs at least n times, for all n < ω?
Reliable Lossy Incrementing
Reachability Σ01-complete decidable, Ackermann-hard decidable, Ackermann-hard
[87] [86, 108] [93]
Termination Σ01-complete decidable, Ackermann-hard PrimRec, non-Elementary






[5] [107] [93, 29]
ω-Reachability ? Π01-complete Π
0
1-complete
[66] See Appendix B
Table 9.1: Reachability problems for reliable and unreliable counter machines.
Interestingly, it appears that the ω-Reachability problem for reliable counter ma-
chines remains open, and does not follow from the proof of the Σ11-completeness of the
Bu¨chi problem, given in [5].
CHAPTER 9. RELATIVISED PRODUCTS 166
9.4 Decreasing Product Models
Theorem 9.2, above, suggests that the complexity of relativised product logics may well
be significantly lower than that of their full product logic counterparts. In this section,
however, we show that for decreasing product logics we often achieve analogous complexity
results for logics of the form Log(C ×dec Fr Diff), where C comprises some class of linear or-
ders.
Indeed, where C comprises any class of modally discrete strict linear orders, we have
the following, easily verified reduction from the decision problem for Log(C × Fr Diff) to
that of Log(C ×dec Fr Diff).
Proposition 9.5 (Hampson-Kurucz [59]). Let C be any class of modally discrete strict
linear orders. Then
ϕ ∈ Log(C × Fr Diff) ⇐⇒ 2+v 2+h (3h> → 2v3h>)→ ϕ ∈ Log(C ×dec Fr Diff).
This already provides us with results for a host of decreasing product logics, analogous
to Theorems 8.19, 8.14 and 8.31, since, in each of these cases, C represents some subclass
of modally discrete linear orders.
Theorem 9.6. (i) Let C be any class of finite strict linear orders such that (m,<) ∈ C,
for all m < ω. Then the decision problem for Log(C ×dec Fr Diff) is Π01-hard.
(ii) Let C be any class of modally discrete strict linear orders such that (ω,<) ∈ C. Then
the decision problem for Log(C ×dec Fr Diff) is Π11-hard.
(ii) Let C be any class of Noetherian strict linear orders such that (ω + 1, >) ∈ C. Then
the decision problem for Log(C ×dec Fr Diff) is Π11-hard.
However, an analogue of Theorem 8.8 does not so easily follow. As it stands, gridfw, as
defined in (8.8), does not impose the existence of a grid-like structure upon its decreasing
models, since it is possible that rv 6∈ Wak for some k < ω, whereupon the induction
necessarily halts. To guard against this, we define :
griddec := gridfw ∧2+h2+v 3h>, (9.1)
for which we may easily prove the following analogue of Lemma 8.9.
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Lemma 9.7. Suppose that M, (rh, rv) |= griddec. Then there are two infinite sequences
〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wak : k < ω〉, such that, for all k < ω:
(i) a0 = rh and if k > 0 then ak is the immediate successor of ak−1,
(ii) b0 = rv and if k > 0 then rvRak−1bk,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak−1, bk) |= d,
(v) {y ∈ Wak : rvRaky} = {y ∈ Wrh : rvRrhy}.
Proof. First let a0 = rh and b0 = rv, so that M, (a0, b0) |= c, as required.
Now suppose that we have already defined ak ∈ W , bk ∈ Wak , for some k < ω. By (i),
we have that rhR
+
h ak, and so it follows from (8.8) that there is some bk+1 ∈ Wak such that
rvRakbk+1 and M, (ak, bk+1) |= d∧3hc∧¬3h3hc. Hence there must be some ak+1 ∈ W such
that akRak+1 and M, (ak+1, bk+1) |= c. Moreover, ak+1 must be the immediate R-successor
of ak, since M, (ak, bk+1) |= ¬3h3hc.
Now suppose that y ∈ Wrh is such that rvR+rhy. By the induction hypothesis we have
that y ∈ Wak and rvR+aky. We have that M, (ak, y) |= 3h>, and so there is some x ∈ W
such that akRx and y ∈ Wx. However, since ak+1 is the immediate R-successor of ak, we
must have that y ∈ Wak+1 since M is a decreasing product model. Hence, by induction on
the length, we can construct two appropriate sequences, as required.
Condition (v) of Lemma 9.7 stipulates that, in addition to the existence of a grid of
points, we also maintain a constant domain throughout this grid.
Hence, by merely substituting gridfw for griddec in the proofs of Theorems 8.8–8.31,
we obtain analogous proofs for their decreasing model counterparts; thereby providing
alternative proofs for Theorem 9.6, as well as the following theorem, not covered by the
scope of Proposition 9.5.
Theorem 9.8. Let C be any class of strict linear orders such that (ω,<) ∈ C. Then the
decision problem for Log(C ×dec Fr Diff) is Σ01-hard.
These results are summarised below in Table 9.2
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9.5 Expanding Product Models
Expanding products are often markedly less complex than their respective full products,
as can be seen from the wealth of results provided by Gabelaia et al. [41]. We should
note that, unlike for decreasing products, the tricks employed in Section 9.4 provide us no
advantage when faced with expanding products whose domains may spontaneously increase
beyond the scope of our formulas. With decreasing products, stipulating that every point
has a successor restricts the possibilities for how the domains may decrease. However,
without the luxury of a ‘backwards’ looking modality, the same cannot be mandated for
expanding products.
In this section we re-examine our results of Chapter 8 in the context of expanding
products, whose domains may spontaneously increase, adding value to our counters beyond
our control. These erroneous increments can be modelled with the aid of incrementing
counter machines, described above.
9.5.1 Linear Orders
In setting up the necessary modifications to the mechanisms described in Section 8.3.1,
we first prove the following — albeit, weaker — analogue of Theorem 8.8, with the aid of
incrementing counter machines. This result is absent from the work of [59], which appeared
before the connection with incrementing counter machines was established. The effect of
this is that many of the results of this section (Theorem 8.8 excepted) can be proved with
the aid of lossy counter machines as well. We will discuss this alternative approach as and
where is appropriate.
Theorem 9.9. Let C be any class of strict linear orders such that (ω,<) ∈ C. Then the
decision problem for Log(C ×exp Fr Diff) is non-elementary.
We fix an arbitrary counter machine M = (Q, qinit, n,∆, H), and let M = (HF,g,V)
be an expanding product model, where F = (W,R) ∈ C is a strict linear order and
g(x) = (Wx, Rx) ∈ Fr Diff , for all x ∈ W .
Let c, d ∈ prop be propositional variables and take gridfw to be the formula given in (8.8),
and repeated here for reference:
gridfw := c ∧2+h3v(d ∧3hc ∧ ¬3h3hc).
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As in the proof of Theorem 8.8, this formula imposes upon M the existence of an
infinite grid, as illustrated in Figure 8.1. The following analogue of Lemma 8.9, makes this
statement precise.
Lemma 9.10. Suppose that M, (rh, rv) |= gridfw. Then there are two infinite sequences
〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wak : k < ω〉, such that, for all k < ω:
(i) a0 = rh and if k > 0 then ak is the immediate successor of ak−1,
(ii) b0 = rv and if k > 0 then rvRak−1bk,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak−1, bk) |= d.
Proof. The proof is identical to that of Lemma 8.9.
For each i < n, we introduce the counter variables pi and qi, as well as the auxiliary
variables start(pi) and start(qi), and define counter to be the conjunction of equations
(8.10)–(8.12). Furthermore, we have the following analogue of (8.9):
Σi(x) = {y ∈ Wx : rvR+x y and M, (x, y) |= pi ∧ ¬qi},
for all i < n.
For the emulation of incrementing counter machines, however, we may relax the defi-








for each i < n.
These are weaker analogues of the equations (8.13)–(8.15), given in Section 8.3.1. Our
motivation here is that we are interested, not in emulating a reliable counting mechanism,
but instead, allow explicitly the possibility of incrementing errors at each operation. The
following analogue of Lemma 8.11 reflects these modifications.
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Lemma 9.11 (Incrementing Counting Lemma). Suppose that M, (rh, rv) |= gridfw ∧
counter. Then for all k < ω:
(i) If M, (ak, rv) |= fixexpi , then Σi(ak+1) ⊇ Σi(ak),
(ii) If M, (ak, rv) |= incexpi , then Σi(ak+1) ⊇ Σi(ak) ∪ {z}, for some z 6∈ Σi(ak),
(iii) If M, (ak, rv) |= decexpi , then Σi(ak+1) ⊇ Σi(ak)− {z}, for some z ∈ Wak .
Proof. (i) Suppose y ∈ Σi(ak) then by definition rvR+aky and M, (ak, y) |= pi ∧ ¬qi.
By (8.13), we have that M, (ak, y) |= ¬start(qi). It then follows from (8.12) and
Lemma 8.10 that M, (ak+1, y) |= pi ∧ ¬qi, since ak+1 is the immediate R-successor of
ak. This is to say that y ∈ Σi(ak+1).
(ii) By (8.14), there is some z ∈ Wak such that rvR+akz and M, (ak, z) |= start(pi) ∧
¬start(qi). By Lemma 8.10 we have that M, (ak, z) |= ¬pi and M, (ak+1, z) |= pi, since
ak+1 is the immediate R-successor of ak. It follows from (8.12) that M, (ak, z) |= ¬qi
and so, by Lemma 8.10, M, (ak+1, z) |= ¬qi. Hence z 6∈ Σi(ak) and z ∈ Σi(ak+1).
Now suppose y ∈ Σi(ak) then by definition rvR+aky and M, (ak, y) |= pi ∧ ¬qi.
By (8.14), we have that M, (ak, y) |= ¬start(qi). It then follows from (8.12) and
Lemma 8.10 that M, (ak+1, y) |= pi ∧ ¬qi. This is to say that y ∈ Σi(ak+1).
(iii) By (8.15), there is some unique z ∈ Wak such that rvR+akz and M, (ak, z) |= start(qi).
By Lemma 8.10 we have that M, (ak, z) |= ¬qi and M, (ak+1, z) |= qi. It follows that
z 6∈ Σi(ak+1).
Now suppose y ∈ Σi(ak) and y 6= z. Then by definition rvR+aky and M, (ak, y) |=
pi ∧ ¬qi. By (8.15), we have that M, (ak, y) |= ¬start(qi), since y 6= z. It then
follows from (8.12) and Lemma 8.10 that M, (ak+1, y) |= pi ∧¬qi. This is to say that
y ∈ Σi(ak+1).
As above, we specify the action of each counter operation α ∈ Opn by the following













j if α = i
−−,




j if α = i
??.
(9.5)
CHAPTER 9. RELATIVISED PRODUCTS 171
As above, we introduce a fresh propositional variable Sq, for each control state q ∈ Q,
and take ϕexpM to be the conjunction of formulas (8.17)–(8.18), together with the appropriate
substitution of Doexpα in place of Do
fw
α . The following lemma then follows in the same
manner as Lemma 8.12.
Lemma 9.12 (Emulation Lemma). Suppose that M, (rh, rv) |= gridfw ∧ counter∧ϕexpM and
let 〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wak : k < ω〉 be any infinite sequences satisfying condi-
tions (i)–(iv) of Lemma 9.10. Then M has a non-terminating incrementing computation
〈(qk, vk) ∈ ConfM : k < ω〉 such that M, (ak, bk) |= Ŝqk , for all k < ω.
Proof. Analogous to that of Lemma 8.12.
We are now in a position to prove Theorem 9.9.
Proof of Theorem 9.9. We prove that the non-Termination problem for incrementing
counter machines is reducible to the satisfiability problem for Log(C ×exp Fr Diff). To this
end, let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, and define
ψM := grid
fw ∧ counter ∧ ϕexpM ,
as in the proof of Theorem 8.8.
We show that ψM is Log(C ×exp Fr Diff)-satisfiable if and only if there is a non-
terminating incrementing computation of M.
(⇒) Suppose that ψM is Log(C ×exp Fr Diff)-satisfiable. Then M, (rh, rv) |= ψM, for some
expanding product model M = (HF,g,V), where F = (W,R) ∈ C is a strict linear
order and g(x) = (Wx, Rx) ∈ Fr Diff , for each x ∈ W .
It then follows immediately from Lemma 9.12 that M has a non-terminating incre-
menting computation.
(⇐) Conversely, suppose that M has a non-terminating incrementing computation
〈(qk, vk) ∈ ConfM : k < ω〉. We define the expanding product model M = (HF,g,V),
where F = (ω,<) ∈ C and g(k) = (ω, 6=) ∈ Fr Diff , for all k < ω.
For each k < ω, we define Vk : prop→ 2ω, by taking
Vk(c) = {k}, Vk(d) = {k + 1}, and Vk(Sq) =
{k} if qk = q,∅ otherwise,
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for each q ∈ Q.
We define, for each i < n, the functions η+i , η
−
i : ω → ω, by taking η+i (0) = η−i (0) = 0
and, for all k < ω,





if vk+1(i) > vk(i),
η+i (k) otherwise,





if vk+1(i) < vk(i),
η−i (k) otherwise.
This is to say that that η+i records the cumulative sum of all the increments made
to counter i < n — reliable or otherwise — while η−i records the cumulative sum
of all the decrements made to counter i. It follows from a simple induction that(
η+i (k)− η−i (k)
)
= vk(i), for all k < ω.
We then define the valuations of pi and qi, by taking
Vk(pi) = {m : m < η+i (k)} and Vk(qi) = {m : m < η−i (k)},
for all k < ω.
Lastly we evaluate start(p), by taking
Vk(start(p)) =
{
m : m 6∈ Vk(p) and m ∈ Vk+1(p)
}
,
for each p ∈ {pi, qi : i < n}.
It is then straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C ×exp Fr Diff)-satisfiable.
Now, since the Termination problem for incrementing counter machines is non-
elementary, so too must be the decision problem for Log(C ×exp Fr Diff), as required.
It then follows from Theorem 9.9 that the decision problem for K4.3 ×exp Diff is non-
elementary; taking C to be the class of all strict linear orders.
Corollary 9.13. The decision problem for K4.3×exp Diff is non-elementary.
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This is a notably weaker result than we were able to obtain for K4.3 × Diff , whose
undecidability follows from Theorem 8.8. These shortcomings resulted from our inability
to encode a reliable counting mechanism when faced with expanding domains, which may
spontaneously increase, adding value to our counters beyond our control.
It is unknown whether K4.3 ×exp Diff is decidable. However, it is readily seen to be
recursively enumerable by a standard variation of Theorem 3.5.
Question 9.14. Is the decision problem for K4.3×exp Diff decidable? Is it PrimRec?
9.5.2 Modally Discrete Linear Orders
We may, as in Section 8.3.2 above, consider the more restricted case where C comprises
some class of modally discrete strict linear order containing (ω,<). However, here, we
employ a reduction from the Bu¨chi problem for incrementing counter machines, which is
known to be Π01-complete (see Table 9.1).
In a previous version [59, Theorem 5.1], before the connection with incrementing
counter machines was established, this result was achieved by a similar reduction from the
ω-Reachability problem for lossy counter machines; also known to be Π01-complete. The
proof, however, is more lengthy and less instructive that the one presented here.
Theorem 9.15 (Hampson-Kurucz [59]). Let C be any class of modally discrete strict linear
orders such that (ω,<) ∈ C. Then the decision problem for Log(C ×exp Fr Diff) is Σ01-hard.
Proof. We prove that the Bu¨chi problem for incrementing counter machines is reducible
to the satisfiability problem for Log(C×exp Fr Diff). To this end, letM = (Q, qinit, n,∆, H)
be an arbitrary counter machine, with ` ∈ Q−H, and define:
ψM := grid ∧ counter ∧ ϕM ∧2+h3h2+v (c→ Ŝ`).
It remains to show that ψM is Log(C ×exp Fr Diff)-satisfiable if and only if there is a
computation of M in which ` occurs infinitely often.
(⇒) Suppose that ψM is Log(C ×exp Fr Diff)-satisfiable then M, (rh, rv) |= ψM for some
expanding product model M = (HF,g,V), where F = (W,R) ∈ C is a modally discrete
strict linear order and g(x) = (Wx, Rx) ∈ Fr Diff , for all x ∈ W .
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By Lemma 9.12, there is a some non-terminating incrementing computation
〈(qk, vk) ∈ ConfM : k < ω〉 of M such that, for all k < ω,
M, (ak, bk) |= Ŝqk ,
where ak ∈ Wh and bk ∈ Wv are as defined in Lemma 8.9.
Now, for each m < ω we have that rhR
+am and so M, (am, rv) |= 3h2+v (c → Ŝ`).
Therefore, there is some a ∈ W such that amRa and M, (a, rv) |= 2+v (c→ Ŝ`). Fur-
thermore, since F ∈ C is modally discrete, we have that a = aj, for some m < j < ω.
For otherwise, the sequence 〈ak : m < k < ω〉 would form an infinite ascending chain
between rh and a. It then follows from Lemma 9.10 that M, (aj, bj) |= Ŝ`. Thus
we may conclude that there is an incrementing computation ofM in which ` occurs
infinitely often, as required.
(⇐) Conversely, suppose that M has an non-terminating incrementing computation
〈(qk, vk) ∈ ConfM : k < ω〉, in which ` occurs infinitely often. Take M to be
the model defined in the proof of Theorem 9.9. It is then straightforward to check
that M, (0, 0) |= ψM, and hence it follows that ψM is Log(C ×exp Fr Diff)-satisfiable,
as required.
Now, since the Bu¨chi problem for ICMs is Π01-hard, so too must be the satisfiability
problem for Log(C ×exp Fr Diff). Hence, the decision problem for Log(C ×exp Fr Diff) must
be Σ01-hard, as required.
We note that this is a far cry from the lofty Π11-hardness of the decision problems for
both the full and decreasing product counterparts — Theorems 8.14 and 9.6, respectively.
Is this ultimately a failing of our approach, or is there something fundamentally easier
to deciding membership of expanding products, which is absent from their decreasing
product counterparts?
The remainder of this section will be concerned with establishing that, indeed, we can
do no better than the lower bound given in Theorem 9.15, and that Log((ω,<)×expFr Diff)
is indeed recursively enumerable. The result is derived from a reduction to the decision
problem for Log((ω,<)×exp Lfin), examined by Konev et al. [66], where Lfin comprises the
class of all finite strict linear orders.
Theorem 9.16 (Konev et al. [66]). The decision problem for Log((ω,<) ×exp Lfin) is
Σ01-complete.
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We first require the following lemma, which permits us to assume the following useful
assumptions about the size of those models refuting all non-theorems of Log(C×expFr Diff).
Lemma 9.17. Suppose that ϕ ∈ ML2 is refuted in some expanding product frame HF,g,
where F = (m,<), for some m ≤ ω, and g(k) = (Wk, 6=) ∈ Fr Diff , for all k < m. Then
ϕ can be refuted an expanding product frame HF,g′, such that g
′(k) = (W ′k, 6=) ∈ Fr Diff is
finite, for all k < m. Indeed, where
|W ′k| ≤ k · (1 + 2n+1), (9.6)
for all k < m, where n = |sub(ϕ)| is the size of ϕ.
Proof. Let HF,g, be as described, and suppose that M, (rh, rv) 6|= ϕ for some expanding
product model M = (HF,g,V). We may assume, without any loss of generality, that
rh = 0, and since HF,g is expanding, that rv ∈ Wk, for all k < m.
For each k < m ≤ ω, we define Tk ⊆ Wk to be the smallest subset closed under the
following conditions:
(i) rv ∈ Tk,
(ii) For all y ∈ Tk and ψ ∈ sub(ϕ),
M, (k, y) |= 3vψ ⇐⇒ ∃y′ ∈ Tk; y 6= y′ and M, (k, y′) |= ψ.
It is straightforward to verify that |Tk| ≤ 1 + 2n+1, for all k < m, where n = |sub(ϕ)| is
the size of ϕ.
We then define, inductively, a sequence 〈W ′k ⊆ Wk : k < m〉 by taking




k−1 ∪ Tk, for all 0 < k < m.
Clearly W ′k−1 ⊆ W ′k, for each 0 < k < m, while it is straightforward to verify that each W ′k
is a finite set of size |W ′k| ≤ k · (1 + 2n+1), as prescribed by (9.6).
We define a new expanding product frame HF,g′ , by taking g
′(k) = (W ′k, 6=) ∈ Fr Diff ,
for all k < ω, and construct a new model M′ = (HF,g′ ,V′), by taking V′ = (V′k)k<m, where
V′k(p) = Vk(p) ∩W ′k, for all p ∈ sub(ϕ) and k < m.
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A straightforward induction reveals that M, (k, y) |= ψ if and only if M′, (k, y) |= ψ,
for all ψ ∈ sub(ϕ), k < m and y ∈ W ′k. In particular, we have that M′, (rh, rv) 6|= ϕ, since
we are assured, by (i), that rv ∈ T0 = W ′rh , as required.
In particular, it follows that Log((ω,<)×exp Fr Diff) is characterised by its expanding
frames of finite vertical height. This is crucial to the following reduction of the decision
problem for Log((ω,<)×exp Fr Diff) to that of Log((ω,<)×exp Lfin).
Theorem 9.18. The decision problem for Log((ω,<) ×exp Fr Diff) is recursively
enumerable.
Proof. We prove that the decision problem for Log((ω,<) ×exp Fr Diff) is polynomially
reducible to the recursively enumerable decision problem for Log((ω,<)×exp Lfin).
To this end, suppose that ϕ ∈ML2, and take τ : sub(ϕ)→ML2 to be the translation
given in the proof of Theorem 8.38. Furthermore, take ζ ∈ ML2 to be the conjunction of
(8.35)–(8.36), of the same theorem.
It is then straightforward to prove, in the spirit of Theorem 8.37, that
ϕ ∈ Log((ω,<)×exp Fr Diff) ⇐⇒ 2+h ζ → τ(ϕ) ∈ Log((ω,<)×exp Lfin).
Crucially, we depend on the fact that every non-theorem of Log((ω,<)×exp Fr Diff) can be
refuted in some expanding product model of finite vertical height. This we are guaranteed
by Lemma 9.17.
Now, since the decision problem for Log((ω,<)×exp Lfin) is recursively enumerable, so
too must be the decision problem for Log((ω,<)×exp Fr Diff), as required.
Thus, we may conclude that the lower bound expressed in Theorem 9.9 is optimal,
and that the decision problem for Log((ω,<) ×exp Fr Diff) is Σ01-complete. This is in
contrast to the lofty Π11-hardness of the decision problems for both Log((ω,<) × Fr Diff)
and Log((ω,<)×dec Fr Diff), which follow from Theorems 8.14 and 9.6, respectively.
Corollary 9.19. The decision problem for Log((ω,<)×exp Fr Diff) is Σ01-complete.
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Note that it is still unknown whether this bound is tight for arbitrary classes of modally
discrete strict linear orders. Indeed, we do not know whether Log(ω,<)×exp Diff is recur-
sively enumerable.
Question 9.20. Is Log(C ×exp Fr Diff) recursively enumerable for every class C of modally
discrete strict linear orders?
9.5.3 Finite Linear Orders
As with the case of full product logics, the restriction to classes of finite linear orders costs
us little extra work. In this section we show that the decision problem for Log(C×expFr Diff)
is non-primitive recursive by a reduction to the Reachability problem for incrementing
counter machines, whenever C comprises the class of all finite linear orders. In [59], this
same result is achieved by a slightly different reduction to the Reachability problem for
lossy counter machines, which shares the same computational complexity.
Theorem 9.21 (Hampson-Kurucz [59]). Let C be the class of all finite strict linear orders.
Then the decision problem for Log(C ×exp Fr Diff) is Ackermann-hard.
Let gridfin be as defined in (8.20). It follows that if M, (rh, rv) |= gridfin, then there
are two sequences 〈ak ∈ W : k < L〉 and 〈bk ∈ Wak : k < L〉, of length L ≤ ω, satisfying
all the conditions of Lemma 8.20.
As in the proof of Theorem 8.19, we may take ϕexpM to be the conjunction of equations
(8.17)–(8.19), with Doexpα replacing Do
fw
α . It is then easy to verify the following analogue
of Lemma 8.21.
Lemma 9.22. Suppose that M, (rh, rv) |= gridfin∧counter∧ϕexpM , and let 〈ak ∈ Wh : k < L〉
and 〈bk ∈ Wv : k < L〉 be any sequence satisfying conditions (i)–(v) of Lemma 8.20, for
some L ≤ ω. Then M has a computation 〈(qk, vk) ∈ ConfM : k < L′〉 of length L′ > L,
such that M, (ak, bk) |= Ŝqk , for all k < L.
Proof. The proof is analogous to that of Lemma 8.21.
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We may then prove Theorem 9.21.
Proof of Theorem 9.21. We prove that the Reachability problem for incrementing
counter machines is reducible to the satisfiability problem for Log(C ×exp Fr Diff). To
this end, let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, with ` ∈ Q − H,
and define
ψM := grid
fin ∧ counter ∧ ϕexpM ∧2+h
(
2h⊥ → 2+v (c→ Ŝ`)
)
.
We show that ψM is Log(C ×exp Fr Diff)-satisfiable if and only if there is an incrementing
computation of M in which ` occurs.
(⇒) Suppose that ψM is Log(C ×exp Fr Diff)-satisfiable. Then M, (rh, rv) |= ψM, for some
expanding product model M = (HF,g,V), where F = (W,R) ∈ C is a finite linear
order and g(x) = (Wx, Rx) ∈ Fr Diff , for all x ∈ W .
By the appropriate analogue of Lemma 8.9 there are two sequences 〈ak ∈ Wh : k < L〉
and 〈bk ∈ Wak : k < L〉, of length L ≤ ω, such that M, (ak, bk) |= 2h⊥ if and only if
k + 1 = L. Since C comprises only finite linear orders, we must have that L < ω is
finite, and consequently that M, (am, rv) |= 2h⊥, for m = L− 1.
By Lemma 8.12, there is a some incrementing computation 〈(qk, vk) ∈ ConfM : k <
L′〉 of M, of length L′ > L such that, for all k < L,
M, (ak, bk) |= Ŝqk .
Furthermore, we have that M, (rh, rv) |= 2+h
(
2h⊥ → 2+v (c→ Ŝ`)
)
, and so it follows
that M, (am, bm) |= Ŝ`. Hence there is some incrementing computation of M in
which ` occurs.
(⇐) Conversely, suppose that M has an incrementing computation 〈(qk, vk) ∈ ConfM :
k < L〉 of length L ≤ ω such that qm = q` for some m < L. We define the
model M = (HF,g,V), where F = (m,<) ∈ C is a finite strict linear order and
g(x) = (ω, 6=) ∈ Fr Diff , for all x ∈ W , by taking V to be the valuation defined in
the proof of Theorem 9.9 restricted to the domain of HF,g.
Again, it is straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(C ×exp Fr Diff)-satisfiable.
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Now, since the Reachability problem for incrementing counter machines is Acker-
mann-hard, so too must be the decision problem for Log(C ×exp Fr Diff), as required.
In [42], it is proved that the decision problem for Log(C ×exp Lfin) is decidable, when-
ever C comprises the class of all finite linear orders. Moreover, since every finite strict
linear order is isomorphic to (m,<), for some m < ω, it follows from Lemma 9.17 that
Log(C ×exp Fr Diff) too is characterised by its expanding frames of finite vertical height.
Thus, we are able to leverage the translation of Theorem 8.38, to yield a polynomial re-
duction from the decision problem for Log(C ×exp Fr Diff) to that of Log(C ×exp Lfin), for
any class C of finite linear orders. This provides us a matching upper bound to that given
in Theorem 9.21.
Theorem 9.23. Let C be the class of all finite linear orders. Then the decision problem
for Log(C ×exp Fr Diff) is decidable.
Proof. Analogous to that of Theorem 9.18.
It remains open whether the Ackermann-time lower bound provided by Theorem 9.21
is optimal. Indeed, it is worth noting that the proof of decidability given in [42] relies
upon Kruskal’s Tree Theorem, and provides us no explicit upper bound on the computa-
tional complexity.
Furthermore, in that same paper the authors prove that the decision problem for
Log(C ×exp Lfin) is not decidable in Ackermann-time, but instead belongs to the class
of HyperAckermann-hard problems, owing to a reduction from the reachability prob-
lem for lossy FIFO channel systems [106]. However, it is not clear that the techniques
of [42] can be extended to provide a similarly lofty HyperAckermann-hard bound for
the decision problem of Log(C ×exp Fr Diff). It is perhaps not unreasonable to suggest that
an Ackermann-time upper bound may still be found by more direct means.
Question 9.24. What is the complexity of the decision problem for Log(C ×exp Fr Diff),
when C comprises the class of all finite linear orders?
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9.6 Discussion
The results of Section 9.4–9.5 are summarised below in Table 9.2, together with the corre-
sponding results for regular products, obtained in Section 8.3.
Note that it remains open whether the decision problem for K4.3×expDiff is decidable,
or whether it shares the same complexity as both its constant and decreasing domain
counterparts. Furthermore, it is unknown whether the techniques developed in [66] can be
adapted for any arbitrary class of modally discrete linear orders C, thereby providing us
with recursively enumerable upper bound for Log(ω,<)×exp Diff .
Question 9.25. What is the complexity of the decision problem for K4.3×exp Diff?
Question 9.26. Is Log(ω,<)×exp Diff recursively enumerable?
(ω,<) all finite strict all strict all modally discrete
















products Theorems 9.6 & 9.2 Theorems 9.6 & 9.2 Theorems 9.8 & 9.2 Theorem 9.6
expanding Σ01-complete decidable ? non-Elementary, r.e. Σ
0
1-hard
products Theorems 9.6 & 9.2 Ackermann-hard decidable? r.e.?
Theorems 9.21 & 9.23 Theorems 9.9 & 3.5 Theorem 9.6
Table 9.2: Complexity of Log(C × FrDiff) for various classes of linear orders.
Chapter 10
Products with a ‘Diagonal’ Operator
In Section 4.3, we discussed a variation on the standard translation that identifies the
bimodal product logic S5 × S5 with the two-variable, equality-free, (substitution-free)
fragment of first-order logic. In this modal setting, equality can be modelled with an
additional ‘diagonal’ operator δ, interpreted in square product frames as the identity re-
lation. The resulting 3-modal logic more closely resembles the full two-variable fragment
of first-order logic with equality; however, while substitution can be emulated with the
aid of a diagonal operator, transposition of variables is still lacking. In [111, 115], this
‘dimension-joining’ modal treatment of first-order equality by way of an additional modal
operator is suggested for products of two arbitrary modal logics (together with further
modal operators used to ‘simulate’ substitution and transposition).
It is well-noted that the presence or absence of equality in the two-variable fragment of
first-order logic has no discernible affect on the coNExpTime-completeness of its validity
problem. Hence, one might expect that the addition of a diagonal element to arbitrary
product logics is similarly inconsequential. All the more so, given that the decision problem
for K×K remains decidable when augmented with additional modal operators simulating
substitution and transposition of first-order variables [117].
However, in this chapter we show such intuitions to be misplaced, and that often the
introduction of such a diagonal operator can lead to a considerable increase in complex-
ity. We employ a variation on the techniques described above in Chapters 8–9, by first
introducing a novel model of unreliable counter machines that, unlike those lossy and in-
crementing counter machines described in Section 9.3, prove to be Turing-complete. The
benefit of this new formalism is that it demands far less structure than would be required
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of encoding comparatively complex reliable counter machine problems.
In Section 10.1 we introduce the syntax and semantics for delta products, and in Sec-
tion 10.2, we describe their connection with regular products. In particular, we show that
the global consequence problem for certain product logics can be reduced to the deci-
sion problem for their respective delta products. This provides us with undecidable lower
bounds for several delta product logics whose delta-free counterparts are decidable. In par-
ticular, we show that the decision problems for the delta products K×δ K and K×δ K4
are undecidable.
In Section 10.3, we introduce the notion of computation by means of faulty approxima-
tions as a novel variation on unreliable counter machines. Unlike lossy and incrementing
counter machines, we show that computation by faulty approximation is Turing-complete.
In Section 10.4.1, we exploit the greater flexibility of this new formalism to obtain undecid-
able lower bounds for a host of delta products, using a variation on the techniques described
in Chapter 8. Among which, we show that the decision problem for K×δS5 is undecidable,
despite the decidability of both the decision problem and the global consequence problem
for K× S5.
In Section 10.4.2, we extend this technique to delta products in which the first com-
ponent is characterised by some class of linear orders. In particular, we show that the
decision problems for K4.3×δ K and K4.3×δ S5 are both undecidable.
Finally, in Section 10.5, we probe the limitations of this approach and show that the
delta product K ×δ Alt — lying outside the remit of the aforementioned results — has
the exponential product fmp and is thus decidable. The results of this chapter are to be
published in [57].
10.1 Syntax and Semantics
We extend the basic bimodal language by an additional nullary modal operator δ, called
the diagonal constant . The set formulasMLδ2 comprises all those strings generated by the
following grammar:
ϕ ::= pj | ¬ϕ | (ϕ1 ∧ ϕ2) | 3hϕ | 3vϕ | δ
where pj ∈ prop is a propositional variable.
As above, let sub(ϕ) be the set of all subformulas of ϕ, for all ϕ ∈ MLδ2, and take
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the size of ϕ ∈ MLδ2 to be the cardinality of sub(ϕ). The modal depth of ϕ ∈ MLδ2 is
defined as above for formulas of the basic modal language with the addition that md(δ) = 0.
Given two unimodal frames Fh = (Wh, Rh) and Fv = (Wv, Rv), we define their delta
product frame to be the 3-frame
Fh ×δ Fv :=
(
Wh ×Wv, R¯h, R¯v, D
)
,
where R¯h and R¯v are such that, for all x, x
′ ∈ Wh and y, y′ ∈ Wv,
(x, y)R¯h(x
′, y′) ⇐⇒ xRhx′ and y = y′,
(x, y)R¯v(x
′, y′) ⇐⇒ x = x′ and yRvy′,
and D comprises the set of all diagonal elements,
D = {(x, y) ∈ Wh ×Wv : x = y}.
Note that there can be at most one diagonal element occurring in each row and in each







Figure 10.1: Illustration of the delta product construction.
At first, it seems that delta products are somewhat limited in their scope, requiring
the domains of their constituent parts to at least overlap. This clearly impacts their
applicability to many ‘real world’ scenarios, such as certain spatio-temporal reasoning in
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which it makes little sense to speak of a position in space being equal to a position in time.
However, since modal languages are incapable of discerning among isomorphic frames, we
may instead consider D to be any subset of Wh×Wv that is both horizontally and vertically
‘unique’, in the sense that
(x, y), (x, y′) ∈ D =⇒ y = y′ and (x, y), (x′, y) ∈ D =⇒ x = x′,
for all x, x′ ∈ Wh and y, y′ ∈ Wv.
We define modal satisfiability for MLδ2 in much the same way as for regular products,
with the additional specification for the atomic formula δ, which is interpreted such that:
M, (x, y) |= δ ⇐⇒ (x, y) ∈ D.
For classes Ch and Cv of unimodal frames, we define the delta product class Ch ×δ Cv to be
the class of all delta products Fh ×δ Fv, where Fi ∈ Ci, for i = h, v. For modal logics Lh
and Lv, we define their delta product logic Lh ×δ Lv, by taking
Lh ×δ Lv := Log(FrLh ×δ FrLv).
It is straightforward to check that each delta product logic Lh×δLv is a normal extension
of its delta-free counterpart Lh × Lv, for all Kripke complete modal logics Lh and Lv.
However, this added structure allows for some additional theorems, common to all delta
product logics. For example, consider the axioms:
(hdiagk,`) := 3
k
h(δ ∧ p)→ 2`h(δ → p),
(vdiagk,`) := 3
k
v(δ ∧ p)→ 2`v(δ → p),
for k, ` < ω, which are sound and complete with respect to the class of frames validating
the following first-order conditions:
∀x∀y(xRki y ∧ xR`iz ∧D(y) ∧D(z)→ y = z),
for i = h, v. These properties are easily seen to be valid in every delta product frame,
and thus (hdiagk,`) and (vdiagk,`) join (com
r), (coml) and (chr) as theorems of every delta
product logic.
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This additional structure affords delta products a surprising increase in complexity
over their delta-free counterparts. In particular, it was proved in [74] that, while K ×K,
K ×K4 and K × S5 all possess the product fmp, none of the logics K ×δ K, K ×δ K4
and K ×δ S5 enjoy even the abstract fmp. However the exact complexity of these delta
products remained open.
By contrast, the addition of a diagonal constant adds no further complexity to S5×δ S5,
whose decision problem remains coNExpTime-complete, owing to a straightforward vari-
ation of the standard translation betweenMLδ2 and the two-variable fragment of first-order
logic with equality. Similarly, we see that the decision problems for both Diff ×δ Diff and
S5×δDiff also remain coNExpTime-complete. However, one further discrepancy appears
in the case of S5×δ Diff . It was proved in Theorem 6.6 that S5×Diff enjoys the expo-
nential product fmp, while the following analogue of Theorem 6.3 shows that S5 ×δ Diff
enjoys not even the abstract fmp.
Theorem 10.1. S5×δ Diff does not possess the abstract fmp.
Let ϕδ∞ be the conjunction of the following formulas:
3h3v(c ∧ ¬δ ∧2h¬c ∧2v¬δ), (10.1)
2h3v(c ∧ ¬δ ∧2h¬c), (10.2)
2v3h(δ ∧ ¬c). (10.3)
We then have the following analogue of Lemma 6.4.
Lemma 10.2. Let F = (W,Rh, Rv) be any frame for [S5,wK5] validating (hdiag1,1).
If ϕδ∞ is satisfiable in F then F must be infinite.
Proof. The proof is analogous to that of Lemma 6.4, with the diagonal elements taking
the place of the propositional variable d. The vertical uniqueness of each diagonal element
is guaranteed by (hdiag1,1).
In the following chapters, we examine the computational complexity of various delta
product logics whose delta-free counterparts are decidable. Among which are the logics
K ×δ K, K ×δ K4 and K ×δ S5, whose delta-free counterparts are each characterised
by their finite frames and are therefore decidable, as well as the logics K4.3 ×δ K and
K4.3×δ S5, whose delta-free counterparts do not enjoy the finite model property but are
nonetheless decidable.
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The undecidability of the first two can be established by a reduction from the global
consequence problem for K×K and K×K4, respectively, which we describe in Section 10.2.
The remaining logics are the subject of Section 10.4, where we employ a variation on
the counter machine reduction introduced in Chapter 8. However, owing to the reduced
expressivity of these logics — being, as they are, unable to express uniqueness of points
except for those points appearing along the diagonal — we must first introduce the notion
of unreliable computation by way of faulty approximations.
10.2 Delta Products and Global Consequences
In this section we show that the decision problem for delta products is related to the
problem of deciding global consequences for regular product logics. We can therefore,
derive many complexity results for delta products from standard results regarding the
global consequence problem.
Given an n-modal logic L ⊆ MLn and any two modal formulas ϕ, ψ ∈ MLn, we say
that ψ is a global L-consequence of ϕ, written ϕ |=∗L ψ, if ψ belongs to the smallest set
of MLn formulas containing L ∪ {ϕ} that is closed under the inference rules (MP) and
(Nec), given in Table 2.2. The global consequence problem for L asks whether ϕ |=∗L ψ,
for a given pair of n-modal formulas ϕ, ψ ∈MLn.
A logic L is said to be globally Kripke complete if it is the case that, for all formulas
ϕ, ψ ∈MLn, the following conditions are equivalent:
(i) ϕ |=∗L ψ,
(ii) if M |= ϕ then M |= ψ, for every model M = (F,V) such that F ∈ FrL.
The following result pertains to logics whose frames are closed under the addition of
so-called ‘spy-points’. Given a unimodal frame F = (W,R), we denote by F• = (W •, R•)
the result of augmenting F with an additional ‘spy-point’ from which the whole frame can
be surveyed, taking
W • = W ∪ {r} and R• = R ∪ {(r, w) : w ∈ W}.
for some fresh point r 6∈ W . We say that a class of frames C is closed under the addition of
‘spy-points’ if F• ∈ C, whenever F ∈ C. Note that this spy-point technique is well-known
in the hybrid logic literature [15].
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Proposition 10.3. Let Lh and Lv be any two Horn-axiomatisable, Kripke complete uni-
modal logics such that both FrLh and FrLv are closed under the addition of ‘spy-points’,
and where Lh × Lv is globally Kripke complete. Then the global consequence relation for
Lh × Lv is polynomially reducible to the decision problem for Lh ×δ Lv.
Proof. Suppose that ϕ, ψ ∈ML2 and let univδ be the following formula:
univδ := 2h3vδ ∧2h2h3vδ ∧2v3hδ ∧2v2v3hδ. (10.4)
We claim that ϕ |=∗Lh×Lv ψ if and only if (univδ ∧2h2vϕ)→ 2h2vψ ∈ Lh ×δ Lv.
(⇒) Suppose that (univδ ∧ 2h2vϕ) → 2h2vψ 6∈ Lh ×δ Lv. Then M, (rh, rv) |= univδ ∧
2h2vϕ and M, (rh, rv) 6|= 2h2vψ, for some delta product model M = (Fh ×δ Fv,V),
where Fh = (Wh, Rv) ∈ FrLh and Fv = (Wv, Rv) ∈ FrLv.
Hence, there are uh ∈ Wh and uv ∈ Wv such that M, (uh, uv) 6|= ψ. Let Gi = (Ui, Si)
be the subframe of Fi generated by ui ∈ Wi, for i = h, v, and let M′ = (Gh ×
Gv,V) be a new model such that V
′(p) = V(p) ∩ (Uh × Uv), for all propositional
variables p ∈ prop.
Clearly M′, (uh, uv) 6|= ψ, and so it remains to show that M′, (x, y) |= ϕ, for all x ∈ Uh
and y ∈ Uv.
For each w ∈ Ui, let di(w) < ω be the length of the shortest Ri-chain from ui to w,
for i = h, v. We prove by induction on the depth k = di(w), that
riRiw, for all w ∈ Ui and i = h, v.
Suppose that i = h. If dh(w) = 0 then w = uh, in which case we have that rhRhuh,
by definition. So suppose that rhRhx, for all x ∈ Uh of depth dh(x) < k.
Suppose that w ∈ Uh is such that di(w) = k. Since Gh is rooted at ui, there is some
w′ ∈ Uh such that di(w′) < k and w′Rhw. By the induction hypothesis, we have that
rhRhw
′ and so it follows from (10.4) that M, (w, rv) |= 3vδ. Hence there is some
v ∈ Wv such that rvRvv and M, (w, v) |= δ; which is to say that w ∈ Wv and rvRvw.
It then follows, again from (10.4), that M, (rh, w) |= 3hδ. Hence there is some
v ∈ Wh such that rhRhv and M, (v, w) |= δ; which is to say that rhRhw, as required.
The case where i = v is similar.
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Since M, (rh, rv) |= 2h2vϕ, we may readily conclude that M′, (x, y) |= ϕ, for all
x ∈ Uh and y ∈ Uv. Hence it follows that ϕ 6|=∗Lh×Lv ψ, as required.
(⇐) Suppose that ϕ 6|=∗Lh×Lv ψ. Since Lh×Lv is assumed to be globally Kripke complete,
there is some model M = (F,V) such that M |= ϕ and M, (x, y) 6|= ψ, where F is a
frame for Lh × Lv. Furthermore, since both Lh and Lv are Horn-axiomatisable, we
may suppose — courtesy of Theorem 3.5 — that F = Fh × Fv is a product frame,
where Fi = (Wi, Ri) ∈ FrLi, for i = h, v.
Let Gh = (Uh, Sh) be the disjoint union of |Wv|-many copies of Fh, and Gv = (Uv, Sv)
be the disjoint union of |Wh|-many copies of Fv, where
Uh = {(x, α) : x ∈ Wh and α < |Wv|} and Uv = {(y, β) : y ∈ Wv and β < |Wh|}
and (u, k)Si(v, `) if and only if uRiv and k = `, for i = h, v and k, ` < ω.
Since FrLi is closed under disjoint unions, we have that Gi ∈ FrLi and consequently
G•i ∈ FrLi, since we further supposed that FrLi is closed under the addition of
spy-points, for i = h, v.
We may now construct a delta product model M′ = (G•h ×δ G•v,V′) by taking
V′(p) =
{(
(x, α), (y, β)
)
: (x, y) ∈ V(p)}
for all propositional variables p ∈ prop.
It it straightforward to check that M′, (r, r) |= 2h2vϕ and M′, (r, r) 6|= 2h2vψ.
Furthermore, since |Uh| = |Uv| we may assume that up to some suitable isomorphism
Uh = Uv, from which we may establish that M
′, (r, r) |= univδ. Hence it follows that
(univδ ∧2h2vϕ)→ 2h2vψ 6∈ Lh ×δ Lv, as required.
It is well-established that the logics K×K and K×K4 both satisfy the requirements
of the Proposition 10.3; indeed, Theorem 5.12 of [38] shows that Lh×Lv is globally Kripke
complete whenever Lh and Lv are both Horn axiomatisable and Kripke complete.
In [83], it is established that the global consequence problem for K×K is undecidable,
via a reduction from the unconstrained tiling problem. Furthermore, it is shown in [54]
that the reduction of the decision problem for K4 to the global consequence problem for
CHAPTER 10. PRODUCTS WITH A ‘DIAGONAL’ OPERATOR 189
K, given in [125], can be ‘lifted’ to yield a similar reduction between the decision problem
for K4×K4 and the global consequence problem for K×K4. However, since the decision
problem for K4×K4 is known to be undecidable [41], so too must be the global consequence
problem for K×K4.
It then follows from Proposition 10.3 that the decision problems for K×δK and K×δK4
are both undecidable. However, by a straightforward analogue of Theorem 3.5, both logics
can be shown to be recursively enumerable.
Corollary 10.4. The decision problems for K×δ K and K×δ K4 are both Σ01-complete.
It should be noted, that the Proposition 10.3 does not extend to those logics having
only weakly-connected frames — such as K4.3, S5 and Diff — or those logics having only
frames of bounded width, none of which are not closed under the addition of ‘spy-points’.
In some of these cases, such a reduction as that provided above is either unhelpful
or demonstrably non-existent. For example, while the global consequence problem for
K × S5 is reducible to the decision problem for PDL × S5, and is thus decidable in
coN2ExpTime [134, 105], the decision problem for K ×δ S5 is shown to be undecidable
in Theorem 10.7, below. Furthermore, we show in Section 10.5 that the decision problem
for K ×δ Alt can be decided in coNExpTime, whereas the undecidability of the global
consequence problem for K×Alt can be established by a straightforward reduction from
the unconstrained tiling problem.
10.3 Faulty Approximations
In Section 9.3 we introduced the notion of lossy and incrementing errors, and noted that
many decision problems for counter machines become significantly more tractable when
we allow for the possibility of spontaneous errors. Indeed, even undecidable problems
such as the Reachability and the Termination problems become decidable (albeit,
non-elementary) with the addition of such unreliability.
Combinations of lossy and incrementing errors have been considered in the context of
FIFO-channel systems [20], however only in the trivial case where both errors aﬄict the
same channel. The result being that Reachability, Termination, and Bu¨chi are all
vacuously decidable, as there are no impediments to reachability; we may introduce errors
as and when necessary in order to reach any desired configuration.
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In this section we introduce the notion of a faulty approximation [57] as a means of sim-
ulating a reliable computation by means of two distinct sets of counters; one set permitting
spontaneous lossy errors with the other permitting spontaneous incrementing errors. These
two sets of counters, working in tandem, each compensate for the errors made by the other,
thereby maintaining Turing-completeness using only unreliable transitions. This appears
to be the first known formulation of an unreliable counter machine that is, nonetheless,
Turing-complete.
In the following sections, we exploit the surprising expressivity of such faulty approxi-
mations to provide undecidable lower bounds for otherwise seemingly unremarkable delta
product logics. Again, we introduce these new counter machines, not as a special class of
counter machines, but through the introduction of a new operational semantics.
Definition 10.5. Given a counter machine M = (Q, qinit, n,∆, H), we define an approx-
imant of M to be a 3-tuple (q, v+, v−) such that q ∈ Q, and v+, v− : n → ω are upper
and lower bounds on the values of the counters of M. The only requirement we enforce
is that v−(i) ≤ v+(i) for all i < n, as one would expect. Let ApxM be the set of all
approximants of M.
We define the faulty consecution relation for M, by taking (q0, v+0 , v−0 ) M
≈−→ (q1, v+1 , v−1 )
if and only if there is some α ∈ Opn such that (q0, α, q1) ∈ ∆ and, for all i < n:
– If α = i++ then v+1 (i) ≥ v+0 (i) + 1 and v−1 (i) ≤ v−0 (i) + 1,
– If α = i−− then v+1 (i) ≥ v+0 (i)− 1 and v−1 (i) ≤ v−0 (i)− 1,
– If α = i?? then v+0 (i) = 0, v
+
1 (j) ≥ v+0 (j) and v−1 (j) ≤ v−0 (j),
– If α ∈ {j++, j−−, j??} and j 6= i then v+1 (j) ≥ v+0 (j) and v−1 (j) ≤ v−0 (j).
A faulty approximation ofM is a sequence of approximants 〈(qk, v+k , v−k ) ∈ ApxM : k < L〉
of length L ≤ ω, such that:




0 = ~0, where ~0 denotes the function which assigns zero to all
counters,
– If k > 0 then (qk−1, v+k−1, v
−
k−1)
M≈−→ (qk, v+k , v−k ),
– qk ∈ H if and only if k + 1 = L.
for all k < L.
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Faulty approximations are inherently non-deterministic, combining, as they do, both a
lossy computation and an incrementing computation. However, the computational power
of faulty approximations far exceeds that of either flavour of unreliable computation in
isolation. Indeed, the following theorem demonstrates the equivalence of faulty approxi-
mations and reliable computations. Hence, we have what appears to be the first instance
of unreliable computation that is, nonetheless, Turing-complete [57].
Theorem 10.6 (Hampson-Kikot-Kurucz [57]). Let M = (Q, qinit, n,∆, H) be an arbitrary
counter machine.
(i) If 〈(qk, vk) ∈ ConfM : k < L〉 is a reliable computation, then there is some faulty
approximation 〈(q′k, v−k , v+k ) ∈ ApxM : k < L〉, such that qk = q′k, for all k < L.
(ii) If 〈(qk, v−k , v+k ) ∈ ApxM : k < L〉 is a faulty approximation, then there is some reliable
computation 〈(q′k, vk) ∈ ConfM : k < L〉, such that qk = q′k, for all k < L.
Proof. (i) Suppose that 〈(qk, vk) ∈ ConfM : k < L〉 is a reliable computation of M. We
may then define a faulty approximation 〈(qk, v−k , v+k ) ∈ ApxM : k < L〉, by taking
v−k (i) = vk(i) = v
+
k (i), for all i < n. It is straightforward to check that this satisfies
the definition of a faulty approximation.
(ii) Suppose that 〈(qk, v−k , v+k ) ∈ ApxM : k < L〉 is a faulty approximation of M. We
construct, by induction on the length, a sequence of configurations 〈(q′k, vk) ∈ ConfM :
k < L〉, such that, for all k < L:
(i) q′k = qk,
(ii) v−k (i) ≤ vk(i) ≤ v+k (i), for all i < n.




0 = ~0, and so we are free to take (qinit,~0) as
our initial configuration.
Now suppose that (q′k, vk) ∈ ConfM has already been defined, for some k < L − 1.
By the induction hypothesis, we have that q′k = qk and v
−
k (i) ≤ vk(i) ≤ v+k (i), for all
i < n. Moreover, there is α ∈ Opn such that (qk, α, qk+1) ∈ ∆.
We define vk+1 : n→ ω, by taking
vk+1(i) =

vk(i) + 1 if α = i
++,
vk(i)− 1 if α = i−−,
vk(i) otherwise,
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for all i < n.
It remains to show that (qk, vk)
M−→ (qk+1, vk+1). So suppose that i < n, and consider
each of the four following cases:
– If α = i++ then it follows from the induction hypothesis that
v−k+1(i) ≤ v−k (i) + 1 ≤ vk+1(i) ≤ v+k (i) + 1 ≤ v+k+1(i),
since vk+1(i) = vk(i) + 1.
– If α = i−− then it follows from the induction hypothesis that
0 ≤ v−k+1(i) ≤ v−k (i)− 1 ≤ vk+1(i) ≤ v+k (i)− 1 ≤ v+k+1(i),
since vk+1(i) = vk(i)− 1.
– If α = i?? then it follows from the induction hypothesis that
vk(i) ≤ v+k (i) = 0,
and hence vk+1(i) = vk(i) = 0.
– In all other cases where α ∈ {j++, j−−, j??}, for some j 6= i, we have that
0 ≤ v−k+1(i) ≤ v−k (i) ≤ vk+1(i) ≤ v+k (i) ≤ v+k+1(i),
since vk+1(i) = vk(i).
In all cases we have that (qk, vk)
M−→ (qk+1, vk+1) and v−k+1(i) ≤ vk+1(i) ≤ v+k+1(i), for
all i < n. Hence, by induction on the length of the sequence, we can construct an
appropriate reliable computation for M.
With Theorem 10.6, we find that reachability by faulty approximation is equivalent
to reachability by reliable computations. However, the benefit of introducing the notion
of faulty approximations is that, as we have seen in Chapter 9, it often requires far less
structure to encode unreliable computations than reliable computations.
This is true of our delta products, in which we may express the uniqueness of certain
points occurring along the diagonal, but unlike with products of the form L×Diff , we may
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not be able to express the uniqueness of points occurring elsewhere. In this chapter we
show that these deficiencies are unproblematic for the encoding of faulty approximations.
10.4 Undecidable Delta Products
In Chapter 8, we demonstrated how it is possible to emulate reliable counter machines over
product frames, thereby reducing problems of reachability and termination to decision
problems for product logics of the form Log(C × Fr Diff). The weak-Euclideanness of
frames for Diff allow us to express the uniqueness of certain points from among their
vertical successors. This expressivity is lacking from S5, resulting in considerably more
tractable decision problem for corresponding logics of the form Log(C × Fr S5).
In this section we demonstrate, with the aid of faulty approximations, that the presence
of a single vertically unique element — such as that provided by a diagonal element, in
the presence of the axioms (vdiagk,`), for k, ` < ω — is often sufficient for demonstrating
undecidability.
10.4.1 Arbitrary Frames
It is well-known that the decision problem for K × S5 is coNExpTime-complete [83],
and that even the decision problem for K×Diff is decidable, as discussed in Section 6.3.
Indeed, both K× S5 and K×Diff are known to possess the fmp [83, 118].
However, while the addition of a diagonal element to S5× S5 — akin to the addition
of equality in the two variable fragment of first-order logic — has no discernible effect of
the complexity or size of its models, the same cannot be said of the logics K×K, K×K4
and K× S5, whose corresponding delta products each lack even in the abstract fmp [74].
As discussed in Section 10.2, the undecidability of the decision problems for both K×δK
and K×δ K4 follows from the undecidability of the global consequence problems for their
delta-free counterparts. However, the techniques described there do not extend to K×δS5,
since the frames for S5 are not closed under ‘spy-points’. Moreover, the global consequence
problem for K × S5 is decidable [38, Theorem 6.58], and hence would be of little help in
establishing any undecidable lower bounds.
In this section, we employ a variation on the counter machine reduction introduced
in Chapter 8, to show that the decision problem for K ×δ S5 is undecidable, and is thus
strictly more complex than the global consequence problem for K× S5.
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For each 0 < k ≤ ω, say that a frame F = (k,R) is a k-fan if
{(0, n) : 0 < n < k} ⊆ R.
And let Fω = (ω, S) denote the ω-fan given by:
S = {(0, n) : 0 < n < ω} ∪ {(n, n+ 1) : 0 < n < ω}.
With this, we prove the following general theorem.
Theorem 10.7 (Hampson-Kikot-Kurucz [57]). Let Ch be any class of frames such that
Fω ∈ Ch and let Cv be any class of frames containing any ω-fan. Then the decision problem
for Log(Ch ×δ Cv) is Σ01-hard.
As in Chapter 8, we first fixM = (Q, qinit, n,∆, H) to be an arbitrary counter machine,
and let M = (Fh×δ Fv,V) be a delta product model, where Fh = (Wh, Rh) ∈ Ch and Fv =
(Wv, Rv) ∈ Cv. We construct anMLδ2 formula ψM such that ψM is Log(Ch ×δ Cv)-satisfiable
if and only ifM has a non-terminating reliable computation, which we prove by appealing
to Theorem 10.6.
To this end, let gridδ be the conjunction of the following formulas:
2+v 3hδ, (10.5)
2h3v(3hδ ∧2hδ). (10.6)
Like its precursor gridfw, the purpose of gridδ is to impose the existence of an infinite
grid upon its models, as illustrated in Figure 10.2.
Lemma 10.8. Suppose that M, (rh, rv) |= gridδ. Then there is some infinite sequence
〈xk ∈ Wh ∩Wv : k < ω〉 such that, for all k < ω:
(i) rhRhxk,
(ii) x0 = rv and if k > 0 then rvRvxk,
(iii) If k > 0 then xk−1Rhxk,
(iv) If k > 0 then xk is the only Rh-successor of xk−1.



























Figure 10.2: Illustration of the grid generated by gridδ.
Proof. First let x0 = rv. Then (i) follows from (10.5), while (ii)-(iv) holds vacuously.
Now suppose we have already defined xk, for some k < ω, satisfying (i)–(iv). It follows
that we have rhRhxk and so, by (10.6), there is some xk+1 ∈ Wv, such that rvRvxk+1
and M, (xk, xk+1) |= 3hδ ∧ 2hδ. Hence, there is some x ∈ Wh, such that xkRhx and
M, (x, xk+1) |= δ, which is to say that x = xk+1. Moreover, it follows that xk+1 is the only
Rh-successor of xk since M, (xk, xk+1) |= 2hδ.
With each counter i < n, we associate two propositional variables p+i and p
−
i , and define:
Σ+i (x) := {y ∈ Wv : rvRvy and M, (x, y) |= p+i },
Σ−i (x) := {y ∈ Wv : rvRvy and M, (x, y) |= p−i },
for all x ∈ Wh. The intention here is that the value of each counter i < n, held at instance
x ∈ Wh is approximated above by the cardinality of Σ+i (x), and approximated below by
the cardinality of Σ−i (x).
Unlike in the cases considered in Chapter 8, we may only express uniqueness at points
along the diagonal. As such, our reliable counting mechanisms described thus far are of
little use to us. However, by splitting the computation into two parts — an upper approx-
imation and a lower approximation — we can separate out the unreliability. The strategy
will be to allow the upper approximation to incur only incrementing errors, while the
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lower approximation may only incur lossy errors, thereby keeping the intended value of
the counter bounded, above and below, at all times.



















p+i → (2hp+i ∨ δ)
) ∧2+v (3hp−i → p−i ) ∧3+v (p−i ∧2h¬p−i ). (10.9)
The following lemma provides the intuition behind these formulas.
Lemma 10.9 (Faulty Counting Lemma). Suppose that M, (rh, rv), |= gridδ. Then for all
k < ω:
(i) If M, (xk, rv) |= fixδi , then Σ+i (xk+1) ⊇ Σ+i (xk),
(ii) If M, (xk, rv) |= incδi , then Σ+i (xk+1) ⊇ Σ+i (xk) ∪ {z}, for some z 6∈ Σ+i (xk),
(iii) If M, (xk, rv) |= decδi , then Σ+i (xk+1) ⊇ Σ+i (xk)− {xk},
(iv) If M, (xk, rv) |= fixδi , then Σ−i (xk+1) ⊆ Σ−i (xk),
(v) If M, (xk, rv) |= incδi , then Σ−i (xk+1) ⊆ Σ−i (xk) ∪ {xk},
(vi) If M, (xk, rv) |= decδi , then Σ−i (xk+1) ⊆ Σ−i (xk)− {z}, for some z ∈ Σ−i (xn).
Proof. (i) Suppose that y ∈ Σ+i (xk). Then by definition rvRvy and M, (xk, y) |= p+i .
Hence, by (10.7), we have that M, (xk, y) |= 2hp+i , and so M, (xk+1, y) |= p+i , since
xkRhxk+1. This is to say that y ∈ Σ+i (xk+1).
(ii) By (10.8) there is some z ∈ Wh such that rvR+v z and M, (xk, z) |= ¬p+i ∧ 2hp+i .
In particular, we have that z 6∈ Σ+i (xk). Moreover, since xkRhxk+1, we have that
M, (xk+1, z) |= pi, which is to say that z ∈ Σ+i (xk+1).
Furthermore, suppose that y ∈ Σ+i (xk). Then by definition rvRvy and M, (xk, y) |=
p+i . Hence, by (10.8), we have that M, (xk, y) |= 2hp+i , and so M, (xk+1, y) |= p+i ,
since xkRhxk+1. This is to say that y ∈ Σ+i (xk+1).
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(iii) Suppose that y ∈ Σ+i (xk) and y 6= xk. Then by definition rvRvy and M, (xk, y) |= p+i .
Hence, by (10.9), we have that M, (xk, y) |= 2hp+i ∨ δ. However, since y 6= xk, we
must have that M, (xk, y) |= 2hp+i , as so it follows that M, (xk+1, y) |= p+i , since
xkRhxk+1. This is to say that y ∈ Σ+i (xk+1).
(iv) Suppose that y ∈ Σ−i (xk+1). Then by definition rvRvy and M, (xk+1, y) |= p−i . Hence,
we have that M, (xk, y) |= 3hp−i , since xkRhxk+1. It then follows from (10.7) that
M, (xk, y) |= p−i , which is to say that y ∈ Σ−i (xk).
(v) Suppose that y ∈ Σ−i (xk+1). Then by definition rvRvy and M, (xk+1, y) |= p−i . Hence,
we have that M, (xk, y) |= 3hp−i , since xkRhxk+1. It then follows from (10.8) that
M, (xk, y) |= p−i ∨ δ, which is to say that either y ∈ Σ−i (xk) or y = xk.
(vi) By (10.9) there is some z ∈ Wh such that rvR+v z and M, (xk, z) |= p−i ∧ 2h¬p−i .
In particular, we have that z ∈ Σ−i (xk). Moreover, since xkRhxk+1, we have that
M, (xk+1, z) |= ¬p−i , which is to say that z 6∈ Σ−i (xk+1).
Now suppose that y ∈ Σ−i (xk+1). Then by definition rvRvy and M, (xk+1, y) |= p−i .
Hence, we have that M, (xk, y) |= 3hp−i , since xkRhxk+1. It then follows from (10.9)
that M, (xk, y) |= p−i , which is to say that y ∈ Σ−i (xk). Moreover, y 6= z since
z 6∈ Σ−i (xk+1).
We specify the action of each counter operation α ∈ Opn by the following combination



















j if α = i
??.
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Finally, for each state q ∈ Q, let Sq be a fresh propositional variable and take ϕδM to be
the conjunction of the following formulas:
2h
(
δ → (Ŝqinit ∧ ∧
i<n


















where Ŝq := Sq ∧
∧
q′ 6=q ¬Sq′ .
The first conjunct specifies the initial starting configuration (q0,~0,~0) ∈ ApxM, while
the second governs the behaviour of the machine in accordance to the instructions of M.
The last conjunct stipulates that the approximation be non-terminating. These details are
more formally addressed by the following lemma.
Lemma 10.10 (Faulty Emulation Lemma). Suppose that M, (rh, rv) |= gridδ ∧ ϕδM and
let 〈xk ∈ Wh ∩ Wv : k < ω〉 be any infinite sequence satisfying conditions (i)–(iv) of
Lemma 10.13. Then M has a non-terminating faulty approximation 〈(qk, v+k , v−k ) : k < ω〉
such that M, (xk, rv) |= Ŝqk , for all k < ω.
Proof. We construct, by induction on the length, an infinite sequence of approximants
〈(qk, v+k , v−k ) ∈ ApxM : k < ω〉 such that q0 = qinit, v+0 = v−0 = ~0, and for all k < ω:
(i) M, (xk, rv) |= Ŝqk ,
(ii) v+k (i) ≤ |Σ+i (xk)|, for all i < n,
(iii) v−k (i) = |Σ−i (xk)|, for all i < n,
(iv) If k > 0 then (qk−1, v+k−1, v
−
k−1)
M≈−→ (qk, v+k , v−k ).
First, by Lemma 10.13, we have that rhRhx0, x0 = rv, and so it follows from (10.10)
that M, (x0, rv) |= Ŝqinit and M, (x0, rv) |= 2+v (¬p+i ∧ ¬p−i ), for all i < n. We may then
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k ) has already been defined, for some k < ω. By the
induction hypothesis, we have that M, (xk, rv) |= Ŝqk , while it follows from (10.12) that
qk 6∈ H. Thus we may infer from (10.11) that
M, (xk+1, rv) |= 2hŜqk+1 ∧ Doα,
for some (qk, α, qk+1) ∈ ∆, since rhRhxk. It then follows that M, (xk+1, rv) |= Ŝqk+1 , since
xkRhxk+1, thereby satisfying (i).
We define v+k+1, v
−
k+1 : n→ ω, by taking
v+k+1(i) =
|Σ+i (xk+1)| if |Σ+i (xk+1)| is finite,v+k (i) + 1 otherwise, and v−k+1(i) = |Σ−i (xk+1)|,
for all i < n, thereby satisfying (ii) and (iii).





M≈−→ (qk+1, v+k+1, v−k+1). So suppose that i < n, and
consider each of the four following cases, each of which follows from Lemma 10.9 and the
induction hypothesis:
– If α = i++, then M, (xk, rv) |= incδi . Firstly, if |Σ+i (xk+1)| is infinite then it follows
immediately from the definition that v+k+1(i) ≥ v+k (i) + 1. Otherwise, we have that
v+k+1(i) = |Σ+i (xk+1)| ≥ |Σ+i (xk)|+ 1 ≥ v+k (i) + 1,
v−k+1(i) = |Σ−i (xk+1)| ≤ |Σ−i (xk)|+ 1 = v−k (i) + 1.
– If α = i−−, then M, (xk, rv) |= decδi . If |Σ+i (xk+1)| is infinite then it follows immedi-
ately from the definition that v+k+1(i) = v
+
k (i) + 1 ≥ v+k (i) − 1. Otherwise, we have
that
v+k+1(i) = |Σ+i (xk+1)| ≥ |Σ+i (xk)| − 1 ≥ v+k (i)− 1,
v−k+1(i) = |Σ−i (xk+1)| ≤ |Σ−i (xk)| − 1 = v−k (i)− 1.
– If α = i??, then M, (xk, rv) |= 2+v ¬p+i ∧ fixδi , and so it follows that
v+k (i) ≤ |Σ+i (xk)| = 0.
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Moreover, if |Σ+i (xk+1)| is infinite then v+k+1(i) = v+k (i) + 1 ≥ v+k (i). Otherwise, it
follows that
v+k+1(i) = |Σ+i (xk+1)| ≥ |Σ+i (xk)| ≥ v+k (i),
v−k+1(i) = |Σ−i (xk+1)| ≤ |Σ−i (xk)| = v−k (i).
– In all other cases where α ∈ {j++, j−−, j??}, for j 6= i, we find that M, (xk, rv) |= fixδi .
If |Σ+i (xk+1)| is infinite then v+k+1(i) = v+k (i) + 1 ≥ v+k (i). Otherwise, it then follows
that
v+k+1(i) = |Σ+i (xk+1)| ≥ |Σ+i (xk)| ≥ v+k (i),
v−k+1(i) = |Σ−i (xk+1)| ≤ |Σ−i (xk)| = v−k (i).





M≈−→ (qk+1, v+k+1, v−k+1), thereby satisfying (iv). Hence, by
induction on the length of the sequence, we can construct an appropriate non-terminating
faulty approximation for M, as required.
We are now in a position to prove Theorem 10.7.




We prove that the following statements are equivalent:
(i) M has a non-terminating faulty approximation,
(ii) M has a non-terminating reliable computation,
(iii) ψM is Log(Ch ×δ Cv)-satisfiable.
(i) ⇒ (ii) This follows immediately from Theorem 10.6.
(ii) ⇒ (iii) Suppose that M has a non-terminating reliable computation 〈(qk, vk) ∈ ConfM :
k < ω〉. We define the model M = (Fh ×δ Fv,V), where Fh = Fω = (ω, S) ∈ Ch is
the ω-fan defined above, and Fv = (ω,Rv) ∈ Cv is any arbitrary ω-fan, by taking
V(Sq) = {(k, 0) : k < ω and q = qk}, for each q ∈ Q.
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For each i < n, we define the sets µk(p
+
i ) and µk(p
−
i ), for k < ω, and take
V(p+i ) = {(k,m) : m ∈ µk(p+i )} and V(p−i ) = {(k,m) : m ∈ µk(p−i )}.
First, let µ0(p
+
i ) = µ0(p
−







i ) ∪ {k} if vk+1(i) > vk(i),
µk(p
−




for all k < ω.
We define µk(p
−
i ) similarly, for k < ω. However, here, we must take a more imagina-
tive approach, as we are only permitted to remove elements along the diagonal. For
this reason we must ‘anticipate’ the order in which the decrements are to occur, and
choose those increments which mirror this ordering.
For example, if our first decrement is to occur in the third instance, then our first
increment should be placed in the third row, so that it crosses the diagonal at pre-
cisely the time it is to be decremented.
To this end, for each i < n, let
Λ(i) = {k < ω : vk+1(i) > vk(i)} and Ξ(i) = {k < ω : vk+1(i) < vk(i)}
be those instances where counter i < n is incremented and decremented, respectively.
Let λi : Λ(i)→ ω be such that
λi(k) =
min(Ξk(i)) if Ξk(i) 6= ∅,k + 1 otherwise, (10.13)
where Ξn(i) = {k < ω : k ≥ n and vk+1(i) < vk(i)} ⊆ Ξ(i). Note that, by definition,
λi(k) ≥ k, for all k ∈ Λ(i), while a straightforward induction reveals that Ξ(i) ⊆
Rng(λi), where Rng(λi) is the range of λi.
Intuitively, λi maps each instant where counter i is incremented, with a later instant
where counter i is decremented — should such a decrement occur. In the case where
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no further decrements occur to counter i, the function simply returns the next instant








i ) ∪ {λi(k)} if vk+1(i) > vk(i),
µk(p
+




It is then straightforward to check that M, (ω, 0) |= ψM, and hence it follows that
ψM is Log(Ch ×δ Cv)-satisfiable.
(iii) ⇒ (i) Lastly, suppose that ψM is Log(Ch ×δ Cv)-satisfiable then M, (rh, rv) |= ψM for
some model M = (Fh ×δ Fv,V), where Fh = (Wh, Rh) ∈ Ch and Fv = (Wv, Rv) ∈ Cv.
It follows immediately from Lemma 10.10, that M has a non-terminating faulty
approximation.
Now, since the Termination problem for reliable counter machines is Σ01-hard, so too
must be the decision problem for Log(Ch ×δ Cv), as required.
It now follows from Theorem 10.7 that the decision problem for K×δS5 is undecidable;
taking Ch to be the class of all Kripke frames and Cv to be the class of all equivalence
relations. Moreover, since both K and S5 are characterised by some first-order definable
class of frames, it follows from a straightforward generalisation of Theorem 3.5 that K×δS5
recursively enumerable.
Corollary 10.11. The decision problem for K×δ S5 is Σ01-complete.
Furthermore, Theorem 10.7 also provides alternative proofs for the undecidability of
the decision problems for K×δ K and K×δ K4, whose undecidability also follows from the
undecidability of the global consequence problems for K ×K and K ×K4, respectively
(see Section 10.2).
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10.4.2 Linear Frames
In this section, we combine the new ideas of the previous section with those of Section 8.3.1,
to prove that, unlike K4.3×K and K4.3×S5, whose decision problems are both decidable
— indeed, even in 2ExpTime for K4.3 × S5 [101, 38] — the decision problems for their
respective delta products are undecidable.
Theorem 10.12 (Hampson-Kikot-Kurucz [57]). Let Ch be any class of strict linear orders
such that (ω,<) ∈ Ch, and let Cv be any class of frames containing an ω-fan. Then the
decision problem for Log(Ch ×δ Cv) is Σ01-hard.
As always, let M = (Q, qinit, n,∆, H) be an arbitrary counter machine, and let
M = (Fh ×δ Fv,V) be a delta product model, where Fh = (Wh, Rh) ∈ Ch is a strict
linear order and Fv = (Wv, Rv) ∈ Cv.
First, we define gridfw as in the proof of Theorem 8.8, for which we have the following
lemma, repeated here for reference.
Lemma 10.13. Suppose that M, (rh, rv) |= gridfw. Then there are two infinite sequences
〈ak ∈ Wh : k < ω〉 and 〈bk ∈ Wv : k < ω〉, such that, for all k < ω:
(i) a0 = rh and if k > 0 then ak is the immediate successor of ak−1,
(ii) b0 = rv and if k > 0 then rvRvbk,
(iii) M, (ak, bk) |= c,
(iv) If k > 0 then M, (ak−1, bk) |= d.
Proof. See Lemma 8.9.
Here, we diverge from the proof of Theorem 8.8; introducing instead four propositional






i , for each i < n, together with the auxiliary variables start(p),
for all p ∈ {p+i , p−i , q+i , q−i : i < n}. For each i < n, we define
Σ+i (x) := {y ∈ Wv : rvR+v y and M, (x, y) |= p+i ∧ ¬q+i },
Σ−i (x) := {y ∈ Wv : rvR+v y and M, (x, y) |= p−i ∧ ¬q−i },
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for all x ∈ Wh. As stated above, the intention here is to approximate the value of each
counter i < n, held at instance x ∈ Wh, by bounding it above and below by the cardinali-
ties of Σ+i (x) and Σ
−
i (x), respectively.
For each p ∈ {p+i , q+i , p−i , q−i : i < n}, we define counter(p) as in Section 8.3.1, and take













i → p−i ), (10.14)
stipulating that we cannot mark any counter as ‘off’ until it has first been marked as ‘on’.
For each i < n, we define the following formulas:
fixδi := 2
+










i )→ δ) ∧3+v start(q−i ) ∧2+v ¬start(p−i ), (10.17)
whose interpretation is explained by way of the following lemma.
Lemma 10.14 (Counting Lemma). Suppose that M, (rh, rv) |= gridfw ∧ counterδ. Then
for all k < ω:
(i) If M, (ak, rv) |= fixδi , then Σ+i (ak+1) ⊇ Σ+i (ak),
(ii) If M, (ak, rv) |= incδi , then Σ+i (ak+1) ⊇ Σ+i (ak) ∪ {z}, for some z 6∈ Σ+i (ak),
(iii) If M, (ak, rv) |= decδi , then Σ+i (ak+1) ⊇ Σ+i (ak)− {ak},
(iv) If M, (ak, rv) |= fixδi , then Σ−i (ak+1) ⊆ Σ−i (ak),
(v) If M, (ak, rv) |= incδi , then Σ−i (ak+1) ⊆ Σ−i (ak) ∪ {ak},
(vi) If M, (ak, rv) |= decδi , then Σ−i (ak+1) ⊆ Σ−i (ak)− {z}, for some z ∈ Σ−i (ak).
Proof. (i) Suppose y ∈ Σ+i (ak) then by definition rvR+v y and M, (ak, y) |= p+i ∧¬q+i . By
(10.15), we have that M, (ak, y) |= ¬start(q+i ). It then follows from Lemma 8.10 that
M, (ak+1, y) |= p+i ∧ ¬q+i . This is to say that y ∈ Σ+i (ak+1), as required.
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(ii) By (10.16), there is some z ∈ Wv such that rhR+h z and M, (ak, z) |= start(p+i ) ∧
¬start(q+i ) (however, this z need not be unique). By Lemma 8.10 we have that
M, (ak, z) |= ¬p+i and M, (ak+1, z) |= p+i . It follows from (8.12) that M, (ak, z) |= ¬q+i
and so, by Lemma 8.10, M, (ak+1, z) |= ¬q+i . Hence z 6∈ Σ+i (xk) and z ∈ Σ+i (ak+1).
Now suppose y ∈ Σ+i (ak) then by definition rvR+v y and M, (ak, y) |= p+i ∧ ¬q+i . By
(10.16) we have that M, (ak, y) |= ¬start(q+i ). Again, it then follows from Lemma 8.10
that M, (ak+1, y) |= p+i ∧ ¬q+i . This is to say that y ∈ Σ+i (ak+1).
(iii) Suppose that y ∈ Σ+i (ak) and y 6= ak then by definition rvR+v y, M, (ak, y) |= p+i ∧¬q+i
and M, (ak, y) |= ¬δ. Hence by (10.17), we have that M, (ak, y) |= ¬start(q+i ). It
then follows from Lemma 8.10 that M, (ak+1, y) |= p+i ∧ ¬q+i . This is to say that
y ∈ Σ+i (ak+1).
(iv) Suppose that y ∈ Σ−i (ak+1) then by definition rvR+v y and M, (ak+1, y) |= p−i ∧ ¬q−i .
By (10.15), we have that M, (ak, y) |= ¬start(p−i ). It then follows from Lemma 8.10
that M, (ak, y) |= p−i ∧ ¬q−i . This is to say that y ∈ Σ−i (ak), as required.
(v) Suppose that y ∈ Σ−i (ak+1) and y 6= ak. Then by definition rvR+v y, M, (ak+1, y) |=
p−i ∧ ¬q−i and M, (ak, y) |= ¬δ. Hence, by (10.16), we have that M, (ak, y) |=
¬start(p−i ). It then follows from Lemma 8.10 that M, (ak+1, y) |= p+i ∧ ¬q+i . This
is to say that y ∈ Σ−i (ak).
(vi) By (10.17), there is some z ∈ Wv such that rhR+h z and M, (ak, z) |= start(q−i ) ∧
¬start(p−i ) (however this z need not be unique). By Lemma 8.10 we have that
M, (ak, z) |= ¬q−i andM, (ak+1, z) |= q−i . It follows from (8.12) thatM, (ak+1, z) |= p−i
and so, by Lemma 8.10, M, (ak, z) |= p−i . Hence z ∈ Σ−i (ak) and z 6∈ Σ−i (ak+1).
Now suppose y ∈ Σ+i (ak+1) then by definition rvR+v y and M, (ak+1, y) |= p−i ∧ ¬q−i .
By (10.17) we have that M, (ak+1, y) |= ¬start(p−i ). Again, it then follows from
Lemma 8.10 that M, (ak, y) |= p−i ∧ ¬q−i . This is to say that y ∈ Σ−i (ak).





















j if α = i
??.
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For each state q ∈ Q, let Sq be a fresh propositional variable and take ϕδM to be the


























where Ŝq := Sq ∧
∧
q′ 6=q ¬Sq′ . It is then straightforward to prove the following emulation
lemma, analogous to that of Lemma 8.12.
Lemma 10.15 (Approximation Emulation Lemma). Suppose that M, (rh, rv) |= gridfw ∧
counterδ ∧ϕδM. Then M has a non-terminating faulty approximation 〈(qk, v+k , v−k ) : k < ω〉
such that M, (ak, rv) |= Ŝqk , for all k < ω.
Proof. Analogous to that of Lemma 8.12.
We are now in a position to prove Theorem 10.12.
Proof of Theorem 10.12. LetM = (Q, qinit, n,∆, H) be an arbitrary counter machine, and
take
ψM := grid
fw ∧ counterδ ∧ ϕδM.
We prove that the following statements are equivalent:
(i) M has a non-terminating faulty approximation,
(ii) M has a non-terminating reliable computation,
(iii) ψM is Log(Ch ×δ Cv)-satisfiable.
(i) ⇒ (ii) This follows immediately from Theorem 10.6.
(ii) ⇒ (iii) Suppose that M has a non-terminating reliable computation 〈(qk, vk) ∈ ConfM :
k < ω〉. Let Fh = (ω,<) ∈ Ch and let Fv = (ω,Rv) ∈ Cv be an ω-fan and define the
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model M = (Fh ×δ Fv,V), by taking
V(c) = {(k, k) : k < ω},
V(d) = {(k + 1, k) : k < ω},
V(Sq) = {(k, k) : k < ω and q = qk}, for each q ∈ Q.
For each p ∈ {p+i , q+i , p−i , q−i : i < n}, we define the sets µk(p) inductively, for k < ω,
and take
V(p) = {(k,m) : m ∈ µk(p)}.












i )− µk(q−i )







µk(q+i ) ∪ {k} if vk+1(i) < vk(i),µk(q+i ) otherwise.




µk(p+i ) ∪ {λi(k)} if vk+1(i) > vk(i),µk(p+i ) otherwise.
It follows from a straightforward induction that µk(q
−
i ) ⊆ µk(p−i ), for all k < ω.
What is less obvious is that µk(q
+
i ) ⊆ µk(p+i ), for all k < ω.
– By definition we have that µ0(q
+
i ) ⊆ µ0(p+i ), so suppose that µk(q+i ) ⊆ µk(p+i ), for
some k < ω, and let ` ∈ µk+1(q+i ). We have two cases to consider:
∗ If ` ∈ µk(q+i ), then it follows from the induction hypothesis that ` ∈ µk(p+i ), and
hence ` ∈ µk+1(p−i ), as required.
∗ Otherwise, ` = k and vk+1(i) < vk(i). It then follows from the above definition
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that k ∈ Ξ(i). Furthermore, as noted above, Ξ(i) ⊆ Rng(λi), and so there is some
k′ ∈ Λ(i) such that λi(k′) = k. Since k′ ∈ Λ(i), we have that vk′+1(i) > vk′(i),
and hence, by definition k = λi(k
′) ∈ µk′+1(p+i ). However, since k′ ≤ λi(k′) = k,
we must have that k ∈ µk+1(p+i ), as required.
It is then straightforward to check that M, (0, 0) |= ψM, and hence it follows that
ψM is Log(Ch ×δ Cv)-satisfiable.
(iii) ⇒ (i) Lastly, suppose that ψM is Log(Ch ×δ Cv)-satisfiable then M, (rh, rv) |= ψM for
some model M = (Fh ×δ Fv,V), where Fh = (Wh, Rh) ∈ Ch and Fv = (Wv, Rv) ∈ Cv.
It then follows immediately from Lemma 10.10 thatM has a non-terminating faulty
approximation.
Now, since the Termination problem for reliable counter machines is Σ01-hard, so too
must be the decision problem for Log(Ch ×δ Cv), as required.
It then follows from Theorem 10.12 that the decision problem for each of the logics
K4.3×δ K and K4.3×δ S5 is undecidable. Moreover, since each of these logics is charac-
terised by some first-order definable class of frames, it follows from Theorem 3.5 that they
are each recursively enumerable.
Corollary 10.16. The decision problems for K4.3×δ K and K4.3×δ S5 are Σ01-complete.
It should be noted that the undecidability of the decision problem for K4.3 ×δ K4
also follows from Theorem 10.12, however it is already well-established that the decision
problem for K4.3×K4 is undecidable [102], and the addition of a diagonal element does
nothing to mitigate this.
It should be noted that the decision problem for K4.3×δ S5 is strictly more complex
than both the decision problem and global consequence problem for K4.3 × S5, both of
which are decidable in 2ExpTime [101, 38].
Furthermore, while the decision problem for K4.3 ×K is known to be decidable, the
decidability of its global consequence problem remains open. However, even if it were shown
that the problem for deciding the global consequences of K4.3 ×K was undecidable, we
would still be unable to infer the undecidability of the decision problem for K4.3 ×δ K,
since the frames for K4.3 are not closed under the addition of ‘spy-points’, required by
Proposition 10.3.
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10.5 Logics of Bounded Width
The most notable exceptions from the scope of Theorem 10.7 are the logics K ×δ Alt(t),
for 0 < t < ω, where Alt(t) is the logic characterised by the class of all frames F = (W,R)
whose worlds have no more than t distinct R-successors. This is a generalisation of the
logic Alt := Alt(1), characterised by those frames whose accessibility relation describes a
partial function, discussed in Section 5.3. It is clear that, Alt(t) admits no ω-fans among
its frames, and thus K×δ Alt(t) lies outside the remit of Theorem 10.7.
In this section we show that, in contrast with those logics such as K ×δ K, K ×δ S5,
and K ×δ K4 whose decision problems are undecidable, each of the logics K ×δ Alt(t)
enjoy the exponential product fmp, for 0 < t < ω, and hence their decision problems are
each decidable in coNExpTime.
Theorem 10.17. K×δ Alt(t) enjoys the exponential product fmp, for all 0 < t < ω.
Proof. Suppose that 0 < t < ω and let ϕ ∈ MLδ2 be an arbitrary formula of size
n = |sub(ϕ)|, having modal depth m = md(ϕ). Suppose that M, (rh, rv) 6|= ϕ, for
some delta product model M = (Fh ×δ Fv,V), such that Fh = (Wh, Rh) ∈ Fr K and
Fv = (Wv, Rv) ∈ Fr Alt(t).
First, we define a sequence of subsets V0, . . . Vm of Wv, by taking V0 = {rh}, and
Vk+1 = {y ∈ Wv : xRvy for some x ∈ Vk},
for all k > 0. Note that since Fv need not be a tree, these sets may or may not be disjoint.
In either case, we necessarily have that |Vk+1| ≤ t · |Vk| since no element of Fv may have
more than t distinct successors. It follows that |Vk| ≤ tk, for each k ≤ m.










v = Rv ∩ (W ′v ×W ′v).
Note that F′v is not necessarily a generated subframe of Fv, however, since Fr Alt(t) is
closed under arbitrary subframes, we are assured that F′v is a frame for Alt(t). Moreover,
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it is readily noted that |W ′v| ≤ 1 + t+ · · ·+ tm ≤ (m+ 1) · tm is at most exponential in the
size of ϕ, and is even linear for t = 1.
Next, for all x ∈ Wh and y ∈ Wv, we define the type
t(x, y) = {ψ ∈ sub(ϕ) : M, (x, y) |= ψ}
to be the set of all subformulas of ϕ that are satisfied at (x, y) ∈ Wh ×Wv.
We define a sequence of subsets U0, U1, . . . , Um of Wh, by taking U0 = {rh}, and defining
Uk+1 inductively as follows. Suppose we have already defined Uk ⊆ Wh, for some k < m,
and suppose that x ∈ Uk, y ∈ W ′v and3hα ∈ t(x, y). Then, by definition, M, (x, y) |= 3hα.
Hence, we may fix some z = z(x,y,α) ∈ Wh, such that xRhz and M, (z, y) |= α. We define
Uk+1 ⊆ Wh, by taking
Uk+1 = {z(x,y,α) ∈ Wh : x ∈ Uk, y ∈ W ′v and 3hα ∈ t(x, y)}.
Again, we note that since Fh need not be a tree, these sets may or may not be disjoint.
However, we necessarily have that
|Uk+1| ≤ |Uk| · |W ′v| · |sub(ϕ)| ≤ |Uk| ·
(
(m+ 1) · tm) · n
from which it follows that
|Uk| ≤
(
n · (m+ 1) · tm)k,
for all k ≤ m.













Rh ∩ (Uk × Uk+1).
Here, we note that |W ′h| ≤
∑m
k=0 |Uk| ≤ (m + 1)(n · (m + 1) · tm)m is also, at most, expo-
nential in the size of ϕ.
We then define a new model M′ = (F′h×δF′v,V′), by taking V′(p) = V(p) ∩ (W ′h ×W ′v),
for all propositional variables p ∈ sub(ϕ).
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A straightforward induction on kh, kv ≤ md(ϕ) reveals that, for all subformulas ψ ∈ sub(ϕ),
M, (x, y) |= ψ ⇐⇒ M′, (x, y) |= ψ, (I.H.)
whenever x ∈ Um−kh , y ∈ Vm−kv , and md(ψ) ≤ kh, kv.
In particular, we have that M′, (rh, rv) 6|= ϕ, since rh ∈ U0 and rv ∈ V0, where M′ is a
product model for K×δ Alt(t) of size at most exponential in the size of ϕ. This is to say
that K×δ Alt(t) has the exponential product fmp, as required.
This effective bound on the size of the models for K ×δ Alt(t), provides us with a
decision procedure for determining its satisfiability problem; given a formula ϕ, we may
non-deterministically ‘guess’ a delta product model M of size at most exponential in the
size of ϕ, and verify, in time polynomial in the size of M, whether ϕ is satisfiable in M.
Theorem 10.18. The decision problem for K×δ Alt(t) is decidable in coNExpTime.
It is known that the decision problem for K×Alt is even decidable in ExpTime (see
Theorem 6.6 of [38]). While its exact complexity remains a mystery, this is still a notable
improvement over the coNExpTime upper bound for K×δAlt provided here. It is unclear
whether the same techniques can be applied to secure a similar ExpTime upper bound
for K×δ Alt.
Question 10.19. What is the complexity of the decision problem for K×δ Alt?
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10.6 Discussion
The addition of a diagonal constant provides a natural way of connecting the horizontal
and vertical dimensions of product logics, however, occasionally at the expense of vastly
increasing the computational complexity of their decision problems.
In this chapter we have shown that, in contrast to the modest complexity of both
K × S5 and K4.3 × S5, whose decision problems may be decided in coNExpTime and
2ExpTime, respectively [83, 101], the decision problems for K×δ S5 and K4.3× S5 are
both undecidable — albeit recursively enumerable.
Note, however, that the above theorems do not apply in cases where Ch comprises some
class of transitive, but not necessarily weakly-connected, frames. In particular, it remains
open whether K4 ×δ S5 is undecidable? In [49], the authors provide a ‘liftable’ many-
one reduction from K to K4 — both PSpace-complete [78] — which yields a many-one
reduction from K×L to K4×L, whenever L is Kripke complete. However, their reduction
relies heavily on K×L being characterised by those product frames having an intransitive
tree as their horizontal component. This fails, in general, for K ×δ L, as evidenced by
Lemma 10.13, which exhibits some K×δ K-satisfiable formula that cannot be satisfied in
any delta product model whose horizontal component is cycle-free† of arbitrary length in
the horizontal component.
Question 10.20. Is the decision problem for K4×δ S5 decidable?
Taking T to be the class of all intransitive trees, it is straightforward to show that
K×K = Log(T ×T ), since by a straightforward unravelling argument, every rooted frame
is the p-morphic image of an intransitive tree (see, for example [14]). However, the same
is not true of delta products. Indeed, K×δ K is properly subsumed by Log(T ×δ T ).
Furthermore, since the decision problem for K×K is non-elementary [49], so too must
be the decision problem for Log(T ×T ). However, falling outside the scope of Theorem 10.7,
it remains open whether Log(T ×δ T ) is even decidable?
Question 10.21. Is the decision problem for Log(T ×δ T ) decidable?
The Go¨del class with identify is a classic example of a undecidable fragment of first-
order, whose equality-free fragment is known to be decidable; indeed, this observation
†By cycle, we mean an undirected path (a0, a1, . . . , an) such that an = a0 and akRak+1 or ak+1Rak,
for all k < n.
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went undetected by Go¨del, who mistakenly claimed that the methods employed in his
proof for the decidability of the equality-free fragment could be extended to the full class,
with equality [45, 48].
In [40], the authors introduce the simple square fragment SF as the decidable fragment
of first-order logic, whose formulas are constructed from atomic binary predicates Pi(x, y),
by freely applying Boolean connectives and relativised quantifiers of the form
∃z(R(x, z) ∧ ϕ(z, y)) and ∃z(R(y, z) ∧ ϕ(x, z)),
where R is a built-in binary predicate. Unlike the decidable two-variable fragment of
first-order logic, SF is situated within the undecidable three-variable fragment [122, 123].
This simple square fragment is readily seen to be the image of ML2 under the following
variation of the standard translation (·)∗ :ML2 → L,
p∗j = Pj(x, y), for pi ∈ prop, (¬ψ)∗ = ¬ψ∗, (ψ1 ∧ ψ2)∗ = ψ∗1 ∧ ψ∗2,
(3hψ)
∗ = ∃z(R(x, z) ∧ ψ∗(z/x, y)), (3vψ)∗ = ∃z(R(y, z) ∧ ψ∗(x, z/y)),
where R,P0, P1, . . . are binary predicate symbols. Moreover, it is straightforward to check
that, for all ϕ ∈ML2, we have that ϕ ∈ K×K if and only if ϕ∗ is a theorem of first-order
logic. Since the decision problem for K×K is decidable, so too must be the simple square
fragment SF [40].
However, by expanding SF to include equality, the fragment SF≈ is readily seen to
be the image of MLδ2 under the following extension of (·)∗ that interprets δ∗ = (x ≈ y).
It is similarly straightforward to check that, for all ϕ ∈ MLδ2, we have that ϕ ∈ K ×δ K
if and only if ϕ∗ is a theorem of first-order logic with equality. Hence, it follows from
Theorem 10.7 that the simple square fragment with equality is undecidable.
Thus SF≈ represents yet another example of an undecidable fragment of first-order
logic, whose equality-free fragment is decidable.
Appendix A
Complexity Theory
In this section we provide a brief overview of some standard results and terminology from
complexity and recursion theory that will be understood implicitly throughout this thesis.
For a more detailed discussion, see, for example [43, 90, 19, 109].
A.1 Complexity Theory
A decision problem, is a question to which only the answers “yes” and “no” are expected.
This can be better formalised as a membership problem consisting of a given universe U ,
equipped with a measure || · || : U → ω, and a subset X ⊆ U of affirmatives [43].
In the context of modal logic, the universe is taken to be the set of modal formulasMLn,
while X is taken to be the particular modal logic in question; the measure || · || :MLn → ω
is typically taken to be the size of the formula.
A Turing machine is an idealised machine that operates on a two-way infinite tape,
divided into discrete units. The machine reads from and writes to the tape with symbols
from a fixed finite alphabet A, in accordance to a given set of instructions. The machine
is said to be deterministic if its operation is uniquely determined by its instructions, and
non-deterministic otherwise. A more detailed account can be found in [19].
A Turing machine may take any finite string of letters from A as an input, written
to the tape, and may accept or reject the string upon terminating, in accordance to its
instructions. It is possible that a machine may neither accept nor reject upon certain input
strings, and instead fail to terminate entirely. The contents of the tape upon termination
may be interpreted as the value of a partial function computed by the Turing machine for
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a given input. Any partial function that can be computed by a Turing machine is said to
be recursive. We may characterise the relative complexity of various decision problems in
terms of the temporal and spatial demands that any Turing machine faces in answering
their membership problem.
A decision problem X ⊆ U is said to be decidable if there is some Turing machine that
terminates on every input u ∈ U (appropriately encoded), and accepts if and only if u ∈ X
We say that X is undecidable should no such machine exist.
In finer granularity, for each monotonic function† f : ω → ω, we define the complexity
classes Time(f(n)), NTime(f(n)) and Space(f(n)) as follows. For every decision problem
X ⊆ U , we have that X ∈ Time(f(n)) (resp. X ∈ NTime(f(n))) if there is some c < ω
and some deterministic (resp. non-deterministic) Turing machine that terminates on every
input u ∈ U (appropriately encoded), within a number of steps bounded by c ·f(||u||), and
accepts if and only if u ∈ X.
We say that X ∈ Space(f(n)) if there is some c < ω and some deterministic Turing
machine that terminates on every input u ∈ U , having used no more than c · f(||u||) units
of tape, and accepts if and only if u ∈ X.











For each 0 < k < ω, we define expk : ω → ω inductively, by taking
exp1(n) = 2
n and expk+1(n) = 2
expk(n).




















†A function f : ω → ω is said to be monotonic if f(n) ≤ f(m), whenever n ≤ m.
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Where k = 1, we simply write ExpTime, NExpTime, and ExpSpace, respectively. The
class PrimRec extends Elementary, and comprises all those decision problems that
admit a decision procedure whose times is bounded by some primitive recursive function.
The Ackermann function [4, 95] A : ω × ω → ω is given by,
A(n,m) =

m+ 1 if n = 0,
A(n− 1, 1) if n > 0 and m = 0,
A
(
n− 1, A(n,m− 1)) if n > 0 and m > 0,
for all n,m < ω, and is among the first examples of a non-primitive recursive function
that is, nonetheless, computable in principle. We denote by Ackermann, the class of
all decision problems that admit a decision procedure whose time is bounded by some
primitive recursive function of A(||x||, ||x||). It should be clear that Ackermann strictly
subsumes the class PrimRec.
The class Rec comprises every decision problem that admits a procedure whose time
is bounded by any recursive function; it is posited that this encapsulates every decidable
decision problem.
Together, these classes form the following nested hierarchy:
P ⊆ NP ⊆ PSpace ⊆ ExpTime ⊆ NExpTime ⊆ ExpSpace
⊆ 2ExpTime ⊆ N2ExpTime ⊆ 2ExpSpace · · · ⊆ Elementary
⊆ PrimRec ⊆ Ackermann ⊆ Rec.
Additionally, for each complexity class C , we define the class coC comprising all those
decision problems X ⊆ U whose complement (U − X) ⊆ U belong to C . Note that
C = coC , whenever C is a deterministic class, however it remains open whether the same
is true of non-deterministic classes.
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A many-one reduction between two decision problems, X ⊆ U1 and Y ⊆ U2, is a
recursive function f : U1 → U2, computable by some Turing machine T , such that
x ∈ X ⇐⇒ f(x) ∈ Y.
In which case, we say that X is many-one reducible to Y . More specifically, we say that
f is a polynomial time reduction if there is some polynomial function p : ω → ω such that
T terminates on every input x ∈ X within a number of steps bounded by c · p(||x||). In
which case, we say that X is (polynomially) reducible to Y .
A problem X is said to be C -hard if every decision problem Y ∈ C is polynomially
reducible to X, and C -complete whenever X is both C -hard and decidable in C .
A.2 Recursion Theory
While this distinction between decidable and undecidable problems is an important di-
chotomy to make, we can employ the tools of recursion theory to gain a better understand-
ing of the relative complexity of undecidable problems.
We say that a set of natural numbers X ∈ 2ω is defined by the formula ϕ(x) of Peano
arithmetic if, for all m < ω,
m ∈ X ⇐⇒ (ω,+, 0) |= ϕ(m).
That is to say ϕ(x) is satisfiable in the standard model of Peano arithmetic under the
variable assignment h(x) = m. We say that X ∈ 2ω belongs to the class Σ0n if it is defined
by some formula
ϕ(x) = ∃y1∀y2 . . . ∀yn(∃yn) ψ(x, y1, . . . , yn)
of Peano arithmetic, such that ψ contains no unbounded quantifiers. Formulas of the above
syntactic variation, and those semantically equivalent to such formulas, are appropriately
termed Σ0n-formulas.




X ∈ Π0n ⇐⇒ (ω −X) ∈ Σ0n.
Appropriately, we say that a formula is a Π0n-formula if it is semantically equivalent to the
negation of a Σ0n-formula.
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Furthermore, for each n < ω, we take ∆0n = Σ
0
n ∩ Π0n, to be the class of all sets of

































Figure A.1: The Arithmetic Hierarchy.
More complex still, are those sets of natural numbers definable only by second-order
arithmetic. We say that a set X ∈ 2ω belongs to the class Σ11 if it is defined by some
formula:
∃P1 . . . ∃Pn ψ(x)
of second-order arithmetic, such that ψ contains no second-order quantifiers. Such sets are
said to be analytic, while those not definable by such a formula are said to be non-analytic.
We define the class Π11 of those sets whose complements belong to Σ
1
1. These two classes
constitute the base of what is termed the analytic hierarchy, which can be continued in a
similar fashion to that of the arithmetic hierarchy, with the prefix of second-order quanti-
fiers alternating accordingly. However, such extensions go beyond the scope of this thesis.
A problem X is said to be C -hard if every decision problem Y ∈ C is many-one
reducible to X, and C -complete whenever X is both C -hard and decidable in C , where C
is some undecidable class of decision problems.
Appendix B
ω-Reachability for Counter Machines
In this appendix we show that the ω-Reachability problem for incrementing counter
machines is Π01-complete — that is to say, undecidable, yet co-recursively enumerable —
matching that of the Bu¨chi problem.
This is somewhat surprising, given that, in the case with lossy counter machines, the
complexities of the ω-Reachability and the Bu¨chi problems lie on opposite side of the
arithmetic hierarchy; with the ω-Reachability problem being Π01-complete, while the
Bu¨chi problem is Σ01-complete.
It was proved in [107] that the Unboundedness problem for lossy counter machines
is Π01-hard. Here, we will reduce this problem to that of the ω-Reachability problem for
incrementing counter machines, thereby providing us our undecidable lower bound.
LCM Unboundedness: (Π01-complete [107])
Given an incrementing counter machine M, are infinitely many configurations reachable
from (qinit,~0)?
Theorem B.1. The ω-Reachability problem for incrementing counter machines is
Π01-hard.
Proof. We show that the Unboundedness problem for lossy counter machines is reducible
to the ω-Reachability problem for incrementing counter machines.
Let M = (Q, qinit, n,∆, H) be an arbitrary lossy counter machine, and recall the def-
inition of Mop given in Section 9.3.2. We augment Mop by introducing two additional
counter t0, t1 as well as the following additional control states and transitions, depicted
below in Figure B.1.
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Figure B.1: Illustration of the counter machine M′.
A sequence of n transitions lead from qinit ∈ Q to the new initial state q′init ∈ Q′, testing
the emptiness of each of the counters i < n. Transitioning from q′init to s0, the machine
increments counter t0.
At s0 the contents of counter t0 are copied into the counters t1 and, non-deterministically
distributed over the counters i < n, emptying t0 in the process. Transitioning to s1, the
contents of counter t0 are restored by copying back the contents of t1. The machine then,
non-deterministically transitions to some control state of Mop, returning to q′init only via
qinit ∈ Q, which requires all counters i < n to be empty.
We show that the following statements are equivalent:
(i) M′ has a computation that visits q′init ∈ Q′ infinitely often.
(ii) M′ has a computation that visits q′init ∈ Q′ at least n times,
(iii) M is unbounded
(i) ⇒ (ii) Trivial.
(ii) ⇒ (iii) Suppose that, for each k < ω, there is a computation that visits q′init at least k-
times. During the kth cycle, the value of t0 is at least k, which is distributed to the
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counters of C at s0. To return to q
′
init there must be some (q, v) ∈ ConfM such that∑
i<n v(i) ≥ k, and (qinit,~0) isMop-reachable from (q, v) by some incrementing com-
putation Consequently, for each k < ω there is some configuration (q, v) ∈ ConfM
such that
∑
i<n v(i) ≥ k and (q, v) is M-reachable from (qinit,~0) by some lossy com-
putation. This is to say that M is unbounded.
(iii) ⇒ (i) Suppose that M is unbounded. Then for every k < ω there is some (qk, vk) ∈
ConfM such that
∑
i<n vk(i) ≥ k and (qk, vk) is M-reachable from (qinit,~0) by some
lossy computation. Consequently (qinit,~0) is Mop-reachable from (qk, vk) by some
incrementing computation.
We construct a non-terminating incrementing computation that visits q′init ∈ Q′ in-
finitely often. Firstly, there is trivially an incrementing computation that visits q′init
at least once, since q′init is the initial state of M′.
Now suppose that rk is an partial incrementing computation that visits q
′
init exactly
k times, terminating at (q′init,~0, n, 0). We extend rk to a computation rk+1 by transi-
tioning to (s0,~0, k+1, 0), whereupon the contents of t0 are distributed among the first
n counters, incurring any necessary incrementing errors to reach the configuration
(s0, vk+1, 0, k + 1).
Transitioning to (s1, vk+1, 0, k + 1), we move the contents of counter t1 back into t0
before non-deterministically transitioning to (qk+1, vk+1, k + 1, 0).
From there, we simulate the computation of Mop, terminating at (qinit,~0, k + 1, 0)
before returning to (q′init,~0, k + 1, 0), as required.
By induction we may construct a non-terminating incrementing computation that
visits q′init ∈ Q, infinitely often.
Since the Unboundedness problem for lossy counter machines is Π01-hard, so too must
be the ω-Reachability problem for incrementing counter machines, as required.
Note that, not only does the above proof demonstrate the Π01-hardness for the
ω-Reachability problem for incrementing counter machines, it also provides an alterna-
tive proof for the Π01-hardness of the Bu¨chi problem for incrementing counter machines.
Moreover, this prove differs from the one presented by [29, 93], which employed an elaborate
reduction from non-Termination problem for reliable counter machines.
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Theorem B.2. The ω-Reachability problem for incrementing counter machines belongs
to the class Π01.
Proof. Let M = (Q, qinit, n,∆, H) be an arbitrary incrementing counter machine, and
suppose that ` ∈ Q is a given control state. We may assign a ‘toll charge’ to M by
introducing a new counter machine t, which is decremented upon exiting the control state
`, and introducing a new control state qfin, which can only be accessed upon emptying the
contents of counter t. Upon entering the control state qfin, we may empty the contents of
all remaining counters. Formally, we define Mtoll = (Qtoll, qinit, (n+ 1),∆toll, H), by taking
Qtoll = Q ∪ {qfin} ∪ {s(α,q) : (`, α, q) ∈ ∆},
and
∆toll = {(`, n−−, s(α,q)), (s(α,q), α, q) : (`, α, q) ∈ ∆}
∪ {(qfin, i−−, qfin) : i < n} ∪ {(qfin, n−−, qfin)}.
It follows that M has an incrementing computation that visits ` ∈ Q at least k times if
and only if (qfin,~0, 0) is Mtoll-reachable from (qinit,~0, k).
Now, suppose that f : ω → ConfMtoll is some fixed enumeration of the configuration
space of Mtoll. Since there Reachability problem for incrementing counter machines is
decidable — albeit, non-primitive recursive — there is some recursive predicate M ⊆ ω×ω
such that
M(x, y) ⇐⇒ f(y) is Mtoll-reachable from f(x).
Moreover, let S ⊆ ω × ω and T ⊆ ω be two recursive predicates, defined such that
S(x, k) ⇐⇒ f(x) = (qinit,~0, k),
T (x) ⇐⇒ f(x) = (qfin,~0, 0).
It follows that M has a computation that visits ` ∈ Q at least k times, for each k < ω if
and only if
∀k∀x∀y (S(x, k) ∧ T (y)→M(x, y))
is a theorem of Peano arithmetic. Hence it follows that the ω-Reachability problem for
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incrementing counter machines belongs to the class Π01, as required.
Hence it follows that the ω-Reachability problem for incrementing counter machines is
Π01-complete, akin to that of the ω-Reachability problem for lossy counter machines. It is
worth noting that, although the exact computational complexity of the ω-Reachability
problem for reliable counter machines remains open, a small modification to the above
proof does yield an Π02 upper bound.
Corollary B.3. The ω-Reachability problem for reliable counter machines belongs to
the class Π02.
Proof. The proof is identical to that of Theorem B.2, except in the detail that the Reach-
ability problem for reliable counter machines is Σ01-complete. Thus by definition, there
is some Σ01-formula ∃z M(x, y, z) such that
∃z M(x, y, z) ⇐⇒ f(y) is Mtoll-reachable from f(x).
It follows thatM has a computation that visits ` ∈ Q at least n times, for each n < ω
if and only if
∀k∀x∀y∃z (S(x, k) ∧ T (y)→M(x, y, z))
is a theorem of Peano arithmetic. Hence it follows that the ω-Reachability problem for
reliable counter machines belongs to the class Π02, as required.
This is in notable contrast with the lofty Σ11-completeness of the Bu¨chi problem for
reliable counter machines.
Question B.4. What is the complexity of the ω-Reachability problem for reliable
counter machines?
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