The predictive power of first-principles calculations of vacancy formation energies in metals ͑Pt, Pd, Mo͒ is improved by adding a correction for the intrinsic surface error in current implementations of density functional theory. The derived correction is given as a function of electron density; it can be explicitly applied to a wide range of systems. Density functional theory, contrary to claims in previous work, underestimates the vacancy formation energy when structural relaxation is included. This is the case whether using the local density-or the generalized gradient approximation for the exchange-correlation energy. With corrections for the intrinsic surface error we reach excellent agreement between calculated values using the two exchange-correlation functionals. Our final values for the three vacancy formation energies are 1.16, 1.70, and 2.98 eV for Pt, Pd, and Mo, respectively. The numbers are in good agreement with experimental data. We also calculate the barrier for vacancy diffusion in Pt to 1.43 eV.
I. INTRODUCTION
Atomic scale simulation without adjustable parameters can now be used as a tool for understanding experiments as well as an independent source of knowledge. Because there are many successful calculations in the literature analyzing various properties of materials, good agreement between density-functional-theory ͑DFT͒ ͑Ref. 1͒ calculations and experimental results is today, more or less, taken for granted.
However, DFT is not as reliable as one might imagine, even for systems as apparently simple as a monovacancy in fcc Pt or Pd. We show here that there is a large discrepancy between results for the vacancy formation energy from density-functional-theory calculations and experimental data. We also point out the origin of the discrepancy and calculate a crude correction for the error.
A. Vacancies in metals
Vacancy migration is the dominant mechanism behind atomic transport, i.e., self-diffusion, in most elemental crystals, and is of fundamental importance in processes like solid phase transformations, nucleation and defect migration. Vacancies also play an important role for surface morphology, as shown very recently. 2, 3 Vacancies, created at the surface or at defects, exist at a certain concentration in all materials, depending exponentially on the formation energy of the vacancy and the temperature. That is, the equilibrium concentration c of vacancies is governed by the formation energy E f ,
where T is the temperature and k B is Boltzmann's constant. The self diffusion coefficient is given by a similar expression
where E m is the migration energy ͑or diffusion barrier͒. The entropy of formation, as well as that of migration, also enters these expressions but the most important term, in particular at low temperature, is the energy.
Given the importance of vacancies, calculation of formation energies has been a natural subject of theoretical studies. Furthermore, the exponential dependence on the formation energy in Eqs. ͑1͒ and ͑2͒ makes it necessary to calculate the formation energy to high accuracy. A theoretical accuracy in energy of the order 0.025 eV is desired if rate predictions are to be made within a factor of three for processes occurring at room temperature (300k B ϭ0.026 eV).
When calculating energy differences it is helpful to remember the rule of thumb: ''always try to compare similar systems.'' The bulk and the vacancy systems differ by the introduction of a void in the system. There is an exposed surface area in the case of a vacancy and not in the bulk case, resulting in a qualitative difference between the perfect bulk and vacancy systems, in turn increasing the demands of applicability on any theoretical method used. In order to improve the accuracy of DFT, attention has recently been devoted to the ability of different exchange-correlation functionals to treat systems with surfaces. 4 -6 We will show how including these surface aspects of DFT helps in understanding results for vacancy formation energies.
In this paper we discuss Pt, Pd, and Mo. There are two reasons to study Pt: first, it has a large electron density, and we therefore expect 4 to reveal a large discrepancy between straightforward DFT calculations and experimental data. Second, there are recent experiments on the vacancy effect on Pt surface morphology. 3 Pd has the same density of electrons as Pt. So if the expectation for Pt regarding the surface correction is correct, Pd should also show similar behavior. In addition to these fcc metals we chose to study Mo, a bcc metal with a high melting temperature, for which there exist previous DFT calculations, [7] [8] [9] in addition to experimental work 10, 11 . Earlier calculations of the vacancy formation energy of these metals ͑not from first principles͒, include the works of Rosato et However, none of the previous investigations of Pt and Pd included nuclear position relaxation. We will show in this paper that it is crucial to include structural relaxation also for these elements and that the previously reported agreement between unrelaxed LDA calculations and experimental results is fortuitous, a result of the cancellation of two unrelated effects.
B. Outline of the paper
The outline of this paper is as follows: We first confirm the results of above mentioned work for the case of calculations without ionic relaxation ͑LDA͒, with unprecedentedly large supercells. Second, we allow for the relaxation of the system and quantify it. We then redo the calculations using the GGA exchange-correlation ͑XC͒ functional PW91. 16 Next, we estimate corrections for the intrinsic error that the LDA and GGA make at surfaces, and add them to the fully relaxed calculated values for the vacancy formation energy. Finally, we calculate the vacancy migration energy for Pt, and, via Eq. ͑2͒, show that the results for the vacancy formation energy and the migration barrier for Pt are inconsistent with experimental data unless the correction for the intrinsic surface error is taken into account.
II. METHOD
Formally, DFT is an exact description of the ground state total energy and the electronic structure of a material. The many-body Schrödinger equation is replaced by a set of effective single-particle equations, known as the Kohn-Sham equations. 1 The ͑unknown͒ many-body interaction is put into a separate term in the equations, the so called exchangecorrelation functional/potential. This term is always approximated, for example in the local-density approximation. 1 The choice of exchange/correlation functional is the only physical approximation in the theory.
A. Implementation and calculational details
The DFT calculations reported here were done with VASP. 17 The Kohn-Sham equations 1 are solved in a planewave basis set. The ions are described using ultrasoft pseudopotentials 18 ͑USP's͒. We use both the local density functional 1 and the PW91 functional 16 for exchange correlation. The accuracy of today's pseudopotentials is very good, when comparing the present unrelaxed results with the available FP-calculations ͑KPN and Hoshino et al.͒ we find the expected agreement for all three metals.
Cutoff energies used for the plane wave coefficients are: 191 eV for Pt, 249 eV for Pd, and 233 eV for Mo. The Brillouin zone is sampled using 4ϫ4ϫ4 mesh of k points for the 64-and 108-atom cells and a 3ϫ3ϫ3 mesh for the 125-atom cells. Given the size of the system in real space and the USP's, these choices ensure that the electronic structure is converged. The final convergence parameter is the size of the unit cell. Table I shows the results for Pt. The most important relaxation is included already in the 64-atom cell. We also conclude that the largest remaining error stems from the choice of XC potential.
The formation energy for the vacancy is calculated from
where E vac is the total energy of the cell containing a vacancy, n is the number of atoms in the bulk cell, and E bulk denotes the total energy for a bulk calculation using the same cell and parameters. For the relaxed geometries we calculated the total energy for several volumes and found the minimum by fitting. Also, unrelaxed vacancy geometries are calculated at different volumes. Convergence test for size of the Pt cell. Static: vacancy energy for a fixed lattice constant of 3.90 Å, no volume relaxation, the lattice constant is not the optimal one, the energies are therefore written within parentheses. Relaxed: full volume and geometrical relaxation. The finite size effects on the electronic structure is small for the 125-atom cell. The finite-size effect for unrelaxed systems is for Pt significantly smaller than the effect of structural relaxation. The 64-atom cell is large enough to allow for the most important relaxation to take place. Finally, the minimum energy path for Pt vacancy migration, including the barrier, was calculated with the ''nudged elastic band'' method. 19 This is a straightforward way to calculate barriers when the initial and final geometries are known. We use four images, and spline interpolation, taking into account the energy as well as the forces, along the chain.
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B. Estimate of the surface intrinsic error
As mentioned in Sec. I, the LDA and GGA make errors at surfaces. Fortunately, the errors per unit area are known. From exact surface exchange energies of Pitarke and Eguiluz 21 and ''exact'' RPAϩ surface correlation energies of Yan et al. 22 for the jellium surface, we construct a reference system for use in the correction scheme presented in Ref. 6 . LDA and PBE data for ͑identical͒ jellium surfaces are published in Refs. 4 and 23. From these data we have defined and parametrized a correction, per unit area, for the surface intrinsic error. When combined with the area of the exposed surface, an energy correction is readily calculated.
Reference 6 showed how to correct the surface intrinsic error resulting from an approximation to DFT in a real system. The idea is to use appropriate exact results for the surface exchange-correlation energy, xc , for a reference system,
where the prime stands for the type of exchange-correlation functional used. The correction is different for different functionals, although the two GGA versions PW91 and PBE are similiar enough to use the same correction. In Ref. 6 an exponential model with two parameters was used as a reference system for the exchange part of the energy. The two parameters were fitted to the real system. In order to obtain the required accuracy in the present treatment we must also include the correlation energy. This fact makes us choose a different reference system, the jellium surface, where ''exact'' data are available for both exchange and correlation. The jellium system has one parameter that can be used to map a real system to the reference system. The parameter is the bulk density of the jellium surface model.
There is a tradeoff between a good mapping of a real system onto the reference system and obtaining corrections for both exchange and correlation. If better mapping is required, surface correlation energies for a more useful reference system ͑such as the exponential model͒ need to be calculated. We have found, though, that real system surface profiles are similar to jellium surface profiles, 24 as can also be seen in Fig. 3 of Ref. 5 .
Interpolating the jellium surface data is straightforward, but in many applications energies need to be extrapolated. Here we derive a interpolation/extrapolation scheme that is accurate over the full range of locally occurring bulk densities in real systems. The scheme is compared with a correction straightforwardly extracted from the interpolation/ extrapolation formulas for the total surface exchangecorrelation energy within the LDA, the PBE and ''exact'' work ͑based on the same data we use here͒ of Almeida, Perdew, and Fiolhais ͑APF͒. 23 We use the numbers presented in Ref. 4 because the exchange and correlation energies are given separately there.
The surface exchange energy in the exponential model can be written as a factor depending on the bulk density multiplied with one depending on the profile. This also transfers to the correction. The profile-dependent part varies Ϯ8% ͑28%͒ in the LDA ͑GGA͒ ͑Ref. 6͒ over the interval 2Ͻr s Ͻ6, or equivalently 0.007Ͻn Ͻ0.201 (Å Ϫ3 ), while the bulk-density-dependent factor varies with a factor of 27. The bulk density dependence is thus by far the most important one.
The bulk-density-dependent factor is connected to the uniform electron-gas exchange energy, and by extracting the corresponding bulk-density-dependent factor from the uniform electron-gas correlation energy the nonanalytical behavior of the surface correlation energy can also be extracted as a ͑pre͒factor in the jellium surface data. In the exchange case the prefactor is ͑see Ref. 6 
͑6͒
It is important for the correlation energy 25 of the uniform electron gas to agree with the exact low-r s limit while still having a reasonable metallic range r s behavior. The Lindgren-Rosén 25 formula fulfills these requirements. By fitting the exchange energy
and similarly for correlation, for both the LDA and PBE, the correction's main dependence on the profile is captured. 
͑11͒
The individual exchange and correlation values are reproduced to less than 2 erg/cm 2 difference from the fitting data, which is within the accuracy of the exact exchange and ''RPAϩ'' correlation numbers themselves. That the corrected LDA and corrected PBE numbers are the same, as seen in Table II , is the expected behavior. In Figs. 2-4 we compare this interpolation/extrapolation scheme with the corresponding quantities obtained by the use of the APF extrapolation/interpolation schemes. In the slowly varying limit for the surface jellium system, r s →0, the LDA and PBE, by constuction, both approach the exact value, and the relative correction shall thus approach zero. Our parametrization behaves better than APF's in this regime. Also the difference between LDA and PBE shall go to zero as r s →0, Fig. 4 shows that in this respect our parametrization is also correct. A second advantage of the present formulation is that the exchange and correlation part of the energy can be corrected separately.
In Fig. 5 , finally, the total ͑exchange and correlation͒ correction is presented as a function of bulk density. Figure 5 can be used to adjust any LDA or PBE/PW91 calculation with respect to the intrinsic surface error, the correction is not limited to vacancies. Comparison between the relative LDA correction obtained by the extrapolation/interpolation formulas of Almeida, Perdew, and Fiolhais ͑APF͒ ͑Ref. 23͒, and the scheme in this work. In the slowly varying limit for the surface jellium system, r s →0, the LDA approaches the exact value and the relative correction shall approach zero. With the corrections of Eqs. ͑8͒-͑11͒ the remaining property to calculate is thus the exposed surface area for vacancies in the different metals. To this end, we resort to scaling the vacancy area in Al, as determined in Ref. 5 . The localized character of the d electrons makes it more difficult to estimate the exposed surface area in transition metals by fitting. By scaling the results for Al by the lattice constants we obtain a first estimation of the surface effect, without introducing additional fitting steps. The corrections are given in Table III .
III. RESULTS
First we discuss the effects of structural relaxation and find that structural relaxation is important. Next, we calculate vacancy formation energies, including the correction for the intrinsic surface error. Finally, we present an analysis of the vacancy migration in Pt showing that the uncorrected values are inconsistent with each other and experimental data. Including the surface correction resolves this inconsistency.
A. Effect of structural relaxation
Two kinds of relaxation are involved in a vacancy calculation: volume and structural relaxations. First a look at volume relaxation: a void causes electrons to partly fill it, to lower their kinetic energy. This rearrangement of electrons, in turn, reduces the density from the optimal bulk value in other parts of the system. Reducing the volume of the solid compensates for this effect. In calculations, this effect is large for small unit cells, since the reduction in bulk volume caused by the vacancy is a significant fraction of the cell volume. However, for large cells we find that this volume relaxation is irrelevant.
For Pt ͑LDA͒ the unrelaxed vacancy formation energies are 1.21, 1.31, and 1.38 eV for lattice constants 3.90, 3.91, FIG. 5 . The resulting correction as a function of the bulk density for LDA and PBE deducted from the extrapolation/interpolation formulas of Almeida, Perdew, and Fiolhais ͑APF͒ ͑Ref. 23͒, and by the scheme presented in this work. These corrections can be explicitly used to correct LDA and PBE/PW91 GGA calculations for the intrinsic surface error.
FIG. 3.
Comparison between the relative PBE correction obtained by the extrapolation/interpolation formulas of Almeida, Perdew, and Fiolhais ͑APF͒ ͑Ref. 23͒, and the scheme presented in this work. Also the PBE approaches the exact result in the slowly varying limit for the surface jellium system, r s →0.
FIG. 4.
The relative difference between PBE and LDA corrections obtained by the extrapolation/interpolation formulas of Almeida, Perdew, and Fiolhais ͑APF͒ ͑Ref. 23͒, and by the scheme presented in this work. In the slowly varying limit for the surface jellium system, r s →0, the difference shall approach zero. TABLE III. Surface intrinsic error for Al, Pt, Pd, and Mo for the local density ͑LDA͒ and generalized gradient ͑GGA͒ approximations of the exchange-correlation energy. The previously fitted radius for Al ͑Ref. 5͒ ͑1.2 A͒ is used as references by scaling it with respect to the different lattice constants. In the case of Mo the radius is scaled with ͱ3/2 taking into account the difference in nearest neighbor distance in a bcc metal. The electron density is a function of the lattice volume and the number of electrons per unit cell. This treatment ignores the different vacancy formation volumes in different elements. For the fcc metals Pt and Pd this is not a source of error since the formation volume is 0.67 for Al ͑Ref. 5͒, very close to the vacancy formation volumes of Pd and Pt ͑0.68 and 0.69͒ ͑Ref. 15͒. The formation volume for bcc Mo is, on the other hand, slightly lower, 0.50 ͑Ref. 8͒. However, the decrease in area scales with r 2 , not r 3 . We estimate this effect as being less than 20% of the correction, that is 0.02 ͑0.06͒ eV in the LDA ͑GGA͒. The volume optimized vacancy formation energy is 1.67 eV. The optimal bulk lattice constant is 3.857 A; an interpolation of the unrelaxed values gives 1.675 eV for the vacancy formation energy. The volume relaxation effect is again very small.
For Mo ͑LDA͒ we obtain 2.59, 2.92, 3.12, and 3.30 eV for lattice constants 3.07, 3.09, 3.11, and 3.13 A. The volume optimized value is 3.014 eV for the vacancy formation energy. For the optimal bulk lattice constant 3.10 A, the unrelaxed interpolated vacancy formation energy is 3.017 eV. The volume relaxation is also minute for Mo.
Structural relaxation, on the other hand, is a local effect: Removing an atom draws neighboring atoms toward the vacancy. The relaxation is significant for the first atoms but small already for the second and third shell of atoms surrounding the vacancy. Table IV shows that the relaxation energy is largest in Pt and smallest in Mo. We note that our fully relaxed value for Mo ͑LDA͒ is 2.89 eV, which agrees to 1.4% with the results of Söderlind et al. 8 ͑2.85 eV͒. We conclude that, compared to structural relaxation, volume relaxation is irrelevant for the large unit cells in this work.
B. Vacancy formation energy
The main results of this work are the vacancy formation energies in Table IV . We make five observations in the table: First, structural relaxation can reduce the vacancy formation energy by more than 30%. It is therefore important to include structural relaxation when calculating vacancy formation energies from first principles. Second, the LDA consistently gives higher values for the vacancy formation energy than the GGA does, and the difference is significant, up to 30-40 %. Third, the calculated, relaxed values, are consistently smaller than the measured. Fourth, the differences between the LDA and GGA vanish completely, for all three elements, when the intrinsic surface errors are corrected for. Fifth, the surface-corrected values are, for both the LDA and GGA, in agreement with the majority of available experimental data. As a final estimate of the vacancy formation energies for the three elements we calculate the mean of the LDA and GGA numbers: 1.16, 1.70, and 2.98 eV for Pt, Pd, and Mo, respectively.
C. Vacancy migration energy of Pt
The calculated energies ͑LDA͒ along the transition path for Pt vacancy diffusion are shown in Fig. 6 , from which we observe that the barrier for diffusion is ⌬E LDA Pt ϭ1.43 eV. Measurements of self-diffusion give, as shown in Eq. ͑2͒, the sum of the formation energy and the migration energy. Since we have calculated both quantities we can calculate the activation energy for self-diffusion by adding ⌬E LDA Pt to the uncorrected vacancy formation energies of 26, 27 it is clear that the error in the formation energy propagates to the activation energy for self-diffusion. This short exercise suggests that the barrier is calculated more accurately than the vacancy formation energy. The reason is that the barrier is calculated by comparing two more similar systems than when calculating the vacancy formation energy. Although the exposed surface area changes during the diffusion process, this change is smaller than the surface area introduced when creating a vacancy.
Nevertheless, the corrected vacancy migration energy can be calculated by estimating the difference in the exposed surface area between the transition state and the minimumenergy state. 28 The correction is 0.08 eV ͑less than the 0.20 eV for the vacancy formation energy͒ and the vacancy migration energy is 1.51Ϯ0.02 eV, with the estimated error stemming from two different models of the exposed area at the transition state. When adding the likewise corrected value for the formation energy in Table IV we obtain, for the activation energy for self diffusion in Pt ͑LDA͒, 1.51ϩ1.15 ϭ2.66 eV, in excellent agreement with experiments.
D. Comparing with experimental data
The calculated vacancy formation energies are lower bounds to measured data for the vacancy formation energies. Simulations, for example of Al ͑Refs. 5 and 28͒, and Cu, 29 have shown that the formation enthalpy increases with temperature. In the case of Al the formation enthalpy changes from 0.69 to 0.78 eV from low temperature to the melting point. A first estimate of the effect is possible from straightforward thermodynamic considerations. 11 An increase in the vacancy formation energy as a function of temperature is expected for all elements.
There are many technical questions regarding the measurements of vacancies, and a critical discussion of the pros and cons of different techniques is well beyond the the scope of this work. However, a few brief comments regarding different experimental approaches are necessary. The most important difference between various techniques is between equilibrium and nonequilibrium ͑quenching͒ experiments, with nonequilibrium experiments often harder to analyze due to the uncontrolled relaxation mechanisms active during quenching. A second major difference is that the vacancy concentration is very small at low temperatures, making measurements at low T difficult for techniques based on how bulk properties of materials change with the number of vacancies.
Positron annihilation experiments are widely regarded as the most important equilibrium technique at low T. The measurements are done in equilibrium and the theory of positron interaction with matter is mature. 30 At high T, measurements of heat capacity ͑specific heat͒, electrical resistivity, and differential dilatometry ͑thermal expansion not caused by the lattice but by increased number of vacancies͒, are the main techniques. The temperature dependence of the vacancy formation energy has been a subject of debate, in particular how to distinguish the lattice anharmonicity from the contributions of different point defects.
11 Often different experimental methods result in a large range of values. Assessing the reliability of the methods is a formidable task. Calculations from first principles provide additional independent information that can be used to evaluate experimental techniques. Given the agreement between the LDA and GGA, the large supercells, and the structural relaxation, we believe that the present calculation can do that. Next we will, element by element, compare our calculated values with available experimental data.
Vacancies in Pt have been studied experimentally extensively ͑see Refs. 10 and 11 and references therein͒. The experimental number for the formation energy varies from 1.32 and 1.35 eV in positron measurements, 10 1.6 eV ͑nonlinear specific heat at high T) and 1.45 eV ͑thermopower͒, and 1.45 ͑thermal conductivity͒, to 1.3-1.7 eV ͑in different resistivity measurements͒, as quoted in Ref. 11 . In addition, a temperature dependence analysis 11 of specific-heat data gives 1.24 eV for the formation energy at zero temperature deduced from the high-T data. Our calculated numbers, including the correction for the intrinsic surface error, are 1.15 ͑1.18͒ eV for the LDA ͑GGA͒, thus slightly below the measured ones. For Pt, we conclude that the calculated numbers, the measured values from positron experiments, and the specific heat are in agreement. The other techniques all give numbers that are higher in energy, in agreement with the calculated numbers being a lower bound.
In the case of Pd there is less experimental data available. Positron annihilation reports 1.85 eV, 10 measurements of thermal conductivity 1.7 eV, and thermal diffusivity experiments 1.5 eV, as referenced in Ref. 11 . Our calculated values are 1.71 ͑1.70͒ eV for the LDA ͑GGA͒. Since these numbers constitute a lower bound to the formation energy we contend that the thermal diffusivity measurements are low and a reassessment of the measurements warranted.
Molybdenum is a bcc metal with high melting temperature and its vacancy formation energy has been reported in many studies. Positron measurements report 3.0, 3.0, and 3.6 eV, 10,31 resistivity 2.7-3.24 eV, and specific heat 2.24 eV, with 1.6 eV when extrapolated to zero temperature. 11 Our calculated values are 3.00 ͑2.96͒ eV for the LDA ͑GGA͒. Since our calculations are independent of experimental data, and by no means fitted to a particular type of experiments, we conclude that positron measurements are the preferred method to determine the vacancy formation energy in Mo.
IV. CONCLUDING REMARKS
We have shown that the historical quantitative agreement between DFT/LDA and experimental data for Pt and Pd is a result of cancellation of two unrelated effects. The importance of relaxation in vacancy calculations is clarified. When including relaxation as well as a correction for the intrinsic surface error, the results for vacancy formation and diffusion are internally consistent. The calculated vacancy formation energies are, for both the LDA and GGA, close to measured positron annihilation data.
Identifying the intrinsic surface error as an important factor in calculations of vacancy formation energies offers insight into DFT. In addition, the analysis improves our understanding of vacancies in metals, with the LDA and GGA giving similar results our ability to explain and predict vacancy properties becomes better. Vacancies in Al, Cu, 5 Pt, Pd, and Mo are all described well by structural relaxation and the correction for the intrinsic surface error. The detailed electronic structure of other bulk defects, like grain boundaries and dislocations, will govern whether the energy is af-fected by the correction or not. Other areas where the intrinsic surface error can play a role include surface energies, adhesion energies, 24 and wetting, growth and nucleation on surfaces, since adsorbate interaction and step energies can be affected, adsorption energies for molecules, and dissociation energies. Until functionals that correctly account for the evanescent character of wavefunctions at surfaces are developed, and widely used, this post-processing scheme offers a way to correct for the intrinsic surface error.
