To interpolate large drillhole data sets efficiently in implicit modeling of orebody, we optimize the solution of the RBF equation based on the two-level domain decomposition method. The solution performance is improved by balancing the two goals of the convergence rate and the iteration efficiency. The solution method converts the large domain into small subdomains which can be solved directly. The optimum division of subdomains can improve both the convergence of iteration and the efficiency of a single iteration, whereas the subdivision of a trivial subdomain leads the iteration failed to converge. For the efficiency of a single iteration, the kernel independent fast multipole method is used to calculate the matrix-vector product efficiently. Moreover, the initial solution of iteration and center reduction strategy are optimized for the dynamic updating of implicit surface. Combined with the preconditioned Krylov subspace method, the optimized solution method was implemented. The experimental results of several drillhole data sets show that the optimized solution method converges rapidly within a small number of iterations.
I. INTRODUCTION
Implicit modeling is a promising method used to reconstruct complex orebody model by interpolating the original drillhole data directly. The radial basis functions (RBF) interpolant is a common implicit function used to interpolate the geological data [1] . However, for the large geological data sets, the solution efficiency of the interpolation problem should be improved.
The implicit function can be obtained by solving a linear system corresponding to the interpolation conditions. For the globally supported radial basis functions, the corresponding linear system is dense. And the direct solution of the linear system is very time consuming for the large complicated drillhole data. The computational cost in implicit modeling is unacceptable for the problems with more than 10000 interpolation constrains. Moreover, it is well known that the linear system with a dense matrix is frequently ill conditioned, which influences the convergence of iteration and the accuracy of solution.
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Several iteration methods are proposed to solve the large RBF interpolation problems, which makes it is possible to solve very large data sets efficiently. Among them, the Fast RBF method proposed by Beatson et al. [2] is an efficient solution method that overcomes both the computational complexity and the ill conditioning of the RBF equation. Based on the domain decomposition method (DDM), the method converts the large domain into small subdomains which can be solved directly. By changing the basis of the RBF equation, it ensures that the condition number of the linear system is independent of the separation distance of the interpolation centers.
However, the algorithm is hard to be implemented as it involves several complex methods, and the iteration of the domain decomposition method is still expensive for large data sets. The improvement of the solution efficiency for implicit modeling of orebody remains an important issue. To reconstruct the implicit surface of orebody efficiently, we focus on the solution optimization of the RBF equation. There are several factors that influence the solution performance, which can be divided into two categories: the convergence of iteration and the efficiency of a single iteration. Besides the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ strategy of domain decomposition, the initial solution and the solution precision are important factors affecting the number of iterations. For the efficiency of a single iteration, on the one hand, the problem can be simplified to reduce the number of constraints; On the other hand, the fast evaluation method can be used to improve the efficiency of computing matrix-vector product.
In this paper, we optimize the solution of the RBF equation based on the Fast RBF method. A large number of interpolation constraints lead to a complex linear system. The kernel independent fast multipole method (FMM), black-box FMM [3] , is used to calculate the matrix-vector product efficiently. Combined with the preconditioned Krylov subspace method, the optimized solution method was implemented. Numerical results show that the number of iterations is generally small and grows slowly as the number of interpolation constraints is increased. In the process of implicit modeling, it is useful for updating the 3D orebody model with a large number of constrains dynamically.
A. RELATED WORKS
The implicit modeling method has been attracted more and more attention in geological modeling [4] - [6] because of its advantage of dynamic updating. The method reconstructs the implicit surface by interpolating the given constraints using an implicit function. The interpolated model can be reconstructed dynamically by changing the constraints. For example, the additional geological interpretations and geological rules can be added to update the orebody model dynamically. In structural geological modeling, the RBF interpolant is used to interpolate the structural data, which can be viewed as a potential field method [7] , [8] . Different from the grade estimation in geologic statistics, the geological data is converted into a kind of potential field data. Similarly, the grade data can be also converted into the potential field data in implicit modeling of orebody. In fact, the potential field method is a variation of signed distance field method [9] . The implicit function is used to interpolate the signed distance values and the implicit surface is viewed as a zero level set. Besides the RBF interpolant, some general interpolation methods, including the Hermite radial basis functions (HRBF) interpolant [10] , the general radial basis functions (GRBF) interpolant [6] and the universal Co-Kriging method [11] , can be used to interpolate more types of constraints. However, the efficient solution method of these methods is complex and should be further investigated. Moreover, there is no global solution method to solve the general methods efficiently.
There are several efficient approaches to solve the large RBF equation. For the compactly supported radial basis functions, the interpolation constraints lead to a large sparse linear system, which can be solved by a class of efficient iteration algorithms [12] . For the globally supported radial basis functions, the interpolation constraints lead to a dense and ill conditioned linear system [13] . Although the global interpolation method is more complicated, it does not need to determine the adaptive support radii of interpolation centers. However, to improve the numerical stability of the RBF equation, both the computational complexity and the ill conditioning of the RBF equation should be overcome. The usual approach is to choose a better basis to replace the original basis. The Krylov iteration methods are usually combined with some preconditioning strategies to improve the convergence. Beatson et al. [14] proposed a preconditioned generalized minimal residual (GMRES) method by introducing the approximate cardinal functions to cluster eigenvalues and improve the condition number. Some similar preconditioning strategies based on the cardinal functions [15] were further investigated in [16] - [19] . The domain decomposition-based solution method [20] is a kind of more promising method. The domain decomposition methods, including the restricted multiplicative Schwarz method and the restricted additive Schwarz method, can be viewed as a preconditioner combined with the Krylov iteration method. The two-level domain decomposition method proposed by Beatson et al. [2] can be used to solved the large interpolation problems efficiently on very modest hardware. Recently, Yokota et al. [21] developed a highly-parallel RBF interpolation method using the restricted additive Schwarz method as a preconditioner.
II. IMPLICIT MODELING
Implicit modeling is a method of using an implicit function to represent the orebody model. The goal is to find an interpolant (e.g., RBF interpolant) that defines a desired implicit surface of orebody satisfied the given constraints (e.g., domain constraints) at some points. It can be converted to find the unique combination of basic functions to interpolate distinct constraints in a subspace.
For the RBF interpolant s (x), it has the form
where X = {x 1 , x 2 , . . . , x N } is a set of distinct interpolation centers, λ i are coefficients to be determined and (x, x j ) is a kind of radial basis functions. p(x) is a low-degree polynomial, and let p 1 , p 2 , . . . , p Q be a basis of the corresponding polynomial subspace. s (x) is used to interpolate the domain constraints
where d i are function values of the geometry domain. In addition, the orthogonality condition P T λ = 0 should be satisfied. Then the corresponding linear system of interpolation conditions has the form
and
The unknown coefficients can be obtained by solving a linear systemÃx =f . The common approach of implicit modeling is to convert the drillhole data into the above domain constraints based on a signed distance method [22] , as shown in Figure 1 . Firstly, the sample segments and non-sample segments of the drillhole data are sampled by a certain sampling interval. The repeated sampling points are removed to ensure a unique solution. To convert the drillhole data into interpolation constraints, the sampling points are assigned distance values based on the singed distance field method. Then the RBF interpolant is formed by interpolating the interpolation constraints. The orebody model is represented as a zero level set of the implicit function. Finally, the implicit surface of orebody can be reconstructed using an isosurface extraction method (e.g., the marching cubes method [23] ). In the process of implicit modeling, structural geologists can append variety of constraints into the raw drillhole data to restrict the shape of orebody model. Though the RBF interpolant is only used to interpolate the domain constraints, it can approximate the gradient constraints by offsetting the points along the gradient directions [1] . And some more geometry constraints (e.g., polyline constraints) are developed to dynamically update the implicit model according to different geological constraints.
III. FAST SOLUTION
For the complicated drillhole data, there are large numbers of interpolation constraints and the solution method should be optimized to update the implicit model efficiently. In this paper, the Fast RBF method using domain decomposition method is utilized to efficiently solve the radial basis function interpolation equations. The solution process will be analyzed to optimize the iteration.
A. BETTER BASIS
As the natural basis is frequently ill conditioned, the RBF interpolant is numerically unstable of the interpolation process. Iterative methods (e.g., GMRES iteration) are often used to solve the large linear system rather than direct methods (e.g., LU decomposition). The ill conditioning of the RBF equation influences the accuracy of solution and convergence of iteration. The condition number, measuring the conditioning, mainly depends on the number of interpolation centers and their separation distance. The good conditioning leads to clustering of eigenvalues and improves the condition number of the linear system.
To improve the conditioning, the Fast RBF method chooses a better basis to replace the natural basis in the same subspace of the RBF interpolant
where P is the corresponding polynomial subspace for the conditionally positive definite functions. The method defines the new kernel [2] in V X as
where p 1 , p 2 , . . . , p Q are an orthonormal basis for subspace P and ξ 1 , ξ 2 , . . . , ξ Q ⊆ is a set of points which is unisolvent for subspace P. p 1 , p 2 , . . . , p Q satisfy the property of the Lagrange basis with respect to the points ξ 1 , ξ 2 , . . . , ξ Q .
Considering κ x j , · = 0, 1 ≤ j ≤ Q, the RBF interpolant can be rewritten as
where β j and α j are unknown coefficients and can be also determined by solving the corresponding linear system of interpolation conditions. It has been proven that the condition number for the new kernel κ (x, y) is independent of the separation distance of the interpolation centers [24] . Besides improving the conditioning, it is also useful for the anisotropic interpolation in implicit modeling. For the anisotropic RBF interpolant [25] , [26] , it changes the interpolation trend by scaling the distances among the interpolation centers.
B. TWO-LEVEL DDM
To solve a large RBF interpolation problem, the Fast RBF method utilizes a two-level domain decomposition method [2] to solve the linear system iteratively. Though the condition number for the new kernel κ (x, y) still depends on the number of interpolation centers, it can be solved via the domain decomposition strategy.
Similar to the divide and conquer strategy, the domain decomposition method decomposes the whole domain X into overlapping subdomains
The subdomains are small enough to be solved efficiently using the direct method. As mentioned, the solution of subdomains is converted into a subspace with better basis to avoid the ill conditioning of the RBF equation. Then the local solutions of the subdomains are combined to approximate the global solution of the whole domain. The residuals between the local solutions and the global solution are gradually reduced by solving the subdomains iteratively using the alternating projection method [24] .
The alternating projection method is based on the fact that the interpolant of a subdomain is viewed as the orthogonal projection from the corresponding Hilbert space onto the subspace carried by the subdomain. It has been proven that the sequence of orthogonal projections onto overlapping subspaces converges linearly for the RBF interpolant [24] .
In this paper, the iterations of the domain decomposition method are viewed as variable preconditioners and are combines with the flexible generalized minimal residual (FGMRES) method [27] to solve the linear system efficiently.
IV. SOLUTION OPTIMIZATION A. DOMAIN DECOMPOSITION
The different decomposition of the subdomains has great effect on the convergence and efficiency of iteration. To ensure the alternating projection method converges linearly, the divided subdomains X i , i = 1, . . . , D should be weakly distinct [2] and overlapped. The balanced kd-tree structure is used to decompose the whole domain into rectangular boxes until the number N i = |X i | of interpolation centers in each box is in a given range. A subdomain X i is composed of the non-overlapping centers in a box and the overlapping centers nearest this box in a given ratio ρ, as shown in Figure 2 . The subdomains X i , i = 1, . . . , D make up a fine level to correct the residual. To improve the convergence, the two-level domain decomposition method constructs a coarse level to further correct the residual. The interpolation centers in the coarse level Y are selected from each subdomain in a certain ratio randomly. The convergence of different subdomain sizes and overlapping ratios will be analyzed to obtain the optimum subdivision of subdomains in Section V.
Note that the divided subdomains should be unisolvent, especially to avoid the trivial solution. A domain constraint with zero function value is called a trivial constraint. A subdomain constructed by trivial constraints is called a trivial subdomain. It is clear that the linear systemÃx = 0 constructed by the trivial constraints is not unisolvent. If there are large numbers of trivial constraints clustered in a certain region, the trivial subdomain may be divided and interrupt the iteration. In the process of implicit modeling, the non-trivial constraints are constructed by offsetting the trivial constrains along the estimated normals. There may still be some trivial constraints which are difficult to estimate the normals.
To avoid the interruption of the iteration, if a trivial subdomain is divided, the overlapping centers of the subdomain will be adjusted to contain the non-trivial constraints instead of the trivial constraints. The trivial subdomain will not be further subdivided. As long as the size of the subdomain is not too large, it can still be solved using the direct method.
B. INITIAL SOLUTION
Besides the decomposition of the subdomains, the initial solution can be optimized to reduce the number of iterations.
The iteration of the solution method requires specifying an initial solution. If the initial solution is not suitable, the iteration process may not converge or converge slowly. The trial vector with zero values is usually used as the initial solution, which ensures a small relative error. For the implicit modeling of orebody, as the constraints are added gradually, the RBF equation will be solved many times. The last solution result is close to the current solution result as long as the number of the newly added constraints is small enough. Therefore, the initial solution can be determined by the existing solution result to increase the rate of convergence.
An available approach is to combine the last solution result and the zero values as the initial kernel coefficients λ 0 . The coefficients of the newly added constraints are set as zero values, and the coefficients of the existing constraints are set as last solution result. Obviously, the kernel coefficients λ 0 are orthogonal to the corresponding polynomial subspace without correction. The initial polynomial coefficients c 0 can be computed by Pc = d − Aλ. For the linear system Ax =f , the initial kernel coefficients λ 0 and the initial polynomial coefficients c 0 compose the initial solutionx 0 . The convergence of different initial solutions will be analyzed in Section V.
The solution precision is also an important factor that influences the rate of convergence. In the process of iteration, the absolute error and the relative error are used to control the solution precision of the RBF interpolant. The absolute error is defined as r a = f −Ãx modeling, the appropriate solution error can be determined by the reconstruction accuracy.
C. FAST EVALUATION
In addition to improving the convergence of iteration, the efficiency of a single iteration should be also improved. The performance of a single iteration mainly depends on the efficiency of the computation of the matrix vector product and the solution efficiency of the subdomains. Combined some matrix libraries with high performance, the subdomains are solved in parallel using the direct method (Cholesky decomposition method).
For the large RBF equation, it is time-consuming to evaluate the residuals of the fine level and coarse level and to calculate the matrix-vector product per iteration. In this paper, the kernel independent FMM, black-box FMM, is utilized to calculate the matrix-vector product efficiently.
The fast multipole method is an efficient method for computing the summation of RBF kernels. The black-box FMM is used to improve the speed of a single iteration. It is kernel independent, which is very useful for implicit modeling with different RBF kernels. Based on the idea of low-rank approximation, the essence of the method is to find a best approximation of the interpolation basis using the Chebyshev polynomials in a low-dimensional subspace. Taking a 1-D kernel K (x, y) as an example, it can be expressed as a truncated far field expansion
where p is the expansion order of series via a specified accuracy, w n (x) are the interpolation basis at the interpolation nodes x n and w m (y) the interpolation basis at the interpolation nodes y m .
The summation of the RBF kernels is separated as two parts: far field and near field. The evaluation points in the near field are computed directly, while the evaluation points in the far field are computed approximately by using a finite series. Table 1 shows the evaluation errors of several matrix vector products with different expansion orders. The interpolation centers in the table were sampled from a sphere randomly.
The solution convergence of different evaluation orders for the computation of residuals will be analyzed in Section V.
D. CENTER REDUCTION
There are often some redundant interpolation constraints that should be removed to avoid amounts of unnecessary computation. The center reduction strategy [1] reduces the number of interpolation constraints, which is useful to simply the corresponding linear system. Combined with the divided subdomains, the center reduction method is improved.
The basic idea of center reduction is to construct a subset of the interpolation constraints to approximate the original interpolant. Firstly, the method constructs an initial subset from the given interpolation constraints. To ensure the representation of the initial subset, the initial constraints are selected from each subdomain in a certain ratio randomly. The new interpolant is obtained by interpolating the subset of the interpolation constraints. Then evaluate the other constraints using the new interpolant. Append the constraints with large residuals into the subset greedily until the new interpolant satisfies the other constraints approximately in a given precision.
In the iteration of center reduction, the initial solution of the new interpolant can be determined by the existing solution result provided that its relative error is small enough. Given a desired fitting accuracy , the simplified procedure of the algorithm is given below.
V. IMPLEMENTATION AND CONVERGENCE ANALYSIS
We have implemented the algorithm of the fast solution method based on some open source libraries. The ScalFMM library [28] is used to implement the black-box FMM for fast evaluation. The Eigen library combined with Intel Math Kernel Library (Intel MKL) is used to solve the subdomains directly in parallel. The solution performance of the numerical results were tested on a Windows 64-bit PC with 3.00 GHz Intel(R) Core(TM) i5-7400 and 8GB RAM.
The solution method utilizes several parameters. For the parameters of domain decomposition, it involves the number of interpolation centers N i in a subdomain X i , the overlapping ratio ρ and the number of interpolation centers N Y in coarse level. In addition, the expansion order p of the FMM, the Select an initial subset X from each subdomain X i randomly. Set the initial solutionx 0 = 0. for n = 1, 2, . . .
Solve the interpolant s X corresponding to the subset X by the initial solutionx 0 . Obtain the kernel coefficients λ 0 of the solution result.
Evaluate the residuals
Sort the residuals f in descending order. Append a subset from the remaining constraints with large residuals into the subset X . Compute the initial polynomial coefficients c 0 . Update the initial solutionx 0 = {λ 0 , c 0 }. if r r (x 0 ) > r r (0)
x 0 = 0. end if end for relative error r r and the absolute error r a should be determined by the requirement of solution precision. In this paper, we used the biharmonic spline as the basic function and used the relative error r r = 1.0 × 10 −4 to determine whether the iteration converges. In implicit modeling, it is also judged whether the absolute error r a is small enough. The solution performance of the other parameters will be investigated on several point cloud datasets sampled from a real object randomly.
The two-level domain decomposition method corrects the residuals of the fine level and the coarse level by solving the subdomains using the direct method. The convergence of iteration mainly depends on the division of subdomains.
Among the three parameters of domain decomposition, the subdomain size N i influences both the calculation efficiency and the iteration convergence. We should balance the two goals of efficiency and convergence in solution. Each subdomain should be solved using a direct solution method. Therefore, it is time consuming to correct the residuals of the fine level if the subdomain size is too large. On the other hand, if the subdomain size is too small, it leads to a large number of small subdomains and the rate of convergence will decrease, as shown in Table 2 . Experiments show that N i = 200 ∼ 400 offers a good trade off between the two goals of efficiency and convergence.
Similar to the subdomain size, the overlapping ratio ρ influences both the calculation efficiency and the iteration convergence. In general, the number of iterations reduces as the amount of overlap is increased. The overlapping interpolation centers are shared by several subdomains, and the corresponding residuals can be corrected several times in a single iteration, which improves the rate of convergence. On the other hand, a high overlapping ratio increases the calculation amount, as shown in Table 3 . Experiments show that ρ = 0.7 ∼ 0.8 offers a good trade off between the two goals of efficiency and convergence.
The subdomain size N Y in coarse level is an important factor that affects the rate of convergence. Besides the correction of fine level, the two-level domain decomposition method further corrects the residuals by solving the subdomain in coarse level. Note that the iterations tend to converge slowly if the coarse level is not performed. Moreover, a small percentage of the interpolation centers in coarse level can reduce the number of iterations significantly. However, if a fixed subdomain size N Y is used, the convergence rate decreases as the problem size N increases, as shown in Table 4 . Experiments show that the choice of N Y N = 0.1 ∼ 0.2 obtains a good convergence rate. However, the subdomain in coarse level will increase with the problem size, and it will be too large to be solved directly. To ensure the method converges within a small number of iterations, an available approach is to solve the coarse level using the two-level domain decomposition method recursively.
Besides the three parameters of domain decomposition, we investigate the convergence rate of the solution method for different expansion order p of the FMM. As stated previously, the calculation time mainly depends on the evaluation of residuals and the solution of subdomains. The expansion order of series can be determined by the evaluation accuracy. If the expansion order can be reduced appropriately under the condition that the evaluation accuracy is not lower than the solution accuracy, the efficiency of a single iteration will be improved. The high evaluation accuracy ensures the calculation accuracy of matrix-vector product, while the low evaluation accuracy may reduce the rate of convergence, as shown in Table 5 . To improve the efficiency of a single iteration, a smaller expansion order p = 8 is used to evaluate the residuals of the fine level and coarse level, and a larger expansion order p = 10 is used to calculate the matrix-vector product for the Krylov iteration.
VI. CASE STUDIES
Implicit modeling represents the orebody model by using an implicit function to interpolate the given constraints. It contains two main steps: spatial interpolation and surface reconstruction. Based on the optimized solution method, the implicit representation of the orebody model can be obtained efficiently by solving the corresponding linear system. To visualize the interpolated implicit function, the implicit model is reconstructed using the marching cubes method.
The solution method is applied in implicit modeling of orebody. The domain constraints used for this study were sampled from these data sets by a certain sampling interval. Sparse sampling of the drillholes may miss some features of the orebody model, while dense sampling of the drillholes leads to large numbers of constraints. The center reduction strategy is used to simplify the domain constraints. Figure 3 demonstrates a simple example of implicit modeling using the center reduction method. There were 1457 constraints for the original drillholes. Given the fitting accuracy = 1.0, there were 800 constraints after simplification. The center reduction method obtains similar interpolation effects with a smaller number of constraints.
We tested the method on several complex drillhole data sets of real mines. Based on the convergence analysis, we used the following set of parameter values for all the cases of implicit modeling: N i = 200 ∼ 400, ρ = 0.7 ∼ 0.8, N Y N = 0.1 ∼ 0.2, p = 8 ∼ 10 and r r = 1.0 × 10 −4 . And the biharmonic spline was used as the basic function. Figure 4 demonstrates an example of implicit modeling of orebody. The direct solution method requires O(N 3 ) complexity and O(N 2 ) storage. The example contains a large number of interpolation constraints (N > 10000), which will be very time consuming if the direct solution method is used. In contrast, the Fast RBF method generally achieves O(NlogN ) complexity and O(N ) storage. In Figure 5 and Figure 6 , we further demonstrate two examples of implicit modeling of orebody. Similar to the numerical results, the solutions of the real drillhole data sets converge within 10 iterations, as shown in Figure 7 . Table 6 demonstrates the solution performance of implicit modeling without manual constraints.
Implicit modeling without manual constraints leads to several obvious errors. In the orebody example of Figure 4 (c), there are many topology errors for the reconstructed model. A common approach is to append additional geology constraints to update the model gradually according to the prior geology rules. The new interpolated implicit function results in more satisfactory model. In Figure 4 (b), we added three polyline constrains (indicated by the black boxes) to fix a topology error. The new reconstructed model in Figure 4(d) connected three separated components. On the contrary, the polyline constrains in Figure 5 separated two connected components. The polyline constraints in Figure 6 extended the boundary of orebody. Table 7 demonstrates the solution performance of implicit modeling with additional geology constraints.
When the interpolation constraints are changed, the corresponding linear system should be re-solved to obtain the new implicit function. For the drillhole data with large numbers of constraints, the convergence of iteration should be improved as much as possible. In addition to reducing the number of constraints using the center reduction method, we can optimize the initial solution via the existing solution result to reduce the number of iterations. In the orebody example of Figure 4 , there were 18843 constraints for the original Solution performance of implicit modeling with additional geology constraints. N #1 , N #2 and N #3 are the number of constraints sampled from the corresponding polyline constraint. r r ,ini denotes the initial relative error of iteration. drillholes, and the three polyline constrains increased 139, 169 and 139 constrains, respectively. The initial relative error of the optimized initial solution is smaller than the trial vector with zero values. In this case, the solution method converges in a smaller number of iterations.
VII. CONCLUSION AND DISCUSSION
In this paper, based on the Fast RBF method, the solution of the RBF equation is optimized to reconstruct the implicit surface of orebody efficiently. Generally, the method converges within a small number of iterations. It can be used to solve large RBF interpolation problems.
The solution performance is effectively optimized from two aspects: the convergence of iteration and the efficiency of a single iteration. The domain division is the key factor that influences the solution performance. The optimum division of subdomains can improve both the convergence of iteration and the efficiency of a single iteration, whereas the subdivision of a trivial subdomain leads the iteration failed to converge. For the efficiency of a single iteration, the fast multipole method is used to calculate the matrix-vector product efficiently. Furthermore, the initial solution of iteration is optimized for implicit modeling. Because of the sparsity of the sampling data, orebody modeling is a dynamic process. When solving the RBF equation with new added constraints, the existing solution result can be used to construct a more accurate initial solution to improve the convergence. Under the premise of ensuring the modeling accuracy, the choice of appropriate absolute error and relative error is useful to reduce the number of iterations. In addition, the center reduction strategy results in significant constraints simplification, which reduces the redundant sampling points in implicit modeling.
The solution method is applied to interpolate large drillhole data sets in implicit modeling of orebody. The implementation is kernel independent and can be extended easily for other radial basis functions in more applications. The experimental results of several drillhole data sets show that the optimized solution method converges rapidly within a small number of iterations.
There are some improvements to the solution method that can be further studied in the future. An extension is to improve the efficiency of matrix-vector product calculation using more efficient evaluation method for subdomains with different sizes. Furthermore, the overlapping interpolation centers can be avoided being evaluated many times. To ensure the method converges within a small number of iterations, the number of interpolation centers in coarse level should be maintained in a certain proportion. It is clear that the subdomain in coarse level will be too large to be solved directly for larger drillhole data sets. Therefore, another important extension is to implement multilevel domain decomposition method [2] , [21] to increase the rate of convergence.
