We investigate a simple generic model of a reaction-diffusion system consisting of an activator and an inhibitor molecule in the presence of a linear morphogen gradient. We assume that this morphogen gradient is established independently of the reaction-diffusion system and acts by increasing the production of the activator proportional to the morphogen concentration. The model is motivated by several existing models in developmental biology in which a Turing patterning mechanism is proposed and various chemical gradients are known to be important for development. Mathematically, this leads to reactiondiffusion equations with explicit spatial dependence. We investigate how the Turing pattern is affected, if it exists. We also show that in the parameter range where a Turing pattern is not possible, the system may nevertheless produce 'Turing-like' patterns.
One such mechanism whose significance is universally accepted is the action of gradients of signalling molecules [3, 7, 13, 19] . The idea is that cells respond to a special chemicala morphogen-whose concentration increases in a certain direction, forming a chemical gradient. Different concentrations of the signalling molecule cause different responses in the cells. It has been shown experimentally that chemical gradients are indeed central to embryonic development in an abundance of cases [14, 19] . One of many examples is the protein Bicoid in Drosophila larvae, which is produced at the head, leading to an anteriorposterior Bicoid gradient [13] . There is still some debate as to how these gradients are set up. It is known that there are certain centres of production of special chemicals in the embryo; that is, localized clusters of cells that secrete a certain biomolecule. Recent research suggests that diffusion of this biomolecule throughout the extracellular matrix and its decay is sufficient to explain the observed concentration profiles which are gradually decreasing as the distance from the centre of production increases [9] [10] [11] . It is possible that some more elaborate process is required, so this question is not settled. An example of a model employing this mechanism is Dillon and Othmer's model of morphogens in the embryonic avian limb bud [4, 5] . The authors showed that the action of the zone of polarizing activity, a cluster of cells secreting the protein sonic hedgehog (Shh), can lead to the observed Shh gradients under plausible assumptions. In the following, we are not concerned about the mechanism of how chemical gradients are set up, but rather take them as given.
Another important, somewhat related, but more specialized model for morphogenesis is the Turing mechanism in reaction-diffusion systems, first proposed by Alan Turing in the 1950s [18] . Turing showed that if two or more chemicals are present in a substance, then under certain conditions, the interplay of diffusion and reaction can lead to the emergence of patterns in the concentration of the chemicals. This idea has since become a paradigm in explaining emergent properties in self-organizing systems [3, 12] .
There has been relatively little research in the applied mathematics literature on how the two mechanisms described alone-Turing-type reaction-diffusion patterns and morphogen gradients set up by specialized clusters of cells-may interact, even though it is well known that in many systems for which Turing mechanisms have been proposed, chemical gradients of morphogens uninvolved in the Turing mechanism are present and important for pattern formation, for example in bone pattern formation in the embryonic chick limb [4, 5] or in the formation of hair follicles in mouse skin [17] . Sometimes it is argued that in these cases morphogen gradients may be a secondary patterning mechanism, which serves to stabilize the pattern formation process, or to alter or 'shape' the Turing patterns after they have formed through the primary reaction-diffusion mechanism [1, 2, 17] . While these arguments are certainly biologically sound, they arguably lack precise mathematical foundation; this is the point we would like to address in this paper.
Clearly the question of the effects of the interaction between the two mechanisms is very complex and a precise answer will most probably depend on the exact details of the interaction in each special instance. However, it is not unreasonable to assume that there are probably some typical features that are largely independent of the exact interaction, and in this paper, we approach the problem by considering a generic model system consisting of a Turing activator and inhibitor in the presence of the gradient of a third chemical signal. We call this third chemical an 'external' signal since we assume that its concentration profile is formed independently of the Turing mechanism. We assume that the Turing activator and inhibitor are secreted by cells, react with each other and diffuse, and that the external chemical signal acts by increasing the rate at which the activator is secreted. We assume that the concentration of the external chemical decreases linearly from its source. We further assume that the cell density is essentially constant, so that the cells do not enter our model explicitly. For analytical convenience, we analyse a one-dimensional system.
Mathematically, the resulting equations are reaction-diffusion equations with a spatially dependent term, i.e. with reaction kinetics that depend explicitly on the spatial position. More specifically, the equations are D 2 ) is the matrix of diffusion coefficients and ε c a is some constant, where ε c is a 'small' parameter. We investigate the following key questions: (1) how does the external chemical gradient affect the Turing pattern, provided the system is in the parameter region where a Turing pattern is possible? (2) suppose the system is in the parameter region where a Turing pattern is not possible. Can the external chemical gradient create a 'Turing-like' pattern, i.e. can the presence of an external chemical gradient induce pattern formation in reaction-diffusion systems? The second point is especially interesting, since one of the most important criticisms of models which propose a Turing mechanism is that it typically requires greatly different diffusivities for activator and inhibitor, while in reality these molecules are typically very similar chemically and thus should have very similar diffusivities [3] .
Based on our analytical results, we obtain the following answers to the above questions: (1) in the parameter region where a Turing pattern is possible, adding a 'small' chemical signal essentially does not change the wave number of the pattern. Rather, it changes the baseline of the pattern to a linear function which increases towards the source of the external signal, as one would expect. figure 3 . Our analysis thus lends plausibility to claims that a 'small' external chemical can alter the 'shape' of a Turing bifurcation; however, this only concerns the amplitude of the pattern but not the wave number, which cannot be changed. Interestingly, the external signal can generate a pattern with small amplitude even if the reaction-diffusion equations by themselves cannot generate a pattern.
The paper is organized as follows. In sections 2 and 3, we introduce the model of interest and the regular perturbation method in two small parameters we use for the analysis. We then investigate the cases d < d 0 (Turing patterns) and d > d 0 (no Turing patterns) separately, presenting and discussing the analytical results and the corresponding numerical verifications in section 4. A derivation of the results is included in section 5. We summarize our results and point to future work in the last section.
Introduction of the model equations
We analyse reaction-diffusion equations with a spatially dependent term of the form
where
is a vector of concentrations of two chemicals, offset by some constant concentrations u 0 , v 0 , respectively. A is a matrix, Q and C are quadratic and cubic terms, respectively, and D = diag(d, 1) is a diagonal matrix of diffusivities. The first term on the right hand side describes a spatially dependent kinetics term, where a is a constant and ε c is a small parameter. Our theorems 4.1-4.3 are valid for this general model, but for the sake of exhibition, and to show how these equations may arise from models in development, we mostly concentrate on a special example, which is the following simple generic model based on Schnakenberg kinetics [12] . Suppose we have two chemicals C 1 and C 2 that are secreted by cells, decay, react with each other and diffuse according to the following scheme: we assume that the activator C 1 decays at the rate k 3 and that the inhibitor C 2 is secreted by cells at the rate k 2 . Here cell concentration is assumed to be constant, that is we are interested in the time scale of chemical interactions [2] . Additionally, we assume that there is a third chemical M which has a temporally constant concentration [M](x), and that the rate at which cells secrete chemical C 1 depends on the concentration of M; more precisely, we assume that this production rate of C 1 is given by k 4 (1 + k 5 [M](x)). We further assume that C 1 and C 2 obey Schnakenberg kinetics
The resulting equations for the concentrations [C 1 ] and [C 2 ] are thus
where D 1 and D 2 are the diffusion coefficients of C 1 and C 2 , respectively; t is the time and x is the location. Defining the nondimensional quantities t
, and dropping the stars for notational convenience, we get the nondimensional equations
is the ratio of the diffusion coefficients of the activator and the inhibitor. We finally make the simplifying assumption that the chemical gradient [M](x) is linear:
where ε c is a 'small' parameter. (On the modelling side, this means that the gradient is shallow, or that the effect of the chemical signal M on the production of activator C 1 is small.) This finally gives us the equations we will analyse in this paper as follows:
We consider the equations in the (one-dimensional) interval (0, L), with no-flux boundary condition u x (t, 0) = u x (t, L) = 0.
Regular perturbation for the model equations
We now start the analysis of the model equations (3.1). The analysis in the case ε c = 0 is standard, see, e.g., [6, 15, 16] . We are primarily interested in the steady state
The system has a spatially homogeneous steady state solution
For convenience of notation, we expand the right hand sides in their Taylor expansions at the spatially homogeneous steady state yielding the vector equation
and Q and C refer to the quadratic and cubic terms of the right hand side of (3.1). The matrix D is the diffusion matrix: Our purpose is to understand how the Turing patterns are affected when we take the external chemical signal into consideration; that is when we let ε c > 0.
Turing bifurcation at the critical value for diffusion
More precisely, we consider the following expansions. We introduce the small parameter ε d by writing
and then expanding
The following two assumptions are made for the linearization matrix A, guaranteeing a Turing bifurcation [12] .
(1) With no spatial variation, A corresponds to a stable dynamical system, i.e. both eigenvalues of A, γ 1 and γ 2 , satisfy Reγ 1 < 0 and Reγ 2 < 0. So
A is stable with respect to any spatially varying perturbation with wave number k, i.e.
A is unstable with respect to some spatially varying perturbation with wave number k, i.e. for some
The critical ratio of diffusivities d 0 is given by the conditions 
Analysis for d > d 0 (no Turing patterns)
If we fix a ratio of diffusivities d > d 0 , the system cannot produce Turing patterns by the previous discussion. To investigate the effect of the external chemical signal on the steady state in this case, it is thus sufficient to consider the expansion
with n ∈ N would also match the boundary conditions. However, as we show in section 5.2, in this case the regular perturbation approach fails. 
Results

Patterns generated by the external chemical gradient at the critical diffusion coefficient for Turing bifurcation: d d 0
To determine the linear approximation of U in the form of (3.2), we compute U 01 and U 10 analytically and derive the following results. 
Here ·, · denotes the inner product of two vectors.
Theorem 4.2. Let
, then the linear term in the ε c expansion,
where We tested these first order approximations by comparing with the numerical solutions of the full nonlinear equations for small ε d and ε c , see table 1.
In the context of the model on which the equations (2.2) are based, these results may be interpreted as follows: up to first order, the steady state of the chemical concentrations, that is the pattern that will form spontaneously from random initial conditions, consists of the wellknown Turing pattern with wave number k 0 , which is distorted by the pattern stemming from the presence of the external chemical signal. The Turing pattern is identified by the function U 01 in theorem 4.1, and its distortion is determined by U 10 in theorem 4.2. This distortion is essentially a cosine curve with the same wave number k 0 , which is shifted by a linear function and whose amplitude is increasing or decreasing linearly in the interval [0, L].
The resulting steady state is relatively hard to picture, but the following observation helps: using the expansions U 01 and U 10 above, we may write the first order approximation of the activator concentration u(x) as
where κ 0 , κ 1 , . . . , κ 4 are certain constants that can be read off the equations in theorems 4.1 and 4.2. This in turn can be rewritten as
where the amplitude A(ε d , ε c , x) and the phase shift φ(ε d , ε c , x) are given by
.
Note that the amplitude has a minimum (as a function of x) where ε d κ 1 + ε c (κ 2 + κ 3 x) = 0, that is using the notation from theorems 4.1 and 4.2 again, at
The basic shape of the steady state can thus be described as follows: it is approximately a shifted cosine curve with wave number k 0 over a linearly increasing base line. The amplitude has a minimum at x min , and it is strictly increasing towards x min and strictly increasing away from In both (1) and (2), c 1 and c 3 are constants determined by the boundary conditions (U 10 ) x = 0 at x = 0 and x = L,
In the context of the model on which the equations (2.2) are based, we may again interpret these results as follows. In this case, a Turing pattern is not possible. Up to first order in ε c , the resulting concentration is given by U 10 . There are two cases: in case (1) there is no oscillatory pattern. However, in case (2), the presence of the terms cos(a 1 x), sin(a 1 x), cos(a 2 x) and sin(a 2 x) means that the resulting pattern does have an oscillatory appearance. Judging from our numerical experiments, we may expect the amplitude of this oscillation to be small compared with the linear terms in formula (4.1) for U 10 , so that the appearance is that of a 'wavy line'. (See figure 3 .)
It is interesting to see for which parameter ranges cases (1) and (2) This result is interesting because it shows that in the presence of an external chemical gradient, a 'Turing-like' pattern may appear even in the parameter range where a Turing pattern is not possible; in particular when the diffusivities of activator and inhibitor are 'close'.
Derivation of theorems
In this section, we show the derivations of theorems 4.1, 4.2 and 4.3. The methods make repeated use of the Fredholm alternative theorem. See also [6, 15, 16] .
Derivation of theorem 4.1: determine U 01
Collecting the ε d terms, we get
which has the general solution 
Therefore c 2 = c 3 = c 4 = 0 and
with c 1 free. We further determine c 1 using the quadratic terms in the ε d expansion of U . Collecting the ε d 2 terms, we get
The nonhomogeneous terms in equation (5.3) take the following form
and we can assume that equation (5.3) has a particular solution
where B 0 and B 2 are constant vectors to be determined, whereas B 1 (x) is a vector valued function induced by the nonhomogeneous cos k 0 x term. Substituting U p into equation (5.3), we can write B 0 and B 2 in terms of c 1 as
These are valid since A is invertible by the original assumption and A − 4k 2 0 D 0 is invertible due to the fact that zero is the repeated eigenvalue of D
is actually a particular solution to the system
and therefore
3 0
2 0
and
The boundary conditions lead to
and hence r 1 = r 2 = 0. Therefore,
with c 1 free. Recall that r 1 r 2 = P −1 c 1 k
we then have the repeated eigenvalue of D
T , which has no zero components and hence the only possibility for r 1 = r 2 = 0 and c 1 = 0 is d 1 = 0.
To determine c 1 , we need to consider the cubic terms in the ε d expansion of U . Collecting the ε d 3 terms, we get 
We assume that equation (5.4) has a particular solution
where S 0 , S 2 and S 3 are constant vectors to be determined, whereas S 1 (x) is a vector valued function induced by the nonhomogeneous cos(k 0 x)T 1 term and can be solved using the similar method discussed above. The general solution to (5.4) takes the following form:
where F 0 , F 2 and F 3 are constant vectors that can be determined using T 0 , T 2 and T 3 . As derived above, for U 03 to satisfy the boundary conditions, the second component of P
= 0, which leads to an algebraic equation of c 1 . Since
In the case T 1 = 0, c 1 can be determined as follows: let V ⊥ be a vector that is perpendicular to D 0 V 1 , then c 1 solves the algebra equation T 1 , V ⊥ = 0 which takes the form
Therefore, the nonzero solutions are c 1 = ± − α 1 α 3 .
Derivation of theorem 4.2: determine U 10
Collecting the ε c terms, we get
and its general solution reads
where c 1 , c 2 , c 3 and c 4 are arbitrary constants and we assume
To determine the constants c 1 , c 2 , c 3 and c 4 , we use the boundary conditions (
If cos k 0 L = −1, adding the above two equations leads to
which does not hold when β 2 = 0. We assume that cos k 0 L = 1 (see (3.3) ), subtracting the above two equations we get c 3 = 0 and
Therefore,
with c 1 free, c 2 =
We further determine c 1 using the quadratic terms of ε c . Collecting the ε c 2 terms, we get Terms in group 1 then contribute the following terms in the particular solution:
On the other hand, terms in group 2 contribute the following terms in the particular solution.
• Solving AU + D 0 U xx = c 1 x γ 1 , we get a particular solution
• Solving AU + D 0 U xx = x 2 γ 2 , we get a particular solution
• Solving AU + D 0 U xx = c 1 sin(2k 0 x) γ 4 , we get a particular solution
• Solving AU + D 0 U xx = c 1 x cos(2k 0 x) γ 5 , we get a particular solution
• Solving AU + D 0 U xx = x sin(2k 0 x)γ 6 , we get a particular solution
x sin(2k 0 x)P 12 + cos(2k 0 x)P 02 , where
• Solving AU + D 0 U xx = x 2 cos(2k 0 x)γ 7 , we get a particular solution x 2 cos(2k 0 x)P 2 + cos(2k 0 x)P 03 − x sin(2k 0 x)P 13 , where
Therefore, the effective terms (after taking the x derivative and evaluating at x = 0 and x = L) induced by terms in group 2 are
The general solution 
Dividing the second equation by cos k 0 L and subtracting it from the first equation, we get
where 
Derivation of theorem 4.3
To derive theorem 4.3, we write the general solution to (5.5) as the linear combination of the general solution to the homogeneous part and a particular solution to the nonhomogeneous equation, i.e.
with c 1 , c 2 , c 3 and c 4 being arbitrary constants. In addition, the boundary conditions (U 10 ) x = 0 at x = 0 and x = L imply that
where c 1 and c 3 are constants determined by the boundary conditions, and
(i) If µ 1 and µ 2 are both real and negative, then (ii) If µ 1 and µ 2 are complex conjugates, assume that
In this case, c 1 , c 3 , c 21 and c 43 are complex constants determined by the boundary conditions, both √ µ 1 and √ µ 2 have non-zero real parts, therefore sine and cosine functions are involved in the solution and oscillations may occur.
Conclusions and future investigations
We investigated the effect of an external morphogen gradient on the reaction-diffusion equations in our model system, using regular perturbation methods in two small parameters. We first considered the case that the ratio of activator and inhibitor diffusivities is below a critical value and thus a Turing pattern can form. Then the effect of the external signal is that the wave number essentially remains unchanged, but the amplitude of the pattern is nonconstant, see figures 1 and 2. Surprisingly, if the ratio of activator and inhibitor diffusivities is above the critical value and thus a Turing pattern cannot form, the external signal nevertheless induces a 'Turing-like' pattern close to the critical value, see figure 3. Our analytical results were verified by numerical computation, see table 1.
There are several further questions that are raised by our results. While it is very interesting that the system can produce Turing-like patterns in parameter ranges where a Turing pattern could not form without the external gradient, we noted from our numerical results that the amplitude of the wave pattern is typically very small, leading to a very 'shallow' wavy pattern. So at least for the examples in figure 3(B)-(D) , the amplitude appears to be too small to be biologically relevant. It would be interesting to determine whether there exist any parameter ranges with a ratio of diffusivities significantly above the critical value which do, however, exhibit patterns with a large amplitude. In principle, determining whether this is the case should be possible with the explicit formula for the first order expansion of the pattern given in theorem 4.3. This analysis is, however, made difficult by the fact that the dependence of the amplitude on the parameters of the original equations is quite complicated.
Another interesting question is how the presence of the external gradient influences the timing of pattern formation; that is, whether the full time dependent system with the external gradient takes longer or shorter to reach a steady state than the system without the external gradient. From our numerical experiments, it appears that the presence of the gradient slows down patterning, that is, our examples suggest that the larger the influence of the external gradient, the longer it takes to reach the steady state. This too is potentially relevant for biological applications, and it would be desirable to develop a general theory to determine whether these tentative findings from our numerical examples are true in general.
One of the limitations of our work is the restriction to one spatial dimension. An extension to two dimensions would be interesting. Also, we did not analyse the stability of the steady state patterns in this paper, although from our numerical explorations, the examples for figures 1 and 3 appeared to be stable. It would be interesting to settle this question. Furthermore, other forms for the profile of the external chemical signal than the simple linear form are possible and motivated by biological models, such as a profile obtained by solving more realistic model equations for the spread of the morphogens with one or more centres of secretion.
Our generic model, while interesting in its own right, points to certain general features about the interaction between reaction-diffusion Turing patterns and external morphogen gradients that are set up independent of the Turing pattern and influence the expression of activator and/or inhibitor molecules. It would be interesting to investigate more specific models in depth where such interaction is likely to play a role such as models of formation of hair follicles in mouse skin [17] and models of bone formation embryonic in the chick limb [2, 4, 5, 8] .
