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Abstract
Charged particle multiplicity distributions have been measured with the ALEPH
detector in restricted rapidity intervals jY j  0:5; 1:0; 1:5; 2:0 along the thrust axis
and also without restriction on rapidity. The distribution for the full range can be
parametrized by a log-normal distribution. For smaller windows one nds a more
complicated structure, which is understood to arise from perturbative eects. The
negative-binomial distribution fails to describe the data both with and without the
restriction on rapidity. The JETSET model is found to describe all aspects of the data
while the width predicted by HERWIG is in signicant disagreement.
Submitted to Zeitschrift fur Physik
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1 Introduction
A previous paper presented an analysis of the charged particle multiplicity distribution in hadronic
Z decays [1]. In this paper the study is extended to restricted central rapidity intervals along
the thrust axis. Energy-momentum and charge conservation strongly inuence the multiplicity
distribution for the full phase space. The distribution in restricted rapidity intervals, however,
is less subject to such constraints and thus can be expected to be a more sensitive probe to the
underlying dynamics of QCD.
The work presented here is based on a sample of 300; 000 hadronic events at
p
s = M
Z
measured
with the ALEPH detector at LEP in 1992, and 1; 600; 000 Monte Carlo events generated with the
JETSET 7.3 parton shower model [2, 3] for detector corrections and investigation of systematic
errors. The analysis was done in central rapidity intervals with j Y j  2:0, which are essentially
unaected by charge conservation eects, as well as without restriction on rapidity.
The paper is organized as follows: section 2 contains a brief summary of the data analysis.
The unfolding procedure used to correct the raw measurements for detector eects is reviewed
briey in section 3. Section 4 describes the model independent results obtained for the charged
particle multiplicity distributions. A detailed study of parametric models is presented in section 5.
Sections 6 and 7 summarize the results.
2 Data analysis
Details of the ALEPH detector and trigger system can be found in Reference [4]. For hadronic
Z decays the trigger is practically 100% ecient. Here only a brief description of the detector
components relevant for this analysis will be given. The momenta of charged tracks are measured
with the ALEPH tracking system inside a 1.5 T magnetic eld. The main component of this is
a large time projection chamber (TPC) of radius of 1.8 m, which yields up to 21 space points
per track. The single coordinate resolution of the TPC is typically 1.2 mm along z, dened by
the beam direction, and 180 m in r, the transverse plane. Inside the TPC a conventional drift
chamber (ITC) provides up to 8 additional coordinates per track, which are used in extrapolating
the TPC tracks to a silicon vertex detector (VDET). A momentum resolution of p=p
2
= 0:0006
(GeV/c)
 1
is achieved by the combined system of TPC, ITC and VDET. Like-sign charged tracks
with p > 5 GeV/c are fully resolved at opening angles greater than 2 degrees.
An event was accepted as hadronic if it had at least 5 charged tracks, a total charged energy
in excess of 15 GeV, and if the polar angle of the sphericity axis with respect to the beam was in
the range 35

 
sph
 145

. Each track was required to have at least 4 coordinates in the TPC
and to originate from a cylindrical region with radius d
0
= 3 cm and length z
0
= 5 cm around the
interaction point. The transverse momentum p
T
with respect to the beam axis had to be larger
than 200 MeV/c and the polar angle between 20

and 160

.
The true charged multiplicity of an event was dened as the number of charged tracks that
is obtained if all particles with a mean lifetime   1 ns decay while the others are stable.
Thus, charged decay products of K
0
s
's and strange baryons are included. Apart from decay
corrections, the measured charged multiplicity of an event can dier from that dened above
because of acceptance losses or secondary interactions of particles with detector material. The
data were corrected for e
+
e
 
! 
+

 
events, which contribute roughly 0.25% of the accepted
events. This was found to be the only important background. The background is concentrated at
low multiplicities and was subtracted bin-by-bin using a Monte Carlo simulation [5].
The relation between the observed multiplicity distribution O
i
(y) in a rapidity interval j Y j  y
1
and the underlying true distribution T
j
(y) can be described by a matrix equation,
O
i
(y) =
X
j
G
ij
(y)  T
j
(y) =
X
j
e
G
ij
(y)"
j
(y)  T
j
(y) : (1)
The response matrix G
ij
(y) describes distortions due to detector eects and event selection. It is
dened as the probability "
j
(y) that an event with a true multiplicity j in the rapidity interval
under consideration survives the event selection cuts, times the probability
e
G
ij
(y) to observe i
charged tracks instead of the true number j in the same interval. The matrices G
ij
(y) were
determined from Monte Carlo simulations of a sample of 1.6M hadronic Z decays, generated
with the JETSET parton shower model and processed by the full ALEPH detector simulation,
reconstruction and analysis chain.
By construction the response matrices G
ij
(y) are independent of the relative frequencies with
which events of a xed true multiplicity j are produced by the Monte Carlo generator. Therefore
they are only weakly dependent on the actual choice of the generator. Monte Carlo studies show
that the measured multiplicities scatter around the respective true values with an rms-spread from
approximately 1.8 to 3.7 units when the true multiplicity goes from n
true
= 8 to n
true
= 30. This
smearing is almost independent of the size of the rapidity window under consideration. For clarity
of notation the argument (y) specifying the rapidity interval will be omitted in the following where
it is not explicitly needed.
By inverting Eq. (1) a model independent estimate for the true distributions T
j
was extracted
from the measurements. For this part of the analysis the raw response matrix obtained from the
Monte Carlo was parametrized by a smooth function, because statistical uctuations in the G
ij
can create spurious structures in the corrected multiplicity distributions when solving Eq. (1) for
T
j
.
In a second analysis parametric models were studied. Here the true distribution T
j
= P
j
(
~
) is
either given as a function of a vector of parameters
~
 or by the predictions from dierent Monte
Carlo models. Given as input the respective true distributions T
j
, the matrices G
ij
were employed
as convenient means to incorporate the eect of the full detector simulation. After multiplying T
j
with the response matrix, the results were compared directly with the raw measurements. In case
of the parametric models the parameters
~
 were determined by a standard least squares t.
The multiplicity distributions were corrected for eects of initial state radiation (ISR) by
applying bin-by-bin correction factors, determined from DYMU02 [6] plus the JETSET parton
shower model. Except for the lowest multiplicity bins this correction turned out to be entirely
negligible. In the model independent analysis the ISR corrections were applied to the unfolded
distributions. For the parametric ts the eects of initial state radiation were included before
folding with the response matrix.
3 The unfolding procedure
The relation between the true and the observed multiplicity distribution is stated formally by
Eq. (1). Using it to infer the true distributions T
j
from the measurements O
i
implies \inverting"
this equation, i.e. nding a distribution T
j
which after folding with the response matrix G
ij
as
closely as possible matches the measurements O
i
. Though seemingly trivial at rst glance, this
\unfolding" turns out to be a rather complicated problem in most cases.
The reason lies in the smearing eects parametrized by the response matrix. Events which
have the same multiplicity at the level of the true distribution are spread over a nite range in the
observed distribution. The width of this smearing tells how well individual events are measured
and sets the scale for a bin width at which the measured distribution is essentially undistorted by
2
resolution eects. For low statistics this directly limits the number of bins that can be used, since
for bin widths signicantly smaller than the width of the smearing it is essentially impossible to
disentangle to what extent neighboring bins of the true distribution contribute to adjacent bins
of the observed distribution. Trying to correct for distortions by naively inverting Eq. (1) results
in instabilities due to the statistical uctuations in the measurements. A more in-depth analysis
of the problem (see e.g. Ref. [7]) reveals that the loss of information due to resolution eects is so
large that the naive inversion approach requires on the order of N = exp(n
2

2
) events, where n is
an eective number of bins of the unfolded distribution and  the width of the response function
in units of those bins. It follows that for the problem at hand unfolding methods are required for
any realistically obtainable number of events.
Several ways of tackling the inverse problem Eq. (1) for nite statistics are discussed in
the literature [8]. The basic idea always is to supplement the measurements by an additional
constraint that stabilizes the unfolded result. In this analysis the \Method of reduced cross-
entropy" (MRX) [9] was used in a rst step to correct the measured distribution for smearing
eects. In a second step the unfolded distribution was corrected for eciency with bin-by-bin
factors.
The MRX estimates an unfolded distribution
e
T
k
= T
k
 "
k
by minimizing
F = w
2
+ S; (2)
where

2
=
X
ij
 
O
i
 
X
k
e
G
ik
e
T
k
!

C
 1

ij
 
O
j
 
X
l
e
G
jl
e
T
l
!
; (3)
S =
X
i
P
i
ln

P
i
"
i

with P
i
=
e
T
i
=
X
k
e
T
k
(4)
and w > 0 is a weight factor which was adjusted according to the prescription in [9]. The
covariance matrix C
ij
of the measured distribution is diagonal for this analysis. The information
about the measurements is contained in 
2
. The stabilizing constraint is introduced by the
function S which becomes minimal for p
i
= "
i
, i.e. when the shape of the unsmeared distribution
corresponds to a at true distribution T
k
. It is interesting to note that this criterion of \atness"
is formulated globally as a sum over all bins where the order of summation does not matter. No
assumption about local curvature of the unfolded distribution is made. As a consequence, the
regularization done by the inclusion of S, into the minimization corresponds to using the least
restrictive assumption about the shape of the physical truth in a regularizing term. The constant
w determines the relative weight of the measurements (
2
) with respect to the smoothing term
(S).
4 Model independent results
Tables 1 and 2 contain the model independent unfolded results for the charged particle
multiplicity distributions of hadronic Z decays for the full phase space and rapidity intervals
j Y j  0:5; 1:0; 1:5; 2:0. The rst error is statistical, the second one the systematic. Because of
the unfolding procedure the errors are correlated. The data in Tab. 1 superseed the previously
published results [1]. For the restricted rapidity intervals even and odd multiplicities are found;
for the full Y-interval because of charge conservation only even values are allowed.
The unfolded distributions for the rapidity windows j Y j  0:5; 2:0 and the full window are
shown in Fig. 1. For comparison the predictions from the JETSET 7.3 [2] and the HERWIG 5.6 [10]
parton shower models are overlayed together with the results from the parametric ts discussed
3
below. The parameters of the JETSET model have been tuned to distributions of global event
shape variables and inclusive single particle spectra [3] as measured by ALEPH. For HERWIG an
updated set of parameters is used following the procedure described in [3]. In going from small
rapidity windows to the full phase space, not only the width of the multiplicity distribution grows
steadily but also its shape changes signicantly. It can be described by a simple curve whose
second derivative is always negative for very small and very large intervals. For intermediate size
intervals a pronounced shoulder structure develops. This kind of structure was rst observed in
proton-antiproton collisions [11] and points towards several independent components contributing
to the charged particle multiplicity distribution. These are invisible for very small windows and
average out when looking at the fully inclusive distribution covering the complete phase space.
These independent components can be identied [12] with dierent event topologies, i.e. 2, 3 and
4-jet events, demonstrating that the charged particle multiplicity distribution carries information
about the hard perturbative phase of multihadron production processes. A similar conclusion
was obtained in a study of intermittency [13], where the multi-jet structure leads to bundles of
particles with similar angles and hence similar rapidities relative to the thrust axis, resulting in
large uctuations in multiplicity at localized regions in rapidity.
The mean charged multiplicities < n > and the dispersion D =
p
< n
2
>   < n >
2
from the
unfolded results compared to the model predictions are summarized in Table 3. The data are found
to be in reasonable agreement with the JETSET prediction, whereas the HERWIG model exhibits
signicant discrepancies. The results for the full rapidity window are also in good agreement with
the previously published values [1].
The systematic uncertainties given in the tables were estimated in the following way. Possible
eects due to discrepancies between the actual and the simulated detector performance and the
importance of background from 
+

 
or two-photon events were studied by varying all track and
event selection cuts described in section 2 one at a time and repeating the whole analysis for the
modied set of cuts. For the track selection cuts the requirement of a minimum number of TPC hits
was dropped and the p
T
-cut was raised to 250 MeV=c, i.e. changed by an amount corresponding
to the range over which the TPC becomes fully ecient. The d
0
and z
0
-cut were varied by 1 cm
and 2 cm, respectively, and all angular cuts were varied by 5

. The minimum number of
charged tracks required for the event was raised from 5 to 7 and the charged energy cut varied by
2:5 GeV. The resulting systematics are dominated by the change in the required number of TPC
hits and the minimum transverse momentum of a track. The systematic uncertainty associated
with the smoothing of the response matrix, or equivalently nite Monte Carlo statistics, was
evaluated by including the dierence between the nominal result and the result obtained with
the non-smoothed matrix into the systematic errors. The residual generator dependence of the
response matrix, which includes the extrapolation of the p
T
-spectrum to p
T
= 0, was taken to be
the dierence between the results found when using a response matrix determined with HERWIG
instead of JETSET.
Furthermore, eects on the mean charged multiplicities due to the uncertainty in the rate of
photon conversions, the reconstruction of decay products from V0's and the two-track resolution
of the TPC were considered. Globally photon conversion rates are simulated correctly almost to
the percent level; however, for some regions of the detector one nds discrepancies as large as
5%. With the number of conversions amounting roughly to 1 track/event, this corresponds to a
systematic error of 0.05 tracks/event from this source. Recent measurements of V
0
production at
ALEPH [14] gave systematic errors for K
0
and  production of 0.047 and 0.016 particles/event.
Translating this to the number of charged tracks that should be visible, the systematic error on
the mean charged particle multiplicity is 0.05 units. The eect of the nite two-track resolution
of the TPC was taken from the previous analysis [1], which estimated this contribution to the
systematic error to be 0.04 tracks/event.
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Having evaluated the systematic uncertainties for the full phase space they were propagated
to the mean multiplicities in each rapidity interval by rescaling them to the size of the interval.
The errors on the mean value were then propagated into errors of the dispersion by assuming that
they correspond to the mean of Poissonian uctuations of particle pairs in case of the full rapidity
window, and of individual particles for the restricted rapidity intervals. Folding the corrected
distribution with the corresponding Poissonian, the errors on the mean value were thus translated
to the individual bins and also into higher moments of the unfolded distributions. A breakdown
of the individual contributions to the total systematic error of the mean value of the unfolded
multiplicity distributions is given in Table 4.
5 Parametric models
Several parametrizations for the shape of the charged particle multiplicity distribution are
discussed in the literature. Here we concentrate on two,
 the negative binomial distribution (NBD), and
 the log-normal distribution (LND).
The negative binomial distribution, rst introduced as a parametrization for the multiplicity
distribution by the UA5 Collaboration [15], is given by
P
n
(< n >; k) =
k(k + 1):::(k + n  1)
n!

< n >
< n > +k

n

1 +
< n >
k

 k
: (5)
Theoretically the NBD can be derived from the so-called clan model [16] for multiparticle
production. Here an event consists on average of N = k ln(1+ < n > =k) clans which on
average decay into < n > =N secondary particles. In the context of QCD those clans might be
identied with a number of N partons created in a parton-showering process that hadronize into
< n > nal state particles. Perturbative QCD predicts, in fact, that the ratios of moments of
the charged particle multiplicity distribution behave approximately like those of the NBD [17].
Experimentally the NBD was found to provide a good t for a large number of charged particle
multiplicity distributions measured at lower energies in a variety of reactions such as hadron-
hadron or lepton-nucleon scattering [18] and e
+
e
 
-annihilation [19]. Good parametrizations were
obtained both over the full and over restricted regions of phase space. Recent results at LEP
energies [12], however, showed that the NBD fails to describe the data when studying multiplicity
distributions in restricted rapidity intervals.
The LND can be derived from the general assumption that multi-particle production proceeds
via a scale invariant stochastic branching process [20]. Here the nal state multiplicity evolves
over many generations, with the multiplicity ratio between successive generations described by
independent random variables "
i
, n
i+1
=n
i
= 1 + "
i
. In the limit of a large number of branching
processes the LND follows from the central limit theorem. From the continuous LND the discrete
probability distribution for charged particle multiplicity n is dened by
P
n
(; ; c) =
Z
n+n
n
N
n
0
+ c
exp
 
 
[ln(n
0
+ c)  ]
2
2
2
!
dn
0
; (6)
where ,  and c are adjustable parameters and N is a normalization factor. The integration
intervals are n = 1 for restricted rapidity intervals where even and odd multiplicities contribute,
and n = 2 for the full phase space where charge conservation ensures that the total number of
particles is always even. The LND gives a good t to the charged particle multiplicity distributions
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of e
+
e
 
-annihilation for the full phase space from low energy measurements up to LEP energies.
This work extends the study of the LND to restricted rapidity intervals. Correlations between the
parameters are reduced and a numerically stable t of the LND is obtained by reexpressing 
2
and  as

2
= ln
 
1 +
d
2
(n+ c)
2
!
and  = ln
(n+ c)
2
q
d
2
+ (n+ c)
2
: (7)
In the limit    ln c   the new parameters n and d can be identied as the mean and the
standard deviation of the continuous distribution (6). The mean value < n > of the discrete
distribution and n are related via n < n > +(n)=2.
The parameters for both types of distributions were obtained from a least squares t to the
measurements by minimizing the function

2
=
X
ij
 
O
i
 
X
k
G
ik
P
k
(
~
)r
k
!

C
 1

ij
 
O
j
 
X
l
G
jl
P
l
(
~
)r
l
!
; (8)
with C
ij
the covariance matrix of the measured distribution O
i
in the corresponding rapidity
interval and G
ij
the raw response matrix. The coecients r
k
include the eect of initial state
radiation into the model predictions. Since the model already is inherently smooth, no smoothing
of the response matrix is required.
The tted parameters for all rapidity intervals are given in Table 5 for the negative binomial
distribution and in Table 6 for the log-normal distribution. Parameters and 
2
-values in the rows
labeled \stat" are for the nominal analysis with the covariance matrix describing only the statistical
errors of the measurements. The rst error denotes the statistical error of the parameters, the
second one the systematic uncertainty, estimated in the usual way by varying the analysis as
described before. Figure 1 also shows a comparison of the unfolded results with the parametric
models.
The 
2
of the ts was generally found to be rather large. In order to decide whether this
apparent disagreement between model and data can be acomodated by systematic uncertainties,
the ts with the nominal response matrix were re-done after including systematic errors into the
covariance matrix of the measurements. This was done as follows, using the model independent
unfolding results from the preceding section: For each variation of the selection cuts the unfolded
distribution diers from the nominal result by a vector P
cut
j
. This vector, which is one
contribution to the total systematic uncertainty of the unfolded distribution, was mapped onto a
corresponding error vector in the space of the measurements by multiplying it with the response
matrix:
O
cut
i
=
X
j
G
ij
P
cut
j
: (9)
Using all vectors O
cut
i
corresponding to the systematic uncertainties discussed in section 2, a
covariance matrix including statistical and systematic errors was dened via
e
C
ij
= C
ij
+
X
cuts
O
cut
i
O
cut
j
: (10)
Using the matrix
e
C
ij
instead of C
ij
the ts were re-done. The results are given in Tables 5 and 6 in
the rows labeled \full". It is interesting to note that in those cases where the 
2
was not too large
when based on the statistical errors only, the central values of the parameters are stable within
their systematic uncertainties. This is the case for ts of the LND. Looking at the 
2
-values one
sees that even after taking the systematic uncertainties into account, the parametric models in
most cases fail to describe the data. The only exceptions are the log-normal distribution for very
small rapidity windows j Y j  0:5 or the full window.
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6 Discussion of the Results
Figure 2 shows how the various estimates for the charged particle multiplicity distribution compare
to the measurements in a narrow (j Y j  0:5), a medium size (j Y j  2:0) and the full rapidity
window. In all cases the estimates for the true distribution, displayed in Fig. 1, were folded with
the response matrix and then compared directly with the uncorrected data. The dierences are
shown in gure 2. For the unfolded data this constitutes a cross check of the procedure. For the
four models the quality of the description of the data varies from being indistinguishable from
the unfolded data to having a signicant disagreement. The error bars reect the statistical and
systematic errors combined in quadrature; systematic uncertainties dominate.
The results clearly show that the NBD does not describe the data, either in restricted rapidity
intervals or for the full phase space. The LND does t the data for very small rapidity intervals,
j Y j  0:5, and the full window, but fails to do so for intermediate size intervals. Intuitively this
can be understood from the fact that multi-jet eects mostly aect those medium size intervals, and
it is not surprising that simple parametrizations like the LND or NBD fail when several components
like two, three or multi-jet events contribute. In contrast to the simple parametric models both
the JETSET and the HERWIG parton shower models reproduce the shoulder structure in the
multiplicity distributions for intermediate size rapidity intervals. It is, however, interesting to
note that of the two parton-shower models studied here only the JETSET model gives a good
quantitative description of the charged particle multiplicity distribution in all rapidity intervals.
7 Summary and Conclusions
Charged particle multiplicity distributions for hadronic Z decays have been studied for various
rapidity intervals along the thrust axis. A model independent unfolding of the measured
distribution was done. The data were confronted with predictions from the JETSET and HERWIG
Monte Carlo models and compared to analytical parametrizations given by a negative-binomial
(NBD) and a log-normal distribution (LND).
The NBD consistently fails to describe the data. The LND provides a satisfactory
parametrization for very small rapidity windows or for the full phase space. This supports the
notion that both locally (small window) and globally (full phase space) multi-particle production
can be understood as a scale invariant stochastic branching process. For intermediate size windows
this simple picture is no longer valid because of hard gluon emission processes in the early stage
of the perturbative cascade.
Hard gluon radiation as implemented in the JETSET and HERWIG Monte Carlo models at
least qualitatively describes the shoulder structure of the multiplicity distribution in intermediate
size rapidity intervals. Only JETSET, however, describes correctly also the details of the
distribution. Studying the multiplicity distribution as function of the size of a rapidity window
thus allows one to probe both hard and soft components of QCD.
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n P
n
4 0.0020  0.0020  0.0027
6 0.0021  0.0009  0.0032
8 0.0058  0.0010  0.0023
10 0.0266  0.0018  0.0042
12 0.053  0.003  0.012
14 0.079  0.004  0.028
16 0.128  0.005  0.036
18 0.118  0.005  0.025
20 0.133  0.005  0.023
22 0.122  0.004  0.018
24 0.090  0.004  0.010
26 0.0760  0.0031  0.0064
28 0.0559  0.0029  0.0066
30 0.0389  0.0023  0.0032
32 0.0264  0.0018  0.0036
34 0.0166  0.0012  0.0039
36 0.0105  0.0010  0.0017
38 0.0080  0.0008  0.0024
40 0.0044  0.0006  0.0076
42 0.0019  0.0004  0.0017
44 0.0009  0.0002  0.0005
46 0.00076  0.00018  0.0010
48 0.00003  0.00004  0.0016
50 0.00038  0.00027  0.0005
52 0.00023  0.00009  0.0003
54 0.00013  0.00014  0.0002
Table 1: Unfolded charged particle multiplicity distribution giving the probability P
n
to have a
hadronic Z decay with n charged particles. The rst error is the statistical error, the second
the systematic uncertainty of the results. For n=2 no measurement was possible. The JETSET
parton shower prediction is P
2
= 0:000018  0:000004.
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n P
n
for j Y j  0.5 P
n
for j Y j  1.0 P
n
for j Y j  1.5 P
n
for j Y j  2.0
0 0.113  0.002  0.010 0.017  0.001  0.004 0.0033  0.0006  0.0008 0.0005  0.0005  0.0008
1 0.181  0.005  0.033 0.049  0.003  0.010 0.0115  0.0015  0.0031 0.0040  0.0008  0.0020
2 0.204  0.007  0.013 0.088  0.005  0.019 0.0245  0.0027  0.0052 0.0061  0.0013  0.0026
3 0.176  0.006  0.017 0.122  0.005  0.020 0.0585  0.0034  0.0076 0.018  0.002  0.013
4 0.102  0.004  0.015 0.126  0.004  0.011 0.0725  0.0034  0.0070 0.029  0.002  0.016
5 0.077  0.003  0.010 0.116  0.003  0.011 0.081  0.004  0.012 0.044  0.003  0.005
6 0.0525  0.0021  0.0063 0.097  0.003  0.005 0.096  0.004  0.012 0.059  0.003  0.018
7 0.0321  0.0019  0.0085 0.081  0.003  0.014 0.093  0.003  0.012 0.074  0.003  0.013
8 0.0217  0.0014  0.0035 0.064  0.002  0.011 0.0800  0.0031  0.0071 0.072  0.003  0.012
9 0.0136  0.0008  0.0032 0.0491  0.0019  0.0046 0.0658  0.0027  0.0068 0.067  0.002  0.004
10 0.0090  0.0006  0.0030 0.0373  0.0016  0.0061 0.0598  0.0021  0.0058 0.062  0.002  0.011
11 0.0066  0.0009  0.0023 0.0284  0.0013  0.0053 0.0533  0.0022  0.0057 0.0608  0.0023  0.0095
12 0.0034  0.0008  0.0033 0.0235  0.0013  0.0033 0.0451  0.0017  0.0044 0.0591  0.0020  0.0047
13 0.0035  0.0005  0.0021 0.0217  0.0013  0.0082 0.0371  0.0017  0.0047 0.0556  0.0022  0.0066
14 0.0023  0.0004  0.0015 0.0181  0.0010  0.0077 0.0315  0.0013  0.0038 0.0474  0.0019  0.0095
15 0.0017  0.0003  0.0018 0.0141  0.0009  0.0048 0.0274  0.0015  0.0041 0.0397  0.0017  0.0210
16 0.00072  0.00012  0.0006 0.0104  0.0006  0.0035 0.0245  0.0010  0.0024 0.0353  0.0015  0.0096
17 0.00040  0.00015  0.0005 0.0067  0.0007  0.0057 0.0221  0.0012  0.0054 0.0328  0.0015  0.0049
18 0.00028  0.00018  0.0004 0.0059  0.0005  0.0009 0.0187  0.0009  0.0035 0.0299  0.0013  0.0024
19 0.00004  0.00004  0.0002 0.0049  0.0004  0.0039 0.0159  0.0009  0.0033 0.0274  0.0014  0.0014
20 0.0044  0.0004  0.0007 0.0129  0.0008  0.0019 0.0250  0.0012  0.0068
21 0.0048  0.0007  0.0025 0.0113  0.0007  0.0009 0.0227  0.0012  0.0036
22 0.0029  0.0003  0.0022 0.0093  0.0007  0.0035 0.0197  0.0009  0.0020
23 0.0023  0.0004  0.0021 0.0081  0.0006  0.0013 0.0176  0.0010  0.0020
24 0.0016  0.0003  0.0013 0.0067  0.0004  0.0010 0.0144  0.0008  0.0071
25 0.0012  0.0002  0.0011 0.0054  0.0005  0.0011 0.0123  0.0008  0.0016
26 0.0008  0.0001  0.0007 0.0048  0.0006  0.0026 0.0104  0.0006  0.0013
27 0.0006  0.0001  0.0023 0.0039  0.0003  0.0013 0.0091  0.0006  0.0025
28 0.0004  0.0001  0.0004 0.0032  0.0004  0.0007 0.0081  0.0005  0.0018
29 0.0004  0.0001  0.0005 0.0027  0.0004  0.0012 0.0071  0.0006  0.0012
30 0.0002  0.0001  0.0003 0.0025  0.0004  0.0008 0.0059  0.0004  0.0019
31 0.0003  0.0001  0.0005 0.0020  0.0002  0.0006 0.0045  0.0004  0.0013
32 0.0003  0.0001  0.0005 0.0018  0.0002  0.0011 0.0037  0.0003  0.0012
33 0.0002  0.0003  0.0005 0.0012  0.0003  0.0011 0.00322  0.00033  0.0009
34 0.00097  0.00015  0.0004 0.00234  0.00035  0.0007
35 0.00072  0.00015  0.0004 0.00217  0.00021  0.0005
36 0.00035  0.00010  0.0003 0.00158  0.00020  0.0008
37 0.00009  0.00006  0.0002 0.00131  0.00012  0.0007
38 0.00013  0.00013  0.0003 0.00110  0.00017  0.0010
39 0.00003  0.00003  0.0005 0.00076  0.00012  0.0006
40 0.00052  0.00013  0.0007
41 0.00010  0.00006  0.0006
42 0.00073  0.00035  0.0010
43 0.00018  0.00007  0.0005
44 0.00022  0.00019  0.0005
45 0.00021  0.00015  0.0007
Table 2: Unfolded multiplicity distributions for restricted rapidity bins along the thrust axis. The
rst error is the statistical, the second the systematic error of the result. Note that because of the
unfolding procedure neighboring bins are correlated over a range from approximately 2.6 units for
j Y j  0:5 to 3.6 units in multiplicity for the full phase space. In addition systematic eects, e.g.
p
T
-cuts, create correlations over longer ranges.
10
< n > D 
2
per bin
Unfolded result 3.074  0.006  0.040 2.582  0.008  0.040 0.85
j Y j  0:5 JETSET 3.038  0.003 2.597  0.003 1.57
HERWIG 3.075  0.003 2.721  0.003 6.17
Unfolded result 6.436  0.009  0.081 4.54  0.01  0.15 0.68
j Y j  1:0 JETSET 6.396  0.005 4.588  0.005 1.74
HERWIG 6.384  0.005 4.771  0.005 6.65
Unfolded result 9.78  0.01  0.10 6.082  0.013  0.092 0.90
j Y j  1:5 JETSET 9.797  0.006 6.112  0.006 1.64
HERWIG 9.706  0.006 6.348  0.006 3.98
Unfolded result 13.01  0.01  0.12 7.068  0.013  0.089 0.70
j Y j  2:0 JETSET 13.083  0.007 7.026  0.006 1.47
HERWIG 12.925  0.007 7.359  0.006 8.43
Unfolded result 20.91  0.03  0.22 6.425  0.031  0.087 1.11
full Y JETSET 20.861  0.006 6.298  0.005 1.38
HERWIG 20.695  0.007 6.976  0.006 34.4
Table 3: Unfolded mean charged multiplicity < n > and dispersion D compared to expectations
from the JETSET and HERWIG models.
Source j Y j  0:5 j Y j  1:0 j Y j  1:5 j Y j  2:0 full Y
Generator dependence 0.015 0.034 0.020 0.027 0.09
Monte Carlo statistics 0.005 0.004 0.003 0.006 0.02
Number of TPC hits 0.031 0.058 0.081 0.094 0.12
p
T
cut 0.014 0.036 0.046 0.057 0.06
other cut variations 0.006 0.010 0.021 0.029 0.12
2-track resolution 0.006 0.012 0.019 0.025 0.04
 conversions 0.007 0.015 0.023 0.031 0.05
V
0
;
s 0.007 0.015 0.023 0.031 0.05
total 0.040 0.081 0.10 0.12 0.22
Table 4: Breakdown of the systematic errors of the unfolded mean charged multiplicity < n >.
11
errors n k 
2
= ndf
j Y j  0:5 stat. 3.050  0.006  0.040 2.84  0.03  0.017 596 / 19
full 3.292 2.46 272 / 19
j Y j  1:0 stat. 6.366  0.010  0.085 3.32  0.02  0.021 2883 / 31
full 5.507 5.01 906 / 31
j Y j  1:5 stat. 9.74  0.01  0.12 3.86  0.02  0.14 3906 / 41
full 10.40 3.29 1155 / 41
j Y j  2:0 stat. 13.02  0.01  0.16 4.78  0.02  0.12 2627 / 44
full 12.05 4.67 780 / 44
full Y stat. 20.91  0.01  0.17 22.73  0.17  0.85 654 / 43
full 21.01 22.00 160 / 43
Table 5: Results from tting negative-binomial distributions.
errors  d c 
2
= ndf
j Y j  0:5 stat. 3.506  0.008  0.043 2.609  0.008  0.043 1.64  0.06  0.014 80.7 / 18
full 3.548 2.660 1.34 21.7 / 18
j Y j  1:0 stat. 6.911  0.009  0.092 4.55  0.01  0.22 1.45  0.04  0.34 449 / 30
full 6.712 4.37 1.35 138 / 30
j Y j  1:5 stat. 10.24  0.01  0.20 6.12  0.01  0.55 1.88  0.06  0.96 1170 / 40
full 10.12 6.07 1.89 563 / 40
j Y j  2:0 stat. 13.47  0.01  0.24 7.13  0.01  0.47 3.5  0.1  1.7 1614 / 43
full 13.08 6.98 3.9 570 / 43
full Y stat. 21.94  0.01  0.17 6.373  0.012  0.059 7.5  0.3  2.4 75.8 / 42
full 21.92 6.344 6.6 51.9 / 42
Table 6: Results from tting log-normal distributions.
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Figure 1: Unfolded charged particle multiplicity distributions for small (j Y j  0:5, left), medium
(j Y j  2:0, middle) and the full rapidity window (right), compared to various models.
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Figure 2: Comparison of raw data with unfolded results and various model predictions after
convolution with the response matrix. The unfolded data are shown rst as a consistency check
of the unfolding procedure. The remaining plots display the dierences between the data and the
four models. Results are given for small (j Y j  0:5, left), medium (j Y j  2:0, middle) and the
full rapidity window (right). The error bars reect the statistical and systematic errors combined
in quadrature; systematic uncertainties dominate.
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