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Abstract
This investigation involves a survey of the fine structure phenomenon of the Isovec-
tor Giant Dipole Resonance (IVGDR) over a wide mass range of nuclei, from 27Al,
40Ca, 56Fe, 58Ni to 208Pb, using inelastic proton scattering at 200 MeV. Proton de-
tection is accomplished using the recently commissioned zero-degree facility of the
K600 magnetic spectrometer at iThemba LABS. Inelastic proton experiments at
zero degrees are very selective to excitations with low angular momentum transfer,
and therefore ideal for studies of the IVGDR. This is because such experiments
simplify the analysis of the many contributions to the spectra due to the complex
nature of the nuclear interaction. The ability to make precise measurements of the
properties of the IVGDR demonstrated by this work opens up new challenges to
both experimental and theoretical work in nuclear structure. This is a survey of
the (p,p′) reaction at zero degrees as a probe to study properties of the GDR and
also the low energy E1 strength with high energy-resolution. Such a data base will
provide more stringent tests of nuclear theory and the progress is seen in the de-
tails obtained. These tests can only be described by microscopic models including
complex degrees-of-freedom. This should lead to new insights into the underlying
interactions responsible for the nature of the electric dipole strength in nuclei.
In the present study, double-differential cross-sections were converted to equivalent
photo-absorption cross-sections and their results compared to previously published
photo-absorption data. An excellent correspondence in the excitation-energy region
of the Giant Dipole Resonance (GDR) was noticed between the two data sets.
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The fine structure observed can be described using characteristic energy scales, aris-
ing mainly from Landau damping (even though the spreading width may also play a
role). The extraction of these characteristic energy scales which are a signature for
the decay process was achieved through the use of wavelet analysis. Furthermore,
thanks to the recent advances in computational power and techniques, microscopic
shell model-based calculations lead to new insights into the underlying properties of
the nuclear interaction which are responsible for the collective behaviour evidenced
by the existence and properties of the IVGDR.
In addition to the extraction of characteristic energy scales, this study also pro-
vides level densities of Jpi = 1− states. In order to extract nuclear level densities,
there is need to eliminate instrumental background and other contributions to the
spectra from (p,p′) scattering using the model-independent Discrete Wavelet Trans-
form (DWT) method. Level densities of Jpi = 1− states are determined using the
fluctuation analysis technique and comparisons are made with the phenomenological
Back Shifted Fermi Gas (BSFG) model predictions, calculations of the Hartree Fock-
Bogoluibov (HFB) microscopic model and Hartree Fock-Bardeen-Cooper-Schrieffer
(HF-BCS) predictions. Finally, this survey will simultaneously provide bench-marks
on the capabilities and limitations of the new zero-degree facility important for plan-
ning of the future experimental work.
This work is dedicated to Praise Jingo and Nicole Rutendo Jingo.
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Chapter 1
Introduction
Nuclear giant resonances are known to be small-amplitude, high-frequency, simple
collective modes of excitations. They have very high vibrational frequencies in the
range 2 – 10·1021 Hz and are considered to be the fastest vibrations of any known
many-body system. In quantum-mechanical terms, the resonance corresponds to
a transition between the ground state and a collective state and its strength is
described by a transition amplitude. The vibrations are classified by a change in
quantum numbers with respect to the ground state such as angular momentum (∆L),
spin (∆S ), isospin (∆T ) and parity.
1.1 Historical background
The study of giant resonances has been and still is a major topic of research in nu-
clear physics. Giant resonances in nuclei were first discovered in 1937 by Bothe and
Gentner [Bot37], who observed evidence of nuclear vibrations in the measurements
of photon absorption from the bombardment of several nuclei with γ-radiation pro-
duced in the Li(p,γ) reaction. The measured cross-sections from the various nuclei
were at times several orders of magnitude larger than those predicted by the avail-
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able theoretical calculations. In 1944, the idea of a dipole oscillation of the nucleus
was theoretically predicted by Migdal [Mig44].
This was followed in 1947 by observations of a giant resonance phenomenon made
by Baldwin and Klaiber [Bal47]. They measured the photo-fission cross-section in
uranium and thorium and observed that the photo-absorption cross-section shows
a broad peak near Eγ = 18 MeV. A scan of most nuclei revealed that the photo-
absorption cross-section was dominated by a peak, roughly 5 MeV wide, located
anywhere between the photo-disintegration threshold and 30 MeV, and was referred
to as the Giant Dipole Resonance (GDR) of the nuclear photo-effect [Ful62]. In
1948, Goldhaber and Teller [Gol48] interpreted the resonance peaks as the Isovector
Giant Dipole Resonance (IVGDR) using an early version of the theoretical descrip-
tion known as the Hydro-dynamical model.
An Isovector Giant Dipole Resonance (IVGDR) is described as an electric resonance,
typically observed in the nuclear excitation-energy region of 10 to 25 MeV. Electric
dipole transitions are populated by the collective motion of the nucleons at these
high energies, hence the moving charges lead to dipole oscillations. Note that we
distinguish between dipole oscillations and a static dipole field, where the former
creates an electric field that will emit electromagnetic radiation while the latter cre-
ates an electric field but no emission of electromagnetic (EM) radiation takes place.
In the Goldhaber and Teller model (GT model), the oscillation was considered to
be due to incompressible, rigid proton and neutron spheres vibrating against each
other, with the restoring force being proportional to the surface-symmetry energy in
the extended nuclear mass formula of Myers and Swiatecki [Mye74]. In such a case,
where the restoring force is proportional to the surface energy, the excitation energy
of the GDR is found to be proportional to A−1/6, where A is the mass number of
the nucleus.
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Two years after the publication of Goldhaber and Teller, Steinwedel and Jensen
[Ste50] proposed a two-fluid model of the giant resonance (SJ model) based on a
similar idea as the GT model. In their model, both the proton and neutron fluids
were compressible and oscillated in- and out-of-phase within a sphere with a fixed
surface. Here, the restoring force was provided by the volumetric-symmetric energy
in the Bethe-Weizsa¨cker mass formula [Wei35,Bet36]. In the SJ model, the energy
of the vibrations is found to be proportional to A−1/3.
More recently, the mass dependence of the GDR resonance (centroid) energy is given
by a combination of an A−1/3 and A−1/6 terms [Har01,Ber75]:
EIVGDR = 31.2A
−1/3 + 20.6A−1/6(MeV). (1.1)
The resonance width can also be described by a semi-empirical function based on the
hydro-dynamical model. Auerbach and Yeverechyahu considered two compressible
and viscous nuclear fluids, and proposed the following resonance width based on the
viscosity terms [Aue75]:
Γ = 2.3 + 14A−2/3 + 21A1/2(MeV). (1.2)
However, from scattering experiments it was confirmed that the mean-free path of
the nucleons was of the order of the nuclear radius. Therefore, collisions between
the nucleons became rare and the hydro-dynamical model did not describe the con-
ditions in the nucleus very accurately. Without further modifications, neither of the
two models (SJ and GT models) agreed particularly well with the experiments.
Giant resonances can also be viewed as damped harmonic oscillations and if such
a system is coupled to an external field, e.g., an electromagnetic field, the reso-
nance can be described well by a Lorentzian distribution [Ber94]. Theoretically, a
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Lorentzian distribution is symmetric and can extend from -∞ to +∞, hence such a
distribution is always non-zero at the origin. However, this is not physically realistic,
since the excitation to a giant resonance will not occur in the absence of an energy
transfer to the system. Therefore, giant resonances in spherical nuclei are better
parameterised by Lorentzian distributions of the Breit-Wigner type [Kne96,Mor76]:
σ(E) =
σmΓ
2E2
(E2 −E2m)2 + Γ2E2
, (1.3)
where Em is the resonance energy, Γ is the resonance width and σm is the peak
cross-section.
Speth and Wambach [Spe91] defines giant resonances as resonance structures in the
transition strength distribution of a weak external field which carry a large fraction
of the total transition strength (typically 50% or more). The total electric dipole
transition strength of a nucleus is determined by the Thomas-Reiche-Kuhn (TRK)
sum rule [Are79],
∫ 30MeV
0
σabs(Eγ)dEγ =
16π3
9~c
∑
f
(Ef − Ei)B(E1, i→ f) (1.4)
=
2π2e2~NZ
mcA
≃ 60NZ
A
(MeVmb)
where m, N, Z and A are the nucleon mass, neutron, proton and atomic mass
numbers, respectively. In addition, B(E1, i → f) is either the reduced transition
strength or matrix element squared of the dipole operator between the ground state
and all the available excited states. The GDR exhausts a major fraction (or possibly
more) of this sum rule.
Past studies have shown the existence of various collective modes (e.g. low-lying
0+, 2+, 3− states, monopole, quadrupole, octupole, etc resonances) in atomic nu-
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clei in addition to the GDR. Tremendous advancement in comprehending such el-
ementary modes of excitations has been made both experimentally and theoreti-
cally [Har01, Spe91]. A remarkable amount of experimental work has been carried
out towards the investigation of global dependencies and systematics of these modes
in various nuclei. The macroscopic features of giant resonances such as centroid
energies and collectivity, measured in terms of sum rules, have been studied and are
well understood in microscopic models [Har01,Bor98]. In contrast, giant resonance
widths have not been fully understood due to the limitations in the experimental
methods. Despite all the experimental and theoretical efforts, there is still very lim-
ited knowledge about the internal collective processes in the nucleus [Spe91,Bor98].
One might direct this deficiency in gaining complete understanding of intrinsic damp-
ing mechanisms of giant resonances to the lack of a consistent explanation of the
corresponding decay widths observed experimentally.
1.2 Fine structure
High energy-resolution electron and proton inelastic scattering experiments revealed
that giant resonances additionally carry fine structure. The pioneering work on the
fine structure concept was reported a long time ago in high energy-resolution (∆E ≃
50 keV) electron scattering experiments at the DALINAC [Sch75,Kuh81], where the
Isoscalar Giant Quadrupole Resonance (ISGQR) of 208Pb was observed. The experi-
mental evidence for fine structure was believed to be related to the coupling between
collective states and more complex degrees of freedom. A clear understanding is how-
ever a long-standing challenge that in the past led to a serious debate concerning
the physical nature of the observed fine structure. It must be noted that at the time
when the electron scattering measurements were originally performed, proton and
α-particle scattering experiments had failed to detect any fine structure features.
However, with the introduction of the high energy-resolution capabilities for proton
and alpha scattering measurements, data observed from both hadronic and leptonic
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probes showed that the observed fluctuations were to a very large extent similar and
therefore, physical in nature [Kam97]. Recent investigations at the Grand-Raiden
magnetic spectrometer of RCNP, Osaka, Japan, using the (3He,t) reaction have also
confirmed the existence of the fine structure feature in the Gamow-Teller resonances
in the medium-heavy nucleus 90Nb region [Kal06].
Choosing a technique for a better quantitative analysis of fine structure still remains
a point of contention. One is required to conceive a unique technique that could
resolve the position, width and localisation of the quantity in question. Early at-
tempts at the extraction of information on characteristic energy scales of the fine
structure involved the use of an entropy index method [Lac99, Lac00] and a multi-
fractal analysis [Aib99,Aib03] of the fluctuating strength function. However, more
recently, a method based on wavelet analysis technique has been shown to be the
most promising candidate [She04,Kal05]. For more detailed discussion on the com-
parison of the different methods, see Ref. [She08]. Wavelet analysis technique has
been implemented in the analysis of the present experimental and theoretical model
predictions results. Moreover, the characteristic energy scales from both the ex-
perimental results and theoretical calculations will be extracted using the complex
Morlet Mother wavelet.
1.3 Modern theoretical models
In order to gain a better insight of the experimentally observed results, the availabil-
ity of theoretical model predictions is critical. Even though there is a need to attain a
unified, all-encompassing theory of nuclear structure and reaction, numerous sophis-
ticated nuclear models have successfully correlated large amounts of experimental
data. For this reason, quite a number of different theoretical models have been pro-
posed in explaining the most suitable results of the experimental data from heavy to
light nuclei across the periodic table, partly because of the systematic dependence
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on shell structure (open or closed shell). Recently, there have been developments
of a nuclear theory based on effective field theory technique. This is a systematic
approach with new quality to nuclear structure, but in practice fails to work in heav-
ier nuclei. Here one has to re-route to energy-density functional methods based on
Random Phase Approximation (RPA) and its extensions. A variety of theoretical
model predictions such as the RPA [Rin80], Second Random Phase Approximation
(SRPA) [Lac00], Extended Time Dependent Hartree-Fock (ETDHF) [Kam97] and
Extended Theory of Finite Fermi Systems (ETFFS) [Lac01], have been utilised for
the microscopic description of the strength functions in nuclei in recent years. The
comparison of these microscopic theoretical calculations with the experimental re-
sults in order to explain the decay processes of resonance widths is still a crucial
question that needs to be addressed. The Quasi-particle Phonon Model (QPM) is
one of the models used to describe the E1 strength function in heavy and medium-
heavy nuclei [Sol92, Ber99]. This model is not based on universal forces but uses
effective forces with parameters to be fixed for each individual case. However, be-
cause of that it is particularly successful in reproducing collective features of nuclei.
A better understanding of the decay modes, in particular the systematic behaviour
of the escape width relative to the spreading width, plays a pivotal role in the
complete description of the nuclear giant dipole resonance across the periodic table.
This study also focuses on the importance of Landau damping, which does not play a
role for the Isoscalar Giant Quadrupole Resonance (ISGQR). This Landau damping
is the distribution of the strength of a collective mode between several collective
states. The IVGDR therefore provides a test case, where the interplay of all three
major decay mechanisms can be investigated.
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1.4 Level densities
Another important aspect of the proton inelastic scattering data with high energy-
resolution is the fine structure features which can be connected to nuclear level densi-
ties in the excitation-energy region of giant resonances. Nuclear level densities are im-
perative for the study of nuclear reactions. Their applications include astrophysics,
the study of nuclei far from the stability line, and reactor physics [Agv03, Tof10].
They are also important to infer nuclear thermodynamic properties. Thermody-
namic quantities have been used to investigate phase transition phenomena in nuclei.
The phenomenon of fluctuating cross-sections in compound nucleus reactions in
the region of overlapping resonances was first studied theoretically in the early
1960’s [Eri63] using the assumption of random phases between the scattering am-
plitudes. At somewhat lower excitation energies, the levels still do not overlap but
states are unresolved because of the limited energy-resolution. Then, level densities
can be extracted by means of a fluctuation analysis [Mul82, Han90], provided the
background contributions to the spectra can be estimated with reasonable accuracy.
In the present work, the extraction of level densities of the dominant 1− states in the
excitation-energy region of GDR in a variety of nuclei is possible and is compared
to theoretical values from approaches based on the phenomenological Back Shifted
Fermi Gas (BSFG) model, the microscopic Hartree Fock-Bardeen-Cooper-Schrieffer
(HF-BCS) and Hartree Fock- Bogoluibov (HFB) calculations.
1.5 This study
High energy-resolution results obtained at intermediate proton beam energies, us-
ing the K600 magnetic spectrometer in combination with dispersion matching tech-
niques, provides a promising approach to study the fine structure of the IVGDR in
nuclei. The necessary experimental techniques were recently discussed in [Fuj02b]
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and are described in Chapter 3. With these techniques the possibility to perform
(p,p′) experiments at forward scattering angles with an energy-resolution much bet-
ter than the energy spread of the incident beam has been demonstrated.
The purpose of this study is to extend the systematic studies of the fine structure to
the case of the IVGDR, which may be considered the archetype of giant resonances
in nuclei. Albeit being the best studied case experimentally and theoretically, many
open questions remain [Har01]. In particular, the observed widths as a function of
mass number show strong fluctuations which have never been successfully explained
on a microscopic basis [Jun08]. An in-depth analysis of the fine structure can cer-
tainly add new and independent information to this problem and permits stringent
tests of the available microscopic theoretical models. Therefore, a systematic study
of light to heavy nuclei was undertaken using high energy-resolution inelastic pro-
ton scattering at Ep = 200 MeV with the K600 magnetic spectrometer of iThemba
LABS.
The experiment represented pioneering work for zero degrees experiments at iThemba
LABS and served as a test to investigate the capabilities and limitations of the newly
commissioned zero-degree facility. In the past years impressive progress towards a
combination of 0◦ experiments with high energy-resolution, particularly important
for a detailed understanding of the Gamow-Teller (GT) modes, have been witnessed.
At the Research Centre for Nuclear Physics (RCNP), Osaka, Japan, the (3He,t) reac-
tion was established as a tool for determination of GT− (isospin T = T0−1, where T0
is the ground state isospin of the target nucleus) strengths from (p,n)-type reactions
reaching typical energy-resolutions ∆E ≈ 30 keV FWHM in light and ≈ 50 keV in
heavy nuclei [Fuj96,Fuj02a]. At Kernfysisch Versneller Instituut (KVI), Groningen,
Netherlands, similar success was also achieved with the (d,2He) reaction as a mea-
sure of GT+ strengths from (n,p)-type reactions [Hag04]. A particular advantage of
near 0◦ measurements is the selectivity to low angular momentum transfer (∆L = 0
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or 1) simplifying the analysis of the other additional angular momenta contributions
to the spectra due to the complex nature of the nuclear interaction which results in
the presence of additional multipolarity modes of excitation.
One important aspect of carrying out an experiment such as the present one is the
extraction of complete electric dipole (E1) strength distributions (via relativistic
Coulomb excitation) from excitation energies starting at about 5 MeV across the
giant dipole resonance (GDR). This was clearly illustrated for the reference case
of 208Pb [Tam11,Pol12], for which the E1 strength is well known through studies
of the 208Pb(γ,γ) and 208Pb(γ,n) reactions [Rye02]. Historically, dipole strengths
were studied by combining data from different reactions such as (γ,xn) and (γ,γ),
or particle-γ coincidence reactions such as (3He 3He′γ). However, (γ,xn) measure-
ments are restricted to the energy region above the neutron-separation energy (Sn),
while (γ,γ) reactions yield data for low excitation energies roughly up to the neutron
threshold [Rus09]. It was therefore problematic to investigate the GDR with (γ,xn)
and (γ,γ) reactions. However, by using (p,p′) scattering at small angles including 0◦
one can probe E1 excitations both above and below the neutron-separation energy.
A very important aspect of this work is the possibility to complement it with exper-
iments using photons avalaible in the literature as well as proton scattering results
performed at the RCNP in Osaka, Japan, with a similar zero-degree facility. How-
ever, experiments at RCNP are performed at higher proton energies of 295 MeV.
This allows independent checks of the methods for extraction of the E1 strength
as well as a better understanding of the contributions to the spectra due to nuclear
interaction.
The layout of this thesis is as follows: Chapter 2 is devoted to the description of the
theoretical considerations involved in the study of Isovector Giant Dipole Resonances
and the quantities extracted, e.g. the fine structure of characteristic energy scales
10
and level densities. This chapter will give a short overview of the tools used in the
extraction of the characteristic energy scales and the associated background subtrac-
tion. The theory on the wavelet analysis technique will also be presented. Chapter
3 presents the details of the high energy-resolution experiments using the K600 mag-
netic spectrometer. This includes the analysis of the experimentally measured (p,p′)
excitation-energy data and extraction of relevant energy spectra. Chapter 4 presents
the results of the analysis of the experimentally measured (p,p′) excitation-energy
data, theoretical calculations and the application of wavelet transform together with
the extracted spin- and parity-dependent level density results. The conclusions of
the thesis are presented in Chapter 5.
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Chapter 2
Theoretical considerations
Introduction
The first section in this chapter presents the classification of giant resonance modes,
where their macroscopic and microscopic pictures are discussed in Sect. 2.1.1 and
Sect. 2.1.2, respectively. In Sect. 2.2, the damping of giant resonances is described
followed by the scattering formalism in Sect. 2.3. Charged-particle induced reactions
by Rutherford scattering as well by Coulomb excitation are discussed in Sect. 2.4. In
Sect. 2.5, the microscopic models used in the calculation of giant resonance strengths
are discussed. The mathematical tools required to extract the characteristic energy
scales from both the experimental data and the theoretical predictions are given in
Sect. 2.6. The tools encompass the use of the Fourier Transform and wavelet analysis.
Details concerning spin- and parity-dependent nuclear level density extraction are
presented in Sect. 2.7.
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2.1 Classification of giant-resonance modes
2.1.1 Macroscopic picture
In addition to the Isovector Giant Dipole Resonance (IVGDR), there exits a long
list of other collective modes of excitation such as the Giant Monopole Resonance
(GMR), Giant Quadrupole Resonance (GQR), etc. These modes of excitation are
classified according to their change in angular momentum (L), spin (S ) and isospin
(T ). Depending on the combination of ∆L and parity relative to the ground state,
giant resonances are classified in analogy to electromagnetic transitions as electric
or magnetic. Figure 2.1 shows schematically examples of oscillations which result
from the excitations of the various giant resonances. The ∆S = 0, ∆T = 0 modes
are classified as the electric, isoscalar vibrations. The electric, isoscalar vibrations
cause the neutrons and protons to oscillate in phase according to a multipole pattern
defined by ∆L. Moreover, the ∆S = 0, ∆T = 1 modes are known as the electric,
isovector vibrations where the protons and neutrons oscillate out of phase against
each other according to a multipole pattern defined by ∆L. From past studies, it
has been observed that for the same multipole mode the isovector resonances are
at higher excitation energy than the isoscalar resonances due to some extra energy
required to separate neutron and proton distributions in the isovector case.
On the otherhand, the ∆S = 1, ∆T = 0, modes are classified as the magnetic,
isoscalar vibrations in which nucleons with spin↑ vibrate against nucleons with spin↓.
Oscillation modes with ∆S = 1, ∆T = 1, are known as the magnetic, isovector. In
these particular vibrations the protons with spin↓(↑) oscillate against neutrons with
spin↑(↓).
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Figure 2.1: Schematic representation of various collective modes taken from Ref. [Ito05].
2.1.2 Microscopic picture
Microscopically, one can describe giant resonances as a coherent superposition of
particle-hole excitations resulting from the application of a one-body operator on
the ground state of the nucleus [Har01]:
|Ψλ,σ,τGR 〉 = Oλ,σ,τ |Ψg.s.〉, (2.1)
where the parameter λ represents the multipolarity of the resonance and τ and
σ represent the isospin structure and spin of the particular resonance in question,
respectively. By way of example, in the case of electric isoscalar transitions one may
use the operator [Har01]:
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Oλ,0,0µ =
A∑
i=1
rλi Yλµ(Ωi), λ ≥ 2 (2.2)
where the summation runs over all nucleons i. In order to gain an insight into the
qualitative features of giant resonances, a schematic shell-model picture as illustrated
in Fig. 2.2 is informative. Well known features of this model are the alternating
parity of the single-particle wave functions in subsequent shells N, N+1, N+2, N+3
. . . and the energy difference ∆E = ∆N × 1~ω = ∆N × 41A−1/3 MeV. The operator
Oλ,0,0µ can only induce transitions with ∆N ≤ λ while, because of parity conservation,
odd λ transitions require ∆N = 1, 3, . . . and even λ transitions require ∆N = 0, 2,
. . . This results in the simple scheme shown in Fig. 2.2 and given in Table 2.1 [Har01].
Figure 2.2: Schematic picture of E1 and E2 single-particle transitions between shell-
model states in 90Zr [She04]. Proton (red arrows with open cicles) and neutron (green
arrows with open circles) 1p-1h transitions from and to corresponding energy levels below
and above the Fermi level εF, which contribute coherently to a given collective mode, are
shown.
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Table 2.1: Multipole excitations as particle-hole excitations across major shells [Har01].
Monopole λ = 0 (0~ω) – (2~ω) – –
Dipole λ = 1 – (1~ω) – – –
Quadrupole λ = 2 (0~ω) – (2~ω) – –
Octupole λ = 3 – (1~ω) – (3~ω) –
Hexadecapole λ = 4 (0~ω) – (2~ω) – (4~ω)
2.2 Damping of giant resonances
One of the basic problems in the study of the giant resonances is the understanding
of how their widths and damping in microscopic theories could be interpreted. The
first approximation of the width Γ of the resonance is defined by
Γ = ∆Γ + Γ↑ + Γ↓, (2.3)
where it consists of three contributions: a fragmentation of the initial one-particle
one-hole (1p-1h) excitations called Landau damping (∆Γ), direct particle emission
from the (1p-1h) excitations expressed by an escape width Γ↑, and coupling to the
more complex two-particle two-hole (2p-2h) and many particle-many hole (np-nh)
states leading to a spreading width Γ↓ due to internal mixing [Goe82] (see Fig. 2.3).
The spreading width concept is given by the doorway model for the decay of giant
resonances. Detailed discussion of this concept is given in the following subsection.
2.2.1 Doorway-state picture of giant resonances
Past studies have widely described internal mixing as a process that happens via
a hierarchy of couplings towards more and more complex degrees-of-freedom in the
nucleus, starting from the 2p-2h and ending with the np-nh states of the compound
nucleus. In 1963, Block and Feshbach [Blo63] introduced the doorway concept which
they found to dominate the damping of giant resonances in heavy nuclei. The
concept was later generally formulated by Feshbach [Fes64,Fes74].
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Figure 2.3: Schematic representation of the width of the collective 1p-1h state into a
direct component Γ↑ and a spreading component Γ↓ of a giant resonance [Har01].
The schematic representation of the damping of giant resonances within a doorway
picture is depicted in Fig. 2.4. An infinite spectrum of eigenvalues F+|0〉 is produced
after the application of an external field at a time t = 0 thereby exciting the nucleus
from its ground state |0〉.
Initially, a mean field is settled down in the system by the time of t = 10−24 – 10−23 s,
thus enabling the selection of only few dominant frequencies in the nuclear response,
which correspond to energies of the doorway states. Though these particular states,
described by the Random Phase Approximation (RPA), do not have any width, the
fragmentation of strength by a few MeV might become visible if the number of such
doorways is increased. This is expected to be significant only for light nuclei. On
the next level, these doorway states couple through residual two-body interaction to
the more complicated 2p-2h states, hence, acquiring an additional width. Most of
these 2p-2h configurations are background states (shown as dotted lines in Fig. 2.4),
the coupling to which is weak and stochastic. Included within such a background
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Figure 2.4: Damping of giant resonances. A hierarchy of lifetimes and energy scales in
the decay of giant resonances as a result of different processes [She05].
are a few collective 2p-2h states, the coupling to which is much stronger (solid lines
at the 2p-2h level in Fig. 2.4).
Experiments have confirmed the existence of fine structure in nuclear response as
these states are partially overlapping. On this level, the energy scales from several
MeV down to hundreds of keV are expected to be observed. Many of these 2p-2h
states can in turn act as doorways and couple through residual interaction to even
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more complex configurations. This chain of couplings can be extended down to the
level of compound nucleus, where the energy is already equally distributed over all
available degrees-of-freedom. This could take t = 10−18 s except in the event that
such a system undegoes a subsequent decay via a photon or particle emission, a
process known as statistical decay.
Actually, the width associated with the coupling to 3p-3h and more complicated
states, and eventually to the totally mixed states describing the compound nucleus,
does not differ substantially from the spreading produced by the doorway coupling
to 2p-2h, since the increase of the density of complex states is compensated for by
the decrease of the coupling matrix elements. The effect of this coupling is reflected
in a smoothly varying strength function. In fact, a particle decay out of the system
might occur at any step of this hierarchy. Consequently, one can distinguish between
different types of decay processes, as shown in Fig. 2.3.
2.3 Scattering formalism
The time-independent Schro¨dinger equation [Gri04] gives a good description of a
particle scattered from a potential V (r):
(H −E)ψ(k, r) = 0, (2.4)
where H is the Hamiltonian and can be expressed as:
H = H0 + V. (2.5)
Therefore, by substituting Eq. (2.5) into Eq. (2.4), it follows that:
(H0 + V −E)ψ(k, r) = 0. (2.6)
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From Eq. (2.5) the hamiltonian H0 describes the unperturbed motion of the system,
and V describes the interaction, which disappears for sufficiently large separation
of the interacting particles of the system. Here, E represents the energy in the
centre-of-mass system and the wave-function ψ represents the particle. This typical
solution needs to have a boundary condition whose total wave-function must have
an asymptotic behaviour for the incoming plane wave and the outgoing spherical
wave,
ψ(k, r)→ φ+ f(θ)e
ikr
r
, (2.7)
where r gives the relative distance between the particles in the entrance channel,
the wave vector is given by k, φ is a plane wave and f (θ) is the scattering amplitude
which is related to the differential cross-sections by
dσ
dΩ
(θ) = |f(θ)|2. (2.8)
Equation (2.4) can be expressed in integral form and in such a particular case, its
eigenfunctions ψ are given by the Lippmann-Schwinger equation:
Ψ± = Φ+G±0 VΨ
±, (2.9)
or using Dirac notation
|ψ±〉 = |φ〉+G±0 V |ψ〉, (2.10)
where the G0 is the Green’s function of the unperturbed equation
G±0 =
1
E −H0 ± iε . (2.11)
Substituting Eq. (2.11) into Eq. (2.9), one gets [Sat83]:
Ψ± = Φ +
1
E −H0 ± iεVΨ
± = Φ + (E −H0 ± iε)−1VΨ±. (2.12)
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The Lippmann-Schwinger equation has two solutions. Firstly, it is the plane wave
and the outgoing scattered wave usually given by “+” sign and secondly, a plane
wave and the ingoing scattered wave denoted by “−” sign. The T transition operator
can be defined using the Green’s function operator G0 as
T± = V + V G±0 T
±, (2.13)
with the transition matrix element
Tfi = 〈φ|T+|φ〉 = 〈φ|V |ψ+〉, (2.14)
where i and f represent the initial and final scattering wave functions respectively.
The state vector |ψ±〉 in Eq. (2.10) and the T matrix operator in Eq. (2.13) can be
expressed as a series expansion in V. Their iterated forms are given by
|ψ±〉 = |φ〉+G±0 V |φ〉+G±0 V G±0 V |φ〉+ .... (2.15)
and
T± = V + V G±0 T
± + V G±0 V G
±
0 V + ...., (2.16)
respectively. One can approximate the two series by taking only the first n terms into
account, which is known as the Born approximation to nth order. In the second series
Gth0 propagates the particle from scattering to scattering point. By considering only
the first n terms into account, one limits the nuclear reaction to an n-step scattering
process. In conclusion, one can relate the matrix element Tfi defined in Eq. (2.14)
to the scattering amplitude by the expression:
f(θ) =
µ
2π~2
Tfi (2.17)
with µ being the reduced mass of the system.
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2.3.1 Distorted waves and optical potential
According to Bauwens et al. [Bau00], Coulomb interaction plays a role in excitation
of 1− states observed in the past (p,p′) studies. A distorted-wave Born approxi-
mation (DWBA) calculation employing the code DWBA07 [Ray07] suggests that
angular distributions of transitions to both 1+ and Coulomb-excited 1− states have
a maximum at 0◦, therefore making it a significant tool in calculating transition
amplitudes. Besides the optical model, the computer code DWBA07 also includes a
fully microscopic non-local optical model obtained with the description of the target
by its occupation numbers and with the two-body interaction for the initial and
final distorted waves. Two approaches can be used in the description of distorted
waves. One approach involves the expansion of the scattering matrix Tfi in a basis
of distorted wave-functions Ψ defined by the Lippman-Schwinger equation given by
Eq. (2.12).
In the first approach, a local representation of the potential, the optical potential
U0(~r), can be obtained by folding the interaction with the ground state density
ρ0(~rN ) of the nucleus
U0(~r) =
∫
ρ0(~rN)V0(~r − ~rN)d3rN . (2.18)
The other alternative method involves the application of a phenomenological optical
potential, which is commonly determined by a fit to elastic scattering data. The
interaction potential U consists of two parts namely, the Coulomb and nuclear po-
tential parts.
The complex nuclear potential is given by [Kra88]:
U(r) = V (r) + iW (r), (2.19)
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where V (r) is the real part of the central potential which describes the elastic scat-
tering and is responsible for the distortion of the incoming and outgoing waves and
W (r) is the imaginary part of the central potential and responsible for absorption of
flux into non-elastic scattering channels, and hence contains the residual interaction.
In analogy with optics the real part of the potential describes the scattering in the
dispersive medium, while the imaginary part corresponds to the absorption. The
nuclear potential is complex due to its short-range attractive interaction and repre-
sents the many-body interaction between colliding nuclei. Furthermore, this nuclear
potential also has some terms describing the spin-orbit coupling and isospin depen-
dence. A physically realistic phenomenological potential utilised is of the Woods-
Saxon type. The standard form of the optical potential used in the calculation of
the distorted waves is parameterised as:
U(r) = VC(r)− V fo(r, Ro, ao)− iW (fw(r, Rw, aw)
+ 4Wdaw
d
dr
fw(r, Rw, aw)
+
2
r
[
Vso
d
dr
fvso(r, Rvso, avso)
]
+
2
r
[
iWso
d
dr
fwso(r, Rwso, awso)
]
~L.~σ.
(2.20)
The Coulomb potential VC(r) is that from a uniformly charged sphere of radius
roCA
1/3. The quantities Vso and Wso are the corresponding real and imaginary
strengths of the spin-orbit potential, Wd represents the imaginary surface potential
and ~L and ~σ represent the orbital and spin angular momentum of the incident
nucleon, respectively. The radial-form factors of Woods-Saxon type (geometry f ) in
Eq. (2.20) can be expressed as
f (r, Rx, ax) =
1
1 + exp [(r − Rx) /ax] (2.21)
with Rx = roxA
1/3 and ax the corresponding diffuseness parameter.
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Excitation of the IVGDR by inelastic scattering of protons at intermediate energies
is strongly dependent on the scattering angle. In order to identify suitable scat-
tering angles at which measurements of excitation-energy spectra should be taken,
calculations can be made for inelastic scattering within the DWBA07 code [Ray07].
By way of example, Fig. 2.5 shows the results for 58Ni nucleus for an L = 1 trans-
fer together with other multipoles excited. It should be noted that in the present
experiment, measurements were taken for the inclusive scattering angular range of
θLab = 0
◦ – 1.91◦. As in previous studies of the IVGDR [Pol11], contributions to
an underlying background from higher-order multipoles are expected to be present.
On the other hand, the calculations from the DWBA07 code can also be used to
perform Multipole Decomposition Analysis (MDA).
The MDA is mainly performed to determine the deviation between calculated and
experimentally obtained cross-sections at most forward scattering angles (e.g. θLab <
2◦) which are commonly due to the Coulomb-nuclear interference and contributions
from unresolved transitions with higher multipolarities.
2.4 Charged-particle induced reactions
Nuclei contain protons and are charged with the charge of +Ze. There is a long-range
repulsive force between the interacting nuclei due to their charges:
~F =
1
4πε0
ZPZTe
2
r2
~r
r
(2.22)
Since the force is repulsive the trajectories are hyperbolic. If the projectile energy
is not sufficient to bring two nuclei to a distance smaller than the range of nuclear
interactions, the only result of the collision is either elastic scattering (Rutherford) or
inelastic scattering (Coulomb excitation). For Rutherford scattering both projectile
and target emerge from the collision in their respective ground states. In Coulomb
24
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Figure 2.5: Angular distributions for DWBA07 inelastic proton scattering on 58Ni for
GDR, GQR, M 1 resonance, M 2 resonance and Low energy Octupole resonance (LEOR)
at Ep = 200 MeV. There are also results for the 2
+
1 and 3
−
1 states.
excitation either the target or the projectile or both emerge in an excited state.
2.4.1 Rutherford approach
In the semiclassical approach of the Coulomb excitation process, the projectile can
be considered as a point-like charged particle moving along a hyperbolic orbit in the
repulsive Coulomb field of a target nucleus. The projectile’s trajectory along the
orbit is shown in Fig. 2.6.
At low incident energies, the projectile is assumed to follow a Rutherfordian path,
while at high incident energies, the projectile is assumed to move along a straight-
line trajectory. For the Rutherford scattering scenario, the impact parameter is
expressed as:
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Figure 2.6: Schematic view of the momentum change. Trajectories are symmetric
with respect to angle φ.
b =
ZPZTe
2
4πε0
1
pv0
1
tan(θ/2)
(2.23)
=
ZPZTe
2
4πε0
1
2K
1
tan(θ/2)
with K being the initial kinetic energy for the projectile. Equation (2.23) defines
the relationship between the impact parameter (b) and the scattering angle (θ).
Moreover, by assuming a head-on collision the distance of the closest approach d0
can be calculated from the conservation of energy:
K =
ZPZTe
2
4πε0
1
d0
(2.24)
d0 =
ZPZTe
2
4πε0
1
K
. (2.25)
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As a result, the relation between the impact parameter and the scattering angle then
simplifies with the use of the distance of the closest approach parameter:
b =
d0
2
1
tan(θ/2)
. (2.26)
Finally, the previously related equations lead us to the Rutherford scattering formula
given by
dσ
dΩ
=
(
d0
4
)2
1
sin4(θ/2)
(2.27)
=
(
ZPZTe
2
4πε0
1
4K
)2
1
sin4(θ/2)
·
2.4.2 Coulomb excitation
An effective technique to investigate dipole transition strength over a large excitation-
energy range in nuclei is Coulomb excitation in relativistic heavy-ion scattering
[Ald75], where the cross-sections are related to multipole matrix elements that char-
acterise the γ-decay of excited nuclear states. The simplest way to describe the reac-
tion mechanism in relativistic collisions is provided by the equivalent photon method,
originally developed by Fermi [Fer24] and later on improved by Weizsa¨cker [Wei34]
and Williams [Wil34], (commonly known as the Weizsa¨cker-Williams method).
Since Coulomb excitation is a process in which a charged particle transmits energy
to the nucleus through the electromagnetic field, it can happen at a much lower
energy than that necessary for the particle to overcome the Coulomb barrier. The
nuclear force is, in this way, excluded in the process. At very high incident energies
the nuclear cross-sections for the Coulomb excitation of giant resonances exceed the
nuclear geometrical cross-sections. Since these resonances decay mostly through par-
ticle emission or fission, this indicates that Coulomb excitation of giant resonances
is a very important process to be considered in relativistic heavy-ion collisions and
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fragmentation processes, especially in heavy-ion colliders. At intermediate energies
(ELab & 100 MeV/nucleon) the cross-sections are also large and this offers good
possibilities to establish and study the properties of the IVGDR and ISGQR. For
other modes, the cross-sections are too small.
2.4.3 Fermi’s method
In 1924, Fermi used a non-relativistic approach to explain the process of electromag-
netic excitation due to a moving charge [Fer24], as illustrated in Fig. 2.7. In his
approach, the target nucleus, with charge ZTe, is assumed to be stationary, while
the projectile moves along a linear trajectory, with a non-relativistic velocity ~v. It
should be noted that the role of the target and of the projectile can be exchanged,
i.e. one can consider the case of internal excitation of the projectile by the electro-
magnetic field of the target, and vice-versa. The geometry of the process can be
reduced to two dimensions, onto a plane defined by the trajectory of the projectile
and by the centre of the target. The origin of the time scale is positioned at the
turning point of the projectile, i.e. when the projectile is at the distance of closest
approach at the time t = 0, or impact parameter b, with respect to the centre of
the target. The electric field ~E generated by the target nucleus can be described by
the expression:
~E(~r) =
ZTe
‖~r‖2 ~ur =
ZTe
‖~r‖3~r, (2.28)
where ZT is the charge number of the target nucleus, e is the unit charge, and ~ur is
the unit vector of ~r. According to the inverse kinematics geometry of Fig. 2.7, one
can parameterise the position vector ~r in the following way:
~r =

 vt
b

 , ‖~r‖ = √b2 + v2t2. (2.29)
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Figure 2.7: Schematic view of the geometry of heavy-ion-induced electromagnetic
excitation.
The longitudinal and radial electric fields can be described using Eqs. (2.28) and
(2.29):
E‖(t) =
ZTevt
(b2 + v2t2)3/2
, (2.30)
E⊥(t) =
ZTeb
(b2 + v2t2)3/2
. (2.31)
The primary aim of this approach is to attribute an energy distribution to a given
interaction with the parameter set {ZT, v, b}. Therefore, the electric fields in Eqs.
(2.30) and (2.31) must first be transformed from the time to the frequency domain
via a Fourier transformation. The following Fourier series will describe the electric
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fields in Eqs. (2.30) and (2.31):
E‖(t) =
∑
n
an sin
(
2πn
T
t
)
, (2.32)
E⊥(t) =
∑
n
bn cos
(
2πn
T
t
)
, (2.33)
where T is the period of the function. The Fourier coefficients can be calculated
with:
an =
2
T
∫ 0.5T
−0.5T
E‖(t) sin
(
2πn
T
t
)
dt =
2ZTev
T
∫ 0.5T
−0.5T
t sin
(
2pin
T
t
)
(b2 + v2t2)3/2
dt, (2.34)
bn =
2
T
∫ 0.5T
−0.5T
E⊥(t) cos
(
2πn
T
t
)
dt =
2ZTeb
T
∫ 0.5T
−0.5T
cos
(
2pin
T
t
)
(b2 + v2t2)3/2
dt. (2.35)
Using these expressions, Eqs. (2.32) and (2.33) represent the electric fields of light
waves, which can be described by the corresponding frequency spectrum [Jac99]:
dI(ν, b)
dν
=
c
2π
| E(ν, b) |2 . (2.36)
By defining the frequency as ν = n/T in Eqs. (2.34) and (2.35) and by expanding
the period of the function to ± ∞, the spectrum of the combined longitudinal and
transverse electric fields is described by:
dI(ν, b)
dν
=
cZ2Te
2
2π
b2
(∫ ∞
−∞
cos[2πνt]
(b2 + v2t2)3/2
dt
)2
(2.37)
+
cZ2Te
2
2π
v2
(∫ ∞
−∞
cos[2πνt]
(b2 + v2t2)3/2
dt
)2
.
The solutions of the two integrals in Eq. (2.38) are modified Bessel functions of the
second kind, simplifying the intensity expression to:
dI(ν, b)
dν
=
8πZ2Te
2ν2
v2
(
K20
(
2πνb
v
)2
+K21
(
2πνb
v
))
, (2.38)
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where K0 and K1 are modified Bessel functions of the second kind of order zero and
one, respectively. In his approach, Fermi shows the derivation of the frequency or
energy spectrum based on a time-varying electric field.
2.4.4 Weizsa¨cker-Williams method
In 1934, Weizsa¨cker and Williams developed independently the equivalent photon
method under relativistic conditions. While still in inverse kinematics (see Fig. 2.7),
the electric fields of Eqs. (2.30) and (2.31) must be modified [Har01,Jac99,Ber86]:
E‖(t) =
ZTeγvt
(b2 + γ2v2t2)3/2
, (2.39)
E⊥(t) =
ZTeγb
(b2 + γv2t2)3/2
, (2.40)
where γ is the relativistic Lorentz factor given by γ = (1 - v2/c2)−1/2.
For completeness, the magnetic fields generated by the motion of the charge are:
B‖(t) = 0, (2.41)
B⊥(t) = βB⊥(t). (2.42)
Previous studies [Har01,Ber09] have shown that an increase in the velocity of the
projectile makes the transverse electric field narrower due to the reduction in inter-
action time. Consequently, a narrow time distribution produces a wide frequency
distribution after a Fourier transformation, hence higher projectile velocities yield
frequency spectra that reach out to higher values. Since the frequency distribution
decreases asymptotically on the high-frequency side, a maximum excitation energy
cannot be defined. The so-called adiabaticity parameter ξ is defined as the ratio
of the collision time to the excitation time. For the excitation to occur, ξ should
be less that unity. Otherwise, the duration of the collision is prolonged, and the
interaction becomes adiabatic, i.e. without any energy transfer. The adiabaticity
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parameter is given by [Ber85]:
ξ =
ωb
γv
=
ǫb
~γβc
, (2.43)
where ǫ is the excitation energy and b is the impact parameter. Based on this
definition, the maximum excitation energy can be estimated if ξ = 1 and if b = bmin:
ǫmax =
~γβc
bmin
. (2.44)
For the quantitative understanding of the frequency spectrum, a Fourier transfor-
mation similar to expressions (2.32) and (2.33) is applied on Eqs. (2.39) and (2.40)
to generate a frequency spectrum of the two perpendicular electric fields according
to Eq. (2.36) [Jac99]:
dI‖(ω, b)
dω
=
ZTe
2
π2c
( c
v
)2 1
b2
ξ2bK1(ξb), (2.45)
dI⊥(ω, b)
dω
=
ZTe
2
π2c
( c
v
)2 1
b2
1
γ2
ξ2bK1(ξb), (2.46)
with I(ω, b) being the intensity of the virtual radiation, ω = 2πν and ξb = ωb/γv.
Both intensity components of Eqs. (2.45) and (2.46) must be added together in
order to describe the interaction felt by the projectile nucleus. Each value of b will
generate a different spectrum. Since the impact parameter cannot be measured, the
spectrum will be integrated over all possible impact parameter values [Jac99,Ben89]:
dI(ω)
dω
= 2π
∫ ∞
bmin
(
dI‖
ω
(ω, b) +
dI⊥
ω
(ω, b)
)
b db (2.47)
=
2Z2Te
2
πc
( c
v
)2(
ξK0(ξ)K1(ξ)− v
2
2c2
ξ2
[
K21 (ξ)−K20(ξ)
])
(2.48)
with the adiabaticity parameter ξ = ωbmin/γv. Based on Eqs. (2.47) and (2.48), the
quantity N (~ω) can be interpreted as the ”virtual quanta” calculated:
dI(ω)
dω
dω = ~ωN(~ω)d(~ω). (2.49)
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One of the most important features of the Weizsa¨cker-Williams method is the link be-
tween the virtual photon spectrum and the electromagnetic excitation cross-section
via Eq. (2.49):
σC =
∫
N(~ω)σγ(~ω)d(~ω) (2.50)
=
∫
1
~ω
dI(ω)
ω
σγ(ω)d(ω), (2.51)
where σC is the Coulomb cross-section, σγ is the photo cross-section and the integral
runs over all the frequency spectrum of the virtual radiation.
Although the approach presented above provides the description of the virtual pho-
ton field for the set of electric fields in Eqs. (2.39) and (2.40), it cannot be used
directly for the understanding of the various giant resonance modes. The reduced
transition rates for electromagnetic processes B(σλ, Ii → If ), provide the strength
of a transition based on the transition operator. The calculation of the photo-
absorption cross-section from the reduced transition rate for a given giant resonance
(πλ)-mode is given [Ber85,Ber99]:
σpiγλ(ǫ) =
(2π)3(λ+ 1)
λ [(2λ+ 1)!!]2
∑
f
ρf (ǫ)k
2λ−1B(πλ, Ii → If), (2.52)
where ρf(ǫ) is the density of final states as a function of excitation energy, and
k = ω/c. The total photo-absorption cross-section is then simply the sum of all
(πλ)-modes:
σγ(ǫ) =
∑
piλ
σpiλγ (ǫ). (2.53)
In order to obtain the Coulomb excitation cross-section according to Eqs. (2.50)
and (2.51), the total number of virtual quanta Npiλ(ǫ) for each (πλ)-mode must be
calculated.
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This is attained by using a Lie´nard-Wiechert potential to describe the electromag-
netic fields [Ber86,Ber99,Ale89,Win79], which are later expanded by a Taylor series
around the centre of the projectile nucleus. The first and second terms of the Tay-
lor series give rise to the E1 and M 1 contributions, as well as a portion of the E2
contribution. For the full E2 excitation amplitude, the third term of the Taylor
series is also required. The electromagnetic fields are expanded into multipole com-
ponents using spherical harmonics and are then converted into multipole potentials.
The excitation amplitudes can then be calculated via first-order perturbation theory,
using the multipole potential as the perturbation. This yields a result comparable
to the Fourier-transformed electric fields of Eqs. (2.45) and (2.46), with the main
difference being that this approach generates separate amplitudes for the various πλ
modes. After the removal of the dependence on the impact parameter by integra-
tion, total virtual photon numbers for the major modes (E1, E2 and M 1) are given
analytically by the following equations [Ber09]:
NE1(ǫ) =
2
π
Z2Te
2α
( c
v
)2(
ξK0(ξ)K1(ξ)− v
2ξ2
2c2
[
K21(ξ)−K20 (ξ)
])
, (2.54)
NE2(ǫ) =
2
π
Z2Te
2α
( c
v
)4{
2
[
1− v
2
c2
]
K21 (ξ) + ξ
[
1− v
2
2c2
]2
K0(ξ)K1(ξ) (2.55)
+
ξ2v4
2c4
[
K21 (ξ)−K20(ξ)
]
+ ξ2
[
2− v
2
c2
]2
K21(ξ)
}
,
NM1(ǫ) =
2
π
Z2Te
2α
ξ2
b2
(
ξK0(ξ)K1(ξ)− ξ
2
2
[
K21 (ξ)−K20 (ξ)
])
. (2.56)
These equations are true only in the case of the inverse kinematics, but on the other
hand, if one considers a normal case where the projectile is the one incident on the
target nucleus then the given equations are modified to [Ber09]:
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NE1(ǫ) =
2
π
Z2Pα
( c
v
)2(
ξK0(ξ)K1(ξ)− v
2ξ2
2c2
[
K21(ξ)−K20(ξ)
])
, (2.57)
NE2(ǫ) =
2
π
Z2Pα
( c
v
)4{
2
[
1− v
2
c2
]
K21 (ξ) + ξ
[
1− v
2
2c2
]2
K0(ξ)K1(ξ) (2.58)
+
ξ2v4
2c4
[
K21 (ξ)−K20(ξ)
]
+ ξ2
[
2− v
2
c2
]2
K21(ξ)
}
,
NM1(ǫ) =
2
π
Z2Pα
ξ2
R2
(
ξK0(ξ)K1(ξ)− ξ
2
2
[
K21(ξ)−K20 (ξ)
])
, (2.59)
where Zp is the projectile charge number, c is the speed of light, v is the velocity
of the projectile, K0,1 are modified Bessel functions and ξ = ωR/γv, where ω is the
angular frequency given by ω = ǫ/~ = Ef − Ei/~ and the fine structure constant
α = e2/~c. It should be noted that R is the low cut-off impact parameter for
virtual photon production below which nuclear effects become important and can
be expressed as:
R = r0
[
A
1/3
P + A
1/3
T
]
+Rsep, (2.60)
where Rsep = 2.61 fm represents the separation distance between the projectile and
target nuclear surfaces. By way of example, virtual E1 gamma production is shown
in Fig. 2.8 where it can be seen that the production rate falls off dramatically as the
γ-ray energy increases.
2.5 Microscopic models for the calculation of dipole
strength distributions
The application of theoretical models in nuclear physics is a vital input in trying to
explain the origin and nature of the fine structure of the characteristic energy scales
found in experiments. A vast number of theoretical microscopical calculations have
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Figure 2.8: Equivalent photon number per unit projectile charge, for E1 radiation, and
as a function of the dimensionless quantity ωR/c. The ratio of the projectile energy to its
rest energy is given by γ (c = 1).
been utilised with the aim to understand the origin of fine structure and damping
mechanisms in medium and heavy mass nuclei. The list of such models include the
Extended Theory of Finite Fermi Systems (ETFFS) [Kam97], the Quasi-particle
Phonon Model (QPM) [Sol92], the Extended Time Dependent Hartree-Fock (ET-
DHF) model [Lac01], the Random Phase Approximation (RPA) [Bro64] and Second
Random Phase Approximation (SRPA) [Dro86]. Models pertinent to the present
investigation are discussed below.
2.5.1 Quasi-particle Phonon Model (QPM)
In order to reveal the physical nature of the giant resonances one needs theoreti-
cal predictions obtained in the framework of models which consider couplings to
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complex degrees-of-freedom. In this work the Quasi-particle Phonon Model (QPM)
[Sol92,Ber99] is used, which has proved to be very successful tool in the microscopic
description of collective modes in medium and heavy mass nuclei [Rei02, Rye02].
This model has the following two advantages: through the diagonalisation of the
model Hamiltonian, one can eliminate the need to treat large configuration spaces
via a specific truncation scheme based on the properties of a coupling hierarchy. It
also allows for the possibility to separate different contributions to the damping in
the nuclear response, thus the model can offer a further insight into the physical
nature of the observed fine structure and characteristic energy scales.
In the QPM approach, 1p-1h excitations are projected on a space of one-phonon
states, whose properties (excitation energies and internal fermionic structure) are
obtained from solving quasi-particle RPA equations [Sol92]. When the phonon basis
is constructed, the wave function of excited states are written as a combination of
interacting one- and multi-phonon configurations [Pon99]. The latter are obtained
by coupling one-phonon configurations. The QPM requires a basis truncation when
actual calculations are made. This reduction is performed following two decisive
features: firstly, very complex N -phonon configurations are neglected. In reality,
the most complex configurations included in the wave function of low-lying states
are of 3-phonon nature. Secondly, only configurations with an excitation energy
below an arbitrary threshold are accounted for. The truncation process follows from
the fact that, the density of complex configurations is rather low below the particle
threshold and the influence of truncated configurations at high excitation energies
on the properties of low-lying states is very weak. Following from the previous state-
ment, one can consider QPM calculations as rather realistic from the point of view
of the basis completeness at low excitation energies. A more detailed description of
the QPM theory will now be introduced, because the in-depth analysis presented in
chapter 4 will be based on these results.
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In the QPM nuclear excitations are described by the creation of phonons made up
from particle-hole pairs. Due to pairing correlations, the occupation probability
for a state j is not exactly one or zero. These states are denoted as quasi-particle
(qp) states. Since 1p-1h pairs couple to an integer transfer of the quantum num-
bers, one can describe the transition as a creation of a quasi-boson, the so-called
phonon. Note, however, that the term phonon is not reserved for collective states
only, but applies to transitions with rather pure 1p-1h character as well. The model
can account not only for 1-phonon transitions, but also for multi-phonon excitations.
A characteristic feature of the QPM is a step-by-step diagonalisation of the Hamil-
tonian of the system. The model Hamiltonian is first introduced on the basis of
nucleons moving in the mean field and interacting with one another by means of a
residual interaction
H = H s.p. +H pair +H r.i.. (2.61)
The first term in Eq. (2.61) corresponds to the average field for protons (p) and
neutrons (n). It can be expressed in terms of operators for creation a+jmτ and anni-
hilation ajmτ of particles on the level of the average field with quantum numbers j
≡ [n, l, j ] and m in the form
H s.p. =
n,p∑
τ
∑
j,m
Ejτa
+
jmτajmτ , (2.62)
where Ej is the energy of the single-particle level degenerated in spherical nuclei
with respect to the magnetic quantum number m, and τ = −1(+1) refers to neu-
trons (protons).
The second term of Eq. (2.61) represents the residual interaction, responsible for
pairing in non-magic nuclei. It is described by monopole pairing with a fixed matrix
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element G
(0)
τ which is treated as a parameter to be adjusted to experimental pairing
energies
H pair =
n,p∑
τ
G(0)τ
∑
jj′
√
(2j + 1)(2j′ + 1)[a+jmτa
+
j−mτ ]00[aj′−mτaj′mτ ]00, (2.63)
with
[a+jmτa
+
j′m′τ ]λµ =
∑
m,m′
Cλµjmj′m′a
+
jmτa
+
j′m′τ , (2.64)
where Cλµjmj′m′ are Clebsch-Gordan coefficients. The pairing term gives a non-zero
contribution for open proton or neutron systems in the case of semi-magic nuclei.
Since the QPM is preferably applied in medium and heavy nuclei with filling of
different subshells of neutrons and protons, the neutron-proton monopole pairing is
usually neglected.
The third term of Eq. (2.61) characterises the residual interaction H r.i.. It is taken
in a separable form in order to allow for multipole decomposition. Its part in the
particle-hole channel can be expressed as
H
(p−h)
r.i. =
∑
λµ
±1∑
τρ
((1− p)κλ0 + ρκλ1)M +λµ(τ)M λµ(τρ), (2.65)
where κλ0(1) are the coupling constants, which determine the strength of isoscalar
(isovector) residual interaction and ρ = 0(1) for isoscalar (isovector) transitions.
The multipole operator M +λµ(τ) is given by
M +λµ(τ) =
∑
j,m,j′,m′
< jmτ |iλf τλ (r)Y λµ(Ω)|j′m′τ > a+jmτaj′m′τ (2.66)
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for natural parity states and for unnatural-parity states by
M +λµ(τ) =
∑
j,m,m′,lm1
< jmτ |ilf τl (r)[σ.Y lm1(Ω)]λµ|j′m′τ > a+jmτaj′m′τ . (2.67)
The function f τλ (r) is a radial form factor which is taken either in form r
λ or as a
derivative of the central part of the average field f τλ (r) = dU
τ (r)/dr.
The solution of the Schro¨dinger equation is obtained by means of iterative (step-
by-step) diagonalisation of the model Hamiltonian given by Eq. (2.61). The first
two terms are diagonalised at the beginning. For this purpose, the Bogoliubov
canonical transformation from particle creation (annihilation) operators to quasi-
particle creation (annihilation) operators is applied
a+jmτ = ujα
+
jmτ + (−1)j−mvjαj−mτ . (2.68)
The values u2j and v
2
j correspond to occupation probabilities for particles and holes
in the shell j. The ground state of even-even nuclei is considered as quasi-particle
vacuum αjmτ |〉q ≡ 0. The energy of the ground state is then minimised
δ
{
〈|H s.p. +H pair|〉q +
∑
j
µj(u
2
j + v
2
j − 1)
}
= 0, (2.69)
where µj represents the Lagrange coefficients. The resulting well-known BCS equa-
tions can be solved to provide the correlation functions Cτ = G
(0)
τ
∑
j ujvj and chem-
ical potentials λτ for neutron and proton systems. The coefficients of the Bogoliubov
transformation can be calculated from these values according to
v2j =
1
2
(
1− Ejτ − λτ
ǫjτ
)
, u2j = 1− v2j , (2.70)
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where ǫjτ is the quasi-particle energy
ǫjτ =
√
C2τ + [Ejτ − λτ ]2. (2.71)
Having diagonalised the first two terms of the model Hamiltonian, one can write
H s.p. +H pair =
n,p∑
τ
∑
j,m
ǫjτα
+
jmταjmτ . (2.72)
Since the ground state is determined as a quasi-particle vacuum, the simplest excited
states in the nucleus are two quasi-particle states α+jmτα
+
j′m′τ |〉q which correspond to
particle-hole transitions if monopole pairing vanishes. For collective transitions the
process can also be described as creation of a phonon. Moreover, one may map into
the space of quasi-boson operators and introduce the following phonon operator for
multipolarity λ and projection µ
Q+λµi =
1
2
n,p∑
τ
∑
jj′
ψλijj′τ [α
+
jτα
+
j′τ ]λµ − (−1)λ−µφλijj′τ [αj′ταjτ ]λ−µ. (2.73)
The total number of different phonons for a given λ should be equal to the sum of
neutron and proton two quasi-particle states coupled to the same angular momen-
tum. An index i, so-called root quantum number, is used to number these phonons.
The phonons Q+λµi in Eq. (2.73) are made up only from proton-proton and neutron-
neutron two quasi-particle congurations [α+jτα
+
j′τ ]λµ. The coefficients ψ
λi
jj′τ and φ
λi
jj′τ
can be obtained by diagonalisation of the Hamiltonian in the space of one-phonon
states Q+λµi|〉ph using the variation procedure
δ
{
〈|QλµiHQ+λµi|〉ph −
(ωλi
2
)[∑
jj′
(ψλijj′τ )
2 − (φλijj′τ )2 − 2
]}
= 0, (2.74)
where ωλi is the energy of the i -th phonon. This procedure yields the well-known
RPA equations, whose solutions for each multipolarity λpi give the spectrum of one-
phonon excitations ωλi.
41
For realistic calculations, the average field for neutrons and protons is approximated
by a phenomenological Woods-Saxon potential with parameters from [Pon79]
U τ (r) =
V τ0
1 + e(r−R
τ
0
)/aτ
0
− ~
2
µ2c2
1
r
d
dr
(
V τls
1 + e(r−R
τ
ls
)/aτ
ls
l.s
)
+ VCoul(r) (2.75)
including a central, a spin-orbit and a Coulomb term, respectively.
The present work deals with Giant Resonances (GRs). GRs are characterised by
many 1p-1h amplitudes which basically contribute in phase to wave functions of
phonons in the resonance region and therefore describe a collective motion of the
nucleus. Complex configurations, e.g. two-phonon states, are not so important for
the description of global properties of the GDR such as the energy-weighted sum
rule or the centroid energy. However, it is necessary to take them into account in
order to explain the experimentally observed strength fragmentation, i.e. the fine
structure of the giant resonance. After solving the RPA equations the diagonalised
model Hamiltonian in the space of one-phonon states can be rewritten in terms of
the phonon operators
H =
∑
λµi
ωλiQ
+
λµiQλµi +H int., (2.76)
where H int. contains the remaining part of the residual interaction, which cannot
be projected onto the space of the phonon operators. One can expand it in an
infinite sum of even-number phonon operators. By keeping only the first term of the
expansion, i.e. only two-phonon operators, one can obtain the non-diagonal terms
of the model Hamiltonian H int. in the space of phonon operators in the form
H int =
∑
λµi
λ1µ1i1
λ2µ2i2
Uλ1i1λ2i2 (λi)Q
+
λµi[Qλ1µ1i1Qλ2µ2i2 ]λµ + h.c., (2.77)
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where the matrix elements of the interaction between one- and two-phonon config-
urations Uλ1i1λ2i2 (λi) = 〈Qλµi|H |Q+λ1µi1Q+λ2µi2 ]λ〉 can be calculated by making use of
the internal fermion structure, i.e. from the amplitudes ψλ1i1jj′ ,φ
λ1i1
jj′ , φ
λ2i2
jj′ , ψ
λ2i2
jj′ , and
ψλijj′, φ
λi
jj′.
Accordingly, the wave function of excited states with angular momentum λ and
projection µ in even-even nuclei is written as a composition of one-phonon, two-,
and three-phonon configurations:
|Ψ〉λµ =
{∑
i
RiQ
+
λµi +
∑
λ1µ1i1
λ2µ2i2
P λ1i1λ2i2 [Q
+
λ1µ1i1
Q+λ2µ2i2 ]λµ
+
∑
λ1µ1i1
λ2µ2i2
λ3µ3i3
T λ1i1λ2i2λ3i3 [Q
+
λ1µ1i1
Q+λ2µ2i2Q
+
λ3µ3i3
]λµ
}
|〉ph. (2.78)
The coefficients Ri, P
λ1i1
λ2i2
and T λ1i1λ2i2λ3i3 , together with eigenenergies of the states Eq.
(2.78), are calculated from the diagonalisation of the Hamiltonian Eq. (2.76) in the
space of the states Eq. (2.78).
The density of complex (two- and three-phonon) configurations increases very rapidly
with excitation energy. For this reason, the QPM calculations of the GDR in the
present study have been performed on the basis of the interacting one- and two-
phonon configurations only. The two-phonon configurations were made up from
phonons of the multipolarity from 1± to 9±. They were cut about 4 – 5 MeV above
the centroid energy of the GDR. As a result of this truncation of complex configura-
tions, the calculation underestimated the total width of the GDR. The single-particle
basis in QPM calculations is rather complete and includes all mean-field levels from
1s1/2 to quasi-bound levels in the continuum. For this reason, no effective charges
are needed as in e.g. shell-model calculations. The effective charges for the GDR
are eN = −Z/A and eZ = N/A to exclude the centre-of-mass motion.
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2.5.2 Equation of Motion Phonon Method (EMPM)
Initially a Hamiltonian, H, was used
H = H0 + V. (2.79)
In the coupled j - j scheme the one- and two-body pieces assume the second quan-
tised form
H0 =
∑
r
[r]1/2ǫr(a
†
r × br)0, (2.80)
V = −1
4
Γ∑
rsqt
[Γ]1/2V Γrsqt[(a
†
r × a†s)Γ × (bq × bt)Γ]0, (2.81)
where
V Γrsqt = 〈(q × t)Γ|V |(r × s)Γ) (2.82)
− (−)r+s−Γ〈(q × t)Γ|V |(s× r)Γ〉.
Following the notation of French [Fre65] and putting br = (−)jr+mrajr−mr and
[Γ] = 2Γ + 1 = (2JΓ + 1).
The two-body potential Eq. (2.81) can be written in the recoupled form
V =
1
4
∑
rsqtσ
[σ]1/2F σrsqt[(a
†
r × bs)σ × (a†q × bt)σ]0, (2.83)
where
F σrsqt =
∑
Γ
[Γ](−)r+t−σ−ΓW (rsqt; σΓ)V Γrsqt (2.84)
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and W (rsqt; σΓ) are Racah coefficients.
The primary aim of this method is to generate a basis of n-phonon states |n; β〉 so
composed
|n; β〉 =
∑
λα
Cβλα
{
O†λ × |n− 1, α〉
}β
, (2.85)
where the TDA particle-hole (ph) phonon operator
O†λ =
∑
ph
cλph(a
†
p × bh)λ (2.86)
acts on the (n− 1)-phonon states |n− 1, α〉.
The process commences with writing the equations of motion
〈n, β|
{
[H,O†λ]× |n− 1, α〉
}β
= (Eβ −Eα)〈n, β|
{
O†λ × |n− 1, α〉
}β
. (2.87)
Using the Wigner-Eckart theorem one obtains
〈n, β‖[H,O†λ]‖n− 1, α〉 = (Eβ − Eα)〈n, β‖O†λ‖n− 1, α〉. (2.88)
Through the expansion of the commutator and subsequently inverting Eq. (2.86) to
express the ph operators present in the expansion in terms of the phonon operators
O†λ, one gets [Bia12a]
∑
λ′γ
Aβ(λα, λ′γ)Xβλ′γ = EβXβλα, (2.89)
where
Xβλα = 〈n, β‖O†λ‖n− 1, α〉. (2.90)
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The above amplitudes are connected to the expansion coefficients Cβλα of the states
|n; β〉 [Eq. (2.85)] by
Xβλα =
∑
λ′α′
Dβ(λα, λ′α′)Cβλ′α′ , (2.91)
where
Dβ(αλ;α′λ′) = [〈n− 1, α′| ×Oλ′ ]β[O†λ × |n− 1′α〉]β (2.92)
is the metric matrix.
The matrix A is expressed as:
Aβ(λα, λ′γ) = (Eλ + Eα)δλλ′δαγ +
∑
σ
W (βλ′ασ; γλ)Vσλα,λ′γ· (2.93)
The phonon-phonon potential is defined by
Vσλα;λ′γ =
∑
rs
Vσλλ′(rs)ρ(n)αγ ([r × s]σ), (2.94)
where
Vσλλ′(rs) =
∑
tq
ρλλ′([q × t]σ)F σqtrs (2.95)
and
ρλλ′([r × s]σ) = 〈λ′‖(a†r × bs)σ‖λ〉 (2.96)
= [λλ′σ]1/2
∑
t
cλtsc
λ′
trW (λ
′tσs; rλ).
Here it implies t = p when (rs) = (hh′) and t = h when (rs) = (pp′).
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The n-phonon density matrix is written as [Bia12b]:
ρ
(n)
αα′([r × s]σ = 〈n;α′‖[a†r × bs]σ‖n;α〉· (2.97)
In [Bia12a], the formal analogy of the structure of the phonon matrix Aβ(λα, λ′α′)
with the form of the TDA matrix Aλ(ph; p′h′) was noted. Formally, the former is
deduced from the latter by replacing the ph energies with the sum of phonon ener-
gies and the ph interaction with a phonon-phonon interaction.
The subsequent step involves expressing the Xβλα amplitudes in terms of the coeffi-
cients Cβλα. The outcome yields the generalised eigenvalue equation
HC = (AD)C = EC (2.98)
or, more explicitly,
∑
λ′α′
Hβ(λα, λ′α′)Cβλ′α′ =
∑
λ′α′
(AD)β(λα, λ′α′)Cβλ′α′ (2.99)
= Eβ
∑
λ′α′
Dβ(λα, λ′α′)Cβλ′α′ .
Recursive formulas hold for all quantities and consequently, the eigenvalue Eq.
(2.100) can be solved iteratively once the TDA phonons are generated.
The procedure outlined in [And07,And08] describes the removal of the redundant
states on the basis of the Cholesky decomposition method. In this method a basis
of linear independent states O†λ|n−1;α〉 is selected and the physical subspace of the
correct dimensions Nn < Nr is spanned, hence, enabling one to construct a Nn×Nn
nonsingular matrix Dn. By left multiplication in the Nn-dimensional subspace one
obtains from Eq. (2.98)
[D−1n (AD)]C = EC. (2.100)
47
Only the coefficients C
(β)
λα of theNn-dimensional physical subspace can be determined
by this equation. The remaining redudant Nr−Nn coefficients are undetermined and
as a result can be safely equatted to zero. The eigenvalue problem is thereby solved
exactly. A set of orthonormal multiphonon states |0〉, |1, λ〉, ...|n, α〉... is therefore,
generated.
In such a basis, the resulting Hamiltonian takes a simple form and can be easily
diagonalised to yield eigenfunctions of the form
|Ψν〉 =
∑
nα
C(ν)α |n;α〉. (2.101)
The above formula holds also for the ground state which, therefore, is explicitly cor-
related. The eigenstates obtained may be used to compare the transition amplitudes.
In the coupled scheme, the one-body operator is defined by [Bia12b]:
M(λ) = 1
[λ]1/2
∑
rs
〈r‖Mλ‖s〉[a†r × as]λ. (2.102)
The reduced transition transition amplitudes are expressed as
〈ΨνfJf‖M(λ)‖ΨνiJi〉 =
∑
(niα)(nfβ)
C(νi)α C
(νf )
β 〈nf ,f ‖M(λ)‖ni, αJi〉, (2.103)
where the matrix elements of M(λ) between multiphonon states are
〈nf ; βJf‖M(λ)‖ni;αJi〉 = [λ]−1/2[δnfni
∑
rs
〈r‖Mλ‖s〉ρ(ni)αβ ([r × s]λ) (2.104)
+ δnf (ni+1)
∑
x
M[0 −→ (xλ)]Xβ(xλ)α
+ δnf (ni−1)(−)Jf−Ji
∑
x
M[0 −→ (xλ)]Xα(xλ)β ].
The first is a scattering term where states with the same number of phonons are
coupled through the single-particle transition matrix elements, 〈s|Mλ|r〉, weighted
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by the particle or hole density matrices. the other two terms contain the TDA
transition amplitudes
M[0 −→ (xλ)] = 〈xλ‖M(λ)‖0〉 (2.105)
=
∑
ph
c
(xλ)
ph 〈p‖Mλ‖h〉.
2.6 Extraction of characteristic energy scales
Characteristic energy scales extracted from different nuclei across the periodic table
are important tools in studying the various damping mechanisms which take place
in atomic nuclei. A detailed description of the plethora of techniques that were
suggested for extracting these energy scales can be found in Ref. [She08] for more
detailed discussion. Amongst all the approaches, Fourier analysis has had extra-
ordinary success in many different scientific fields. It has been used in time-sequence
data sets in order to determine dominant periodicities from the power spectrum
extracted. However, its disadvantage is that of failure to identify some scales in
specific regions of the energy spectrum that will be analysed. As a result wavelet
analysis was found to be a very promising tool in the detailed study of energy scales
due to its ability to extract both position and localisation of multi-scale structures
simultaneously.
2.6.1 Fourier Transform
The Fast Fourier Transform (FFT) is a mathematical transformation whose strength
strongly depends on its flexibility to relate with some very important pairs of physical
variables, namely time and frequency. In that context, it is possible to transform
the results as a function of energy and express them either as a function of frequency
or as a function of wavelength (1/frequency) in the corresponding energy units. It
should be mentioned that the signals to be analysed should be periodic [Mor94].
Despite its functionality, the Fourier transform has several limitations:
49
1. The technique can not accurately represent functions that have non-periodic
components that are localised in time or space,
2. It is based on the assumption that the signal is periodic and of infinite length,
and
3. The FFT technique is unable to provide any information about the time de-
pendence of a signal, in the case of stationary signal and, therefore, fails to
give a time evolution of the frequency pattern.
2.6.1.1 Discrete Fourier Transform
Given an input data sequence of length N, the Discrete Fourier Transform (DFT) is
mathematically defined as:
X(k) =
N∑
n=1
x(n)exp(−2πi)(k − 1)
(
n− 1
N
)
, 1 ≤ k ≤ N, (2.106)
where function, X (k) represents the Fourier coefficients or harmonics. The functions
x (n) and X (k) are complex sequencies and are known as time-domain and frequency-
domain data, respectively.
2.6.1.2 Power spectrum
A Fourier transformation that is performed on a time series yields a complex vector.
In addition, a Fourier transform of the form fˆ(k) on a function f (x ) of quantity x
can be related to the corresponding Fourier power spectrum Pf(k) as [Mat07]:
Pf(k) = |fˆ(k)fˆ ∗(k)|, (2.107)
up to some normalisation of the spectrum. The absolute value of the complex vector
is given by the parameter P which is known as the power. Here, (1/frequency) gives
the wavelength from an energy spectrum, therefore, allowing the production of a
power spectrum against characteristic energy scales in units of energy (keV or MeV).
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2.6.2 Wavelet transform analysis
Wavelet transform is more flexible and particularly useful for the analysis of tran-
sients, aperiodicity and other non-stationary signal features. It is classified into two
classes: Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform
(DWT). The two wavelet transforms have one common use, they can be utilised
in the representation of continuous position spectra. In general, CWT can be ap-
plied over every possible scale and translation while on the other hand the DWT is
applicable only on specific subset of scale and translation values or representation
grid. Wavelets are powerful statistical tools which can be used in a wide range of
areas namely, signal processing, data compression, smoothing and image denoising,
fingerprint verification, speech recognition, etc.
2.6.2.1 Some advantages of the Wavelet Transform Theory
The following advantages can be identified for Wavelet Transform Theory:
• Wavelets offer a simultaneous localisation in time and frequency domain,
• By using fast wavelet transform, it is computationally very fast,
• Wavelets have the great advantage of being able to separate the fine details
in a signal. Very small wavelets can be used to isolate very fine details in a
signal, while very large wavelets can identify coarse details, and
• Awavelet transform can be used to decompose a signal into component wavelets.
2.6.2.2 Theory of wavelet analysis
A wavelet can be defined as an oscillation that decays quickly and expressed as
[Gro84]:
ψb,c(t) =
1√|b|ψ
(
t− c
b
)
, b, c ∈ R, b 6= 0. (2.108)
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The parameter b represents the scaling (dilation) of the wavelet, and measures the
degree of compression, c is the location (translation) parameter which determines
the time location of the wavelet and ψ(t) is the basis function of a wavelet. A
wavelet function, ψ(t) will have n vanishing moments when it satisfies the following
expression [Mal92]:
kthmoment : mk =
∫ ∞
−∞
tkψ(t)dt = 0 (2.109)
where the parameter mk denotes the moment. This wavelet function with n vanish-
ing moments is normally referred to as orthogonal to polynomial of degree n − 1,
hence it can be used to suppress polynomial of degree n − 1 through convolution.
Moreover, a wavelet function with n vanishing moments can be written as the nth-
order differentiation of a function θ(t) [Mal98]:
ψ(t) = (−1)nd
nθ(t)
dtn
, (2.110)
where θ(t) is a function with fast decay and whose integral is a non-zero constant.
If the wavelet function has n vanishing moments, the wavelet transform would be
[Mal98]:
Wf(b, c) = f ∗ψb(c) = f
∗
(
bn
dnθb
dtn
)
(c) = bn
dn
dtn
(f ∗θb)(c), (2.111)
where * denotes the operator of convolution, and ψb(t) =
1
b
ψ
(
t
b
)
and θb(t) =
1
b
θ
(
t
b
)
.
Therefore, one can get the nth-order derivative calculation of an analytical signal via
one wavelet transform by using a wavelet function with n vanishing moments.
A large number of wavelets have been used recently and it has been shown that these
wavelets are of great help in unraveling some of the important properties of atomic
nuclei. The studies on wavelet transforms have revealed that the commonly used
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wavelet functions were suitable in smoothing and differentiation processes. On the
other hand, the number of vanishing moments (n) of a wavelet is a direct indicator
of the order of the derivative that a specific wavelet will determine. It should be
noted that the amount of smoothing is determined by the choice of the wavelet and
its associated width. Figure 2.9 gives some examples of functions that have been
widely used in wavelet analysis.
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Figure 2.9: Illustration of the principles of wavelet analysis and wavelet families. Real
(k= 5, see Eq. (2.114)) and complex Morlet (fc = 1, fb = 1, see Eq. (2.115)) wavelets are
the products of cosine and Gaussian functions. The real and the imaginary parts of the
complex Morlet are shown in solid and dashed lines respectively. The Biorthogonal 6.8
wavelet has an antisymmetrical shape but no analytical expression.
2.6.2.3 Continuous Wavelet Transform (CWT)
Continuous wavelets are more desirable and useful when high temporal and spectral
resolution and/or phase information is required. The results from CWT are fairly
clear and easy to interpret. However, its computational strength depends on the
complexity of the problem i.e. huge arrays of the wavelet coefficients may need a
significant strength of computational power. Its major disadvantage is that only an
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approximate reconstruction of the signal from the obtained wavelet coefficients can
be perfomed. Here, the Continuous Wavelet Transform can be defined as the sum
over all time (−∞ to +∞) of the signal multiplied by a scaled, shifted version of
the wavelet function:
C(b, c) =
∫
S(t)
1√
b
ψ
(
t− c
b
)
dt, (2.112)
where b is the scale (dilation parameter) and c is the position (translation parameter)
and are equivalent to δE and E x, respectively, in the analysis of energy scale. The
parameter S(t) is the signal to be transformed. By folding the original energy
spectrum σ(E ) with a chosen wavelet function ψ, one can generate the coefficients
using the following equation:
C(Ex, δE) =
1√
δE
∫
σ(E)ψ
(
Ex − E
δE
)
dE. (2.113)
The parameters E x and δE represent the excitation energy and bin size, respectively
and these can be varied continuously or in discrete steps j, where E = 2j, j = 1,
2, 3, . . . , and E x = δE. The choice of wavelet is made based on its mathemat-
ical properties among which are moments, compact support and the regularity of
a signal [Mat07]. However, complex wavelets have been found to be very effective
in producing a complex CWT analysis, since one can examine the phase of the result.
The Real Morlet wavelet was originally introduced by Jean Morlet in 1982 and it
comes from utilising a periodic wave and subsequently localising the periodic wave
with a Gaussian (Bell-shaped) envelope. It can be expressed as [Mor82]:
Ψ(x) =
1
π1/4
e−
x2
2 cos(ikx). (2.114)
The parameter k weighs the resolution in scales versus the resolution in localisation.
In order to satisfy the admissibility conditions k ≤ 5 must be fulfilled [Mat07].
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Furthermore, the complex Morlet wavelet [Teo98] takes the form
Ψ(x) =
1√
πfb
e2ipifcxe
−x
2
fb , (2.115)
where fb is the wavelet bandwidth parameter and fc is the wavelet centre frequency.
2.6.2.4 Discrete Wavelet Transform (DWT)
The Discrete Wavelet Transform (DWT) in comparison with CWT has been shown
to be a better method in representing data in areas such as compression and filtering.
It can be performed quickly and can produce a very sparse representation of large
amounts of data, conserving at the same time the characteristic features. Another
important aspect of DWT is its configuration in powers of 2. However, the DWT
has the following short comings:
1. The scale resolution is limited since one needs to increase the bandwidth of
the filter by a factor of two at each new scale,
2. It does not possess translational invariance, i.e. the results will depend on the
selected interval and how this interval is divided into separate subregions, and
3. It can be performed only with some specific wavelets from which an orthogonal
basis of functions can be constructed.
From Eq. (2.112), if b and c assume only discrete values then we have
δEk = 2
k∆ (2.116)
and
Exk = k.δEk, k = 1, 2, ...., (2.117)
where ∆ is the bin size of the data and k specifies the number of significant sinu-
soidal oscillations within a Gaussian window.
55
The DWT can be used in the analysis or decomposition of signals and images. On
the other hand, the decomposed components can be assembled back into the orig-
inal signal without loss of information and this is known as either reconstruction
or synthesis. The DWT separates (filters) the data down into a sequence of ap-
proximations (Ai) and details (Di) through the use of low-pass and high-pass filters
(see Ref. [She08] for more details). The mathematical process that effects the syn-
thesis is termed the inverse discrete wavelet transform. This process is iteratively
repeated to yield a multi-level decomposition (see Fig. 2.10) and is applicable for
the present use in determining the background required in the extraction of level
densities. Furthermore, the application of the DWT uses the property of vanishing
moments fulfilled by many wavelet functions; namely
∫
Enψ(E)dE = 0, n = 0, 1, ....m. (2.118)
When Eq. 2.118 holds, any non-resonant background in the spectrum, whether of
physical or experimental nature, does not contribute to the wavelet coefficients as
long as it can be approximated by a polynomial function of order m. In the present
analysis the biortogonal family of mother wavelets BIORNr.Nd was used, where Nr
indicates the nth vanishing moment with a polynomial function of order n−1, while
Nd represents the level of decomposition [Mat07].
2.7 Extraction of level densities
Level densities are essential in describing the fundamental quantities in nuclei which
are defined as complex quantum mechanical systems. Through the statistical model
of nuclear reactions, these fundamental quantities (nuclear level densities) have a
strong influence on the results of calculations and evaluations. Such is the case for
reaction cross-sections required in a number of applications namely in astrophysical
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Figure 2.10: Decomposition of the original signal σ(E) into approximations and details
obtained by using the discrete wavelet transform.
calculations to determine thermonuclear rates for nucleosynthesis [Ripl06] and in
fission and fusion reactor design [Bha83]. Studies from the past work have revealed
that the constraints associated with satisfying both the accuracy and concise reflec-
tion of basic features of the level density behaviour can not be easily resolved at
excitation energies above particle thresholds in a given nucleus. In that context, the
fluctuation analysis which is a model-independent way for extracting experimental
nuclear level densities is presented.
The fluctuation analysis technique has been successfully adopted in the analysis of
giant resonance data [Kal05,Kal07] where spin- and parity-resolved level densities
were extracted in the region of the Gamow-Teller (GT) resonances and magnetic
quadrupole resonances, respectively. Moreover, one can test the theoretical mod-
els of giant resonance excitation due to the possibility of parity dependence of level
densities extracted in the excitation-energy region of giant resonances in light nuclei.
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The interplay between giant resonances and the contribution of the background, in-
strumental and continuum has been a problem in many nuclear physics experiments.
In this particular analysis, the backgrounds due to the experimental uncertainties
and contributions from other multipolarity giant resonances are subtracted in the
excitation-energy region of interest. The shape of the background was determined
in a model-independent way using the Discrete Wavelet Transform (DWT) analysis
technique. The method of background subtraction is discussed fully in Sect. 4.7.2.
2.7.1 Level density models
Besides their fundamental importance in nuclear structure, nuclear level densities
are the basic input parameters in nuclear reaction theory. Calculations of neutron-
and proton-capture reaction rates in nuclear astrophysics require knowledge of the
level densities. The high level density of nuclear states at higher excitation en-
ergies makes it difficult to identify individual states, therefore, the need for level
density determination in this region of excitation energy is also of paramount impor-
tance. Furthermore, these nuclear level densities also play a vital role in inferring
nuclear thermodynamic properties. Thermodynamic quantities can be employed in
the investigation of the phase transition phenomena in nuclei. In the early 1930’s,
Bethe led some of the pioneering theoretical work whose development resulted in
the Fermi Gas model [Bet37]. In his work Bethe described the nucleus as a gas of
non-interacting fermions moving freely in equally spaced single-particle orbits. The
level density was determined by calculating the entropy from Fermi statistics. The
analytical form of the Fermi Gas model has found its application nowadays in exper-
imental data. In the model, the density of states is the number of excited states per
unit energy [Won90]. The density of states, ρ, according to the Fermi Gas model
can be expressed as
ρ(E) =
1
12a1/4E5/4
exp
(
2
√
aE
)
, (2.119)
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where E represents the excitation energy and a is the level density parameter. This
density of states quantity (ρ) can be used in determining the rate of reactions occur-
ing in a given energy region and to approximate the probability of finding a state
at a given energy.
As a result of these assumptions, the nuclear partition function is written as a
product of the individual partition functions of constituent nucleons. Then the
level density is obtained by the inverse Laplace transform of the partition function.
The Bethe formula predicts an exponential increase in the number of levels with
excitation energy and atomic mass. This is qualitatively consistent with the ex-
perimental data. However, due to the independent-particle and equidistant-level
assumptions, this formula does not take into account, e.g., odd-even and collective
effects. Therefore, in order to reproduce the experimentally observed level spac-
ings, various phenomenological modifications to Bethe’s original expression were
proposed, in particular to take into account shell and pairing effects. The so-called
popularly used Back Shifted Fermi Gas (BSFG) model which uses a simpler ap-
proach was proposed later [Gad68,Hui69, Von69]. The BSFG model consists of a
two-parameter description in which both the ground state energy correction, ∆, and
the level density parameter, a, were fitted to the experimental data. This model is
given by [Von69]:
ρ(E) =
1
12a1/4(E −∆)5/4 exp
(
2
√
a(E −∆)
)
, (2.120)
where both a and ∆ are considered as free parameters. This model was observed to
satisfactorily describe the level density values in light nuclei over the whole range
of excitation energy [Dil73, Kat70, Lu72]. For that mass range, the ground state
position is back-shifted by an amount of 1 – 3 MeV in order to obtain good fits to
the experimental data.
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Later, the development of powerful computational and theoretical methods used in
calculating the level densities has led to the introduction of the two microscopic
models viz Hartree Fock-Bogoliubov (HFB) plus Combinatorial model [Hil06] and
the Hartree Fock-Bardeen-Cooper-Schrieffer (HF-BCS) model [Dem01]. The most
recent developed microscopic model, the HFB plus Combinatorial [Kon08] consists
of rotational and vibrational degrees-of-freedom coupled together with a combinato-
rial model for the occupation of single-particle states. This led to the introduction
of a connection between the phenomenological level density approaches and a nor-
malisation factor to the microscopic calculations. The calculations make a coherent
use of nuclear structure properties determined within the deformed Skyrme Hartree-
Fock-Bogoliubov framework. A remarkable feature of this approach is its ability to
provide not only the energy and spin dependence of the level density, but also the
parity dependence as well as the partial particle-hole level density that cannot be
extracted in any satisfactory way from the statistical approach. To add to the list
of level density models, the Shell-Model Monte Carlo (SMMC) calculations [Alh07]
is another microscopic model capable of providing spin-dependent level density in-
formation of the measured nuclei.
2.7.1.1 Back-Shifted Fermi Gas (BSFG) model
This model has been successfully applied in the extraction of neutron resonance
densities and low-lying states. The level density, ρ, described in terms of excitation
energy Ex and spin J is given by [Rau97,Egi05]:
ρ(Ex, J) =
1
2
F (Ex, J) ρ (Ex) (2.121)
with
ρ(Ex) =
1√
2πσ
√
π
12a1/4
exp
(
2
√
a(Ex − δ)
)
(Ex − δ)5/4 (2.122)
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and
F (Ex, J) =
2J + 1
2σ2
exp
(−J(J + 1)
2σ2
)
, (2.123)
where
• σ2 = Θrigid
~2
√
(Ex − δ)
a
= spin cutoff parameter,
• Θrigid =MexpAR2,
• δ = the back-shift energy,
• R = roA1/3 = the nuclear radius,
• Mexp = the experimental mass of the nucleus,
• a = the level density parameter, and
• A = the nuclear mass.
The pairing gap ∆ is from differences in the binding energies of neighbouring nuclei,
hence the back-shift is calculated by setting
δ(Z,N) =
1
2
(∆n(Z,N) + ∆p(Z,N)) , (2.124)
where ∆n(Z, N ) and ∆p(Z, N ) are neutron- and proton-separation energy, respec-
tively. Also, the energy-dependent level density parameter, a, can be expressed
as
a(Ex, Z,N) = a(A)
(
1 + C(Z,N)
f(Ex − δ)
Ex − δ
)
, (2.125)
where C = δ −∆ represents the microscopic energy correction, and
a(A) = αA+ βA2/3 (2.126)
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f(Ex − δ) = 1− exp (−γ(Ex − δ)) · (2.127)
The values for the parameter α, β and γ are determined by a fit to experimental
s-wave neutron resonance spacings of 272 nuclei at the neutron-separation energy
in Ref. [Rau97] and are given as α = 0.1337, β = −0.06571 and γ = 0.04884.
The cumulative number of levels as a function of excitation energy (Ex) can be
expressed as
N0(Ex, J) =
∫ Ex
0
ρ(E, J)dE. (2.128)
Similarly, a relation for the mean level spacing 〈D〉 in the energy interval [Eax , Ebx]
is given by the following:
〈D〉 = E
b
x − Eax
No(Ebx, J)−No(Eax , J)
. (2.129)
2.7.1.2 Hartree-Fock-Bogoliubov (HFB) model
This is one of the microscopic nuclear models used to compute level densities. The
microscopic HFB plus Combinatorial model [Hil06] computes particle-hole level den-
sities as a function of energy, spin and parity, taking the collective behaviour of nuclei
into consideration. The recent HFB calculations within the Skyrme framework are
performed using an effective interaction adjusted for nuclear masses and nuclear mat-
ter properties. This microscopic approach is based on a consistent use of the shell
effects, pairing correlations, deformation effects and collective excitations in both
spherical and deformed nuclei. Results from this calculation have been found to be
comparable with those of the BSFG calculations. In order to characterise the BSK13
force, one would need the following essential ingredients viz the energy per nucleon,
av, at equilibrium in symmetric nuclear matter, the corresponding density ρo, the
isoscalar and isovector effective masses and the symmetry coefficient. Moreover,
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through the use of available online tables of known excitation energies [astro-ulb],
one can deduce the spin- and parity-depedent level densities even for N ⋍ Z nuclei
at higher excitation energies.
2.7.2 Fluctuation analysis
In order to determine the level densities in excited nuclei, fluctuation analysis is
found useful especially in regions of overlapping levels. It was originally proposed
as a technique to study nuclear experiments like β-delayed particle emission spectra
[Jon76] and was later adopted to electron scattering experiments [Mul83] and it can
be used in general for high energy-resolution spectra for nuclear reactions [Han90].
The motivation for carrying out this work is to acquire information on level densities
in the excitation-energy regions other than those close to the ground state (done
by counting) or near the particle thresholds. Such data are generally scarce, in
particular for specific Jpi values. Level densities of a number of nuclei in the mass
range A = 20 – 60 have been derived from cross-sections at excitation energies
around 20 MeV [Bha83] through fluctuation analysis. In this present work, the
autocorrelation function from the fluctuation analysis [Han79] is used as a key tool
to obtain a measure of the cross-section fluctuations with respect to a stationary
mean value. The basic ideas and the assumptions behind the method are discussed
below.
2.7.2.1 Conditions of applicability
In an energy region where the mean level spacing (〈D〉) is smaller than the experi-
mental energy-resolution (∆E ) one has to distinguish between two possible cases:
• 〈Γ〉/〈D〉 ≤ 1, i.e. the mean level width 〈Γ〉 is smaller than the average distance
between levels 〈D〉 and fluctuations emanate from the high density of non-
resolved states and their incoherent overlap and
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• 〈Γ〉/〈D〉 > 1, i.e the mean level width 〈Γ〉 is greater than average distance
between levels 〈D〉, hence leading to the so-called Ericson fluctuations which
are due to the coherent overlapping of the states [Eri60].
In principle, it is possible to utilise the method even in the Ericson regime, but
the statistics have to be extremely high in this case [Rei00], therefore, in practice
one is usually limited to the first case where 〈Γ〉/〈D〉 ≤ 1. The application of the
fluctuation analysis is based on the following two assumptions.
Firstly, in a highly excited nucleus with strong fluctuation configuration mixing of
levels with the same spin and parity, the probability for a certain spacing between
adjacent states according to the Wigner distribution is defined as [Wig65]:
PW(s) =
πs
2
exp
(
−πs
2
4
)
, (2.130)
where
s =
D
〈D〉 (2.131)
and 〈D〉 is the mean value of the resonance spacing D. This distribution has a
maximum around the mean value and shows so-called repulsion, i.e. a suppression
at small distances between adjacent levels. Secondly, the ground state decay widths
or transition strengths obey a Porter-Thomas distribution given by [Por65]:
PPT(s) =
1√
2πs
exp
(
−s
2
)
, (2.132)
where
s =
Γ
〈Γ〉 (2.133)
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and 〈Γ〉 is the mean value of the level width Γ. This equation predicts that weak
transitions are more likely. Wigner and Porter-Thomas distributions have been
applied in the estimations of mean widths and resonance spacings explained in the
calculation of nuclear reaction data [Ripl06]. The two assumptions were adopted
from random matrix theory (RMT) [Guh98] and based on the observation that
they provide a good description of nuclear excitations in the vicinity of the neutron-
separation energy [Haq82].
2.7.2.2 Methodology
The basic steps taken in the application of fluctuation analysis are briefly discussed
in this subsection. Firstly, one has to subtract the background from the measured
experimental (p,p′) spectrum in the excitation-energy region under investigation. Af-
ter background subtraction, the spectrum contains the information on the nuclear
excitation fluctuations. Secondly, the background subtracted spectrum is smoothed
using a Gaussian function whose width, σ, is smaller than the experimental energy-
resolution (∆E ) so as to eliminate contributions arising from finite statistics. The
new spectrum is referred to as g(Ex) hereafter. In order to remove the gross struc-
tures in the resonance the measured spectrum is also folded with a Gaussian function
with a width, σ> larger than the experimental energy-resolution. The resulting spec-
trum is called g>(Ex) later. This particular spectrum defines the mean about which
the original points fluctuate.
Dividing g(Ex) by g>(Ex) allows the elimination of the long range correlations in the
spectrum and this ratio yields a dimensionless stationary spectrum. This stationary
spectrum fluctuates around unity and can be defined as:
〈d(Ex)〉 =
〈
g(Ex)
g>(Ex)
〉
= 1. (2.134)
The left- and right-angle brackets in Eq. (2.134) indicate averaging over the excitation-
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energy range where the level spacing is to be extracted.
The local intensity fluctuations in this stationary spectrum can be expressed in terms
of an autocorrelation function
C(ǫ) =
〈d(Ex).d(Ex + ǫ)〉
〈d(Ex)〉.〈d(Ex + ǫ)〉 , (2.135)
where ǫ is the energy increment at excitation energy, Ex and is a measure of spectral
fluctuations with respect to a local mean value. The value (C(ǫ) − 1) is known as
the variance, since
C(ǫ = 0)− 1 = 〈d
2(Ex)〉 − 〈d(Ex)〉2
〈d(Ex)〉2 . (2.136)
This experimental autocorrelation function can be approximated by the following
expression [Jon76]
C(ǫ) = 1 +
α〈D〉
2σ
√
π
{
exp
(
− ǫ
2
4σ2
)
+
1
y
exp
(
− ǫ
2
4σ2y2
)}
(2.137)
×
{
−
√
8
1 + y2
exp
(
− ǫ
2
4σ2(1 + y2)
)}
.
The above expression can be re-arranged and reduced to the form:
C(ǫ)− 1 = α〈D〉
2σ
√
π
× f(ǫ, σ), (2.138)
where
y =
σ>
σ
, (2.139)
where the function f (ǫ,σ) is normalised such that f (ǫ = 0) = 1. It is important to
note that the most stable result were achieved by setting σ ⋍ 1
2
∆E and σ> = (2.5
– 3.5)σ and this finding is in agreement with results of [Neu97]. The quantity α is
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the sum of the normalised variances of the assumed spacing and transition width
distributions, and is given by
α = αW + αPT = 2.0 + 0.273. (2.140)
This is true only if states of the same spin and parity, Jpi, are present in the spec-
trum, in this case 1− states. Thus, one either assumes this condition experimentally
utilising the selectivity of specific reactions or it has to be corrected for. The mean
level spacing 〈D〉 is proportional to the variance of d(Ex) and can be extracted from
the value C(ǫ = 0)− 1. The nuclear level density can be determined from the mean
level spacing as ρ(E ) = 1/〈D〉. Uncertainties in the extracted values of 〈D〉 may
arise from the following sources: statistical errors, inaccuracies in defining the back-
grounds, the widths of the smoothing functions, the ranges of the energy intervals,
etc.
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Chapter 3
Experimental equipment,
techniques and procedures
Introduction
Past studies have shown that the spectroscopy of charged particles provides a po-
tentially rich source of nuclear structure information, and extensive studies have
been performed with electrons and protons as probes. The introduction of mag-
netic spectrometers in nuclear structure studies brought tremendous improvement
in the analysis of nuclear reaction products, due to their high resolution capabilities.
Spectroscopy with magnetic spectrometers has been seen to offer several advantages
compared to other detection techniques such as detection based on gas ionisation,
detection based on semiconductors or detection based on scintillation. Among these
advantages is the strong selection of the reaction products based on their mass over
charge ratio which results in the reduction of the background. This enables the
detection of the reaction products at very forward scattering angles with magnetic
spectrometers.
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High energy-resolution measurements of inelastic proton scattering at zero degrees
have presented a very difficult experimental challenge, due to the very small mag-
netic rigidity difference between the incident and scattered particles. Consequently,
these measurements are known to be extremely sensitive to beam halo and back-
ground from scattered protons since the beam exits the spectrometer very close
to the position of the focal plane detectors. Historically, zero degrees (p,p′) mea-
surements at medium beam energies with reasonably low background have been
successfully carried out only at 2 research institutes namely the Research Centre
for Nuclear Physics (RCNP) in Osaka, Japan and the Indiana University Cyclotron
Facility (IUCF) in Bloomington, Indiana, USA. However, such measurements can
now also be carried out at the iThemba Laboratory for Accelerator Based Sciences
(iThemba LABS) in Cape Town, South Africa [Nev11]. The considerable improve-
ments in the stability of cyclotrons in the recent years due to the availability of
efficient diagnostic tools such as the use of non-destructive diagnostic beam posi-
tion monitors [Die05] and equipment for beam phase measurements [Con06], have
enabled the measurements of high energy-resolution zero-degrees experimental data
at iThemba LABS. Moreover, in the work presented here, two main techniques were
implemented viz the faint-beam method and lateral dispersion matching [Fuj02b].
The latter allows the beam properties to be matched with dispersion properties of
the magnetic spectrometer while the former is a unique method that uses copper
meshes prior to the injection cyclotron to reduce the beam intensity by orders of
magnitude without changing the beam profile. In this way the spectrometer can be
used to directly observe the beam in the focal plane without damaging the detector
system. This allows one to ascertain the level of dispersion matching between the
beam and spectrometer.
This chapter contains a description of the experimental setup, experimental tech-
niques, data acquisition and the experimental procedure necessary for measurements
of zero degree inelastic proton scattering.
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3.1 The iThemba LABS accelerator complex
The first operational circular accelerator was proposed in 1930 [Law30] by Ernest
Orlando Lawrence at the University of California, Berkeley. In a simple cyclotron,
the charged particles circulate in a strong magnetic field and are accelerated by elec-
tric fields in one or more gaps. After having passed a gap, the particles move inside
an electrode and are screened from the electric field. When the particles exit from
the screened area and enter the next gap, the phase of the time-varying voltage has
changed by 180◦ so that the particles are again accelerated. The process is repeti-
tive. After many turns of acceleration, resulting in an outward spiral trajectory, the
particles reach the boundaries of the strong magnetic field. Here, the field is shaped
so that the beam of circulating particles can emerge and be formed into an external
beam.
At iThemba LABS, a national facility situated at Faure, near Cape Town, South
Africa, cyclotrons produce the fast moving charged particles that are used in physics
research, radioisotope production and radiotherapy. Protons, alpha particles as
well as heavy ions such as oxygen, chlorine, krypton and xenon are accelerated at
iThemba LABS for various purposes.
For experiments such as the one described in this thesis a proton beam produced
by the MINIMAFIOS ECR ion source is injected into the K1 = 8 MeV Solid Pole
injector Cyclotron (SPC2) and pre-accelerated to the energy required by the K =
200 MeV Separated Sector Cyclotron. The accelerated beam is sent to the SSC
through the K and J beamlines where it is accelerated to the desired energy of 200
MeV. The beam is then transported via a high-resolution double monochromator
system consisting of the X, P1, P2 and S beamlines to the scattering chamber of
the K600 magnetic spectrometer (see Fig. 3.1).
1where K is the energy constant for a magnetic device given by K = (mE)/q2, where m is the
mass of the particle (amu), q is its charge (C) and E is its kinetic energy (MeV).
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Figure 3.1: A schematic overview of the cyclotron facility at iThemba LABS.
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3.1.1 The second solid-pole injector cyclotron
(SPC2): K = 8 MeV
This cyclotron illustrated in Fig. 3.2, uses an external ion source (the MINIMAFIOS
Electron Cyclotron Resonance ion source (ECR)) to produce and pre-accelerate
heavy as well as light ion beams, which are injected axially into it. It has two sector
magnets with two dees and an extraction radius of 0.476 m. Its magnetic field can
be adjusted with six trim-coils, two harmonic coils and two cone coils in order to
achieve the smallest width (FWHM) for the incident beam.
3.1.2 The separated-sector cyclotron (SSC):
K = 200 MeV
This cyclotron has four sector magnets with sector angle of 34◦. The sector angle of
34◦ is chosen with the aim to avoid the νz = 1 resonance, for the 200 MeV proton
beam near extraction, and the νx + 2νz = 4 inherent resonance. The resonance
lines, νz = 1 and νx + 2νz = 4 tend to cause beam loss along the beamline or
severe deterioration of the beam quality at the extraction end. One should note
that, an increase in the sector angle (e.g. to 36◦) will cause the resonance line for
the acceleration of 200 MeV protons in Fig. 3.3 to move downwards and will be very
close to the νz = 1 resonance line (This resonance line is not shown on the graph
but lies on the horizontal axis of graph 3.3) and if the sector angle is lowered (e.g.
to 32◦) the resonance line for the acceleration of 200 MeV protons will move very
close to the νx + 2νz = 4 resonance. Both these two resonances will be very harmful
to the beam and will cause the beam to blow up. The νz = 1 resonance will blow
up the beam in the vertical direction and the νx + 2νz = 4 will blow up the beam in
the horizontal and vertical plane. If the beam is accelerated for a long time close to
these resonance lines a large part of the beam will be lost inside the machine and the
quality of the beam that is extracted out of the cyclotron will be very poor [Con92].
Vacuum chambers are mounted in the pole gaps and between the magnet sectors.
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Figure 3.2: A schematic overview of the SPC2 cyclotron.
Figure 3.3: The resonance lines of importance for a 200 MeV proton beam in the SSC
[Con92].
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The rf system of the SSC consists two vertical half-wave (λ/2) resonators which can
be tuned over the frequency range of 6 to 26 MHz. The SSC has a diameter of 13.2
m and a height of 7 m. Each of its four magnets weighs 1400 tons and are positioned
to an accuracy of 0.1 mm. The first SSC beams for nuclear physics research were
extracted in 1986. During 1987 facilities for the production of radioisotopes with a
100 µA, 66 MeV proton beam were commissioned. In the same year the gantry for
neutron therapy was tested with a 30 µA, 66 MeV proton beam. The beamline for
proton therapy was completed early in 1993. An overview of the cyclotron facility
at the iThemba LABS is illustrated in Fig. 3.1.
3.1.3 General beam setup
In the present work a high quality beam is a major requirement, hence, it should
have a low energy spread and a small radial emittance. To achieve such a beam a
single turn extraction from the SPC2 and the SSC must be achieved. Extra care
should also be taken to maximise beam transmission, thus creating a significant
reduction in potential sources of beam halo, since maximising beam transmission
means a smaller number of re-scattering sources. Further ensuring a small horizontal
beam size at the object point is a necessary condition for high energy-resolution in
the spectrometer focal plane [Fuj02b].
3.2 K600 magnetic spectrometer
The iThemba LABS K600 magnetic spectrometer (see Fig. 3.4) is a quadrupole
dipole dipole (QDD)-type horizontal-bending, focusing magnetic spectrometer for
protons and other light ions of intermediate energy. According to the 1992 National
Accelerator Centre (NAC) Annual Report [NAC92] (iThemba LABS was formerly
known as NAC), the K600 magnetic spectrometer was first commissioned in October
1991. The design of the K600 magnetic spectrometer at the iThemba LABS follows
that of the K600 magnetic spectrometer (now decommissioned) at the Indiana
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Figure 3.4: The K600 magnetic spectrometer at iThemba LABS shown here in the zero
degree mode.
University Cyclotron Facility [Fos89]. It can be operated in three modes: low,
medium and high dispersion, which refers to the size of dispersion achieved, as
well as the position of the focal plane detectors. In the present experiment, the
spectrometer was used in the high dispersion mode for a 200 MeV incident proton
beam, covering an excitation-energy region 8 MeV ≤ Ex ≤ 25 MeV. The work re-
ported here was the first at iThemba LABS to utilise the high dispersion focal plane
coupled with the zero degree mode. This focal plane was chosen for good separation
of the beam from the lowest measurable excitation energy Ex, consequently enabling
the access to lower excitation energies than would be possible with the other focal
planes in the zero degree mode.
The general properties of the K600 magnetic spectrometer, and those specifically
associated with the high dispersion focal plane, are listed in Table 3.1 and Table 3.2
respectively.
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Table 3.1: General technical specifications of the K600 magnetic spectrometer.
Element Value
Nominal bend radius 2.1 m
Nominal bend angle 115◦
Maximum dipole field 1.64 Tesla
Maximum magnetic rigidity 3.60 Tm
Distance: target to back of collimator 735.5 mm
Maximum diameter collimator 55 mm
Resolving power, P/δP (with 0.6 mm
object width)
28000
Maximum solid angle ∆θ∆φ 4.39 msr
Maximum vertical acceptance ∆θ ± 37.4 mrad or ± 2.14◦
Table 3.2: Ion optical properties of the high dispersion focal plane of the K600
magnetic spectrometer for a dipole field ratio of 1.49.
Element Value
Momentum dispersion (x | ∆p
p
) −10.9 cm/%
Energy dispersion for 200 MeV proton
setting
31 keV/mm
Momentum range, Pmax/Pmin 1.048
Horizontal magnification at Pmax −0.74
Vertical magnification at Pmax −7.05
Tilting angle of focal plane w.r.t central
ray
32.2◦
The quadrupole magnet (Q) at the entrance of the spectrometer is used for vertical
focusing at the focal plane. The two horizontally-bending dipole magnets (D1 and
D2) each has a pole-face current winding coil, the so-called K and H correction coils.
The K-coil (in D2) is a quadrupole focusing element, used to adjust for first-order
kinematic variations of momentum with the horizontal scattering angle (x | θ). The
H-coil (in D1) is a hexapole focusing element to correct for second-order (x | θ2)
aberrations. The terms (x | θ) and (x | θ2) represent the sensitivity of the focal
plane position (xfp) to the scattering angle (θscat) of the reaction products, as is
used in Ref. [Eng81].
The proton beam from the accelerator enters a 524 mm diameter scattering chamber
which contains, at its centre, a target ladder (capable of holding six targets) as well
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as a turntable on which a small Faraday cup or detectors can be mounted. In the
case of measurements at small angles an internal Faraday cup, made of brass, can
be used as a beamdump, while for larger angles (greater than 21◦) one can use
an external beamdump. For zero degrees measurements, the beam is transported
through the zero-degree beamline to the zero-degree beamstop embedded in the
concrete wall of the experimental area. The inelastically scattered protons which
are scattered off the target are collimated by one of the collimators installed in a
carousel located in front of the quadrupole magnet, thereby defining the solid angle
acceptance of the spectrometer. The particles are then focused on the focal plane
of the spectrometer, where a position sensitive detector system is positioned.
3.3 Focal plane detector system
The focal plane detector package consists of two vertical drift chambers (VDCs)
and a pair of rectangular plastic scintillation detectors behind the VDCs. Technical
details of the detectors are summarised in Table 3.3 and Table 3.4. The original
vertical drift chambers available at iThemba LABS only have good horizontal po-
sition determination capabilities, but very limited vertical position determination
capabilities. Another characteristic of these detectors is that they were designed for
the medium dispersion focal plane, and have a lot of non-position sensitive material
at both ends of the detector. This means that when they are used in the zero de-
gree mode, where one wants to position the detector as close as possible to the zero
degree beamline to be able to measure at as low as possible excitation energy (Ex),
these detectors would have a significant dead region before the first active signal
wire. For these reasons new detectors were designed and built.
In order to achieve better background suppression and subtraction at zero degrees,
good vertical position detection is required. Vertical position sensitivity is also
necessary to accurately determine the effective scattering angle at zero degrees.
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Table 3.3: Technical specifications of the new UX Vertical Drift Chamber.
Wire conguration vertical and 50◦
Horizontal VDC acceptance 78 cm
Vertical VDC acceptance 10 cm
Signal wire 20 µm gold plated tungsten
Guard wire 50 µm gold plated tungsten
Cathode planes 20 µm Al foil
Number of signal wires 198 and 143
Number of guard wires 199(+2) and 144(+2)
Cathode-anode spacing 8 mm
Signal wire spacing 4 mm
Guard wire spacing 4 mm
Gas mixture 90% Ar10% CO2
Entrance and exit windows 25 µm mylar
Pre-amplifier Technoland PMT-005
Typical guard wire voltage ∼ −500 V
Typical cathode plane voltage ∼ −3800 V
Table 3.4: Technical specifications of the focal plane scintillators.
Paddles
Scintillating material Bicron BC-408
Scintillator dimensions 48×4×0.5(or 0.25) inch3
Lightguide Saint Gobain Crystals 90◦ adia-
batic twisted pair
PMT Hamamatsu R329-02
with a Hamamatsu E934 base
Typical PMT voltage for 200
MeV protons
∼ −1700 V for 1
2
inch
∼ −1900 V for 1
4
inch
Max PMT voltage 2700 V
For these reasons the new VDCs have a U-wire plane as well as an X-wire plane as
shown in Fig. 3.5. The X signal and guard/field shaping-wires are aligned perpen-
dicularly to the scattering plane while the U signal and guard-wires are tilted at an
angle of 50◦ with respect to the scattering plane. The U wire-plane has 143 gold-
plated tungsten signal-wires, 20 µm in diameter and 144 field-shaping wires made
of 50 µm diameter gold-plated tungsten, spaced 4 mm apart. On the other hand,
the X wire-plane comprises of 198 gold-plated tungsten signal-wires, each with a
diameter of 20 µm and 199 field-shaping wires made of 50 µm diameter gold-plated
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Figure 3.5: A schematic diagram of the K600 focal plane detector system.
tungsten, spaced 4 mm apart. Tungsten is used as the base material for the signal-
wires because of its high tensile strength, whereas gold is used as a conductive plating
due to its high resistance to corrosion and high work function (which reduces the
secondary emission at the conductive surface). To the field-shaping wires, a voltage
of ∼ −500 V is applied. A 20 µm thick aluminum foil is used to make each of the
three cathode planes that sandwich the wire planes. The cathode planes are spaced
16 mm apart, resulting in 8 mm spacing between the signal-wire and cathode planes.
Typically a negative high voltage of −3700 V is applied to these planes in order to
allow effective detection of protons [Nev11]. To isolate the interior of the vertical
drift chamber from the atmosphere, two Mylar planes, each 25 µm thick are utilised.
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This choice of material prevents fast diffusion of moisture from the experimental
area to the inside of the VDCs, thus preventing leakage current and sparking in the
detector. A gas mixture of 90% Ar and 10% CO2 is used as the ionisation medium in
the volume between the two Mylar planes. This particular choice of gas was selected
for the following reasons: (i) its non-flammable, (ii) it is cheap and (iii) poses no
possibility of polymerisation effects which can endanger the long term properties of
the drift chambers compared to a Ar-isobutane gas mixture (which is also flammable
and expensive). Each signal-wire and guard-wire is soldered onto a single (417 mm
× 936 mm) printed circuit board. The entire VDC is then sealed. This prevents
contaminants such as oxygen from entering into the sense-wire region of the wire
chambers.
Sixteen-channel Technoland P-TM 005 preamp/discriminator cards [TechNo] are
used to pre-amplify and discriminate the signals before they are sent to CAEN
V1190A time-to-digital converters (TDCs) [TDC] via sixteen-channel twisted pair
ribbon cables.
Installed behind the VDCs are two ∆E–∆E type plastic scintillation detectors,
1/2” and 1/4” thick respectively. The signals from the four photo-multiplier tubes
(PMTs), mounted at the two ends of each plastic scintillator, are sent to a CAEN
V792NC charge-to-digital converter (QDC) [QDC]. The coincidence signals from
these photo-multiplier tubes are used for particle identification and the generation
of fast timing signals which provide trigger signals for the Data Acquisition (DAQ)
system.
3.4 Data acquisition system and electronics
The Data Acqusition (DAQ) system comprises electronics in the NIM standard that
is used to generate the trigger signal, as well as electronics according to the VME
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standard used to digitise the time-of-flight (TOF) and VDC drift time measurements,
the measurement of accumulated charge in the paddles, as well as to accumulate
scaler signals. The following VME hardware modules were used: two CAEN V820
scaler modules, one CAEN V792 QDC and seven CAEN V1190A TDCs. Each TDC
channel has a time-resolution of 100 ps. The trigger signal was formed by the co-
incidence of the two plastic scintillators, since they are considered to have 100%
efficiency for detecting the high energy charged particles. A diagram of the trigger
electronics in shown in Fig. 3.6.
MIDAS software [Rit93] was used to process data digitised by the VME electronics.
It is a data acquisition package written in C++ under the General Programming
License (GPL), and is widely used in nuclear and particle physics experiments. The
software package has a library that can be used for data transport between differ-
ent computers and programs, and a set of programs for data logging and system
management. Its valuable features include a fast online database, on which exper-
imental configuration information can be stored, and a web interface, that makes
the experiment remotely controllable. A slow control system is integrated (although
not implemented for this experiment) which can be used to control high voltages
and measure things such as temperatures. Although the system is independent of
any specific hardware, it is mostly used in VME, FASTBUS and CAMAC systems.
Online as well as offline analysis of the data was carried out using the combination
of ROOT [Bru95] and MIDAS.
3.5 Dispersion matching
The energy-resolution one can achieve with a magnetic spectrometer system depends
upon several factors. The three main factors are:
• the angular kinematic broadening,
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Figure 3.6: A schematic diagram of the K600 trigger electronics.
82
• target thickness, and
• energy spread in incident beam.
Angular kinematic broadening owes its importance to the finite solid angle accep-
tance of the spectrometer. It can be corrected by using the K and H coils, and
if needed, by offline lineshape correction. The influence of target thickness effects
on energy-resolution is as a result of energy losses and straggling in the target foil,
which spread the energy distribution of the scattered particle. It is eliminated by
using thin enough targets (about a few mg/cm2). Energy spread in the incident
beam can be overcomed by the method of dispersion matching.
As the beam momentum (energy) delivered by an accelerator increases, the momen-
tum (energy) spread of the beam usually increases. Large momentum spread ∆p in
the beam can severely limit the resolution of the energy spectrum measured with a
magnetic spectrometer. In order to use the full potential of a high resolution mag-
netic spectrometer, thus to derive a good quality spectrum from the measurements
in the focal plane detectors, the characteristics of the beam should be matched to the
requirements of the magnetic spectrometer by a proper adjustment of the beamline
optics. The techniques of matching beam properties to the specific spectrometer
focusing conditions enable the compensation of line broadening effects which are
usually caused by the beam momentum spread. This is critically important for
an experiment such as the one presented here, where the highest possible energy-
resolution is aimed for.
The concept of dispersion matching can be explained as follows. An achromatic
beam is set up in such a way that the position and angle of protons on the target
are independent of the momentum of the incident proton, or (x | δp/p) = 0 and
(θ | δp/p) = 0 [Eng81]. Therefore, in the achromatic mode, the position and the
angle of scattered rays at the focal plane depend on the initial beam energy spread,
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thereby limiting the experimental energy-resolution. To overcome this problem a
dispersion matched beam should spatially separate the protons according to their
momentum such that the higher momentum particles will travel a longer distance
through the spectrometer than smaller momentum paricles, hence, effectively achiev-
ing achromatic focus in the K600 focal plane [Fuj00,Fuj02b]. The concept of lateral
dispersion matching is schematically shown in Fig. 3.7.
3.5.1 Faint beam technique
The faint beam technique is used to optimise the beam dispersion matching condi-
tions. It involves the use of beam attenuation copper meshes to reduce the number
of protons in the beam by a factor of up to 106 without changing the beam profile
or ion-optical characteristics of the beam [Fuj02b]. It is especially useful in the
case of zero-degree measurements. At finite angles one can do dispersion matching
by looking at the ground state of some suitable nucleus. But with the K600 mag-
netic spectrometer connected to the zero-degree beamdump one can only look, in
principle, at excitation energies (Ex) of 7 MeV or higher. As a result, in order to
perform dispersion matching on some excited state, the process may be exceedingly
slow due to the low countrate. But with the use of the faint beam, one can safely
observe the beam directly in the focal plane detectors of the magnetic spectrometer.
This enables one to achieve lateral dispersion matching of the beam to the magnetic
spectrometer.
At iThemba LABS faint beam is available only when injector cyclotron 2 (SPC2) is in
use because SPC2 can accommodate an external ion source, compared to Solid Pole
injector Cyclotron 1 (SPC1) which only has an internal ion source. The attenuation
meshes have very tiny holes and can reduce the beam from the ion source going
to SPC2 by a factor of 102, 104 or 106. By scaling the five spectrometer magnetic
elements appropriately in order to allow the proton beam to pass through the focal
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Figure 3.7: Schematic ion trajectories under achromatic (left) and lateral dispersion
matching (right) conditions.
plane detectors, a direct measurement of the degree of dispersion matching can be
achieved. The beamline elements are then optimised in order to minimise the size
of the beam image in the (xfp,θfp) scatter-plots, as shown in Figs. 3.8 and 3.9.
3.6 Experimental procedure
During the experiment, the target nuclei were bombarded with a proton beam at
an incident beam energy of 200 MeV over a period of four weekends. Useful data
were acquired on three of the weekends. A beam current of ∼ 1 nA was used. This
limitation in the beam intensity was due to the fact that a high quality beam was
desired and ∼ 1 nA represented the maximum beam intensity that had a small
energy spread, small emittance and little halo.
3.6.1 Targets
Typical self-supporting targets of areal densities, 0.8 – 2.5 mg/cm2 were used (see
Table 3.5). The aim was to obtain the best possible energy-resolution and sufficiently
high counting statistics, allowing the fine structure characteristics and E1 strength
distributions of the IVGDR to be clearly observed. In the present work, a good
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Figure 3.8: Top panel : A two-dimensional histogram of the faint beam showing the
horizontal scattering angle against the horizontal focal plane position before optimisation.
Bottom panel : A one-dimensional projection illustrating the horizontal focal plane position
of the faint beam (FWHM = 65 keV).
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Figure 3.9: Top panel : An improved two-dimensional histogram of the faint beam show-
ing the horizontal scattering angle against the horizontal focal plane position after optimi-
sation. Bottom panel : A one-dimensional projection illustrating the horizontal focal plane
position of the faint beam (FWHM = 29 keV).
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Table 3.5: A summary of the targets used during the present experiment.
Target Z N Areal density
208Pb 82 126 2.10 ± 0.02 mg/cm2
58Ni 28 30 2.50 ± 0.02 mg/cm2
56Fe 26 30 1.43 ± 0.02 mg/cm2
natCa 20 20 1.08 ± 0.02 mg/cm2
27Al 13 14 0.82 ± 0.02 mg/cm2
energy-resolution value of ∆E ≃ 42 keV (FWHM) could be achieved in the case of
56Fe. A systematic study over a wide mass range (27Al to 208Pb) was done in order
to determine the structure of the low-lying E1 strength and also to observe how
the giant dipole resonance (GDR) centroid energy varies across the Periodic Table.
Two of the targets were manufactured specifically for this experiment, with the
other three available from previous experiments. The preparations to manufacture
the targets 56Fe and natCa were as follows:
• The 56Fe target was prepared using a method that involved melting a metal
powder with an e-gun, under high vacuum, to yield a metal bead. This was
followed by rolling the metal bead to a thin film using a mechanical rolling
mill.
• The natCa target was prepared with the vacuum deposition evaporation method
[Khe10], using 99.0% pure calcium metal pieces supplied by Aldrich (Milwau-
kee, USA). In order to prevent oxidation the evaporator was vented with argon
(Ar) gas prior to and after deposition. Calcium metal pieces were first loaded
into a tantalum boat and then melted using resistive heating at a working
pressure of 10−5 mbar.
Isotopically, natCa contains 96.941% of 40Ca. In between data runs a 12C target of
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thickness of 1.00 mg/cm2 was used for calibration purposes and an empty target
frame was employed for beam tuning and to monitor beam halo, which comprised
mainly of secondary particles originating from the scattering of the beam from beam-
line components.
3.6.2 K600 fields
The main experiment began with a field setting procedure to set values of the electric
currents for the quadrupole and two dipoles magnets of the K600 magnetic spectrom-
eter according to the values obtained from the computer programme SPEXCIT. The
currents in the quadrupole and dipoles magnets were determined by an interpolation
of the actual experimentally measured field maps in the K600 magnetic spectrom-
eter as contained in the code SPEXCIT [Cor92]. All magnets were set according
to a pre-determined hysteresis curve or a degaussing cycle to ensure that correct
and reproducible field values were obtained for each set point. The main require-
ment was to set the field in such a way that the beam would be cleanly transported
through the K600 magnetic spectrometer to the zero-degree beamdump. The ratio
of the magnetic fields of the two dipole magnets, R = B(D1)/B(D2) = 1.49, as
used for the high-dispersion mode differs from the original designed value of R =
1.33 [Nev11]. The dipole ratio of R = 1.49 allows better separation of the beam
from low-lying states, thus implying access to smaller excitation energies because of
its added advantage of increasing the dispersion from the design value of −9.8 cm/%
(for R = 1.33) to −10.9 cm/%. The lowest Ex accessible is limited by how close the
position sensitive part of the detectors can be from the beamline (see Section 3.3 for
details). The momentum range that can be observed is limited by the Pmax/Pmin
range indicated in Table 3.2.
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3.6.3 Beam viewers
In order to achieve optimum beam transport and alignment through the spectrom-
eter, three ZnS beam-viewers in the K600 magnetic spectrometer vault were used.
The first one, which was located just after the last quadrupole in the S-line (QS6)
is a ZnS mesh commonly known as the wire-mesh viewer, shown in Fig. 3.10. The
second viewer, a solid ZnS screen, is the standard beam-viewer and is placed at the
target position (see Fig. 3.11). The last viewer, shown in Fig 3.12, is also a solid
ZnS screen and is located in the zero-degree beamline just before the zero-degree
beamdump.
3.6.4 White tune
A white tune is a process whereby the whole focal plane is illuminated uniformly.
By illuminating the focal plane in this way, one is able to check for the dead and/or
misaligned preamp or TDC channels associated with wires in the VDCs. The K600
magnetic specrometer was placed at 7◦ (which was the maximum angle that could
be reached when the detectors were positioned in the high dispersion focal plane)
and data for a white tune were acquired. In the present work, a white tune spectrum
was taken at a proton energy setting for the K600 of 165 MeV with a 12C target and
49 mm diameter entrance collimator.
3.6.5 Zero degree beam optimisation
(1) The K600 magnetic spectrometer was placed at 0◦ and the beampipe that con-
nected the K600 magnetic spectrometer to the zero-degree beamdump in the con-
crete wall was installed.
(2) Extra care was taken in order to transport the beam to the zero-degree beam
dump, through the K600 magnetic specrometer, using the zero-degree viewer and
with all detectors switched off.
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Figure 3.10: The wire-mesh viewer shown in the in-beam position. The viewer is posi-
tioned 45◦ with respect to the beam. The beam direction is from left to right. Each small
square represents 1 mm2.
Figure 3.11: The target viewer shown in the in-beam position.
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Figure 3.12: The zero degree viewer shown in the in-beam position. The viewer is
positioned 45◦ with respect to the beam. The beam can be seen as the faint parallelogram
in the center.
(3) The next step was to ensure low background with only the scintillator detectors
on. Once halo was low enough, the VDCs were switched on in order to look at the
effect of the K and H coils so as to correct kinematic effects.
(4) The faint beam meshes were put in position and the K600 magnetic spectrometer
field was changed so that the beam would pass through the central part of the focal
plane. This was done in order to optimise the energy-resolution of the faint beam.
Initially, one aims to adjust the beam elements closest to the beamline and work
towards the SSC. Quadrupoles Q6S and Q5S were particularly effective. The next
effective element to tune was Q21P. The resolution was optimised to 29.1 keV. In
the process, Q21P was increased to almost the same level as Q19P.
(5) The K600 magnetic spectrometer field was changed back to its original setting
to enable beam transport to the zero-degree beamdump. Halo was optimised with
a dispersion matched beam to ensure a countrate of < 100Hz at 1nA.
(6) A 12C target was used to determine the energy-resolution and calibration of the
focal plane. In the event that the energy-resolution was not good enough, steps 4
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and 5 were iteratively repeated, until the required energy-resolution was achieved.
During the experiment, data were acquired for a period of one hour intervals (trig-
ger rate ∼ 100 – 250 Hz depending on the target), followed by a background mea-
surement with an empty target frame, after which the next data run was started.
Background from beam halo was monitored by Bergoz Beam Loss Monitors (BLM)
mounted at five strategic positions along the beamline. A Bergoz BLM consists of
two PIN-photodiodes mounted face-to-face to detect charged particles. It has an
active area of 7.34 mm2 and can tolerate a maximum countrate of about 10 MHz.
Information from these BLMs was of utmost importance to the beam operators since
it helped them in diagnosing the source of halo seen in the focal plane detectors.
The ray tracing program TRACK [VRA] was used with a D1/D2 current ratio of 1.49
to determine not only the angle of the beamdump position but also the first settings
of the spectrometer magnets required to deliver the beam into the beamdump (see
Fig. 3.13). This dipole ratio also ensures a shift of the elastic scattering cone away
from a potential re-scattering source at the high momentum side of the downstream
exit flange of dipole magnet D2 (see right panel of Fig. 3.13). Once stable beam
conditions were achieved, the only adjustments that were made to optimise halo
were downstream of slit 9X, namely the optimisation of halo slits in the P and
S-line (position and size). In order to maintain dispersion matching conditions
between the beamline and the magnetic spectrometer the only adjustments made
were upstream of slit 9X namely the phase and voltage of the AX, K-line and J-line
bunchers as well as the phase and voltage of the SSC so as to compensate for drifts
in the magnetic field of the SSC. This helped to ensure that the beamline and the
magnetic spectrometer stay properly dispersion matched.
93
Figure 3.13: TRACK ray-tracing results for elastically scattered protons (for Ep = 200
MeV) with an angular acceptance of ± 1.91◦ for the two dipole ratios R = 1.33 and R =
1.49. One should note that in the case of R = 1.33, the two rays shown outside of the
focal-plane vacuum chamber represent particles that will re-scatter from the dipole D2
exit flange and vacuum chamber wall.
3.7 Data extraction
Raw data in the form of event files created by the MIDAS Data Acquisition system
can be analysed offline. Offline data analysis was performed with a C++ code
developed at iThemba LABS. This code translates the raw MIDAS files into ROOT
files and was written specially for the new focal plane detector package of the K600
magnetic spectrometer. The code, f-plane.c, populates histogram and TTree data
structures for ROOT. Subroutines are defined for, amongst other things, associating
a wire number with a TDC channel number, and calculating the horizontal and
vertical positions of particles at the focal plane. In the initialisation routine, the
histograms and ROOT relational database structures, called TTrees, are defined for
the variables that are most important for the data analysis. In the event routine,
the histograms and TTree structures are filled with experimental data that satisfy
the necessary requirements to be considered a good event.
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3.7.1 Methods of particle identification
Particle identification is a way of obtaining the particle’s identity through the use
of the information it leaves as the particle passes through a detector system. The
position of the particle in the focal plane of the magnetic spectrometer provides
information on its magnetic rigidity. Magnetic rigidity can be described as a measure
of the ratio of the momentum of the particle divided by its charge, thus a higher
momentum particle, or one with a smaller charge, will have a higher resistance to
deflection by a magnetic field. It is defined non-relativistically by:
m
v2
ρ
= qvB → Bρ = mv
q
=
p
q
, (3.1)
where B is the magnetic field of the spectrometer, ρ is the radius of curvature of the
particle through the spectrometer, p is the particle’s momentum, and q is its charge.
The process of particle identification relies on the combination of knowledge of the
position of the particle in the focal plane, its energy loss in the plastic scintillators,
as well as the particle’s time-of-flight (TOF) measurement. The TOF is measured as
the relative time elapsed between a coincident paddle signal and the radio-frequency
signal from the SSC. This gives an indication of the time-of-flight between the target
and the focal plane. The absolute value can be calculated using:
TOF =
d
v
=
d(√
1−
(
M
Etotal
)2
c
) , (3.2)
where d is the distance travelled by the particle, v is its relativistically calculated
velocity andM = mc2 represents its rest mass energy. Here, E total is the total energy
given by E total = M + E kinetic.
From TRACK [VRA] we know that the range for the distance travelled in the K600
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magnetic spectrometer from the target to the focal plane varies between 8.78 – 9.38
m (valid for a 200 incident MeV proton beam and protons observed in the high
dispersion focal plane in the zero degree mode). Typically the distance of 8.78 m
is covered by 174 MeV protons, and the distance of 9.38 m is covered by 192 MeV
protons. From this, one can calculate the time-of-flight range to be between 54.5 ns
and 56.1 ns.
The energy loss and TOF character of events caused purely by beam halo is shown
in the top panel of Fig. 3.14. From the bottom panel of Fig. 3.14, it is clear that
the majority of the background due to beam halo can be distinguished from pro-
tons scattered from a target. It was found that the best way to properly select
the particles of interest in the plot of the scintillator pulse height versus TOF was
to first select the proper events in a plot of TOF versus the focal plane position (xfp).
This is shown in the top panel of Fig. 3.15. Once a proper software cut is applied
the resulting two-dimensional histogram of the scintillator pulse height versus TOF,
shown in the bottom panel of Fig. 3.15, allows for an even better identification of
good events.
In the ∆E–∆E technique, one relies on the fact that the energy loss of a charged
particle passing through a material is described by the Bethe-Bloch approximation,
which states that the energy loss (∆E ) is proportional to the square of the particle’s
atomic number divided by the square of its velocity [Kno79]. The principal opera-
tion of this technique is that a given particle loses a different fraction of its energy
in the first and second ∆E detectors depending on its energy and identity resulting
in the ∆E–∆E plot showing different patterns for different types of charged particle.
The two-dimensional curve illustrated by the top ∆E–∆E plot of Fig. 3.16 shows a
typical backbend structure when very low energy protons are stopped in the second
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Figure 3.14: Top panel : A two-dimensional histogram showing the locus of the pulse
height of the first scintillator versus TOF caused by beam halo. Bottom panel : A two-
dimensional histogram illustrating the pulse height of the first scintillator versus TOF for
the 56Fe target. The right locus represents beam halo events, and the left locus represents
the protons scattered from the target.
97
Figure 3.15: Top panel : A two-dimensional histogram of TOF versus the horizontal focal
position (xfp) showing loci for the inelastically scattered protons (gated part) and beam
halo (ungated part). Bottom panel : A two-dimensional histogram of the pulse height of
the first scintillator versus TOF for events selected by the gated region in the top panel.
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Figure 3.16: Top panel : First scintillator pulse height versus second scintillator pulse
height for all events, without any cut. Bottom panel : A typical two-dimensional particle
identification (PID) plot that is obtained after applying both the TOF versus horizontal
focal plane position (xfp) and first scintillator pulse height versus TOF cuts.
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scintillator detector. These protons can therefore have a kinetic energy of Ep ≤ 35.3
MeV. The bottom ∆E–∆E figure of Fig. 3.16 represents all the valid events after
TOF cuts.
3.7.2 VDC operation
In order to accurately determine the focal plane co-ordinates for all valid VDC
events, drift time and wire position information for these events are used. The drift
distance of the particle is then determined by using the drift times, which are mea-
sured from the point of primary ionisation to the point where avalanching occurs in
each cell, together with the known average drift velocity. Thus the distance from
the signal-wire to the position where the particle initially passes through the drift
cell is determined. The application of a high voltage to the HV planes creates an
electric field that causes the drift of electrons towards the anode signal-wire plane.
The created electric field is constant, except for the regions in close proximity to the
signal-wires and it ensures a linear time-to-position relationship over the drift region.
Therefore, in order to determine the focal plane co-ordinates for all valid VDC events,
the drift distance and wire position information for the signal-wires situated around
the wire that has the minimum drift time is utilised. A valid VDC event is defined
in Sect. 3.7.4 and an example of a plot of drift cell characteristics for valid VDC
event is shown in Fig. 3.17.
3.7.2.1 Look Up Table (LUT)
In order to determine accurate position information of the particles passing through
the focal plane, the drift time characteristics of the detector must be known. Know-
ing the characteristic drift time distribution dN
dt
, one can obtain the distance (y)
from the signal wire to the position where the particle passed through a specific
drift cell in the detector (VDC), hence the drift distance of the electrons.
100
Figure 3.17: Top panel : An example of a one-dimensional histogram showing good drift
length characteristics for all the wires of the horizontal focal plane position (xfp) wireplane.
Bottom panel : A two dimensional spectrum that can be obtained for a good LUT and
valid VDC events.
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This drift distance for each signal wire is calculated as
y(t) =
(
dN
dy
)−1 ∫ t
t0
(
dN
dt′
)
dt′, (3.3)
where
• t0 is the particle’s arrival time in the drift cell,
• t is the time at which the pulse appears at the anode [Ber77], and
• dN
dy
is a measure of the spatial distribution of events in the drift cell, obtainable
from wire position information.
For one to obtain a characteristic drift time distribution, the focal plane is uniformly
illuminated with particles and the average timing response of all the signal wires is
measured. This generates the “white spectrum”. This distribution of drift times
(dN
dt
) will be proportional to the drift velocity (ω(t)) and it follows that:
y(t) =
∫ t
t0
(
dN
dt′
)
dt′ ∝
∫ t
t0
ω(t′)dt′ (3.4)
A lookup table (LUT) can be generated by using Eq. (3.4) and the drift time
distribution acquired through the above white spectrum. A lookup table is used
for mapping of the drift times to their corresponding drift distances. A lookup
table should be obtained for each specific experiment, as it may depend on the high
voltage, the gas mixture, the energy of the particles that cause the ionisation and
the physical condition of the chamber.
3.7.3 Position resolution
In the case of the U plane, one must take into account the fact that the wires are
inclined at 50◦ with respect to the horizontal in order to obtain horizontal (x ) and
vertical (y) focal plane position information.
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Once the particles’ focal plane positions are determined, a raytrace subroutine is used
to track the path of the inelastically scattered particles. To do this, the raytrace
subroutine uses an interpolation procedure. The position accuracy, σx, from a single
drift cell [Ber77] of a drift chamber, is defined as a factor that contributes to the
overall position resolution that can be achieved with the magnetic spectrometer.
This quantity can also be used to determine the angle accuracy, σθ, which can be
achieved with the VDC. The slope of the trajectory shown in Fig. 3.18 can be
calculated in a number of ways. One way in which this can be done is to use the
drift distances associated with two adjacent wires, say wires g and h. In this case
the trajectory slope, S, is given by:
Sg,h =
dh − dg
wire seperation
, (3.5)
The quantity, d represents the drift distance. One can also determine the slope
using the drift distances associated with for example wires k and l. Since the slope
should be constant, i.e. the track should be at a constant angle on both sides of the
wire plane, the differences
D =
(
dh − dg
wire seperation
− dl − dk
wire seperation
)
, (3.6)
should be equal to zero. The variables dh,g,l,k denote the drift distances of wires, h, g,
l, k respectively. In reality, however, because of statistical fluctuations, a distribution
centred around zero can be attained [New96]. If one denotes the standard deviation
of this distribution by σD and then applies the general law of error propagation to
Eq. (3.6) (with covariances assumed to be zero) one gets:
∆D2 = ∆d2h +∆d
2
g +∆d
2
l +∆d
2
k. (3.7)
Again, if each ∆d appearing in Eq. (3.7) is replaced by its standard deviation, and
103
Figure 3.18: Schematic representation of a trajectory associated with a charged particle
intersecting the VDC resulting in a six-wire event [New96].
assuming that
∆dh = ∆dg = ∆dl = ∆dk = σc, (3.8)
then σD is related to the standard deviation of the drift distance, σc, by [Ber77]
σD = 2σc· (3.9)
The standard deviation of the drift distance can also be referred to as the “intrinsic
cell accuracy”. The intrinsic position resolution of the drift chamber is calculated
as:
FWHMpos = σx =
σc√
n
, (3.10)
where n is the number of wires used to determine the position [Ber77].
3.7.4 VDC efficiency
The efficiency, ε, of the VDC is a direct reflection of its ability to detect charged
particles in the focal plane and gives excellent information on the gas quality and
functioning of the pre-amplifier cards. It is defined as the product of the geometric
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efficiency (εg) and the intrinsic efficiency (εi) parameters [Leo87]:
ε = εg · εi· (3.11)
The intrinsic efficiency can be calculated as:
εi =
Naccepted
Ntot
, (3.12)
where N tot denotes the total number of protons seen in the scintillator. The quantity
N accepted denotes the number of valid events recorded. The criteria for good events
are given below:
(a) TOF and scintillator (paddle) signal should be within gated regions,
(b) Number of hit wires should be between 3 and 6,
(c) reduced chi squared (χ2) should be less than 1, and
(d) drift time should be within the gated region.
3.7.5 Background subtraction procedure
Background subtraction was performed by utilising differences in the characteristics
of different types of events in the vertical focal plane position (yfp) versus horizontal
focal plane position (xfp). This was because the energy loss and TOF characteris-
tics of the target related background could not be clearly separated from those of
the protons of interest by the application of standard particle identification (PID)
techniques. For this reason the spectrometer was operated in vertical focus mode to
allow for effective background subtraction. In this ion-optical mode the protons of
interest, also known as physics events were focused around the vertical focal plane
postion (yfp = 0), while the target related background and beam halo events were
evenly distributed in the vertical direction.
A two-dimensional scatterplot that shows the (xfp, yfp) distribution of events for
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inelastic proton scattering of 56Fe at Ep = 200 MeV is shown in Fig. 3.19. It is
assumed that the shape of the background underneath the central region around
yfp = 0 can be approximated by the two ∆y regions on either side. By making
each ∆y region half the size of the central ∆y region, one is able to effectively
estimate the background contributions below the central ∆y region. In Fig. 3.20, the
resultant spectrum after subtracting the sum of the two ∆y regions (blue spectrum
in Fig. 3.19) from the focal plane position spectrum representing all selected events
(black spectrum in Fig. 3.19) is shown.
3.7.6 Horizontal angle calibration
Angle calibration is performed for the following reasons: (i) to be able to transform
horizontal focal plane angle (θfp) to horizontal scattering angle (θscat) to enable line-
shape corrections based on θscat and (ii) to determine both the vertical (φscat) and
horizontal scattering (θscat) angles, which will allow proper angle cuts to be made.
However, we could not run with a good off-focus mode in this experiment, therefore
no good yfp and thus θscat calibration was achieved. This then makes it impossible
to present our results in smaller angular distributions, even though we have a good
horizontal scattering angle calibration.
In order to reconstruct the horizontal scattering angle (θscat) from the measured
focal plane angle (θfp), proton inelastic scattering measurements at finite angles
were performed using a pepper-pot collimator shown in Fig. 3.21 and in Fig. 3.22 an
example of a corresponding plot for the focal plane angle calibration is illustrated.
The pepper-pot collimator was positioned at 735.5 mm downstream from the target
in the normal collimator position. The data from the pepper-pot will help in making
horizontal angle calibration for the ± 1.91◦ acceptance.
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Figure 3.19: Top panel : A two-dimensional scatterplot in which the central region rep-
resents both physics and background events whereas the two outer ∆y sections represent
only background events. Right panel : Projection of the events onto yfp. Bottom panel :
The red spectrum represents the background of the upper ∆y section and the green spec-
trum represents the background of the lower ∆y section as indicated in the top panel. The
black spectrum represents the focal plane position spectrum for all selected events in the
central ∆y region. The blue spectrum represents the background that results from the
sum of the two outer ∆y sections.
Figure 3.20: The resultant background subtracted spectrum after subtracting the blue
spectrum from the black spectrum as shown in Fig. 3.19.
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Figure 3.21: The pepper-pot collimator. This collimator has the following properties:
its first hole from the middle on the x -axis/y-axis is at 0.819◦ (14.3 mrad), the second is
at 1.679◦ (29.3 mrad) and the third is at 2.251◦ (39.3 mrad). The holes span 0.41◦ (7.15
mrad), except for the smaller hole which spans ∼ 0.20◦ (3.57 mrad). The smaller hole,
achieved by adding an insert, is not shown.
Figure 3.22: Focal plane angle (θfp) pepperpot spectrum with Gaussian fitted on the
observed peaks.
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A summary of the procedure used to obtain the pepperpot spectrum is as follows:
with the K600 magnetic spectrometer positioned at 7◦, the K600 magnetic spectrom-
eter fields with the same ratios as those used in the actual 0◦ measurement were
used. In other words, all the magnetic elements (2 dipoles, quadrupole and K and
H coils) were scaled so that their relative ratios were the same as those used in the
0◦ measurement. The elements were scaled a number of times with the aim to get
the elastic peak at several different focal plane positions, so that one can map out
the angle calibration for the whole focal plane. The final calibration can be written
as:
θscat = (−0.68927− 9.71781× 10−5xfp)θfp (3.13)
+ (23.9306− 0.00154353xfp).
3.7.7 Lineshape correction
Owing to the kinematics of the reactions, particles emerging from the target at the
same excitation energy of the residual nucleus but at different reaction angles have
different momenta. This, together with the optical aberrations, can influence the
resolution if the angular acceptance is large enough. Experimentally the K and H
coils were employed to minimise these effects. Lineshape correction is, therefore,
done to correct for the remaining effects. Figure 3.23 shows the effects of kinemat-
ics and aberrations on the energy spectra of the present experiment. In order to
achieve the best possible energy-resolution for our measured (p,p′) excitation-energy
spectra we performed software corrections to compensate for these effects. These
software corrections were achieved by ensuring that the slanted vertical lines which
correspond to discrete nuclear states in the scattering angle (θscat) versus horizontal
focal plane position (xfp) histogram were corrected to be vertically straight.
Offline lineshape correction was achieved by adding a value that is sensitive to θscat
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to the original xfp value until the curvatures were removed. This can require an
equation up to the fourth-order polynomial function of θscat:
xfpcorr = xfp − C1θscat − C2θ2scat − C3θ3scat − C4θ4scat. (3.14)
It also can be possible that the constants C1 – C4 are sensitive to the horizontal
focal plane position (xfp), such that:
Ci = a0i + a1ixfp + a2ix
2
fp (3.15)
The two figures, Fig. 3.23 and Fig. 3.24 show the same spectrum before and after
corrections. The straight vertical lines corresponding to discrete states that can be
clearly seen. The energy-resolution (FWHM) was dramatically improved from 80
keV before lineshape correction to 47 keV after lineshape correction. An example
of one of the equations that was utilised is as follows:
xfpcorr = xfp − (−0.3)θscat − (+0.005)θ2scat − (+0.002)θ3scat − (−0.01)θ4scat (3.16)
3.7.8 Energy calibration
Peak centroids were extracted from the position spectra of the 12C(p,p′), natCa(p,p′)
and 58Ni(p,p′) nuclei reaction via a Gaussian peak fitting procedure. The position
of each peak identified in the horizontal focal plane position (xfp) spectrum was
associated with its corresponding nuclear excited state. The corresponding momenta
for each nuclear excited state was calculated. Calibration curves of momentum
(p) versus focal plane position (xfp) were established via the least squares fitting
procedure followed by the conversion of the proton energy (Ep) to the excitation
energy (Ex). Four strong discrete peaks were used for the calibration viz :
12C
(12.710 MeV and 15.110 MeV, both 1+ states), natCa (10.3188 MeV, 1+ state) and
58Ni (10.660 MeV, 1+ state).
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Figure 3.23: Top panel : Two-dimensional histogram of θscat versus xfp for
natCa with-
out lineshape correction. Bottom panel : Corresponding horizontal focal position (xfp)
spectrum before lineshape correction.
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Figure 3.24: Top panel : Two-dimensional histogram of θscat versus xfp for
natCa with
lineshape correction. The abberations of xfp for the θscat are corrected by software and
the excited state has been straightened. Bottom panel : Corresponding horizontal focal
plane position spectrum after lineshape correction.
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An example of a calibration curve for momentum utilising a second-order polyno-
mial function is shown in Fig. 3.25 and the calibration parameters of the different
weekends are listed in Table 3.6.
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Figure 3.25: Momentum calibration curve for the K600 focal plane Weekend 3.
Table 3.6: Momentum calibration curves for the 3 different weekends.
Calibration Equation Weekend
p = 597.48327 + 0.02583X + 2.57364 ×10−5X2 2
p = 587.93879 + 0.05580X + 1.34649 ×10−8X2 3
p = 588.80055 + 0.05404X + 1.22054 ×10−6X2 4
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3.8 Experimental cross-sections
The experimental double-differential cross-section of the inelastic proton scattering
in units of mb·sr−1MeV−1 can be written as
d2σ
dΩdE
=
Nc
N0 · ρ ·D · ε ·∆Ω ·∆E × 10
27, (3.17)
where
• Nc is the corrected number of counts in an energy bin,
• N0 is the total number of incident protons on the target,
• ρ is the number of target nuclei per unit area (in mb−1),
• D is an electronic dead time correction factor,
• ∆Ω is the solid angle of the K600 in sr,
• ∆E is energy bin size (in MeV), and
• ε is the K600 VDC efficiency, calculated as the product of individual VDC
efficiencies.
The number of incident protons is calculated by
N0 =
CII ·R · 10−12
e
, (3.18)
where
• CII is the scaler read-out of the current integrator,
• R is the selected range (in nA) of the current integrator which represents 1000
counts per seconds for a full scale current read-out, and
• e is the proton electric charge (in Coulomb).
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The number of target nuclei per unit area ρ was calculated from
ρ =
λ ·NA
A
(3.19)
where
• λ is the target thickness (g/cm2),
• NA is Avogadro’s number, and
• A is mass number of the nucleus in question.
3.8.1 Error analysis
The final results for the different double-differential cross-sections of a specific target
data sets from different weekends were combined using the method of weighted
mean [Leo87], where the final value for the observable xi is calculated by
x =
∑
i
xi
(δxi)2∑
j
1
(δxj)2
(3.20)
and the associated error δxi is given by
δxi =
1∑
j
1
(δxj)2
. (3.21)
3.8.1.1 Statistical errors
The statistical error for the double-differential cross-section is expressed as
δ
(
d2σ
dΩdE
)
=
1027 · √Nc
No · ρ ·D ·∆Ω ·∆E · ε. (3.22)
115
3.8.1.2 Systematic errors
These type of errors affect the accuracy of a measurement. They are biased (one-
sided) errors, because, in the absence of other types of errors, repeated measurements
yield results that differ from the true or accepted value by the same amount. The
accuracy of measurements subject to systematic errors cannot be improved by re-
peating those measurements. Systematic errors are extremely difficult to analyse
using statistical analysis, therefore, making them very difficult to detect, but once
detected can be reduced only by refining the measurement method or technique.
In this present work sources of systematic errors may arise from inaccurate thick-
nesses of the target nuclei, inaccurate identification of the particles, inacurrate K600
solid angle, inaccurate reading of the current integrator values, etc.
The systematic error in the measured cross-section values is mainly due to the un-
certainty in the target nucleus thickness which is estimated to be less than 11% for
all the targets.
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Chapter 4
Results, analysis and discussion
4.1 Introduction
In this chapter the experimental results will be presented and compared to theoret-
ical predictions. Section 4.2 gives an overview of the measured experimental data
which is followed by a description in Sect. 4.3 of the background subtraction pro-
cedure. Section 4.4 presents results of the comparison between the present data
converted to equivalent photo-absorption cross-sections and earlier measurements
using real photons and thus serves as a test case for the experimental method. An
in-depth discussion of the results of the Quasi-particle Phonon Model (QPM) for the
Isovector Giant Dipole Resonance (IVGDR) is given in Sect. 4.5, and in Sect. 4.5.1 a
comparison between the electric dipole response in the experimental results against
theoretical results is presented. In Sect. 4.6 the extraction of characteristic energy
scales in the excitation-energy region of the IVGDR in the nuclei under investiga-
tion using the wavelet analysis technique is discussed for the experimental results,
the microscopic QPM and EMPM calculations. Finally, details of the extraction of
experimental level densities of Jpi = 1− states for the target nuclei investigated and
their comparisons with theoretical model predictions are discussed in Sect. 4.7.
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4.2 Overview of the measured experimental
data
Figure 4.1 presents the experimentally measured (p,p′) excitation-energy spectra
for the target nuclei 208Pb, 58Ni, 56Fe, natCa and 27Al. The experimental energy-
resolutions for 208Pb, 58Ni, 56Fe, natCa were 45 keV, 52 keV, 42 keV and 47 keV
(FWHMs), respectively. Inelastically scattered protons were measured in a broad
excitation-energy region of Ex = 8 – 25 MeV. For all the targets except
208Pb, one
can clearly identify discrete low-lying states mostly below the corresponding neu-
tron threshold, Sn. The neutron and proton thresholds for the target nuclei are
summarised in Table 4.1. In the giant resonance region of the energy spectrum for
each target nucleus (208Pb – 27Al) a prominent feature due to the Coulomb excita-
tion of the GDR is observed. At the maximum of the IVGDR, Ex ≈ 14 MeV for
208Pb moving up to Ex ≈ 20 MeV for the lighter nuclei, the fine structure is well
pronounced and each of the excitation-energy spectra displays very different specific
details within the IVGDR region.
Experimental double-differential cross-sections were determined for each target, these
cross-sections were calculated using Eq. (3.17), and are shown in Fig. 4.2.
Table 4.1: Neutron and proton thresholds for the 5 target nuclei.
Nucleus Neutron threshold, Sn (MeV) Proton threshold, Sp(MeV)
208Pb 7.368 8.005
58Ni 12.216 8.172
56Fe 11.197 10.184
40Ca 15.635 8.328
27Al 13.058 8.271
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Figure 4.1: Experimentally measured excitation-energy spectra for 208Pb(p,p′),
58Ni(p,p′), 56Fe(p,p′), natCa(p,p′) and 27Al(p,p′) at Ep = 200 MeV and small scattering
angles, θLab = 0
◦ − 1.91◦.
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Figure 4.2: Experimental double-differential cross-sections for 208Pb(p,p′), 58Ni(p,p′),
56Fe(p,p′), 40Ca(p,p′) and 27Al(p,p′) at Ep = 200 MeV and small scattering angles, θLab =
0◦ − 1.91◦.
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4.3 Background subtraction in the region
of the isovector giant dipole resonance
Although inelastic proton scattering excites preferentially the dipole mode, the
Isoscalar Giant Quadrupole Resonance (ISGQR) and the Isovector Giant Quadrupole
Resonance (IVGQR) are also excited in this reaction [Boh75]. In an attempt to re-
liably isolate the dipole resonance, contributions that need to be subtracted from
the data include (i) the ISGQR with a well documented resonance energy given by
EISGQR = 63A
−1/3 MeV [Har01] placing it underneath the IVGDR and (ii) the empir-
ically obtained phenomenological background situated at higher excitation energies.
In order to determine efficiently these background contributions, some assumptions
need to be made about their shapes and magnitudes. The contributions from the
ISGQR and phenomenological backgrounds are calculated by assuming a Lorentzian
shape given by Eq. (1.3). The ISGQR component from DWBA calculations occupies
a fraction of the cross-section that agrees very well with a calculation assuming ex-
haustion of the energy-weighted sum rule (EWSR) for giant quadrupole resonances
(GQR) [Har01]. On the other hand, the phenomenological background is assumed to
describe the behaviour of the differential cross-section at higher excitation energies
and incorporates all unknown contributions from other multipolarities, IVGQR and
quasi-free scattering. This background component occupies the excitation-energy
region from 20.5 MeV and beyond. From DWBA calculations, its fraction of cross-
section makes a good agreement with a calculation that assumes exhaustion of the
EWSR [Pol11]. In the test case of 208Pb, this phenomenological background was
assumed to originate from the well documented IVGQR component located around
EIVGQR = 130A
−1/3 MeV, exhausting 50 – 100% of the appropriate sum rule and
has a width of 5 – 10 MeV [Har01]. The background subtraction steps followed on
the present 208Pb nucleus agreed very well with the recent work of Poltoratska et
al. [Pol11]. Typical excitation-energy spectra illustrating the background subtrac-
tion procedure are shown in Figs. 4.3 – 4.7.
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Figure 4.3: Estimated contributions to the excitation-energy spectrum of 208Pb in the
GDR region by E2 cross-sections and a phenomenological background. Colour: The
green dash-dotted curve corresponds to the E2 contribution, while the blue dashed one
shows the phenomenological background. The red continuous curve illustrates the sum of
these contributions.
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Figure 4.4: Estimated contributions to the excitation-energy spectrum of 58Ni in the
GDR region by E2 cross-sections and a phenomenological background. Here the 10.660
MeV magnetic dipole (M 1) state also reported in Ref. [Fuj07] is very prominent.
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Figure 4.5: Estimated contributions to the excitation-energy spectrum of 56Fe in the
GDR region by E2 cross-sections and a phenomenological background. Candidates of M 1
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Figure 4.6: Estimated contributions to the excitation-energy spectrum of natCa in the
GDR region by E2 cross-sections and a phenomenological background. Here the well-
known 10.3188 MeV M 1 state in 40Ca reported in [Ana81], the 0+ state at 9.304 MeV
and 1+ state at 9.83 MeV in 40Ca are indicated also.
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Figure 4.7: Estimated contributions to the excitation-energy spectrum of 27Al in the
GDR region by E2 cross-sections and a phenomenological background.
After the subtraction of the summed background denoted by the red continuous
line, the background free spectrum is then divided by the virtual gamma function
and rebinned to the energy bin-size of the published total photo-absorption data to
which it will be compared with. The same procedure is applied to the other target
nuclei as well.
4.4 Photo-excitation and decay of the IVGDR
Here, the experimental measured results are converted to the equivalent photo-
absorption spectra and are then compared with previously published total photo-
absorption data. The conversion of the measured (p,p′) excitation-energy spectra to
equivalent photo-absorption data (labelled as (p,p′γcorr)) was done after background
subtraction described in Sect. 4.3. The virtual E1 γ-production rate was determined
using Eqs. (2.57) and (2.60) (see Sect. 2.4.4). It is, however, necessary to determine
the lower cut-off impact parameter bmin and as a starting point the results of Fig. 5
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Figure 4.8: Top panel : Total number of virtual photons for the E1 multipolarity, created
by a proton passing by a lead target at impact parameters bmin = 12.3 fm and larger (i.e.
integrated over impact parameters), for three typical bombarding energies [Ber09]. Bottom
panel : Total number of virtual photons for the E1 multipolarity, as created by a proton
passing by the experimental targets at an incident energy of Ep = 200 MeV (see text).
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in Ref. [Ber09], shown at the top of Fig. 4.8, were reproduced. Here, for p +208Pb
at various incident energies a value of bmin = 12.3 fm was used. Following the
prescription of Eq. (2.60), Rsep was determined to be 2.61 fm using a radius r0 =
1.4 fm. These values were then consistently applied to the other target nuclei to
determine E1 production rate of virtual photons with a proton beam of 200 MeV
as a function of γ-energy for the different target nuclei used in this study and the
results are shown in the bottom part of Fig. 4.8.
4.4.1 Equivalent photon method
In order to compare the previously published total photo-absorption data with the
present measured data, there is need to convert the measured (p,p′) excitation-energy
data into equivalent photo-absorption data (p,p′γcorr). According to the equivalent
photon method, the excitation of the target nucleus can be described as the absorp-
tion of equivalent photons whose spectrum is determined by the Fourier transform
of the time-dependent electromagnetic field generated by the projectile [Jac75] (see
Sect. 2.4.4). The method is used to calculate the equivalent photon numbers or
the E1 multipolarity of the virtual radiation and after dividing the background-
subtracted measured spectrum by the virtual gamma function, the final step in-
volves normalising the equivalent photo-absorption spectrum to the available pub-
lished absolute cross-sections of the total photo-absorption data (see Sect. 4.5.1
and the corresponding (p,p′γcorr) spectra). The following normalisation factors were
used: 27Al(22), 40Ca(25), 56Fe(21), 58Ni(16) and 208Pb(20). To scale up the resulting
(p,p′γcorr) cross-sections to the corresponding total photo-absorption cross-sections
and within the uncertainities of determining experimental absolute (p,p′γcorr) cross-
sections the factor can be seen to be constant at 20 ± 5. This results from the
limited solid angle measurement used experimentally.
As a starting point, the top part of Fig. 4.9 shows the results of a previous study for
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208Pb(p,p′) at Ep = 295 MeV [Pol11] where there is clearly an excellent correspon-
dence between 208Pb(p,p′γcorr) spectrum and the total photo-absorption data (for
the sake of inter comparison all of the figures for this section are placed at the end).
The bottom part of Fig. 4.9 displays a comparison between the present, normalised,
equivalent photo-absorption cross-section energy spectrum and the published total
photo-absorption data on 208Pb [Var03]. Inspecting Fig. 4.9, one can see that the
two data sets (previous 208Pb(p,p′γcorr) at 295 MeV and present
208Pb(p,p′γcorr) at
200 MeV) demonstrate a remarkable agreement suggesting that the purely semi-
classical calculation given by Eq. (2.57) is able to reproduce the available pub-
lished total photo-absorption measurement on 208Pb. In addition, because of the
excellent agreement between the published photo-nuclear data and the equivalent
photo-absorption spectra for other nuclei studied namely 58Ni [Ish02a], 56Fe [Bor00],
40Ca [Ero03] and 27Al [Ahr75], one can justify the use of semi-classical method
(see Figs 4.10, 4.11, 4.12 and 4.13, respectively). Therefore, our equivalent photo-
absorption cross-section data support the conclusions on the presence of the IVGDR
in 208Pb, 58 Ni, 56Fe, 40Ca and 27Al, obtained from studying the photo-nuclear data.
Unfortunately, no plot of total photo-absorption data in comparison with the present
equivalent photo-absorption 56Fe energy spectrum is shown due to the unavailablity
of (γ,ABS) data in the literature. From the figures presented in this section, it is
clear that 208Pb nucleus has the lowest neutron- and-proton separation energies com-
pared to the other relatively low mass nuclei. This is consistent with the Liquid Drop
Model of the nucleus as a balance between the attractive short-range nuclear force
(volume) and long-range Coulomb repulsion terms, resulting in less tightly-bound
heavy nuclei. The nucleus 40Ca is seen as having the highest neutron-separation
energy, being a doubly magic nucleus with its valence shells completely filled, hence
requiring more energy to remove a single neutron. On the other hand, 56Fe nucleus
is seen to have the largest proton-separation energy, being linked to it having the
largest binding energy per nucleon, hence more energy will be required to remove
the tightly bound proton.
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Figure 4.9: Top panel : Total photo-absorption cross-sections for the previous 208Pb
nucleus in the GDR region. The red circles denote σabs obtained in the work at Ep = 295
MeV [Pol11], green squares represent the (γ,all) data from [Sch88] and black histogram
represents the (γ,xn) data from [Vey70,Bel82]. Bottom panel : The blue histogram denotes
the total photo-absorption cross-section (σ(p,p′γcorr)) obtained in the present work at Ep
= 200 MeV, green squares represent the σ(γ,ABS) data from [Var03], and black histogram
represents the σ(γ,xn) data from [Vey70,Bel82].
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Figure 4.11: The blue histogram denotes the total photo-absorption cross-section
(σ(p,p′γcorr)) obtained in the present work at Ep = 200 MeV, red circles denote σ(γ,n)
from [Bor00] and black triangles represent σ(γ,p) from [Bor00].
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Figure 4.12: The blue histogram denotes the total photo-absorption cross-section
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Figure 4.13: The blue histogram denotes the total photo-absorption cross-section
(σ(p,p′γcorr)) obtained in the present work at Ep = 200 MeV, green squares represent
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4.5 QPM E1 strength function for 208Pb, 58Ni,
56Fe and 40Ca
Prior to performing the analysis on the fine structure of the GDR, a comparison
is made between the experimental results and the global distributions of the E1
strengths obtained in the QPM. Information extracted from the energy scales present
in the excitation-energy spectra of giant resonances is significant in distinguishing
which mechanisms are dominant for the decay processes. However, there is still no
clear explanation on the interpretation of the fine structure scales observed. As a
result, the presence of advanced sophisticated microscopic models such as the QPM
plays a crucial role in addressing the fine structure interpretation. For a physical
interpretation of the obtained experimental results, one should compare them with
the microscopic predictions for the strength functions of the collective mode being
investigated.
The calculated B(E1) strength distribution in 208Pb, smoothed with the experimen-
tal energy-resolution of 45 keV (FWHM) is shown in Fig. 4.14. Here, a resonance
feature centered at Ex ≈ 14 MeV is observed and the strength distribution shows
considerable fine structure. The calculated strength distributions smoothed with
the experimental energy-resolutions 52 keV, 42 keV and 47 keV (FWHMs) for 58Ni,
56Fe and 40Ca, respectively, are also shown. From this plot, one can clearly vi-
sualise that the broad bumps corresponding to GDRs have been observed in the
excitation-energy region 17 – 19 MeV for 58Ni and around 17 – 20 MeV for 56Fe
nucleus. Moreover, for 40Ca nucleus, the prominent isovector giant dipole resonance
(IVGDR), situated around Ex ≈ 17 – 20 MeV with pronounced fine structure, is
observed. The features of Fig. 4.14 reproduce reasonably well the resonance regions
as observed in the experimental results displayed in Fig. 4.1. Figure 4.14 provides
sufficient evidence that fine structure exists in the theoretical QPM predictions and
presages the expectation of fine structure in the experimentally measured excitation-
131
8 10 12 14 16 18 20 22 24
0
3
6
20
40
60
4
8
3
6
  
 
Excitation energy (MeV)
40Ca 
 
208Pb
 
 
QPM
  
 
58Ni
 
 
B(
E1
) (
e2
fm
2 )
56Fe 
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energy spectra.
No QPM calculations were perfomed for 27Al nucleus, the reason being that it is an
odd mass nucleus and is too light, resulting in QPM calculations being extremely
difficult to perform since the mean field is calculated from the harmonic oscillator
instead of the commonly used Woods-Saxon potential.
The density of complex (2- and 3-phonon) configurations increases very rapidly
with excitation energy. For this reason, the QPM calculations of the GDR in the
present study have been performed on the basis of the interacting one- and two-
phonon configurations only. From QPM results including 2-phonon states, one can
conclude that Landau damping is the most important mechanism leading to strength
fragmentation.
4.5.1 E1 response: experiment versus theory
The microscopic calculations of the QPM are compared to the measured (p,p′)
excitation-energy spectra and the equivalent photo-absorption spectra as shown in
Figs. 4.15 – 4.18. In general, by inspecting all the comparison plots, it is clear
that the GDR total width is somewhat underpredicted by the theoretical calcula-
tions. This is not surprising because the calculations were performed in one- and
two-phonon basis, i.e. only the first stage of the doorway damping is accounted
for leading to underestimation of the total width of the GDR. The measured (p,p′)
excitation-energy spectra (top panels) failed to reproduce the resonance centroid
energies, while the equivalent photo-absorption spectra (middle panels) accurately
reproduced the centroid energies and QPM calculations (bottom panels) slightly un-
derpredicted them. This originates from the photo-absorption cross-section being
proportional to B(E1)Ex, i.e. due to the energy dependence of the virtual photon
numbers, its centroid energy is a few hundred keV above that of B(E1) distribution.
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Figure 4.15: Top panel : E1 response in experimental 208Pb(p,p′) spectrum between 8
MeV and 21 MeV. Middle panel : E1 response in 208Pb(p,p′γcorr) spectrum between 8 MeV
and 21 MeV. Bottom panel : QPM theoretical calculations for 208Pb nucleus.
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Figure 4.16: Top panel : E1 response in experimental 58Ni(p,p′) spectrum between 8
MeV and 25 MeV. Middle panel : E1 response in 58Ni(p,p′γcorr) spectrum between 8 MeV
and 25 MeV. Bottom panel : QPM theoretical calculations for 58Ni nucleus.
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Figure 4.17: Top panel : E1 response in experimental 56Fe(p,p′) spectrum between 8
MeV and 25 MeV. Middle panel : E1 response in 56Fe(p,p′γcorr) spectrum between 8 MeV
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Figure 4.18: Top panel : E1 response in experimental 40Ca(p,p′) spectrum between 8
MeV and 25 MeV. Middle panel : E1 response in 40Ca(p,p′γcorr) spectrum between 8 MeV
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4.6 Characteristic energy scales:
experimental versus theoretical
The application of the wavelet analysis technique provides a more detailed insight
into and quantitative measure of the observed structures in the IVGDR region. One
of the primary aims of this work is to extract characteristic energy scales from the
excitation-energy region of the IVGDR, comparing the energy scales obtained from
experiment with those from theoretical model predictions.
In order to perform wavelet analysis on the data, the Matlab software [Mat07] is
used. More details of this technique are given in Sect. 2.6.2. The choice of the
Mother wavelet plays an important role in this type of analysis. In order to achieve
an optimum representation of the signal σ using wavelet transformation, one has
to select a function ψ which resembles the properties and features of the studied
signal. The better the correspondence between the shape of ψ and σ is, the larger
is the wavelet coefficient. A maximum of the wavelet coefficients at certain value
δE indicates a correlation in the signal at the given scale, often called characteristic
scale. As a result, this choice of Mother wavelet should have a direct link with the
type of spectrum being fitted.
The Morlet or complex Morlet Mother wavelet is favoured in studies of fine struc-
ture phenomena because of its ability to give the smallest time-bandwidth prod-
uct [Lag92]. In the present analysis the complex Morlet Mother wavelet was cho-
sen since extracted energy scales are directly comparable to the equivalent natural
Fourier scale.
The Continuous Wavelet Transform (CWT) was applied to the region in the equiv-
alent photo-absorption spectrum corresponding to the maximum of the IVGDR
using the complex Morlet Mother wavelet. The equivalent photo-absorption spectra
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better represent the IVGDR in terms of position and width after the background
from other multipoles and quasi-free scattering has been subtracted from the mea-
sured (p,p′) excitation-energy spectra. As such, characteristic energy scales from
the microscopic QPM calculations can be compared to energy scales from equiv-
alent photo-absorption spectra. Moreover, in the case of 208Pb, scales were also
extracted from the EMPM calculations and compared against QPM scales within
the same excitation-energy range.
In Figs. 4.19 – 4.24 the excitation-energy spectra (top-right panels) and correspond-
ing wavelet transforms (middle- and bottom-right panels) are plotted for 208Pb, 58Ni,
56Fe, 40Ca and 27Al. The middle-right panels display the scale region up to 5 MeV
while the bottom-right panels (up to 2.0 MeV) show the same results but with a
reduced wavelet scale range to emphasise the presence of characteristic energy scales
in the fine structure. The shading intensity of each point on these plot corresponds
to the magnitude of the wavelet coefficients. Blue colour indicate regions of smallest
values of the wavelet coefficients, while red regions represent maximum values of
wavelet coefficients. In order to obtain a quantitative measure for the characteristic
energy scales that correspond to the maxima of the absolute values of the wavelet
coefficients, power spectra (square root of the sum of the squares of the complex
coefficients) are plotted (bottom-left panels). Specific characteristic energy scales
which are clearly visible or pronounced in the power spectra are indicated by full
arrows. Weak characteristic energy scales or less visible scales are shown by dashed
arrows.
A summary of the extracted characteristic energy scales is given in Table 4.2. The
table gives 4 categories of energy scales: Identical scales between “theory” and
“experiment” are shown in bold, pronounced scales have horizontal lines over them,
weak scales are not in bold and have no horizontal lines, and scales representing the
total widths of GDRs are in green colour with horizontal lines under them.
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Figure 4.19: Top panel : CWT analysis of the IVGDR strength distribution from
QPM calculations of 208Pb. The power spectrum on the left represents the region 12
≤ Ex ≤ 15.5 MeV. Bottom panel : CWT analysis of the excitation-energy spectrum of
the 208Pb(p,p′γcorr). The power spectrum on the left corresponds to the IVGDR measured
and the same region is used in the top part of the figure. Colour: The green line in the
power spectrum indicates the same characteristic energy scales shown by the blue line but
only that they been scaled up by a certain enhancement factor to make them visible and
the same applies for all the other nuclei. It should be noted that the scales for the total
widths of the GDRs in the table 4.2 are not shown in the other plotted figures except for
208Pb because the scale axis is limited to 5 MeV for better visibility of low-lying wavelet
coefficients.
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Figure 4.20: Top panel : CWT analysis of the IVGDR strength distribution from QPM
calculations of 58Ni. The power spectrum on the left represents the region 14 ≤ Ex ≤ 24
MeV. Bottom panel : CWT analysis of the excitation-energy spectrum of the 58Ni(p,p′γcorr).
The power spectrum on the left corresponds to the IVGDR measured and the same region
is used in the top part of the figure.
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Figure 4.21: Top panel : CWT analysis of the IVGDR strength distribution from QPM
calculations of 56Fe. The power spectrum on the left represents the region 14 ≤ Ex ≤ 24
MeV. Bottom panel : CWT analysis of the excitation-energy spectrum of the 56Fe(p,p′γcorr).
The power spectrum on the left corresponds to the IVGDR measured and the same region
is used in the top part of the figure.
142
200 400 600 800 1000 1200 1400 1600
0
50
100
Excitation Energy (MeV)
B(
E1
) (
arb
. u
nit
s)
Co
m
pl
ex
 M
or
le
t S
ca
le
 (k
eV
)
Excitation Energy (MeV)
 
 
10 15 20 25
1000
2000
3000
4000
500
101 102 103
0
0.2
0.4
0.6
0.8
1
Po
w
er
 (a
rb.
 un
its
)
Complex Morlet Scale (keV)
Co
m
pl
ex
 M
or
le
t S
ca
le
 (k
eV
)
Excitation Energy (MeV)
 
 
10 15 20 25
500
1000
1500
2000
−50
0
50
−50
0
50
(a) 40CaB(E1)
QPM
200 400 600 800 1000 1200 1400 1600
0
0.05
0.1
0.15
0.2
Excitation Energy (MeV)
d2
σ
/d
Ω
dE
 (m
b/s
rM
eV
)
Co
m
pl
ex
 M
or
le
t S
ca
le
 (k
eV
)
Excitation Energy (MeV)
 
 
10 15 20 25
1000
2000
3000
4000
500
101 102 103
0
0.2
0.4
0.6
0.8
1
Po
w
er
 (a
rb.
 un
its
)
Complex Morlet Scale (keV)
Co
m
pl
ex
 M
or
le
t S
ca
le
 (k
eV
)
Excitation Energy (MeV)
 
 
10 15 20 25
500
1000
1500
2000
−0.2
−0.1
0
0.1
0.2
−0.15
−0.1
−0.05
0
0.05
0.1
40Ca(p,p′γ corr)
E
 Lab =  200 MeV
θ
 Lab =  0
o
 − 1.91o
(b)
Figure 4.22: Top panel : CWT analysis of the IVGDR strength distribution from QPM
calculations of 40Ca. The power spectrum on the left represents the region 14 ≤ Ex ≤ 24
MeV. Bottom panel : CWT analysis of the excitation-energy spectrum of the 40Ca(p,p′γcorr).
The power spectrum on the left corresponds to the IVGDR measured and the same region
is used in the top part of the figure.
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Figure 4.23: CWT analysis of the excitation-energy spectrum of the 27Al(p,p′γcorr). The
power spectrum on the left represents the region 14 ≤ Ex ≤ 24 MeV.
Table 4.2: Characteristic energy scales of the GDR in 208Pb, 58Ni, 56Fe, 40Ca and 27Al
extracted from the wavelet analysis of equivalent photo-absorption results and QPM
calculations. Bold energy scales represent identical scales between “theory” and “experi-
ment”, energy scales with horizontal lines over them represent clearly identifiable scales
(e.g. abc), weak scales are not in bold and have no horizontal lines and finally, the energy
scales representing the total widths of GDRs are shown in green colour with horizontal
lines under them (e.g. abc).
Nucleus Scale Class I Class II Class III
∆E < 300 keV 300 ≤ ∆E ≤ 1000 keV ∆E ≥ 1000 keV
208Pb
(p,p′γcorr) 90 170 310 700 3600
QPM 170 700 3450
58Ni
(p,p′γcorr) 70 130 200 350 490 850 7150
QPM 130 350 1540 4130
56Fe
(p,p′γcorr) 110 250 440 790 940 1170 3230 7240
QPM 80 250 440 680 2210 3990
40Ca
(p,p′γcorr) 90 190 300 610 1560 2410 7470
QPM 110 190 300 470 2290 4010
27Al
(p,p′γcorr) – 340 530 980 1500 7600
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Figure 4.24: Top panel : CWT analysis of the IVGDR strength distribution from EMPM
calculations of 208Pb. The power spectrum on the left represents the region 9 ≤ Ex ≤
13 MeV. Bottom panel : CWT analysis of the IVGDR strength distribution from QPM
calculations of 208Pb. The power spectrum on the left corresponds to the IVGDR measured
and the same region is used in the top part of the figure.
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A comparison between EMPM energy scales and QPM energy scales gave the fol-
lowing energy scales: 120, 240, 490, 1230, and 4070 keV (EMPM energy scales)
and 120, 240, 490, 690, 1120, 1760, and 3510 keV (QPM energy scales). Here, it is
interesting to note that identical energy scales appear in the lower more pronounced
excitation-energy region, Ex = 9 – 13 MeV for
208Pb EMPM model and the QPM
model (see Fig. 4.24).
4.6.1 RPA discussion
While the quantitative results of various theoretical models differ significantly, the
success in reproducing at least the qualitative features of the characteristic energy
scales motivates attempts to extract their under-lying physical nature from the
model predictions. Within the RPA model, where only 1p-1h transitions are treated,
the GDR strength is concentrated in just a few states. Furthermore, the extraction
of information on the dominant damping mechanism can be achieved through CWT
analysis of the QPM calculations including only 1-phonon transitions.
The strength distributions calculated with QPM and RPA methods are plotted in
Figs. 4.25 – 4.28 together with the equivalent photo-absorption spectra. The left pan-
els of the figures show the response functions while the right panels depict the result-
ing wavelet power distributions from wavelet analysis. The RPA response function
results for 208Pb – 40Ca show that all the nuclei contain more than four states, such
that the response functions show fine structures already on the RPA levels. Accord-
ingly, the wavelet analysis of the RPA results is able to detect characteristic energy
scales, beyond trivial scale-folding widths of the experimental energy-resolutions,
included for the comparison with experiment. The deduced RPA results are reason-
ably similar to the QPM results including 2-phonon states, confirming that Landau
damping is the most important mechanism leading to the formation of fine structure
and related characteristic energy scales, found in the experimental spectra.
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Figure 4.25: 208Pb equivalent photo-absorption spectrum together with the power spec-
trum from the CWT analysis in comparison with QPM and RPA predictions.
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Figure 4.26: 58Ni equivalent photo-absorption spectrum together with the power spec-
trum from the CWT analysis in comparison with QPM and RPA predictions.
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Figure 4.27: 56Fe equivalent photo-absorption spectrum together with the power spec-
trum from the CWT analysis in comparison with QPM and RPA predictions.
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Figure 4.28: 40Ca equivalent photo-absorption spectrum together with the power spec-
trum from the CWT analysis in comparison with QPM and RPA predictions.
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4.7 Extraction of the level densities
The level densities of Jpi = 1− states in 208Pb, 58Ni, 56Fe and 40Ca nuclei were
extracted by means a fluctuation analysis technique in the excitation-energy in-
terval, Ex = 8 – 20 MeV. The extracted experimental level densities were then
compared with different parameterisations of the Back Shifted Fermi Gas (BSFG)
model [Rau97, Egi05], the microscopic calculations performed in the framework of
the Hartree Fock-Bogoliubov (HFB) model [Hil06], and the Hartree Fock-BCS ap-
proach [Dem01].
4.7.1 Fluctuation analysis technique
Basic research on nuclear level densities has been concerned with a number of phe-
nomenological and microscopic models, their validation by comparison with mea-
surements and the extraction of level density parameters from experimental data.
A detailed description of the fluctuation analysis method used for the extraction
of level densities was presented in Sect. 2.7.2. Referring back to Eq. (2.138), the
autocorrelation function value (C(ǫ)− 1) at ǫ = 0, is proportional to the mean level
spacing 〈D〉, therefore, leading to direct extraction of 〈D〉 once the value of the
autocorrelation function is known. The extraction process can be done using either
one of the following two possible approaches:
• the determination of the background in order to extract the mean level spacing
from the experimental autocorrelation function by using Eq. (2.138).
• by making an assumption that defines the level density, e.g. calculating the
level density by theoretical model means, so as to allow direct background
determination by varying its shape in a way that the experimental value (C(ǫ =
0)− 1) becomes equal to the theoretical value.
For this particular work, level densities were extracted by using the first approach.
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The majority of instrumental background was removed using software cuts during
data analysis which allows the remaining background contributions to be accounted
for using the model-independent Discrete Wavelet Transform (DWT), in the region
of IVGDR.
4.7.2 DWT decomposition and background determination
The DWT decomposition analysis was applied to the experimental measured data
in the region of the IVGDR. In the analysis, the background can be described by
a smooth and well approximated polynomial function of low order. This allows to
take advantage of the vanishing moments of wavelets in which the Biorthogonal 6.8
wavelet family (see Table 4.3) is chosen. This choice of wavelet family has suitable
vanishing moments when applied to the form of background present in this analy-
sis [Dau94]. Furthermore, a function having sufficient number of moments will allow
all non-resonant components to be found in the approximations (Ai), while details
(Di) give the information on the fluctuations. Consequently, at some stage of the
decomposition the approximation corresponds to the background and does not carry
information on the fine structure anymore. This stage of decomposition depends on
such parameters like the bin size or the total width of the resonance.
As an example, we consider the excitation-energy spectrum of 208Pb(p,p′) which was
decomposed into approximations (Ai) and details (Di) as shown in Fig. 4.29. The
global shape of the IVGDR region is given by A9 so that the next approximation cor-
responds to the background which carries no fine structure information. As a result,
background A10 is chosen since it is considered to be a non-resonant contribution
to the spectrum. Finally, a fluctuation analysis is performed after subtracting the
A10 background from the excitation-energy spectrum of each target nucleus.
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4.7.3 Extraction of 1− level densities
Following on from the DWT analysis described above, the upper part of Fig. 4.30
displays the experimental measured example of 208Pb(p,p′) excitation-energy spec-
trum with the assumed DWT background. The fluctuation analysis of Sect. 2.7.2
then requires the smoothed spectra g(Ex) and g>(Ex), displayed superimposed on
each other, the stationary spectrum d(Ex) and in the bottom part of Fig. 4.30 the
autocorrelation function for the experimental measured data.
The extraction of the mean level spacing 〈D〉 makes use of the experimental (C(ǫ =
0)−1) value which is inserted into Eq. (2.138) with the values of the other parameters
listed in Table 4.3. Moreover, the resulting mean level spacing 〈D〉 and level density
ρ are defined by
〈D〉 = (C(ǫ = 0)− 1)× Constant, (4.1)
ρ = 1/〈D〉. (4.2)
The level density in each energy bin is calculated using Eq. (4.2) as the reciprocal of
the mean level spacing. The same approach for the extraction of 1− level densities
in the target nuclei (208Pb – 40Ca) was applied. Using Eq. (4.1), the following
expressions to determine the mean level spacing were used for the different target
nuclei:
〈D〉Pb = (C(ǫ = 0)− 1)× 0.073589, (4.3)
〈D〉Ni = (C(ǫ = 0)− 1)× 0.089954, (4.4)
〈D〉Fe = (C(ǫ = 0)− 1)× 0.070416, (4.5)
〈D〉Ca = (C(ǫ = 0)− 1)× 0.080486. (4.6)
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Figure 4.29: Decomposition of the 208Pb(p,p′) excitation-energy spectrum with the
DWT analysis into approximations Ai and details Di. The approximation A9 describes
the total width of the GDR, thus A10 can be adopted as background shape.
Table 4.3: List of parameters utilised in the level density extraction of Jpi
= 1− states.
Nucleus α-value Expt energy-resolution (∆E ) Background Type
208Pb 2.273 45 keV Bior 6.8
58Ni 2.273 52 keV Bior 6.8
56Fe 2.273 42 keV Bior 6.8
40Ca 2.273 47 keV Bior 6.8
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tra g(Ex) and g>(Ex), stationary fluctuating spectrum d(Ex) obtained by dividing the
two smoothed spectra, autocorrelation functions from experimental (purple solid line).
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Figures 4.31, 4.33, 4.35 and 4.37 show the results from the DWT background de-
termination after selecting A10 as the background. The estimates of the starting
points of the A10 DWT backgrounds used in the extraction of experimental level
densities were justified by the argument that below these excitation-energy points,
the cross-sections were observed to be dropping to values close to zero (see Fig. 4.2),
hence justifying the exclusion of these parts of the excitation-energy regions during
level density extraction. In Fig. 4.32, results from the comparison of the extracted
experimental level densities of 1− states in 208Pb nucleus with the theoretical model
predictions are shown. One should note that the excitation-energy range displayed
is restricted to the region where 〈Γ〉/〈D〉 ≪ 1, neglecting the Ericson fluctuation
region at higher excitation energies.
The red solid and green dashed lines indicate the result of the BSFG level density
calculations using the parameterisations of [Rau97] and [Egi05], respectively. The
spin- and parity-dependent level densities from the HFB model [Hil06] are shown as
an orange dash-dotted line and finally the blue dotted line represents parameterisa-
tions of HF-BCS [Dem01].
The same level density extraction prescription as that in the case of 208Pb nucleus
was repeated for the measured excitation-energy spectra of 58Ni, 56Fe and 40Ca nuclei.
However, Fig. 4.34 shows the results of the extracted experimental level densities of
Jpi = 1− states in 58Ni nucleus compared to the theoretical model predictions. It
should be noted that the level densities were extracted after subtracting the DWT
(A10) background from the experimentally measured (p,p′) excitation-energy spec-
trum (see top panel of the presented figures).
Figure 4.36 shows the results of the extracted experimental level densities in 56Fe
nucleus after subtracting the A10 background and then compared to the theoretical
model predictions. Finally, Fig. 4.38 shows the results of experimental level densities
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of Jpi = 1− states in 40Ca nucleus after background subtraction and then compared
to the theoretical model predictions. For ease of comparison the level density figures
for all the nuclei studied are grouped together at the end of this section.
4.7.4 Discussion of extracted Jpi = 1− states
Examining each nucleus:
208Pb: The experimental level density results increased by close to two orders of
magnitude in the excitation-energy range, Ex = 8 – 14 MeV, and then started to
fall indicating that the extraction method failed to work at higher excitation energies.
From Fig. 4.32, one can see that the BSFG (Rauscher) with parametrisation from
Ref. [Rau97] overestimates the extracted level densities of Jpi =1− states in 208Pb
nucleus while the BSFG (von Egidy) model from Ref. [Egi05] is in reasonable agree-
ment with our data up to the excitation energy of 14 MeV. Moreover, the energy
dependence of the BSFG (von Egidy) calculation is very similar to the experimental
data and HF-BCS results in the energy range, Ex 6 14 MeV.
58Ni: Between 12 MeV < Ex 6 18.5 MeV, an increase in experimental level den-
sities by more than an order of magnitude was visualised and then followed by
a drop in the level densities. Figure 4.34 reveals that two BSFG parametrisa-
tions [Rau97,Egi05] are in excellent agreement with the experimental level density
results in the excitation-energy range considered, Ex = 12 – 18.5 MeV.
56Fe: The experimentally obtained level densities were predicted to have increased
by more than an order of magnitude in the excitation-energy region between 10 MeV
and 18.5 MeV. Beyond this region, the extraction method failed to work, therefore
supporting the decrease in the level densities. In Fig. 4.36, although the qualitative
trend of the experimental data are well described, in general the HF-BCS parametri-
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sation [Dem01] slightly overpredicts the extracted level densities.
40Ca: Up to an excitation energy of Ex ≈ 20 MeV, an increase by more than an or-
der of magnitude was observed. In the doubly-magic 40Ca nucleus, the magnitude of
the level density pattern was found to be significantly smaller, as one would expect,
and in addition, the HFB model [Hil06] failed to follow a smooth energy dependence
as evidenced by the large fluctuations (see Fig. 4.38).
Summarising, we have extracted level densities of 1− states in the GDR energy
region of medium and heavy, magic and open shell nuclei. In general, the results
are equally close to the predictions of the microscopic BSFG (Rauscher) and HFB
models. Unfortunately, the method fails at high energy tail of the GDR when
the level densities become too high. This failure is attributed to the fact that the
experimental energy-resolution of the (p,p′) scattering measurement limits the level
density to 103 MeV−1 for this method. The uncertainities of the extracted level
densities were estimated by using different input parameters of the autocorrelation
function. The following contributions, assumed to be independent of each other,
were considered in the calculation of the experimental errors:
• Smoothing parameters: A variation by ± 10% led to a 2% error contribution,
• Range of the excitation energy interval: The analysis was repeated for interval
sizes between 0.5 and 2 MeV. The corresponding uncertainty amounted to ±
10%, and
• Choice of wavelet functions: The variation between the different choices of the
BIOR wavelets is taken as an estimate of the uncertainty of the background
determination. Increasing the number of vanishing moments leads to larger
backgrounds but approaching a constant magnitude and shape for the highest
values used in the present analysis. The variation thus led to a systematic
reduction of the level densities reaching 10%.
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Figure 4.31: Excitation-energy spectrum of 208Pb(p,p′) reaction at 0◦ before subtracting
DWT (A10) background.
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Figure 4.32: Comparison of the experimentally obtained level densities of 1− states in
208Pb in the energy range from 8 to 17 MeV with predictions from BSFG using the model
of [Rau97] (red solid line) or from [Egi05] (green dashed line), HF-BCS [Dem01] (blue
dotted line) and HFB [Hil06] (orange dash-dotted line).
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Figure 4.33: Excitation-energy spectrum of 58Ni(p,p′) reaction at 0◦ before subtracting
DWT (A10) background.
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Figure 4.34: Comparison of the experimentally obtained level densities of 1− states in
58Ni in the energy range from 12 to 20 MeV with predictions from BSFG using the model
of [Rau97] (red solid line) or from [Egi05] (green dashed line), HF-BCS [Dem01] (blue
dotted line) and HFB [Hil06] (orange dash-dotted line).
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Figure 4.35: Excitation-energy spectrum of 56Fe(p,p′) reaction at 0◦ before subtracting
DWT (A10) background.
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Figure 4.36: Comparison of the experimentally obtained level densities of 1− states in
56Fe in the energy range from 8 to 20 MeV with predictions from BSFG using the model
of [Rau97] (red solid line) or from [Egi05] (green dashed line), HF-BCS [Dem01] (blue
dotted line) and HFB [Hil06] (orange dash-dotted line).
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Figure 4.37: Excitation-energy spectrum of 40Ca(p,p′) reaction at 0◦ before subtracting
DWT (A10) background.
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Figure 4.38: Comparison of the experimentally obtained level densities of 1− states in
40Ca in the energy range from 12 to 20 MeV with predictions from BSFG using the model
of [Rau97] (red solid line) or from [Egi05] (green dashed line), HF-BCS [Dem01] (blue
dotted line) and HFB [Hil06] (orange dash-dotted line).
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Chapter 5
Conclusion
The present thesis focuses on the investigation of the phenomenon of fine structure
of giant resonances in light, medium-heavy and heavy nuclei. Emphasis was placed
on the extraction of the properties of the IVGDR. High energy-resolution inelastic
proton scattering data were collected at the iThemba LABS cyclotron facility utilis-
ing an Ep = 200 MeV proton beam and the K600 magnetic spectrometer for
208Pb,
58Ni, 56Fe, 40Ca and 27Al target nuclei for kinematical conditions corresponding to
the maximum of a ∆L = 1 excitation. An experimental energy-resolution of ∆E ≃
42 keV FWHM was achieved using the faint-beam dispersion matching technique,
which was crucial for the detection of the fine structure in the excitation-energy
spectra. Fine structure was identified in all the nuclei investigated, hence proving it
to be a global phenomenon. The present investigation supports the conclusions on
fine structure reported in the (e,e′) work of [Str98,Die94] and later by [Kal05].
Since the cross-sections are of major interest, the first intermediate goal of the
present experiment was to test the reproducibility of previously measured photo-
absorption data. The measured cross-sections of the nuclei investigated were found
to be consistent with the previously published Giant Dipole Resonance (GDR) data,
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which allows us to gain confidence in the analysis results. Previous studies have re-
vealed that knowledge of the cross-sections for partial photo-nuclear reactions (γ,p)
and (γ,n) play a significant role isolating reliably the semi-direct branch of GDR
decay (see Sect. 2.2.1). Concurrently, these partial photo-nuclear data were found
to enable one to establish the shell structure of the dipole resonance being consid-
ered [Ish02b].
Several methods have been applied for the characterisation of fine structure and
the extraction of energy scales. Techniques based on a wavelet transform were de-
veloped and utilised, which gave precise and model-independent information on the
scales and their localisation in the excitation-energy spectrum. These features of the
wavelet analysis allowed the confirmation that the experimentally identified energy
scales are indeed characteristic for the IVGDR energy region. In this study, the
complex Morlet mother wavelet was used to extract the characteristic energy scales.
In order to enable a direct comparison between energy scales from experiment and
theory, smoothing of B(E1) strength distributions is vital. This is a process that in-
volves folding the theoretical distributions with the experimental energy-resolutions
before the application of wavelet analysis technique. However, a good agreement be-
tween the energy scales from the present experiment and theoretical predictions was
observed. Three classes of energy scales were observed viz Class I contained energy
scales below 300 keV. Several intermediate energy scales between 300 keV and 1000
keV belonged to Class II. Finally, Class III contained the largest observed energy
scales above 1000 keV and these energy scales reflect the gross structure and the
total width of the resonance. This classification of energy scales follows the recent
work of Ref. [Usm09]. These energy scales can help in understanding the damping
mechanism of the resonances (the origin of the width) in nuclei. In the present work,
the calculations were performed on the RPA level and with accounting for coupling
between 1p-h and 2p-2h configurations. Since reasonably similar energy scales were
detected in both RPA and QPM calculations, this allows us to conclude that Landau
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damping is responsible for the main energy scales experimentally observed for the
giant dipole resonance.
The extraction of spin- and parity-dependent level densities of 1− states in 208Pb,
58Ni, 56Fe, and 40Ca nuclei in the GDR region was achieved by means of the fluc-
tuation analysis technique and comparisons between the experimentally obtained
level densities with those from theoretical models were done. In general, there is an
overall fair agreement between results from experiment and theory.
Finally, the present work will also serve in the provision of information on the
capabilities and limitations of the newly commissioned zero-degree facility of the
K600 magnetic spectrometer. This will hopefully allow for better energy-resolution
to be achieved in future experimental studies, thus uncovering the next levels in
the hierarchy of couplings, which are expected to produce even finer structure and
smaller energy scales.
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