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SUMMARY
Learning high-capacity machine learning models for perception, especially for high-
dimensional inputs such as in computer vision, requires a large amount of human-annotated
data. Many efforts have been made to construct such large-scale, annotated datasets. How-
ever, there are not many options for transferring knowledge from those datasets to other
tasks with different categories, limiting the value of these efforts. While one common op-
tion for transfer is reusing a learned feature representation, other options for reusing super-
vision across tasks are generally not considered due to the tight association between labels
and tasks. This thesis proposes to use an intermediate form of supervision, pairwise sim-
ilarity, for enabling the transferability of supervision across different categorization tasks
that have different sets of classes. We show that pairwise similarity, defined as whether
two pieces of data have the same semantic meaning or not, is sufficient as the primary
supervision for learning categorization problems such as clustering and classification.
We investigate this idea by answering two transfer learning questions: how and when to
transfer. We develop two loss functions for answering how to transfer and show the same
framework can support supervised, unsupervised, and semi-supervised learning paradigms,
demonstrating better performance over previous methods. This result makes discovering
unseen categories in unlabeled data possible by transferring a learned pairwise similar-
ity prediction function. Additionally, we provide a decomposed confidence strategy for
answering when to transfer, achieving state-of-the-art results on out-of-distribution data
detection. Lastly, we apply our loss function to the application of instance segmentation,





The field of machine perception has made tremendous progress in image classification,
object detection, semantic segmentation, and many other problems. These improvements
have been driven by two ingredients: complex machine learning models and large human-
annotated data. The models usually adopt deep neural networks due to their scalable ca-
pacity in learning to convert image pixels to a target. Such capacity comes with the price of
millions of parameters, leading to the need of big labeled datasets to generalize, which are
often associated with the problem of overfitting. The difficulty of learning such powerful
models thereby depends highly on the cost of collecting the labels, which depends on the
amount of human supervision involved.
In supervised learning, the human-annotated labels used in common computer vision
applications are expensive. The class label takes a person 1 second per object, while an
object bounding box takes 10 seconds and an object segmentation mask requires 79 seconds
[1]. Those costs become astounding when the datasets are at the scale of millions of images.
Furthermore, all the above labels require a-priori knowledge of all classes, and limits the
form of supervision that can be leveraged. For example, the classes may be ambiguous
or non-expert human annotators may be able to more easily provide information about
whether two instances are of the same class or not, rather than identifying the specific class
(See Figure 1.1). More importantly, learning with class-specific labels limit the classifier
from being applied to unseen classes.
In contrast to human-provided supervision, some strategies create dense supervision
without humans. Such strategies, called self-supervised or unsupervised learning, auto-
matically create labels from varied natural cues, including temporal constraints, spatial
constraints, self-reconstruction, or using clustering methods based on assumptions of the
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Q: Are they the same type of animal? No
Yes
No
Left Credit: Mathias Appel. Public domain. https://www.usgs.gov/media/images/black-and-white-ruffed-lemur-genus-varecia-0
bottom : Hengatie, public domain  https://en.wikipedia.org/wiki/File:Blackwhitelemur.JPG
Top: Silviu Firulete, Creative Commons Zero , https://www.publicdomainpictures.net/en/view-image.php?image=303472&picture=beaver-in-the-landscape
Figure 1.1: It is easier for a human to judge whether a pair of images is from the same
categ ry th n label ng the r classes. Images with public domain licence credit to Mathias
Appel (left), Silviu Firulete (top), and Hengatie (bottom).
data distribution [2, 3]. Some of these strategies define proxy tasks, such as image col-
orization [4, 5], image rotation prediction [6], and image patch placement [7, 8], in which
labels are obtained for free. However, models learned with these proxy tasks are only used
for parameter initialization, and still require human-annotated labels for performing an ac-
tual target task. This is because the outputs of a proxy task are not aligned with the target
applications, such as the class of images.
Unlike learning with a crafted proxy task, we humans can directly identify semanti-
cally coherent clusters even for unseen classes by leveraging a-priori knowledge of how
categories are defined (see Figure 1.2). In other words, discovering categories should be
a process which is not only based on self-supervised or unsupervised learning but also su-
pervised learning if such human supervision is available (e.g. for learning how to compare
a pair of images). Can a machine achieve a similar capability to discover new categories
while incorporating supervision when available? In this thesis, we investigate this process
as a transfer learning problem, casting the problem as questions of what , how, and when
to transfer.
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Figure 1.2: Learning to cluster: Consider grouping the four Test images into two clusters.
There are four possible criteria: color, pose, species, and size, and the general task of
grouping these items does not specify which to use. However, once the demonstration is
given, the criteria for clustering can be learnt. In this case, it is species.
Regarding the question of what to transfer, one desideratum inspired from self-supervised
learning is formulating the form of supervision in a way so that it can be generated auto-
matically, either from a learned function or from natural cues such as spatial or temporal
relationships. The form of supervision should not be class-specific, while still encoding the
semantic meaning of categories. As discussed in the above paragraphs, neither the class-
specific labels nor the free labels of proxy tasks can meet the above desiderata. Therefore
we focus on pairwise similarity, which does satisfies them. We regard pairwise similarity
as information indicating whether two instances (e.g. images for classification or pixels
for segmentation) belong to the same class or not (e.g. the blue lines in Figure 1.1). When
human supervision is available, such as a labeled dataset, pairwise similarity can be learned
through a function which takes a pair of data and predicts a similarity. Then this function
is what we transfer to another categorization task, which may or may not contain unseen
categories, to provide free supervision for learning with the unlabeled data.
The second question is how to transfer. Since pairwise similarity is provided, formu-
lating it into the optimization objective of clustering is the first choice. This strategy is
closely related to constrained clustering algorithms, which use a binarized form of similar-
ity as the constraints to construct clusters. In later sections, we will see that the existing
constrained clustering methods are sensitive to noisy similarity estimates and the number
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of clusters. Therefore one of the goals of this thesis is to provide robust clustering methods
which enable a transferring scheme by leveraging the success of deep learning.
Lastly, when to transfer is a problem of determining when the learned knowledge is
useful for understanding unknowns (unlabeled data). For example, a learned pairwise sim-
ilarity function may make satisfiable predictions only when the unknowns are similar in
a certain way to what it previously learned. In the case that the unknowns are not re-
lated the knowns (training data), the machine should neither make predictions nor discover
categories, but switch to a fallback solution such as asking for human supervision. Deter-
mining which case is applicable requires a method to quantify similarities between knowns
and unknowns. Therefore we address this problem by developing an out-of-distribution
data detection strategy.
1.1 Thesis Statement
The pairwise similarity can be used as the primary supervision for image categorization
tasks such as clustering and classification, making transferring supervisions across tasks a
viable learning option.
1.2 Outline
After reviewing the related work in Chapter 2, we explore a strategy for a classical clus-
tering problem which utilizes pairwise similarity in Chapter 3: the constrained cluster-
ing problem. In this case, the constraints are binarized pairwise similarity for indicating
whether two data are from the same class or not. While most of the constrained clustering
algorithms use pairwise similarity separately in metric learning and cluster assignment, we
develop a new strategy to do both simultaneously in a neural network model with a single
optimization objective. We further demonstrate how the proposed method enhances clus-
tering performance and robustness against noisy similarities and an unknown number of
clusters.
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Chapter 4 provides a strategy to collect pairwise similarity without labels in the target
domain (and therefore no extra labeling cost) via transferring a learned similarity prediction
function, showing that we can discover unseen categories for images with only predicted
pairwise similarities. Transfer learning is performed across domains and tasks, formulating
it as a problem of learning to cluster with the optimization objectives proposed in Chapter
3.
Chapter 5 is another extension of Chapter 3, but from the view of classification. This
chapter presents a new strategy for multi-class classification that requires no class-specific
labels, but instead leverages pairwise similarity between data. The proposed method, meta
classification learning, optimizes a binary classifier for pairwise similarities and through
this process learns a multi-class classifier as a sub-module. We formulate this approach,
present a probabilistic graphical model for it, and derive a surprisingly simple objective
function that can be used to learn discriminative classifiers with neural network-based mod-
els.
Chapters 6 and 7 address the question of when to transfer. We begin with investigating
the correlation between domain similarity and transferability in Chapter 6. Then, we relax
the limitation of the domain similarity method used in Chapter 6, proposing two out-of-
distribution data detection strategies in Chapter 7. We specifically propose to decompose
confidence scoring as well as a modified input pre-processing method, showing that both
of these significantly help in detecting when data comes from a different domain (distribu-
tion).
Finally, in Chapter 8, we extend the data type from image-wise similarity to pixel-
wise similarity, demonstrating the scalability (e.g. millions of pixels) and generalizability
(real-world application) of our strategy proposed in Chapter 3. Specifically, we address
two applications. The first is road lane detection for an autonomous driving scenario, in
which our clustering criteria can be straightforwardly applied. The second is the generic in-
stance segmentation problem, which is challenging because the images have a much larger
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amount of instances than the first case. We address such a challenge by augmenting our
clustering criteria with the map coloring concept since two-dimensional images constrain
the connectivity of pixels.
1.3 Contributions
This dissertation provides new methods and theories to utilize pairwise similarity for visual
categorization problems. Specifically, we made the following key contributions:
• Novel clustering optimization criteria: We propose KLD-based contrastive loss (KCL),
which jointly optimizes the clustering criteria while learning the feature representa-
tion with neural networks. The clustering method shows a strong robustness against
the number of clusters specified to the algorithm. (Chapter 3) [9]
• Novel classification learning criteria: Our Meta Classification Likelihood (MCL) has
both theoretical and empirical supports that multi-class classifiers can be learned with
only pairwise similarity. (Chapter 5) [10]
• New transfer learning scheme: We demonstrate how to transfer pairwise supervision
across tasks of different sets of classes, allowing new categories to be discovered.
(Chapter 4) [11]
• New perspectives for out-of-distribution detection problem: We introduce the closed-
world assumption to re-interpret the class posterior probability output from a discrim-
inative classifier, inspiring a set of classifier designs which detect out-of-distribution
data with a significantly improved performance. Besides, we provide new insight by
dividing the problem into two cases, semantic and non-semantic shifts, pointing out
the challenge of detecting unseen classes. (Chapter 7) [12]
• Demonstrated scalability and generalizability: Our KCL is applied to instance seg-
mentation for clustering millions of pixels, demonstrating competitive results in real-
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world applications. (Chapter 8) [13]




Constrained clustering and transfer learning are the two core concepts that we leverage for
learning with pairwise similarity. We discuss them here at a higher-level while leaving
each chapter to provide specific background or literature survey for situating varied sub-
problems covered in the thesis.
2.1 Constrained Clustering
Constrained clustering algorithms can be categorized by how they utilize pairwise con-
straints (i.e. binarized pairwise similarity). The first set of work uses the constraints to
learn a distance metric. For example, DML [14], ITML [15], SKMS [16], SKKm [16, 17],
and SKLR [17]. This group of approaches closely relates to metric learning and needs
a clustering algorithm such as K-means in a separate stage to obtain cluster assignments.
The second group of work uses constraints to formulate a clustering loss, so that clustering
results incur minimal violation against the constraints. For example, COP-KMeans [18],
CSP [19] and COSC [20]. The third group uses constraints for both metric learning and the
clustering objective, such as MPCKMeans [21] and CECM [22]. The fourth group does not
use constraints at all. Generic clustering algorithms such as K-means [23], LSC [24], and
LPNMF [25] all belong to this category. There is a long list of associated works which are
summarized in survey papers, e.g. [26] and [27]. Our proposed clustering strategy belongs
to the third group. Additionally, the constrained clustering methods above usually focus on
semi-supervised setting where the ground-truth constraints are sparsely available. In our
unsupervised setting, the ground-truth is unavailable but predicted constraints are densely
available. This thesis includes all four groups of algorithms in the comparison and show
the advantages of the third group.
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2.2 Transfer Learning
Transfer learning aims to leverage knowledge from the source domain to help learn in the
target domain, while only focusing on the performance on the target domain. Transfer
learning methods make use of the knowledge gained while learning one problem and ap-
plying it to a different but related problem. The survey by Pan et al. [28] has systematic
notions for transfer learning problems. The problems can be categorized by the distribu-
tional difference between the source and target inputs, or between the source and target
outputs (label spaces). These notions lead to two settings in the thesis. The first is the
cross-domain transferring where the source and target have the same output label space,
but the input distributions are different. The second is the cross-task transferring, which
has differences in both input distributions and output spaces. Chapter 4 has more discus-
sions in these two settings.
In the survey [28], the author raised three research questions for transfer learning: what,
how, and when to transfer. Most of the literature addresses the first two questions. For
example, the learned parameter or weight of a model is what to transfer, while fine-tuning
the model with only the target dataset is how it can be transferred. This strategy had been
adopted widely by the computer vision community on varied tasks such as classification
[29, 30], object detection [31], semantic segmentation [32], and image captioning [33].
This strategy does not require the source dataset to be accessible during the learning of
the target task, but it requires the labels of the target task to be available. Another widely
investigated problem setting is unsupervised domain adaptation, which usually assumes
that the source and target data are from the same set of classes, and both datasets have to
be accessible during learning, except that the labels of target data are not available. In this
setting, the source data (or their representations) are what to transfer, while learning feature
representations with minimized domain discrepancy between the source and target is how
it can be transferred. There is a huge body of works addressing this problem [34, 35, 36,
9
37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51].
In this thesis, pairwise similarity is what we transfer, while the constrained clustering is
how we transfer. Our combined strategy frees the learning of the target task from requiring
the source data and target task labels. Note that the information transferred and methods
proposed are orthogonal to other transfer mechanisms; therefore, our work can easily com-
bine other transfer learning methods mentioned above, such as initializing the model with
pre-training or adding domain adaptation criteria, discussed in Chapter 4.
The research question of when to transfer is rarely treated as a standalone problem. It is
usually a part of a method for selecting a subset of source instances to be trained together
with the target data [52, 53, 54]. This question is also addressed in the variants of unsuper-
vised domain adaptation settings, such as open set domain adaptation [55, 56] and universal
domain adaptation [57]. They assume the set of classes between the source and target par-
tially overlap, where some unlabeled target data may not belong to any known classes.
These works design methods to exclude the target data of unknown classes, treating those
data as outliers. Such an idea is closely related to the problem of out-of-distribution detec-
tion [58, 59], which has a similar aim of determining when we can trust the predictions of
a classifier deployed in an open world [60, 61]. Therefore, we investigate when to transfer
through a proxy setting, the out-of-distribution data detection as a standalone problem. It
allows us to design strategies independent from the transfer learning method, setting the
stage for understanding how well (or poorly) this problem can be addressed.
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CHAPTER 3
FROM PAIRS TO CLUSTERS
3.1 Introduction
Performing end-to-end training and testing using deep neural networks to solve various
tasks has become a dominant approach across many fields due to its performance, effi-
ciency, and simplicity. Success across a diverse set of tasks has been achieved in this
manner, including classification of pixel-level information into high level categories [62],
pixel-level labeling for image segmentation [63, 64], robot arm control [65], speech recog-
nition [66], playing Atari games [67] and Go [68, 69]. All of the above techniques largely
avoid sophisticated pipeline implementations and human-in-the-loop tuning by adopting
the concept of training the networks to learn the target problem directly.
Clustering, a classical machine learning problem, has not yet been fully explored in
a similar manner. Although some two-stage approaches have tried to learn the feature
embedding specifically for clustering [14, 15], they still require using other clustering al-
gorithms such as K-means to determine the actual clusters at the second step. Specifically,
the first stage of previous works usually assume how the data is distributed in the projected
space using human-chosen criteria such as self-reconstruction, local relationship preserva-
tion, sparsity [70, 71, 72, 73, 74, 75], fitting predefined distributions [76], or strengthening
of neighborhood relationships [77, 3] to learn the feature embedding. Furthermore, all of
these techniques then use a metric, such as Euclidean or cosine distance, in the second
stage. This further introduces human-induced bias via strong assumptions, and the chosen
metric may not necessarily be appropriate for the embedded space.
In this chapter, we present a framework [9], which minimizes such assumptions by
training a neural network that can directly assign the clusters at the output layer. We
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specifically use weak labels, in the form of pairwise constraints or similar/dissimilar pairs,
to learn the feature space as well as output a clustering. In order to adopt the raw data
and weak labels for end-to-end clustering, we present the novel concept of constructing
the cost function in a manner that incorporates contrastive Kullback-Leibler divergence to
minimize the statistical distance between predicted cluster probabilities for similar pairs,
while maximizing the distance for dissimilar pairs. In the later section of this chapter, we
will show that the framework is extremely easy to realize by rearranging existing functional
blocks of deep neural networks, so it has large flexibility to adopt new layer types, network
architectures, or optimization strategies for the purpose of clustering.
One significant property of the proposed end-to-end clustering is that there are no clus-
ter centers explicitly represented. This largely differs from all of the works mentioned
above. Without the centers, no explicit distance metrics need to be involved for deciding
the cluster assignment. The learning of the cluster assignments is purely data-driven and
is implicitly handled by the parameters and the non-linear operations of the network. Of
course the outputs of the last hidden layer could be regarded as the learned features, how-
ever it is not necessary to interpret it using predefined metrics such as Euclidean or cosine
distance. The networks will find the best way to utilize the embedded feature space during
the same training process in order to perform clustering as well. The experimental sections
will demonstrate this property, in addition to strong robustness when the number of output
clusters is varied. In such cases, the network tends to output a clustering that only utilizes
the same number of nodes as there are clusters intrinsically in the data.
3.2 Background
A common strategy to utilize pairwise relationship with neural networks is the Siamese
architecture [78]. The concept had been widely applied to various computer vision topics,
such as similarity metric learning [79], dimensionality reduction [80], semi-supervised em-
bedding [81], and some applications to image data, such as in learning to match patches
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[82, 83] and feature points [84]. The work of [85] uses the coherent nature of video as
a way to collect the pairwise relationships and learn its features with a Siamese architec-
ture. A similar idea of leveraging temporal data is also presented in the report of [86]. In
addition, triplet networks, which could be regarded as an extension of Siamese, gained sig-
nificant success in the application of learning fine-grained image similarity [87] and face
recognition [88]. Despite the wide applicability of the Siamese architecture, to the best of
our knowledge there is no report exploring them from the clustering perspective. Further-
more, while some works try to maximize the information in a training batch by carefully
sampling the pair [82] or by formulating it as a triplet [87], there is no work showing how
to use dense pairwise information directly and efficiently.
Our proposed implementation strategy can efficiently utilize any amount of pairwise
constraints from a dataset to train a neural network to perform clustering. When the full
set of constraints is given, it can compare to the vanilla networks trained using supervised
classification. If only partial pairwise constraints are available, the problem is similar to
semi-supervised clustering. There is a long list of previous work related to the problem. For
example, COP-Kmeans [18] forced the clusters to comply with constraints and [89] added
terms in spectral clustering to penalize the violation of constraints. The more closely re-
lated works perform metric learning [90] or feature re-weighting [91] during the clustering
process. The recent approaches TVClust and RDP-means [92] address the problem with
probabilistic models. None of these approaches, however, jointly learn the feature space in
addition to clustering with neural networks.
3.3 Neural Network-based Clustering using Pairwise Constraints
In order to inject the concept of clusters into a neural network formulation, we first consider
the vanilla multilayer perceptron (MLP) used for classification tasks: Each output node is
associated with predefined labels and the optimization minimizes a cost function, such as


























Figure 3.1: Illustration of (a) how neural networks output the distribution of possible
clusters given a sample, (b) the example of predicted cluster distribution between simi-
lar/dissimilar pairs.
by the network for a set of instances and the corresponding ground truth labels. We start
from this model and remove the hard association between labels and network outputs. The
idea is to only use pairwise information and define the output nodes in a manner such that
they can represent a clustering of the data. In other words, which node will correspond
to which cluster (or object class) is dynamically decided during the training process. To
achieve this, we formulate an approach that only needs to modify the cost criterion above
the softmax layer of any neural network which was designed for a classification task. We
therefore present a new pairwise cost function for clustering that can take the place of, or
be combined with, the traditional supervised classification loss functions. This flexibility
allows the network to use both types of information, depending on which is available.
3.3.1 KLD-based Contrastive Loss (KCL)
While the output of the traditional softmax layer represents the probability that a sample
belongs to the class labels (or clusters in our problem), the outputs of the whole softmax
layer could be viewed as the distribution of possible clusters given a sample (Figure 3.1a).
If the data contain the same semantic class, such as the number of hand-written digits, then
the distributions between the softmax output for a similar pair should be similar. Con-
versely, the distribution over the class labels should be dissimilar if the pair belongs to
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different clusters (Figure 3.1b). The similarity between distributions could be evaluated by
statistical distance such as Kullback-Leibler divergence (KLD). Traditionally this can be
used to measure the distance between the output distribution and ground truth distribution.
In our case, however, it can instead be used to measure the distance between the two output
distributions given a pair of instances (xp, xq).
Their corresponding output distributions are defined as P = f(xp) and Q = f(xq),








L(xp, xq)+ = DKL(P?||Q) +DKL(Q?||P) (3.2)
The cost L(xp, xq)+ is symmetric w.r.t. xp, xq, in which P? and Q? are alternatively as-
sumed to be constant. Each KL-divergence factor DKL(P?||Q) becomes a unary function
whose gradient is simply ∂DKL(P?||Q)/∂Q.
If xp, xq comes from a pair which is dissimilar, their output distributions are expected
to be different, which can be defined as a hinge-loss function:
L(xp, xq)− = Lh(DKL(P?||Q), σ) + Lh(DKL(Q?||P), σ) (3.3)
Lh(e, σ) = max(0, σ − e) (3.4)
The total loss L(xp, xq) combines both losses multiplied by an indicator function Is,
which equals to one when (xp, xq) is a similar pair and equals to zero when (xp, xq) is
dissimilar:
L(xp, xq) = IsL(xp, xq)+ + (1− Is)L(xp, xq)− (3.5)
We called Equation 3.5 the KLD-based Contrastive Loss (KCL), which is differentiable
thereby it can be optimized with standard back-propagation algorithm. To calculate the
derivative of L(xp, xq), it is worth to note that the P in the first term of equation 3.2 (and
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elseif DKL(Q?||P) < σ,
0 otherwise.
(3.7)
3.3.2 Efficient Implementation to Utilize Pairwise Constraints
Equation 3.5 is in the form of contrastive loss that is suitable to be trained with Siamese
networks [80]. However, when the amount of pairwise constraints increases, it is not effi-
cient to enumerate all pairs of data and feed them into Siamese networks. Specifically, if
there is a mini-batch that has pairwise constraints between any two samples, the number of
pairs that have to be fed into the networks will be n(n − 1)/2 where n is mini-batch size.
However, a redundancy occurs when a sample has more than one constraint associated with
it. In such cases the sample will be fed-forward multiple times. However, feeding forward
once for each sample is sufficient for calculating the pairwise cost in a mini-batch. Figure
3.2c demonstrates an example for the described situation. The data with index 1 and 3 are
fed-forward twice in vanilla Siamese networks to enumerate the three pairwise relation-
ships: (1,2),(1,3), and (3,4). To avoid the redundancy of computation, we apply a strategy
of enumerating the pairwise relationships only in the cost layer, instead of instantiating
the Siamese architecture. This strategy simplified the implementation of neural networks
which utilize pairwise relationship. Our proposed architecture is shown in the Figure 3.2b.
The pairwise constraints only need to be presented to the cost layer in the format of tu-



























































Figure 3.2: The comparison between (a) classification networks, (b) our proposed net-
works, and (c) Siamese networks. The parts that differ across architectures are shown with
distinct colors. In (a) and (b), the numbers in the data represent the index of the input data
in a mini-batch.
and relationship indicates similar/dissimilar pair. Each input data is therefore only fed-
forward once in a mini-batch and its full/partial pairwise relationships are enumerated as
tuples.









One could see our proposed architecture (Figure 3.2b) is highly similar to the standard
classification networks (Figure 3.2a). As a result of this design, ideas in the above two sec-
tions could be easily implemented as a learning criterion module in popular deep learning
frameworks such as PyTorch [93].. Then a network could be switched to either classifica-
tion mode or clustering mode by simply changing the cost criterion. We call our network
implementation strategy together with KCL as the NNclustering method.
3.4 Experiments
We evaluate the proposed clustering objective on the MNIST [94] and CIFAR-10 [95]
datasets. The two datasets are both normalized to zero mean and unit variance. The con-
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volutional neural networks architecture used in these experiments is similar to LeNet [94].
The network has 20 and 50 5x5 filters for its two convolution layers with batch normaliza-
tion [96] and 2x2 max-pooling layers. We use the same number of filters for both MNIST
and CIFAR-10 experiments. The two subsequent fully connected layers have 500 and 10
nodes. Both convolutional and the first fully connected layers are followed by rectified
linear units. The only hyper-parameter in our cost function is the margin in equation 3.4.
The margin was chosen by cross-validation on the training set. To minimize the clustering
objective, we applied mini-batch stochastic gradient descent.
3.4.1 Clustering with Partial Constraints
The experiments in this section seek to demonstrate how the approach works with partial
constraints. In this case, we use a clustering metric to demonstrate how good the resulting
clustering is. The constraints are uniformly sampled from the full set, i.e, the number of
full constraints is n(n− 1)/2, where n is the size of training set. The pairwise relationship
is converted from the class label. If a pair has the same class label, then it is a similar pair,
otherwise it is dissimilar. We did not address the fact that the amount of dissimilar pairs
usually dominates the pairwise relationship (which is more realistic in many application
domains), especially when the number of classes is large. In our experiments for this
section, the ratio between the number of similar and dissimilar pairs is roughly 1:9.
We evaluate the resulting clusters with the purity measure and normalized mutual in-
formation (NMI) [97]. The index of cluster for each sample is obtained by feed-forwarding
the training/testing data into the trained networks. Note that we collect the clustering re-
sults of training data after the training error has converged, i.e, feed the training data one
more time to collect the outputs after the training phase. We picked the networks which
have the lowest training loss among five random restarts while the set of constraints being
kept the same.
Figure 3.3 shows that on MNIST the clustering could still achieve high accuracy when
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Hinge loss embedding + kmeans







































Figure 3.3: The results of clustering with partial pairwise constraints. The axis with #con-
straint is the number of sampled pairwise relationship in the training data. The clustering
and training is simultaneously applied on the training data (red line). The testing data (for
blue, green, black lines) is used to validate if the feature space learned during clustering
has generalizability. NNclustering is the neural network optimized with KCL. The NNclus-
tering feature + kmeans uses the outputs at the last hidden layer (500-D) as the input for
k-means. The baseline networks (black line) were trained with hinge loss of Euclidean dis-
tance. The evaluation metric in the first column is purity, while the second column shows
the NMI score. Note that the first row uses MNIST dataset, while the second row uses
CIFAR-10.
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Figure 3.4: The visualization of clustering. The figure was created by using the outputs of
the softmax layer as the input for t-SNE [98]. Only testing data are shown. The networks
used in the first row are trained with 300, 1200, and 12000 pairs of constraints in MNIST
training set. The second row is trained with 50k, 200k, and 800k constraints in CIFAR-10.
constraints are extremely sparse. With merely 1200 constraints, which were randomly
sampled from the pairwise relationship of the full (60000 samples) training set, it achieves
>0.9 purity and >0.8 NMI scores. Note that a training sample without any constraints
associated with it has no contribution to the training. Thus, the scheme is not the same
as the semi-supervised clustering framework in previous works [18, 90, 91] where their
unlabeled data contribute to calculating the centers of the clusters. The lack of explicit
cluster centers provides the flexibility to learn more complex non-linear representations, so
the proposed algorithm could still predict the cluster of unseen data without knowing the
cluster centers.
To demonstrate the advantage of performing joint clustering and feature learning, we
also applied the k-means algorithm with the features learned at the last hidden layer, which
has 500 dimensions. The k-means algorithm used Euclidean or cosine distance and was
deployed with 50 random restarts on the testing set. We report the clustering results of
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k=10 which has the lowest sum of point-to-centroid distances among 50 restarts. Since the
dimensionality is relatively high, the performance of using Euclidean and cosine distance
showed minor difference. The results in Figure 3.3 show that the jointly trained last layer
utilize the outputs of last hidden layer much better than k-means.
To construct the baseline approach, we use the common strategy of training a Siamese
networks with standard hinge loss embedding criteria in torch nn package, then perform k-
means on the networks’ outputs. The baseline networks have the same architecture except
the softmax layer and the loss function. Figure 3.3 shows that the proposed clustering
framework beats the baseline with a significant margin when the number of constraints
is few in the easy dataset (purity is ∼5% better in MNIST) or when the dataset is harder
(purity is 15∼50% better in CIFAR-10).
The experiments with CIFAR-10 provides some idea of how the approach works on a
more difficult dataset. The required constraints to achieve reasonable clustering is much
higher. Eight constraints/sample (400,000 total constraints) is required to reach a 0.8 purity
score with the same network. The performance on unseen data is also degraded because
the networks is over-fitting to the constraints. The degradation could possibly be mitigated
by adding more regularization terms such as dropout. While any general regularization
strategy could be applied in the proposed scheme, we do not address this in this work.
Nevertheless, the clustering on the training set is still effective with sparse constraints,
e.g., it is able to reach a purity of ∼1 with only 16 constraints/sample on CIFAR-10. The
visualization in Figure 3.4 provides more intuition about the clustering results trained with
different numbers of constraints.
3.4.2 Robustness of Clustering
3.4.2.1 Adding Noise
Noisy constraints are likely to occur when the pairwise relationships are generated in an
automatic/unsupervised way. We simulated this scenario by flipping the sampled pairwise
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Hinge loss embedding + kmeans
Figure 3.5: The robustness evaluation of the proposed clustering method. Left figure is
the result of adding noisy constraints into MNIST, while the right figure simulates the case
when the number of clusters is unknown.
relationship. Since the ratio of similar pair and dissimilar pair is 1:9, adding 10% noise
will introduce equal amount of false-similar pair as the amount of true-similar pair. The
clustering performance in Figure 3.5 (left) shows the reasonable tolerance against noise.
We would like to point out that when noise is less than 10%, the performance degradation
is reduced when the number of constraints increased. This means that the proposed method
could achieve higher performance by adding more pairwise information while keeping the
ratio of noise the same. Real applications would benefit from this property since adding
more weakly labeled data is cheap and the noise level of automatically generated con-
straints are usually the same.
3.4.2.2 Changing Number of Clusters
Another common scenario is that the number of target clusters is unknown. Since the purity
metric is not sensitive to the number of clusters, NMI is more appropriate in this evaluation.
We performed the experiment with 12,000 constraints for training, which include ≈1200
similar pairs in MNIST. The testing results in the right of figure 3.5 show that the proposed
method is almost not affected by increasing the number of output cluster nodes that the








































































































































































































































































Figure 3.6: The contingency tables of resulting clusters. It only shows k=30 (same exper-
iment in the right part of figure 3.5) for the ease of visualization. NNclustering produces
similar result even when k=100. The numbers in the table show the amount of samples
assigned to the cluster, while the blank rows indicate empty clusters. Higher numbers in
fewer positions is the preferred result for clustering.
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networks), the performance only decreases by a very small amount. In fact, in figure 3.6
most of the data were assigned to ≈10 major clusters and left other clusters being empty.
In contrast, the kmeans-based approach (hinge loss embedding + kmeans) is susceptible to
the number of clusters and usually divide a class into many small clusters.
3.4.2.3 Combination of all factors
This section investigates when three factors (noise, number of constraints, and number of
clusters) are combined, how does the KCL perform.
Experiment setup: The networks were randomly initialized and the clustering training
was run five times under each combination of factors; we show the best final results, as is
usual in the random restart regime. The mini-batch size was set to 256, thus up to 65536
pairs were presented to the KCL per mini-batch if using full density (D=1). There were 235
mini-batches in an epoch and the optimization proceeded for 15 epochs. The clustering loss
was minimized by stochastic gradient descent with learning rate 0.1 and momentum 0.9.
The predicted cluster was assigned at the end by forwarding samples through the clustering
networks. The best result in the five runs was reported.
To simulate the noisy similarity prediction, the label of pairs were flipped according to
the designated recall. For example, to simulate a 90% recall of similar pair, 10% of the
ground truth similar pair in a mini-batch were flipped. The precision of similar/dissimilar
pairs is a function of the recall of both type of pairs, thus controlling the recall is sufficient
for the evaluation. The recalls for both similar and dissimilar pairs were gradually reduced
from one to zero at intervals of 0.1.
Results: The resulting performance w.r.t different values of recall, density, and the
number of clusters is visualized in Figure 3.5. A bright color means a high NMI score and
is desired. The larger the bright region, the more robust the clustering is against the noise



















D = 1 D = 0.1 D = 0.01 D = 0.001
Number of 
cluster K
Mini-batch pairwise constraint density D 
1
Figure 3.7: The clustering performance with different pairwise density and number of clus-
ters. A bright color means that the NMI score is close to 1 while black corresponds to 0.
The density is defined as a ratio compared to the total number of pair-wise combinations
in a mini-batch. The number of clusters defines the final softmax output dimensionality. In
each sub-figure, we show how the scores change w.r.t. the similar pair recall and dissimiliar
pair recall.
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How does similarity prediction affect clustering? Looking at the top-left heat map
in figure 3.7, which has D = 1 and 10 clusters, it can be observed that the NMI score is
very robust to low similar pair recall, even lower than 0.5. For recall of dissimilar pairs, the
effect of recall is divided at the 0.5 value: the clustering performance can be very robust to
noise in dissimilar pairs if the recall is greater than 0.5; however, it can completely fail if
the recall is below 0.5. For similar pairs, the clustering works on a wide range of recalls
when the recall of dissimilar pairs is high.
In practical terms, robustness to the recall of similar pairs is desirable because it is much
easier to predict dissimilar pairs than similar pairs in real scenarios. In a dataset with 10
categories e.g. CIFAR-10, we can easily get 90% recall for dissimilar pairs with a purely
random guess if the number of classes is known, while the recall for similar pairs will be
10%.
How does the density of the constraints affect clustering? We argue that the density
of pairwise relationships is the key factor in improving the robustness of clustering. The
densityD = 1 means that the clustering loss utilizes every pair in a mini-batch. For density
D = 0.1, it means only 1 out of 10 possible constraints is used. We could regard the higher
density as better utilization of the pairwise information in a mini-batch; thus, more learning
instances contribute to the gradients at once. Consider a scenario where there is one sample
associated with 5 true similar pairs and 3 false similar pairs. In such a case, the gradients
introduced by the false similar pairs have a higher chance to be overridden by true similar
pairs within the mini-batch; thus, the loss can converge faster and is less affected by errors.
In Figure 3.7, we could see when density decreases, the size of the bright region shrinks
significantly.
In our implementation, enumerating the full pairwise relationships introduces negli-
gible overhead in computation time using GPU. Although there is overhead for memory
consumption, it is limited because only the vector of predicted distributions has to be enu-
merated for calculating the clustering loss.
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The effect of varying the number of Clusters: In the MNIST experiments, the num-
ber of categories is 10. We augment the softmax output number up to 100. The rows of
figure 3.7 show that even when the number of output categories is significant larger than
the number of true object categories, e.g. 100 > 10, the clustering performance NMI score
only degrades slightly.
3.4.3 Clustering versus Classification
The final set of experiments compares the accuracy of our approach with a pure classifi-
cation task in order to get an upper bound of performance (since full labels can be used
to create a full set of constraints) and see whether our approach can leverage pairwise
constraints to achieve similar results. To make the results of clustering (contrastive loss)
comparable to classification (cross-entropy loss), the label of each cluster is obtained from
the training set. Specifically, we make the number of output nodes to be the same as the
true number of classes, thus we could assign each output node with a distinct label using
the optimal assignment, Hungarian algorithm [99]. The results in Table 3.1 show our cost
function achieved slightly higher or comparable accuracy in most of the experiment set-
tings. The exception is MNIST with 6 samples/class. The reason is that the proposed cost
function creates more local minimum. If the training data is too few, then the training will
be more likely to be trapped in certain local minimum. Note that we also applied a ran-
dom restart strategy (randomly initializing the parameters of the network) to find a better
clustering result based on the training set, which is a common strategy used in typical clus-
tering procedures. We ran 5 randomly initialized networks to perform clustering and chose
the network that had the highest training accuracy and then used the resulting network to
predict the clusters on the testing set.
We also performed the experiments using the same architecture applied to a harder
dataset, i.e, CIFAR-10. We did not pursue optimal performance on the dataset, but instead
used it to compare the performance difference of learning between the classification and
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Table 3.1: Comparing the testing accuracy between classification and clustering using same
networks architecture. The clustering is trained with full pairwise relationships obtained
from ground-truth class labels. The separated testing set (10,000 samples) is used in this
evaluation.
Training approach Classification Clustering
Training data:
MNIST 6 sample/class 82.4% 79.4%
MNIST 60 sample/class 94.7% 95.1%
MNIST 600 sample/class 98.3% 98.8%
MNIST full (≈6000 sample/class) 99.4% 99.6%
Training data:
CIFAR-10 5 sample/class 21.3% 22.0%
CIFAR-10 50 sample/class 34.6% 37.0%
CIFAR-10 500 sample/class 55.0% 53.2%
CIFAR-10 full (5000 sample/class) 73.7% 73.4%
clustering networks. The results show that they are fully comparable. Since CIFAR-10 is a
much more difficult dataset compared to MNIST, the overall drop of accuracy on CIFAR-
10 is reasonable. Even in the extreme case when the number of training samples is small,
the proposed architecture and cost function proved effective.
3.4.4 Limitation
We found that KCL may have a hard time to converge when the number of parameters in
the model is large, or when there is a large number of classes or clusters. It may because
the KCL formulation introduces plateaus or local minimums to the optimization. We have
qualitative and quantitative analysis in Chapter 5 to demonstrate this property, and compare
KCL with our other methods. This limitation can be mitigated by having better weight
initialization (e.g. using pre-trained weights) or by training for a longer time.
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3.5 Conclusion
We introduce a novel framework and construct a cost function for training neural networks
to both learn the underlying features while, at the same time, clustering the data in the re-
sulting feature space. We show strong results compared to traditional K-means clustering,
even when it is applied to a feature space learned by a Siamese network. Our robustness
analysis not only shows good tolerance to noise, but also demonstrates the significant ad-
vantage of our method when the number of clusters is unknown. We also demonstrate that,
using only pairwise constraints, we can achieve equal or slightly better results than when
explicit labels are available and a classification criterion is used. In addition, our approach
is both easy to implement for existing classification networks (since the modifications are




TRANSFER PAIRWISE SIMILARITY ACROSS TASKS AND DOMAINS
4.1 Introduction
In this chapter, we propose to use predictive pairwise similarity as the knowledge that is
transferred and formulate a learnable objective function to utilize the pairwise information
in a fashion similar to constrained clustering (Chapter 3). We then provide the methodolo-
gies to deploy the objective function in both cross-task and cross-domain scenarios with
deep neural networks. The work of this chapter is published in [11], elaborated in below.
Supervised learning has made significant strides in the past decade, with substantial
advancements arising from the use of deep neural networks. However, a large part of this
success has come from the existence of extensive labeled datasets. In many situations, it is
not practical to obtain such data due to the amount of effort required or when the task or
data distributions change dynamically. To deal with these situations, the fields of transfer
learning and domain adaptation have explored how to transfer learned knowledge across
tasks or domains. Cross-domain transfer learning focuses on cases where the distributions
of the features and labels have changed, but the task is the same (e.g., classification across
datasets with the same categories). Cross-task transfer learning strategies, on the other
hand, have been widely adopted especially in the computer vision community where fea-
tures learned by a deep neural network on a large classification task have been applied to a
wide variety of other tasks [29].
Most of the prior cross-task transfer learning works, however, require labeled target
data to learn classifiers for the new task. If labels of the target data are absent, there is little
choice other than to apply unsupervised approaches such as clustering on the target data
with pre-trained feature representations. In this chapter, we focus on the question of what
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can be transferred (besides features) to support both cross-domain and cross-task transfer
learning. We address it with a learned similarity function as the fundamental component of
clustering. Clustering can then be realized using a neural network trained using the output
of the similarity function, which can be successfully used to achieve both cross-task and
cross-domain transfer.
The key idea is to formulate the clustering objective to use a learnable (and transferable)
term, which in our proposed work is a similarity prediction function. Our proposed objec-
tive function can be easily combined with deep neural networks and optimized end-to-end.
The features and clustering are optimized jointly, hence taking advantage of such side in-
formation in a robust way (investigated in Chapter 3). Using this method, we show that un-
supervised learning can benefit from learning performed on a distinct task, and demonstrate
the flexibility of further combining it with a classification loss and domain discrepancy loss.
The experimental results for cross-task learning on Omniglot and ImageNet show that
we can achieve state of the art clustering results with predicted similarities. On the standard
domain adaptation benchmark Office-31 dataset, we demonstrate improvements over state-
of-art even when not performing any explicit domain adaptation, and further improvements
if we do. Finally, on another domain adaptation task, SVHN-to-MNIST, our approach
using Omniglot as the auxiliary dataset achieves top performance with a large margin.
4.2 The Transfer Learning Tasks
To define the transfer learning problem addressed in this chaper, we follow the notations
used by [28]. The goal is to transfer knowledge from source data S = (XS, YS), where XS
is the set of data instances and YS is the corresponding categorical labels, to a target data
noted as T = (XT , YT ). The learning is unsupervised since YT is unknown. The scenario
is divided into two cases. One is {YT} 6= {YS}, which means the set of categories are
not the same and hence the transfer is across tasks. The second case is {YT} = {YS}, but









































Figure 4.1: Overview of the transfer scheme with a learnable clustering objective (LCO).
The LCO and pairwise similarity are the two key components of our approach and are
described in section 4.4. The dashed rectangles and light gray arrows are only available in
cross-domain transfer. Details are described in section 4.2.
are different, i.e., P (XT ) 6= P (XS). The latter is a cross-domain learning problem also
called transductive learning. Domain adaptation approaches, which have gained significant
attention recently, belong to the second scenario.
To align with common benchmarks for evaluating transfer learning performance, we
further use the notion of an auxiliary dataset and split the source data into S = S ′ ∪ A.
S ′ = (X ′S, Y
′
S) which is only present in the cross-domain transfer scheme and has {Y ′S} =
{YT}. A = (XA, YA) is the auxiliary dataset which has a large amount of labeled data
and potentially categories as well, and may or may not contain the categories of YT . For
the cross task scenario, only A and unlabeled T are included, while cross-domain transfer
involves A, S ′, and T . In the following sections we use the above notations and describe
the two transfer learning tasks in detail. Figure 4.1 illustrates how our approach relates to
both tasks.
Transfer across tasks: If the target task has different categories, we cannot directly
transfer the classifier from source to target, and there is no labeled target data to use for
fine-tuning transferred features. Here we propose to first reduce the categorization problem
to a surrogate same-task problem. We can directly apply transductive transfer learning [28]
to the transformed task. The cluster structure in the target data is then reconstructed using
the predictions in the transformed task. See figure 4.2 for an illustration.
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{YA} = {a,b,c,d} {YT} = {p,q,r}
{YR} = {similar, dissimilar}
Different domain
Same task
{YR} = {similar, dissimilar}











Figure 4.2: The concept for reconstructing clusters of unseen categories. The proposed
approach follows the arrows in the counter-clockwise direction, which converts cross-task
transfer learning to cross-domain transfer learning. The colors of dots represent data of
different categories. The hollow circle and cross symbol represent similar and dissimilar
data pairs. The G function and the cluster reconstruction (via constrained clustering) are
the two key components in the diagram.
The source involves a labeled auxiliary dataset A and an unlabeled target dataset T .
YT is the target that must be inferred. In this scenario the set of categories {YA} 6= {YT},
and YT is unknown. We first transform the problem of categorization into a pairwise sim-
ilarity prediction problem. In other words, we specify a transformation function R such
that R(A) = (XRA , Y
R), and XRA = {(xA,i, xA,j)}∀i,j contains all pairs of data, where
{Y R} = {dissimilar, similar}. The transformation on the labeled auxiliary data is
straightforward. It will be similar if two data instances are from the same category, and
vice versa. We then use it to learn a pairwise similarity prediction functionG(xi, xj) = yi,j .
By applying G on T , we can obtain G(xT,i, xT,j) = yT,i,j . The last step is to infer YT from
Y RT = {yT,i,j}∀i,j , which can be solved using constrained clustering algorithms. Note that
since the actual YT is unknown, the algorithm only infers the indices of categories, which
could be in arbitrary order. The resulting clusters are expected to contain coherent semantic
categories.
33
Transfer across domains: The problem setting we consider here is the same as un-
supervised domain adaptation. Following the standard evaluation procedure [43, 38], the
labeled datasets A is ImageNet and S ′ is one domain in the Office-31 dataset. The unla-
beled T is another domain in Office-31. The goal is to enhance classification performance
on T by utilizing A, S ′, and T together.
4.3 Related Work
The major part of the related work for this chapter has been discussed in Chapter 2. Here
we emphasize how this chapter is different from previous works regarding the two learning
scenarios.
Unsupervised Cross-task transfer learning: Features learned when trained for Im-
ageNet classification [100] have boosted the performance of a variety of vision tasks in a
supervised setting. For example, new classification tasks [29, 30], object detection [31],
semantic segmentation [32], and image captioning [33]. Translated Learning [101] has
an unsupervised setting similar to ours, but it focuses only on transferring features across
tasks. Our work explores how learning could benefit from transferring pairwise similarity
in an unsupervised setting. Note that the works [102, 103] which followed on our work call
this setting a few-shot clustering [104], since the number of data in the target dataset can
be small in our experiment.
Unsupervised Cross-domain transfer learning: Cross-domain Transfer Learning also
known as domain adaptation [28], there has recently been a large body of work dealing with
domain shift between image datasets by minimizing domain discrepancy [35, 37, 38, 39,
40, 41, 42, 43, 44, 45]. We address the problem in a complementary way that transfers ex-
tra information from the auxiliary dataset and show a larger performance boost with further
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Figure 4.3: The similarity prediction network (SPN, or called the G function).
4.4 The Learnable Clustering Objective (LCO)
The key to our approach is the design of a learning objective that can use (noisy) predicted
pairwise similarities, and is inspired from constrained clustering which involves using pair-
wise information in the loss function. Although many constrained clustering algorithms
have been developed, few of them are scalable with respect to the number of pairwise re-
lationships. Further, none of them can be easily integrated into deep neural networks. The
KCL (equation 3.5) in Chapter 3 demonstrates strong robustness against noisy similarity
thereby we extend it usage to the transfer learning in this chapter. Here we replace the
indicator function Is in KCL by G, the similarity prediction function G(xi, xi) ∈ {0, 1},
which is introduced in section 4.2, :
L(xi, xi) = G(xi, xi)L(xi, xi)+ + (1−G(xi, xi))L(xi, xi)− (4.1)
We refer to the form of equation 4.1 as LCO. Function G (Figure 4.3) is the learnable
part that utilizes prior knowledge and is trained with auxiliary dataset A before optimizing
LCO. Two particular characteristics of the clustering criterion are worth mentioning: (1)
there is no need to define cluster centers, and (2) there is no predefined metric applied on
the feature representation. Instead, the divergence is calculated directly on the cluster as-
signment; therefore, both feature representation and clustering are jointly optimized using
back-propagation through the deep neural networks.
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4.4.1 The Pairwise Similarity Prediction Network
Although there is no restriction of how G should be constructed, we choose deep convolu-
tion neural networks due to their efficiency in vision tasks. We design a network architec-
ture inspired from [105]. While they use it to predict image patch similarity, we use it to
predict image-level semantic similarity. However, the Siamese architecture used in [105] is
not efficient in both training and inference, especially when pairwise information is dense.
Therefore, instead of using Siamese architecture, we keep the single column backbone but
add a pair-enumeration layer on top of the feature extraction network, which is similar
to the efficient implementation of KCL described in Section 3.3.2. The pair-enumeration
layer enumerates all pairs of feature vectors within a mini-batch and concatenates the fea-
tures. Suppose the input of the layer is 10×512 with the mini-batch size 10 and the feature
dimension 512; then the output of the pair-enumeration layer will be 100×1024 (self-pairs
included).
The architecture is illustrated in figure 4.3. We add one hidden fully connected layer
on top of the enumeration layer and a binary classifier at the end. We use the standard
cross-entropy loss and train it end-to-end. The supervision for training was obtained by
converting the ground-truth category labels into binary similarity, i.e., if two samples are
from the same class then their label will be similar, otherwise dissimilar. The inference is
also end-to-end, and it outputs predictions among all similarity pairs in a mini-batch. The
output probability g ∈ [0, 1] with 1 means more similar. We binarize g at 0.5 to obtain
discrete similarity predictions. In the following sections, we simplified the notation of the
pairwise similarity prediction network as G. Once G is learned, it then works as a static
function in our experiments.
4.4.2 The Objective Function with Dense Similarity Prediction
Since the pairwise prediction of a mini-batch can be densely obtained fromG , to efficiently


































(N2 x 2k)(mini-batch size = N) (N x D)
Figure 4.4: The constrained clustering network (CCN) for transfer learning across tasks.
The input is unlabeled target data T . The cluster assignment block contains two fully
connected layers and has the number of output nodes equal to k. The f described in section
4.4 is the backbone network plus the cluster assignment block. To optimize LCO, the full
pipeline in the diagram is used. After the optimization, it uses another forward propagation
































Figure 4.5: The network for transfer learning across domains. The input is the mix of
S ′ and T . The architecture is a direct extension of CCN. We use CCN+ to represent the
mandatory parts (upper branch) which implements equation 4.3. CCN++ includes the do-
main adaptation method (optional branch).
pair-enumeration layer illustrated in Figure 4.3 with equation 4.1. In this case, the outputs
of softmax are enumerated in pairs. Let D be the set of all tuples (p, q), while p and q are






We use Ld standalone with deep neural networks to reconstruct semantic clusters and for
transfer learning across tasks (figure 4.4). We call the architecture the constrained cluster-
ing network (CCN).
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4.4.3 Combining with Other Objectives
In the cross-domain case, we additionally have labeled source data. This enables us to use
LCO for T while using classification loss for S ′. The overall training procedure is similar
to previous domain adaptation approaches in that both source and target data are mixed in
a mini-batch, but different losses are applied. We denote the source domain images in a
mini-batch b as XbS and the target domain images XbT with its set of dense pairs DbT . The
loss function Lcd for cross-domain transfer in a mini-batch can then be formulated as:














The Lcluster and Lcls share the same outputs from network f . Although Lcluster does not
force the mapping between clusters and categories, Lcls does. Therefore the learned clas-
sifier can be applied on target data directly and picks the maximum probability for the pre-
dicted class. Note that in our loss function, there is no term to explicitly match the feature
distribution between source and target; it merely transfers more knowledge in the form of
constraints to regularize the learning of the classifier. There is also no requirement for the
architecture to utilize hidden layers. Therefore our approach has the large flexibility to be
combined with other domain adaptation strategies. Figure 4.5 illustrates the architectures
CCN+ and CCN++ used in our cross-domain experiments.
4.5 Experiments
This section contains evaluations with four image datasets and covers both cross-task and
cross-domain schemes. The details are described below, and the differences between ex-
perimental settings are summarized in Tables 4.1 and 4.2.
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Table 4.1: The list of datasets involved in transfer learning experiments. G learns the
similarity function from dataset A. The CCN* is optimized with dataset T or T∪S’, while
CCN* means CCN for cross-task transfer and CCN+/++ for cross-domain transfer. The rows
for network initialization indicate whether the network has weights initialized by training
a classification task with the specified dataset. The weights are randomly initialized if not
specified.
Scheme Cross-Task Transfer Cross-Domain Transfer
Experiment Omniglot ImageNet Office-31 SVHN-MNIST
Section 4.5.1.1 4.5.1.3 4.5.2.1 4.5.2.3
Datasets
A Omniglotbg ImageNet882 ImageNet1000 Omniglotbg
S’ - - Office-31{a,d,w} SVHN
T Omnigloteval ImageNet118 Office-31{a,d,w} MNIST
Network
Initialization
G - ImageNet882 ImageNet1000 -
CCN* - ImageNet882 ImageNet1000 -
Table 4.2: The list of loss functions used for training networks. The similarity prediction
function (network)G uses the cross-entropy (CE) loss with two classes (similar/dissimilar).
The training of constrained clustering network (CCN*) involves the combinations of the





CCN++ X X X
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4.5.1 Unsupervised Cross-Task Transfer Learning
4.5.1.1 Setup
The Omniglot dataset [106] contains 1623 different handwritten characters and each of
them has 20 images drawn by different people. The characters are from 50 different
alphabets and were separated to 30 background sets Omniglotbg and 20 evaluation sets
Omnigloteval by the author. We use the Omniglotbg as the auxiliary dataset (A) and the
Omnigloteval as the target data (T ). The total number of characters in Omniglotbg is 964,
which can be regarded as the number of categories available to learn the semantic similar-
ity. The goal is to cluster Omnigloteval to reconstruct its semantic categories, without ever
having any labels.
The G function has a backbone neural network with four 3x3 convolution layers fol-
lowed by 2x2 max-pooling with stride 2. All hidden layers are followed by batch nor-
malization [96] and rectified linear unit. To prepare the inputs for training, the images
from Omniglotbg were resized to 32x32 and normalized to zero mean with unit standard
deviation. Each mini-batch has a size of 100 and is sampled from a random 20 charac-
ters to make sure the amount of similar pairs is reasonable. After pair enumeration, there
are 10000 pairs subject to the loss function, which is a two-class cross entropy loss. The
ground-truth similarity is obtained by converting the categorical labels. The loss of G is
optimized by stochastic gradient descent and is the only part trained in a supervised manner
in this section.
The Constrained Clustering Network (CCN) is used to reconstruct the semantic clus-
ters in the target dataset using outputs fromG. The network has four 3x3 convolution layers
followed by 2x2 max-pooling with stride 2, one hidden fully-connected layer, and one clus-
ter assignment layer which is also fully connected. The number of output nodes in the last
layer is equal to the number of potential clusters in the target data. The output distribution
is enumerated in pairs before sending to LCO. The network is randomly initialized, trained
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end-to-end, and optimized by stochastic gradient descent with randomly sampled 100 im-
ages per mini-batch. Note the G function used by LCO is fixed during the optimization.
The input data preparation is the same as above, except now the data is from Omnigloteval.
Specifically, during the training, the same mini-batch is given to both G and CCN. The
dense pairwise similarity predictions from G are sent to LCO and are then fully utilized.
The only hyper-parameter in LCO is σ, and we set it to 2 for all our experiments.
Omnigloteval contains 20 alphabets and each one can be used as a standalone dataset.
The 20 target datasets contain a varied number (20 to 47) of characters. Therefore we can
evaluate the reconstruction performance under a varied number of ground-truth clusters.
We tested the situations when the number of character (K) in an alphabet is known and un-
known. When K is known, we set the target number of clusters in the clustering algorithm
equal to the true number of characters. If K is unknown, the common practice is to set it
to a large number so that the data from different categories will not be forced to be in the
same cluster. In the experiment, we merely set K to 100, which is much larger than the
largest dataset (47).
All constrained clustering algorithms can be used to reconstruct the semantic clusters
for our problem. Since there are mispredictions inG, robustness to noise is the most impor-
tant factor. Here we include all four types of constrained clustering algorithms introduced
in Chapter 2 as the baselines. We provide the full set of pairwise constraints to all al-
gorithms including ours. In other words, given an alphabet of 20 characters, it contains
400 images and 160000 predicted similarities from G (note that G makes predictions for
both orders of a pair and for self-pairs). The full pairwise similarities were presented to
all algorithms in random order, while we empirically found it has no noticeable effect on
results. We pick the baseline approaches based on code availability and scalability con-
cerning the number of pairwise constraints. Therefore we have shown results for K-means
[23], LPNMF [25], LSC [24], ITML [15], SKKm [16], SKLR [17], SKMS [16], CSP [19] ,
and MPCK-means [21] as our baselines. We use the default parameters for each algorithm
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Table 4.3: Unsupervised cross-task transfer from Omniglotbg to Omnigloteval. The per-
formance is averaged across 20 alphabets which have 20 to 47 letters. The ACC and NMI
without brackets have the number of clusters equal to ground-truth. The ”(100)” means
the algorithms use K = 100. The characteristics of how each algorithm utilizes the pair-
wise constraints are marked in the ”Constraints in” column, where metric stands for the




ACC ACC (100) NMI NMI (100)
Metric Clustering
K-means 21.7% 18.9% 0.353 0.464
LPNMF 22.2% 16.3% 0.372 0.498
LSC 23.6% 18.0% 0.376 0.500
ITML o 56.7% 47.2% 0.674 0.727
SKMS o - 45.5% - 0.693
SKKm o 62.4% 46.9% 0.770 0.781
SKLR o 66.9% 46.8% 0.791 0.760
CSP o 62.5% 65.4% 0.812 0.812
MPCK-means o o 81.9% 53.9% 0.871 0.816
CCN (Ours) o o 82.4% 78.1% 0.889 0.874
provided by the original author except for K, the number of clusters. We use the same
normalized images used in CCN for all algorithms.
The evaluation uses two clustering metrics. The first is normalized-mutual information
(NMI) [107] which is widely used for clustering. The second one is the clustering accuracy
(ACC) [108]. The ACC metric first finds the one-to-one matching between predicted clus-
ters and ground-truth labels, and then calculates the classification accuracy based on the
mapping. All data outside the matched clusters will be regarded as mis-predictions. To get
high ACC, the algorithm has to generate coherent clusters where each cluster includes most
of the data in a category; otherwise the score drops quickly. Therefore ACC provides better
discrimination to evaluate whether the semantic clusters have been reconstructed well.
4.5.1.2 Results and Discussions
We report the average performance over the 20 alphabets in table 4.3. Our approach
achieved the top performance on both metrics. The CCN demonstrates strong robustness on
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Table 4.4: The performance of the similarity prediction function used in section 4.5.1. We
leverage the N-way test which is commonly used in one-shot learning evaluation. The
similarity is learned with Omniglotbg and has N-way test with Omnigloteval and MNIST.
The experimental settings follow [109]. The raw probability output (without binarization)
from our G is used to find the nearest exemplar in the N-way test.
Omniglot-eval MNIST
Method 5-way 20-way 10-way
Siamese-Nets [110] 0.967 0.880 0.703
Match-Net [109] 0.981 0.938 0.720
Ours 0.979 0.935 0.720
the challenging scenario of unknown K. It achieved 78.1% average accuracy. Compared
with 82.4% when K is known, CCN has a relatively small drop. Compared to the second
best algorithm, CSP, which is 65.4%, CCN outperforms it with a large gap. The classical
approach MPCK-means works surprisingly well when the number of clusters is known, but
its performance dropped dramatically from 81.9% to 53.9% when K = 100. In the perfor-
mance breakdown for the 20 individual alphabets, CCN achieved 94% clustering accuracy
on Old Church Slavonic Cyrillic, which has 45 characters, Therefore the results show the
feasibility of reconstructing semantic clusters using only noisy similarity predictions.
Where to inject the pairwise similarity? The experiments in table 4.3 show a clear
trend that utilizing the pairwise constraints jointly for both metric learning and minimizing
the clustering loss achieves the best performance, including both MPCK-means and CCN.
In the case of unknown number of clusters, where we set K = 100, the algorithms that use
constraints to optimize clustering loss have better robustness, for example, CSP and CCN.
The group that only use constraints for metric learning (ITML, SKMS, SKKm, and SKLR)
significantly outperform the group that does not use it (K-means, LPNMF, LSC). However,
their performance are still far behind CCN. Our results confirm the importance of jointly
optimizing the metric and clustering.
The robustness against noisy similarity prediction is the key factor to enable the cross-
task transfer framework. To the best of our knowledge, table 4.3 is the first comprehensive
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robustness comparisons using predicted constraints learned from real data instead of con-
verting from ground-truth labels. The accuracy of G in our experiment is shown in Table
4.4 and demonstrates the reasonable performance of G which is on par with Matching-Net
[109]. After binarizing the prediction at 0.5 probability, the similar pair precision, similar
pair recall, dissimilar pair precision, and dissimilar pair recall among the 659 characters are
(0.392, 0.927, 0.999, 0.995), accordingly. The binarized predictions are better than uniform
random guess (0.002, 0.500, 0.998, 0.500), but are still noisy. Therefore it is very challeng-
ing for constrained clustering. The robustness of CCN is significantly stronger than other
methods. We hypothesize that during the optimization, the gradients from wrongly pre-
dicted pairs are canceled out by each other or by the correctly predicted pairs. Therefore
the overall gradient still moves the solution towards a better clustering result.
How to predict K? Inferring the number of clusters (NC) is a hard problem, but
with the pairwise similarity information, it becomes feasible. For evaluation, we compute
the difference between the number of dominant clusters (NDC) and the true number of
categories (NCgt) in a dataset. We use a naive definition for NDC, which is the number of
clusters that have a size larger than expected size when data is sampled uniformly. In other
words, NDC =
∑K
i=1 [Ci >= E[Ci]], where [·] is an Iverson Bracket and Ci is the size of
cluster i. For example, E[Ci] will be 10 if the alphabet has 1000 images and K = 100.





where d (i.e., alphabet) is a dataset in D. A smaller ADif indicates a better estimate
of K. CCN achieves a score of 6.35 (Table 4.5). We compare this with the baseline
approach SKMS [16], which does not require a givenK and supports a pipeline to estimate
K automatically (therefore we only put it into the column K = 100 in table 4.3.). SKMS
gets 16.3. Furthermore, 10 out of 20 datasets from CCN’s prediction have a difference
between NDCd and NC
gt
d smaller or equal to 3, which shows the feasibility of estimating
K with predicted similarity.
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Table 4.5: Estimates for the number of characters across the 20 datasets in Omnigloteval.
The bold number means the prediction has error smaller or equal to 3. TheADif is defined
in section 4.5.1.2.
Alphabet True #class SKMS CCN (K=100)
Angelic 20 16 26
Atemayar Qelisayer 26 17 34
Atlantean 26 21 41
Aurek Besh 26 14 28
Avesta 26 8 32
Ge ez 26 18 32
Glagolitic 45 18 45
Gurmukhi 45 12 43
Kannada 41 19 44
Keble 26 16 28
Malayalam 47 12 47
Manipuri 40 17 41
Mongolian 30 28 36
Old Church Slavonic Cyrillic 45 23 45
Oriya 46 22 49
Sylheti 28 11 50
Syriac Serto 23 19 38
Tengwar 25 12 41
Tibetan 42 15 42
ULOG 26 15 40
ADif 16.3 6.35
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Table 4.6: Unsupervised cross-task transfer learning on ImageNet. The values are the
average of three random subsets in ImageNet118. Each subset has 30 classes. The ”ACC”
has K = 30 while the ”ACC (100)” sets K = 100. All methods use the features (outputs
of average pooling) from Resnet-18 pre-trained with ImageNet882 classification.
Method ACC ACC(100) NMI NMI(100)
K-means 71.9% 34.5% 0.713 0.671
LSC 73.3% 33.5% 0.733 0.655
LPNMF 43.0% 21.8% 0.526 0.500
CCN (ours) 73.8% 65.2% 0.750 0.715
Table 4.7: Performance of the similarity prediction function (G, trained with
ImageNet882) applied to three subsets of ImageNet118. Each subset contains 30 random
classes of ImageNet118. The predictions are binarized at 0.5 to calculate the precision
and recall. Random*: The expected performance when classes are uniformly distributed
and make uniform random guess for similarity. It is an approximation since the number of
images in each class is only roughly equal in ImageNet. We sampled 12M pairs for each
set to collect the statistics. Sampling more pairs has no noticeable change to the values.
Set Similar Precision Similar Recall Dissimilar Precision Dissimilar Recall
Random* 0.033 0.500 0.967 0.500
Set A 0.840 0.664 0.983 0.994
Set B 0.825 0.631 0.981 0.993
Set C 0.771 0.671 0.983 0.990
Average 0.812 0.655 0.982 0.992
4.5.1.3 Experiments using the ImageNet dataset
To demonstrate the scalability of our approach, we applied the same scheme on the Im-
ageNet dataset. The 1000-class dataset is separated into 882-class (ImageNet882) and
118-class (ImageNet118) subsets as the random split in [109]. We use ImageNet882 for
A and 30 classes (∼39k images) are randomly sampled from ImageNet118 for T . The
difference from section 4.5.1.1 is that here we use Resnet-18 for both G and CCN, and
the weights of the backbone are pre-trained with ImageNet882. Since the number of pairs
is high and it is not feasible to feed them into other constrained clustering algorithms, we
compare CCN with K-means, LSC[24], and LPNMF [25]. We use the output from the av-
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erage pooling layer of Resnet-18 as the input to these clustering algorithms. CCN gives the
top performance with average ACC 73.8% when K is known, and 65.2% when the number
of clusters is unknown, which outperforms the second (34.5% by K-means) with a large
margin. The full comparison is in Table 4.6. And the performance of G is shown in Table
4.7.
4.5.2 Unsupervised Cross-Domain Transfer Learning
4.5.2.1 Setup
Office-31 [111] has images from 31 categories of office objects. The 4652 images are
obtained from three domains: Amazon (a), DSLR (d), and Webcam (w). The dataset is
the standard benchmark for evaluating domain adaptation performance in computer vision.
We experiment with all six combinations (source S ′ → target T ): a → w, a → d, d → a,
d→ w, w → a, w → d, and report the average accuracy based on five random experiments
for each setting.
The G function learns the semantic similarity function from the auxiliary dataset A,
which is ImageNet with all 1000 categories. The backbone network of G is Resnet-18 and
has the weights initialized by ImageNet classification. The training process is the same as
section 4.5.1.1 except the images are resized to 224.
We follow the standard protocols using deep neural networks [43, 38] for unsupervised
domain adaptation. The backbone network of CCN+ is pre-trained with ImageNet. Figure
4.6 illustrates the scheme. During the training, all source data and target data are used. Each
mini-batch is constructed by 32 labeled samples from source and 96 unlabeled samples
from target. Since the target dataset has no labels and could only be randomly sampled, it
is crucial to have sufficient mini-batch size to ensure that similar pairs are sampled. The
loss function used in our approach is equation 4.3 and is optimized by stochastic gradient
descent. The CCN+/++ and DANN (RevGrad) with ResNet backbone are implemented with











































Figure 4.6: Comparison between domain adaptation approaches (a) Transferring semantic
similarity from auxiliary data (our method), and (b) Minimizing the domain discrepancy.
The diagram uses office-31 benchmark as the scenario of transferring. The cross-entropy
loss is only applied to the labeled source data, while the criteria in blue box apply to both
source and target data.
dimension bottleneck feature layer.
4.5.2.2 Results and Discussions
The results are summarized in table 4.8. Our approach (CCN+) demonstrates a strong
performance boost for the unsupervised cross-domain transfer problem. It reaches 77.5%
average accuracy which gained 6.2 points from the 71.3% source-only baseline. Although
Table 4.8: Unsupervised cross-domain transfer (domain adaptation) on the Office-31
dataset. The backbone network used here is Resnet-18 [112] pre-trained with ImageNet.
.
A→W D→W W→ D A→ D D→ A W→ A Avg
Source-Only 66.8 92.8 96.8 67.1 51.4 53.0 71.3
DANN [38] 73.2 97.0 99.0 69.3 58.0 57.8 75.7
JAN [43] 74.5 94.1 99.6 75.9 58.7 59.0 76.9
CCN+ (ours) 76.7 97.3 98.2 71.2 61.0 60.5 77.5
CCN++ (with DANN) 78.2 97.4 98.6 73.5 62.8 60.6 78.5
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Table 4.9: Performance of the similarity prediction function (G, trained with
ImageNet882) applied on three domains of the Office-31 dataset. In total, 1.4M pairs
are examined to calculate the table.
Domain Similar Precision Similar Recall Dissimilar Precision Dissimilar Recall
Amazon 0.194 0.696 0.988 0.894
DSLR 0.196 0.882 0.995 0.858
Webcam 0.213 0.865 0.994 0.876
our approach merely transfers more information from the auxiliary dataset, it outperforms
the strong approach DANN (75.7%), and state-of-the-art JAN (76.9%). When combining
ours with DANN (CCN++), the performance is further boosted. This indicates that LCO
helps mitigate the transfer problem in a certain way that is orthogonal to minimizing the
domain discrepancy. We observe the same trend when using a deeper backbone network,
i.e., ResNet-34. In such a case the average accuracy achieved is 77.9%, 81.1% and 82%
for source-only, CCN+ and CCN++, respectively, though we used exactly the same G as
before (with ResNet-18 backbone for G). This indicates that the information carried in
the similarity predictions is not equivalent to transferring features with deeper networks.
Results with deeper networks are in Appendix Table A.2 and the performance of G is
provided in Table 4.9 to show that although the prediction has low precision for similar
pairs (∼ 0.2), our approach still benefits from the dense similarity predictions.
4.5.2.3 Experiments using SVHN-to-MNIST
We also evaluated the CCN+ on another widely compared scenario, which uses color Street
View House Numbers images (SVHN) [114] as S ′, the gray-scale hand-written digits
(MNIST) [115] as T . To learn G, we use the Omniglotbg as A. We train all the net-
works in this section from scratch. Our experimental setting is similar to [41]. We achieve
the top performance with 89.1% accuracy. The performance gain from source-only in our
approach is +37.1%, which wins by a large margin compared to the +23.9% of LTR [41].
The full comparison is presented in Table 4.10.
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Table 4.10: Unsupervised transferring across domains (S’: SVHN, T: MNIST A:
Omniglotbg) without pre-trained backbone network weights. Our setup is similar to [41]

















4.6 Conclusion and Outlook
In this chapter, we demonstrated the usefulness of transferring information in the form
of pairwise similarity predictions. Such information can be transferred as a function and
utilized by a loss formulation inspired from constrained clustering, but implemented more
robustly within a neural network that can jointly optimize both features and clustering
outputs based on these noisy predictions. The experiments for both cross-task and cross-
domain transfer learning show strong benefits of using the semantic similarity predictions
resulting in better results than previous works across several datasets. This is true even
without explicit domain adaptation for the cross-domain task, and if we add a domain
discrepancy loss the benefits increase further.
There are two key factors that determine the performance of the proposed framework.
The first is the robustness of the constrained clustering and second is the performance of
the similarity prediction function. We show robustness of CCN empirically, but we do not
explore situations where learning the similarity function is harder. For example, such cases
arise when there are a small number of categories in source or a large domain discrepancy
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between source and target. One idea to deal with such a situation is learning G with domain




LEARNING MULTI-CLASS CLASSIFIERS WITH ONLY PAIRWSIE
INFORMATION
5.1 Introduction
In previous sections, we defined the output nodes of a neural network to clusters. The
neural network is then optimized for being able to assign data to clusters through a forward
propagation. The optimization and inference steps are the same as learning a standard
classification task. Such resemblance between clustering and classification raises a question
of whether a neural network learned with pairwise similarity for clustering is equivalent to
a discriminatively trained multi-class classifier, i.e. P (y|x) with input x and class label y.
To investigate the above question, we propose to reduce the problem of classification
to a meta problem that underlies a set of learning problems [10]. Instead of solving the
target task directly (learning a multi-class discriminative model such as a neural network),
we learn a model that does not require explicit class label y but rather a weaker form of in-
formation (pairwise information). In the context of classification, the meta problem that we
use is a binary decision problem, similar to previous chapters. Note that such a conversion
to a different task (e.g. binary) is called a problem reduction method [116] which has had
a long history in the literature, especially in ensemble methods and binarization techniques
[117]. The most well-known strategies are ”one-vs-all” [118, 119] and ”one-vs-one” [120,
121, 122]. Although they have varied ensembling strategies, all of them share the same
task encapsulating scheme, as illustrated in Figure 5.1a; specifically the binary classifiers
are the sub-modules of a multi-class classifier (i.e. the multi-class classifier consists of
multiple binary classifiers). These schemes still require that the class label y be available

































(b) Meta classification learning
Figure 5.1: Problem reduction schemes for multi-class classification. This work proposes
scheme (b), which introduces a binary classifier that captures sij . Note that sij represents
the probability that xi and xj belong to the same class.
labeling requirements mentioned earlier.
In this chapter, we propose a novel strategy to address the above limitations. Our
method reverses the task encapsulation order so that a multi-class classifier becomes a
sub-module of a binary classifier, as illustrated in Figure 5.1b. The connection between
the two classifiers is elucidated in Section 5.3. There are two highlights in Figure 5.1b.
First, class labels yi are not required in the learning stage. Instead, our method uses pairs
of data (xi, xj) as input and pairwise similarity sij for the supervision. Second, there is
only one binary classifier in the scheme and it is present only during the training stage. In
other words, the ephemeral binary task assists the learning of a multi-class classifier with-
out being involved in the inference. When using a neural network with softmax outputs for
the multi-class classifier, the proposed scheme can learn a discriminative model with only
pairwise information.
We specifically make the following contributions: 1) We analyze the problem setting
and show that the loss we can use for this encapsulation can be easily derived, and we
present an intuitive probabilistic graphical model interpretation for doing so, 2) We eval-
uate its performance compared to vanilla supervised learning of neural networks which
uses multi-class labels, and visualize the loss landscape to better understand the underly-
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ing optimization difficulty, and 3) We demonstrate support for learning classifiers in more
challenging problem domains, e.g. in unsupervised cross-task transfer and semi-supervised
learning. We show how our meta classification framework can support all three learning
paradigms, and evaluate it against several state-of-the-art methods. The experimental re-
sults show that the same meta classification approach is superior or comparable to state
of the art across the three problem domains (supervised learning, unsupervised cross-task
learning, and semi-supervised learning), demonstrating flexibility to support even unknown
types and numbers of classes.
5.2 Related Work
Previous works presented a unifying framework for multi-class classification by reducing it
to multiple binary problems [116]. The concepts for achieving such a reduction, one-vs-all
and one-vs-one, have been widely adopted and analyzed [117]. The two strategies have
been used to create several popular algorithms, such as variants of support vector machine
[123], AdaBoost [124, 125], and decision trees [126]. Despite the long history of reduc-
tion, our proposed scheme (Figure 5.1b) has not been explored. Furthermore, the scheme
can be deployed easily by replacing the learning objective, which is fully compatible with
deep neural networks for classification, a desirable property for broad applicability. Lastly,
since we use the pairwise similarity for learning, this chapter will mainly compare to the
constrained clustering methods discussed in Chapter 3.
Unsupervised cross-task transfer learning: We use the same setting described in
Chapter 4. Our new learning objective inspired from Figure 5.1b can be a drop-in replace-
ment for the KCL criteria used in Chapter 4.
Semi-supervised learning: Our meta classification strategy can easily plug into a semi-
supervised learning scheme. Our comparison focuses on state-of-the-art methods which
solely involve adding a consistency regularization [127, 128, 129, 130] or Pseudo-Labeling





Figure 5.2: Graphical representation for the meta classification task; Xi represents the node
of input data, Yi represents the class label, Sij is pairwise similarity between instances i and
j, and θ represents the neural network parameters.
such as similar pairs, and unlabeled data to learn a binary classifier [132]. We present a
new method by augmenting Figure 5.1b with the Pseudo-Labeling strategy.
5.3 Meta Classification Likelihood (MCL)
A natural way to analyze problems with observed and unobserved information is through a
probabilistic graphical model. In figure 5.2, we show the graphical model for our problem,
where class-specific labels Y are latent while pairwise similarities S are observed. Specif-
ically, we denote X = {X1, .., Xn}, Y = {Y1, .., Yn}, and S = {Sij}1≤i,j≤n to represent
the nodes for samples, class labels, and pairwise similarities, respectively. In the model,
we have Yi ∈ {1, 2, .., C} and Sij ∈ {0, 1}. Then we have P(Sij = 1|Yi, Yj) = 1 when
Yi = Yj and zero probability otherwise; similarly, P(Sij = 0|Yi, Yj) = 1 when Yi 6= Yj .
The output of a discriminative classifier with parameters θ is f(xi; θ) = P(Yi|xi; θ), where
f(xi; θ) outputs a categorical distribution. Now we describe the likelihood that the model
explains the observed labeling (either with class labeling or pairwise labeling).
L(θ;X,Y,S) = P(X,Y,S; θ) = P(S|Y)P(Y|X; θ)P(X) (5.1)
When S is fully observed while Y is unknown, calculating the likelihood requires
marginalizing Y by computing
∑
Y P(S|Y)P(Y|X; θ), which is intractable. The pairwise
term P(S|Y) =
∏
i,j P(Sij|Yi, Yj) makes all Yi dependent on each other and prohibits ef-
ficient factorization. Thus, we approximate the computation by imposing additional inde-
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pendences such that Sij ⊥ S \ {Sij}|Xi, Xj Now we can compute the likelihood with the










1[sij = 1]P(Yi|xi; θ)P(Yj|xj; θ)+
∑
Yi 6=Yj
1[sij = 0]P(Yi|xi; θ)P(Yj|xj; θ)
)
. (5.3)
Equation (5.2) omits the P(X) since X are observed leaf nodes. It is straightforward to







1[sij = 1]P(Yi|xi; θ)P(Yj|xj; θ)+
∑
Yi 6=Yj







Tf(xj; θ)) + (1− sij) log(1− f(xi; θ)Tf(xj; θ)).
(5.5)
Then we define the function g by the probability of having the same class label, which
is calculated by the inner product between two categorical distributions:
g(xi, xj, f(·, θ)) = f(xi; θ)Tf(xj; θ) = ŝij (5.6)
Here we use ŝij to denote the predicted similarity (as opposed to ground truth similarity





sij log ŝij + (1− sij) log(1− ŝij). (5.7)
In Figure 5.1b, the multi-class classifier corresponds to f while the binary classifier
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corresponds to g. In other words, it is surprisingly simple to wrap a multi-class classifier
by a binary classifier as described above. Since there are no learnable parameters in g,
the weights optimized with the meta criterion Lmeta are all in the neural network f . To
minimize Lmeta, f(xi; θ) and f(xj; θ) must output a sharply peaked distribution with the
peak happening only at the same output node when sij = 1. In the case of sij = 0, the two
distributions must have as little overlap as possible to minimize the loss. In the latter case,
the two samples are pushed to be activated at the output nodes of different classes. Both
properties of f ’s output distribution are typical characteristics of a classifier learned with
class labels and using multi-class cross-entropy. The properties also illustrate the intuition
of why minimizing Lmeta helps f learn outputs similar to a multi-class classifier.
Lastly, because of the likelihood nature of Lmeta, we call the learning criterion a Meta
Classification Likelihood (MCL) in the rest of the paper.
5.4 Learning Paradigms
The supervision used in MCL is the pairwise labeling S. Due to its weaker form compared
to class labels, we have the flexibility to collect it in a supervised, semi-supervised manner,
or cross-task transfer. The last one was discussed in Chapter 4. The collection method
determines the learning paradigms. In the first two learning paradigms, other methods (see
Related Work Section) have also used pair-wise constraints similarly; our novelty is the
derivation of our new learning objective, MCL, which can replace the other objectives. In
the semi-supervised learning scenario, the proposed Pseudo-MCL is a new method. Details
are elaborated below.
5.4.1 Supervised Learning
Supervised pairwise labeling can be directly collected from humans, or converted from
existing class labeling by having S = {sij}1≤i,j≤n, where sij = 1 if xi and xj belong to
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(c) Pseudo-MCL for semi-supervised learning
Figure 5.3: The training flows for the learning paradigms. XL represents the labeled data
with class label YL. XUL is unlabeled data. Ŝ is the predicted pairwise similarity while S
is used as the learning target. The similarity prediction network (SPN) in (b) is learned on
a labeled auxiliary dataset and transferred to the target dataset XUL.
comparison to other supervised algorithms. Figure 5.3a illustrates the training process.
5.4.2 Unsupervised Learning
Pairwise labeling can come from several natural cues, such as spatial and temporal proxim-
ity. For example, the patches in an image can be similar because of their spatial closeness,
and the frames of video in a short time usually have similar content. Additionally, useful
pairwise information can be found in the edges in social networks or in the network of
academic citations. All of the above are potential applications of this work.
Another strategy that is unsupervised in the target domain is to collect pairwise labels
through transfer learning. Figure 4.3 illustrated the similarity prediction network (SPN)
for learning with a labeled auxiliary dataset. Then the SPN is applied on the unlabeled
target dataset to predict S (the probability of being in the same class). In the last step, the
predicted S is fed into a network (in the case of Chapter 4 optimized via KCL) to discover
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the categories in the unlabeled target dataset. Figure 5.3b illustrates above process. Note
that the classes between the auxiliary dataset and target dataset may have an overlap (cross-
domain transfer) or not (cross-task transfer). In both cases, the predicted pairwise similarity
is noisy (especially in the latter case); therefore the transfer learning strategy creates a
challenging scenario for learning classifiers. Its difficulty makes it a good benchmark to
evaluate the robustness of our methods and is used in our experiments.
5.4.3 Semi-supervised Learning
We propose a new strategy to obtain the S for semi-supervised learning. Figure 5.3c illus-
trates the method under the typical semi-supervised learning setting, which takes a common
dataset D used for supervised learning and discards the labels for most of the dataset. The
labeled and unlabeled portions in D are DL = (XL, YL) and DUL = XUL correspond-
ingly. The main idea is to create a pseudo-similarity SL+UL for the meta classifier (similar
to Pseudo-Labeling [131]) by binarizing the predicted ŜL+UL at probability 0.5. We call
the method Pseudo-MCL, and we note that here interestingly g is not static as it iteratively
improves as f improves. Another way to create similarity is data augmentation, inspired
by the Π-model [127] or Stochastic Perturbations [128]. An image perturbed in differ-
ent ways naturally belong to the same class, and thus provides free ground-truth similarity.
The similarity from both methods can be easily combined to SL+UL by having a logical-OR
operation for the two binarized similarities. The learning objective is the sum of the multi-
class cross-entropy and Pseudo-MCL, so the mapping between output nodes and classes
are automatically decided by the supervised part of learning.
5.5 Experiments
5.5.1 Experimental Setup and Network Optimization
One limitation of learning a classifier without class labels is losing the mapping (the iden-
tifiability) between the output nodes and the semantic class. A simple method to obtain the
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mapping is by using a part of the training data with class labels and assigning the output
nodes to the dominant class which activates the node (here we obtain the optimal assign-
ment by the Hungarian algorithm [99], which is commonly used in evaluating the clustering
accuracy [108]). Note, however, that for unsupervised problems we do not need to do this
except to quantitatively evaluate our method; otherwise the outputs can be seen as arbitrary
clusters.
5.5.2 Supervised Learning with Weak Labels
This section empirically compares MCL to multi-class cross-entropy (CE) and the strong
baseline using pairwise similarity (KCL) [133, 134]), in a supervised learning setting.
Specifically, we would like to demonstrate that we can achieve similar classification rates
as cross-entropy (the standard objective for multi-class classification) using only pairwise
similarity, and show that the previous pairwise criterion cannot do this likely due to a poor
loss landscape. We compare the classification accuracy of these criteria with varied net-
work depths and varied dataset difficulty. The visualization of loss landscape is provided
in Figure 5.4 by the method described in [135].
5.5.2.1 Quantitative analysis
We compare the classification accuracy on three image datasets: MNIST [115] is a 10-class
handwritten digit dataset with 60000 images for training, and 10000 for testing; CIFAR10
and CIFAR100 [136] instances are colored 32× 32 images of objects such as cat, dog, and
ship. They both have 50000 images for training and 10000 for testing.
Network Architectures: We use convolution neural networks with a varied number
of layers: LeNet [137] and VGG [138]. We add VGG8, which only has one convolution
layer before each pooling layer, as the supplement between LeNet and VGG11. The list of
architectures also includes ResNet [112] with pre-activation [139]). The number of output
nodes K in the last fully connected layer is set to the true number of categories for this
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Table 5.1: The classification error rate (lower is better) on three datasets with different
objective functions and different neural network architectures. CE denotes that the net-
work uses class-specific labels for training with a multi-class cross-entropy. MCL only
uses the binarized similarity for learning with the meta-classification criterion. KCL is
a strong baseline which also uses binarized similarity. The * symbol indicates the worst
cases of KCL. The performance in parenthesis means its network uses a better initialization
(VGG16 and VGG8) or a learning schedule which is 10 times longer (VGG11). The two
treatments are discussed in Section 5.5.2.1. We only use VGG8 for CIFAR100 since KCL
performs the best with it on CIFAR10. Each value is the average of 3 runs.
Dataset #class Network
(Class label) (Pairwise label)
CE KCL MCL
MNIST 10 LeNet 0.6% 0.5% 0.6%
CIFAR10 10
LeNet 14.9% 16.4% 15.1%
VGG8 10.2% 10.2% 10.2%
VGG11 8.9% 72.2(10.4)% 9.4%
VGG16 7.6% *81.1(10.3)% 8.3%
ResNet18 6.7% 73.8% 6.6%
ResNet34 6.6% 79.3% 6.3%
ResNet50 6.6% 79.6% 5.9%
ResNet101 6.5% 79.9% 5.6%
CIFAR100 100 VGG8 35.4% *45.3(40.2)% 36.1%
section. Since the learning objectives KCL and MCL both work on pairs of inputs, we have
a pairwise enumeration layer [134] between the network outputs and the loss function.
Training Configurations: All networks in this section are trained from scratch with
randomly initialized weights. By default, we use Adam [140] to optimize the three criterion
with mini-batch size 100 and initial learning rate 0.001. On MNIST the learning rate was
dropped every 10 epochs by a factor of 0.1 with 30 epochs in total. On CIFAR10/100 we
use the same setting except that the learning rate is dropped at 80 and 120 epochs with
140 epochs in total. For CIFAR100, the mini-batch size was 1000 and the learning rate
dropped at epoch 100 and 150 with 180 epochs in total. In the experiments with ResNet,
we use SGD instead of Adam since SGD converges to a higher accuracy when keeping
other settings the same as above. The learning rate for SGD starts with 0.1 and decays with
a factor of 0.1 at the number of epochs described above.
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Results and discussion: The results in Table 5.1 show that MCL achieves similar clas-
sification performance as CE with different network depths and three datasets. In contrast,
KCL has degenerate performance when the networks are deeper or the dataset is more dif-
ficult. This might be due to a limitation of using KL-divergence, specifically that when two
probability distributions are the same, the divergence will be zero no matter what the val-
ues are. This property may introduce bad local minima or small gradients for learning. In
such cases, the network initialization affects whether KCL can reach a good local minima.
To investigate such a perspective, we apply two strategies. First, we use a large learning
rate (0.2) with SGD to avoid bad local minima and make the training schedule 10 times
longer for exploring the parameter space. This setting helps KCL with VGG11, in that the
error rate drops from 72.2% to 10.4%, but not with VGG16 (from 81.1% to 76.8%). In
the second strategy, we select the worst conditions (the values with * notion) in Table 5.1
for KCL and pre-train the networks with only 4k labels with CE to initialize the networks.
Then we use KCL with the full training set to finish the training. With a better initializa-
tion, KCL can reach a performance close to CE and MCL. The performance is shown with
parenthesis in Table 5.1. The results of both strategies indicate that KCL has bad local
minima or plateaus in its loss surface (see Figure 5.4). Unlike KCL, MCL can converge
to a performance close to CE with random initialization in all of our experiments. Fur-
thermore, MCL outperforms CE with a deeper network (error rate 5.6% versus 6.5% with
ResNet101). Such a result indicates that MCL is less prone to overfitting (in the Table 5.1,
all ResNets achieve a training error less than 0.1%). Additional results on semi-supervised
learning and cross-task transfer learning are published in [10].
5.5.2.2 Loss Landscape Visualization
We visualize the three loss functions: CE, MCL, and KCL. The loss surfaces are plotted




Figure 5.4: The loss landscape visualizations. Dark green represents a low loss value while
yellow means high value. The bottom part of each diagram is the 2D contour of its 3D
surface. The vertical axis of CE is logarithmic to better visualize its dynamic range [135].
The MCL has a loss surface more similar to CE then KCL and has less plateau, which
supports the observation that MCL converges faster than KCL.
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f(α, β) = L(θ∗ + αδ + βη;D) (5.8)
where θ∗ are the parameters of the model trained with loss function L and labeled
dataset D = (X, Y ). The δ and η variables are two directions for a 2D projection of θ. The
α and β are the amount of shift along δ and η from the origin θ∗. This method allows us to
better understand the landscape of loss around the solution.
To choose δ and η, one straightforward method is to use random projections. However,
it cannot be used to compare the geometry across different networks or loss functions,
because of the scale invariance in network weights. One source of such invariance is batch
normalization. In such cases, the size (i.e., norm) of a filter (assume a convolution layer) is
irrelevant because the output of each layer is re-scaled during batch normalization. [135]
propose Filter-wise Normalization to address the above concern. We adopt this strategy to
normalize the two random projections and make the relative flatness between loss surfaces
comparable. We call this a random projection method.
Another way to choose δ and η is to use solutions from different loss functions. Since
we have three loss functions all able to solve the same multi-class classification problem,
we can use one solution (e.g. θ∗MCL from MCL) for the θ
∗ and use the remaining two
solutions (e.g. θ∗CE and θ
∗
KCL) for the two projections (e.g. δ = θ
∗
CE − θ∗MCL and η =
θ∗KCL − θ∗MCL). We call this a mutual projection method.
Visualization Setting: This section uses CIFAR10 and VGG11. We choose VGG11
because it is the smallest network that KCL cannot be optimized well with a regular learn-
ing schedule. For each learning objectives, we use the best-learned models in that error
rates are less than 10.4% (see Table 5.1). The parameters of three models (θ∗CE , θ
∗
MCL,
θ∗KCL) are used to construct an interpolated one: θ = θ
∗ + αδ + βη. A 91x91 grid is used
to enumerate the combinations of α and β, which are the scales for the two projected di-
rections. The loss values associated with each (α, β) are plotted in the z-direction to form
a surface for visualization. Similar to [135], the vertical axis of CE is logarithmic to better
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visualize its dynamic range. For more details please refer to [135].
Results and Discussion: In the random projection (Figure 5.4a), the loss landscape
with CE is similar to previous work [135] which shows a nice convexity with a not-too-
deep neural network (ResNet18). The solutions of MCL and KCL are both surrounded by
a plateau of high loss, but MCL has a wider concave region. The same wide concavity can
be seen in the mutual projection (Figure 5.4b). This is a possible explanation for why MCL
still converges to a good local minimum with a randomly initialized network. Besides,
the mutual projection shows that the geometry of MCL’s loss landscape is similar to CE’s
surface, while KCL has a sharp low-loss region only around its solutions. This might be a
reason why it requires a prolonged training schedule to find a good local minimum. Overall,
MCL is qualitatively more similar to CE in the visualization of loss landscape.
5.5.3 Unsupervised Cross-Task Transfer Learning
The second experiment follows the transfer learning scenario described in Section 4.5.1.
This scenario has two settings. The first is when the number of output nodes K equal to
the number of ground truth classes C in a dataset. This setting is the same as a multi-class
classification task, except no labels (both class labels or similarity labels) are provided
in the target dataset. The second setting is having an unknown C, which is closer to a
clustering problem. One strategy to address the unknown C is to set a large K, and we
rely on the clustering algorithm to use only a necessary number of clusters to describe the
dataset while leaving the extra clusters empty.
We use constrained clustering algorithms as the baselines since they can use the pair-
wise inputs from a similarity prediction network (SPN) [134]. In this section, the same set
of binarized pairwise similarity prediction is provided to all algorithms for a fair compar-
ison. The metric in this section is still the classification accuracy. The mapping between
output nodes and classes is calculated by the Hungarian algorithm, in which each class only
matches to one output node. The unmapped output nodes are all subject to the classification
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error. We also include the normalized mutual information (NMI) [107] metric. We use two
datasets in the evaluation.
Omniglot [106]: This dataset has 20 images for each of 1623 different handwritten
characters. The characters are from 50 different alphabets and were separated into 30
background sets (Omniglotbg) and 20 evaluation sets (Omnigloteval) by the dataset author.
The procedure uses the Omniglotbg set (964 characters in total) to learn the similarity
function and applies it to the cross-task transfer learning on the 20 evaluation sets (this
same input is used for all compared algorithms). In this test, the backbone network for
classification has four convolution layers and has weights randomly initialized. Both MCL
and KCL are optimized by Adam with mini-batch size 100.
ImageNet [143]: The 1000-class dataset is separated into 882-class and 118-class sub-
sets as the random split in [109]. The procedure uses ImageNet882 for learning the similar-
ity prediction function and randomly samples 30 classes (∼39k images) from ImageNet118
for the unlabeled target data. In this test, the backbone classification network is Resnet-18
and has weights initialized by classification on ImageNet882. Both learning objectives
(KCL and MCL) are optimized by SGD with mini-batch size 100.
Results and Discussion: We follow the evaluation procedure (including network archi-
tectures) used in [134], therefore the results can be directly compared. The results shown
in Table 5.2 and 5.3 demonstrate a clear advantage for MCL over other methods. KCL also
performs well, but MCL beats its performance with a larger gap when C is unknown (ACC
with K=100). MCL also estimates the number of classes in a dataset better than KCL (Ap-
pendix Table A.3). The advantage of MCL over KCL in this section is not due to the ease
of optimization, since the network is shallow in the Omniglot experiment and the network
is pre-trained in the ImageNet experiment. The advantage may due to the fact that MCL is
free of hyper-parameters and so performs better than KCL which uses a heuristic threshold
(σ = 2) [133] for its margin.
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Table 5.2: Unsupervised cross-task transfer learning on Omniglot. The performance
(higher is better) is averaged across 20 alphabets (datasets), in which each has 20 to 47
letters (classes). The ACC and NMI without brackets have the number of output nodes K
equal to the true number of classes in a dataset, while columns with ”(K=100)” represent
the case where the number of classes is unknown and a fixed K = 100 is used.
Method ACC ACC (K=100) NMI NMI (K=100)
K-means [23] 21.7% 18.9% 0.353 0.464
LPNMF [25] 22.2% 16.3% 0.372 0.498
LSC [24] 23.6% 18.0% 0.376 0.500
ITML [15] 56.7% 47.2% 0.674 0.727
SKKm [16] 62.4% 46.9% 0.770 0.781
SKLR [17] 66.9% 46.8% 0.791 0.760
CSP [19] 62.5% 65.4% 0.812 0.812
MPCK-means [21] 81.9% 53.9% 0.871 0.816
KCL [134] 82.4% 78.1% 0.889 0.874
MCL (ours) 83.3% 80.2% 0.897 0.893
5.5.4 Semi-supervised Learning
We evaluate the semi-supervised learning performance of the Pseudo-MCL on the stan-
dard benchmark dataset CIFAR-10. The Pseudo-MCL is compared to two state-of-the-art
methods, which are VAT [129] and Π-Model [127, 128]. Our list of baselines additionally
includes Pseudo-Labeling [131] and SPN-MCL since they share a similar strategy with
Pseudo-MCL. The SPN-MCL uses the same strategy presented in the Section 5.4.2 for
Table 5.3: Unsupervised cross-task transfer learning on ImageNet. The values (higher
is better) are the average of three random subsets in ImageNet118. Each subset has 30
classes. The ”ACC” hasK = 30. All methods use the features (outputs of average pooling)
from Resnet-18 pre-trained with ImageNet882 classification.
Method ACC ACC(K=100) NMI NMI(K=100)
K-means 71.9% 34.5% 0.713 0.671
LSC 73.3% 33.5% 0.733 0.655
LPNMF 43.0% 21.8% 0.526 0.500
KCL 73.8% 65.2% 0.750 0.715
MCL 74.4% 71.5% 0.762 0.765
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Table 5.4: Test error rates (lower is better) obtained by various semi-supervised learning
approaches on CIFAR-10 with all but 4,000 labels removed. Supervised refers to using
only 4,000 labeled samples from CIFAR-10 without any unlabeled data. All the methods
use ResNet-18 and standard data augmentation.
Method CIFAR10 4k labels
Supervised 25.4 ± 1.0%
Pseudo-Label 19.8 ± 0.7%
Π-model 19.6 ± 0.4%
VAT 18.2 ± 0.4%
SPN-MCL 22.8 ± 0.5%
Pseudo-MCL 18.0 ± 0.4%
unsupervised learning, except that the SPN is trained with only the labeled portion (e.g.
4k labeled data) of CIFAR10 in this section. We also note that the SPN serves as a static
function to provide the similarity for optimizing the regular MCL objective.
Experiment Setting: To construct the DL, four thousand labeled data are randomly
sampled from the training set (50k images) of CIFAR10. This leaves 46k unlabeled data
for DUL. We use 5 random DL/DUL splits to calculate the average performance. The
images are augmented by the standard procedure which includes random cropping, random
horizontal flipping, and normalization to zero mean with unit variance. The model for all
method is the ResNet-18 (pre-activation version, [139]), which has no dropout as in a
standard model. We use Adam to optimize the objective functions of all methods. The
procedure begins with learning the supervised model with only the 4k labeled data; then
all other methods have a fine-tuning with DL+DUL based on the learned supervised model.
The supervised model (with only 4k data) is trained with initial learning rate 0.001 and
a decay with factor 0.1 at epochs 80 and 120 for a total of 140 epochs. All the semi-
supervised methods are trained with initial learning rate 0.001 and have a decay with factor
0.1 at epoch 150 and 250 for a total of 300 epochs. We use a shared implementation among
all methods so that the major difference between methods is the regularization term in the
learning objective.
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Hyperparameter Tuning: All the semi-supervised learning objectives LSSL here can
be represented as a weighted sum of a supervised term Lsup and an unsupervised regular-
ization term Lreg:
LSSL = αLsup(XL, YL) + βLreg(XL ∪XUL) (5.9)
For a fair comparison, one should give the same budget for tuning the hyperparameters,
such as α and β. One strategy is applying an exhaustive grid search in the hyperparameter
space. Such searching requires doing cross-validation and may not be applicable when the
number of labeled data is small. We adopt another strategy that gives zero tuning budget
for all. We decide the α and β by natural statistics, which is the ratio between the amount








One method, VAT [129], has extra hyperparameters (e.g. the ε) in its design. In that
case, we use the values decided in the original paper for this dataset.
Results and Discussion: Table 5.4 presents the comparison and shows that Pseudo-
MCL is on-par with the state-of-the-art method VAT [129]. The performance difference be-
tween SPN-MCL and Pseudo-MCL clearly demonstrates the benefits of having the binary
classifier and the multi-class classifier optimized together. Note that comparing our Table
5.4 and a recent review [144], we have a lower baseline performance due to a lighter regu-
larization (no dropout) and no extra data augmentation (such as adding Gaussian noise), but
the relative ranking between methods is consistent. Therefore we confirm the effectiveness
of Pseudo-MCL. Lastly, Pseudo-MCL is free of hyperparameter, which is a very appealing
characteristic for learning with few data.
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5.6 Assumption in Meta Classification Likelihood
In section 5.3, the original likelihood (eq. 5.2) relies on an additional independence as-
sumption to simplify its negative logarithm form to a binary cross-entropy. Such an simpli-
fication raises the question of whether equation (5.3) is over-simplified. For the supervised
learning case (Section 5.4.1 with results in Section 5.5.2), where the constraints are ground
truth, the global solution of our likelihood is also the solution for the original likelihood.
This is because if an instance is misclassified, then it will break some pair-wise constraints
in both likelihoods and no longer be optimal.
Of course, in practice, there could be two issues. First, the optimization methods for
more complex models (e.g. stochastic gradient descent) may find local minima. Although
it is hard to show theory for this in the general case, where local optima may be found, in
such cases our visualization of the loss landscape (see Figure 5.4) provides some evidence
that our method has a landscape that reduces poor local minima compared to KCL. The
second potential issue is when constraints may be noisy. In such cases, for example, if the
noise is high and there is a dependency structure to be leveraged, jointly optimizing across
many or all constraints with the original likelihood may provide additional performance (at
the expense of tractability). In practice, noisy constraints actually occur in our cross-task
transfer learning experiments where our similarity prediction has significant errors (e.g. in
Table 5.3 ImageNet experiments the similar pair precision, similar pair recall, dissimilar
pair precision, and dissimilar pair recall are 0.812, 0.655, 0.982, and 0.992 respectively).
The strong performance in terms of classification accuracy for the cross-task transfer ex-
periments (Tables 5.2 and 5.3) shows that our simplification is robust to noise.
Overall, the fact that we have demonstrated our method on five image datasets and three
application scenarios (Section 5.5.2 for supervised learning, 5.5.3 for unsupervised cross-
task transfer learning, and 5.5.4 for semi-supervised learning) empirically support that the
proposed likelihood can overcome these two issues. It would be interesting future work to
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develop methods that can incorporate constraints jointly, however.
5.6.1 Limitation
One potential limitation of applying MCL (or KCL) happens when the number of classes or
clusters in a dataset is large. In such a case, similar pairs will be hard to sample randomly.
Without similar pairs presented, MCL can not find the solution for a task. If similar pairs
are rare during the optimization, the learning will converge very slowly or not converge.
Although this issue can be easily addressed by enlarging the size of a mini-batch (e.g. use
batch size 1000 for the CIFAR-100 dataset), such a strategy may not scales to a larger
number of classes due to memory constraints. One possible way to mitigate the problem is
to pre-compute the pairwise similarity before the training. Then one can sample the data
based on the similarities to ensure a reasonable amount of similar pairs is presented to each
mini-batch for the training.
5.7 Conclusion
This chapter presents a new strategy to learn a multi-class classification via a binary deci-
sion problem, utilizing only pair-wise information. We formulate the problem setting via
a probabilistic graphical model and derive a simple likelihood objective that can be effec-
tively optimized via neural networks. We show how this same framework can be used for
three learning paradigms: supervised learning, unsupervised cross-task transfer learning,
and semi-supervised learning. Results show comparable or improved results over state of
the art, especially in the challenging unsupervised cross-task setting. This demonstrates the
power of using pairwise similarity as weak labels to relax the requirement of class-specific
labeling. We hope the presented perspective of meta classification inspires additional ap-
proaches to learning with fewer labeled data (e.g. domain adaptation and few-shot learning)





In Chapter 4, we proposed methods for cross-task transfer learning, which transfers learned
pairwise similarities to discover new categories. However, the effectiveness of the trans-
fer is largely affected by how one chooses the source and target data. Empirically, we
found that when the target data are perceptually similar to the source, the predicted pair-
wise similarity has higher accuracy, resulting in higher performance on clustering (category
discovery). Such observation leads to the question of when to transfer so that meaningful
categories are discovered.
A general assumption is that when the source and target domains are related to each
other, the transfer is more like to be positive [28]. Although not much works quantify such
relatedness, some prior works relate the transferability to domain similarity. For exam-
ple, Yosinski et al. [145] shows that transfer learning between two random splits (similar
domains) is easier than natural/man-made object splits (dissimilar domains) in ImageNet
dataset. Cui et al. [54] uses the Earth Movers Distance (EMD) [146] to quantify the do-
main similarities for the classes between the source and target. They then choose the top-k
categories of the source that best cover the target to pre-train the network. We similarly
quantify the domain similarity, but our goal is to investigate its relatedness to the perfor-
mance of category discovery.
Rabanser et al. [147] has a problem setting similar to this chapter. They empirically
investigate the performance of several types of two-sample tests (e.g. MMD) on detect-
ing the distributional shift between datasets, concluding that a larger artificial shift (e.g.
add random noise, rotation, or adversarial perturbation) makes the detection easier. They
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further point out that the representation output from a black-box function, such as trained
neural network classifiers, provides a better discernability than other dimension reduction
methods, such as principal components analysis and autoencoder. In this chapter, we simi-
larly leverage the outputs from trained neural network classifiers, but we construct a more
realistic distributional shift using DomainNet datasets.
Additionally, we analyze how a discrepancy metric (e.g. the distance metric used in
two-sample tests) can rank the datasets from different levels of domain similarity. The
metric can be parametric or non-parametric. For our case, we focus on non-parametric
methods to avoid injecting assumptions about a form for the underlying distributions (e.g.
Gaussianity). There are three popular non-parametric methods: they are Kolmogorov
–Smirnov (KS) test [148], Wasserstein distance [149], and maximum mean discrepancy
(MMD) [150]. The usage of the KS test has been more restricted in higher dimensions due
to the curse of dimensionality [151]; therefore, it is not the best fit for image data. The
standard Wasserstein distance requires equal mass between the two groups of testing data
[152]; thus, it is not straightforward to apply on the dataset we used, which has an unbal-
anced amount of samples between the domains. MMD does not have the above limitations,
and has proven applicability to images since it has been widely used in image domain
adaptation problems [35, 37, 153, 43]. Therefore, we use MMD to collect the observations
for this chapter, and we do see a very high correlation between the MMD distance and
perceptual similarity.
In summary, we create a new problem setting for analyzing how the distributional simi-
larity between groups of data affects transfer learning (in this case, specifically for learning
with pairwise similarities). We investigate this problem with MMD, and show that MMD

















Figure 6.1: The setting for investigating ”When to transfer”. Split-A is the labeled source,







Figure 6.2: The similarity prediction function and MMD calculation are based on the out-
puts of a vanilla classifier.
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6.2 Problem Setting
Similar to the category discovery setting used in Chapter 4.5.1, the problem setting in this
chapter has a source dataset (split-A) and a target dataset (split-B), illustrated in Figure 6.1.
Split A and B have exclusive sets of classes. While the split-A has the images from only the
real domain, split-B has the images from multiple domains of DomainNet dataset [154].
They are real, painting, clipart, sketch, quickdraw, ordered by their perceptual similarity to
the images in real-A. The protocol of transfer is the same as Chapter 4.5.1, in that the pair-
wise similarity prediction function is transferred from split-A to split-B, then the clustering
is performed on split-B to discover the categories. This chapter investigates two questions.
The first is how the perceptual domain similarity relates to discovery performance. The
second is how the discovery performance relates to the MMD score. Answering the first
question provides a systematic comparison for the perceptual intuition, while answering
the second question provides the clue of whether the domain similarity is a good indicator
for ”when to transfer”.
6.3 Method
The overall method for predicting pairwise similarity and calculating MMD is illustrated
in Figure 6.2. Both similarity prediction function G(xi, xj) and MMD are calculated based
on the same set of feature representation, which is the outputs of the penultimate layer in a
classifier f(x) trained with only source data. Furthermore, the G function directly utilizes
the outputs of class probability to predict the pairwise constraints. Therefore, both methods
have no parameters to tune. The details of both methods are described below.
6.3.1 Maximum Mean Discrepancy
The two-sample test calculates a value to determine how different two populations are. The
maximum mean discrepancy (MMD) [150] is used in such tests and is effective in estimat-
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ing the visual domain similarity [54, 37, 43, 47] between two groups of data. Specifically,



















where k(·, ·) is the Gaussian RBF kernel, i.e., k(x, x′) = exp(−‖x−x
′‖22
2σ2
). We follow the
method used by [155, 59] to choose σ, where 2σ2 is set to the median distances between
all image pairs in the union set P ∪Q.
6.3.2 From Class Prediction to Pairwise Similarity Prediction
To construct a pairwise similarity prediction function G(xi, xj) for this chapter, we begin
with having a pre-trained multi-class classifier f(x), which predicts the class probability
f(xi) = P (yi|xi). Then, the probability that a pair of samples belongs to the same class
can be formulated as following:
P (yi = yj|xi, xj) =
∑
c
P (yi = c|xi)P (yj = c|xj) (6.2)
= f(xi)
Tf(xj) (6.3)
To generate pairwise constraints, the G(xi, xj) binaries the probability of being a simi-
lar pair by thresholding at the expectation of P (yi = yj|xi, xj). In other words:
G(xi, xj) =





The expected probability is calculated with the labeled training data Xtrain. In practice,
we simplify its computation by assuming a uniform class distribution in Xtrain. For exam-
ple, if the Xtrain has one hundred classes, then the approximated threshold will be 0.01.
The G then be used for predicting the pairwise similarity on any target datasets even they
have unseen classes.
Note that the construction of G involves neither training nor any additional parameters.
All it needs is a pre-trained classifier on Xtrain. That means the effectiveness of G com-
pletely relies on f , which is assumed to work well mainly when the input data comes from
a distribution similar to the training distribution Xtrain.
6.4 Experiments
The overall procedure begins with a vanilla classifier f(x) trained on the real-A (see Figure
6.1). The G(xi, xj) is constructed based f and predicts pairwise similarity for MCL to
perform clustering on the datasets from each domain in split-B. The number of clusters
for MCL is set to 10 in this experiment. We compare the trend of similarity prediction
performance and the clustering accuracy with MMD, which uses the feature representations
extracted from the last hidden layer of f . For calculating the MMD with equation 6.1, the
P is from the real-A, while the Q contains one of the datasets from the five domains, i.e.
real-B, painting-B, clipart-B, sketch-B, and quickdraw-B.
Dataset: We use DomainNet [154] to create a problem setting for this chapter. Do-
mainNet is a dataset with high-resolution images in 345 classes from 6 different domains.
We include five domains in the experiments. They are real, painting, clipart, sketch, and
quickdraw. The inforgrpah domain is excluded due to its noisy contents (multiple objects
from different classes in a single image). We split DomainNet into two sets. The split-A
has category indices 0 to 334 from the real domain, while the split-B has category indices
335 to 344 from the five domains. The split-A and split-B are used as the labeled source
dataset and unlabeled target data, correspondingly. Figure 6.1 illustrates the setting.
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Figure 6.3: The comparison of pairwise similarity prediction, clustering accuracy, and
MMD with the images from different domains. The Pearson correlation coefficient be-
tween similarity predictions and MMD is -0.96. The coefficient between clustering acc and
MMD is -0.72.
Networks and Training Details: This chapter uses ResNet-34 [139] for the classifier.
The ResNet-34 is trained with batch size 128 for 200 epochs with weight decay 0.0005. The
optimizer is SGD with momentum 0.9, and the learning rate starts with 0.01 and decreases
by factor 0.1 at 50% and 75% of the training epochs.
Evaluation Metrics: The pairwise similarity prediction performance is evaluated by
its F1-score, which is the harmonic mean of precision and recall. We separately calculate
the F1-score for similar and dissimilar pairs, then average the two scores. The clustering
accuracy here is the same as Chapter 4.5.1.1.
Results: Figure 6.3 shows that the trend of similarity prediction is the same as the clus-
tering accuracy. Such a trend follows the intuition of human visual perception in that the
domain visually similar to real, such as painting, has a better performance. The resulting
MMD negatively correlates to both the similarity prediction (Pearson correlation coeffi-
cient ρ = −0.96) and clustering performance (ρ = −0.72), showing that MMD is a good
indicator for judging when to transfer the G(xi, xj) for a reliable category discovery.
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6.5 Limitation of Maximum Mean Discrepancy
The effectiveness of MMD comes with three limitations, which is also shared by the dis-
crepancy metrics in other two-sample tests. First, the calculation needs both the source and
target datasets to be available. Second, the data have to be presented in groups because
the statistic of data distribution is not available or unreliable when there is only one or a
few data. Third, it requires the data of different domains to be split into separate groups to
allow the trend in the previous section obtainable.
The three limitations are barriers for applying MMD to a more realistic scenario. Con-
sider a case that an intelligent agent is exploring the environment to discover new cate-
gories. The agent might not be able to keep the source dataset because of storage limitation,
neither will the agent know the domain of each in-coming data. Both conditions prohibit
an agent from using MMD for selecting a subset of new data to transfer and discover.
The limitations of MMD need to be relaxed. An ideal method for scoring the domain
similarity uses only one target data, while no source data is required. This requirement
leaves no statistics information for two-sample tests (MMD), prohibiting such a line of
methods from being applicable. Therefore, in the next chapter, we investigate methods
in the setting of out-of-distribution (OoD) detection, which scores domain similarity with
only one testing data.
6.6 Conclusion
This chapter provides a new experimental design to confirm the intuition that perceptu-
ally similar domains transfer better than dissimilar domains, in which transferability is
measured by the pairwise similarity prediction performance and its downstream clustering
accuracy. The results provide empirical evidence that MMD is a good indicator to esti-
mate domain similarity, although MMD has several limitations for application. In the next
chapter, we propose methods to relax the limitations.
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CHAPTER 7
SCORING THE OUT-OF-DISTRIBUTION DATA
7.1 Introduction
Out-of-distribution (OoD) detection methods assign a score for single testing data to indi-
cate whether it comes from a distribution different from the training data. We leverage the
problem setting of OoD detection, investigating existing methods, and proposing new meth-
ods for estimating the domain or distributional similarity with fewer limitations discussed
in the last chapter, illustrated in Figure 7.1. This chapter focuses on the strategies which
involve only mild modifications to existing discriminative classification models, published
in [12] and elaborated below.
State-of-the-art machine learning models, specifically deep neural networks, are gener-
ally designed for a static and closed world. The models are trained under the assumption
that the input distribution at test time will be the same as the training distribution. In
the real world, however, data distributions shift over time in a complex, dynamic manner.
Even worse, new concepts (e.g. new categories of objects) can be presented to the model at
any time. Such within-class distribution shift and unseen concepts both may lead to catas-
trophic failures since the model still attempts to make predictions based on its closed-world
assumption. These failures are therefore often silent in that they do not result in explicit
errors in the model.
The above issue had been formulated as a problem of detecting whether an input data is
from in-distribution (i.e. the training distribution) or out-of-distribution (i.e. a distribution
different from the training distribution) [58]. This problem has been studied for many
years [156] and has been discussed in several views such as rejection [157, 158], anomaly




















Figure 7.1: The overview of OoD detection scheme for this chapter. The left figure illus-
trates that the OoD detection methods are built based on the outputs (class probabilities or
hidden features) of a discriminative classifier to compute an OoD score. A desired OoD
scoring function results in a small overlap between ID data and OoD data for the score
distribution, depicted in the right figures. Such overlap is measured by the area under the
receiver operating characteristic curve (AUROC), which is extensively used in the evalua-
tion of this chapter. The green lines/boxes represent the ID data, while orange represents a
moderately distant distribution and red means a significantly distant distribution.
recent years, a popular neural network-based baseline is to use the max value of class
posterior probabilities output from a softmax classifier, which can in some cases be a good
indicator for distinguishing in-distribution and out-of-distribution inputs [58].
ODIN [59], based on a trained neural network classifier, provides two strategies, tem-
perature scaling and input preprocessing, to make the max class probability a more effective
score for detecting OoD data. Its performance has been further confirmed by [163], where
15 OoD detection methods are compared with a less biased evaluation protocol. ODIN
out-performs popular strategies such as MC-Dropout [164], DeepEnsemble [165], Pixel-
CNN++ [166], and OpenMax [61].
Despite its effectiveness, ODIN has a requirement that it needs OoD data to tune hyper-
parameters for both its strategies, leading to a concern that hyperparameters tuned with one
out-of-distribution dataset might not generalize to others, discussed in [163]. In fact, other














Figure 7.2: The concept of detecting out-of-distribution images by encouraging neural
networks to output scores, h(x) and g(x), to behave like the decomposed factors in the
conditional probability when the close-world assumption din is explicitly considered. Its
elucidation is in Section 7.3.1. A small overlap between the green and red histograms
means the x-axis a good scoring function for distinguishing OoD data from in-distribution.
a similar requirement. [169, 170] push the idea of utilizing OoD data further by using a
carefully chosen OoD dataset to regularize the learning of class posteriors so that OoD data
have much lower confidence than in-distribution. Lastly, [171] uses a generative model to
generate out-of-distribution data around the boundary of the in-distribution for learning.
Although the above works show that learning with OoD data is effective, the space of
OoD data (ex: image pixel space) is usually too large to be covered, potentially causing
a selection bias for the learning. Some previous works have done a similar attempt to
learn without OoD data, such as [172], which uses word embeddings for extra supervision,
and [173] which applies metric learning criteria. However, both works report performance
similar to ODIN, showing that learning without OoD data is a challenging setting.
In this work, we closely follow the setting of ODIN, proposing two corresponding
strategies for the problem of learning without OoD data. First, we provide a new probabilis-
tic perspective for decomposing confidence of predicted class probabilities. We specifically
add a variable for explicitly adopting the closed world assumption, representing whether the
data is in-distribution or not, and discuss its role in a decomposed conditional probability.
Inspired by the probabilistic view, we use a dividend/divisor structure for a classifier, which
encourages neural networks to behave similarly to the decomposed confidence effect. The
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concept is illustrated in Figure 7.2, and we note the dividend/divisor structure is closely
related to temperature scaling except that the scale depends on the input instead of a tuned
hyperparameter. Second, we build on the input preprocessing method from ODIN [59] and
develop an effective strategy to tune its perturbation magnitude (which is a hyperparameter
of the preprocessing method) with only in-distribution data.
We then perform extensive evaluations on benchmark image datasets such as CIFAR10,
CIFAR100, TinyImageNet, LSUN, SVHN, as well as a larger scale dataset DomainNet, for
investigating the conditions under which the proposed strategies do or do not work. The
results show that the two strategies can significantly improve upon ODIN, achieving a
performance close to, and in some cases surpassing, state-of-the-art methods [167] which
use out-of-distribution data for tuning. Lastly, our systematical evaluation with DomainNet
reveals the relative difficulties between two types of distribution shift: semantic shift and
non-semantic shift, which are defined by whether a shift is related to the inclusion of new
semantic categories.
In summary, the contribution of this paper is three-fold:
• A new perspective of decomposed confidence for motivating a set of classifier de-
signs that consider the closed-world assumption.
• A modified input preprocessing method without tuning on OoD data.
• Comprehensive analysis with experiments under the setting of learning without OoD
data.
7.2 Background
This work considers the OoD detection setting in classification problems. We begin with
a dataset Din = {(xi, yi)}Ni=1, denoting in-distribution data xi ∈ Rk and categorical label

















Figure 7.3: An example scheme of semantic shift and non-semantic shift. It is illustrated
with DomainNet [154] images. The setting with two splits (A and B) will be used in our
experiments, where only real-A is the in-distribution data.
pin(x, y). We then have a discriminative model fθ(x) with parameters θ learned with the
in-domain dataset Din, predicting the class posterior probability p(y|x).
When the learned classifier fθ is deployed in the open world, it may encounter data
drawn from a different distribution pout such that pout 6= pin. Sampling from all possible
distributions pout that might be encountered is generally intractable especially when the
dimension k is large, such as in the cases of image data. Note also that we can conceptually
categorize the type of differences into non-semantic shift and semantic shift. Data with non-
semantic shift is drawn from the distribution pout(x, y). Examples with this shift come from
the same object class but are presented in different forms, such as cartoon or sketch images.
Such shift is also a scenario be widely discussed in the problem of domain adaptation [174,
154]. In the case of semantic shift, the data is drawn from a distribution pout(x, ȳ) with
{ȳ} ∩ {y} = ∅. In other words, the data is from a class not seen in the training set Din.
Figure 7.3 has an illustration.
The above separation leads to two natural questions that must be answered for a model
to work in an open world: How can the model avoid making a prediction when encountering
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an input x ∼ pout(x, ȳ), or reject a low confidence prediction when x ∼ pout(x, y)? In this
work, we propose to introduce an explicit binary domain variable d ∈ {din, dout} in order
to represent this decision, with din meaning that the input is x ∼ pin while dout meaning
x  pin (or equivalently x ∼ pout). Note that while generally the model cannot distinguish
between the two cases we defined, we can still show that both of the questions above can
be answered by estimating this single variable d.
The ultimate goal, then, is to find a scoring function S(x) which correlates to the do-
main posterior probability p(d|x), in that a higher score s from S(x) indicates a higher
probability of p(din|x). The binary decision now can be made by applying a threshold on
s. Selecting such a threshold is subject to the application requirement or the performance
metric calculation protocol. With the above notation, we can view the baseline method
[58] as a special case with a specific scoring function SBase(x) = maxy p(y|x), where
p(y|x) is obtained from a standard neural network classifier fθ trained with cross-entropy
loss. However, S(x) can become a learnable parameterized function, and different OoD
methods can then be categorized by specific parameterizations and learning procedures. A
key differentiator between methods is whether the parameters are learned with or without
OoD data.
7.2.1 Related Methods
This section describes the two methods that are the most related to our work: ODIN [59]
and Mahalanobis [167]. These two methods will serve as strong baselines in our evaluation,
especially since Mahalanobis has further been shown to have significant advantages over
ODIN. Note that both ODIN and Mahalanobis start from a vanilla classifier fθ trained on
Din, then have a scoring function S(x; fθ) which has extra parameters to be tuned. In their
original work, those parameters are specifically tuned for each OoD dataset. Here we will
describe methods to use them without tuning on OoD data.
ODIN comprises two strategies: temperature scaling and input preprocessing. The
85





j=1 exp (fj(x)/T )
(7.1)
Although ODIN originally involved tuning the hyperparameter T with out-of-distribution
data, it was also shown that a large T value can generally be preferred, suggesting that the
gain is saturated after 1000 [59]. We follow this guidance and fix T = 1000 in our experi-
ments.
Mahalanobis comprises two parts as well: Mahalanobis distance calculation and input
preprocessing. The score is calculated with Mahalanobis distance as follows:
S`Maha(x) = max
i








The f `(x) represents the output features at the `th-layer of neural networks, while µi
and Σ are the class mean representation and the covariance matrix, correspondingly. The
hyperparameter is α`. In the original method, α` is regressed with a small validation set
containing both in-distribution and out-of-distribution data. Therefore they have a set of α`
tuned for each OoD dataset. As a result, for the baseline that does not tune on OoD data





Note that both methods use the input preprocessing strategy, which has a hyperparame-
ter to be tuned. In their original works, this hyperparameter is tuned for each OoD dataset as




7.3.1 The Decomposed Confidence
[175, 176, 58] observed that the softmax classifier tends to output a highly confident pre-
diction, reporting that ”random Gaussian noise fed into an MNIST image classifier gives a
predicted class probability of 91%”. They attribute this to the use of the softmax function
which is a smooth approximation of an indicator function, hence tending to give a spiky
distribution instead of a uniform distribution over classes [58]. We acknowledge this view
and further consider it as a limitation in the design of the softmax classifier. To address this
limitation, our inspiration starts from reconsidering its outputs, the class posterior proba-
bility p(y|x), which does not consider the domain d at all. In other words, current methods
condition on domain d = din based on the implicit closed world assumption. Thus, we use
our explicit variable din in the classifier, rewriting it as the quotient of the joint class-domain





Equation 7.4 provides a probabilistic view of why classifiers tend to be overconfident.
Consider an example x ∼ pout: It is natural to expect that the joint probability P (y, din|x)
is low (e.g. 0.09) for its maximum value among C classes. One would also expect its do-
main probability p(din|x) is low (e.g. 0.1). Therefore, calculating p(y|din,x) with Equa-
tion 7.4 gives a high probability (0.9), demonstrating how overconfidence can result. Based
on the form of Equation 7.4, we call p(y, din|x) and p(din|x) the decomposed confidence
scores.
One straightforward solution for the above issue is to learn a classifier to predict the
joint probability p(y, din|x) by having both supervision on class y and domain d. Learning
to predict p(y, din|x) is preferred over p(din|x) because it can serve both purposes for
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predicting a class by arg maxyin p(y, din|x) and rejecting a prediction by thresholding. This
idea relates to the work of [170], which adds an extra loss term to penalize a predicted
non-uniform class probability when an out-of-distribution data is given to the classifier.
However, this strategy requires out-of-distribution data for regularizing the training.
Without having supervision on domain d (i.e. without out-of-distribution data), there is
no principled way to learn p(y, din|x) and p(din|x). This situation is similar to unsuper-
vised learning (or self-supervised learning) in that we need to insert assumptions or prior
knowledge about the task for learning. In our case, we use the dividend/divisor structure in
Equation 7.4 as the prior knowledge to design the structure of classifiers, providing classi-
fiers a capacity to decompose the confidence of class probability.
In the dividend/divisor structure for classifiers, we define the logit fi(x) for class i,





The quotient of the two scores is then normalized by the exponential function (i.e.
softmax) for outputting a class probability p(y = i|din,x), which is subject to cross-entropy
loss.
With the exponential normalization effect of softmax, the cross-entropy loss can be
minimized in two ways: increasing hi(x) or decreasing g(x). In other words, when the data
is not in the high-density region of in-distribution, hi(x) may tend towards smaller values.
In such case, the g(x) is encouraged to be small so that the resulting logits fi(x) can further
minimize the cross-entropy loss. In the other case when the data is in the high density
region, hi(x) generally can reach a higher value relatively easier, thus its corresponding
g(x) value is less encouraged to go small. The discussed interaction between hi(x) and
g(x) is the major driving force to encourage hi(x) to behave similar to p(y = i, din|x)
and g(x) to behave similar to p(din|x), in a way that the distributional overlap between the
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scores of OoD and in-distribution data is small, which is an intrinsic property of p(y, din|x)
and p(din|x), illustrated in Figure 1.
7.3.1.1 Design Choices
Although the dividend/divisor structure provides a tendency, it does not necessarily guaran-
tee the decomposed confidence effect to happen. The characteristic of hi(x) and g(x) can
largely affect how likely the decomposition could happen. Therefore we discuss a set of
simple design choices to investigate whether such decomposition is generally obtainable.
Specifically we have g(x) = σ(BN(wgfp(x) + bg)), which uses features fp(x) from
the penultimate layer of neural networks sequentially through another linear layer, batch
normalization (BN , optional for a faster convergence), and a sigmoid function σ. The w
and b represent the learnable weights. For hi(x), we investigate three similarity measures,
including inner-product (I), negative Euclidean distance (E), and cosine similarity (C) for
hIi (x), h
E
i (x), and h
C
i (x), correspondingly:
hIi (x) = w
T
i f
p(x) + bi; (7.6)






The overall neural network model fθ therefore has two branches (hi and g) after its
penultimate layer (See Figure 7.2). At training time, the model calculates the logit fi
followed by the softmax function with cross-entropy loss on top of it. At testing time,
the class prediction can be made by either calculating arg maxi fi(x) or arg maxi hi(x)
(both will give the same predictions). For out-of-distribution detection, we use the scoring
function SDeConf (x) = maxi hi(x) or g(x).
Note that when hi(x) = hIi (x) and g(x) = 1, this method reduces to the baseline
[58]. We call the three variants of our method DeConf-I, DeConf-E, and DeConf-C. For
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simplicity, the above names represent using hi(x) for the scores. The use of g(x) will be
indicated specifically.
7.3.1.2 Temperature Scaling
The g(x) in Equation 7.5 can be immediately viewed as a learned temperature scaling
function discussed in [177] and a concurrent report [178]. However, our experiment results
strongly suggest that g(x) is more than a scale. The g(x) achieves an OoD detection per-
formance significantly better than baselines in many experiments, indicating its potential
in estimating the p(din|x). More importantly, the temperature scaling is generally used
as a numerical trick for learning a better embedding [179], softening the prediction [180],
or calibrating the confidence [181]. Our work provides a probabilistic view for its effect,
indicating such temperature might relate to how strong a classifier assumes a closed world
as a prior.
7.3.2 A Modified Input Preprocessing Strategy
This section describes a modified version of the input preprocessing method proposed in
ODIN [59]. The primary purpose of the modification is making the search of the perturba-
tion magnitude ε to not rely on out-of-distribution data. The perturbation of input is given
by:
x̂ = x− εsign(−∇xS(x)) (7.9)
In the original method [59] the best value of ε is searched with a half-half mixed vali-
dation dataset of Dvalin ∼ pin and Dvalout ∼ pout over a list of 21 values. The perturbed images
x̂ are fed into the classification model fθ for calculating the score S(x). The performance
of each magnitude is evaluated with the benchmark metric (TNR@TPR95, described later)
and the best one is selected. This process repeats for each out-of-distribution dataset, and
therefore the original method results in a number of ε values equal to the number of out-of-
distribution datasets in the benchmark.
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In our method, we search for the ε∗ which maximizes the score S(x) with only the
in-distribution validation dataset Dvalin :





Our searching criteria is still based on the same observation made by [59]. They ob-
serve that the in-distribution images tend to have their score s increased more than the
out-of-distribution images when the input perturbation is applied. We therefore use Eq.
7.10 since we argue that an ε which makes a large score increase for in-distribution data
should be sufficient to create a distinction in score. Our method also does not even re-
quire class labels although it is available in Dvalin . More importantly, our method se-
lects only one ε based on Dvalin without access to the benchmark performance metric (e.g.
TNR@TPR95), greatly avoiding the hyperparameter from fitting to a specific benchmark
score. Lastly, we perform the search of ε on a much coarser grid, which has only 6 values:
[0.0025, 0.005, 0.01, 0.02, 0.04, 0.08]. Therefore, our search is much faster. Although over-
shooting is possible (e.g. the maximum value is at the middle of two scales in the grid) due
to the coarser grid, it can be mitigated by reducing the found magnitude by one scale (i.e.
divide it by two). This simple strategy consistently gains or maintains the performance on
varied scoring functions, such as SBase, SDeConf , SODIN , and SMaha.
The method in this section is orthogonal to all the methods evaluated in this work. For
convenience, we will add a * after the name of other methods to indicate a combination,
for example, Baseline* and DeConf-C*.
7.4 Experiments
7.4.1 Experimental Settings
Overall procedure: In all experiments, we first train a classifier fθ on an in-distribution
training set, then tune the hyperparameters (e.g. the perturbation magnitude ε) on an in-
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distribution validation set without using its class labels. At testing time, the OoD detection
scoring function S(x) calculates the scores s from the outputs of fθ. The scores s is calcu-
lated for both in-distribution validation setDvalin and out-of-distribution datasetDout ∼ pout.
The scores s are then sent to a performance metric calculation function. The above pro-
cedure is the same as related works in this line of research [59, 167, 170, 163, 168, 171],
except that we do not use OoD data for tuning the hyperparameters in the scoring function
S(x).
In-distribution Datasets: We use SVHN [114] and CIFAR-10/100 images with size
32x32 [136] for the classification task. Detecting OoD with CIFAR-100 classifier is gen-
erally harder than CIFAR-10 and SVHN, since a larger amount of classes usually involves
a wider range of variance, and thus it has a higher tendency to treat random data (e.g.
Gaussian noise) as in-distribution. For that reason, we use CIFAR-100 in our ablation and
robustness study.
Out-of-distribution Datasets: We include all the OoD datasets used in ODIN [59],
which are TinyImageNet(crop), TinyImageNet(resize), LSUN(crop), LSUN(resize), iSUN,
Uniform random images, and Gaussian random images. We further add SVHN, a colored
street numbers image dataset, to serve as a difficult OoD dataset. The selection is inspired
by the finding in the line of works that uses a generative model for OoD detection [182, 183,
184]. Those works report that a generative model of CIFAR-10 assigns higher likelihood
to SVHN images, indicating a hard case for OoD detection.
Networks and Training Details: We use DenseNet [185], ResNet [139], and WideRes-
Net [186] for the classifier backbone. DenseNet has 100 layers with a growth rate of 12.
It is trained with batch size 64 for 300 epochs with weight decay 0.0001. The ResNet
and WideResNet-28-10 are trained with batch size 128 for 200 epochs with weight decay
0.0005. In both training, the optimizer is SGD with momentum 0.9, and the learning rate
starts with 0.1 and decreases by factor 0.1 at 50% and 75% of the training epochs. Note
that we do not apply weight decay for the weights in the hi(x) function of DeConf clas-
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sifier since they work as the centroids for classes, and those weights are initialized with
He-initialization [187]. In the robustness analysis, the model may be indicated to have an
extra regularization. In such case, we additional apply a dropout rate of 0.7 at the inputs
for the dividend/divisor structure.
Evaluation Metrics: We use the two most widely adopted metrics in the OoD detec-
tion literature. The first one is the area under the receiver operating characteristic curve
(AUROC), which plots the true positive rate (TPR) of in-distribution data against the false
positive rate (TPR) of OoD data by varying a threshold. Thus it can be regarded as an aver-
aged score. The second one is true negative rate at 95% true positive rate (TNR@TPR95),
which simulates an application requirement that the recall of in-distribution data should be
95%. Having a high TNR under a high TPR is much more challenging than having a high
AUROC score; thus TNR@TPR95 can discern between high-performing OoD detectors
better.
7.4.2 Results and Discussion
OoD benchmark performance: We show an overall comparison for methods that train
without OoD data in Table 7.1 with 8 OoD benchmark datasets. The ODIN* and Maha-
lanobis* are significantly better than the baseline, while DeConf-C* still outperforms them
with a significant margin. These results clearly show that learning OoD detection with-
out OoD data is feasible, and the two methods we proposed in Sections 7.3.1 and 7.3.2
combined are very effective for this purpose.
In Table 7.2 we further compare our results with the original ODIN [59] and Maha-
lanobis [167] methods which are tuned on each OoD dataset. We refer to the results of
both original methods reported by [167] since it uses the same backbone network, OoD
datasets, and metrics to evaluate OoD detection performance. In the comparison, we find
our ODIN* and Mahalanobis* perform worse than the ODINorig and Mahalanobisorig in
a major fraction of the cases. The result is not surprising because the original methods
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Table 7.1: Performance of four OoD detection methods. All methods in the table have no
access to OoD data during training and validation. ODIN* and Mahalanobis* are modified
versions that do not need any OoD data for tuning (see Section 7.2.1). The base network
used in the table is DenseNet trained with CIFAR-10/100 (in-distribution data, or ID). All
values are percentages averaged over three runs, and the best results are indicated in bold.
Note that we only show the most common settings used in literature. The DeConf-C is
selected since it shows the best robustness in our analysis, but it is not necessary to perform
the best among all DeConf variants. Please see Figure 7.4 and Figure 7.5 for the summary.
A more comprehensive version of the table is available in Appendix.
ID OoD AUROC TNR@TPR95







Imagenet(c) 79.0 / 90.5 / 92.4 / 97.6 25.3 / 56.0 / 63.5 / 87.8
Imagenet(r) 76.4 / 91.1 / 96.4 / 98.6 22.3 / 59.4 / 82.0 / 93.3
LSUN(c) 78.6 / 89.9 / 81.2 / 95.3 23.0 / 53.0 / 31.6 / 75.0
LSUN(r) 78.2 / 93.0 / 96.6 / 98.7 23.7 / 64.0 / 82.6 / 93.8
iSUN 76.8 / 91.6 / 96.5 / 98.4 21.5 / 58.4 / 81.2 / 92.5
SVHN 78.1 / 85.6 / 89.9 / 95.9 18.9 / 35.3 / 43.3 / 77.0
Uniform 65.0 / 91.4 / 100. / 99.9 2.95 / 66.1 / 100. / 100.







Imagenet(c) 92.1 / 88.2 / 96.3 / 98.7 50.0 / 47.8 / 81.2 / 93.4
Imagenet(r) 91.5 / 90.1 / 98.2 / 99.1 47.4 / 51.9 / 90.9 / 95.8
LSUN(c) 93.0 / 91.3 / 92.2 / 98.3 51.8 / 63.5 / 64.2 / 91.5
LSUN(r) 93.9 / 92.9 / 98.2 / 99.4 56.3 / 59.2 / 91.7 / 97.6
iSUN 93.0 / 92.2 / 98.2 / 99.4 52.3 / 57.2 / 90.6 / 97.5
SVHN 88.1 / 89.6 / 98.0 / 98.8 40.5 / 48.7 / 90.6 / 94.0
Uniform 95.4 / 98.9 / 99.9 / 99.9 59.9 / 98.1 / 100. / 100.
Gaussian 94.0 / 98.6 / 100. / 99.9 48.8 / 92.1 / 100. / 100.
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Table 7.2: OoD detection with OoD data versus without OoD data with CIFAR-10/100
for the in-distribution (ID) data. The values of ODINorig and Mahaorig (abbreviation of
Mahalanobis) are copied from the Mahalanobis paper [167] which are tuned with OoD
data. The values of ODIN*, Maha*, and DeConf-C* are copied from Table 7.1 of our
paper which do not have any access to OoD data. All methods in this table use the same
DenseNet for the backbone. Note that the performance with different network backbone
may have a mild difference. For example, Mahaorig performs slightly better than DeConf-
C* with ResNet-34.
ID OoD AUROC TNR@TPR95




Imagenet(r) 85.2 / 97.4 / 91.1 / 96.4 / 98.6 42.6 / 86.6 / 59.4 / 82.0 / 93.3
LSUN(r) 85.5 / 98.0 / 93.0 / 96.6 / 98.7 41.2 / 91.4 / 64.0 / 82.6 / 93.8
SVHN 93.8 / 97.2 / 85.6 / 89.9 / 95.9 70.6 / 82.5 / 35.3 / 43.3 / 77.0
C
-1
0 Imagenet(r) 98.5 / 98.8 / 90.1 / 98.2 / 99.1 92.4 / 95.0 / 51.9 / 90.9 / 95.8
LSUN(r) 99.2 / 99.3 / 92.9 / 98.2 / 99.4 96.2 / 97.2 / 59.2 / 91.7 / 97.6
SVHN 95.5 / 98.1 / 89.6 / 98.0 / 98.8 86.2 / 90.8 / 48.7 / 90.6 / 94.0
gain advantage from using OoD data. However, our DeConf-C* still outperforms the two
original methods in many of the cases. The cross-setting comparison further supports the
effectiveness of the proposed strategies.
Ablation Study: We study the effect of applying DeConf and our modified input pre-
processing (IPP) strategy separately. In Figure 7.4, it shows that both hi(x) and g(x)
from all three variants (I, E, C) of the DeConf strategy help OoD detection performance
with CIFAR-10 and SVHN classifiers, showing that the concept of DeConf is generally
effective. The result of CIFAR-10 is also visualized in Figure 7.7. However, the failure
of DeConf-I and g(x) with the CIFAR-100 classifier in Figure 7.5a may indicate these
functions have different robustness and scalability, which we will investigate in the next
section. One downside of using the DeConf strategy is that the accuracy of the classifier
may slightly reduce in the case with CIFAR-100 (A 2% drop compared to a vanilla classi-
fier), summarized in Table 7.3. This could be a natural consequence of having an alternative







Figure 7.4: An ablation study with three variants in our DeConf method (Section 7.3.1).
Plain means g(x) = 1 so that the dividend/divisor structure is turned off. Each bar in the
figure is averaged with 24 experiments (8 OoD datasets listed in Table 7.1 with 3 repeats.
Note that we use CIFAR-10 as OoD to replace the SVHN in the case of SVHN classifier).
The backbone network is Resnet-34. The plain setting with inner-product is equivalent to
a vanilla Resnet for classification. Overall, both scores from h(x) and g(x) are significant
higher than random (AUROC=0.5) and corresponding plain baselines. The breakdown
results are in Appendix Table A.6
(a) CIFAR-100 classifier
(b) CIFAR-100 classifier with extra regularization (dropout 0.7)
Figure 7.5: An ablation study similar to Figure 7.4. This figure shows the performance of
DeConf-I and all g(x) are improved by adding extra regularization.
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Figure 7.6: The OoD detection performance of our input preprocessing (IPP) strategy,
which selects the perturbation magnitude with only in-distribution data. The setting plain
means the IPP is turned off. The in-distribution data is CIFAR-100. The backbone network
is Resnet-34. Each value is averaged with the results on 8 OoD datasets listed in Table 7.1.
Each method has its own scoring function S(x) (See Section 7.2.1 and 7.3), causing IPP to
perform at varied levels of performance gain.
Table 7.3: The summary of classifiers analyzed in this section. Their in-domain classifi-
cation accuracy is provided in the right four columns. The ”+” means that the classifier
is trained with extra regularization (dropout rate 0.7). The number in parenthesis is the
standard deviation.
Classifier Image size #class Model Experiment Baseline DeConf-I DeConf-E DeConf-C
CIFAR10 32x32 10 DenseNet Table 1,2 95.2±0.1 94.9±0.1 95.0±0.1 95.0±0.1
CIFAR10 32x32 10 ResNet34 Figure 3 95.2±0.1 95.0±0.1 94.9±0.1 95.1±0.1
SVHN 32x32 10 ResNet34 Figure 3 96.9±0.1 96.8±0.1 96.5±0.1 96.7±0.1
CIFAR100 32x32 100 DenseNet T-1,T-2,F-7 77.0±0.2 75.8±0.4 76.4±0.1 75.9±0.1
CIFAR100 32x32 100 WRN Figure 7 80.8±0.1 78.3±0.1 78.4±0.1 78.4±0.1
CIFAR100 32x32 100 ResNet50 Figure 7 78.8±0.3 76.4±0.1 76.5±0.3 76.2±0.2
CIFAR100 32x32 100 ResNet34 Figure 4,5,7 78.5±0.2 76.0±0.1 76.2±0.1 75.8±0.2
CIFAR100 32x32 100 ResNet18 Figure 7 77.3±0.1 75.2±0.2 75.8±0.1 75.1±0.1
CIFAR100 32x32 100 ResNet10 Figure 7 75.0±0.1 73.4±0.1 74.2±0.1 73.5±0.1




640x880 173 ResNet34 Table 3 73.6±0.1 73.0±0.1 73.4±1.5 72.2±0.5
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Figure 7.7: Visualization of the score distribution. The data are visualized with t-SNE
using the features from the penultimate layer of the neural networks. The results are from
DeConf-I with ResNet-34. The figure (a) visualizes the ground-truth in-distribution (ID,
red, CIFAR-10) and out-of-distribution (OoD, black, Imagenet-resized) data. The colors in
(b) represent different classes of CIFAR-10. The scores are obtained from (c) h function,
(d) g function, or (e) the logits, and the scores are linearly re-scaled to between zero and
one for visualization. The figure presents two phenomena. The first is that the OoD data
in (e) have high scores. It is related to the overconfident effect discussed with equation
7.5. The second phenomenon is that high-score data in (c) and (d) are more significantly
clustered in each class of CIFAR-10. It shows a tendency that the in-distribution data in
high-density regions have higher scores than those in low-density regions (close to OoD
data). This phenomenon is related to the discussion at the end of section 7.3.1
.
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for hi(x), instead of assigning a lower score for the data away from the high-density region
of in-distribution data. We see this effect is reduced and has only a 1% accuracy drop when
the extra regularization (dropout rate 0.7) is applied.
In Figure 7.6, the results show that tuning the perturbation magnitude with only in-
distribution data is an effective strategy, allowing us to reduce the required supervision for
learning. The supervision here means the binary label for in/out-of-distribution.
Robustness Study: This study investigates when the OoD detection method will or will
not work. In Figure 7.8, it shows that the number of in-distribution training data can largely
affect the performance of the OoD detector. Mahalanobis has the lowest data requirement,
but the DeConf methods generally reach a higher performance in the high data regime.
In Figure 7.8, we also examine scalability by varying the number of classes in the in-
distribution data. In this test, DeConf-E* and DeConf-C* show the best scalability. Overall,
DeConf-C* is more robust than the other two DeConf variants. Lastly, Figure 7.9 shows
that high performing methods such as DeConf-E*, DeConf-C*, and Mahalanobis* are not
sensitive to the type and depth of neural networks. Therefore, the number of in-distribution
samples and classes are the main factors that affect OoD detection performance.
Enhancing the Robustness: The overfitting issue may be the cause of low OoD de-
tection performance for some of the DeConf variants and g(x). In Figure 7.5b, the OoD
detection performance is significantly increased with DeConf-I and all g(x) when extra reg-
ularization (dropout rate 0.7) is applied. Figure 7.10 provides further analysis for DeConf-I
and its g(x) by varying the number of samples and classes in the training data. The per-
formance with extra regularization is significantly better than the cases without it. Besides,
the performance is also very similar between regularized hi(x) and g(x), indicating that
overfitting is an important issue. Lastly, we note that the DeConf-E and DeConf-C have a
reduced performance with extra regularization in Figure 7.5b. It is an expected outcome
since dropout generally harms the distance calculation between centroids and data since
part of the feature is masked. The results indicate that the design of (I, E, C) might not be
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Figure 7.8: Robustness analysis of 6 OoD detection methods. The left figure has classifiers
trained on a varied number of samples in CIFAR-10. The right figure has classifiers trained
on a varied number of classes in CIFAR-100. Each point in the line is an average of the
results on 8 OoD datasets. The backbone network is Resnet-34. Please see Section 7.4.2
for a detailed discussion.
Figure 7.9: Robustness analysis using different neural network backbones. The in-
distribution data is CIFAR-100. Each bar is averaged with the results on 8 OoD datasets.
optimal for the problem, leaving room for future work to find a robust pair of hi(x) and
g(x) for the OoD detection problem.
7.4.3 Semantic Shift versus Non-semantic Shift
One interesting aspect of out-of-distribution data that has not been explored is the separa-
tion of semantic and non-semantic shift. We therefore use a larger scale image dataset, Do-
mainNet [154], to repeat an evaluation similar to Table 7.1. DomainNet has high-resolution
images in 345 classes from 6 different domains. There are 4 domains in the dataset with
class labels available. They are real, sketch, infograph, and quickdraw, resulting in different
types of distribution shifts.
To create subsets with semantic shift, we separate the classes into two splits. Split A
has class indices from 0 to 172, while split B has 173 to 344. Our experiment uses real-
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Figure 7.10: Robustness analysis for h(x) and g(x) from DeConf-I. The + sign represents
the model trained with extra regularization (dropout rate 0.7).
Table 7.4: Performance of four OoD detection methods using DomainNet. The in-
distribution is the real-A subset. Each value is averaged over three runs. The type of
distribution shift presents a trend of difficulty to the OoD detection problem: Semantic
shift (S) > Non-semantic shift (NS) > Semantic + Non-semantic shift.
OOD Shift AUROC TNR@TPR95
S NS Baseline / ODIN* / Maha* / DeConf-C*
real-B X 75.1 / 69.9 / 53.6 / 69.8 15.3 / 15.4 / 5.09 / 14.0
sketch-A X 75.5 / 80.7 / 59.5 / 84.5 20.1 / 31.2 / 7.30 / 37.5
sketch-B X X 81.8 / 85.7 / 60.4 / 89.1 25.2 / 36.8 / 7.55 / 44.1
infograph-A X 79.6 / 82.7 / 81.5 / 89.0 23.5 / 27.8 / 21.6 / 45.4
infograph-B X X 82.1 / 85.3 / 80.9 / 90.9 24.8 / 31.7 / 21.9 / 49.6
quickdraw-A X 78.8 / 96.4 / 67.4 / 96.9 21.1 / 79.9 / 3.38 / 83.1
quickdraw-B X X 80.5 / 96.9 / 66.1 / 97.4 22.1 / 83.6 / 2.38 / 86.6
Uniform X X 54.7 / 75.6 / 99.8 / 99.3 1.65 / 5.37 / 100. / 100.
Gaussian X X 71.3 / 95.5 / 99.9 / 99.4 0.64 / 46.9 / 100. / 100.
A for in-distribution and has the other subsets for out-of-distribution. With the definition
given in Section 7.2, real-B has a semantic shift from real-A, while sketch-A has a non-
semantic shift. Sketch-B therefore has both types of distribution shift. Figure 7.3 illustrates
the setup. The classifier learned on real-A uses a Resnet-34 backbone. Its training setting
is described in Section 7.4.1 except that the networks are trained for 100 epochs, and the
images are center-cropped and resized to 224x224 in this experiment.
The results in Table 7.4 reveal two interesting trends. The first one is that the OoD












Figure 7.11: The AUROC (higher is better) of OoD detection with the DomainNet dataset.
The in-distribution is the first 335 classes from real domain, while the OoD data are from
five domains. The OoD data are from 10 unseen classes.
shift. The semantic shift turns out to be the hardest one to detect. The second observation is
the failure of Mahalanobis*. In most cases it is even worse than Baseline, except detecting
random noise. In contrast, ODIN* has performance gain in most of the cases, but has less
gain with random noise. Our DeConf-C* still performs the best, showing that its robustness
and scalability is capable of handling a more realistic problem setting, although there is still
large room for improvement.
7.4.4 Correlation to Domain Similarity
In this section, we revisit the DomainNet experiment setting of Chapter 6, which has 335
classes in the labeled split-A while 10 classes in the unlabeled split-B for category discov-
ery. The goal here is to see if the OoD detection performance (AUROC) is correlated to
perceptual domain similarity (approximated by MMD). The results in Figure 7.11 confirms
that except the baseline method, other OoD detection methods can detect the perceptually
distant domain (e.g. quickdraw-B) significantly better than similar domains (e.g. real-B and
painting-B). Specifically, the Pearson correlation coefficient between DeConf-C’s AUROC
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Figure 7.12: Qualitative visualization of the OoD score distribution for each domains in
DomainNet. The real-A is the in-distribution data for training the classifier, while the other
five domains in split-B are used as OoD data. The results of ODIN* is very similar to
DeConf-C with and we only visualize the latter. The better-performing methods (DeConf-
C* and ODIN*) have less distributional overlap between in-distribution and OoD data.
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and MMD (Figure 6.3) is 0.74, while ODIN-versus-MMD is 0.78, Maha-versus-MMD is
0.69, and Baseline-versus-MMD is 0.08.
Unlike the MMD in Chapter 6, which directly gives a distance between two sets of data,
our OoD method gives scores for each data. It makes plotting the distributions be possible.
The visualization in Figure 7.12 clearly shows a trend that our method assigns higher OoD
scores for the distant domains with less overlap to the data from in-distribution, providing
qualitative evidence that our method can estimate the domain similarity better than state-
of-the-art OoD methods.
7.4.5 Limitation
In most of the OoD literature as well as ours, the evaluation protocol uses a metric that
is threshold-agnostic (e.g. AUROC) or has a pre-selected threshold (e.g. TNR@TPR95).
Such a protocol leaves the problem of how to select the threshold open. In order to apply
an OoD method to a real-world application, having a method to decide the threshold is
necessary. A common way is having some OoD data and in-distribution data in the vali-
dation set to make the selection. However, it will again make the whole method prone to
selection bias, raising the concern that the selected threshold might not generalize to others.
Therefore, developing a principled strategy for threshold selection is an crucial problem for
future work.
7.5 Conclusion
In this paper, we propose two strategies, the decomposed confidence and the modified
input preprocessing. These two simple modifications to ODIN lead to a significant change
in the paradigm, which does not need OoD data for tuning the method. Our comprehensive
analysis shows that our strategies are effective and even better in several cases than the
methods tuned for each OoD dataset. Our further analysis using a larger scale image dataset
shows that the data with only semantic shift is harder to detect, pointing out a challenge for
104
future works to address. The work of this chapter is published in [12].
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CHAPTER 8
APPLICATION: FROM PIXEL-WISE SIMILARITY TO INSTANCE
SEGMENTATION
8.1 Introduction
This chapter applies the KCL from Chapter 3 to a real-world application: instance seg-
mentation. The application introduces a major challenge because of the amount of data,
which could be millions of pixels in one image. Such a large number is the major barrier to
our pairwise-based learning strategy, leading to a squared number of the pairwise combi-
nations. This chapter overcomes this challenge by proposing sampling strategies based on
the two-dimensional connectivity constraints, demonstrating the scalability and generaliz-
ability of our clustering method. The results are published in [13].
The application, instance segmentation, combines requirements from both semantic
segmentation and object detection. It not only needs the pixel-wise semantic labeling but
also requires instance labeling to differentiate each object at a pixel level. Since the seman-
tic labeling can be directly obtained from an existing semantic segmentation approach, most
of the instance segmentation methods focus on dealing with the instance labeling problem.
This is usually achieved by assigning a unique identifier to all of the pixels belonging to an
object instance.
Instance labeling becomes a more challenging task when occlusions occur, or when
a vastly varying number of objects in a cluttered scene exist. For example, the top per-
formance (at the time of writing this chapter) on the Cityscapes dataset [188] only reaches
31.8% accuracy [189] (without external training data) in terms of average precision, leaving
much room for improvement.
Techniques to solve instance segmentation can be roughly grouped into two categories:
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proposal-based methods and proposal-free methods. In proposal-based methods [190,
191, 189], a set of object proposals and their classes are first predicted, then foreground-
background segmentation of each bounding box is performed. The proposal-free approaches
[192, 193, 194, 195, 196] exclude the step of proposal generation. These approaches usu-
ally have two stages. The first is to learn an intermediate representation (e.g. feature vec-
tors, energy levels, pairwise affinities, breakpoints, or object boundaries) at the pixel level,
then in the second stage they group the pixels using a clustering algorithm with the learned
representation. Additionally, the proposal-free approaches usually only focus on instance
labeling and directly leverage the categorical predictions from semantic segmentation for
the semantic labeling.
Our approach belongs to the proposal-free style. We reduce the two-stage paradigm
to a single forward pass on a fully convolutional network (FCN) [32]. We achieve this by
designing a novel learning objective, which uses pairwise relationships between pixels as
the supervision to guide an FCN to learn pixel-wise clustering. The FCN trained with the
proposed objective learns to directly assign a cluster index to each pixel, while each pixel
cluster is regarded as an object instance. The clustering is done by the forward propagation
of the FCN. It turns out the FCN is capable of learning to do pixel-wise clustering and
generalize the learned clustering mechanism to unseen images.
The number of cluster indices available in the FCN will limit the number of instances
that can be separated by our approach. We provide a strategy to deal with the case of
an unlimited number of instances. Inspired by graph coloring theory in how it reuses the
indices for coloring a graph, we inject the coloring strategy into our learning objective.
Therefore the FCN is trained to assign different indices for the neighboring instances, while
reusing the index for the objects that are far away from each other. With the coloring result,
each individual instance can be naively recovered by connected components extraction.
We formulate the lane detection problem as an instance labeling problem, and our ap-
proach won second place in the lane detection competition of the 2017 CVPR Autonomous
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Driving Challenge. The difference of accuracy between ours and first place is insignificant.
Considering that the top performer used a large amount of external data for training while
we did not, the advantage of our approach becomes even more significant. We are also able
to perform the prediction in real-time (∼ 55 FPS).
Lane detection is a problem that involves a single category and a limited number of
instances; therefore, we extend our evaluation on a multi-category dataset and unlimited
instance setting, specifically the Cityscapes dataset. Our approach demonstrates strong
performance, achieving 15.1% AP. By comparing to the 9.8% AP of the JGD [197] which
shares similar insights in using graph coloring (also called node labeling), our data-driven
learning approach has a significant advantage over their search-based algorithm.
In summary, we make several contributions. First, we formulate a novel objective to
train an FCN to perform instance labeling. Second, we demonstrate how to combine the
graph coloring theorem to augment the learning objective. Third, we empirically show a
deep FCN is able to learn to do clustering on image pixels in an end-to-end fashion.
8.2 Related Work
Proposal-based methods: This type of approach usually follows the detect-then-segment
paradigm [189, 190, 191, 198, 188, 199, 200, 201, 202] which first detects a bounding box
as the object proposal, then segments out the foreground object in the box region. Some
variant approaches, for example [203], uses RNNs to generate the proposals instead of
using a proposal network. [204] uses the bounding box as a potential in their CRF formula-
tion. Their segmentation performance is restricted by the quality of bounding boxes, which
normally favor an instance with a round shape.
Proposal-free methods: Although the approaches in this type share the same two-
stage scheme of representation learning then clustering, there is a wide spectrum of ways
to achieve it. [192] has a per pixel prediction of breakpoints, then apply a sequential group-
ing for clustering the pixels. [193] learns an energy level for each pixel and is followed
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by watershed clustering. [195] learns a discriminative feature vector for mean shift clus-
tering. [194] uses object boundary prediction with a MultiCut algorithm [205]. [206, 207]
learn several hand-picked features then use heuristic or spectral clustering. [197] formu-
lates instance labeling as a node labeling problem and find a feasible solution using a search
algorithm. [208] learns position-sensitive score maps, then merge the masks with an assem-
bling module. [196] learns pairwise affinities between pixels followed by a graph merging
algorithm for pixel clustering. Our method belongs to this category but is different from
above in the way that we do not specify an intermediate representation for learning. We let
an FCN [32] learn to perform instance labeling directly.
8.3 Method
In this section, we describe how to formulate the learning objective, and explain how to use
a limited amount of indices to label an unlimited amount of instance in an image.
8.3.1 Learning Instance Labeling
The instance labeling task is defined as follows. We have an RGB image as input, and
our task is to predict a mask for each instance. This is done by assigning a unique index
(instance ID) to all of the pixels in the mask. The index is an integer i, 1 ≤ i ≤ n, where
n is the number of instances in the scene. One crucial property of the assignment is that
it is not unique. Specifically, swapping the index between any two masks will still lead to
a valid assignment and equivalent segmentation. This is referred to as the quotient space
property [209]. The goal of the task is to learn a function f which can assign an index
yi = f(pi) for a pixel pi, where yi ∈ Z and i is the index of the pixel in an image. The
resultant labeling of all pixels in an image, i.e., Y = {yi}∀i, should fulfill the relationship
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R. For any two pixels pi, pj , R(pi, pj) ∈ {0, 1} is defined as,
R(pi, pj) =

1, if pi, pj belong to the same instance.
0, otherwise.
(8.1)
Since the labels in the ground-truth are just one instantiation of the labeling based on the
underlying relationshipR, we propose to directly use R as the supervision for training. Us-
ing R as the learning objective is preferable over using the ground-truth labeling. Since the
instance ID of any particular instance is assigned in an ad hoc manner, forcing a particular
labeling makes the learning task more difficult because the labeling is not consistent from
image to image (e.g. a vehicle with similar appearance may be assigned different labels
in different images). R is a more precise representation of the actual learning objective.
Reconstructing the R from a given labeling is straightforward from equation 8.1.
8.3.1.1 The Learning Objective
We use a fully convolutional neural network (FCN) [32] as f to make pixel-wise prediction.
We define the outputs of the FCN as the probability of assigning a pixel to a certain instance
index, which is a multinomial distribution. Inspired by Chapter 3, we use the same criteria
that if two pixels belong to the same instance, their predicted distributions should be similar,
and be dissimilar otherwise. The distance between two distributions could be evaluated by
the Kullback-Leibler divergence. Given a pair of pixels pi and pj , their corresponding
output distributions are denoted as Pi = f(pi) = [ti,1..ti,n] and Pj = f(pj) = [tj,1..tj,n],
where n is the number of indices available for labeling. We therefore rewrite the KCL with
the pixel-wise notations of this chapter in below.
L(pi, pj)+ = DKL(P?i )||Pj +DKL(P?j ||Pi),
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Figure 8.1: The example outputs of lane detection. The colors represent different instance
IDs. The outputs for each pixel is a 6 + 1 dimensional vector, which represents the proba-
bility distribution of this pixel being assigned to a certain ID. Our learning objective (equa-
tion 8.4) guides the f to output a similar distribution for the pixels on the same lane line, and
vise versa. During testing time, the pixel will be assigned to an ID with highest probability.
L(pi, pj)− = Lh(DKL(P?i ||Pj), σ) + Lh(DKL(P?j ||Pi, σ)),
where Lh(e, σ) = max(0, σ − e).
(8.3)
The margin σ is a hyper-parameter. We use 2, as suggested in Chapter 3, for all our exper-
iments. We then construct a criterion to evaluate how the outputs of f are compatible with
R in the form of a contrastive loss:
L(pi, pj) = R(pi, pj)L(pi, pj)+
+ (1−R(pi, pj))L(pi, pj)−.
(8.4)
An example associated with the idea of equation 8.4 is illustrated in figure 8.1. We
apply equation 8.4 on top of the outputs of a softmax layer in a standard FCN which was
originally designed for semantic segmentation. Therefore the loss function is easy to deploy
and combine with other pixel-wise prediction tasks like semantic segmentation and depth
estimation.
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8.3.1.2 Combining the Sampling Strategy
The objective in equation 8.4 uses pairwise information between pixels. The number of
pairs grow quadratically with the number of pixels in an image. Therefore it is not feasible
to use all pixels in an image. We adopt a sampling strategy. A fixed total number of pixels
(e.g. one thousand) is sampled during the training time. Only the pixels in the ground-
truth instance masks are picked (see below for how we handle the background class). All
instances in an image receive the same number of samples regardless of their size. The
pixels in an instance are randomly sampled with uniform distribution. To create the pairs,
all possible pairwise relationships between the sampled pixels are enumerated. Therefore
one million pairs (including both orders and self-pairs) per image are generated upon which
equation 8.4 is applied.
We treat the background as one instance and handle it differently because of its un-
balanced nature. Since the background contains the majority of pixels in an image, the
sampled points are very sparse. Using a cityscapes [188] image (1024x2048) as example,
the density of sampled points on background is roughly 0.005%. This leads to an obvious
limitation that the boundary between instance and background is hard to learn. In fact the
predicted instances tend to stretch significantly into the background region.
One trivial solution is to increase the number of samples on the background region. We
push this notion to the extreme and use all background pixels for training. However, we
only consider the unary prediction instead of pairwise relationships. Specifically, we use
a binary classification loss for the background, while the background and other instance
still share the same output vector which represents the instance index. To achieve that, we
reserve the index zero only for the background. Given a n+ 1 dimension predicted outputs
f(pi) = Pi = [ti,0..ti,n], the summation of non-zero indices [ti,1..ti,n] is the probability of
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Figure 8.2: The concept of how graph coloring is related to instance ID assignment. For
details please see section 8.3.2.












N is the total number of pixels in an image. Ibgi is the indicator function and it returns 1
if pixel i is background. Note that although the value of
∑n
k=1 ti,k is equal to 1 − ti,0, the
resulting derivative is different and our formulation can encourage the outputs of [ti,1..ti,n]
when pi is not background. Let T = {(pi, pj)}∀i,j contain all pairs of sampled pixels, we







The full formula for instance segmentation is the direct combination of both:
Lins = Lpair + Lbg (8.7)
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8.3.2 Addressing an Unlimited Number of Instances
The f defined in section 8.3.1 can only represent n instance IDs. Therefore it limits the
maximum number of instances that could be detected. Although the fixed amount of in-
stance IDs is sufficient for applications such as lane detection for autonomous driving, it
becomes a limitation for datasets like Cityscapes [188] for segmenting an arbitrary number
of objects. Although we can deal with the problem by increasing the dimension of the
output vector, it will introduce two problems. The first is the distribution of the number of
instances in an image usually has a long-tail distribution. Most of the images only contains
few instances (ex: 5) and only a small fraction has a large number of objects (ex: 100). In
such cases the majority of output nodes will only be trained with a small fraction of training
data. Therefore it leads to a poor performance. The second is the efficiency consideration.
A high dimension output layer will greatly increase the computation time, since the output
has a map size equal to the input image. In this section, we describe a generic approach to
labeling an unlimited number of instances with a fixed number of IDs.
Inspired by the graph coloring problem, we reformulate the index assignment task to
a graph coloring task. Here we regard the region of instance as a vertex (see figure 8.2
(a)-to-(b)). The distance ε between regions decides whether an edge exists or not. The
goal of graph coloring is to assign a color to each vertex so that neighboring vertices have
different colors. A graph is called k-colorable if we can find an assignment with k or fewer
colors. The minumum k of a graph called its chromatic number. The k could possibly be
much smaller than the number of vertices (the number of instances). For example, if we
set the distance threshold ε to 1 pixel, there will only be edges between adjacent instances.
This case is also called the map coloring problem. According to the four-color theorem
[210], we only need four colors to make sure any instances has a color different from its
neighbors. The colors mentioned here are equivalent to the set of indices we used to label
instance pixels.
A compatible k-colored map means no adjacent instance has the same color. Under
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this condition, the individual instance region can be extracted by finding the connected
components at the pixel level, i.e., by growing a region which share the same ID. Each
connected component (instance segment) will be assigned a unique ID for the final outputs.
Figure 8.2 (a)-to-(d) illustrates the process.
8.3.2.1 Learning to do graph coloring
In this section we demonstrate a strategy to train a deep neural network to do graph coloring
(also called node labeling). We show that by relaxing the setting of graph coloring, we can
deploy the constraints of coloring by only slightly changing the sampling strategy described
in section 8.3.1.2.
First, we relax the coloring rules from a constraint that must be satisfied to be a soft
guideline. The guideline is ”Neighboring instances should have different IDs”. It is pre-
sented in the learning objective and only used in training stage. Second, we set the distance
threshold ε to a value larger than 1 pixel (our experiment uses 256). The threshold only
applied to the pairs of the randomly sampled pixels in section 8.3.1.2. Compared to the
original T that contains all pairs of sampled pixels, the T ′ only contains the pairs (pi, pj)
which have spatial distance (|pipj|) within threshold ε:
T ′ = {(pi, pj)}∀i,j,|pipj |≤ε (8.8)







Figure 8.2(c) demonstrates an example of the sampling. The yellow dots are the sampled
pixels. The black edges means its two nodes should have similar predicted label distribu-
tion, while the white edges represent the dissimilar pairs. Any two pixels that have distance
larger than ε are considered to have no edge between them and therefore contribute no loss
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at all to the learning objective.
8.3.2.2 Choosing the number of color
The equation 8.6 is a special case of equation 8.9 with ε =∞. With the infinity threshold,
there are edges between all instances, so the k has to be equal to the number of object
instance in an image. With the decreasing of the ε, the chromatic number of the graph
is also decreasing. The trend stops at ε = 1, which becomes a map coloring problem
and has chromatic number 4. Note that it is not necessary to consider the case when ε is
smaller than one pixel. In that case all instances are independent, i.e., no edge between any
vertices, therefore one color is sufficient to color the graph. However, individual instance
pixels can’t be extracted with the resulting coloring.
Since we transform the coloring constraints to a soft learning objective, the choice of
n has no hard requirement. Based on the arguments in above paragraph, setting n to any
number larger or equal to four could be sufficient, and it is also dependent on the setting of
ε. We determine the two parameters empirically.
8.3.3 Combinations of Strategies
We consider two factors in instance segmentation applications, which are limited/unlimited
number of instances and single/multiple categories.
For applications with a limited number of instances, applying the approach in section
8.3.1 is sufficient. One example is lane detection for autonomous vehicles, which usu-
ally has a bounded number of visible lanes in the camera view. The benefit of applying
section 8.3.1 standalone is that it is a fully end-to-end solution that can be accomplished
in a standard FCN. No post-processing is required. In contrast, when the number of in-
stances is unlimited, the approaches in section 8.3.1 and 8.3.2 are both applied. Connected
component extraction is then needed as a post-processing to generate the final predictions.
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Figure 8.3: The network architecture used in this work.
is category agnostic. Therefore it needs external information to help assigning the class to
each instance. For each instance mask, we average the predicted semantic segmentation
probability in the masked region and find the dominant category. The intersection between
our instance mask and the dominant category mask of semantic segmentation is used as the
final instance output. Since we use FCN for the f , it is straightforward to add an output
branch to predict the semantic segmentation while sharing most of the layers except the
final layer.
8.3.4 Network Architecture
This section describes the network architecture used for f . Figure 8.3 illustrates the di-
agram. This style of FCN is widely used in pixel-wise prediction and was referred as
FPN[211]. The major benefit of using FPN is its configurable dimension for the pixel-
wise feature map. In our implementation, the layers Conv-1 to Conv-5 have the weights
initialized by pre-trained ResNet [112]. The Conv-2p to Conv-5p (called Conv-Xp for ab-
breviation) have kernel size 3x3 and are followed by batch normalization [96] and ReLU.
The Conv-Xp layers have the outputs of channel dimension c, which is configurable. The
outputs of Conv-Xp layers are up-sampled and have element-wise summation with the out-
puts from lower layers. The resulting feature map M has c feature channels and is four
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times smaller than the input image. Furthermore, since we use element-wise summation
to combine the features from different convolution blocks, the Conv-Xp work like learning
the residual representation for constructing the M .
The task-specific layers are added on top ofM . For the instance ID assignment task, we
use two convolution layers. The first one has 3x3 kernel and c output channels, followed
by batch normalization and ReLU. The second one has 1x1 kernel with n + 1 dimension
outputs, which maps to n instance IDs and one background ID. Other pixel-wise prediction
tasks can also be added here to construct a multi-head structure for multi-task learning; for
example, semantic segmentation, boundary detection, depth estimation, and object center
prediction. Those tasks can reuse the same two-layer structure by only changing the num-
ber of final outputs to fit their target number of categories. In our evaluation on Cityscapes
dataset, we add semantic segmentation to help assign the category of each object instance.
8.4 Experiments
In this section, we evaluate the performance of our proposed method on two vastly dif-
ferent datasets. The first one is a lane detection dataset and the second is the benchmark
Cityscapes dataset. Our submission to the lane detection competition won the 2nd place,
evaluated for both performance and speed, while on the Cityscapes instance segmentation
results our entry is among the top 10 of all entries, and among the top four proposal-free
entries.
8.4.1 Lane Detection
The Tusimple dataset [212] contains 3626 video clips of highway driving scenes in the
training set. One image from each video clip is annotated with ground-truth lane lines. The
number of lane lines vary from 3 to 5. The lane lines are labeled in arbitrary order. The task
is to predict all individual lane lines for the test set of 2782 images. We can consider the
lane lines as a thin and long region on the image. Therefore it becomes a single category
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Figure 8.4: The visualization of the lane detection on Tusimple dataset (our validation
split). The red lines in top row are our predictions, while the green lines are the ground-
truth. The second row shows the raw outputs from our network. The colors represent the
assigned IDs.
multi-instance segmentation task.
The evaluation metric used by the challenge is a recall with penalty on extra detections.
The recall score is calculated as
score =
number of matched lane points
number of ground-truth lane points
(8.10)
The detected lane lines are not densely evaluated per pixel, but rather sampled with hori-
zontal lines spaced every 10 pixels. The sampled points are then compared with sampled
points in the ground-truth. If their distance is below 20 pixels, it is considered a matched
point. The score for each lane line is computed as above and then averaged to give the
final score for an image. Since recall is biased toward methods with many detections, the
final score also penalizes extra detections beyond N + 2, where N is the number of lines in
ground-truth. Submissions must also achieve a minimum speed of 5 FPS on a single GPU
to be accepted.
The key challenge of this competition is to correctly predict the number of lines and
their exact position. We formulate it as an instance segmentation problem by drawing the
lane lines with 10 pixel-width. In that way we obtain a thin and long mask for each lane
lines. Since there are at most 6 lane lines in the dataset, it is a problem with a limited
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Table 8.1: Results of the top five performers of the 2017 CVPR lane detection challenge
[213]. FP: False Positive. FN: False Negative. Ext. data: Use external labeled training
data.
User ID/Method Accuracy FP% FN% Ext. data
XingangPan[214] 96.53% 6.17 1.80 yes
Ours 96.50% 8.51 2.69 no
DavyNeven[195] 96.40% 23.65 2.76 N/A
xxxxcvcxxxx 96.14% 20.33 3.87 N/A
TF Placeholder 95.96% 6.54 4.23 N/A
amount of instances. We designed the network output to be a 7-D vector at each pixel
location, representing the probability of the pixel belonging to a particular index, including
background. The loss function used here is only the equation 8.7.
8.4.1.1 Experiment Setting
The network has a backbone of ResNet-18 [112] with configuration c = 32. To train the
network, we split the training images into 80% for training and 20% for validation. We
applied standard data augmentation (e.g. horizontal flipping and color jittering) on the
training images. We sampled 100 pixels from each line to compute the equation 8.7. The
stochastic gradient descent is used to optimize the proposed learning objective with initial
learning rate 0.01, which decays per 20 epochs with factor 0.1 until 50 epochs. During
testing, the outputs of the network have cluster indices assigned to all pixels, while each
cluster index corresponds to a line (see figure 8.4). For benchmarking purpose, the mean
x-coordinate of each line at specific hight is calculated to produce the exact submission
format.
8.4.1.2 Results and Discussion
Table 8.1 shows the top 5 performers among 14 teams of the lane detection challenge.
The accuracy is defined in equation 8.10. False-positive and false-negatives are also listed
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Table 8.2: The AP results on Cityscapes test set. Only the proposal-free approaches are
listed.
Method AP AP50% AP100m AP50m
SGN [192] 25.0 44.9 38.9 44.5
DWT [193] 19.4 35.3 31.4 36.8
DL [195] 17.5 35.9 27.8 31.0
InstanceCut [194] 13.0 27.9 22.1 26.1
JGD [197] 9.8 23.2 16.8 20.3
Uhrig et al. [197] 8.9 21.1 15.3 16.7
ours 15.1 30.8 24.2 25.8
for reference. Our method won the second position and is the top performer without using
labeled external training data. The top performer XinganPan uses the approach that requires
a specifically designed layer, e.g. the SCNN [214], and needs the lanes labeled in certain
order, e.g. from left to right, so it can uses a standard cross entropy loss to classify the
lines. In contrast, our approach only uses standard convolution layers and the lanes can
be presented in random order. Therefore our method can largely simplify the labeling
effort for constructing the training data. The third performer DavyNeven also utilizes an
instance segmentation strategy [195]. Its learning objective learns the embedding of pixel
feature vector and therefore needs extra post-processing to cluster the pixels for discovering
the lines. It can be non-trivial to make the hyper-parameters of the predefined clustering
algorithm perform well. And it is hard to decide the number of road lanes. In contrast, our
network performs clustering in an end-to-end fashion and can predict the active clusters
with very few false positives, therefore it shows a significant advantage over DavyNaven in
terms of FP%.
8.4.2 Cityscapes Instance Segmentation
The Cityscapes dataset [188] has high quality instance segmentation annotation for 8 dif-
ferent object classes. It is a common benchmark for comparing instance segmentation
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Table 8.3: AP results on Cityscapes validation set.
Method AP person rider car truck bus train motorcycle bicycle
DWT 21.2 15.5 13.8 33.1 27.1 45.2 14.5 11.9 8.8
DWT + Oracle Ranking 27.6 20.6 18.7 40.1 31.5 50.6 28.3 17.4 13.4
Ours 16.0 14.3 12.7 25.5 13.5 27.0 13.6 10.7 11.0
Ours + PSPnet-Seg 18.6 15.2 15.6 26.5 15.0 35.3 19.4 10.5 10.8
Ours + GT-Seg 28.4 25.0 35.8 31.8 22.3 42.1 27.1 22.8 20.2
Ours + Oracle Ranking 23.0 19.5 17.6 33.7 20.3 37.1 24.8 15.9 15.4
Ours + PSPnet-Seg + Oracle Ranking 25.2 20.3 20.5 33.9 21.3 46.4 27.8 16.4 15.0
Ours + GT-Seg + Oracle Ranking 38.4 33.2 46.3 40.6 30.2 54.4 38.3 36.3 27.8
GT Network raw output Our final outputInput
Figure 8.5: Sample outputs of our model on Cityscapes validation set. The colors represent
different instance IDs. GT is the ground-truth. Network outputs has eight colors. The
rightmost column is the final outputs after connected component extraction and merging.
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performance. Cityscapes is a more challenging dataset than the lane detection dataset in
three ways. First, lane lines are relatively well structured while objects in Cityscapes have
arbitrary shape, scale, and location. Secondly, the number of objects in Cityscapes is larger
and unbounded. Lastly, Cityscapes contains multiple categories. Therefore it is a target to
demonstrate the generalizability of our approach.
8.4.2.1 Experiment Setting
We use the official splits of training, validation, and testing set, which have 2975, 500, and
1525 images, respectively. For evaluation, we also use the official scoring, which calcu-
lates the average precision (AP) with various intersection-over-union (IoU) thresholds, i.e.,
50% to 95% with step size 5%, between predicted instances and ground truth instances.
Additionally, we report the AP at 50% overlap, AP of objects closer than 50m, and AP of
objects closer than 100m.
The network used here has a backbone of pre-trained ResNet-101. The feature dimen-
sion c is set to 512. To enlarge the field of view, we add the pyramid pooling module [215]
after Conv-5. Our pyramid pooling has the same four pooling scales as [215], but we do
up-sampling and element-wise sum with the 32x feature map in figure 8.3, instead of pro-
jection and concatenation in the original design. For the purpose of obtaining the category
of instance and post-processing, we add two extra task-specific modules on top of the fea-
ture map M . One is for semantic segmentation and the other is for predicting the object
center. The later module has 2-D output which corresponds to the vector pointing to object
center from a specific pixel. Its usage is described in the next section.
For training the network, we sample 50 pixels from each object. The loss Lpair has
the form of equation 8.9, while the ε is set to 256 pixels and the n is set to 8, which are
tuned with the validation set. We use the cross entropy loss for the semantic segmentation
and use the smooth L1 loss for the regression of object center prediction. The weights for
the instance ID assignment, semantic segmentation, and object center prediction are 1, 0.1,
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0.01, respectively. We use stochastic gradient descent to optimize the three losses jointly
with learning rate 0.01, which decays per 30 epochs with factor 0.1. The training proceeds
for 90 epochs.
8.4.2.2 Post-processing
Each instance obtains a category from the prediction of semantic segmentation. The calcu-
lation is described in section 8.3.3. Since we apply the graph coloring strategy for the un-
limited number of instance, the connected component extraction has to be applied. There-
fore the occluded object might be separated into multiple masks after the step. Here we use
the predicted object center to reunion those segments. The average predictive object center
is first obtained for each segment, then two segments are merged if their average center are
within 20 pixels, which is tuned with the validation set. The merge operation not only helps
the occlusion case, but also the situation that an object is separated into several segments
due to its large size.
To calculate the AP, it requires a confidence score for each instance. Similar to SGN
[192] and DWT [193], we assign confidence value 1 to all our predictions, except for the
instances which have size smaller than a threshold (e.g. 1500 pixel). In the later case, its
confidence score is its region size (in pixel) divided by the threshold.
8.4.2.3 Results and Discussion
Table 8.2 summarizes the results on test set. We ranked forth among the proposal-free
approaches. Our method (15.1%) has significant advantage over the JGD (9.8%) [197]
which also leverages the graph labeling concept.
We analyze the effect of semantic segmentation quality in table 8.3. Since the semantic
segmentation is used to decide the category of each pixel, it plays a substantial rule to
affect the AP score. Three semantic segmentations are compared, which are the semantic
segmentation outputs from our network (row 3), the prediction from PSPnet [215] (row 4),
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and the ground-truth (row 5). The results show a clear trend that the AP increased (from
16.0% to 28.4%) as the semantic segmentation enhanced. This is despite the fact that the
same set of our network outputs is used in all the evaluations from row 3 to row 8.
We also evaluate the effect of the confidence score. The oracle ranking is used in table
8.3 row 6 to row 8. When it is combined with ground-truth semantic segmentation, the
AP of our instance masks could reach 38.4%. It also explains why the qualitative result in
figure 8.5 are visually appealing but it gets fair AP score in the benchmark. The limitation
of using AP to evaluate instance segmentation is also discussed in [193].
Besides the effect of semantic segmentation and confidence ranking, another dominant
failure mode is that neighboring segments are assigned with the same ID. An example is the
third row in figure 8.5 which merges adjacent cars. Another defect is the over-segmentation
of large object, for example, the cars in the last row, but such a problem is usually mitigated
by the merging step. We leave possible enhancement for future work.
8.5 Conclusion
We proposed a novel objective to train a network to perform a clustering-based instance
labeling. By adjusting the sampling method, we are able to inject the graph coloring strat-
egy into the learning objective. The strong performance on two vastly different datasets
demonstrates the generalizability and applicability of proposed learning strategy.The work




This thesis demonstrates that in image clustering and classification problems, pairwise sim-
ilarity can be the primary supervision for learning. We provide evidence that pairwise
similarities enable deep neural networks to perform clustering without a given number of
clusters (Chapter 3), and learn a classifier without class labels (Chapter 5). In the latter
case, we show that the resulting classification accuracy is comparable to the vanilla setting
of learning with class labels, although the mapping between classifier outputs and classes
need to be found with a few class labels. These results empower several strategies toward
reducing the labeling effort, discussed in Chapter 1. The first is converting a class labeling
task to a binary decision problem for human labelers, illustrated in Figure 1.1. The second
uses natural cues such as spatial or temporal relationships to create pairwise similarities for
free. The third one transfers a learned similarity measure from labeled data to unseen data,
which may or may contain known classes, allowing us to perform category discovery.
The thesis focuses on the third strategy, exploring all three aspects of transfer learning.
Given the learned pairwise similarity function for what to transfer, we propose methods for
unsupervised cross-task and cross-domain transfer learning in answering how to transfer
(Chapter 4). The results show that novel classes are discovered with a classification accu-
racy significantly better than previous methods. It indicates an advantage of our method in
mimicking human capability, which identifies semantically coherent clusters by leveraging
a-priori knowledge of how categories are defined. Although this transfer scheme requires
a large number of classes in the source dataset for learning a generic similarity measure,
it doesn’t limit our core methods, KCL and MCL, from using the first or second strategies
for collecting the pairwise similarities.
For the question of when to transfer, we confirmed the correlation between domain sim-
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ilarity and cross-task transfer learning performance (Chapter 6), providing new strategies
for detecting data from a different distribution (Chapter 7). Our methods achieve state-of-
the-art performance on out-of-distribution detection benchmarks, although there is still a
room for improvements with a larger scale dataset.
Lastly, we confirm the scalability and generalizability of our constrained clustering
method on instance segmentation problems (Chapter 8). The pairwise similarity is utilized
at the pixel-level, which has millions of samples, demonstrating the applicability of our
methods in a real-world setting.
9.1 Future Research Directions
This thesis focuses on how to use pairwise similarity, but not how to collect it or improve
its quality for learning. Therefore, answering how to learn pairwise similarity more effec-
tively will lead to works complementary to this thesis. For example, the similarity predic-
tion function is a fixed module in our demonstration. If this function adapts to the target
domain, the accuracy of pairwise similarity prediction could be improved. As a result, the
downstream task, constrained clustering, will be improved as well. Another example is
using a more complicated model to learn the pairwise similarity function. This direction
includes finding better deep neural networks which capture the similarity better between a
pair of data, or using alternative learning objectives such as triplet loss [216], quadruplet
loss [217], or lifted structured feature embedding [218] for the similarity prediction.
Another direction is to explore the out-of-distribution detection problem further. Our
method, Decomposed Confidence, is a new perspective for the problem and can be im-
plemented in different ways. For example, the decomposed confidence effect might be
easier to obtain when a proper regularization is added, which needs more investigation. In
addition, another method, the modified input preprocessing, could be further generalized
by having a generative model for it instead of analytically calculating the amount of input
perturbation based on gradients.
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The above two points are closely related when viewed from a higher level of abstraction.
The first point of learning a better pairwise similarity function is a problem of how to learn
the knowledge so that it can generalize to different types of distribution shifts. The second
point of improving OoD detection is a problem of detecting when the learned similarity
function can not generalize. The solutions to these two problems are adversarial to each
other. Making an interaction between the two problems might lead to a new perspective for
model generalizability.
Lastly, continual learning [219] is getting more attention, which aims to enable an
autonomous agent to learn incrementally without forgetting what it has already learned.
Transfer learning is a crucial technique for incremental learning. The agent also needs to
know what it does not know (out-of-distribution detection), so that it can initiate a knowl-
edge discovery process (such as our category discovery method) or actively ask for human
supervision to expand its capability. The methods proposed in this thesis can be used as
building blocks for continual learning problems, enriching the set of strategies that one can
leverage. Additionally, we have made our work on benchmarking varied continual learning
scenarios [220] public, setting up baselines for the problem. We hope such work together







Table A.1: A breakdown of the results for each alphabet in Omnigloteval. The unsu-
pervised cross task transfer experiment is described in section 4.5.1. This table shows the
clustering accuracy withK = 100 to simulate the situation of unknown number of clusters.
Alphabet K-means LPNMF LSC ITML SKMS SKKm SKLR CSP MPCK-means CCN
Angelic 24% 26% 27% 48% 78% 40% 38% 72% 50% 82%
Atemayar Qelisayer 19% 14% 17% 51% 61% 51% 44% 61% 50% 82%
Atlantean 19% 15% 19% 57% 72% 55% 51% 77% 47% 72%
Aurek Besh 23% 18% 21% 45% 49% 44% 45% 76% 71% 90%
Avesta 22% 18% 19% 47% 29% 39% 38% 65% 52% 76%
Ge ez 19% 17% 17% 56% 58% 47% 42% 72% 55% 82%
Glagolitic 22% 19% 21% 42% 38% 58% 62% 66% 61% 85%
Gurmukhi 15% 13% 15% 44% 26% 54% 48% 60% 56% 80%
Kannada 18% 14% 16% 48% 37% 46% 53% 60% 48% 62%
Keble 20% 14% 18% 44% 60% 46% 44% 75% 68% 90%
Malayalam 18% 15% 16% 36% 24% 49% 52% 50% 54% 72%
Manipuri 17% 15% 16% 49% 40% 53% 54% 66% 62% 85%
Mongolian 18% 18% 19% 50% 40% 37% 48% 75% 57% 86%
Old Church Slavonic Cyrillic 19% 16% 19% 42% 41% 52% 67% 71% 67% 94%
Oriya 15% 13% 14% 46% 40% 54% 45% 57% 52% 67%
Sylheti 14% 13% 14% 49% 32% 35% 37% 59% 43% 64%
Syriac Serto 20% 18% 19% 55% 70% 42% 35% 70% 47% 73%
Tengwar 18% 18% 18% 51% 44% 49% 40% 61% 44% 66%
Tibetan 18% 14% 16% 44% 31% 47% 54% 59% 55% 84%
ULOG 20% 18% 18% 41% 41% 40% 41% 56% 38% 70%
Average 19% 16% 18% 47% 46% 47% 47% 65% 54% 78%
Table A.2: The performance of unsupervised transfer across domains on Office-31 dataset.
The backbone networks in the comparison have different numbers of convolutional layers.
AlexNet has 5 layers and the ResNets have 18∼50 layers. SO is the abbreviation for source-
only, which simply trains on S ′ and directly applies the classifier on T . The first two rows
are directly copied from [43]. The features learned with deeper networks generalize better
across domains.
A→W D→W W→ D A→ D D→ A W→ A Avg Gain
AlexNet SO 61.6 95.4 99.0 63.8 51.1 49.8 70.1 -
AlexNet (JAN-A) 75.2 96.6 99.6 72.8 57.5 56.3 76.3 +6.2
Resnet-18 SO 66.8 92.8 96.8 67.1 51.4 53.0 71.3 +1.2
Resnet-34 SO 73.1 96.4 98.8 73.8 63.2 62.1 77.9 +7.8
Resnet-50 SO 74.3 96.8 98.8 79.5 61.2 60.6 78.5 +8.4
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Table A.3: Estimates for the number of characters across the 20 datasets in Omnigloteval
when C is unknown. The bold number means the prediction has error smaller or equal to
3. The number of dominant clusters is defined by NDC =
∑K
i=1 [Ci >= E[Ci]], where [·]
is an Iverson Bracket and Ci is the size of cluster i. For example, E[Ci] will be 10 if the
alphabet has 1000 images and K = 100. The ADif represents average difference [134].
Alphabet #class SKMS KCL MCL
Angelic 20 16 26 22
Atemayar Q. 26 17 34 26
Atlantean 26 21 41 25
Aurek Besh 26 14 28 22
Avesta 26 8 32 23
Ge ez 26 18 32 25
Glagolitic 45 18 45 36
Gurmukhi 45 12 43 31
Kannada 41 19 44 30
Keble 26 16 28 23
Malayalam 47 12 47 35
Manipuri 40 17 41 33
Mongolian 30 28 36 29
Old Church S. 45 23 45 38
Oriya 46 22 49 32
Sylheti 28 11 50 30
Syriac Serto 23 19 38 24
Tengwar 25 12 41 26
Tibetan 42 15 42 34
ULOG 26 15 40 27
ADif 16.3 6.35 5.1
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Table A.4: Performance of six OOD detection methods on 8 benchmark datasets. This is
a full version of Table 7.1, which uses DenseNet for the backbone networks. The value in
parentheses is the standard deviation.
ID OOD AUROC







Imagenet(c) 79.0(2.2) /90.5(1.1) /92.4(0.3) /84.4(2.3) /95.1(0.5) /97.6(0.2)
Imagenet(r) 76.4(3.2) /91.1(1.3) /96.4(0.2) /81.2(3.6) /97.4(0.3) /98.6(0.2)
LSUN(c) 78.6(1.1) /89.9(0.5) /81.2(0.6) /91.7(0.3) /90.1(0.3) /95.3(0.4)
LSUN(r) 78.2(2.4) /93.0(0.8) /96.6(0.2) /84.1(2.1) /97.8(0.2) /98.7(0.0)
iSUN 76.8(2.7) /91.6(1.1) /96.5(0.2) /82.1(2.9) /97.4(0.2) /98.4(0.0)
SVHN 78.1(3.5) /85.6(0.0) /89.9(0.2) /89.7(0.4) /94.0(0.6) /95.9(0.7)
Uniform 65.0(22.) /91.4(10.) /100.(0.0) /48.5(16.) /99.9(0.0) /99.9(0.0)







Imagenet(c) 92.1(1.0) /88.2(4.2) /96.3(0.1) /98.2(0.0) /98.0(0.2) /98.7(0.1)
Imagenet(r) 91.5(1.4) /90.1(4.1) /98.2(0.0) /98.4(0.0) /98.2(0.2) /99.1(0.1)
LSUN(c) 93.0(0.5) /91.3(2.0) /92.2(0.4) /98.4(0.0) /98.6(0.2) /98.3(0.2)
LSUN(r) 93.9(0.4) /92.9(2.9) /98.2(0.0) /98.6(0.0) /98.8(0.0) /99.4(0.1)
iSUN 93.0(0.7) /92.2(3.4) /98.2(0.0) /98.6(0.0) /98.8(0.0) /99.4(0.0)
SVHN 88.1(4.8) /89.6(0.3) /98.0(0.3) /98.2(0.2) /98.4(0.6) /98.8(0.1)
Uniform 95.4(0.7) /98.9(0.7) /99.9(0.0) /99.2(0.5) /99.9(0.0) /99.9(0.0)
Gaussian 94.0(2.9) /98.6(1.7) /100.(0.0) /99.1(0.3) /99.9(0.0) /99.9(0.0)
ID OOD TNR@TPR95







Imagenet(c) 25.3(2.8) /56.0(3.1) /63.5(2.1) /31.0(3.4) /74.6(2.8) /87.8(1.7)
Imagenet(r) 22.3(3.1) /59.4(3.7) /82.0(1.6) /21.4(4.0) /87.6(1.7) /93.3(1.2)
LSUN(c) 23.0(2.2) /53.0(1.0) /31.6(1.3) /59.6(1.9) /51.0(1.0) /75.0(1.9)
LSUN(r) 23.7(2.5) /64.0(3.0) /82.6(1.8) /21.1(3.3) /89.8(1.5) /93.8(0.3)
iSUN 21.5(2.8) /58.4(4.1) /81.2(1.4) /17.6(3.3) /87.3(1.2) /92.5(0.2)
SVHN 18.9(4.9) /35.3(2.9) /43.3(2.7) /52.0(0.6) /67.1(3.4) /77.0(5.0)
Uniform 2.95(4.1) /66.1(46.) /100.(0.0) /0.0(0.0) /100.(0.0) /100.(0.0)







Imagenet(c) 50.0(2.8) /47.8(15.) /81.2(0.8) /92.0(0.2) /90.1(1.5) /93.4(1.2)
Imagenet(r) 47.4(4.4) /51.9(16.) /90.9(0.5) /93.6(0.2) /91.7(1.6) /95.8(0.9)
LSUN(c) 51.8(3.1) /63.5(7.8) /64.2(0.6) /92.5(0.4) /93.3(1.5) /91.5(1.2)
LSUN(r) 56.3(3.6) /59.2(18.) /91.7(0.3) /94.9(0.2) /95.7(0.1) /97.6(0.5)
iSUN 52.3(3.6) /57.2(18.) /90.6(0.7) /94.6(0.3) /95.4(0.2) /97.5(0.3)
SVHN 40.5(6.9) /48.7(3.2) /90.6(1.7) /91.4(1.1) /92.1(3.4) /94.0(0.6)
Uniform 59.9(12.) /98.1(2.6) /100.(0.0) /99.9(0.0) /100.(0.0) /100.(0.0)
Gaussian 48.8(26.) /92.1(11.) /100.(0.0) /99.9(0.0) /100.(0.0) /100.(0.0)
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Table A.5: Performance of six OOD detection methods on 8 benchmark datasets. The
experiment here is the same as Table 7.1 but use Resnet-34 for the backbone network. The
value in parentheses is the standard deviation.
ID OOD AUROC







Imagenet(c) 78.9(0.1) /84.8(0.6) /93.4(0.3) /88.2(0.6) /95.2(0.6) /95.3(0.6)
Imagenet(r) 75.1(0.8) /85.7(0.2) /96.3(0.1) /84.6(1.0) /97.0(0.4) /95.9(0.7)
LSUN(c) 78.8(0.6) /80.3(1.3) /79.8(0.3) /93.8(0.3) /92.6(0.2) /93.8(0.3)
LSUN(r) 76.2(1.4) /86.6(0.8) /96.3(0.2) /85.9(1.8) /97.0(0.7) /96.1(0.5)
iSUN 75.2(1.4) /85.9(0.8) /95.8(0.2) /84.7(1.4) /96.6(0.6) /95.7(0.5)
SVHN 75.1(2.5) /80.2(2.0) /80.9(1.1) /89.2(2.6) /93.8(0.8) /93.2(1.1)
Uniform 69.0(13.) /96.7(2.5) /100.(0.0) /79.3(8.3) /99.9(0.0) /99.9(0.0)







Imagenet(c) 90.0(0.9) /81.2(2.4) /94.2(0.1) /98.2(0.2) /98.2(0.1) /96.0(0.2)
Imagenet(r) 87.3(1.3) /81.1(2.9) /96.5(0.1) /98.1(0.3) /98.1(0.3) /96.1(0.5)
LSUN(c) 92.0(1.7) /77.9(4.6) /87.7(0.2) /98.8(0.1) /98.5(0.0) /97.2(0.1)
LSUN(r) 91.6(1.2) /88.5(2.0) /97.2(0.1) /98.9(0.2) /99.0(0.1) /98.0(0.1)
iSUN 90.1(1.4) /86.1(2.5) /96.5(0.2) /98.8(0.2) /98.9(0.1) /97.6(0.1)
SVHN 87.7(2.4) /63.9(4.3) /87.8(1.6) /96.8(0.4) /96.1(1.4) /97.8(0.3)
Uniform 85.9(10.) /93.3(4.5) /99.9(0.0) /99.6(0.1) /99.9(0.0) /99.9(0.0)
Gaussian 89.9(10.) /97.1(2.0) /99.9(0.0) /99.7(0.0) /99.9(0.0) /99.9(0.0)
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Imagenet(c) 24.1(0.6) /44.0(2.2) /68.2(1.4) /42.6(2.7) /73.4(3.7) /72.6(3.7)
Imagenet(r) 19.4(0.1) /45.5(1.4) /82.6(0.8) /30.4(3.0) /84.3(2.7) /76.5(3.8)
LSUN(c) 21.9(0.4) /34.8(2.4) /27.7(1.4) /66.1(2.2) /59.7(0.7) /65.7(2.3)
LSUN(r) 19.8(1.6) /48.2(3.0) /81.8(1.4) /29.4(5.2) /84.6(4.0) /76.8(3.3)
iSUN 17.7(0.5) /45.3(2.8) /80.4(0.8) /27.1(4.3) /83.0(3.1) /75.3(3.3)
SVHN 16.6(1.5) /27.5(5.0) /25.7(2.6) /43.7(10.) /60.8(5.3) /55.1(7.1)
Uniform 5.63(7.0) /76.4(27.) /100.(0.0) /4.11(5.8) /100.(0.0) /100.(0.0)







Imagenet(c) 54.6(2.6) /53.7(3.1) /74.6(0.6) /90.8(1.5) /91.1(0.9) /81.1(1.7)
Imagenet(r) 48.3(3.2) /53.1(4.3) /85.1(0.6) /90.5(1.8) /90.8(1.8) /81.4(2.4)
LSUN(c) 59.9(4.7) /50.9(6.1) /53.6(1.0) /93.9(0.5) /92.4(0.5) /87.3(1.0)
LSUN(r) 57.5(4.4) /68.1(4.2) /87.4(0.8) /95.8(1.0) /96.0(0.7) /90.9(0.9)
iSUN 53.7(3.8) /62.8(5.0) /84.6(0.9) /95.1(1.0) /95.3(0.5) /88.8(1.1)
SVHN 44.5(8.1) /29.7(6.2) /46.2(4.8) /84.5(2.5) /78.8(7.6) /89.5(2.1)
Uniform 27.9(20.) /74.5(20.) /100.(0.0) /100.(0.0) /100.(0.0) /100.(0.0)
Gaussian 52.7(40.) /87.1(9.3) /100.(0.0) /100.(0.0) /100.(0.0) /100.(0.0)
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Table A.6: The AUROC of individual experimental setting in Figures 7.4 and 7.5. The
experiments do not use input preprocessing. All values are percentages averaged over
three runs, and the value in parentheses is the standard deviation. The ”+” means that the
classifier is trained with extra regularization (dropout rate 0.7).




Imagenet(c) 92.8(1.0) 98.7(0.1) 98.4(0.0) 92.9(0.8) 96.2(0.4) 97.2(0.7) 60.3(1.4) 93.9(0.4) 91.3(6.0)
Imagenet(r) 92.4(0.8) 98.7(0.1) 98.4(0.0) 93.0(0.6) 96.1(0.4) 97.0(0.9) 63.9(1.5) 93.5(0.7) 90.8(6.0)
LSUN(c) 91.0(0.6) 98.0(0.2) 97.5(0.5) 92.0(0.6) 95.0(0.1) 95.5(0.4) 51.9(0.3) 93.1(0.3) 92.4(5.8)
LSUN(r) 91.3(1.0) 98.4(0.2) 98.3(0.3) 92.1(0.7) 95.5(0.7) 96.7(1.1) 61.4(1.6) 92.0(0.7) 90.6(5.8)
iSUN 91.5(0.9) 98.6(0.1) 98.5(0.2) 92.4(0.8) 95.8(0.6) 96.7(1.1) 60.9(1.6) 93.1(0.8) 91.3(5.8)
CIFAR10 91.4(0.7) 98.4(0.1) 98.0(0.0) 92.6(0.5) 95.6(0.4) 96.9(0.5) 63.1(1.7) 93.3(0.6) 89.5(5.8)
CIFAR100 91.3(0.4) 98.1(0.1) 97.3(0.1) 92.5(0.5) 95.0(0.5) 96.3(0.6) 64.0(1.6) 93.0(0.5) 88.5(6.1)
Uniform 93.7(1.6) 98.7(0.2) 98.6(0.3) 93.0(0.7) 94.8(0.9) 93.9(1.8) 64.6(2.4) 95.1(1.6) 90.1(6.4)







Imagenet(c) 90.0(0.9) 97.7(0.4) 96.6(0.7) 92.3(0.4) 97.4(0.2) 96.6(0.7) 74.3(2.9) 96.4(0.3) 87.3(10.)
Imagenet(r) 87.3(1.3) 96.9(0.6) 95.5(1.0) 91.2(0.3) 96.8(0.4) 95.4(1.4) 71.7(3.1) 95.6(0.5) 86.0(12.)
LSUN(c) 92.0(1.7) 99.0(0.0) 98.8(0.0) 93.7(0.5) 98.7(0.0) 98.7(0.1) 79.9(3.1) 98.4(0.0) 92.0(5.7)
LSUN(r) 91.6(1.2) 98.2(0.4) 96.1(1.2) 93.5(0.3) 98.1(0.1) 95.8(1.3) 72.8(2.9) 97.6(0.2) 85.2(14.)
iSUN 90.1(1.4) 98.0(0.4) 96.2(1.1) 92.9(0.4) 97.9(0.1) 96.0(1.2) 71.0(3.7) 97.3(0.3) 86.0(13.)
SVHN 87.7(2.4) 98.3(0.4) 99.3(0.3) 91.7(0.7) 97.5(0.8) 99.0(0.3) 80.6(5.1) 98.6(0.5) 92.5(4.3)
Uniform 85.9(10.) 93.5(1.0) 97.7(1.6) 88.6(2.5) 99.2(0.6) 93.3(9.0) 75.1(14.) 99.6(0.1) 87.2(5.2)







Imagenet(c) 78.9(0.1) 83.2(0.6) 63.7(6.6) 76.0(1.5) 93.4(0.7) 57.0(11.) 64.6(0.3) 92.6(0.8) 46.3(10.)
Imagenet(r) 75.1(0.8) 76.6(1.4) 50.1(9.1) 72.0(1.8) 95.5(0.6) 46.6(15.) 61.8(1.5) 91.8(1.1) 51.3(14.)
LSUN(c) 78.8(0.6) 91.3(0.5) 85.7(1.4) 77.5(0.3) 90.1(0.6) 78.1(3.0) 60.5(1.0) 93.3(0.7) 35.6(1.4)
LSUN(r) 76.2(1.4) 78.4(2.5) 46.0(10.) 71.3(0.7) 95.5(0.8) 43.0(14.) 64.1(1.8) 92.0(0.7) 44.6(12.)
iSUN 75.2(1.4) 76.6(2.0) 45.7(10.) 71.4(1.1) 95.2(0.7) 40.0(15.) 61.9(1.9) 91.6(0.8) 45.0(14.)
SVHN 75.1(2.5) 89.6(2.0) 87.9(3.3) 77.5(2.2) 91.5(1.7) 75.3(7.8) 60.0(5.2) 93.6(1.3) 54.3(4.8)
Uniform 69.0(13.) 50.4(11.) 46.8(26.) 84.0(10.) 99.8(0.1) 25.0(17.) 59.2(36.) 99.6(0.1) 97.7(0.8)








Imagenet(c) 77.0(1.4) 87.0(0.1) 82.1(1.2) 78.2(0.4) 86.8(1.2) 83.1(1.8) 69.4(3.4) 88.3(1.1) 81.6(0.7)
Imagenet(r) 73.7(1.4) 83.8(0.6) 76.5(2.6) 76.3(0.5) 84.3(1.5) 78.0(2.7) 72.4(2.8) 87.0(1.1) 75.4(1.2)
LSUN(c) 77.6(0.5) 89.3(0.5) 89.8(0.8) 76.5(1.1) 90.0(0.3) 90.7(0.7) 55.0(2.3) 86.2(1.3) 89.6(1.1)
LSUN(r) 75.4(2.6) 84.6(1.3) 76.8(1.9) 75.8(2.0) 84.5(0.4) 78.0(2.8) 70.1(3.8) 87.0(2.2) 74.8(2.2)
iSUN 74.5(1.6) 83.6(0.8) 76.2(2.4) 74.9(1.1) 84.0(1.1) 77.7(2.0) 67.9(3.8) 85.7(1.7) 74.5(1.8)
SVHN 72.2(5.9) 83.2(2.9) 81.4(5.2) 74.5(3.4) 86.0(2.6) 83.8(3.4) 67.8(2.4) 86.3(2.7) 84.9(2.2)
Uniform 87.0(1.5) 85.1(6.1) 75.6(14.) 88.7(3.2) 95.0(2.1) 83.6(11.) 60.0(15.) 81.7(14.) 57.3(2.4)
Gaussian 87.1(4.7) 84.2(10.) 81.6(14.) 77.7(4.3) 95.4(4.7) 85.1(10.) 70.0(2.2) 75.9(4.6) 34.9(4.6)
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matic domain alignment layers,” in International Conference on Computer Vision,
2017.
[43] M. Long, H. Zhu, J. Wang, and M. I. Jordan, “Deep transfer learning with joint
adaptation networks,” in Proceedings of the 34th International Conference on Ma-
chine Learning, ICML 2017, Sydney, NSW, Australia, 6-11 August 2017, 2017,
pp. 2208–2217.
[44] W. Zellinger, T. Grubinger, E. Lughofer, T. Natschläger, and S. Saminger-Platz,
“Central moment discrepancy (cmd) for domain-invariant representation learning,”
ICLR, 2017.
[45] K. Bousmalis, N. Silberman, D. Dohan, D. Erhan, and D. Krishnan, “Unsupervised
pixel-level domain adaptation with generative adversarial networks,” in The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2017.
[46] E. Tzeng, J. Hoffman, T. Darrell, and K. Saenko, “Adversarial discriminative do-
main adaptation,” in Computer Vision and Pattern Recognition (CVPR), 2017.
[47] A. Rozantsev, M. Salzmann, and P. Fua, “Beyond sharing weights for deep do-
main adaptation,” IEEE transactions on pattern analysis and machine intelligence,
vol. 41, no. 4, pp. 801–814, 2018.
139
[48] J. Hoffman, E. Tzeng, T. Park, J.-Y. Zhu, P. Isola, K. Saenko, A. Efros, and T.
Darrell, “Cycada: Cycle consistent adversarial domain adaptation,” in International
Conference in Machine Learning (ICML), 2018.
[49] G. Kang, L. Jiang, Y. Yang, and A. G. Hauptmann, “Contrastive adaptation network
for unsupervised domain adaptation,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2019, pp. 4893–4902.
[50] Y. Luo, L. Zheng, T. Guan, J. Yu, and Y. Yang, “Taking a closer look at domain
shift: Category-level adversaries for semantics consistent domain adaptation,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
2019, pp. 2507–2516.
[51] Y. Zhang, H. Tang, K. Jia, and M. Tan, “Domain-symmetric networks for adver-
sarial domain adaptation,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2019, pp. 5031–5040.
[52] M. Rohrbach, S. Ebert, and B. Schiele, “Transfer learning in a transductive setting,”
in Advances in neural information processing systems, 2013, pp. 46–54.
[53] W. Ge and Y. Yu, “Borrowing treasures from the wealthy: Deep transfer learning
through selective joint fine-tuning,” in Proceedings of the IEEE conference on com-
puter vision and pattern recognition, 2017, pp. 1086–1095.
[54] Y. Cui, Y. Song, C. Sun, A. Howard, and S. Belongie, “Large scale fine-grained
categorization and domain-specific transfer learning,” in Proceedings of the IEEE
conference on computer vision and pattern recognition, 2018, pp. 4109–4118.
[55] P. Panareda Busto and J. Gall, “Open set domain adaptation,” in Proceedings of the
IEEE International Conference on Computer Vision, 2017, pp. 754–763.
[56] K. Saito, S. Yamamoto, Y. Ushiku, and T. Harada, “Open set domain adaptation by
backpropagation,” in Proceedings of the European Conference on Computer Vision
(ECCV), 2018, pp. 153–168.
[57] K. You, M. Long, Z. Cao, J. Wang, and M. I. Jordan, “Universal domain adap-
tation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2019, pp. 2720–2729.
[58] D. Hendrycks and K. Gimpel, “A baseline for detecting misclassified and out-of-
distribution examples in neural networks,” International Conference on Learning
Representations (ICLR), 2017.
[59] S. Liang, Y. Li, and R Srikant, “Enhancing the reliability of out-of-distribution
image detection in neural networks,” arXiv preprint arXiv:1706.02690, 2017.
140
[60] A. Bendale and T. Boult, “Towards open world recognition,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2015, pp. 1893–
1902.
[61] A. Bendale and T. E. Boult, “Towards open set deep networks,” in Proceedings of
the IEEE conference on computer vision and pattern recognition, 2016, pp. 1563–
1572.
[62] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep
convolutional neural networks,” in Advances in Neural Information Processing Sys-
tems 25, 2012.
[63] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic
segmentation,” CVPR, 2015.
[64] S. Zheng, S. Jayasumana, B. Romera-Paredes, V. Vineet, Z. Su, D. Du, C. Huang,
and P. H. Torr, “Conditional random fields as recurrent neural networks,” in Pro-
ceedings of the IEEE International Conference on Computer Vision, 2015, pp. 1529–
1537.
[65] S. Levine, C. Finn, T. Darrell, and P. Abbeel, “End-to-end training of deep visuo-
motor policies,” arXiv preprint arXiv:1504.00702, 2015.
[66] A. Graves and N. Jaitly, “Towards end-to-end speech recognition with recurrent
neural networks,” in Proceedings of the 31st International Conference on Machine
Learning (ICML-14), 2014, pp. 1764–1772.
[67] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A.
Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski, et al., “Human-level control
through deep reinforcement learning,” Nature, vol. 518, no. 7540, pp. 529–533,
2015.
[68] C. Clark and A. Storkey, “Training deep convolutional neural networks to play go,”
in Proceedings of the 32nd International Conference on Machine Learning (ICML-
15), 2015, pp. 1766–1774.
[69] D. Silver, A. Huang, C. J. Maddison, A. Guez, L. Sifre, G. van den Driessche,
J. Schrittwieser, I. Antonoglou, V. Panneershelvam, M. Lanctot, S. Dieleman, D.
Grewe, J. Nham, N. Kalchbrenner, I. Sutskever, T. Lillicrap, M. Leach, K. Kavukcuoglu,
T. Graepel, and D. Hassabis, “Mastering the game of go with deep neural networks
and tree search,” Nature, vol. 529, pp. 484–503, 2016.
[70] F. Tian, B. Gao, Q. Cui, E. Chen, and T.-Y. Liu, “Learning deep representations for
graph clustering.,” in AAAI, 2014, pp. 1293–1299.
141
[71] P. Huang, Y. Huang, W. Wang, and L. Wang, “Deep embedding network for cluster-
ing,” in 2014 22nd International Conference on Pattern Recognition (ICPR), IEEE,
2014, pp. 1532–1537.
[72] M. Shao, S. Li, Z. Ding, and Y. Fu, “Deep linear coding for fast graph clustering,” in
Proceedings of the 24th International Conference on Artificial Intelligence, AAAI
Press, 2015, pp. 3798–3804.
[73] Z. Wang, S. Chang, J. Zhou, and T. S. Huang, “Learning a task-specific deep archi-
tecture for clustering,” Proceedings of SIAM Conference on Data Mining (SDM),
2016.
[74] G. Chen, “Deep learning with nonparametric clustering,” arXiv preprint arXiv:1501.03084,
2015.
[75] C. Song, F. Liu, Y. Huang, L. Wang, and T. Tan, “Auto-encoder based data clus-
tering,” in Progress in Pattern Recognition, Image Analysis, Computer Vision, and
Applications, Springer, 2013, pp. 117–124.
[76] J. Xie, R. Girshick, and A. Farhadi, “Unsupervised deep embedding for clustering
analysis,” arXiv preprint arXiv:1511.06335, 2015.
[77] O. Rippel, M. Paluri, P. Dollar, and L. Bourdev, “Metric learning with adaptive
density discrimination,” arXiv preprint arXiv:1511.05939, 2015.
[78] J. Bromley, J. W. Bentz, L. Bottou, I. Guyon, Y. LeCun, C. Moore, E. Säckinger,
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