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1 Introduction
This article provides an introductory tutorial on structural results in partially
observedMarkov decision processes (POMDPs). Typically, computing the opti-
mal policy of a POMDP is computationally intractable. We use lattice program-
ming methods to characterize the structure of the optimal policy of a POMDP
without brute force computations. This article is a very short and somewhat
incomplete treatment. Details, substantially more tutorial material, further ex-
amples and proofs can be found in the forthcoming book [57].
Contributions to POMDPs have beenmade by the several communities: oper-
ations research, robotics, machine learning, speech recognition, artificial intelli-
gence, control systems theory, and economics. POMDPs have numerous exam-
ples in controlled sensing, wireless communications, machine learning, control
systems, social learning and sequential detection.
We start with some terminology.
• A Markov Decision Process (MDP) is obtained by controlling the transition
probabilities of a Markov chain as it evolves over time.
• A Hidden Markov Model (HMM) is a noisily observed Markov chain.
• A partially observed Markov decision process (POMDP) is obtained by con-
trolling the transition probabilities and/or observation probabilities of an
HMM.
These relationships are illustrated in Figure 1.1.
A POMDP specializes to a MDP if the observations are noiseless and equal to
the state of the Markov chain. A POMDP specializes to an HMM if the control
is removed. Finally, an HMM specializes to a Markov chain if the observations
are noiseless and equal to the state of the Markov chain.
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Figure 1.1 Terminology of HMMs, MDPs and POMDPs
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Figure 1.2 Schematic of Partially Observed Markov Decision Process (POMDP). This
article deals with determining the structure of a POMDP to ensure that the optimal
action taken is a monotone function of the belief; this can result in numerically efficient
algorithms to compute the optimal action (policy).
Suppose a sensor provides noisy observations yk of the evolving state xk of
a Markov stochastic system. The Markov system together with the noisy sen-
sor constitute a partially observed Markov model (also called a stochastic state
space model or Hidden Markov Model. The aim is to estimate the state xk at
each time instant k given the observations y1, . . . , yk.
In classical statistical signal processing, the optimal filter computes the pos-
terior distribution πk of the state at time k via the recursive algorithm
πk = T (πk−1, yk) (1.1)
where the operator T is essentially Bayes’ rule. Once the posterior πk is evalu-
ated, the optimal estimate (in the minimum mean square sense) of the state xk
given the noisy observations y1, . . . , yk can be computed by integration.
Statistical signal processing deals with extracting signals from noisy mea-
surements. Motivated by physical, communication and social constraints, we
address the deeper issue of how to dynamically schedule and optimize signal
processing resources to extract signals from noisy measurements. Such prob-
lems are formulated as POMDPs. Figure 1.2 displays the schematic setup.
As in the filtering problem, at each time k, a decision maker has access to the
noisy observations yk of the state xk of a Markov process. Given these noisy
observations, the aim is to control the trajectory of the state and observation
process by choosing actions uk at each time k. The decision maker knows ahead
of time that if it chooses action uk when the system is in state xk , then a cost
c(xk, uk) will be incurred at time k. (Of course the decision maker does not
know state xk at time k but can estimate the cost based on the observations yk.)
The goal of the decision maker is to choose the sequence of actions u0, . . . , uN−1
to minimize the expected cumulative cost E{∑Nk=0 c(xk, uk)} where E denotes
mathematical expectation.
The optimal choice of actions is determined by a policy (strategy) as uk =
µ∗k(πk)where the optimal policy µ
∗
k satisfies Bellman’s stochastic dynamic program-
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ming equation:
µ∗k(π) = argmin
u
Qk(π, u), Jk(π) = min
u
Qk(π, u),
Qk(π, u) =
∑
x
c(x, u)π(x) +
∑
y
Jk+1(T (π, y, u))σ(π, y, u). (1.2)
Here T is the optimal filter (1.1), and σ is a normalization term for the filter.
Also π is the posterior computed via the optimal filter (1.1).
Chapter 2 starts our formal presentation of POMDPs. The POMDPmodel and
stochastic dynamic programming recursion are formulated in terms of the belief
state computed by the Bayesian filter. Several algorithms for solving POMDPs
over a finite horizon are then presented. Optimal search theory for a moving
target is used as an illustrative example of a POMDP.
In general, solving Bellman’s dynamic programming equation (1.2) for a POMDP
is computationally intractable. The main aim of this article is to show that by
introducing assumptions on the POMDP model, important structural proper-
ties of the optimal policy can be determined without brute-force computations.
These structural properties can then be exploited to compute the optimal policy.
The main idea behind is to give conditions on the POMDP model so that the
optimal policy µ∗k(π) is monotone
1 in belief π. In simple terms, µ∗k(π) is shown
to be increasing in belief π by showing that Qk(π, u) in Bellman’s equation (1.2)
is submodular. The main result is:
Qk(π, u + 1)−Qk(π, u) ↓ π︸ ︷︷ ︸
submodular
=⇒ µ∗k(π) ↑ π.︸ ︷︷ ︸
increasing policy
(1.3)
Obtaining conditions for Qk(π, u) to be submodular involves powerful ideas in
stochastic dominance and lattice programming.
Once the optimal policy of a POMDP is shown to be monotone, this structure
can be exploited to devise efficient algorithms. Figure 1.3 illustrates an increas-
ing optimal policy µ∗k(π) in the belief π with two actions uk ∈ {1, 2}. Note that
any increasing function which takes on two possible values has to be a step
function. So computing µ∗k(π) boils down to determining the single belief π
∗
1 at
which the step function jumps. Computing (estimating) π∗1 can be substantially
easier than directly solving Bellman’s equation (1.2) for µ∗k(π) for all beliefs π,
especially when µ∗k(π) has no special structure.
Chapter 3 gives sufficient conditions for a MDP to have a monotone (increas-
ing) optimal policy. The explicit dependence of the MDPs optimal cumulative
cost on transition probability is also discussed.
In order to give conditions for the optimal policy of a POMDP to be mono-
tone, one first needs to show monotonicity of the underlying Hidden Markov
1By monotone, we mean either increasing for all π or decreasing for all π. “Increasing” is used
here in the weak sense, it means “non-decreasing”. Similarly for decreasing.
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Figure 1.3 Example of optimal policy µ∗(π) that is monotone (increasing) in the belief
π. The policy is a step function and completely characterized by the threshold state π∗1 .
Model filter. To this end, Chapter 4 discusses themonotonicity of Bayesian (Hid-
den Markov Model) filters. This monotonicity of the optimal filter is used to
construct reduced complexity filtering algorithms that provably lower and up-
per bound the optimal filter.
Chapters 5 to 8 give conditions on the POMDP model for the dynamic pro-
gramming recursion to have a monotone solution. Chapter 5 discusses condi-
tions for the value function in dynamic programming to be monotone. This is
used to characterize the structure of 2-state POMDPs and POMDPmulti-armed
bandits.
Chapter 6 gives conditions under which stopping time POMDPs have mono-
tone optimal policies. As examples, Chapter 7 covers quickest change detection,
controlled social learning and a variety of other applications. The structural re-
sults provide a unifying theme and insight to what might otherwise simply be
a collection of examples.
Finally Chapter 8 gives conditions under which the optimal policy of a gen-
eral POMDP can be lower and upper bounded by judiciously chosen myopic
policies. Bounds on the sensitivity of the optimal cumulative cost of POMDPs
to the parameters are also discussed.
This article is a butchered version (and incomplete version) of the forthcom-
ing book [57] which contains a thorough treatment of structural results, dy-
namic programming algorithms for POMDPs, and reinforcement learning al-
gorithms.
1.1 Examples of Controlled (Active) Sensing
This section outlines some applications of controlled sensing formulated as a
POMDP. Controlled sensing also known as “sensor adaptive signal processing”
or “active sensing” is a special case of a POMDP where the decision maker
(controller) controls the observation noise distribution but not the dynamics of
the stochastic system. The setup is as in Figure 1.2 with the link between the
controller and stochastic system omitted.
In controlled sensing, the decision maker controls the observation noise dis-
tribution by switching between various sensors or sensing modes. An accu-
rate sensor yields less noisy measurements by is expensive to use. An inaccu-
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rate sensor yields more noisy measurements by is cheap to use. How should
the decision maker decide at each time which sensor or sensing mode to use?
Equivalently, how can a sensor be made “smart” to adapt its behavior to its en-
vironment in real time? Such an active sensor uses feedback control. As shown
in Figure 1.2, the estimates of the signal are fed to a controller/scheduler that
decides the sensor should adapt so as to obtain improved measurements; or al-
ternatively minimize a measurement cost. Design and analysis of such closed
loop systems which deploy stochastic control is non-trivial. The estimates from
the signal processing algorithm are uncertain (they are posterior probability
distribution functions). So controlled sensing requires decision making under
uncertainty.
We now highlight some examples in controlled sensing.
Example 1. Adaptive Radars
Adaptive multifunction radars are capable of switching between various mea-
surement modes, e.g., radar transmit waveforms, beam pointing directions, etc,
so that the tracking system is able to tell the radar which mode to use at the next
measurement epoch. Instead of the operator continually changing the radar
from mode to mode depending on the environment, the aim is to construct
feedback control algorithms that dynamically adapt where the radar radiates
its pulses to achieve the command operator objectives. This results in radars
that autonomously switch beams, transmitted waveforms, target dwell and re-
visit times.
Example 2. Social Learning and Data Incest
A social sensor (human-based sensor) denotes an agent that provides informa-
tion about its environment (state of nature) to a social network. Examples of
such social sensors include Twitter posts, Facebook status updates, and ratings
on online reputation systems like Yelp and Tripadvisor. Social sensors present
unique challenges from a statistical estimation point of view. since they interact
with and influence other social sensors. Also, due to privacy concerns, they re-
veal their decisions (ratings, recommendations, votes) which can be viewed as
a low resolution (quantized) function of their raw measurements.
Example 3. Quickest Detection and Optimal Sampling
Suppose a decision maker records measurements of a finite-state Markov chain
corrupted by noise. The goal is to decide when the Markov chain hits a specific
target state. The decision maker can choose from a finite set of sampling inter-
vals to pick the next time to look at the Markov chain. The aim is to optimize an
objective comprising of false alarm, delay cost and cumulative measurement
sampling cost. Taking more frequent measurements yields accurate estimates
but incurs a higher measurement cost. Making an erroneous decision too soon
incurs a false alarm penalty. Waiting too long to declare the target state incurs a
delay penalty. What is the optimal sequential strategy for the decision maker?
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It is shown in §7.4 that the optimal sampling problem results in a POMDP that
has a monotone optimal strategy in the belief state.
Example 4. Interaction of Local and Global Decision Makers
In a multi-agent network, how can agents use their noisy observations and de-
cisions made by previous agents to estimate an underlying randomly evolving
state? How do decisions made by previous agents affect decisions made by sub-
sequent agents? In §7.3, these questions will be formulated as a multi-agent se-
quential detection problem involving social learning. Individual agents record
noisy observations of an underlying state process, and perform social learning
to estimate the underlying state. They make local decisions about whether a
change has occurred that optimize their individual utilities. Agents then broad-
cast their local decisions to subsequent agents. As these local decisions accu-
mulate over time, a global decision maker needs to decide (based on these local
decisions) whether or not to declare a change has occurred. How can the global
decision maker achieve such change detection to minimize a cost function com-
prised of false alarm rate and delay penalty? The local and global decision mak-
ers interact, since the local decisions determine the posterior distribution of sub-
sequent agents which determines the global decision (stop or continue) which
determines subsequent local decisions.
Other Applications of POMDPs
POMDP are used in numerous other domains. Some applications include:
• Optimal Search: see §2.7.
• Quickest Detection and other Sequential Detection Problems: see Chapter 6.
• Dialog Systems: see [133] and references therein.
• Robot navigation and planning: see [71] and references therein.
• Cognitive Radio dynamic spectrum sensing: see [134] and references therein.
2 Partially Observed Markov Decision
Processes (POMDPs)
A POMDP is a controlled HMM. An HMM consists of an X-state Markov chain
{xk} observed via a noisy observation process {yk}. Figure 2.1 displays the
schematic setup of a POMDPwhere the action uk affects the state and/or obser-
vation (sensing) process of the HMM. The HMM filter computes the posterior
distribution πk of the state. The posterior πk is called the belief state. In a POMDP,
the stochastic controller depicted in Figure 2.1 uses the belief state to choose the
next action.
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Figure 2.1 Partially Observed Markov Decision Process (POMDP) schematic setup. The
Markov system together with noisy sensor constitute a Hidden Markov Model (HMM).
The HMM filter computes the posterior (belief state) πk of the state of the Markov
chain. The controller (decision maker) then chooses the action uk at time k based on πk.
This chapter is organized as follows. §2.1 describes the POMDP model. Then
§2.2 gives the belief state formulation and the Bellman’s dynamic programming
equation for the optimal policy of a POMDP. It is shown that a POMDP is
equivalent to a continuous-state MDP where the states are belief states (poste-
riors). Bellman’s equation for continuous-state MDP was discussed in §??. §2.3
gives a toy example of a POMDP. Despite being a continuous-state MDP, §2.4
shows that for finite horizon POMDPs, Bellman’s equation has a finite dimen-
sional characterization. §2.5 discusses several algorithms that exploit this finite
dimensional characterization to compute the optimal policy. §2.6 considers dis-
counted cost infinite horizon POMDPs. As an example of a POMDP, optimal
search of a moving target is discussed in §2.7.
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2.1 Finite Horizon POMDP
A POMDP model with finite horizon N is a 7-tuple
(X , U ,Y, P (u), B(u), c(u), cN ). (2.1)
1. X = {1, 2, . . . , X} denotes the state space and xk ∈ X denotes the state of a
controlled Markov chain at time k = 0, 1, . . . , N .
2. U = {1, 2, . . . , U} denotes the action space with uk ∈ U denoting the action
chosen at time k by the controller.
3. Y denotes the observation space which can either be finite or a subset of IR.
yk ∈ Y denotes the observation recorded at each time k ∈ {1, 2, . . . , N}.
4. For each action u ∈ U , P (u) denotes a X × X transition probability matrix
with elements
Pij(u) = P(xk+1 = j|xk = i, uk = u), i, j ∈ X . (2.2)
5. For each action u ∈ U , B(u) denotes the observation distribution with
Biy(u) = P(yk+1 = y|xk+1 = i, uk = u), i ∈ X , y ∈ Y. (2.3)
6. For state xk and action uk, the decision-maker incurs a cost c(xk, uk).
7. Finally, at terminal time N , a terminal cost cN (xN ) is incurred.
The POMDPmodel (2.1) is a partially observedmodel since the decision-maker
does not observe the state xk. It only observes noisy observations yk that depend
on the action and the state specified by the probabilities in (2.3). Recall that
an HMM is characterized by (X ,Y, P,B); so a POMDP is a controlled HMM
with the additional ingredients of action space U , action dependent transition
probabilities, action dependent observation probabilities and costs. In general,
the transition matrix, observation distribution and cost can be explicit functions
of time; however to simplify notation, we have omitted this time dependency.
Given the model (2.1), the dynamics of a POMDP proceed according to Al-
gorithm 1. This involves at each time k choosing an action uk, accruing an in-
stantaneous cost c(xk, uk), evolution of the state from xk to xk+1, and observing
xk+1 in noise as yk+1.
As depicted in (2.5), at each time k, the decision maker uses all the informa-
tion available until time k (namely, Ik) to choose action uk = µk(Ik) using pol-
icy µk. With the dynamics specified byAlgorithm 1, denote the sequence of poli-
cies that the decision-maker uses from time 0 toN−1 asµ = (µ0, µ1, . . . , µN−1).
Objective
To specify a POMDP completely, in addition to the model (2.1), dynamics in
Algorithm 1 and policy sequence1 µ, we need to specify a performance criterion
1§2.2 shows that a POMDP is equivalent to a continuous-state MDP. So it suffices to consider
non-randomized policies to achieve the minimum in (2.7).
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Algorithm 1 Dynamics of Partially Observed Markov Decision Process
At time k = 0, the state x0 is simulated from initial distribution π0.
For time k = 0, 1, . . . , N − 1:
1. Based on available information
I0 = {π0}, Ik = {π0, u0, y1, . . . , uk−1, yk}, (2.4)
the decision-maker chooses action
uk = µk(Ik) ∈ U , k = 0, 1, . . . , N − 1. (2.5)
Here, µk denotes a policy that the decision maker uses at time k.
2. The decision-maker incurs a cost c(xk, uk) for choosing action uk.
3. The state evolves randomly with transition probability Pxkxk+1(uk) to the
next state xk+1 at time k + 1. Here
Pij(u) = P(xk+1 = j|xk = i, uk = u).
4. The decision-maker records a noisy observation yk+1 ∈ Y of the state xk+1
according to
P(yk+1 = y|xk+1 = i, uk = u) = Biy(u).
5. The decision-maker updates its available information as
Ik+1 = Ik ∪ {uk, yk+1}.
If k < N , then set k to k + 1 and go back to Step 1.
If k = N , then the decision-maker pays a terminal cost cN (xN ) and the pro-
cess terminates.
or objective function. This section considers the finite horizon objective
Jµ(π0) = Eµ
{
N−1∑
k=0
c(xk, uk) + cN (xN ) | π0
}
. (2.6)
which is the expected cumulative cost incurred by the decision-maker when us-
ing policy µ up to time N given the initial distribution π0 of the Markov chain.
Here, Eµ denotes expectation with respect to the joint probability distribution
of (x0, y0, x1, y1, . . . , xN−1, yN−1, xN , yN ). The goal of the decision-maker is to
determine the optimal policy sequence
µ∗ = argmin
µ
Jµ(π0), for any initial prior π0 (2.7)
that minimizes the expected cumulative cost. Of course, the optimal policy se-
quence µ∗ may not be unique.
Remarks
1. The decision-maker does not observe the state xk . It only observes noisy ob-
servations yk that depend on the action and the state via Step 4. Also, the
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decision-maker knows the cost matrix c(x, u) for all possible states and ac-
tions in X , U . But since the decision-maker does not know the state xk at
time k, it does not know the cost accrued at time k in Step 2 or terminal cost
in Step 5. Of course, the decision-maker can estimate the cost by using the
noisy observations of the state.
2. The term POMDP is usually reserved for the case when the observation
space Y is finite. However, we consider both finite and continuous valued
observations.
3. The action uk affects the evolution of the state (Step 3) and observation distri-
bution (Step 4). In controlled sensing applications such as radars and sensor
networks, the action only affects the observation distribution and not the evo-
lution of the target.
4. More generally, the cost can be of the form c¯(xk = i, xk+1 = j, yk = y, yk+1 =
y¯, uk = u). This is equivalent to the cost (see (2.13) below)
c(i, u) =
∑
y∈Y
∑
y¯∈Y
∑
j∈X
c¯(i, j, , y, y¯, u)Pij(u)Bjy¯(u)Biy(u). (2.8)
2.2 Belief State Formulation and Dynamic Programming
This section details a crucial step in the formulation and solution of a POMDP,
namely, the belief state formulation. In this formulation, a POMDP is equivalent
to a continuous state MDPwith states being the belief states. We then formulate
the optimal policy as the solution to Bellman’s dynamic programming recur-
sion written in terms of the belief state. Finally, we state and prove the main
result: the solution of the dynamic programming recursion for a POMDP has
an explicit piecewise linear and concave solution.
2.2.1 Belief State Formulation of POMDP
Recall from §?? that for a fully observed MDP, the optimal policy is Markovian
and the optimal action uk = µ
∗
k(xk). In comparison, for a POMDP the optimal
action chosen by the decision maker is in general
uk = µ
∗
k(Ik), where Ik = (π0, u0, y1, . . . , uk−1, yk). (2.9)
Since Ik is increasing in dimension with k, to implement a controller, it is useful
to obtain a sufficient statistic that does not grow in dimension. The posterior
distribution πk computed via the HMM filter is a sufficient statistic for Ik. De-
fine the posterior distribution of the Markov chain given Ik as
πk(i) = P(xk = i|Ik), i ∈ X where Ik = {π0, u0, y1, . . . , uk−1, yk}. (2.10)
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Figure 2.2 For an X state Markov chain, the belief spaceΠ(X) in aX − 1 dimensional
unit simplexΠ(X). The figure shows Π(X) forX = 3, 4.
We will call πk as the belief state or information state at time k. It is computed via
the HMM filter namely πk = T (πk−1, yk, uk−1) where
T (π, y, u) =
By(u)P
′(u)π
σ (π, y, u)
, where σ (π, y, u) = 1′XBy(u)P
′(u)π, (2.11)
By(u) = diag
(
B1y(u), · · · , BXy(u)
)
.
The main point established below in Theorem 2.2.1 is that (2.9) is equivalent to
uk = µ
∗
k(πk). (2.12)
In other words, the optimal controller operates on the belief state πk (HMM
filter posterior) to determine the action uk.
In light of (2.12), let us first define the space where πk lives in. The beliefs
πk, k = 0, 1, . . . defined in (2.10) are X-dimensional probability vectors. There-
fore they lie in the X − 1 dimensional unit simplex denoted as
Π(X)
defn
=
{
π ∈ IRX : 1′π = 1, 0 ≤ π(i) ≤ 1 for all i ∈ X = {1, 2, . . . , X}} .
Π(X) is called the belief space. Π(2) is a one dimensional simplex (unit line seg-
ment), As shown in Figure 2.2, Π(3) is a two-dimensional simplex (equilateral
triangle);Π(4) is a tetrahedron, etc. Note that the unit vector states e1, e2, . . . , eX
of the underlying Markov chain x are the vertices of Π(X).
We now formulate the POMDP objective (2.6) in terms of the belief state.
Consider the objective (2.6). Then
Jµ(π0) = Eµ
{N−1∑
k=0
c(xk, uk) + cN (xN ) | π0
}
(a)
= Eµ
{N−1∑
k=0
E{c(xk, uk) | Ik}+ E{cN(xN ) | IN} | π0
}
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= Eµ
{N−1∑
k=0
X∑
i=1
c(i, uk)πk(i) +
X∑
i=1
cN (i)πN (i) | π0
}
= Eµ
{N−1∑
k=0
c′uk πk + c
′
N πN | π0
}
(2.13)
where (a) uses the smoothing property of conditional expectations. In (2.13), the
X-dimensional cost vectors cu(k) and terminal cost vector cN are defined as
cu =
[
c(1, u) · · · c(X,u)]′ , cN = [cN (1) · · · cN (X)]′ . (2.14)
Summary: The POMDPhas been expressed as a continuous-state (fully observed)
MDP with dynamics (2.11) given by the HMM filter and objective function
(2.13). This continuous-state MDP has belief state πk which lies in unit simplex
belief spaceΠ(X). Thus we have the following useful decomposition illustrated
in Figure 2.1:
• An HMM filter uses the noisy observations yk to compute the belief state πk
• The POMDP controller then maps the belief state πk to the action uk.
Determining the optimal policy for a POMDP is equivalent to partitioningΠ(X)
into regions where a particular action u ∈ {1, 2, . . . , U} is optimal.
2.2.2 Stochastic Dynamic Programming for POMDP
Since a POMDP is a continuous-state MDP with state space being the unit sim-
plex, we can straightforwardlywrite down the dynamic programming equation
for the optimal policy as we did in §?? for continuous-state MDPs.
THEOREM 2.2.1 For a finite horizon POMDP with model (2.1) and dynamics given
by Algorithm 1:
1. The minimum expected cumulative cost Jµ∗(π) is achieved by deterministic policies
µ∗ = (µ∗0, µ
∗
1, . . . , µ
∗
N−1), where uk = µ
∗
k(πk).
2. The optimal policy µ∗ = (µ0, µ1, . . . , µN−1) for a POMDP is the solution of the
following Bellman’s dynamic programming backward recursion: Initialize JN (π) =
c′Nπ and then for k = N − 1, . . . , 0
Jk(π) = min
u∈U
{c′uπ +
∑
y∈Y
Jk+1 (T (π, y, u))σ(π, y, u)}
µ∗k(π) = argmin
u∈U
{c′uπ +
∑
y∈Y
Jk+1 (T (π, y, u))σ(π, y, u)}. (2.15)
The expected cumulative cost Jµ∗(π) (2.13) of the optimal policy µ
∗ is given by the
value function J0(π) for any initial belief π ∈ Π(X).
Since the belief spaceΠ(X) is uncountable, the above dynamic programming
recursion does not translate into practical solution methodologies. Jk(π) needs
to be evaluated at each π ∈ Π(X), an uncountable set.
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2.3 Machine Replacement POMDP. Toy Example
To illustrate the POMDPmodel and dynamic programming recursion described
above, consider a toy example involving the machine replacement problem.
Here we describe the 2-state version of the problem with noisy observations.
The state space is X = {1, 2} where state 1 corresponds to a poorly per-
forming machine while state 2 corresponds to a brand newmachine. The action
space is U ∈ {1, 2}where action 2 denotes keep using the machine, while action
1 denotes replace the machine with a brand new one which starts in state 2. The
transition probabilities of the machine state are
P (1) =
[
0 1
0 1
]
, P (2) =
[
1 0
θ 1− θ
]
.
where θ ∈ [0, 1] denotes the probability that machine deteriorates.
Assume that the state of the machine xk is indirectly observed via the quality
of the product yk ∈ Y = {1, 2} generated by the machine. Let p denote the
probability that the machine operating in the good state produces a high quality
product, and q denote the probability that a deteriorated machine produces a
poor quality product. Then the observation probability matrix is
B =
[
p 1− p
1− q q
]
.
Operating the machine in state x incurs an operating cost c(x, u = 2). On the
other hand, replacing themachine at any state x, costsR, that is, c(x, u = 1) = R.
The aim is tominimize the cumulative expected cumulative cost Eµ{
∑N−1
k=0 c(xk, uk)|π0}
for some specified horizonN . Here π0 denotes the initial distribution of the state
of the machine at time 0.
Bellman’s equation (2.15) reads: Initialize JN (π) = 0 (since there is no termi-
nal cost) and for k = N − 1, . . . , 0:
Jk(π) = min
{
c′1π + Jk+1(e1), c
′
2π +
∑
y∈{1,2}
Jk+1(T (π, y, 2))σ(π, y, 2)
}
where T (π, y, 2) =
ByP
′(2)π
σ(π, y, 2)
, σ(π, y, 2) = 1′ByP
′(2)π, y ∈ {1, 2},
B1 =
[
p 0
0 1− q
]
, B2 =
[
1− p 0
0 q
]
.
Since the number of states is X = 2, the belief spaceΠ(X) is a one dimensional
simplex, namely the interval [0, 1]. So Jk(π) can be expressed in terms of π2 ∈
[0, 1], because π1 = 1− π2. Denote this as Jk(π2).
One can then implement the dynamic programming recursion numerically
by discretizing π2 in the interval [0, 1] over a finite grid and running the Bell-
man’s equation over this finite grid. Although this numerical implementation
is somewhat naive, the reader should do this to visualize the value function
and optimal policy. The reader would notice that the value function Jk(π2) is
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piecewise linear and concave in π2. The main result in the next section is that
for a finite horizon POMDP, the value function is always piecewise linear and
concave, and the value function and optimal policy can be determined exactly
(therefore a grid approximation is not required).
2.4 Finite Dimensional Controller for finite horizon POMDP
Despite the belief space Π(X) being continuum, the following remarkable re-
sult due to Sondik [115, 113] shows that Bellman’s equation (2.15) for a finite
horizon POMDP has a finite dimensional characterization when the observa-
tion space Y is finite.
THEOREM 2.4.1 Consider the POMDP model (2.1) with finite action space U =
{1, 2, . . . , U} and finite observation space Y = {1, 2, . . . , Y }. At each time k the value
function Jk(π) of Bellman’s equation (2.15) and associated optimal policy µ
∗
k(π) have
the following finite dimensional characterization:
1. Jk(π) is piecewise linear and concave with respect to π ∈ Π(X). That is,
Jk(π) = min
γ∈Γk
γ′π. (2.16)
Here, Γk at iteration k is a finite set ofX-dimensional vectors.
Note JN (π) = c
′
N π and ΓN = {cN} where cN denotes the terminal cost vector.
2. The optimal policy µ∗k(π) has the following finite dimensional characterization: The
belief space Π(X) can be partitioned into at most |Γk| convex polytopes. In each
such polytope Rl = {π : Jk(π) = γ′lπ}, the optimal policy µ∗k(π) is a constant
corresponding to a single action. That is for belief π ∈ Rl the optimal policy is
µ∗k(π) = u(argmin
γl∈Γk
γ′lπ)
where the right hand side is the action associated with polytopeRl.
The above theorem says that at each time k, the belief spaceΠ(X) can be par-
titioned into at most |Γk| convex polytopes and the optimal action within each
such polytope is a constant. Also each vector γ ∈ Γk will be called a gradient vec-
tor since if Jk(π) = γ
′π, then γ is the sub-gradient [13] of the concave function
Jk at belief state π.
Figure 2.3 illustrates the piecewise linear concave structure of the value func-
tion Jk(π) for the case of a two-state Markov chain (X = 2). In this case, the
belief state π =
[
1− π(2)
π(2)
]
is parametrized by the scalar π(2) ∈ [0, 1] and the
belief space is the one-dimensional simplex Π(2) = [0, 1]. Figure 2.3 also illus-
trates the finite dimensional structure of the optimal policy µ∗k(π) asserted by
the above theorem. In each region of belief spacewhere γ′lπ is active, the optimal
policy takes on a single action.
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π(2)0 1
Jk(π)
γ1
γ2 γ3
γ4
γ5
u = 1 u = 2 u = 1 u = 2
Figure 2.3 Example of piecewise linear concave value function Jk(π) of a POMDP with
a 2-state underlying Markov chain (X = 2). Here Jk(π) = min{γ
′
1π, γ
′
2π, γ
′
3π, γ
′
4π} is
depicted by solid lines. The figure also shows that the belief space can be partitioned
into 4 regions. Each region where line segment γ′lπ is active (i.e., is equal to the solid
line) corresponds to a single action, u = 1 or u = 2. Note that γ5 is never active.
2.4.1 Proof of Theorem 2.4.1
The proof of Theorem 2.4.1 is important since it gives an explicit construction of
the value function. Exact algorithms for solving POMDPs that will be described
in §2.5 are based on this construction.
Theorem 2.4.1 is proved by backward induction for k = N, . . . , 0. Obviously,
JN (π) = c
′
Nπ is linear in π. Next assume Jk+1(π) is piecewise linear and con-
cave in π: so Jk+1(π) = minγ¯∈Γk+1 γ¯
′π. Substituting this in (2.15) yields
Jk(π) = min
u∈U
{c′uπ +
∑
y∈Y
min
γ¯∈Γk+1
γ¯′By(u)P
′(u)π
✘
✘
✘
✘σ(π, u, y) ✘
✘
✘
✘σ(π, u, y)}
= min
u∈U
{∑
y∈Y
min
γ¯∈Γk+1
{[ cu
Y
+ P (u)By(u)γ¯
]′
π
}}
. (2.17)
The right hand side is the minimum (over u) of the sum (over y) of piecewise
linear concave functions. Both these operations preserve the piecewise linear
concave property. This implies Jk(π) is piecewise linear and concave of the form
Jk(π) = min
γ∈Γk
γ′π, where Γk = ∪u∈U ⊕y∈Y
{cu
Y
+ P (u)By(u) γ¯ | γ¯ ∈ Γk+1
}
.
(2.18)
Here⊕ denotes the cross-sum operator: given two sets of vectorsA andB,A⊕B
consists of all pairwise additions of vectors from these two sets. Recall U =
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{1, 2, . . . , U} and Y = {1, 2, . . . , Y } are finite sets. A more detailed explanation
of going from (2.17) to (2.18) is given in (2.19), (2.20).
2.5 Algorithms for Finite Horizon POMDPs with Finite
Observation Space
This section discusses algorithms for solving2 a finite horizon POMDPwhen the
observation set Y is finite. These algorithms exploit the finite dimensional char-
acterization of the value function and optimal policy given in Theorem 2.4.1.
Consider the POMDP model (2.1) with finite action space U = {1, 2, . . . , U}
and finite observation set Y = {1, 2, . . . , Y }. Given the finite dimensional char-
acterization in Theorem 2.4.1, the next step is to compute the set of gradients Γk
that determine the piecewise linear segments of the value function Jk(π) at each
time k. Unfortunately, the number of piecewise linear segments can increase ex-
ponentially with the action space dimension U and double exponentially with
time k. This is seen from the fact that given the set of vectors Γk+1 that character-
izes the value function at time k+1, a single step of the dynamic programming
recursion yields that the set of all vectors at time k are U |Γk+1|Y . (Of these it
is possible that many vectors are never active such as γ5 in Figure 2.3.) There-
fore, exact computation of the optimal policy is only computationally tractable
for small state dimension X , small action space dimension U and small obser-
vation space dimension Y . Computational complexity theory gives worst case
bounds for solving a problem. It is shown in [92] that solving a POMDP is a
PSPACE complete problem. [72] gives examples of POMDPs that exhibit this
worst case behavior.
2.5.1 Exact Algorithms: Incremental Pruning, Monahan and Witness
Exact3 algorithms for solving finite horizon POMDPs are based on the finite
dimensional characterization of the value function provided by Theorem 2.4.1.
The first exact algorithm for solving finite horizon POMDPs was proposed by
Sondik [115]; see [80, 18, 19, 73] for several algorithms. Bellman’s dynamic pro-
gramming recursion (2.15) can be expressed as the following three steps:
Qk(π, u, y) =
c′uπ
Y
+ Jk+1 (T (π, y, u))σ(π, y, u)
Qk(π, u) =
∑
y∈Y
Qk(π, u, y)
Jk(π) = min
u
Qk(π, u). (2.19)
2By “solving” we mean solving Bellman’s dynamic programming equation (2.15) for the opti-
mal policy µ∗
k
(π), k = 0, . . . , N−1. Once the optimal policy is obtained, then the real time controller
is implemented according to Algorithm 1.
3Exact here means that there is no approximation involved in the dynamic programming algo-
rithm. However, the algorithm is still subject to numerical round-off and finite precision effects.
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Based on the above three steps, the set of vectors Γk that form the piecewise
linear value function in Theorem 2.4.1, can be constructed as
Γk(u, y) =
{cu
Y
+ P (u)By(u) γ | γ ∈ Γ (k+1)
}
Γk(u) = ⊕yΓk(u, y)
Γk = ∪u∈UΓk(u). (2.20)
Here⊕ denotes the cross-sum operator: given two sets of vectorsA andB,A⊕B
consists of all pairwise additions of vectors from these two sets.
In general, the set Γk constructed according to (2.20)may contain superfluous
vectors (we call them “inactive vectors” below) that never arise in the value
function Jk(π) = minγl∈Γk γ
′
lπ. The algorithms listed below seek to eliminate
such useless vectors by pruning Γk to maintain a parsimonious set of vectors.
Incremental Pruning Algorithm: We start with the incremental pruning al-
gorithm described in Algorithm 2. The code is freely downloadable from [17].
Algorithm 2 Incremental Pruning Algorithm for solving POMDP
Given set Γk+1 generate Γk as follows:
Initialize Γk(u, y), Γk(u), Γk as empty sets
For each u ∈ U
For each y ∈ Y
Γk(u, y)← prune
({cu
Y
+ P (u)By(u)γ | γ ∈ Γ (k+1)
})
Γk(u)← prune (Γk(u)⊕ Γk(u, y))
Γk ← prune (Γk ∪ Γk(u))
Let us explain the “prune” function in Algorithm 2. Recall the piecewise lin-
ear concave characterization of the value function Jk(π) = minγ∈Γk γ
′π with set
of vectors Γk. Suppose there is a vector γ ∈ Γk such that for all π ∈ Π(X), it
holds that γ′π ≥ γ¯′π for all vectors γ¯ ∈ Γk − {γ}. Then γ dominates every other
vector in Γk and is never active. For example, in Figure 2.3, γ5 is never active.
The prune function in Algorithm 2 eliminates such inactive vectors γ and so
reduces the computational cost of the algorithm.
Given a set of vectors Γ , how can an inactive vector be identified and there-
fore pruned (eliminated)? The following linear programming dominance test
can be used to identify inactive vectors:
min x (2.21)
subject to: (γ − γ¯)′π ≥ x, ∀γ¯ ∈ Γ − {γ}
π(i) ≥ 0, i ∈ X , 1′π = 1, i.e. π ∈ Π(X).
Clearly, if the above linear program yields a solution x ≥ 0, then γ dominates
all other vectors in Γ − {γ}. Then vector γ is inactive and can be eliminated
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from Γ . In the worst case, it is possible that all vectors are active and none can
be pruned.
Monahan’s Algorithm: Mohahan [84] proposed an algorithm that is identical
to Algorithm 2 except that the prune steps in computing Γk(u, y) and Γk(u) are
omitted. So Γk(u) comprises of U |Γk+1|Y vectors and these are then pruned
according to the last step of Algorithm 2.
Witness Algorithm: The Witness algorithm [20], constructs Γk(u) associated
with Qk(π, u) (2.19) in polynomial time with respect toX , U , Y and |Γk+1|. [21]
shows that the incremental pruning Algorithm 2 has the same computational
cost as the Witness algorithm and can outperform it by a constant factor.
2.5.2 Lovejoy’s Suboptimal Algorithm
Computing the value function and therefore optimal policy of a POMDP via
the exact algorithms given above is intractable apart from small toy examples.
Lovejoy [79] proposed an ingenious suboptimal algorithm that computes up-
per and lower bounds to the value function of a POMDP. The intuition behind
this algorithm is depicted in Figure 2.4 and is as follows: Let J¯k and Jk, respec-
tively, denote upper and lower bounds to Jk. It is obvious that by considering
only a subset of the piecewise linear segments in Γk and discarding the other
segments, one gets an upper bound J¯k. That is, for any Γ¯k ⊂ Γk,
J¯k(π) = min
γl∈Γ¯k
γ′lπ ≥ min
γl∈Γk
γ′lπ = Jk(π).
In Figure 2.4, Jk is characterized by line segments in Γk = {γ1, γ2, γ3, γ4} and
the upper bound J¯k is constructed from line segments in Γ¯k = {γ2, γ3}, i.e.
discarding segments γ1 and γ4. This upper bound is displayed in dashed lines.
By choosing Γ¯k with small cardinality at each iteration k, one can reduce the
computational cost of computing J¯k. This is the basis of Lovejoy’s [79] lower
bound approximation. Lovejoy’s algorithm [79] operates as follows:
Initialize: Γ¯N = ΓN = {cN}. Recall cN is the terminal cost vector.
Step 1: Given a set of vectors Γk, construct the set Γ¯k by pruning Γk as follows:
Pick any R belief states π1, π2, . . . , πR in the belief simplex Π(X). (Typically,
one often picks the R points based on a uniform Freudenthal triangulization of
Π(X), see [79] for details). Then set
Γ¯k = {arg min
γ∈Γk
γ′πr, r = 1, 2, . . . , R}.
Step 2: Given Γ¯k, compute the set of vectors Γk−1 using a standard POMDP
algorithm.
Step 3: k → k − 1 and go to Step 1.
Notice that J¯k(π) = minγ∈Γ¯k γ
′π is represented completely by R piecewise
linear segments. Lovejoy [79] shows that for all k, J¯k is an upper bound to the
optimal value function Jk, Thus Lovejoy’s algorithm gives a suboptimal policy
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π(2)0 1
Jk(π)
γ1
γ2
γ3
γ4
Figure 2.4 Intuition behind Lovejoy’s suboptimal algorithm for solving a POMDP for
X = 2. The piecewise linear concave value function Jk is denoted by unbroken lines.
Interpolation (dotted lines) yields a lower bound to the value function. Omitting any of
the piecewise linear segments leads to an upper bound (dashed lines). The main point
is that the dotted and dashed lines sandwich the value function (unbroken line).
that yields an upper bound to the value function at a computational cost of no
more than R evaluations per iteration k.
So far we have discussed Lovejoy’s upper bound. Lovejoy [79] also provides
a constructive procedure for computing a lower bound to the optimal value
function. The intuition behind the lower bound is displayed in Figure 2.4 and
is as follows: a linear interpolation to a concave function lies below the con-
cave function. Choose any R belief states π1, π2, . . . , πR. Then construct Jk(π)
depicted in dotted lines in Figure 2.4 as the linear interpolation between the
points (πi, Jk(πi)), i = 1, 2, . . . , R. Clearly due to concavity of Jk, it follows that
Jk(π) ≤ Jk(π) for all π ∈ Π(X).
2.5.3 Point-Based Value Iteration Methods
Point-based value iteration methods seek to compute an approximation of the
value function at special points in the belief space. The main idea is to com-
pute solutions only for those belief states that have been visited by running
the POMDP. This motivates the development of approximate solution tech-
niques that use a sampled set of belief states on which the POMDP is solved
[38, 109, 71].
As mentioned above, Lovejoy [79] uses Freudenthal triangulation to form a
grid on the belief space and then computes the approximate policy at these
belief states. Another possibility is to take all extreme points of the belief sim-
plex or to use a random grid. Yet another option is to include belief states that
are encountered when simulating the POMDP. Trajectories can be generated in
the belief simplex by sampling random actions and observations at each time
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[94, 117]. More sophisticated schemes for belief sampling have been proposed
in [109]. The SARSOP approach of [71] performs successive approximations of
the reachable belief space from following the optimal policy.
2.5.4 Belief Compression POMDPs
An interesting class of suboptimal POMDP algorithms [106] involves reduc-
ing the dimension of the belief space Π(X). The X-dimension belief states π
are projected to X¯-dimension belief states π¯ that live in the reduced dimension
simplex Π(X¯) where X¯ ≪ X . The principal component analysis (PCA) algo-
rithm is used to achieve this belief compression as follows: Suppose a sequence
of beliefs π1:N = (π1, . . . , πN ) is generated; this is a X × N matrix. Then per-
form a singular value decomposition π1:N = UDV
′ and choose the largest X¯
singular values. Then the original belief π and compressed belief π¯ are related
by π = UX¯ π¯ or π¯ = U
′
X¯
π where UX¯ and DX¯ denote the truncated matrices cor-
responding to the largest X¯ singular values. (PCA is suited to dimensionality
reduction when the data lies near a linear manifold. However, POMDP belief
manifolds are rarely linear and so [106] proposes an exponential family PCA.)
The next step is to quantize the low dimensional belief state space Π(X¯) into a
finite state space S¯ = {q¯1, . . . , q¯L}. The corresponding full dimensional beliefs
are S = {UX¯ q¯1, . . . , UX¯ q¯L}. The reduced dimension dynamic programming re-
cursion then is identical to that of a finite state MDP. It reads
Vk+1(q¯i) = min
u∈U
{
c˜(q¯i, u) +
L∑
j=1
T˜ (q¯i, q¯j , u)Vk(q¯j)
}
where c˜(q¯i, u) = c
′
uqi, and T˜ (q¯i, q¯j , u) = UX¯
By(u)P
′(u)qi
1′By(u)P ′(u)qi
rounded off to the nearest belief in S¯ .
Chapter 4 presents algorithms for approximating the belief with provable
bounds. In [132, 131], we present stochastic gradient algorithms for estimating
the underlying state of an HMMdirectly. Either of these algorithms can be used
in the above reduced dimensional dynamic programming algorithm instead of
PCA type compression.
2.6 Discounted Infinite Horizon POMDPs
So farwe have considered finite horizon POMDPs. This section consider infinite
horizon discounted cost POMDPs. The discounted POMDP model is a 7-tuple
(X , U ,Y, P (u), B(u), c(u), ρ)whereP (u),B(u) and c are no longer explicit func-
tions of time and ρ ∈ [0, 1) in an economic discount factor. Also, compared to
(2.1). there is no terminal cost cN .
Define a stationary policy sequence as µ = (µ, µ, µ, · · · ) where µ is not an
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explicit function of time k. We will use µ instead of µ to simply notation. For
stationary policy µ : Π(X) → U , initial belief π0 ∈ Π(X), discount factor
ρ ∈ [0, 1), define the objective function as the discounted expected cost:
Jµ(π0) = Eµ
{
∞∑
k=0
ρkc(xk, uk)
}
, where uk = µ(πk)
As in §2.2 we can re-express this objective in terms of the belief state as
Jµ(π0) = Eµ
{
∞∑
k=0
ρkc′µ(πk)πk
}
, (2.22)
where cu = [c(1, u), . . . , c(X,u)]
′, u ∈ U is the cost vector for each action, and
the belief state evolves according to the HMM filter πk = T (πk−1, yk, uk−1)
(2.11).
The aim is to compute the optimal stationary policy µ∗ : Π(X)→ U such that
Jµ∗(π0) ≤ Jµ(π0) for all π0 ∈ Π(X). From the dynamic programming recursion,
we have for any finite horizon N that
Jk(π) = min
u∈U
{ρkc′uπ +
∑
y∈Y
Jk+1 (T (π, y, u))σ(π, y, u)}
initialized by JN (π) = 0. For discounted cost problems, it is more convenient
to work with a forward iteration of indices. Accordingly, define the following
value function Vn(π):
Vn(π) = ρ
n−N JN−n(π), 0 ≤ n ≤ N, π ∈ Π(X).
Then it is easily seen that Vn(π) satisfies the dynamic programming equation
Vn(π) = c
′
uπ + ρ
∑
y∈Y
Vn−1 (T (π, y, u))σ (π, y, u) , V0(π) = 0. (2.23)
2.6.1 Bellman’s Equation for discounted infinite horizon POMDP
The main result for infinite horizon discounted cost POMDPs is as follows:
THEOREM 2.6.1 Consider an infinite horizon discounted cost POMDP with dis-
count factor ρ ∈ [0, 1). Then
1. The optimal expected cumulative cost is achieved by a stationary deterministicMarko-
vian policy µ∗.
2. The optimal policy µ∗(π) and value function V (π) satisfy Bellman’s dynamic pro-
gramming equation
µ∗(π) = argmin
u∈U
Q(π, u), Jµ∗(π0) = V (π0) (2.24)
V (π) = min
u∈U
Q(π, u), Q(π, u) = c′uπ + ρ
∑
y∈Y
V (T (π, y, u)) σ (π, y, u) .
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where T (π, y, u) and σ(π, y, u) are the HMM filter and normalization (2.11).
The expected cumulative cost incurred by the optimal policy is Jµ∗(π) = V (π).
3. The value function V (π) is continuous and concave in π ∈ Π(X).
2.6.2 Value Iteration Algorithm for discounted cost POMDPs
Let n = 1, 2, . . . , N denote iteration number. The value iteration algorithm for
a discounted cost POMDP is a successive approximation algorithm for com-
puting the value function V (π) of Bellman’s equation (2.24) and proceeds as
follows: Initialize V0(π) = 0. For iterations n = 1, 2, . . . , N , evaluate
Vn(π) = min
u∈U
Qn(π, u), µ
∗
n(π) = argmin
u∈U
Qn(π, u),
Qn(π, u) = c
′
uπ + ρ
∑
y∈Y
Vn−1 (T (π, y, u))σ (π, y, u) .
(2.25)
Finally, the stationary policy µ∗N is used at each time instant k in the real time
controller of Algorithm 1. The obvious advantage of the stationary policy is
that only the policy µ∗N (π) needs to be stored for real time implementation of
the controller in Algorithm 1.
Summary: The POMDP value iteration algorithm (2.25) is identical to the finite
horizon dynamic programming recursion (2.15). So at each iteration n, Vn(π)
is piecewise linear and concave in π (by Theorem 2.2.1) and can be computed
using any of the POMDP algorithms discussed in §2.5. The number of piecewise
linear segments that characterize Vn(π) can grow exponentially with iteration
n. Therefore, except for small state, action and observation spaces, suboptimal
algorithms (such as those discussed in §2.5) need to be used.
How are the number of iterations N chosen in the value iteration algorithm
(2.25)? The value iteration algorithm (2.25) generates a sequence of value func-
tions {Vn} that will converge uniformly (sup-norm metric) as N → ∞ to V (π),
the optimal value function of Bellman’s equation. The number of iterations N
in (2.25) can be chosen as follows: Let ǫ > 0 denote a specified tolerance.
THEOREM 2.6.2 Consider the value iteration algorithm with discount factor ρ and
N iterations. Then:
1. supπ |VN (π) − VN−1(π)| ≤ ǫ implies that supπ |VN (π)− V (π)| ≤ ǫρ1−ρ .
2. |VN (π)− V (π)| ≤ ρ
N+1
1−ρ maxx,u |c(x, u)|.
Actually, similar to the value iteration algorithm, one can evaluate the ex-
pected discounted cumulative cost of an arbitrary stationary policy (not neces-
sarily the optimal policy) as follows:
COROLLARY 2.6.3 (Policy Evaluation) For any stationary policy µ, the associated
expected discounted cumulative cost Jµ(π) defined in (2.22) for a POMDP satisfies
Jµ(π) = c
′
µ(π)π + ρ
∑
y∈Y
Jµ
(
T (π, y, µ(π))
)
σ(π, y, µ(π)). (2.26)
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Similar to the value iteration algorithm (2.25), Jµ(π) can be obtained as Jµ(π) =
limn→∞ Vµ,n(π). Here Vµ,n(π), n = 1, 2, . . . satisfies the recursion
Vµ,n(π) = c
′
µ(π)π + ρ
∑
y∈Y
Vµ,n−1
(
T (π, y, µ(π))
)
σ(π, y, µ(π)), Vµ,0(π) = 0.
Also Theorem 2.6.2 holds for Jµ(π).
The proof is omitted since it is similar to the corresponding theorems for the
optimal policy given above. Note that (2.26) can be written as
Jµ(π) = γ
′
µ(π)π, where γµ(π) = cu + ρ
∑
y∈Y
γµ(T (π,y,u))P (u)By(u), (2.27)
where u = µ(π) on the right hand side. We will use this representation below.
2.7 Example: Optimal Search for a Markovian Moving Target
Optimal search of a moving target is a useful illustrative example of a POMDP.
From an abstract point of view, many resource allocation problems involving
controlled sensing and communication with noisy information can be formu-
lated as an optimal search problem; see for example [46] where opportunistic
transmission over a fading channel is formulated as an optimal search problem.
A target moves among X cells according to a Markov chain with transition
matrix P . At time instants k ∈ {0, 1, 2, . . .}, the searcher must choose an action
from the action space U . The set U contains actions that search a particular cell
or a group of cells simultaneously. Assuming action u is selected by the searcher
at time k, it is executedwith probability 1−q(u). If the action cannot be executed,
the searcher is said to be blocked for time k. This blocking event with probability
q(u)models the scenario when the search sensors are a shared resource and not
enough resources are available to carry out the search at time k. If the searcher
is not blocked and action u searches the cell that the target is in, the target is
detected with probability 1 − β(u); failure to detect the target when it is in the
cell searched is called an overlook. So the overlook probability in cell u is β(u).
If the decision maker knows P, β, q, in which order should it search the cells
to find the moving target with minimum expected effort?
2.7.1 Formulation of Finite-Horizon Search Problem
It is assumed here that the searcher has a total ofN attempts to find the moving
target. Given a target that moves between X cells, let X¯ = {1, 2, . . . , X, T } de-
note the augmented state space. Here T corresponds to a fictitious terminal state
that is added as a means of terminating search if the target is detected prior to
exhausting the N search horizon.
Denote the observation space asY = {F, F¯ , b}. HereF denotes “target found”,
F¯ denotes “target not found” and b denotes “search blocked”.
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An optimal search problem consists of the following ingredients:
1. Markov State Dynamics: The location of the target is modelled as a finite
state Markov chain. The target moves amongst the X cells according to transi-
tion probability matrix P . Let xk ∈ X¯ denote the state (location) of the target at
the start of search epoch k where k = 0, 1, 2, . . . , N − 1. To model termination
of the search process after the target is found, we model the target dynamics by
the observation dependent transition probability matrices P y , y ∈ Y = {F, F¯ , b}:
PF =

0 0 · · · 1
0 0 · · · 1
...
...
. . .
...
0 0 · · · 1
 , P F¯ = P b =
[
P 0
0
′ 1
]
. (2.28)
That is, P(xk+1 = j|xk = i, yk = y) = P yij . As can be seen from the transition
matrices above, the terminal state T is designed to be absorbing. A transition
to T occurs only when the target is detected. The initial state of the target is
sampled from π0(i), i ∈ {1, . . . , X}.
2. Action: At each time k, the decision maker chooses action uk from the finite
set of search actions U . In addition to searching the target in one of the X cells,
U may contain actions that specify the simultaneous search in a number of cells.
3. Observation: Let yk ∈ Y = {F, F¯ , b} denote the observation received at time
k upon choosing action uk. Here
yk =

F target is found,
F¯ target is not found,
b search action is blocked due to insufficient available resources.
Define the blocking probabilities q(u) and overlook probabilities β(u), u ∈ U as:
q(u) = P(insufficient resources to perform action u at epoch k),
β(u) = P(target not found|target is in the cell u). (2.29)
Then, the observation yk received is characterized probabilistically as follows.
For all u ∈ U and j = 1, . . . , X ,
P(yk = F |xk = j, uk = u) =
{
(1− q(u))(1 − β(u)) if action u searches cell j,
0 otherwise,
P(yk = F¯ |xk = j, uk = u) =
{
1− q(u) if action u does not search cell j,
β(u)(1 − q(u)) otherwise,
P(yk = b|xk = j, uk = u) = q(u). (2.30)
Finally, for the fictitious terminal state T , the observation F is always received
regardless of the action taken, so that
P(yk = F |xk = T, uk = u) = 1.
4. Cost: Let c(xk, uk) denote the instantaneous cost for choosing action uk when
the target’s state is xk. Three types of instantaneous costs are of interest.
2.7 Example: Optimal Search for a Markovian Moving Target 25
1. Maximize Probability of Detection [95, 30]. The instantaneous reward is the
probability of detecting the target (obtaining observationF ) for the current state
and action. This constitutes a negative cost. So
c(xk = j, uk = u) = −P(yk = F |xk = j, uk = u) for j = 1, ..., X,
c(xk = T, uk = u) = 0. (2.31)
2. Minimize Search Delay [95]. An instantaneous cost of 1 unit is accrued for
every action taken until the target is found, i.e., until the target reaches the ter-
minal state T :
c(xk = j, uk = u) = 1 for j = 1, ..., X,
c(xk = T, uk = u) = 0. (2.32)
3. Minimize Search Cost. The instantaneous cost depends only on the action
taken. Let c(u) denote the positive cost incurred for action u, then
c(xk = j, uk = u) = c(u) for j = 1, ..., X,
c(xk = T, uk = u) = 0. (2.33)
5. Performance criterion: Let Ik denote the information (history) available at
the start of search epoch k:
I0 = {π0}, Ik = {π0, u0, y0, . . . , uk−1, yk−1} for k = 1, . . . , N. (2.34)
Ik contains the initial probability distribution π0, the actions taken and obser-
vations received prior to search time k. A search policyµ is a sequence of decision
rules µ = {µ0, . . . , µN−1} where each decision rule µk : Ik → U . The perfor-
mance criterion considered is
Jµ(π0) = Eµ
{
N−1∑
k=0
c(xk, µk(Ik))
∣∣π0
}
. (2.35)
This is the expected cost accrued afterN time points using search policy µwhen
the initial distribution of the target is π0. The optimal search problem is to find the
policy µ∗ that minimizes (2.35) for all initial distributions, i.e.,
µ∗ = argmin
µ∈U
Jµ(π0), ∀ π0 ∈ Π(X). (2.36)
Similar to (2.13), we can express the objective in terms of the belief state as
Jµ(π0) = Eµ
{
N∑
k=0
c(xk, µk(Ik))
∣∣π0
}
,
= Eµ
{
N∑
k=0
E{c(xk, µk(Ik))|Ik}
∣∣π0
}
=
N∑
k=0
E{c′ukπk} (2.37)
where belief state πk = [πk(1), . . . , πk(X+1)]
′ is defined as πk(i) = P(xk = i|Ik).
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The belief state is updated by the HMM predictor4 as follows:
πk+1 = T (πk, yk, uk) =
P yk ′B˜yk(uk)πk
σ(πk, yk, uk)
, σ(π, y, u) = 1′B˜y(u)π (2.38)
B˜y(u) = diag(P(yk = y|xk = 1, uk = u), . . . ,P(yk = y|xk = X,uk = u),
P(yk = y|xk = T, uk = u)).
Recall the observation dependent transition probabilitiesP y are defined in (2.28).
The optimal policy µ∗ can be computed via the dynamic programming recur-
sion (2.15) where T and σ are defined in (2.38).
2.7.2 Formulation of Optimal Search as a POMDP
In order to use POMDP software to solve the search problem (2.36) via dynamic
programming, it is necessary to express the search problem as a POMDP. The
search problem in §2.7.1 differs from a standard POMDP in two ways:
Timing of the events: In a POMDP, the observation yk+1 received upon adopt-
ing action uk is with regards to the new state of the system, xk+1. In the search
problem, the observation yk received for action uk conveys information about
the current state of the target (prior to transition), xk .
Transition to the new state: In a POMDP the probability distribution that charac-
terizes the system’s new state, xk+1, is a function of its current state xk and the
action uk adopted. However, in the search problem, the distribution of the new
state, xk+1, is a function of xk and observation yk.
The search problem of §2.7.1 can be reformulated as a POMDP (2.1) as fol-
lows: Define the augmented state process sk+1 = (yk, xk+1).
Then consider the following POMDP with 2X + 1 underlying states.
State space: S = {(F¯ , 1), (F¯ , 2), . . . , (F¯ ,X), (b, 1), (b, 2), . . . , (b,X), (F, T )}.
Action space: U (same as search problem in §2.7.1)
Observation space: Y = {F, F¯ , b} (same as search problem in §2.7.1)
Transition probabilities: For each action u ∈ U , define
P (u) =
 BF¯ (u)P Bb(u)P BF (u)1BF¯ (u)P Bb(u)P BF (u)1
0
′
0
′ 1
 (2.39)
where P is the transition matrix of the moving target and for y ∈ {F, F¯ , b}
By(u) = diag
(
P(yk = y|xk = 1, uk = u), . . . ,P(yk = y|xk = X,uk = u)
)
. (2.40)
Recall these are computed in terms of the blocking and overlook probabilities
using (2.30).
4The reader should note the difference between the information pattern of a standard POMDP
(2.9), namely, Ik = (π0, u0, y1, . . . , uk−1, yk) and the information pattern Ik for the search prob-
lem in (2.34). In the search problem, Ik has observations until time k − 1, thereby requiring the
HMM predictor (2.38) to evaluate the inner conditional expectation of the cost in (2.37).
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Observation probabilities: For each action u ∈ U , define the observation prob-
abilities Rsy(u) = P(yk = y|sk+1 = s, uk = u)where for s = (y¯, x),
Ry¯x,y(u) =
{
1 y¯ = y,
0 otherwise
, y, y¯ ∈ Y, x ∈ {1, 2, . . . , X}.
Costs: For each action u ∈ U , define the POMDP instantaneous costs as
g(i, u) =

c(i, u) for i = 1, . . . , X,
c(i−X,u) for i = X + 1, . . . , 2X,
0 for i = 2X + 1.
(2.41)
To summarize, optimal search over a finite horizon is equivalent to the finite
horizon POMDP (S, U ,Y, P (u), R(u), g(u)).
2.8 Complements and Sources
The following websites are repositories of papers and software for solving POMDPs:
http://www.pomdp.org
http://bigbird.comp.nus.edu.sg/pmwiki/farm/appl/
The belief state formulation in partially observed stochastic control goes back
to the early 1960s; see the seminal works of Stratonovich [119], Astrom [5]
and Dynkin [29]. Sondik [115] first showed that Bellman’s equation for a finite
horizon POMDP has a finite dimensional piecewise linear concave solution.
This led to the influential papers [113, 116]; see [84, 80, 19, 110] for surveys.
POMDPs have been applied in dynamic spectrum management for cognitive
radio [39, 134], adaptive radars [85, 62, 60].
Optimal search theory is a well studied problem [118, 43]. Early papers in the
area include [30, 95]. The paper [81] shows that in many cases optimal search
for a target moving between two cells has a threshold type optimal policy - this
verifies a conjecture made by Ross in [105]. The proof that the search problem
for a moving target is a stochastic shortest path problem is given in [93, 112].
Radar scheduling using POMDPs has been studied in [52, 32, 53, 61, 62].
3 Structural Results for Markov
Decision Processes
For finite state MDPs with large dimensional state spaces, computing the opti-
mal policy by solving Bellman’s dynamic programming recursion or the asso-
ciated linear programming problem can be prohibitively expensive. Structural
results give sufficient conditions on the MDP model to ensure that the optimal
policy µ∗(x) is increasing (or decreasing) in the state x. Such policies will be
called monotone policies. To see why monotone policies are important, consider
an MDP with two actions U = {1, 2} and a large state space X = {1, 2, . . . , X}.
If the optimal policy µ∗(x) is increasing1 in x, then it has to be a step function of
the form
µ∗(x) =
{
1 x < x∗
2 x ≥ x∗. (3.1)
Here x∗ ∈ X is some fixed state at which the optimal policy switches from
action 1 to action 2. A policy of the form (3.1) will be called a threshold policy and
x∗ will be called the threshold state. Figure 3.1 illustrates a threshold policy.
Note that x∗ completely characterizes the threshold policy (3.1). Therefore, if
one can prove that the optimal policy µ∗(x) is increasing in x, then one only
needs to compute the threshold state x∗. Computing (estimating) x∗ is often
more efficient (from a computational point of view) than solving Bellman’s
equation when nothing is known about the structure of the optimal policy. Also
real time implementation of a controller with monotone policy (3.1) is simple.
1Throughout this book, increasing is used in the weak sense to mean increasing.
1
2
action
x∗
state x
µ∗(x)
Figure 3.1 Monotone increasing threshold policy µ∗(x). Here, x∗ is the threshold state
at which the policy switches from 1 to 2.
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For a finite horizon MDP, Bellman’s equation for the optimal policy µ∗k(x)
reads:
Qk(x, u)
defn
= c(x, u, k) + J ′k+1Px(u) (3.2)
Jk(x) = min
u∈U
Qk(x, u), µ
∗
k(x) = argmin
u∈U
Qk(x, u)
where Jk+1 =
[
Jk+1(1), . . . , Jk+1(X)
]′
denotes the value function. The key
point is that the optimal policy is µ∗k(x) = argminuQk(x, u). What are suffi-
cient conditions on the MDP model to ensure that the optimal policy µ∗k(x) is
increasing in x (as shown in Figure 3.1)? The answer to this question lies in the
area of monotone comparative statics - which studies how the argmin or argmax
of a function behaves as one of the variables changes. The main result of this
chapter is to show that Qk(x, u) in (3.2) being submodular in (x, u) is a sufficient
condition for µ∗(x) to increase in x. SinceQk(x, u) is the conditional expectation
of the cost to go given the current state, giving conditions on the MDP model
to ensure thatQk(x, u) is submodular requires characterizing how expectations
vary as the state varies. For this we will use stochastic dominance.
In the next two sections we introduce these two important tools, namely, sub-
modularity/supermodularity and stochastic dominance. They will be used to give
conditions under which an MDP has monotone optimal policies.
3.1 Submodularity and Supermodularity
Throughout this chapter we assume that the state space X = {1, 2, . . . , X} and
action space U = {1, 2, . . . , U} are finite.
3.1.1 Definition and Examples
A real valued function φ(x, u) is submodular in (x, u) if
φ(x, u + 1)− φ(x, u) ≥ φ(x + 1, u+ 1)− φ(x + 1, u). (3.3)
In other words, φ(x, u + 1) − φ(x, u) has decreasing differences with respect to
x. A function φ(x, u) is supermodular if −φ(x, u) is submodular.
Note that submodularity and supermodularity treat x and u symmetrically.
That is, an equivalent definition is φ(x, u) is submodular if φ(x+ 1, u)− φ(x, u)
has decreasing differences with respect to u.
Examples: The following are submodular in (x, u)
(i) φ(x, u) = −xu. (ii) φ(x, u) = max(x, u)
(iii) Any function of one variable such as φ(x) or φ(u) is trivially submodular.
(iv) The sum of submodular functions is submodular.
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u
φ(x, u)
u∗(x) u∗(x+ 1)
Figure 3.2 Visual illustration of main idea of proof of Theorem 3.1.1. The solid
(respectively, dotted) curve represents φ(x, u) (respectively φ(x+ 1, u)) plotted versus
u. Also, u∗(x+ 1) = argminu φ(x+ 1, u) . If for all values of u, φ(x, u) to the right of
u∗(x+ 1) is larger than φ(x, u) to left of u∗(x+1), then clearly the argminu φ(x, u)must
lie to the left of u∗(x+ 1). That is, u∗(x) ≤ u∗(x+ 1).
3.1.2 Topkis’ Monotonicity Theorem
Let u∗(x) denote the set of possible minimizers of φ(x, u) with respect to u:
u∗(x) = {argmin
u∈U
φ(x, u)}, x ∈ X .
In general there might not be a unique minimizer and then u∗(x) has multiple
elements. Let u¯∗(x) and u∗(x) denote the maximum and minimum elements of
this set. We call these, respectively, the maximum and minimum selection of u∗(x).
The key result is the following Topkis’ Monotonicity theorem.2
THEOREM 3.1.1 Consider a function φ : X × U → IR.
1. If φ(x, u) is submodular, then the maximum and minimal selections u¯∗(x) and
u∗(x) are increasing in x.
2. If φ(x, u) is supermodular, then the maximum and minimal selections u¯∗(x) and
u∗(x) are decreasing in x.
Proof We prove statement 1. The proof is illustrated visually in Figure 3.2.
Fix x and consider φ(x, u) as a function of u. Clearly, if φ(x, u) is larger than
φ(x, u¯∗(x + 1)) for u to the ‘right’ of u¯∗(x + 1), then argminu φ(x, u) must lie to
the ‘left’ of u¯∗(x+ 1) (see Figure 3.2). Therefore,
φ(x, u¯∗(x+ 1)) ≤ φ(x, u) for u ≥ u¯∗(x+ 1) =⇒ u∗(x) ≤ u¯∗(x+ 1).
Let us write this sufficient condition as
φ(x, u)− φ(x, u¯∗(x+ 1)) ≥ 0 for u ≥ u¯∗(x+ 1).
Also by definition u¯∗(x+ 1) ∈ argminu φ(x + 1, u). So clearly
φ(x+ 1, u)− φ(x + 1, u¯∗(x+ 1)) ≥ 0 for all u ∈ U .
2Supermodularity for structural results in MDPs and game theory was introduced by Topkis in
the seminal paper [123]. Chapter 6 gives a more general statement in terms of lattices.
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From the above two inequalities, it is sufficient that
φ(x, u)− φ(x, u¯∗(x+ 1)) ≥ φ(x+ 1, u)− φ(x + 1, u¯∗(x+ 1)) for u ≥ u¯∗(x + 1).
A sufficient condition for this is that for any u¯ ∈ U ,
φ(x, u) − φ(x, u¯) ≥ φ(x + 1, u)− φ(x+ 1, u¯) for u ≥ u¯.
3.2 First Order Stochastic Dominance
Stochastic dominance is the next tool that will be used to develop MDP struc-
tural results.
DEFINIT ION 3.2.1 (First order stochastic dominance) Let π1, π2 denote two pmfs
or pdfs3 with distribution functions F1, F2, respectively. Then π1 is said to first order
stochastically dominate π2 (written as π1 ≥s π2 or π2 ≤s π1) if
1− F1(x) ≥ 1− F2(x), for all x ∈ IR.
Equivalently, π1 ≥s π2 if
F1(x) ≤ F2(x), for all x ∈ IR.
In this chapter, we consider pmfs. For pmfswith support onX = {1, 2, . . . , X},
Definition 3.2.1 is equivalent to the following property of the tail sums:
π1 ≥s π2 if
X∑
i=j
π1(i) ≥
X∑
i=j
π2(i), j ∈ X .
For state space dimension X = 2, first order stochastic dominance is a com-
plete order since π = [1 − π(2), π(2)]′ and so π1 ≥s π2 if π1(2) ≥ π2(2). There-
fore, for X = 2, any two pmfs are first order stochastic orderable.
For X ≥ 3, first order stochastic dominance is a partial order since it is not
always possible to order any two belief pmfs π1 and π2.
The following is an equivalent characterization of first order dominance:
THEOREM 3.2.2 ([88]) Let V denote the set of all X dimensional vectors v with
increasing components, i.e., v1 ≤ v2 ≤ · · · vX . Then π1 ≥s π2 if and only if for
all v ∈ V , v′π1 ≥ v′π2. Similarly, pdf π1 ≥s π2 if and only if
∫
φ(x)π1(x)dx ≥∫
φ(x)π2(x)dx for any increasing function φ(·).
In other words, π1 ≥s π2 if and only if, for any increasing function φ(·),
Eπ1{φ(x)} ≥ Eπ2{φ(x)}, where Eπ denotes expectation with respect to the pmf
3Recall the acronyms pmf (probability mass function) and pdf (probability density function).
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(pdf) π. As a trivial consequence, choosing φ(x) = x, it follows that π1 ≥s π2
implies that the mean of pmf π1 is larger than that of pmf π2.
Finally, we need the following concept that combines supermodularity with
stochastic dominance. We say that a transition probabilities Pij(u) are tail-sum
supermodular in (i, u) if
∑
j≥l Pij(u) is supermodular in (i, u), i.e.,
X∑
j=l
(Pij(u+ 1)− Pij(u)) is increasing in i, i ∈ X , u ∈ U . (3.4)
In terms of first order stochastic dominance, (3.4) can be re-written as
1
2
(
Pi+1(u + 1) + Pi(u)
) ≥s 1
2
(
Pi(u+ 1) + Pi+1(u)
)
, i ∈ X , u ∈ U , (3.5)
where Pi(u) denotes the i-th row of the matrix P (u). Due to the term 1/2 both
sides are valid probability mass functions. Thus we have the following result.
THEOREM 3.2.3 Let V¯ denote the set of X dimensional vectors v with decreasing
components, i.e., v1 ≥ v2 ≥ · · · ≥ vX . Then Pij(u) is tail-sum supermodular in (i, u)
iff for all v ∈ V , v′Pi(u) is submodular in (i, u), that is:
v′
(
Pi+1(u+ 1)− Pi+1(u)
) ≤ v′(Pi(u+ 1)− Pi(u)), i ∈ X , u ∈ U .
The proof follows immediately from Theorem 3.2.2 and (3.5).
3.3 Monotone Optimal Policies for MDPs
With the above two tools, we now give sufficient conditions for anMDP to have
a monotone optimal policy.
For finite horizon MDPs, the model is the 5-tuple
(X , U , Pij(u, k), c(i, u, k), cN(i)), i, j ∈ X , u ∈ U . (3.6)
Assume the MDP model satisfies the following 4 conditions:
(A1) Costs c(x, u, k) are decreasing in x.
The terminal cost cN (x) is decreasing in x.
(A2) Pi(u, k) ≤s Pi+1(u, k) for each i and u. Here Pi(u, k) denotes the i-th row
of the transition matrix for action u at time k.
(A3) c(x, u, k) is submodular in (x, u) at each time k. That is:
c(x, u + 1, k)− c(x, u, k) is decreasing in x.
(A4) Pij(u, k) is tail-sum supermodular in (i, u) in the sense of (3.4). That is,∑
j≥l (Pij(u+ 1, k)− Pij(u, k)) is increasing in i.
For infinite horizon discounted cost and average cost MDPs, identical con-
ditions will be used except that the instantaneous costs c(x, u) and transition
matrix P (u) are time invariant, and there is no terminal cost.
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Note that (A1) and (A2) deal with different states for a fixed action u, while
(A3) and (A4) involve different actions and states.
The following is the main structural result for an MDP.
THEOREM 3.3.1 1. Assume that a finite horizon MDP satisfies conditions (A1),
(A2), (A3) and (A4). Then at each time k = 0, 1, . . . , N − 1, there exists an op-
timal policy µ∗k(x) that is increasing in state x ∈ X .
2. Assume that a discounted infinite horizon cost problem or unichain average cost
problem satisfies (A1), (A2), (A3) and (A4). Then there exists an optimal stationary
policy µ∗(x) that is increasing in state x ∈ X .
Proof Statement 1: To prove statement 1, write Bellman’s equation as
Qk(i, u)
defn
= c(i, u, k) + J ′k+1Pi(u, k) (3.7)
Jk(i) = min
u∈U
Qk(i, u), µ
∗
k(i) = argmin
u∈U
Qk(i, u)
where Jk+1 =
[
Jk+1(1), . . . , Jk+1(X)
]′
denotes the value function. The proof
proceeds in two steps.
Step 1. Monotone Value Function. Assuming (A1) and (A2), we show via mathe-
matical induction that Qk(i, u) is decreasing in i for each u ∈ U . So the value
function Jk(i) is decreasing in i for k = N,N − 1, . . . , 0.
Clearly QN(i, u) = cN (i) is decreasing in i by (A1). Now for the induction
step. Suppose Qk+1(i, u) is decreasing in i ∈ X for each u. Then Jk+1(i) =
minuQk+1(i, u) is decreasing in i, since the minimum of decreasing functions
is decreasing. So theX-dimensional vector Jk+1 has decreasing elements.
NextPi(u, k) ≤s Pi+1(u, k) by (A2).Hence fromTheorem 3.2.2,J ′k+1Pi(u, k) ≥
J ′k+1Pi+1(u, k). Finally since c(i, u, k) is decreasing in i by (A1), it follows that
c(i, u, k) + J ′k+1Pi(u, k) ≥ c(i + 1, u, k) + J ′k+1Pi+1(u, k)
Therefore,Qk(i, u) ≥ Qk(i+ 1, u) implying that Qk(i, u) is decreasing in i for
each u ∈ U . (This in turn implies that Jk(i) = minuQk(i, u) is decreasing in
i.) Hence the induction step is complete.
Step 2. Monotone Policy. Assuming (A3) and (A4) and using the fact that Jk(i) is
decreasing in i (Step 1), we show that Qk(i, u) is submodular in (i, u).
By (A3), c(i, u, k) is submodular in (i, u). By assumption (A4), since Jk+1
is a vector with decreasing elements (by Step 1), it follows from Theorem
3.2.3 that J ′k+1Pi(u, k) is submodular in (i, u). Since the sum of submodular
functions is submodular, it follows that Qk(i, u) = c(i, u, k) + J
′
k+1Pi(u, k) is
submodular in (i, u).
SinceQk(i, u) is submodular, it then follows fromTheorem 3.1.1 that µ
∗
k(i) =
argminu∈U Qk(i, u) is increasing in i. (More precisely, if µ
∗ is not unique, then
there exists a version of µ∗k(i) that is increasing in i.)
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3.4 How does the optimal cost depend on the transition
matrix?
How does the optimal expected cumulative cost Jµ∗ of an MDP vary with tran-
sition matrix? Can the transition matrices be ordered so that the larger they are
(with respect to some ordering), the larger the optimal cost? Such a result would
allow us to compare the optimal performance of different MDPs, even though
computing these via dynamic programming can be numerically expensive.
Consider two distinct MDP models with transition matrices P (u) and P¯ (u),
u ∈ U , respectively. Let µ∗(P ) and µ∗(P¯ ) denote the optimal policies for these
two different MDP models. Let Jµ∗(P )(x;P ) and Jµ∗(P¯ )(x; P¯ ) denote the opti-
mal value functions corresponding to applying the respective optimal policies.
Introduce the following ordering on the transition matrices of the two MDPs.
(A5) Each row of P (u) first order stochastic dominates the corresponding row
of P¯ (u) for u ∈ U . That is, Pi(u) ≥s P¯i(u) for i ∈ X , u ∈ U .
THEOREM 3.4.1 Consider two distinct MDPs with transition matrices P (u) and
P¯ (u), u ∈ U . If (A1), (A2), (A5) hold, then the expected cumulative costs incurred by
the optimal policies satisfy Jµ∗(P )(x;P ) ≤ Jµ∗(P¯ )(x; P¯ ).
The theorem says that controlling an MDP with transition matrices P (u),
u ∈ U is always cheaper than an MDP with transition matrices P¯ (u), u ∈ U
if (A1), (A2) and (A5) hold. Note that Theorem 3.4.1 does need require numeri-
cal evaluation of the optimal policies or value functions.
Proof Suppose
Qk(i, u) = c(i, u, k) + J
′
k+1Pi(u), Q¯k(i, u) = c(i, u, k) + J¯
′
k+1P¯i(u)
The proof is by induction. Clearly JN (i) = J¯N (i) = cN (i) for all i ∈ X . Now
for the inductive step. Suppose Jk+1(i) ≤ J¯k+1(i) for all i ∈ X . Therefore
J ′k+1Pi(u) ≤ J¯ ′k+1Pi(u). By (A1), (A2), J¯k+1(i) is decreasing in i. By (A5), Pi ≥s
P¯i. Therefore J¯
′
k+1Pi ≤ J¯ ′k+1P¯i. So c(i, u, k) + J ′k+1Pi(u) ≤ c(i, u, k) + J¯ ′k+1P¯i(u)
or equivalently, Qk(i, u) ≤ Q¯k(i, u). Thus minuQk(i, u) ≤ minu Q¯k(i, u), or
equivalently, Jk(i) ≤ J¯k(i) thereby completing the induction step.
3.5 Algorithms for Monotone Policies - Exploiting Sparsity
Consider an average cost MDP. Assume that the costs and transition matrices
satisfy (A1)-(A4). Then by Theorem 3.3.1 the optimal stationary policy µ∗(x) is
increasing in x. How can this monotonicity property be exploited to compute
(estimate) the optimal policy? This section discusses several approaches. (These
approaches also apply to discounted cost MDPs.)
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3.5.1 Policy Search and Q-learning with Submodular Constraints
Suppose, for example, U = {1, 2} so that the monotone optimal stationary pol-
icy is a step function of the form (3.1) (see Figure 3.1) and is completely defined
by the threshold state x∗. We need an algorithm to search for x∗ over the fi-
nite state space X . In [132], discrete-valued stochastic optimization algorithms
for implementing this. Another possibility is to solve a continuous-valued re-
laxation as follows: Define the parametrized policy µψ(x) where ψ ∈ IR2+ de-
notes the parameter vector. Also define the sample path cumulative cost esti-
mate CˆN (ψ) over some fixed time horizon N as
µψ(x) =
{
1 11+exp(−ψ1(x−ψ2)) < 0.5
2 otherwise
, CˆN (ψ) =
1
N + 1
N∑
k=0
c(xk, µψ(xk)).
Note µψ is a sigmoidal approximation to the step function (3.1). Consider the
stochastic optimization problem: Compute ψ∗ = argminψ E{CˆN (ψ)}. This can
be solved readily via simulation based gradient algorithms such as the SPSA
Algorithm.
Alternatively, instead of exploiting the monotone structure in policy space,
the submodular structure of the value function can be exploited. From Theorem
3.3.1, the Q-function Q(x, u) in (3.7) is submodular. This submodularity can be
exploited in Q-learning algorithms as described in [27, 26].
The above methods operate without requiring explicit knowledge of transi-
tion matrices. Such methods are useful in transmission scheduling in wireless
communication where often by modeling assumptions (A1)-(A4) hold, but the
actual values of the transition matrices are not known.
3.5.2 Sparsity Exploiting Linear Programming
Here we describe how the linear programming formulation for the optimal pol-
icy can exploit the monotone structure of the optimal policy. Suppose the num-
ber of actions U is small but the number of statesX is large. Then the monotone
optimal policy µ∗(x) is sparse in the sense that it is a piecewise constant function
of the state x that jumps upwards at most at U − 1 values (where by assump-
tion U is small). In other words, µ∗(x+ 1)− µ∗(x) is non-zero for at most U − 1
values of x. In comparison, an unstructured policy can jump between states at
arbitrary values and is therefore not sparse.
How can this sparsity property of a monotone optimal policy be exploited to
compute the optimal policy? A convenient way of parametrizing sparsity in a
monotone policy is in terms of the conditional probabilities θx,u defined in (??).
Indeed θx,u − θx−1,u as a function of x for fixed u is non zero for up to only two
values of x ∈ X . A natural idea, arising from sparse estimation and compressed
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sensing [37], is to add a Lagrangian sum-of-norms term4
λ
∑
x≥2
‖θx − θx−1‖2, λ ≥ 0, (3.8)
to a cost functionwhoseminimum yields the optimal policy. Here θx = [θx,1, . . . , θx,U ]
′.
The term (3.8) is a variant of the fused lasso5 or total variation penalty, and can be
interpreted as a convex relaxation of a penalty on the number of changes of
conditional probability θ (as a function of state x). We refer to [68] for details.
3.6 Example: Transmission Scheduling over Wireless Channel
The conditions given in §3.3 are sufficient for the optimal policy to have a mono-
tone structure. We conclude this chapter by describing an example where the
sufficient conditions in §3.3 do not hold. However, a somewhat more sophisti-
cated proof shows that the optimal policy is monotone. The formulation below
generalizes the classical result of [25],[105] to the case of Markovian dynamics.
Consider the transmission of time sensitive video (multimedia) packets in a
wireless communication systemwith the use of anARQprotocol for retransmis-
sion. Suppose L such packets stored in a buffer need to transmitted overN ≥ L
time slots. At each time slot, assuming the channel state is known, the trans-
mission controller decides whether to attempt a transmission. The quality of
the wireless channel (which evolves due to fading) is represented abstractly by
a finite state Markov chain. The channel quality affects the error probability of
successfully transmitting a packet. If a transmission is attempted, the result (an
ACK or NACK of whether successful transmission was achieved) is received.
If a packet is transmitted but not successfully received, it remains in the buffer
and may be retransmitted. At the end of all N time slots, no more transmission
is allowed and a penalty cost is incurred for packets that remain in the buffer.
How should a transmission controller decide at which time slots to transmit
the packets? It is shown below that the optimal transmission scheduling policy
is a monotone (threshold) function of time and buffer size. The framework is
applicable to any delay-sensitive real time packet transmission system.
3.6.1 MDP Model for Transmission Control
We formulate the above transmission scheduling problem as a finite horizon
MDP with a penalty terminal cost. The wireless fading channel is modeled as
a finite state Markov chain. Let sk ∈ S = {γ1, . . . , γK} denote the channel state
4Each term in the summation is a l2 norm, the overall expression is the sum of norms. This is
similar to the l1 norm which is the sum of absolute values.
5The lasso (least absolute shrinkage and selection operator) estimator was originally proposed
in [121]. This is one of the most influential papers in statistics since the 1990s. It seeks to determine
θ∗ = argmaxθ ‖y−Aθ‖
2
2
+ λ‖θ‖1 given an observation vector y, input matrixA and scalar λ > 0.
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at time slot k. Assume sk evolves as a Markov chain according to transition
probability matrix P = (Pss′ : s, s
′ = 1, 2, . . . ,K), where Pss′ = P(sk+1 =
γs′ |sk = γs). Here the higher the state s, the better the quality of the channel.
Let U = {u0 = 0 (do not transmit), u1 = 1 (transmit)} denote the action
space. In a time slot, if action u is selected, a cost c(u) is accrued, where c(·)
is an increasing function. The probability that a transmission is successful is an
increasing function of the action u and channel state s:
γ(u, s) =
{
0 If u = 0
1− Pe(s) If u = 1. (3.9)
Here Pe(s) denotes the error probability for channel state s and is a decreasing
function of s.
Let n denotes the residual transmission time: n = N,N − 1, . . . , 0. At the
end of all N time slots, i.e. when n = 0, a terminal penalty cost cN (i) is paid if i
untransmitted packets remain in the buffer. It is assumed that cN (i) is increasing
in i and cN (0) = 0.
The optimal scheduling policy µ∗n(i, s) is the solution of Bellman’s equation:
6
Vn(i, s) = min
u∈U
Qn(i, s, u), µ
∗
n(i, s) = argmin
u∈U
Qn(i, s, u), (3.10)
Qn(i, s, u) =
{
c(u) +
∑
s′∈S
Pss′
[
γ(u, s)Vn−1(i− 1, s′) + (1− γ(u, s))Vn−1(i, s′)
]}
initialized with Vn(0, s) = 0, V0(i, s) = cN (i). A larger terminal cost cN (i) em-
phasizes delay sensitivity while a larger action cost c(u) emphasizes energy con-
sumption. If Pss = 1 then the problem reduces to that considered in [25, 105].
3.6.2 Monotone Structure of Optimal Transmission Policy
THEOREM 3.6.1 The optimal transmission policy µ∗n(i, s) in (3.10) has the following
monotone structure:
1. If the terminal cost cN (i) is increasing in the buffer state i, then µ
∗
n(i, s) is decreas-
ing in the number of transmission time slots remaining n.
2. If cN (i) is increasing in the buffer state i and is integer convex, i.e.,
cN (i+ 2)− cN (i + 1) ≥ cN (i+ 1)− cN(i) ∀i ≥ 0, (3.11)
then µ∗n(i, s) is a threshold policy of the form:
µ∗n(i, s) =
{
0 i < i∗n,s
1 i ≥ i∗n,s
Here the threshold buffer state i∗n,s depends on n (time remaining) and s (channel
state). Furthermore, the threshold i∗n,s is increasing in n.
6It is notationally convenient here to use Bellman’s equation with forward indices. So we use
Vn = JN−n for the value function. This notation was used previously for MDPs in (??).
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The theorem says that the optimal transmission policy is aggressive since it is
optimal to transmit more often when the residual transmission time is less or
the buffer occupancy is larger. The threshold structure of the optimal transmis-
sion scheduling policy can be used to reduce the computational cost in solving
the dynamic programming problem or the memory required to store the solu-
tions. For example, the total number of transmission policies given L packets,
N time slots andK channel states is 2NLK . In comparison, the number of trans-
mission policies that are monotone in the number of transmission time slots
remaining and the buffer state is NLK , which can be substantially smaller. [40]
gives several algorithms (e.g., (modified) value iteration, policy iteration) that
exploit monotone results to efficiently compute the optimal policies.
To prove Theorem 3.6.1, the following results can be established.
LEMMA 3.6.2 The value function Vn(i, s) defined by (3.10) is increasing in the num-
ber of remaining packets i and decreasing in the number of remaining time slots n.
LEMMA 3.6.3 If cN (·) is an increasing function (of the terminal buffer state) then the
value function Vn(i, s) satisfies the following submodularity condition:
Vn(i+ 1, s)− Vn(i, s) ≥ Vn+1(i + 1, s)− Vn+1(i, s), (3.12)
for all i ≥ 0, s ∈ S. Hence, Qn(i, s, u) in (3.10) is supermodular in (n, u).
Furthermore, if the penalty cost cN (·) is an increasing function and satisfies (3.11) then
Vn(i, s) has increasing differences in the number of remaining packets:
Vn(i + 2, s)− Vn(i+ 1, s) ≥ Vn(i+ 1, s)− Vn(i, s), (3.13)
for all i ≥ 0, s ∈ S. Hence Qn(i, s, u) is submodular in (i, u).
With the above two lemmas, the proof of Theorem 3.6.1 is as follows:
First statement: If cN(i) is increasing in i then Vn(i, s) satisfies (3.12) and
Qn(i, s, u) given by (3.10) is supermodular in (u, n) (provided that γ(u, s) de-
fined in (3.9) is an increasing function of the action u). Therefore, µ∗n(i, s) is
decreasing in n.
Second statement: Due to Lemma 3.6.3, if cN (i) is increasing in i and sat-
isfies (3.11) then Vn(i, h) satisfies (3.13) and Qn(i, h, u) is submodular in (u, i)
(provided that γ(u, h) increases in u). The submodularity of Qn(i, h, u) in (u, i)
implies that µ∗n(i, h) is increasing in i. . The result that i
∗
n¯,h¯
is increasing in n¯
follows since µ∗n(i, h) is decreasing in n (first statement).
3.7 Complements and Sources
The use of supermodularity for structural results inMDPs and game theory was
pioneered by Topkis in the seminal paper [123] culminating in the book [124].
We refer the reader to [4] for a tutorial description of supermodularity with
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applications in economics. [40, Chapter 8] has an insightful treatment of sub-
modularity in MDPs. Excellent books in stochastic dominance include [88, 108].
[114] covers several cases of monotone MDPs. The paper [83] is highly influen-
tial in the area of monotone comparative statics (determining how the argmax
or argmin behaves as a parameter varies) and discusses the single crossing con-
dition. [99] has some recent results on conditions where the single crossing
property is closed under addition. A more general version of Theorem 3.4.1
is proved in [87]. The example in §3.6 is expanded in [90] with detailed numer-
ical examples. Also [91] considers the average cost version of the transmission
scheduling problem on a countable state space (to model an infinite buffer). [42]
gives structural results for Markov decision games. [130] studies supermodu-
larity and monotone policies in discrete event systems. [3] covers deeper results
in multimodularity, supermodularity and extensions of convexity to discrete
spaces for discrete event systems. In [1], gradient based stochastic approxima-
tion algorithms are presented to estimate the optimal policy of a constrained
MDP. It would be of interest to generalize these results by adding constraints
for a monotone policy.
4 Structural Results for Optimal
Filters
This chapter and the following four chapters develop structural results for the
optimal policy of a POMDP. In Chapter 3, we used first order stochastic dom-
inance to characterize the structure of optimal policies for finite state MDPs.
However, first order stochastic dominance is not preserved under Bayes rule
for the belief state update. So a stronger stochastic order is required to obtain
structural results for POMDPs. We will use the monotone likelihood ratio (MLR)
stochastic order to order belief states. This chapter develops important structural
results for the HMM filter using the MLR order. These results form a crucial
step in formulating the structural results for POMDPs.
Outline of this Chapter
Recall from Chapter 2 that for a POMDP, with controlled transition matrix P (u)
and observation probabilities Bxy(u) = p(y|x, u), given the observation yk+1,
the HMM filter recursion (2.11) for the belief state πk+1 in terms of πk reads
πk+1 = T (πk, yk+1, uk) =
Byk+1(uk)P
′(uk)πk
σ(πk, yk+1, uk)
, σ(π, y, u) = 1′By(u)P
′(u)π,
By(u) = diag(B1y(u), . . . , BXy(u)), u ∈ U = {1, 2, . . . , U}, y ∈ Y. (4.1)
The two main questions addressed in this chapter are:
1. How can beliefs (posterior distributions) π computed by the HMM filter be
ordered within the belief space (unit simplex) Π(X)?
2. Under what conditions does the HMM filter T (π, y, u) increase with belief π,
observation y and action u?
Answering the first question is crucial to define what it means for a POMDP
to have an optimal policy µ∗(π) increasing with π. Recall from Chapter 3 that
for the fully observed MDP case, we gave conditions under which the optimal
policy is increasing with scalar state x – ordering the states was trivial since
they were scalars. However, for a POMDP, we need to order the belief states π
which are probability mass functions (vectors) in the unit simplex Π(X).
The first question above will be answered by using the monotone likelihood
ratio (MLR) stochastic order to order belief states. The MLR is a partial order that
is ideally suited for Bayesian estimation (optimal filtering) since it is preserved
under conditional expectations. §4.1 discusses the MLR order.
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The answer to the second question is essential for giving conditions on a
POMDP so that the optimal policy µ∗(π) increases in π. Recall that Bellman’s
equation (2.24) for a POMDP involves the term
∑
y V (T (π, y, u))σ(π, y, u). So
to show that the optimal policy is monotone, it is necessary to characterize the
behavior of the HMM filter T (π, y, u) and normalization term σ(π, y, u). §4.2 to
§4.5 discuss structural properties of the HMM filter.
Besides their importance in establishing structural results for POMDPs, the
structural results for HMM filters developed in this chapter are also useful for
constructing reduced complexity HMM filtering algorithms that provably up-
per and lower bound the optimal posterior (with respect to the MLR order). We
shall describe the construction of such reduced complexity HMM filters in §4.6.
Sparse rank transitionmatrices for the low complexity filters will be constructed
via nuclear norm minimization (convex optimization).
4.1 Monotone Likelihood Ratio (MLR) Stochastic Order
For dealing with POMDPs, the MLR stochastic order is the main concept that
will be used to order belief states in the unit X − 1 dimensional unit simplex
Π(X) =
{
π ∈ IRX : 1′π = 1, 0 ≤ π(i) ≤ 1, i ∈ X = {1, 2, . . . , X}} .
4.1.1 Definition
DEFINIT ION 4.1.1 (Monotone Likelihood Ratio (MLR) ordering) Let π1, π2 ∈
Π(X) denote two belief state vectors. Then π1 dominates π2 with respect to the MLR
order, denoted as π1 ≥r π2, if
π1(i)π2(j) ≤ π2(i)π1(j), i < j, i, j ∈ {1, . . . , X}. (4.2)
Similarly π1 ≤r π2 if ≤ in (4.2) is replaced by a ≥.
Equivalently, π1 ≥r π2 if the likelihood ratio π1(i)/π2(i) is increasing. Simi-
larly, for the case of pdfs, define π1 ≥r π2 if their ratio π1(x)/π2(x) is increasing
in x ∈ IR.
DEFINIT ION 4.1.2 A function φ : Π(X) → IR is said to be MLR increasing if
π1 ≥r π2 implies φ(π1) ≥ φ(π2). Also φ is MLR decreasing if −φ is MLR increasing.
Recall the definition of first order stochastic dominance (Definition 3.2.1 in
Chapter 3). MLR dominance is a stronger condition than first order dominance.
THEOREM 4.1.3 For pmfs or pdfs π1 and π2, π1 ≥r π2 implies π1 ≥s π2.
Proof π1 ≥r π2 implies π1(x)/π2(x) is increasing in x. Denote the correspond-
ing cdfs as F1, F2. Define t = {supx : π1(x) ≤ π2(x)}. Then π1 ≥r π2 implies
that for x ≤ t, π1(x) ≤ π2(x) and for x ≥ t, π1(x) ≥ π2(x). So for x ≤ t, F1(x) ≤
F2(x). Also for x > t, π1(x) ≥ π2(x) implies 1 −
∫∞
x
π1(x)dx ≤ 1 −
∫∞
x
π2(x)dx
or equivalently, F1(x) ≤ F2(x). Therefore π1 ≥s π2.
42 Structural Results for Optimal Filters
For state space dimension X = 2, MLR is a complete order and coincides with
first order stochastic dominance. The reason is that for X = 2, since π(1) +
π(2) = 1, it suffices to choose the second component π(2) to order π. Indeed, for
X = 2, π1 ≥r π2 ⇐⇒ π1 ≥s π2 ⇐⇒ π1(2) ≥ π2(2).
For state space dimension X ≥ 3, MLR and first order dominance are partial
orders on the belief space Π(X). Indeed, [Π(X),≥r] is a partially ordered set
(poset) since it is not always possible to order any two belief states inΠ(X).
Example (i): [0.2, 0.3, 0.5]′ ≥r [0.4, 0.5, 0.1]′
Example (ii): [0.3, 0.2, 0.5]′ and [0.4.0.5.0.1]′ are not MLR comparable.
Figure ?? gives a geometric interpretation of first order andMLR dominance for
X = 3.
4.1.2 Why MLR ordering?
TheMLR stochastic order is useful in filtering and POMDPs since it is preserved
under conditional expectations (or more naively, application of Bayes rule).
THEOREM 4.1.4 MLR dominance is preserved under Bayes rule: For continuous or
discrete-valued observation y with observation likelihoods By = diag(B1y, . . . , BXy),
Bxy = p(y|x), given two beliefs π1, π2 ∈ Π(X), then
π1 ≥r π2 ⇐⇒ Byπ1
1′Byπ1
≥r Byπ2
1′Byπ2
providing 1′Byπ1 and 1
′Byπ2 are non-zero.
1
Proof By definition of MLR dominance, the right hand side is
✘
✘
✘
✘✘BiyBi+1,yπ1(i)π2(i + 1) ≤
✘
✘
✘
✘✘BiyBi+1,yπ1(i + 1)π2(i)
which is equivalent to π1 ≥r π2.
Notice that in the fully observed MDP of Chapter 3, we used first order
stochastic dominance. However, first order stochastic dominance is not pre-
served under conditional expectations and so is not useful for POMDPs.
4.1.3 Examples
1. First order stochastic dominance is not closed under Bayes rule: Consider beliefs
π1 = (
1
3 ,
1
3 ,
1
3 )
′, π2 = (0,
2
3 ,
1
3 )
′. Then clearly π1 ≤s π2. Suppose P = I and the
observation likelihoods Bxy have values: P(y|x = 1) = 0, P(y|x = 2) = 0.5,
P(y|x = 3) = 0.5. Then the filtered updates are T (π1, y, u) = (0, 12 , 12 )′ and
1A notationally elegant way of saying this is: Given two random variablesX and Y , thenX ≤r
Y iff X|X ∈ A ≤r Y |Y ∈ A for all events A providing P (X ∈ A) > 0 and P (Y ∈ A) > 0.
Requiring 1′Byπ > 0 avoids pathological cases such as π = [1, 0]′ and By = diag(0, 1), i.e., prior
says state 1 with certainty, while observation says state 2 with certainty.
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T (π2, y, u) = (0,
2
3 ,
1
3 )
′. Thus T (π1, y, u) ≥s T (π2, y.u) showing that first order
stochastic dominance is not preserved after a Bayesian update.
The MLR order is stronger than first order dominance. For example choosing
π3 = (0, 1/3, 2/3)
′, then π1 ≤r π3. The filtered updates are T (π1, y, u) = (0, 12 , 12 )′
and T (π3, y, u) = (0,
1
3 ,
2
3 )
′ and it is seen that T (π1, y, u) ≤r T (π3, y, u).
2. Examples of pmfs that satisfy MLR dominance are ([88] has a detailed list):
Poisson:
λk1
k!
exp(λ1) ≤r λ
k
2
k!
exp(λ2), λ1 ≤ λ2
Binomial:
(
n1
k
)
pk1(1− p1)n1−k ≤r
(
n2
k
)
pk1(1− p2)n2−k, n1 ≤ n2, p1 ≤ p2
Geometric: (1− p1) pk1 ≤r (1 − p2) pk2 , p1 ≤ p2.
3. The MLR order is also defined for probability density functions (pdfs): p ≥r q
if p(x)/q(x) is increasing in x. If the pdfs are differentiable, this is equivalent to
saying ddx
p(x)
q(x) ≥ 0. Examples include:
Normal: N(x;µ1, σ
2) ≤r N(x;µ2, σ2), µ1 ≤ µ2
Exponential: λ1 exp(λ1(x− a1)) ≤r λ2 exp(λ2(x− a2)), a1 ≤ a2, λ1 ≥ λ2.
Uniform pdfs U [a, b] = I(x ∈ [a, b])/(b − a) are not MLR comparable with re-
spect to a or b.
4.2 Total Positivity and Copositivity
This section defines the concepts of total positivity and copositivity. These are
crucial concepts in obtaining monotone properties of the optimal filter with re-
spect to the MLR order.
DEFINIT ION 4.2.1 (Totally Positive of Order 2 (TP2)) A stochastic matrix M is
TP2 if all its second order minors are non-negative. That is, determinants∣∣∣∣Mi1j1 Mi1j2Mi2j1 Mi2j2
∣∣∣∣ ≥ 0 for i2 ≥ i1, j2 ≥ j1. (4.3)
Equivalently, a transition or observation kernel2 denotedM is TP2 if the i + 1-th row
MLR dominates the i-th row: that is,Mi,: ≥r Mj,: for every i > j.
Next, we define a copositive ordering. Recall from §?? that anHMM is param-
eterized by the transition and observation probabilities (P,B). Start with the
following notation. Given an HMM (P (u), B(u)) and another HMM3 (P (u +
2We use the term “kernel” to allow for continuous and discrete valued observation spaces Y .
If Y is discrete, then B(u) is a X × Y stochastic matrix. If Y ⊆ IR, then Bxy(u) = p(y|x,u) is a
probability density function.
3The notation u and u + 1 is used to distinguish between the two HMMs. Recall that in
POMDPs, u denotes the actions taken by the controller.
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1), B(u + 1)), define the sequence of X × X dimensional symmetric matrices
Γ j,u,y , j = 1, . . . , X − 1, y ∈ Y as
Γ j,u,y =
1
2
[
γj,u,ymn + γ
j,u,y
nm
]
X×X
, where (4.4)
γj,u,ymn = Bj,y(u)Bj+1,y(u+ 1)Pm,j(u)Pn,j+1(u+ 1)
−Bj+1,y(u)Bj,y(u+ 1)Pm,j+1(u)Pn,j(u+ 1).
DEFINIT ION 4.2.2 (Copositive Ordering of Transition andObservations Prob-
abilities) Given (P (u), B(u)) and (P (u + 1), B(u+ 1)), we say that
(P (u), B(u))  (P (u + 1), B(u+ 1))
if the sequence of X × X matrices Γ j,u,y, j = 1, . . . , X − 1, y ∈ Y are copositive.4
That is,
π′Γ j,u,yπ ≥ 0, ∀π ∈ Π(X), for each j, y. (4.5)
The above notation (P (u), B(u))  (P (u+1), B(u+1)) is intuitive since it will
be shown below that the copositive condition (4.5) is a necessary and sufficient
condition for the HMMfilter update to satisfy T (π, y, u) ≤r T (π, y, u+1) for any
posterior π ∈ Π(X) and observation y ∈ Y . This will be denoted as Assumption
(F3) below.
We are also interested in the special case of the optimal HMM predictors in-
stead of optimal filters. Recall that optimal prediction is a special case of fil-
tering obtained by choosing non-informative observation probabilities, i.e., all
elements of Bx,y versus x are identical. In analogy to Definition 4.2.2 we make
the following definition.
DEFINIT ION 4.2.3 (Copositive Ordering of Transition Matrices) Given P (u)
and P (u+ 1), we say that
P (u)  P (u+ 1)
if the sequence of X ×X matrices Γ j,u, j = 1 . . . , X − 1 are copositive, i.e.,
π′Γ j,uπ ≥ 0, ∀π ∈ Π(X), for each j, where (4.6)
Γ j,u =
1
2
[
γj,umn + γ
j,u
nm
]
X×X
, γj,umn = Pm,j(u)Pn,j+1(u+ 1)− Pm,j+1(u)Pn,j(u+ 1).
4.3 Monotone Properties of Optimal Filter
With the above definitions, we can now give sufficient conditions for the opti-
mal filtering recursion T (π, y, u) to be monotone with respect to the MLR order.
The following are the main assumptions.
4A symmetric matrixM is positive semidefinite if x′Mx ≥ 0 for any vector x. In comparison,
M is copositive if π′Mπ ≥ 0 for any probability vector π. Clearly if a symmetric matrix is positive
definite then it is copositive. Thus copositivity is a weaker condition than positive definiteness.
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(F1) B(u) with elements Bx,y(u) is TP2 for each u ∈ U (see Definition 4.2.1).
(F2) P (u) is TP2 for each action u ∈ U .
(F3) (P (u), B(u))  (P (u + 1), B(u + 1)) (copositivity condition in Definition
4.2.2).
(F3’) All elements of the matrices Γ j,u,y , are non-negative. (This is sufficient5
for (F3).)
(F3) P (u)  P (u+ 1) (copositivity condition in Definition 4.2.3).
(F3’) All the elements of Γ j,u are non-negative. (This is sufficient for (F3)).
(F4)
∑
y≤y¯
∑
j∈X [Pi,j(u)Bj,y(u)− Pi,j(u+ 1)Bj,y(u+ 1)] ≤ 0 for all i ∈ X and
y¯ ∈ Y .
Assumptions (F1), (F2) deal with the transition and observation probabilities
for a fixed action u. In comparison, (F3), (F3’), (F3), (F3’), (F4) are conditions on
the transition and observation probabilities of two differentHMMs correspond-
ing to the actions u and u+ 1.
Main Result: The following theorem is the main result of this chapter. The
theorem characterizes how the HMM filter T (π, y, u) and normalization mea-
sure σ(π, y, u) behave with increasing π, y and u. The theorem forms the basis
of all the structural results for POMDPs presented in subsequent chapters.
THEOREM 4.3.1 (Structural result for filtering) Consider the HMMfilter T (π, y, u)
and normalization measure σ(π, y, u) defined as
T (π, y, u) =
By(u)P
′(u)π
σ(π, y, u)
, σ(π, y, u) = 1′By(u)P
′(u)π, where
By(u) = diag(B1y(u), . . . , BXy(u)), u ∈ U = {1, 2, . . . , U}, y ∈ Y.
(4.7)
Suppose π1, π2 ∈ Π(X) are arbitrary belief states. Then
1. (a) For π1 ≥r π2, the HMM predictor satisfies P ′(u)π1 ≥r P ′(u)π2 iff (F2) holds.
(b) Therefore, for π1 ≥r π2, the HMM filter satisfies T (π1, y, u) ≥r T (π2, y, u) for
any observation y iff (F2) holds (since MLR dominance is preserved by Bayes rule,
Theorem 4.1.4).
2. Under (F1), (F2), π1 ≥r π2 implies σ(π1, u) ≥s σ(π2, u) where
σ (π, u) ≡ [σ (π, 1, u) , · · · , σ (π, Y, u)] .
3. For y, y¯ ∈ Y , y > y¯ implies T (π1, y, u) ≥r T (π1, y¯, u) iff (F1) holds.
4. Consider two HMMs (P (u), B(u)) and (P (u + 1), B(u+ 1)). Then
(a) T (π, y, u+ 1) ≥r T (π, y, u) iff (F3) holds.
(b) Under (F3’), T (π, y, u+ 1) ≥r T (π, y, u).
5. Consider two HMMs (P (u), B) and (P (u+ 1), B). Then
(a) (F3) is necessary and sufficient for P ′(u+ 1)π ≥r P ′(u)π.
(b) (F3’) is sufficient for P ′(u+ 1)π ≥r P ′(u)π.
5Any square matrix M with non-negative elements is copositive since π′Mπ is always non-
negative for any belief π. So a sufficient condition for the copositivity (4.5) is that the individual
elements 1
2
(
γ
j,u,y
mn + γ
j,u,y
nm
)
≥ 0.
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(c) Either (F3) or (F3’) are sufficient for the optimal filter to satisfy T (π, y, u+1) ≥r
T (π, y, u) for any y ∈ Y .
6. Under (F4), σ(π, u + 1) ≥s σ(π, u).
7. Statement 4 holds for discrete valued observation space Y . All the other statements
hold for discrete and continuous-valued Y .
The proof is the appendix §4.A.1.
Statement 1a asserts that a TP2 transition matrix is sufficient for a one-step
ahead HMM predictor to preserve MLR stochastic dominance with respect to
π. As a consequence Statement 1b holds since applying Bayes rule to P ′(u)π1
and P ′(u)π2, respectively, yields the filtered updates, and Bayes rule preserves
MLR dominance (recall Theorem 4.1.4).
Statement 2 asserts that the normalizationmeasure of theHMMfilter σ(π, y, u)
is monotone increasing in π (with respect to first order dominance) if the obser-
vation kernel is TP2 (F1) and transition matrix is TP2 (F2).
Statement 3 asserts that the HMM filter T (π, y, u) is monotone increasing in
the observation y iff (F1) holds. That is, a larger observation yields a larger belief
if and only if the observation kernel is TP2.
Finally Statements 4, 5 and 6 compare the filter update and normalization
measures for two differentHMMs index by actions u and u+1. Statements 4 and
6 say that if (P (u), B(u)) and (P (u+1), B(u+1)) satisfy the specified conditions,
then the belief update and normalization termwith parameters (P (u+1), B(u+
1)) dominate those with parameters (P (u), B(u)). Statement 5 gives a similar
result for predictors and HMMs with identical observation probabilities.
4.4 Illustrative Example
This section gives simple examples to illustrate Theorem 4.3.1. Suppose
P (1) =
0.6 0.3 0.10.2 0.5 0.3
0.1 0.3 0.6
 , P (2) =
0 1 01 0 0
0 0 1
 , π1 =
0.20.2
0.6
 , π2 =
0.30.2
0.5
 .
It can be checked that the transition matrix P (1) is TP2 (and so (F2) holds). P (2)
is not TP2 since the second order minor comprised of the (1,1), (1,2) (2,1) (2,2)
elements is −1. Finally, π1 ≥r π2 since the ratio of their elements [2/3, 1, 6/5] is
increasing.
Example (i): Statement 1a says that P ′(1)π1 ≥r P ′(1)π2 which can be verified
since the ratio of elements [0.8148, 1, 1.1282]′ is increasing. On the other hand
since P (2) is not TP2, P ′(2)π1 is not MLR smaller than P
′(2)π2. The ratio of
elements of P ′(2)π1 with P
′(2)π2 is [1, 0.6667, 1.2] implying that they are not
MLR orderable (since the ratio is neither increasing or decreasing).
Statement 1b (MLR order is preserved by Bayes rule) was illustrated numer-
ically in §4.1.3.
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Example (ii): To illustrate Statement 2, suppose B(1) = P (1) so that (F1), (F2)
hold. Then
σ(π1, 1) = [0.2440, 0.3680, 0.3880]
′, σ(π2, 1) = [0.2690, 0.3680, 0.3630]
′.
Clearly σ(π1, 1) ≥s σ(π2, 1).
Example (iii): Regarding Statement 3, if B = P (1) then B1 = diag(0.6, 0.2.0.1),
B2 = diag(0.3, 0.5.0.3). Then writing T (π, y, u) as T (π, y),
T (π1, y = 1) = [0.5410, 0.2787, 0.1803]
′, T (π1, y = 2) = [0.1793, 0.4620, 0.3587]
′
implying that T (π1, y = 1) ≤r T (π1, y = 2).
Example (iv): Consider a cost vector
c = [c(x = 1), c(x = 2), c(x = 3)]′ =
[
3 2 1
]′
.
Suppose a random variable x has a prior π and is observed via noisy observa-
tions ywith observationmatrixB(1) above. Then the expected cost after observ-
ing y is c′T (π, y). It is intuitive that a larger observation y corresponds to a larger
state and therefore a smaller expected cost (since the cost vector is decreasing in
the state). From Theorem 4.3.1(3) this indeed is the case since T (π, y) ≥r T (π, y¯)
for y > y¯ which implies that T (π, y) ≥s T (π, y¯) and therefore c′T (π, y) is de-
creasing in y.
4.5 Discussion and Examples of Assumptions (F1)-(F4)
Since Assumptions (F1)-(F4) will be used a lot in subsequent chapters, we now
discuss their motivation with examples.
Assumption (F1)
(F1) is required for preserving the MLR ordering with respect to observation
y of the Bayesian filter update. (F1) is satisfied by numerous continuous and
discrete distributions, see any classical detection theory book such as [98]. Since
(F1) is equivalent to each row of B being MLR dominated by subsequent rows,
any of the examples in §4.1.3 yield TP2 observation kernels. For example, if
the i-th row of B is N(y − x;µi, σ2) with µi < µi+1 then B is TP2. The same
logic applies to Exponential, Binomial, Poisson, Geometric, etc. For a discrete
distribution example, suppose each sensor obtains measurements y of the state
x in quantized Gaussian noise. Define
P(y|x = i) = b¯iy∑Y
y=1 b¯iy
where b¯iy =
1√
2πΣ
exp
(
−1
2
(y − gi)2
Σ
)
(4.8)
Assume the state levels gi are increasing in i. Also, Σ ≥ 0 denotes the noise
variance and reflects the quality of the measurements. It is easily verified that
(A2) holds. As another example, consider equal dimensional observation and
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state spaces (X = Y ) and suppose P (y = i|x = i) = pi, P (y = i − 1|x = i) =
P (y = i+ 1|x = i) = (1− pi)/2. Then for 1/(
√
2 + 1) ≤ pi ≤ 1, (A2) holds.
Assumption (F2)
(F2) is essential for the Bayesian update T (π, y, u) preservingmonotonicity with
respect to π. TP2 stochastic orders and kernels have been studied in great detail
in [48]. (F2) is satisfied by several classes of transition matrices; see [51, 50].
The left-to-right Bakis HMM used in speech recognition [100] has an upper
triangular transition matrix which has a TP2 structure under mild conditions,
e.g., if the upper triangular elements in row i are (1−Pii)/(X− i) then P is TP2
if Pii ≤ 1/(X − i).
As another example, consider a tridiagonal transition probability matrix P
with Pij = 0 for j ≥ i + 2 and j ≤ i − 2. As shown in [34, pp.99–100], a nec-
essary and sufficient condition for tridiagonal P to be TP2 is that PiiPi+1,i+1 ≥
Pi,i+1Pi+1,i.
Karlin’s classic book [49, pp.154] shows that the matrix exponential of any
tridiagonal generator matrix is TP2. That is, P = exp(Qt) is TP2 if Q is a tridi-
agonal generator matrix (nonnegative off-diagonal entries and each row adds
to 0) and t > 0.
The following lemmas give useful properties of TP2 transition matrices.
LEMMA 4.5.1 If P is TP2, i.e., (F2) holds, then P11 ≥ P21 ≥ P31 ≥ · · · ≥ PX1.
Proof We prove the contrapositive, that is, Pi1 < Pi+1,1 implies P is not TP2.
Recall from (A3-Ex1), TP2 means that Pi1Pi+1,j ≥ Pi+1,1Pij for all j. So assum-
ing Pi1 < Pi+1,1, to show that P is not TP2, we need to show that there is at least
one j such that Pi+1,j < Pij . But Pi1 < Pi+1,1 implies
∑
k 6=1 Pi+1,k <
∑
k 6=1 Pik ,
which in turn implies that at least for one j, Pi+1,j < Pij .
LEMMA 4.5.2 The product of two TP2 matrices is TP2.
Lemma 4.5.2 lets us construct TP2 matrices by multiplying other TP2 matri-
ces. The lemma is also used in the proof of the main Theorem 4.3.1.
Assumption (F3), (F3’) and Optimal Prediction
Assumption (F3’) is sufficient condition for the belief due to action u + 1 to
MLR dominate the belief due to action u, i.e., in the terminology of [82], u + 1
yields a more ”favorable outcome” than u. In general, the problem of verifying
copositivity of a matrix is NP-complete [15]. Assumption (F3’) is a simpler but
more restrictive sufficient condition than (F3) to ensure that Γ j,u,y in (4.5) is
copositive. Here is an example of (P (1), B(1))  (P (2), B(2)) which satisfies
(F3’):
P (1) =
0.8000 0.1000 0.10000.2823 0.1804 0.5373
0.1256 0.1968 0.6776
 , B(1) =
0.8000 0.1000 0.10000.0341 0.3665 0.5994
0.0101 0.2841 0.7058

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P (2) =
0.0188 0.1981 0.78310.0051 0.1102 0.8847
0.0016 0.0626 0.9358
 , B(2) =
0.0041 0.1777 0.81820.0025 0.1750 0.8225
0.0008 0.1290 0.8701
 .
(F3) is necessary and sufficient for the optimal predictor with transition ma-
trix P (u + 1) to MLR dominate the optimal predictor with transition matrix
P (u). (F3’) is a sufficient condition for (F3’) since it requires all the elements of
the matrix to be non-negative which trivially implies copositivity. We require
MLR dominance of the predictor since then by Theorem 4.1.4 MLR dominance
of the filter is assured for any observation distribution. (First order dominance
is not closed under Bayesian updates).
A straightforward sufficient condition for (4.6) to hold is if all rows of P (u+1)
MLR dominate the last row of P (u).
Assumption (F4)
This ensures that the normalized measure σ(π, u + 1) first order stochastically
dominates σ(π, u).
Assumptions (F3’) and (F4) are relaxed versions of Assumptions (c), (e), (f)
of [78, Proposition 2] and Assumption (i) of [102, Theorem 5.6] in the stochastic
control literature. The assumptions (c), (e), (f) of [78] require that P (u + 1) ≥
TP2
P (u) and B(u + 1) ≥
TP2
B(u) (where ≥
TP2
denotes TP2 stochastic order) which is
impossible for stochastic matrices, unless P (u) = P (u+ 1), B(u) = B(u + 1) or
the matrices P (u), B(u) are rank 1 for all u meaning that the observations are
non-informative.
4.6 Example: Reduced Complexity HMM Filtering with
Stochastic Dominance Bounds
The main result Theorem 4.3.1 can be exploited to design reduced complexity
HMM filtering algorithms with provable sample path bounds. In this section
we derive such reduced-complexity algorithms by using Assumptions (F2) and
(F3’) with statement 5 of Theorem 4.3.1 for the transition matrix.
4.6.1 Upper and Lower Sample Path Bounds for Optimal Filter
Consider an HMM with X × X transition matrix P and observation matrix
B with elements Bxy = p(yk = y|xk = x). The observation space Y can be
discrete or continuous-valued; so that B is either a pdf or a pmf. The HMM
filter computes the posterior
πk+1 = T (πk, yk+1;P ), where T (π, y;P ) =
ByP
′π
1′ByP ′π
, By = diag(B1y, . . . , BXy).
(4.9)
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The above notation explicitly shows the dependence on the transition matrix
P . Due to the matrix-vector multiplication P ′π, the HMM filter involves O(X2)
multiplications and can be excessive for largeX .
The main idea of this section is to construct low rank transition matrices P
and P¯ such that the above filtering recursion using these matrices form lower
and upper bounds to πk in the MLR stochastic dominance sense. Since P and
P¯ are low rank (say r), the cost involved in computing these lower and upper
bounds to πk at each time k will be O(Xr) where r ≪ X .
Since that plan is to compute filtered estimates using P and P¯ instead of
the original transition matrix P , we need additional notation to distinguish be-
tween the posteriors and estimates computed using P , P and P¯ . Let
πk+1 = T (πk, yk+1;P )︸ ︷︷ ︸
optimal
, π¯k+1 = T (π¯k, yk+1; P¯ )︸ ︷︷ ︸
upper bound
, πk+1 = T (πk, yk+1;P )︸ ︷︷ ︸
lower bound
denote the posterior updated using the optimal filter (4.9) with transition ma-
trices P , P¯ and P , respectively. Assuming that the state levels of the Markov
chain are g = (1, 2, . . . , X)′, the conditional mean estimates of the underlying
state computed using P , P and P¯ , respectively, will be denoted as
xˆk = E{xk|y0:k;P} = g′πk, xk defn= E{xk|y0:k;P} = g′πk,
x¯k
defn
= E{xk|y0:k; P¯} = g′π¯k. (4.10)
Also denote the maximum aposteriori (MAP) state estimates computed using
P and P¯ as
xˆMAP
defn
= argmax
i
πk(i), x
MAP
k
defn
= argmax
i
πk(i), x¯
MAP
k
defn
= argmax
i
π¯k(i).
(4.11)
The following is the main result of this section (proof in [57]).
THEOREM 4.6.1 (Stochastic Dominance Sample-Path Bounds) Consider theHMM
filtering updates T (π, y;P ), T (π, y; P¯ ) and T (π, y;P ) where T (·) is defined in (4.9)
and P denotes the transition matrix of the HMM.
1. For any transition matrix P , there exist transition matrices P and P¯ such that
P  P  P¯ (recall  is the copositive ordering defined in Definition 4.2.3).
2. Suppose transition matrices P and P¯ are constructed such that P  P  P¯ . Then
for any y and π ∈ Π(X), the filtering updates satisfy the sandwich result
T (π, y;P ) ≤r T (π, y;P ) ≤r T (π, y; P¯ ).
3. Suppose P is TP2 (Assumption (F2)). Assume the filters T (π, y;P ), T (π, y; P¯ ) and
T (π, y;P ) are initialized with common prior π0. Then the posteriors satisfy
πk ≤r πk ≤r π¯k, for all time k = 1, 2, . . .
As a consequence for all time k = 1, 2, . . .,
(a) The conditional mean state estimates defined in (4.10) satisfy xk ≤ xˆk ≤ x¯k .
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(b) The MAP state estimates defined in (4.11) satisfy xMAPk ≤ xˆMAPk ≤ x¯MAPk .
Statement 1 says that for any transition matrix P , there always exist transition
matrices P and P¯ such that P  P  P¯ (copositivity dominance). Actually if
P is TP2, then one can trivially construct the tightest rank 1 bounds P and P¯ as
shown below.
Given existence of P and P¯ , the next step is to optimize the choice of P and P¯ .
This is discussed in §4.6.2where nuclear normminimization is used to construct
sparse eigenvalue matrices P and P¯ .
Statement 2 says that for any prior π and observation y, the one step filtering
updates using P and P¯ constitute lower and upper bounds to the original filter-
ing problem. This is simply a consequence of (F3’) and Statement 5 of Theorem
4.3.1.
Statement 3 globalizes Statement 2 and asserts that with the additional as-
sumption that the transition matrix P of the original filtering problem is TP2,
then the upper and lower bounds hold for all time. Since MLR dominance im-
plies first order stochastic dominance (see Theorem 4.1.3), the conditional mean
estimates satisfy xk ≤ xˆk ≤ x¯k.
4.6.2 Convex Optimization to Compute Low Rank Transition Matrices
It only remains to give algorithms for constructing low rank transition matrices
P and P¯ that yield the lower and upper bounds πk and π¯k for the optimal filter
posterior πk . These involve convex optimization [33] forminimizing the nuclear
norm. The computation of P and P¯ is independent of the observation sample path and
so the associated computational cost is irrelevant to the real time filtering. Recall that
the motivation is as follows: If P and P¯ have rank r, then the computational
cost of the filtering recursion is O(rX) instead of O(X2) at each time k.
Construction of P , P¯ without rank constraint
Given a TP2 matrix P , the transition matrices P and P¯ such that P  P 
P¯ can be constructed straightforwardly via an LP solver. With P 1, P 2, . . . , PX
denoting the rows of P , a sufficient condition for P  P is that P i ≤r P1 for any
row i. Hence, the rows P i satisfy linear constraints with respect to P1 and can
be straightforwardly constructed via an LP solver. A similar construction holds
for the upper bound P¯ , where it is sufficient to construct P¯i ≥r PX .
Rank 1 bounds: If P is TP2, an obvious construction is to construct P and P¯ as
follows: Choose rows P i = P1 and P¯i = PX for i = 1, 2, . . . , X . These yield rank
1 matrices P and P¯ . It is clear from Theorem 4.6.1 that P and P¯ constructed in
this manner are the tightest rank 1 lower and upper bounds.
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Nuclear NormMinimization Algorithms to Compute Low Rank
Transition Matrices P , P¯
This subsection constructs P and P¯ as low rank transition matrices subject to
the condition P  P  P¯ . To save space we consider the lower bound transi-
tion matrix P ; construction of P¯ is similar. Consider the following optimization
problem for P :
Minimize rank of X ×X matrix P (4.12)
subject to the constraints Cons(Π(X), P ,m) for m = 1, 2, . . . , X − 1, where
for ǫ > 0,
Cons(Π(X), P ,m) ≡

Γ (m) is copositive onΠ(X)
‖P ′π − P ′π‖1 ≤ ǫ for all π ∈ Π(X)
P ≥ 0, P1 = 1.
(4.13a)
(4.13b)
(4.13c)
Recall Γ is defined in (4.6) and (4.13a) is equivalent to P  P . The constraints
Cons(Π(X), P ,m) are convex in matrix P , since (4.13a) and (4.13c) are linear
in the elements of P , and (4.13b) is convex (because norms are convex). The
constraints (4.13a), (4.13c) are exactly the conditions of Theorem 4.6.1, namely
that P is a stochastic matrix satisfying P  P .
The convex constraint (4.13b) is equivalent to ‖P − P‖1 ≤ ǫ, where ‖ · ‖1
denotes the induced 1-norm for matrices.6
To solve the above problem, we proceed in two steps:
1. The objective (4.12) is replaced with the reweighted nuclear norm (see §4.6.2
below).
2. Optimization over the copositive cone (4.13a) is achieved via a sequence of
simplicial decompositions (see remark at end of §4.6.2.
Reweighted Nuclear Norm
Since the rank is a non-convex function of a matrix, direct minimization of the
rank (4.12) is computationally intractable. Instead, we follow the approach de-
veloped by Boyd and coworkers [33] to minimize the iteratively reweighted
nuclear norm. Inspired by Cande`s and Tao [16], there has been much recent in-
terest in minimizing nuclear norms for constructing matrices with sparse eigen-
value sets or equivalently low rank. Here we compute P , P¯ byminimizing their
nuclear norms subject to copositivity conditions that ensure P  P  P¯ .
Let ‖ · ‖∗ denote the nuclear norm, which corresponds to the sum of the sin-
gular values of a matrix, The re-weighted nuclear norm minimization proceeds
as a sequence of convex optimization problems indexed by n = 0, 1, . . .. Initialize
P (0) = I . For n = 0, 1, . . ., compute X ×X matrix
P (n+1) = argmin
P
‖W (n)1 P W (n)2 ‖∗ (4.14)
6The three statements ‖P ′π − P ′π‖1 ≤ ǫ, ‖P − P‖1 ≤ ǫ and
∑X
i=1 ‖(P
′ − P ′):,i‖1π(i) ≤ ǫ
are all equivalent since ‖π‖1 = 1 because π is a probability vector (pmf)
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subject to: constraints Cons(Π(X), P ,m),m = 1, . . . , X − 1
namely, (4.13a), (4.13b), (4.13c).
Notice that at iteration n + 1, the previous estimate, P (n) appears in the cost
function of (4.14) in terms of weighting matrices W
(n)
1 , W
(n)
2 . These weighting
matrices are evaluated iteratively as
W
(n+1)
1 = ([W
(n)
1 ]
−1UΣUT [W
(n)
1 ]
−1 + δI)−1/2,
W
(n+1)
2 = ([W
(n)
2 ]
−1V ΣV T [W
(n)
2 ]
−1 + δI)−1/2. (4.15)
HereW
(n)
1 P
(n)W
(n)
2 = UΣV
T is a reduced singular value decomposition, start-
ing with W
(0)
1 = W
(0)
2 = I and P
0 = P . Also δ is a small positive constant in
the regularization term δI . In numerical examples of §??, we used YALMIPwith
MOSEK and CVX to solve the above convex optimization problem.
The intuition behind the reweighting iterations is that as the estimates P (n)
converge to the limit P (∞), the cost function becomes approximately equal to
the rank of P (∞).
Remark: Problem (4.14) is a convex optimization problem in P . However, one
additional issue needs to be resolved: the constraints (4.13a) involve a copos-
itive cone and cannot be solved directly by standard interior point methods.
To deal with the copositive constraints (4.13a), one can use the state-of-the-art
simplicial decomposition method detailed in [15], see [67] for details.
4.6.3 Discussion. Reduced Complexity Predictors
If one were interested in constructing reduced complexity HMM predictors (in-
stead of filters), the results in this section are straightforwardly relaxed using
first order dominance ≤s instead of MLR dominance ≤r as follows: Construct
P by nuclear norm minimization as in (4.14), where (4.13a) is replaced by the
linear constraints P i ≤s Pi, on the rows i = 1, . . . , X , and (4.13b), (4.13c) hold.
Thus the construction of P is a standard convex optimization problem and the
bound P ′π ≤s P ′π holds for the optimal predictor for all π ∈ Π(X).
Further, if P is chosen so that its rows satisfy the linear constraints P i ≤s
P i+1, i = 1, . . . , X − 1, then the following global bound holds for the optimal
predictor: (P ′)kπ ≤s (P ′)kπ for all time k and π ∈ Π(X). A similar result holds
for the upper bounds in terms of P¯ .
It is instructive to compare this with the filtering case, where we imposed a
TP2 condition on P for the global bounds of Theorem 4.6.1(3) to hold wrt ≤r.
We could have equivalently imposed a TP2 constraint on P and allow P to be
arbitrary for the global filtering bounds to hold, however the TP2 constraint is
non-convex and so it is difficult to then optimize P .
Finally, note that the predictor bounds in terms of ≤s do not hold if a filtering
update is performed since ≤s is not closed w.r.t. conditional expectations.
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4.7 Complements and Sources
The books [88, 108] give comprehensive accounts of stochastic dominance. [126]
discusses the TP2 stochastic order which is a multivariate generalization of the
MLR order. Karlin’s book [47] is a classic on totally positive matrices. The classic
paper [48] studies multivariate TP2 orders; see also [102].
The material in §4.6 is based on [67]; where additional numerical results are
given. Also it is shown in [67] how the reduced complexity bounds on the pos-
terior can be exploited by using a Monte-Carlo importance sampling filter. The
approach in §4.6 of optimizing the nuclear norm as a surrogate for rank has
been studied as a convex optimization problem in several papers [75]. Inspired
by the seminal work of Cande`s and Tao [16], there has been much recent in-
terest in minimizing nuclear norms in the context of sparse matrix completion
problems. Algorithms for testing for copositive matrices and copositive pro-
gramming have been studied recently in [14, 15].
There has been extensive work in signal processing on posterior Crame´r-Rao
bounds for nonlinear filtering [122]; see also [104] for a textbook treatment.
These yield lower bounds to the achievable variance of the conditional mean
estimate of the optimal filter. However, such posterior Crame´r-Rao bounds do
not give constructive algorithms for computing upper and lower bounds for the
sample path of the filtered distribution. The sample path bounds proposed in
this chapter have the attractive feature that they are guaranteed to yield lower
and upper bounds to both hard and soft estimates of the optimal filter. It would
be of interest to develop similar results for jump Markov linear systems, in par-
ticular to use such constraints for particle filtering algorithms [28].
Appendix 4.A Proofs
4.A.1 Proof of Theorem 4.3.1
First recall from Definition 4.2.1 that π1 ≥r π2 is equivalent to saying that the
matrix
[
π′2
π′1
]
is TP2. This TP2 notation is more convenient for proofs.
Statement 1a If (F2) holds, then π1 ≥r π2 implies P ′π1 ≥r P ′π2: Showing that
P ′π1 ≥r P ′π2 is equivalent to showing that
[
π′2P
π′1P
]
is TP2. But
[
π′2P
π′1P
]
=
[
π′2
π′1
]
P .
Also since π1 ≥r π2, the matrix
[
π′2
π′1
]
is TP2. By (F2), P is TP2. Since the product
of TP2 matrices is TP2 (see Lemma 4.5.2), the result holds.
If π1 ≥r π2 implies P ′π1 ≥r P ′π2 then (F2) holds: Choose π1 = ej and π2 = ei
where j > i, and as usual ei is the unit vector with 1 in the i-th position. Clearly
then π1 ≥r π2. Also P ′ei is the i-th row of P . So P ′ej ≥r P ′ei implies the j-th
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row isMLR larger than the i-th row of P . This implies that P is TP2 by definition
4.2.1.
Statement 1b follows by applying Theorem 4.1.4 to 1a.
Statement 2. Since MLR dominance implies first order dominance, by (F1),∑
y≥y¯ Bx,y(u) is increasing in x. By (F2), (Pi,1, . . . Pi,X) ≤s (Pj,1, . . . , Pj,X) for
i ≤ j. Therefore∑j Pij(u)∑y≥y¯ Bj,y(u) is increasing in i ∈ X . Therefore π1 ≥r
π2 implies σ(π1, u) ≥s σ(π2, u).
Statement 3. Denote P ′(u)π1 = π¯. Then T (π1, y, u) ≥r T (π1, y¯, u) is equiva-
lent to
(Bi,yBi+1,y¯ −Bi+1,yBi,y¯)✭✭✭✭✭✭π¯(i)π¯(i + 1) ≤ 0, y > y¯.
This is equivalent to B being TP2, namely condition (F1).
Statement 4a. By defintion of MLR dominance, T (π, y, u) ≤r T (π, y, u+ 1) is
equivalent to∑
m
∑
n
Bjy(u+1)Bj+1,y(u)Pnj(u+1)πnπm ≤
∑
m
∑
n
Bjy(u)Bj+1,y(u+1)Pmj(u)Pn,j+1(u+1)πmπn
and also∑
m
∑
n
Bjy(u+1)Bj+1,y(u)Pnj(u+1)πnπm ≤
∑
m
∑
n
Bjy(u)Bj+1,y(u+1)Pnj(u)Pm,j+1(u+1)πmπn
This is equivalent to (F3’).
Statement 4b follows since (F3’) is sufficient for (F3) .
The proofs of Statement 5 and 6 are very similar to Statement 4 and omitted.
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This chapter gives sufficient conditions on the POMDP model so that the
value function in dynamic programming is decreasingwith respect to themono-
tone likelihood ratio( MLR) stochastic order. That is, π1 ≥r π2 (in terms MLR
dominance) implies V (π1) ≤ V (π2). To prove this result, we will use the struc-
tural properties of the optimal filter established in Chapter 4.
Giving conditions for a POMDP to have a monotone value function is useful
for several reasons: It serves as an essential step in establishing sufficient con-
ditions for a stopping time POMDPs to have a monotone optimal policy – this
is discussed in Chapter 6. For more general POMDPs (discussed in Chapter 8),
it allows us to upper and lower bound the optimal policy by judiciously con-
structed myopic policies. Please see Figure ?? for the sequence of chapters on
POMDP structural results.
After giving sufficient conditions for a monotone value function, this chapter
also gives two examples of POMDPs to illustrate the usefulness of this result:
• Example 1. Monotone Optimal Policy for 2-state POMDP: §5.3 gives sufficient
conditions for a 2 state POMDP to have a monotone optimal policy. The op-
timal policy is characterized by at most U − 1 threshold belief states (where
U denotes the number of possible actions). One only needs to compute (es-
timate) these U − 1 threshold belief states in order to determine the optimal
policy. This is easier than solving Bellman’s equation when nothing is known
about the structure of the optimal policy. Also real time implementation of a
controller with a monotone policy is simple; only the threshold belief states
need to be stored in a lookup table. Figure 5.1 illustrates a monotone policy
for a two state POMDP with U = 3.
• Example 2. POMDPMulti-armed Bandits and Opportunistic Scheduling: §5.4 dis-
cusses how monotone value functions can be used to solve POMDP multi-
armed bandit problems efficiently. It is shown that for such problems, the
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Figure 5.1 §5.3 gives sufficient conditions for a 2-state POMDP to have a monotone
optimal policy. The figure illustrates such a monotone policy for U = 3. The optimal
policy is completely determined by the threshold belief states π∗1 and π
∗
2 .
optimal strategy is “opportunistic”: choose the bandit with the largest belief
state in terms of MLR order.
5.1 Model and Assumptions
Consider a discrete time, infinite horizon discounted cost1 POMDP which was
formulated in §2.6. The state space for the underlying Markov chain is X =
{1, 2, . . . , X}, the action space is U = {1, 2, . . . , U} and the belief space is the
unit X − 1 dimensional unit simplex
Π(X) =
{
π ∈ IRX : 1′π = 1, 0 ≤ π(i) ≤ 1, i ∈ X = {1, 2, . . . , X}} .
For stationary policy µ : Π(X)→ U , initial belief π0 ∈ Π(X), discount factor
ρ ∈ [0, 1), the discounted cost is
Jµ(π0) = Eµ
{
∞∑
k=1
ρk−1C(πk, µ(πk))
}
. (5.1)
Here C(π, u) is the cost accrued at each stage and is not necessarily linear in π.
The belief evolves according to the HMM filter πk = T (πk−1, yk, uk) where
T (π, y, u) =
By(u)P
′(u)π
σ (π, y, u)
, σ (π, y, u) = 1′XBy(u)P
′(u)π,
By(u) = diag(B1y(u), · · · , BXy(u)), where Bxy(u) = p(y|x, u). (5.2)
Throughout this chapter y ∈ Y can be discrete-valued in which case p in (5.2) is
a pmf or continuous-valued in which case p is a pdf.
1This chapter considers discounted cost POMDPs for notational convenience to avoid denoting
the time dependencies of parameters and policies. The main result of this chapter, namely Theorem
5.2.1 also holds for finite horizon POMDPs providing conditions (C), (F1) and (F2) hold at each time
instant for the time dependent cost, observation matrix and transition matrix.
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The optimal stationary policy µ∗ : Π(X)→ U such that Jµ∗(π0) ≤ Jµ(π0) for
all π0 ∈ Π(X) satisfies Bellman’s dynamic programming equation (2.24)
µ∗(π) = argmin
u∈U
Q(π, u), Jµ∗(π0) = V (π0) (5.3)
V (π) = min
u∈U
Q(π, u), Q(π, u) = C(π, u) + ρ
∑
y∈Y
V (T (π, y, u))σ (π, y, u) .
Assumptions
(C) The cost C(π, u) is first order stochastically decreasing with respect to π for
each action u ∈ {1, 2, . . . , U}. That is π1 ≥s π2 implies C(π1, u) ≤ C(π2, u).
For linear costs C(π, u) = c′uπ, (C) is equivalent to the condition:
The instantaneous cost c(x, u) is decreasing in x for each u.
(F1) The observation probability kernelB(u) is TP2 for each action u ∈ {1, 2, . . . , U}.
(F2) The transition matrix P (u) is TP2 for each action u ∈ {1, 2, . . . , U}.
Recall that assumptions (F1) and (F2) were discussed in Chapter 4; see (F1), (F2)
on page 45. (F1) and (F2) are required for the Bayesian filter T (π, y.u) to be
monotone increasing with observation y and π with respect to the MLR order.
This is a key step in showing V (π) is MLR decreasing in π.
Sufficient Conditions for (C)
We pause briefly to discuss Assumption (C), particularly in the context of non-
linear costs that arise in controlled sensing (discussed in Chapter ??).
For linear costs C(π, u) = c′uπ, obviously the elements of cu decreasing is
necessary and sufficient for C(π, u) to be decreasing with respect to ≥s.
For nonlinear costs, we can give the following sufficient condition for C(π, u)
to be decreasing in π with respect to first order stochastic dominance, Consider
the subset of IRX+ defined as ∆ = {δ : 1 = δ(1) ≥ δ(2) · · · ≥ δ(X)}. Define the
X ×X matrix
Ψ =

1 −1 0 · · · 0
0 1 −1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
 . (5.4)
Clearly every π ∈ Π(X) can be expressed as π = Ψ δ where δ ∈ ∆. Consider
two beliefs π1 = Ψδ1 and π2 = Ψδ2 such that π1 ≥s π2. The equivalent partial
order induced on δ1 and δ2 is: δ1  δ1 where  is the componentwise partial
order on IRX .
LEMMA 5.1.1 Consider a nonlinear cost C(π2, u) that is differentiable in π.
1. For π1 ≥s π2, a sufficient condition for C(π1, u) ≤ C(π2, u) is ddδC(Ψδ) ≤ 0
element wise.
2. Consider the special case of a quadratic cost C(π, u) = φ′uπ − α(h′π)2 where α is a
non-negative constant, φu, h ∈ IRX with elements φiu, hi, i = 1, . . . , X . Assume h
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a vector of non-negative elements that are either monotone increasing or decreasing.
Then a sufficient condition for C(π, u) to be first order decreasing in π is
φi − φi+1 ≥ 2αh1(hi − hi+1). (5.5)
Recall from §?? that POMDPs with quadratic costs arise in controlled sensing.
Lemma 5.1.1 gives sufficient conditions for such costs to be decreasing with
respect to first order stochastic dominance.2
Proof It is sufficient to show under (C) that C(π, u) is ≥s decreasing in π ∈
Π(X), ∀u ∈ U . SinceC(π, u)≥s decreasing on π ∈ Π(X) is equivalent toC(δ, u)
 decreasing on δ ∈ ∆, a sufficient condition is ∂C(π, u)
∂δ(i)
≤ 0, i = 2, · · · , X .
Evaluating this yields
φiu − φi+1,u ≥ 2αh′(hi − hi+1) (5.6)
If hi is either monotone increasing or decreasing in i, then a sufficient condition
for (5.6) is φiu − φi+1,u ≥ 2αh1(hi − hi+1).
5.2 Main Result: Monotone Value Function
The following is the main result of this chapter.
THEOREM 5.2.1 Consider an infinite horizon discounted cost POMDP with con-
tinuous or discrete-valued observations. Then under (C), (F1), (F2), Q(π, u) is MLR
decreasing in π. As a result, the value function V (π) in Bellman’s equation (5.3) is
MLR decreasing in π. That is, π1 ≥r π2 implies that V (π1) ≤ V (π2).
Proof The proof is by mathematical induction on the value iteration algorithm
and makes extensive use of the structural properties of the HMM filter devel-
oped in Theorem 4.3.1. Recall from (2.25) that the value iteration algorithm pro-
ceeds as follows: Initialize V0(π) = 0 and for iterations n = 1, 2, . . . ,
Vn(π) = min
u∈U
Qn(π, u), Qn(π, u) = C(π, u)+ρ
∑
y∈Y
Vn−1 (T (π, y, u))σ (π, y, u) .
Assume that Vn−1(π) is MLR decreasing in π by the induction hypothesis. Un-
der (F1), Theorem 4.3.1(3) says that T (π, y, u) is MLR increasing in y. As a result,
Vn−1 (T (π, y, u)) is decreasing in y. Under (F1), (F2), Theorem 4.3.1(2) says
π ≥r π¯ =⇒ σ(π, u) ≥s σ(π¯, u). (5.7)
Vn−1 (T (π, y, u)) decreasing in y and the first order dominance (5.7) implies
2 Note that C(π, u) first order increasing in π implies thatC(π, u) is MLR increasing in π, since
MLR dominance implies first order dominance.
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using Theorem 3.2.2 that
π ≥r π¯ =⇒
∑
y
Vn−1 (T (π, y, u))σ(π, y, u) ≤
∑
y
Vn−1 (T (π, y, u))σ(π¯, y, u)
(5.8)
Next, from Theorem 4.3.1(1), it follows that under (F2),
π ≥r π¯ =⇒ T (π, y, u) ≥r T (π¯, y, u)
Using the induction hypothesis that Vn−1(π) is MLR decreasing in π implies
π ≥r π¯ =⇒ Vn−1 (T (π, y, u)) ≤ Vn−1 (T (π¯, y, u)) .
which in turn implies
π ≥r π¯ =⇒
∑
y
Vn−1 (T (π, y, u))σ(π¯, y, u) ≤
∑
y
Vn−1 (T (π¯, y, u))σ(π¯, y, u).
(5.9)
Combining (5.8), (5.9), it follows that
π ≥r π¯ =⇒
∑
y
Vn−1 (T (π, y, u))σ(π, y, u) ≤
∑
y
Vn−1 (T (π¯, y, u))σ(π¯, y, u).
(5.10)
Finally, under (C), C(π, u) is MLR decreasing (see Footnote 2)
π ≥r π¯ =⇒ C(π, u) ≤ C(π¯, u). (5.11)
Since the sum of decreasing functions is decreasing, it follows that
π ≥r π¯ =⇒ C(π, u) +
∑
y
Vn−1 (T (π, y, u))σ(π, y, u)
≤ C(π¯, u) +
∑
y
Vn−1 (T (π¯, y, u))σ(π¯, y, u)
which is equivalent toQn(π, u) ≤ Qn(π¯, u). ThereforeQn(π, u) is MLR decreas-
ing in π. Since the minimum of decreasing functions is decreasing, Vn(π) =
minuQn(π, u) is MLR decreasing in π. Finally, since Vn converges uniformly to
V , it follows that V (π) is also MLR decreasing.
To summarize, although value iteration is not useful from a computational
point of view for POMDPs, we have exploited its structure of prove the mono-
tonicity of the value function. In the next two chapters, several examples will
be given that exploit the monotone structure of the value function of a POMDP.
5.3 Example 1: Monotone Policies for 2-state POMDPs
This section gives sufficient conditions for the optimal policy µ∗(π) to be mono-
tone increasing in π when the underlying Markov chain has X = 2 states (see
Figure 5.1). For X = 2, since π is a two-dimensional probability mass function
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with π(1) + π(2) = 1, it suffices to order the beliefs in terms of the second com-
ponent π(2) which lies in the interval [0, 1].
Consider a discounted cost POMDP (X , U ,Y, P (u), B(u), c(u), ρ)where state
space X = {1, 2}, action space U = {1, 2, . . . , U}, observation space Y can be
continuous or discrete, and ρ ∈ [0, 1). The main assumptions are as follows:
(C) c(x, u) is decreasing in x ∈ {1, 2} for each u ∈ U .
(F1) B is totally positive of order 2 (TP2).
(F2) P (u) is totally positive of order 2 (TP2).
(F3’) P12(u+ 1)− P12(u) ≤ P22(u + 1)− P22(u) (tail-sum supermodularity).
(S) The costs are submodular: c(1, u+ 1)− c(1, u) ≥ c(2, u+ 1)− c(2, u).
Recall (C) on page 58 and (F1), (F2) on page 45. The main additional assump-
tion above is the submodularity assumption (S). Apart from (F1), the above
conditions are identical to the fully observed MDP case considered in Theo-
rem 3.3.1 on page 33. Indeed (A2) and (A4) in Theorem 3.3.1 are equivalent to
(F2) and (F3’), respectively, for X = 2.
THEOREM 5.3.1 Consider a POMDP with an underlying X = 2 state Markov
chain. Under (C), (F1), (F2), (F3’), (S), the optimal policy µ∗(π) is increasing in π.
Thus µ∗(π(2)) has the following finite dimensional characterization: There exist U +1
thresholds (real numbers) 0 = π∗0 ≤ π∗1 ≤ · · · ≤ π∗U ≤ 1 such that
µ∗(π) =
∑
u∈U
u I
(
π(2) ∈ (π∗u−1, π∗u]
)
.
The theorem also applies to finite horizon problems. Then the optimal policy
µ∗k at each time k has the above structure.
The proof is in [57]. It exploits the fact that the value function V (π) is de-
creasing in π (Theorem 5.2.1 on page 59) and is concave to show that Q(π, u) is
submodular. That is
Q(π, u)−Q(π, u¯)−Q(π¯, u) +Q(π¯, u¯) ≤ 0, u > u¯, π ≥r π¯. (5.12)
where Q(π, u) is defined in Bellman’s equation (5.3). Recall that for X = 2, ≥s
(first order dominance) and ≥r (MLR dominance) coincide, implying that π ≥r
π¯ ⇐⇒ π ≥s π¯ ⇐⇒ π(2) ≥ π¯(2). As a result, for X = 2, submodularity of
Q(π, u) needs to be established with respect to (π(2), u)where π(2) is a scalar in
the interval [0, 1]. Hence the same simplified definition of submodularity used
for a fully observed MDP (Theorem 3.1.1 on page 30) can be used.
Summary: We have given sufficient conditions for a 2 state POMDP to have
a monotone (threshold) optimal policy as illustrated in Figure 5.1. The thresh-
old values can then be estimated via simulation based policy gradient algorithm
such as the SPSAAlgorithm, see also §6.4.2. Theorem 5.3.1 only holds forX = 2
and does not generalize to X ≥ 3. For X ≥ 3, determining sufficient conditions
for submodularity (5.12) to hold is an open problem. In Chapter 8, we will in-
stead construct judicious myopic bounds forX ≥ 3.
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5.4 Example 2: POMDP Multi-armed Bandits Structural
Results
In this section, we show how the monotone value function result of Theorem
5.2.1 facilitates solving POMDP multi-armed bandit problems efficiently.
The multi-armed bandit problem is a dynamic stochastic scheduling problem
for optimizing in a sequential manner the allocation effort between a number of
competing projects. Numerous applications of finite state Markov chain multi-
armed bandit problems appear in the operations research and stochastic control
literature, see [35], [127] for examples in job scheduling and resource alloca-
tion for manufacturing systems. The reason why multi-armed bandit problems
are interesting is because their structure implies that the optimal policy can be
found by a so-called Gittins index rule [35, 105]: At each time instant, the op-
timal action is to choose the process with the highest Gittins index, where the
Gittins index of each process is a function of the state of that process. So the
problem decouples into solving individual control problems for each process.
This section considers multi-armed bandit problems where the finite state
Markov chain is not directly observed – instead the observations noisy mea-
surements of the unobservedMarkov chain. Such POMDPmulti-armed bandits
are a useful model in stochastic scheduling.
5.4.1 POMDP Multi-armed Bandit Model
The POMDPmulti-armed bandit has the following model: Consider L indepen-
dent projects l = 1, . . . , L. Assume for convenience each project l has the same
finite state space X = {1, 2, . . . , X}. Let x(l)k denote the state of project l at dis-
crete time k = 0, 1 . . . ,. At each time instant k only one of these projects can be
worked on. The setup is as follows:
• If project l is worked on at time k:
1. An instantaneous non-negative reward ρk r(x
(l)
k ) is accrued where 0 ≤ ρ <
1 denotes the discount factor.
2. The state x
(l)
k evolves according to anX-state homogeneous Markov chain
with transition probability matrix P .
3. The state of the active project l is observed via noisy measurements y
(l)
k+1 ∈
Y = {1, 2, . . . , Y } of the active project state x(l)k+1 with observation proba-
bility Bxy = P(y
(l) = y|x(l) = x).
• The states of all the other (L− 1) idle projects are unaffected, i.e., x(l)k+1 = x(l)k ,
if project l is idle at time k. No observations are obtained for idle projects.
For notational convenience we assume all the projects have the same reward
functions, transition and observation probabilities and state spaces. So the re-
ward r(x(l), l) is denoted as r(x(l)), etc. All projects are initialized with x
(l)
0 ∼
π
(l)
0 where π
(l)
0 are specified initial distributions for l = 1, . . . , L. Denote π0 =
(π
(1)
0 , . . . , π
(L)
0 ).
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Let uk ∈ {1, . . . , L} denote which project is worked on at time k. So x(uk)k+1 is
the state of the active project at time k + 1. Denote the history at time k as
I0 = π0, Ik = {π0, y(u0)1 , . . . , y(uk−1)k , u0, . . . , uk−1}.
Then the project at time k is chosen according to uk = µ(Ik), where the policy
denoted as µ belongs to the class of stationary policies. The cumulative expected
discounted reward over an infinite time horizon is given by
Jµ(π) = Eµ
{ ∞∑
k=0
ρkr
(
x
(uk)
k
)
|π0 = π
}
, uk = µ(Ik). (5.13)
The aim is to determine the optimal stationary policy µ∗(π) = argmaxµ Jµ(π) which
yields the maximum reward in (5.13).
Note that we have formulated the problem in terms of rewards rather than
costs since typically the formulation involves maximizing rewards of active
projects. Of course the formulation is equivalent to minimizing a cost.
At first sight (5.13) seems intractable since the equivalent state space dimen-
sion isXL. The multi-armed bandit structure yields a remarkable simplification
- the problem can be solved by considering L individual POMDPs each of di-
mension X . Actually with the structural result below, one only needs to evalu-
ate the belief state for the L individual HMMs and choose the largest belief at
each time (with respect to the MLR order).
5.4.2 Belief State Formulation
We now formulate the POMDP multi-armed bandit in terms of the belief state.
For each project l, denote by π
(l)
k the belief at time k where
π
(l)
k (i) = P(x
(l)
k = i|Ik)
The POMDPmulti-armed bandit problem can be viewed as the following schedul-
ing problem: Consider P parallel HMM state estimation filters, one for each
project. The project l is active, an observation y
(l)
k+1 is obtained and the belief
π
(l)
k+1 is computed recursively by the HMM state filter
π
(l)
k+1 = T (π
(l)
k , y
(l)
k+1) if project l is worked on at time k (5.14)
where T (π(l), y(l)) =
By(l)P
′π(l)
σ(π(l), y(l))
, σ(x(l), y(l)) = 1′By(l)P
′π(l)
In (5.14)By(l) = diag
(
P(y(l)|x(l) = 1), . . . ,P(y(l)|x(l) = X)).
The beliefs of the other L− 1 projects remain unaffected, i.e.
π
(q)
k+1 = π
(q)
k if project q is not worked on, q ∈ {1, . . . , L}, q 6= l (5.15)
Note that each belief π(l) lives in the unit simplex Π(X).
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Let r denote the X dimensional reward vector [r(x
(l)
k = 1), . . . , r(x
(l)
k = X)]
′.
In terms of the belief state, the reward functional (5.13) can be re-written as
Jµ(π) = E
{ ∞∑
k=0
ρk r′π
(uk)
k | (π(1)0 , . . . , π(L)0 ) = π
}
, uk = µ(π
(1)
k , . . . , π
(L)
k ).
(5.16)
The aim is to compute the optimal policy µ∗(π) = argmaxµ Jµ(π).
5.4.3 Gittins Index Rule
Define M¯
defn
= maxi r(i)/(1− ρ) and letM denote a scalar in the interval [0, M¯ ].
It is known that the optimal policy of a multi-armed bandit has an indexable
rule [127]. Translated to the POMDP multi-armed bandit the result reads:
THEOREM 5.4.1 (Gittins index) Consider the POMDPmulti-armed bandit problem
comprising L projects. For each project l there is a function γ(π
(l)
k ) called the Gittins
index, which is only a function of the parameters of project l and the information state
π
(l)
k , whereby the optimal scheduling policy at time k is to work on the project with the
largest Gittins index:
µ∗(π
(1)
k , π
(2)
k , . . . , π
(L)
k ) = max
l∈{1,...,L}
{
γ(π
(l)
k )
}
(5.17)
The Gittins index of project l with belief π(l) is
γ(π(l)) = min{M : V (π(l),M) = M} (5.18)
where V (π(l),M) satisfies Bellman’s equation
V (π(l),M) = max
{
r′π(l) + ρ
Y∑
y=1
V
(
T (π(l), y),M
)
σ(π(l), y), M
}
(5.19)
Theorem 5.4.1 says that the optimal policy is “greedy”: at each time choose
the project with the largest Gittins index; and the Gittins index for each project
can be obtained by solving a dynamic programming equation for that project.
Theorem 5.4.1 is well known in the multi-armed bandit literature [35] and will
not be proved here.
Bellman’s equation (5.19) can be approximated over any finite horizon N via
the value iteration algorithm. Since as described in Chapter 2, the value func-
tion of a POMDP at each iteration has a finite dimensional characterization, the
Gittins index can be computed explicitly for any finite horizon using any of the
exact POMDP algorithms in Chapter 2. Moreover, the error bounds for value
iteration for horizon N (compared to infinite horizon) of Theorem 2.6.2 directly
translate to error bounds in determining the Gittins index. However, for large
dimensions, solving each individual POMDP to compute the Gittins index is
computationally intractable.
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5.4.4 Structural Result: Characterization of Monotone Gittins Index
Our focus below is to show how themonotone value function result of Theorem
5.2.1 facilitates solving (5.17), (5.18) efficiently. We show that under reasonable
conditions on the rewards, transition matrix and observation probabilities, the
Gittins index is monotone increasing in the belief (with respect to the MLR or-
der). This means that if the information states of the L processes at a given
time instant are MLR comparable, the optimal policy is to pick the process with
the largest belief. This is straightforward to implement and makes the solution
practically useful.
Since we are dealing rewards rather than costs, we say that assumption (C)
holds if r(i) is increasing in i ∈ X . (This corresponds to the cost decreasing in i).
THEOREM 5.4.2 Consider the POMDP multi-armed bandit where all the L projects
have identical transition and observation matrices and reward vectors. Suppose as-
sumptions (C), (F1) and (F2) on page 45 hold for each project. Then the Gittins index
γ(π) is MLR increasing in π. Therefore, if the beliefs π
(l)
k of the L projects are MLR
comparable, then the optimal policy µ∗ defined in (5.17) is opportunistic:
uk = µ
∗(π
(1)
k , . . . , π
(L)
k ) = argmax
l∈{1,...,L}
π
(l)
k (5.20)
Proof First using exactly the same proof as Theorem 5.2.1, it follows that V (π,M)
is MLR increasing in π.
Given that the value function V (π,M) is MLR increasing in π, we can now
characterize the Gittins index. Recall from (5.18) that γ(π) = min{M : V (π,M)−
M = 0}. Suppose π(1) ≥r π(2). This implies V (π(1),M) ≥ V (π(2),M) for allM .
So V (π(1), γ(π(2)))−γ(π(2)) ≥ V (π(2), γ(π(2)))−γ(π(2)) = 0. Since V (π,M)−M
is decreasing in M (this is seen by subtracting M from both sides of (5.19)), it
follows from the previous inequality that the point min{M : V (π(1),M)−M =
0} > min{M : V (π(2),M)−M = 0}. So γ(π(1)) ≥ γ(π(2)).
Discussion
It is instructive to compare (5.17) with (5.20). Theorem 5.4.2 says that instead
of choosing the project with the largest Gittins index, it suffices to choose the
project with the largest MLR belief (providing the beliefs of the L projects are
MLR comparable). In other words, the optimal policy is opportunistic (other
terms used are “greedy” or “myopic”) with respect to the beliefs ranked by
MLR order. The resulting optimal policy is trivial to implement and makes the
solution practically useful. There is no need to compute the Gittins index.
The following examples yield trajectories of belief states which areMLR com-
parable across the L projects. As a result, under (C), (F1), (F2), the optimal policy
is opportunistic and completely specified by Theorem 5.4.2.
Example 1: IfX = 2, then all beliefs are MLR comparable.
Example 2: Suppose B is a bi-diagonal matrix. Then if π
(l)
0 is a unit indicator
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vector, then all subsequent beliefs are MLR comparable (since all beliefs com-
prise of two consecutive non-zero elements and the rest are zero elements).
Example 3: Suppose Biy = 1/Y for all i, y. Suppose all processes have same
initial belief π0 and pick P such that either P
′π0 ≥r π0 or P ′π0 ≤r π0. Then from
Theorem 4.3.11a, if P is TP2, all beliefs are MLR comparable.
When the trajectories of beliefs for the individual bandit processes are not
MLR comparable, they can be projected to MLR comparable beliefs, and a sub-
optimal policy implemented as follows:
Assume at time instant k, the beliefs of all L processes are MLR comparable.
Let σ(1), . . . , σ(L) denote the permutation of (1, . . . , L) so that
π
σ(1)
k ≥r πσ(2)k ≥r . . . ≥r πσ(L)k .
From Theorem 5.4.2, the optimal action is uk = σ(1). But the updated belief
π
σ(1)
k+1 may not be MLR comparable with the other L − 1 information states. So
we project π
σ(1)
k+1 to the nearest belief denoted π¯ in the simplexΠ(X) that is MLR
comparable with the other L − 1 information states. That is, at time k + 1 solve
the following L optimization problems: Compute the projection distances
P(π¯(1)) = min
π¯∈Π(X)
‖π¯ − πσ(1)k+1 ‖ subject to π¯ ≥r πσ(2)k
P(π¯(l)) = min
π¯∈Π(X)
‖π¯ − πσ(1)k+1 ‖ subject to πσ(l)k ≥r π¯ ≥r πσ(p+1)k , p = 2, . . . , L− 1
P(π¯(L)) = min
π¯∈Π(X)
‖π¯ − πσ(1)k+1 ‖ subject to πσ(L)k ≥r π¯.
Here ‖ · ‖ denotes some norm, and P , π¯p denote, respectively, the minimiz-
ing value and minimizing solution of each of the problems. Finally set π
σ(1)
k+1 =
argminπ¯p P(π¯p). The above L problems are convex optimization problems and
can be solved efficiently in real time. Thus all the beliefs at time k + 1 are MLR
comparable, the action uk+1 is chosen as the index of the largest belief.
Summary: For POMDPmulti-armed bandits that satisfy the conditions of The-
orem 5.4.2, the optimal policy is to choose the project with the largest belief.
5.5 Complements and Sources
The proof that under suitable conditions the POMDP value function is mono-
tone with respect to the MLR order goes back to Lovejoy [78]. The MLR order
is the natural setting for POMDPs due to the Bayesian nature of the problem.
More generally, a similar proof holds for multivariate observation distributions
- in this case the TP2 stochastic order (which is a multivariate version of the
MLR order) is used - to establish sufficient conditions for monotone value func-
tion for a multivariate POMDP; see [102].
The result in §5.3 that establishes a threshold policy for 2-state POMDPs is
from [2]. However, the proof does not work for action dependent (controlled)
5.5 Complements and Sources 67
observation probabilities. In §8.6 we will use Blackwell ordering to deal with
action dependent observation probabilities. For optimal search problems with 2
states, [81] proves the optimality of threshold policies under certain conditions.
Other types of structural result for 2-state POMDPs are in [36, 11].
The POMDP multi-armed bandit structural result in §5.4 is from [69] where
several numerical examples are presented; see also [53] for applications in radar.
[127] and [35] are classic works in Bayesian multi-armed bandits. More gen-
erally, [74] establishes the optimality of indexable policies for restless bandit
POMDPswith 2 states. (In a restless bandit, the state of idle projects also evolves.)
§?? gives a short discussion on non-Bayesian bandits.
6 Structural Results for Stopping
Time POMDPs
6.1 Introduction
The previous chapter established conditions under which the value function of
a POMDP is monotone with respect to the MLR order. Also conditions were
given for the optimal policy for a two-state POMDP to be monotone (thresh-
old). This and the next chapter develop structural results for the optimal policy
of multi-state POMDPs. To establish the structural results, we will use submod-
ularity, and stochastic dominance on the lattice1 of belief states to analyze Bell-
man’s dynamic programming equation – such analysis falls under the area of
“Lattice Programming” [40]. Lattice programming and “monotone compara-
tive statics” pioneered by Topkis [124] (see also [4, 6]) provide a general set of
sufficient conditions for the existence of monotone strategies. Once a POMDP
is shown to have a monotone policy, then gradient based algorithms that ex-
ploit this structure can be designed to estimate this policy. This and the next
two chapters rely heavily on the structural results for filtering (Chapter 4) and
monotone value function (Chapter 5). Please see Figure ?? on page ?? for the
context of this chapter.
6.1.1 Main Results
This chapter deals with structural results for stopping time POMDPs. Stopping
time POMDPs have action space U = {1 (stop), 2 (continue) }. They arise in se-
quential detection such as quickest change detection and machine replacement.
Establishing structural results for stopping time POMDPs are easier than that
for general POMDPs (which is considered in the next chapter). The main struc-
tural results in this chapter regarding stopping time POMDPs are:
1. Convexity of stopping region: §6.2 shows that the set of beliefs where it is opti-
mal to apply action 1 (stop) is a convex subset of the belief space. This result
unifies several well known results about the convexity of the stopping set for
sequential detection problems.
1A lattice is a partially ordered set (in our case belief spaceΠ(X)) in which every two elements
have a supremum and infimum (in our case with respect to themonotone likelihood ratio ordering).
The appendix gives definitions of supermodularity on lattices
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2. Monotonicity of the optimal policy: §6.3 gives conditions under which the op-
timal policy of a stopping time POMDP is monotone with respect to the
monotone likelihood ratio (MLR) order. The MLR order is naturally suited
for POMDPs since it is preserved under conditional expectations.
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Figure 6.1 Illustration of the two main structural results for stopping time POMDP
established in this chapter. Theorem 6.2.1 shows that the stopping set (where action
u = 1 is optimal) is convex. Theorem 6.3.4 shows that the optimal policy is increasing
on any line from e1 to (e2, e3) and decreasing on any line e3 to (e1, e2). Therefore, the
stopping set includes state 1 (e1). Also the boundary of the stopping set Γ intersects any
line from e1 to (e2, e3) at most once; similarly for any line from e3 to (e1, e2). Thus the
set of beliefs where u = 2 is optimal is a connected set. Figure ?? shows several types of
stopping sets that are excluded by Theorem 6.3.4.
Figure 6.1 displays these structural results. For X = 2, we will show that
stopping set is the interval [π∗, 1] and the optimal policy µ∗(π) is a step function;
see Figure 6.1(a)). So it is only necessary to compute the threshold state π∗.
Most of this chapter is devoted to characterizing the optimal policy for stop-
ping time POMDPs when X ≥ 3. The main result shown is that under suit-
able conditions, the optimal policy for a stopping time POMDP is MLR increas-
ing and therefore has a threshold switching ”curve” (denoted by Γ in Figure
6.1(b)). So one only needs to estimate this curve Γ , rather than solve a dynamic
programming equation. We will show that the threshold curve Γ has useful
properties: it can intersect any line from e1 to the edge (e2, e3) only once. Sim-
ilarly, it can intersect any line from e3 to the edge (e1, e2) only once (These are
the dashed lines in Figure 6.1(b)). It will be shown that the optimal MLR linear
threshold policy, which approximates the curve Γ , can then be estimated via
simulation based stochastic approximation algorithms. Such a linear threshold
policy is straightforward to implement in a real time POMDP controller.
§?? discusses structural results for POMDPs with multivariate observations.
The multivariate TP2 stochastic order is used.
The structural results presented in this chapter provide a unifying theme and
insight into what might otherwise simply be a collection of techniques and re-
sults in sequential detection. In Chapter 7 we will present several examples of
stopping time POMDPs in sequential quickest change detection, multi-agent
social learning and controlled measurement sampling.
70 Structural Results for Stopping Time POMDPs
6.2 Stopping Time POMDP and Convexity of Stopping Set
A stopping time POMDP has action space U = {1 (stop), 2 (continue)}.
For continue action u = 2, the state x ∈ X = {1, 2, . . . , X} evolves with transi-
tion matrix P and is observed via observations y with observation probabilities
Bxy = P(yk = y|xk = x). An instantaneous cost c(x, u = 2) is incurred.Thus
for u = 2, the belief state evolves according to the HMM filter πk = T (πk−1, yk)
defined in (2.11). Since action 1 is a stop action and has no dynamics, to simplify
notation, we write T (π, y, 2) as T (π, y) and σ(π, y, 2) as σ(π, y) in this chapter.
The action 1 incurs a terminal cost of c(x, u = 1) and the problem terminates.
We consider the class of stationary policies
uk = µ(πk) ∈ U = {1 (stop), 2 (continue) }. (6.1)
Let τ denote a stopping time adapted to {πk}, k ≥ 0. That is, with uk deter-
mined by decision policy (6.1),
τ = {inf k : uk = 1}. (6.2)
Let Π(X) =
{
π ∈ IRX : 1′π = 1, 0 ≤ π(i) ≤ 1 for all i ∈ X} denote the belief
space. For stationary policy µ : Π(X) → U , initial belief π0 ∈ Π(X), discount
factor2 ρ ∈ [0, 1], the discounted cost objective is
Jµ(π0) = Eµ
{
τ−1∑
k=0
ρkc(xk, 2) + ρ
τc(xτ , 1)
}
= Eµ
{
τ−1∑
k=0
ρkc′2πk + ρ
τ c′1πτ
}
,
(6.3)
where cu = [c(1, u), . . . , c(X,u)]
′. The aim is to determine the optimal stationary
policy µ∗ : Π(X)→ U such that Jµ∗(π0) ≤ Jµ(π0) for all π0 ∈ Π(X).
For the above stopping time POMDP, µ∗ is the solution of Bellman’s equation
which is of the form3 (where V (π) below denotes the value function):
µ∗(π) = argmin
u∈U
Q(π, u), V (π) = min
u∈U
Q(π, u), (6.4)
Q(π, 1) = c′1π, Q(π, 2) = c
′
2π + ρ
∑
y∈Y
V (T (π, y))σ (π, y) .s
where T (π, y) and σ(π, y) are the HMM filter and normalization (5.2).
6.2.1 Convexity of Stopping Region
We now present the first structural result for stopping time POMDPs: the stop-
ping region for the optimal policy is convex. Define the stopping set R1 as the
2In stopping time POMDPs we allow for ρ = 1 as well.
3The stopping time POMDP can be expressed as an infinite horizon POMDP. AugmentΠ(X) to
include the fictitious stopping state eX+1 which is cost free, i.e., c(eX+1, u) = 0 for all u ∈ U .When
decision uk = 1 is chosen, the belief state πk+1 transitions to eX+1 and remains there indefinitely.
Then (6.3) is equivalent to Jµ(π) = Eµ{
∑τ−1
k=0
ρkc′
2
πk + ρ
τ c′
1
π +
∑
∞
k=τ+1 ρ
kc(eX+1, uk}, where
the last summation is zero.
6.2 Stopping Time POMDP and Convexity of Stopping Set 71
set of belief states for which stopping (u = 1) is the optimal action. DefineR2 as
the set of belief states for which continuing (u = 2) is the optimal action. That is
R1 = {π : µ∗(π) = 1 (stop) }, R2 = {π : µ∗(π) = 2} = Π(X)−R1. (6.5)
The theorem below shows that the stopping set R1 is convex (and therefore
a connected set). Recall that the value function V (π) is concave on Π(X). (This
essential property of POMDPs was proved in Theorem 2.4.1.)
THEOREM 6.2.1 ([76]) Consider the stopping-time POMDP with value function
given by (6.4). Then the stopping set R1 is a convex subset of the belief spaceΠ(X).
Proof Pick any two belief states π1, π2 ∈ R1. To demonstrate convexity of R1,
we need to show for any λ ∈ [0, 1], λπ1 +(1−λ)π2 ∈ R1. Since V (π) is concave,
V (λπ1 + (1 − λ)π2) ≥ λV (π1) + (1− λ)V (π2)
= λQ(π1, 1) + (1− λ)Q(π2, 1) (since π1, π2 ∈ R1)
= Q(λπ1 + (1− λ)π2, 1) (since Q1(π, 1) is linear in π)
≥ V (λπ1 + (1− λ)π2) (since V (π) is the optimal value function)
Thus all the inequalities above are equalities, and λπ1 + (1− λ)π2 ∈ R1.
Note that the theorem says nothing about the “continue” regionR2. In Theo-
rem 6.3.4 below we will characterize both R1 and R2. Figure 6.1 illustrates the
assertion of Theorem 6.2.1 forX = 2 and X = 3.
6.2.2 Example 1. Classical Quickest Change Detection
Quickest detection is a useful example of a stopping time POMDP that has ap-
plications in biomedical signal processing, machine monitoring and finance [97,
9]. The classical Bayesian quickest detection problem is as follows: An under-
lying discrete-time state process x jump changes at a geometrically distributed
random time τ0. Consider a sequence of random measurements {yk, k ≥ 1},
such that conditioned on the event {τ0 = t}, yk, {k ≤ t} are i.i.d. random vari-
ables with distribution B1y and {yk, k > t} are i.i.d. random variables with
distribution B2y . The quickest detection problem involves detecting the change
time τ0 with minimal cost. That is, at each time k = 1, 2, . . ., a decision uk ∈
{continue, stop and announce change} needs to be made to optimize a tradeoff
between false alarm frequency and linear delay penalty.4
A geometrically distributed change time τ0 is realized by a two state (X = 2)
4There are two general formulations for quickest time detection. In the first formulation, the
change point τ0 is an unknown deterministic time, and the goal is to determine a stopping rule such
that aworst case delay penalty is minimized subject to a constraint on the false alarm frequency (see,
e.g., [86, 96, 129, 97]). The second formulation, which is the formulation considered in this book (this
chapter and also Chapter 7), is the Bayesian approach where the change time τ0 is specified by a
prior distribution.
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Markov chain with absorbing transition matrix P and prior π0 as follows:
P =
[
1 0
1− P22 P22
]
, π0 =
[
0
1
]
, τ0 = inf{k : xk = 1}. (6.6)
The system starts in state 2 and then jumps to the absorbing state 1 at time τ0.
Clearly τ0 is geometrically distributed with mean 1/(1− P22).
The cost criterion in classical quickest detection is the Kolmogorov–Shiryayev
criterion for detection of disorder [111]
Jµ(π) = dEµ{(τ − τ0)+}+ Pµ(τ < τ0), π0 = π. (6.7)
where µ denotes the decision policy. The first term is the delay penalty in mak-
ing a decision at time τ > τ0 and d is a positive real number. The second term
is the false alarm penalty incurred in announcing a change at time τ < τ0.
Stopping time POMDP: The quickest detection problem with penalty (6.7) is a
stopping time POMDPwith U = {1 (announce change and stop), 2 (continue)},
X = {1, 2}, transition matrix in (6.6), arbitrary observation probabilities Bxy ,
cost vectors c1 = [0, 1]
′, c2 = [d, 0]
′ and discount factor ρ = 1.
Theorem 6.2.1 then implies the following structural result.
COROLLARY 6.2.2 The optimal policy µ∗ for classical quickest detection has a thresh-
old structure: There exists a threshold point π∗ ∈ [0, 1] such that
uk = µ
∗(πk) =
{
2 (continue) if πk(2) ∈ [π∗, 1]
1 (stop and announce change) if πk(2) ∈ [0, π∗).
(6.8)
Proof SinceX = 2,Π(X) is the interval [0, 1], and π(2) ∈ [0, 1] is the belief state.
Theorem 6.2.1 implies that the stopping setR1 is convex. In one dimension this
implies thatR1 is an interval of the form [a∗, π∗) for 0 ≤ a < π∗ ≤ 1. Since state
1 is absorbing, Bellman’s equation (6.4) with ρ = 1 applied at π = e1 implies
µ∗(e1) = argmin
u
{c(1, u = 1)︸ ︷︷ ︸
0
, d(1− π(2)) + V (e1)} = 1.
So e1 or equivalently π(2) = 0 belongs toR1. Therefore,R1 is an interval of the
form [0, π∗). Hence the optimal policy is of the form (6.8).
Theorem 6.2.1 says that for quickest detection of a multi-state Markov chain,
the stopping set R1 is convex. (Recall R1 is the set of beliefs where u = 1 =
stop is optimal.) What about the continuing setR2 = Π(X)−R1 where action
u = 2 is optimal? For X = 2, using Corollary 6.2.2,R2 = [π∗, 1] and is therefore
convex. However, for X > 2, Theorem 6.2.1 does not say anything about the
structure of R2; indeed, R2 could be a disconnected set. In §6.3, we will use
more powerful POMDP structural results to give sufficient conditions for both
R1 andR2 to be connected sets.
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6.3 Monotone Optimal Policy for Stopping Time POMDP
We now consider the next major structural result: sufficient conditions to ensure
that a stopping time POMDP has a monotone optimal policy.
Consider a stopping time POMDP with state space and action space
X = {1, . . . , X}, U = {1 (stop), 2 (continue)}
Action 2 implies continue with transition matrix P , observation distribution B
and cost C(π, 2), while action 1 denotes stop with stopping cost C(π, 1). So the
model is almost identical to the previous section except that the costs C(π, u)
are in general nonlinear functions of the belief. Recall such nonlinear costs were
motivated by controlled sensing applications in Chapter ??.
In terms of the belief state π, Bellman’s equation reads
Q(π, u = 1) = C(π, 1), Q(π, u = 2) = C(π, 2) + ρ
∑
y
V (T (π, y, 2))σ(π, y, 2),
V (π) = min
u∈{1,2}
Q(π, u), µ∗(π) = argmin
u∈{1,2}
Q(π, u). (6.9)
6.3.1 Objective
One possible objective would be to give sufficient conditions on a stopping time
POMDP so that the optimal policy µ∗(π) is MLR increasing onΠ(X). That is,
π1, π2 ∈ Π(X), π1 ≥r π2 =⇒ µ∗(π1) ≥ µ∗(π2). (6.10)
However, because Π(X) is only partially orderable with respect to the MLR
order, it is difficult to exploit (6.10) for devising useful algorithms. Instead, in
this section, our aim is to give (less restrictive) conditions that lead to
π1, π2 ∈ L(ei, π¯), π1 ≥r π2 =⇒ µ∗(π1) ≥ µ∗(π2), i ∈ {1, X}. (6.11)
Here L(ei, π¯) denotes any line segment in Π(X) which starts at e1 and ends at
any belief π¯ in the subsimplex {e2, , . . . , eX}; or any line segment which starts
at eX and ends at any belief π¯ in the subsimplex {e1, . . . , eX−1}. (These line
segments are the dashed lines in Figure 6.1(b).) So instead of proving µ∗(π) is
MLR increasing for any two beliefs in the belief space, we will prove that µ∗(π)
is MLR increasing for any two beliefs on these special line segments L(ei, π¯).
The main reason is that the MLR order is a total order on such lines (not just
a partial order) meaning that any two beliefs on L(ei, π¯) are MLR orderable.
Proving (6.11) yields in turn two very useful results:
1. The optimal policy µ∗(π) of a stopping time POMDP is characterized by
switching curve Γ ; see Theorem 6.3.4. This is illustrated in Figure 6.1(b).
2. The optimal linear approximation to switching curve Γ that preserves (6.11)
can be estimated via a simulation based stochastic approximation algorithm
thereby facilitating a simple controller; see §6.4.
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Figure 6.2 Examples of sub-simplicesH1 andH3 and points π¯1 ∈ H1, π¯2 ∈ H3. Also
shown are the lines L(e1, π¯1) and L(e3, π¯2) that connect these point to the vertices e1
and e3.
6.3.2 MLR Dominance on Lines
Since our plan is to prove (6.11) on line segments in the belief space, we formally
define these line segments. Define the sub-simplices, H1 and HX :
H1 = {π ∈ Π(X) : π(1) = 0}, HX = {π ∈ Π(X) : π(X) = 0}. (6.12)
Denote a generic belief state that lies in either H1 or HX by π¯. For each such
π¯ ∈ Hi, i ∈ {1, X}, construct the line segment L(ei, π¯) that connects π¯ to ei.
Thus each line segment L(ei, π¯) comprises of belief states π of the form:
L(ei, π¯) = {π ∈ Π(X) : π = (1− ǫ)π¯ + ǫei, 0 ≤ ǫ ≤ 1}, π¯ ∈ Hi. (6.13)
To visualize (6.12) and (6.13), Figure 6.2 illustrates the setup for X = 3. The
sub-simplex H1 is simply the line segment (e2, e3); and H3 is the line segment
{e1, e2}. Also shown are examples of line segments L(e1, π¯) and L(e3, π¯) for
arbitrary points π¯1 and π¯2 in H1 andH3.
We now define the MLR order on such lines segments. Recall the definition
of MLR order≥r on the belief spaceΠ(X) in Definition 4.1.1 on page 41.
DEFINIT ION 6.3.1 (MLR ordering≥Li on lines) π1 is greater than π2 with respect
to the MLR ordering on the line L(ei, π¯), i ∈ {1, X} – denoted as π1 ≥Li π2, if
π1, π2 ∈ L(ei, π¯) for some π¯ ∈ Hi, and π1 ≥r π2.
Appendix 6.B shows that the partially ordered sets [L(e1, π¯),≥LX ] and [L(eX , π¯),≥L1
] are chains, i.e., totally ordered sets. All elements π1, π2 ∈ L(eX , π¯) are compa-
rable, i.e., either π1 ≥LX π2 or π2 ≥LX π1 (and similarly forL(e1, π¯)). The largest
element (supremum) of [L(e1, π¯),≥LX ] is π¯ and the smallest element (infimum)
is e1.
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6.3.3 Submodularity with MLR order
To prove the structural result (6.11), we will show that Q(π, u) in (6.9) is a sub-
modular function on the chains [L(e1, π¯),≥L1 ] and [L(e1, π¯),≥LX ]. This requires
less restrictive conditions than submodularity on the entire simplex Π(X).
DEFINIT ION 6.3.2 (Submodular function) Suppose i = 1 orX . Then f : L(ei, π¯)×
U → IR is submodular if f(π, u)− f(π, u¯) ≤ f(π˜, u)− f(π˜, u¯), for u¯ ≤ u, π ≥Li π˜.
Amore general definition of submodularity on a lattice is given inAppendix 6.A
on page 80. Also Appendix 6.B contains additional properties that will be used
in proving the main theorem below.
The following key result says that for a submodular function Q(π, u), there
exists a version of the optimal policy µ∗(π) = argminuQ(π, u) that is MLR in-
creasing on lines.
THEOREM 6.3.3 (Topkis Theorem) Suppose i = 1 or X . If f : L(ei, π¯)× U → IR
is submodular, then there exists a µ∗(π) = argminu∈U f(π, u), that is increasing on
[L(ei, π¯),≥Li], i.e., π0 ≥Li π =⇒ µ∗(π) ≤ µ∗(π0).
6.3.4 Assumptions and Main Result
For convenience , we repeat (C) on page 58 and (F1), (F2) on page 45. The main
additional assumption below is the submodularity assumption (S).
(C) π1 ≥s π2 implies C(π1, u) ≤ C(π2, u) for each u.
For linear costs, the condition is: c(x, u) is decreasing in x for each u.
(F1) B is totally positive of order 2 (TP2).
(F2) P is totally positive of order 2 (TP2).
(S) C(π, u) is submodular on [L(eX , π¯),≥LX ] and [L(e1, π¯),≥L1 ].
For linear costs the condition is c(x, 2) − c(x, 1) ≥ c(X, 2) − c(X, 1) and
c(1, 2)− c(1, 1) ≥ c(x, 2)− c(x, 1).
THEOREM 6.3.4 (Switching Curve Optimal Policy) Assume (C), (F1), (F2) and
(S) hold for a stopping time POMDP. Then:
1. There exists an optimal policy µ∗(π) that is ≥LX increasing on lines L(eX , π¯) and
≥L1 increasing on lines L(e1, π¯).
2. Hence there exists a threshold switching curve Γ that partitions belief space Π(X)
into two individually connected5 regionsR1, R2, such that the optimal policy is
µ∗(π) =
{
continue = 2 if π ∈ R2
stop = 1 if π ∈ R1
(6.14)
The threshold curve Γ intersects each line L(eX , π¯) and L(e1, π¯) at most once.
3. There exists i∗ ∈ {0, . . . , X}, such that e1, . . . , ei∗ ∈ R1 and ei∗+1, . . . , eX ∈ R2.
4. For the case X = 2, there exists a unique threshold point π∗(2).
5A set is connected if it cannot be expressed as the union of disjoint nonempty closed sets [107].
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Figure 6.3 Illustration of switching decision curve Γ for optimal policy of a stopping
time POMDP. HereX = 3 and hence Π(X) is an equilateral triangle. Theorem 6.3.4
shows that for a nonlinear cost POMDP, the stopping regionR1 is a connected set and
e1 ∈ R1. (Recall that for linear stopping cost,R1 is convex from Theorem 6.2.1.) Also
R2 is connected. The lines segments L(eX , π¯1) connecting the sub-simplexΠ(2) to e3
are defined in (6.13). Theorem 6.3.4 says that the threshold curve Γ can intersect each
line L(eX , π¯) only once. Similarly, Γ can intersect each line L(e1, π¯) only once (not
shown).
Let us explain the intuition behind the proof of the theorem. As shown in
Theorem 5.2.1 on page 59, (C), (F1) and (F2) are sufficient conditions for the
value function V (π) to be MLR decreasing in π.
(S) is sufficient for the costs c′uπ to be submodular on lines L(eX , π¯) and
L(e1, π¯). Finally (C),(F1) and (S) are sufficient for Q(π, u) to be submodular on
lines L(eX , π¯) and L(e1, π¯).
As a result, Topkis Theorem 6.3.3 implies that the optimal policy is monotone
on each chain [L(eX , π¯),≥LX ]. So there exists a threshold belief state on each
line L(eX , π¯)where the optimal policy switches from 1 to 2. (A similar argument
holds for lines [L(e1, π¯),≥L1 ]).
The entire simplex Π(X) can be covered by the union of lines L(eX , π¯). The
union of the resulting threshold belief states yields the switching curve Γ (π).
This is illustrated in Figure 6.3.
6.4 Characterization of Optimal Linear Decision Threshold for
Stopping time POMDP
In this section, we assume (C), (F1), (F2) and (S) hold. Therefore Theorem 6.3.4
applies and the optimal policy µ∗(π) is characterized by a switching curve Γ as
illustrated in Figure 6.3.
How can the switching curve Γ be estimated (computed)? In general, any
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user-defined basis function approximation can be used to parametrize this curve.
However, such parametrized policy needs to capture the essential feature of
Theorem 6.3.4: it needs to be MLR increasing on lines.
6.4.1 Linear Threshold Policies
We derive the optimal linear approximation to the switching curve Γ on sim-
plex Π(X). Such a linear decision threshold has two attractive properties: (i)
Estimating it is computationally efficient. (ii) We give conditions on the coeffi-
cients of the linear threshold that are necessary and sufficient for the resulting
policy to be MLR increasing on lines. Due to the necessity and sufficiency of the
condition, optimizing over the space of linear thresholds on Π(X) yields the
“optimal” linear approximation to switching curve Γ .
SinceΠ(X) is a subset of IRX−1, a linear hyperplane onΠ(X) is parametrized
byX − 1 coefficients. So, onΠ(X), define the linear threshold policy µθ(π) as
µθ(π) =

stop = 1 if
[
0 1 θ′
]′ [ π
−1
]
< 0
continue = 2 otherwise
π ∈ Π(X). (6.15)
Here θ = (θ(1), . . . , θ(X − 1))′ ∈ IRX−1 denotes the parameter vector of the
linear threshold policy.
Theorem 6.4.1 below characterizes the optimal linear decision threshold ap-
proximation to the threshold switching curve onΠ(X). Assume conditions (C),
(F1) and (S) hold so that Theorem 6.3.4 holds. Also assuming that the stopping
region R1 is non empty, then e1 lies in the stopping set. This implies that the
(X − 1)-th component of θ satisfies θ(X − 1) > 0.
THEOREM 6.4.1 (Optimal Linear Threshold Policy) For belief states π ∈ Π(X),
the linear threshold policy µθ(π) defined in (6.15) is
(i) MLR increasing on lines L(eX , π¯) iff θ(X − 2) ≥ 1 and θ(i) ≤ θ(X − 2) for
i < X − 2.
(ii) MLR increasing on lines L(e1, π¯) iff θ(i) ≥ 0, for i < X − 2.
Proof Given any π1, π2 ∈ L(eX , π¯)with π2 ≥LX π1, we need to prove: µθ(π1) ≤
µθ(π2) iff θ(X − 2) ≥ 1, θ(i) ≤ θ(X − 2) for i < X − 2. But from the struc-
ture of (6.15), obviously µθ(π1) ≤ µθ(π2) is equivalent to
[
0 1 θ′
]′ [π1
−1
]
≤
[
0 1 θ′
]′ [π2
−1
]
, or equivalently,
[
0 1 θ(1) · · · θ(X − 2)] (π1 − π2) ≤ 0.
Now from Lemma 6.B.2(i), π2 ≥LX π1 implies that π1 = ǫ1eX + (1 − ǫ1)π¯,
π2 = ǫ2eX +(1− ǫ2)π¯ and ǫ1 ≤ ǫ2. Substituting these into the above expression,
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we need to prove
(ǫ1 − ǫ2)
(
θ(X − 2)− [0 1 θ(1) · · · θ(X − 2)]′ π¯) ≤ 0, ∀π¯ ∈ HX
iff θ(X − 2) ≥ 1, θ(i) ≤ θ(X − 2), i < X − 2. This is obviously true.
A similar proof shows that on lines L(e1, π¯) the linear threshold policy satis-
fies µθ(π1) ≤ µθ(π2) iff θ(i) ≥ 0 for i < X − 2.
As a consequence of Theorem 6.4.1, the optimal linear threshold approxima-
tion to switching curve Γ of Theorem 6.3.4 is the solution of the following con-
strained optimization problem:
θ∗ = arg min
θ∈IRX
Jµθ (π), subject to 0 ≤ θ(i) ≤ θ(X − 2), θ(X − 2) ≥ 1 and θ(X − 1) > 0
(6.16)
where the cumulative cost Jµθ (π) is obtained as in (5.1) by applying threshold
policy µθ in (6.15).
Remark: The constraints in (6.16) are necessary and sufficient for the linear thresh-
old policy (6.15) to be MLR increasing on lines L(eX , π¯) an L(e1, π¯). That is,
(6.16) defines the set of all MLR increasing linear threshold policies – it does
not leave out any MLR increasing polices; nor does it include any non MLR in-
creasing policies. Therefore optimizing over the space of MLR increasing linear
threshold policies yields the optimal linear approximation to threshold curve Γ .
6.4.2 Algorithm to compute the optimal linear threshold policy
In this section a stochastic approximation algorithm is presented to estimate
the threshold vector θ∗ in (6.16). Because the cumulative cost Jµθ (π) in (6.16) of
the linear threshold policy µθ cannot be computed in closed form, we resort to
simulation based stochastic optimization. Let n = 1, 2 . . . , denote iterations of
the algorithm. The aim is to solve the following linearly constrained stochastic
optimization problem:
Compute θ∗ = argmin
θ∈Θ
E{Jn(µθ)}
subject to 0 ≤ θ(i) ≤ θ(X − 2), θ(X − 2) ≥ 1 and θ(X − 1) > 0. (6.17)
Here the sample path cumulative cost Jn(µθ) is evaluated as
Jn(µθ) =
∞∑
k=0
ρkC(πk, uk), where uk = µθ(πk) is computed via (6.15) (6.18)
with prior π0 sampled uniformly from Π(X). A convenient way of sampling
uniformly fromΠ(X) is to use the Dirichlet distribution (i.e., π0(i) = xi/
∑
i xi,
where xi ∼ unit exponential distribution).
The above constrained stochastic optimization problem can be solved by a va-
riety of methods. One method is to convert it into an equivalent unconstrained
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problemvia the following parametrization: Let φ = (φ(1), . . . φ(X−1))′ ∈ IRX−1
and parametrize θ as θφ =
[
θφ(1), . . . , θφ(X − 1)]′ where
θφ(i) =

φ2(X − 1) i = X − 1
1 + φ2(X − 2) i = X − 2
(1 + φ2(X − 2)) sin2(φ(i)) i = 1, . . . , X − 3
(6.19)
Then θφ trivially satisfies constraints in (6.17). So (6.17) is equivalent to the fol-
lowing unconstrained stochastic optimization problem:
Compute µφ∗(π) where φ
∗ = arg min
φ∈IRX−1
E{Jn(φ)} and
Jn(φ) is computed using (6.18) with policy µθφ(π) in (6.19). (6.20)
Algorithm 3 uses the SPSAAlgorithm to generate a sequence of estimates φˆn,
n = 1, 2, . . . , that converges to a local minimum of the optimal linear threshold
φ∗ with policy µφ∗(π).
Algorithm 3 Policy Gradient SPSA Algorithm for computing optimal linear
threshold policy
Assume (C), (F1), (F2), (S) hold so that the optimal policy is characterized by a
switching curve in Theorem 6.3.4.
Step 1: Choose initial threshold coefficients φˆ0 and linear threshold policy µφˆ0 .
Step 2: For iterations n = 0, 1, 2, . . .
• Evaluate sample cumulative cost Jn(φˆn) using (6.20).
• Update threshold coefficients φˆn via SPSA Algorithm as
φˆn+1 = φˆn − ǫn+1∇̂φJn(φˆn) (6.21)
The stochastic gradient algorithm (6.21) converges to a local optimum. So it
is necessary to try several initial conditions φˆ0. The computational cost at each
iteration is linear in the dimension of φˆ.
6.5 Example. Machine Replacement POMDP
We continue here with the machine replacement example discussed in §?? and
§2.3. We show that the conditions of Theorem 6.3.4 hold and so the optimal
policy for machine replacement is characterized by a threshold switching curve.
Recall the state space isX = {1, 2, . . . , X}where stateX denotes the best state
(brand newmachine) while state 1 denotes the worst state, and the action space
is U = {1 (replace), 2 (continue)}. Consider an infinite horizon discounted cost
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version of the problem. Bellman’s equation reads
µ∗(π) = argmin
u∈U
Q(π, u), V (π) = min
u∈U
Q(π, u)
Q(π, 1) = R+ ρ V (eX), Q(π, 2) = c
′
2π + ρ
∑
y∈Y
V (T (π, y))σ(π, y). (6.22)
Since every time action u = 1 (replace) is chosen, the belief state switches to
eX , Bellman’s equation (6.22) is similar to that of a stopping POMDP. The cost
of operating the machine c(x, u = 2) is decreasing in state x since the smaller
x is, the higher the cost incurred due to loss of productivity. So (C) holds. The
transition matrix P (2) defined in (??) satisfies (F2). Assume that the observation
matrix B satisfies (F1). Finally, since c(x, 2) is decreasing in x and c(x, 1) = R is
independent of x, it follows that c(x, u) is submodular and so (S) holds. Then
from Theorem 6.3.4, the optimal policy is MLR increasing and characterized
by a threshold switching curve. Also from Theorem 6.2.1, the set of beliefs R1
where it is optimal to replace the machine is convex. Since the optimal policy is
MLR increasing, if R1 is non-empty, then e1 ∈ R1. Algorithm 3 can be used to
estimate the optimal linear parametrized policy that is MLR increasing.
Appendix 6.A Lattices and Submodularity
Definition 6.3.2 on page 75 on submodularity suffices for our treatment of POMDPs.
Here we outline a more abstract definition; see [124] for details.
(i) Poset: Let Ω denote a nonempty set and  denote a binary relation. Then
(Ω,) is a partially ordered set (poset) if for any elements a, b, c ∈ Ω, the fol-
lowing hold:
1. a  a (reflexivity)
2. if a  b and b  a, then a = b (anti-symmetry)
3. if a  b and b  c, then a  c (transitivity).
For a POMDP, clearly (Π(X),≤r) is a poset, where
Π(X) =
{
π ∈ IRX : 1′π = 1, 0 ≤ π(i) ≤ 1 for all i ∈ X}
is the belief space and ≤r is the MLR order defined in (4.2).
(ii) Lattice: A poset (Ω,) is called a lattice if the following property holds:
a, b ∈ Ω, then a ∨ b defn= max{a, b} ∈ Ω and a ∧ b defn= min{a, b} ∈ Ω. (Here min
and max are with respect to partial order .)
Clearly, (Π(X),≤r) is a lattice. Indeed if two beliefs π1, π2 ∈ Π(X), then if
π1 ≤r π2, obviously π1 ∨ π2 = π2 and π1 ∧ π2 = π1 belong toΠ(X). If π1 and π2
are not MLR comparable, then π1 ∨ π2 = eX and π1 ∧ π2 = e1, where ei is the
unit vector with 1 in the i-th position.
Note that Ω = {e1, e2, e3} is not a lattice if one uses the natural element wise
ordering. Clearly, e1 ∨ e2 = (1, 1, 0) /∈ Ω and e1 ∧ e2 = (0, 0, 0) /∈ Ω.
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Finally, Π(X) × {1, 2, . . . , U} is also a lattice. This is what we use in our
POMDP structural results.
(iii) Submodular function: Let (Ω,) be a lattice and f : Ω → IR. Then f is
submodular if for all a, b ∈ Ω,
f(a) + f(b) ≥ f(a ∨ b) + f(a ∧ b). (6.23)
For the two component case, namely a = (π1, u + 1), b = (π2, u), with π1 ≤r
π2, clearly Definition (6.23) is equivalent to Definition 6.3.2 on page 75; and
this suffices for our purposes. When each of a and b consist of more than two
components, the proof needs more work; see [124].
Appendix 6.B MLR Dominance and Submodularity on Lines
Recall the definition of L(ei, π¯) in (6.13).
LEMMA 6.B.1 The following properties hold on [Π(X),≥r], [L(eX , π¯),≥LX ].
(i) On [Π(X),≥r], e1 is the least and eX is the greatest element. On [L(eX , π¯),≥LX ],
π¯ is the least and eX is the greatest element and all points are MLR orderable.
(ii) Convex combinations of MLR comparable belief states form a chain. For any γ ∈
[0, 1], π ≤r π0 =⇒ π ≤r γπ + (1− γ)π0 ≤r π0.
LEMMA 6.B.2 (i) For i ∈ {1, X}, π1 ≥Li π2 is equivalent to πj = (1− ǫj)π¯+ ǫjeX
and ǫ1 ≥ ǫ2 for π¯ ∈ Hi whereHi is defined in (6.12).
(ii) So submodularity on L(ei, π¯), i ∈ {1, X}, is equivalent to showing
πǫ = (1− ǫ)π¯ + ǫei =⇒ C(πǫ, 2)− C(πǫ, 1) decreasing w.r.t. ǫ (6.24)
The proof of Lemma 6.B.2 follows from Lemma 6.B.1 and is omitted.
As an examplemotivated by controlled sensing, consider costs that are quadratic
in the belief. Suppose C(π, 2)− C(π, 1) is of the form φ′π + α(h′π)2. Then from
(6.24), sufficient conditions for submodularity on L(eX , π¯) and L(e1, π¯) are for
π¯ ∈ HX and H1, respectively,
φX − φ′π¯ + 2αh′πǫ(hX − h′π¯) ≤ 0, φ1 − φ′π¯ + 2αh′πǫ(h1 − h′π¯) ≥ 0 (6.25)
If hi ≥ 0 and increasing or decreasing in i, then (6.25) is equivalent to
φX − φ′π¯ + 2αhX(hX − h′π¯) ≤ 0, φ1 − φ′π¯ + 2αhX(h1 − h′π¯) ≥ 0 (6.26)
where π¯ ∈ HX and π¯ ∈ H1, respectively.
Appendix 6.C Proof of Theorem 6.3.4
Part 1: Establishing thatQ(π, u) is submodular, requires showing thatQ(π, 1)−
Q(π, 2) is ≥Li on lines L(eX , π¯) for i = 1 andX . Theorem 5.2.1 shows by induc-
tion that for each k, Vk(π) is ≥r decreasing on Π(X) if (C), (F1), (F2) hold. This
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implies that Vk(π) is ≥Li decreasing on lines L(eX , π¯) and L(e1, π¯). So to prove
Qk(π, u) in (6.9) is submodular, we only need to show that C(π, 1) − C(π, 2) is
≥Li decreasing on L(ei, π¯), i = 1, X . But this is implied by (S). Since submodu-
larity is closed under pointwise limits [124, Lemma 2.6.1 and Corollary 2.6.1], it
follows that Q(π, u) is submodular on ≥Li , i = 1, X Having established Q(π, u)
is submodular on ≥Li , i = 1, X , Theorem 6.3.3 implies that the optimal policy
µ∗(π) is ≥L1 and ≥LX increasing on lines.
Part 2(a) Characterization of Switching Curve Γ . For each π¯ ∈ HX (6.13), con-
struct the line segmentL(eX , π¯) connectingHX to eX as in (6.13). By Lemma 6.B.1,
on the line segment connecting (1−ǫ)π+ǫeX , all belief states areMLR orderable.
Since µ∗(π) is monotone increasing for π ∈ L(eX , π¯), moving along this line
segment towards eX , pick the largest ǫ for which µ
∗(π) = 1. (Since µ∗(eX) = 1,
such an ǫ always exists). The belief state corresponding to this ǫ is the threshold
belief state. Denote it by Γ(π¯) = πǫ
∗,π¯ ∈ L(eX , π¯) where ǫ∗ = sup{ǫ ∈ [0, 1] :
µ∗(πǫ,π¯) = 1}.
The above construction implies that on L(eX , π¯), there is a unique threshold
point Γ(π¯). Note that the entire simplex can be covered by considering all pairs
of lines L(eX , π¯), for π¯ ∈ HX , i.e.,Π(X) = ∪π¯∈HL(eX , π¯). Combining all points
Γ(π¯) for all pairs of lines L(eX , π¯), π¯ ∈ HX , yields a unique threshold curve in
Π(X) denoted Γ = ∪π¯∈HΓ(π¯).
Part 2(b) Connectedness of R1: Since e1 ∈ R1, callR1a the subset of R1 that con-
tains e1. SupposeR1b was a subset ofR1 that was disconnected fromR1a. Recall
that every point inΠ(X) lies on a line segment L(e1, π¯) for some π¯. Then such a
line segment starting from e1 ∈ R1a would leave the region R1a, pass through
a region where action 2 was optimal, and then intersect the region R1b where
action 1 is optimal. But this violates the requirement that µ(π) is increasing on
L(e1, π¯). HenceR1a andR1b have to be connected.
Connectedness of R2: Assume eX ∈ R2, otherwise R2 = ∅ and there is noth-
ing to prove. Call the region R2 that contains eX as R2a. Suppose R2b ⊂ R2 is
disconnected fromR2a. Since every point inΠ(X) can be joined by the line seg-
ment L(eX , π¯) to eX . Then such a line segment starting from eX ∈ R2a would
leave the region R2a, pass through a region where action 1 was optimal, and
then intersect the regionR2b (where action 2 is optimal). This violates the prop-
erty that µ(π) is increasing on L(eX , π¯). HenceR2a and R2b are connected.
Part 3: Suppose ei ∈ R1. Then considering lines L(ei, π¯) and ordering ≥Li , it
follows that ei−1 ∈ R1. Similarly if ei ∈ R2, then considering lines L(ei+1, π¯)
and ordering ≥Li+1 , it follows that ei+1 ∈ R2.
Part 4 follows trivially since for X = 2,Π(X) is a one dimensional simplex.
7 Quickest Change Detection
Chapter 6 presented three structural results for stopping time POMDPs: con-
vexity of the stopping region (for linear costs), the existence of a threshold
switching curve for the optimal policy (under suitable conditions) and char-
acterization of the optimal linear threshold policy. This chapter discusses sev-
eral examples of stopping time POMDPs in quickest change detection. We will
show that for these examples, convexity of the stopping set and threshold opti-
mal policies arise naturally. Therefore, the structural results of Chapter 6 serve
as a unifying theme and give insight into what might otherwise be considered
as a collection of sequential detection methods.
7.1 Example 1. Quickest Detection with Phase-Distributed
Change Time and Variance Penalty
Here we formulate quickest detection of a phase-distributed change time as
a stopping time POMDP and analyze the structure of the optimal policy. The
reader should review §6.2.2where the classical quickest detection problemwith
geometric change times was discussed. We will consider two generalizations of
the classical quickest detection problem: phase-type (PH) distributed change
times and variance stopping penalty.
PH-distributions include geometric distributions as a special case and are
used widely in modelling discrete event systems [89]. The optimal detection
of a PH-distributed change point is useful since the family of PH-distributions
forms a dense subset for the set of all distributions. As described in [89], a PH-
distributed change time can be modelled as a multi-state Markov chain with
an absorbing state. So the space of public belief states π now is a multidimen-
sional simplex of probability mass functions. We will formulate the problem as
a stopping time POMDP and characterize the optimal decision policy.
The second generalization we consider is a stopping penalty comprising of
the false alarm and a variance penalty. The variance penalty is essential in stop-
ping problems where one is interested in ultimately estimating the state x. It
penalizes stopping too soon if the uncertainty of the state estimate is large.1
1In [8], a continuous time stochastic control problem is formulated with a quadratic stopping
cost, and the existence of the solution to the resulting quasi-variational inequality is proved.
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The variance penalty results in a stopping cost that is quadratic in the belief
state π.
7.1.1 Formulation of Quickest Detection as a Stopping Time POMDP
Belowwe formulate the quickest detection problemwith PH-distributed change
time and variance penalty as a stopping time POMDP. We can then use the
structural results of Chapter 6 to characterize the optimal policy.
Transition Matrix for PH distributed change time
The change point τ0 is modeled by a phase type (PH) distribution. The family of all
PH-distributions forms a dense subset for the set of all distributions [89] i.e., for
any given distribution function F such that F (0) = 0, one can find a sequence
of PH-distributions {Fn, n ≥ 1} to approximate F uniformly over [0,∞). Thus
PH-distributions can be used to approximate change points with an arbitrary
distribution. This is done by constructing a multi-stateMarkov chain as follows:
Assume state ‘1’ (corresponding to belief e1) is an absorbing state and denotes
the state after the jump change. The states 2, . . . , X (corresponding to beliefs
e2, . . . , eX) can be viewed as a single composite state that x resides in before
the jump. To avoid trivialities, assume that the change occurs after at least one
measurement. So the initial distribution π0 satisfies π0(1) = 0. The transition
probability matrix is of the form
P =
[
1 0
P (X−1)×1 P¯(X−1)×(X−1)
]
. (7.1)
The “change time” τ0 denotes the time at which xk enters the absorbing state 1:
τ0 = min{k : xk = 1}. (7.2)
The distribution of τ0 is determined by choosing the transition probabilities
P , P¯ in (7.1). To ensure that τ0 is finite, assume states 2, 3, . . .X are transient.
This is equivalent to P¯ satisfying
∑∞
n=1 P¯
n
ii <∞ for i = 1, . . . , X − 1 (where P¯nii
denotes the (i, i) element of the n-th power of matrix P¯ ). The distribution of the
absorption time to state 1 is
ν0 = π0(1), νk = π¯
′
0P¯
k−1P, k ≥ 1, (7.3)
where π¯0 = [π0(2), . . . , π0(X)]
′. The key idea is that by appropriately choosing
the pair (π0, P ) and the associated state space dimension X , one can approxi-
mate any given discrete distribution on [0,∞) by the distribution {νk, k ≥ 0};
see [89, pp.240-243]. The event {xk = 1}means the change point has occurred at
time k according to PH-distribution (7.3). In the special case when x is a 2-state
Markov chain, the change time τ0 is geometrically distributed.
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Observations
The observation yk ∈ Y given state xk has conditional probability pdf or pmf
Bxy = p(yk = y|xk = x), x ∈ X , y ∈ Y. (7.4)
where Y ⊂ IR (in which case Bxy is a pdf) or Y = {1, 2, . . . , Y } (in which
case Bxy is a pmf). In quickest detection, states 2, 3, . . . . , X are fictitious and
are defined to generate the PH-distributed change time τ0 in (7.2). So states
2, 3, . . . . , X are indistinguishable in terms of the observation y. That is, the ob-
servation probabilities B in (7.4) satisfy
B2y = B3y = · · · = BXy for all y ∈ Y. (7.5)
Actions
At each time k, a decision uk is taken where
uk = µ(πk) ∈ U = {1 (announce change and stop), 2 (continue) }. (7.6)
In (7.6), the policy µ belongs to the class of stationary decision policies.
Stopping Cost
If decision uk = 1 is chosen, then the decision maker announces that a change
has occurred and the problem terminates. If uk = 1 is chosen before the change
point τ0, then a false alarm and variance penalty is paid. If uk = 1 is chosen at
or after the change point τ0, then only a variance penalty is paid. Below these
costs are formulated.
Let h = (h1, . . . , hX)
′ specify the physical state levels associated with states
1, 2, . . . , X of the Markov chain x ∈ {e1, e2, . . . , eX}. The variance penalty is
E{‖(xk − πk)′h‖2 | Ik} = H ′πk(i)− (h′πk)2,
whereHi = h
2
i andH = (H1, H2, . . . , HX),
Ik = (y1, . . . , yk, u0, . . . , uk−1).
(7.7)
This conditional variance penalizes choosing the stop action if the uncertainty
in the state estimate is large. Recall we discussed POMDP with nonlinear costs
in the context of controlled sensing in §??.
Next, the false alarm event ∪i≥2{xk = ei} ∩ {uk = 1} = {xk 6= e1} ∩ {uk = 1}
represents the event that a change is announced before the change happens at
time τ0. To evaluate the false alarm penalty, let fiI(xk = ei, uk = 1) denote the
cost of a false alarm in state ei, i ∈ X , where fi ≥ 0. Of course, f1 = 0 since a
false alarm is only incurred if the stop action is picked in states 2, . . . , X . The
expected false alarm penalty is∑
i∈X
fiE{I(xk = ei, uk = 1)|Ik} = f ′πkI(uk = 1),
where f = (f1, . . . , fX)
′, f1 = 0. (7.8)
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The false alarm vector f is chosen with increasing elements so that states further
from state 1 incur larger penalties.
Then with α, β denoting non-negative constants that weight the relative im-
portance of these costs, the stopping cost expressed in terms of the belief state
at time k is
C¯(πk, uk = 1) = α(H
′πk − (h′πk)2) + β f ′πk. (7.9)
One can view α as a Lagrange multiplier in a stopping time problem that seeks
to minimize a cumulative cost subject to a variance stopping constraint.
Delay cost of continuing
We allow two possible choices for the delay costs for action uk = 2:
(a) Predicted Delay: If action uk = 2 is taken then {xk+1 = e1, uk = 2} is the
event that no change is declared at time k even though the state has changed at
time k + 1. So with d denoting a non-negative constant, d I(xk+1 = e1, uk = 2)
depicts a delay cost. The expected delay cost for decision uk = 2 is
C¯(πk, uk = 2) = dE{I(xk+1 = e1, uk = 2)|Fk} = de′1P ′πk. (7.10)
The above cost is motivated by applications (e.g., sensor networks) where if
the decision maker chooses uk = 2, then it needs to gather observation yk+1
thereby incurring an additional operational cost denoted as Co. Strictly speak-
ing, C¯(π, 2) = de′1P
′π+Co. Without loss of generality set the constantCo to zero,
as it does not affect our structural results. The penalty d I(xk+1 = e1, uk = 2)
gives incentive for the decision maker to predict the state xk+1 accurately.
(b) Classical Delay: Instead of (7.10), a more ‘classical’ formulation is that a delay
cost is incurred when the event {xk = e1, uk = 2} occurs. The expected delay
cost is
C¯(πk, uk = 2) = dE{I(xk = e1, uk = 2)|Ik} = de′1πk. (7.11)
Remark: Due to the variance penalty, the cost C¯(π, 1) in (7.9) is quadratic in the
belief state π. Therefore, the formulation cannot be reduced to a standard stop-
ping problem with linear costs in the belief state.
Summary: It is clear from the above formulation that quickest detection is simply
a stopping-time POMDP of the form (6.3) with transition matrix (7.1) and costs
(7.8), (7.10) or (7.11). In the special case of geometric change time (X = 2), and
delay cost (7.11), the cost function assumes the classical Kolmogorov–Shiryayev
criterion for detection of disorder (6.7).
7.1.2 Main Result. Threshold Optimal Policy for Quickest Detection
Note first that for α = 0 in (7.9), the stopping cost is linear. Then Theorem
6.2.1 applies implying that the stopping set R1 is convex. Below we focus on
establishing Theorem 6.3.4 to show the existence of a threshold curve for the
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optimal policy. As discussed at the end of §??, such a result goes well beyond
establishing convexity of the stopping region.
We consider the predicted cost and delay cost cases separately below:
Quickest Detection with Predicted Delay Penalty
First consider the quickest detection problem with the predicted delay cost
(7.10). For the stopping cost C¯(π, 1) in (7.9), choose f = [0, 1, · · · , 1]′ = 1X − e1.
This weighs the states 2, . . . , X equally in the false alarm penalty. With assump-
tion (7.5), the variance penalty (7.7) becomes α(e′1π − (e′1π)2). The delay cost
C¯(π, 2) is chosen as (7.10). To summarize
C¯(π, 1) = α
(
e′1π − (e′1π)2
)
+ β(1 − e′1π), C¯(π, 2) = de′1P ′π. (7.12)
Theorem 6.3.4 is now illustrated for the costs (7.12). Before proceeding there
is one issue we need to fix. Even for linear costs in (7.12) (α = 0), denoting
C¯(π, u) = c′uπ, it is seen that the elements of c1 are increasing while the elements
of c2 are decreasing. So at first sight, it is not possible to apply Theorem 6.3.4
since assumption (C) of Theorem 6.3.4 requires that the elements of the cost
vectors are decreasing. But the following novel transformation can be applied,
which is nicely described in [40, pp.389–390] (for fully observed MDPs).
Define
V (π) = V¯ (π) − (α+ β)f ′π, C(π, 1) = α(H ′π − (h′π)2)− αf ′π
C(π, 2) = C¯(π, 2)− (α + β)f ′π + ρ(α+ β)f ′P ′π. (7.13)
Then clearly V (π) satisfies Bellman’s dynamic programming equation
µ∗(π) = arg min
u∈U
Q(π, u), Jµ∗(π) = V (π) = min
u∈{1,2}
Q(π, u), (7.14)
where Q(π, 2) = C(π, 2) + ρ
∑
y∈Y
V (T (π, y))σ(π, y), Q(π, 1) = C(π, 1)
Even though the value function is now changed, the optimal policy µ∗(π) and
hence stopping set R1 remain unchanged with this coordinate transformation.
The nice thing is that the new costs C(π, u) in (7.13) can be chosen to be decreas-
ing under suitable conditions. For example, if α = 0, then clearly C(π, 1) = 0
(and so is decreasing by definition) and it is easily checked that if d ≥ ρβ then
C(π, 2) is also decreasing.
With the above transformation, we are now ready to apply Theorem 6.3.4. As-
sumptions (C) and (S) of Theorem 6.3.4 specialize to the following assumptions
on the transformed costs in (7.13):
(C-Ex1) d ≥ ρ(α+ β)
(S-Ex1) (d− ρ(α+ β))(1 − P21) ≥ α− β
THEOREM 7.1.1 Under (C-Ex1), (F1), (F2) and (S-Ex1), Theorem 6.3.4 holds im-
plying that the optimal policy for quickest detection with PH-distributed change times
has a threshold structure. Thus Algorithm 3 estimates the optimal linear threshold.
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Proof The proof follows from Theorem 6.3.4. We only need to show that (C-
Ex1) and (S-Ex1) hold. These are specialized versions of conditions (C) and (S)
arising in Theorem 6.3.4.
First consider (C-Ex1): Consider Lemma 5.1.1 with the choice of φ = 2αe1,
h = e1 in (5.5). This yields 2α ≥ 0 and 2α ≥ 2α which always hold. So C(π, 1)
is ≥r decreasing in π for any non-negative α. It is easily verified that (C-Ex1) is
sufficient for the linear cost C(π, 2) to be decreasing.
Next consider (S-Ex1). Set φi = (d−ρ(α+β))P ′ei+(β−α)e1, h = e1 in (6.26).
The first inequality is equivalent to: (i) (d − ρ(α + β))(PX1 − Pi1) ≤ 0 for i ≥ 2
and (ii) (d − ρ(α + β))(1 − PX1) ≥ α − β. Note that (i) holds if d ≥ ρ(α + β).
The second inequality in (6.26) is equivalent to (d− ρ(α+ β))(1− Pi1) ≥ α− β.
Since P is TP2, from Lemma 4.5.1 it follows that (S-Ex1) is sufficient for these
inequalities to hold.
Quickest Detection with Classical Delay Penalty
Finally, consider the ‘classical’ delay cost C¯(π, 2) in (7.11) and stopping cost
C¯(π, 1) in (7.9) with h in (7.5). Then
C¯(π, 1) = α
(
e′1π − (e′1π)2
)
+ β f ′πk, C¯(π, 2) = de
′
1π. (7.15)
Assume that the decision maker designs the false alarm vector f to satisfy the
following linear constraints:
(AS-Ex1) (i) fi ≥ max{1, ρα+ββ f ′P ′ei + α−dβ }, i ≥ 2.
(ii) fj − fi ≥ ρf ′P ′(ej − ei), j ≥ i, i ∈ {2, . . . , X − 2}
(iii) fX − fi ≥ ρ(α+β)β f ′P ′(eX − ei), i ∈ {2, . . . , X − 1}.
Feasible choices of f are easily obtained by a linear programming solver.
Then Theorem 6.3.4 continues to hold, under conditions (AS-Ex1), (F1),(F2).
Summary:Wemodeled quickest detectionwith PH-distributed change time as
a multi-state POMDP. We then gave sufficient conditions for the optimal policy
to have a threshold structure. The optimal linear parametrized policy can be
estimated via the policy gradient Algorithm 6.4.2.
7.2 Example 2: Risk Sensitive Quickest Detection with
Exponential Delay Penalty
In this example, we generalize the results of [96], which deals with exponen-
tial delay penalty and geometric change times. We consider exponential delay
penalty with PH-distributed change time. Our formulation involves risk sen-
sitive partially observed stochastic control. We first show that the exponential
penalty cost function in [96] is a special case of risk-sensitive stochastic con-
trol cost function when the state space dimension X = 2. We then use the
risk-sensitive stochastic control formulation to derive structural results for PH-
distributed change time. In particular, the main result below (Theorem 7.2.1)
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shows that the threshold switching curve still characterizes the optimal stop-
ping region R1. The assumptions and main results are conceptually similar to
Theorem 6.3.4.
Risk sensitive stochastic control with exponential cost has been studied ex-
tensively [24, 45, 10]. In simple terms, quickest time detection seeks to optimize
the objective E{J0} where J0 is the accumulated sample path cost until some
stopping time τ . In risk sensitive control, one seeks to optimize J = E{exp(ǫJ0}.
For ǫ > 0, J penalizes heavily large sample path costs due to the presence of sec-
ond order moments. This is termed a risk-averse control. Risk sensitive control
provides a nice formalization of the exponential penalty delay cost and allows
us to generalize the results in [96] to phase-distributed change times.
Below, we will use c(ei, u = 1) to denote false alarm costs and c(ei, u = 2)
to denote delay costs, where i ∈ X . Risk sensitive control [12] considers the
exponential cumulative cost function
Jµ(π) = Eµ
{
exp
(
ǫ
τ−1∑
k=0
c(xk, uk = 2) + ǫ c(xτ , uτ = 1)
)}
(7.16)
where ǫ > 0 is the risk sensitive parameter.
Let us first show that the exponential penalty cost in [96] is a special case of
(7.16) for consider the case X = 2 (geometric distributed change time). For the
state x ∈ {e1, e2}, choose c(x, u = 1) = βI(x 6= e1, u = 1) = β(1 − e′1x) (false
alarm cost) , c(x, u = 2) = d I(x = e1, u = 2) = de
′
1x (delay cost). Then it is
easily seen that
∑τ−1
k=0 c(xk, uk = 2) + c(xτ , uτ = 1) = d |τ − τ0|+ + βI(τ < τ0).
Therefore (recall τ0 is defined in (7.2) and τ is defined in (6.2)),
Jµ(π) = Eµ
{
exp
(
ǫd |τ − τ0|+ + ǫβI(τ < τ0))} [I(τ < τ0) + I(τ = τ0) + I(τ > τ0)]
= Eµ
{
exp(ǫβ)I(τ < τ0) + exp(ǫd |τ − τ0|+)I(τ > τ0) + 1}
= Eµ
{
(eǫβ − 1)I(τ < τ0) + eǫd|τ−τ0|+}
= (eǫβ − 1)Pµ(τ < τ0) + Eµ{eǫd|τ−τ
0|+} (7.17)
which is identical to exponential delay cost function in [96, Eq.40]. Thus the
Bayesian quickest time detection with exponential delay penalty in [96] is a
special case of a risk sensitive stochastic control problem.
We consider the delay cost as in (7.10); so for state x ∈ {e1, . . . , eX}, c(x, uk =
2) = de′1P
′x. To get an intuitive feel for this modified delay cost function, for
the case X = 2,
τ−1∑
k=0
c(xk, uk = 2)+c(xτ , uτ = 1) = d|τ−τ0|++βI(τ < τ0)+dP21(τ0−1)I(τ0 < τ)
Therefore, for X = 2, the exponential delay cumulative cost function is
Jµ(π) = (e
ǫβ − 1)Pµ(τ < τ0) + Eµ
{
eǫd[|τ−τ
0|++P21(τ0−1)I(τ0<τ)]}. (7.18)
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This is similar to (7.17) except for the additional term P21(τ0−1)I(τ0 < τ) in the
exponential.
With the above motivation, we consider risk sensitive quickest detection for
PH-distributed change time, i.e. X ≥ 2. Let π denote the risk sensitive belief
state, see [31, 45] for extensive descriptions of the risk sensitive belief state and
verification theorems for dynamic programming in risk sensitive control. Bell-
man’s equation reads
V¯ (π) = min{C¯(π, 1),
∑
y∈Y
V¯ (T (π, y))σ(π, y)} where (7.19)
C¯(π, 1) = R′1π, T (π, y) =
ByP
′diag(R2)π
σ(π, y)
, σ(π, y) = 1′ByP
′diag(R2)π
R1 = (1, e
ǫβ, . . . , eǫβ)′, R2 = (e
ǫd, eǫdP21 , . . . , eǫdPX1)′, By = diag(B1y, . . . BXy).
Similar to the transformation used in (7.13), define V (π) = V¯ (π) − C¯(π, 1).
Then V (π) satisfies Bellman’s equation (7.14) with
C(π, 1) = 0, C(π, 2) = R′1(P
′diag(R2)− I)π. (7.20)
Assume the following condition holds
(C-Ex3) The elements ofR′1(P
′diag(R2)−I) are decreasingw.r.t. i = 1, 2, . . . , X .
Evaluating C(π, 2) = R′1(P
′diag(R2)− I)π, then (C-Ex3) is equivalent to
eǫd − 1 ≥ eǫdP21(P21 + eǫβ(1− P21))− eǫβ and eǫdPi1(Pi1 + eǫβ(1− Pi1))
decreasing in i ∈ {2, . . . , X}. For example, if d = ǫ = 1, then for β ≥ 1, the
following are verified by elementary calculus:
(i) (C-Ex3) always holds for β ≥ 1 when X = 2 (geometric distributed change
time).
(ii) For PH-distributed change time, if (F2) holds, then (C-Ex3) always holds
providing P21 < 1/(e
β − 1).
THEOREM 7.2.1 The stopping region R1 is a convex subset of Π(X). Under (C-
Ex3), (F1), (F2), Theorem 6.3.4 holds. Thus Algorithm 3 estimates the optimal linear
threshold.
Proof The only difference compared to a standard stopping time POMDP is
the update of the belief state (7.19) which now includes the term diag(Ru). The
elements of Ru are non-negative and functionally independent of the observa-
tion y. Therefore the three main requirements that T (π, y) is MLR increasing in
π, T (π, y) is MLR increasing in Y , and σ(π, :) is ≥r increasing in π continue to
hold. Then the rest of the proof is identical to Theorem 6.3.4.
Remarks: (i) Delay Formulation in [96]: Consider the formulation in [96] which is
equivalent to (7.17). Then for the geometric distributed caseX = 2, the convex-
ity of R1 holds using a similar proof to above. Since Π(X) is a 1-dimensional
simplex and e1 ∈ R1, convexity implies there exists (a possible degenerate)
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threshold point π∗ that characterizes R1 such that the optimal policy is of the
form (6.8). As a sanity check, the analogous condition to (C-Ex3) reads eǫd−1 >
P21(1 − eǫβ). This always holds for ǫ ≥ 0. Therefore, assuming (F1) holds, the
above theorem holds for the exponential delay penalty case under (F1). (Recall
(F2) holds trivially when X = 2). Finally, for X > 2, using a similar proof, the
conclusions of Theorem 7.2.1 hold.
7.3 Example 3: Multi-agent Social Learning
This section deals with a multi-agent Bayesian stopping time problem where
agents perform greedy social learning and reveal their actions to subsequent
agents. Given such a protocol of local decisions, how can the multi-agent sys-
tem make a global decision when to stop? We show that the optimal deci-
sion policy of the stopping time problem has multiple thresholds. The moti-
vation for such problems arise in automated decision systems (e.g., sensor net-
works) where agents make local decisions and reveal these local decisions to
subsequent agents. The multiple threshold behavior of the optimal global deci-
sion shows that making global decisions based on local decision involves non-
monotone policies.
7.3.1 Motivation: Social Learning amongst myopic agents
We refer the reader to [22, 66, 63] for details of social learning. Consider a multi-
agent system with agents indexed as k = 1, 2, . . . performing social learning to
estimate an underlying random state xwith prior π0. (We assume in this section
that x is a random variable and not a Markov chain.) Let yk ∈ Y = {1, 2, . . . , Y }
denote the private observation of agent k and ak ∈ A = {1, 2, , . . . , A} denote
the local action agent k takes. Define:
Hk = (a1, . . . , ak−1, yk), Gk = (a1, . . . , ak−1, ak). (7.21)
Let us highlight the key Bayesian update equations in the social learning pro-
tocol; see [22, 66, 64]:
A time k, based on its private observation yk and public belief πk−1, agent k:
1. Updates its private belief ηk = E{x|Hk} as
ηk =
Bykπk−1
1′Bykπk−1
(7.22)
2. Takes local myopic action ak = argmina∈A{c′aηk} where A = {1, 2, , . . . , A}
denotes the set of local actions.
3. Based on ak, the public belief πk = E{xk|Gk} is updated (by subsequent
agents) via the social learning filter (initialized with π0)
πk = T (πk−1, ak), where T (π, a) =
Rπaπ
σ(π, a)
, σ(π, a) = 1′XR
π
aπ (7.23)
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In (7.23),Rπa = diag(P (a|x = ei, π), i ∈ X ) with elements
P (ak = a|x = ei, πk−1 = π) =
∑
y∈Y
P (ak = a|y, π)P (y|x = ei) (7.24)
=
∑
y∈Y
∏
u˜∈A−{a}
I(c′aByπ < c
′
u˜Byπ)P (y|x = ei)
Here I(·) is the indicator function and By = diag(P(y|x = e1), . . . ,P(y|x = eX).
The procedure then repeats at time k + 1 and so on.
Recall that in classical social learning after some finite time k¯, all agents choose
the same action and the public belief freezes resulting in an information cas-
cade; see [22, 66] and [58, 59] for a financial application.
7.3.2 Example 3: Stopping time POMDP with Social Learning: Interaction
of Local and Global Decision Makers
Suppose a multi-agent system makes local decisions and performs social learn-
ing as above. How can the multi-agent system make a global decision when to
stop? Such problems are motivated in decision systems where a global decision
needs to be made based on local decisions of agents. Figure ?? on page ?? shows
the setup with interacting local and global decision makers.
We consider a Bayesian sequential detection problem for state x = e1. Our
goal below is to derive structural results for the optimal stopping policy. The
main result below (Theorem 7.3.1) is that the global decision of when to stop is
a multi-threshold function of the belief state.
Consider X = Y = {1, 2} and A = {1, 2} and the social learning model of
§7.3.1, where the costs c(ei, a) satisfy
c(e1, 1) < c(e1, 2), c(e2, 2) < c(e2, 1). (7.25)
Otherwise one action will always dominate the other action and the problem is
un-interesting.
Let τ denote a stopping time adapted to Gk, k ≥ 1 (see (7.21)). In words,
each agent has only the public belief obtained via social learning to make the
global decision of whether to continue or stop. The goal is to solve the following
stopping time POMDP to detect state e1: Choose stopping time τ to minimize
Jµ(π) = Eµ{
τ−1∑
k=0
ρkE {dI(x = e1)| Gk}+ ρτβ E{I(x 6= e1)|Gτ}} (7.26)
The first term is the delay cost and penalizes the decision of choosing uk = 2
(continue) when the state is e1 by the non-negative constant d. The second term
is the stopping cost incurred by choosing uτ = 1 (stop and declare state 1) at
time k = τ . It is the error probability of declaring state e1 when the actual state
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is e2. β is a positive scaling constant. In terms of the public belief, (7.26) is
Jµ(π) = Eµ{
τ−1∑
k=0
ρkC¯(πk−1, uk = 2) + ρ
τ C¯(πτ−1, uτ = 1)} (7.27)
C¯(π, 2) = de′1π, C¯(π, 1) = βe
′
2π.
The global decision uk = µ(πk−1) ∈ {1 (stop) , 2 (continue)} is a function of
the public belief πk−1 updated according to the social learning protocol (7.22),
(7.23). The optimal policy µ∗(π) and value function V (π) satisfy Bellman’s equa-
tion (7.14) with
Q(π, 2) = C(π, 2) + ρ
∑
a∈U
V (T (π, a))σ(π, a) where (7.28)
C(π, 2) = C¯(π, 2)− (1− ρ)C¯(π, 1), Q(π, 1) = C(π, 1) = 0.
Here T (π, a) and σ(π, a) are obtained from the social learning filter (7.23). The
above stopping time problem can be viewed as a macro-manager that oper-
ates on the public belief generated by micro-manager decisions. Clearly the
micro and macro-managers interact – the local decisions ak taken by the micro-
manager determine πk and hence determines decision uk+1 of themacro-manager.
Since X = {1, 2}, the public belief state π = [1 − π(2), π(2)]′ is parametrized
by the scalar π(2) ∈ [0, 1], and the belief space is the interval [0, 1]. Define the
following intervals which form a partition of the interval [0,1]:
Pl = {π(2) : κl < π(2) ≤ κl−1}, l = 1, . . . , 4 where
κ0 = 1, κ1 =
(c(e1, 2)− c(e1, 1))B11
(c(e1, 2)− c(e1, 1))B11 + (c(e2, 1)− c(e2, 2))B21
κ2 =
(c(e1, 2)− c(e1, 1))
(c(e1, 2)− c(e1, 1)) + (c(e2, 1)− c(e2, 2))
κ3 =
(c(e1, 2)− c(e1, 1))B12
(c(e1, 2)− c(e1, 1))B12 + (c(e2, 1)− c(e2, 2))B22 , κ4 = 0.
(7.29)
κ0 corresponds to belief state e2, and κ4 corresponds to belief state e1. (See dis-
cussion at the end of this section for more intuition about the intervals Pi).
It is readily verified that if the observationmatrixB is TP2, then κ3 ≤ κ2 ≤ κ1.
The following is the main result.
THEOREM 7.3.1 Consider the stopping time problem (7.27) where agents perform
social learning using the social learning Bayesian filter (7.23). Assume (7.25) and B is
symmetric and satisfies (F1). Then the optimal stopping policy µ∗(π) has the following
structure: The stopping set R1 is the union of at most three intervals. That is R1 =
Ra1 ∪Rb1 ∪Rc1 whereRa1 ,Rb1,Rc1 are possibly empty intervals. Here
(i) The stopping intervalRa1 ⊆ P1 ∪P4 and is characterized by a threshold point. That
is, if P1 has a threshold point π∗, then µ∗(π) = 1 for all π(2) ∈ P4 and
µ∗(π) =
{
2 if π(2) ≥ π∗
1 otherwise
, π(2) ∈ P1. (7.30)
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(b) Value function V (π)
Figure 7.1 Double Threshold Policy in Stopping Time Problem involving social
learning. The parameters are specified in (7.31).
Similarly, if P4 has a threshold point π∗4 , then µ∗(π) = 2 for all π(2) ∈ P1.
(ii) The stopping intervalsRb1 ⊆ P2 andRc1 ⊆ P3
(iii) The intervals P1 and P4 are regions of information cascades. That is, if πk ∈
P1 ∪ P4, then social learning ceases and πk+1 = πk (see Theorem ?? for definition of
information cascade).
The proof of Theorem 7.3.1 is in [57]. The proof depends on properties of the
social learning filter and these are summarized in Lemma ?? in Appendix ??.
The proof is more complex than that of Theorem 6.2.1 since now V (π) in is not
necessarily concave over Π(X), since T (·) and σ(·) are functions of Rπa (7.24)
which itself is an explicit (and in general non-concave) function of π.
Example: To illustrate the multiple threshold structure of the above theorem,
consider the stopping time problem (7.27) with the following parameters:
ρ = 0.9, d = 1.8, B =
[
0.9 0.1
0.1 0.9
]
, c(ei, a) =
[
4.57 5.57
2.57 0
]
, β = 2. (7.31)
Figure 7.1(a) and (b) show the optimal policy and value function. These were
computed by constructing a grid of 500 values forΠ = [0, 1]. The double thresh-
old behavior of the stopping time problemwhen agents perform social learning
is due to the discontinuous dynamics of the social learning filter (7.23).
Discussion
The multiple threshold behavior (nonconvex stopping setR1) of Theorem 7.3.1
is unusual. One would have thought that if it was optimal to ‘continue’ for
a particular belief π∗(2), then it should be optimal to continue for all beliefs
π(2) larger than π∗(2). The multiple threshold optimal policy shows that this is
not true. Figure 7.1(a) shows that as the public belief π(2) of state 2 decreases,
the optimal decision switches from ‘continue’ to ‘stop’ to ‘continue’ and finally
‘stop’. Thus the global decision (stop or continue) is a non-monotone function
of public beliefs obtained from local decisions.
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The main reason for this unusual behavior is the dependence of the action
likelihood Rπa on the belief state π. This causes the social learning Bayesian fil-
ter to have a discontinuous update. The value function is no longer concave
on Π(X) and the optimal policy is not necessarily monotone. As shown in the
proof of Theorem 7.3.1, the value function V (π) is concave on each of the inter-
vals Pl, l = 1, . . . , 4.
7.4 Example 4: Quickest Detection with Controlled Sampling
This section discusses quickest change detection when the decision maker con-
trols how often it observes (samples) a noisy Markov chain. The aim is to detect
when a nosily observed Markov chain hits a target state by minimizing a com-
bination of false alarm, delay cost and measurement sampling cost. There is
an inherent trade-off between these costs: Taking more frequent measurements
yields accurate estimates but incurs a higher measurement cost. Making an er-
roneous decision too soon incurs a false alarm penalty. Waiting too long to de-
clare the target state incurs a delay penalty. Since there are multiple “continue”
actions, the problem is not a standard stopping time POMDP. For the 2-state
case, we show that under reasonable conditions, the optimal policy has the fol-
lowing intuitive structure: if the belief is away from the target state, look less
frequently; if the belief is close to the target state, look more frequently.
7.4.1 Controlled Sampling Problem
Let t = 0, 1, . . . denote discrete time and {xt} denote a Markov chain on the
finite state space X = {e1, . . . , eX}with transition matrix P .
Let τ0, τ1, . . . , τk−1 denote discrete time instants at which measurement sam-
ples have been taken, where by convention τ0 = 0. Let τk denote the current
time-instant at which a measurement is taken. The measurement sampling pro-
tocol proceeds according to the following steps:
Step 1. Observation: A noisy measurement yk ∈ Y at time t = τk of the Markov
chain is obtained with conditional pdf or pmf Bxy = p(yk = y|xτk = x).
Step 2. Sequential Decision Making: Let Ik = {y1, . . . , yk, u0, u1, . . . , uk−1} denote
the history of past decisions and available observations. At times τk, an action
uk is chosen according to the stationary policy µ, where
uk = µ(Ik) ∈ U = {0 (announce change), 1, 2, . . . , L}. (7.32)
Here, uk = l denotes take the next measurement after Dl time points, l ∈
{1, 2, . . . , L}. The initial decision at time τ0 = 0 is u0 = µ(π0) where π0 is the
initial distribution. Also, D1 < D2 < · · · < DL are L distinct positive integers
that denote the set of possible sampling time intervals. Thus the decision uk
specifies the next time τk+1 to make a measurement as follows:
τk+1 = τk +Duk , uk ∈ {1, 2, . . . , L}, τ0 = 0. (7.33)
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Step 3. Costs: If decision uk ∈ {1, 2, . . . , L} is chosen, a decision cost c(xt, uk) is
incurred by the decision-maker at each time t ∈ [τk, . . . , τk+1 − 1] until the next
measurement is taken at time τk+1. Also at each time τk, k = 0, 1, . . . , k
∗− 1, the
decision maker pays a non-negative measurement cost m¯(xτk , xτk+1 , yk+1, uk) to
observe the noisy Markov chain at time τk+1 = τk +Duk . In terms of Ik, this is
equivalent to choosing the measurement cost as (see (2.8))
r(xτk = ei, uk) =
∑
j
PDuk |ijBjy m¯(xτk = ei, xτk+1 = ej , yk+1 = y, uk) (7.34)
where PDu |ij denotes the (i, j) element of matrix PDu .
Step 4: If at time t = τk∗ the decision uk∗ = 0 is chosen, then a terminal cost
c(xτk∗ , 0) is incurred and the problem terminates.
If decision uk ∈ {1, 2, . . . , L}, set k to k + 1 and go to Step 1.
In terms of the belief state, the objective to be minimized can be expressed as
Jµ(π) = Eµ
{
k∗−1∑
k=0
C (πk, uk) + C (πk∗ , uk∗ = 0)
}
(7.35)
where C(π, u) = C′uπ for u ∈ U
Cu =
{
ru + (I + P + · · ·+ PDu−1)cu u ∈ {1, 2, . . . , L}
c0 u = 0
cu =
[
c(e1, u), . . . , c(eX , u)
]′
, ru =
[
r(e1, u), . . . , r(eX , u)
]′
. (7.36)
Define the stopping setR1 as
R1 = {π ∈ Π(X) : µ∗(π) = 0} = {π ∈ Π(X) : Q(π, 0) ≤ Q(π, u), u ∈ {1, 2, . . . , L}}.
(7.37)
Bellman’s dynamic programming equation reads
µ∗(π) = arg min
u∈U
Q(π, u), Jµ∗(π) = V (π) = min
u∈U
Q(π, u),
Q(π, u) = C(π, u) +
∑
y∈Y
V (T (π, y, u))σ(π, y, u), u = 1, . . . , L,
Q(π, 0) = C(π, 0). (7.38)
7.4.2 Example: Quickest Change Detection with Optimal Sampling
Wenow formulate the quickest detection problemwith optimal samplingwhich
serves as an example to illustrate the abovemodel. Recall that decisions (whether
to stop, or continue and take next observation sample after Dl time points) are
made at times τ1, τ2, . . .. In contrast, the state of the Markov chain (which mod-
els the change we want to detect) can change at any time t. We need to construct
the delay and false alarm penalties to take this into account.
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1. Phase-Distributed (PH) Change time: As in Example 1, in quickest detection, the
target state (labelled as state 1) is absorbing. The transition matrix P is specified
in (7.1). Denote the time at which the Markov chain hits the target state as
τ0 = min{t : xt = 1}. (7.39)
2. Observations: As in (7.5) of Example 1, B2y = B3y = · · · = BXy.
3. Costs: Associated with the quickest detection problem are the following costs.
(i) False Alarm: Let τk∗ denote the time at which decision uk∗ = 0 (stop and
announce target state) is chosen, so that the problem terminates. If the decision
to stop is made before the Markov chain reaches the target state 1, i.e., τk∗ < τ
0,
then a unit false alarm penalty is paid. Choosing f = 1− e1 in (7.8), in terms of
the belief state, the false alarm penalty at epoch k = k∗ is∑
i6=1
E{I(xτk = ei, uk = 0)|Ik} = (1− e1)′πkI(uk = 0). (7.40)
(ii) Delay cost of continuing: Suppose decision uk ∈ {1, 2, . . . , L} is taken at time
τk. So the next sampling time is τk+1 = τk+Duk . Then for any time t ∈ [τk, τk+1−
1], the event {xt = e1, uk} signifies that a change has occurred but not been
announced by the decision maker. Since the decision maker can make the next
decision (to stop or continue) at τk+1, the delay cost incurred in the time interval
[τk, τk+1 − 1] is d
∑τk+1−1
t=τk
I(xt = e1, uk) where d is a non-negative constant. For
uk ∈ {1, 2, . . . , L}, the expected delay cost in interval [τk, τk+1 − 1] = [τk, τk +
Duk − 1] is
d
τk+1−1∑
t=τk
E{I(xt = e1, uk)|Fk} = de′1(I + P + · · ·+ PDuk−1)′πk.
(iii) Measurement Sampling Cost: Suppose decision uk ∈ {1, 2, . . . , L} is taken at
time τk. As in (7.36) let ruk = (r(xτk = ei, uk), i ∈ X ) denote the non-negative
measurement cost vector for choosing to take a measurement. Next, since in
quickest detection, states 2, . . . , X are fictitious states that are indistinguishable
in terms of cost, choose r(e2, u) = . . . = r(eX , u).
Choosing a constant measurement cost at each time (i.e., r(ei, u) independent
of state i and action u), still results in non-trivial global costs for the decision
maker. This is because choosing a smaller sampling interval will result in more
measurements until the final decision to stop, thereby incurring a higher total
measurement cost for the global decision maker.
Remarks: (i) Quickest State Estimation: The setup is identical to above, except
that unlike (7.1), the transition matrix P no longer has an absorbing target state.
Therefore the Markov chain can jump in and out of the target state. To avoid
pathological cases, we assume P is irreducible. Also there is no requirement for
the observation probabilities to satisfy B2y = B3y = · · · = BXy .
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(ii) Summary: In the notation of (7.36), the costs for quickest detection/estima-
tion optimal sampling are C(π, u) = C′uπ where C0 = c0 = 1− e1 and
Cu = ru + (I + P + · · ·+ PDu−1)cu, cu = de1, u ∈ {1, 2, . . . , L}. (7.41)
(iii) Structural Results: As mentioned earlier, since there are multiple “continue”
actions u ∈ {1, 2, . . . , L}, the problem is not a standard stopping time POMDP.
Of course, Theorem 6.2.1 applies and so the optimal policy for the “stop” action,
i.e., stopping set R1 (7.37), is a convex set. Characterizing the structure of the
policy for the actions {1, 2, . . . , L} is more difficult. For the 2-state case, we ob-
tain structural results in §7.4.3. For the multi-state case, we will develop results
in Chapter 8.
7.4.3 Threshold Optimal Policy for Quickest Detection with Sampling
Consider quickest detection with optimal sampling for geometric distributed
change time. The transition matrix is P =
[
1 0
1− P22 P22
]
and expected change
time is E{τ0} = 11−P22 where τ0 is defined in (7.39). For a 2-state Markov chain
since π(1)+π(2) = 1, it suffices to represent π by its second element π(2) ∈ [0, 1].
That is, the belief spaceΠ(X) is the interval [0, 1].
THEOREM 7.4.1 Consider the quickest detection optimal sampling problem of §7.4.2
with geometric-distributed change time and costs (7.41). Assume the measurement cost
r(ei, u) satisfies (C), (S) and the observation distribution satisfies (F2). Then there ex-
ists an optimal policy µ∗(π) with the following monotone structure: There exist up to
L thresholds denoted π∗1 , . . . , π
∗
L with 0 = π
∗
0 ≤ π∗1 ≤ π∗L ≤ π∗L+1 = 1 such that, for
π(2) ∈ [0, 1],
µ∗(π) = l if π(2) ∈ [π∗l , π∗l+1), l = 0, 1, . . . , L. (7.42)
Here the sampling intervals are ordered as D1 < D2 < . . . < DL. So the optimal
sampling policy (7.42) makes measurements less frequently when the posterior π(2) is
away from the target state and more frequently when closer to the target state. (Recall
the target state is π(2) = 0.)
The proof follows from that of Theorem 5.3.1 on page 61. There are two main
conclusions regarding Theorem 7.4.1. First, for constant measurement cost, (C)
and (S) hold trivially. For the general measurement cost m¯(xτk+1 = ej, yk+1, uk)
(see (7.34)) that depends on the state at epoch k + 1, then r(ei, u) in (7.34) au-
tomatically satisfies (S) if P satisfies (F1) and m¯ is decreasing in j. Second, the
optimal policy µ∗(π) is monotone in posterior π(1) and therefore has a finite di-
mensional characterization. To determine the optimal policy, one only needs to
compute the values of the L thresholds π∗1 , . . . , π
∗
L. These can be estimated via a
simulation-based stochastic optimization algorithm.
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7.5 Complements and Sources
The book [97] is devoted to quickest detection problems and contains numer-
ous references. PH-distributed change times are used widely to model discrete
event systems [89] and are a natural candidate for modeling arrival/demand
processes for services that have an expiration date [23]. It would be useful to do
a performance analysis of the various optimal detectors proposed in this chap-
ter – see [120, 101] and references therein. [7] considers a measurement control
problem for geometric-distributed change times (2-state Markov chain with an
absorbing state). [56] considers joint change detection andmeasurement control
POMDPs with more than 2 states.
In [54, 55] similar structural results are developed for one-shot Bayesian games
to characterize the Nash equilibrium.
8 Myopic Policy Bounds for
POMDPs and Sensitivity
Chapter 6 discussed stopping time POMDPs and gave sufficient conditions for
the optimal policy to have a monotone structure. In this chapter we consider
more general POMDPs (not necessarily with a stopping action) and present the
following structural results:
1. Upper and Lower Myopic Policy Bounds using Copositivity Dominance: For gen-
eral POMDPs it is difficult to provide sufficient conditions for monotone poli-
cies. Instead, we provide sufficient conditions so that the optimal policy can
be upper and lower bounded by judiciously chosen myopic policies. These
sufficient conditions involve the copositive ordering described in Chapter 4.
The myopic policy bounds are constructed to maximize the volume of belief
states where they coincide with the optimal policy. Numerical examples illus-
trate these myopic policies for continuous and discrete valued observations.
2. Upper Myopic Policy Bounds using Blackwell Dominance: Suppose the observa-
tion probabilities for actions 1 and 2 can be related via the following factor-
ization: B(1) = B(2)R where R is a stochastic matrix. We then say that B(2)
Blackwell dominates B(1). If this Blackwell dominance holds, we will show
that a myopic policy coincides with the optimal policy for all belief states
where choosing action 2 yields a smaller instantaneous cost than choosing
action 1. Thus, the myopic policy forms an upper bound to the optimal pol-
icy. We provide two examples: scheduling an optimal filter versus an optimal
predictor, and scheduling with ultrametric observation matrices.
3. Sensitivity to POMDP parameters: The final result considered in this chapter is:
How does the optimal cumulative cost of POMDP depend on the transition
and observation probabilities? The ordinal results use the copositive ordering
of transition matrices and Blackwell dominance of observation matrices that
yield an ordering of the achievable optimal costs of a POMDP.
8.1 The Partially Observed Markov Decision Process
Throughout this chapterwewill consider discounted cost infinite horizon POMDPs
discussed in §2.6. Let us briefly review this model. A discrete time Markov
chain evolves on the state space X = {e1, e2, . . . , eX} where ei denotes the unit
X-dimensional vector with 1 in the i-th position. Denote the action space as
8.2 Myopic Policies using Copositive Dominance: Insight 101
U = {1, 2, . . . , U} and observation space as Y . For discrete-valued observations
Y = {1, 2, . . . , Y } and for continuous observations Y ⊂ IR.
Let Π(X) =
{
π : π(i) ∈ [0, 1],∑Xi=1 π(i) = 1} denote the belief space of X-
dimensional probability vectors. For stationary policy µ : Π(X) → U , initial
belief π0 ∈ Π(X), discount factor ρ ∈ [0, 1), define the discounted cost:
Jµ(π0) = E
{
∞∑
k=0
ρkc′µ(πk)πk
}
. (8.1)
Here cu = [c(1, u), . . . , c(X,u)]
′, u ∈ U is the cost vector for each action, and the
belief state evolves as πk = T (πk−1, yk, uk) where
T (π, y, u) =
By(u)P
′(u)π
σ (π, y, u)
, σ (π, y, u) = 1′By(u)P
′(u)π,
By(u) = diag
(
B1,y(u), · · · , BX,y(u)
)
. (8.2)
Recall 1 represents aX-dimensional vector of ones, P (u) = [Pij(u)]X×X Pij(u) =
P(xk+1 = ej |xk = ei, uk = u) denote the transition probabilities, Bxy(u) =
P(yk+1 = y|xk+1 = ex, uk = u) when Y is finite, or Bxy(u) is the conditional
probability density function when Y ⊂ IR.
The aim is to compute the optimal stationary policy µ∗ : Π(X) → U such
that Jµ∗(π0) ≤ Jµ(π0) for all π0 ∈ Π(X). Obtaining the optimal policy µ∗
is equivalent to solving Bellman’s dynamic programming equation: µ∗(π) =
argmin
u∈U
Q(π, u), Jµ∗(π0) = V (π0), where
V (π) = min
u∈U
Q(π, u), Q(π, u) = c′uπ + ρ
∑
y∈Y
V (T (π, y, u))σ (π, y, u) . (8.3)
Since Π(X) is continuum, Bellman’s equation (8.3) does not translate into
practical solution methodologies. This motivates the construction of judicious
myopic policies that upper and lower bound µ∗(π).
8.2 Myopic Policies using Copositive Dominance: Insight
For stopping time POMDPs, in Chapter 6 we gave sufficient conditions for
Q(π, u) in Bellman’s equation to be submodular, i.e., Q(π, u + 1) − Q(π, u) is
decreasing in π with respect to the monotone likelihood ratio order. This im-
plied that the optimal policy µ∗(π) was MLR increasing in belief π and had a
threshold structure.
Unfortunately, for a general POMDP, giving sufficient conditions for Q(π, u)
to be submodular is still an open problem.1 Instead of showing submodularity,
in this chapter we will give sufficient conditions for Q(π, u) to satisfy
Q(π, u+ 1)−Q(π, u) ≤ C(π, u + 1)− C(π, u) (8.4)
1For the two-state case, conditions for submodularity are given in §5.3, but these do not gener-
alize to more than two states.
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where C(π, u) is a cleverly chosen instantaneous cost in terms of the belief state.
A nice consequence of (8.4) is the following: Let µ(π) = argminuC(π, u) denote
the myopic policy that minimizes the instantaneous cost. Then (8.4) implies that
the optimal policy µ∗(π) satisfies
µ∗(π) ≤ µ(π), for all π ∈ Π(X).
In words: if (8.4) holds, then the myopic policy µ(π) is provably an upper bound
to the optimal policy µ∗(π). Since the myopic policy is trivially computed, this is
a useful result. But there is more! Aswill be described below, for discounted cost
POMDPs, the optimal policy remains unchanged for a family of costs C(π, u).
So by judiciously choosing these costs we can also construct myopic policies
µ(π) that lower bound the optimal policy. To summarize, for any belief state π,
we will present sufficient conditions under which the optimal policy µ∗(π) of a
POMDP can be upper and lower bounded by myopic policies denoted by µ(π)
and µ(π), respectively, i.e., (see Figure 8.1 for a visual display)
µ(π) ≤ µ∗(π) ≤ µ(π) for all π ∈ Π(X). (8.5)
Clearly, for belief states π where µ(π) = µ(π), the optimal policy µ∗(π) is com-
pletely determined.
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Figure 8.1 Illustration of main result of this chapter. The aim is to construct an upper
bound µ¯ (dashed line) and lower bound µ (dotted line), to the optimal policy µ∗ (solid
line) such that (8.5) holds for each belief state π. Thus the optimal policy is sandwiched
between the judiciously chosen myopic policies µ and µ¯ over the entire belief space
Π(X). Note for π where µ(π) = µ(π), they coincide with the optimal policy µ∗(π).
Maximizing the volume of beliefs where µ(π) = µ(π) is achieved by solving a linear
programming problem as described in §8.4.
Interestingly, these judiciously constructed myopic policies are independent
of the actual values of the observation probabilities (providing they satisfy a
sufficient condition) which makes the structural results applicable to both dis-
crete and continuous observations. Finally, we will construct the myopic poli-
cies, µ(π) and µ(π), to maximize the volume of the belief space where they
coincide with the optimal policy µ∗(π).
As an extension of the above results, motivated by examples in controlled
sensing [61, 128, 8], one can show that similar myopic bounds hold for POMDPs
with quadratic costs in the belief state.
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Numerical examples are presented to illustrate the performance of these my-
opic policies. To quantify how well the myopic policies perform we use two
parameters: the volume of the belief space where the myopic policies coincide
with the optimal policy, and an upper bound to the average percentage loss in
optimality due to following this optimized myopic policy.
Context.
The papers [78, 102, 103] give sufficient conditions for (8.4) so that the optimal
policy of a POMDP can be upper bounded2 by a myopic policy. Unfortunately,
despite the enormous usefulness of such a result, the sufficient conditions given
in [78] and [102] are not useful - it is impossible to generate non-trivial exam-
ples that satisfy the conditions (c), (e), (f) of [78, Proposition 2] and condition (i)
of [102, Theorem 5.6]. In this chapter, we provide a fix to these sufficient condi-
tions so that the results of [78, 102] hold for constructing a myopic policy that
upper bounds the optimal policy. It turns out that Assumptions (F3’) and (F4)
described in Chapter 4 are precisely the fix we need.We also show how this idea
of constructing a upper bound myopic policy can be extended to constructing a
lower bound myopic policy.
8.3 Constructing Myopic Policy Bounds for Optimal Policy
using Copositive Dominance
With the above motivation, we are now ready to construct myopic policies that
provably sandwich the optimal policy for a POMDP.
Assumptions
(F3’) and (F4) below are the main copositivity assumptions.
(C1) There exists a vector g ∈ IRX such that the X-dimensional vector Cu ≡
cu + (I− ρP (u)) g is strictly increasing elementwise for each action u ∈ U .
(C2) There exists a vector f ∈ IRX such that the X-dimensional vector Cu ≡
cu + (I− ρP (u)) f is strictly decreasing elementwise for each action u ∈ U .
(F1) B(u), u ∈ U is totally positive of order 2 (TP2). That is, all second-order
minors and nonnegative.
(F2) P (u), u ∈ U is totally positive of order 2 (TP2).
(F3’) γj,u,ymn + γ
j,u,y
nm ≥ 0 ∀m,n, j, u, y where
γj,u,ymn = Bj,y(u)Bj+1,y(u+ 1)Pm,j(u)Pn,j+1(u+ 1)
−Bj+1,y(u)Bj,y(u + 1)Pm,j+1(u)Pn,j(u + 1) (8.6)
2Since [78] deals with maximization rather than minimization, the myopic policy constructed
in [78] forms a lower bound
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(F4)
∑
y≤y¯
∑X
j=1 [Pi,j(u)Bj,y(u)− Pi,j(u+ 1)Bj,y(u+ 1)] ≤ 0 for i ∈ {1, 2, . . . , X}
and y¯ ∈ Y .
Discussion
Recall (F1), (F2), (F3’), (F4)were discussed in Chapter 4. As described in Chapter
4, (F3’) and (F4) are a relaxed version of Assumptions (c), (e), (f) of [78, Proposi-
tion 2] and Assumption (i) of [102, Theorem 5.6]. In particular, the assumptions
(c), (e), (f) of [78] require that P (u + 1) ≥
TP2
P (u) and B(u + 1) ≥
TP2
B(u), where ≥
TP2
(TP2 stochastic ordering) is defined in [88], which is impossible for stochastic
matrices, unless P (u) = P (u + 1), B(u) = B(u + 1) or the matrices P (u), B(u)
are rank 1 for all umeaning that the observations are non-informative.
Let us now discuss (C1) and (C2). If the elements of cu are strictly increasing
then (C1) holds trivially. Similarly, if the elements of cu are strictly decreasing
then (C2) holds; indeed then (C2) is equivalent to (C) on page 58.
(C1) and (C2) are easily verified by checking the feasibility of the following
linear programs:
LP1 :min
g∈Sg
1
′
Xg, LP2 : min
f∈Sf
1
′
X f. (8.7)
Sg =
{
g : C
′
uei ≤ C
′
uei+1 ∀u ∈ U , i ∈ {1, 2, . . . , X}
}
(8.8)
Sf =
{
f : C′uei ≥ C′uei+1 ∀u ∈ U , i ∈ {1, 2, . . . , X}
}
(8.9)
where ei is the unit X-dimensional vector with 1 at the ith position.
8.3.1 Construction of Myopic Upper and Lower Bounds
We are interested in myopic policies of the form argmin
u∈U
C′uπ where cost vectors
Cu are constructed so that when applied to Bellman’s equation (8.3), they leave
the optimal policy µ∗(π) unchanged. This is for several reasons: First, similar to
[78], [102] it allows us to construct useful myopic policies that provide provable
upper and lower bounds to the optimal policy. Second, these myopic policies
can be straightforwardly extended to 2-stage ormulti-stagemyopic costs. Third,
such a choice precludes choosing useless myopic bounds such as µ(π) = U for
all π ∈ Π(X).
Accordingly, for any two vectors g and f ∈ IRX , define the myopic policies
associated with the transformed costs Cu and Cu as follows:
µ(π) ≡ argmin
u∈U
C
′
uπ, where Cu = cu + (I− ρP (u)) g (8.10)
µ(π) ≡ argmin
u∈U
C′uπ, where Cu = cu + (I− ρP (u)) f. (8.11)
It is easily seen that Bellman’s equation (8.3) applied to optimize the objective
(8.1) with transformed costs Cu and Cu yields the same optimal strategy µ
∗(π)
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as the Bellman’s equation with original costs cu. The corresponding value func-
tions are V (π) ≡ V (π) + g′π and V (π) ≡ V (π) + f′π.
THEOREM 8.3.1 Consider a POMDP (X , U ,Y, P (u), B(u), c, ρ) and assume (C1),
(F1), (F2), (F3’), (F4) holds. Then the myopic policies, µ(π) and µ(π), defined in (8.10),
(8.11) satisfy: µ(π) ≤ µ∗(π) ≤ µ(π) for all π ∈ Π(X).
The above result where the optimal policy µ∗(π) is sandwiched between µ(π)
and µ(π) is illustrated in Figure 8.1 for X = 2.
Proof We show that under (C1),(F1), (F2), (F3’) and (F4), µ∗(π) ≤ µ(π) ∀π ∈
Π(X). Let V andQ denote the variables in Bellman’s equation (8.3) when using
costs Cu defined in (8.10). Then from Theorem 5.2.1 in Chapter 6, V (T (π, y, u))
is increasing in y. From Theorem 4.3.1(5), under (F4), σ(π, u + 1) ≥s σ(π, u).
Therefore,∑
y∈Y
V (T (π, y, u))σ(π, y, u) ≤
(a)
∑
y∈Y
V (T (π, y, u))σ(π, y, u+ 1)
≤
(b)
∑
y∈Y
V (T (π, y, u+ 1))σ(π, y, u + 1)
(8.12)
Inequality (b) holds since from Theorem 4.3.1(4) and Theorem 5.2.1,
V (T (π, y, u+ 1)) ≥ V (T (π, y, u)) ∀y ∈ Y.
Equation (8.12) implies that
∑
y∈Y V (T (π, y, u))σ(π, y, u) is increasing w.r.t. u or
equivalently,
Q(π, u)− C′uπ ≤ Q(π, u+ 1)− C
′
u+1π. (8.13)
It therefore follows that
{π : C′u′π ≥ C
′
uπ} ⊆ {π : Q(π, u′) ≥ Q(π, u)}, u′ > u
which implies that µ(π) ≤ u =⇒ µ∗(π) ≤ u. The proof that µ∗(π) ≥ µ(π) is
similar and omitted. (See [77, Lemma 1] for a more general statement.)
8.4 Optimizing the Myopic Policy Bounds to Match the
Optimal Policy
The aim of this section is to determine the vectors g and f, in (8.8) and (8.9), that
maximize the volume of the simplex where the myopic upper and lower policy
bounds, specified by (8.10) and (8.11), coincide with the optimal policy. That is,
we wish to maximize the volume of the ‘overlapping region’
vol (ΠO) , whereΠO ≡ {π : µ(π) = µ(π) = µ∗(π)}. (8.14)
Notice that the myopic policies µ and µ defined in (8.10), (8.11) do not depend
on the observation probabilities Bu and so neither does vol (ΠO). So µ and µ
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can be chosen to maximize vol (ΠO) independent of B(u) and therefore work
for discrete and continuous observation spaces. Of course, the proof of Theorem
8.3.1 requires conditions on B(u).
Optimized Myopic Policy for Two Actions
For a two action POMDP, obviously for a belief π, if µ(π) = 1 then µ∗(π) = 1.
Similarly, if µ(π) = 2, then µ∗(π) = 2. Denote the set of beliefs (convex poly-
topes) where µ(π) = µ∗(π) = 1 and µ(π) = µ∗(π) = 2 as
Π(X)
g
1 =
{
π : C
′
1π ≤ C
′
2π
}
= {π : (c1 − c2 − ρ(P (1)− P (2))g)′π ≤ 0} ,
Π(X)
f
2 =
{
π : C′2π ≤ C′1π
}
= {π : (c1 − c2 − ρ(P (1)− P (2))f)′π ≥ 0} .
(8.15)
ClearlyΠO = Π(X)
g
1 ∪Π(X)f2. Our goal is to find g∗ ∈ Sg and f∗ ∈ Sf such that
vol (ΠO) is maximized.
THEOREM 8.4.1 Assume that there exists two fixedX-dimensional vectors g∗ and f∗
such that
(P (2)− P (1))g∗  (P (2)− P (1))g, ∀g ∈ Sg
(P (1)− P (2))f∗  (P (1)− P (2))f, ∀f ∈ Sf
(8.16)
where for X-dimensional vectors a and b, a  b ⇒ [a1 ≤ b1, · · · , aX ≤ bX ]. If the
myopic policies µ and µ are constructed using g∗ and f∗, then vol(ΠO) is maximized.
Proof The sufficient conditions in (8.16) ensure that Π(X)
g∗
1 ⊇ Π(X)g1 ∀g ∈
Sg and Π(X)
f∗
2 ⊇ Π(X)f2 ∀f ∈ Sf. Indeed, to establish that vol
(
Π(X)
g∗
1
)
≥
vol
(
Π(X)
g
1
)
∀g ∈ Sg:
(P (1)− P (2)) g∗  (P (1)− P (2)) g ∀g ∈ Sg
⇒ c1 − c2 − ρ (P (1)− P (2)) g∗  c1 − c2 − ρ (P (1)− P (2)) g ∀g ∈ Sg
⇒ Π(X)g∗1 ⊇ Π(X)g1 ∀g ∈ Sg ⇒ vol
(
Π(X)
g∗
1
)
≥ vol
(
Π(X)
g
1
)
∀g ∈ Sg
(8.17)
So vol
(
Π(X)
g∗
1
)
≥ vol
(
Π(X)
g
1
)
∀g ∈ Sg and vol
(
Π(X)
f∗
2
)
≥ vol
(
Π(X)
f
2
)
∀g ∈
Sg. SinceΠO = Π(X)
g∗
1 ∪Π(X)f
∗
2 , the proof is complete.
Theorem 8.4.1 asserts that myopic policies µ and µ characterized by two fixed
vectors g∗ and f∗ maximize vol(ΠO) over the entire belief spaceΠ(X). The exis-
tence and computation of these policies characterized by g∗ ∈ Sg and f∗ ∈ Sf are
determined by Algorithm 4. Algorithm 4 solvesX linear programs to obtain g∗.
If no g∗ ∈ Sg satisfying (8.16) exists, then Algorithm 4 will terminate with no
solution. The procedure for computing f∗ is similar.
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Algorithm 4 Compute g∗
1: for all i ∈ X do
2: αi ← min
g∈Sg
e′i(P (2)− P (1))g
3: end for
4: g∗ ∈ Sg∗ , Sg∗ ≡
{
g∗ : g∗ ∈ Sg, e′i(P (2)− P (1))g∗ = αi, i = 1, · · · , X
}
5: µ(π) = argmin
u∈{1,2}
π′C
∗
u ∀π ∈ Π(X), where C
∗
u = cu + (I− ρP (u)) g∗
6: µ(π) = µ∗(π) = 1, ∀π ∈ Π(X)g∗1 .
Optimizing Myopic Policies for more than 2 actions
Unlike Theorem 8.4.1, for the case U > 2, we are unable to show that a single
fixed choice of µ and µmaximizes vol(ΠO). Instead at each time k, µ and µ are
optimized depending on the belief state πk. Suppose at time k, given observa-
tion yk, the belief state, πk, is computed by using (8.2). For this belief state πk,
the aim is to compute g∗ ∈ Sg (8.8) and f∗ ∈ Sf (8.9) such that the difference
between myopic policy bounds, µ(πk)− µ(πk), is minimized. That is,(
g∗, f∗
)
= argmin
g∈Sg, f∈Sf
µ(πk)− µ(πk). (8.18)
(8.18) can be decomposed into following two optimization problems,
g∗ = argmin
g∈Sg
µ(πk), f
∗ = argmax
f∈Sf
µ(πk). (8.19)
If assumptions (C1) and (C2) hold, then the optimizations in (8.19) are feasible.
Then µ(πk) in (8.10) and g
∗, in (8.19) can be computed as follows: Starting with
µ(πk) = 1, successively solve a maximum of U feasibility LPs, where the ith LP
searches for a feasible g ∈ Sg in (8.8) so that the myopic upper bound yields
action i, i.e. µ(πk) = i. The ith feasibility LP can be written as
min
g∈Sg
1
′
Xg
s.t., C
′
iπk ≤ C
′
uπk ∀u ∈ U , u 6= i
(8.20)
The smallest i, for which (8.20) is feasible, yields the solution (g∗, µ(πk) = i) of
the optimization in (8.19). The above procedure is straightforwardly modified
to obtain f∗ and the lower bound µ(πk) (8.11).
8.5 Numerical Examples
Recall that on the set ΠO (8.14), the upper and lower myopic bounds coincide
with the optimal policy µ∗(π). What is the performance loss outside the setΠO?
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To quantify this, define the policy
µ˜(π) =
{
µ∗(π) ∀π ∈ ΠO
arbitrary action (e.g. 1) ∀π 6∈ ΠO
Let Jµ˜(π0) denote the discounted cost associated with µ˜(π0). Also denote
J˜µ∗(π0) = E
{
∞∑
k=0
ρk c˜′µ∗(πk)πk
}
,
where
c˜µ∗(π) =

cµ∗(π) π ∈ ΠO[
min
u∈U
c(1, u), · · · ,min
u∈U
c(X,u)
]′
π 6∈ ΠO
Clearly an upper bound for the percentage loss in optimality due to using policy
µ˜ instead of optimal policy µ∗ is
ǫ =
Jµ˜(π0)− J˜µ∗(π0)
J˜µ∗(π0)
. (8.21)
In the numerical examples below, to evaluate ǫ, 1000 Monte-Carlo simulations
were run to estimate the discounted costs Jµ˜(π0) and J˜µ∗(π0) over a horizon
of 100 time units. The parameters ǫ and vol (ΠO) are used to evaluate the per-
formance of the optimizedmyopic policy bounds constructed according to §8.4.
Note that ǫ depends on the choice of observation distributionB, unlike vol (ΠO),
see discussion below (8.14) and also Example 2 below.
Example 1. Sampling andMeasurement Control with Two Actions: In this problem
discussed in §7.4, at every decision epoch, the decision maker has the option of
either recording a noisy observation (of a Markov chain) instantly (action u = 2)
or waiting for one time unit and then recording an observation using a better
sensor (action u = 1). Should one record observations more frequently and less
accurately or more accurately but less frequently?
We chose X = 3, U = 2 and Y = 3. Both transition and observation proba-
bilities are action dependent (parameters specified in the Appendix). The per-
centage loss in optimality is evaluated by simulation for different values of the
discount factor ρ. Table 8.1(a) displays vol (ΠO), ǫ1 and ǫ2. For each ρ, ǫ1 is ob-
tained by assuming π0 = e3 (myopic bounds overlap at e3) and ǫ2 is obtained
by uniformly sampling π0 /∈ ΠO. Observe that vol (ΠO) is large and ǫ1, ǫ2 are
small, which indicates the usefulness of the proposed myopic policies.
Example 2. 10-state POMDP: Consider a POMDP with X = 10, U = 2. Con-
sider two sub-examples: the first with discrete observations Y = 10 (parameters
in Appendix), the second with continuous observations obtained using the ad-
ditive Gaussian noise model, i.e. yk = xk+nk where nk ∼N(0, 1). The percent-
age loss in optimality is evaluated by simulation for these two sub examples
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Table 8.1 Performance of optimized myopic policies versus discount factor ρ for five
numerical examples. The performance metrics vol (ΠO) and ǫ are defined in (8.14) and
(8.21).
(a) Example 1
ρ vol(ΠO) ǫ1 ǫ2
0.4 95.3% 0.30% 16.6%
0.5 94.2% 0.61% 13.9%
0.6 92.4% 1.56% 11.8%
0.7 90.2% 1.63% 9.1%
0.8 87.4% 1.44% 6.3%
0.9 84.1% 1.00% 3.2%
(b) Example 2
vol(ΠO) ǫ
d
1 ǫ
d
2 ǫ
c
1 ǫ
c
2
64.27% 7.73% 12.88% 6.92% 454.31%
55.27% 8.58% 12.36% 8.99% 298.51%
46.97% 8.97% 11.91% 12.4% 205.50%
39.87% 8.93% 11.26% 14.4% 136.31%
34.51% 10.9% 12.49% 17.7% 88.19%
29.62% 11.2% 12.24% 20.5% 52.16%
(c) Example 3
vol(ΠO) ǫ1 ǫ2
61.4% 2.5% 10.1%
56.2% 2.3% 6.9%
47.8% 1.7% 4.9%
40.7% 1.4% 3.5%
34.7% 1.1% 2.3%
31.8% 0.7% 1.4%
(d) Example 4
vol (ΠO) vol (ΠO) ǫ1 ǫ1 ǫ2 ǫ2
98.9% 84.5% 0.10% 6.17% 1.45% 1.71%
98.6% 80.0% 0.18% 7.75% 1.22% 1.50%
98.4% 75.0% 0.23% 11.62% 1.00% 1.31%
98.1% 68.9% 0.26% 14.82% 0.75% 1.10%
97.8% 61.5% 0.27% 19.74% 0.51% 0.89%
97.6% 52.8% 0.25% 24.08% 0.26% 0.61%
and denoted by ǫd1, ǫ
d
2 (discrete observations) and ǫ
c
1, ǫ
c
2 (Gaussian observations)
in Table 8.1(b).
ǫd1 and ǫ
c
1 are obtained by assuming π0 = e5 (myopic bounds overlap at e5).
ǫd2 and ǫ
c
2 are obtained by sampling π0 /∈ ΠO. Observe from Table 8.1(b) that
vol (ΠO) decreases with ρ.
Example 3. 8-state and 8-action POMDP: Consider a POMDPwithX = 8,U = 8
and Y = 8 (parameters in Appendix). Table 8.1(c) displays vol (ΠO), ǫ1 and ǫ2.
For each ρ, ǫ1 is obtained by assuming π0 = e1 (myopic bounds overlap at e1)
and ǫ2 is obtained by uniformly sampling π0 /∈ ΠO . The results indicate that the
myopic policy bounds are still useful for some values of ρ.
Example 4. Myopic Bounds versus Transition Matrix: The aim here is to illustrate
the performance of the optimized myopic bounds over a range of transition
probabilities. Consider a POMDP with X = 3, U = 2, additive Gaussian noise
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model of Example 2, and transition matrices
P (2) =
 1 0 01− 2θ1 θ1 θ1
1− 2θ2 θ2 θ2
 , P (1) = P 2(2)
It is straightforward to show that ∀ θ1, θ2 such that θ1+θ2 ≤ 1, θ2 ≥ θ1, P (1) and
P (2) satisfy (F2) and (F3’). The costs are c1 = [1, 1.1, 1.2]
′
and c2 = [1.2, 1.1, 1.1]
′
.
Table 8.1(d) displays the worst case and best case values for performance met-
rics (vol (ΠO) , ǫ1, ǫ2) versus discount factor ρ by sweeping over the entire range
of (θ1, θ2). The worst case performance is denoted by vol (ΠO), ǫ1, ǫ2 and the
best case by vol (ΠO), ǫ1, ǫ2.
8.6 Blackwell Dominance of Observation Distributions and
Optimality of Myopic Policies
In previous sections of this chapter, we used copositive dominance to construct
upper and lower myopic bounds to the optimal policy of a POMDP. In this
section we will use another concept, called Blackwell dominance, to construct
lower myopic bounds to the optimal policy for a POMDP.
8.6.1 Myopic Policy Bound to Optimal Decision Policy
Motivated by active sensing applications, consider the following POMDPswhere
based on the current belief state πk−1, agent k chooses sensing mode
uk ∈ {1 (low resolution sensor) , 2 (high resolution sensor)}.
Depending on its mode uk, the sensor views the world according to this mode
– that is, it obtains observation from a distribution that depends on uk. Assume
that for mode u ∈ {1, 2}, the observation y(u) ∈ Y(u) = {1, . . . , Y (u)} is obtained
from the matrix of conditional probabilities
B(u) =
(
Biy(u)(u), i ∈ {1, 2, . . . , X}, y(u) ∈ Y(u)
)
where Biy(u)(u) = P(y
(u)|x = ei, u).
The notation Y(u) allows for mode dependent observation spaces. In sensor
scheduling [52], the tradeoff is as follows: Mode u = 2 yields more accurate
observations of the state than mode u = 1, but the cost of choosing mode u =
2 is higher than mode u = 1. Thus there is an tradeoff between the cost of
acquiring information and the value of the information.
The assumption that mode u = 2 yields more accurate observations than
mode u = 1 is modeled as follows: We say mode 2 Blackwell dominatesmode 1,
denoted as
B(2) B B(1) if B(1) = B(2)R. (8.22)
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Here R is a Y (2) × Y (1) stochastic matrix. R can be viewed as a confusion matrix
that maps Y(2) probabilistically to Y(1). (In a communications context, one can
viewR as a noisy discrete memoryless channel with input y(2) and output y(1)).
Intuitively (8.22) means that B(2) is more accurate than B(1).
The goal is to compute the optimal policy µ∗(π) ∈ {1, 2} to minimize the
expected cumulative cost incurred by all the agents
Jµ(π) = Eµ{
∞∑
k=0
ρkC(πk, uk)}. (8.23)
where ρ ∈ [0, 1) is the discount factor. Even though solving the above POMDP
is computationally intractable in general, using Blackwell dominance, we show
below that a myopic policy forms a lower bound for the optimal policy.
The value function V (π) and optimal policy µ∗(π) satisfy Bellman’s equation
V (π) = min
u∈U
Q(π, u), µ∗(π) = arg min
u∈U
Q(π, u), Jµ∗(π) = V (π)
Q(π, u) = C(π, u) + ρ
∑
y(u)∈Y(u)
V (T (π, y, u))σ(π, y, u),
T (π, y, u) =
By(u)(u)P
′π
σ(π, y, u)
, σ(π, y, u) = 1′XBy(u)(u)P
′π.
(8.24)
We now present the structural result. Let Πs ⊂ Π denote the set of belief
states for which C(π, 2) < C(π, 1). Define the myopic policy
µ(π) =
{
2 π ∈ Πs
1 otherwise
THEOREM 8.6.1 Assume that C(π, u) is concave with respect to π ∈ Π(X) for each
action u. Suppose B(2) B B(1), i.e., B(1) = B(2)R holds where R is a stochastic
matrix. Then the myopic policy µ(π) is a lower bound to the optimal policy µ∗(π), i.e.,
µ∗(π) ≥ µ(π) for all π ∈ Π . In particular, for π ∈ Πs, µ∗(π) = µ(π), i.e., it is optimal
to choose action 2 when the belief is in Πs.
Remark: If B(1) B B(2), then the myopic policy constitutes an upper bound
to the optimal policy.
Theorem 8.6.1 is proved below. The proof exploits the fact that the value func-
tion is concave and uses Jensen’s inequality. The usefulness of Theorem 8.6.1
stems from the fact that µ(π) is trivial to compute. It forms a provable lower
bound to the computationally intractable optimal policy µ∗(π). Since µ is sub-
optimal, it incurs a higher cumulative cost. This cumulative cost can be evalu-
ated via simulation and is an upper bound to the achievable optimal cost.
Theorem 8.6.1 is non-trivial. The instantaneous costs satisfying C(π, 2) <
C(π, 1), does not trivially imply that the myopic policy µ(π) coincides with the
optimal policy µ∗(π), since the optimal policy applies to a cumulative cost func-
tion involving an infinite horizon trajectory of the dynamical system.
It is instructive to compare Theorem 8.6.1 with Theorem 8.3.1 on page 105.
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Theorem 8.3.1 used copositive dominance (with several assumptions on the
POMDP model) to construct both upper and lower bounds to the optimal pol-
icy. In comparison, (Theorem 8.6.1) needs no assumptions on the POMDPmodel
apart from the Blackwell dominance condition B(1) = B(2)R and concavity of
costs with respect to the belief; but only yields an upper bound.
8.6.2 Example. Optimal Filter vs Predictor Scheduling
Suppose u = 2 is an active sensor (filter) which obtains measurements of the
underlying Markov chain and uses the optimal HMM filter on these measure-
ments to compute the belief and therefore the state estimate. So the usage cost
of sensor 2 is high (since obtaining observations is expensive and can also re-
sult in increased threat of being discovered), but its performance cost is low
(performance quality is high).
Suppose sensor u = 1 is a predictor which needs no measurement. So its
usage cost is low (no measurement is required). However its performance cost
is high since it is more inaccurate compared to sensor 2.
Since the predictor has non-informative observation probabilities, its obser-
vation probability matrix is B(1) = 1Y 1X×Y . So clearly B(1) = B(2)B(1) mean-
ing that the filter (sensor 2) Blackwell dominates the predictor (sensor 1) Theo-
rem 8.6.1 then says that if the current belief is πk, then if C(πk, 2) < C(πk, 1), it
is always optimal to deploy the filter (sensor 2).
8.6.3 Proof of Theorem 8.6.1
C(π, u) concave implies that V (π) is concave on Π(X). We then use the Black-
well dominance condition (8.22). In particular,
T (π, y(1), 1) =
∑
y(2)∈Y(2)
T (π, y(2), 2)
σ(π, y(2), 2)
σ(π, y(1), 1)
P (y(1)|y(2))
σ(π, y(1), 1) =
∑
y(2)∈Y(2)
σ(π, y(2), 2)P (y(1)|y(2)).
Therefore σ(π,y
(2),2)
σ(π,y(1),1)
P (y(1)|y(2)) is a probability measure w.r.t. y(2) (since the de-
nominator is the sum of the numerator over all y(2)). Since V (·) is concave, using
Jensen’s inequality it follows that
V (T (π, y(1), 1)) = V
 ∑
y(2)∈Y(2)
T (π, y(2), 2)
σ(π, y(2), 2)
σ(π, y(1), 1)
P (y(1)|y(2))

≥
∑
y(2)∈Y(2)
V (T (π, y(2), 2))
σ(π, y(2), 2)
σ(π, y(1), 1)
P (y(1)|y(2))
=⇒
∑
y(1)
V (T (π, y(1), 1))σ(π, y(1), 1) ≥
∑
y(2)
V (T (π, y(2), 2)σ(π, y(2), 2). (8.25)
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Therefore for π ∈ Πs,
C(π, 2)+ρ
∑
y(2)
V (T (π, y(2), 2)σ(π, y(2), 2) ≤ C(π, 1)+ρ
∑
y(1)
V (T (π, y(1)), 1)σ(π, y(1), 1).
So for π ∈ Πs, the optimal policy µ∗(π) = argminu∈U Q(π, u) = 2. So µ(π) =
µ∗(π) = 2 for π ∈ Πs and µ¯(π) = 1 otherwise, implying that µ¯(π) is a lower
bound for µ∗(π).
8.7 How does optimal POMDP cost vary with state and
observation dynamics?
This and the next section focus on achievable costs attained by the optimal policy.
This section presents gives bounds on the achievable performance of the opti-
mal policies by the decision maker. This is done by introducing a partial order-
ing of the transition and observation probabilities – the larger these parameters
with respect to this order, the larger the optimal cumulative cost incurred.
How does the optimal expected cumulative cost Jµ∗ of a POMDP vary with
transition matrix P and observation distribution B? Can the transition matri-
ces and observation distributions be ordered so that the larger they are, the
larger the optimal cumulative cost? Such a result is very useful – it allows us
to compare the optimal performance of different POMDP models, even though
computing these is intractable. Recall that the transition matrix specifies themo-
bility of the state and the observation matrix specifies the noise distribution; so
understanding how these affect the achievable optimal cost is important.
Consider two distinct POMDPs with transition matrices θ = P and θ¯ = P¯ ,
respectively. Alternatively, consider two distinct POMDPswith observation dis-
tributions θ = B and θ¯ = B¯, respectively. Assume that the instantaneous costs
C(π, u) and discount factors ρ for both POMDPs are identical.
Let µ∗(θ) and µ∗(θ¯) denote, respectively, the optimal policies for the two
POMDPs. Let Jµ∗(θ)(π; θ) = V (π; θ) and Jµ∗(θ¯)(π; θ¯) = V (π; θ¯) denote the opti-
mal value functions corresponding to applying the respective optimal policies.
Consider two arbitrary transition matrices P and P¯ . Recalling Definition 4.2.3
for  and (F3’), assume the copositive ordering
P  P¯ . (8.26)
Recall the Blackwell dominance of observation distributions: B¯ Blackwell dom-
inates B denoted as
B¯ B B if B = B¯R (8.27)
where R = (Rlm) is a stochastic kernel, i.e.,
∑
mRlm = 1.
The question we pose is: How does the optimal cumulative cost Jµ∗(θ)(π; θ)
vary with transition matrix P or observation distribution B? For example, in
quickest change detection, do certain phase-type distributions for the change
114 Myopic Policy Bounds for POMDPs and Sensitivity
time result in larger optimal cumulative cost compared to other phase-type dis-
tributions? In controlled sensing, do certain noise distributions incur a larger
optimal cumulative cost than other noise distributions?
THEOREM 8.7.1 1. Consider two distinct POMDP problems with transition matri-
ces P and P¯ , respectively, where P  P¯ with respect to copositive ordering (8.26). If
(C), (F1), (F2) hold, then the optimal cumulative costs satisfy
Jµ∗(P )(π;P ) ≤ Jµ∗(P¯ )(π; P¯ ).
2. Consider two distinct POMDP problems with observation distributions B and B¯,
respectively, where B¯ B B with respect to Blackwell ordering (8.27). Then
Jµ∗(B)(π;B) ≥ Jµ∗(B¯)(π; B¯).
The proof is in Appendix [57]. Computing the optimal policy and associated
cumulative cost of a POMDP is intractable. Yet, the above theorem facilitates
comparison of these optimal costs for different transition and observation prob-
abilities.
It is instructive to compare Theorem 8.7.1(1)with Theorem 3.4.1 of §3.4,which
dealt with the optimal costs of two fully observed MDPs. Comparing the as-
sumptions of Theorem 3.4.1 with Theorem 8.7.1(1), we see that the assump-
tion on the costs (A1) is identical to (C). Assumption (A2) in Theorem 3.4.1 is
replaced by (F1), (F2) which are conditions on the transition and observation
probabilities. The first order dominance condition (A2) in Theorem 3.4.1 is a
weaker condition than the TP2 condition (F1). In particular, (F1) implies (A2).
Finally, (A5) in Theorem 3.4.1 is replaced by the stronger assumption of coposi-
tivity (F3’). Indeed, (F3’) implies (A5).
Remark: An obvious consequence of Theorem 8.7.1(1) is that a Markov chain
with transition probabilities PiX = 1 for each state i incurs the lowest cumu-
lative cost. After one transition such a Markov chain always remains in state
X . Since the instantaneous costs are decreasing with state (C), clearly, such a
transition matrix incurs the lowest cumulative cost. Similarly if Pi1 = 1 for each
state i, then the highest cumulative cost is incurred. A consequence of Theorem
8.7.1(2) is that the optimal cumulative cost incurred with perfect measurements
is smaller than that with noisy measurements.
8.8 Complements and Sources
This chapter is based on [65] and extends the structural results of [78, 102]. Con-
structing myopic policies using Blackwell dominance goes back to [125]. [102]
uses the multivariate TP2 order for POMDPs with multivariate observations.
[41] shows the elegant result that the p-th root of a stochastic matrix P is a
stochastic matrix providing P−1 is an M-matrix. The structural results can also
be developed for stochastic control of continuous time HMMs. By using a ro-
bust formulation of the continuous-time HMM filter [44], time discretization
8.A POMDP Numerical Examples 115
yields exactly the HMM filter. One can then consider the resulting discretized
Hamilton Jacobi-Bellman equation and obtain structural results.
Although, not discussed in this article, the parameters of the underlyingHMM
can be estimated recursively via online estimators such as those in [70] or offline
via EM type algorithms.
Appendix 8.A POMDP Numerical Examples
Parameters of Example 1: For the first example the parameters are defined as,
c =
(
1.0000 1.5045 1.8341
1.5002 1.0000 1.0000
)′
, P (2) =

1.0000 0.0000 0.00000.4677 0.4149 0.1174
0.3302 0.5220 0.1478

 , P (1) = P 2(2)
B(1) =

0.6373 0.3405 0.02220.3118 0.6399 0.0483
0.0422 0.8844 0.0734

 , B(2) =

0.5927 0.3829 0.02440.4986 0.4625 0.0389
0.1395 0.79 0.0705

 .
Parameters of Example 2: For discrete observations B(u) = B ∀u ∈ U ,
B =


0.0297 0.1334 0.1731 0.0482 0.1329 0.1095 0.0926 0.0348 0.1067 0.1391
0.0030 0.0271 0.0558 0.0228 0.0845 0.0923 0.1029 0.0511 0.2001 0.3604
0.0003 0.0054 0.0169 0.0094 0.0444 0.0599 0.0812 0.0487 0.2263 0.5075
0 0.0011 0.0051 0.0038 0.0225 0.0368 0.0593 0.0418 0.2250 0.6046
0 0.0002 0.0015 0.0015 0.0113 0.0223 0.0423 0.0345 0.2133 0.6731
0 0 0.0005 0.0006 0.0056 0.0134 0.0298 0.0281 0.1977 0.7243
0 0 0.0001 0.0002 0.0028 0.0081 0.0210 0.0227 0.1813 0.7638
0 0 0 0.0001 0.0014 0.0048 0.0147 0.0183 0.1651 0.7956
0 0 0 0 0.0007 0.0029 0.0103 0.0147 0.1497 0.8217
0 0 0 0 0.0004 0.0017 0.0072 0.0118 0.1355 0.8434


P (1) =


0.9496 0.0056 0.0056 0.0056 0.0056 0.0056 0.0056 0.0056 0.0056 0.0056
0.9023 0.0081 0.0112 0.0112 0.0112 0.0112 0.0112 0.0112 0.0112 0.0112
0.8574 0.0097 0.0166 0.0166 0.0166 0.0166 0.0166 0.0166 0.0166 0.0167
0.8145 0.0109 0.0218 0.0218 0.0218 0.0218 0.0218 0.0218 0.0218 0.0220
0.7737 0.0119 0.0268 0.0268 0.0268 0.0268 0.0268 0.0268 0.0268 0.0268
0.7351 0.0126 0.0315 0.0315 0.0315 0.0315 0.0315 0.0315 0.0315 0.0318
0.6981 0.0131 0.0361 0.0361 0.0361 0.0361 0.0361 0.0361 0.0361 0.0361
0.6632 0.0136 0.0404 0.0404 0.0404 0.0404 0.0404 0.0404 0.0404 0.0404
0.6301 0.0139 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445
0.5987 0.0141 0.0484 0.0484 0.0484 0.0484 0.0484 0.0484 0.0484 0.0484


P (2) =


0.5688 0.0143 0.0521 0.0521 0.0521 0.0521 0.0521 0.0521 0.0521 0.0522
0.5400 0.0144 0.0557 0.0557 0.0557 0.0557 0.0557 0.0557 0.0557 0.0557
0.5133 0.0145 0.0590 0.0590 0.0590 0.0590 0.0590 0.0590 0.0590 0.0592
0.4877 0.0145 0.0622 0.0622 0.0622 0.0622 0.0622 0.0622 0.0622 0.0624
0.4631 0.0145 0.0653 0.0653 0.0653 0.0653 0.0653 0.0653 0.0653 0.0653
0.4400 0.0144 0.0682 0.0682 0.0682 0.0682 0.0682 0.0682 0.0682 0.0682
0.4181 0.0144 0.0709 0.0709 0.0709 0.0709 0.0709 0.0709 0.0709 0.0712
0.3969 0.0143 0.0736 0.0736 0.0736 0.0736 0.0736 0.0736 0.0736 0.0736
0.3771 0.0141 0.0761 0.0761 0.0761 0.0761 0.0761 0.0761 0.0761 0.0761
0.3585 0.0140 0.0784 0.0784 0.0784 0.0784 0.0784 0.0784 0.0784 0.0787


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c =
(
0.5986 0.5810 0.6116 0.6762 0.5664 0.6188 0.7107 0.4520 0.5986 0.7714
0.6986 0.6727 0.7017 0.7649 0.6536 0.6005 0.6924 0.4324 0.5790 0.6714
)′
Parameters of Example 3: B(u) = Υ0.7 ∀u ∈ U , where Υε is a tridiagonal matrix defined as
Υε = [εij ]X×X , εij =


ε i = j
1− ε (i, j) = (1, 2), (X − 1,X)
1− ε
2
(i, j) = (i, i+ 1), (i, i− 1), i 6= 1, X
0 otherwise
P (1) =


0.1851 0.1692 0.1630 0.1546 0.1324 0.0889 0.0546 0.0522
0.1538 0.1531 0.1601 0.1580 0.1395 0.0994 0.0667 0.0694
0.1307 0.1378 0.1489 0.1595 0.1472 0.1143 0.0769 0.0847
0.1157 0.1307 0.1437 0.1591 0.1496 0.1199 0.0840 0.0973
0.1053 0.1196 0.1388 0.1579 0.1520 0.1248 0.0888 0.1128
0.0850 0.1056 0.1326 0.1618 0.1585 0.1348 0.0977 0.1240
0.0707 0.0906 0.1217 0.1578 0.1629 0.1447 0.1078 0.1438
0.0549 0.0757 0.1095 0.1502 0.1666 0.1576 0.1189 0.1666


P (2) =


0.0488 0.0696 0.1016 0.1413 0.1599 0.1614 0.1270 0.1904
0.0413 0.0604 0.0882 0.1292 0.1503 0.1661 0.1425 0.2220
0.0329 0.0482 0.0752 0.1195 0.1525 0.1694 0.1519 0.2504
0.0248 0.0388 0.0649 0.1097 0.1503 0.1732 0.1643 0.2740
0.0196 0.0309 0.0566 0.0985 0.1429 0.1805 0.1745 0.2965
0.0158 0.0258 0.0517 0.0934 0.1392 0.1785 0.1794 0.3162
0.0134 0.0221 0.0463 0.0844 0.1335 0.1714 0.1822 0.3467
0.0110 0.0186 0.0406 0.0783 0.1246 0.1679 0.1899 0.3691


P (3) =


0.0077 0.0140 0.0337 0.0704 0.1178 0.1632 0.1983 0.3949
0.0058 0.0117 0.0297 0.0659 0.1122 0.1568 0.1954 0.4225
0.0041 0.0090 0.0244 0.0581 0.1011 0.1494 0.2013 0.4526
0.0032 0.0076 0.0210 0.0515 0.0941 0.1400 0.2023 0.4803
0.0022 0.0055 0.0165 0.0439 0.0865 0.1328 0.2006 0.5120
0.0017 0.0044 0.0132 0.0362 0.0751 0.1264 0.2046 0.5384
0.0012 0.0033 0.0106 0.0317 0.0702 0.1211 0.1977 0.5642
0.0009 0.0025 0.0091 0.0273 0.0638 0.1134 0.2004 0.5826


P (4) =


0.0007 0.0020 0.0075 0.0244 0.0609 0.1104 0.2013 0.5928
0.0005 0.0016 0.0063 0.0208 0.0527 0.1001 0.1991 0.6189
0.0004 0.0013 0.0049 0.0177 0.0468 0.0923 0.1981 0.6385
0.0003 0.0009 0.0038 0.0149 0.0407 0.0854 0.2010 0.6530
0.0002 0.0007 0.0031 0.0123 0.0346 0.0781 0.2022 0.6688
0.0001 0.0005 0.0023 0.0100 0.0303 0.0713 0.1980 0.6875
0.0001 0.0004 0.0019 0.0083 0.0266 0.0683 0.1935 0.7009
0.0001 0.0003 0.0014 0.0069 0.0240 0.0651 0.1878 0.7144


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P (5) =


0.0000 0.0002 0.0010 0.0054 0.0204 0.0590 0.1772 0.7368
0.0000 0.0001 0.0008 0.0041 0.0168 0.0515 0.1663 0.7604
0.0000 0.0001 0.0006 0.0038 0.0156 0.0480 0.1596 0.7723
0.0000 0.0001 0.0005 0.0032 0.0139 0.0450 0.1603 0.777
0.0000 0.0001 0.0004 0.0028 0.0124 0.0418 0.1590 0.7835
0.0000 0.0001 0.0003 0.0023 0.0106 0.0389 0.1547 0.7931
0.0000 0.0000 0.0003 0.0018 0.0090 0.0351 0.1450 0.8088
0.0000 0.0000 0.0002 0.0015 0.0080 0.0325 0.1386 0.8192


P (6) =


0.0000 0.0000 0.0001 0.0012 0.0067 0.0296 0.1331 0.8293
0.0000 0.0000 0.0001 0.0010 0.0059 0.0275 0.1238 0.8417
0.0000 0.0000 0.0001 0.0009 0.0056 0.0272 0.1238 0.8424
0.0000 0.0000 0.0001 0.0009 0.0053 0.0269 0.1234 0.8434
0.0000 0.0000 0.0001 0.0006 0.0043 0.0237 0.1189 0.8524
0.0000 0.0000 0.0001 0.0005 0.0038 0.0215 0.1129 0.8612
0.0000 0.0000 0.0000 0.0004 0.0032 0.0191 0.1094 0.8679
0.0000 0.0000 0.0000 0.0003 0.0025 0.0161 0.1011 0.8800


P (7) =


0.0000 0.0000 0.0000 0.0003 0.0022 0.0143 0.0938 0.8894
0.0000 0.0000 0.0000 0.0002 0.0019 0.0136 0.0901 0.8942
0.0000 0.0000 0.0000 0.0002 0.0017 0.0126 0.0849 0.9006
0.0000 0.0000 0.0000 0.0002 0.0015 0.0118 0.0819 0.9046
0.0000 0.0000 0.0000 0.0001 0.0013 0.0108 0.0754 0.9124
0.0000 0.0000 0.0000 0.0001 0.0011 0.0098 0.0714 0.9176
0.0000 0.0000 0.0000 0.0001 0.0010 0.0090 0.0713 0.9186
0.0000 0.0000 0.0000 0.0001 0.0009 0.0084 0.0675 0.9231


P (8) =


0.0000 0.0000 0.0000 0.0001 0.0008 0.0078 0.0665 0.9248
0.0000 0.0000 0.0000 0.0000 0.0007 0.0068 0.0626 0.9299
0.0000 0.0000 0.0000 0.0000 0.0006 0.0061 0.0581 0.9352
0.0000 0.0000 0.0000 0.0000 0.0005 0.0057 0.0561 0.9377
0.0000 0.0000 0.0000 0.0000 0.0005 0.0053 0.0558 0.9384
0.0000 0.0000 0.0000 0.0000 0.0004 0.0051 0.0558 0.9387
0.0000 0.0000 0.0000 0.0000 0.0004 0.0045 0.0522 0.9429
0.0000 0.0000 0.0000 0.0000 0.0003 0.0040 0.0505 0.9452


c =


1.0000 2.2486 4.1862 6.9509 11.2709 15.9589 21.4617 27.6965
31.3230 8.8185 9.6669 11.4094 14.2352 17.8532 22.3155 27.5353
50.0039 26.3162 14.6326 15.3534 17.1427 19.7455 23.1064 27.3025
65.0359 40.2025 27.5380 19.5840 20.3017 21.8682 24.2022 27.4108
79.1544 53.1922 39.5408 30.5670 23.3697 23.9185 25.1941 27.4021
90.7494 63.6983 48.6593 38.6848 30.4868 25.7601 26.0012 27.1867
99.1985 71.1173 55.0183 44.0069 34.7860 29.0205 26.9721 27.1546
106.3851 77.2019 60.0885 47.8917 37.6330 30.8279 27.7274 26.4338


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