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Resumo
Este trabalho apresenta o Modelo de Fragilidade com Risco Log´ıstico, uma proposta
de ana´lise de sobreviveˆncia agregada a` ana´lise de ligac¸a˜o. A estrutura do modelo trata-
se de uma extensa˜o do modelo de sobreviveˆncia proposto por Cox. Assume-se uma forma
parame´trica para a func¸a˜o risco, possuindo forma log´ıstica (Mackenzie, 1996). A censura
e´ definida de acordo com a observac¸a˜o da idade do paciente no momento do diagno´stico
da doenc¸a e a idade atual do indiv´ıduo, desta forma, uma idade de diagno´stico maior que
a idade atual caracteriza a censura. As fragilidades, constru´ıdas de forma aditiva a partir
de densidades gama, incorporam contribuic¸o˜es gene´ticas e tambe´m fatores ambientais que
influem no comportamento da caracter´ıstica de interesse (neste caso, uma doenc¸a).
O uso de tais te´cnicas de modo unificado tem se mostrado bastante eficaz, pois a idade
de diagno´stico e´ geralmente coletada em estudos de mapeamento gene´tico, ale´m do que a
mesma apresenta-se muitas vezes associada a doenc¸as complexas. Consequ¨entemente, tem-se
um modelo versa´til, capaz de ana´lises nos moldes do modelo de Cox, ale´m de prover meios
para mapeamento gene´tico. O modelo e´ ajustado pela maximizac¸a˜o da verossimilhanc¸a
retrospectiva (Whittemore, 1996), por meio de um algoritmo iterativo baseado nas equac¸o˜es
de Kuhn-Tucker. A validade da proposta e´ averiguada por meio de ana´lise de dados simulados
com o software G.A.S.P. e comparac¸o˜es de resultados obtidos com ana´lises conjuntas por meio
dos softwares SAS e GeneHunter.
vAbstract
This research work presents the Frailty Model using the logistic form to the hazard func-
tion, a survival analysis method which agregates linkage analysis role. The model structure
is based on a Cox model extension. The hazard function has a parametric form, the logistic
one (Mackenzie, 1996). The censure is defined using the current age and the age at onset,
thus if one has the age at onset greater then the current age, then a censured observation is
characterized. The additive frailties are constructed from gamma densities and incorporate
genetic and environmental contributions to the trait of interest (in this case, a disease).
The use of these techniques in a unified way has been shown to be efficient, once the age
at onset is usually collected in genetic mapping studies, moreover it’s shown to be associated
to complex diseases. Then, this is a useful model, which is able to be applied to Cox model
situations and genetic mapping cases. The model is adjusted by the maximization of retro-
spective likelihood (Whittemore, 1996), using an iterative algorithm based on the Kuhn-
Tucker equations. The proposed model is ascertained by the analysis of simulated data
created using G.A.S.P. package and by comparisons with the results from the joint analyses
with SAS and GeneHunter softwares.
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“(...) Gene´tica e Estat´ıstica, enta˜o, teˆm
em comum o fato de que, cada um em
seu campo, representa um ponto de vista
distinto, o qual influencia profundamente
nos processos intelectuais com os quais o
trabalho cient´ıfico e´ realizado. (...)”
Fisher, R.A., Heredity, 6 (1952).
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1Introduc¸a˜o
Va´rios estudos de doenc¸as complexas incluem o estudo da varia´vel idade de diagno´stico,
como por exemplo os caˆnceres de mama e pro´stata, ale´m do diabetes tipo I e o mal de
Alzheimer. Entre os membros de uma famı´lia, e´ poss´ıvel observar correlac¸a˜o entre as idade de
diagno´stico dos mesmos; ale´m disso, uma idade de diagno´stico precoce pode estar relacionada
a` mudanc¸a dos riscos relativos do indiv´ıduo.
Uma especial atenc¸a˜o tem sido dada a extenso˜es do modelo de Cox com efeitos aleato´rios.
Uma vasta literatura (Vaupel et. al., 1979; Clayton and Cuzick, 1985; Oakes, 1989; Nielsen
et. al., 1982) pode ser encontrada a respeito dos modelos de fragilidade, capazes de considerar
varia´veis na˜o-observa´veis (como caracter´ısticas gene´ticas).
Este trabalho apresenta uma proposta parame´trica para a realizac¸a˜o de ana´lises de so-
breviveˆncia e de ligac¸a˜o conjuntamente. A flexibilidade apresentada pela famı´lia log´ıstica
generalizada (Mackenzie, 1996) justifica o emprego de tal forma funcional para a func¸a˜o risco
utilizada em ana´lise de sobreviveˆncia. O Cap´ıtulo 1 e´ iniciado com conceitos ba´sicos de
ana´lise de sobreviveˆncia e estende-se ate´ a formulac¸a˜o do modelo de risco log´ıstico.
O modelo assume que a construc¸a˜o das fragilidades, apresentada de forma detalhada no
Cap´ıtulo 2, e´ feita de forma aditiva por basicamente duas componentes: a gene´tica e a ambi-
ental. Neste mesmo cap´ıtulo, e´ apresentado um teste para ligac¸a˜o baseado na verossimilhanc¸a
retrospectiva (Whittemore, 1996).
No Cap´ıtulo 3, e´ introduzida uma curta apresentac¸a˜o dos conceitos mais empregados em
ana´lise de ligac¸a˜o, seus propo´sitos e me´todos, afim de que o leitor que na˜o esteja familiarizado
com tal me´todo possa situar-se diante da proposta aqui discutida.
Diante da complexidade computacional enfrentada afim de efetuar a estimac¸a˜o dos paraˆ-
metros, o Cap´ıtulo 4 discute maiores detalhes do procedimento computacional empregado
quando da maximizac¸a˜o da raza˜o de verossimilhanc¸a, sob a hipo´tese de inexisteˆncia de
ligac¸a˜o. Deve-se enfatizar, tambe´m, que ale´m da dif´ıcil tarefa de maximizar uma raza˜o,
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o trabalho computacional exigido por dados de famı´lia sempre constitui um agravante.
Dados de famı´lias nucleares com dois filhos foram gerados, usando o pacote G.A.S.P.
(para gerac¸a˜o dos marcadores) e o software Matlab 6.1 (para gerac¸a˜o de idades), sob duas
condic¸o˜es: uma sob ligac¸a˜o e a outra sob a auseˆncia de ligac¸a˜o. As ana´lises referentes a
estes conjuntos de dados simulados encontram-se no Cap´ıtulo 5. Deve-se ressaltar que os
dados foram assim gerados (pares de irma˜os - sibpair data) por motivos de simplicidade
computacional.
Detalhes a respeito da Func¸a˜o de Sobreviveˆncia Conjunta sa˜o apresentados no Anexo
A. As informac¸o˜es a´ı contidas sa˜o essenciais para a extensa˜o da atual proposta para casos
mais realistas, como famı´lias com mais de dois filhos e heredogramas compostos por va´rias
gerac¸o˜es. O Anexo B apresenta definic¸o˜es de termos na˜o muito comuns em sua maioria
extra´ıdos do diciona´rio on-line MedicineNet.com (2002).
31 Conceitos em Ana´lise de
Sobreviveˆncia
Aqui, sera˜o apresentados aspectos ba´sicos de ana´lise sobreviveˆncia, iniciando pela defini-
c¸a˜o de censura e func¸o˜es empregadas (densidade, sobreviveˆncia e risco), finalizando com as
relac¸o˜es existentes entre essas treˆs func¸o˜es.
A proposta deste trabalho e´ realizar ana´lise de sobreviveˆncia (para dados gene´ticos sob
o contexto de fragilidade) utilizando-se a func¸a˜o risco na forma log´ıstica. Portanto, neste
cap´ıtulo, sera˜o apresentados sucintamente o modelo de riscos proporcionais de Cox, ampla-
mente empregado e, em seguida, a construc¸a˜o da func¸a˜o risco na forma log´ıstica, que sera´
associada ao modelo de sobreviveˆncia posteriormente.
1.1 Conceitos Ba´sicos em Ana´lise de Sobreviveˆncia
Tempo de sobreviveˆncia pode ser definido como o tempo ate´ a ocorreˆncia de um deter-
minado evento (que pode ser desenvolvimento de uma doenc¸a, resposta a um tratamento,
morte ou nascimento, etc.). A ocorreˆncia do referido evento e´ chamada falha. Dados de
sobreviveˆncia podem incluir tempo de sobreviveˆncia, resposta a um tratamento e outras
caracter´ısticas de um paciente, por exemplo.
Uma caracter´ıstica importante em dados de sobreviveˆncia e´ o fato de, apo´s a finalizac¸a˜o
do estudo, ainda haver indiv´ıduos para os quais o evento ainda na˜o aconteceu. A essa
ocorreˆncia denomina-se censura. Consequ¨entemente, para indiv´ıduos censurados, o tempo
exato de falha e´ desconhecido.
As censuras podem ser classificadas, de modo bastante simples, em treˆs grupos:
1. Censura a` direita: Tudo o que sabe-se a respeito de T , o tempo de ocorreˆncia do
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evento, e´ que ele e´ maior que um certo valor c. Geralmente, este tipo de censura e´
observado nos casos de perda de acompanhamento do indiv´ıduo, te´rmino do estudo ou
abandono do estudo.
2. Censura a` esquerda: A informac¸a˜o sobre T e´ de que ele e´ menor que algum valor.
3. Censura intervalar: E´ uma combinac¸a˜o de censura a` esquerda e a` direita, de modo
que a informac¸a˜o sobre T e´ que a < T < b para algum a e b.
Este trabalho foca casos de censura a` direita, que pode ser classificada da seguinte ma-
neira:
1. Censura Tipo I:
Estudos com animais, habitualmente, iniciam-se com um nu´mero fixo de animais, aos
quais aplicam-se tratamentos a serem analisados. Devido a fatores como custo e tempo
dispon´ıvel (considerando que o interesse seja o estudo do tempo de sobreviveˆncia ate´ a
morte dos animais), o pesquisador na˜o pode aguardar pela morte de todas as cobaias.
Uma opc¸a˜o e´ fazer a observac¸a˜o por um tempo pre´-fixado, apo´s o qual os animais so-
breviventes sa˜o sacrificados. Os tempos de sobreviveˆncia para os animais que faleceram
durante o per´ıodo em que o experimento foi realizado sa˜o medidos a partir do in´ıcio
do estudo ate´ o momento da morte da cobaia. Essas observac¸o˜es sa˜o ditas ser na˜o-
censuradas. Os tempos de sobreviveˆncia para os animais sacrificados sa˜o desconhecidos
e sa˜o anotados como, pelo menos, o tempo de durac¸a˜o do estudo. Essas sa˜o observac¸o˜es
censuradas. Alguns animais perdem-se ou morrem acidentalmente. Seus tempos de so-
breviveˆncia, do in´ıcio ate´ a perda ou morte, tambe´m sa˜o censurados. Em estudos com
Censura Tipo I, se na˜o existem perdas acidentais, todos os indiv´ıduos censurados teˆm
seus tempos de sobreviveˆncia iguais ao comprimento do per´ıodo de estudo.
2. Censura Tipo II:
Outra opc¸a˜o em estudos com animais e´ aguardar ate´ que uma porc¸a˜o fixa dos animais
falhe; apo´s isso, os animais sobreviventes sa˜o sacrificados. Nesse caso, se na˜o ha´ perdas
acidentais, as observac¸o˜es censuradas sa˜o iguais a maior observac¸a˜o na˜o-censurada.
3. Censura Tipo III:
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Na maioria de estudos cl´ınicos, o per´ıodo do estudo e´ fixado e os pacientes entram no
estudo em diferentes tempos durante aquele per´ıodo. Alguns podem falecer antes do
fim do estudo; seus tempos exatos de sobreviveˆncia sa˜o conhecidos. Outros podem ser
perdidos durante o acompanhamento. Outros podem sobreviver ate´ o fim do estudo.
Para os pacientes perdidos, os tempos de sobreviveˆncia sa˜o, no mı´nimo, o per´ıodo
compreendido desde as suas chegadas ate´ o u´ltimo contato no estudo. Para aqueles
que sobreviveram ate´ o fim do estudo, os tempos de sobreviveˆncia sa˜o, pelo menos, o
per´ıodo entre suas chegadas ate´ o fim do estudo. Esses dois u´ltimos tipos de observac¸o˜es
sa˜o censuradas. Uma vez que os tempos de entrada no estudo na˜o sa˜o simultaˆneos, os
tempos de censura sa˜o tambe´m diferentes.
Este trabalho lidara´ basicamente com Censuras Tipo III, visto que a resposta de interesse
e´ a idade de diagno´stico de doenc¸a observada em estudos cl´ınicos.
Uma caracter´ıstica muito importante, amplamente empregada em trabalhos de ana´lise
de sobreviveˆncia, incluindo este, e´ a hipo´tese de censura na˜o-informativa. Se o instante de
censura e´ definido como C e o tempo de sobreviveˆncia e´ T , enta˜o um indiv´ıduo e´ censurado
se T > C e na˜o-censurado caso contra´rio. Uma condic¸a˜o suficiente para que a censura seja
na˜o-informativa e´ T ser independente de C.
Censura na˜o-informativa ocorre, por exemplo, quando o instante de censura e´ definido
previamente no estudo. Outro caso de censura na˜o-informativa e´ quando n indiv´ıduos sa˜o
acompanhados e decide-se censurar todos os indiv´ıduos sobreviventes no instante da m-
e´sima resposta (m < n), enta˜o, vista a hipo´tese de independeˆncia entre os indiv´ıduos, este
procedimento de censura e´ na˜o-informativo (apesar de T na˜o ser estritamente independente
de C).
Censura informativa ocorre quando existe associac¸a˜o entre o mecanismo de censura e
o tempo de sobreviveˆncia. Por exemplo, quando um indiv´ıduo abandona um estudo por
razo˜es (por exemplo doenc¸a) associadas ao tempo de sobreviveˆncia ou quando se perde o
contato com um paciente pelo fato de o mesmo sentir-se suficientemente recuperado e na˜o
mais comparecer para a continuidade do estudo.
1.2 Func¸o˜es do Tempo de Sobreviveˆncia 6
1.2 Func¸o˜es do Tempo de Sobreviveˆncia
Tempos de sobreviveˆncia sa˜o dados que medem o tempo ate´ a ocorreˆncia de um deter-
minado evento (falha, morte, desenvolvimento de uma doenc¸a). Esses tempos esta˜o sujeitos
a variac¸o˜es aleato´rias e, portanto, possuem uma distribuic¸a˜o de probabilidade associada. A
distribuic¸a˜o dos tempos de sobreviveˆncia e´ caracterizada por treˆs func¸o˜es matematicamente
equivalentes:
• func¸a˜o de sobreviveˆncia,
• func¸a˜o densidade de probabilidade e
• func¸a˜o risco.
Na pra´tica, as treˆs func¸o˜es podem ser usadas para ilustrar diferentes aspectos dos dados.
Um problema ba´sico na ana´lise de dados de sobreviveˆncia e´ estimar pelo menos uma dessas
treˆs func¸o˜es e inferir padro˜es de sobreviveˆncia dos dados.
Seja T o tempo ate´ a ocorreˆncia de um determinado evento. A distribuic¸a˜o dessa varia´vel
aleato´ria pode ser descrita por alguma das treˆs func¸o˜es que seguem:
1. Func¸a˜o de Sobreviveˆncia: Definida como a probabilidade de um indiv´ıduo sobreviver
mais que t unidades de tempo, e´ denotada por S(t). Assim:
S(t) = P (T > t) = 1− F (t) (1.1)
S(0) = 1
S(∞) = 0
2. Func¸a˜o Densidade (Taxa Incondicional de Falha): Definida como o limite da proba-
bilidade de um indiv´ıduo falhar no pequeno intervalo (t, t + ∆t) por unidade ∆t de
tempo, e´ expressa como:
f(t) = lim
∆t→0
P (um indiv´ıduo falhar no intervalo (t, t+∆t))
∆t
3. Func¸a˜o Risco (Taxa Condicional de Falha): Definida como a probabilidade de falha
num pequeno intervalo de tempo, dado que o indiv´ıduo sobreviveu ate´ o in´ıcio do
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intervalo, e´ expressa por:
λ(t) = lim
∆t→0
P (t ≤ T < t+∆t | T ≥ t)
∆t
=
f(t)
1− F (t) =
f(t)
S(t)
(1.2)
A func¸a˜o risco pode, tambe´m, ser interpretada como taxa instantaˆnea de ocorreˆncia de
falha, dado que o indiv´ıduo estava em risco ate´ o instante t. A func¸a˜o risco pode ser
vista, tambe´m, como potencial instantaˆneo de falha ou velocidade de falha.
1.2.1 Equivaleˆncia entre Func¸o˜es
1. De (1.1) e (1.2), tem-se que:
λ(t) =
f(t)
S(t)
(1.3)
2. Usando a relac¸a˜o entre densidade e distribuic¸a˜o, obte´m-se:
f(t) = −S ′(t) (1.4)
3. Empregando (1.4) em (1.3), observa-se:
λ(t) = −S
′(t)
S(t)
= − d
dt
loge S(t) (1.5)
4. Resolvendo a equac¸a˜o diferencial acima,
S(t) = exp
[
−
∫ t
0
λ(x) dx
]
(1.6)
5. De (1.6) e (1.3),
f(t) = λ(t) exp
[
−
∫ t
0
λ(x) dx
]
(1.7)
6. Define-se o risco acumulado como:
Λ(t) =
∫ t
0
λ(x) dx (1.8)
O risco acumulado pode ser interpretado como a probabilidade de falha no instante t
dada a sobreviveˆncia ate´ t.
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Maiores detalhes a respeito de conceitos e aplicac¸o˜es de ana´lise de sobreviveˆncia podem
ser obtidos em Lee (1992).
1.3 Modelo de Riscos Proporcionais
Uma aproximac¸a˜o padra˜o aplicada em estudos me´dicos para a ana´lise de dados de so-
breviveˆncia e´ o emprego de modelos de riscos proporcionais de Cox e Oakes (1972), em que
a func¸a˜o risco tem uma forma multiplicativa, como segue:
λ(ti|xi) = λ0(ti) exp(xiβ),
na qual,
xi = (x1i, . . . , xpi) e´ um vetor linha de covaria´veis medidas para o i-e´simo indiv´ıduo;
β′ = (β1, . . . , βp) e´ um vetor de paraˆmetros desconhecidos a serem estimados e
λ0(ti) e´ uma func¸a˜o risco arbitra´ria.
Enta˜o, o risco e´ log-linear nos paraˆmetros da regressa˜o e uma caracter´ıstica especial desse
modelo e´ o uso da verossimilhanc¸a parcial para β, derivada tratando λ0 como um paraˆmetro
de penalizac¸a˜o. Tal aproximac¸a˜o permite estimar β independente da forma funcional de
λ0(t), uma generalizac¸a˜o muito bem sucedida.
1.4 Formulac¸a˜o do Modelo de Risco Log´ıstico
1.4.1 Densidade de Refereˆncia
Seja T uma varia´vel aleato´ria na˜o negativa representando o tempo de falha e seja a taxa
instantaˆnea de falha, ou risco, definido como:
λ(t) = lim
∆t→0+
P (t ≤ T < T +∆t|T ≥ t)
∆t
.
Enta˜o, o risco de refereˆncia tem a seguinte forma funcional, conforme Mackenzie (1996):
λ0(t|ζ, α, γ) = ζ exp(tα + γ)
1 + exp(tα + γ)
, (1.9)
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em que ζ > 0 e α, γ ∈ R. Enta˜o, a expressa˜o (1.9) caracteriza uma famı´lia de treˆs paraˆmetros
de varia´veis aleato´rias na˜o-negativas com densidade de refereˆncia dada por:
f0(t|ζ, α, γ) = λ0(t|ζ, α, γ)S0(t|ζ, α, γ), (1.10)
na qual S0(t|ζ, α, γ) e´ a func¸a˜o de sobreviveˆncia definida por:
S0(t|ζ, α, γ) = exp
{
−
∫ t
0
λ0(u|ζ, α, γ) du
}
(1.11)
= e−Λ0(t)
Desenvolvendo Λ0(t), obte´m-se:
Λ0(t) = ζ
∫ t
0
euα+γ
1 + euα+γ
du
=
ζ
α
ln
(
1 + euα+γ
) |t0
=
ζ
α
ln
(
1 + etα+γ
1 + eγ
)
= ln
(
1 + etα+γ
1 + eγ
) ζ
α
(1.12)
Portanto, aplicando (1.12) em (1.11), tem-se:
S0(t|ζ, α, γ) =
(
1 + etα+γ
1 + eγ
)− ζ
α
(1.13)
Assim, empregando (1.13) em (1.10), conclui-se que:
f0(t|ζ, α, γ) = ζ exp(tα + γ)
1 + exp(tα + γ)
{
1 + exp(tα + γ)
1 + exp(γ)
}− ζ
α
, (1.14)
para t > 0, em que S0(0|ζ, α, γ) = 1 e S0(∞|ζ, α, γ) = 0, para α > 0. A densidade e´
impro´pria para α < 0 e a func¸a˜o de sobreviveˆncia de refereˆncia S0(∞|ζ, α, γ) tende ao limite
positivo
a0(ζ, α, γ) =
1
(1 + exp γ)ζ/α∗
,
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com α∗ = |α|, pois
lim
t→∞, α<0
S0(t|ζ, α, γ) = lim
t→∞, α<0
(
1 + etα+γ
1 + eγ
)− ζ
α
=
1 + limt→∞, α<0etα+γ
1 + eγ

ζ
|α|
=
(
1
1 + eγ
) ζ
|α|
Dado que este limite e´ positivo, tem-se que a func¸a˜o distribuic¸a˜o associada na˜o converge
para a unidade. Ou seja, a func¸a˜o densidade na˜o integra 1, o que indica que ela e´ impro´pria.
Assim, e´ importante a leitura da Sec¸a˜o 1.5, na qual sa˜o apresentados maiores detalhes a
respeito de varia´veis aleato´rias impro´prias.
A equac¸a˜o (1.14) e´, a partir de agora, chamada distribuic¸a˜o log´ıstica generalizada depen-
dente do tempo.
1.4.2 Famı´lia Reduzida
Quando ζ = 1, uma famı´lia biparame´trica de varia´veis aleato´rias na˜o-negativas e´ obtida.
Nela, a func¸a˜o risco de refereˆncia e´ dada por:
λ∗0(t|α, γ) =
exp(tα + γ)
1 + exp(tα + γ)
, (1.15)
que e´ a func¸a˜o log´ıstica no tempo. Este modelo reduzido e´ de interesse, pois o logito da
func¸a˜o e´ linear no tempo:
ψ∗0(t) = log
{
λ∗0(t)
1− λ∗0(t)
}
= tα + γ. (1.16)
A equac¸a˜o (1.16) pode ser vista como uma forma de modelar uma sequ¨eˆncia de probabi-
lidades dependentes do tempo.
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1.4.3 Algumas Propriedades
Observe que se ζ = 1 + etα+γ, i.e. ζ > 1, enta˜o a expressa˜o (1.9) torna-se:
λ0(t|ζ, α, γ) = ζ exp(tα + γ)
1 + exp(tα + γ)
= exp(tα + γ), (1.17)
que corresponde a` func¸a˜o risco para uma distribuic¸a˜o de Gompertz.
Se etα+γ e´ suficientemente grande, enta˜o exp(tα+γ)
1+exp(tα+γ)
→ 1 e
λ0(t|ζ, α, γ) = ζ exp(tα + γ)
1 + exp(tα + γ)
= ζ, (1.18)
que caracteriza uma distribuic¸a˜o exponencial dos tempos de sobreviveˆncia.
Deste modo, as func¸o˜es risco para o modelo log´ıstico generalizado sa˜o muito flex´ıveis, no
sentido de que podem tomar diferentes formas.
1.5 Varia´veis Aleato´rias Impro´prias
Geralmente, assume-se implicitamente que o evento de interesse e´ obrigado a ocorrer, de
modo que S(∞) = 0, o que implica no fato de que o risco acumulado deve divergir, isto e´
Λ(∞) =∞. Intuitivamente, o evento ocorrera´ com certeza se o risco acumulado durante um
longo per´ıodo for suficientemente alto.
E´ necessa´rio observar que ha´ eventos de interesse que podem na˜o ocorrer, como e´ o caso
aqui discutido: uma pessoa pode nunca ser diagnosticada como portadora da doenc¸a. Outros
exemplos de eventos como este sa˜o pessoas que nunca se casam e pessoas que nunca mudara˜o
de emprego, pois esta˜o satisfeitas com a atual situac¸a˜o.
Uma opc¸a˜o para ana´lise e´ observar que as func¸o˜es risco e sobreviveˆncia ainda podem ser
calculadas e estas ainda sa˜o bem definidas mesmo com a na˜o obrigatoriedade de ocorreˆncia do
evento, conforme Rodriguez (2001). Por exemplo, estuda-se uma determinada doenc¸a para
toda uma populac¸a˜o (o que significa que nesse grupo ha´ pessoas ja´ diagnosticadas, outras que
sera˜o diagnosticadas e outras que nunca sera˜o diagnosticadas afetadas), caracterizando-se a
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censura por meio do uso da idade de diagno´stico e idade atual (se a idade de diagno´stico
for maior que a idade atual, tem-se a censura). Nesse caso, S(t) representa a proporc¸a˜o de
pessoas com t anos de idade na˜o diagnosticadas e S(∞) representaria a proporc¸a˜o de pessoas
que nunca sera˜o diagnosticadas.
Uma limitac¸a˜o deste caminho e´ que se o evento na˜o e´ obrigado a acontecer, enta˜o o tempo
de espera T pode ser na˜o definido (ou infinito) e, enta˜o, na˜o caracterizaria uma varia´vel
aleato´ria pro´pria. Sua densidade, calculada a partir das func¸o˜es risco e sobreviveˆncia, seria
impro´pria, pois na˜o integraria a unidade. E´ direto observar que o tempo de espera na˜o
seria definido. No exemplo citado, e´ imposs´ıvel calcular a idade me´dia de diagno´stico, pois
nem todas as pessoas sa˜o diagnosticadas. Tal limitac¸a˜o na˜o se mostra um problema, pois e´
poss´ıvel calcular a idade mediana de diagno´stico.
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2 Modelo de Sobreviveˆncia com
Fragilidade Gene´tica
A seguir, sa˜o apresentados os modelos multivariados de sobreviveˆncia induzidos por fra-
gilidades gene´ticas. Tais modelos sa˜o aplica´veis em ana´lise de ligac¸a˜o, como Li e Zhong
(2002).
Modelos de fragilidades sa˜o modelos de efeitos aleato´rios delineados para trabalhar com
dados de sobreviveˆncia censurados, nos quais a diferenc¸a entre grupos homogeˆneos e´ modelada
pelo acre´scimo de um fator na˜o-observa´vel na func¸a˜o risco.
Este cap´ıtulo apresenta detalhes da abordagem de fragilidade, estendendo-se da sua cons-
truc¸a˜o ate´ sua inclusa˜o na func¸a˜o risco, de forma multiplicativa. O modelo de sobreviveˆncia
para idade de diagno´stico de doenc¸a e´ apresentado em seguida, quando define-se a func¸a˜o
conjunta de densidade e sobreviveˆncia (densidade para indiv´ıduos afetados e sobreviveˆncia
para censurados). A func¸a˜o conjunta de densidade e sobreviveˆncia caracteriza a verossimi-
lhanc¸a retrospectiva a ser empregada na estimac¸a˜o dos paraˆmetros. Define-se uma medida
de Lod Score, a ser empregada na ana´lise de ligac¸a˜o (ferramenta utilizada em mapeamento
gene´tico), como func¸a˜o da raza˜o de verossimilhanc¸a.
2.1 Modelo de Fragilidade Aditiva Gama
2.1.1 Construc¸a˜o de Fragilidades Gene´ticas para Famı´lias
Seja uma irmandade com n irma˜os e denote seus pais por F para pai e M para ma˜e.
Assumindo-se independeˆncia entre pai e ma˜e, existem apenas quatro alelos distintos por des-
cendeˆncia para um dado locus. Suponha uma se´rie de marcadores numa regia˜o cromossoˆmica
suspeita de ter o locus/loci da doenc¸a em estudo. Se d e´ um ponto nessa regia˜o, deseja-se
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saber quando ha´ um gene suscept´ıvel a` doenc¸a (DS) no locus d. Designam-se os cromosso-
mos paternos que conteˆm o locus de interesse por (1, 2) e os maternos, por (3, 4). O vetor de
heranc¸a ale´lica de uma irmandade no locus d e´ o vetor
Ad = (a1, a2, . . . , a2j−1, a2j, . . . , a2n−1, a2n),
no qual a2j−1 = 1 ou 2 e a2j = 3 ou 4, isto e´, os ı´ndices ı´mpares indicam a heranc¸a paterna
e os pares, a materna. O vetor de heranc¸a indica que partes do genoma no locus d sa˜o
transmitidas para os n filhos a partir dos pais.
E´ importante definir o conceito de IBDd(identical by descendent - ideˆntico por des-
cendeˆncia), que indica o nu´mero de alelos compartilhados por grupos de indiv´ıduos no locus
d, conforme Andrade e Pinheiro (2002). Aqui, os grupos de indiv´ıduos sa˜o pares de irma˜os.
Desta forma, eles podem compartilhar 0, 1 ou 2 alelos, conforme a Figura 2.1.
1 2 3 4
1 3 1 3 2 3 1 4
IBD=2 IBD=1 IBD=0
Figura 2.1: Identidade por Descendeˆncia
Definem-se as fragilidades gene´ticas devidas ao locus d para o pai e ma˜e comoZdF = Ud1 + Ud2ZdM = Ud3 + Ud4,
nas quais Ud1 e Ud2 sa˜o as fragilidades gene´ticas devidas a parte do genoma nos dois cro-
mossomos paternos no locus d; Ud3 e Ud4 possuem interpretac¸a˜o ana´loga, so´ que para a ma˜e.
Ale´m disso, assume-se que as fragilidades paternas sejam independentes das maternas.
Para um dado vetor de heranc¸a vd no locus d para uma irmandade, define-se a fragilidade
para o j-e´simo parente como
Zdj = Uda2j−1 + Uda2j ; j = 1, . . . , n.
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Assume-se que Ud1, Ud2, Ud3 e Ud4 sa˜o independentes identicamente distribu´ıdos segundo
uma distribuic¸a˜o Gama, Γ(vd/2, η), para a qual η e´ o inverso do paraˆmetro de escala e vd e´
o paraˆmetro de forma. Enta˜o,
Zdj ∼ Γ(vd, η); j = 1, . . . , n.
Contribuic¸o˜es gene´ticas para a doenc¸a na˜o devidas ao u´nico locus d da doenc¸a (por exem-
plo, devidas a loci na˜o ligados a d) ou contribuic¸o˜es para efeitos familiares compartilhados sa˜o
consideradas pela adic¸a˜o de outro termo aleato´rio de fragilidade, Up, a` fragilidade gene´tica
e, enta˜o, define-se a fragilidade gene´tica para o j-e´simo indiv´ıduo como:
Zj = Zdj + Up
= Uda2j−1 + Uda2j + Up,
na qual Up ∼ Γ(vp, η) em diferentes famı´lias. Portanto, Zj ∼ Γ(vd + vp, η). Enta˜o, as me´dias
das fragilidades sa˜o
E(Z1) = E(Z2) = · · · = E(Zn) = vp + vd
η
e as variaˆncias
V (Z1) = V (Z2) = · · · = V (Zn) = vp + vd
η2
.
Assim, o paraˆmetro vd indicara´ a proporc¸a˜o de variaˆncia da fragilidade gene´tica explicada
pelo locus d, visto que, para identificabilidade do modelo, a restric¸a˜o vd + vp = η sera´
empregada, como indicado na Sec¸a˜o 2.1.2. Deste modo, a variaˆncia da fragilidade sera´
1/(vd + vp) e vp sera´ interpretado como a porc¸a˜o de variaˆncia devida ao locus d.
As fragilidades para uma irmandade podem ser escritas de forma matricial,
Z = HU, (2.1)
expressa˜o na qual
Z = (Z1, Z2, . . . , Zn)
′
H =

a11 a12 a13 a14 1
...
...
...
...
...
an1 an2 an3 an4 1

U = (Ud1, Ud2, Ud3, Ud4, Up)
′,
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com
aj1 = I(a2j−1 = 1)
aj2 = I(a2j−1 = 2)
aj3 = I(a2j = 3)
aj4 = I(a2j = 4); j = 1, . . . , n,
tal que
Z representa o vetor de fragilidade para os n irma˜os,
H e´ a matriz indicadora de alelos herdados pelos indiv´ıduos em questa˜o,
U e´ o vetor das fragilidades gene´ticas e ambiental e
I(A) e´ definida como a func¸a˜o indicadora de A (ou seja, I(A) = 1 se o evento A ocorre e
I(A) = 0, caso contra´rio).
2.1.2 Modelo Gene´tico de Fragilidade Aditiva Gama
Seja uma irmandade com n irma˜os, Tj a varia´vel aleato´ria idade de diagno´stico da doenc¸a
para o j-e´simo irma˜o e (tj, δj) o conjunto de dados, no qual tj e´ a idade de diagno´stico da
doenc¸a (se δj = 1) ou idade de censura (se δj = 0). Assume-se que a func¸a˜o risco de
desenvolvimento de doenc¸a para o j-e´simo indiv´ıduo com idade tj seja modelada segundo o
modelo de riscos proporcionais com efeito aleato´rio Zj,
λj(t|Zj) = λ0(t)eX
′
jβZj; j = 1, . . . , n, (2.2)
para o qual λ0 e´ a func¸a˜o base de risco, Xj e´ um vetor de covaria´veis observadas para o
j-e´simo indiv´ıduo e β e´ um vetor de paraˆmetros de regressa˜o associado a`s covaria´veis, Zj e´
a fragilidade na˜o observada constru´ıda por (2.1). Como Z1, . . . , Zn sa˜o dependentes devido
a` segregac¸a˜o gene´tica e fragilidade compartilhada, enta˜o T1, . . . , Tn tambe´m o sa˜o. Para que
o modelo seja identifica´vel, considera-se vd + vp = η, enta˜o E(Zj) = 1, j = 1, . . . , n.
2.2 Modelo de Sobreviveˆncia e Idade de Diagno´stico 17
2.2 Modelo de Sobreviveˆncia e Idade de Diagno´stico
2.2.1 Modelo de Sobreviveˆncia e Fragilidade Gene´tica
Assumindo independeˆncia condicional (Tj|Zj sa˜o independentes) e baseando-se no mo-
delo (2.2), observa-se que condicionando-se no vetor de fragilidade Z, a func¸a˜o conjunta de
sobreviveˆncia pode ser escrita como
S(t1, . . . , tn|Z1, . . . , Zn) = e−Λ1(t1)Z1−···−Λn(tn)Zn ,
na qual Λj(tj) = Λ0(tj)e
X′jβ; j = 1, . . . , n.
Integrando-se em Z1, . . . , Zn, obte´m-se a func¸a˜o de sobreviveˆncia conjunta marginal, dada
por (conforme demonstrado no Apeˆndice):
S(t1, . . . , tn) =

4∏
i=1
ηvd/2[∑n
j=1 Λj(tj)aji + η
]vd/2
×
×
 ηvp[∑n
j=1 Λj(tj) + η
]vp
 . (2.3)
Na pra´tica, as observac¸o˜es sa˜o geralmente censuradas e, enta˜o, necessita-se tanto da
func¸a˜o de sobreviveˆncia quanto de combinac¸o˜es das func¸o˜es densidades e sobreviveˆncia. Para
uma irmandade com a irma˜os afetados (j = 1, . . . , a) e n−a na˜o afetados, a func¸a˜o conjunta
de densidade e sobreviveˆncia e´
P (t1, δ1 = 1, . . . , ta, δa = 1, ta+1, δa+1 = 0, . . . , tn, δn = 0) =
(−1)a∂
aS(t1, . . . , tn)
∂t1 . . . ∂ta
.
Para o caso de todos os irma˜os na˜o afetados, i.e. a = 0, emprega-se a pro´pria func¸a˜o de
sobreviveˆncia conjunta marginal, pois a func¸a˜o densidade e´ apenas para casos nos quais ha´
censura.
Para famı´lias com todos os irma˜os afetados, a densidade conjunta e´:
P (t1, δ1 = 1, . . . , tn, δn = 1) = (−1)n∂
nS(t1, . . . , tn)
∂t1 . . . ∂tn
.
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2.2.2 Caso Bivariado
Para uma irmandade com dois irma˜os (pares de irma˜os), deriva-se a func¸a˜o conjunta de
densidade e sobreviveˆncia para um par de irma˜os que compartilham 0, 1 e 2 alelos ideˆnticos
por descendeˆncia (IBD) no locus d. Essas func¸o˜es conjuntas sa˜o apresentadas na Tabela
2.11, na qual empregam-se as notac¸o˜es Λ∗j = Λj(tj) + η , j = 1, 2 e Λ12 = Λ1 + Λ2 + η
para simplificac¸a˜o das expresso˜es. Observa-se que, quando vd = 0, a func¸a˜o conjunta de
sobreviveˆncia na˜o depende do nu´mero de alelos IBD no locus d, sugerindo que na˜o ha´ ligac¸a˜o
entre a doenc¸a e o locus d.
Tabela 2.1: Func¸a˜o Conjunta de Densidade e Sobreviveˆncia - Caso Bivariado
Func¸a˜o Conjunta de Densidade e Sobreviveˆncia
P (t1, δ1 = 0, t2, δ2 = 0) = S(t1, t2)
P (t1, δ1 = 1, t2, δ2 = 0) = C1(t1, t2)λ1(t1)S(t1, t2)
P (t1, δ1 = 0, t2, δ2 = 1) = C2(t1, t2)λ2(t2)S(t1, t2)
P (t1, δ1 = 1, t2, δ2 = 1) = [C1(t1, t2)C2(t1, t2) + C(t1, t2)]λ1(t1)λ2(t2)S(t1, t2)
IBDd = 0 IBDd = 1 IBDd = 2
S(t1, t2)
(
η2
Λ∗1Λ
∗
2
)vd ( η
Λ12
)vp (
η3
Λ∗1Λ
∗
2Λ12
)vd/2 ( η
Λ12
)vp (
η
Λ12
)vd+vp
C1(t1, t2)
vd
Λ∗1
+ vp
Λ12
vd/2
Λ∗1
+ vd/2+vp
Λ12
vd+vp
Λ12
C2(t1, t2)
vd
Λ∗2
+ vp
Λ12
vd/2
Λ∗2
+ vd/2+vp
Λ12
vd+vp
Λ12
C(t1, t2)
vp
Λ212
vd/2+vp
Λ212
vd+vp
Λ212
2.2.3 A Func¸a˜o Raza˜o de Risco Condicional
O risco de recorreˆncia, λs, e´ definido como a raza˜o da probabilidade de desenvolvimento
da doenc¸a para o l-e´simo irma˜o dado que o m-e´simo foi afetado e a probabilidade de desen-
volvimento da doenc¸a na populac¸a˜o.
Esse paraˆmetro e´ importante na determinac¸a˜o do poder do me´todo “par de irma˜os afe-
tados”(ASP - affected sib-pair). Deve-se observar que para doenc¸as com idades de in´ıcio e
penetraˆncia dependente de idade, λs ignora tanto a idade atual do indiv´ıduo l como a idade
de in´ıcio da doenc¸a do irma˜o m. Para tais doenc¸as, uma medida de agregac¸a˜o familiar ade-
quada e´ a raza˜o de riscos condicionais. Considere um par de irma˜os (l,m). Sejam (Tl, Tm)
1Demonstrac¸o˜es na Sec¸a˜o A.2.
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as varia´veis aleato´rias idade de in´ıcio de doenc¸a para l e m, define-se
φ(tl, tm) =
λ(tl|Tm = tm)
λ(tl|Tm > tm)
como a raza˜o de risco condicional, na qual λ(tl|Tm = tm) e´ a probabilidade instantaˆnea de o
l-e´simo irma˜o ter a doenc¸a com idade tl, dado que o m-e´simo irma˜o esta´ afetado com idade
tm e λ(tl|Tm > tm) define-se similarmente, dado que o m-e´simo irma˜o esta´ sa˜o na idade tm.
φ(tl, tm) =
P (tl, δl = 0, tm, δm = 0)P (tl, δl = 1, tm, δm = 1)
P (tl, δl = 0, tm, δm = 1)P (tl, δl = 1, tm, δm = 0)
=
Cl(tl, tm)Cm(tl, tm) + C(tl, tm)
Cl(tl, tm)Cm(tl, tm)
= 1 +
C(tl, tm)
Cl(tl, tm)Cm(tl, tm)
, (2.4)
na qual Cl(tl, tm), Cm(tl, tm) e C(tl, tm) encontram-se definidos na Tabela 2.1 para pares de
irma˜os que compartilham 0, 1 e 2 alelos IBD no locus d. Deve-se observar que quando vd = 0,
φ(tl, tm) na˜o depende do nu´mero de alelos IBD no locus d.
2.3 Verossimilhanc¸a e Ana´lise de Ligac¸a˜o
2.3.1 Teste da Raza˜o de Verossimilhanc¸a Retrospectiva
O modelo de sobreviveˆncia proposto pode ser usado para construir um teste baseado em
verossimilhanc¸a para ana´lise de ligac¸a˜o. Conforme a Tabela 2.1, quando vd = 0, a func¸a˜o
raza˜o de risco condicional (2.4) entre um par de irma˜os, a densidade conjunta e func¸a˜o de
sobreviveˆncia para uma irmandade na˜o dependem do nu´mero de alelos IBD no locus d ou do
vetor de heranc¸a no mesmo locus. Consequ¨entemente, o teste de ligac¸a˜o entre o locus d e a
doenc¸a pode ser feito testando-se H0 : vd = 0.
Sejam a i-e´sima irmandade com ni irma˜os e (ti, δi) = (ti1, δi1, . . . , tini , δini) a idade de
in´ıcio da doenc¸a ou censura. Considera-se, tambe´m, um marcador Mi para a i-e´sima irman-
dade. Os dados (Mi, ti, δi) podem ser tratados na verossimilhanc¸a retrospectiva da informac¸a˜o
marcadora Mi condicionada nos feno´tipos (ti, δi), como em Whittemore (1996). Uma vanta-
gem de usar a verossimilhanc¸a retrospectiva e´ que a estat´ıstica do teste da´ı provinda e´ livre
de v´ıcios, se as famı´lias sa˜o corrigidas por seus feno´tipos.
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A verossimilhanc¸a retrospectiva para a i-e´sima irmandade e´
Li(vd, vp,Λ0(t),β) = P (Mi|ti, δi)
=
∑
ad
P (ti, δi| Ad = ad)P (Ad = ad|Mi)∑
ad
P (ti, δi|Ad = ad)P (Ad = ad) P (Mi),
na qual P (ti, δi|Ad = ad) e´ apresentada no Apeˆndice para o caso bivariado sob a notac¸a˜o
P (ti, δi|IBD = k), P (Ad = ad) e´ a probabilidade a priori do vetor de heranc¸a Ad e P (Ad =
ad|Mi) pode ser calculada usando me´todos multiponto, segundo apresentado em Kruglyak
(1996). Para dados de pares de irma˜os, a verossimilhanc¸a retrospectiva e´:
Li(vd, vp,Λ0(t),β) = P (Mi|ti, δi)
=
∑2
k=0 P (ti1, δi1, ti2, δi2|IBDd = k)P (IBDd = k|Mi)∑2
k=0 P (ti1, δi1, ti2, δi2|IBDd = k)P (IBDd = k)
× P (Mi),
na qual P (ti1, δi1, ti2, δi2|IBDd = k) e´ dada na Tabela 2.1 e P (IBDd = k) e´ a probabilidade
a priori de um par de irma˜os compartilhar k alelos IBD.
Essa func¸a˜o de verossimilhanc¸a depende apenas do risco acumulado e quando vd = 0,
Li(0, vp,Λ0(t)) = P (Mi), enta˜o a estat´ıstica da raza˜o de verossimilhanc¸as e´ dada por
LRi(vd, vp,β) =
∑
ad
P (ti, δi|Ad = ad)P (Ad = ad|Mi)∑
ad
P (ti, δi|Ad = ad)P (Ad = ad) .
Assumindo que existem K famı´lias, define-se uma medida de Lod (logarithm of odds),
vide Olson, Witte e Elston (1999), no locus d como
Lodd = max
vd,vp,β
K∑
i=1
log10 LRi(vd, vp,β). (2.5)
A medida de Lod escore e´ empregada em ana´lise de ligac¸a˜o, com o objetivo de realizar
o mapeamento gene´tico. Sua construc¸a˜o, uso e maiores detalhes sobre ana´lise de ligac¸a˜o sa˜o
apresentados no Cap´ıtulo 3. Baseando-se na teoria de testes de raza˜o de verossimilhanc¸as
quando a hipo´tese nula encontra-se na fronteira do espac¸o espac¸o parame´trico, conforme Self
e Liang (1987), tem-se que, sob H0, 2Lodd ln(10) distribui-se de acordo com uma mistura de
igual probabilidade de massa pontual em zero e uma qui-quadrado com um grau de liberdade.
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2.4 Modelo de Fragilidade com Risco Log´ıstico
A proposta de modelo de fragilidade com risco log´ıstico e´ constru´ıda aplicando a func¸a˜o
(1.15) em (2.2), o que resulta num caso parame´trico de (2.2). A func¸a˜o risco acumulado,
representada por Λj(tj), empregada na construc¸a˜o da func¸a˜o de sobreviveˆncia (2.3) deve ser
substitu´ıda pela expressa˜o (1.12), resultando:
λj(tj|Zj) = λ0(t)eX
′
jβZj; j = 1, . . . , n,
para a qual,
λ0(t|α, γ) = ζ exp(tα + γ)
1 + exp(tα + γ)
,
e
S(t1, . . . , tn) =

4∏
i=1
ηvd/2[∑n
j=1 Λj(tj)aji + η
]vd/2
×
×
 ηvp[∑n
j=1 Λj(tj) + η
]vp
 . (2.6)
em que,
Λ0(tj) = ln
(
1 + etjα+γ
1 + eγ
) ζ
α
e (2.7)
Λj(tj) = Λ0(tj)e
X
′
jβ. (2.8)
O fato de a func¸a˜o risco representar a probabilidade instantaˆnea de falha justifica a
proposta de utilizac¸a˜o de uma func¸a˜o risco na forma log´ıstica, pois func¸a˜o log´ıstica e´ muito
empregada na modelagem de probabilidades.
Todas as caracter´ısticas deste modelo sa˜o ana´logas a`s caracter´ısticas apresentadas desde
o in´ıcio deste cap´ıtulo.
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3 Ana´lise de Ligac¸a˜o
Este cap´ıtulo apresenta conceitos de ana´lise de ligac¸a˜o. Esta˜o inclusas descric¸o˜es do
mecanismo de recombinac¸a˜o gene´tica e construc¸a˜o de teste de ligac¸a˜o.
3.1 Conceitos de Ana´lise de Ligac¸a˜o
Cromossomos homo´logos segregam de modo independente. Alelos para locus de um
mesmo cromossomo podem co-segregar para uma raza˜o relacionada com a distaˆncia entre
eles no cromossomo. Tal raza˜o e´ a probabilidade do evento recombinante ocorrer entre os
dois loci ou frac¸a˜o de recombinac¸a˜o, denotada θ.
A frac¸a˜o de recombinac¸a˜o varia entre zero (quando os loci esta˜o muito pro´ximos) e 0,5
(quando esta˜o muito distantes ou em cromossomos diferentes). Portanto, pode ser empregada
como uma medida de distaˆncia gene´tica, bastante funcional para pequenas distaˆncias. Entre-
tanto, a frac¸a˜o de recombinac¸a˜o na˜o e´ uma medida de distaˆncia aditiva (devido a` possibilidade
de ocorreˆncia de mu´ltiplos crossing overs). A unidade de medida da frac¸a˜o de recombinac¸a˜o
e´ 1 unidade map ≡ 1 centiMorgam (cM), cerca de 1% de frac¸a˜o de recombinac¸a˜o.
Dois loci sa˜o ditos geneticamente ligados quando θ ≈ 0. O objetivo da ana´lise de ligac¸a˜o e´
estimar θ e testa´-lo contra a hipo´tese H1 : θ < 0, 50. A estimativa da frac¸a˜o de recombinac¸a˜o,
θˆ, e´ a proporc¸a˜o de recombinac¸o˜es (proporc¸a˜o de indiv´ıduos que possuem um cromossomo
recombinado) em todas as oportunidades para recombinac¸a˜o e, inicialmente, varia no inter-
valo [0, 1]. Entretanto, a estimativa de ma´xima verossimilhanc¸a e´ definida no conjunto de
valores admiss´ıveis do paraˆmetro, assim na˜o excede 0,50, de acordo com Olson, Witte e Els-
ton (1999). Quando ha´ um crossing over, metade dos gametas resultantes continuam sendo
na˜o recombinantes. Portanto, se um crossing over ocorre a cada meiose, metade dos gametas
continuam originais. Assim θ pode alcanc¸ar no ma´ximo o valor 0,5.
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O termo ligac¸a˜o refere-se a locus e na˜o para associar alelos a locus. Na˜o e´ correto dizer
que o gene de uma determinada doenc¸a esta´ ligado com o alelo A pelo locus marcador.
Um teste de ligac¸a˜o pode ser feito com um teste qui-quadrado (k recombinac¸o˜es e n− k
recombinac¸o˜es comparadas com n/2 recombinac¸o˜es sob H0). Mas, geralmente, na˜o e´ poss´ıvel
contar o nu´mero de recombinac¸o˜es em heredogramas humanos. Ale´m disso, ha´ formas mais
eficazes de realizar testes de ligac¸a˜o, de forma que este teste na˜o sera´ empregado aqui.
Um teste uniformemente mais poderoso, pode ser encontrado utilizando o teste da raza˜o
de verossimilhanc¸as, conjuntamente com o Lema de Neyman-Pearson. Como tem-se
H0 : θ = 0, 50 (3.1)
H1 : θ < 0, 50, utiliza-se
Λ =
L(θ1)
L(θ0)
, (3.2)
expressa˜o em que θ1 representa o estimador de verossimilhanc¸a da frac¸a˜o de recombinac¸a˜o.
Este teste e´ comumente expresso em termos do logaritmo na base 10 da raza˜o de verossimi-
lhanc¸a. Assim, define-se a estat´ıstica Lod Escore (logarithm of odds) do seguinte modo:
Lod Escore = Lod = Z(θ) = log10
[
L(θ1)
L(θ0)
]
(3.3)
= log10[L(θ1)]− log10[L(θ0)]. (3.4)
A aplicac¸a˜o mais comum de ana´lise de ligac¸a˜o e´ localizar, no genoma, um gene responsa´vel
por uma doenc¸a herdada de acordo com as leis Mendelianas. O teste de ligac¸a˜o sera´ aqui
expresso em termos do Lod Escore, por meio do teste de hipo´tese H0 : vd = 0.
3.1.1 Recombinac¸a˜o Gene´tica
Este fenoˆmeno esta´ intimamente ligado com a meiose celular. E´ devido a ocorreˆncia de
recombinac¸a˜o que existe um aumento na variabilidade gene´tica, conferindo igual variac¸a˜o aos
descendentes de uma espe´cie formados a partir dessas ce´lulas.
Pode-se dizer que a recombinac¸a˜o baseia-se em quebras que ocorrem quando os cromos-
somos homo´logos sa˜o emparelhados, sendo que tais quebras sempre atingem duas croma´tides
irma˜s em pontos correspondentes e sa˜o seguidas de soldadura. Sua localizac¸a˜o e´ casual, va-
riando de ce´lula para ce´lula e o nu´mero de recombinac¸o˜es e´ muito irregular. As croma´tides
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que trocam pedac¸os, na sequ¨eˆncia da meiose, sera˜o os novos cromossomos que se distribuira˜o
entre as ce´lulas filhas e, dessa forma, o conjunto geˆnico recebido pelos descendentes depende
do resultado das trocas ocorridas durante o processo de divisa˜o celular.
No ca´lculo da distaˆncia entre genes ao longo de um cromossomo, emprega-se a frequ¨eˆn-
cia de recombinac¸a˜o, pois esta depende da distaˆncia entre os pontos nos quais ocorrem as
quebras e permutas. Na recombinac¸a˜o, os alelos apenas trocam de posic¸a˜o dentro do par
de cromossomos homo´logos, de modo que a estrutura e a func¸a˜o cromossoˆmica permanecem
inalteradas. Esse processo na˜o deve ser confundido com mutac¸a˜o.
Na formac¸a˜o de um gameta, os dois homo´logos sa˜o copiados de cada par de cromossomos.
Na distribuic¸a˜o de cromossomos homolo´gos, a selec¸a˜o de qualquer um deles proveniente
do pai ou da ma˜e para uma ce´lula filha e´ aleato´ria. Quando os pares de cromossomos
homo´logos alinham-se, pode ocorrer um processo chamado de crossing-over, o qual resulta
na recombinac¸a˜o gene´tica.
Recombinac¸o˜es ocorrem frequ¨entemente e o nu´mero de crossing-over depende do tamanho
do cromossomo. Assim, pode-se relacionar frac¸a˜o de recombinac¸a˜o com distaˆncia gene´tica.
O fundamento da ana´lise de ligac¸a˜o e´ que eventos de recombinac¸a˜o ocorrem entre dois loci
gene´ticos (genes, marcadores, aberrac¸o˜es cromossoˆmicas, etc) segundo uma raza˜o relacionada
com a distaˆncia entre eles em um mesmo cromossomo, isto e´, loci que esta˜o muito pro´ximos
tendem a serem herdados juntos, conforme a Figura 3.1.
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Figura 3.1: Recombinac¸a˜o - Loci Pro´ximos
Quando os loci sa˜o fisicamente distantes, maior torna-se a chance de crossing-over e,
consequ¨entemente, a de recombinac¸a˜o. Assim, de acordo com a Figura 3.2, a presenc¸a de
recombinac¸a˜o e´ um indicador da auseˆncia de ligac¸a˜o.
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Figura 3.2: Recombinac¸a˜o - Loci Distantes
A Tabela 3.1 apresenta um suma´rio das possibilidades em uma ana´lise de ligac¸a˜o.
Tabela 3.1: Resumo de Recombinac¸a˜o
Mesmo Cromossomo Cromossomos
Muito Pro´ximo Pro´ximo Distante Diferentes
Frequ¨eˆncia de Rara Pouca Frequ¨ente Frequ¨ente
Crossing-Over
Ligac¸a˜o Sim Sim Na˜o Na˜o
θ 0% 1-49% 50% 50%
3.1.2 Teste e Estimac¸a˜o
Com um teste de ligac¸a˜o, deseja-se saber se os dados possuem informac¸o˜es suficientes para
afirmar-se da existeˆncia de ligac¸a˜o entre dois genes. Usualmente, possuem-se loci marcadores
com localizac¸a˜o gene´tica conhecida e uma doenc¸a para a qual deseja-se encontrar a causa
gene´tica. Portanto, constro´i-se um teste baseando-se na possibilidade de ligac¸a˜o entre o gene
de doenc¸a e os loci marcadores. Geralmente, uma estat´ıstica do teste superior ao valor cr´ıtico
treˆs e´ aceito como evideˆncia significante de ligac¸a˜o, a um n´ıvel de significaˆncia aproximado
de 5%. Para doenc¸as complexas, este valor cr´ıtico pode apresentar-se pequeno.
Apo´s encontradas evideˆncias significativas de ligac¸a˜o da doenc¸a com um marcador, passa-
se a procurar a localizac¸a˜o deste gene. Sabe-se da correspondeˆncia entre a frac¸a˜o de recom-
binac¸a˜o e a distaˆncia f´ısica no cromossomo. O ponto θˆ que maximiza o lod score, o EMV, e´
uma estimativa da frac¸a˜o de recombinac¸a˜o.
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4 Procedimentos Computacionais
A seguir sera˜o apresentados os procedimentos computacionais empregados na maxi-
mizac¸a˜o da func¸a˜o Lod Score baseada na verossimilhanc¸a retrospectiva (2.5). O programa
para a estimac¸a˜o foi criado em Matlab 6.1, compilado em Mex e C, tendo por finalidade
a otimizac¸a˜o do processo.
4.1 Me´todo para Maximizac¸a˜o
A func¸a˜o (2.5), tambe´m apresentada a seguir, e´ na˜o-linear e, portanto, procedimentos
adequados devem ser aplicados. Ale´m disso, existem restric¸o˜es a serem satisfeitas: vd, vp e ζ
devem ser na˜o-negativos e vd + vp = η.
Lodd = max
vd,vp,β
K∑
i=1
log10 LRi(vd, vp,β)
4.1.1 Otimizac¸a˜o com Restric¸o˜es
Em uma otimizac¸a˜o com restric¸o˜es, o objetivo geral e´ transformar o problema em um
sub-problema mais simples que possa, enta˜o, ser solucionado e usado como parte de um
processo iterativo. Uma caracter´ıstica de uma ampla classe de me´todos e´ a traduc¸a˜o do
problema com restric¸o˜es para um problema ba´sico sem restric¸o˜es por meio de uma func¸a˜o
de penalizac¸a˜o para as restric¸o˜es. Dessa forma, o problema com restric¸o˜es e´ solucionado
usando uma sequ¨eˆncia de otimizac¸o˜es reparametrizadas sem restric¸o˜es que, no limite da
sequ¨eˆncia, converge para o problema com restric¸o˜es. Esses me´todos sa˜o agora considerados
relativamente ineficientes e foram substitu´ıdos por me´todos baseados na soluc¸a˜o das equac¸o˜es
de Kuhn-Tucker (KT). As equac¸o˜es de KT sa˜o condic¸o˜es necessa´rias para a otimalidade para
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um problema de otimizac¸a˜o com restric¸o˜es.
Considere o problema geral (PG) de otimizac¸a˜o:
min
x∈<n
f(x), (4.1)
tal que:
Gi(x) = 0, i = 1, . . . ,me
Gi(x) ≤ 0, i = me + 1, . . . ,m
xl ≤ x ≤ xu,
no qual x e´ um vetor de paraˆmetros, x ∈ <n, f(x) e´ a func¸a˜o a ser minimizada (f(x) : <n →
<), e a func¸a˜o vetorial Gi(x) retorna os valores das restric¸o˜es de igualdade e desigualdade
calculadas em x (Gi(x) : <n → <m).
Uma soluc¸a˜o precisa para este problema na˜o depende apenas do tamanho do problema
em termos de nu´mero de restric¸o˜es e paraˆmetros, mas tambe´m das caracter´ısticas da func¸a˜o e
restric¸o˜es. A soluc¸a˜o de um problema na˜o-linear geralmente requer um procedimento iterativo
para estabelecer uma direc¸a˜o de busca em cada passo da iterac¸a˜o principal. Isto e´ geralmente
alcanc¸ado pela soluc¸a˜o de um problema de programac¸a˜o linear, programac¸a˜o quadra´tica ou
de um sub-problema sem restric¸o˜es.
Baseado no problema geral (4.1), as equac¸o˜es de Kuhn-Tucker sa˜o definidas como:
∇f(x∗) +
m∑
i=1
λ∗i∇Gi(x∗) = 0,
λ∗iGi(x
∗) = 0, i = 1, . . . ,m
λ∗i ≥ 0, i = me + 1, . . . ,m.
A primeira equac¸a˜o descreve um cancelamento entre os gradientes da func¸a˜o a ser mini-
mizada e as restric¸o˜es ativas no ponto da soluc¸a˜o. Para que os gradientes sejam cancelados,
Multiplicadores de Lagrange (λi, i = 1, . . . ,m) precisam balancear os desvios na magnitude
da func¸a˜o objetivo e dos gradientes das restric¸o˜es. Visto que apenas restric¸o˜es ativas sa˜o
inclusas no procedimento de cancelamento dos gradientes, restric¸o˜es que na˜o sa˜o ativas na˜o
devem ser acrescidas no procedimento descrito e, enta˜o, os multiplicadores de Lagrange sa˜o
iguais a zero (impl´ıcito nas duas u´ltimas equac¸o˜es).
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A soluc¸a˜o das equac¸o˜es de Kuhn-Tucker formam a base de va´rios algoritmos de pro-
gramac¸a˜o na˜o-linear. Tais algoritmos procuram calcular diretamente os multiplicadores de
Lagrange. Me´todos quasi-Newton para casos com restric¸o˜es garantem uma convergeˆncia
super-linear por meio do acu´mulo da informac¸a˜o de segunda ordem com respeito a`s equac¸o˜es
de KT, usando um me´todo quasi-Newton de atualizac¸a˜o. Estes me´todos sa˜o conhecidos
como Me´todos de Programac¸a˜o Quadra´tica Sequ¨encial (PQS), visto que um sub-problema
de programac¸a˜o quadra´tica e´ solucionado a cada iterac¸a˜o principal (tambe´m conhecido como
me´todos de Programac¸a˜o Quadra´tica Iterativa e Programac¸a˜o Quadra´tica Recursiva).
4.1.2 Programac¸a˜o Quadra´tica Sequ¨encial
A implementac¸a˜o de Programac¸a˜o Quadra´tica Sequ¨encial dispon´ıvel no Matlab funda-
menta-se em treˆs passos:
• Atualizac¸a˜o da matriz Hessiana da func¸a˜o Lagrangiana;
• Soluc¸a˜o do problema de programac¸a˜o quadra´tica e
• Busca linear e ca´lculo da func¸a˜o me´rito.
4.1.2.1 Atualizac¸a˜o da Hessiana
Em cada iterac¸a˜o principal, uma aproximac¸a˜o quasi-Newton positiva-definida da Hessiana
da func¸a˜o Lagrangiana, H, e´ calculada usando o me´todo BFGS (variac¸a˜o do algoritmo de
otimizac¸a˜o de Newton, na qual uma aproximac¸a˜o da Hessiana e´ obtida a partir de gradientes
calculados em cada iterac¸a˜o do algoritmo), para o qual λi, (i = 1, . . . ,m) e´ uma estimativa
dos multiplicadores de Lagrange.
Hk+1 = Hk +
qkq
T
k
qksTk
− H
T
k Hk
sTkHksk
, em que
sk = xk+1 − xk
qk = ∇f(xk+1) +
n∑
i=1
λi∇gi(xk+1)−
(
∇f(xk) +
n∑
i=1
λi∇gi(xk)
)
.
Powell (1978) recomenda manter a Hessiana positiva definida, mesmo que ela possa ser
positiva indefinida no ponto de soluc¸a˜o. Uma Hessiana positiva definida e´ mantida com qTk sk
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positivo a cada atualizac¸a˜o e H inicializada com uma matriz positiva definida. Quando qTk sk
na˜o e´ positiva, qk e´ modificada de forma que q
T
k sk > 0. O objetivo geral desta modificac¸a˜o e´
alterar os elementos de qk, que contribuem para uma atualizac¸a˜o positiva definida, o mı´nimo
poss´ıvel. Portanto, numa fase inicial da modificac¸a˜o, o elemento mais negativo de qk × sk e´
repetidamente diminu´ıdo. Este procedimento e´ continuado ate´ que qTk sk seja maior ou igual
a 10−5. Se apo´s esse procedimento, qTk sk ainda na˜o e´ positivo, qk e´ modificado adicionando
um vetor v multiplicado por um escalar w, ou seja:
qk = qk + wv, para o qual
vi = ∇gi(xk+1)gi(xk+1)−∇gi(xk)gi(xk), se (qk)iw < 0 e (qk)i(sk)i < 0, (i = 1, . . . ,m)
vi = 0, caso contra´rio,
e w e´ sistematicamente aumentado ate´ que qTk sk seja positivo.
4.1.2.2 Soluc¸a˜o do Problema de Programac¸a˜o Quadra´tica
A cada iterac¸a˜o principal do me´todo de Programac¸a˜o Quadra´tica Sequ¨encial, um pro-
blema de Programac¸a˜o Quadra´tica e´ resolvido de forma tal que Ai refere-se a i-e´sima linha
da matrix Am×n.
min
d∈<n
q(d) =
1
2
dTHd+ cTd
Aid = bi i = 1, . . . ,me
Aid ≤ bi i = me + 1, . . . ,m.
O procedimento de soluc¸a˜o possui duas fases: a primeira envolve o ca´lculo de um ponto
poss´ıvel (se existir); a segunda fase envolve a gerac¸a˜o de uma sequ¨eˆncia iterativa de pontos
poss´ıveis que convergem para a soluc¸a˜o. Neste me´todo um conjunto ativo e´ mantido, A¯k, que
e´ uma estimativa das restric¸o˜es ativas no ponto de soluc¸a˜o. Virtualmente, todos os algoritmos
de Programac¸a˜o Quadra´tica sa˜o me´todos de conjunto ativo. Este ponto e´ enfatizado porque
existem diferentes me´todos que sa˜o muito similares em estrutura mas que sa˜o descritos em
termos muito diferentes.
A¯k e´ atualizado em cada iterac¸a˜o, k, e e´ usado para formar uma base para a direc¸a˜o de
procura dˆk. Restric¸o˜es de igualdade sempre permanecem no conjunto ativo, A¯k. A notac¸a˜o
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para a varia´vel dˆk e´ usada para diferencia´-la de dk nas iterac¸o˜es principais do me´todo de
Programac¸a˜o Quadra´tica Sequ¨encial. A direc¸a˜o de busca, dˆk, e´ calculada e minimiza a func¸a˜o
objetivo de acordo com os limites das restric¸o˜es. O subespac¸o poss´ıvel para dˆk e´ formado a
partir de uma base, Zk, cujas colunas sa˜o ortogonais a` estimativa do conjunto ativo A¯k (i.e.,
A¯kZk = 0). Portanto, uma direc¸a˜o de busca, que e´ formada a partir de uma soma linear de
qualquer combinac¸a˜o das colunas de Zk, permanece nos limites das restric¸o˜es ativas.
A matriz Zk e´ formada a partir das (m− l) colunas da decomposic¸a˜o QR da matriz A¯Tk ,
em que l e´ o nu´mero de restric¸o˜es ativas e l < m. Isto e´, Zk e´ dada por:
Zk = Q[:, l + 1 : m], paraaqual
QT A¯Tk =
[
R
0
]
.
Encontrado Zk, uma nova direc¸a˜o de busca dˆk e´ determinada de modo a minimizar q(d),
tal que dˆk esta´ no espac¸o nulo das restric¸o˜es ativas, isto e´, dˆk e´ uma combinac¸a˜o linear das
colunas de Zk, i.e. dˆk = Zkp para algum vetor p.
Enta˜o, se se observa a func¸a˜o quadra´tica como func¸a˜o de p, substituindo por dˆk, tem-se:
q(p) =
1
2
pTZTk HZkp+ c
TZkp.
Efetuando a diferenciac¸a˜o com respeito a p:
∇q(p) = ZTk HZkp+ ZTk c.
∇q(p) e´ o gradiente projetado da func¸a˜o quadra´tica no subespac¸o definido por Zk. O
termo ZTk HZk e´ chamado Hessiana projetada. Assumindo que a matriz Hessiana H e´ positiva
definida, enta˜o o mı´nimo da func¸a˜o q(p) no subespac¸o definido por Zk ocorre quando ∇q(p) =
0, que e´ a soluc¸a˜o do sistema de equac¸o˜es lineares:
ZTk HZkp = −ZTk c.
Um passo e´, enta˜o, tomado na seguinte forma:
xk+1 = xk + αdˆk, no qual: dˆk = Z
T
k p.
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A cada iterac¸a˜o, por conta da natureza quadra´tica da func¸a˜o objetivo, existem apenas
duas escolhas para a largura do passo α. Um passo de unidade em dˆk e´ o passo exato para
o mı´nimo da func¸a˜o restrito ao espac¸o nulo de A¯k. Se este passo pode ser dado, sem violar
nenhuma restric¸a˜o, enta˜o esta e´ a soluc¸a˜o para (4.2). Caso contra´rio, o passo na direc¸a˜o dˆk
para a restric¸a˜o mais pro´xima e´ menor que a unidade e uma nova restric¸a˜o e´ inclu´ıda no
conjunto ativo na pro´xima iterac¸a˜o. A distaˆncia para os limites de restric¸o˜es em qualquer
direc¸a˜o dˆk e´ dada por:
α = mini
−(Aixk − bi)
Aidˆk
, (i = 1, . . . ,m),
que e´ definido para restric¸o˜es que na˜o esta˜o no conjunto ativo e no qual a direc¸a˜o dˆk va´ rumo
ao limite de restric¸a˜o, i.e., Aidˆk > 0, i = 1, . . . ,m.
Quando n restric¸o˜es independentes sa˜o inclu´ıdas no conjunto ativo, sem localizac¸a˜o do
mı´nimo, multiplicadores de Lagrange, λk, sa˜o calculados para satisfazer o conjunto na˜o-
singular de equac¸o˜es lineares:
A¯Tk λk = c.
Se todos os elementos de λk sa˜o positivos, xk e´ a soluc¸a˜o o´tima da programac¸a˜o quadra´tica
(4.2). Entretanto, se qualquer componente de λk e´ negativo, e isso na˜o corresponde a uma
restric¸a˜o de igualdade, enta˜o o elemento correspondente e´ retirado do conjunto ativo e uma
nova iterac¸a˜o e´ realizada.
Inicializac¸a˜o:
O algoritmo requer um ponto poss´ıvel para iniciar. Se o ponto atual do me´todo de
Programac¸a˜o Quadra´tica Sequ¨encial na˜o e´ poss´ıvel, enta˜o um ponto pode ser encontrado
solucionando o problema de programac¸a˜o linear:
min γ,
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considerando-se as seguintes restric¸o˜es:
γ ∈ <
x ∈ <n
Aix = bi i = 1, . . . ,me
Aix− y ≤ bi i = me + 1, . . . ,m.
Um ponto poss´ıvel (se existir) para (4.2) pode ser encontrado ajustando x ao valor que sa-
tisfaz as restric¸o˜es de igualdade. Isto pode ser alcanc¸ado resolvendo um conjunto de equac¸o˜es
lineares sub- e sobredeterminado a partir do conjunto de restric¸o˜es de igualdade. Se existir
uma soluc¸a˜o para este problema, enta˜o a varia´vel γ e´ definida como a restric¸a˜o de desigualdade
ma´xima neste ponto.
O algoritmo de programac¸a˜o quadra´tica acima e´ modificado para problemas de pro-
gramac¸a˜o linear ajustando a direc¸a˜o de busca para a direc¸a˜o de descida mais ra´pida a cada
iterac¸a˜o na qual gk e´ o gradiente da func¸a˜o objetivo (igual aos coeficientes da func¸a˜o objetivo
linear).
dˆk = −ZkZTk gk.
Se um ponto poss´ıvel e´ encontrado usando o me´todo de programac¸a˜o linear acima, entra
a fase principal da programac¸a˜o quadra´tica. A direc¸a˜o de busca dˆk e´ inicializada com uma
direc¸a˜o de busca dˆ1 encontrada a partir da soluc¸a˜o do conjunto de equac¸o˜es lineares:
Hdˆ1 = −gk,
para o qual gk e´ o gradiente da func¸a˜o objetivo na iterac¸a˜o atual xk (i.e. Hxk + c).
Se uma soluc¸a˜o poss´ıvel na˜o for encontrada para o problema de programac¸a˜o quadra´tica,
a direc¸a˜o de busca para a rotina principal do me´todo de Programac¸a˜o Quadra´tica Sequ¨encial
dˆk e´ encontrada como aquela que minimiza γ.
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4.1.2.3 Busca Linear e Func¸a˜o Me´rito
A soluc¸a˜o para o subproblema de programac¸a˜o quadra´tica produz um vetor dk, que e´
usado para formar uma nova iterac¸a˜o:
xk+1 = xk + αdk.
O paraˆmetro de tamanho do passo αk e´ determinado afim de produzir uma reduc¸a˜o
suficiente na func¸a˜o me´rito. A func¸a˜o me´rito usada por Powell (1978) com a forma abaixo
foi usada na implementac¸a˜o:
Ψ(x) = f(x) +
me∑
i=1
rigi(x) +
m∑
i=me+1
rimax{0, gi(x)}.
Powell recomenda que o paraˆmetro de penalizac¸a˜o seja:
ri = (rk+1)i == max
i
{
λi,
1
2
((rk)i + λi)
}
, i = 1, . . . ,m.
Isso permite restric¸o˜es de contribuic¸a˜o positiva que sa˜o inativas na soluc¸a˜o da pro-
gramac¸a˜o quadra´tica mas foram recentemente ativas. Nesta implementac¸a˜o, inicialmente,
o paraˆmetro de penalizac¸a˜o e´ calculado como:
ri =
‖∇f(x)‖
‖∇gi(x)‖ ,
tal que ‖ · ‖ representa a norma Euclidiana.
Isso garante maiores contribuic¸o˜es das restric¸o˜es com gradientes menores para o paraˆme-
tro de penalizac¸a˜o.
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5 Ana´lise de Dados
No presente trabalho, foram analisados dados simulados, gerados por meio do emprego do
G.A.S.P. (Genometric Analysis Simulation Program). A gerac¸a˜o das idades de diagno´stico
foi baseada numa densidade log´ıstica, como apresentada na Equac¸a˜o (1.10), com α = 0, 1,
γ = 0, 1 e ζ = 0, 005, que implica na densidade apresentada na Figura 5.1; ao passo que a
simulac¸a˜o das idades atuais foi feita de acordo com uma U(60,80).
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Figura 5.1: Func¸o˜es Densidade e Risco Verdadeiras
Para o primeiro conjunto de dados, foi simulada uma caracter´ıstica bina´ria devida a um
locus com dois alelos que e´ ligado aos marcadores 1, 2, 3, 4 e 5. Tal caracter´ıstica bina´ria e´ a
indicadora de doenc¸a. A partir da´ı, foram geradas a idade de diagno´stico e a idade atual de
acordo com a caracter´ıstica bina´ria. O segundo conjunto de dados foi gerado de modo similar
ao primeiro, exceto pelo fato de que o locus responsa´vel pela caracter´ıstica qualitativa na˜o
apresenta ligac¸a˜o com os marcadores.
Os dois conjuntos de dados simulados com o G.A.S.P. sa˜o constitu´ıdos de mil famı´lias
nucleares com dois filhos, portanto, quatro membros na famı´lia (pai, ma˜e, primeiro filho e
segundo filho).
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Intervalos de confianc¸a para os paraˆmetros foram constru´ıdos com o emprego do me´todo
Bootstrap de reamostragem.
O pacote GeneHunter ajusta o modelo de ana´lise de ligac¸a˜o utilizando um enfoque di-
ferente do proposto no Modelo de Fragilidade com Risco Log´ıstico. O GeneHunter utiliza
como resposta a condic¸a˜o de afetado (ou na˜o) de cada paciente, desconsiderando a estrutura
de ana´lise de sobreviveˆncia existente nos dados. Por tal motivo, empregou-se um me´todo
alternativo para comparac¸a˜o dos resultados.
A soluc¸a˜o encontrada para a validac¸a˜o do Modelo de Fragilidade com Risco Log´ıstico foi
ajustar o modelo de Cox para cada conjunto de dados e calcular os res´ıduos por Martingalas
(empregando-se o SAS). A partir da´ı, empregam-se os res´ıduos como caracter´ıstica quanti-
tativa a ser analisada pelo GeneHunter, via me´todos na˜o-parame´tricos, obtendo-se o escore
Z (Z-score), comumente utilizado para ana´lise de ligac¸a˜o de caracter´ısticas quantitativas
(QTL). Portanto, comparam-se os modelos e valida-se a proposta do Modelo de Fragilidade
com Risco Log´ıstico por meio dos p-valores associados a cada uma das estat´ısticas Z e Lod
escores, uma vez que Z2 ∼ χ21 e 2Lodd ln(10) ∼ 12χ20 + 12χ21, conforme Kruglyak (1996), Li e
Zhong (2002) e Self e Liang (1987).
E´ poss´ıvel observar, conforme apresentam as Figuras 5.1 e 5.2, que o me´todo proposto
na˜o estimou corretamente os paraˆmetros, o que causou uma diferenc¸a considera´vel entre a
densidade verdadeira e as estimadas. Consequ¨entemente, a ma´ estimac¸a˜o dos paraˆmetros
reflete-se nas func¸o˜es risco estimadas, vide Figuras 5.1 e 5.2.
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Figura 5.2: Comparac¸o˜es de Densidades e Riscos
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5.1 Ana´lise de Dados Simulados com Ligac¸a˜o
A proposta de ana´lise de ligac¸a˜o por meio do Modelo de Fragilidade com Risco Log´ıstico
mostra-se concordante com os resultados obtidos com o ajuste do Modelo de Cox com res´ıduos
por Martingalas ajustado pelo par SAS/GeneHunter.
Os cinco marcadores foram simulados com forte ligac¸a˜o, caracter´ıstica atestada por am-
bos os me´todos, SAS/GH (SAS/GeneHunter) e MFRL (Modelo de Fragilidade com Risco
Log´ıstico), devido ao fato de o p-valor ser inferior ao limite usual de 5%.
Observa-se uma tendeˆncia do me´todo MFRL ser mais conservador quando comparado
ao SAS/GH, conforme apresentado na Tabela 5.1. Apesar desta caracter´ıstica, e´ importante
ressaltar a forte evideˆncia de ligac¸a˜o apontada por ambos os me´todos na posic¸a˜o 7,38 e
vizinhanc¸a, onde foi simulado o locus causador da doenc¸a. Deve-se observar que, na regia˜o
onde encontra-se o locus causador, o MFRL apresenta os valores mı´nimos de significaˆncia,
rejeitando-se a hipo´tese nula de inexisteˆncia de ligac¸a˜o.
Tabela 5.1: Comparac¸a˜o entre SAS/GH e MFRL - Caso com Ligac¸a˜o
Posic¸a˜o P-valor Posic¸a˜o P-valor Posic¸a˜o P-valor
SAS/GH MFRL SAS/GH MFRL SAS/GH MFRL
0,00 10−16 0 7,38 0 0 14,75 10−16 0
1,05 10−16 0 8,43 0 0 15,80 10−16 0
2,11 0 0 9,48 0 0 16,86 10−15 0
3,16 0 0 10,54 0 0 17,91 10−15 0
4,21 0 0 11,59 0 0 18,96 10−15 0
5,27 0 0 12,64 0 0 20,02 10−14 0
6,32 0 0 13,70 10−16 0 21,07 10−14 0
Tabela 5.2: Paraˆmetros Verdadeiros e suas Estimativas - Caso com Ligac¸a˜o
vd vp α γ ζ0 β
Verdadeiro 0,4000 0,0005 0,1000 0,1000 0,0050 2,0000
Limite Inferior 95% 0,3346 0,0008 0,0202 0,1472 0,1311 0,6634
Estimado 0,3958 0,0010 0,0208 0,1663 0,1429 0,7837
Limite Superior 95% 0,4569 0,0011 0,0215 0,1854 0,1547 0,9039
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Apesar das diferenc¸as existentes entre as estimativas dos paraˆmetros e os valores ver-
dadeiros respectivos (conforme ilustra a Tabela 5.2), e´ necessa´rio enfatizar que o me´todo
proposto foi capaz de detectar o mesmo padra˜o de ligac¸a˜o detectado pelo GeneHunter/SAS,
conforme apresenta a Figura 5.3, pois houve a sobreposic¸a˜o (perfeita) dos p-valores ao longo
de toda a regia˜o cromossoˆmica analisada.
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Figura 5.3: P-valores para SAS/GH e MFRL - Caso com Ligac¸a˜o
Conforme ilustra a Figura 5.4, observa-se a congrueˆncia entre o padra˜o de ligac¸a˜o detec-
tado entre o GH/SAS e o MRFRL, sendo que este u´ltimo apresenta o comportamento de
ligac¸a˜o dos dados com bastante mais evideˆncia que o primeiro. A regia˜o onde encontra-se o
pico de ambas as curvas e´ o local onde encontra-se a causa da doenc¸a.
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Figura 5.4: Estat´ısticas do Teste para SAS/GH e MFRL - Caso com Ligac¸a˜o
O comportamento das estimativas dos paraˆmetros relativos ao modelo proposto na˜o foi
de acordo com o esperado, quando comparado ao padra˜o utilizado para a gerac¸a˜o dos dados,
de acordo com a Tabela 5.2. O presente conjunto de dados foi gerado de modo tal que
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houvesse ligac¸a˜o entre os marcadores e o locus causador da doenc¸a, e, de acordo com o citado
anteriormente, tal caracter´ıstica revela-se a` medida que vd distancia-se de 0. Verifica-se uma
concordaˆncia entre os valores verdadeiro e estimado para vd, vp e γ. Este problema pode ser
causado pelo procedimento de estimac¸a˜o, que e´ bastante dependente da condic¸a˜o inicial do
processo, de modo que diferentes condic¸o˜es iniciais podem gerar diferentes estimativas, ale´m
de influenciar bastante na convergeˆncia do procedimento.
5.2 Ana´lise de Dados Simulados sem Ligac¸a˜o
Para os dados referentes aos cinco marcadores simulados sem ligac¸a˜o com o locus causador
da doenc¸a, o MFRL apresenta resultados adequados. Como os dados foram gerados sob a
hipo´tese nula (inexisteˆncia de ligac¸a˜o), deseja-se que o teste na˜o rejeite tal hipo´tese: fato
observado com mais evideˆncia no MFRL, conforme apresentado na Tabela 5.3. Destaca-se
a capacidade do Modelo de Fragilidade com Risco Log´ıstico detectar os padro˜es de ligac¸a˜o
ao longo do cromossomo, assim como o SAS/GeneHunter, vide Figura 5.5, pois na˜o houve
a rejeic¸a˜o da hipo´tese nula em nenhuma posic¸a˜o. Ale´m disso, e´ necessa´rio enfatizar que o
teste de hipo´tese por meio do MFRL na˜o rejeitou a hipo´tese nula com muito mais evideˆncia
(seguranc¸a) que o SAS/GeneHunter, devido ao fato de os p-valores via MRFRL sempre serem
maiores que aqueles via SAS/GeneHunter.
Tabela 5.3: Comparac¸a˜o entre SAS/GH e MFRL - Caso sem Ligac¸a˜o
Posic¸a˜o Valor-p Posic¸a˜o Valor-p Posic¸a˜o Valor-p
SAS/GH MFRL SAS/GH MFRL SAS/GH MFRL
0,00 0,96412 1,00000 7,38 0,61912 1,00000 14,75 0,60724 1,00000
1,05 0,87122 1,00000 8,43 0,67346 1,00000 15,80 0,61870 1,00000
2,11 0,76165 1,00000 9,48 0,75867 1,00000 16,86 0,53346 1,00000
3,16 0,67187 1,00000 10,54 0,84330 1,00000 17,91 0,45898 1,00000
4,21 0,62797 1,00000 11,59 0,75816 1,00000 18,96 0,42841 1,00000
5,27 0,61790 1,00000 12,64 0,67309 1,00000 20,02 0,45041 1,00000
6,32 0,60636 1,00000 13,70 0,61953 1,00000 21,07 0,50032 1,00000
De acordo com a Figura 5.6, observa-se na˜o foi detectada ligac¸a˜o por nenhum dos dois
me´todos, pois as estat´ısticas do testes apresentam-se bastante pro´ximas de zero (ao contra´rio
daquelas reportadas no caso de ligac¸a˜o apresentado anteriormente).
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Tabela 5.4: Paraˆmetros Verdadeiros e suas Estimativas - Caso sem Ligac¸a˜o
vd vp α γ ζ0 β
Verdadeiro 0,0050 0,0500 0,1000 0,1000 0,0050 2,0000
Limite Inferior 95% 0,0047 0,0422 0,2189 0,2621 0,9793 1,3454
Estimado 0,0061 0,0559 0,2803 0,3356 1,2618 1,5496
Limite Superior 95% 0,0076 0,0696 0,3418 0,4090 1,5463 1,7539
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Figura 5.5: P-valores para SAS/GH e MFRL - Caso sem Ligac¸a˜o
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Figura 5.6: Estat´ısticas do Teste para SAS/GH e MFRL - Caso sem Ligac¸a˜o
Observa-se discordaˆncia entre os paraˆmetros reais e suas estimativas. Mas, a estimativa
do paraˆmetro vd, responsa´vel pela detecc¸a˜o de ligac¸a˜o, e´ bastante pro´xima do valor verda-
deiro, o mesmo e´ observado para vp, de acordo com a Tabela 5.4. Mais uma vez, o problema
de condic¸a˜o inicial e estabilidade do processo diante de condic¸o˜es iniciais distintas pode ser
responsa´vel pela estimac¸a˜o incorreta dos paraˆmetros.
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Conclusa˜o
A maximizac¸a˜o da raza˜o de verossimilhanc¸as apresentada e´ uma tarefa muito complexa,
pois trata-se da raza˜o de duas combinac¸o˜es convexas das mesmas treˆs func¸o˜es. Desta forma,
o procedimento de maximizac¸a˜o na˜o apresenta-se muito esta´vel, pelo fato de a func¸a˜o apre-
sentada possuir ma´ximos locais dentro do espac¸o parame´trico.
Outros procedimentos para estimac¸a˜o dos paraˆmetros podem ser empregados como, por
exemplo, o Algoritmo EM. Maior estudo a respeito da infereˆncia dos paraˆmetros exige des-
taque por diversos motivos, como convergeˆncia dos estimadores de ma´xima-verossimilhanc¸a
obtidos por maximizac¸a˜o nume´rica, haja visto que os estimadores na˜o possuem forma fechada
e a complexidade da estrutura da verossimilhanc¸a torna-se bastante alta.
A aplicac¸a˜o de testes assinto´ticos (Wald, Raza˜o de Verossimilhanc¸a e Score) para os
paraˆmetros α, γ e β na˜o foi realizada devido ao fato de na˜o ter sido poss´ıvel determinar P (Mi),
motivo pelo qual optou-se pela maximizac¸a˜o da raza˜o de verossimilhanc¸a sob a hipo´tese de
na˜o-ligac¸a˜o.
A extensa˜o do Modelo de Fragilidade com Risco Log´ıstico para uso em heredogramas
mais complexos (com mais de uma gerac¸a˜o e sem restric¸o˜es quanto ao nu´mero de filhos)
permitira´ uma ana´lise mais veross´ımil dos dados, por outro lado aumentara´ significativamente
a complexidade computacional do problema.
Ana´lise de dados disponibilizados pelo GAW 12 (Genetic Analysis Workshop, 2000) esta´
sendo conduzida, afim de continuar com o processo de averiguac¸a˜o da validade da proposta.
Entretanto, encontrou-se uma situac¸a˜o que precisa ser contornada afim de proceder com o
estudo. Os dados possuem uma estrutura familiar complexa que, ao ser modificada afim de a
presente te´cnica ser utilizada (ou seja, efetuar a extrac¸a˜o de todos os pares de irma˜os, de forma
a existir apenas famı´lias nucleares compostas por pais e dois filhos), influi negativamente
nos resultados. Se a ana´lise de ligac¸a˜o for conduzida pelos meios usuais, observa-se no
cromossomo seis evideˆncias de ligac¸a˜o na regia˜o 30-32cM; enquanto que, ao utilizar os dados
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no formato de pares de irma˜os (sibpair data) na˜o e´ poss´ıvel detectar tais evideˆncias.
O modelo aqui discutido constitui uma proposta que se mostra muito eficaz e deve ter
seu estudo continuado, pois ele foi capaz de detectar os padro˜es de ligac¸a˜o e na˜o-ligac¸a˜o
(como ilustrado nas Figuras 5.3 e 5.5), apesar da diferenc¸a entre os modelos ajustados pelo
GeneHunter e Modelo de Fragilidade com Risco Log´ıstico. Ana´lises mais detalhadas (ou-
tras propostas de maximizac¸a˜o, como verossimilhanc¸as perfiladas, ale´m de comparac¸o˜es com
os modelos de Li, 2002 e Mackenzie, 1996 afim de melhor validar o modelo aqui proposto)
devem ser conduzidas para um melhor desenvolvimento desta proposta, que agrega um fer-
ramental importante para estudos de doenc¸as complexas que exijam ana´lise de sobreviveˆncia
e mapeamento gene´tico concomitantes.
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ANEXO A
Provas
A.1 Func¸a˜o de Sobreviveˆncia Conjunta Marginal
S(t1, . . . , tn|Z1, . . . , Zn) = exp {−Λ1(t1)Z1 − · · · − Λn(tn)Zn}
= exp
{
−
n∑
j=1
Λj(tj)Zj
}
= exp
{
−
n∑
j=1
Λj(tj)
(
4∑
i=1
ajiUdi + Up
)}
=
[
4∏
i=1
exp
{
−
n∑
j=1
Λj(tj)ajiUdi
}]
×
× exp
{
−Up
n∑
j=1
Λj(tj)
}
Dadas as condic¸o˜es
Udi ∼ Γ(vd/2, η),∀i;
Up ∼ Γ(vp, η);
Udi ⊥ Udj ∀i 6= j;
Udi ⊥ Up ∀i;
Λ0(tj) = ln
(
1 + etjα+γ
1 + eγ
) ζ
α
e
Λj(tj) = Λ0(tj)e
X
′
jβ,
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enta˜o a func¸a˜o de sobreviveˆncia e´ expressa por
S(t1, . . . , tn) =
[
4∏
i=1
∫ ∞
0
η
vd
2
Γ(vd
2
)
u
vd
2
−1
di e
−udi(η+
∑n
j=1 Λj(tj)aji)dudi
]
×
×
∫ ∞
0
ηvp
Γ(vp)
uvp−1p e
−up(η+
∑n
j=1 Λj(tj))dup
=

4∏
i=1
[
η
η +
∑n
j=1 Λj(tj)aji
] vd
2

[
η
η +
∑n
j=1 Λj(tj)
]vp
(A.1)
A.2 Func¸o˜es Conjuntas Sobreviveˆncia e Densidade pa-
ra Pares de Irma˜os
A.2.1 IBDd = 0
S(t1, t2|IBD = 0) =
(
η2
Λ∗1Λ
∗
2
)vd ( η
Λ12
)vp
Assumindo-se censura na˜o informativa, teˆm-se:
P (t1, δ1 = 1, t2, δ2 = 0|IBD = 0) ∝ −∂S(t1, t2)
∂t1
=
(
η2
Λ∗1Λ
∗
2
)vd ( η
Λ12
)vp
λ1(t1)
(
vd
Λ∗1
+
vp
Λ12
)
= λ1(t1)S(t1, t2)
(
vd
Λ∗1
+
vp
Λ12
)
= λ1(t1)S(t1, t2)C1(t1, t2)
Analogamente,
P (t1, δ1 = 0, t2, δ2 = 1|IBD = 0) ∝ λ2(t2)S(t1, t2)C2(t1, t2).
Para derivar-se P (t1, δ1 = 1, t2, δ2 = 1|IBD = 0), tem-se que
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P (t1, δ1 = 1, t2, δ2 = 1|IBD = 0) ∝ ∂
2S(t1, t2)
∂t1∂t2
=
[(
vd
Λ∗1
+
vp
Λ12
)(
vd
Λ∗2
+
vp
Λ12
)
+
vp
Λ212
]
×
×λ1(t1)λ2(t2)
(
η2
Λ∗1Λ
∗
2
)vd ( η
Λ12
)vp
= [C1(t1, t2)C2(t1, t2) + C(t1, t2)]×
×λ1(t1)λ2(t2)S(t1, t2)
A.2.2 IBDd = 1
S(t1, t2|IBD = 1) =
(
η3
Λ∗1Λ
∗
2Λ12
)vd/2( η
Λ12
)vp
Novamente, emprega-se a hipo´tese de censura na˜o informativa, de modo que obteˆm-se:
P (t1, δ1 = 1, t2, δ2 = 0|IBD = 1) ∝ −∂S(t1, t2)
∂t1
=
[
vd/2
Λ∗1
+
vd/2 + vp
Λ12
]
λ1(t1)S(t1, t2)
= C1(t1, t2)λ1(t1)S(t1, t2)
Analogamente,
P (t1, δ1 = 0, t2, δ2 = 1|IBD = 1) ∝ −∂S(t1, t2)
∂t2
=
[
vd/2
Λ∗2
+
vd/2 + vp
Λ12
]
λ2(t2)S(t1, t2)
= C2(t1, t2)λ2(t2)S(t1, t2)
Consequ¨entemente,
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P (t1, δ1 = 1, t2, δ2 = 1|IBD = 1) ∝ ∂
2S(t1, t2)
∂t1∂t2
= λ1(t1)λ2(t2)S(t1, t2)
{[
(vd/2)
Λ∗1
+
(vd/2 + vp)
Λ12
]
×
[
(vd/2)
Λ∗2
+
(vd/2 + vp)
Λ12
]
+
(vd/2 + vp)
Λ212
}
= [C1(t1, t2)C2(t1, t2) + C(t1, t2)]×
×λ1(t1)λ2(t2)S(t1, t2)
A.2.3 IBDd = 2
S(t1, t2|IBD = 2) =
(
η
Λ12
)vd+vp
Assumindo-se que as censuras sa˜o na˜o informativas, conclui-se que:
P (t1, δ1 = 1, t2, δ2 = 0|IBD = 2) ∝ −∂S(t1, t2)
∂t1
=
vd + vp
Λ12
λ1(t1)S(t1, t2)
= C1(t1, t2)λ1(t1)S(t1, t2).
Analogamente,
P (t1, δ1 = 0, t2, δ2 = 1|IBD = 2) ∝ −∂S(t1, t2)
∂t2
=
vd + vp
Λ12
λ2(t2)S(t1, t2)
= C2(t1, t2)λ2(t2)S(t1, t2).
Consequ¨entemente,
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P (t1, δ1 = 1, t2, δ2 = 1|IBD = 2) ∝ ∂
2S(t1, t2)
∂t1∂t2
=
1
Λ212
[(vp + vd)S(t1, t2)(1 + vp + vd)λ1(t1)λ2(t2)]
=
[(
vp + vd
Λ12
)2
+
vd + vp
Λ212
]
λ1(t1)λ2(t2)S(t1, t2)
= [C1(t1, t2)C2(t1, t2) + C(t1, t2)]×
×λ1(t1)λ2(t2)S(t1, t2)
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ANEXO B
Glossa´rio
Alelos: Diversas formas de um mesmo gene que ocupam o mesmo locus (a mesma regia˜o)
em cromossomos homo´logos e que determinam um cara´ter e formam um geno´tipo.
Cromossomo: Estrutura celular alongada presente no nu´cleo das ce´lulas eucario´ticas for-
mada por prote´ınas e DNA.
Crossing-Over: A troca de partes correspondentes entre cromossomos homo´logos por
quebra e reunia˜o. Mais precisamente e´ a troca de partes entre croma´tides na˜o-irma˜s,
fenoˆmeno t´ıpico da meiose.
Feno´tipo: Referente a`s propriedades morfolo´gicas, fisiolo´gicas, bioqu´ımicas, comportamen-
tais e outras de um organismo. O feno´tipo se desenvolve pela interac¸a˜o entre os efeitos
do gene e os efeitos ambientais.
Gene: Conceito muito complexo que se refere a unidade da hereditariedade, transmitida
de uma gerac¸a˜o para outra atrave´s dos gametas. O gene corresponde a determinado
segmento de DNA que codifica prote´ınas. Todavia o gene na˜o atua sozinho na de-
terminac¸a˜o das caracter´ısticas individuais, mas ele interage com outros genes e com o
ambiente.
Genoma: Conjunto de genes presentes em todos os cromossomos de um indiv´ıduo.
Geno´tipo: Termo que se refere ao conjunto de genes de um organismo. Normalmente
este termo se refere a composic¸a˜o gene´tica de um indiv´ıduo em um locus especifico ou
conjunto de loci .
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Heredograma: Representac¸a˜o gra´fica de uma famı´lia, podendo incluir caracter´ısticas como
feno´tipos e geno´tipos.
Locus: A posic¸a˜o de um gene num cromossomo (pl. loci ).
Marcador: Gene de locus conhecido exatamente sem func¸a˜o de codificac¸a˜o.
Penetraˆncia: Probabilidade de desenvolvimento de uma caracter´ıstica (doenc¸a, por exem-
plo), condicionada no geno´tipo do indiv´ıduo.
Segregac¸a˜o: Transmissa˜o de caracteres paternos para seus descendentes.
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