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Abstract
The volume distribution of a population of cells growing 
by binary fission is considered practically and theoretically. A 
mathematical model of the volume distribution of extant cells in a 
growing population is derived and compared to volume distributions 
obtained by optical means and by use of a Coulter counter. The 
model has the same form as distributions obtained optically, but is 
substantially different from those measured with the Coulter counter.
An examination of the mode of operation of the Coulter counter shows 
that its physical configuration leads to excessive skewness in the 
measured distributions. The use of an hydrodynamic focusing system 
produces distributions which agree in form with both the theoretical 
model and the optically derived volume distributions.
The Coulter counter has been shown to underestimate the 
size of ciliates. The apparent shrinkage of the cells after dilution 
with saline solution is thought to be due to the permiability of the 
cell pellicle to electrical current. The mean size of cells measured 
with the Coulter counter is linearly related to the size measured 
microscopically.
A novel method of assessing the skewness of volume
distributions is developed. The relationship of skewness to growth
rate is determined and discussed.
The relationship between the mitotic index and the growth 
rate is derived for the first time.
The batch growth of Tetrahymena elliotti has been studied 
in depth, and. it has been demonstrated that no stationary phase, in the
classical sense, is developed. It is shown that there is significant jrelT
cell death in cultures of T. elliotti, particularly in relation to 
sparged aeration and magnetic stirring.
Continuous culture of T. elliotti failed to achieve 
steady states, whereas other microorganisms ( T, pyriformis and Klebsiella 
pneumoniae ) came to steady state in the same apparatus.
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Section 1
Introduction
The phenomenon of cell growth and division is both a 
simple and a complicated process. It is, for example, simple in 
that an individual cell absorbs nutrients and qrows to produce two 
new cells, but is complicated from the viewpoint of the controlling 
precision and coordination that is exhibited. In this thesis just 
one aspect of the growth process will be considered, and that is 
the consequent distribution of cell sizes. Much of the earlier 
work on cell size and division in microorganisms has used bacteria 
as the model system, but here the hoiotrichous ciliated protozoon 
Tetrahymena elliotti Nanney & McCoy, 1976 has been used.
In the field of microbial ecology the protozoa are a 
major link in food webs between bacteria and the higher organisms.
The quantitative study of microbial food webs demands an estimate 
of the dynamics of the organisms' growth an an indicator of total 
energy flow through the system. Recent studies on marine phyto­
plankton ( Goldman et al. ,1979 ) showed that their elemental 
composition was characteristic of laboratory grown cultures with 
high nrowth rates, and not as commonly assumed, with low growth 
rates. This finding illustrates two main points: (i) that growth 
rates may be higher than expected due to high turnover of resources 
within the trophic level and (ii) that direct estimates of the 
growth rate of wild populations are not easily achieved. A population 
living in the wild cannot be simply time-sampled to determine its 
growth rate^ since the effects of predation and cell death cannot 
be taken into account, and frequent sampling of natural sites may 
lead to problems of patchiness and habitat destruction. Single 
samples cannot be incubated in the laboratory for time-sample 
analysis, since in the process of taking the raw sample the micro­
environments will almost certainly be destroyed in order to 
homogenise the sample for sub-sampling and the removal of predators.
Very few methods of estimating the growth rate directly 
from a sampled population exist. The concentration of any component
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in the system will tend to vary with time, and it is the rate of 
these changes that the ecologist studying the dynamics of the 
system is trying to determine. One approach that may be adopted 
is to examine extant cells in the sample retrieved. It has been 
known for many years that the mean cell volume ( MCV ) of a pop­
ulation of cells in active growth is related to their specific 
growth rate, but it has also been shown that the nature of the 
nutrient can affect the MCV. In Escherichia coli it has been
demonstrated that the fundamental relationship of MCV to specific
growth rate can change in form with different nutritional states 
( Eisert, 1976; Shehata & Marr, 1971 ). In the natural environment 
conditions are likely to show frequent changes in amount and nature 
of available food. A study of the shape of the volume distribution
was undertaken in an attempt to identify a more stable parameter
than the MCV as a method of estimating specific growth rate in 
samples taken from the wild.
Since so much of the knowledge of cell division derives 
from a wide variety of organisms, a brief review of the basic 
biology relating to cell division of the prokaryotic and eukaryotic 
microorganisms, especially protozoa, will be undertaken to point 
out unifying features and divergent solutions to common problems. 
The terminology used for describing growing cells will be that 
used by Powell ( 1964 ). A cell grows to a certain size when it
divides. The size at division ( termination ) is and the
products of division are called neonates ( size x ). The original
cell is known as the parent cell and the neonates are called
daughters. Two neonates produced from the same parent cell are 
called sisters, and the daughter cells they produce are known as 
cousins, and so on. The neonates grow in size ( growth phase Gj ), 
begin synthesis of nuclear material ( S phase ), and, having 
doubled the DNA content, enter a growth period prior to division 
( growth phase G2 ).
Prokaryotic Cell Division Biology
The prokaryotic cell is universally regarded as older, 
in an evolutionary sense, than the eukaryotic cell. This is
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frequently and incorrectly taken to mean primitive, and therefore 
simple, and it is often implied that no fundamental changes have 
taken place in prokaryotes since the advent of the eukaryotes.
This state of affairs is. most unlikely and the.modern prokaryote 
is an exceedingly efficient and highly evolved form of life 
( Carlisle, 1980 ). In ecological models there are two basic 
strategies for "success" ( Southwood, 1976 ) known as r-strategy 
and K-strategy, where r is a growth rate term and K is the carrying 
capacity of the environment. The r-strategy relies on fast growth 
with rapid colonisation and is characterised by small size and 
large fecundity. The bacteria probably represent the epitome of 
r-strategy in evolution and consequently are adapted and trimmed 
for rapid growth with as little redundant material as possible.
This requirement for short generation times inevitably plays a 
major part in the design of the cell and accounts for several 
of the fundamental differences from eukaryotic biology.
The basis of life is coded in the DNA which makes 
up the nuclear material. Strictly speaking the prokaryotes do 
not have a nucleus in the classical cytological sense, since 
there is no partition of the DNA from the cytoplasm and no nuclear 
specific proteins. Early studies of bacterial cells employing 
common basophilic stains, such as are used in eukaryotic cell 
studies, revealed that the entire cytoplasm was stained, which 
led to the suggestion that the bacteria had dispersed genetic 
material. This reaction was due to the high cytoplasmic RNA 
content, and DNA specific stains ( e.g. the Feulgen reaction ) 
revealed the presence of discrete basophilic bodies. Since the 
function and importance of these structures are simmilar in both 
prokaryotes and eukaryotes then the term nucleus will be used to 
describe both the DNA containing bodies. The bacterial nucleus 
contains a single loop of DNA which is attached to the cells 
plasma membrane via a structure known as a mesosome. Replication 
of the chromosome is initiated at the site of the mesosome, and 
a second mesosome is formed adjacent to the first to bind the newly 
formed chromosome. The structure of the DNA molecule is highly 
charged since in each base pair there is a phosphate with one 
ionised hydroxyl group; These negative charges must be offset
by positively charged groups and in the bacteria this seems to 
be achieved by small polyamines such as spermine and spermidine.
In any round of replication the DNA strands must be unravelled, 
stripped of its neutralising groups, replicated, and re-packed.
At high growth rates the replication of the chromosome is bidirec­
tional ( Koch, 1977 ) and proceeds as a pair of forks travelling 
around the chromosome. It is possible that at low growth rates 
this replication becomes unidirectional ( Helmstetter & Cooper,
1968 ). Replication of the chromosome tjiakes approximately 40 
minutes for E.ooli ( Cooper & Helmstetter, 1968 ), the time 
being independent of specific growth rate, and rapidly growing 
cells may have generation times much shorter than this. The 
number of  replication forks must be increased so that more copies 
of the genome may be under construction than are needed for the 
generation being considered. The consequence of this is that 
initiation of chromosome replication may be placed three or more 
generations prior to the division of that particular replication 
product so that the Gl5S,and 62 phases for each generation overlap. 
If cell division is dependent on genome replication initiation, 
then we would expect to see a strong correlation between the growth 
of an individual and the circumstances of its ancestors. This 
multiple-replication fork per chromosome is clearly an adaptation 
to fast growth rates (_ r-strategy ).
It is axiomatic that in order for a cell to increase 
in volume and divide, it must increase its surface area. In most 
prokaryotes this involves two components, i.e. the plasma membrane 
and the cell wall. The plasma membrane bounds the protoplasm and 
is responsible for maintaining the concentration gradients necessary 
for the biochemical processes within the cell. In the prokaryotes 
there are no intracellular organelles and the plasma membrane is 
often folded into the cell to provide extra membrane surface area 
for membrane-bound enzyme activity. The expansion of the plasma 
membrane takes place in the centre of the cell between the two 
mesosomes of the separating nuclei. New surface extension sites 
are initiated as the nuclear division is initiated, and a new 
mesosome is formed, very close to the existing mesosome. This 
site, midway between the separating mesosomes, is also the site
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of septum formation and in normal cells is very close to the centre 
of the cell. Considering the ratio of the parent to daughter cell 
size ( p ) it is found that the distribution of p is unimodal 
( with a mean of 0.5 ) and has a small coefficient of variation 
( 0.038 for E.coli, Marr et al. , 1966 ). There is no evidence to 
show how the cell locates the mesosome prior to the initiation of 
growth zones, but in fast growing cells it is unlikely to follow 
the reaction-diffusion model ( Turing, 1952 ) where some ident­
ification molecule would diffuse from each end of the cell, 
probably in the lipid of the plasma membrane, reacting in the 
middle and thus marking the centre. This model is unlikely since 
in fast growing cells particularly, at the time of initiation 
of chromosome replication, one end of the cell has not yet been 
formed. It seems unreasonably complicated to postulate a system 
that requires prediction of the cell end, and integration of its 
own position to control the rate of release of some marker molecule. 
The location of the mesosome seems to be'associated with the cell 
wall, however, since in L-forms division is much less regular or 
precise ( Higgins & Shockman, 1971 ). The wall itself serves as 
a mechanical shell for the cell, since the osmotic regulation of 
prokaryotes is by turgor pressure. The internal osmotic pressure 
may be as high as 20 atmospheres ( 2x106 Nm”2 ) ( Higgins &
Shockman, 1971 ) and this must present a problem for growth and 
division. New cell wall is synthesised in the cytoplasm, near the 
site of plasma membrane synthesis. Because of the turgor pressure 
there must be a delay between physiological separation of the two 
daughter cells and the physical separation of the cells themselves, 
while the intervening cell wall is completed.
Eukaryotic Cell Division Biology
Eukaryotic cells are fundamentally different from 
prokaryotic cells at the level of cellular organisation. The 
eukaryotic cell posesses organelles, which are membrane bounded, 
and independent of the cells plasma membrane. They also contain 
a membrane bound nucleus, and are generally larger and slower 
growing. The evolutionary strategy of the unicellular eukaryotes 
is diverse, some using r-strategy [_ e.g. yeasts ) which are
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relatively small and fast growing, others are predators on bacteria 
and yeasts ( being r-strategists in the next trophic level, e.g. 
ciliated protozoa ), while others are K-strategists using efficient 
substrate utilisation with relatively large size ( e.g. filamentous 
fungi ). The features that are common to the group will be discussed 
below.
The eukaryotic nucleus is much larger and has a more 
complicated structure than the bacterial equivalent. It is bounded 
by a perforated membrane ( the nuclear membrane ) through which 
the transcription products must pass. The amount of DNA present 
in the eukaryotic nucleus is far in excess of that needed to code 
for the proteins required by the cell. At one end of the scale, 
the haploid nucleus of Saccharomyces cerivisiae contains only 
3 - 5  times as much DNA as a cell of E.coli> an amount similar 
to the highest values recorded in prokaryotes, whereas some unicellular 
algae can contain 40,000 times this amount ( Carlisle, 1980 ).
In the prokaryotes the chromosome is singular and circular, with 
an unique initiation point for replication, but a haploid cell of
S. cerivisiae has 18 chromosomes, with several replicons per 
chromosome. Sacchromyces cerivisiae is one of the fastest growing 
eukaryotes and has one of the smallest amounts of DNA per cell 
found in the eukaryotes. Most protozoa have considerably more 
DNA per cell than S. cerivisiae. The DNA in eukaryotes is also 
organised in a fundamentally different way. The negative charge 
borne by the DNA is neutralised by proteins known as hi stones, 
which act as a core for the supercoiling of the DNA strands 
(. Morris, 1980 ). These hi stones are organism specific.
The amount of DNA.as mentioned above is far in excess 
of the protein coding requirements. The extra DNA is used in 
repeat-coding of certain genes and also as "introns". In the 
eukaryotes the occurence of split genes ( i.e.when a protein code 
is not sequentially located on the DNA strand ) is common. The 
intervening sequences are termed "introns" and the expressed 
sequences are termed "exons" ( Carlisle, 1980 ). The introns 
are copied into the primary RNA transcript, but are excised and 
the RNA spliced to generate messenger, transfer or ribosomal RNA.
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These introns vary in length from 10 to 10,000 bases from those 
so far discovered. It is estimated ( Carlisle, 1980 ) that 5 - 
10 times as much DNA exists as introns as exists in exons, and 
this is thought to have a nucleo-skeletal function.
Replication of the DNA in the eukaryotes proceeds 
during the S phase of growth, and actual nuclear division is not 
directly coupled to this process. Nuclear division is usually 
a highly ordered affair, typified by higher animals and plants 
where a new microtubule configuration, the mitotic spindle, appears 
and chromosomes condense and are segregated to either end of the 
spindle to form the daughter nuclei. Unlike the prokaryotes, 
there does not seem to^be any link to the cell surface ( pellicle ). 
For a review of this process see Dodge & Vickerman ( 1980 ). At 
this point we must make a divergance since the experimental organisms 
used in this study, i.e. the ciliated protozoa, have a nuclear 
arrangement that is unusual. The ciliates have a nuclear organ­
isation refered to as nuclear dimorphism, a characteristic only 
shared by the heterokaryotic foraminifera. Cells displaying 
nuclear dimorphism usually possess two types of nuclei; a small, 
compact micronucleus, and a large, more diffuse macronucleus. In 
the ciliates strains are known which have lost one nuclear type, 
and in the heterokaryotic foraminifera the two forms are only 
present in one growth stage. The quantity of DNA in each type 
of nucleus varies from approximately 10 times more DNA in the 
macronucleus compared to the micronucleus in a small ciliate to 
about 1000 times in a large ciliate. The function of each type
of nucleus is different, the micronucleus being the germinal
o
nucleus being involved in the sexual process of conjua-tion, and 
dividing by spindle formation as described above. The DNA in the 
micronucleus is in a highly condensed form, and no transcription 
occurs. The macronucleus ( being derived from the micronucleus 
after conjugation ) is the somatic nucleus, being responsible for 
transcription. In the heterokaryotic foraminifera the somatic 
nucleus is incapable of division and is resorbed at the end of 
every growth cycle to leave juvenille gamonts ( Grell, 1973 ).
In the ciliates the macronucleus is resorbed and regenerated by 
the duplication of the recombinant micronucleus after conjugation.
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Division of the macronucleus does not involve spindle formation 
and at the light microscope level involves a simple pinching-off 
of the nuclear mass, which will be considered in more detail 
below. The macronucleus, being responsible for transcription has 
a looser structure, stains less denyly than the micronucleus, and 
has different hi stones from the much more tightly packed micro­
nucleus ( for Tetrahymena thermophila3 Allis et al.3 1980 ).
The macronucleus is highly polyploid and the quantity 
of DNA in each cell is fairly well regulated ( Summers, 1963 ).
In Tetrahymena the process of DNA replication is an all or nothing 
process which must therefore double the DNA content of the cell.
At nuclear division the nucleus separates into two parts without 
the dissolution of the nuclear membrane. There is an average of 
8% difference in the amount of DNA in each of the daughter nuclei 
( Nanney, 1980; see also Dupy-Dlanc & Metenier, 1978 for 
T. paravorax ) which, if unchecked would lead to a large imbalance 
in the DNA content of the population. At division small amounts 
of DNA are left between the daughter nuclei. These DNA packets 
are known as extrusion bodies and are variable in size. It has 
been suggested that this is one possible method which the cell 
uses to regulate its DNA content. Other methods include double 
replication of the macronucleus within one cell cycle in the case 
of small macronuclei or no DNA replication followed by division 
in the case of large macronuclei.
There is evidence that the proportion of genes also 
changes in the making of a macronucleus from a micronucleus. 
Tetrahymena contains about 45 times as much total DNA in its 
macronucleus as in its micronucleus, and in a haploid micronucleus 
there is only one copy of the genes for ribosomal RNA's. In the 
macronucleus, however, there are over 13,000 copies of the ribosomal 
cistron, or about 300 copies per haploid equivalent of DNA. This 
is the only known instance of genetic amplification, but it has 
also been observed in Varameciwn ( Nanney, 1980 ). In the ciliates, 
unlike the heterokaryotic foraminifera, the macronucleus does not 
regenerate every cycle, but persists for a considerable period 
with no ill effects. Strains of ciliates are known, however, which
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example Tetrahymena elliotti and some strains of T. pyriformis.. 
Strains have been maintained for over 50 years without degeneration 
but in general the loss of a micronucleus leads to cell death in a 
few generations, and in some strains clones ( cultures initiated 
from a single cell ) cannot survive for extended periods without 
periodic conjugation with a different matinn type.
The question of inherited genetic material is not as 
simple as it may first appear. The macronucle/us of the hypotrichs 
is frequently ribbon-like ( that of Tetrahymena is round ) which 
lends itself to the study of the replication of DNA and histones. 
Their synthesis takes place in a band, which travels from the ends 
to the middle ( e.g. in Euplotes eurystomus ) or from the middle 
to the ends ( e.g. in Aspidisca lynceus ) ( Grell, 1973 ). A set 
of genes at one end of a macronucleus would be duplicated and seg­
regated into only one daughter nucleus unless some mixing of the 
DNA within the nuclear membrane occured. This has been postulated ■ 
a requirement by Nanney ( 1980 ) and demonstrated for the suctorian 
Tokophrya lermarwn ( Grell, 1973 ). This reorganisation could 
be fundamental to the necessity for the G2 phase of growth, since 
in Tetrahymena there is no net increase in protein in G2 , but a 
considerable incorporation of new protein into the macronucleus, 
indicating high turnover of protein into the macronuclear system 
( Seyfert, 1980 ). However, even with an efficient mixing system 
the random chance of a difference in the quantitative genome 
complement is high and could account for minor differences in such 
gross features as the individual cellular growth rate.
It is also worthy of note that in the ciliates the 
nuclear DNA does not carry all the information coding for the 
structure of the cell. Features such as the mitochondria and 
kinetosomes are self replicating and must be equally partitioned 
at division. Details of cortical structure, features which provide 
almost all the taxonomic information on the cell, are also self 
replicating ( Sonneborn, 1970 ). The cortex of most ciliates is 
made up of "cortical units" ( e.g. Vocrameciwn, Watanabe, 1981 ) 
based around one or more kinetosome ( the basal body of a cilium )#
These units are asymmetric and polarised ( Nanney, 1980 ) and by 
certain experimental procedures, individual rows ( kineties ) may 
be reversed in polarity. Cells with inversion of one or more rows 
can be cloned, and breed true for the inverted row ( Nanney, 1980;
Ng, 1977 ). Features of the surface of Paramecium have been shown 
to be dependent on the position of the mouth, and will reorientate 
to the oral position after experimental disruption ( Sonneborn,
1970 ). Mitochondria have been shown to be in close association 
with the pellicle in Tetrahymena ( Aufderheide, 1980 ) and Paramecium 
(Patterson, 1978 ), but in strains of Tetrahymena able to convert 
fats to glycogen there are two populations of mitochondria isolatable 
after cellular disruption ( Hong h Kornberg, 1963 ) although one 
"type" may have been peroxisomes. Whereas segregation of pellicular 
associated mitochondria into the daughter cells should be straight­
forward, ensuring an even distribution of sub-populations will be 
a more random affair.
Extranuclear DNA has been found in the mitochondria, 
which has characteristics of being prokaryotic, and in most eukaryotes 
this mitochondrial DNA is circular. In Tetrahymena however, the 
mitochondrial DNA is linear and fragmented ( Lloyd & Turner, 1980 ).
The mitochondrial DNA does not code for all the proteins o~ the 
mitochondrial system, and in Tetrahymena most t-RNA species are 
imported from the cytoplasm,only seven species ( for four amino 
acids ) have been detected which are transcribed from the mitochondrial 
genome ( Lloyd & Turner, 1980 ). No clear evidence exists for the 
hypothesis of DNA being present in the kinetosomes ( Dodson, 1979 ) 
and since there is a mitochondrion associated with the kinetosomes 
( Aufderheide, 1980; Patterson, 1978 ) there will be a tendancy to 
isolate mitochondrial fragments in association with isolated 
ki netosomes.
To summarise: the asexual division of the ciliated
protozoa is an involved and complicated process, and should not 
be regraded as "mere duplication". There is some link in the 
quantity of DNA in the macronucleus to cellular division, but the 
relationship is not fixed. Cellular division may proceede without 
nuclear replication and vice versa, but not without nuclear division.
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Figure 1
^acronuclear morphology in heat-synchronised Tetrahymena 
pyriformis. Diagram illustrating the relationship between macronuclear 
morphology ( dark and light ) and cell staqe ( I to VI ) distribution 
in an experimentally multiplying population. Results are expressed as 
the percentage of cells in morphogenesis, the period of stomatogenesis 
( visible primordium ), and the period of cell division are also 
indicated ( fron Nilsson, 1976 ).
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The onset of nuclear division is morphologically late in the cell 
cycle, after the appearance of the division furrow in heat shocked 
Tetrahymena ( Fig. 1 ; Nilsson, 1976 ). This is probably an 
artifact due to the heat shock procedure, and in normal cells the 
division furrow appears very late, after oral reorganisation and the 
onset of nuclear division ( J. Frankel, personal communication ). 
Partition of the cell involves sharing not only cytoplasm and genome, 
but also intracellular organelles ( e.g. mitochondria ) in-the 
correct proportions and the cortex for structural information 
( the corticogene, Nanney, 1980 ). The control of these processes 
is not understood.
Common Features of Cell Division
The purpose of cell division is to increase the number 
of copies of a genome in an environment. This driving force is 
common to all living systems from virus particles to man. The 
strategy adopted, however, varies from organism to organism. Most 
unicellular free-living forms adopt a system of comparatively rapid 
asexual binary fission. For a consideration of the volume distribution 
of extant cells of any given organism, we can concentrate our attention 
on the asexual processes. In the unicellular forms of life in active 
growth conditions, the products of sexual reproduction will usually 
be quantitatively low in frequency.
In asexual growth the cell passes through a set of cyclic 
events, repeated every generation, and collectiyly known as the cell 
cycle. For eukaryotic cells it has been considered necessary for 
this cycle to consist of four essential phases ( i ) a period 
immediately after cell division in which the cell grows in mass 
( ii ) S, the period of synthesis of nuclear material, cell growth 
in mass continuing, ( ii-i ) G2 the period of cell growth between 
the completion of DNA synthesis and division itself, and ( iv ) the 
division process, involving the separation of nuclear material, 
physiological and physical separation of the daughter cells.
From a statistical standpoint, the process of cell 
division results in the removal of one large cell from the population
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and the generation of two small cells. This consequently means that 
the distribution of cell voumes in the steady state will be 
positively skewed. Statistically we define the steady state as 
existing when the distributions of cellular parameters are time 
invariant. Distributions themselves can be characterised in several 
ways; their location is defined by their mean ( the arithmetic 
average of the individual datum points ), their shape partially 
defined by their mode ( the location with the greatest frequency, 
the peak of the distribution ) and their median ( the location where 
half the observations lie to the left and half to the right ). If 
the distribution is symmetrical ( e.g. the normal or gaussian 
distribution ) the mode mean and median will all have the same 
location. If, however, the distribution is positively skewed 
C e.g. the lognormal distribution ), then the median will lie 
between the mode and the mean, the mean being greater than the mode 
C Fig.2  ). Negative skewness would be shown by the mode being 
greater than the mean, with the median between them. The problem 
of resolving the shape of the volume distribution involves two 
fundamental problems; ('i ) defining the mathematical shape we 
would expect and ( ii } being able to measure it.
Early models of the cell cycle took cell age to be 
a controlling factor in determining when cell division would occur, 
these models are represented by the "clock" models of Rahn ( 1932 } 
and Kendall ( 1948 ). These models have proved inadequate primarily 
because daughter cells have generation times that are positively 
correlated ( sister-sister correlation ) ( i.e. sister cells have 
essentially similar generation times, so that if one sister divides 
prior to the mean cell age at division, then the other sister is 
likely to have a shorter than average generation time ) and a negative 
correlation between parent generation time and daughter generation 
time ( parent-daughter correlation ) (i.e. if a parent cell has 
divided with a short generation time, it is likely that the daughters 
will have long generation times ). For prokaryotes these correlations 
have been shown by Powell ( 19 5 5 a s1958 ), Powell & Errington ( 1963a ) 
and Schaechter et al. ( 1962 ), and for eukaryotes by Blair & Roti-Roti 
( 1979 ), Jauker & Cleffman ( 1970 ), M i n o r  & Smith ( 1974 ) and W.ijk 
et al. ( 1977 ). The clock model.requires that individual cell
13
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Schematic diagram to illustrate basic distribution shape.parameters.
a) Normal distribution. Mo skew; mean mode and median 
at the same location.
b) Cumulative frequency curve of normal distribution.
Note the symmetry of the curve about the median point.
c) Lognormal distribution. An example of a positively 
skewed distribution, with the mode, median and mean 
in different locations.
d) Cumulative frequency curve of lognormal distribution. 
Note the asj'mmetry of the curve about the median point
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generation times be independent, since at each division the “clock" 
is reset to zero. The other consideration to be made regards the 
possible mechanisms by which a cell could measure elapsed time, 
since accumulation of some chemical species within the cell, in 
a concentration dependent manner, would not only be a function of 
the rate of production, but also of the volume of the vessel in 
which they are to be measured ( e.g. the cytoplasm itself, especially 
in the prokaryotes ). Consideration of this type of model was 
largely abandoned with the advent of the size-control models.
Control of cell division by the size of the cell, i.e. 
the postulate, of a critical size which triggered the onset of cell 
division has been in existence for many years. Based largely on 
amputation studies where either the cytoplasmic volume ( or mass ) 
or the nuclear and cytoplasmic volume ( or mass ) were maintained 
below a certain "critical1' cell volume by surgical removal of part 
of the cell, several authors suggested that a size existed below 
which the cells in question would not divide ( Adolph, 1931; Adolph 
& Bayne-Jones, 1932; Bayne-Jones & Adolph, 1932a,b; Golinska & 
Jerka-Dziadosz, 1973; Hartmann, 1922, 1924, 1926, 1928; Phelps,
1926; Prescott, 1956 ) The rationalisation of this idea and an 
examination of its consequences was published by Collins & Richmond 
( 1962 ) specifically for data on Bacillus ceveus and by Koch & 
Schaechter ( 1962 ) as a generalised model. The mathematical 
formulation of Koch & Schaechterrs ( 1962 ) model was found to be 
incorrect and was republished in an ammended form by Powell ( 1964 ) 
who also pointed out the mathematical equivalance of both Collins & 
Richmond's ( 1962 ) and Koch & Schaechter's ( 1962 ) models. In 
further detailed discussion, these models will be refered to as 
the Koch & Schaechter model, since theirs was the first generalised 
statement, but the mathematics is after Powell's ( 1964 ) correction.
The Koch & Schaechter model makes three assumptions :
( i ) that there exists a size { ) about which cells divide,
w hich is under cellular and environmental control, having a d i s t r ­
ibution of sizes at division, l{x^) with a small coefficient of 
variation, and be independent of the size at previous divisions,
[ ii ) that the cells divide into nearly equal halves, ( H i  ) that
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the growth of the individual cell from one division to the next is 
exponential in nature.
The validification of the first assumption is derived 
from the amputation studies mentioned above, as well as the obser­
vations of Powell ( 1955^,1958 ) and Schaechter et at. ( 1962 ) 
concerning the coefficient of variation of cell size at division.
Carter & Jagadish ( 1978 ) and Hartwell & linger ( 1977 ) have 
demonstrated a critical size requirement in the budding yeast 
Saccharomyces cerivisiae prior to bud formation. Painter & Marr 
( 1967 ) reported that l{x^ ) is not significantly different from 
the normal distribution, and that the coefficient of variation was 
0.04 for Escherichia coli and 0.02 for Azotobacter agilis.
A casual glance at a cell in division indicates that 
division is nearly equal in most free-living unicellular organisms, 
but.evidence exists that there is a consistant systematic difference 
in the sizes of the two daughter cells. In the prokaryotes, because 
of their small size, great care is needed in the measurement of the 
daughter cells. Errington et at, ( 1966 ) showed a definite systematic 
difference in the daughter cells for some gram negative rods, while 
Marr et at. (_ 1966 ) demonstrated a small difference from equal 
division which they asserted was not significantly different from 
equal, but it was also not significantly different from a small 
actual difference. For the eukaryotes, measurements-are somewhat 
easier be'acuse of the larger size, and systematic differences have 
been recorded; for ciliated protozoa be Dupy-Blanc & Metenier ( 1978 ), 
McCashland ( 1963 ) and Simpson ( 1902 ) and similar evidence exists 
for mouse fibroblasts ( Killander & Zetterberg, 1965 ). However to 
a first(leve'l of)approximation we are able to assume equal daughter 
cells at division for the purpose of constructing a model of the 
steady state volume distribution.
The third assumption, concerning the growth of the 
individual cells between divisions, is not so clear cut. The first 
point to be made is that in the general formulation the assumption
of exponential growth is not, in fact, necessary. Some expression,
<? * Q_however, must be used to expedite the mathematical treatment ( Powell,
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1964 ). We shall consider here the evidence for four modes of 
growth: ( i ) linear ( H  ) exponential ( H i  ) sigmoidal and 
( iv ) hyperbolic ( Fig. 3 ).
^ ) Linear_Growth. Linear growth models assume that for each 
individual cell growth proceeds at a constant rate, independent 
of cell size, i.e.
This mode of growth has been observed in the prokaryotes Proteus 
vulgaris and Bacterium coli ( Schmalhausen A Bordzilowskaja, 1926 ) 
and in the eukaryotes, for the ciliated protozoa -Tetrahymena 
( Cameron & Prescott, 1961; Zeuthen, 1953 ), Frontonia ( Popoff, 
1908 ) and Paramecium caudatum ( Mizuno, 1926; Popoff, 1909 ) 
and also in tissue culture cells ( CV-I ) ( Zucker et al. ,1979 ).
ii ) Exponential^Growth. Exponential growth assumes that for 
each individual cell, growth rate is proportional to cell size, 
so that the growth rate increases exponentially, i.e.
This mode of growth has been obseved in Bacillus megatherium 
£ Adolph & Bayne-Jones, 1932 ), B. ramosus ( Ward, 1895 ), 
Escherichia coli ( Bayne-Jones & Adolph, 1932b ) and for "rod 
shaped bateria" by Schmalhausen & Bordzilowskaja ( 1930 ) in the 
prokaryotes, and in the eukaryotes for Tetrahymena ( Schmid, 1967b ) 
and Paramecium caudatum ( Estabrook, 1910 ).
H i  ) Sigrnoidal_Grgwth. Sigmoidal growth assumes that for each 
individual cell the rate of growth increases after birth, then 
decreases prior to division ( Fig. 3 ). This type of growth can 
be represented by a number of different mathematical expressions, 
and has been observed in Tetrahymena ( Cleffman et a l 1979 ), 
Saccharomyces cerivisiae ( Bayne-Jones & Adolph, 1932a ).
) !jZ29!rL9l!9_5!-9^i!}• Hyperbolic growth assumes that for each 
individual cell the rate of growth is maximal at birth and decreases
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Schematic diagram to show the types of growth curve between divisions,
i) linear 
ii) exponential 
iii) sigmoidal 
iv) hyperbolic
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towards division ( Fig. 3 ) and has been observed in Bacterium coli 
( Henrici, 1923 ) for the prokaryotes and in the eukaryotes for 
'Paramecium caudatum ( Erdmann, 1920; J e n n i n g s  1908; Simpson, 1902; 
and Schmalhausen & Syngewskaja, 1925 ), for Frontonia ( Popoff,
1908 ) and for Amoeba proteus ( Prescott, 1955 ).
This bewildering array of observations requires some 
rationalisation. With the exception of P o w e l l 1s group of observations 
( Powell, 1955a,b; 1956; 1958; Powell & Errinton, 1963a; and 
Errington et at. 1965 ) few of the above authors have take sufficient 
care to maintain constant environmental conditions during measurement 
(. Powell, 1955b; Powell & Errington, 1963b ). Popoff ( 1908 ) has 
observed that at 14°C Frontonia grew in a hyperbolic fashion, but 
the same strain at 25°C grew in a linear fashion. It has been 
pointed out by Williams ( 1967 ) that the maximum difference between 
the exponential and linear growth models is only 6%. It is doubtful 
that any of tke above observations have an error margin as low as 
6%, and few of the data sets have an unambiguous interpretation in 
this light. The listed references above have used the authors own 
decriptions of their data, and have not been re-evaluated in this 
thesis since very careful observations by Errington et at. ( 1965 ) 
demonstrated that all four growth forms could be observed in cells
derived from the same culture and held nominally in the same environment.
One early observation on individual cell growth that has 
received support from later, more careful observations was that a 
brief periods exists prior to cell division when growth stops. Ward 
( 1895 } believed that he could detect a growth pause in Bacillus 
ramosus and Henrici ( 1923 ) observed the same for Bacterium coli.
More recently Zeuthen ( 1953 ) has used Cartesian diver experiments 
on single Tetrahymena cells and he showed a cessation in respiration 
approximately 15 minutes prior to cell division, while Prescott ( 1956 ) 
used divers to weigh individual Amoeba proteus and found a pause in the 
growth curve prior to division. It is possible that in some ciliates
growth in mass may be interupted by an inability to feed during
stomatagenesis. This is the replication of the oral apparatus that 
sometimes may involve the resorption of the parental oral system, 
and the generation of two new sets (e.g. in Ophryoglena, Muggard,
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1948 ), but in Tetrahymena a new mouth is generated from a stomato- 
genic kinety in the opisthe, which also seems to fix the location 
of the division furrow ( Frankel & Williams, 1973 ), and in Param­
ecium an anarchic field of basal bodies is formed next to the parental 
mouth, which migrates to the opisthe where oral assembly occurs 
( Roque, 1961 ). In the case of T. thermophila although the parental 
( proter ) mouth persists, the cytostome undergoes reorganisation, 
and the cell is unable to form food vacuoles. It has been suggested 
that the ciliates in general are unable to feed during stomatogenesis 
( J. Frankel, personal communication ). Cameron & Prescott ( 1961 ) 
however, measured cell volumes of Tetrahymena through the cell cycle 
and found no pause in the growth curve prior to division. They 
interperated this as an increase in size due to an uptake of water 
because of the Cartesian diver results of Prescott ( 1956 ).
The bulk of evidence is in favour of a continuous growth 
function in terms of size, and since the difference between the linear 
and exponential models is so slight, then it seems reasonable to 
accept the assumption of exponential growth made by Koch & Schaechter 
( 1962 ).
The statistical treatment of the cell division process, 
based on the Koch & Schaechter model is very involved, despite the 
apparent simplicity of the model and its assumptions. There is no 
virtue in repeating the details of the analysis here, full discussion 
being available in Powell ( 1964 ). The volume distribution of extant
cells { L(x0)} is a function only of the distribution of cell volumes
at division { and may be defined:
r 2a?o
L(x0) = — f -  /  Z ( e ) d e
X% Xr\
• 0
( equation 16, Powell, 1964 ), where x is the cell volume
and C is the harmonic mean of This expression assumes that
division is into two exactly equal daughters. If we assume that l{x^) 
can be represented by a normal distribution ( Painter & Marr, 1967 ) 
with a mean y and standard deviation a, the model may be compared
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to observed distributions to determine y and a by a curve fitting 
procedure ( e.g. the least squares technique ). The model has been 
shown to fit well to volume distributions of Tetrahymena ( Roberts,
1980; see also Section 3 ).
As has.been pointed out above, the models prior to the 
Koch & Schaechter model have proved inadequate in the face of careful 
investigation. One model proposed since then, however, is fundamentally 
different and warrants attention. This is the chromosome replication 
model of Cooper & Helmstetter ( 1968 ) primarily designed for data 
from E.coli B/r ( Helmstetter & Cooper, 1968 ) and proposes a 
relationship between the two parameters, C, the time for the rep­
lication of the chromosome ( a constant ) and D, the time between 
the end of a round of replication and cell division. The model was 
defined in terms of E.coli B/r with a generation time of 60-20 
minutes, where multiple chromosome replication was occuring within 
the cell. This has been extended to the general case by Marr et at.
( 1969 ). The hypothesis has been supported by Begg & Donachie ( 1978 ), 
Donachie ( 1968 ), Donachie et at. ( 1976 ) working with E.coli,
Fantes & Nurse ( 1977, 1978 ) using Schizsosacchavomyces pombe ( a 
fission yeast ), Koppes et at. ( 1 9 8 0  ) using E.coli and Worthington 
et at. ( 1976.) using Tetvahymena pyriformis. In the first 
statement of the model, Cooper & Helmstetter ( 1968 ) made no assumptions 
concerning the control of the initiation of nuclear reproduction, but 
Donachie ( 1968 ), Fantes & Nurse ( 1977, 1978 ), Koppes^et at.
( 1980 ) and Worthington et al. ( 197 6 ) all suggest that a critical 
size ( or mass ) exists at which nuclear division is initiated. If this 
is so, then it is likely that the dispersion of cell size at initiation 
of nuclear replication will be low ( the coefficient of variation 
will be low ) and the cells will pass through S phase and G 2 phase 
in such a way that cells initiated together will arrive at division 
more or less together. They would then comprise the distribution 
l[x^ ) of the Koch & Schaechter model ( approximately ), and the 
statistics of the volume distribution would remain the same. The 
Cooper & Helmstetter model can therefore be regarded as a mechanism to 
explain the size dependence of division, but it is not very helpful 
since it only suceeds in moving the control step to earlier in the 
cell cycle without clarifying the mechanism by which the cells measure
i
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t h e i r  s ize.
Several authors, however, maintain that the controlling 
step in the cycle is the size at division. Hartwell & Unger ( 1977 ) 
used Saccharomyces cerivisiae ( a budding yeast ) to suggest that 
DNA division was not controlling the cell cycle, Ron et al. ( 1977 ) 
used E.coli and Seyfert ( 1980 ) showed that Tetrahymena DNA synthesis 
was significant in G} ( possibly due to macronuclear DNA content 
regulation ) and not, therefore, under the tight control that the 
Cooper - Helmstetter model requires. However, more important evidence 
has been presented by Koch ( 1977 ) who has estimated the coefficient 
of variation of the size at initiation of DNA synthesis in slowly 
growing bacterial cells is of the same order as, if not larger than 
the coefficient of variation of the size at division. For the purposes 
of this study of the volume distribution however, no better hypothesis 
than the Koch & Schaechter model exists, and it has therefore been 
used throughout.
Having accepted the Koch & Schaechter model as a working 
hypothesis to describe the volume distribution of extant cells, we 
can now turn to a consideration of the second part of the problem, 
concerning the actual measurement of che volume distribution. The 
determination of the exact mathematical formula of a set of experimentally 
measured data is virtually impossible in the vast majority of cases.
For example, it is very common to use the normal distribution in 
biology, since it is generally derived from a process containing a 
large number of steps, each of which carries a small error ( Koch, 1966 ). 
In this way we can compare a distribution of experimental data, for 
example, the height of a population of adult male humans, to the form 
we would expect, i.e. normal, since the height of a man can be regarded 
as the sum of the heights of the parts of his body as well as other
determining factors. We can then make a large number of observations
( of the order of ,104 or greater ) and assess the goodness of fit of 
the normal distribution to this data set. The error in measurement 
will in this case be small ( less than 1% ) so the effect of the
overlying error distribution will be slight. Even so, this distribution
cannot be a perfect fit, since it is clearly impossible to have a 
man with zero height, or indeed of some large height, say 5 metres or
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more. The normal distribution is unbounded, and in theory at least, 
there exists a small but finite probability that such individuals 
would occur should a large enough population be studied. This 
problem, however, does not detract from the immeasurable usefulness 
of the approximation of data to the normal distribution to facilitate 
statistical analysis. A similar argument applies to distributions 
which are not symmetrical, but positively skewed, where the logarithm 
of the variate has a normal distribution, and this distribution is 
known as the lognormal. The extant volume distribution of growing 
cells has been asserted to be lognormal for Tetrahymena ( Scherbaum 
& Rasch, 1957; Schmid, 1967a ) and, interestingly, for Vaccinia 
virons ( Bahr et al.s 1980 ).
When experimentally measuring a variate the errors in 
measurement and the number of observations can have considerable 
influence. The problems resulting from low numbers of observations 
have been largely bypassed by statisticians with the advent of 
automated and sophisticated data collection & handling techniques. 
Such problems posed at the turn of the century, for example the 
biometric analysis of Egyptian mandibles from an archeological site 
( Pearson, 1895 ) seem to have no modern equivalent. In this case, 
although few ancient mandibles could have been available, great 
effort could be put into ensuring the accuracy of measurement. In 
the case of microscopic particles, however, the paucity of data 
results from the difficulty of collection and the tendancy to 
change in size during observation, and is compounded by the error 
in measurement being of the order of 6 - 12 %, due to the problems 
of optical resolution ( see Section 3 ). The improved resolution 
offered by the electron microscope is of little practical assistance, 
since in preparation the cells must be totally dehydrated, with 
inevitable distortion. Even the effects of ultra-rapid freeze 
fixation ( about 7 msec ) cannot preserve the features of Vortioella 
ciliates which are capable of complete cellular contraction within 
this time ( A. Warren, personal communication ). We are left with 
a situation where the shape of the perfect distribution ( i.e. 
without measurement error ) is unknown, the observations are 
distorted by error in measurement and there is a lack of sufficient 
data. Most linear measurements result in a normal error function,
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so the effect on the distribution can most easily be imagined by 
the visualisation of the perfect distribution, then for each block 
of the histogram, replace the "perfect" data by a normal error 
distribution, adding the heights of all the "errored" data falling 
in each block. The overall effect is a general "fattening" of the 
distribution, generally lowering the mode frequency, and increasing 
the coefficient of variation. The problem of distortion is even 
worse if the error function is asymmetric ( e.g. in the Coulter 
counter, see Section 3 ). These alterations in distribution form 
mean that the interpretation of volume distribution data should 
bear in mind the method of measurement particularly with regard 
to the errors involved.
Even if the volume distribution is known with precision, 
it may not be possible to distinguish between radically different 
models. Rahn ( 1932 ) proposed a model for cell growth where a 
number of events ( g ) must occur before division takes place.
He calculated that the distribution of generation times would be 
a Yules function, i.e.
f(t) = ( 1 - e_ST )9_ 1gBe_BT
where t is the generation time and 6 is a rate constant 
for the g events. Kendall ( 1948 ) proposed that the g events must 
take place in a specific order, and he generated a Pearson type III 
function, which may be stated:
se-BT ( bt )9-1
f(T) = (g-i):
Now in a special case, where event 1 has a rate Bi, event 2 has 
a rate B2 > event 3 has a rate B3 and so on, if Bi=6s 62=23, 63= 33?.
and so on then we generate a Yules function again ( Painter & Marr,
1968 ) so that even a precise knowledge of the distribution f(x) 
would not allow a distinction between these two alternative hypotheses.
The problems of errors in measurements are particularly 
relevant to the data collected by the Coulter counter associated
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instruments. It has been clearly shown that the Coulter counter has 
an highly asymmetric error function applied at a significant level 
( Grover et al. , 1969a,b ) and the fundamental form of the distribution 
has been critisised by Koch ( 1977 ), Koch & Schaechter ( 1962 ) and 
Sargent ( 1979 ), compared to what we would expect to see, or indeed 
to what is observed under the microscope. Sarqent ( 1979 ) points out 
that the conclusions of Harvey et al. ( 1967 ) are quite different 
( because they based their volume distribution evidence on data 
collected by Coulter counter ) from various other authors who used 
other data collection methods.
The Mitotic Index
The mitotic index ( or more strictly the division 
index ) has been used as a method of estimating growth rate ( Legner, 
1980a ) and should be considered here. The formula normally used 
may be stated :
m
where-y is the growth rate, I the division index ( the number of 
cells in visible stages of division, N , divided by the total number
of cells, N ) and t is the time taken for the division process
( cytokinesis ). This equation is immediately accessible by consid­
eration of a population of N cells, and a short interval of time, t .
After t time units the population will have grown to by the
division of all cells in division stages in the original population.
We assume that the time t is short so that no cell can dividem
twice within this period, and that the time taken by cells to divide
is constant, i.e. all cells will divide t units of time after them
initiation of cytokinesis, and there is no appreciable dispersion of 
this time. We may state, from the principles of exponential population 
growth ( i.e. dN/dt = yN ),
N. = N eptm
and hence, we get the number of cells which have divided, NJ m
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N = N. - N = N eptm - m t
171 oVlt -—  = e m - I
N
ln( — -  + i ) = ptm m
now, N /N is the division index I, hencem
(1)
m
This expression, though in common use, is never derived, 
and the underlying assumptions never examined. The expression 
originates in a paper concerning the growth of heart cells by Olivo 
& Slavich ( 1930 ), who derive an equation ( their equation 3 ):
( t2 - tj ) In(q)
' ln(P2 ) - ln(Pi) (2)
using their terminology, where their T is our t , and ?i is the cell 
mass at time t j . If we let P2 equal twice P j , then ( t2 - tj ) .will 
be the generation time, so we can use
tz - tj - T (3)
and ln(P2 ) - = l n ^ / P j )  = ln(2) (4)
and substituting (3) and (4) into (2)
t = — ln(q) 
m ln(2)
26
We know th a t :
M 2 ) (5)
where y is the growth rate, t is generation time, hence,
= M q )
Now, Olivo & Slavich ( 1930 ) define q as:
2000
and ij is the mitotic index per thousand cells at time -ti so that 
(ii+i2 )/2000 is in fact the mean mitotic index, I, and so we achieve 
equation (1) :
wrong as " it involves the addition of the time of mitosis to I n (2), 
the result of which will clearly depend on the unit of time employed " 
and it is hard to see how this conclusion is achieved. As a correction 
Hughes ( 1952 ) quotes a formula which he attributes to Crick 
( quoted by Hughes, 1952 as Crick, 1948, but not appearing in his 
bibliography ) which states:
where x is the interdivision time and R is the "fraction of cells 
in mitosis". From (5)
yt = ln( I + 1 )m v '
Hughes ( 1952 ) claims that the above expression is
th i /r\\ -1 2 R n—  . ln(2) = (6)
Let
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then 1 + 2R _ 1 + 2a/b _ b + Zd
1 + R I + a / b b + a
a + b
so for consistency, a must be our N and a+b our N, hence the R
777
in Hughes ( 1952 ) formula is the number of cells in mitosis divided 
by the number of cells not in mitosis, and not the total number of 
cells. This formula is refered to, and used by Scherbaum ( 1957 ) 
and Scherbaum & Rasch ( 1957 ).
Nachtwey & Cameron ( 1968 ) use equation (1) as a 
"basic formula" but state that it is due to Scherbaum & Rasch ( 1957 ) 
( which it clearly is not ) after rearrangement.
Powell ( 1956 ) discusses the density function of cell
ages and derives the expression :
oo
n(s) = 2ve”s / f(T)dT 
s
which may be used to check the specific formulae worked out by 
Scherbaum & 'Rasch ( 1957 ) and Williams ( 1971 ) for undispersed 
generation times ( i.e. f(t) = 0 when T t t, the generation time, 
and f(t) = 1 when T = t ). This expression seems to have been 
largely ignored, and as a consequence there has been some misunder­
standing about the age distribution, and the distribution of 
generation times.
Williams ( 1971 ) derived an expression for the cell 
age distribution ( independently of Powells' 1956 study ) in which 
he accounts for the variability of generation times by creating a 
new variable, the relative cell age, a , which may be defined as the 
age of the cells, s, divided by the generation time of that individual 
c e l l , T..
a = ——  0 $ a <; 1
T .
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This is not a useful transformation, in any real sense, 
since the variable a cannot be measured in reality except by time 
sequence photography and it is impossible to estimate in wild material. 
Although it removes the problem of cell generation time variability, it 
introduces the same problem ir> all cell stages, since they will now 
all be distributed with respect to a. The age distribution stated by 
Williams ( 1971 ) is :
n(a)da = ( 2 ln(2) )e"aln(Z-da
If we postulate some relative age, m% when cytokinesis is initiated, 
then :
N 1
— —  = I = / n(a)da 
N m
= 2 ln(2) / e'a l n (2)da
m
1
= -2 e - « l n ( 2 ) |
m
- 2 e _ j ^
But eln(2 ) = 2
j _ e.(J-m)1n(2) _ j
ln(I+J) = (J-m)ln(2)
The variable [1-m) is the fraction of the interdivision time spent 
in cytokinesis, so
but if t is a fixed period, then we must assume an undispersedm
generation time for the equation to be equivalent to (1).
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We are now in a position to discuss the validity of 
equation (1) and its general usefulness. It is commonly implied 
( Legner, 1980a ) that this expression assumes an undistributed 
generation time ( i.e. all the cells in the population dividing 
with the same generation time ) but this is clearly not a requirement 
of the first derivation, and not a binding restriction on the second. 
The latter method, using the relative cell age, requires the time 
taken for cytokinesis to be related to the generation time, whereas 
the method based on population growth requires a constant growth 
rate throughout the population. The estimate of division index in 
Tetrahymena during logarithmic growth ( p- * 0.325 hr'1 ) indicates 
that the time for cytokinesis varies from 17.6 minutes in early log 
phase to 13.0 min. in late log phase, before any deviation from a 
straight line is detectable on the population growth curve ( Scherbaum, 
1957 ). Legner ( 1980b ) has measured growth rate and division
index for Glaucoma and has shown that the division period t , asm
estimated by equation (1) varies considerably with culture conditions. 
This casts serious doubt on the assumption that the duration of 
cytokinesis is a constant, whether in absolute time or as a fraction 
of interdivision time. Add to this the problems associated with 
measuring the division index ( a large number of cells would need 
to be examined ) and it is doubtful that the method will be of much ?
use in the study of natural populations.
A study of extant cells at known growth rates in
reproducable conditions therefore needs to be undertaken to discover
if any systematic use can be made of population parameters in 
determining the growth rate and general physiological parameters in 
determining the growth rate and general physiological condition of / 
the cells. These parameters are important in the prediction of 
ecological trends, and plotting aggregated growth constants can 
result in taxonomic groupings ( Taylor, 1978 ). It is to this 
question that the rest of this thesis is devoted.
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Section 2
The Organisms and their Growth Conditions
The Organisms
The ciliated protozoon used in most of these studies was 
Tetrahymena elliotti Nanney & McCoy, 1976 ( previously known as 
T. pyriformis GL, phenoset B, Borden et al., 1973 ) supplied by the 
Culture Centre for Algae & Protozoa ( code LI630/1c; CCAP, 36, Storey's 
Way, Cambridge, England CB3 ODT ). This ciliate was chosen because a 
great deal of knowledge already existed about its biochemistry, 
physiology and growth kinetics ( Curds & Cockburn, 1968, 1971;
Elliott, 1973; Hill, 1972 ) and because it was easily cultivated 
in both axenic and monoxenic culture. This species of Tetrahymena 
is amicronucleate, which means that it is unable to reproduce by 
sexual means, giving a greater degree of stability to the genome 
over the experimental period.
The ciliate Tetrahymena pyriformis GL ( Ehrenberg, 1830 ) 
sensu Nanney & McCoy, 1976 ( phenoset A, Borden et al. , 1973 ) was 
used in axenic continuous culture studies since it was known to come 
to steady state under chemostat conditions ( Suhr-Jessen et al. , 1977 ). 
This species was kindly donated by Dr. L. Rasmussen, Carlsberg 
Institute, Copenhagen, Denmark.
The bacterium used in these studies was Klebsiella 
pneumoniae Trevisan, 1887 ( previously known as K. aerogenes type 2 
and Aerobaoter aerogenes , see Ewing, 1966 ) supplied by the National 
Collection of Industrial Bacteria ( code 8017; NCIB, Torry Research 
Station, P0 Box 31, 135, Abbey Road, Aberdeen, Scotland AB9 8DG ).
This species was chosen because it was used in the studies of Curds 
& Cockburn ( 1968, 1971 ). Bacterial chemostat cultures grown over 
long periods of time tend to become unstable with respect to suspended 
biomass, due to flocculation and wall growth. Although these problems 
existed with K. pneumoniae, they did not usually become significant 
for several weeks.
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Growth Media
Stock cultures of T.elliotti and T.pyriformis were maintained 
in proteose peptone ( 10 g l'1 ), yeast extract ( 2.5 gl'1 ) ( codes 
L46 and L21 respectivly, Oxoid Ltd., Wade Road, Basingstoke, Hants., 
England RG24 OPW ) incubated in plugged test tubes at 18°C. This 
medium will be abbreviated to PPYE throughout this thesis and will 
be indicated as a percentage weight of peptone per litre of solution 
with one quarter the weight of yeast extract. For example the above 
solution would be 1% PPYE. Stock of K. pneumoniae were maintained 
on agar slants ( Blood Agar Base No. 2, Code CM271, Oxoid Ltd. ) 
stored at 4°C. Experimental cultures of K. pneumoniae were grown 
on the minimal medium of Curds & Cockburn ( 1968 ) ( Table 1 ).
Table 1
The composition of stock solutions for minimal medium 
used for the growth of Klebsiella pneumoniae. The concentration of 
glucose will be given with each experiment. After Curds & Cockburn,
1968.
Solution A KC1 7.48g Solution B NaJIPa, 136.40g
NaCl 23.40g KH^PO* 50.80g
MgSO .7H2 0 26.64g h 2 o 1 litre
CaCl .2H20 3.68g -
FeSO .7H20 2.78g
MnCl .4HiO 0.40g
NH»C1 38.22g
EDTA(3Na ) lO.OOg
H2 0 1 litre
5 ml of each solutior A & B was added to 1 litre of glucose
solution •
The experimental growth medium for axenic culture of 
T. elliotti was PPYE as used by Curds & Cockburn ( 1968 ). Initially 
both stock and experimental cultures were maintained in 2% PPYE but 
growth in batch cultures was found to terminate without depleting the 
nutrients since dilution of the stationary phase culture with distilled 
water resulted in further growth. Cells at the end of batch culture 
would be expected to be small, since nutrient is depleted ( Laybourn,
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ly/b ), but in Z% PPYE T. elliotti. cells were large in stationary 
phase. Suhr-Jessen et al. ( 1977 ) and Taylor et al. ( 1976 ) have 
also noted that T. pyriformis does not grow as expected in 2% PPYE. 
Conner & Cline ( 1964 ) demonstrated that T. pyriformis W was 
limited by iron in 2% PP 0.1% YE ( Difco ), and in excess iron by 
a carbon/energy source ( glucose ). Chelated iron was made by the 
method of Jacobson ( 1951 ) giving a stock concentration of 5 m g ! -1 
iron. Tetrahymena elliotti grown in 0;05% PPYE ( Oxoid ) was limited 
by carbon/energy source up to 500 m g ! " 1 glucose ( Fig. 4 ), and was 
unaffected by the presence.or absence of chelated iron ( Fig. 5 ).
In view of the carbon/energy limitation, the concentration of PPYE 
was reduced to 0.05% supplemented by 100 m g l -1 glucose, added 
aseptically after autoclaving. This medium gave growth curves ( Fig. 6 ) 
which were characteristic of carbon/energy limitation as discussed by 
Pirt ( 1975 ).
Rasmussen & Modeweg-Hansen ( 1973 ) observed that 
T. pyriformis grew in 2% PP ( Difco ) with a higher rate if the 
medium was autoclaved rather than filtered. Addition of particles 
to the filtered peptone increased the growth rate to that of the 
autoclaved medium. Using T.elliotti no difference could be detected 
between autoclaved and filtered PPYE at either 2% or 0.05% with 
glucose.
Equipment
Batch growth was carried out initially in a temperature- 
controlled shaking machine with lateral-swing agitation only. The 
temperature was 25°C ±1°C, and the frequency of swinging was approx­
imately 120 rpm. During the course of these studies the incubator 
was replaced with a Gallenkamp refrigerated orbital incubator |
( A. Gallenkamp & Co. Ltd., P0 Box 290, Technico House, Christopher 
Street, London, England EC2P 2ER ), at 25°C ±0.2°C, which was used 
between 100 and 200 rpm depending on the flask volume. Batch cultures 
were in Erlenmeyer flasks ( 100 - 1000 ml ) the culture volume being 
1/10 or less of the total flask capacity. For larger volumes of 
batch cultures chemostat vessels ( 500 - 1000 ml ) were used without 
the pump and outflow attachments. No differences could be detected
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Yield of T. elliotti grown on 0.05% PPYE ( 
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Figure 5
Yield of T.elliotti grown in 0.5% PPYE ( Oxoid ) with
supplementary glucose in the presence of 5 mg I*1 Fe+++ ( o ) compared
+++with a control without added Fe ( o ). All cultures were measured 
after 36 Hrs growth.
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Figure 6
Growth of T.elliotti in 500 mg I**1 proteose peptone, 
125 mg I"1 yeast extract ( 0.05% PPYE ) with 100 mg I-1 glucose at 
252c.
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between the growth curves from these methods.
Chemostat design essentially followed that of Curds & 
Cockburn ( 1971 ), using Ouickfit fermentor vessels ( 500 & 1000 ml ) 
with 5-port flat-flange lids ( Figs. 7 & 9 ). The screw capped 
adaptors supplied by Quickfit were found to deteriorate with 
repeated autoclaving and were replaced where possible by all-glass 
constructions. The medium inlet was via a tall tube with air passing 
in from the top, and medium introduced into the air stream. This 
was found to be more effective in preventing back-contamination of 
the medium line than the usual arrangement of medium in at the top 
and air from the side. This was only necessary for the growth of 
bacteria, as no back contamination with Tetrahymena occureS. The 
overflow device was designed with a hole ( Fig. 7 ) to even out the 
outflow rate. When a plain tube was used the medium accumulated until 
contact was made between the tube and the culture surface. Air pressure 
then forced culture up the overflow and the culture fluid level fell. 
However, because of surface tension, a meniscus formed and the level 
fell until the curvature of the meniscus could no longer be supported 
by the surface tension of the culture fluid ( Fig. 8 ). The fall was 
several millimeters and this resulted in the overflow being a series 
of relatively large volumes of culture fluid rather than a constant 
flow, which is a basic requirement of a chemostat. For example, in 
a 1000 ml fermentor vessel a fall of 2 mm gives an outflow in approx­
imately 15 ml lots, and the vessel may contain about 800 ml of 
culture with a flow rate about 50 ml hr'1 . To overcome this problem 
the outflow tube was extended below the culture surface so that a 
meniscus was always present, reducing this discrete outflow effect.
In a test run, outflow in 20 min. periods ( using the lengthened 
outflow tube ) had a mean of 11.89 ml with a standard deviation of 
4.8333.
The ideal pumped outlet would admit only homogeneous 
culture fluid. In reality pumped outlets suffer from air bubbles 
and sedimentation, both of which can alter the pump rate. These 
problems were overcome by the design illustrated here ( Figs. 7 & 9 ). 
Aeration was achieved by sintered glass sparges, and sampling the 
vessel was through a plain glass tube. Air flows, sterilised by
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Fermentor design for bacterial cells. Air sparge tube 
and sample tube are not shown.
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Figure 8
Cycle of events in an updraft outflow system with 
plain tube ends. Actual gaps generated can be 2 - 3 mm between 
the tube end and the culture surface, which represents an outflow 
volume of "15 ml in a one 1 fermentor vessel.
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Figure 9
(a) Apparatus used for two stage continuous culture of Tetrahymena elliotti 
on Klebsiella pneumoniae. ( R medium reservoir, \/1 first stage vessel,
V 2 second stage vessel, W waste reservoir, SB sample bottles, P pump ),
(b) Details of glassware used ( PO pumped outlet, SO sample outlet,
OF outflow tube, A aeration sinter, MS magnetic stirrer ).
(c) Apparatus constructed in the Museum Workshops ( T constant-temperature 
water bath, P peristaltic pump, PH details of the pump head, S sample hood 
accepting universal bottles, ST magnetic stirrer, 200 rpm ).
40
cotton wool filtration ( non absorbent type ), were about 1 ml per 
ml of culture per min. controlled by needle valves. Samples were 
taken in universal bottles held in stainless steel hoods built in 
the Museum workshops ( Fig. 9 ). All connections were made by 
silicone tubing ( "Silisol", Esco ( Rubber ) Ltd., 43-45, Broad Street, 
Teddington, Middx., England TW11 80Z ). Pumping was by peristaltic 
action, either by LKB "Perpex" pumps ( LKB Instruments Ltd., 232,
Addington Road, South Croyden, Surrey, England CR2 8YD ) or by 
similar pumps built in the Museum workshops ( Fig. 9 ).
The medium reservoir and the waste reservoir were both 
20 1 glass aspirators, sealed with silicone rubber bungs ( Esco 
( Rubber ) Ltd. ). The air outlet on the waste reservoir was cotton 
wool plugged and attached by a ground glass joint so that as wet'air 
passed through and soaked the cotton wool, the filter could be 
changed.
Temperatures were maintained at 25°C by means of a 
refrigerated water bath, circulated around each chemostat vessel in 
tanks constructed in the Museum workshops ( Fig. 9 ). Stirring of 
the cultures was at approximately 20Q rpm by magnetic stirrers 
constructed in the Museum workshops ( Fig. 9 ).
Medium for chemostat cultures was prepared by autoclaving 
concentrated ( 5% ) PPYE and glucose ( 1 or 2% solution ) which were 
aseptically added to sterile empty 10 1 aspirators. Distilled water 
( 9.8 1 ) was then filtered through a sterile 9.0 mm filter ( 0.22 ym,
Mi H i  pore ( UK ) Ltd., Abbey Road, Park Royal, London, England NW10 7SP ). 
The prepared medium was left for at least 3 days to check for contam­
ination ( judged by clouding of the media ). When necessary it was 
decanted into the medium reservoir via a ground glass joint. Bacterial 
minimal medium was sterilised in the same way.
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Section 3
The Volume Distribution
Introduction
In a study of the growth of a single cell the only feature 
that is relatively easy to measure is the size of that cell. The 
growth of the population is the sum of the growth of its parts and 
attempts to solve the problem of individual cell growth have been 
carried out spasmodically for many years. Earlier studies include 
Ward ( 1895 ) who measured single cells of Bacillus ramosus\
Schmalhausen & Syngajewskaja ( 1925 ) and Schmalhausen & Bordilowskaja 
( 1926, 1930 ) who measured Paramecium caudatum3 Proteus vulgaris3 
Bacterium coli3 B. dysenteriae3 Bacillus megatherium3 Azotobacter 
chroococcum3 Stccphalococcus aureus and Saccaromyces cerivisiae\ and 
Bayne-Jones & Adolph ( 1932a,b ) and Adolph & Bayne-Jones ( 1932 ) 
who measured Saccaromyces cerivisiae3 Bacillus megatherium and Bacterium 
coli. The problem revealed itself to be far more complicated than 
it would at first appear and the topic was largely ignored following 
the development of Monod's ( 1942 ) theory which expressed the growth 
of bacteria by analogy with enzyme kinetics. Essentially Monod's 
arguement was that in any sequence of reactions ( conversion of 
substrate to biomass ) the overall rate of reaction will be governed 
by the rate of the slowest step, and hence the kinetics can be 
described in terms of a single enzyme reaction. This approach has 
a great deal of attraction since the estimated constants have 
biological significance and the mathematics of enzyme kinetics are 
both familiar and straight-forward.
The study of individual cell growth from 1942 onwards 
was restricted primarily to two groups, Harvey, Marr and Painter 
at the University of California ( Chung et al. , 1973; Harvey & Marr,
1966; Marr, Painter & Nilson, 1969; Painter, 1975, 1976; Painter &
Marr, 1967 ) and Powell at the Microbiological Research Establishment, 
Porton Down ( Errington et al. 1965; Powell, 1955a 9b , 1956, 1964, 1967 ), 
who pursued two different approaches. The Californian group 
investigated the analysis of the volume distribution to deduce the
i
42
form of individual cell growth, while Powell developed the statistics 
of cell division in a theoretical and practical manner. Powell 
( 1964 ) stated that with available methodology we cannot measure 
a volume distribution with sufficient accuracy to differentiate the 
fundamentally different models of individual cell growth. The aim 
of this section is to determine what can be measured from volume 
distributions, particularly those derived with the use of a Coulter 
counter.
Measurements with a Microscope
Microscopic measurement, was the only tool available for 
the earlier studies ( e.g. Ward, 1895 ) and the only adaptation 
from a simple eyepiece graticule and a great deal of patience was the 
use of photomicrography ( Bayne-Jones & Adolph, 1932a ). The sources 
of error using these methods arises primarily from the laws of optics. 
The resolution of a curved edge is very difficult, and the ability to 
do so will vary with the optics of the microscope and measuring 
system available, but sharp focus with sufficient magnification is 
difficult to achieve especially with smaller organisms. To measure 
with an eyepiece graticule is the least accurate method available, 
since interscale estimations must be made by eye. These estimations 
will be affected by the eye strain of the observer, particularly 
during a long experiment. Very small divisions marked on the 
graticule do not help to increase the accuracy as it becomes confusing 
to count them, leading to greater eye strain. The next important 
improvement was the "Filar Micrometer Eyepiece" ( "Travelling M i c r o ­
meter Eyepiece", Ealing Beck Ltd., 15, Grey Caine Road, Watford, 
Herts., England WD2 4PW ). This device is an eyepiece which contains 
two lines, one fixed and one moveable by means of a dial. The 
space between the lines is adjusted until it is judged to be the 
same as the dimension to be measured, and the size may be read off 
a digital counter with one decimal place from a vernier on the dial. 
This method is capable of accuracy, and is very useful for intra­
cellular measurements, but is slow to use. The next development 
was the "Image Splitting Eyepiece" ( Vickers Instruments, Haxby Road, 
York, England Y03 7SD ), which splits the light into two paths and 
uses a rotating prism to move one image relative to the other.
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The images are moved to be just touching, and a digital readout 
diplays the size, with a vernier on the dial to give one decimal 
place. The advantage of this arrangement is that the images intensify 
each other when they overlap. When the separated images are moved 
towards each other a darkened line appears on the overlapping part 
which disappears when they are moved apart, thus at the point of 
disappearance the images are just touching. This device also suffers 
from being slow in operation. When measuring lengths and breadths 
of T. elViotti using a Wild M20 microscope, it was possible to size 
about 80 cells per hour, but only two samples per day could be 
measured because of eye strain.
The measurement process using an Image Splitting Eyepiece 
may be speeded up by an adaptation described by Rifkin ( 1968 ), who 
added a potentiometer to the dial, which was read by a digital volt­
meter with output to a teletype. This arrangement was fitted to an 
Image Splitting Eyepiece by the Museum workshop ( Fig. 10 ) with a 
slight modification to Rifkin's ( 1968 ) design. The potentiometer 
was held in a rU* shaped bracket for greater strength since, in use, 
the operators hand will rest on it. A calibration control was also 
added which allowed the device to be calibrated from a stage micrometer 
to read directly in microns. With this adaptation the eye never 
leaves the microscope field, which means less operator strain and 
up to 350 cells per hour could be measured and up to 5 samples per day 
could be processed.
The image shearing method has been extended into 
interference microscopy with the "Interfaco" range of microscopes 
( Carl Zeiss Jena Ltd., PO Box 43, 2, Elstree Way, Borehamwood, Herts., 
England WD6 1NH ), with which the manufacturers claim an accuracy of 
±0.02 ym under optimum conditions. This device works by shearing 
the two interference images, and measuring the interference lines in 
the rear focal plane with an eyepiece graticule. The smaller the 
shear applied, the wider the interference lines will be, thus increasing 
the accuracy of measurement. The method is, however, more time 
consuming than any of the previous methods and therefore was not used 
in this study.
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Figure 10
Adaptation of Vickers image splitting 
eyepiece to semi-automatic read-out. 
The bellows (B) connect the dial (D) 
to the potentiometer (P) and allow 
for the horizontal movement of the 
dial. Depression of the foot switch 
(F) gives a reading which was 
calibrated in microns by means 
of the calibration control (C).
One problem common to all measurement methods is the 
motion of the organisms under consideration. It is claimed by the 
manufacturers of image splitting eyepieces that moving particles can 
be measured, but this was found to be very difficult as the cells 
moved quickly out of a stationary field of view, and out of focus by 
vertical motion. If there are enough cells present to keep search 
time short, then keeping track of the individual being measured is also 
difficult. To measure T. eVliotti, therefore, a drop of culture was 
placed on a plain glass slide within a vaseline ring and inverted 
over an aqueous solution of osmic acid ( 2% w/v ) for 10 seconds. The 
vaseline prevented the fixed cells being crushed when the covers!ip 
was added. Measurements were begun as quickly as possible and- term­
inated 100 cells or 1 hour later. A control experiment verified that 
a group of cells; measured repeatedly for 1 hour, showed no definite 
change in volume ( Fig. 11a ) although there was a tendancy for the 
cells to get shorter ( Fig. lib ) and a slight tendancy for the cells 
to get broader ( Fig. lie ), indicating that the cells are rounding up 
slightly. Individual cells display a more definite volume change, but 
as shown in Fig. 11a the results vary so much between individuals 
that there is no overall tendancy to change. The error in measuring 
the volume is increased because it is the cube of the error in the 
linear measurements, so the maximum percentage error in the volume is 
16.3%, which can be generated by an error of 2.5% in all the linear 
measurements.
Measurements with a Coulter Counter
The Coulter counter ( Coulter Electronics Ltd., Northwell 
Drive, Luton, Beds., England LU3 3RH ) is a device which measures 
particle concentrations in conductive suspensions, and is capable of 
discriminating the size of the particles ( Fig. 12 ). The original 
purpose of the device was to count the number of particles per unit 
volume of suspension ( developed particularly for blood counts ), 
and this ability will be reviewed first.
A suspension of particles to be measured is diluted with 
a conductive solution, usually aqueous sodium chloride, in a suitable 
cuvette. This is placed on a platform which is raised to immerse
i
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Figure 11
Fluctuation of cell size of Tetvahymena elliotti after 
fixation with osmic acid vapour. Microscopic measurements of six individuals 
were made over a period of 1 hour. Cell volume was computed from length 
and breadth by using the prolate spheroid assumption.
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C O UNTER C COUNTER
Figure 12
(a) The Coulter counter, fitted with the hydrodynamic focusing device, 
the channelyzer and the teletype interface.
(b) The Coulter probe, showing tap T x ( in the open position ), tap T 2 
( in the closed position ), the electrode (E) and the counting 
accuvette (AC). The orifice position is indicated (0).
(c) The hydrodynamic focusing device, showing the enlarged cuvette (EC) 
and the capillary tubing (CT) used to focus the particles into a fine 
stream. The position of the capillary tube may be adjusted using the 
glass guide tube (GT).
the orifice tube and electrode ( E j , Fig. 13 ). Opening tap Ji draws 
the suspension through the orifice and raises the mercury level in 
the manometer ( as shown in Fig. 13 ). Closing of tap Tj allows the 
mercury in the manometer to return to a balance position, and it begins 
to rise past points P0 then P ls P2 , P 3 and so on. At point Pj the 
count begins and at point P 3 , arranged to be 0.5 ml later, the count is 
stopped ( point P2 is 0.1 ml after Pj and can also be used to stop the 
count; P0 is the power supply to trigger P 1# P2 and P 3 ). Since the 
system is fluid filled the flow of 0.5 ml of mercury at one end of 
the manometer tube will result in 0.5 ml of suspension being drawn 
through the orifice itself. To this end it is important that no bubbles 
be present in the orifice tube. The carbon tetrachloride on top of the 
mercury reservoir reduces fouling by the various components of the 
counting fluids. Tap T 2 is used to flush clean saline diluent through 
the system.
When the mercury level falls below P 3 a direct current 
is passed between electrodes E x and E2 , the polarity of which changes 
with each operation of tap T 1# This generates an electrical field 
within the orifice zone ( Fig. 14 ) which is the largest resistive 
component between the two electrodes. The electrical field density 
will be highest within the orifice itself,, but it will necessarily 
be relatively high in regions near the orifice. When a particle 
approaches the orifice the resistance will rise due to deformation of' 
this field, but the rise will begin outside the orifice itself. The 
region in which this rise can occur is called the sensing zone, and 
can be approximated by hemispherical ends to the cylinder of the orifice 
( Fig. 14 ). The passage of a cell through the orifice region will 
therefore cause a resistance pulse, but if one cell is still in the 
sensing zone as another is entering then the resistance does not fall 
to the basal level ( Fig. 15 ). The counter will operate each time the 
resistance passes upwards through some threshold value and hence the event 
of two cells in the sensing zone at one time causes the second one to 
be uncounted. This phenomenon is known as coincident passage. The 
correction of the count observed on the counter ( n ) to the true count 
( N ) has been achieved by various methods. Princen & Kwolek ( 1965 ) 
reviewed previous techniques and derived their own formula, but their 
derivation relies upon the assumption that the time between particles
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Figure 13
Diagramatic representation of a Coulter orifice tube 
and manometer. '
Figure 14
Diagramatic representation of a Coulter orifice showing 
sensing zone and passage of cells.
\
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Figure 15
Diagramatic representation of the change of resistance 
with time with the passage of a single cell, followed by a coincident 
passage of two cells.
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arriving at the sensing zone will be a normal distribution function, 
which is not reasonable for a dilute suspension since the time between 
arrival of particles will be a Poisson distribution ( Roach, 1968 ).
If we consider the analogy of an infinitely long line representing time 
and scattered along its length there are short dashesi, representing the 
residence of a particle in the sensing zone. The length of each dash, 
z9 will be determined by the time it is resident in the sensing zone, 
and will be essentially constant for all sizes of cells, and very short 
compared to the unit length, L, the counting period. Now if there are 
N dashes per unit length, then in any randomly chosen length z the mean 
number of dashes in that length will be Nil. From the Poisson distribution 
we deduce that the probability of there being no dashes in any length z 
to be exp(-N£). A dash will only be counted if there is no dash in the 
length ji before it ( i.e. if the particle enters an empty sensing zone ), 
thus the probable number counted ( n ) will be the product of the prob­
ability of a dash ( N ),-and the probability that there was no dash in 
the length z before it, so that :
<7>
where $ is the glassware constant, representing the length z.
The solution of this expression with known ip and n may
be achieved by iteration, convergence being very rapid for reasonable 
values of ip, or a simple FORTRAN program ( Appendix 1 ) may be used 
( Curds, Roberts & Wu, 1979 ).
A dilution series can be used to estimate t/> by measuring 
n for a series of suspensions with dilution factor d
d = Nd / N (8)
where Nd is the true number of particles in a suspension with dilution 
d and N is the number in the stock suspension. From equations (7) and
(8 ) the observed counts at each dilution ( n^ ) will be :
nd = N x d x e * " ^
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from which
ln( nd/d ) = ln( N ) - (9)
Examination of (9) shows that if the above assumptions 
are correct, then a plot of ln(nd/d) against d will be linear, with a 
slope of -if>N and will intercept the ln(nd/d) axis at ln(N). From the 
values of the slope and intercept it is possible to evaluate the 
constant if>. For a 200 ym orifice tube, the value of rp was 1.3980 xlO-5 
( Fig. 16 ) and the data has a correlation coefficient ( r2 ) of 0.9884.
The same data set was fitted to the models proposed by Princen & Kwolek 
( 1965 ) ( N - n = pN2 ) and Coulter Electronics Ltd. ( 1955 ) ( N - n = pn2 ) 
which gave correlation coefficients of 0.98489 and 0.96958 respectively.
It can be seen therefore, that the correction of Princen & Kwolek ( 1965 ) 
gives a correction that is not significantly different from that proposed 
here for reasonable count values. The method of Coulter Electronics Ltd.
( 1955 ) is the simplest to solve, the other two requiring iterative 
solution, but the least accurate.
Princen & Kwolek ( 1965 ) called the phenomenon discussed 
above Type 1 coincidence, resulting in the shadowing of one particle by 
another, leading to a loss of counts. They pointed out that there is a 
second form of coincident passage, Type 2, which occurs when two particles, 
both of which are below threshold size, are in-the sensing zone at the 
same time and create a pulse which is large enough to exceed the thresh­
old size. In total counts Type 2 coincidence is unimportant since there 
will be.few particles below the threshold size, but if a volume distribution 
is being built up by counting at a series of threshold values, then Type 2 
coincidence may play a major role. The statistics of Type 2 coincidence 
are very difficult because the form of the underlying volume distribution 
must be known precisely, which it is not, and reasonable approximations 
are mathematically difficult to handle. These problems are not funda­
mentally important in volume distribution studies if a pulse height 
analyser is used. The Coulter Channelyzer ( Model C1000, Coulter 
Electronics Ltd. ) measures the height of each pulse, classifies it 
into one of 100 channels, and thus accumulates a distribution. The 
device contains an EDIT circuit which is designed to eliminate abnormal 
pulse shapes, such as those generated by coincident passage ( Fig. 15 ).
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Figure 16
Calculation of the coincidence correction constant for 
a 200 ym orifice. The slope of the line of best fit is -.9645 and 
the intercept is 11.142. This gives a coincidence correction 
constant ( ip ) of 1.1323 x 10"5 . The correlation coefficient ( r2 ) 
is 0.9886.
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Throughout this study volume distribution were measured using the 
Channelyzer, with the EDIT switched on, and the statistics of Type 2 
coincidence have been persued no further.
The passage of cells through the sensing zone causes 
a resistance rise due to the disturbance of the electrical field by 
the cell. If the particle is of greater resistivity than its suspending 
medium then the resistance will increase, and if the particle is of 
lower resistivity the resistance will decrease. Biological cells are 
usually considered to be insulators since they are bounded by a plasma 
membrane, whose lipid core is ionophobic and hence resistive. Simplist- 
ically, when an insulating particle is placed in an electrical field 
the field lines may be thought of as ‘b e n d i n g1 around the particle, and 
this deformation requires energy which accounts for the resistance 
increase observed. Considered in this way it is obvious that the 
observed increase will be a function of the field density, the shape 
and the orientation of the particle. If the biological particles are 
not complete insulators, their resistivity will also be important. These 
factors were studied by Fricke ( 1924; 1953a,b ) and his conclusions 
applied to the Coulter counter by Grover et al. ( 1969a }.
Ib§_El§ld_Densitv
The effect of the field density is particularly important 
as it varies throughout the sensing zone, being greatest near the edges 
of the orifice. This means that the different paths cells may take 
through the sensing zone ( Fig. 17 ) produce different responses 
( Adams & Gregg, 1972; Kachel, 1976; Thom et al, , 1969 ). The double 
hump pulser ( path d ) is reminiscent of coincident passage ( Fig. 15 ) 
but it should be noticed that all paths increase the apparent size over 
the axial path. Recirculation of particles ( path e, Fig. 17 ) will 
produce unpredictable pulses, usually of short duration, but possibly 
of large size if the particle comes near the edge of the orifice. This 
effect is minimised by regular flushing of the probe ( using tap T2 ,
Fig. 13 ).
The use of the venturi effect to direct a thin stream of 
particles into a specific path ( hydrodynamic focusing ) has been
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Figure 17
Schematic representation of the resistance changes 
caused by particles of equal size passing through a Coulter orifice 
tube on different trajectories. Particle e represents circulation 
within the orifice tube, which will cause a variable resistance 
responce, depending on the circulation pattern.
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employed by several workers ( e.g. Adams & Gregg, 1972; von Berhens & 
Edmondson, 1976; Kachel, 1976; Munschenk et al. , 1976 ). The apparatus 
for hydrodynamic focusing was constructed in the Museum workshop 
( Figs. 12 & 18 ) and consisted of a perspex block, clamped to the 
orifice tube, with a hole drilled into it to accept a rubber bung, through 
which a glass guide was fitted to hold a plastic capillary tube. By 
^ a d j u s t m e n t  of the guide tube in the bung and the capillary tube in the 
guide, the assembly could be centered so that cells are constrained to 
pass through the orifice on an axial path. The cells to be measured 
are placed higher than the orifice and are transfered by siphon action, 
the rate being controlled by the relative height. The orifice tube was 
contained in an enlarged container ( Fig.' 12 ) also containing the external 
electrode and filled with filtered diluent fluid which was topped up in 
use from a thoroughly cleaned wash-bottle. From the theory outlined 
above this system should produce a narrower volume distribution with 
less skewness, which is what was achieved in practice ( Fig. 19 ).
Ib§J>b§pe_Factor
The shape of the particles has been considered by Fricke [
( 1953a ), Grover et al. ( 1969a ) and Hurley ( 1970 ). When all other 
factors are held constant, the resistance change observed is the product 
of the particle volume and the shape factor. Using the image of field 
lines created above, consider a short rod with its major axis parallel 
to the field. The disturbance caused will be at a minimum since very 
few field lines will pass through the particle, but if the same rod 
were rotated to have its major axis perpendicular to the field, the 
disturbance, and hence the resistance, would be greater. This gives 
rise to the concept of a shape factor, such as those derived by Grover 
et al. ( 1969a ) and Hurley ( 1970 ). At first sight these expressions 
look very different but they can be shown to be the same ( Appendix 2 ).
In the case of a short rod with major axis parallel to the field, causing 
minimal disturbance, the shape factor is 1.0, while a sphere has a shape 
factor of 1.5. It follows that ellipsoids with their major axes parallel 
to the field will have a shape factor between 1.0 and 1.5. The factor 
( y ) may be calculated from the measurement of length and breadth of 
an ellipsoidal particle and for T. elliotti this varied between 1.20 
and 1.5,with a mean-of 1.33 for a single population of cells ( 350
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Schematic representation of the apparatus used for 
hydrodynamic focussing.
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CELL SIZE (CHANNEL NUMBER)
Figure 19
Volume distributions of Tetrahymena elliotti plotted to 
the same scale ( in Coulter units ) comparing the use ( + ) and non-use 
( a ) of the hydrodynamic focusing technique.
observations ). The mean values of 12 populations varied between 
1.26' and 1.34 with a mean of 1.30. The effect on the observed resistance 
change is not very great and may reasonably be assumed constant for 
cells whose major axes are parallel to the orifice axis ( parallel to the 
electrical field ). If the cells tumble within the sensing zone the effect 
will be rather more severe. If either of the minor axes become parallel 
to the field then the shape factor becomes y 1 where :
2y - 1
and in the case of a short rod ( y = 1 ) will become 2.0. For T. elliotti 
y* = 1.625 ( y = 1.3 ), which is a 25% overestimate of volume. It is 
of interest to note that the venturi effect tends to align the cells 
( Kac h e l , 1976 ) and that tumbling is most common near the edge of the 
of the orifice ( Grover et al., 1972 ) where the size of the cell is 
already being overestimated ( path d, Fig. 17 ).
B§§l§£iylty_of_the_Ce]}s
The presence of a particle in the sensing zone of the 
Coulter counter can be regarded as a compound medium whose resistivity 
can be described by:
n' _ PI + |P2 + l( Pi ~ p? ) 5 n
4-1 I 1 * 2 O 0 )Pi + 2P2 “ ( Pi “ P2 ) 5
where p' is the effective resistivity, pj the resistivity of a 
suspended sphere, p 2 the resistivity of the suspending medium, and 
6 the proportion of space occupied by the spheres. This formulation 
was originally derived by Maxwell ( 1892 ), and is graphically represented 
( Fig. 20 ) for a constant p2 . It should be noted that if the particle 
being measured is of high resistivity ( compared to the suspending medium, 
i.e. pi »  p 2 ) then small changes in its resistivity will have little 
effect on the compound resistance observed.
There are two practical methods of measuring resistance 
changes, either by applying a constant voltage and measuring changing 
current or be applying a constant current and monitoring the changing 
voltage. Most Coulter counters are constant current, and from the
i
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Figure 20
Relationship of the resistivity of a model sensing zone 
containing a sphere of varying resistivity. The sphere was assumed 
to fill 0.03 of the sensing zone, and the resistivity of the suspending 
fluid was taken to be 1062.7 Q, cm ( 0.5 g I"1 NaCl solution ).
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Model B onwards contain a compensation circuit ( Helleman, 1972, 
chapter 6 ) so that the height of the voltage pulse observed on the 
passage of a particle should be independant of the conductivity of the 
suspending medium. The Model FN, used in this study, operates by 
constant voltage and does not possess this circuit. The effect of 
changing the conductivity of the suspending medium ( p2 ) is shown in 
Fig. 21. Latex spheres measured in different saline concentrations, may 
be used as a model to test this system ( Fig. 22b ). The line is a 
poor fit to a straight line ( r2 = 0.626 ) but the overall change in 
mean particle volume is only 4%. The same experiment using T. elliotti 
however produces a good straigt line fit ( r2 = 0.935 ) of negative 
slope and overall size change of 37%. To compare these curves with 
Fig. 21 it is necessary to calculate the resistivity change producing 
the observed mean cell volume ( MCV ). By Ohms Law,
V = I x R
where V is voltage, I is current and R is resistance. For a constant 
V therefore, an increase in R must result in a decrease in I, hence a 
plot of reciprocal MCV against diluent resistivity should compare in form 
to Fig. 21, and is shown in Fig. 23. It is clearly shown that the curve
produced by the inert latex spheres ( Fig. 23b ) is essentially simmilar
to Fig. 21, while that produced by T. elliotti ( Fig. 23a ) is not of
the correct form.
Equation 10 has been extended to describe the resistance 
of ellipsoids ( Fricke, 1924 ) giving :
p'  -  Pi  + • (  Y -  1 )P2 + ( Y -  1 ) (  PI  " P2 ) 3 ^  ( I ] )
PI  + ( Y -  1 ) p 2 -  ( Pi  -  P2 ) <5
A dilution series of washed T. elliotti cells was prepared 
in saline. The resistivity of each dilution was measured and the results 
are shown in Table 2. It is not possible to produce a linear form of 
equation (11), and the results were fitted to this equation using a 
computer program ( Appendix 3 ). This program solves for a value of the 
resistivity of the cells ( pi ) with an assumed shape factor ( X in
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Figure 21
Effect of varying ( p2 ) on the compound resistivity ( p 
using 6 = 0.03. The shape of the curve is the same for all pi, but 
the actual values of p' vary with pi ( o.f. Fig. 20 )
64
c3
£  108
2 6 0 0 0 . o
Q .CO
M-
105
Q_O
1 8 0 0 0
Concentration of
Figure 22
Variation in observed size with concentration of diluent 
(a) for Tetrahymena elliotti, with a correlation coefficient ( r2 ) of 
0.935 and (b) for latex spheres with r2 = 0.626
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Figure 23
Variation in inverse volume with resistivity of 
(a) Tetvahymena etVtott'i and (b) latex spheres.
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Table 2 Relationship of the resistivity of a cell suspension ( p' )
to the cell density ( <5 ) and the resistivity of the suspending 
fluid ( p 2 ). Cells were suspended in 0.5 g 1 1 saline 
( p = 1062.7 ncm ) and p 2 was determined after removal of the 
cells by centrifugation.
6 p' ( ftcm ) p2 ( &cm )
.0008226
.0016452
.0032904
.0041130
.0049356
.0057582
.0065808
.0074034
1039.501 
1041.667 
1030.928 
1020.408 
1033.058 
1005.025 
1000.000 
998.004 \
1002.004
1008.065
998.004
990.099 
988.142 
982.318
990.099 
978.474
the program, to represent the random orientation present in bulk 
solution, being a complicated function of y ) ,  averages these values, 
then calculates a set of shape factors from the average p*. This 
iteration was repeated for 20 cycles until it was clear that convergence 
was not going to occur.
The failure of T. elliotti to comply with the theory of 
Fricke ( 1924 ) must therefore be explained by an innaccuracy in a 
basic assumption. Since the theory seems sound for latex spheres 
( results presented here, also Grover et al. , 1969b; Velick & Gorin,
1940 ) the assumption in error must concern the nature of the particle.
It is assumed that the particles are of constant resistivity and are 
electrically unaffected by their suspending medium. It can be seen from 
Table 2 that a suspension of T. -elliotti in saline solution causes a 
decrease in the resistivity of the suspending fluid. This is interpreted 
as a leaching of some ionic group from the cells, since the effect is 
more pronounced in concentrated suspensions. Dunham & Child ( 1961 ) 
have shown that Tetvahymena is freely permeable to metal ions. This 
would indicate that the cell membrane allows the passage of ions, and 
therefore electric current to the conductive’..cytoplasm within, giving 
the cells lower resistivity.
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The effect of dilution of T, elliotti with electrolyte 
solutions was studied by counting the cells above a certain threshold 
value between the mode and the mean on the volume distribution. If 
the cells shrink the location of the distribution is displaced to the 
left, and the number of cells above this threshold size will decrease, 
this method allows very rapid measurement of size changes. Following 
dilution, T. elliotti is observed to shrink very reapidly for approx­
imately 100 seconds ( Fig. 24 ) then the volume remains constant for 
up to 40 minutes ( Fig. 25 ). The phenomenon of rapid shrinkage was 
observed in NaCl, KC1, MgSO^ and Na acetate, the graphs being indist­
inguishable from Fig. 24 at 0.0086M ( 0.5 gl"1 NaCl ). At higher 
concentrations of NaCl the initial slope was the same, but the plateau 
region was lower, thus the decreasing size observed in Fig. 22 is a 
consequence of the shrinkage after dilution. Morrison & Tomkins ( 1973 ) 
grew T. pyrifovmis W in 2% peptone enriched with salts, vitamins and 
bases, then diluted with 12 g l -1 NaCl. Cells measured photographically 
by them changed in size in a similar manner to the mean cell volume 
measured with the Coulter counter. Unfortunately they present their 
data as the diameters of spheres of equal volume to the cell, which 
reduces any errors and differences by a cube root. The volume was 
observed to shrink and then rise again with a minimum at approximately 
300 seconds. In experiments with only the Coulter counter, cells were 
observed by Morrison & Tomkins ( 1973 ) to swell in 1.38 gl"1 NaCl.
These results are in conflict with the observations presented here, 
and the differences may be attributed to differences in culture 
conditions and possibly also species differences. Microscopic measurements 
were considered unsuitable for T. eVUiotti using the techniques de s ­
cribed here because of the errors in observing individual cell, volumes 
( Fig. 11 ) and because the time taken to prepare the cells from dilution 
to first measurement could not be reduced to below approximately 60 
seconds. Photomicrographic facilities were not available.
The mechanism for cell shrinkage was shown not to be 
osmotic since incorporation of mannitol ( 0.0086M ) into the growth 
medium di'd not affect the shrinkage curve at all. The mannitol was 
not utilised by T. -elliotti since neither the growth rate nor the
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Figure 24
Variation in cell volume with time after dilution. 
The -percentage of cells above threshold 30 will be linearly 
proportional to the mean cell volume if the distribution form is 
not changing and the percentage values are reasonably near 50 %.
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Figure 25
Effect of dilution on Tetrahymena elliotti. Mean of 
the first 6 data points is 17332 with a standard deviation of 50.66 
The initial decrease is assumed from Fig. 24.
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yield were affected by its presence. Rifkin ( 1973 ) has shown that 
T. pyriformis W does not change its volume in responce to osmotic 
shock, but simply alters the efflux rate of its contractile vacuole.
Schmid ( 1967a ) has stated that albumen prevents size changes in 
Tetrahymena, but neither egg albumen nor bovine albumin affected the 
shrinkage rate. The evidence of these authors, together with the data 
presented here indicates that the cell may not be physically shrinking, 
but may be equilibrating with the ionic dilution solution, and thus 
becoming more conductive. This would account.for the resistivity 
phenomenon observed and also for the^shrinkage on dilution with ionic 
solutions. If the cells are of variable resistivity then reliable 
size analysis with the Coulter counter may only be carried out under 
rigidly controlled conditions. Fixation of the cells, with any of 
the common biological fixatives, gives unreproducable results ( I.C.H. Wu, 
personal communication.).
Comparison of the Mean Cell Volume Measured by Microscopy and by the
Coulter Counter
Ricketts & Rappit ( 1974 ) compared the volume of 
T. elHotti measured with a Coulter counter and with a microscope, 
and observed that the Coulter estimates were 1.2 - 2.7 times lower 
than microscopical measurements. Morrison & Tomkins ( 1973 ) observed 
a 4.9 fold difference, using T. pyriformis W, and a 4.4 fold difference 
( I.C.H. Wu, personal communication ) has been observed in this laboratory. 
The calibration constant for the Coulter counter used in this study 
( K x Coulter units = y m 3 ) was determined to be K = 216.332 using 
pecan pollen, mean diameter 42.15 ym, K = 188.386 using lycopodium 
spores, mean diameter 26.65 ym and K = 294,899 using latex spheres, mean 
diameter 38.8 ym. Measurements of the mean volume of at least 100 cells 
by microscopic methods ( image splitting ) plotted against Coulter mean 
cell volumes gave a straight line ( correlation coefficient, r2 = 0.72 ) 
with slope 539.70 and intercept 5436.52 y m 3 ( Fig. 26 ). The ratio 
( "K value" ) of this method of calibration depends on the size of 
cell because of the non-zero intercept but cannot be less than 1.8 fold.
If a cell is 50 ym long and 30 ym broad and deep, then its volume, using 
the prolate-spheroid assumption, will be 23561.9 y m 3 . This is equivalent 
to 33.6 Coulter units, and taking the largest K value from the calibration
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Figure 26
Correlation of mean cell volumes measured with the Coulter 
coulter with volumes calculated from microscopical measurements of at 
least 100 cells. Cell size variation was achieved by sampling batch 
cultures at different times. The line of best fit was calculated from 
bivariate regression giving : Optical size = 539.7 x Coulter size +
5436; Correlation coefficient ( r2 ) = 0.72
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particles, gives a volume of 9904.0 p m 3 . This is equivalent to a cell 
50 x 30 x 12.6 pm. This extent of assymmetry is not normally observed 
in T. elliotti cultures under the conditions described here. This is 
further evidence for the undersizing of T. elliotti by the Coulter 
counter due to electrical permiability.
The Volume Distribution - Theory
Any organism, growing in a stable environment, will tend 
to achieve a stable distribution of body volumes. If reproduction of 
the organism is by binary fission into two equal progeny then the 
distribution will tend to be unimodal ( w i t h  one peak ) and will be 
positively skewed ( with, the mean larger than the mode ), provided the 
growth between divisions is some reasonably wefll-behaved continuous 
function. The reason for this shape is that each large cell gives rise 
to two small cells on division, thus one must expect in a growing pop­
ulation to see a greater proportion of young ( and hence small ) cells. 
To consider this distribution in more detail we shall need a framework 
of terms to describe the growth of cells. Consider therefore a cell 
( parent ) which grows until it divides into two new daughter cells 
( sisters ). At the time of their birth the sister cells are called 
neonates. The statistics of the division process may be handled from 
any well defined point in the cell cycle, but for convenience the event 
from which others are timed is the cell division meaning separation of 
the daughter cells. The time between birth and subsequent division is 
termed the interdivision time ( x ). The doubling time ( T^ ) of the 
culture is the time take for the cell population to double its numbers, 
and in steady state will be somewhat less than the mean interdivision 
time ( x ). For bateria the approximation
, . t„ .
2Td
( where a is the variance of f(x), the distribution of interdivision 
times ) seems to be reasonable ( Painter & Marr, 1967 ). The growth 
rate is defined as the rate of change of biomass ( X ) with time, and 
hence the specific growth rate ( p ) may be defined as :
73
In steady state the specific growth rate will be the same 
for any property of the cell population ( e.g. numbers, volume, dry weight, 
etc. ) and this is not usually achieved in batch cultures ( see Section 5 ). 
The term generation time has been avoided because of somewhat confused 
usage in the literature, being taken as the mean interdivision time ( f )
( i.e. the mean time for one cell cycle ) or the culture doubling time 
( ). The growth of the individual cell between divisions is convent­
ionally described consisting of 3 phases, G ls S and G2 . These represent 
the growth of the cell prior to the synthesis of new DNA ( Gj ), the 
period during which DNA is synthesised and the nucleus grows in size ( S ) 
and the period of growth after completion of nuclear synthesis ( G 2 ).
For a discussion of these terms-with regard to Tetrahymena see Cameron 
( 1973 ) and Nilsson ( 1976 ).
Returning to the image of a single growing cell, let the 
mass of the individual cell be then at birth the size was ;r0 and its 
size at termination of growth ( division ) will be x^. By analogy to 
(12) above we can define the individual cell growth rate (r) as
r = I ^
x dt
which is an implicit statement that the growth of individual cells is 
exponential between divisions, and dependant on the size of the cell, 
i.e.
where t is the time from division, i.e. the age of the cell. The 
assumption that growth is linear ( i.e. dx/dt = g ) leads to a 
maximum of only 6% difference in growth curves ( Williams, 1967 ).
Many studies of individual cell growth have been undertaken in attempts 
to clarify the nature of the growth between divisions. Due to a lack 
of fundamental understanding of growth several earlier studies do not 
attempt to maintain constant conditions throughout the experiment, or
between the preparative and experimental stages. Many different growth 
curves have been described, ranging from hyperbolic ( Jennings, 1908, 
Paramecium caudatum ) through linear ( Popoff, 1908, Frontonia sp. )
to exponential ( Estabrook, 1910, P. caudatum ). For a review of the
early literature see Adolph ( 1931 ).
Powell ( 1955b ) described a method for observing individual
bacteria in conditions as near to bulk liquid culture as practically 
possible. Using this method Errington et at. ( 1965 ) observed that in 
bacteria ( gram negative rods ) the logarithm of the cell length was 
linearly related to cell age, but several individuals were observed which 
had definite convex growth curves. The length of rod-shaped individuals 
has been generally taken to be proportional to volume, assuming constant 
diameters. This takes no account of the effect of hemispherical ends or 
slight changes in diameter. Errington et at. ( 1965 ) have shown that 
the sum of the lengths of two neonates is greater than the length of 
their parent. This is due to the rounding off of the cells as physical 
separation takes place. They also showed that diameters of rod-shaped 
organisms ( gram negative bacteria ) do vary slightly, so that the variable 
of cell length, corrected For the hemispherical end error, is not strictly 
proportional to cell volume. A similar error is seen in measurement of 
protozoa, since length and breadth are usually computed to estimate cell 
volume, assuming the shape to be ellipsoidal and the depth to be equal to 
the breadth. Measurement of the projected cell area, the length and 
breadth of T. elliotti showed that length and breadth were poorly 
correlated ( r2 = 0.3418 ) but the product of the length and breadth 
was highly correlated to the projected cell area ( r2 = 0.9693 )
( Fig. 27 ) indicating that the shape of the cell is part of a consistant 
geometric family. Taylor & Berger ( 1976 ) measured similar data for 
Colpidium campylum and achieved a high correlation between the projected 
cell area and the product of length and breadth ( r2 = 0.984 ). With 
the further assumption that the cell is as broad as it is deep, i.e. 
circular in cross section ( supprted by the consistent shape outline of 
randomly orientated cells ), and that vacuolar space within the cell does 
not significantly detract from the total cell volume, the microscopic 
measurements of protozoan cells volume may be taken to be reasonable.
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Figure 27
Comparison of the product of length and breadth of 
Tetrahymena elliotti with the projected cell area. The linearity of 
this relationship indicates a consistent shape outline. The line of 
best fit, calculated from bivariate regression, gives ; PCA =
0.693 x length x breadth + 55.9 ; Correlation coefficient ( r2 ) = 0.969
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Zeuthen ( 1 9 5 3  ) found that Individual cell respiration 
seemed to be linear, with a fall off approximately 15 minutes prior 
to division in T. pyviformis, and he assumed respiration to be directly 
proportional to biomass. Cameron & Prescott ( 1961 ) microscopically 
measured T. pyriformis HS compressed to constant thickness. They 
observed linear increases in cytokinesis ( separation of cytoplasm ) 
but their data was not good enough to clearly differentiate between 
linear and exponential growth curves. For the duration of cytokinesis 
( approximately 43 minutes, or 14% of the interdivision time ) the 
volume rose rapidly, but Zeuthen ( 1953 ) measured no increased metabolic 
activity in this period, and a cessation of respiration in the final 
15 minutes. The cells observed by Cameron & Prescott ( 1961 ) had a 
" generation time " of 307 minutes, whereas in a previous paper 
( P r e s c o t t ,  1957 ) the strain was recorded with a generation time of 
228 minutes which raises some doubts about their culture technique 
with compressed cells, and hence the general application of their 
results to cells in bulk liquid culture.
In bulk cultures, Curds & Cockburn ( 1971 ) showed that 
the mean cell volume of T. elliotti varied with specific growth rate.
If growth between divisions is independent of the cell size ( linear 
growth form ) then a second, separate mechanism must exist to relate 
the mean cell volume to the specific growth rate. If, on the other 
hand, an exponential growth relationship exists, then it is reasonable 
to expect that the mean cell volume would increase with specific growth 
rate, as observed by Curds & Cockburn ( 1971 ). Since this is the more 
simple explanation of the known facts, the assumption that growth between 
divisions is exponential will be used in what follows.
Q2Q5C2l_9f_£§]]-91yl§i2D
It is beyond reasonable doubt that cell division is 
closely related to cell size. However, the nature of the relationship, 
and the mechanism controlling the initiation of cytokinesis is the 
subject of much debate and study. Early proposals for this control 
were based on the age of the cell ( Rahn, 1932; Kendall, 1948 ) and 
this class of 'clock' models are collectively known as the Rahn &
Kendall hypothesis. Since a positive correlation between sister cell
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generation times has been determined for prokaryotes ( Powell, 1955a 
1958; Powell & Errington, 1963a; Schaechter et al. , 1962 ) and for 
eukaryotes ( Blair & Roti-Roti, 1979; Jauker & Cleffmann, 1970; Minor 
& Smith, 1974; and Wijk et at. , 1977 ), which is in contradiction to 
one fundamental tenate, the hypothesis has been abandoned by most 
authors as inadequate. However, these models do provide a good 
illustration of one problem common to the study of any cell parameter 
distribution, and will therefore be used as an example.
The Rahn & Kendall hypothesis states that division 
occurs at a certain cell age, which is measured by the completion of 
a certain number of intracellular events'. Rahn ( 1932 ) assumed the 
events to be in any order while Kendall ( 1948 ) assumed that they 
occured in a specific sequence. These hypotheses give rise to 
expressions for f(-r) ( the distribution of interdivision times ) which 
are unimodal and positively skewed. Rahn's ( 1932 ) model generates 
a Yule function :
f ( t ) = ( 1 - e  ^ x g x $ x e
where g events ( with aggregated rate constant B ) must occur before 
division takes place. Kendall's ( 1948 ) model gives rise to an 
incomplete Gamma function ( also known as a Pearson type 3 function ) :
( < 7 - 1 ) 1
where g events must occur in a specific sequence, each with an associated 
rate B. The b in the above expressions is an aggregated rate constant 
for all the g events, but in a special case of the Kendall ( 1952 )
function where the events gi, g2» g$, g\* > . . . . .  have different rates
$1» B2 j 635 Bi+ j . . . .  and where Bi = B, B2 = 2b, B3 = 3b, B** = 4b, --
then the Kendall model generates a Yule function ( Painter & Marr, 1968 ). 
The point to be illustrated by this example is that two physiologically 
different models may derive the same expression of a cellular parameter 
distribution function, and hence even a precise knowledge of the 
distribution of a cellular parameter may not mean that it is possible
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to differentiate between two different hypotheses.
Currently there are two main theories concerning the 
control point in the cell cycle. The first is the Koch & Schaechter 
hypothesis ( Koch & Schaechter, 1962 ) which argues that cells divide 
at a certain critical size, and the second is the Cooper & Helmstetter 
hypothesis ( Cooper & Helmstetter, 1968 ) which places the controlling 
point at the initiation of nuclear replication.
Koch & Schaechter ( 1962 ) proposed that the probability 
that a cell would divide was a function of the size of the cell. This 
concept seems to have been prompted by the observation that the 
coefficient of variation of cell size at division was less than the 
coefficient of variation of the age of the cell at division ( Schaechter 
et al, , 1962 ). There is, however, earlier evidence in the literature 
for a size control of division. Hartmann ( 1922 ) surgically removed 
a portion of Stentov ooeruleus and found that division could be inhibited 
if thb volume of the cell was kept below a certain value. Once that 
critical size had been achieved, cytokinesis was initiated. In S. coeruleus 
surgical removal of part of the cell would remove both cytoplasm and 
some of the macronucleus, so in a further series of experiments 
( Hartmann, 1924, 1926, 1928 ) cytoplasm only was removed from Amoeba 
polypodia and A. proteus, with the same nett result. Phelps ( 1926 ) 
confirmed these findings using Chaos diffluens. Cells could be maintained 
by this method for many times their normal interdivision times and 
normal growth was restored by allowing a'division to take place. It 
is reasonable to suppose that in stentor the cells were put back into 
Gj or S phase, requiring both nuclear and cytoplasmic synthesis, but in 
the amoebae, the cells were put back into G2 , since increased nuclear 
size was not noticed in any of the experimental cells. In a more 
recent study Golinska & Jerka-Dziadosz ( 1973 ), using Dileptus anser 
and JJvostyla oristata, concluded that there is a minimum size that must 
be achieved before cells will divide and that the proportions between 
different parts of the cortex ( oral and somatic ) seem to play no 
role in the initiation of the division process.
Cooper & Helmstetter ( 1968 ) suggested a model based 
on chromosome replication in E. ooli B/r ( Helmstetter & Cooper, 1968 )
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which has been generalised in later publications to include eukaryotic 
cells ( Cooper, 1979; Fantes & Nurse, 1977, 1978 ). This model places 
the controlling point for cell division at the initiation of chromosome 
replication, and cell division will occur c ( the time taken for 
chromosome replication ) + D ( the time take for G2 ) time units later. 
Several workers have suggested that a critical size ( or mass ).exists 
at which nuclear division is initiated ( Donachie, 1968; Fantes & Nurse, 
1977, 1978; Koppes et at, , 1980; and Worthington et at, , 1976 ), but 
Cooper & Helmstetter ( 1968 ) make no such claim. Because of the simple 
structure of the single bacterial chromosome, there is inevitably a 
very close relationship between nuclear replication and cell division 
for viable cells. However, in the eukaryotes nuclear replication and 
segregation is far less precise and in Tetrahymena thermophila 
daughter nuclei differ by an average of 8% in size ( Nanney, 1980 ), 
resulting in a distribution of nuclear mass in cells after division 
( neonates ). If this mass is low, two rounds of replication may occur 
prior to cell division and if it is high, no nuclear replication may 
occur ( i n  Tetrahymena nuclear replication is all or nothing, resulting 
in a doubling of nuclear mass ). As a result, some cells in a synchronous 
population are always in nuclear replication ( Koch, 1977 ), which 
does not lead to cell division. In T. thermophila the mean amount of 
macronuclear DNA per cell also varies with growth conditions ( Seyfert 
& Preparata, 1979 ). The size of the cell at initiation of chromosome 
replication In those cells undergoing only one round of replication has 
a coefficient of variation of the same order as the coefficient of 
variation of cell size of those cells about to divide ( Koch, 1977 ).
A further consideration to be made involves the mathematical 
consequences of the Cooper & Hemstetter model. If cell division is 
C + D time units after chromosome initiation, occuring at a more or 
less constant cell size, then this will lead to a population of cells 
dividing at a certain coefficient of variation, and therefore the 
mathematical treatments will be the same. The mathematics in the 
original model ( Koch & Schaechter, 1962 ) were inaccurate, and a 
corrected version was published by Powell ( 1964 ), the resulting 
expressions being the same as those derived by Collins & Richmond ( 1962 ) 
for Bacillus cereus . The volume distribution of extant cells may be 
stated :
i
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X 2 X
where a; is the size of the cell, i(x^ ) is the distribution of the cells 
about to divide and C is the harmonic mean of i(x^ ) ( equation 16,
Powell, 1964 ). The derivation of this model makes 3 assumptions :
i) that there exists a size x^ about which cells divide, being under 
cellular and environmental control, having a distribution of sizes at 
division, with a small coefficient of variation and be independent
of the size at the previous division;
ii) that cells divide into nearly equal halves;
Hi) that the growth of cells is exponential between divisions.
None of these assumptions are strictly valid; Errington et al, ( 1965 ) 
have shown that large dividers produce large dividers, so that a cell 
at division is not independent of the x^ of its parent; McCashland ( 1963 ) 
has shown that the proter ( the anterior daughter ) is generally smaller 
than the opisthe; Errington et al. ( 1965 ) indicated that a variety of 
growth forms could be found in a single clonal culture. However, within 
the limitations of the experimental procedure, these assumptions are an 
acceptable approximation. The form of the resulting solution is insen­
sitive to the nature of .the function £(a^) ( Harvey et al,, 1967 ) and 
without firm data the distribution l(x^ ) was assumed to be normal 
( Painter & Marr, 1967 ). The resulting model was fitted to volume 
distributions using a maximum likelihood technique to estimate the mean and 
standard deviation of l(x'^ ) ( see Section 4 ). The fit of this model 
to unfocused Coulter distributions was very poor, but when fitted to 
focused distributions, neither the model nor the optically derived 
histograms could be said to be different ( Fig. 28 ). It is therfore 
concluded that this model, in spite of its limitations, gives a reasonable 
approximation to observed distributions.
Skewness
One of the assumptions made earlier was that the size at 
which a cell divided was under environmental control, and the model may 
be used to construct a family of distribution curves ( Fig. 29 ) which 
have an increasing mean and constant standard deviation of £(a:t ). It 
is the aim of the later sections to demonstrate the relationship of the
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CELL VOLUME ( x 1000 iJM3 )
Figure 28
Volume distribution of Tetrahymena elliotti measured using 
the hydrodynamic focusing system ( x ) and optically ( histogram ), 
compared, as described in the text, with a mathematical model ( continuous 
line ) derived from an equation of Powell, 1964. The model was fitted 
by maximum likelihood to the Coulter distribution, and both were adjusted 
to the scale of the histogram.
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Figure 29
Theoretical volume distributions based on the model of 
Koch & Schaechter ( see text ). The model requires the mean and standard 
deviation of the sizes of cells at division. The family of curves depicted 
here has a constant standard deviation and the mean size at division 
increases throughout the series.
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form o f the volume d is t r ib u t io n  to  the growth ra te  o f  the c e l ls .
The measurement of skewness by the method of moments 
( Yule & Kendal, 1946 ) is not, in general, applicable to distributions 
generated by the Coulter counter, since the tail is produced by an 
asymmetric error function within the machine, and very heavily weights 
the moment calculation. In practice we observe at least one order of 
magnitude difference between the third moment ( measured from the Coulter 
counter and by optical methods ) and the correlation is poor ( see 
Table 3 ). The alternative measurements of skewness, and of distribution 
form, will be discussed in Section 4, and the results of such measurements 
in batch and continuous culture will be presented in Sections 5 and 6 
respectively.
84
SU
M
1
8
0
0
8
6
3
3
6
0
1
0
8
1
3
2
6
3
2
3
4
2
5
1
8
0
2
8
3
1
8
3
0
4
5
0
1
0
8
5
3
4
5
5
3
3
5
8
3
1
4
0
1
3
4
6
8
1
4
8
6
2
2
4
5 00 CO LO CO O  CO 
lo cxj i— 
r— cn
LU co o CO st- rx  CXJ cn rx O  CXI r—  00
O r-x o LO O LO CXJ LO LO O  CXJ i— CXJ
O ♦ • * • • . » . . . . .
s cxi cn *3- rx lo cn CXI rx O  LO CO or— r— r— *3- r— CXI
cn co m  o r— S3 CO CO 00 s f N L O i— cn co co r— S3- CO>—1 o i n m LO CO r— *3" CO I—  I— LO cn vo lo LO rx  CO
CO O  CO *3- CO CO *3" rx co co CXJ CXJ r— LO i— IX CO LO 00
o r-x cn r— O  r— CO o  lo i— <3- i— N  CO i— Sxt S3- 1—
I— LO N  O cn co o 00 r -  o cn n  o CO LO O LO 00 occ O  CO o CD 1—. O LO co o CX N  O co cn o O  00 o
ZD CXI ^  o <3- o  o cxi o  o LO LO O CXJ LO o CO CXJ o• • • • • • • • • • » • . . . . . .
CO «nJ- CXJ LO CO s f CO CO CO CO s f
CO rx. lt> *3* cxj co cn cn i— cxj cn rx  co r— CXJ cn O  s t  CO
CO o  rx. rx cxi rx  oo co cn <3- <3" CXI *3" CXJ LO CXJ CO tx  o
LU o  cn cn O lO cn s t  co r— CO CO N  s t  1— 00 00 00
•ZL CXI LO CO CO *3* <3* r— CO St fO LO CO CO o oo co cn
ix. r-x o *3" LO i— in  N i — p - t o o CO i— i— cn r-x o
LU rx  o  o r— CXJ O lo cn o LO CO o co <n o cxj cn o2Z
co v :  * . V
LU V O N O CO CD LO o  co lo lo o  cn i— co co lo cn cxi
O s t-1— Nx oo rx  co rx rx *3" LO <3“ CXI *3- LO cn lo i—
z : CO CO CO s t lo n . LO 00 00 s t  <n cn CO CO s t O  LO s tc£ i— co o N  LO N o  o  CO CXJ o C O r - r - LO LO LO
t—i lo cn C O O N N O  LO cn rx m LO CO sj- LO r— CXIal •>J* «nJ- cxj <3- «3* CO cxi o cxj co r-x cxi <3- cn CXJ s3- OO
<c • • • • • • . . . . . . • • • . . .
> o cn CXJ rx cn CXJLO CO LO LO LO LO
zo JX LO CO co cxj rx LO N  LO LO CO LO co r-x. lo st- 00 LO1—1 «3* IX  *3- cxj o o C O O N LD 00 s t r— N N LO CXJ CO
t— s f 1— 1— cxj oo o o  oo cn lo co cn LO LO CXJ cn co lo
=£ CO *3’ • o  co cn N  LO LO co co • fx  s f tx  CO •t—i • s3* . . . . . . • • cn . . CXJ . . LO
> cn cn co CO CO co t f O L O CXJ CO CXJ 1— CO CO O  LO ■
LU CXI st- LO r— rx CXJ LO 1— CXI 1— o
O co CXI LO CO CXJ LO
cn o LO LO LO LO. CXI 00 oo (■X, CO r—
ST
D s f LO i—
rx co co o  rx i— *3- *3- r— CD CD LO LO CO r -  s t
00 CO r— N O L O s t CO LO CO 00 N O  CO r— N N r -
co cn lo lo cn co co *3- co LO N  LO LO O  LO r - L O O
z co cn o r— co co C O LO N cn lo cxi «3* 00 sj- CO O  N< • • . . . . . . . . . • • • . . .
LU r— co cn CO i— LO rx lo cxi cxj cn lo O  CO N s t  LO LOCXI LO i— r -  cxi cn I— CXJ LO LO cxj i— cxi rx r— CXI LO
rx ■— "3- LO 3 00
LO CXJ cn o cn t—
<XJ CO r— CXJ
xj *o •a X> ■a xj
a) CD ai CD <D (D
*0 CO r— . XJ t/> r— ■Q IC Ir- -a  to i— TD W r - XJ LO r -
<U 3  (O CD 3 (O CD 3 05 CD 3 as oj 3  as CD 3 05
to o  o in o  u CO o  u (/) u  u cn u  o CO CJ CJ
3 O *r- 3 O -r- 3 O *r— 3 O -r— 3  O •«“ 3 O  *r-O <+_ +J (J 4 - +-> (J 4- 4-> O 4 - +-> CJ 4- 4-> O 4 - 4->
O C  Q. O C  Q. O C Q. O C Q- o c a . O C Ol
4 - 3  0 4 - 3  0 4 - 3  0 4 - 3  0 4 - 3  0 4 - 3  0
co
CD
jQ
05
O «r—
CD O  SZ
JZ r— J->
4J
+■> 4 -
c n  l o O
c 05
•1— CD CD
L0 r— r~
3 CL
4-> E
X J 05 05
CD CO
S- 4 -
3 O 05
00
05 to C
CD +-> O
E c
CD X 3
* P E CD
-P CD +->
-P U 05
O 3 E
* P CO •r—
txi as +■>
txS CD L0
ca E CD
r— > v
£ 05
os O  J O
•i— 05
S i  c l •i—o r—
O CD
to S-
-P o
ca CD
Es (_> J O
•r—
4- E 4->
O O
O C
10 4-> c
c. 05
O  X J CJ
•r— CD
4-> S- CO
3 05 1— •
JD CL r—
•r— E CD
S- O O
+-> o
to X I
•i— CD
X J S-
X I 3
CD CD CO
E to rO
3 3 CD
r— O E _o o
>  4- > >
e r—
S_ 3o 05
4- X J a
c •i—
to n5 +->
S- o.
CD X J o ;
+-> CD
CD to <D
E 3 sz
05 (_> +->.
S- O
05 4- 4- 1
Q_ O  1
CD
i- X 5
CD O  ■
4-> E 1
C
3 CD
O  J O
CJ h -
S-
CD . •
4-> to
r— r—
3 r—
O CD <
O U
85
i
si
ze
 
( 
c.
f.
 
Fi
g.
 
19 
). 
No
te
 
th
e 
de
cr
ea
se
 
in 
st
an
da
rd
 
de
vi
at
io
n,
 
sk
ew
ne
ss
 
an
d 
ku
rt
os
is
 
of 
th
e 
fo
cu
se
d 
di
st
ri
bu
ti
on
 
co
mp
ar
ed
 
to 
th
e 
un
fo
cu
se
d 
Co
ul
te
r 
de
ri
ve
d 
di
st
ri
bu
ti
on
. 
Th
e 
sum
 
is 
th
e 
nu
mb
er
 
of 
ce
ll
s 
ob
se
rv
ed
 
by 
ea
ch
 
me
th
od
.
Section 4
Mathematical and Computing Methods in the Analysis of Growing Tetrahymena 
Volume Distributions
The analysis of an extant population of cells in a sample 
has been based on the volume distribution, parameters other than size 
being difficult to measure in the general case. The analysis of data 
of this type ( i.e. freauency distributions ) usually begins by 
smoothing the data set ( i.e. treating the data in some way such that 
extraneous variability introduced by the method of collection is minimised, 
for example by the process of running averages, Appendix 4 ) so that 
the form of the distribution may be more clearly seen. The process of 
smoothing inevitably looses information from the data set, but properly 
carried out it removes only fine detail allowing clearer perception of 
the underlying trends ( as the blurring of tree-images allows the clearer 
perception of the forest ). The form of the distribution is an 
expression that should be explained, since much of this section will 
be devoted to a discussion of it. The shape of a freauency function is 
determined by a combination of its form and its scale factors. The 
scale factors will determine the height and spread of the distribution, 
but the form is a term describing the underlying nature of the function.
As an example, consider the normal distribution, whose probability 
density function ( pd function ) may be stated :
<f>(x) =  e
Cr/(27T)
where y is the mean and a is the standard deviation.
The mean defines the location of the function and the standard deviation 
defines the "fatness", but the form of the distribution is the character­
istic bell shape ( Fig. 30a ) and no matter what the value of y and 
a the distribution will always retain the bell form. The form of a 
distribution is the inherent^characteristic that may be judged fairly 
easily by eye, but is not easily accessible mathematically. Experienced 
mathematicians can associate an eauation of a standard set of distributions 
to a given data set by simple inspection of a graphic display of the
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Normal Distribution
mode
median
mean.0
0.5
0
median
Lognormal Distribution
mean
median
0 .
0
median
Location ( size )
Figure 30
Schematic diagram to illustrate basic distribution
parameters.
a. Normal distribution; no skewness; mean, mode, and 
median all have the same location. .
b. The cumulative frequency curve of the normal distribution; 
note the symmetry of the curve about the median point.
c. Lognormal distribution; an example of a positively 
skewed distribution; mode, median and mean have different 
1ocati o n s .
d. The cumulative frequency curve of the lognormal 
distribution; note the asymmetry of the curve about 
the median point.
r-‘- 
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87
frequency distribution.
Early studies of volume distribution form were typified 
by the approach of Pearson ( 1895 ) who wished to resolve a bimodal 
distribution into the two normal distributions of which it was composed.
He approached this problem by the method of moments, since he lacked 
the arithmetic power of modern digital computers, but the methodology 
he developed is still a useful approach to the analysis of distribution 
shape, and will be discussed here.
Moments of a Distribution.
The term moments comes from the mathematical discipline 
of s t a t i c s , where moments are turning forces about a point. In statistics, 
however, the term moments refers to the distribution of differences of 
the variates from a value. Some authors have used the term 'moment 
coefficient' to separate the statistical use from 'moments’ used in 
statics, but no confusion can normally arise from the use of the briefer 
term 'moments'. An additional implication concerns the point about 
which the moments are calculated; since by far the most useful set of 
moments is taken about the mean in the following discussion it is 
implied that 'moments' means moments about the mean.
The first moment is taken about the origin, the point 
0.0, and is in fact the mean. We may define the rth moment as:
v'r = ' / (x-A)r .f(x) dx
where A is the point about which the moments are taken, 
in this case 0 .0 , r is the order of the moment, in this case 1, x is 
the variate and f(x) is the normalised frequency at that variate, so 
that :
+00
vi = / cA.f(x) dx
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which is the distribution mean. All further moments 
are now taken about the mean, and it is clear that the first moment 
( about the mean ) is zero. The general expression :
u r = / (x-v)r .f(x) dx
—  00
will be used to calculate the moments.
The second moment is the variance, the square root of 
which is the standard deviation. The familiarity of the standard 
deviation as a measure of data dispersion obscures the fact that it . 
is the square root of the second moment, but it immediately tells us 
that the second moment is a measure of dispersion, or 'fatness' of 
the distribution. It should also be noted that the coefficient of 
variation is the standard deviation divided by the mean.
The third moment is the coefficient of skewness, and 
tells us more about the general form of the distribution. Let us 
consider the expression for the coefficient of skewness in more 
det a i l .
+00
y = / (x-y)3.f(x) dx
3 _oo
The variable (x-y), the difference of the variate from the mean, 
will clearly vary around zero. The even powers of this variable 
will necessarily be positive and hence even moments will have 
positive values, while in odd moments the variable raised to the 
power of the moment will take the sign of the variable and may have 
either positive or negative values. If the distribution is symmetrical 
then the differences will balance, the negative values will cancel 
the positive values giving a zero value to all odd moments. In skewed 
distributions ( e.g. the volume distribution of growing Tetrahymena ) 
the mode will lie on the side of the mean opposite the tail. The 
greater the distance from the mean the greater the effect of the cube 
of the distance will be to the calculation of the moment, and if the
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tail of the distribution is larger than the mean, then the mode will 
be smaller, and the skewness will be positive.
It should now be made clear that the effects of sampling
on the calculation of moments becomes more and more severe the higher
the order of moments being calculated. In any distributed property 
the probability of observing outlying values is low, and increasing 
the sample size extends the range over which we can expect to see a 
variable. When the sample size is moderately large, collection of a 
few more data points is not likely to affect the standard deviation, 
but it may have a severe effect on the range of observations. That 
is to say the more observations are made, the greater the probability 
of observing the unusual, outlying individual. This individual will 
have a disproportionate effect on the higher order moments since it 
will have the largest difference from the mean, and will be raised to 
the power of the moment. Due to this practical problem, the moments 
of order 5 and above are rarely used. To quote Yule & Kendall ( 1946 )
"moments of higher o r d e r s ,    are so extremely sensitive to
sampling fluctuations that values calculated for moderate numbers of 
observations are quite unreliable and hardly ever repay the labour 
of computation.". Moments, up to the 4th9 have been estimated for 
Coulter counter data using a computer program ( Appendix 5 ).
Other measures of the departure of frequency distributions
from symmetrical have been used, one of which is attributed to 
Pearson ( in Yule & Kendall, 1946 ) and is given by :
skewness = ■■ lll0-a-p-..- node
standard deviation
but suffers from two principal drawbacks in its application to 
data generated by the Coulter counter; (i) the position of the mode 
and {ii) the calculation of the standard deviation.
i) The position of the mode. The data generated by the Coulter 
counter carries an inherent error function which weights the distribution 
to the right ( see Section 3 ), and also creates scatter around a
90
smooth distribution shape. As a consequence, one cannot simply take 
the channel ( the location variable, x, as used on the Coulter channel- 
yzer ) with the highest frequency, since it may be several channels 
away from the actual mode. This problem has been overcome by using 
a computer to select the highest channel, then taking several points 
either side of this location and fitting a quadratic curve to this 
data sub-set. The method of orthogonal polynomials was employed, the 
solution being used to calculate the location of the mode ( Appendix 6 ). 
In reproducibility studies, however, the value of the modal position 
was found to be unreliable having a coefficient of variation of about 
4% ( the average of several reproducibility studies') in Coulter counter 
data ( Table 4 ). There is also a serious problem in estimating the 
location of the mode in microscopically measured data, since the 
number of observations will be low. This means that in order to 
construct a reasonable histogram the grouping of the data will be 
fairly coarse, so that the accuracy in estimating the mode will be low.
ii) The standard deviation. The difficulty with the standard 
deviation relates primarily to the Coulter counter data and is 
concerned with the length of the tail of the distribution. As explained 
above the data in the tail o f  the distribution has a larger effect than 
the data near the mean, and so in a situation where the distribution 
tail is a machine induced-artifact ( see Section 3 ) the standard 
deviation will be influenced largely by the fact that the data was 
generated by the Coulter counter rather than by real differences in 
the actual data.
Measurement of Skewness
In order to overcome the problems mentioned in the 
previous section a new measure of skewness was devised which takes 
its information from the central area of the distribution. To 
understand how it works it is necessary to understand something of 
cumulative frequency curves. While it is most common, and usually 
easier, to think of the histogram of the frequency of variate groups 
( f(x) ) as the basic form of frequency distributions, in fact the 
cumulative frequency curve ( F(x) ) is the more useful form for 
analysis and the relationship of the two can be written down as :
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d( F(x) )
f(x) = - - - - - - -
dx
Practically speaking the curves are generated by adding 
the frequency of the variate groups to the sum of those to the left of
it, the whole being divided by the total frequency so that the cumulative
frequency curve varies from 0 to 1. The mid point of this curve is
the median, where half the total frequency lie to the left and half
to the right ( Fig. 30b,d ). The median value is the fiftieth percentile 
( P50 ) and we may define the xth percentile as the location where x 
per cent of the data are beneath that size, usually notated P . As
X
has been noted above, the median value always .lies between the mode 
and the mean, and this illustrates a general property of percentiles that 
they are in the same relative position on any distribution. Thus if we 
take a set of percentile values, equally spaced either side of the median, 
we have a matrix which partially defines the shape of the distribution.
If we then take the gradient of the lines joining these percentile 
values and compare the values of corresponding regions on either side 
of the median, then if the distribution were symmetrical we should 
have equal slopes, and all ratios would be one, but if the distribution 
were not symmetrical, but skewed, then the slopes would not be one, 
and a measure of the skewness of the frequency distribution ( Fig. 31 ). 
This skewness measure is detailed in Appendix 7, together with a 
computer program for its determination from Coulter counter data.
The advantage of using this method is that it relies only on the shape 
of the cumulative frequency curve, particularly in the region of the 
mode and mean, and thus in the region of the data about which we have 
most confidence. A comparison of the three methods, of skewness 
measurements, together with optically derived measurements are given 
in Table 5.
Distribution Modelling
The idea behind data smoothing was mentioned earlier 
with respect to the method of running averages ( Appendix 4 ). The 
process of runnino, averages is an example of smoothing which.-is independent 
of the form of the data, and results in a data set which still contains 
variability on the basic trend. This problem can be overcome by fitting
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median
SIZE ( COULTER UNITS )
Volume distribution of Tetrahymena etliotti measured with 
the Coulter counter ( unfocused ), with 1 = 1 2 8 s A=0.707, window width = 100 
and ba_.se channel threshold = 0 .
a. Frequency function, expressed as a fraction of the total 
frequency.
b. Cumulative relative frequency function, with the percentiles 
used in skewness measurement indicated ( see text ).
94
Coulter counter measurements
Length & Breadth 
data
Distribution
type Moments Pearson Percentile Moments
focused
unfocused
0.61415
0.8333
0.31520 
0.53305 *
0.06714
0.067764
0:0068486
focused 0.77201 0.89259 0.087175
0.0080098unfocused 1.0760 0.33987 0.079730
focused -0.14342 1.52538 -0.;067918
0.014026unfocused 1.2570 0.54616 0.099710
focused 0.55499 1.3993 0.0272971
0.017536unfocused 0.97150 -0.97125 -0.144456
focused 0.38872 0.16369 0.028492
0.10007unfocused 0.91342 0.66186 0.112666
Table 5
A comparison of methods of estimating skewness of 
volume distributions of Tetrahymena elliotti measured in several 
ways ( for details see text ).
V~'C?0 vvo . .
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the data to a curve of known form, and performing all operations on 
the reconstructed curve. To fit smooth volume distributions to those 
generated by the Coulter counter one empirical distribution of the 
correct form is the gamma ( y(x) ), which is also known as the Pearson 
type III distribution. In order to construct a gamma distribution, it 
is necessary to use the incomplete gamma integral ( I(x) ), which 
integrates the gamma probability density function from 0 to the value 
x. With this function we can build up a cumulative frequency curve. 
These, functions may be stated :
fx lp_1
(PT) . e-*/pL
y ( x ) = ------------------------------
PL r(p)
-i x/PL + ,
I(x) = - - - - -  / e ,tp dt
r(p) o
°° 4- T
where r(p) = / e"* .t^“ dt
0
x = size variate 
p = shape factor 
PL = scale factor
The gamma function ( r(x) ) was evaluated using a FORTRAN 
subroutine ( Appendix 8 ), the incomplete gamma integral ( I (x) ) was 
solved with a FORTRAN subroutine ( Appendix 9 ) and they were linked 
to generate frequency distributions by a FORTRAN main program ( Appendix 10 ) 
which also estimated the parameters p and PL.
The evaluation of these functions requires the use of an 
exponential function and in the course of these studies the function 
DEXP(X) supplied with the FORTRAN compiler used in the Varian computer 
( Univac V72 computer, 64K * 16 bit words; operating systenf'MP3, Euro 
Computer Systems Ltd., Redhill, Surrey ) was found to be inaccurate.
A user specified function was therefore constructed to solve ex to 
sufficient accuracy ( Appendix 11 ).
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In order to compare the family of gamma curves ( Fig. 32 ) 
to a frequency distribution of T. elliotti volumes then some estimate 
of the scale and shape factors must be made. The mode of the gamma 
distribution is the product :
mode = PL.(p-1) p^l
and the mean is the product :
mean = p.PL
( Hastings & Peacock, 1975 ). These measures are probably the most 
reliable, being not too reliant on the long tail of the distributions 
produced by the Coulter counter. The variance is.given by :
variance = PL2 .p
and this may be used in preference to the mode value for comparison 
to optically measured distributions. The other main distribution 
parameters are all functions of the fofm of the distribution only : 
the coefficient of skewness ( 2p 2 ); coefficient of variation ( 3 + 6/p );
_ i
and the coefficient of variation ( p 2 ). A comparison of a Coulter 
distribution to a gamma distribution is shown in Fig. 33.
In theory the gamma distribution begins at 0.0 and has 
a positive probability in the range x>0. This is unreasonable for 
cell volumes, since no viable cell can approach zero size ( as size 
increases to approach infinity., the probability of occurence tends to 
zero ). Effectively, then, the distribution should start at some 
lower bound, say PD. This is simply,added to the values of the mode 
and mean, and does not affect the distribution form parameters discussed 
above. The coefficient of variation, therfore can be used to estimate 
p, then the mode and mean to estimate PL and PD ( Fig. 33 ).
The gamma distribution gives a reasonable fit to Coulter 
distributions, but there are three parameters to be estimated, and they 
do not have any biological derivation. Since there is no theoretical 
basis for this fit, there can be no inference made from the goodness of
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Figure 32
The Gamma Distribution. This illustration indicates 
part of the range of distribution shapes, varying with the shape factor c 
The scale factor, b, is kept at 1.
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CELL VOLUME ( COULTER UNITS )
Figure 33
Volume distribution of Tetrahymena pyriformis with displaced 
Gamma distribution ( solid line, shape factor = 1.636, scale factor = 5080.3, 
displacement = 11597.1 ) and non-displaced Gamma distribution ( broken 
line, shape factor = 9.386, scale factor = 2121.2 ).
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fit. In addition to this, the mathematics of the gamma distribution 
are complicated and the distributions are difficult to compute. To 
overcome these problems, the model of Koch & Schaechter ( 1962 ), as 
modified by Powell ( 1964 ) was used to fit to the distributions.
This equation may be stated :
2x
L(x) = —  I Z(£) d£
x2 x
where x represents the size of the cell, Z(x^) is the distribution of
the sizes of cells about to divide and C is the harmonic mean of Z(x^)
( equation 16, Powell,1964 ) ( see Section 3 ). The advantage of this 
model is that it only has two parameters ( the mean y, and the standard 
deviation a of the normal distribution Z(x^)'), which have clear 
biological meaning, and the goodness of fit of the model to focussed 
Coulter distributions as well as the optically derived histograms 
( Fig. 34 ) allows interpretation of these data ( see Section 3 ).
There is, however, one major drawback with the Koch & 
Schaechter m o d e l , and that involves the estimation of the parameters 
of the model. This has to be done by some fitting procedure, as no 
analytical solution could be found to yield the distribution para­
meters. Optimisation techniques were also used for growth models 
( see Sections 5 and 6 ) for the estimation of growth constants.
Optimisation Techniques
Optimisation techniques generally require two parts;
{i) a method of assessing the goodness of fit of a model to a data 
set and {ii) a method of improving the estimate until either the 
goodness of fit is good enough or the estimate is accurate enough.
These techniques are a powerful, practical tool used to a great extent 
by non-mathematicians, but the bulk of the literature on optimisation 
«is intelligible only to a mathematician. This section will therefore 
describe those techniques found to be useful in the course of this study, 
and hopefully to biologists in general.
100
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CELL VOLUME ( x 1003 UM3 )
Figure 34
Volume distribution of Tetrahymena elUottz measured using 
the hydrodynamic focusing system ( * ) and optically ( histogram ), 
compared with a mathematical m o d e l • ( continuous line ) derived from an, 
equation of P o w e l l , 1 9 6 4 .  The model was fitted by maximum likelihood 
to the Coulter distribution, and both were adjusted to the scale of 
the histogram.
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For the first part of this discussion we shall assume some 
function FN(x) which is a measure of the goodness of fit of the model 
to the data set, and the object of the optimisation technique is to
■k :k
find a value x' such that FN(x ) is a minimum. There are several types 
of minima ( Fig. 35 ) which may be located by the optimisation program, 
and they may be defined : (i) a strong local minimum ( which may be
k
compared to a cone in 3 dimensions ) is a point x where the value of
★ k
FN(x) in the vicinity of x is greater than FN(X ) {ii) a weak local 
minimum ( which may be compared to a saucer or flat-bottomed valley in
k  s
3 dimensions ) is a point x where the value of FN(x) in the vicinity of
k k
x is greater than or equal to the value of FN(x ). The difference
k
between these minima is the 'flatness' of the region close to x . If
k k
x exists on a flat plane, then any value of x n e a r ’to x will have 
the same value of FN(x), i.e. for changes of x within the plane there 
is no change in the goodness of fit. For this type of minimum the value
k
of x is subject to more variability since its value will be arbitrary, 
all points on the plane being essentially equal {Hi) a global minimum
k k
is simply the location x where FN(x ) has no lower value for any x, i.e.
k
the lowest value of FN(x ). For an arbitrary function there is no
k
guarantee that such an x exists since FN(x) may take its least value at 
a limit such as x-*». It is useful to think of these minima in terms of 
two variables, where a strong local minimum would be a bowl or cone 
shape, the global minimum would be the lowest point, and a weak local 
minimum would be a'flat plane, or a valley bottom. We also need to 
assume that the function FN(x) is continuous for all x we are likely 
to consider.
The object of any optimisation routine is to locate these 
minima in a given situation, in as few steps as possible. In essence 
the optimisation program should be able to "guess", where to put its 
next evaluation. Clearly, if all points in the plane of the goodness 
of fit ( the GoF plane ) were evaluated, then the selection of the minimum 
would be trivial, but the computational effort involved would be huge, 
and in most cases largely a waste of time unless the GoF plane itself 
were being examined. The optimisation technique is therefore an attempt 
to increase the efficiency of computation. One Targe class of methods 
is generally available to the data fitting biologist, and these are the
102
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strong 
local minimum
weak 
local minimum
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minimum
Figure 35
Contours of
x2
i.
strong local minimum
weak local 
minimum
global minimum
Illustration of types of local minima.
a. Function of a single variable. **
b. Function of two variables.
( a f te r  Murray, 1972 )
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direct search methods. Other techniques involve estimating the 
differential of the GoF plane in the region of the current estimate, 
but this usually involves knowledge of the nature of the function 
FN(x), usually in an analytical sense, which is not available for 
most GoF methods used in biology.
EyQ9^ l2D§_2f_§_§l09l§_y§rl^ l§
The method chosen for this estimation assumes some 
more or less convex function FN(x), and the initial estimates 
( starting points ) must be either side of the minimum ( "spanning 
the valley" ) ( Fig. 36 ). The optimisation program "walks" down 
the valley sides to approach the base, maintaining a constant shape 
at each new function evaluation. The method is known as the golden
section ( Murray, 1972 ). If we choose four points, xi, x2i ^3 and
xh such that :
^3 “ xi ~ xk ~ = ~ xi )
where
g = --- ?- - - - -  = 0.618034. . . .  ( see Appendix 12 )
( 1 + /5 )
k
There are three possible locations for the minimum FN(x ), i.e. in 
the interval xi - x2 > in the interval x2 - x3 , or in the interval 
4 £3 - xh . If the minimum lies in the interval xi - x2 ( say ), then 
x2 will be less than a?3 . The position xh is therefore further from 
the minimum than a?! and is discarded, leaving x3 as the upper limit.
A new point, x5 , is generated, so that :
x2 - xi = x3 - x5 = B( ^3 - cc\ )
If the minimum had lain in the inteval x 3 - x^  then the 
arguement would be reversed and would have been discarded ( as x$
104
Xi x2
Figure 36
Optimisation by the method of the Golden Section. Since 
the minimum of FN(x) is between X x and X 2s X2 is less than X 3 , hence the 
section is reconstructed with X 3being the upper bound ( see text for 
details ).
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would have been less than x2 ). If the minimum had been between x2 - ^3
then it would not matter which outside limit were discarded. In this 
way the limits of the section are reduced, so that when the value 
( xi> - xi ) is small enough, the minimum can be said to have been 
achieved ( Appendix 12 ).
The above method may be used to gain some insight into 
two parameter estimations since although they are directionally 
restricted ( Fin. 37 ), a seauence of minima of x. values for a series
of x. values ( i.e. the two parameters to be optimised ) may yield
0
some recognisable empirical relationship, which can be used to change
the direction of the search ( e.g. if the optimum x. for a given a;.
'i' j
can be predicted, then it is only necessary to search the a:.'s.
3
See Section 5 ). There are, however, more efficient ways to optimise 
in more than one direction. .
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Multi parameter optimisations were performed using the 
simplex method. The basic concept of this method is best understood 
for the case of optimisation of two variables. The first design of 
a simplex method requires the construction of a regular simplex 
( a matrix in the n+1 dimensional optimisation space ) of, in this case 
3 equidistant points ( an equilateral triangle ). The number of 
vertices ( points ) in the simplex is always one more than the number 
of parameters to be optimised. The method proceeds to calculate the 
goodness of fit as FN(xl 5x2) at each vertex. The vertex with maximum 
value of this function is reflected through the centroid of the remaining 
points, that is to say, the triangle "flips over". The process is 
repeated, continually "flipping over" and "walking" "downhill" on the 
GoF plane ( see Swann, 1972 for a review of this and other similar 
methods ).
A major alteration to this general plan is due to Nelder 
& Mead ( 1965 ), who abandonded the regularity of the simplex and 
allowed it to rescale itself automaticallv according to the localCr. - -
geometry of the GoF plane. The maximum vertex is reflected as before,
106
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global
minimum
^  unidimensional 
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Search direction
Figure 37
Unidimensional search in a two dimensional search situation
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but if the new vertex is better than any of the previous values, then 
that direction is "downhill" and so the simplex extends itself in that 
direction. If, on the other hand, the new point is better than the 
reflected point, but worse than any of the other values, then the 
simplex is contracted ( Fig. 38 ). The end point is judged to be 
achieved when the variance of the vertices in each of the variables 
is less than a certain preset value ( i.e. when the simplex reduces its 
area to a small enough value ) since we have no knowledge of the best 
fit that can be achieved ( the minimum value of FN(xl9X2 ) )• This 
method is of value since it is not dependent on any pre-judged limits 
to the search area ( unless such limits must be introduced, e.g. 
positive values only for cell sizes ), and it is reasonably efficient 
in terms of computing effort. The method was programmed by O'Neill 
( 1971 ) ( Appendix 13 ).
O'Neills algorithm was altered by increasing the amount
of deformation the simplex could go through, since in the original
method if a 'sucessful' path is found, and the simplex is elongated
in that direction, it seemed reasonable to continue that extension
for a limited number of times. So if in Fig. 38b, P is better than 
★
P', which is better than any previous P value, then that extension 
direction is clearly "downhill". The simplex was therefore extended 
by the same amount again to a new P and if this value continued to 
improve then another extension would be performed until the extended 
point ceased to be better than all previous values, or more than five 
extensions had been made ( the value 5 was arbitrary, being a reasonable 
maximum to the distortion ). The contraction ( Fig. 38c ) was also 
allowed multiple cycles ( also up to 5 ). This modified method was then 
tested against the four functions used to test O'Neills algorithm, 
and no significant differences were noticed, either in the optimised 
values, the goodness of fit or the number of steps taken. However, 
when applied to fitting growth models to data for the estimation of 
three parameters, the modified method took more than twice as long 
to come to the optimum values, and was not used in further studies 
( Appendix 14 ). . *
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P
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P
..P
c. Contraction
Figure 38
t, Nelder & Mead ( 1965 ) simplex relection, extension and 
contraction for a function of two variables. ( See text for details )
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Goodness_of_fit_measurement
The application of the above technique for optimisation 
have been used in conjunction with two main problems in this study :
( i ) the volume distribution and ( ii ) the analysis of growth curves. 
These problems differ in one major respect, and that is the way the 
models are solved, which affects the way the data may be compared with 
the model solution.
i) The volume distribution. For this the technique of statistical 
likelihood was employed. The likelihood can be considered as a 
product series of a density function with observed data, and may be 
stated :
where f. is the freauencv observed at i and <f>.is the
predicted density at that value of i . This principle has been
applied to the Koch & Schaechter model ( Appendix 15 ) and requires 
the solution of the normal probability integral ( Appendix 16 ). The 
best fit to the data ( f. ) is at the likelihood maximum, so that
for the simplex routine, the negative likelihood was used so that it
could be minimised for the best fit.
ii) The growth model. The likelihood method is not applicable to 
a mathematical model of population growth, since the model cannot be 
expressed as a density function. The goodness of fit was therefore 
assessed by measuring the root mean squared deviation of the data 
from the predicted model values. The models used here for growth 
studies are all simultaneous differential equation systems, which are 
in the general case, insoluble analytically. The models are therefore 
integrated using a second order Runge-Kutta procedure ( Appendix 17 ) 
which is a fairly crude but rapid type, being of fixed step length.
The accuracy of the model depends on the step length',' the shorter the 
step length, the more accurate the model, but the more computing time 
is required. A comprimise value of 0.05 hr was adopted. The root mean 
squared deviation must be minimised by the program ( unlike the likelihood )
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to give the best fit, and is the principle behind the least sauares 
technique familiar from straight line regression analysis methods.
The function was programmed in FORTRAN ( Appendix 18 ).
These optimisation subroutines were controlled by main 
programs whi-ch read in data and set initial values ( Appendix 19 for 
volume distributions and Appendix 20 for growth models ). In the 
case of the growth model, it is necessary to estimate the initial 
biomass ( at time 0 ) for the model. Since this value is the least 
accurate of the data estimations since the number of cells was the 
least, and therefore the most difficult to measure. The first few 
data points were assumed to lie on a straight line ( log biomass vs 
time ) and they were fitted by bivariate regression to estimate the 
intercept at time 0 ( Appendix 21 ).
Multivariate Analysis
The-programs for multivariate analysis used in this study 
are part of a package available in the Museum from the Biometrics 
Section, Dept. Central Services. These programs provide a powerful 
tool for the analysis of shape variation, and have been used here to 
study changes in shape of Coulter volume distributions of T. elliotti 
during the course of batch growth. The purpose of this section is 
to explain these techniques so that the results may be more clearly 
understood ( see Section 5 ).
The basis for the multivariate analyses used here is 
a matrix of p columns ( the number of characteristics )*and n rows 
( the number of individuals ). In the case of volume distributions, 
there are p channels and n distributions. The comparison of dist­
ributions will be affected by their location parameters ( the settings 
on the Coulter counter ) since they directly affect the distribution 
shape ( not form ). For the purposes of comparison the distributions 
were projected onto an absolute size scale, and interpolated into 
120 divisions ( Appendix 22 ). There are two main types of analysis 
that can now be applied to these data; ( i ) principal coordinates 
and ( H  ) principal components analysis.
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The first step in this analysis is the construction of 
an n x n similarity matrix. This matrix contains a measure of the 
similarity of each individual to every other individual, so that 
S(i,j) contains the similarity of individual i to individual j.
This matrix clearly must have'.diagonal symmetry. The similarity 
of two individuals is measured by averaging the absolute differences 
in each of the characters and these differences are scaled prior to 
averaging by the range of each character. The scaling factor is 
included so that equal weight is given to the distribution tail 
( where the character values are small, and thus the differences are 
small ) as is given to the central region ( where the character values 
are large, and thus the potential exists for large differences ). The 
whole value is subtracted from one so that the greatest similarity 
will give the greatest numbers. This may be represented by:
p k=l range(k)
where i^ is the kth character on the ith individual, and similarly 
j^ is the kth character on the jth individual.
Once this calculation has been performed for all individual 
pairs, points representing the individuals are projected into ( n ** 1 ) 
dimensional space so that the distance between any two individuals 
( say i & j ) is calculated from the similarity §(i,j) such that the 
most similar individuals are closest together. Once this cloud of 
points has been constructed, then suitable axes are selected so that 
the points may be projected into two ( or three') dimensional space.
This ordination is the same, in concept, for both principal coordinates 
and principal components analyses and will be considered below.
o ■-
nciga!_Cgmgonents_Analysis
The system of principal components analysis requires
that the data set be complete ( no missing values') and that the 
characters be represented by continuous variables. The individuals 
are mapped out as points in a p dimensional space, where each character 
generates one axis. Because of this fixed relationship between the 
location of the individuals and their character values it is possible 
to calculate the portion of the overall variation ascribable to each 
character. /
Principal coordinates analysis is useful if the number of 
characters is larger than the number of individuals ( p > n ) because 
the similarity matrix ( n x n ) is smaller than the covariance ( or 
correlation ) matrix ( p * p ) required in the calculation of the 
principal components. This smaller matrix requires less computing 
effort to construct and manipulate. Principal coordinates analysis 
can be used if the data set is incomplete since a similarity coefficient 
can be generated on all characters present in both individuals. Clearly 
since the axes in multidimensional space are the characters themselves, 
then unless all the characters have values, the individual cannot be 
mapped into that space. When the data set is complete, principal 
coordinates analysis yields almost identical results to principal components 
analysis.
The calculation of the principal components requires the 
use of either the covariance or the correlation matrix. Using the 
terminology defined above, where i^ is the kth character on the Hh 
individual, then we may define :
n _
E ( T  _ ^  ^  ' m  )Covariance = j=J_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
n - 1
where F  is the mean of all character values in column k and m is the 
mean of all character values in column m. The covariance shows how 
closely two characters are related ( e.g. the length of the left leg 
will probably be closely related to the length of the right leg, and 
these characters wouid have a high covariance ). The correlation 
coefficient is a very similar measure, but is scaled by the product
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of the standard dev ia tions o f k and m
* ( \  ' ¥  ' m )
Correlation coefficient = — =- - - - - - - - - - - - - - - - - -
z (ik -¥)2x E (i -n)2 
i=l K i=l m
The projection of the points ( each representing an
individual ) into p dimensional space may well be elongated in the
direction of the largest measurements ( e.g. the largest measurement
may be total body length, since this will inevitably be a larger
number than any inter-body distance, e.g. length of left leg ). The 
use of the correlation coefficient has the effect of scaling the 
character axes so that the data extends an approximately equal distance 
along each of the p axes. In this projection, the similarity of 
individuals is inversly proportional to the distance between them, 
i.e. the closer two points are, the more similar they are.
Ordination
Once a cloud of points in a multidimensional space is 
achieved the primary axis is chosen as the line of best fit through 
this cloud. The best fit is judged as the axis which maximises the 
variance of points projected onto that axis from the multidimensional 
space ( crudely, to maximise the range or spread of the points along 
that axis ). The second axis is chosen to be independent of the first 
and to maximise the variance. The third axis is chosen to maximise 
the variance and be independent of the first two, and so on. It 
is to be hoped that the first three axes account for 90% or more of 
the total variance.
By use of these programs the shapes of data sets can 
be compared directly producing a graph of the variation. These 
techniques have been applied to the study of T. elliotti in batch 
growth ( see Section 5 ).
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Section 5
Batch Growth
Introduction
The growth of microorganisms can take place in either 
an open or a closed system. In an open system there is a nett flow 
of material into and / or out of the environment, such as in chemostat 
culture ( see Section 6 ) or in many natural habitats. In a closed 
system, there is a conversion of food material to biomass with no 
nett chemical gain or loss to the outside environment ( convention 
dictates that gaseous echange be ignored in aerobic systems ), such 
as in batch culture. The simplicity of innoculating a flask containing 
some sterile growth medium with a few cells, then following the resulting 
growth pattern belies the true complexity of this phenomenon. Assuming 
that the variability of the physical and major chemical state parameters 
are eliminated ( e.g. temperature, pH, dissolved oxygen, etc. ) then 
we have a situation in which the growth is dependent on the food 
available ( Monod, 1935 ). If we also dicount the effects of cell - cell 
inhibition due to crowding and other density - dependant effects, we 
may generalise the batch growth curve to that shown in Fig. 39.
There may be an initial delay before growth begins while 
the cells adapt to the fresh medium ( the lag phase, I ), then there 
is an acceleration ( II ) into the exponential ( or logarithmic ) 
phase ( III ). This phase is exponential since the culture will double 
in a constant period, so that the mass of cells present will be a 
power series with time. As the food is depleted, the growth rate 
declines ( decelerating growth IV ) until the stationary phase is reached 
( V ). During this phase, the cells are resting, existing on food 
reserves. This stationary phase is followed by the decline or death 
phase ( VI ), where the numbers begin to fall due to the effects of 
starvation.
This form of growth curve will apply to cell numbers or 
the biomass. The fate of the mean cell volume is somewhat different, 
since the largest cells grow fastest ( Curds & Cockburn, 1971 ) the
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Figure 39
Batch growth curve, separated into six phases: I lag;
II accelerating growth; III exponential growth; IV decelerating growth; 
V stationary phase; VI death. ( After Pirt, 1975 ).
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highest mean cell volume would be expected where the growth rate was 
highest, i.e. during the log phase, and should show a decline into 
the stationary phase. This relationship will be dicussed in detail 
in a later part of this section. The behaviour of the biomass and 
numbers curves would be expected to follow each other closely, differing 
only in detail, since the numbers of cells is liable to change, in an 
average experiment, by 2 orders of magnitude or more. This size of 
change is not matched by any other property and hence the biomass 
curve should be expected to be only subtily different from the numbers 
curve.
The condition of balanced growth, much discussed in 
recent years ( e.g. Koch & Schaechter, 1962; Williams, 1971 ) is 
probably never achieved in most batch cultures. Balanced growth can 
be said to occur when all the properties of a cell population are 
changing at the same rate, and all distribution functions of cell 
properties are stable with time. It may be possible that this 
condition can be achieved by subculturing cells from the exponential 
phase ( I I I  ) into new flasks, where there will be no lag or acceleration 
phases ( I & II ) and the cells will continue to grow at their maximum 
rate. This is not, however, true batch growth, but a form of semi- 
continuous culture, since essentially the culture is being maintained 
in excess food at all times by a renewal procedure.
Reproducibility
A requirement for any study of growth is that the growth 
curve should be reproducible in any set of physical conditions. Figure 
40 shows the growth of T. elliotti in four separate flasks each containing 
0.05% PPYE and 100 mg I-1 glucose grown on a lateral shaking machine 
( see Section 2 ). It may be clearly seen that the flasks are indest- 
inguishable ( see Appendix 23 ). The deviations between individual 
flasks may be estimated by taking the percentage difference of each 
pair of data points and then estimating the mean of these differences.
The mean error for each of the curves was 3.8% for the numbers,
2.9% for the mean cell volumes, 4.6% for the biovolumes and 16.2% for 
the skewness. Thpce values were considered to be within acceptable 
limits for the system being employed ( of. Table 3 ). The error in
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Figure 40
Batch growth of Tetrahymena elliotti in 500 mg I -1 PPYF., 
with 100 mg 1 " ‘ glucose in reciprocating shaking machine. Individual 
growth curves ( quadruplicate flasks ) are shown in Appendix 23.
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the skewness measure was large but the character is derived and the 
computation extensive. It therefore occasions no surprise to find 
that it shows by far the largest error.
The curve of numbers against time shows an exponential 
rise, with no lag or acceleration phase. Evidence on Tetrahymena 
growth to data has indicated no fundemental deviation from the form 
discussed earlier and described in Fig. 39 ( Elliott, 1973; Hill, 1972 ). 
The rapid onset of the death phase is therefore an unusual feature. It 
will be suggested that this declining phase is in fact the stationary 
phase, but that there is a death rate pervaiding the entire culture.
As was noted earlier, the biomass curve closely follows the numbers 
curve. The rate constants are slightly different, since the biomass 
curve is the numbers and the MCV, which changes throughout the culture 
period.
The mean cell volume ( MCV ) shows an initial rise to 
be at a maximum during exponential phase and then falls rapidly to 
a minimum just before the culture reaches maximum population. As the 
population maximises and begins to decline the MCV increases.
The skewness, which is a fundamental form parameter 
of the volume distribution, and is independent of the location of 
the distribution, shows an increase to maximum at about the same 
time the MCV shows a minimum. This relationship of maxima and minima 
implies a certain inverse relationship between the MCV and the skewness. 
The nature of the change in skewness is reasonably sure in spite of 
the comparitively large error in its measurement ( 16.2% ).
The Lag Phase
Estimation of the duration of the lag phase in batch 
culture is most easily done by linear extrapolation of the log. phase 
( on a semi-log. plot ) and reading the intercept on the time axis at 
the level of the innoculum ( Fig. 41 ). The innoculum concentration 
was estimated by counting the cells in the innoculum culture ( 4% error, 
see Section 3 ), assigning an error value of 2% to the volume of the 
culture medium in the flask and 1% error to the volume of the innoculum.
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Figure 41
Batch growth of Tetrahymena elUotti on PPYE with 100 mg I*1 
glucose. The innoculum was estimated at 280 cells ml” 1 , which gives a 
lag time of 1.3 hrs. However, an^estimate of the error range o f <;the 
innoculum concentration gives a 30 % error in this figure, assuming that 
the extrapolated line is accurate ( correlation coefficient, r2 , 0.995 )
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In the example shown ( Fig. 41 ) this produces an error of 6.6% in 
the estimate of the iryfoculum concentration, and this gives a 30% 
error in the estimate of the lag phase. In this example the line 
of best fit has a correlation-coefficient ( r2 ) of 0.995 which is 
high, and so the error in the position of the regression line is small. 
If, however, there is a significant level of uncertanty in the regression 
line, this will extend the range of values the lag period may take 
within the experimental set-up ( Fig. 42 ). The omission of the 
first data point from the computation of the regression line in the 
second example changes the lag from negative to positive, and using 
both these lines, we have a possible error range for the lag period 
of about 300%.
Since the lag period was not of particular interest 
in this study no efforts were made to determine it with accuracy.
It would be reasonable to assess the lag period as being short 
( >1 generation time ) for all cultures observed here. Since the 
first measurements of the growth of the cells in batch cultures are 
the least reliable, because the counts of cells are lowest, then no 
conclusions can be drawn concerning the duration of the lag phase.
Although the lag phase as measured from the biovolume 
or numbers data may be short, the effect of dilution into fresh 
medium is strongly and rapidly reflected in the changes in mean cell 
volume ( MCV ). The error in the estimation of the MCV is the 
greatest in low density samples ( when least cells are accumulated 
by the channelyzer ) but the trend for rapid change is clear ( see 
Fig. 40 and Appendices 23 & 24 ). This indicates that even if the 
innoculum cells are drawn from the log. phase of batch growth and 
innoculated into fresh, pre-warmed medium there is a discontinuity 
observed in the growth which is reflected in the rapid change observed 
in the MCV.
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Figure 42
Batch growth of Tetrahymena elliotti on PPYE with TOO mg I ' 1 
glucose. The innoculum was estimated at 227 cells m l " 1 . The solid 
line is a linear regression based on all the data points, the broken line 
is a linear regression omitting the first data point ( at 2 hrs ).
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The Exponential Phase
In cultures of microorganisms with large mean cell 
volumes the familiar pattern of bacterial log-phase growth extending 
over 3 or 4 orders of magnitude is truncated. This is a purely 
practical problem associated with the range of concentrations over 
which measurements can be made. Cultures of protozoa at 104 - 105 
cells m l ' 1 are very dense, and it is rare to be able to achieve 
concentrations higher than this ( in biovolume terms 105 T. elliotti 
are approximately equivalent to 3x108 bacteria of 1 ym diameter and 2 ym 
long ). The Coulter counter is reliable when counting above 500 cell m l " 1 
in a diluted sample, and in practice the smallest dilution factor usable 
is x2, so that initial measurable concentrations are of the order 
1 ,X'103 . The effective range of study of protozoa in batch culture 
is hence only 2 orders of magnitude. Assuming that we may ignore growth 
phases I & II then within the two orders of magnitude of change we 
must express phases III, IV and V. ft is to be expected, therefore, 
that the experimental period in protozoan cultures is short. The 
estimation of growth rate ( here approximately 0.14 Hrs"1 ) is restricted 
to the earliest ( and least accurate ) portion of the data set. During 
the log. phase of growth the MCV decreases from its early maximum to 
a minimum, and the skewness increases. These observations indicate 
that the concept of 'balanced' growth clearly does not apply, since 
in no stage of growth is there a period of stable MCV. The continuous 
change of MCV during the log. phase particularly is an observation 
which disagrees with the concept of a strict link between MCV and 
growth rate.
Decelaration Phase
The decelaration phase is ill defined, particularly 
with respect to its starting point. As the cell concentration 
increases the accuracy of measurement increases and there is a tendancy 
to weight early decelaration phase data points over early log phase
O- - -
when fitting a straight line to a log plot. During the decelaration 
phase the substrate concentration decends from being in excess ( and 
hence supporting growth at y ) through K to near zero, as the growth
maA S
rate decreases. Use of a curvilinear regression technique should therefore
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y ie ld  good estimates o f the growth parameters from th is  region.
The MCV increases throughout this phase, an observation 
which was not predicted by the hypothesis of a direct link between 
growth rate and MCV. The skewness falls from its maximum value at 
the end of log phase to an intermediate value which is held in the 
stationary phase.
Stationary Phase
The growth curve in Fig. 40 seems to show no stationary 
phase. However, the decline in cell numbers probably reflects cell 
death due to mechanical disruption rather than starvation. The 
phenomenon of cell death will be discussed below. The slope of the 
latter portion of the growth curve is about -0.028 hr"1 which is 
about 15% of the slope in the exponential phase ( 0.14 hr"1 ). The 
MCV continues to increase during this period, and the skewness is 
approximately constant.
Cell Death
The absence of a classical stationary phase prompted 
a study of the mechanical aspects of Tetrahymena cultivation. The 
reciprocal shaking machine used in the production of Fig. 40 had been 
dismantled when this study was undertaken, but the new orbital shaking 
machine was tested. The observed growth rate of T. elliotti varied 
very little with orbital shaking speed ( Fig. 43 ), the speed being 
measured with a stroboscope.
The effect of sparged aeration ( air blown into the 
culture through a sinta-glass aerator ) on the growth rate was 
considerably more severe ( Fig. 44 ). The air flow rates were measured 
using a rotameter. The growth rate with no aeration is probably 
depressed due to a lack of available oxygen, and the culture at 600 ml min*"1 
showed no definite growth, but a considerable level of uncertainty 
applied to thns estimation due to the e r r o r ’involved in counting very.o -■'
dilute populations.
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Figure 43
The observed growth rate of Tetrahymena elliotti grown on 
an orbital shaking machine. The slope of the line of best fit is 
-0.0000207, the intercept is 0.13 h r ”1 and the correlation coefficient 
( r2 ) is 0.3414.
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Figure 44
The observed growth rate of Tetrahymena elliotti with 
different aeration rates. The slope of the line of best fit ( excluding 
the first and last points ) is -0.000232 with an intercept at 0.167 hr-*
( correlation coefficient, r2 , is 0.996 ). Magnetic stirring in all cases 
&•■-■■■■ was at 200 rpm.
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Magnetic stirring was also tested for its effect on 
cell growth. The speed of the magnetic stirrer was estimated by 
fixing a reed-relay between the magnetic stirrer and the growth 
vessel. Every turn of the magnet closed the relay twice ( once for 
each pole ) and an osciloscope was used to measure the frequency of 
these pulses. The observed growth rate was depressed by increasing 
stirrer speed ( Fig. 45 ).
Lennartz & Bovee ( 1980 ) showed that vitamin E 
( a - tocopheryl succinate ) induced gigantism in Blephavisma amevicanum. 
They suggested that the antioxident properties of vitamen E protected 
the pellicle from oxidative damage, strengthening it and allowing the 
formation of very large cells. The hypothesis that increased oxygen 
availability caused fragility in T. elliotti was tested by adding 
vitamin E to test cultures. Vitamin E is not soluble in water, and 
a stock solution was made in ethyl alcohol ( 0.1 M ) and diluted into 
proteose peptone medium where it formed a colloidal mixture ( a t  10"4 M ). 
Tetvahymena elliotti took up the vitamin resulting in higher maximum 
biovolumes, and in the control culture extra glucose was added so that 
both cultures would reach the same final,.biovolume. No difference in 
growth rate could be detected between the two cultures ( Fig. 46 ).
It is therefore concluded that the depression of the observed growth 
rate is due to cell death brought about by mechanical means.
Experiments in quickfit fermentor vessels ( aeration,
Fig. 44 and magnetic stirring speed Fig. 45 ) when extrapolated back 
to zero stirring and aeration give an unhindered specific growth rate 
of 0.19 h r -1 in this medium compared to the observed value of 0.14 hr"1 .
It is of interest to note that the orbital shaking machine supported 
a growth rate of 0.13 hr " 1 irrespective of speed. Whereas the static 
cultures may have been oxygen limited the stirred cultures used the 
normal microbiological practice of the culture volume being no more 
than 1/10 th the flask volume. This normally gives oxygen transfer 
rates high enough to support vigorous bacterial growth, and it is 
unlikely that T. elliotti cultures were oxygen limited under these 
conditions. Since it is known that sufficient nutrient was present 
( from i h e  final biovolumes ) and if it is assumed that oxygen transfer 
rates were adequate then the only remaining possibility is that mixing
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Figure 45
Observed growth rate of Tetrahymena elliotti with 
different magnetic stirring speeds. The slope of the line of best 
fit is -0.0001206 with an intercept at 0.151 hr**1 ( correlation 
coefficient, r2 is 0.661 ). An aeration rate of 100 ml m i n -1 
applied to all cultures.
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Figure 46
The growth of Tetrahymena elliotti in the presence ( x ) 
and absence ( o ) of vitamin E.
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in these flasks was not adequate, perhaps because of antagonistic 
phenomena between the protozoans oral or somatic ciliature. Mixing 
tests with water and a crystal of potassium permanganate showed a 
rapid dispersion of colour throughout the fluid bulk. This hyp'othesis, 
although unlikely, seems to represent the only possibility in the 
light of present data.
The Mean Cell Volume
The behavior of the mean cell volume through the course
of a batch culture ( Fig. 40b ) begins as expected on the basis of the
assumption that MCV is related to growth rate, i.e. maximum size is 
achieved quickly, in early log. phase, followed by a decline as nutrient 
is depleted and the culture enters deceleration phase. The rapidity 
of the decline during log. phase does not, however, support this 
hypothesis, since during log. phase, food is still in excess ( since 
growth is proceeding at maximal rate ). If MCV were dependent on 
growth rate alone, then for this period a high MCV would be expected 
declining as the culture passed into the deceleration phase. Two 
hypotheses can be presented to account for this behavior.
The first hypothesis would require that cells introduced
into fresh medium would synthesis many food vacuoles. This idea is
supported for particulate medium by the observations of the rates 6f 
vacuole formation in T. pyriformis by Chapman-Andresen & Nilsson ( 1968 ). 
This strain of Tetrahymena requires particles for growth at normal rates 
( Rasmussen & Modeweg-Hansen,1973 ) which are supplied by proteose 
peptone when it is autoclaved ( see Section 2 ). Cells of T. elliotti 
were routinely examined after vapour fixation over 2% osmium tetroxide, 
under which conditions food vacuoles are indistinguishable. Cells go 
through a burst of food vacuole formation in the presence of particulate 
material, but this tendency is rapidly lost if food vacuole formation 
is unnecessary or unproductive, which would explain the decrease in 
cell volume. It is difficult, on the basis of this hypothesis, to 
aVcount for the rise in MCV as the cells enter stationary phase. It 
is plausable that the living cells may be taking up fragments of those 
individuals disrupted by the shaking procedure. Ascmbre cells are 
destroyed more material may be taken into food vacuoles.
131
The second hypothesis involves the concept of 'physiological' 
state'. The size of a cell at division reflects the 'fittness1 of the 
cell which depends on its physiological history. Initially the cells 
expand to accomodate the newly synthesised systems for dealing with 
the new food source, and as growth proceeds redundent cellular components 
are diluted out, or turned over, resulting in smaller, more efficient 
cells. As food is depleted, then new cellular components must be evolved 
for the new, low food environment and cell volume again begins to rise, 
until in stationary phase it plateaux out. This decreased size with 
increased efficiant substrate utilisation is appealing since Curds & 
Cockburn ( 1971 ) observed that in continuous culture a 'steady state' 
in terms of numbers was achieved relatively rapidly, but the value of 
the MCV decreased slowly to a minimum level, related to the dilution 
rate. This slow loss of MCV in cells -feeding on bacteria was probably 
an adaptive process considering the rate at which it occured.
The situation in T. elliotti batch cultures is probably 
a combination of both these hypotheses, since the latter hypothesis 
probably could not account for the extent or rate of the changes of 
MCV observed. This means that the MCV of a population of T. elliotti 
cannot be used to characterise its growth rate or its physiological 
state.
The Skewness of the Volume Distribution
Although the MCV cannot be used to estimate the position 
of the cell in the batch growth cycle the shape of the distribution 
of cell volumes has been observed to change with dilution rate in 
Pseudomonas aeruginosa ( Gilbert et al. , 1978 ) and CTilorella fusoa 
var. vaauolata ( Owen et al. , 1977 ). The tail of the volume distribution 
is a machine produced artifact ( see Section 3 ) and so classical 
skewness estimates based on the method of moments ( see Section 4 ) 
are of little value. The skewness measure decreases rapidly after 
innoculation ( Fig. 40d ) i.e. the distribution becomes larger 
( increasing MCV ) and more symmetrical. The skewness then increases 
throughout log. phase reaching a maximum at approximately the'samec>
time that the MCV shows a minimum. The deceleration phase, when the 
MCV begins to increase, shows a slight decrease in the skewness,
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followed by a plateau value. The stationary phase skewness is not 
as low as the initial value demonstrated after dilution into fresh 
medium. The increase in skewness indicates that the variance of 
the sizes of cells about to divide is increasing, so that as cells 
approach their minimum size for a given growth rate the control of 
division size the control of division size is less strict. This 
phenomenon may be a consequence of the physiological history of the 
cells, showing that prolonged, rapid growth in excess nutrient strips 
away the more rigorous controlling mechanisms by which individual 
cells regulate their growth as being unnecessary.
The Shape of the Volume Distribution
The shape of the volume distribution was studied over 
the course of a batch growth cycle by use of multivariate analysis. 
Principle coordinates analysis was used since it was computationally 
simpler than principle components. The dimension of the space into 
which the individuals are mapped is equal to the number of individuals 
minus one in principle coordinates and equal to the number of characters 
in principle components. In the case of volume distributions there 
are about 36 distributions, depending on the experiment, each with 
121 data points, or characters ( see Section 4 ). The volume distr­
ibutions were projected onto an absolute size scale, and their similarity 
assesed by the means of the squared differences of the frequencies at 
a set of sizes. This similarity matrix was used as the basis for 
principle coordinate analysis and the results are shown in Figs 47 & 48. 
These figures show that the overall shape of the distribution changes 
in a systematic manner. The distribution number 1 is the innoculum 
and reflects the status of the culture from which it is taken. In 
Fig. 48 it may be seen clearly separated from the subsequent distributions. 
Three vectors are plotted here and are best imagined in three dimensions. 
The culture begins to grow in the bottom right of Fig. 47. The shape 
changes to nearer the central axis ( V2 ) and returns to the lower 
right ( distribution 7 ). The changes of shape then take the culture 
over the central crest and down to distribution 12, returning to the 
lower right side by distribution 25. Comparison of the position of 
distributions 7 and 25 in Fig. 48 shows that the return to the right 
side is "deeper"'in the V 3 axis. The culture then progresses to
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Figure 47
Results of a multivariate analysis of Tetrahymena elliotti 
batch growth. The data sets used in this anaysis were volume distributions, 
considered sequentially from innbculation ( point 1 ) to stationary phase 
( point 36 ). This plot is Vector 2 against Vector 1. Point 15 coincides 
with point 13, point 30 ^coincides with point 1 and point 33 coincides 
with point 10.
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Figure 48
Results of a multivariate analysis of Tetrahymena elliotti 
batch growth. The data sets used in this- analysis were volume distributions, 
considered sequentially from innoculation ( point 1 ) to stationary phase 
( point 36 ). This plot is Vector 3 against Vector 1. Points 35 and 36 
are coincident with point 34 and point 15 coincides with point 13.
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d is t r ib u t io n  36 again fo l lo w ing  the centra l maximum o f V2 .
No mathematical explanation of the biological meaning 
of these vectors can be made, since they are arbitrarily chosen by 
the multivariate program as the axes which show the greatest variation. 
The inference that may be drawn from these results is that the shape 
changes demonstrated in T. elliotti volume distributions are ordered, 
and therefore controlled.
The growth curve to which these distributions relate 
is shown in Fig. 49, with the points numbered sequentially, as in 
Figs. 47 & 48. The relationship to the MCV is similarly shown in 
Fig. 50. From an examination of the inflection points in these 
curves it is clear that vector 1 is size dependent, since the MCV 
maxima occur on the right side and the MCV minima occur on the left 
of Figs. 47 & 48. Vector 2 maximises approximately half way along 
each linear fragment in Fig. 50, and what this represents is unclear. 
Vector 3 maximises at the second MCV maximum and minimises at the 
first, the intervening minimum value being intermediate. As in vector 
2 the meaning of this relationship is unclear. To determine what is 
being measured by each of these vectors it is necessary to run a 
principle components analysis. This analysis is beyond the scope of 
the Museum computer at thts time ( attempts at this analysis ran for 
more than 24 hours without reaching completion ), but clearly warrents 
further attention. The general form of these multivariate results 
( vector 1 vs vector 2 being generally curved in a quadratic manner ) 
was found for all the data sets studied.
Models of Growth
The basic model of population growth used in this study 
was proposed by Monod ( 1950 ). It may be stated :
y " ymax Ks + s
where y is the rate of growth, y is the maximum rate of growth with
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Figure 49
Growth of Tetrahymena elliotti in batch culture on 500 mg I**1 
PPYE with 100 mg I”1 glucose. The curve may be split into 4 approximately 
linear fragments. The intersection of these fragments occur at the 
turning points in the multivariate analysis ( see Figs. 47 & 48 ).
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Growth of Tetrahymena elliotti in batch culture on 500 mg 1 1 
PPYE with 100 mg 1 1 glucose. The curve divides into 4 approximately 
linear fragments. The intersection of these fragments occurs at the 
turning points in the multivariate analysis ( see Figs. 47 & 48 ).
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unlimited substrate concentration ^  s »  Kg ), s is the substrate 
concentration and Kg is a constant equal to the substrate concentration 
when y is half ymav. The units of y and ym3v are reciprocal time ( h r "1 )
lllaX iTlaX
and those of s and Kg are usually mass per unit volume ( g I-1 ).
This relationship was by comparison with steady state enzyme kinetics, 
using the argument that in any sequence of reactions the overall 
rate is defined by the slowest step, and hence the kinetics of the 
whole complex reaction can be represented by the kinetics of a single 
enzyme. This model has been widely accepted as a first approximation 
( Powell, 1967 ). The form of the relationship is a rectangular 
hyperbola, defined by the substrate in the above equation.
The model for growth can be constructed now by definition, 
using differential equations.
—  = yX —  = -  y -
dt dt Y
where x represents biomass and s substrate concentration. The units 
of biomass depend on the measurement method employed, and here are 
unit!ess. The concept of unitless biomass requires explanation, 
and arises out.of the use of biovolume ( the product of the number 
of cells with their mean volume ). The units of biovolume are 
clearly volume but expressed per ml ( or volu m e"1 ) and are hence 
unitless. The figure represents the portion of an unit volume of 
culture which is taken up by living material, being of more or less 
constant specific gravity, and so directly proportional to mass. The 
term Y is the substrate conversion coefficient, which converts the 
units of biomass concentration to the units of substrate concentration
( here g I"1 ). The units of the constant Y are therefore g "1 1.
The term yield for this constant has been avoided deliberatly since 
the yield of a culture is by convention unitless, and can only 
be estimated if both substrate concentration and biomass concentration 
are measured in the same way ( e.g. as organic carbon, see Curds & 
Cockburn, 1968 ). An additional problem regarding the yield figure 
concerns the substrate itself. Strictly the concentration of the
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substrate considered above should refer to the limiting nutrient for 
the culture. In any mixture of substrates there is likely to be one 
which will be depleted first, and hence all the others will be in 
excess. The nutritional requirements of Tetvahymena are extensive 
( Rassmussen & Modeweg-Hansen,1973 ) and the usual medium for growth, 
including that used here, is undefined ( proteose* pejxtone with yeast 
extract ). This medium is a complicated mixture of amino acids and 
small peptides produced by the tryptic digest of beef. The nature 
of the limiting nutrient in this mixture is unknown, but it is 
likely to be a carbon / energy source ( based on the linear response 
of maximum biomass with glucose concentration, see Section 2 ). Under 
these circumstances, we can calculate the concentration of glucose 
which would give the same biomass as the peptone in a batch culture, 
and hence use, for the purposes of mathematical modeling, a value of 
glucose equivalents ( see Section 2 ).
The first alteration to the basic Monod model for use 
with T, elliotti batch cultures involves the inclusion of a term to 
account for the cell death observed in the batch culture. It was 
assumed that the death rate was proportional to the number of cells 
present in the culture, which is reasonable if the death is brought 
about by mechanical means. The resulting growth equations are then:
dx __ ds x—  = yx - y ,x —  = - y -
dt a dt Y
where y^ is the specific death rate.
The yield of cells is, by definition
y i e l d  -  ** =  <121 . _ L
ds dt cis 
dt
and for the Monod model :
140
yield = —  = H . y  = -Y
dS - yX
so that, integrating,
x = -Ys + c
where c is the constant of integration. If, at the begining of the
experiment, the substrate concentration is s and the innoculum
concentration is x . theno
hence
x = Ys„ - Ys + x^ o o
x - x0 = ( s0 - s )Y ( 13 )
For the model with death rates
y i e l d  = dx =  -  Yf y m a x  '  y d  )  s -  Y , y d - Ks
ds y___.Smax .s
Y ~ V Ks T_ _ Y f  ^ m a x  '  ]
’'max ’’max
integrating, this gives :
x l n ( S ) - Y l 1,max ~ " d 1 . s + c
max
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Similarly, if the initial conditions are and so o
C = X - ln(sl + Y( ~ "4 ) .s
0  ’‘m a x  0 wmax 0
so :
^ ,yd * Ks . Yf ymax ~ y
X ■“ X ^ ** m ( s  /s) +  ±1 ( S - s ) ( 14 )
0 y 0 yMmax Mmax
In the Monod model of growth in batch culture, the 
maximum population is reached when dx/dt => 0 , hence,
dx _ g ym a x ,s —
dt Ks + ?
now, given that and K are positive constants, then either x
maX s
or s’ must be zero, and if the population is at a maximum, then x > 0 ,
Let the values of biomass and substrate at population maximum be
x" and 7  respectively, then :
7 = 0
using equation 13,
Now for the model incorporating cell death
dx n / v -—  = 0 = ( y -  y ,  ) . x
dt 0
y max s
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s V K s
y m a x  " y d
and using equation 14 :
1nf foOwAih + -
.. V“ m a x  I y d . K s
It is clear that, even for a given set of constants, "x 
is not linearly related to sQ , but for larger sQ the log term will 
become relatively small, so that the response will tend to linearity 
as s Q increases, as has been observed experimentally, ( F i g . ’4, Section 
2 ) and shown theoretically ( Fig. 51 ). If y d is small with respect
to vimaX5 then at higher values of sQ this equation approximates to a
line parallel to the Monod yield relationship, so that a reasonable
estimate of Y can be made.
The parameters of the model were fitted by the simplex
method, in the case of the model incorperating cell death, and by
the uni dimensional golden section technique to provide starting points 
for the simplex method. The slope of the latter portion of a batch
growth curve ( Fig. 40c ) was used as the specific death rate
( approximately 0.028 h r**1 ) and the best value of Ks was calculated 
for a series of ymnv values in the region of 0.1 to 0.5 hr"1 . These
maX
studies reveiled that for any y - v a l u e  the goodness of fit surface
near the optimum Ks was a steep valley ( Fig. 52 ), and the minimum of
the valley varied in a linear fashion with the value of y , ( Fig. 53 ).max ' 3 '
This result is surprising and useful, since the best Kc for any ys max
can be calculated in a simple analytical manner, and so the unidimen­
sional search procedure can be applied to the valley bottom. This
showed an assymptotic approach to a minimum at high values of y and K .max s
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Figure 51
I N I T I A L  S U B S T R A T E  C O N C E N T R A T I O N  ( G L "1 )
The biomass of Tetrahymena elliotti produced in a batch 
culture. Theoretical prediction ( solid line ) based on the model 
incorporating cell death. Parameter values were vmax= 0*22 hr*"1 ,
K =0.65 g I-1 , y ,=0.035 hr"1 , Y=2.5433 g "1 1 and x =0.01. The dotted s. d r 3 o
line shows a linear extrapolation of the upper portion of the curve. The 
broken line shows, for comparison, the biomass produced in the absence of 
cell death.
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Figure 52
The relationship between the goodness of fit of the model 
incorporating cell death with batch growth data and the Kg value for a
fixed ymax
unique minimum.
This relationship shows a well behaved function with a
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Figure 53
The relationship of the best Kg fitted by uni dimensional
optimisation to a series of ymav values. The slope is 3.023, the intercept■ a. • max - -‘ i
is -0.35 and the correlation' coefficient ( r2 ) = 0.9999988.
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This technique is unfortunately not readily useable in 
three dimensions, and so variation of the third parameter ( y^ ) was 
examined using the simplex method. The results of simplex optimisation 
of the growth curves in Appendix 24 are shown in Table 6 . From the data 
it may be infered that the specific death rate is constant ( 0.035 h r ”1 , 
standard deviation 0.006 h r "1 ) and that the ratio of ymnv to K isITIaX s
constant ( 0.34 h r "1 g ’1 1.). at biologically unreasonably large values
°f and K_. If we consider the form of the specific growth rate, max s
s
then for very large values of ymax and K s ( Kg »  s ),
p ■ s = 0.34 s
Ks
The implication of these results concur with those of 
the two dimensional study to show a direct proportionality of the 
growth rate to the substrate concentration for dissolved organic 
nutrients.
Data
set y d ymax Ks
^max
K s
EXT 0.0320 6.130 x 108 1.813 x 10® 0.3381
EX2 0.0315 2.4-10 x 1010 6.871 x 1010 0.3507
EX3 0.0419 2.650 x 109 7.612 x 109 0.3481
EX4 0.0285 2.857 x !08 8.719 x 108 0.3277
EX5 0.0450 3.119 x 109 9.276 x 109 0.3362
EX6 0.0361 1.404 x 1010 4.115 x 1010 0.3412
EX7 0.0321 1.768 x 108 5.306 x 10® 0.3332
EX8 0.0279 3.754 x 107 1.141 x 10® 0.3290
EX9 0.0369 1.660 x 109 4.728 x 109 0.3511
EX10 0.0365 2.877 x 1010 8.314 x 1010 0.3460
Table 6
Evaluation of kinetic constants for batch growth of 
Tetvahymena elHotti. The mathematical model incorporating cell 
death was fitted to the data sets shown in Appendix 24 using the 
simplex optimisation procedure.
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It should be made clear that these results could occur 
in one of two ways. Firstly, it is possible that the response of 
T. elliotti to dissolved organic nutrient mixtures is not hyperbolic 
in form, and does not conform to the Michaelis-Menten concept of 
enzyme kinetics. Alternatively, it is possible that the Kg of the 
system is larger ( or of the same order ) as the initial substrate 
concentrations used here. In this latter case the responce of the 
system would be restricted to the lower portion of the Michaelis- 
Menten relationship ( see Fig. 54 ) and the system of analysis 
employed here would be unable to determine the constants. For satis­
factory results from constant estimation.^methods, the data must extend 
to near the final (’vmax ) plateau region, otherwise the degree of  
extrapolation must be unacceptable. This means that the initial
substrate concentrations must be well in excess of the K value estimateds
for any confidence to be placed in the results.
The model generated here, notwithstanding the above 
considerations, fits reasonably well to the data, and has been used 
to estimate the growth rate of the cells throughout the course of 
the batch cultures. These growth rates have been related graphically 
( Fig. 55 ) indicating that for most values of observed growth rate 
the skewness was essentially constant ( considering the error involved 
in its estimation ).
At present, it must be concluded that the shape analysis 
of the volume distributions derived from the Coulter counter cannot 
be used to estimate growth rate or the 'physiological s t a t e 1.
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S U B S T R A T E  C O N C E N T R A T I O N  ( G L _1 )
The relationship of growth rate to substrate concentration 
defined by the Michaelis-Menten equation:
y " vmax * K  + s 
In very low substrate concentrations ( s < Kg ) the relationship 
approximates; to linearity.
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Figure 55
Relationship of the skewness of the volume distribution 
to the growth rate, estimated from mathematical modelling of batch 
growth.
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Section 6
Continuous Culture
Introduction
The term 'continuous culture' strictly refers to any 
system where cell populations are supplied with fresh growth medium 
continually with time, so that the culture of organisms does not go 
through the growth / death cycle of batch cultures ( Fig. 39 ). The 
object of the experiments carried out in this study was to run a specific 
type of continuous culture apparatus, known as a chemostat. The name 
implies a system which is able to hold the chemical parameters of a 
growth vessel static. This is achieved by pumping fresh growth medium 
into a vessel ( stirred for homogeneity ) which maintains a constant 
culture volume ( V ml ) by allowing a mixture of spent medium and cells 
to leave the vessel at the same rate that fresh medium is entering 
( F ml hr”1 ). The physical characteristics of this system are defined 
by the' dilution rate ( D = F/V h r”1 ), so that the.mean retention time 
may be calculated by its inverse ( 1 / D  ). Consider a chemostat vessel 
containing an homogeneous suspension of particles at m Q g I"1 . The 
rate of outflow will be proportional to the current concentration, 
m, and the flow rate of the system, F, and inversely proportional to 
the volume of the vessel, V, so that :
—  = -  m = Dm 
■dt V
Integrating,
1n(m) = Dt + c
but at t=0 , m=ni . hence : o
c = ln(m0 )
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—  .-Dt 
m. = 6
and if m=£m , i.e. half the material has been removed in time t, then
ln(2) = Dt .
The constant t  is the median retention time, and is the 'half-life' 
of the particles in the system*
In chemostat culture cells will grow, if the dilution 
rate is within certain limits, until they come to a steady state, so 
that the growth rate is balanced by ( and equal to ) the dilution rate. 
How, precisely, this is achieved biochemically, will discussed below, 
but at this juncture we should consider the differences between this 
method of cell cultivation, other methods of cultivation and batch 
culture.
Clearly, continuous culture is an example of an 'open' 
system (of closed systems, Section 5 ) comparable to many natural 
environments. Batch cultures have been discussed in an earlier section, 
and as has already been pointed out, may be extended to semi-continuous 
culture by very frequent sub-culturing. In a chemostat, the dilution 
rate ( and hence the steady-state growth rate ) is experimentally 
determined by adjustment of the pump rate and/or the flask volume.
If this growth rate is less than ym a X J The maximum specific growth 
rate, then there are two places on a batch curve where the same rate 
may occur; one in the acceleration phase ( II ) and one in the decel­
eration phase ( IV ). The question that now presents itself is to 
which of these states ( II or IV ) is the chemostat culture equivalent ? 
It clearly cannot be the acceleration phase ( II ) since here the cells 
are large, and all nutrients are present in excess. The comparison is 
better in the deceleration phase ( IV ) since growth is limited by 
substrate availability, but even here the cells are in a period of
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rapid physiological change ( of changes in the MCV in this period ).
In truth there is no period in a batch culture where the cells resemble 
those from a steady-state chemostat culture in a physiological sense 
( Powell et at. , 1967 ).
The situation in the exponential phase of batch culture 
may be approximated and extended by use of a turbidostat or by use 
of fed batch cultures ( see Pirt, 1975 ). The turbidostat monitors 
the cell density ( originally by turbidometric methods, hence the 
name ) and adjusts the medium flow accordingly. The biomass may be 
monitored in any suitable fashion ( e.g. C02 evolution, conductivity, 
etc. ) without altering the principles of operation. Fed batch cultures 
can look like a chemostat, but without the outflow. In this system, 
the dilution rate starts at a high value, and slowly falls as the 
culture volume increases. Neither of these devices have been used 
in this study.
The growth rate of cells in a continuous-culture apparatus 
puts them under considerable selective pressure ( Tempest & Neijssel,
1967 ) favouring those with rapid growth rates and efficient substrate 
utilisation. Cells isolated from the natural environment must be 
resilient to large fluctuations in physical and chemical parameters 
( temperature, light, pH, ionic strength etc. ) but these capabilities 
are not required in chemostat situations. This means that cells less 
able to compete will be removed from the system ( via the overflow ) 
and natural population structure ( for single species ) may show a 
significant drift. The experiments of Curds & Cockburn ( 1971 ) 
show a slow, gradual loss of MCV of T. elliotti in chemostat cultures 
which may have been adaptive change. Care should be exercised, therefore, 
in terms of the length of experiments on natural populations.
The Ages of Cells and Cellular Components
The age of a cell is usually taken to be the elapsed 
time since its birth, and the age distribution is therefore the 
variation in the ages of a population of cells at any instant. The 
age distribution is not the same as the distribution of generation 
times, which represents the variability of the ages of cells at division,
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and is not a function of time. The age distribution is time dependent 
until balanced growth is achieved. This distribution is related to 
the distribution of cell volumes ( Powell, 1964 ) but is of no fund- 
amenta! interest to this study.
In the higher organisms a new individual, at conception, 
contains very little biomass transfered from its parents. Unicellular 
organisms, however, contain about half the biomass that they will 
finally acquire, at the moment of birth. Energy generation and several 
other fundamental metabolic processes occur at membrane surfaces, in 
mitochondria in most eukaryotes, which are commonly associated with 
the cell surface. The metabolic potential of a given individual can 
thus be affected by the age ( since its formation ) of its pellicle 
area, since its construction may have taken place in a largely different 
environment which may have required a different quantitative arrangement 
of the pellicle. New pellicle in most unicellular organisms, and certainly 
in Tetrahymena, is formed in a central annular ring, so that each 
daughter cell has half the pellicle of the mother cell ( possessed 
from birth ) and half synthesised within the preceeding generation.
Thus the age of a given pellicular area can affect the growth of the 
cell and account for at least some of the variation seen at any time 
instant. In any given generation half the cells will have half their 
pellicle one generation old, half the remaining cells will have half 
their pellicle two generations old, half the remainder will have half 
their pellicle three generations old and so on ( Fig. 56 ). This 
situation will apply to batch culture, where no cells are lost from 
the system, but in a chemostat culture one half of every division must 
be removed ( on average ) to maintain steady state. The probability 
of an individual being washed out increases with time ( 1 - e ^  ), . 
and the effect of this is to severly truncate the pellicular age 
distribution by removing cells with older pellicles. This has been 
shown experimentally in yeast cells ( where bud scars define the pellicular 
age ) ( Beren et al. , 1967 ) and has been discussed as a means of accounting
for bacterial variability ( Collins, 1967 ).
Distributions of other cellular properties are also
affected in a similar manner. The development of the shape of the
distribution of cell volumes in a growing population assumes that
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Figure 56
Age distribution of pellicular portions. Pellicle produced 
in the preceeding generation is shown shaded. Based on a cell with newly 
produced pellicle, the distribution of cell ages ( in the older half of 
the pellicle ) is a series which halves the remaining older age group. •
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each dividing cell will remove one large cell from the population and • 
add two small cells. Clearly, in a steady state chemostat, one of 
these small cells must be removed from the system in order to maintain 
a steady state. These cells will not be selected and removed, but will 
be washed out of the system at some time before their next division.
( if one of each pair of sisters is not removed, it will be balanced 
by both of another pair being washed out ). This, clearly, will have 
a significant effect on the distribution of cell volumes and indeed 
the same argument applies to any other cellular property which is a 
function of cell age ( in the sense of individual age from division ).
Physiological State and Growth Yield
The concept of physiological state, discussed briefly 
in Section 5, is also significantly affected by chemostat culture.
Malek ( 1976 ) defines "pysiological state" as "a genetically defined 
set of metabolic activities of cultures, their integrated physiological 
unity, with their components heirarchically structured according to 
their significance in metabolic and genetic processes, with a clear 
dependance on the history of individual cells and populations". He 
seeks to clarify this somewhat cumbersome and non-specific definition 
by stating " the physiological state is simultaneously the result 
of external conditions and the starting point for potential changes 
under the framework of the genetic content ". The essential point 
pertaining to this discussion is that the physiological state is a 
time vector, and it is not historical, but its history determines 
the development of cellular properties under altered environmental 
conditions. Throughout a batch culture, cells are altering their 
physiological state, since the state of any individual cell reflects 
the state of its ancestors ( although the more remote the ancestor 
the less influence it may exert ). If the recent ancestors of a 
cell were in a different physiological environment ( in excess 
nutrient for example ) then the extant cells cannot display balanced 
growth. Powell ( 1972 ) estimates that about 10 generations under 
constant conditions must elapse before growth of a cell is essentially 
free from those ancestral influences.
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Howell ( 1967, 1969, 1972 ) has sought to describe and 
quantify this effect via a term he calls the metabolic coefficient ( q ). 
This term represents the mass of substrate consumed per unit time by 
unit mass of organism :
where t?max is the maximum rate of substrate consumption and K is the
saturation coefficient from the Michaelis-Menten expression. The
yield ( Y ) is then given by dividing the growth rate by the metabolic
coefficient ( v/q ). The known gross deviations from Monods' relationship
arise from variation in Y. It is not often remembered that Y is not a
function of substrate alone, but also depends on the uptake of non-limiting
"nutrilites" ( Powell. 1967 ). The concept of /maintenance e n e r g y1
( Pirt, 1975 ) or 'endogenous metabolism' ( Herbert, 1958 ) also affects
the yield since at low growth rates a greater proportion of the cells
consumption will be required for maintenance purposes ( energy consumed
for purposes other than the generating of biomass ). This will
decrease the yield with decreasing growth rate. Powell ( 1972 ) seeks
to replace the constant 4max by a function q {s,Q) containing a term
#(s(t)) known as the metabolic activity functional. The function q
can be thought of as the 'potential metabolic activity' which approaches
its steady state value for a given s ( so for large s, approaches <7 )rnax
as Q becomes constant with time. This is a rational basis for the 
introduction of time lags in growth models which has tended to be 
somewhat ad hoe. ( e.g. Cushing, 1977; Luckinbill, 1973; Thingstad & 
Langeland, 1974 ).
Mathematical Theory of the Chemostat
The principles of operating the chemostat were established
by Monod ( 1942, 1950 ) ( in French ) and by Herbert et al. (1956 )
( in English ), and will be outlined here. In general there is no 
virtue in simply reprinting previously published research without adding 
further observations or theories, but in this case what should be well 
known is unfortunately often overlooked. The current literature contains
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basic misunderstanding of chemostat theory. Two examples of this are :
(i) Hamilton & Preslan ( 1970 ) who describe 'non-fodd limitation'
at low dilution rates. Curds & Bazin ( 1977 ) have pointed out that
the washout observed by these authors can be explained by calculation
of the critical dilution rate for the substrate concentrations used.
(*ii) Yee et al. ( 1981 ) have described a method for estimating u
3 max
which is essentially the same as Pirt ( 1965 ) and which has been 
published in text-book form ( Pirt, 1975 ). The method is a very 
clear extension of Herbert et at. ( 1956 ) and involves growing cells 
at a high dilution rate and measuring the rate of change of biomass, 
which gives ymav when added to the dilution rate ( see below ). The
maX
method has a very serious limitation, however, involving input substrate 
concentration and the current biomass level and is not qualified in 
the treatment of Yee et al. ( 1981 ). Chemostat theory is clearly 
laid out in Herbert et al. ( 1956 ), Malek & Fencl ( 1966 ), Monod 
( 1950 ), Pirt ( 1975 ) and Powell ( 1965 ).
The essential elements of a chemostat are shown in 
Fig. 57 ( of Fig. 9, Section 2 ). The physical constraints' are :
(i) The volume of the culture must remain constant.
A simple weir type of overflow usually secures sufficient accuracy
( of Section 2 ), but in low volume culture vessels ( 100 ml or less ) 
the volume of the culture may vary with surface tension and flow rate.
(ii) The stirring must be adequate to approximate to 
'perfect mixing'. This means that the liquid flowing into the culture 
vessel should be instantaneously dispersed throughout the culture,
and that the effluent is drawn equally from all parts of it.
{Hi) for aerobic growth the dissolved oxygen 
concentration must be so high that an increase does-' not increase the 
growth rate.
Given these physical characteristics, we can define the 
most important parameter, the dilution rate, D. This is the ratio
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Figure 57
Schematic chemostat apparatus. Fj- F3 .: Cotton wool 
filters. S : Sample port . Medium flows from the reservoir via the 
metering pump at a rate F ml h r'1 into the growth vessel ( containing 
V ml of culture ). The culture is aerated and culture and air leave 
the growth-chamber together, to be collected in the waste reservoir.
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culture ( V ml ). Like the growth rate of the organisms ( y ) it 
has the dimensions of reciprocal time and is independent of the volume 
of the vessel. If NQ is the number of particles present in suspension 
in a chemostat at time tQ , and N particles are present at time t, then
N = NQ e -Dt (15)
The probability of one particle remaining for a time t
is at least N/N q which is e -Dt , because N/N q is the relative frequency
of residence times greater than t. To find the mean value of the 
residence time ( 0 ), we must multiply each individual residence value 
by the relative frequency of its occurence, and add :
= ;° t d
f t  1 00
- / tND d -5— = / Dt e 
0
-Dt dt
Since we know that :
at t = 0
and N = 0 at t =
we can find
thus the mean residence time is the reciprocal of the
dilution rate.
imi 11111 y uu uie Dio logical aspects of chemostat growth,
we must consider the relationship between the concentration of the
growth limiting substrate, the rate of growth and the dilution rate.
For organisms to persist in chemostat culture, clearly they must be
growing, and the fate of an individual depends on the balance between
the residence time and its generation time ( t ). The chances of
-Dtit remaining in the.vessel until it divides in two are e .
The relationship between growth rate and medium conc­
entration has been discussed in terms of batch culture and a general 
expression of this relationship may be stated :
d ln(x) 1 dx ^  = - - - -   = y (s)
dt x dt
where y(s) is a function of substrate concentration ( s ). We 
observe in batch growth that y(s) is essentially constant ( at 
ymax  ^ ov&r“'a w i d e ■range~of substrate concentrations, and that 
ordinary media must be very dilute before they restrict the growth 
rates of organisms. In a chemostat, the rate of change of biomass 
( dx/dt ) is the sum of the biomass produced by growth { x y(s) } 
less that washed out ( Dx ). Thus
~  = x { y(s) - D } 
dt
In the initial stages of a chemostat, where D is less 
than ymov and s . the substrate concentration in the medium reservoir,
ITlaX 0
is high enough to support growth at ym=v in batch cultures, then y(s)
Hla X
will be near enough ymax and dx/dt will be positive. The growing 
population will create an higher and higher demand for substrate until 
the concentration in the vessel ( s ) falls so that y(s) will become 
equal to D. The rate of change of biomass is now zero, and we have 
achieved a steady state. Similarly, for the substrate concentration 
the input to the system will be Dsq , and the losses from the system
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rate proportional to x and y (s ). Letting p be the constant of 
proportionality, then :
—  = Ds - Ds - P xy(s) 
dt 0
Initially, in the culture s is close to sQ and y is 
near ym a v , so that ds/dt is negative. As x approaches a steady state,
IiiG  X
it follows that s must also, and since D is equal to y(s) from above, 
we get :
D ( sQ - s ) - pxy(s) = 0
p
This expression is intuitive, showing that the biomass 
produced in steady state is proportional to the substrate consumed;
The constant p can be seen to be the inverse of.the yield ( the amount 
of biomass produced per unit substrate consumed ), and using x and i 
to denote the steady state values, we have :
x = Y ( sQ - i ) (16)
and y ( s ) = D
Further progress demands some assumptions concerning 
the nature of the function y. Monod ( 1942 ) first applied an 
expression based on a comparison of the growth process to single 
enzyme kinetics ( the well known Michaelis Menten equation ( Michaelis 
& Menten, 1913 )) :
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The constant u is the maximum specific growth rate,max w ,
observed for s »  Ks , and is the 'saturation constant'. The value
of is the substrate concentration at which y(s) is half u s _  ^ ' max.
For steady state conditions ( writing D for y(s) ) :
Hmax
and from (16)
K D
x = Y ( s0 - )
y - D max
The maximum practical dilution rate, say D will
be achieved as x tends to zero. This limit gives :
.. K D
S - s crlt = o
0 v - D . .Mmax c n t
D crit = vmax 7 ^ 7 —  <1 8 >
s 0
The yield, defined under batch conditions as dx/ds, 
cannot be applied to steady state chemostat equations since both 
dx/dt and ds/dt are zero, and cannot be divided reliably.
Other models of the relationship between substrate 
concentration and growth rate have been proposed, and some of the major 
model types are discussed below.
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Moser's Equation
The expression of Monod ( equation 17 ) represents a 
rectangular hyperbola, and variation in the parameters can change 
the scale but not the form of the curve. Moser ( 1958 ) replaced 
the first power of s in (17) by an arbitrary power, giving a greater 
degree of flexibility to the shape of the curve.
An objection to this expression occurs as s approaches 
the origin. Consideration of the gradient of y with s ( i.e. dy/ds ) 
shows that as s tends to zero, if r is greater than one the gradient 
tends to zero and if r is greater than one the gradient tends to 
infinity. This latter condition in particular is difficult from the 
standpoint of biochemical explanation. There does not appear to be : 
any justifying hypothesis for this major increase in equation complexity.
Teissier's Equation
Teissier ( 1942 ) considered that the effect of an 
incremental increase in s on the growth rate must be less the nearer 
the growth rate is to its maximum value. Constructing an hypothesis 
of simple proportionality :
integrating
w = » w  { 1 ’ e " s / T )
The 'saturation constant', i.e. the substrate concentration 
where the growth rate is half its maximum value is at Txln(2).
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Powell's Equation
Powell ( 1967 ) developed a model of growth based on 
diffusion of substrates into the region around the cell. It should 
be pointed out that Powell ( 1967 ) considered a static cell with 
passive diffusion to active transport sites, but the same considerations 
may be applied to organisms which actively exchange boundary fluids by 
increasing the diffusion rate constant in the model. His expression 
is, by the nature of the assumptions he has made, more complicated 
than the others reviewed here and may be stated :
y =
y ( K + L  + S ) max v_ _ _ _ _ _ _ _ _ _
2L
4Ls
( K + L + s )2 j
The constant K is the Michaelis-Menten constant of the 
enzyme reaction responsible for active transport and the constant L 
represents the physical characteristics, the geometry of the system 
and includes the maximum 'metabolic coefficient'. Since these are 
both positive constants, then :
( K + L + s  )2 > ( L + s ) 2 = ( L - s ) 2 + 4Ls
and since ( L - s )2 must be positive ( because it is a squared value ), 
then the last term in the root in the Powell equation must be less 
than unity, and by expansion with the binomial theorem, retaining only 
two terms of the expansion,
s
which is the same form as Monod, but with an apparent saturation 
constant ( K + L ).
The values for x,s and D for the above models are 
described in Appendix 25, and the models are illustrated in Fig. 58.
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Equations of growth scaled to the same saturation constant.
The ordinate ( relative growth rate ) is the fraction u/u , and themax
abscissa ( .relative substrate concentration ) is similarly s/K . The 
models are (ct) Monod ( black ) (b) Teissier ( green ) (c) Mosef*, r=2 
( red ) and (d) Powell, L=1OK ( blue ). The latter two models also 
intersect at s/Ks=3. Redrawn after Powell, 1967.
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One other model has been considered which is completely 
separate from the above. It has been a common concept in zoological 
literature that the predator growth rates depend on prey availability 
per predator ( e.g. Cutler & Crump, 1924 ). This means that the specific 
growth rate is a function of biomass as well as of substrate concentration 
and has been formulated mathematically by Contois ( 1959 ) although he 
did not comment on this earlier useage. The model may be stated :
S/X V; s
" ' Pmax B + s/x = W m x  Bx + s
The constant B is no longer a saturation constant, and 
has units of concentration per biomass.
This model is fundamentally different from those mentioned 
above because of the x ( biomass ) term. It has considerable effect 
on the chemostat equations, in that :
DBYs„ 
i « - - - - - - 1
- D + YDBmax
Ys ( u  - D ) 
x - o v Hnax '
i - W  " D + YDB max
( see Appendix 25 ). The important point in these expressions is that
the solution for washout ( x -*■ 0 ) occurs at irrespective of s .max o
This observation is at variance with the observed phenomenon ( Herbert 
et al. , 1956 ), but the concept of substrate per biomass has support 
from other workers ( Bazin, 1981; Curds & Cockburn, 1971; A. Dauppe, 
personal communication ). The most likely cause of discrepancy 
between models and data will arise from assuming that yield is independent 
from growth rate.
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The concept of maintenance energy arises from the 
postulate that cells require energy for growth ( the production of 
new biomass ) and for other maintenance and turnover functions essential 
to the smooth running of the cell. The expression 'maintenance 
energy' has been used by Pirt ( 1965 ) and the term 'endogenous 
metabolism' has been used by Herbert ( 1958 ) to express the same 
idea. If we retain the symbol y to mean the observed growth rate
( dlog(x)/dt ) then we can say :
y = g - m
where g represents the growth rate of biomass production and m repre­
sents the rate of turnover and other maintenance functions. The units 
of g and m are reciprocal time.
To construct the rest of the growth equations it is 
useful to introduce the term q for the metabolic coefficient ( Powell, 
1967, 1969 ) which governs the consumption of substrate, and the 
potential yield, Y , which is the biomass that would be produced from
V
unit mass of substrate if maintenance requirements were zero. We may 
now state :
dt
—  = Xy = ( g - m )x 
dt
The growth rate would be Y q were it not for the 
maintenance losses, so that
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9 = V
and the observed yield, Y, will be
Y = ( Y gq - m )/q = Yg - m/q
but
q = i
Y
g
therefore
Y = Y — Ji—
9 y + m
The effect on biomass levels in the chemostat equations is striking,
x, - Dx
dt
—  = D ( S - s ) - qx 
dt 0
( s0 - s ) D
x = Y -- 5- - - - - -
9 D + m
so that as D becomes small, x becomes small.
If we retain the Monod expression for the form of q,
then we get :
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Illd A
and so
Y = Y 1 -
'( Kg + s ) m
( ii + m ) s v Mmax 1
and hence, in chemostat cultures : 
x = Y_ soD
KS D '
D + m u - D umax
s = K D + m 
vmax ' D
Further analysis could be used to demonstrate the effect 
of non-constant yield on the other growth models mentioned above. The 
purpose of this review of growth models is to point out those equations 
fundamental to the operation of the chemostat ( 15 & 16 ) and the large 
set of possible alternatives that can be generated by one or two basic 
and biologically reasonable assumptions. The application of the very 
simple partition of the energy available to the cell into a constant 
amount ( maintenance ) and the rest converted in direct proportion 
into biomass may be naive, but its effect on the equations is dramatic. 
In general, the more parameters involved in the model, the more likely 
it is to fit if the data is used to asses the parameter values, and on 
this basis further complication is unjustified at this stage.
Chemostat Culture of Tetrahymena elliotti
The apparatus used for continuous culture has been 
decribed ( Section 2 ). Tetrahymena elliotti could not be brought 
to steady state in these conditions ( Figs. 59, 60 & 61 ). The 
apparatus was tested using Klebsiella pneumoniae cultured on the 
minimal medium of Curds & Cockburn ( 1968 ) ( see Section 2 ) and was 
found to produce satisfactory steady states, as judged by optical
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Tetrahymena elliotti in continuous culture, D 
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density measurements ( Fig. 62 ). This result indicates that oxygen­
ation levels, mixing and flow rates are adequate for maintenance of 
bacterial cultures, which are more dense than the Tetrahymena cultures 
used here. This in turn implies that the physical conditions are not 
incompatible with steady-state development.
Examination of the theory of continuous culture shows 
that cell death ( brought about by physical means ) is not incompatible 
with steady state operation if it is at a relatively low level. Death 
by mechanical means can be modeled in the same way as maintenance 
energy, except that the specific death rate is a function of the 
physical conditions ( aeration rate, stirring rate, etc. ) and not a 
function of dilution rate. If we use y^ for the specific death rate :
—  = ( y - y , )x - Dx 
dt a
—  = D ( s - s ) - qx 
dt 0
and a steady state will occur when :
y = D + y^
For simplicity, if we assume constant yield, then
Chemostat 
culture 
of 
Klebsiella 
-pneumoniae 
measured 
by 
optical 
density.
L O U O
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YD ( so - 5 ) = ( D + yd )
. YD ( s - s )
x = - - - - - -- - - - -
D + ud
if we assume Monod kinetics, then :
y = D + y . = y — - M Md Mmax Ks + s
D + yd s = K 0
S v,—  - Dmax
and so
x = YD
s. Ko s
D + y . y “ D d Hmax
As was mentioned earlier, the term 's' in the above 
expressions represents the concentration of the growth limiting s ub­
strate. Failure to establish steady state populations may be due to 
an idiosyncrasy in the medium composition. Kurowski et at. ( 1973 ) 
have demonstrated that Agrobacterium tumefaciens grown on a - methyl 
glucoside as a carbon source will come to steady state under carbon, 
nitrogen or phosphorous limitation, but under magnesium limitation 
shows sustained oscillations. The role of magnesium in ribosomal 
structure is central to the cells metabolism, and there is a threshold 
growth responce to magnesium concentration shown by mammalian cells 
( Birch & Pirt, 1971 ). It is likely that the concentration of magnesium 
in the chemostat at steady state would have been below that threshold 
value. As the concentration was lowered by cellular consumption, 
growth was inhibited causing washout until the magnesium concentration 
had risen above the threshold and growth re-started. This explanation 
would provide a driver to sustain oscillations in biomass.
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It has been shown that T. elliotti cultures are carbon / 
energy limited ( see Section 2 ) and the magnesium effect discussed 
above cannot apply to these cultures. The nutrition of the closely 
related species T. pyriformis is known to be complicated ( Rassmusen 
& Modeweg-Hansen, 1973 ) requiring 17 amino acids, 4 bases and 9 
vitamins in addition to glucose, the usual trace metals and buffers.
Under these circumstances, it is exceedingly difficult to define a 
suitable group for limitation, since the limitation of one component 
may be relieved by the presence of another ( Kidder & Dewey, 1951 ).
The growth of T. elliotti in this study was supported by proteose 
peptone, an enzymic digest of fresh meat, which contains both free 
amino acids and short peptide chains. Preferential utilisation of 
this mixture could give rise to the same 'threshold' effect discussed 
above, since utilisation of some part of the medium may begin when 
some prefered component has falTen below a threshold value. Growth 
on the second component will be slower ( since rapid growth is selected 
for in chemostat situations and the preference for compounds will be 
directly related to the growth rate that they will support ) and hence 
the population will begin to wash out. This phenomenon is similar 
to the diauxie ( Pirt, 1975 ) observed in batch cultures. Investigations 
of the biochemical basis of the failure to achieve steady states was 
beyond the scope of this study.
Chemostat Culture of Tetrahymena pyriformis
Suhr-Jessen et al.( 1977 ) have demonstrated that 
T. pyriformis will establish steady states in chemostat culture, and 
as a further check on the physical characteristics of the continuous- 
culture system used here steady states of T. pyriformis were establised. 
The time available allowed three steady states to be established 
( Table 7 ).
Other Continuous Culture Experiments
Two stage cultivation of T. elliotti was attempted, 
following the method of Curds & Cockburn ( 1971 ). Problems of wall 
growth and bacterial floculation prevented the technique being employed.
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Dilution rate ( h r”1 ) 0.05 0.10 0.15
Biovolume 0.0080 0.0042 0.0222
Numbers ( m l "1 ) 442 249 1096
MCV ( Coulter f ] 18111 16920 20263
MCV ( optical y m 3 ) 11957 10737 14894
Skewness ( Appendix 7 ) 0.0951 0.0554 0.1070
Skewness ( optical ) 0.0116 0.0114 0.0076
Table 7 A_Cgmgarison_of_T1_27/r^)fopm^s_at_Three_SteadY_States.
Tetrahymena -pyriformis was grown in 0.5% proteose peptone 
to steady state at three dilution rates. Tetrahymena elliotti 
grown in the same medium failed to establish a steady state, 
f The size calibration constant was assumed to be the same 
as for T. elliotti
Tetrahymena patula was cultivated as a predator of 
T. elliotti with the aim of creating a system where the substrate 
concentration ( s, in this case T. elliotti ) could be measured. 
Tetrahymena patula is a large ciliate ( approximately 250,000 y m 3 ) 
and proved to be very fragile. Although thriving test tube cultures 
were maintained attempts to cultivate T. patula in a system with 
mixing ( either by shake-flask or by magnetic stirring in fermentor 
vessels ) resulted in the rapid decline o f  the population, even in 
the presence of abundant prey. Various typ/e of stirrers were invest­
igated,, including vertical reciprocators, air sparging and magnetic 
stirrers as slow as 20 r.p.m., no method was found that would permit 
cultivation of T. patula in homogeneous suspension.
Concluding Remarks on Continuous Culture
It has become clear during the course of these attempts 
at chemostat culture that cultivation of bacteria presents different 
problems and requires different solutions to the cultivation of ciliated 
protozoa. These problems are primarily associated with ensuring a 
constant dilution rate and achieving homogeneity of the culture medium. 
It has become clear that vigorous aeration cannot be used to achieve 
mixing or ensure an adequate level of dissolved oxygen due to the 
dilaterious effect exhibited on the cells. Magnetic stirring bars at 
speeds less than that required to establish a vortex are not likely 
to give good mixing in terms of dispersion of the fresh medium.
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Establishment of a vortex in the glassware used here requires stirring 
speeds in excess of 500 rpm at which point there is extensive cavatation 
and the stirrer is unstable, tending to fly off its centre. For a 
fermentor vessel without baffles-, oxygen solution rate increases linearly 
with stirrer speed after a threshold value ( the establishment of a 
full vortex ) ( Pirt, 1975 ).
Further developments in continuous culture of ciliates 
to allow examination of the problems outlined above require attention 
in two main areas, i.e. mixing and aeration. These two problems are 
linked, since aeration involves exchange of the gasses dissolved in the 
culture medium with those incthe gas phase. Mixing should be improved 
by minimising shear forces and maximising turbulance. Systems for low 
•shear mixing include the rolling fermentor ( Ugolini et al. , 1960 ) and 
vibrating agitators ( Ulrick & Moor, 1965 ), although Klein et al. ( 1971 ) 
have grown mammalian cells at high stirring rates in laboratory 
fermentors. Pirt ( 1975 ) has suggested that shear forces may not 
themselves be deletereous but may emphasise deficiences in the growth 
medium. The use of low shearing mixing in combination with increased 
oxygen transfer efficiency, possibly by increasing the amount of 
oxygen in the gas phase, or by increasing the total pressure, should 
provide a means to study the nutrient problem.
The operation of fermentors at low dilution rates ( > 0.1 h r -1 ) 
raises certain problems in connection with the dilution rate. The 
problem of low flow rates and rising wier-type overflows has been 
discussed ( Section 2 ) and is minimised by increasing the fermentor 
size, but additionally there is the problem of evaporation. The air 
used for the continuous-culture apparatus is essentially dry when 
entering the system and wet when leaving. This is an increase in the 
dilution rateeffectively with biomass feedback, since only water will 
leave the chemostat vessel. The use of humidifiers after cotton-wool 
air filters presents problems in maintaining sterility over the 
extended culture times necessary with slow growing cultures. A system 
of equalling the humidity of air before and after the fermentor vessel 
is needed, and clearly the less air is used the less severe the problem 
will be.
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In general, therefore, attention must be paid to the 
physical aspects of running continuous cultures, in particular to 
ensure that a reasonable approximation to the operating principles 
can be achieved.
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Section 7
Conclusions
The growth process in microorganisms is still poorly 
understood, but it may be simply summarised by saying that a cell 
absorbs nutrients, of which at least some are converted to biomass, 
and the cell eventually divides. Furthermore, an hyperbolic relation­
ship between nutrient consumption and growth is usually observed in 
cells with fairly high growth rates such that the growth rate increases 
with substrate concentration and assymptotes to a maximum value.
Monod ( 1942 ) compared cellular growth with enzyme kinetics and 
proposed that a rectangular hyperbola could be used to define the 
function of growth rate with substrate concentartion. This hypothesis 
has now become well established, as a first approximation, among 
microbiologists, but it is unlikely that it will be proved correct.
In enzyme kinetics the rectangular hyperbola is defined in steady- 
state terms which do not apply to most cell-growth systems. The 
approaches of Teissier ( 1942 ) or Powell ( 1967 ) are much more 
likely to provide elucidation of the mechanisms, although neither 
of these models are used often in current literature.
The question of microbial response times can also be 
rationally approached via the model of Powell ( 1967 ). If some 
functional term is introduced into the expression linking growth 
rate to the substrate consumption, it could be used to define the 
lag of the system to changing conditions. Remembering that the yield 
is defined by the relationship between the rate of substrate consumption 
and the growth rate ( the rate of biomass production ) then /this term 
will also produce the phenomenon of non-constant growth yields.
None of the above questions can be readily answered by
y
growing Tetvanmena in proteose peptone unless substantially more work 
is done on the nature of the nutrient and growth limiting factor. Indeed 
the applicability of kinetics of the above mentioned type to the natural 
environment is questionable because most studies have been based on 
the concept of a single limiting nutrient, ignoring the effects of 
secondary uptake of other nutrients. Indeed, comparison of Tetrahymena
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nutrition in proteose peptone is probably closer to natural conditions 
than studies using single limiting nutrients in defined medium.
The use of a Coulter counter with Channelyzer was 
found to be less reliable than it had been hoped. The counting 
facility was, in general, found to be rapid and reliable, but the 
machine proved to be "awkward" at times; under these circumstances 
noise was introduced into the electrical signals rendering counts 
and sizes unreliable. These conditions can be recognised by the nature 
of the pattern on the oscilloscope and the addition of a small peak of 
'particles' in the accumulating distribution. The problem of noise 
was minimised by siting the Coulter counter in a room with a metal 
mezzanine floor containing water pipes ( thus electrically earthed ) 
to minimise airborne signals. The cable run to the building's 
electrical distribution board was minimised, since it was found that 
a cable run of approximately 80 metres introduced standing waves on 
the Coulter counter's oscilloscope. The mains power supply into the 
Coulter counter and Channelyzer was filtered ( attenuation from 390 KHz 
to 470 MHz ) and checked for 10 V spikes. Less than 10 spikes were 
recorded in 2 hrs indicating that the mains supply was practically free 
from noise.
The accuracy of the Coulter counter when counting the 
number of cells present was found to be outside the manufacturers 
quoted 2%, but this was probably due to the errors in dilution. From 
culture to count the overall reproducibility was 4%. The mean cell 
volume ( MCV ) was found to have a reproducibi1ity of 1% ( in Coulter 
units ).
The calibration of the MCV was found to be unsatisfactory 
using the manufacturers recommended methodi ( use of pre-si zed latex 
spheres or pol7,en grains ). Comparison with microscopic measurements 
of T. elliotti showed that the M C V 1s of cells measured optically and 
with the Coulter counter were linearly related, but the calibration 
line did not pass through the origin. For T. elliotti the conversion 
expression was found to be :
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MCV ( optical ) = 539.7 x MCV ( Coulter units ) + 5436
The strength of the diluent was found to affect the 
Coulter MCV, the stronger the diluent saline the smaller the observed 
Coulter MCV. This was attributed to the permiability of the cell 
pellicle to metal ions, and hence electrical charge. If the particles 
are semi conductive then the theory of sizing with the Coulter counter 
is innaccurate.
The shape of the distribution of cell volumes was found 
to be heavily positively skewed. Comparison of the distribution obtained 
by the Coulter counter with those obtained using optical methods, and 
with those derived from theory showed that the skewness was excessive. 
Hydrodynamic focussing was found to reduce the skewness of the Coulter 
distribution, such that the focussed Coulter distribution was 
indistinguishable in form from the optical distribution and the theo- 
etical distribution.
The batch growth of T. elliotti was observed to lack a
classical stationary phase. This was due to significant death rates
( of the order of 0.03 h r '1 ) which meant that the observed y values v ' max
of 0.14 h r '1 were better estimated by 0.19 h r'1 ( the 0.02 hr"1 
difference between the { 0.19 h r '1 - 0.03 h r '1 } and the observed rate 
was due to a rapid decrease in the growth rate and underestimating the 
best y ).
Mathematical models incorporating death rates indicate a 
direct proportionality between growth rate and substrate concentration, 
indicating that growth experiments were probably carried out in 
substrate concentrations below K .
Continuous cultures of T. elliotti in the weak growth 
medium did not come to steady state. Erratic oscillations were 
observed for a period of up to 1200 hrs ( approximately 100 generations ). 
The oscillations are thought to be due to utilisation of the mixed 
substrate, where threshold concentrations changed the effective kinetic 
cons t a n t s .
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Appendix 1
A FORTRAN Computer Program for Coincidence Correction.
A FORTRAN program for the solution of Type 1 coincidence 
is given below. Any complete program should include these lines in 
order, other program lines may be added where spaces are indicated.
For example, a simple loop could be constructed to generate a table of 
coincidence correction. In the following program C and A denote the 
coincidence constant ip and the number to be corrected respectively.
\
DOUBLE PRECISION A.B.C.H.R.T.Q
READ ( , ) C 
1 .
READ ( , ) A 
1=1 
R=C*A 
Q=DE X P (R)
B=A*Q
2 H=B
IF ( I.GT.500 ) GO TO 3 
1 = 1+1 
R=C*H 
Q=DEXP(R)
B=A*Q
IF ( T.LT.0.00 ) T = - l .0*T 
IF ( T.GT.0.001 ) GO TO 2 
WRITE ( , ) B
3 CONTINUE
GO TO 1
Figure 63 shows a graph of the corrected number against 
the observed count for a 200 ym orifice tube.
i
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Figure 63
Graph to show counts lost.due to coincidence using a 
200 ym orifice tube. The broken 1ine .represents a perfect ( no coincidence ) 
relationship. The solid line represents the observed count calculated from 
the computer program ( see the text ).
185
Appendix 2 .
To Show the Equivalence of the Shape Factors Derived by Grover et al.
( 1969a ) and Hurley ( 1970 ).
Grover et al. ( 1969a ) derive the expression :
1 _ m 2 m x c o s h - ^ m )  ^
y m 2 - 1 ( m 2 - 1 )3//2
where y is the shape factor for a prolate spheroid, and m is the ratio 
of length/breadth, i.e. m > 1
Hurley ( 1970 ) derives the expression :
t
s = - - - - - :- - - - -- - - - - - . (2 )
2 ^ -  g (g2 - 1 )1n{- o + 1 }0 0 N 0 _ 1
o
where S is the shape factor and
5 1
0 ( 1 - r2 V2
r being the ratio of breadth/length-, i.e. r < 1
Converting to the terms of Grover et al. ( 1969a )
JL
0 ( m 2 - 1 )
so that equation (2) becomes :
Y = 2 m L  - . " U r  ( J O L  -■ i ) In { m + }
m2-l (m2-!)2 ;m 2-l- • . m - ( m2-l )2
—  = m2 m 1  1n [ ni + ( m 2-1 )2 j ^
Y : m 2 - l  (  m2 - l  J ^ 2 2  m -  (  m2 - T
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By d e f in i t io n
cosh(x) = !( ex + e~x )
Let
x = cosh"1 ^ )  (5)
cosh(x) = m 
ex + e ’x = 2m
e2x + 1 = 2mex
\  -
/
e2x - 2mex + 1 = 0  
this is a quadratic equation in e , hence ( using the standard formula
for the roots )
x _ 2m ± ( 4m2 - 4 )2e =
= m ± ( m 2 - 1 )2
Now :
m + (m2- 1)2 _ ; { m + (m -1)2 }2 _ g2x
m - (m2-1)2 { m - (m2-!)2 }{ m + (m2-1)2 }
2x = ln(— —  IP12-.1)^.) 
m - (m2- l)2
* i  jln( ,)
m - (m2-,!)2
from (5)
cosh"1 (m) = i ln( -m + ,(l?!.2.:.1)' ) (6)
m - (m2-l)2
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t
s u b s t i tu t in g  (6) in to  (4)
1 _ m 2 _ m x c o s h ^ m )
y ra2 - 1 (. m 2 - 1 )3'2
which is the same as (1), the expression derived by Grover et al. 
( 1969a ).
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Appendix 3
A FORTRAN Computer Program to Determine the Shape Factor and Resistivity
of Cells
A FORTRAN computer program to itteratively solve Frickes 
( 1924 ) equation for the resistivity of a compound medium is given 
below. The expression may be stated :
Rp = RP + (X-1)*R2 + (X-l)*(R1-R2)*D *R2
R1 + (X-l)*R2 - (R1-R2)*D
\ :
i
where RP is the compound resistivity, R1 the resistivity of the cells,
R2 the resistivity of the suspending medium, D the proportion of the 
volume occupied by the cells and X the shape factor. The expression 
is first solved for a set of R1 values ( from each datum point ) using 
an assumed X. The average R1 is then calculated and a set of X values
is generated. The average X is calculated and the itteration is continued
for 20 cycles.
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p r o g r a m  c o n
P R O G R A M  T O  E S T I M A T E  T H E  S H A P E  F A C T O R  A N D  T H E  R E S I S T I V I T Y  
O F  C E L L  S U S P E N S I O N S
D O U B L E  P R E C I S I O N  A # B ( 8 > f R l { 8 ) , R 2 ( L . ) ‘» R P < 8 ) f X ( 0 ) * D ( 8 ) # X B , R B
D A T A  - 0 “ P R O P O R T I O N  O F  V O L U M E  O C C U P I E D  B Y  C E L L S
R 2  - R E S I S T I V I T Y  O F  T H E  S U S P E N D I N G  M E D I U M  
R P  - C O M P O U N D  R E S I S T I V I T Y
DC 1) = 0 .8 226 D-3  
D ( 2 ) = 1. 64 520-3 
D ( 3 ) * 3. 290 40- 3  
D C 4 ) = 4 . 1 13DD-3 
0 (5 ) =4 . 9 3 5 6 0 - 3  
D C 6 )= 5 ,7 5 6 2 0 - 3  
D (7 ) '6 . 5 8 P 8 D - 3  
D (8 ) =7 . 4 H 3 4 D - 3  
R 2 ( 1 ) s I . P B 2 0 0 4 D 3
R 2 ( 2 ) = l .000064 503  
R2C35 =0 .99 87 3 40 3  
R 2 ( 4 ) =2 .99 03 99 0 3  
R 2 ( 5 ) =0 . 90 81 4 23 0 3  
R 2 C 6 ) = 0 . 9 8 2 3 1 83D3 
R ? ( 7 ) * R 2(4)
R 2 ( 8 ) = 0 . 97 843 603  
R P (1) = i. 0 3 9 5 0 1 D3 
R P ( 2 ) =1 .3 41 6 66 7 03  
R P (3)3 1,0 30 927 803  
RP (4 ) = 1.-020408203 
R P ( 5 ) « I . 03 32 57 9 03  
R P C 6 ) = 1 . 00 572 5 10 3  
R P (7 )= 1,OB0O3 
R P C 8 ) = 0 .9 98 0 24 0 3  
DC 1 1=1,8 
8cn=R2cn/RPcn
1 CONT IN UE
SET FIRST SHAPE FAC TOR  (XR) TO 10 
MEA SUR E MEAN RE S I S T I V I T Y  (RB)
J«3
XB=1 O.0 D3
2 CONTIN UE  
J* J + 1
-. R 3 = 3 . 0 D 3 
DO 3 1 = 1 , 8
A « ( X B - X 3 * B ( I ) - D ( I ) * ( B ( I ) + X 8 ) ) / ( B ( I ) - l , 0 D 0 - D ( I ) * ( B ( I ) - X B ) )
R 1 C I) * R2 CI ) /A
3 RSsRB + R l (I )
RB =RB / 8. 0D 0
USING MEAN RE SI S T I V I T Y  ( RB) ME ASU RE MEAN 
SHAPE FACTOR
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X 0 - P I . O D 9  
D P  4 1 * 1 , 8  
A * R 2  ( I ) /Rfl
' X(I)»(D( i ) * B (  I) •(A-1.0OP)-A«*(B (I)-1.000 ))/<B(I)« 1,000-0(1 >•
H  A-1,OOP))
4 X B » X B + X C I )
X B » x 8 / 8 . a n o  
W R I T E  ( 6 , 1 0 0 )  J 
D O  5 K « 1 , 8
C
C W R I T E  O U T  E S T I M A T E D  R E S I S T I V I T Y  ( Rl ) A N D
C S H A P E  F A C T O R  ( X ) W I T H  T H E I R  M E A N S
C
5 W R I T E  (6,1,01) R 1 ( K ) , X ( K )
WRITE (6,102)R8,XR
C
C R E P E A T  F O R  2 0  C Y C L E S  T O  S E E  I F  Rl O R  X C O N V E R G E
C
IF ( J . L T . 2 0 )  G O  T O  2 
S T O P
101 F O R M A T  ( 1 H  , 5 X , F l l # 4 , 5 X , F 9 , 6 )
1 0 0  F O R M A T  ( 1 H , 5 H S T E P  , 1 2 )
1 0 2  F O R M A T  ( 1 H  , 1 0 H M E A M  Rl * , FI 1 . 4 , 5 X , 9 H M E A N  X * , F 9 . 6 )
E N D* * * *
I
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Appendix 4
The Procedure of Running A v e r a g e s .
In a series of data extraneous sampling variation may 
be masked by a smoothing technique. The procedure for smoothing used 
here is running averages.
the running averages of order M involves the addition of 
M adjacent entries, dividing by M, generating one new entry, being 
the arithmetic mean of this sub-set. So :
i
Consider a series of data :
.X,n
'i+l+W
where s represents the smoothed data set.
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1
2
3
4
5
6
7
8
9
i e
11
12
1 3
14
1 5
15
17
18
1 9
?C
21
22
2 3
2 4
2 5
2 6
2 7
2 8
2 9
31'
31
3 2
3 3
34
3 5
3 6
37
3 8
3 9
43
41
4 2
4 3
4 4
4 5
4 o
47
4 8
4 9
5 0
51
5 2
5 3
54
5 5
P R O G R A M  S M O O T H 1
C
C T O  S M O O T H  C O U L T E R  V O L U M E  D I S T R I B U T I O N S  B Y  T H E  M E T H O D  O F  R U N N I N G
C A V E R A G E S .  P O I N T S  F T O  F A R E  S U M M E D  A N D  T H E  A R I T H M E T I C  M E A N
C N N ♦ M
C R E P L A C E S  F .
C N
C
D I M E N S I O N  D C 1 H I 3 ) » N ( I M ) , I C ( 5 )
1 C O N T I N U E
C
C R E A D  IN C O U N T S  A N D  S C A L E  F A C T O R S .  N O T  T O  B E  U S E P  IN T H E  P R O G R A M
C
R E A D  ( 5 , l v n n ( I C ( I ) ,  I * l » 5 )
IF C I C C 1 3 . L E . 5 3  G O  T O  9 
R E A D  ( 5 , l H l ) A , W W , B C T
C
C R E A D  IN D I S T R I B U T I O N
C
D O  3 J s l , 1 0
R E A D  (5, 1 3 2 M N C I ) ,  1*1 # 1R)
D O  2 1 = 1 , 1 0  
K = ( J - 1 ) * 1 0 > I  
L « N (  I)
O C K ) = F L O A T ( L )
2 C O N T I N U E
3 C O N T I N U E
C
C ■ T H E  N U M B E R  O F  E N T R I E S  T O  B E  A V E R A G E D  O V E R .  T H E  L A R G E R  T H E
C V A L U E  O F  M T H E  G R E A T E R  T H E  F X T E N T  O F  T H E  S M O O T H I N G .
C
M r  2
C
C
C T H E  D A T A  S E T  IS R E D U C E D  F R O M  1 ? P  B Y  (M-n E N T R I E S
C
I = 1 0 1 - M 
D O  5 J = 1, I
SUMctf,o
D O  4 K 3 1 , M 
L = K + J - 1
4 5 U M = S U m .+ D C L I
D( J) 3 S U M / F L O A T  C 1-')
5 C O N T I N U E
C ■
C F I L L  T H E  R E M A I N D E R  O F  T H E  1 0 0  E N T R I E S  A F T E R  S M O O T H I N G  * IT H O ' S
C
L 3 I + 1
D O  6 J = L , 1 3 0
6 D C J ) = 3 . 3
C
C ■■•'RITE . T H E  C O U N T S A N D  S C A L E  F A C T O R S ,  I N C L U D I N G  T H E  S M O O T H I N G
C F A C T O R ,  M.
C
W R I T E  C 6 , 13 3 ) ( I C C I ) , 1 = 1 , 5 )
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5 6  W R I T E  ( 6 , 1 0 1 )  A , w w , p C T
5 7  C
5 8  C W R I T E  T H E  S M O O T H E D  D I S T R I B U T I O N
5 9  C
6 0 D O  8 I M ,  10
61 00 7 J « l # 10
6 2  K M I - 1 ) * 1 0  + J
6 3  E » D ( K ) * 0 , 5
64 N(J)*IFIX(-E)
6 5  7 C O N T I N U E
6 6  W R I T E  ( 6 , 1 0 2 ) ( N ( L ) , L ? 1 , 1 0 )
6 7  8 C O N T I N U E
6 8  G O  T O  1
. 6 9  9 C O N T I N U E
7 0  S T O P
71 1 0 0  F O R M A T  ( 5 ( 1 5 , I X ) }
7 2  101 F O R M A T  ( F 5 . 3 , F 5 . 1 , F 4 . 1 )
7 3 1 0 2  F O R M A T  ( 1 0 ( 1 4 ,  I X ) )
7 4  E N D
* * * *
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Appendix 5
The Calculation of the First 4 Moments from Coulter Counter Distributions
The moments of a distribution are calculated about the 
first moment about the origin ( the distribution mean ) by convention.
The general expression for the moments of order m  is p and can be 
expressed :
V = I ( x - u f. f(x)
m X=1
/
where x is the location ( channel number ), y is the distribution mean, 
f(x) is the normalised frequency in channel (x), and n is the number of 
channels, 100 in the case of a Coulter distribution.
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1 P R O G R A M  C O U L T
2 C
3 C P R O G R A M  T O  C O R R E C T  C O U N T S  A N O  C A L C U L A T E  T H E  F I R T  S 4 M O M E N T S
4 C F R O M  C O U L T E R  V O L U M E  D I S T R I B U T I O N S
5 C
6 D I M E N S I O N  B ( 5 ) , ID< 10) , 3 ( 2 ) ,  I C C  10) ,r'.ST( 1 0 3 )
7 R E A L  M 0 ( 4 ) , N , K U R T
8 C
9 C H E A D I N G
I O C
11 I*: R I T E  ( 6 , 2 0 0 )
12 C
13 C I N I T I A L I S E ,  N C  IS T H E  C O U N T  O F  D A T A  S E T S
14 C
15 N C « 0
16 1 N C s N C + 1
17 P = H , 0
18 C
19 C R E A D  IN C O U N T S ,  T H E N  C O R R E C T  F O R  C O I N C I D E N C E  ( S U B R O U T I N E  C O R R )
2 0  C
21 R E A D  ( 5 , 1 0 3 ) ( I C ( J ) , J » l , 5 )
2 2  D O  1 3  I d , 5
2 3  13 6 ( I ) s p L O A T ( I C ( I ))
2 4  IF ( ( 3 ( 1 ) , L E , 0 . 0 )  G O  T O  7
2 5  C A L L  C O R R ( B , N )
2 6  C
2 7  C R E A D  I N  D I S T R I B U T I O N  P A R A M E T E R S ,  F O L L O W E D  B Y  T H E  D I S T R I B U T I O N
2 8  C T H E  D I S T R I B U T I O N  IS H E L D  I N  D I S T ,  T H E  M E A N  IS C A L C U L A T E D  I N
2 9  C S ( l ) ,  T H E  S U M  O F  T H E  F R E Q U E N C I E S  IS I N  S ( 2 ) ,
3 0  C
31 2 R E A D ( 5 , 1 0 3 ) A , W W , B C T
3 2  W W = W W / 1 0 0 . 0
3 3  S ( l ) = 0 . e
3 4  S ( 2 ) = 3 . n
3 5  D U  3 1 = 1 , 1 3
3 6  R E A D  ( 5 , 1 0 2 ) ( I D ( J ) , J = 1 , 1 0 )
37  D O  4 I Q = 1 , 1 0
3 8  E = F L O A T ( I D ( i a ) )
3 9  I M s I B - 1 + ( I - 1 ) * 1 0
4 0  U = F L 0 A T ( I M )
41 I L = I M + 1
4 2  D I S T ( I L ) = E
4 3  S ( n = S ( l )  + C n * w ' . - U B C T ) * E * A
44 S ( 2 ) = S ( 2 ) +  E
4 5  4 C O N T I N U E
4 6  3 C O N T I N U E
4 7  C
4 8  C I N I T I A L I S E  A N D  C A L C U L A T E  T H E  D I S T R I B U T I O N  M E A N  IN M 0 ( 1 )
4 9  C
5 0  D O  5 1 = 1 , 4
51 5 M 0 ( I ) a 0 , 0
5 2  M 0 ( 1 ) = S ( . 1 ) / S ( 2 )
5 3  C
5 4  C F I N D  T H E  D I S T R I B U T I O N  M A X I M U M  (p) A N D  C A L C U L A T E  T H E  M O M E N T
5 5  C S U M S  IN M 0 ( 2 )  T O  M 0 ( 4 )
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5 6 C
5 7 D O  61 1*1 , 100
5 8 i r ( P . G T . D : S T ( I ) ) G O  T O  6 2
5 9 o b o i s t (i )
611 K «  I
6! 6 2 C O N T I N U E
6 2 0 0  6 J *? * 4
6 3 X « C ( F L O A T C I ) - i , 0 ) » r t W » n C T ) * A
6*1 x*x-no( 1 )
6 5 6 M O ( J ) s M O ( J ) * ( X « * J ) * O I S T ( I )
6 6 61 C O N T I N U E
6 7 c
6 8 c C A L C U L A T E  T H E  M O M E N T S .  N O T E  V A P  IS T H E  C O E F F I C I E N T  O F  V A R I A T I O N
6 9 c N O T  T H E  V A R I A N C E .
7 0 c
71 S Q s S G R T ( H 0 ( 2 ) / S ( 2 ) )
7 ? V A R s S D / M 0 ( 1 )
7 3 S K E w s M O ( 3 J / ( M O ( 2 ) * S O )
7 A K U R T « H 0 ( 4 ) * S ( ? ) / ( M 0 ( 2 ) * m q (PJ j
7 5 c
7 6 c F I N D  THE' D I S T R I B U T I O N  M O D E
7 7 c
7 8 C A L L  A M O D E ( D I S T , K , P K )
7 9 P K * ( P K * W W + B C T ) * A
8 0 W R I T E  ( 6 , 2 0 1 )  N C , N , M 0 ( 1 ) , S D , V A R , S K E W , K U R T , P K
81 0 0  T O  I
8 2 7 C O N T I N U E
8 3 STOP
84 lot) F O H U A T ( 5 ( 1 4 , I X ) )
8 5 10 I F O R M A T (5( 12, 1 3 , I X ) )
8 6 1 0 2 F O R M A T ( 1 0 ( 1 4 ,  1 X 1 )
8 7 10 3 F O R M A T ( F 5 . 3 , F 5 , 1 , 1 X , F 3 . 1)
8 8 2fc 0 FOR'-'a j  ( i h  1 , 5 X ,  1 4 M N I J M B E R  P E R  M|_, , 8 X ,  4 H M E A N , 9 X , 7 H S T D  D E V , 8 X ,
8 9 1 8 H V A A I A N C E , 8 X , 8 h S K E k' N E S S , B X , 8 m K U R T 0 S I S , 7 X , 4 M M C D E )
9 0 20 t F C R ;- : A T ( l X , I 3 , 6 X - r F 7 . 0 , 8 X , F 8 . 5 , 4 ( 5 X , E 1 1 . 5 ) , 5 X , F 5 . 7 )
91 E n d
* A A
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Appendix 6
Estim ation o f the Mode o f a D is tr ib u t io n
The method relies on the use of orthogonal polynomials 
( see section 28.18 in Kendall & Stuart, 1967 ). In the general case, 
a set of data may be fitted to some polynomial function of order k, 
but there is always the possibility that the fit may be better for a 
polynomial of order ( k + 1 ), and the lower order terms of these 
polynomials ( fitted to the same data set ) will not be related.
There exists, however, a special class of polynomials ( the orthogonal 
polynomials ), for which the lower order terms are stable, and so the 
fitting of a polynomial of order ( k + 1') will involve the calculation
of the ( k + 1 )th term and not the recalculation of the whole
polynomial.
If we represent the quadratic function we wish to fit 
to the data set by :
Y = 3o + BiX + 32x2
where Y represents.the frequency and x the location ( size ) in the 
Coulter counter distribution, then we can represent the orthogonal 
polynomial by :
Y = otQcJ)o (x) + ai<f>i(x) + 0 2 ^ 2 (x)
( equation 28.68 in Kendall & Stuart, 1967 ) where :
<f>o(x) = 1
<h(x) = x
*2(x) = x2 - —  ( n2 - 1 )
12
i
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( equation 28.82, Kendall & Stuart, 1967 ) where n = the number of 
data points to be used.
In the case of volume distributions, we select the 
channel containing the maximum frequency as our starting point 
( channel.m ) and use the 5 channels either side of it as the data 
sub-set to fit to the quadratic. The use of 11 points is arbitrary 
and has been chosen since it gives reasonable results for Coulter 
volume distributions. If the sub-set is signified by Xj to x ll5 
where x6 is the frequency in channel m, then the coefficients are 
calculated from :
/
n
z x.
i=1 1
cx0 = ------------------
11
-5xi -4x?-3x3-2xt+-X5+X7+2xR+3xq+4xi o+5xt i
a i ~
no
ISxi+exp-Xa-Gxtt-gxs-lOXfi-gxy-SxR-Xq+Gxi n+TSX] i
858
so,
Bo = ao + 10a2
Bi = oti
32 " a2
The coefficients used to calculate cq and a 2 are from 
Table 23 in Fisher & Yates ( 1963 ).
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We have now defined the quadratic curve which best fits 
the data. The maximum point may be found by differentiation of the 
expression, the maximum being where the gradient goes to zero.
Y = $0 + $iX + $2X2
— —  = $1 + 2$£X = 0
dx
xm = — = modal location
Rl O o
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It should be remembered, however,that the data is arranged 
around the mid-point, so that we must add the modal location to the 
location of the mid-point of the data set :
■k
mode M = + mm
To facilitate the fitting of model distributions, we 
may also calculate the frequency at this mode location, by :
Y = Bn + BiX + $oX2 m u 1 m P2 m
This calculation has been laid out as a FORTRAN subroutine 
so that the mode calculation may be added to a variety of other main 
programs.
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S U B R O U T I N E  A M O D E ( S , M , p , F )
S U B R O U T I N E  T O  F I T  A Q U A D R A T I C  C U R V E  T O  11 D A T A  P O I N T S  
B Y  T H E  M E T H O D  O F  " D R T H O G O N A L  P O L Y N O M I A L S ,  T H E  M A X I M U M  
P O I N T  IS T H E N  C A L C U L A T E D ,
S C O N T A I N S  T H E  D I S T R I B U T I O N  D A T A ,  M IS T H E  L O C A T I O N  
( C H A N N E L  N U M B E R  ) O F  T H E  M A X I M U M  F R E Q U E N C Y , D IS T H E  
M O D E  ( I N  C H A N N E L  N U M B E R S )  W H I C H  IS T O  B E  C A L C U L A T E D  A N D  F 
IS T H E  M A X I M U M  C A L C U L A T E D  F R E Q U E N C Y ,
D I M E N S I O N  S ( I O O )
D « F L O A T ( M )
1 C O N T I N U E
R E S T A R T  P O I N T  I F  T H E  M A X I M U M  F R E Q U E N C Y  (M) IS N O T  N E A R  
A C T U A L  M O D E , E S T I M A T E D  I N  D, T H E  E S T I M A T E D  P O S I T I O N  IS 
U P D A T E D  I N  M f.a C H  C Y C L E .
D * D t 0 ,5 
M a l F I X ( D )
A 0 , A 1  & A 2  A R E  T H E  C O E F F I C I E N T S  O F  T H E  O R T H O G O N A L  Q U A D R A T I C  
T O  B E  C A L C U L A T E D .  B1 & B 2  A R E  T H E  C O E F F I C I E N T S  O F  T H E  
E Q U A T I O N S  T O  C A L C U L A T E  T H E  A ' S ,  B 3  I S  A V A R I A B L E  T O  A L L O W  
E A S Y  C A L C U L A T I O N  O F  B 2
A O = 3 , 0
A 1 = a
A2 * 3 ,o
B1 = - 5 .0
02 « 15 .0
B 3 = - 9 .0
L = M - 6
D O 2 I s 1 , 1 1
J = L + I
A0 = A 3 + S ( J )
A 1 = A 1 ♦ B 1 * S ( J )
A 2 = A2 ♦ B2 * S ( J )
01 s B 1 + 1 .0
B ? * B2 ♦ B3
B 3 = B3 ♦ 2.0
AO * AO/ 1 1 ,0
A 1 = A 1 / 1 1 0 . 0
A2 = A2 / 8 5 8 , 0
c = F L O A T  CM)
DI = -1 , 0 * A 1 / ( 2 , O *
D = C + DI
IF T H E  V A L U E  O F  M O D ( O I )  IS G R E A T E R  THAN! 2, T H E N  T H E  
P R O C E S S  IS R E I T T E R A T F O  W I T H  T H E  N E W  E S T I M A T E D  P O S I T I O N
A S  T H E  c e n t r a l  v a l u e
X = A B S ( D I )
IF ( X ,0 T , 2 , 0 )  G O  T O  1 
F = A 0 + i n , 0 * A ?  ♦ D I * A 1 + DI * DI * A2
R E T U R NEND
I
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Appendix 7
The Measurement of Skewness by the Method of Gradient Comparison
The measurement of skewness involves transformation of 
the data into cumulative relative form, then interpolation of the 
percentile values at P n .5> P2 1 > 2 , P 3^.5 , P 5 0 , P65-5 > P78-8 and P88.5 
The difference from each percentile to the next is calculated, and 
the ratios of corresponding values are calculated. This gives :
P =
P8 8 * 5  "  P7 8 •8 ) 
P2 l - 2  " P l l - 5  )
P7 8 * 8  ~ P6 5 •5 ) 
P 3 4 - 5  ~ P2 1 - 2  )
6 5 * 5 - P 50 )
P50*  " P 3i+*5 )
If the distribution is symmetrical, P / sQ and R will all 
be 1.0 , but it is conventional that skewness measures should be 0 for 
symmetrical distributions, so we use the logarithmic value. The ratios 
are also weighted, since skewness displayed in the outer ratio ( P ) 
will be more obvious by inspection, and we divide by a scaling factor 
to make the figures reasonable.
Skewness =
70.0
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1 P R O G R A M  3 K E w
J
c
C P R O G R A M  TO M F A S U R E  T h e  S K E W N E S S  OF C O U L T E R  V O L U M E  0 1 S T R I BU T I ON S
4 c BY THE G R A D I E N T  C O M P A R I S O N  M E T H O D
5 c
6 DOUPf’E P R E C I S I O N  0 ( 1 3 0 ) ,  PC, X , Y ( 7 ) , SK , D I F ( 6 ) , P , Q , R
7 D I M E N S I O N  N ( 5 ) , 1 0 ( 1 0 ) , CC5)
8 c
9 c H E A D I N G
io c
11 W R I T E  ( 6 , 2 0 1 )
12 11 C O N T I N U E
13 c
14 c I N I T I A L I S E
15 c
16 I P« 0
17 1 C O N T  INIJE
18 I C * 3
19 IS = 0
2fl S U M s O . 0
21 c
22 c R E A D  IN C E L L  C O U N T S
23 c
24 R E A D  ( 5 , 1 0 0 ) ( N ( J ) , J * l , 5 )
25 IE ( N ( 1 ) , L E , 5 , 3 3 ) G 0  TO 6
26 c
27 c » E A D  IN T IM E OF S A M P L E ,  AND D I L U T I O N  F A C T O R ,  T H I S  S T A T E M E N T  IS
28 c S D f C IE ICAI.LY D E S I G N E D  E O R  P A T C H  G R O W T H  E X P E R I M E N T S ,  O T H E R W I S E
29 c S E T  T = 3 . 0  AND O I L = l , 0 .
30 c
31 R E A D  ( 4 , 1 3 3 ) T , D 1 L
32 IP = 2
33 DO 12 J = 1 , 5
34 1? C C J ) = E L O A T ( ‘ (J ) )
35 c
36 c C O R R E C T  C O U N T S  F O R  C O I N C I D E N C E
37 c
38 C A L L  C O R R ( C . C T )
39 C T = C T * C I L
4 0 c
4 1 c R E A D  IN D I S T R I B U T I O N '  S I Z E  P A R A M E T R S ,  T h e n  D I S T R I B U T I O N  IN
42 c E L O C K S  OF 10 I N T E G F R S ,  C O N V E R T  TO D O U B L E  P R E C I S I O N  + S T O R E  '
43 c T H E  C U M U L A T I V E  D I S T R I B U T I O N  I n D. C A L C U L A T E  THE M E A N  IN VOL ,
44 c
45 R E A D  ( 5 , l O l ) A , w w , B C T
46 2 P E A 0 ( 5 , 1 0 2 ) ( I D ( J ) ,J s l ,10)
47 DO 3 Js 1 , 10
48 L = IC + J
49 I S = I S + 1 D ( J )
50 Z = F L O A T ( IS)
51 P S « F L O A T ( L - l )
52 F R = F L 0 A T ( I D C J ) )
53 S'JM = S t ) M + ( P S * W w * 0 , , ? l + B C T ) * F R * A
54 3 O I L ) * D R L F ( Z )
55 I C = IC + 1 0
I
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5 6 1 F ( I C . L E . 9 5 )  G O  T O  2
5 7 V O L » ( S U 0 « 5 3 9 . 7 0 / Z )  ♦ 5 4 3 6 . 5 ?
5 8 C
5 9 C C O N V E R T  T H E  C U M U L A T I V E  T O  T H E  R E L A T I V E  P E R C E N T A G E  C U M U L A T I V E
6 0 C
61 0 0  4 J . l , 1 0 0
6 ? 4 O ( J ) » O ( J ) * 1 0 f l « 0 0 / D ( 1 0 0 )
6 3 C
6 4 C C A L C U L A T E  T H E  F R E Q U E N C Y  AT A S E R I E S  O F  P E R C E N T I L E  V A L U E S  ( PC)
6 5 C
6 6 P C - 1 1 , 5 0
6 7 c a l l  T E R P O L ( D » P C , X )
6 8 Y d  ) = X
6 9 P C  = 2 1 , 2 3
7 0 C A L L  T E R P O L C 0 > P C , X )
71 Y ( 2 ) = X
7 2 P C « 3 4 , 5 3
7 3 C A L L  T E R P 0 L ( 0 , P C * X )
7 4 Y (3) * X
7 5 P C  = 5 0 , 0 0
7 6 C A L L  T E R P 0 L ( D # P C * X )
7 7 Y ( 4 ) = X
7 8 P C  * 6 5 , 5 3
7 9 C A L L  T E R P O L ( D , P C / X )
8 0 Y ( 5) = X
81 P C  s 7 8 , 8
8 2 C A L L  T E R P O L C D , P C , X )
8 3 Y ( 6 ) * X
84 P C  = 8 8 ,  5
8 5 C A L L  T E R P O L C D » P C , X )
8 6 Y ( 7 ) = X
8 7 c
8 8 c C A L C U L A T E  T h e  D I F F E R E N C E S  B E T W E E N  S E Q U E N T I A L  F R E Q E N C I E S  ( S L O P E )
8 9 c
90. 0 0  5 J = 1  ,6
91 K * J + 1
9 2 5 D I F ( J ) = Y ( K ) - Y ( J )
9 3 c
9 4 c C A L C U L A T E  T H E  R A T I O  O F  T H E  S L O P E S  A N D  G A T H E R  T O  O N E  M E A S U R E  S K
9 5 c
9 6 P = C I F ( 6 ) / D I F ( 1 )
9 7 O = O I F ( 5 ) / 0 I F ( 2 )
9 8 R = C I F ( 4 ) / D I F ( 3 )
9 9 5 K = ( 5 , 3 L ' * D L O G ( P ) + 3 , P 0 * D L O G ( Q )  + D L O G ( R ) ) / 7 0 , P 0
1 0 0 B V = C T * V 0 L / 1 0 0 O 0 0 0 0 0 O , 0
101 c
1 0 2 c O U T P U T ,  S E C O N D  F I l F F O R  S U B S E Q U E N T  G R O W T H  A N A L Y S I S
1 0 3 c
1 0 4 W R I T E  ( 6 , 2 0 0 )  T , C T , V O L , B V , S K , T
1 0 5 W R I T E  C 7 , ? 3 ? ) T , B V
1 0 6 G O  T O  1
1 0 7 6 C O N T I N U E
1 0 8 W R I T E  ( 6 , 2 0 1 )
1 0 9 I F ( I P . G E . l )  G O  T O  11
1 1 0 S T O P
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1 J 2
1 13
1 1 4
1 1 5
1 1 6
1 1 7
1 1 8
1 1 9
120
121
122
1 2 3
124
1 2 5
1 2 6
1 2 7
1 2 8
1 2 9
1 30
131
1 3 2
1 3 3
1 3 4
1 3 5
1 3 6
1 3 7
1 3 8
1 3 9
1 4 0
Hi
1 4 2
1 4 3
1 44
1 4 5
1 4 6
1 4 7
1 4 8
1 4 9
1 50
151
1 5 2
1 5 3
3 54
1 5 5
1 5 6
1 5 7
1 5 8
1 5 9
1 6 0
161
1 6 2
1 6 3
164
1 6 5
H U '  F O R M A T  (51 !5, 1 X 1 1
101 F 0 R M A T ( F 5 , 3 , F 5 . 1, F 4 . 1 )
1 0 2  F O R M A T ( 1 0 ( 1 4 , 1 X) }
1 0 3  F O R M A T  ( F 5 , 1 , 1 X , F 5 , 3 )
2 0 0  F O R M A T  ( 4 X , F S . 1 , 4 X , F 7 . 0 , 2 X , F I 0 . 2 , 2 X , F 8 , 6  
1 , 2 X , F 8 , 6 , 2 X . F 5 . 1 )
2 0 1  F O R M A T  ( 1 H I , 5 X , 4 H T I M E , 4 X , 6 H C 0 U N T S , 5 X , 4 H M C V S  
1 , 4 X , 9 H ' 0 1 0 V 0 L U M E , 2 X , 8 H S K F . W U E S S , 2 X , 4 H T I M E )
2 0 2  F O R M A T  ( F b , I , F I  0 , 6 )
4 0 0  F O R M A T  ( F 4 , 1 , 1 X , I 5 )
E N D
S U B R O U T I N E  T E R P O L ( D , P C , X )
C
C S U B R O U T I N E  T O  I N T E R P O L A T E  P E R C E N T I L E  V A L U E S  F R O M  C O U L T E R
C D I S T R I B U T I O N S  S U P P L I E D  A S  R E L A T I V E  P E R C E N T A G E  C U M U L A T I V E .
C D IS T h e  D A T A  D I S T R I B U T I O N ,  P C  I S  T H E  P E R C E N T I L E  ,TO R E  F O U N D
C X IS T H E  O U T P U T  S I Z E .
C
D O U B L E  P R E C I S I O N  D ( 1 0 0 ) , P C , X , R , Q , S ( 5 ) , A (9)
C
C F I N D  T H E  S I Z E  J U S T  A B O V E  P C
C
L = 0
1 L = L + 1
IF C D C L ) . L T . P C )  G O  T O  1 
L l = L - t
C
C F I N D  T H E  S I Z F  N E A R E S T  P C
C
0 = P C - D ( L 1 )
R = D ( L ) - P C  
IF C Q . L T . R ) L = L 1 
L 5 = L - 3
C
C I N I T I A L I S E  S
C
D O  2 J = 1 ,5
2 S(J)=v?.0v?
C LISE B I V A R I A T E  R E G R E S S I O N  TO F IT A S T R A I G H T  L I N E  T H R O U G H  THE
C 5 R ' J I M S  (T.vO F I T H E R  S I D E  nF T h f  C L O S E S T  TD PC) IN THE
C S U B S E T
C
DO 3 J = 1 ,5
K = L S + J
Z = F L O A T ( K )
A ( t )= D B L E ( Z )
SC 1 ) = S ( 1 ) + A (  1 )
S ( ? ) = S ( ? ) + D ( K )
S ( 3 ) = S ( 3 ) 0 ( K ) * A ( 1 )
S ( 4 ) = S ( 4 ) + a ( 1 ) * A ( 1 )
3 S ( 5 ) = S C 5 ) + D ( K ) * D C K )
A ( i r = ( S ( 3 ) - S ( l ) * S ( ? ) / 5 . C 0 ) / 4 , 0 0  
A C 2 ) = C S C 4 ) - S C l ) * S ( l ) / 5 . 0 f ) / 4 , 0  0 
A (3) = I 3 ( 5 ) - S (2 ) • S C 2 ) / 5 . " C)) / 4 . 0 0
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1 6 6  A ( 4 ) s A ( 2 ) * A ( 3 )
1 6 7  A ( 5 ) « A ( 2 ) * A (3 ) * A £ 1 ) « A ( n
16 8 9 »  A (4 ) * A  (4) -4.IV3* A { 5 )
1 69 « * D S U R r ( R )
1 7 a  A £ 6 ) « ( A £ 4 ) » H ) / 2 . 0 0
171 A ( 7 ) « ( A ( 4 ) - R ) / 2 . 0 0
1 7 2  I F ( A ( 6 ) # G T » A ( 7 J ) A ( 7 ) * A { 6 )
1 7 3  A ( 8 J e ( A ( 7 1 - A ( 2 )  ) / A ( 1 }
J74 A(9)sSC2)/5,P5,*At8)*S£l)/5,a0
1 7 5  X « ( P C - A ( 9 ) ) / A ( 8 )
176 R E T U R N
1 7 7  E N D
ft ft ft A
I
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Appendix 8
The Evaluation of the Gamma Function
The Gamma function may be stated
r(n) = / tn_1 e _t dt n >‘0
o
The function has the following recursive property :
r( n+1 ) = n?(n)
so that, for integer values of n,
r( n+1 ) = n !  n = 0 ,l,2_ _ _  where 0 ! = 1
The recursive property is used, to reduce the non-integer argument of  
the Gamma function, r(x), so that 0 < x < 1 , and :
r(x) k=l
i/
By reducing x to less than 1, x soon becomes small, and 
this reduces the number of steps required for the solution. The values 
of were taken from Section 6.1.34 in Abramowitz & Stegun ( 1965 ).
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1 d o u b l e ; p r e c i s i o n  f u n c t i o n  r, a m i ( a j
2 C
3 c T O  S O L V E  the g a m m a  F U N C T I O N  F O R  A N Y  V A L U E  O F  X
4 C R V  S O L U T I O N  O F  t
5 C If
6 c i/ g (x )«Sum of (c »a )
7 C k
8 C W H E R E  T h e  c C O E F F I C I E N T S  A R E  D E R I V E D  F R 0 M I
o c A B R A M C r t l T Z  M. & S T E G U N  I . A ,  ( 1 9 6 5 )  H a n d b o o k  o f  m a t h e m a t i c a l
10 C f u n c t i o n s .  D O V E R  P U B L 1 C A T I O N S , I N C . » N E W Y O R K  o p 2 5 6
1 1 C
12 D O U B L E  P R E C I S I O N  G , X , Z # A
13 C
14 C x IS A L T E R E D  B Y  T H I S  F U N C T I O N ,  W H E R E A S  A IS R E T U R N E D  T O
1 5  C T H E  M A I N  P R O G R A M  U N C H A N G E D
16 C
17 X = A
1 8  Z M . O D D
19 IF ( X . L T . 0 , C l p 3 )  G O  T O  2
2 0  i C O N T I N U E
21 IF ( X . L E . 1 . O D 0 )  G O  T O  3
2 2  X = x - 1
2 3  Z = Z * X
2 4  G O  T O  1
2 5  2 C O N T I N U E
2 6  I F  ( X . G T . 0 . P D 0 )  G O  T O  3
2 7  Z = Z / X
2 8  X = x + 1 . 2 D 3
2 9  G O  T O  2
3 0  3 C O N T I N U E
31 IF CX.N'E. 1 . O D 0 )  G O  T O  4
3 ?  G A m  1 = 1 , .0 D 0 * Z
3 3  G O  T C  5
3 4  4 G = ( C 0 . 5 O - 8 * X ) + 0 . 6 D - 8 ) * X
3 5  C s ( ( 0 - 2 . 2 6 D - 7 ) * X + 1 . 1 3 3 0 - 5 ) *X
3 6  G = ( ( G - l . 2 5 0 0 - 6 ) *X-?.i?t 3 5 D - 5 ) * X
3 7  G = ( ( 0 + l . ? R v ’5 D - 4 ) * X - 2 . l 5 ? 4 ? P - 4 ) * X
3 8  G = ( ( G - l . 1 6 5 l 6 8 D - 3 ) * X + 7 . 2 1 8  9 4 3 D - 3 ) * X
3 9  G = ( C G - 9 . 6 2 1 d 7 ? D - 3 ) « X - 4 , 2 1 9 7 7  3 5 D - 2 ) * X
4 0 G = t ( G * l . t > 6 5 3 8 6 1 l D - l ) * X - 4 . ? C 3 2 6 3 S 0 - 2 ) * X
41 G = ( f G - 6 . 5 5 B 7 8 0  7 2 D - l ) * X  + S . 7 7 ? l h 6 6 8 D - n * X
42 G = Z / ( ( G + 1 . 0 0 0 ) *X)
4 3 G A m l = G
4 4  5 C O N T I N U E
4 5  R E T U R N
4 6  E M )
k k * *
I
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Appendix 9
The Evaluation of the Incomplete Gamma Integral
The incomplete Gamma integral may be defined :
I(u,p) = — —  / e_t tp_1 dt 
r(p) o
where p is the shape factor, and x is scaled so that u = size/scale factor 
( u = x/PL ). The value I(u,p) is the area under the Gamma probability
density curve from 0 ( where it starts ) up to u. It is solved in one
of two ways : -
§§rl§§_i^2§D§l2D
00 y*
U1 - - - - - - - - s— — _
r=l (p+1) (p+2 ) ...  (p+r)
4
for p < u < 1 and also for u < p
All other cases are solved by :
QQDtl nued_Fract:lon_Ex9ans i on
I ( u , p )  =
e~u .up 
r ( p + 1 )
1
2
3
4
5
6
7
8
9
10
1 1
12
13
14
15
16
17
18
19
20
21
22
2 3
2 4
2 5
2 6
2 7
2 8
2 9
3 0
3!
3 2
33
34
35
36
3 7
38
3 9
4 0
41
4 2
43
44
4 5
4 6
47
4 8
4 950
51
5 2
5 3
54
5 5
D O U B L E ” P R E C I S I O N  F U N C T I O N  G A M M A ( U , P , P L , I F A U L T )  
c f u n c t i o n  for the e v a l u a t i o n  of the i n c o m p l e t e  g a m m a  i n t e g r a l  •
C B A S E D  O N  :
C B H A T T A C H A R J E F  G . P . C 1 9 7 0 )  A r p  1 . S t a t < 9 1 , , v o 1. 1 9 , 2 8 5 - 2 8 7
C C O M P U T E S  I N C O M P L E T E  G A M M A  R A T I O  F O R  P O S I T I V E  A R G U M E N T S  U , P
C A N D  P L .
C F O R M A L  P A R A M E T E R S  !
C A : I N P U T  : T H E  V A L U E  O F  T H E  U P P E R  L I M I T  O F  X
C P : I N P U T  t T H E  S H A P E  P A R A M E T E R
C P L  : I N P U T  : T H E  S C A L E  P A R A M E T E R
C IF A U L T  J O U T P U T  : F A U L T  I N D I C A T O R ,  S E T  T O  1 I F  P L E  n
C 2 IF U L T  0
C 3 IF P A U  LT 0
C 4 IF P L  L T  3
C 5 IF P L A P  L E  0
C 6 IF P L S U  L T  0
C 7 IF A L L  L T  H
C 0 O T H E R W I S E
D O U B L E  P R E C I S I O N  A , B , C , G , P , U , X , A N , P L , P N ( 6 ) , R N , A C U , G I N , D I F F ,
1 O F L O , T E R M , F A C T O R , G A M  1 , E P O K
C D E F I N E  A C C U R A C Y  A N D  I N I T I A L I S E  \
A C U  = I . 0 D - 8  
O F L O s 1 , O D t  3 0  
G I N c 0 . 3 D 0  
I F A U L T = 0
C
C T E S T  F O R  A D M I S S A B I L I T Y  O F  A R G U M E N T S
C
IF ( P . L E . U . 0 D 8 )  I F A U L T = 1
IF ( U . L T . O . O D O )  I F A U L T = I F A U L T + 2
IF ( P L . L E . 0 . 0 0 0 )  I F A U L T = I F A U L T + 4
X = U / P L
IF ( I F A U L T . G T . O . O R . X . L T . 0 . I D - 2 0 )  G O  T O  5 0  
G = G A M l ( P )
G * o l O G( G)
A r p * D L O G ( X ) - X - G  
F A C T O R = E P O W ( A )
IF ( X . G T . 1 , O D 0 , A N D . X . G E . P )  G O  T O  3 0
C
C C A L C U L A T F .  B Y  S E R I E S  E X P A N S I O N
C
G IN = 1 . U D O  
T E R M s j . 0 0 0  
R N  = P 
2 0  R N s R f H  1 . 0 9 0  
T C R M = T E R M * X / R N  
G I N b G I N + T E R M
IF ( T E R M . G T . A C " )  G O  T O  2 0
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5 6 G I N = G I N * F A C T O R / P
57 G O  T O  5 0
5 8 C
5 9 C c a l c u l a t e  B Y  C O N T I N U E D
6 0 c
61 30 A » 1 . 0 D 0 - H
6 2 0 « A f X * l , 0 D 0
6 3 T E R HnCl, 0 0 0
6 4 P N ( l ) * l , 0 D 0
6 5 P N  ( ? In X
6 6 P N ( 3 ) « * ♦ 1 . O D D
6 7 P N ( 4 ) n X * B
6.8 G I N » P N ( 3 J / P N ( 4 )
6 9 3 2 A » A * I . 0 0 0
7 0 B « B + 2 , 0 D 0
71 T E R M * T E R M + l . 0 0 0
7 2 A N  = A* T E R M
7 3 0 0  3 3  I n i , 2
74 J *  I ♦A
7 5 K n  J t 2
76 3 3 P N ( J ) s 8 * P N ( K ) « A N * P N ( I )
7 7 IP ( P N C 6 ) . E Q . 0 . 0 D 0 )  G O  T O
7 8 R N « P N ( 5 ) / P N (6)
7 9 d i f f =g i n -rn
8 0 D I F F = D A B S ( D 1 F F )
81 I F C O I F F . G T , A C U )  G O  T O  3 4
8 2 C = A C IJ*RN
8 3 IF ( O I F F . L E . C )  G O  T O  4 2
84 3 4 G I N e R N
8 5 3 5 0 0  3 6  1 = 1 , 4
8 6 J=l+?
8 7 3 6 P N C  I ) = P N ( J )
8 8 C = P N ( 5 )
89 C = O A R S ( C )
9 0 IF ( C . L T . O F L O )  G O  T O  3 2
91 D O  41 1 = 1 , 4
9 2 41 P N C  I ) = P N ( I J / O F L O
9 3 G O  T O  3 2
9 4 4 ? G I N = 1 , 0 D 0 - F A C T O R * G I N
9 5 c
9 6 5 0 G A M M A  n G I N
9 7 R E T U R N
9 8 E N D
* * * *
I
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Appendix 10
Construction of a Gamma Distribution to Fit to Coulter Size Data
This program estimates the shape, scale and displacement 
( if desired ) factors for a Gamma distribution from volume distribution 
data generated by the Coulter counter.
The Gamma probability density function may be stated :
y(x) = —  J e ^ . t P "1 dt 
r(p) o
where p is the shape factor, u is the size variate given by :
PL
where x is the size and PL is the scale factor.
The mean, mode and variance of a gamma distribution are 
given by Hastings & Peacock ( 1975 ) as :
mean = PL.p
mode = PL.(p-l) p > 1
variance = PL?.p
so, for the shape and scale factors without the displacement, we may 
use :
PL - variance 
mean
212
p -  mean
PL
avoiding the use of the mode because of the restriction on the
shape factor ( i.e. true only if p is greater than 1 ).
The Gamma distribution begins a zero size, but clearly
viable cells cannot approach this size, and hence the entire distribution
can be regarded as displaced. This does not affect the shape or scale 
factors, but affects the position of the mode and mean. If the 
displacement is PD, then
\ ;
mean = PL.p + PD
mode = PL.(p-l) + PD p > 1
variance = PL2 .p
so for the calculation of the distribution parameters :
PL = mean - mode
p - v a l a n c e  
PL2
PD = mean - p.PL
This latter version is presented in the FORTRAN program 
below. The program requires DOUBLE PRECISION FUNCTION EPOW ( Appendix 11 ), 
DOUBLE PRECISION FUNCTION GAM! ( Appendix 8 ) and SUBROUTINE AMODE 
( Appendix 6 ).
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1 P R O G R A M  G O P
2 C
3 c T O  E S T I M A T E  T H E  L O C A T I O N  a n d  S C A L E  F A C T O R S  F O R  A G A M M A ■
4 c D I S T R I B U T I O N ,  A N D  C O N S T R U C T  T H E  G A M M A
5 c
6 D O U B L E  P R E C I S I O N  G A M M A , D ( 1 0 0 , 3 5 , P , P L , P D , A , w w , B C T ,
7 1 X , H , S 1 , S 2 , V A R , M E A N , M O O E
8 D I M E N S I O N  N ( 5 ) , I D ( 1 0 ) , S ( 1 0 0 )
9 1 C O N T I N U E
IB S I « 0 , 0 D 0
1 1 S 2 » P , 0 O 0
12 R M e 0 , 0
13 c
14 c R E A D  I N  C E L L  C O U N T S
15 c
16 R E A D  (5, 1 0 0 )  ( N {  J ) , J M  , 5)
17 IF ( N ( n . L E , 5 )  G O  T O  8
18 c
19 c R E A D  I N  D I S T R I B U T I O N  P A R A M E T E R S ,  T H E N  D I S T R I B U T I O N  C A L C U L A T I N G
2 0 c T H E  V O L U M E  O F  E A C H  C H A N N E L  ( D C ! , 1 ) )  A N D  T H E  M C V  C S 1 / S 2 ) ,
21 c L O C A T E  T H E  C H A N N E L  W I T H  T H E  M A X I M U M  F R E Q U E N C Y
2 2 c
2 3 R E A D  ( 5 , 1 0 1 } A , K W , R C T
2 4 D O  3 1 * 1 , 1 0
2 5 R E A D  ( 5 , 1 0 ? ) ( I D ( J ) , J « 1 , 1 0 )
2 6 D O  2 J = i , i n
2 7 K a ( I - l ) * 1 0 t J
2 8 B l a F L O A T ( K )
2 9 X s D B L E C B I )
3 0 D C K , 1) = ( X * W W / 1 0 0 . 0 D 0 * R C T ) * A * 5 3 9 , 7 D 0 + 5 4 3 6 , 5 2 0 0
31 B 2  = F L 0 A T ( I D  C J ) )
32 0 ( K , 2 ) = D B L E ( B 2 )
3 3 D C K , 3 ) 3 0 , 0 DM
34 S ( K ) = R 2
3 5 S i = S 1 + D ( K , 2 ) * D ( K , 1)
3 6 S ? = S 2 + D C K , 2 )
37 IF ( R M . G T . B 2 )  G O  T O  2
38 M e K
39 R m s H 2
4 0 2 C O N T I N U E
41 3 C O N T I N U E
4 2 c
4 3 c M E A S U R E  T H E  V A R I A N C E  A N D  M O D E  O F  T H E  D A T A
44 c
4 5 V A R s 0 , 0 D 0 -
4 6 M E A N = S 1 / S 2
4 7
co
4 8 X = D ( I , 1 j - m e a n
4 9 V A R b V A R + X * X * D ( 1 , 2 )
5 0 4 C O N T I N U E
51 V A R s V A R / S ?
5 2 C A L L  A M O D E C S , M , R M , F )
5 3 X » DHLE'C R N  )
54 M O D E *  C X* w w  /I 0 0 , 0 D 0  + R C T ) * A * 5 3 9 ,  7 if D U  + 5 4 3 6 , 5 2 0 0
5 5 c
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5 6 C E S T I M A T E  G A M M A  S H A P E  C O N S T A N T  (P) A N 0  S C A L E  C O N S T A N T
5 7 C
5 8 p l « m e a n - m o d e
5 9 P « V A H / ( P L * P L )
6 0 P D « M E A N  - P * P L
61 W R I T E  ( 6 , 2 0 2 )  M E A N , M O D E , V A R , P , P L » P D
6 2 c
6 3 c C O N S T R U C T  T H E  G A M M A  D I S T R I B U T I O N
64 c
6 5 H » 0 , 0 D 0
6 6 D O  5 1 = 1 , 1 0 0
6 7 X = D ( I , 1 ) - P D
6 8 I F  C X . L E . 0 . O D 0 )  G O  T O  5
6 9 D ( I , 3 ) » G A M M A ( X » P , P L * I F A U L T )
7 0 D ( I , 3 ) = D ( I , 3 ) “ H
71 IF ( I F A U L T . F O . 0 )  G O  T O  5
7 2 W R I T E  ( 6 , 2 0 0 )  I , X , P , P L , I F A U L T
7 3 S T O P
7 4 5 H » H * D ( I , 3 )
7 5 c
. 7 6 c F I N D  T H E  M A X I M U M  F R E C U E N C Y  F O R  T H E  D A T A  A N D  T H E  M O D E L
77 c
7 8 SI 8 0 , 0 0 0
7 9 S 2 = 0 , 0 D 3
8 0 D O  6 1 = 1 , 1 3 0
81 IF ( D ( I , 2 ) . G T . S 1 ) S 1 = D ( I , 2 )
82 IF ( D ( I , 3 ) . G T . S 2 ) S 2 « D ( I , 3 )
8 3 6 C O N T I N U E  \
84 c
85 c M A X I M I S E  E A C H  D I S T R I B U T I O N
86 c
8 7 D O  7 1 = 1 , 1 0 0
8 8 D ( I , 2 ) = D ( I , 2 ) / S 1
8 9 D ( I , 3 ) = D ( I , 3 ) / S 2
90 W R I T E  ( 6 , 2 0 1 ) I , 0 ( I , 1 ) , D ( I , 2 ) , D ( I ,3)
91 7 C O N T I N U E
9 2 G O  T O  1
9 3 8 C O N T I N U E
94 S T O P
9 5 10 3 F O R M A T  ( 5 ( 1 5 , I X ) )
9 6 101 F O R M A T  ( 0 5 . 3 , 0 5 . 1 , 0 4 , 1 )
97 1 0 ? F O R M A T  ( 1 0 ( 1 4 , I X ) )
9 8 2 0 3 F O R M A T  ( 2 X , I 4 , 2 X , 3 ( D 1 B . 1 0 , 2 X ) , I 2 )
9 9 ? 0 1 F O R M A T  ( 2 X , I 3 , 2 X , 0 1 2 , 4 , 2 X , ? ( F 5 . 4 , ? X ) )
1 0 0 ? 0 2 F O R M A T  ( 2 X , 5 H M E A N  , DI 2 . 6 , 2 X , 5 H M 0 D E  , 0 1 2 . 6 , 2 X , 4 H V A R  ,
101 1 0 1 ? . f i , 2 X , 1 3 H S H A P E  F A C T O R  , p 1 2 . 6 , 2 X , 1 3 H S C A L E  F A C T O R  ,
1 0 2 1 D 1 ? , 6 , 2  X » b H O I S P  , 0 1 2 , 6 )
1 0 3 E N D
* * * *
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Appendix 11
The Evaluation of the Exponential Function
During the course of studies with the Varian computer 
system it was noticed that there were significant errors occuring 
in the calculation of e x using the software systems' intrinsic function 
DEXP(-x) ( in double precision ) ( Table 8 ). The function was written 
to replace DEXP in programs used in this study. It uses the expansion :
e = 1 + x +  —  + ~  +
21 3!
and within the function i is taken until' the last term 
adds less than e x/102 0 .
Table 8 Comparison of the Evaluation of ex
X EPOW(X) DEXP(X) DL0G(DEXP(X))
.lOOOOOOOD+OO 
29600610D+01 
.10000000D+01 
-.10000000D+01 
.24494897D+01 
-.24494897D+01 
.33166248D+01 
- .33166248D+01 
.40000000D+01 
- .40000000D+01 
.45825757D+01 
- .45825757D+01
.11051709D+01 
.51815758D-01 
.27182818D+01 
.36787944D+00 
.11582435D+02 
.86337630D-01 
.27567148D+02 
.36275061D-01 
.54598150D+02 
.18315639D-01 
.97765885D+02 
.10228517D-01
.11051709D+01 
.51819264D-01 
.27182818D+01 
.36787944D+00 
.11582430D+02 
.86337668D-01 
.27567147D+02 
.362750630-01 
.54598150D+02 
.18315639D-01 
.97765633D+02 
.10228543D-01
.10000000D+00 
- .29599933D+01 
.10000000D+01 
-.10000000D+01 
_. 24494893D+01 
- .24494893D+01 
.33166248D+01 
-. 33166248D+01 
.40000000D+01 
- .40000000D+01 
.458257310+01 
-. 45825731D+01
The evaluation of e for a range of x values using the function 
defined here ( EPOW ) compared with the intrinsic function 
( DEXP ). The values generated by EPOW agree to 8 figures with 
values calculated on the University of Surrey computer, using its 
intrinsic exponential function.
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1 D O U B L E  P R E C I S I O N  ^ U N C T I O N  E P O W C X )
2 C
3 C S U B R O U T I N E  T O  C A L C U L A T E  EXP(X) IN D O U B L E  P R E C I S I O N
A C
5 D O U B L E  P R E C I S I O N  X , E X , S , 3 , T
6 E x = 1 . 0 D 0 * x
7 S * X
a c
9 C I T E R A T E  T H E S O L U T I O N  T O  ;
10 C 2 3 i
11 C D E X P ( X ) * 1 ♦ X * X  / 2 1 * X  / 3 i * , . . . X  /i M
12 C
13 C U P  T O  A V A L U E  O F  < S U C H  T H A T  T H E  L A S T  T E R M  IS M U C H  S M A L L E R
\A C ( 1 0 E - 2 K  ) T H A N  T H E  V A L U E  O F  T H E  E X P O N E N T I A L .
15 C
16 1 = 1
17 1 C O N T I N U E
18 I « I t l
19 A = F L O A T ( n
2 0  B = D H L E C A )
21 S = S * X / R
2 2  E X = E X ♦ S
2 3  T = S / E X
2 A T = D A H S ( T )
2 5  IF ( T . G T . 1 . 0 0 - 2 0 )  0 0  T O  1
2 6  E P O w = E X
2 7  R E T U R N
2 3  E n d
* * * 4
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Appendix 12
The Golden Section Method for Single Parameter Optimisation
The variation in goodness of fit ( FN(*x) ) against a 
parameter x is required as a subroutine for this method. Two x-values 
( x x , Xi* ) are chosen to include the minimum, and the so called 
1 Golden Section 1 is set up such that :
Now one of the limits will be discarded, say Xi*, and a new point, x5 
will be introduced ( Fig. 64 ), such that :
x4 - x2 = x 3 - x x = 8( x4 - x x ) (19)
*3 - x5 = * 2  ' * i  = B( X3 - XX ) (20)
which is a new Golden Section.
Consider the point x x as the origin ( 0.0 ), then from (19)
x3 = (2 1)
and x2 = x4 - 3x4
= ( 1 - 6 ) Xt, (22)
But from (20)
x2 = Bx3
and from (21)
= e2Xi*
218
FN(x)
X2Xi
Figure 64
Optimisation by the Golden Section method. The variation 
of goodness of fit ( FN(x) ) to be optimised for a minimum in x.
See text for details.
219
So, from (22)
( 1 - 8 ) x4 = 82Xit
B2 + 8 - 1 = 0
using the standard formulae for the solution of a quadratic, and taking
the positive root,
■ _ -1 + / 1 +.4
p  - - - - - - - - - -
2
Now, multiplying top and bottom by ( 1 + /5 )
B « 5 ~ 1 -■ - i _
2( 1 + /5) 1 + /5
The limits of the section are thus reduced by a factor
of ( 1 - 8 )» 0.382 at every step, untiT .they are close enough
together to give the desired accuracy.
The FORTRAN program illustrating this method is designed
to solve for the best ymax in a growth model ( see Section 5 ) given
the other growth parameters. The program is set to calculate a series
of values for a range of Kr and y . values.^max J s d w
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3
4
5
6
7
8
9
IP
1 1
12
13
14
15
16
17
18
19
20
21
22
2 3
2 4
2 5
2 5
2 7
2 8
2 9
30
31
3 2
3 3
3 4
3 5
3 6
3 7
3 8
3 9
4 0
41
4 2
4 3
44
4 5
4 6
4 7
4 8
4 9
5 C
51
5 2
5 3
5 4
5 5
C O N E  P A R A M E T E R  O P T I M I S A T I O N
C T H E  G O L D E N  S E C T I O N  O P T I M I S A T I O N  M E T H O D ,  S T A R T I N G  W I T H  I N I T I A L
C V A L U E S  E I T H E R  S I D E  O F  T H E  O P T I M U M ,  I N T E R P O L A T I O N  IS U S E D  T O
C G U E S S  W H I C H  E N D  IS N E A R E R  T H E  O P T I M U M  A N D  C O N T R A C T I O N  O F  T H E
C O P P O S I T E  E N D  IS E F F E C T E D .  S E E  M U R R A Y, W , ( \972) N U M E R I C A L  M E T H O D S
C F O R  U N C O N S T R A I N E D  O P T I M I Z A T 1 O N . A C A D , P R E S S , n p 9  et s e q .
C
c T h i s  P R O G R A M  C A L C U L A T E S  T H E  B E S T  U M  F O R  a r a n g e  O F  K S  S. U D  V A L U E S
C R E Q U I R E S  U S E R  S P E C I F I E D  D O U B L E  P R E C I S I O N  F U N C T I O N  F N ( U M )
C W H I C H  W I L L  b e  M I N I M I S E D  B Y  V A R I A T I O N  O F  P A R A M E T E R  U M ,
C
D O U B L E  P R E C I S I O N  A ( 4 , 2 ) , B , K S , U D , D A T I I  4 0 , 2 ) , C , F N  
D O U B L E  P R E C I S I O N  U M  
C O M M O N  / 5 5 /  D A T , K S # U D » N 
N«B
C
C I N I T I A L  V A L U E  O F  U D
C
U D e O , 1 5 D - l
1 C O N T I N U E  .
C
C R E A D  I N  T H E  D A T A  F O R  O P T I M I S A T I O N ,  T I M E S  & B I O V O L U M E S  O F  B A T C H
C G R O W T H  IN T H I S  C A S E
C
R E A D  ( 5 « 5 P 0 ) T tB M
IF ( T . L T , 1 . P O 0 , A N D , N , G T , 5 )  G O  T O  2
N e N ♦ I
D A T ( N , n * T  
D A T ( N , 2 ) s B M  
G O  T O  1 
6 C O N T I N U E
C
C I N I T I A L  V A L U E  O F  K S  A N D  U P D A T E  T H E  V A L U E  O F  U D
C
K S s 0 , 5 D 7 
UDsiJD + 0 , 5 0 - 2
2 C O N T I N U E  
K S s K S + O , 5 0 0
C
C 0 IS t h e  P R O P O R T I O N A L  R E D U C T I O N  I n  T H E  W I D T H  O F  T H E  O P T I M I S A T I O N
C R A N G E .  A C 1 , 1 )  A N D  A ( 4 , l )  A R E  t h e  L I M I T  V A L U E S  E I T H E R  S I D E  O F  T H E
C ■ O P T I M U M ,
c
O * 2 , 0 C 3 / (  1 , P 0 >’ + D S 0 R T ( 5 . 0 0 0 )  )
A C 1 , 1 ) * 0 , 1 0 D - 6  
A ( 4 , 1 ) = 1 . 0 0 2
4 { 2 , n = A C 4 , n - B * c A ( 4 , n - A ( i , i n  
A ( 3 , n = B * C A ( 4 , l ) - A ( l , l ) ) + A U , l )  
D O  3 J = 1 ,4 
U»J = A( J, 1 )
A ( J , 2 1 S FN(IJM)
3 C O N T I N U E
C
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56 C T h e  S E C O N D  V E C T O R  I N  A IS T H E  P A R A M E T E R  T O  8 6  O P T I M I S E D ,  IN T H I S
57 C C A S E  A G O O D N E S S  O F  F I T ,  C A L C U L A T E D  B r  U S E R  S P E C I F I E D  F U N C T I O N  F N .
5 8 c IF A ( 2 , 2 ) IS G R F A T E R  T H A N  A ( 3 , 2 )  T H E N  T H E  M I N I M U M  IS N E A R F R A ( 4 , l )
59 c T H A N  A ( 1 , 1 )  S O  T H E  v a l u e  AT A C 1 , 1 3  IS D I S C A R D E D  A N D  A (2, 1 ) B E C O M E S
6 0 c A ( 1 » 1 ) , T H E  L O W E R  R A N G E  L I M I T ,  A N D  H E N C E  T H E  R A N G E  IS R E D U C E D  U N T I L
61 c T H E  O P T I M U M  I S  F O U N D ,
6 2 c
6 3 IF ( A ( 2 , 2 ) . G T . A ( 3 , 2 ) )  G O  T O  4
64 A £ 4, 1 ) ■ A ( 3 , 1 )
6 5 A ( 4 , 2 ) s A ( 3 , 2 )
6 6 A ( 3 , 1 ) « A ( 2 , l )
67 A ( 3 , 2 ) = A ( 2 , 2 )
6 8 A ( 2 , l ) e A ( 4 , l ) - B * ( A ( 4 , l ) - A ( l , l ) )
6 9 U M e A (2, 1 )
7 0 A ( 2 , 2 ) * F N ( U M )
71 G O  T O  5
7 2 4 C O N T I N U E
7 3 A ( l , l ) = A ( 2 , l )
74 A ( 1 , 2 ) = A ( 2 , 2 )
7 5 A ( 2 , l ) = A ( 3 , l )
76 A ( 2 , 2 ) = A ( 3 , 2 )
77 A { 3 , n * 8 * ( A ( 4 , l ) - A { l , U ) * A ( l , l )
7 8 U M = A ( 3 , 1 )
7 9 A ( 3 , 2 ) = F N ( U M )
80 5 C O N T I N U E
81 c
82 c IF T H E  D I F F E R E N C E  B E T W E E N  T H E  I N N E R  V A L U E S  IS S M A L L  E N O U G H ,  T H E
8 3 c O P T I M U M  H A S  B E E N  A C H I E V E D  T O  S U F F I C I E N T  A C C U R A C Y ,  * E R E  5 P L A C E S
84 c O F  D E C I M A L S  ( T E S T E D  IN c )
8 5 c
86 c = a c 2, n-A(3, n
87 C s D A B S ( C )
88 I F C C . G E . 0 , I D - 4 )  G O  T O  3
89 1 = 2
90 IF ( A ( 2 , 2 ), G T , A ( 3 , 2 ) ) 1 = 3
91 W R I T E  ( 6 , 6 0 0 )  A ( I , 1 ) , K S , U D , A ( I , 2 )
9 2 c
9 3 c T H E  P R O C E D U R E  IS R E P E A T E D  F O R  A S E Q U E N C E  O F  U D  V A L U E S ,  A N D  F O R
9 4 c A S E Q U E N C E  O F  K S  V A L U E S  F O R  E A C H  U D .
9 5 c
9 6 IF ( K S . L T , 2 , 3 D 0 )  G O  T O  2
9 7 I F  C U D . L T . 0 . P 3 7 D P )  G O  T O  6
9 8 S T O P
9 9 5 0 8 F O R M A T  ( 2 0 8 . 6 )
1 0 0 6 ? 0 F O R M A T  ( 1 H , 2 X , 4 ( F 7 . 4 , 4 X ' ) )
101 E N D
* * * *
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Appendix 13
The Simplex Optimisation Method
The algorithm was written by O'Neill ( 1971 ) and has 
been ammended by Benyon ( 1976 ), Chambers & Ertel ( 1974 ), Hill 
( 1978 ), and O'Neill ( 1974 ). The routine has been retained in 
double precision because of the comparitively short word length of 
the Varian computer used in the Museum.
One further alteration has been made to the program.
The restart procedure ( if a false minimum is achieved ) resets the 
simplex to 1000th the original size ( set in STEP ). This is contrary " 
to a cautionary note in the original method ( Nelder & Mead, 1965 ) 
against making the simplex too small. The parameter DEL has therefore 
been set to 1.0 instead of 0.001 just after label 26. This allows for 
reasonable values of STEP. Alternatively STEP could be set very large 
at the begining or the routine.
The program requires DOUBLE PRECISION FUNCTION FN(A) 
to measure the goodness of fit at the vertices of the simplex.
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1 S U B R O U T I N E  N E L M I N ( N , S T A R T , M I N , Y N E * L 0 , R E 3 M I n , S T E P ,
2 I 4 0 N V G E , IC 0 U N T )
3 C
4 c M U L T I P A R A M E T E R  O P T I M I S A T I O N .
5 c T h e  S I M P L E X  M E T H O D ,  t o  O P T I M I S E  n  P A R A M E T E R S  a m a t r i x  ( C A L L E D
6 C A S I M P L E X  ) O F  N + l  P O I N T S  IS E S T A B L I S H E D ,  T H E  H I G H E S T  P O I N T  IN
7 C THE" S I M P L E X  IS R E F L E C T E D  T H R O U G H  T H E  C E N T R O I D  O F  T H E  R E M A I N I N G
8 C P O I N T S  T O  ' S T E P '  T H E  S I M P L E X  IN T H E  L I K E L I H O O D  P L A N E  T O W A R D S  T H E
g C M I N I M U M ,  E X P A N S I O N . C O N T R A C T I O N  A N D  D I S T O R T I O N  O F  T H E  S I M P L E X  IS
JO C D E P E N D E N T  O N  T H E  N A T U R E  O F  T H E  L O C A L  C O N D I T I O N S .
1 1 C
12 C O ' N E I L L  R.
13 C A L G O R I T H M  A S A7 A p o l . S t a t 1 s t , ( 1 9 7 1 )  v o l , 2 0 , 3 3 8 - 3 4 5
14 C B A S E D  O N  •
15 C N E L D E R  J , A , & M E A D  R ,  ( 1 9 6 5 )  C o m p u t e r  J , , v o 1 , 7 , 3 0 8 - 3 1 3
16 c a m m e n d e d  b y  :
17 C B E N Y O N  p , R , ( 1 9 7 6 )  A d d J , S t a t 1 3 t , , v o 1 , 2 5 , 9 7
18 C C H A M B E R S  J . M ,  8 E R T E L  J . E ,  ( 1 9 7 4 )  A d d ) . S t a t < s t v o 1 , 2 3 , 2 5 0 - 2 5 1
19 C H I L L  I . D ,  ( 1 9 7 8 )  A d p \ , S t at 1 s t , , v o 1 , 2 7 , 3 8 0 - 3 8 2
2 0  C O ' N E I L L  R. ( 1 9 7 4 )  A p p 1 . St a t < s t , , v o 1 . 2 3 , 2 5 2
21 C
2 2  C F O R M A L  P A R A M E T E R S  !
2 3  C N : I N P U T  : T H E  N U M B E R  O F  V A R I A B L E S  T O  B E  O P T I M I S E D
2 4  c S T A R T  ; I N P U T  ! A R R A Y  C O N T A I N I N G  T h E  I N I T I A L  E S T I M A T E S
2 5  C M I N  : O U T P U T  l A R R A Y  C O N T A I N I N G  T H E  O P T I M I S E D  P A R A M E T E R  V A L U E S
2 6  C Y N E a'LO I O U T P U T  ! T H E  M I N I M U M  V A L U E  O F  T H E  L I K E L I H O O O
2 7  C R E G M I N  : I N P U T  : T H E  L I M I T I N G  V A L U E  O F  T H E  V A R I A N C E  O F  T H E
2 6  C : S I M P L E X  A T  A L L  T H E  V E R T I C E S
2 9  C S T E P  : I N P U T  : A R R A Y  D E T E R M I N I N G  T H E  I N I T I A L  S I Z E  A N D  S H A P E
3 0  C : O F  T H E  S I M P L E X
31 C K O N V G E  : I N P U T  i T H E  C O N V E R G E N C E  C H E C K  IS C A R R I E D  O U T  E V E R Y
3 2  C : K O N V G E  I T E R A T I O N S
3 3  C I C O U N T  : I N P U T  : m a x i m u m  N U M B E R  O F  F U N C T I O N  E V A L U A T I O N S ,  H E L D
34 C : A S  K COllNT W I T H I N  T H E  S U B R O U T I N E ,
3 5  C O U T P U T  : F U N C T I O N  E V A L U A T I O N S  A C T U A L L Y  P E R F O R M E D  + 1 0 0 0 0
36  C : T I M E S  T H E  N U M B E R  O F  R E S T A R T S ,
3 7  C
3 3  C T H I S  S U B R O U T I N E  R E Q U I R F S  A S U B P R O G R A M  F N ( A ) w h I C H  C A L C U L A T E S
39  C T H E  L I K E L I H O O D  A T  P O I N T  A.
40  C
- 41 D O U B L E  P R E C I S I O N  S T A R T ( 3 ) , M I N ( 3 ) , Y N E W L 0 , R E Q m IN,
4 2  1 S T E P ( 3 ) , P ( 2 0 , 2 1 ) , P S T A R ( 2 0 ) , P B A R ( 2 0 ) , P T S T A R ( 2 0 ) , Y ( 2 3 ) ,
4 3 2 0 N , D N N , Z , S U M , S U M M , Y L O , R C O E F F , Y S T A R , E C O E F F , Y T S T A R ,
4 4  3 C C 0 E F F , C U R M I N , D E L , F N
4 5  C
4 6  C C O E F F I C I E N T S  F O R  R E F L E C T I  O N , E X T E N S I  O N  A N D  C O N T R A C T I O N
47 C
48  D A T A  R C O E F F / 1 . D 0 / , E C O E F F / 2 . D 0 / , C C O E F F / 5 . D - 1 /
49  K C  O U N  T = I C O U N T
53  I C Q U N T = ?
51 C
52  C V A L I D I T Y  C H E C K S  O N  T H E  I N P U T  P A R A M E T E R S
5 3  C '
54 I F ( R E U m j n , l E , O . D 0 )  IC 0 U ’ J T = IC 0 U N T - 1
5 5  I F ( N . G T . 2 3 )  I C O U N T = I C O U M T - 1 ?
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5 6 I F ( K O N V G E . L E . O )  I C O U N T e I  C O U N T « 1 0 0
5 7 I F ( I C O U N T . L T . 7 ! )  r e t u r n
56 C
5 9 C S E T  I N I T I A L  P R O G R A M  P A R A M E T E R S
6 0 c
6 1 J C O U N T b K O N V G E
6 2 D F L b F L O A T ( N )
6 3 D N a D B L E ( D F L )
6 4 N N s N  +i
6 5 d f l » f l o a t ( N N )
66 D N N s D B L E C D F L )
6 7 D E L  8 1 . 0 0
66 c
6 9 c C O N S T R U C T I O N  O F  T H E  I N I T I A L  S I M P L E X ,  T H E  S I M P L E X  H A S  ( N * l 8 N N  )
7 0 c V E R T I C E S  W I T H  N C O O R D I N A T E S  S O  P ( I # J )  IS T H E  I » T H  C O O R D I N A T E  O F  T H E
71 c J ' T H  V E R T E X ,  A P A R A L L E L  A R R A Y  Y C O N T A I N S  T H E  L I K E L I H O O D  V A L U E
72 c A T  E A C H  V E R T E X ,  T H E  C O O R D I N A T E S  O F  A N E W  P O I N T  A R E  H E L D  I N  P S T A R
7 3 c A N D  IF P S T A R  IS B E T T E R  T H A N  T H E  W O R S T  P O I N T  IN P, P S T A R  R E P L A C E S
7 4 c T H E  W O R S T  P O I N T  I N  P,
7 5 c
7 6 1 0 0 1 D O  1 I 8 l , N
7 7 1 PC I , N N ) = S T A R T ( I )
7 8 Z « F N ( S T A R T )
7 9 Y ( N N ) s Z
8 0 S U M e Z
81 S U M M s Z * Z
82 D O  2 J 8 1 f N
8 3 S T A R T C J ) = S T A R T ( J ) + S T E P ( J ) * D E L
84 D O  3 I 8 l , N
8 5 3 P C I ,  J J s S T A R T C n
8 6 Z = F N ( S T A R T )
87 V ( J ) s Z
8 8 S U M s S U M + Z
8 9 S U h m * S U M M *  Z * Z
9 0 2 SI A R T ( J ) 8 S T  A R T ( J ) - S T E P ( J ) * D E L
91 C
9 2 C S I M P L E X  C O N S T R U C T I O N  C O M P L E T E ,  D E T E R M I N E  T H E  H I G H E S T  & L O W E S T
9 3 C V E R T I C E S .  Y N E W L O  C 8 Y C I H D )  I S  T H E  V E R T E X  T O  E E  R E P L A C E D .
94 C
9 5 1 0 0  0 Y L O = Y C l )
9 6 Y N E w L O = Y L O
9 7 I L O =  1
9 8 I H I = 1
9 9 D O  5 I 8 2 , H n
1 0 0 .. 1 F C Y ( I ) , G K . Y L O )  G O  T O  4
1 01 Y L 9 8 Y ( I )
1 0 2 I LO= I
1 0 3 4 I F C Y C D . L E .  Y N E W L O )  G O  T O  5
1 0 4 Y N E w L 0 s Y ( I )
1 0 5 I H I = I
1 0 6 5 C O N T  INUF.
1 0 7 S ij m s S U M - Y N E w L 0
1 0 8 S U M m = S U M M - Y N E W L O * Y N E W L O
1 0 9 C
1 10 C C A L C U L A T E  T H E  C E N T R O I D  O F  A L L  V E R T I C E S  E X C E P T  Y N E W L O  ( P B A R )
I
225
111 C
1 12 DO 7 1*1 , N
1 1 3 Z«0,D2
1 14 DO 6 J * 1 , N N
115 6 Z*Z*P(I*J)
116 Z«Z-P(If INI)
117 7 PR AR ( 1 ) *Z/DN
118 C
119 C C A L C UL A TE  THE RE F LE C TI O N OF YNEWLO  (PSTAR) THROUGH THE CE NTR 0IO
120 C
121 DO 8 I = 1,N
122 8 P S T A R C n * ( l , D 0 * P C O E F F ) * P B A R ( I ) - R C O E F F * P ( I , t H I )
123 YS TAR sF N( P ST A H)
124 I C 0 U N T * I C 0 U N T M
125 IF (YS TAR . GE . YL O ) GO TO 12
126 C
127 C YSTAR LESS THAN THE PREV IOU S LOWEST LIK ELIHOOD, SO EXTEND THE
128 C SI MPL EX IN THE SAME DI R EC T IO N  TO PT STAR ( WITH L I K EL I HO O D YTSTAR
129 C
130 DO 9 1*1 ,N
131 9 P T S T A R l I ) *E C OE F F* PST AR( I) + (1.D 0 - E C O E F F ) * P G A R ( I)
132 Y TS T AR = FN ( PT S TA R )
133 I C O U N T s ICOUNT*1
134 I F ( Y T S T A R , G E . Y S T A R ) G O  TO 19
135 C
136 C YTSTAR  LESS THAN YSTAR, SO E X T EN S IO N  SUCCES SFU L, PUT P T S T a R INTO
137 C
138 12 DO 11 1 * 1, N
139 1 1 PC I ,I HI ) «P T ST A R( I )
140 Y C IH I ) = YTSTAR
141 GO TO 903
142 C
143 c YSTAR IS NOT A NEW LOWEST POINT, SO NO EXTENSION, TEST TO SEE IF
144 c YSTAR IS A NEW HIGH (GO TO 15) OR IF IT IS IN TER MED IAT E (GO TO
145 c 19, RETAIN PSTAR IN P, GO TO THE BF.GINING )
146 c
147 12 L = 0
148 DO 13 I = 1,N.N
149 IF(Y( I ),G T.Y STA R)L  = L+1
1 50 13 CONTI NUE
151 I F ( L , G T . 1 )GO TO 19
152 IF (L . EG .O ) GO  TO 15
1 5 3 C
154 C YSTAR IS LESS THAN YNEWLO, BUT GR EAT ER THAN a l l  OTHER Y VALUES
1 55 C SO RETAIN  T h e  R E F L EC T IO N (PSTAR PUT INTQ P) A NO1; CONTRACT,
156 c
1 57 DO 14 1=1 , N
158 1 4 PC I, I H I ) = P S T A R ( I )
159 Y(I H I) * YS T AR
1 60 c
161 c YSTAR IS GREATER THAN YNEW'LO, SO REJECT THE REF LECTION, AND
162 c CO NTRACT THE SIMPLEX
163 c
1 64 15 DO 16  I * 1 , N
1 65 1 6 P T S T A R ( I ) = C C n E F F * P ( I , I H I ) + ( l . O 0 - C C O E F F ) * P B A R ( I )
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1 6 6  Y 1 S T A R « F N ( P T S T A P )
1 6 7  I C O U N T * I C O U N T + 1
1 6 8  I F ( Y T S T A H . L E . Y C I H I ) ) G O  TO 10
1 6 9  C
1 7 P  C IF C O N T R A C T I O N  P R O D U C E S  A Y T S T A R  V A L U E  L E S S  T H A N  T H E  P R E V I O U S
171 C H I G H E S T  Y V A L . c ,  R E T A I N  C O N T R A C T I O N ,  IF N O T  T H E N  C O N T R A C T  T H E
1 7 2  C W H O L E  S I M P L E X ,
1 7 3  C
1 7 4  S U M e o . D O
1 7 5  S U M M s 0 , D 0
1 7 6  D O  18 J a 1, N N
1 7 7  D O  1 7  I * 1» N
1 7 8  P ( I , J ) » ( P ( I , J ) * P ( I , I L O ) ) * 0 , 5 D 0
1 7 9  17 M I N ( n e P ( I , J )
1 8 0  Y ( J ) « F N ( M I N )
181 S U M * S t J M t Y ( J )
1 8 2  18 S U M M e S U H M » Y ( J ) * Y C J )
1 8 3  I C O U N T b I C O U N T + n n
1 8 4  G O  T O  9 0 1
1 8 5  C
1 8 6  C R E T A I N  P S T A R  V A L U E S  IN P
1 8 7  C
1 8 8  1 9  D O  2 0  I S ! » N
1 8 9  2 0  P ( I , I H I ) * P S T A R ( I )
1 9 0  Y ( I H I ) = Y S T A R
191 9 0 0  S U m * S U M  + YC I H I )
1 9 2  S U m m = S U M M + y ( I H I ) * Y ( I H I )
1 9 3  9 0 1  J C O U N T = J C O U N T - 1
1 9 4  C
1 9 5  C IF J C O U N T  ( S E T  F R O M  K O N V G E )  G R E A T E R  T H A N  Z E R O  G O  T O  B E G I N I N G ,
1 9 6  C
1 9 7  I F ( J C C U N T . N E . O )  G O  T O  1 O 0 0
1 9 8  I F ( I C O U N T . G T . K C O U N T )  G O  T O  2 2
1 9 9  C
2 0 0  C T H I S  w r i t e  S T A T E M E N T  E N A B L E S  T H E  P R O G R A M  t o  B E  F O L L O W E D  R Y
2 0 1  C O U T P U T I N G  AT E A C H  T E S T  F O R  C O N V E R G E N C E
2 0 2  C
2 0 3  w r i t e  ( 7 , 6 0 0 )  ( P S T A R ( I L ) , I L = 1 , n ) , Y S T tR
2 0 4  6 0 0  F O R M A T  ( 2 X , 3 ( D 1 0 . 4 ,  1 X ) , 5 X , D 1 0 . 4 )
2 0 5  C
2 0 6  JCO ! ; N T  = K O N V G E
2 0 7  C
2 0 8  C C U R M I N  IS T H E  V A R I A N C E  O F  T H E  L I K E L I H O O D  V A L U E S  ( I N  Y) A T  T H E
2 0 9  C V E R T I C E S
2 1 0  C
2 1 1  C U R w IN = ( S U M H - ( S U M * S U m ) / D N N ) / D n
2 1 2  C U R M I N = O S G R T ( C U R M I N )
2 1 3  I F ( C U R M I N . G F . R E O M I N )  G O  TO 1 0 0 0
2 1 4  C
2 1 5  C H O L D  T H E  O F S T  P V A L U E  IN M I N
2 1 6  C
21 7 2 2  D O  2 3  . 1 * 1 ,  N
2 1 8  2 3  M J N d J s P d . l F l J
2 1 9  Y N E W L O s Y ( I H I )
2 2 0  I F ( I C O U ' J T . G T . K C O U N T J R E T U R N
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2 2 1 C
2 2 2 C T E S T  F O R  L O C A L  M I N I M U M  B Y  E V A L U A T I N G  T H E  L I K E L I M O O O  AT 2 N
2 2 3 c A R O U N D  T H E  P R O P O S E D  m i n i m u m  a T 1 / 1 3 O 0  T h  T H E  S T E P  L E N G T H ,
2 2 4 c A N Y  P O I N T  IS L E S S  T H A N  T H E  P R O P O S E D  m i n i m u m , T H E N  R E S T A R T
2 2 5 c
2 2 6 D O  2 4  I » I , N
2 2 7 D E L « S T E P ( I ) * l , D - 3
2 2 8 M I N C I ) « M I N < I ) ♦ D E L
2 2 9 Z e F N ( H l N )
2 3 0 I F I Z . L T , Y N E W L O )  G O  T O  2 5
2 3 1 M I N ( I ) » M I M ( I ) - D E L - D E L
2 3 2 Z » F N ( m I n )
2 3 3 I F ( Z , L T . Y N E W L O )  G O  T O  2 5
2 3 4 2 4 M I N C I ) = M I N ( 1 ) + D E L
2 3 5 R E T U R N
2 3 6 C
2 3 7 C R E S T A R T
2 3 8 C
2 3 9 2 5 D O  2 6  Io 1 , N
2 4 0 2 6 S T A K T ( I ) s M I N C I )
24  1 C
2 4 2 C T H E  N E X T  L I N E  H A S  B E E N  A L T E R E D  F R O M  D E L s 3 . 1 D - 3  S I N C E  T H I S
2 4 3 C T H E  S I M P L E X  T O O  S M A L L  F O R  R E A S O N A B L E  V A L U E S  O F  S T E P ,
2 4 4 C
2 4 5 D E L  = 1 , 0 0 3
2 4 6 I C O U N T = I C O U N T + 1 0 0 0
2 4 7 G O  T O  1 0 0 1
2 4 6 E N D
• * * *
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Appendix 14
The Modified Simplex Optimisation Method
This subroutine was based on the algorithm by O'Neill 
( 1971 ) ( Appendix 13 ). The distortion of the simplex was allowed 
to continue ( either extension or contraction ) for up to 5 cycles 
if each new estimate proved better than previous values.
i
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1 S U B R O U T I N E  S I M P L X ( n , S T A R T , M I N , Y N E W L O , R E Q M I N , S T E P ,
2 1 K O N V G E , I C O U N T )
3 C
4 C M U L T J P A H A M E T E R  O P T I M I S A T I O N ,
5 c T h e  S I M P L E X  m e t h o d , T O  O P T I M I S E  N P A R A M E T E R S  A M A T R I X  ( C A L L E O
6 C A S I M P L E X  ) O F  N ♦1 P O I N T S  IS E S T A B L I S H E D ,  T H E  H t G H E S T  P O I N T  IN
7 C T H E  S I M P L E X  IS R E F L E C T E D  T H R O U G H  T H E  C E N T R O I D  O'. T H E  R E M A I N I N G
8 C P O I N T S  T O  ' S T E P '  T H E  S I M P L E X  I N  T H E  L I K E L I H O O D  P L A N E  T O W A R D S
9 C T H E  M I N I M U M ,  E X P A N S I O N , C O N T R A C T  I O N  A N D  D I S T O R T I O N  O F  T H E
JO C S I M P L E X  IS D E P E N D E N T  O N  T H E  N A T U R E  O F  T H E  L O C A L  C O N D I T I O N S ,
1 1 C
12 C T H E  M E T H O D O L O G Y  H A S  B E E N  A L T E R E D  W I T H  R E S P E C T  T O  T H E  D I S T O R T I O N
13 C O F  T H E  S I M P L E X ,
1 A C
15 c O R I G I N A L  P R O G R A M  B Y  O ' N E I L L  R.
16 C A L G O R I T H M  A S 4 7  A d p I , S t * H s t , ( 1 9 7 1 )  v o 1 , 2 0 , 3 3 8 - 3 4 5
17 C B A S E D  O N  :
18 C N E L D E R  J . A .  I M E A D  R, ( 1 9 6 5 )  C o m p u t e r  J . , v o 1 , 7 , 3 0 8 - 3 1 3
19 C A K M E N D E D  B Y  t
2 0  C BFN YON  P . R ,  ( 1 9 7 6 )  A D D ] , s t a t f s t ,,v o 1 ,2 5 ,9 7
21 C C H A M B E R S  J . M ,  I E R T E L  J , E ,  ( 1 9 7 4 )  A p p 1 , S t a t < s t , , v o I , 2 3 , 2 5 0 - 2 5 1
2 2  C H I L L  I , D, ( 1 9 7 8 )  A p p 1 , St a t \s t , , v o 1 . 2 7 , 3 8 0 - 3 8 2
2 3  C O ' N E I L L  R. ( 1 9 7 4 )  A p p 1 , S t a t is t . , v o 1 , 2 3 , 2 5 2
2 4  C
2 5  c F O R M A L  p a r a m e t e r s  :
2 6  C N J I N P U T  : T H E  N U M B E R  O F  V A R I A B L E S  T O  B E  O P T I M I S E D
2 7  C S T A R T  : I N P U T  j A R R A Y  C O N T A I N I N G  T H E  I N I T I A L  E S T I M A T E S
2 8  C M I N  J O U T P U T  : A R R A Y  C O N T A I N I N G  T H E  O P T I M I S E D  P A R A M E T E R
2 9  C ! V A L U E S ,
3 0  C Y N E W L O  ; O U T P U T  : T H E  M I N I M U M  V A L U E  O F  T H E  L I K E L I H O O D
31 C p E 9 " I N  : I N P U T  : T H E  L I M I T I N G  V A L U E  O F  T H E  V A R I A N C E  O F  T H E
3 2  C : S I M P L E X  AT A L L  T H E  V E R T I C E S
3 3  C S T E P  : I N P U T  : A R R A Y  D E T E R M I N I N G  T H E  I N I T I A L  S I Z E  A N D  S H A P E
3 4  C J O F  T H E  S I M P L E X
3 5  C K O N V G E  j I N P U T  : T H E  C O N V E R G E N C E  C H E C K  IS C A R P  I E D  O U T  E V E R Y
3 6  C : K O N V G E  I T E R A T I O N S
3 7  C I C O U N T  : I N P U T  : M A X I M U M  N U M B E R  O F  F U N C T I O N  E V A L U A T I O N S .  H E L D
3 8  C ! A S  K C O U N T  W I T H I N  T H E  S U B R O U T I N E ,
3 9  C O U T P U T  : F U N C T I O N  E V A L U A T I O N S  A C T U A L L Y  P E R F O R M E D  +
4 0  c : 1 0 0 0 0  T I M E S  t h e  n u m b e r  O F  R E S T A R T S ,
41 C
4 2  C T h i s  S U B R O U T I N E  R E Q U I R E S  A S U B P R O G R A M  F N ( A )  W H I C H  C A L C U L A T E S
4 3  C T H E  L I K E L I H O O D  AT P O I N T  A.
44 C
4 5  D O U B L E  P R E C I S I O N  S T A R T ( 3 ) , m I N ( 3 ) , Y N E W L O , R E Q U IN,
4 6  1 S T E P ( 3 ) , P ( 2 0 , ? 1 ) , P S T A R ( ? 0 ) , P B A R ( 2 O ) , P T S T A P ( 2 0 ) , Y ( 2 0 ) ,
4 7  2 D N , D N N , Z , S I J ,‘, S U M M , Y L 0 , R C 0 E F F ,  Y S T A R ,  F C O E F F ,  Y T S T A R ,
4 8 3 C C 0 E F F , C U R m i n , D E L , F N , E X T ( 2 0 )
4 9  C
5 0  C C O E F F I C I E N T S  F O R  R E F L E C T I  O N , E X  T E N S  I O N  A N D  C O N T R A C T I O N
51 C
5 2  D A T A  R C . O E F F / 1  . D 0 / , E c 6 E F F / 2 , O 0 / , C C O F F F / 5 . D - t /
5 3  K C O U N T e I C O U N T
5 4 I C O U N T  = U
5 5  C
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5 6  C V A L I D I T Y  C H E C K S  O N  T H E  I N P U T  P A R A M E T E R S
5 7  C
5 8  I F ( R E O M I N , L E . J,. nt1) I C O U N T  • I C O U N T  - t
5 9  I F C N . G T . 2 l ’) I C O U N T « I C O U N T - l C l
6 0  I F ( K O N V G E . L E . B > I C O U M T » I C O U N T - 1 0 0
61 IF C I C O U N T . L T . 0 )  R E T U R N
6 2  C
6 3  C S E T  I N I T I A L  P R O G R A M  P A R A M E T E R S
6 4  C
6 5  J C O U N T » K O N V G E
6 6  D F L * F L O A T ( N )
6 7  D N « D H L E C D F L )
68 NN * N ♦ 1
6 9  D F L ' F L O A T ( N N )
7 0  D N N s D H L E C D F L )
71 DEL * 1 . 0 3
7 2  C
7 3  C C O N S T R U C T I O N  O F  T H E  I N I T I A L  S I M P L E X ,  T H E  S I M P L E X  H A S  ( N + 1 « N N )
7 4  C V E R T I C E S  W I T H  N C O O R D I N A T E S  S O  P ( T , J )  IS T H E  I ' T h  C O O R D I N A T E
7 5  C O F  T H E  J ' T H  V E R T E X .  A P A R A L L E L  A R R A Y  Y C O N T A I N S  T h e  L I K E L I H O O D
7 6  C V A L U E  A T  E A C H  V F R T E X ,  T H E  C O O R D I N A T E S  O F  A N E K  P O I N T  A R E  H E L D
7 7  C I N  P S T A R  A N D  IF P S T A R  IS B E T T E R  T H A N  T H E  « O R S T  P O I N T  IN P,
7 8  C P S T A R  R E P L A C E S  T H E  W O R S T  P O I N T  I N  P,
7 9  C
8 0  1 0 0 1  D O  1 1 * 1 , N
81 1 P ( I , N N ) * S T A P T ( I )
8 2  Z = F N C S T A R T )
8 3  Y ( N N )* Z
84  S U M * Z
8 5  S U M “ = Z * Z
8 6  D O  2 J * l , N
8 7  S T A R T ( J ) = S T A R T ( J ) * S T E P ( J ) * D E L
8 8  D O  3 1 = 1, N
8 9  3 P ( I , J ) = S T  A R T ( I)
9 0  Z = F N ( S T  A R T )
91 Y ( J ) = Z
9 2  S'Jm s S U M . Z
9 3  S U M V = S U M M * Z * 7
9 4  2 S T A R T C J ) = S T A R T ( J ) - S T E P ( J ) * O E L
9 5  C
9 6  C S I M P L E X  C O N S T R U C T I O N  C O M P L E T E .  D F T E R M I N E  T * E  H I G H E S T  % L O W E S T
9 7  C V E R T I C E S .  Y N E W L O  ( = Y C I H I ) )  I S  T H E  V E R T E X  T O  R E  R E P L A C E D ,
9 8  C
9 9  1 0 0 0  Y L O * Y ( l )
1 0 0  Y N E w l O = Y L O
101 IL 0 = 1
1 0 2  1 * 1 * 1
1 0 3  D O  5 I = 2 , N N
1 0 4  I F ( Y ( I ) . G E , Y L O )  G O  T O  4
1 0 5  Y L O = Y ( I )
1 0 6  IL 0 = I
1 0 7  4 I F ( Y C I ) , L E . Y N E W L O )  G O  T O  5
1 0 8  Y N E w L 0 = Y ( I )
1 0 9  I - I = I
1 1 W  5 C O N T I N U E
I
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1 1 2 3 U M M « 5 U M M - Y f J E W L 0 * Y N E W L 0
1 1 3 C
1 1 4 C C A L C U L A T E  T h e  C E N T R O I D  O F  A L L  V E R T I C E S  E X C E P T  Y N E W L O  ( P 8 A R )
1 1 5 C
1 1 6 D O  7 I « 1 , N
1 1 7 Z * 0 . D P
1 1 8 D O  6 J « 1 , N N
1 1 9 6 Z * Z * P ( I / J )
1 2 0 Z e Z - P C l # I H I )
121 7 P R A R ( 1 ) o Z / D N
1 2 2 C
1 2 3 C C A L C U L A T E  T H E  R E F L E C T I O N  O F  Y N E W L O  ( P S T A R )  T H H O U G H  T H E  C E N T R O I D
1 2 4 c
1 2 5 D O  8 Is 1 » N
1 2 6 8 P S ! A R ( I ) » ( l . D 3 * R C 0 E F F ) * P B A R ( n - R C 0 E F F * P ( I , I H l )
1 2 7 Y S T A R b F N C P S T A R )
1 2 8 I C 0 U N T « 1 C 0 U N T M
1 2 9 I F C Y S T A R . G E , Y L O )  G O  T O  12
1 3 P C
131 C Y S T A R  L E S S  T H A N  T H E  P R E V I O U S  L O W F S T  L I V E L I H O O D ,  S O  E X T E N D  T H E
1 3 2 c S I M P L E X  I N  T H E  S A M E  D I R E C T I O N  T O  P T S T A R  ( W I T H  L I K E L I H O O D
1 3 3 c Y T S T A R  ),
1 3 4 c
1 3 5 I E X T = 0
1 3 6 c
1 3 7 c C A L C U L A T E  T H E  E X T E N S I O N  C O E F F I C I E N T  W H I C H  G I V E S  T H E  C E N T R O I D
1 3 8 c T O  P T S T A P  T O  B E  T W I C E  T H E  C E N T R O I D  T O  P S T A R
1 3 9 c
1 4 0 D O  9 0  I s 1 , N
14! 9 4 E X T  C I) = ( E C 0 E F F - 1 . 0 0 0 ) *  C P S T A R ( I ) - P B A R (  I) )
1 4 2 91 C O N T I N U E
1 4 3 DC) 9 2  I * 1 , N
1 4 4 9 2 P T S T A R ( I ) » P S T A R ( I ) * E X T ( I )
1 4 5 Y T S T A R s E N ( P T S T A R )
1 4 6 i c o u n t  = i c o u n t m
1 4 7 IF ( Y T S T A R , G E . V S T A R )  G O  T O  19
1 4 8 c
1 4 9 c IF Y T S T A R  IS B E T T E R  T H A N  Y S T A R  S A V E  P T S T A R  I N  P S T A R
1 5 0 c
151 0 0  9 3  I * 1 , N
1 5 2 9 3 P S T A R ( I ) » P T S T A R ( I )
1 5 3 Y S I  AR = Y T S T A R
1 5 4 I E X T = I E X T * 1
1 5 5 IF ( I E X T . L E . 5 )  G O  T O  91
1 5 6 c
1 5 7 c IF T H E R E  H A V E  B E E N  5 E X T E N S I O N S ,  T H E N  C O N T I N U E  W I T H  T H E  P R O G R A M
1 5 8 c R E T A I N  T H E  E X T E N S I O N ,  S A V E  P T S T A R  IN P. IF N O T  R E P E A T  T H E
1 5 9 c F X T E N S  10*:.
1 6 0 c
161 in D O  11 I = 1,.N
1 6 2 l i P ( I , I H 1 ) = P T S T A R ( I )
1 6 3 Y ( I W I ) = Y T S T A R
1 64 G O  T C  21
1 6 5 c
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1 6 6  C Y S T A R  IS N O T  A N E W  L O W E S T  P O I N T ,  S O  N O  E X T E N S I O N .  T E S T  TO S E E
1 6 7  C IP Y S  T A 6 IS A N E W  H I G H  ( R E J E C T  R E F L E C T I O N )  O R  a n  I N T E R M E D I A T E
1 6 6  C V A L U E  ( R E T A I N  R E F L E C T I O N ) ,
1 6 9  C
1 7 H  12 L * 0
171 0 0  13 1 * 1 , N N
1 7 2  I F ( Y ( I ) . G T , Y S T A R ) l  = L M
1 7 3  13 C O N T I N U E
1 7 4  I C O N T  s t!
1 7 5  I F ( L . 0 T , 1 ) G 0  T O  19
1 7 6  I F ( L » E Q , 3 ) G 0  T O  15
1 7 7  C
1 7 8  C Y S T A R  IS L E S S  T H A N  Y N E W L O  B U T  G R E A T E R  T H A N  A L L  O T H E R  Y V A L U E S
1 7 9  C S O  R E T A I N  R E F L E C T I O N  ( P U T  P S T a R I N T O  P) A N D  C O N T R A C T ,
1 8 P  C
181 D O  14 I«1 , N
1 8 2  14 P ( I , I h ! ) = P S T A R ( I )
1 8 3  Y C I N I ) s Y S T A R
1 8 4  C
1 8 5  C Y S T A R  IS G R E A T E R  T H A N  Y N E * L 0* S O  R E J E C T  T H E  R E F L E C T I O N ,  A N D
1 8 6  C C O N T R A C T  T H E  S I M P L E X ,
1 8 7  C
1 8 6  15 D O  1 6  1 = 1 , N
1 8 9  16 P T S T A P ( I ) = C C O E F F * P ( I , I H I ) ♦ ( 1 , P 0 - C C O E F F ) * P 8 A R ( I )
1 9 0  Y T S T A R = F N ( P T S T A R )
191 I C 0 U N T = I C 0 U N T + 1
1 9 2  I C O N T s I C O N T + I
1 9 3  I F ( Y T S T A R , G T . Y ( I H I ) )  G O  T O  1 6 9
1 9 4  C
1 9 5  C C O N T R A C T I O N  S U C C E S S F U L  , S O  T E S T  IF C O N T R A C T E D  P O I N T  IS A
1 9 6  C N E W  L O W ,
1 9 7  C
1 9 8  L =C
1 9 9  O G  16! 1 = 1 , N M
2 0 0  IF ( Y T S T A R , L T . Y ( I ) ) L * L *  1
2 0 1  161 C O N T I N U E
2 0 2  IF ( L . G T . l )  G O  T O  10
2 0 3  C
2 0 4  C C O N T R A C T I O N  P O I N T  IS A N E W  L O W ,  so S T O R E  p TSTar In p and
2 0 5  C C O N T R A C T  A G A I N ,  U N L E S S  T H E R E  H A V E  H E E N  5 S E Q U E N T I A L
2 0 6  C C O N T R A C T I O N S .
2 0 7  C
2 0 8  Y ( I H I ) s Y T S T A R
2 0 9  D O  1 6 2  1 = 1 , u
2 1 0  1 6 2  P( I , I H I )  = P T S T  AR ( I )
2 1 1  IF ( I C U N T . L T . 5 )  G O  T O  15
2 1 2  1 6 9  C O N T  I Nilf
2 1 3  C
2 1 4  C C O N T R A C T I O N  N O T  S U C E S S F I I L ,  S O  C O N T R A C T  » h o l E S I u = l FX
2 1 5  C
2 1 6  0 0  18 J = 1 , N N
2 1 7  D O  17 1 = 1 , n
2 1 8  P ( I , J ) = ( P ( I , J ) * P ( t , I L O ) ) * 0 , 5 D 0
2 1 9  17 >1I N ( I ) = P ( I , J )
2 2 0  Y ( J ) s F N ( H l N )
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221
222
22 3
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
24?
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
27 2
2 7 3
274
2 7 5
18 C O N T I N U E
ICOUNT * ICOUNT ♦ NN 
GO TO 21
C
C RETAIN PSTA R VALUE S IN P
C
19 DO 20 I » I » N
20 P ( I , IH I )« P ST A R( I )
Y ( I H ! ) « Y S T A R  
21 J C O U N T » J C O U N T - 1
C
C IF J C O U N T  ( S E T  F R O M  K O N V G E )  G R E A T E R  T H A N  Z E R O , G O  T O  B F G I N I N G
C
I F C J C O U N T , N E . O )  G O  T O  1 0 0 0  
I F C I C O U N T . G T . K C O U N T )  G O  T O  2 2
C
C T H I S  W R I T E  S T A T E M E N T  E N A B L E S  T H E  P R O G R A M  T O  B E  F O L L O W E D  B Y
C O U T P U T T I N G  E A C H  T E S T  F O R  C O N V E R G E N C E .
C
W R I T E  ( 7 , 6 0 0 )  ( P S T A R ( I L ) , 1 L = 1 , N ) , Y S T A R  
6 0 0  F O R M A T  ( 2 X , 3 ( 0 1 0 . 4 , I X ) , 5 X , 0 1 0 . 4 )
C
J C O U N T  a K O N V G E
C
C M E A S U R E  T H E  V A R I A N C E  O F  T H E  L I K E L I H O O D  V A L U E S  ( I N  Y) A T  T H E
C V E R T I C E S  O F  T H E  S I M P L E X
C
S U M « 0 , 0 D 0  
S U M M s 0 , 0 D 0 
0 0  0 3 0  I * 1 , N 
S U M  = S U M f Y ( I )
S U M M s S U H M  + Y ( I ) * V  ( I)
8 0 3  C O N T I N U E
C U R M I N s  ( S U m m - ( S U M * S ' J m ) / D N N )  / O n 
C U R V I N s D A B S ( C U R M I N )
C ' J R N I N s O S O R T  ( C U R M I N )
I F ( C U R M I N . G E . R E R M I N )  G O  T O  1 0 0 0
2 2  D O  2 3  1 = 1 , N
C
C H O L D  T H E  B E S T  P V A L U E S  IN m i n
C
2 3  M I H ( I ) = P ( I ,  I H I )
Y N E L 0 = Y ( I H I )
I F ( I C O U N T , G T . K C O U N T ) R E T U R N
C
C T E S T  F O R  L O C A L  M I N I M U M  B Y  E V A L U A T I N G  T H E  L I K E L I H O O D  AT 2 N
C P O I N T S  A R O U N D  T H E  P R O P O S E D  M I N I M U M  AT 1 / 1 0 3 0  T H  TH,E S T E P
C L E N G T H .  IF A M Y  P O I N T  IS L E S S  T H A N  T>^E P R O P O S E D  M I N I M U M ,  T H E N
C R E S T A R T .
C
D C  2 4  I = 1 , N  
D E L  = S T E P ( I )* 1 . 0 - 3  
H I N (J )= M I N ( I ) ♦ 0  E L  
Z = F N ( ** I N )
I F ( Z . L T . Y N E W L O )  G O  T O  2 5
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276 MlNCn«MIN(i)-DEL-OFL
277 Z 8 F N ( M 1 N )
276 IF(Z.lT.VNFWLO) GO TO 25
279 24 '1INCI)»MIN(ntDEL
2Hi! . RETURN
? B 1 C
262 C RESTART procedure
263 c
264 25 DO 26 I»1,N
285 26 ST A R T ( I ) e M m i )
286 DEL 81.003
287 ICOUNT8ICOUNT*1030
288 GO TO 1001
289
k * * *
END
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Appendix 15
Subroutine to Measure the Goodness of Fit of the Koch & Schaechter 
Model to Experimental Data by the Maximum Likelihood Method
The Koch & Schaechter model for cell volume distribution 
may be stated :
r 2X£(x) = S- J *(5) d? 
x 2 x
where x is cell size, &(x^) i§ the distribution of cells about to 
divide ( assumed to be normal ), and c is the harmonic mean of £(x^).
The likelihood of this function may be written : 
n
L = n 
i=l
where $(x) represents the integral of the normal probability density 
function from -» to x ( see Appendix 16 ) and_f. represents the 
observed frequency in channel i.
For brevity we will put
z. = ^ x ^  - 4(xi)
It is usual to use the logarith of the likelihood, and 
find the maximum of this value, as it is easier to handle the power 
series in this manner. Hence we get :
x?
{■r4(2x.) - $(x.) }
iince trie Nocn a scnaecnter moaei may De written as a 
density function,
2x
L(x) dx = —  J sl(z) d£ dx
integrating
/ L(x) dx = 1 = J —  ' { $(2x) - $(x) } dx 
x2
hence,
c - 1
' J *(2x) - «(x)
The divisions of the data in the Coulter distribution 
are fine, ( into 100 channels ) and so a good approximation of c will 
be :
n
I
i=l
z i
For use in an optimisation program, this method is best 
programmed as a DOUBLE PRECISION FUNCTION, which is given below. In 
addition the solution of the integral of the normal probability 
density function is required ( DOUBLE PRECISION FUNCTION PHI, Appendix 
16 ).
1
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? c
3 C S U B R O U T I N E  T O  E S T I M A T E  T H E  L I K E L I H O O D  O f  T H E  K O C H  K S C H a E C H T E R
4 C M O D E L  F O R  C E L L  V O L U M E  D I S T R I B U T I O N .  T H E  M O D E L  IS :
5 C 2
6 C D ( X ) «  C / X  I N T  ( L ( X 1 ) X* X T O  2K
7 C
e c W H E R E  X IS S I Z E ,  L IS T H E  N O R m al DI I S T R I  R U T  1 O N , a n d  C IS T H E
9 C H A R M Q N I C  M E A N  OF L. T h E L I K E L I H O O D  IS M A D E  - V E  S O  T H A T  IT
IP C C A N  B E  M I N I M I S E D .
1 1 C
1? D O U B L E  P R E C I S I O N  a ( 2 ) , X L , X U , Z , U , R , P H  I
13 C O M M O N / D A T / F I  I P O ) , X ( I B P )
14 F N « h . 0 D 0
15 T = 0 , O D D
16 D C  1 1 : 1 , 1 0 0
17 U = D 5 L E ( X (  I) )
1 8  X L = C U - A ( 1 ) ) / A ( 2 )
19 X U * ( 2 , 3 D 0 * U - A ( 1 ) ) / A ( 2 )
2 0  Z » P H I ( X U ) - P H I C X L )
21 T s T * Z / ( U * U )
2 ?  I F ( F ( I ) , L E . 0 , P 1 G 0  T O  1
2 3  F n = F N + D O l E ( F ( I ) ) * O L O G ( Z )
2 4  1 C O N T I N U E
2 5  T = I , 0 0 0 /  I
2 6  D D  2 1 = 1 , 1 0 ' ’
2 7  U c D B L E C X C i n
2 8  Z = T / ( U * U )
2 9  I F ( F ( I ) , L F , ' ’. 0 ) G 0  T O  2
3 0  F N  = F N + ! ) 9 L E ( F (  I) ) * O L C G ( Z )
31 2 C O N T I N U E
3 2  F N s - F N
3 3  R E T U R N ’
3 4  E n d  
* * * *
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Appendix 16
The Solution of the Normal Probability Integral
The normal probability density function may be stated :
-(x-p)2
e
affin.
♦ (X) = — —   2tj2
The integral from -» to x may be approximated
$(a) = 1 - Z(a)(bjt + b2t2 + b 3t3 +btft4 + b5t 5 ) + e(x)
where e(x) is the maximum error, a is given by
_ x - v
a - =  ------- -
Z(a) is given by
-a2
2(a) = h e  2
and t is given by :
t - = - i
1 + pa
The coefficients of b and the value of p are given in 
Section 26.2.17 of Abramowitz & Stegun ( 1965 ). The maximum error 
is less than 7.5 x 10'8 .
i
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1 D O U B L E  P R E C I S I O N  F U N C T I O N  P h I ( X X )
2 C
3 C E V A L U A T I O N  O F  T H E  N O R M A L  I N T E G R A L
4 C
5 C P O L Y N O M I A L  A P P R O X I M A T I O N  S
6 C 2 3 A 5
7 C P H I  ( X ) « 1 - Z ( X ) ( b  t *b t *b t t *b t ) ♦ e ( X )
8 C 1 2 3 A 5
9 c * m £ R E  t ■ l / ( 1 * p X ) A N D  e ( X ) - T H E  E R R O R -  < 7 , 5 0 - 8
IP C b  A N D  p F R O M  S E C T I O N  2 6 . 2 , 1 7  IN
11 C A B R A M O W I T Z  m . & S T E G U N  I , A ,  ( 1 9 6 5 )  H a n d b o o k  o f  m a t h e m a t i c a l
1 ?  C f u n c t i o n s .  D O V E R  P U B L I C A T I O N S , I N C , , N E W  Y 0 R K , o p 9 3 2
13 C
14 D O U B L E  P R E C I S I O N  X X , Z , T , R , E P O *
15 4 Jei
16 ! F ( X X . r . T . P . 3 D P ) G 0  T O  1
17 J — I
1 8  X X = - X X
19 t Z = - X X * X X / 2 . 0 D O
2 d  Z = P , 3 9 8 9 4 ? 2 8 0 D P * E P 0 w (Z)
21 T a l . 0 D P / ( l . P O P * 0 , 2 3 l 6 4 1 9 D B * X X )
2 2  R = ( ( 1 , 3 3 0 2 7 4 4 2 9 0 0 * T - l  , 8 2 1 2 5 5 9  7 8 0 P ) * T + 1 , 7 8 1  4 7 7 9 3 7 D ? ) * T
2 3  R = l . O D P - ( ( R - 0 . 3 5 6 5 6 3 7 8 2 D P ) * T * 0 , 3 1 9 3 8 1 5 3 0 0 ? ) * T * Z
2 4  I F ( J . E 3 . - 1 ) P h : = 1 . P O G - R
2 5  IF C J . E G . 1 ) P H I * R
2 6  R E T U R N
2 7  E N D  
* * * *
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np|JCHU I A I /
Integration by the Runge-Kutta 2nd Order Method
The Runge-Kutta integration method ( second order ) may
be stated :
y n + l  = y n + kl + k2 ) + 0(h3)
where
ki = h f (xn .yn )
k2 = hf(xn + ih, y n + ikj )
h is the step size, f(x,y) is the function being integrated, and e( h 3)
is an error of the order h 3 . For small step sizes ( h = 0.05 ) 
this error should not become significant during the period of interest 
in the integration.
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1 F U N C T I O N  I R U N G E ( N , F , Y , X , H )
2 C
3 c i n t e g r a t i o n  b y  t h e  r u n g e  - k u t t a  m e t h o d ,  t h i s  r o u t i n e  w a s
4 c K I N D L Y  D O N A T E D  B Y  D R . M .  B A Z I N ,  D E P T ,  M I C R O B I O L O G Y ,  O U E E N
5 C E L I Z A B E T H  C O L L E G E ,  U N I V E R S I T Y  O F  L O N D O N ,
6 C
7 D O U B L E  P R E C I S I O N  Y ( N ) , F ( N ) , P H I ( 5 0 ) , S A V E Y C 5 0 )
8 D O U B L E  P R E C I S I O N  X , H
9 C C m m O N  / 5 6 /  M
10 M » M ♦ 1
11 G O  T O  (1 > 2 , 3, 4 , 5 ) ,  M
1 2  I I R U N G E  * I
1 3  R E T U R N
14 2 D O  22 J = 1 , N
15 S A V E Y C J ) « Y ( J )
1 6  P M I ( J ) = F ( J )
17 2 2  V C J ) s S A V E Y ( J )  ♦ 0, 5 D 0 * H * F ( J )
1 8  X = X t 0 , 5 D 0 * H
1 9  I R U N G E 8 1
2 0  R E T U R N
21 3 D O  3 3  J s l , N
2 2  P H I C  J 3 ■ P M I ( J )  ♦ 2 . 0 D 3 * F ( J )
2 3  3 3  Y C J )  « S A V E Y ( J )  ♦ 0 . 5 D 3 * H » F ( J )
2 4  I R U N G E  = 1
2 5  R E T U R N
2 6  4 D O  4 4  J = 1 , N
2 7  P H I C J ) = P H I C J )  + 2 . 0 D 0 * F ( J )
2 8  4 4  Y C J )  s S A V E Y ( J )  ♦ H * F ( J) •
2 9  X s X'f0# 5 D 0 * H
3 0  I R U N G E  = 1
31 R E T U R N
3 2  5 D O  5 5  J = 1 , N
3 3  5 5  Y C J )  = S A V E Y ( J ) + ( P H I C J ) + F C J ) ) * h / 6 . ? D 0
34 M = 0
3 5  I R U N G E  = 0
3 6  R E T U R N
3 7  E N D
5 * * A
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Estim ation o f the Goodness o f F i t  o f a Growth Model to  Data
The model used here was designed for batch growth with 
a significant death rate. The model used may be stated :
dx
= V,
dt max Ks + s
x - pdx
ds _ _ s x
dt Vmax K + s Y
where x1 represents biomass, s = substrate concentration, y = maximummax
specific growth rate, Kg = saturation constant, y^ = specific death 
rate, and Y = substrate conversion coefficient ( yield ).
The model is solved for x at a series of time intervals
( h, the step length ) and when the time ( T, the model time ) is 
equal to the time of a datum point ( TM, the data time ) the difference 
between the model x and the data biomass is measured. If the data
time ( TM ) is not exactly equal to the model time, but falls between
two intervals, then an interpolation technique"is used.
The goodness of fit is judged by summation of the squares 
of these differences, and taking the square root of the total.
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I
o
3
<1
5
6
7
8
9
10
1 1
I 2
5 3
14
! 5
16
17
18
19
?0
?!
22
2 3
24
2 5
2 6
27
28
29
38
31
32
33
34
3 5
36
37
38
39
43
4 5
42
43
44
45
46
4 7
4 8
49
5 8
51
5 ?
6 4
5 8
D O U B L E  P^^CISir'.' ^ U N C T I O N  f n c a j
c
C F U N C T I O N  T n E V A L U A T E  T H E  G O O D N E S S  O F  F I T  O F  A D I F F E R E N T I A L
C M O D E L  O F  e & T C M  G R O W T H  T P  A S E T  O F  P A R A M E T E R S  H E L D  IN A BY T H E
C M E T H O D  O F  ‘■'FAN S Q U A R E  D I F F E R E N C E .
C
C R E Q U I R E S  F U N C T I O N  I R U n G E
C
D O U B L E  P R E C I S I O N  F ( 3 ) , A ( 3 ) , Y ( 3 ) , K S , * 1 , S I , Tm a x , U * , P
D O U B L E  P R E C I S I O N  U D , Y C , U , T , B M , T m , B , 0 , S U M D , D A T ( 9 4 , 2)
D O U B L E  P R E C I S I O N  T S T  
C O M M O N  / 5 5 /  D A T , N 
C O M m q n  / 5  6 /  h 
C O M M O N  / 5 7 /  XI 
M - 0
D O  1 1 * 1 , 3
C
C C H E C K  T H A T  A L L  M O D E L  P A R A M E T E R S  A R E  P O S I T I V E  V A L U E S
C
IF C A ( 1 ) , L T . 8 . 2 0 0 ) A ( n = 8 . O D D  
1 C O N T I N U E
C
C S E T  T H E  P A R A M E T E R S  O F  T H E  M O D E L .  XI W A S  D E T E R M I N E D  IN T H F  m a i n
C ■ p r o g r a m , p a r a m e t e r s  A R E  :
C U N  : m a x I “ U M  S P E C I F I C  G R O W T H  r a t F.
C k 3 : s a t u r a t i o n  c o n s t a n t
C U D  : S P E C I F I C  D E A T H  R a TE
C SI : I N I T I A L  S U B S T R A T E  C O N C E N T R A T I O N
C Y C  : S U B S T R A T E  C O N V E R S I O N  C O E F F I C I E N T  ( Y I E L D !
C u : 3 T E 3 L E N G T H  F O R  I N T E G R A T I O N  R O U T I N E
f. S'JMD : S ‘lu OF S Q U A R E D  D E V I A T I O N S  O F  m q o f l  a n d  d a t a
C v cI 3 : rtlrw A S S
C Y (?) : S j b s t r a t f
C r : T I v f ( I N  t h e  M O D E L )
C M  : t 1 0 E (In t h e  D a t a )
0 B m  : d a t a  b i o m a s s  a t  t J w  F T m
c UMrA(1)
K S =  A (2)
U ,'1= A (3)
3 1 =  ( \ 4 5 t 3 D : 1 
Y C =  2 . 5 J 3 3 D ’
H= U.v’BPP
S U H P  = 2 .  !0■'
Y ( I ) = X I
Y ( ? ) = S ! 
t = 11. o d d
Dll 13 j = i , n 
T ‘' = D A 7 ( J , 1 )
8 *' s D A T ( ' , 2 )
C
C IF T n r  F I R S T  T M  V A L U E  IS L E S S  T h AN  t h e  S T E P  L E N G T H ,  C O M P A R F
C 1 HE B I O M A S S  r R P M  M O D E L  & D A T A
0
IF c r - 1 . L T . H )  S O  T O  5
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56 4 CO NTI NUE
57 K * I R U n 3 E ( 2, F , t » T , m )
53 IF (K.NE.l) GO TO 6
59 C
60 C CHECK THAT W  H0DEL R J O m a SS * SU BST RAT E AWE POSITI VE
61 c
62 DO 5 1N »1 * 2
6 J IF (V( IN) ,LE .0. 1C- 6) Y(IN)80 .CO 3
64 5 CO N T IN UE
65 c
66 c ST ATE M EN T  C c THE MODEL
67 c
68 F( i ) = C U M * Y ( 2 ) / ( < S + Y ( 2 ) ) - U 0 ) « Y C l )
69 F ( 2 ') «-l ,3 00 •(UM*Y (2) / ( K S + Y ( ? ) ) ) ‘Y(t)/YC
70 GO TO 4
71 6 C ON T IN U E
72 . c
73 c TEST FOR THE MODEL TIME BEING EOUAL TO THE DATA TIME
74 c
75 T S T = T - T N
7o TSTsDAri3(TST)
77 IF (TS T.3 T.0.ID-3) GO TO 7
76 !) s 3 M - Y ( 1 )
79 c
80 c STORE S 0 U A d ED DI FFE REN CES  OF MODEL & DATA IN SUMO
Bl c
82 S m rj s S 'J *10 ♦ D * D
83 GO TO 9
84 7 C O n TIN'JF-
85 c
66 c IN TER PO L AT E  •'ODEL VA l UFS TO GET h C D p l TI v p  EOUAL TO T
87 c
65 9 = T + h
89 TST =T
93 I F ( T S T . G T . 3 . P D n  Go TO 4
91 T S T a T m - T
92 10 ( T S T . L T . O . O l ’) GO TO 5
93 0 = v ( I )
9 4 GO TO 4
96 8 CONT I\:!E
96 6 = Y ( 1 ) - ( (T « - T ) * (Y ( 1 )-P)/H)
97 D = 9
98 S . i <' 0 = S 0 “ 0 ► 0*0
99 G CO NT I NU E
103 13 C O M  I VUE
101 R = P L o A T ( J )
102 D : ‘V  : H D / D 8 L E ( P )
103 c
1 04 c 0 IS THE R r 0 T MEAN SQUARE VALUE ( G OOD NES S OF FIT )
1 05 c
106 D = 0 S Q W T ( 0 )
107 F N O
103 R E T'1
1 0 9 t ' O
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Appendix 19
Optimisation of the Parameters of the Koch & Schaechter Distribution
Model
This FORTRAN program uses the simplex method in 
SUBROUTINE NELMIN to estimate the mean and standard deviation of the 
size of cells about to divide. The Koch & Schaechter model may be 
stated :
2x
£(x) = — / fc(?)
x2 X
where x is cell size, £(x^) is the distribution of cells about to 
divide ( assumed to be normal ) and c is the harmonic mean of £(xt )
( equation 16, Powell, 1964 ).
The program requires the SUBROUTINE NELMIN ( Appendix 13 ), 
DOUBLE PRECISION FUNCTION FN ( Appendix 15 ) and DOUBLE PRECISION 
FUNCTION PHI ( Appendix 16 ).
t
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1 P R O G R A M  KHMX'L
2
3
C
C P R O G R A *  T P  O P T I M I S E  T H E  P A R A M E T E R S  O F  T H E  K O C H  R S C H A E C H T E R
4 C V O L U M E  D I S T R I B U T I O N  T O  A C O U L T E R  D A T A  S E T
5 c
6 D O U B L E  P R E C I S I O N  ST A R T  ( 2 ) ,  S T E P  C 2 ) ,  M I N  ( 2 ) ,  Y N E W L O  , R E Q *  IN
7 d o u b l e  p r e c i s i o n  p f ( i p 0 ) , x x , x u , x l , p t t , d s d
8 D O U B L E  P R E C I S I O N  P H I
9 D I M E N S I O N  P U 0 O )
10 I N T E G E R  P T ( 1 3 ) # W A ( 1 3 ) , W B ( 1 3 )
1 1 C O M M O N  / D A T / F ( 1 0 0 ) # X ( 1 0 O )
12 3 C O N T I N U E
13 c
1 A c I N I T I A L I S E  V A L U E S
1 5
16
c
S T  A R T ( 1 ) = 4 0 , 0 0 0 0
17 ST A P T ( 2 ) = 2 0 . 0 0 0 0
10 ST E P ( I ) = 1 3 . O D 0
19 S T E P C 2 ) = 5 . 0 0 0
? e H E Q H I f J s l  . 0 0 - 7
21 K 0 N V G E = 5
2 2 I C O U N T = 1 O 0 O
2 3 c
2 4 c R E A D  I N  C O U N T S ,  D I S T R I B U T I O N  P A R A M E T E R S  4 N 0  D I S T R I B U T I O N ,
2 5 c W R I T E  T H E  D I S T R I B U T I O N
2 6 c
2 7 R E A D ( 5, 2 ? 3 ) I 1, 12, 13, 14, 15
2 8 2 0 0 F 0 R M A T C 5 C  1 5 , I X ) )
2 9 R E A 0 C 5 , 1 3 ? ) A A , B B , C C
3 P 1 0 ? F O R M A T  C F 5 . 3 , F 5 . 1 , 1 X , F 3 « I)
31 R E A D C 5 , 1 3 1 ) ( F C I ) , 1 = 1 , 1 0 0 )
3 2 101 F O R M A T ( 1 ? F 5 .  1 )
3 3 W R I T E ( 6 , 1 0 2 ) C F C I ) , I = 1 , 1 0 0 )
3 4 1 0 2 F O F U A T U M  , 1 ? F 6 , 0 )
3 5 F F = •', 0
3 6 X X = P . 3
3 7 s r = 0 . 0
3e c
3 9 c C A L C U L A T E  T h e  M E A N  ( X X )  A N D  T O T A L  F R E Q U E N C Y  ( F F )
40 c
4 1 0 0  1 1 = 1 , 1 0 0
4 2 F F  = F F  + F( I)
4 3 X ( I ) = F L O A T ( n
44 X X = X X + F ( 1 ) * X ( I )
4 5 1 C O N T  I'-UE
4 6 X X = X X / F F
4 7 c
4 8 c N O R M A L I S E  T H F  D I S T R I B U T I O N  A>iD C A L C U L A T E  s t a n d a r d  D E V I A T I O N
4 9 c
5 0 D O  2 1 = 1 , 1 0 0
51 F ( I ) = F ( I ) / F F
5 2 2 s o = s r + F ( i ) * ( x ( i ) - x x ) * ( x ( i ) - x x )
5 3 D S D « D B L E ( S D )
54 D S D  = DS'JRT ( D S D )
5 5 R I T E ( 6 , 1 0 3 ) F F ,  X X ,  D S D
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56  1 0 3  F O R c a t C I J h  F R E Q  M E A N  S 0 , 3 F 1 4 . 4 )
5 7  C
5 6  C O P T I M I S E  T H E  M O D E L  P A R A M E T E R S  ( W E A N & S O  O F  T h e  C E L L S
5 9  C A B O U T  T O  D I V I D E
60 C
61 C A L L  N E L * I N ( 2 , S T A R T , M I N , y n e w l O , N E Q M I N , S T E P ,
6 2  I K O A ' V G E ,  I C O U M T )
6 3  n « I T E ( 6 ,  1 3 4 J M I N ,  I C O U N T
6 4  1 0 4  F 0 R m A T ( 1 6 h  .‘'IN C O O R D  I N A T E S , 2 D  1 0 , 4 , 5 M S T E P S , Ifi)
65 P T I *0,00?
6 6  C
6 7  C C A L C U L A T E  T M E  M O D E L  D I S T R I B U T I O N  I N  P F
6 8  C
6 9  D O  5 I e 1 , 1 0 0
7 0  X X s D B L E ( X ( I ) )
71 X L » ( X X - M I N ( 1 ) J / M I N ( 2 )
7 2  X U s ( 2 . O O 0 * X X - M l N ( m / M l N ( 2 )
7 3 P F C I ) * ( P H I ( X U ) - P H I ( X L ) ) / ( X X * X X )
74 P T T « P T T > P F ( I )
7 5  5 C O N T I N U E
7 6  C
7 7  C N O R M A L I S E  T H E  M O D E L
7 8  C
7 9  D O  6 1 = 1 , 1 3 2
8 0  P F (  I ) s P F <  D / P T T
81 PC I ) = S N G L ( P F C I ) )
8 ?  6 C O N T I N U E
8 3  C
84 C C A L C U L A T E  C H I
8 5  C
86 C H I = ^ , 0
8 7  D O  7 1 = 1 , 1 0 0
88 F C I ) = F < n * P r
89 p ( n  = p ( n * P F
9t) w R I T E ( 6 , 1 3 9 ) ( I , F C n , P C I ) )
91 I F ( F (  I) .E'J.0 . 0 ) 0 0  T O  8
92 C w I = C H l * C F C n - P ( n ) * C F ( I ) - P ( I ) ) / P ( I )
9 3 G O  T O  7
94 8 C H I = C H I + P ( I )
9 5  7 C O N T I N U E
9 6  W R I T E C 6 , 1 O Q J C H I
9 7  1 0 9  F O R P A T C I h  , F l 2 . 4 )
9 8  1 0 8  F O R M A T C l *  , I 4 , 2 F 1 2 . 2 )
99 STOP
1 0 0  F N O
* * » *
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Appendix 20
Program fo r  O ptim isation  o f Growth Parameters
This program controls the subroutine NELMIN ( Appendix 13 ),
the simplex multi parameter optimisation method, and requires the
subroutines EP0W( Appendix 11 ), IRINGE ( Appendix 17 ), FN ( Appendix
18 ) and FIRST ( Appendix 21 ).
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1 P R O G R A M  M A X L I *
2 C
J C P R O G R A M  T P  O P T I M I S E  P A R A M E T E R S  F O R  B A T C m  G R O W T H  M O D E L ,
4 c R E Q U I R E S  S U B R O U T I N E S  F I R S T , N E L M I N # F N , I R U N G E , E P P *
5 c
6 D O U B L E  P R E C I S I O N  S T A R T ( 3 ) , S T E P ( 3 ) , M l N C 3 ) , Y N E k L 0 , R E Q R I N
7 D O U B L E  P R E C I S I O N  A ( 4 , 2 ) , R , K S , D A T ( 9 0 , ? ) , C , G , X 1 , T , B m
8 C O M M O N  7 5 5 /  0 A T , N
9 C O M M O N  / 5 7 /  XI
in 1 C O N T I N U E
1 1 c
12 c S T A R T  C O N T A I N S  T H E  I N I T I A L  V A L U E S  A N D  S T E P  T H E  I N I T I A L
13 c V A R I A T I O N  ( S T E P  S I Z E  ) O F  T H E  P A R A M E T E R S ,  S T E P  S E T S  T H E  I N I T I A L
14 c S I Z E  O F  T H E  S I M P L E X  A N D  S H O U L D  N O T  B E  S E T  T O O  S M A L L
15 c
16 S T A R T ( l ) s 3 , 3 5 D 0
17 S T A R T (2 3 « 0 , 3 P D C
18 ST A R T ( 3 ) « 3 , 0 2 5 D B
19 S T E P f 1 1 * 0 , 1 5  D O
2tf> S T E P C 2 ) 8 0 , 1 5 P C 0
21 S T E P ( 3 ) 8 0 , 0 2 0 0
2 2 c
2 3 c R E Q M I N  IS T H E  R E Q U I R E D  A C C U R A C Y ,  IT IS A M E A S U R E  O F  T H E  C O E F F ,
24 c Q F  V A R I A T I O N  O F  T H E  P A R A M E T E R S  IN T H E  S I M P L E X ,  K O N V G E  S E T S  T H E
25 c N U M B E R  O F  P R O G R A M  I T E R A T I O N S  B E T W E E N  T E S T S  F O R  C O N V E R S A N C E ,
2 6 c I C O U M T  IS T m E M A X I M U M  N U M B E R  O F  P R O G R A M  I T E R A T I O N S ,
2 7 c
2 8 R E O M I N s l . 0 0 - 7
2 9 K 0 N v G E s 5
3 0 IC 0 U N T = 1 O U P
31 N = il
32 2 C O N T I N U E
33 c
34 c P E A 0 IN' T H E  D A T A  T O  B E  O P T I M I S E D ,  I v  T w l S  C A S E  T H E  T I U E S  A N D
3 5 c B I P V O L ' J M E S  FRO'-' B A T C H  G R O W T H ,
3 6 c
37 R E A D  (5 , 5 0 O ) T , b M
3 8 IF ( B M . L T . 0 . 0 0 0 . A N D . N . L T , 23 G O  TO 4
3 9 IF ( T . L T . 1 , 0 D 0 , A N D . N . G T . 5 )  G O  T O  3
4 0 N = N t l
4 1 D A T ( N , 1 3 = T
4 2 D A J (N ,2 3 = BM
4 3 G O  T O  2
4 4 3 C O N T I N U E
4 5 c
4 6 c S U B R O U T I N E  F I R S T  E X T R A P O L A T E S  T H E  F I R S T  F E *  D A T A  P O I N T S  T O
4 7 c G I V E  A V A L U E  F O R  XI ( T H E  B I O V O L U M E  a T T I M E  Z E R O  ), S U B R O U T I N E
4 8 c N E L M IN 13 T H E  S I M P L E X  P R O C E D U R E .
4 9 c
5 0 C A L L  F I R S T  ( X l )
51 C A L L  N E L M I N  (3, S T A R T ,  m.j n , Y N E W L O ,  R E Q M I N ,  S T E P ,
5 2 1 K O N V G E , I  C O U N T  3
5 J i-. R 1 T E (8, 6 0 0 )  m i n , I C O U N T ,  YNF'a'LO
54 c
5 5 c R E P E A T  T H E  P R O G R A M  F O R  THF. N E X T  S E T  O F  D A T A ,
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56 C
5 7 G O  T O  1
5 8  4 C O n TIUUF.
5 9  S T O P
6 0  5 0 0  F O R r A T  ( 0 5 . 1 , 0 1 0 , 8 )
61 6 0 0  F O R M A T  ( 1 6 H  M I N  C O O R D I N A T E S , 3 0 1 0 , 4 , 5 H S T E P S , I 6 . 5 X ,
6 2  1 I I H L I K E L I H O O D  » 0 1 H , 4 )
6 3  E N D
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Appendix 21
Subroutine to Extrapolate Growth Data to Time 0.0
Subroutine FIRST uses the first 4 data points in a batch 
growth system to fit to a log-biomass - time straight line. The 
routine uses bivariate regression to fit the line and estimate the 
intercept on the biomass axis.
1 S U B R O U T I N E  F I R S T ( X I )
2 C
3 c S U B R O U T I N E  T O  E S T I M A T E  I N I T I A L  V A L U E S  F R O M  A D A T A  S E T ,
4 C T H E  F I R S T  m  H E R E )  V A L U E S  A R E  A N A L Y S E D  H Y  B I V A R J a T E
5 C R E G R A 3 S I O N  T O  P R O V I D E  A N  E S T I M A T E  O F  B I O M A S S  AT T I M E  0 , 0 ,
6 C
7 D O U B L E  P R E C I S I O N  X I , D A T ( 9 0 , 2 ) , S X , S X 2 , S Y , S Y 2 , S X Y
8 l , F l , F 2 , r 3 , P , R , C , R , E P 0 W
9 C
10 C D A T A  S E T  H E L D  IN C O M M O N  B L O C K
1 1 C
12 C O M M O N  / 5 5 /  D A T , N
13 C
14 C T H E  N U M B E R  O F  P O I N T S  T O  B E  R E G R E S S E D  IS H E L D  I N  M,
15 C S E T  A L L  C U M U L A T I O N  S T O R E S  T O  Z E R O
16 C
17 M o 4
18 S X * 0 . 0 0 0
19 5 X 2 * 0 . 8 D 0
2 0  S Y * 3 , 0 D f l
21 S Y 2 a 0 . 0 D O
2 2  S X Y = 0 , 0 D 0
2 3  C
2 4  C E V A L U A T E  T H E  S U M S , Y  V A L U E S  B E I N G  L O G G E D ,
2 5  C S X  : S U M  O F  X V A L U E S
2 6  C S X 2  : S U M  O F  X S Q U A R E D  V A L U E S
2 7  C S Y  : S U M  O F  Y V A L U E S
2 8  C S Y 2  ! S U M  O F  Y S Q U A R E D  V A L U E S
2 9  C S X Y  ! S U M  O F  T H E  P R O D U C T  X . Y
3 0  C
31 D O  1 1 = 1, M
3 2  S X  = S X  + D A T C  I, 1 )
3 3  S X 2  = S X 2  + D A T ( I , 1) * D A T (I, 1 )
34 X I r O L 0 G ( D A T ( I , 2 ) )
3 5  S Y = S Y + X I
3 6  S Y 2 * S Y 2 + X I * X I
3 7  1 S X Y  = S X Y + X I * D A T (  I, 1)
3 8  Q = F l O A T ( m )
3 9  P = 0 3 L E C Q )
4 0  C
4! C E V A L U A T E  T H E  F - C O F F F I C I E N T S
4 2  C
4 3  Fl = ( S X 2 - ( S X * S X / P ) ) / ( P » 1 ,  0 D 0 )
44 F 2 = ( S X Y - ( S X * S Y / P ) ) / ( P - 1 , H D 0 )
4 5  F 3 = ( S Y 2 - ( S Y * S Y / P ) ) / ( P - 1 . 3 D O )
4 6  C
4 7  C 2
4 8  C C A L C U L A T E  T H E  Q U A D R A T I C  C O E F F I C I E N T S  X - 8 X ♦ C = 3
4 9  C
5 0  B = F 1♦ F3
51 C = F 1* F 3 - F 2 * F 2
5 2  R = B * B - 4 , 0  D 0 * C
5 3  C
54 C S O L V E  T H E  Q U A D R A T I C ,  T H E  L A R G E R  R O O T  BfcING R E Q U I R E D
5 5  C
I
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56 fJ*( nS K »T (« ) + B ) / 2 , 5 ’O0
5 7  R * ( R - F 1 ) / F ?
5 8  C
5 9  C R IS T h e  G R A D I E N T  O F  T H E  R E G R E S S I O N  L I N E
6u c c a l c u l a t e  t h e  i n t e r c e p t  at T » 3 f p
61 C
6 2  X I e S Y / P - R * S X / P
6 3  C
6 4  C T A K E  T H E  A N T I L O G  O F  XI
6 5  C
66 X I » E P O " ’C X I )
67 R E T U R N
68 E N D  
* * *
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Appendix 22
The Projection of Coulter-generated Distributions onto an Absolute
Size Scale
In order to directly compare two distributions that 
have been generated by the Coulter counter at different parameter 
settings, it is necessary that the distributions be presented on the 
same scale. This may be achieved by calculating the width of some 
arbitrary size division ( the histogram block width, 5868 y m 3 in this 
case ) in terms of channel equivalents for a given set of Coulter 
parameters ( A = amplification setting, WW = window width, BCT = . 
base channel threshold ).
Histogram block width = 5868 ym3 
5868 - 5436.52 • Coulter units ( calibration 
7
factor, see Section 3 )
= 0.8 Coulter units
channels100
WW
—  - BCT
A
= CW channels
This block width starts at a point defined as 0.4 Coulter 
units, and the block width ( CW ) is added itteratively, so that the 
frequency at that point is interpolated from the Coulter distribution. 
These sizes were chosen so that for most cases CW is close to 1, 
which minimises the effects of interpolation. The distribution is 
evaluated in the size range 5652 ym3 to 710 000 ym3 which covers 
most cells observed.
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1 P R O G R A M  U M I
2 C -
3 C p r o g r a m  t o  p r o j e c t  C O U L T E R  D I S T R I B U T I O N S  O N T O  a n  A B S O L U T E  s i z e
4 c S C A L E  C IN 1 2 0  D I V I S I O N S  ).
5 c
6 D O U B L E  P R E C I S I O N  X , Y , Z
7 D I M E N S I O N  O D ( 1 O 0 ) * U D ( 1 2 0 ) , N C 1 0 )
8 I N T E G E R  C O U N T (5)
9 1 C O N T I N U E
10 c
1 1 c R E A D  IN C E L L  C O U N T S  - N O T  U S E D  I N  T H I S  P R O G R A M
12 c R E A D  I N  D I S T R I B U T I O N  S I Z E  P A R A M E T E R S
13 c
14 R E A D  (5# 1 0 0 J ( C O U N T ( I ) ,  I « l , 5 )
15 R E A D  ( 5 , 1 2 1 )  X , Y , Z
16 A « S N G L ( X )
17 W W = S N G L ( Y )
18 B C T « S N G L ( Z )
19 IF  ( A . L E . 0 . 0 )  G O  T O  9
2 3 c
21 c R E A D  IN C O U L T E R  D I S T R I B U T I O N ,  S T O R E  I N  O D C K ) .
22 c
2 3 D O  3 I « l , 1 0
2 4 R E A D  ( 5 , 1 2 2 )  ( N ( J ) , J 8l , 10)
2 5 D O  2 J = 1 , 1 3
2 6 K « ( I - I ) * 1 3 t J
2 7 O D ( K ) r F L O A T ( N ( J ) )
2 8 2 C O N T I N U E
2 9 3 C O N T I N U E
3 0 c
31 c C A L C U L A T E  W I D T H  O F  A B S O L U T E  S I Z E  D I V I S I O N  (C) A N D  S T A R T I N G
3 2 c P O I N T  ( C H ) .
33 c
34 C H = ( 3 , 4 / a - B C T ) * 1 0 P , 0 / * W
35 C = ( 0 . 8 / A  - B C T ) * 1 0 0 , 0 / W W
36 C H a C H - C
37 c
3 8 c I N I T I A L I S E  O U T P U T  D I S T R I B U T I O N  ( U D ) .
3 9 c
40 M = 0
41 D O  4 1 = 1 , 1 2 ?
42 U O (  I ) = 0 . 0
43 4 C O N T I N U E
44 c
4 5 c I N T E R P O L A T E  T H E  F R E Q U E N C Y  V A L U E S  IN THF. U N I F I E D  D I S T R I B U T I O N
45 c
47 44 C O N T I N U E
4 3 M a M + 1
49 C H = C H + C
5 0 I a l F I X ( C H )
51 D = F L O A T ( I )
52 I F d . L T . D G O  T O  44
53 J = I + 1 '
54 I F ( J . G T . 1 3 0 )  G O  T O  5
55 U D (■■') = 0 0 ( I) ♦ ( O D ( J ) - O D ( I ) ) * ( C H - D )
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5 6  IF C M . I T . 1 1 9 )  G O  T O  44
5 7  5 C O N T I N U E
5a c
5 9  C FI M O  T H E  S U M  O F  T H E  F R E Q U E N C I E S
6 0  C
61 C K A X « 0 , 0
6 2  00 6 I « 1,120
6 3  C M A X o C M A X f U D C I )
6 4  6 C O N T I N U E
6 5  C
66 c S T A N D A R D I S E  T H E  H E I G H T  O F  T H E  D I S T R I B U T I O N
6 7  C
68 D O  7 1 * 1 , 1 2 0
6 9  U D ( I ) ® U Q ( I ) * t f ) 0 2 0 O . 0 / C H A X
7 0  7 C O N T I N U E
71 C
7 2  C W R I T E  O U T  T H E  M E *  D I S T R I B U T I O N  I N  12 R O W S  O F  10 N U M B E R S
7 3  C
7 4  D O  8 I « 1 . 1 2
7 5  J « ( I - l J * 1 3 + l
7 6  K c J + 9
7 7  W R I T E C 6 , 1 3 3 ) ( U D ( L ) , L » J , K )
7 8  8 C O N T I N U E
7 9  G O  T O  1
8 0  9 C O N T I N U E
81 S T O P
8 2  1 0 0  F O R M A T  ( 5 ( 1 5 / 1 5 0 . )
8 3  t?l F O R M A T  ( 0 5 . 3 , 0 5 . 1 , 0 4 , 1 )
84 1 0 2  F O R M A T  ( 1 0 ( 1 4 , I X ) )
8 5  1 0 3  F O R M A T  ( 1 2 ( 1 X , F 8 . 3 ) )
86 E N D  
* * * *
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Appendix 23
Batch Growth o f  Tetrahymena elliotti
The graphs included in this appendix show the results 
of two batch growth experiments, one shown in composite form in Fig. 40, 
and the other was grown under identical conditions, in duplicate, using 
a stationary phase culture for innoculum. The individual graphs from
Fig. 40 are labeled R 1 , R2, R4 and R5 while the stationary phase innoculum
was used in the case of R3 and R6 .
The cells were grown in 1 litre conical flasks, in a
medium containing 500 mg I "1 proteose peptone, 125 mg I-1 yeast extract, 
and 100 mg I"1 glucose at a mean temperature of 25°C. Mixing of the 
culture was by lateral-swing shaking-machine.
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Appendix 24
Batch Growth o f  Tetrahymena elliotti. The Influence o f  Culture Age
The graphs included in this appendix illustrate the effect 
of innoculum age on the resulting growth curves. There are ten growth 
vessels labeled EX1 to EX10. All cultures were grown on a medium containing 
500 mg I"1 proteose peptone, 125 mg I"1 yeast extract and 100 mg l“ x 
glucose. All cultures except EX3 were agitated by lateral-swing 
agitation. EX3 was grown in a Quickfit 1 litre fermentor vessel, 
stirred at 200 rpm by magnetic stirrer.
EX1 was the culture to be followed to determine the 
growth pattern of the innoculum cultre ( EX2 ).
. EX2 was a duplicate of E X 1 , but the innocula for 
subsequent cultures were taken from this vessel. The quantity of 
culture fluid in one flask was insufficient to provide frequent samples 
to follow growth and to provide innocula for other cultures.
EX3 was grown in a fermentor vessel to compare the growth 
curves produced under two methods of agitation / aeration.
EX4 was innoculated from EX2 after 10 hrs growth.
EX5 was innoculated from EX3 after:12 hrs growth.
EX6 was innoculated from EX2 after 22 hrs growth.
EX7 was innoculated from EX2 after 32 hrs growth.
EX8 was innoculated from EX2 after 40 hrs growth.
EXP & 10 were innoculated in duplicate from EX2 after 
48 hrs of g r o w t h .
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Appendix 25
Derivation of D„ .. for Several Models of Growth  cri t- - - - - - - - - - - - - - - - - - - - - - -
The ability of an organism to persist in chemostat 
culture depends on the dilution rate being less than a certain critical 
value. The value of D for several proposed models is presented 
below in terms of input substrate concentration.
M o s e r J J x p r e s s i o n
y(s) = ymax H r + $r
s = H r D
y ~ D Mmax
1/r
x = Y H r D ^ 1/r
’'max ' D
x will tend to 0 at D ., , socrit
so
H r Dcrit
1/r
D
ymax ^crit )
■ sr ^max o
crit H r + sr 
0
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I X
Teissier^s
w i l l  t e n d
Expression
n ( s > = vmax ( 1 ' e 'S/T ) = 0
= 1 - e -i/T
max
e - 5'T = 1 -
max
wmax " D
max
~ = l n < vmax - D ) - ln( umax )
s_ = T l n < pmax ) - T l n < ^max ‘ D )
* = Y < so - T l n < » W  ) + l n ^ m a x  ' D ) )
t0 0 at Dc r i t ’ 50
s" = T ln( '"max' ) ‘ T l n ( - D„-: + )max crit-
= In max
vmax " crit
)T
VT max
ymax " Dcrit
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"so /TD = y ( 1 - e 0 )crit Mmax v '
E ° w e l V s _ E x g r e s s i o n
ii(s) =
y ( K + L + s ) Mm a x v_ _ _ _ _ _ _ _ _ }_
2L
1 - / ( 1 - 4Ls_ _ _ _ _
( K + L + s )2
By analogy to the above models :
crit
y ( K  + L + s ) Mm a x v _ _ _ _ _ _ _ o ‘
2L
1 - / ( 1 -
^•Lso
( K + L + s0 )2
and,
- K
max max -
s = L
max
+ K
max - D
Q2D52l§.ixgresslgn
y(s) = ymax n ,Px + s
5 =_LL*
y - D Mmax
* = Y (
ymax
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X 
I
Y so < %ax - D )
11 max - D + n P
s =
D P Y s
y - D + Y D P m^ax
will tend to 0 at D •£, so
^crit ymax
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Aspects of Cell Size Measurement in Tetrahymena elliotti
By D. McL. ROBER TS
Department o f Zoology, British Museum {Natural History), Cromwell Road,
London SW 1 5BD
{Received 4 January 1980; revised 2 April 1980)
Tetrahymena elliotti was used to assess the accuracy of the volume distribution measured 
with a Coulter counter. The volumes of the cells were shown to be underestimated because of 
their electrical conductivity. Theoretical considerations predicted the observed excessive 
skewness of the distributions. It is concluded that the only reliable parameter obtained from a 
Coulter volume distribution is the mean size.
I N T R O D U C T I O N
The measurement of cell size and cell numbers has gained a great deal in popularity in 
recent years with the advent of electronic methods of measurement, such as the Coulter 
counter and Channelyzer, the Celloscope, etc. These techniques are most frequently used to 
obtain an estimate of biomass, but occasionally the volume distribution has also been studied. 
The aim of this paper is to evaluate the use of a Coulter counter to obtain volume distri­
bution data and to indicate and discuss the underlying assumptions which are made. While 
the employment of electronic devices of this nature to count numbers of particles presents 
few problems (Rasmussen et al., 1974), the evaluation of particle volumes is not so straight­
forward. A Coulter counter operates by drawing a suspension of particles through a con­
striction between two electrodes (Helleman, 1972). Simplistically, the size of the resistance 
change (pulse height) observed when a particle enters the orifice was said to be proportional 
to the volume of the particle (Harvey & Marr, 1966; Kubitschek, 1960). However, a detailed 
study (Ben Sasson et ah, 1974; Grover et ah, 1969a, b, 1972) has shown that the shape 
of the particle (and its orientation if it is non-spherical), its resistivity and the current 
density in the space it occupies also affect the pulse height. It is conceivable that the exact 
consequences of these variations could be calculated but the fate of the pulses in the electronic 
circuitry of a Coulter counter and Channelyzer is not sufficiently well understood to allow a 
prediction of the final shape of the volume distribution. The accumulation of volume distri­
bution data without the Channelyzer is of limited usefulness because of counting errors, the 
time involved, the size of sample required and the two types of coincidence which may 
occur (Curds et al., 1978). The only course left, therefore, is to compare the distributions 
obtained using the Coulter counter and Channelyzer with other techniques which may yield 
an acceptable standard.
M E T H O D S
The cells used in this study were Tetrahymena elliotti Nanney & McCoy, 1976 (previously known as 
T. pyriformis GL, Phenoset B, Borden et al., 1973) obtained from the Culture Centre o f  Algae and Protozoa, 
Cambridge (code L 1630/lc). Stock cultures were maintained in medium containing proteose peptone 
(Oxoid; 10 g l-1) and yeast extract (Oxoid; 2*5 g I-1) at 18 °C. Experimental cultures were grown in 
medium containing proteose peptone (0-5 g I-1), yeast extract (0-125 g I-1) and glucose (0-2 g I-1) at 25 °C 
in orbital shake flasks (25 to 100 ml; culture volume was one-tenth that o f  the flask). The growth yield o f  
experimental cultures varied linearly with the glucose concentration up to at least 0-6 g glucose I-1. Cells
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were generally sampled 20 to 30 h  after inoculation, which was between the late-exponential phase and 
early-stationary phase under these conditions. Cell numbers were determined with a Coulter counter and 
were about 4 x 104 ml-1.
Electronic measurements o f cell numbers and size were made with a Coulter counter (model Fn), a 
Channelyzer, (model C1000) and a teletype interface (Coulter Electronics, Coldharbour Lane, Harpenden 
AL5 4U N ). One vol. culture was diluted with 9 vol. saline to a final concentration o f 0-5 g NaCl I-1 (8-6 mM). 
All saline solutions were membrane filtered (0-1 fim  pore size) on the day they were used. Counts were 
corrected for coincidence using the expression N 0 =  iVte- f  where N 0 is the observed count, N t is the true 
count and ^  is the coincidence correction constant (Curds et al., 1978). Background counts were less than 10 
and were considered insignificant compared with cell counts which were o f the order o f 2000 in 0-5 ml. 
Volume distributions were accumulated until the distribution form was smooth and contained at least 100 
cells in the mode channel. A  standard orifice o f 150 /im nominal thickness, and a special ‘high resolution’ 
tube (Mundschenk et al., 1976), with a nominal thickness o f 210 /tm, were used; both were 200 /xm in dia­
meter. The apparatus used for hydrodynamic focusing (Adams & Gregg, 1972) was constructed according 
to the description o f Mundschenk et al. (1976) and von Behrens & Edmondson (1976). Calibration particles 
(pollen) were supplied by Coulter Electronics.
Cells for optical measurement were prepared by placing a drop o f culture within a ring of petroleum jelly 
on a plain microscope slide which was then inverted for 10 s over 2% (w /v) aqueous osmium tetroxide. A  
coverslip was placed over the drop, supported by the petroleum jelly; this prevented both evaporation and 
deformation (by crushing) o f  the protozoa. Immediate measurements were made using a Vickers Image 
Splitting Eyepiece (Vickers, Purley Way, Croydon CR9 4H N) modified according to Rifkin (1968) and 
linked to a teletype via a foot switch. Measurements o f up to 350 cells could be completed within 1 h, at an 
accuracy o f ±  2 /tm, during which time no significant change in overall cell dimensions could be detected.
R E S U L T S  
Cell shrinkage during measurement
It has been widely reported that the nature of the diluent affects the volumes of erythro­
cytes measured with a Coulter counter (for review, see Helleman, 1972). Tetrahymena elliotti 
cells were measured live, in NaCl solutions, since fixation led to unreproducible values for 
the mean cell volume (MCV), even under rigorously controlled conditions (C. H. Wu, perso­
nal communication). The MCY recorded on the Coulter system was found to be dependent 
on the concentration of NaCl used as diluent (Fig. 1). Cells began to shrink very rapidly 
after dilution (Fig. 2), then maintained a steady volume for about 40 min. The initial rate of 
shrinkage was constant for the range of salinities tested, but the plateau region was lower for 
higher concentrations of NaCl. The lowest concentration of NaCl usable in our Coulter 
counter was 0-5 g I-1 (8-6 m M ) ,  and this was used for all further measurements. Other salts 
(KC1, MgS04, sodium acetate) at the same molarity gave results indistinguishable from 
those in Fig. 2. Incorporation of any of these salts in the growth medium caused a severe 
lowering of growth rate and total yield. Cells grown in media with added mannitol (8-6 m M ) ,  
which was not utilized by T. elliotti since the growth rate and total yield were unaffected by 
its presence, also gave results indistinguishable from those in Fig. 2. The addition of albu­
men (egg or bovine) at 0-3 g l-1 (Schmid, 1967) had no significant effect on the size change 
observed and greatly increased the background counts because of coagulation after filtration.
Cell shape considerations
The shape factor is a function of length and breadth for ellipsoids and, using the expres­
sions of Grover et al. (1969 a) or Hurley (1970), varied between T20 and 1-50 with a mean of 
1*33 for a single culture of T. elliotti cells (350 observations). The mean values for 12 cultures 
varied between T26 and 1*34, with a mean of 1*30. Variations in the shape factor within a 
population will have a small effect for aligned cells (those whose major axis is parallel to the 
orifice axis) but if the cells tumble as they pass through the orifice region then the effect can 
be rather more severe (Grover et al., 1972). The variation in the shape factor will add to the 
width of the distribution, increasing the standard deviation and the skewness;
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Fig. 1. Mean cell volume o f Tetrahymena elliotti measured with the Coulter counter using various 
concentrations o f NaCl as a diluent. The Coulter size was calculated by calibration from Fig. 3. A  
delay o f 5 min was always allowed between dilution and measurement.
Fig. 2. Shrinkage o f  Tetrahymena elliotti after dilution with 8-6 mM-NaCl. The ordinate is the per­
centage o f cells larger than 16900 /im 3 (calibrated from Fig. 3), which will be related to the mean cell 
volume in a linear fashion if  the distribution form is not changing.
Optical measurement
If the length (L) and breadth (B) of a cell are measured the volume may be calculated on 
the assumption that the shape of T. elliotti is a prolate spheroid: the volume (V) is given by
T. 4 L (BV  tt r D2 
3,7TT'\2/ ~6
An alternative method of calculation (Taylor & Berger, 1976) uses the projected cell area. 
The projected cell area of T. elliotti was highly correlated to the product of length and 
breadth (correlation coefficient, r2 =  0-968), and there was no significant difference between 
the volumes calculated by either method.
Measurements of cell dimensions from silver-stained specimens prepared by the Chatton- 
Lwoff method (Corliss, 1953) showed no significant difference in mean cell length, but the 
mean cell breadth was significantly reduced compared with freshly fixed cells from the same 
population.
Comparison o f electronic and optical mean cell volume measurement
The MCY measured by the Coulter system was linearly correlated (r2 =  0-72) to the mean 
cell volume calculated from optical measurements (Fig. 3). Calibration of the Coulter 
counter with pollen of known size gave MCV values 4-fold lower than those measured 
optically.
Comparison o f electronic and optical volume distribution measurement
The volume distribution of a population of T. elliotti measured optically and with the 
Coulter system showed a fundamental difference in form (Fig. 4). The electronically derived 
distribution was considerably broader at the base, possessing a significantly longer tail. 
This tail was probably generated by cells passing through regions of high current density
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Fig. 3. Correlation o f mean cell volumes measured with the Coulter counter with volumes calculated 
from microscopical measurements o f  at least 100 cells. Cell size variation was achieved by sampling 
several batch cultures at different times. The line o f best fit was calculated from bivariate regression 
giving: Optical size =  539-7xC oulter size+5436; correlation coefficient, r2 =  0-72.
Fig. 4. Comparison o f the form o f the volume distribution measured by microscopy (histogram) 
with that measured by the Coulter counter (ft) . The scale o f the Coulter distribution has been 
adjusted to give the best visual fit.
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Fig. 5. Volume distributions o f Tetrahymena elliotti obtained using a Coulter counter fitted with a 
hydrodynamic focusing system (f t )  and without such a system (O ). Both distributions are plotted 
on the same scale;
Fig. 6. Volume distributions o f Tetrahymena elliotti obtained using a normal (150 ^m  thick) probe 
( f t )  and a ‘high resolution’ (210 y m  thick) probe (□ ) .  Both distributions are plotted on the same 
scale.
(Grover et al., 1969a) appearing substantially larger than if they had passed through the 
axial region (Thom et al., 1969; Kachel, 1976). This effect, together with the effect of 
tumbling, causes an overestimate of the cell size, weighting the distribution to the right-hand 
side and increasing the apparent skewness.
Adams & Gregg (1972) used a system of hydrodynamic focusing to constrain the cells to a
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particular path through the orifice zone. The use of an adaptation to a standard Coulter 
counter to permit hydrodynamic focusing (see Methods) resulted in considerably smaller cell 
volume distribution curves (Fig. 5). When the scale was adjusted to compare the focused 
distribution with the optically derived data (see Fig. 7) the distributions were seen to have 
similar forms.
The use of ‘high resolution’ orifice tubes (Mundschenk et ah, 1976) was introduced to 
prolong the residence of the particle being sized in the sensing zone (Grover et al., 1972), 
and hence increase the duration of the pulses generated. This improves the signal-to-noise 
ratio and makes the measurement of the pulse height more accurate. For T. elliotti the effect 
of an increase in the length of a 200 /im diameter orifice from 150 /im to 210 /ini was to make 
the distribution slightly narrower at the base (Fig. 6). The effect of this change was ex­
pected to be small since Grover et al. (1972) recommend the length of the orifice to be twice 
its diameter (i.e. 400 /im in this case) and the prime source of error is the inhomogeneity of 
the electrical field near the edges of the orifice.
D I S C U S S I O N
The phenomenon of cell shrinkage after dilution has been studied by Morrison & Tomkins 
(1973), who photographically measured a single cell of T. pyriformis (strain W) and found 
that its volume changed in the same manner as the MCY measured with the Coulter counter. 
The diluent was used at 12 g I-1 (0-205 m ), which was osmotically much stronger than the 
diluent used here. Rifkin (1973) showed that T. pyriformis (strain W) did not change its MCV 
due to osmotic pressure in buffer solutions but adjusted the output of its contractile vacuole 
in response to changing external osmotic pressure. Since, in the present work, the addition of 
mannitol (equimolar with the diluent) to the growth medium did not change the shrinkage 
curve, it is unlikely that the observed shrinkage is attributable to osmotic effects.
Marine protozoa lacking a contractile vacuole use a sodium pump to expel excess water 
(Kitching, 1967). Since the same shrinkage response was observed in the present work using 
Mg2+ and K+ as well as N a+, it is unlikely that sodium pump stimulation is responsible for 
the apparent loss of volume.
The most plausible explanation for the shrinkage observed is that the cells were becoming 
more conductive. Dunham & Child (1961) reported that Tetrahymena is highly permeable 
to metal ions, and Fricke (1924, 1953 a, b) discussed the effect of increasing conductivity 
of particles in suspension on the resistance of the suspension. The theory of size measure­
ments using the Coulter principle normally assumes cells to be of high resistivity compared 
with their environment, and they are usually treated as insulators. Since water expulsion is 
not considered to be a likely reason for the cell shrinkage observed, it is reasonable to 
question the assumption that the cells are of low conductivity. An increase in the conductivity 
of the cell will result in a lower resistance pulse observed as it passes through the orifice zone 
of a Coulter counter, and the greater the conductivity of the cell, the lower the pulse observed. 
Dilution of T. elliotti cultures with increasing concentrations of NaCl showed decreasing 
observed MCV values (Fig. 1). The rate of shrinkage was indistinguishable for all concen­
trations of NaCl tested, although the plateau values varied with concentration. It was 
therefore thought likely that T. elliotti cells were absorbing ions after dilution and thus 
altering their conductivity.
The high correlation observed between the projected cell area and the product of cell 
length and breadth in T. elliotti indicated a consistant shape outline. The estimation of the 
cell volume, however, involves an assumption about the thickness of the cell, i.e. that its 
thickness is the same as its breadth. Rifkin (1973) observed that if Tetrahymena shrinks 
rapidly, it does so by longitudinal furrowing of the pellicle, which has a marked effect on the 
breadth but not on the length. This means that rapid volume changes will be most strongly
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Fig. 7. Volume distributions o f Tetrahymena elliotti measured using the hydrodynamic focusing sys­
tem (® ) and optically (histogram) compared, as described in the text, with a mathematical model 
(—) derived from an equation o f Powell (1964). The model was fitted by maximum likelihood to the 
Coulter distribution, and both were adjusted to the scale o f the histogram.
reflected in the width of the cell, and hence the breadth measurements will have inherently 
greater variability. Since this measurement is squared in computing the cell volume, a larger 
error may be expected than if the cell shrunk evenly in all dimensions.
The comparison of MCV measured with the Coulter system and with optical methods 
showed a linear correlation, but it should be noted that the line did not pass through the 
origin. Calibration with particles of a known size could not allow for this, or for the dif­
ferences in conductivity and shape between the calibration particles (usually pollens, which 
are insulators) and the experimental cells. The volume of T. elliotti cells measured with the 
Coulter system calibrated with particles of known volume tended to be less than that 
measured by optical methods. While this was in part due to the shape factors mentioned 
above, this alone could not explain the 4-fold differences observed in this laboratory, the 
4-9-fold differences observed by Morrison & Tomkins (1973) or the 1-2- to 2-6-fold dif­
ferences of Ricketts & Rapitt (1974). It should be noted that Morrison & Tomkins (1973) 
compared methods of measurements in terms of the diameter of a sphere of equal volume to 
the measured cells and this reduced the apparent error since it is the cube-root of the dif­
ferences in volumes. These differences could be explained by the greater conductivity 
of T. elliotti compared with the pollen.
' Consideration of the theory of unicellular growth and division allows a prediction of the 
shape of a steady state volume distribution (i.e. when the mean cell size is not changing in a 
growing population). Collins & Richmond (1962) and Koch & Schaechter (1962) (mathe­
matically corrected by Powell, 1964) both derived expressions for the distribution of cell 
volumes [<^(x0); Powell (1964), equation 16], which may be stated as
) = sp7©«
XqJ X0
where x0 is the cell volume, C is the harmonic mean of / (xt), and l(xt) is the volume distri­
bution of the cells about to divide.
If we assume that (i) the individual cells increase in mass in an exponential fashion from 
one division to the next, (ii) the daughter cells are both exactly half the volume of the parent 
cell and (iii) the distribution of l(xt) is normal, with a mean [ i  and standard deviation cr, 
then the model may be compared to the observed distributions (using a least squares 
technique to determine /t and <r from the focused Coulter distribution). With the quality of
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data available, the model cannot be said to be different from either the optically derived 
distribution or from the focused Coulter distribution (Fig. 7). The agreement of these three 
distributions, (the theoretical and two independent measurements) indicates that the 
observed distributions had the same form as the true distributions of cell volumes.
C O N C L U S I O N S
The standard Coulter counter, with Channelyzer and teletype interface, is a fast, con­
venient tool for the study of changes in cell volumes, but great care should be exercised in the 
calibration of the instrument. Ideally, cells (or particles) that are to be sized routinely should 
also be used for calibration and measured by another, independent, method. Selection of the 
diluent fluid should be made to make the least change in the osmotic and electrolytic en­
vironment of the cells, and ideally, if the growth medium is sufficiently conductive, filtered 
growth medium should be used.
The study of volume distribution properties, other than the mean, is extremely difficult 
unless a hydrodynamic focusing device is used. The disadvantage of focusing is that cell counts 
cannot be obtained as there is no way of metering the volume of cell suspension passing 
through the orifice. Therefore, to measure both the cell numbers and the volume distri­
butions, the focusing attachment must be fitted and removed for each sample, thus sacri­
ficing some of the speed and convenience of the instrument.
The author is grateful to Dr Michael Hills, British Museum (Natural History) for advice 
and assistance with the mathematical techniques used in this paper.
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