We have implemented a system that measures semantic similarity using a computerized 1987 Roget's Thesaurus, and evaluated it by performing a few typical tests. We compare the results of these tests with those produced by WordNet-based similarity measures. One of the benchmarks is Miller and Charles' list of 30 noun pairs to which human judges had assigned similarity measures. We correlate these measures with those computed by several NLP systems. The 30 pairs can be traced back to Rubenstein and Goodenough's 65 pairs, which we have also studied. Our Roget's-based system gets correlations of .878 for the smaller and .818 for the larger list of noun pairs; this is quite close to the .885 that Resnik obtained when he employed humans to replicate the Miller and Charles experiment. We further evaluate our measure by using Roget's and WordNet to answer 80 TOEFL, 50 ESL and 300 Reader's Digest questions: the correct synonym must be selected amongst a group of four words. Our system gets 78.75%, 82.00% and 74.33% of the questions respectively.
Introduction
People identify synonyms -strictly speaking, nearsynonyms (Edmonds and Hirst, 2002 ) -such as angel -cherub, without being able to define synonymy properly. The term tends to be used loosely, even in the crucially synonymy-oriented WordNet with the synset as the basic semantic unit (Fellbaum, 1998, p. 23) . Miller and Charles (1991) restate a formal, and linguistically quite inaccurate, definition of synonymy usually attributed to Leibniz: "two words are said to be synonyms if one can be used in a statement in place of the other without changing the meaning of the statement". With this strict definition there may be no perfect synonyms in natural language (Edmonds and Hirst, ibid.) . For NLP systems it is often more useful to establish the degree of synonymy between two words, referred to as semantic similarity.
Miller and Charles' semantic similarity is a continuous variable that describes the degree of synonymy between two words (ibid.). They argue that native speakers can order pairs of words by semantic similarity, for example ship -vessel, shipwatercraft, ship -riverboat, ship -sail, shiphouse, ship -dog, ship -sun. The concept can be usefully extended to quantify relations between nonsynonymous but closely related words, for example airplane -wing. Rubenstein and Goodenough (1965) investigated the validity of the assumption that "... pairs of words which have many contexts in common are semantically closely related". This led them to establish synonymy judgments for 65 pairs of nouns with the help of human experts. Miller and Charles (ibid.) selected 30 of those pairs, and studied semantic similarity as a function of the contexts in which words are used. Others have calculated similarity using semantic nets (Rada et al., 1989) , in particular WordNet (Resnik, 1995; Jiang and Conrath, 1997; Lin, 1998; Hirst and St-Onge, 1998; Leacock and Chodorow, 1998 ) and Roget's Thesaurus (McHale, 1998) , or statistical methods (Landauer and Dumais, 1997; Turney, 2001; Bigham et al., 2003) We set out to test the intuition that Roget's Thesaurus, sometimes treated as a book of synonyms, allows us to measure semantic similarity effectively. We demonstrate some of Roget's qualities which make it a realistic alternative to WordNet, in particular for the task of measuring semantic similarity. We propose a measure of semantic distance, the inverse of semantic similarity (Budanitsky & Hirst 2001 ) based on Roget's taxonomy. We convert it into a semantic similarity measure, and empirically compare to human judgments and to those of NLP systems. We consider the tasks of assigning a similarity value to pairs of nouns and choosing the correct synonym of a problem word given the choice of four target words. We explain in detail the measures and the experiments, and draw a few conclusions.
Roget's Thesaurus Relations as a
Measure of Semantic Distance Resnik (1995) claims that a natural way of calculating semantic similarity in a taxonomy is to measure the distance between the nodes that correspond to the items we compare: the shorter the path, the more similar the items. Given multiple paths, we take the length of the shortest one. Resnik states a widely acknowledged problem with edge counting. It relies on the notion that links in the taxonomy represent uniform distances, and it is therefore not the best semantic distance measure for WordNet. We want to investigate this claim for Roget's, as its hierarchy is very regular. Roget's Thesaurus has many advantages. It is based on a well-constructed concept classification, and its entries were written by professional lexicographers. It contains around 250,000 words compared to WordNet's almost 200,000. Roget's does not have some of WordNet's shortcomings, such as the lack of links between parts of speech and the absence of topical groupings. The clusters of closely related words are obviously not the same in both resources. WordNet relies on a set of about 15 semantic relations. Search in this lexical database requires a word and a semantic relation; for every word some (but never all) of 15 relations can be used in search. It is impossible to express a relationship that involves more than one of the 15 relations: it cannot be stored in WordNet. The Thesaurus can link the noun bank, the business that provides financial services, and the verb invest, to give money to a bank to get a profit, as used in the following sentences, by placing them in a common head 784 Lending.
1. Mary went to the bank yesterday. 2. She invested $5,000.00 in mutual funds. This type of connection cannot be described using WordNet's semantic relations. While an English speaker can identify a relation not provided by WordNet, for example that one invests money in a bank, this is not sufficient for use in computer systems.
We used a computerized version of the 1987 edition of Penguin's Roget's Thesaurus of English Words and Phrases to calculate the semantic distance. Roget's structure allows an easy implementation of edge counting. Given two words, we look up in the index their references that point into the Thesaurus. Next, we calculate all paths between references using Roget's taxonomy. Using another version of Roget 's, McHale (1998) showed that edge counting is a good semantic distance measure. The distance equals the number of edges in the shortest path. Path lengths are as follows.
• Length 0: the same semicolon group.
journey's end -terminus • Length 2: the same paragraph.
devotion -abnormal affection • Length 4: the same part of speech.
popular misconception -glaring error • Length 6: the same head.
individual -lonely • Length 8: the same head group.
finance -apply for a loan • Length 10: the same sub-section.
life expectancy -herbalize • Length 12: the same section.
Creirwy (love) -inspired • Length 14: the same class.
translucid -blind eye • Length 16: in the Thesaurus. nag -like greased lightning As an example, the Roget's distance between feline and lynx is 2. The word feline has these references: 1) animal 365 ADJ.
2) cat 365 N.
3) cunning 698 ADJ. The word lynx has these references:
2) eye 438 N. The shortest and the longest path are: We convert the distance measure to similarity by subtracting the path length from the maximum possible path length (Resnik, 1995) Hirst and St-Onge (1998) , relies on the path length as well as the number of changes of direction in the path; these changes are defined in function of WordNet semantic relations. Jiang and Conrath (1997) propose a combined approach based on edge counting enhanced by the node-based approach of the information content calculation proposed by Resnik (1995) . Leacock and Chodorow (1998) count the path length in nodes rather than links, and adjust it to take into account the maximum depth of the taxonomy. Lin (1998) calculates semantic similarity using a formula derived from information theory. Resnik (1995) calculates the information content of the concepts that subsume them in the taxonomy. We calculate the Pearson product-moment correlation coefficient between the human judgments and the values achieved by the systems. The correlation is significant to at the 0.01 level. These similarity measures appear in Tables 1  and 2 .
The Results
We begin by analyzing the results obtained by Roget's. The Miller and Charles data in Table 1 show that pairs of words with a semantic similarity value of 16 have high similarity, those with a score of 12 to 14 have intermediate similarity, and those with a score below 10 are of low similarity. This is intuitively correct, as words or phrases that are in the same semicolon group will have a similarity score of 16, those that are in the same paragraph, part-ofspeech or head will have a score of 10 to 14, and words that cannot be found in the same head, therefore do not belong to the same concept, will have a score between 0 and 8. Roget's results correlate very well with human judgment for the Miller and Charles list (r=.878), almost attaining the upper bound (r=.885) set by human judges (Resnik, 1995) despite the outlier crane -implement, two words that have nothing in common in the Thesaurus.
The correlation between human judges and Roget's for the Rubenstein and Goodenough data is also very good (r=.818) as shown in The results might suggest that a Roget's-based measure will not scale up to larger sets of nouns. We repeated our experiment with a list of 353 word pairs assembled by Gabrilovich (2002) . The correlation with human judges is a rather low .539, but is still better than the best WordNet-based score of .375, obtained using Resnik's function, and comparable to Finkelstein et al.'s (2002) They employed 16 subjects to rate the semantic similarity on a scale from 0 to 10, 0 representing totally unrelated words and 10 very much related or identical words (Finkelstein et al., ibid.) . They do not explain the methodology used for preparing this list. Human subjects find it more difficult to use a scale from 0 to 10 rather than a more typical one such as 0 to 4. These issues cast a doubt on the validity of this list, and we therefore do not consider it as a suitable benchmark for performing experiments on semantic similarity. Resnik argues that edge counting using WordNet 1.4 is not a good measure of semantic similarity as it relies on the notion that links in the taxonomy represent uniform distances. Tables 1 and 2 show that this measure performs well for WordNet 1.7.1 . This could be explained by the substantial improvement in the newest version of WordNet, including more uniform distances between words. Table 3 shows that it is difficult to replicate accurately experiments that use WordNet-based measures. Budanitsky and Hirst (2001) repeated the Miller and Charles experiment using the WordNet similarity measures of Hirst and St-Onge (1998) , Jiang and Conrath (1997) , Leacock and Chodorow (1998) , Lin (1998) and Resnik (1995) . They claim that the discrepancies in the results can be explained by minor differences in implementation, different versions of WordNet, and differences in the corpora used to obtain the frequency data used by the similarity measures. There are also discrepancies with the results obtained by Pedersen's software (2002) . We concur with Budanitsky and Hirst, pointing out that the Resnik, Leacock and Chodorow as well as the Lin experiments were performed not using the entire Miller and Charles set, but a 28 noun-pair subset, as the word woodland was not in WordNet when they performed their experiments. , 2000-2001) . Although this evaluation method is not widespread in Computational Linguistics, it has been used in Psychology (Landauer and Dumais, ibid.) and Machine Learning (Turney, ibid.) . In this experiment we use 80 TOEFL, 50 ESL and 300 RDWP questions.
Evaluation Based on Synonymy Problems

The Data
A RDWP question is presented like this: "Check the word or phrase you believe is nearest in meaning. ode -A: heavy debt. B: poem. C: sweet smell. D: surprise." (Lewis, 2001, n. 938) . Our system calculates the semantic distance between the problem word and each choice word or phrase. The choice word with the shortest semantic distance becomes the solution. Choosing the word or phrase that has the most paths with the shortest distance breaks ties. Phrases that cannot be found in the Thesaurus present a special problem. We calculate the distance between each word in the choice phrase and the problem word; the conjunction and, the preposition to, the verb be are ignored. The shortest distance between the individual words of the phrase and the problem word is considered as the semantic distance for the phrase. This technique, although simplistic, lets us deal with phrases like rise and fall, to urge and be joyous that may not be found in the Thesaurus as presented. The Roget's system is not restricted to nouns when finding the shortest pathnouns, adjectives, verbs and adverbs are all considered. Using the previous RDWP example, the system would output the following:
• ode N. to heavy N., length = 12, 42 path(s) of this length • ode N. to poem N., length = 2, 2 path(s) of this length • ode N. to sweet smell N., length = 16, 6 path(s) of this length • ode N. to surprise VB., length = 12, 18 path(s) of this length → → → → Roget thinks that ode means poem: CORRECT Note that the shortest distance between ode and heavy debt is that between ode and heavy.
We put the WordNet semantic similarity measures to the same task of answering the synonymy questions. The purpose of our experiment was not to improve the measures, but to use them as a comparison for the Roget's system. We choose as the answer the choice word that has the largest semantic similarity value with the problem word. When ties occur, a partial score is given; .5 if two words are tied for the highest similarity value, .33 if three, and .25 if four. The results appear in Tables 4-6. We did not tailor the WordNet measures to the task of answering these questions. All of them, except Hirst and St-Onge, rely on the IS-A hierarchy to calculate the path between words. The measures have been limited to finding similarities between nouns, as the WordNet hyponym tree only exists for nouns and verbs; there are hardly any links between parts of speech. We did not implement any special techniques to deal with phrases. It is therefore quite probable that the similarity measures can be improved for the task of answering synonymy questions.
We also compare our results to those achieved by state-of-the-art statistical techniques. Latent Semantic Analysis [LSA] is a general theory of acquired similarity and knowledge representation (Landauer and Dumais, 1997) . It was used to answer the 80 TOEFL questions. The algorithm, called PMI-IR (Turney, 2001) , uses Pointwise Mutual Information [PMI] and Information Retrieval [IR] to measure the similarity of pairs of words. It has been evaluated using the TOEFL and ESL questions. Bigham et al. (2003) combine four statistical methods, including LSA and PMI-IR, to measure semantic similarity and perform their evaluation on the same 80 question set.
The Results
The Roget's Thesaurus system answers 78.75% of the TOEFL questions (Table 4 ). The two next best systems are Hirst St-Onge and PMI-IR, which answer 77.91% and 73.75% of the questions respectively. LSA is not too far behind, with 64.38%. Bigham et al. (ibid.) obtain a score of 97.50% using their combined approach. They further declare the problem of this TOEFL set to be "solved". All the other WordNet-based measures perform poorly, with accuracy not surpassing 25.0%. According to Landauer and Dumais (ibid.) , a large sample of applicants to US colleges from non-English speaking countries took the TOEFL tests containing these items. Those people averaged 64.5%, considered an adequate score for admission to many US universities.
The ESL experiment (Table 5) presents similar results. Once again, the Roget's system is best, answering 82% of the questions correctly. The two next best systems, PMI-IR and Hirst and St-Onge fall behind, with scores of 74% and 62% respectively. All other WordNet measures give very poor results, not answering more than 36% of the questions. The Roget's similarity measure is clearly superior to the WordNet ones for the RDWP questions (Table 6 ). Roget's answers 74.33% of the questions, which is almost equal to a Good vocabulary rating according to Reader's Digest (Lewis, 2000 (Lewis, -2001 , where the next best WordNet measure, Hirst and St-Onge, answers only 45.65% correctly. All others do not surpass 25%.
These experiments give a clear advantage to measures that can evaluate the similarity between words of different parts-of-speech. This is the case for Roget's, Hirst and St-Onge, PMI-IR and LSA measures. To be fair to the other WordNet-based systems, we decided to repeat the experiments using questions that contain only nouns. The results are presented in Table 7 . The WordNet measures perform much more uniformly and yield better results, but the Roget's system is still best.
Discussion
We have shown in this paper that the electronic version of the 1987 Penguin Roget's Thesaurus is as good as, if not better than, WordNet for measuring semantic similarity. The distance measure used, often called edge counting, can be calculated quickly and performs extremely well on a series of standard synonymy tests. Table 8 shows that out of 8 experiments, the Roget's is better than WordNet every time except on the Rubenstein and Goodenough list of 65 noun pairs. The Roget's Thesaurus similarity measures correlate well with human judges, and perform similarly to the WordNet-based measures. Roget's shines at answering standard synonym tests. This result was expected, but remains impressive: the semantic distance measure is extremely simple and no context is taken into account, and no word sense disambiguation is performed when answering the questions. Standardized language tests appear quite helpful in evaluating of NLP systems, as they focus on specific linguistic phenomena and offer an inexpensive alternative to human evaluation.
