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Abstract
The Rees algebra of an ideal in a commutative ring is the quotient of a polynomial ring by its ideal of defining relations. For a
polynomial ring in two variables, this ideal was discovered independently by the geometric modeling community, where it is called
the moving curve ideal. We review some properties of the Rees algebra and discuss one result and one conjecture concerning the
structure of the moving curve ideal and its relation to adjoint curves. Some parts of the paper are purely expository.
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1. The defining equations of the Rees algebra
The Rees algebra of an ideal I in a Noetherian commutative ring R is the graded R-algebra
R(I ) = R ⊕ I ⊕ I 2 ⊕ I 3 ⊕ · · · .
Given generators f1, . . . , fr of I , the map xi 7→ fi gives a surjective R-algebra homomorphism
R[x1, . . . , xr ] −→ R(I ).
This map is graded, so its kernel K is homogeneous. The generators of K are the defining equations of the Rees
algebra.
The goal of this paper is to study K when R = k[s, t] and I = 〈a, b, c〉 for a, b, c homogeneous of degree n. But
before we restrict to this special case, we recall some general facts aboutR(I ).
The Rees algebra of I = 〈 f1, . . . , fr 〉 ⊂ R is closely related to the symmetric algebra
SymR(I ) = R ⊕ I ⊕ Sym2(I )⊕ Sym3(I )⊕ · · ·
via the canonical surjection
α : SymR(I ) −→ R(I ).
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If K1 is the graded piece of K in degree 1 with respect to the xi , then
K1 = {a1x1 + · · · + ar xr | ai ∈ R, a1 f1 + · · · + ar fr = 0}
' Syz( f1, . . . , fr ).
Using 〈K1〉 ⊂ K , one easily obtains the commutative diagram
R[x1, . . . , xr ]/〈K1〉 −→ R[x1, . . . , xr ]/K
↓ ↓
SymR(I )
α−→ R(I ).
The vertical map on the right is an isomorphism by definition, and the vertical map on the left is known to be an
isomorphism (see [20, p. 2]). Thus the syzygies of the fi define the symmetric algebra and give the degree 1 relations
of the Rees algebra.
Here is a classic example where the degree 1 relations give everything.
Example 1.1. If I is generated by a regular sequence, then it is well known that α : SymR(I ) → R(I ) is an
isomorphism (see, for instance, [20, p. 29]). This means that K = 〈K1〉, so that all defining relations of the Rees
algebra come from the syzygies of the fi .
Thus, if R = k[s, t] and I is generated by the regular sequence s2, t2, then
R(I ) ' R[x, y]/〈t2x − s2y〉
since Syz(s2, t2) is generated by the syzygy (t2)s2 + (−s2)t2 = 0.
When the generators fail to be a regular sequence, there can be defining relations of higher degree. Here is a simple
example.
Example 1.2. Let R = k[s, t] and I = 〈s2, st, t2〉. Here,
R(I ) ' R[x, y, z]/〈t x − sy, t y − sz, xz − y2〉.
This computation can be done three ways.
First method. Let e be a new variable and consider
J = 〈x − s2e, y − ste, z − t2e〉 ⊂ R[x, y, z, e].
The map (x, y, z, e) 7→ (s2e, ste, t2e, e) gives exact sequences
0 → J ⊂ R[x, y, z, e] → R[e] → 0
↑ ↑
0 → K ⊂ R[x, y, z] → R(I ) → 0,
where the first vertical arrow is inclusion and the second is natural injection
R(I ) =
∞⊕
n=0
I n '
∞⊕
n=0
I nen ⊂ R[e].
It is an easy exercise to prove that K = J ∩ R[x, y, z]. Since J is given explicitly, we can compute K on a computer
using standard methods in elimination theory.
Second method. (Suggested by one of the referees.) We begin with the Hilbert–Burch resolution
0 −→ R(−3)2 A−→ R(−2)3 B−→ I −→ 0, (1)
where
A =
 t 0−s t
0 −s
 , B = (s2, st, t2).
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This resolution implies that Syz(s2, st, t2) is generated by the columns of A. This shows that K1 is generated by
p = t x − sy
q = t y − sz.
In the proof of Theorem 2.12, we will see that K = 〈p, q〉 : 〈s, t〉∞. Expressing p and q in terms of s and t gives
p = (−y)s + (x)t
q = (−z)s + (y)t,
and then taking the determinant of the coefficients gives the Sylvester form Sylvs,t (p, q)
det
(−y x
−z y
)
= −y2 + xz. (2)
By Cramer’s rule, this lies in 〈p, q〉 : 〈s, t〉 ⊂ K . Hence K ′ = 〈p, q, xz − y2〉 = 〈t x − sy, t y − sz, xz − y2〉 is
contained in K . To prove K ′ = K , it suffices to show that K ′ is saturated with respect to s, t , i.e., K ′ = K ′ : 〈s, t〉.
Since K ′ ⊂ k[s, t, x, y, z] is bihomogeneous, it defines a variety in P1 × P2 which is easily seen to be the graph
of the parametrization (s, t) 7→ (s2, st, t2). This is irreducible of codimension 2. Since the generators of K ′ are (up
to sign) the 2× 2 minors ofs tx y
y z
 ,
we get a Hilbert–Burch resolution for K ′. Thus K ′ is perfect and hence unmixed, and since its variety is irreducible,
K ′ is primary of codimension 2.
Now suppose that K ′ 6= K ′ : 〈s, t〉, i.e., there is u /∈ K ′ such that su, tu ∈ K ′. Then 〈s, t〉 ⊂ K ′ : u. Since 〈s, t〉
is prime of codimension 2, we easily conclude that K ′ ⊂ 〈s, t〉. This is impossible since xz − y2 ∈ K ′. Thus K ′ is
saturated with respect to s, t , and K = K ′ = 〈t x − sy, t y − sz, xz − y2〉 follows.
Third method. The 1× 1 minors of the matrix A in the Hilbert–Burch resolution (1) give the ideal
I1(A) = 〈s, t〉,
which is generated by a regular sequence. When we express the moving lines p and q, the matrix appearing in
the determinant (2) is the Jacobian dual in the terminology of [20, p. 25]). In this situation, we can use a result
of Morey and Ulrich [12]. Specifically, Theorem 1.3 of their paper, as amended by Remark 2.4, implies that
K = 〈t x − sy, t y − sz, xz − y2〉. To see why their results apply, note that I is perfect of codimension 2 by the
resolution (1). Then I also satisfies G2 (see [12, Introduction]) since any ideal of height d always satisfies Gd .
Further results on the defining equations of Rees algebras can be found in [20, Ch. 8]. The term “Sylvester form”
is taken from [10, 3.10].
2. The moving curve ideal
Let a, b, c ∈ R = k[s, t], k a field, be homogeneous polynomials of degree n with gcd(a, b, c) = 1. From here on,
I will always denote the ideal I = 〈a, b, c〉 ⊂ R. The map
(s, t) 7−→ (a(s, t), b(s, t), c(s, t))
gives a curve parametrization P1 → P2. To view this map in concrete terms, set t = 1 and note that
(
a(s, 1), b(s, 1), c(s, 1)
) ∼ (a(s, 1)
c(s, 1)
,
b(s, 1)
c(s, 1)
, 1
)
.
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Thus we have A1 99K A2 given by s 7→ ( a(s,1)c(s,1) , b(s,1)c(s,1) ). The dash in the arrow indicates that the map may fail to be
defined on all of A1 because of the denominator.
Definition 2.1. A moving curve of degree m is given by a polynomial∑
i+ j+k=m
Ai jk(s, t)x
i y j zk, Ai jk(s, t) ∈ R.
This follows the parametrization given by a, b, c if∑
i+ j+k=m
Ai jk(s, t)a(s, t)
ib(s, t) jc(s, t)k ≡ 0.
In down to earth terms, Definition 2.1 says that the point on the parametrized curve always lies on the corresponding
moving curve.
Example 2.2. A moving line Ax + By + Cz follows the parametrization ⇐⇒ Aa + Bb + Cc = 0 ⇐⇒
(A, B,C) ∈ Syz(a, b, c). Note a, b, c generate I .
Example 2.3. A moving conic Ax2 + Bxy + Cxz + Dy2 + Eyz + Fz2 follows the parametrization ⇐⇒
Aa2 + Bab + Cac + Db2 + Ebc + Fc2 = 0 ⇐⇒ (A, B,C, D, E, F) ∈ Syz(a2, ab, ac, b2, bc, c2). Note
a2, ab, ac, b2, bc, c2 generate I 2.
The set of all moving curves that follow the parametrization is an ideal in R[x, y, z] = k[s, t, x, y, z]. This is the
moving curve ideal.
Nice Fact 2.4. The moving curve ideal is precisely the ideal K of relations defining the Rees algebra R(I ) of
I = 〈a, b, c〉 ⊂ R = k[s, t].
This ideal and its analog in the surface case were discovered independently by the geometric modeling community
(see [5,13–16,22]). More generally, an ideal
I = 〈 f0, . . . , fn+1〉 ⊂ k[x0, . . . , xn],
where the fi are linearly independent forms of the same degree, parametrizes a hypersurface in Pn+1, and moving
hypersurfaces that follow the parametrization are defined by the obvious modification of Definition 2.1. This gives a
moving hypersurface ideal, which by [3] equals the ideal of defining relations of the Rees algebra of I .
It turns out that we have already seen an example of a moving curve ideal.
Example 2.5. x = s2, y = st, z = t2 gives a parametrization of the conic xz− y2 = 0. Affinely, this is the parabola
x = y2 parametrized by x = s2, y = s. Then K1 is generated by the moving lines t x − sy and t y− sz, which give the
affine lines x − sy = 0 and y − s = 0. This makes it easy to draw the picture of how these moving lines parametrize
the curve.
By Example 1.2, we know that K is generated by the moving lines t x − sy, t y − sz plus xz − y2. Note that
xz − y2 = 0 is the implicit equation of the conic.
To analyze the general case, recall that the ideal I = 〈a, b, c〉 ⊂ R has a Hilbert–Burch resolution (see [5])
0→ R(−n − µ)⊕ R(−2n + µ) → R3(−n) → I → 0.
In other words, the syzygy module Syz(a, b, c) is free with generators p, q of degree µ and n − µ. We assume
µ ≤ n − µ, and we can regard p, q as moving lines
p = Ax + By + Cz
q = Ex + Fy + Gz.
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Note that p, q are the degree 1 generators of the moving curve ideal K .
Question 2.6. What can we say about the other generators of K?
Here are two examples with n = 4 to illustrate what can happen.
Example 2.7. Consider
a = 6s2t2 − 4t4, b = 4s3t − 4st3, c = s4.
This has µ = 2, which by [5] is the generic value of µ when n = 4. The moving curve ideal K has five generators:
• Two moving lines of degree 2 in s, t :
p = st x +
(
1
2
s2 − t2
)
y − 2st z
q = s2 x − st y − 2t2 z.
• Two moving conics of degree 1 in s, t :
s xy − t y2 − 2t xz − s yz + 4t z2
s x2 − t xy + 1
2
s y2 − 2s xz + t yz.
• The implicit equation:
F = y4 + 4x3z + 2xy2z − 16x2z2 − 6y2z2 + 16xz3.
This quartic curve has three nodes:
Example 2.8. Consider
a = 3s3t − 3s2t2, b = 3s2t2 − 3st3, c = (s2 + t2)2.
This has µ = 1, which is rather special when n = 4. The moving curve ideal has five generators:
• Two moving lines of degrees 1 and 3 in s, t :
p = t x − s y
q = s3 x + (2s2t + t3)y + (3st2 − 3s2t)z.
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• One moving conic of degree 2 in s, t :
s2 x2 + (2s2 + t2)y2 + (3st − 3s2)yz.
• One moving cubic of degree 1 in s, t :
s x3 + 2s xy2 + t y3 − 3s xyz + 3s y2z.
• The implicit equation:
F = x4 + 2x2y2 + y4 − 3x2yz + 3xy2z.
This quartic curve has a triple point:
The triple point in Example 2.8 is no accident, as shown by the following result.
Theorem 2.9 ([13]). A curve parametrized by a, b, c of degree n = 4 has a triple point ⇐⇒ µ = 1.
The above computations of the moving curve ideal K were done by computer. It would be nice to find a systematic
construction for the minimal generators, similar to what we did in Example 1.2. Here is a method that works for
Example 2.7.
Example 2.10. The parametrization of Example 2.7 has moving lines
p = st x +
(
1
2
s2 − t2
)
y − 2st z
q = s2 x − st y − 2t2 z,
which we write as
p = 1
2
y s2 + (x − 2z) st − y t2
q = x s2 − y st − 2z t2.
Now proceed as follows:
(1) Express p, q in terms of s, t2 to obtain
p =
(
t x + 1
2
sy − 2t z
)
s + (−y)t2
q = (sx − t y)s + (−2z)t2.
Taking the determinant gives the Sylvester form Sylvs,t2(p, q)
D.A. Cox / Theoretical Computer Science 392 (2008) 23–36 29
det
t x + 12 sy − 2t z −y
sx − t y −2z
 .
This is the first moving conic generator of K .
(2) The Sylvester form Sylvs2,t (p, q) obtained by expressing p, q in terms of s
2, t gives the second moving conic
generator.
(3) Expressing the two moving conic generators in terms of s, t gives
(xy − yz)s + (4z2 − y2 − 2xz)t(
x2 + 1
2
y2 − 2xz
)
s + (yz − xy)t.
Taking the determinant gives the Sylvester form
det
 xy − yz 4z2 − y2 − 2xz
x2 + 1
2
y2 − 2xz yz − xy
 .
This is the implicit equation.
We need one further example with n = 4 and µ = 2 before stating our result.
Example 2.11. Consider
a = s4, b = s2t2, c = t4.
This has µ = 2 and is a generically 2-to-1 parametrization of the conic xz − y2 = 0. The moving line generators are
p = t2 x − s2 y
q = t2 y − s2 z.
Now apply the procedure from Example 2.10. Using s, t2 gives the Sylvester form
s(xz − y2),
and using s2, t2 gives the Sylvester form
t (xz − y2).
Then using s, t with these moving conics gives the “implicit equation”
(xz − y2)2.
These five moving curves fail to generate K since the true implicit equation xz − y2 belongs to the moving curve
ideal. In fact, K is generated by p, q, xz − y2. This can be proved by a computation or by the result of Morey and
Ulrich [12] mentioned in Example 1.2.
A parametrization is called proper if it has degree 1, meaning generically 1-to-1. With this terminology in mind,
we have the following result.
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Theorem 2.12. Let a, b, c ∈ k[s, t] have n = 4 and µ = 2. Also assume that gcd(a, b, c) = 1 and that the
parametrization is proper. Then the procedure described in Example 2.10 gives the minimal generators of the moving
curve ideal K .
Proof. The proof that follows was inspired by Laurent Buse´. His key insight is that the results of Jouanlou’s 1997
paper [10] can be adapted to our situation.
We begin with some notation. Let A = k[x, y, z], so that the moving curve ideal K lies in A[s, t]. In the first part
of the argument, we will regard s, t as having degree 1 and x, y, z as having degree 0. The moving lines p and q lie
in K and determine the whole ideal since
K = 〈p, q〉 : 〈s, t〉∞ ⊂ A[s, t].
This follows from Proposition 3.6 of [3]. This result requires that I = 〈a, b, c〉 ⊂ k[s, t] be of linear type outside
V(s, t). Since gcd(a, b, c) = 1, there are no basepoints, so that the Kozsul complex of a, b, c is exact at every point
of P1. Then Remark 3.7 of [3] implies that I is of linear type outside V(s, t).
Let B = A[s, t]/〈p, q〉 and m = 〈s, t〉 ⊂ A[s, t]. We will study K by considering the quotient
K/〈p, q〉 = (〈p, q〉 : 〈s, t〉∞)/〈p, q〉 = H0m(B) ⊂ B.
Note that B and H0m(B) inherit compatible gradings from A[s, t]. We need to determine generators of the B-module
H0m(B).
The key fact is that p, q form a regular sequence in C = A[s, t]. This follows from the proof of Proposition 6 of
[2]. Using the spectral sequence in local cohomology coming from the Kozsul complex of p, q, one obtains an exact
sequence
0 −→ H0m(B)ν −→ H2m(C)−4+ν
(p,q)−→ H2m(C)2−2+ν (3)
(see [9, (2.7.4.3)]). Since
H2m(C) =
1
st
A[s−1, t−1]
as a graded C-module (see [9, 2.6.1]), it follows easily that H0m(B)ν vanishes for ν /∈ {0, 1, 2} and that
H0m(B)1 ' H2m(C)−3 =
1
s2t
A ⊕ 1
st2
A
H0m(B)2 ' H2m(C)−2 =
1
st
A.
Furthermore, since the map H2m(C)−3 ⊗ C1 → H2m(C)−2 is clearly surjective, it follows that the same is true for
H0m(B)1 ⊗ B1 −→ H0m(B)2.
This shows that H0m(B)2 won’t contribute any generators of H
0
m(B).
By Proposition 3.5 of [3], we also know that
H0m(B)0 = F A,
where F = 0 is the implicit equation of the curve in P2 parametrized by a, b, c. It follows that H0m(B) is generated
by F and the elements of H0m(B)1 corresponding to the generators
1
s2t
, 1
st2
of H2m(C)−3. The next step is to interpret
these elements in terms of Sylvester forms.
The above formulas for H0m(B)1 and H
0
m(B)2 show that
1
s2t
A ⊕ 1
st
A ↪→ AnnB(〈s2, t〉) ⊂ H0m(B)
and that 1
s2t
A⊕ 1st A is isomorphic to the degree ≥ 1 part of AnnB(〈s2, t〉). Now express p, q in terms of s2, t , which
gives a 2 × 2 matrix whose determinant is the Sylvester form Sylvs2,t (p, q). By a well-known result of Wiebe [21]
(see also [9, Proposition 3.8.1.6] or [11, E.21 Corollary]), the annihilator AnnB(〈s2, t〉) is generated by the class of
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Sylvs2,t (p, q). Since p, q are homogeneous of degree 2 in s, t , their Sylvester form with respect to s
2, t has degree 1.
It follows that the annihilator lives in degree ≥ 1, so that
1
s2t
A ⊕ 1
st
A ' AnnB(〈s2, t〉) = Sylvs2,t (p, q)B.
Looking at the parts in degree 1, we see that
1
s2t
A ' Sylvs2,t (p, q)A.
Thus Sylvs2,t (p, q) is the generator of H
0
m(B) corresponding to
1
s2t
(they differ by a nonzero constant, which can
be shown to be 1 using [9, (3.8.1.5)]). A similar argument shows that Sylvs,t2(p, q) is the generator of H
0
m(B)
corresponding to 1
st2
.
It follows that K is generated by the five elements
p, q, Sylvs2,t (p, q), Sylvs,t2(p, q), F (4)
of A[s, t] = k[x, y, z; s, t]. Relative to the natural bigrading on this ring, the above polynomials have bidegree
(1, 2), (1, 2), (2, 1), (2, 1), (4, 0),
where the last bidegree follows from our assumption that the parametrization is proper, so that the image curve has
degree 4. Since p, q and Sylvs2,t (p, q), Sylvs,t2(p, q) are linearly independent over k, it follows immediately that
they are minimal generators of K .
Our final task is to show that F is the Sylvester form of Sylvs2,t (p, q) and Sylvs,t2(p, q) relative to s, t . If we go the
universal case where the p, q are homogeneous forms of degree 2 in s, t with algebraically independent coefficients,
then Proposition 3.10.14 and Corollary 3.10.16 of [10] imply that this Sylvester form is the resultant Res(p, q). This
formula specializes to our situation, so that the Sylvester form is still the resultant. Since the parametrization is proper,
Theorem 1 of [5, p. 818] implies that F = Res(p, q) up to a constant. This completes the proof. 
Remark 2.13. (1) An alternate proof that the implicit equation F is the Sylvester form of Sylvs2,t (p, q),
Sylvs,t2(p, q) relative to s, t appears in the 1997 paper [14, Theorem 5.4] of Sederberg, Goldman and Du.
(2) Parts of the above proof, especially the discussion of the exact sequence (3), can be shortened considerably by
using the transgression map constructed by Jouanolou in [8].
(3) An alternate approach to Theorem 2.12 is discussed in [7]. The papers [4] and [7] discuss the analog of
Theorem 2.12 when µ = 1 and n is arbitrary.
We next discuss what happens in the situation of Theorem 2.12 when the parametrization is not proper. Since the
image can’t be a line (this would imply µ = 0), the image is a conic and the parametrization has degree 2. The above
proof shows that K is generated by the polynomials listed in (4), but their bidegrees are now
(1, 2), (1, 2), (2, 1), (2, 1), (2, 0).
In fact, the Sylvester generators of bidegree (2, 1) are not needed. As noted by Buse´, Luro¨th’s theorem tells us that
there are quadratic polynomials h1, h2 in s, t such that
a = a′(h1, h2), b = b′(h1, h2), c = c′(h1, h2)
for quadratic polynomials a′, b′, c′ in s, t . Note also that h1, h2 are relatively prime since they give a degree 2 map
P1 → P1, and a′, b′, c′ are relatively prime since they give a map P1 → P2 whose image is a conic. If
p′ = p′1x + p′2y + p′3z, q ′ = q ′1x + q ′2y + q ′3z
are the moving lines for a′, b′, c′, then the p′i , q ′i are linear in s, t and are the entries of the matrix A′ in the Hilbert–
Burch resolution of 〈a′, b′, c′〉. It is then easy to see that the ideal I1(A′) equals 〈s, t〉.
It follows that p = p′(h1, h2) and q = q ′(h1, h2) are moving lines of degree 2 in s, t that follow the parametrization
a, b, c. Hence they must be the µ-basis, and the matrix A in the Hilbert–Burch resolution of 〈a, b, c〉 has entries
pi (h1, h2), qi (h1, h2). This enables one to prove that I1(A) equals 〈h1, h2〉. Since h1, h2 form a regular sequence, the
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Morey–Ulrich paper [12] cited earlier implies that K is generated by p, q, and the Sylvester form of p, q relative to
h1, h2, which must be the implicit equation. (As noted by Buse´, a direct computation shows that the implicit equation
f divides Sylvs2,t (p, q) and Sylvs,t2(p, q). This is related to the substitution property given in [10, 3.11.9] and proves
that p, q, f generate K without using [12].)
This gives three methods for computing K when n = 4 and µ = 2. All three begin by computing the µ-basis p, q.
Then:
• (First method) Compute minimal generators of the ideal I1(A). If there are three or more, the parametrization
is proper and one gets the minimal generators of K from Theorem 2.12. Otherwise, the parametrization is not
proper. Furthermore, the Sylvester form of p, q relative to the generators of I1(A) is the implicit equation f ,
giving minimal generators p, q, f .
• (Second method) Compute the gcd of the Sylvester forms Sylvs2,t (p, q), Sylvs,t2(p, q). If the gcd is constant, the
parametrization is proper and one gets the minimal generators from Theorem 2.12. Otherwise, the parametrization
is not proper. Furthermore, the gcd is the implicit equation f , giving minimal generators p, q, f .
• (Third method, suggested by Buse´) Compute Res(p, q), or equivalently, the Sylvester form of Sylvs2,t (p, q),
Sylvs,t2(p, q) relative to s, t . If this is irreducible, the parametrization is proper and one gets the minimal generators
from Theorem 2.12. Otherwise, the parametrization is not proper. Furthermore, the resultant is the square of implicit
equation f , giving minimal generators p, q, f .
3. Adjoint curves
Let C ⊂ P2 be defined by an irreducible equation of degree n, say F(x, y, z) = 0. For simplicity, we assume that
k is algebraically closed. Here are two facts from the classical theory of plane curves:
• The genus of C is
g = 1
2
(n − 1)(n − 2)− 1
2
∑
p
νp(νp − 1),
where the sum is over all singular points p of C (including infinitely near points) and νp is the multiplicity of C at
p.
• g = 0 ⇐⇒ C is birationally equivalent to P1 ⇐⇒ C can be parametrized by some a, b, c ∈ R = k[s, t].
Example 3.1. Consider the quartic curve of Example 2.7:
The three nodes have νp = 2, so that the genus is
g = 1
2
3 · 2− 1
2
(2 · 1+ 2 · 1+ 2 · 1) = 0.
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Example 3.2. Consider the quartic curve of Example 2.8:
The triple point has νp = 3, so that the genus is
g = 1
2
3 · 2− 1
2
3 · 2 = 0.
Question 3.3. Given a curve with g = 0, how do we find a parametrization?
The classical answer uses adjoint curves. For simplicity, consider an irreducible curve C of degree n and genus
zero whose only singularities are nodes. Then the number of nodes must equal 12 (n − 1)(n − 2).
Lemma 3.4. Fix n − 3 smooth points on C. Then there is a one-parameter family of curves of degree n − 2 that go
through both the singular points of C and the n − 3 chosen points.
Sketch of Proof. A curve of degree n − 2 has (n2) coefficients. We want such a curve to vanish at
1
2
(n − 1)(n − 2)+ n − 3 =
(
n
2
)
− 2
points. By linear algebra, it follows that there are at least two linearly independent curves G1,G2 of degree n− 2 that
satisfy the desired condition. Then
Gs,t = sG1 + tG2
gives the desired one-parameter family. 
See [17, Lemma 3] for a version of Lemma 3.4 that applies when C ⊂ P2 is irreducible of genus zero with arbitrary
singularities.
We call Gs,t = sG1 + tG2 a one-parameter family because multiplying Gs,t by a constant factor gives the same
curve. Hence we can think of Gs,t = sG1 + tG2 as giving a family of curves parametrized by (s, t) ∈ P1. We call
Gs,t = sG1 + tG2 an adjoint linear system.
Now suppose that we have an adjoint linear system Gs,t = sG1 + tG2 as in Lemma 3.4. Where does Gs,t = 0
meet the curve C? By Bezout’s Theorem, there must be
n(n − 2) = n2 − 2n
points of intersection. However, G = 0 meets C at n − 3 smooth points and 12 (n − 1)(n − 2) nodes. Each of the latter
has an intersection multiplicity of at least 2, so that we get
n − 3+ 2 · 1
2
(n − 1)(n − 2) = n2 − 2n − 1
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points of intersection. Hence there is one further point of intersection. This point moves as we vary (s, t) ∈ P1 and
gives the desired parametrization.
The above argument is classical—it appears, for example, in Hilton’s 1920 text on plane algebraic curves [6]. This
also is the basic idea used in modern algorithms for parametrizing rational curves by means of adjoint curves. See
[17–19].
Let us see how this works in an example.
Example 3.5. Consider the affine curve C defined by
F(x, y) = y4 + 4x3 + 2xy2 − 16x2 − 6y2 + 16x = 0.
This is the curve of Example 2.7, which has three nodes. If we fix n − 3 = 1 further point, say the origin, then
Lemma 3.4 says that we can find an adjoint linear system of affine conics (n − 2 = 2). Such a linear system is given
by
Gs,t (x, y) = sx2 − t xy + 12 sy
2 − 2sx + t y = 0.
Here is the picture when (s, t) = (1, 310 ).
These conics Gs,t = 0 go through the singular points of the quartic curve and the origin, plus one more point that
moves.
This enables us to parametrize F = 0 as follows. Compute the resultants:
• Res(F,Gs,t , y) = x(x − 1)4(x − 2)2(s4x − 6t2s2 + 4t4).
• Res(F,Gs,t , x) = y3(y2 − 2)2(s3y − 4ts2 + 4t3).
The constant factors show that Gs,t = 0 goes through the origin and the singular points of F = 0. The other factors
give
x = 6s
2t2 − 4t4
s4
, y = 4s
3t − 4st3
s4
.
This is our original parametrization of F = 0. Furthermore, Gs,t is one of the moving conics given in Example 2.7.
So this adjoint linear system is one of the defining equations of the Rees algebra.
The general definition of adjoint curve is as follows (see [1]).
Definition 3.6. A curve D, possibly reducible, of degree m is adjoint to C if at all infinitely near singular points p of
C with multiplicity νp, the curve D has multiplicity at least νp − 1.
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The curve defined by Gs,t = sG1 + tG2 as in Lemma 3.4 satisfies this definition since the curve in the lemma had
only nodes. This means νp = 2, so that νp − 1 = 1. Since Gs,t = 0 goes through each node, it has multiplicity at
least 1 there, as required by the definition.
Example 3.7. For an example with νp > 2, consider the quartic curve of Example 2.8. It has a triple point at the
origin. We also saw in Example 2.8 that the moving curve ideal contains a moving cubic of degree 1 in s, t , which in
affine coordinates is
Gs,t = s x3 + 2s xy2 + t y3 − 3s xy + 3s y2.
This has a double point at the origin, so that Gs,t gives a linear system of adjoint curves. However, not all moving
cubics of degree 1 in s, t in the moving curve ideal are adjoint linear systems. For example, Chen, Jia and Goldman
observed that
G ′s,t = (x2 + 1)(t x − s y)+ s x3 + 2s xy2 + t y3 − 3s xy + 3s y2
is in the moving curve ideal but does not have a double point at the origin. It is also easy to see that among the moving
conics of degree 1 in s, t in the moving curve ideal, all adjoint linear systems are multiples of the moving line and
hence cannot be generators.
Conjecture 3.8. If µ > 1, then the minimal generators of the moving curve ideal K of degree 1 in s, t and degree
m ∈ {n − 1, n − 2} in x, y, z can be chosen to be adjoint linear systems on the rational curve defined by the implicit
equation.
Remark 3.9. (1) The condition m ∈ {n − 1, n − 2} in the conjecture is needed to ensure the existence of adjoint
curves.
(2) When µ = 1, Example 3.7 shows that the conjecture can fail for m = n − 2. The results of [4] show that this is
always the case when µ = 1 and m = n − 2. On the other hand, [4] also shows that the conjecture holds when
µ = 1 and m = n − 1.
Conjecture 3.8 is based on an observation of Rafael Sendra. If true, it would imply that the defining equations of
the Rees algebra of a parametrized curve are intimately related to the geometry of the curve.
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