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Abstract
In this work we have studied properties of hadronic molecules in the heavy quark sec-
tor. These have become increasingly important since from the beginning of this century
a large number of states have been measured that for different reasons do not fit the pre-
dictions of simple quark models. Theorists have proposed different explanations for these
states including tetraquarks, hybrids, hadro-quarkonia and, subject of this work, hadronic
molecules. The study of these new states promises to provide insights in an important field
of modern physics, the formation of matter by the strong force. Hadronic molecules are
bound systems of hadrons in the same way two nucleons form the deuteron. For this the
molecular states need to be located close to S-wave thresholds of their constituents. The
dynamics of their constituents will have a significant impact on the molecules which allows
us to make predictions that are unique features of the molecular assignement.
Here we focus on two candidates in the open charm sector, D∗s0 andDs1, and two candidates
in the bottomonium sector, Zb(10610) and Zb(10650). The DsJ are located similarly far
below the open charm thresholds DK and D∗K. Since the spin dependent interactions of
the pseudoscalar and vector charmed mesons are suppressed in the heavy quark limit the
interpretation of these two states as mainly DK and D∗K bound states naturally explains
their similarities. The more recently discovered states Zb(10610) and Zb(10650), located
very close to the open bottom thresholds B∗B¯+c.c. and B∗B¯∗, respectively, are manifestly
non-conventional. Being electromagnetically charged bottomonia these states necessarily
have at least four valence quarks. We can explain that together with the fact that they
decay similarly into final states with S- and P -wave bottomonia if we assume they are
B∗B¯ + c.c. and B∗B¯∗ molecules, respectively. Since the current experimental situation in
both cases does not allow for final conclusions we try to point out quantities that, once
measured, can help to pin down the nature of these states.
For the DsJ we can make use of the fact that the interactions between charmed mesons
and Goldstone bosons are dictated by chiral symmetry. This means that we can calculate
the coupled channel scattering amplitudes for DK and Dsη and their counterparts with
charmed vector mesons. D∗s0 and Ds1 can be found as poles in the unitarized scattering
amplitudes. We can calculate the dependence of these poles on the the strange quark
mass and the averaged mass of up and down quark. This makes the result comparable
to lattice calculations. Solving QCD exactly on the lattice can help us to understand the
nature of the DsJ states while in the meantime it possibly takes one more decade until the
PANDA experiment at FAIR will be able to judge if the molecular assignement is correct.
Furthermore we calculate the radiative and hadronic two-body decays. Here we find that in
the molecular picture the isospin symmetry violating decays D∗s0 → Dsπ and Ds1 → D∗sπ
are about one order of magnitude larger than the radiative decays. This is a unique feature
of the molecular interpretation — compact cs¯ states have extremely suppressed hadronic
decay rates. At the same time the radiative decays have comparable rates regardless of the
interpretation. In conclusion the hadronic decay widths are the most promising quantities
to experimentally determine the nature of D∗s0 and Ds1.
The methods we used in the open charm sector cannot be applied to the bottomonia
ii
one-to-one. Since we do not know the interaction strength between open bottom mesons
we cannot obtain the state as a pole in a unitarized scattering matrix. We therefore
need different quantities to explore the possible molecular nature. In a first attempt we
show that the invariant mass spectra provided by the Belle group can be reproduced by
assuming the Z
(′)
b are bound states located below the B
∗B¯ + c.c. and B∗B¯∗ thresholds,
respectively. Furthermore we present the dependence of the lineshape on the exact pole
position. An important conclusion here is that for near threshold states like the Z
(′)
b a
simple Breit Wigner parametrization as it is commonly used by experimental analyses is
not the appropriate choice. Instead we suggest to use a Flatte´ parametrization in the
proximity of open thresholds. The second part of the discussion of the Zb states includes
calculations of two-body decays. In particular we present the final states Υπ and hbπ
which have already been seen by experiment and make predictions for a new final state
χbγ. The rates into this new final state are large enough to be seen at the next-generation
B-factories.
Contents
1 Introduction 1
2 Theory 5
2.1 Hadronic Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Effective Theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Chiral Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Heavy Quark Symmetry . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Heavy Meson Chiral Perturbation Theory . . . . . . . . . . . . . . 16
2.2.4 Nonrelativistic Effective Theory . . . . . . . . . . . . . . . . . . . . 18
2.3 Unitarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Power Counting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Chiral Perturbation Theory . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Nonrelativistic Effective Field Theory . . . . . . . . . . . . . . . . . 23
3 D∗s0 and Ds1 as D
(∗)K molecules 25
3.1 Dynamical Generation of the states . . . . . . . . . . . . . . . . . . . . . . 27
3.1.1 Relativistic and Nonrelativistic Lagrangian . . . . . . . . . . . . . . 28
3.1.2 Nonrelativistic Calculation . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.3 Relativistic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.4 Extension to Hypothetical Bottom Partners . . . . . . . . . . . . . 35
3.1.5 Lagrangian and Explicit Fields . . . . . . . . . . . . . . . . . . . . 36
3.1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Hadronic Decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Radiative Decays of D∗s0 and Ds1 . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Lagrangians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 Amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Light Quark Mass dependence of D∗s0 and Ds1 . . . . . . . . . . . . . . . . 50
3.4.1 Pion mass dependence . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Kaon mass dependence . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
iii
iv CONTENTS
4 Zb(10610) and Zb(10650) 57
4.1 Lagrangians in NREFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Location of the Singularities . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.1 Propagator of the Zb states . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Power counting of two-loop diagrams . . . . . . . . . . . . . . . . . 64
4.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Hadronic and Radiative Decays of Z
(′)
b . . . . . . . . . . . . . . . . . . . . 71
4.3.1 Power Counting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.2 Branching Fractions and Ratios . . . . . . . . . . . . . . . . . . . . 76
4.3.3 Comparison with other works on Zb decays . . . . . . . . . . . . . . 80
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5 Summary and Outlook 83
A Kinematics 85
A.1 Kinematics of Two-Body Decays . . . . . . . . . . . . . . . . . . . . . . . . 85
A.2 Kinetic Energy for (Axial-)Vector Mesons . . . . . . . . . . . . . . . . . . . 86
A.3 Tensor Mesons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B Electromagnetic Decay of D∗s0 and Ds1 89
B.1 Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.2 Tensor Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
B.3 Amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
B.3.1 D∗s0 → D∗sγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
B.3.2 Ds1 → Dsγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.3.3 Ds1 → D∗sγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.3.4 Ds1 → D∗s0γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
B.3.5 Bs0 → B∗sγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
B.3.6 Bs1 → Bsγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
B.3.7 Bs1 → B∗sγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.3.8 Bs1 → Bs0γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
C Nonrelativistic Effective Theory 107
C.1 NREFT Fundamental Integrals . . . . . . . . . . . . . . . . . . . . . . . . 107
C.2 Amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.2.1 Z
(′)
b → hb(nP )π . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.2.2 Z
(′)
b → χbJ(nP )γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
C.2.3 Z
(′)
b → Υ(mS)π . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Chapter 1
Introduction
One of the big challenges in modern physics is to understand how matter is formed. It is
known that the biggest part of the observable matter — we will not deal with phenom-
ena like dark matter in this work — is made of strongly interacting quarks and gluons.
Quantum Chromodynamics (QCD) describes the interaction between quarks that carry the
charge of the strong interaction, called color, by force mediating gluons. This is similar to
the theory of electromagnetic interactions, Quantum Electrodynamics (QED), where the
interactions between charged particles are described by the exchange of photons. However,
QCD is field theoretically a SU(3) gauge theory, instead of the U(1) QED, which leads
to nonlinear equations of motion. As a result gluons can not only couple to quarks but
also to themselves and therefore need to carry color charge. The additional self energy
correction terms for the gluon arising from this self-interaction make the coupling constant
αS to a color charge behave in a peculiar way: it becomes weaker for high energies — this
phenomenon is known as the asymptotic freedom of QCD. It allows for perturbation theory
in terms of αS for high energies.
However, at smaller energies, i.e. the regime of 1 GeV, the behavior changes: the coupling
constant increases until it is of order one and the perturbation series breaks down. Pertur-
bative QCD with quarks and gluons as degrees of freedom is therefore not able to describe
interactions in this energy regime. At the same time we find that, while QCD describes
the interactions of particles that carry color charge, until today experiments were not able
to detect a colored object directly. Instead, only colorless hadrons can be observed — this
phenomenon is called confinement. Understanding confinement from first principles and
the formation of hadrons from quarks and gluons remain to be understood.
There are many ways to form a colorless object. The simplest ones, called mesons, have
the structure q¯q: a quark that carries color and an antiquark that carries the corresponding
anticolor. The most prominent mesons are formed from the lightest quarks, called pions.
The second possibility are baryons that contain three quarks with three different colors:
qqq. The sum of all three colors is is also colorless. The most important baryons are, for
obvious reasons, proton and neutron from which the nuclei are built. Baryons will not be
part of this work at all.
Since there are a priori no limits on hadrons besides colorlessness theorists have made
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predictions of so-called exotic states. The exotic mesons include tetraquarks, glueballs,
hybrids, hadro-quarkonia and, subject of this work, hadronic molecules. The last ones are
bound states of two conventional mesons in the same way two nucleons form the deuteron.
The discussion about exotic states became more lively when at the beginning of this century
the so-called B-factories BaBar and Belle started working. Originally designed to study
CP -violation in B-mesons and the weak CKM matrix elements |Vub| and |Vdb|, the B-
factories also became famous for measuring a number of states that challenge the quark
models based on simple q¯q mesons. These models were successful in describing the ground
states and some low lying excited states for charmonia and bottomonia, respectively, as
well as for mesons with open charm or bottom. This picture was changed when two narrow
resonances with open charm, now referred to asD∗s0(2317) andDs1(2460), and large number
of charmonium-like states close to or above the open-charm threshold amongst which the
X(3872) is the most famous one were discovered. All these states do not fit in the scheme
given by quark-model predictions. The first two are possible candidates for DK and D∗K
bound states, respectively, the latter for an isospin singlet DD∗ bound state. However,
the current data base is insufficient for a definite conclusion on their structure. The DsJ
states can be molecules, tetraquarks or conventional mesons while the X(3872) can be
a molecular state and a virtual state, or a dynamical state with a significant admixture
of a c¯c state. Most recently high statistics measurements at BESIII from 2013 suggest
that Y (4260), previously a prominent candidate for a hybrid, might be a D1D molecule.
Moreover, BESIII also measured a charged charmonium, Zc(3900), that is a good candidate
for a D¯D∗ molecule.
Due to the large similarities between charmonia and bottomonia that emerges since the
QCD Lagrangian becomes flavor independent for mQ → ∞ one expects similar exotic
states here. Indeed, in 2011 the Belle group reported the bottomonium states Zb(10610)
and Zb(106510). Their exotic nature is manifest since they, being charged bottomonia,
have to contain at least four quarks. The later measured Zc(3900) can therefore be seen as
the charmonium partner of Zb(10610) in accordance with Heavy Quark Flavor Symmetry.
It is to be expected that once the next-generation B-factories like Belle II will start working
the number of exotic bottomonia will rise. It is our belief that the study of these exotic
candidates will help to deepen the understanding of the formation of matter.
In this work we will focus on the states D∗s0(2317) and Ds1(2460) in the open charm
sector and Zb(10610) and Zb(10650) in the bottomonium sector as examples for hadronic
molecules. For the sake of convenience we will in the following refer to them as D∗s0, Ds1
and Z
(′)
b . We will present these as examples how states can be formed from meson-meson
interactions and lay out ways to test their nature experimentally.
This work is structured as follows. In Ch. 2 we will present the theoretical framework.
That includes a general discussion of hadronic molecules, in particular in comparison to
competing models like tetraquarks, a discussion of the effective field theories that were
used, Heavy Meson Chiral Perturbation Theory and Nonrelativistic Effective Theory, and
a brief section about Unitarization and the dynamical generation of resonances.
The main part of this work is divided into a chapter about the open charm states and one
3about the Zb states. In Ch. 3 we will obtain both D
∗
s0 and Ds1 as spin partners with one
set of parameters from heavy meson Goldstone boson interactions. Both will be found as
dynamically generated poles in unitarized scattering amplitudes. Since of late more and
more effort is being put into lattice calculations on these matters, we will present light
quark mass dependent calculations of relevant quantities like the pole position and the
binding energy. These can when calculated on the lattice provide a way to distinguish
between hadronic molecules and other explanations like e.g. tetraquarks and help us to
pin down the nature of D∗s0 and Ds1. In a second attempt we present calculations of the
radiative and hadronic decays of D∗s0 and Ds1. We assume that these are driven mainly by
D(∗)K loops. The rates are so far predictions, experimental data only exists for ratios of
hadronic and radiative decays. Finally we will make predictions for similar open bottom
states. Since Heavy Quark Effective Theory tells us that the interactions of charm and
bottom quarks with light degrees of freedom are the same up to small flavor symmetry
breaking effects the experimental discovery of these is a crucial test of our theoretical
model.
In Ch. 4 we will investigate the properties of the Zb states assuming they are hadronic
molecules formed from B∗B¯+BB¯∗ and B∗B¯∗ interactions, respectively. First we will show
that the measured spectra are also compatible with bound states, that is pole positions
below the corresponding thresholds. In the experimental analysis simple Breit-Wigner
shapes were used for Z
(′)
b . We will show that due to the very close proximity of the bottom
meson thresholds this is not the proper choice and propose a Flatte´ parametrization instead.
Further we will calculate various two-body decays of Z
(′)
b with conventional bottomonia as
final states. These include the so far not measured final states χbγ. We are also able to make
parameter free predictions with nontrivial statements that can be tested by experiment.
In Ch. 5 we will summarize the main results of this work and present future tasks.
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Chapter 2
Theory
2.1 Hadronic Molecules
A peculiar feature of QCD is that only color neutral states, hadrons, can be observed, an
effect one refers to as confinement. In the most naive picture we can form colorless states
as two quark states (mesons) and three quark states (baryons), both shown in the first line
of Fig. 2.1. For the first one the antiquark has the corresponding anticolor to the color of
the quark, for the latter the three quarks all have different colors. In both cases this results
in a color neutral object. As mentioned this is only the most naive picture. In a more
elaborate description of hadrons one also needs to consider sea quarks, quark-antiquark
pairs that are created and annihilated, and gluons that couple to the quarks. However, for
our discussion these are not necessary and so we will only refer to the valence quarks — q¯q
in the case of mesons and qqq for baryons. This work focuses on mesons only, so there will
be no further discussion of baryons. But all issues of this discussion can also be applied to
the baryonic sector.
There are a priori no restrictions on how to form a colorless hadron. We will therefore
generalize the concept and call all objects with an integer spin mesons. States with valence
quarks q¯q are then conventional mesons. However, one can imagine various additional
states, shown in Fig. 2.1, labeled as exotics to be distinguished from these conventional
mesons. Hybrids are made up from two quarks and gluonic excitations. This can lead
to two quark states with quantum numbers that are not possible within conventional
quark models. Even more exotic are the so-called glueballs: it is possible to form a state
exclusively from the massless gluons, see [1,2]. Morningstar found a whole spectrum in pure
Yang-Mills lattice QCD [3]. For an experimental review on hybrids and glueballs see [4].
Due to the binding energy these states can then obtain a mass. Also the number of quarks
is not constricted by any known principle. Candidates for mesons with four quarks are
tetraquarks and hadronic molecules which need to be distinct. Tetraquarks are compact
states with two quarks and two antiquarks. A comprehensive review of tetraquarks in the
heavy quarkonium sector is given by Faccini et al. [5]. Hadronic molecules, on the other
hand, consist of two q¯q states that are bound by the strong force. In the course of this
5
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Figure 2.1: Conventional and exotic colorfree states
work we will present possible candidates for hadronic molecules and suggest methods to
test the molecular nature experimentally or by lattice calculations.
Since hadronic molecules are the main subject of this work we need to go into more detail
here. In the sense we are using the name a hadronic molecule can be any object formed of
two hadrons. The name of this state differs depending on the position of the pole in the
S−matrix. A bound state pole of two hadrons h1 and h2 is located on the physical sheet
below the open threshold mh1 +mh2 by a binding energy ǫ. If the state is located above
the open threshold on the second sheet it is called a resonance in the h1-h2 system. A
virtual state is also located above threshold but on the second Riemann sheet. All three
states, bound states, resonances and virtual states are called hadronic molecules. The
position of the pole is visible in the lineshape of the state. In Ch. 4 we will discuss this on
the example of the Zb states.
The central tool to model-independently identify hadronic molecules is Weinberg’s time-
honored approach [6, 7]. It was originally introduced to unambiguously determine the
most dominant component of the deuteron wave function. The approach was generalized
in Ref. [8] to the case of inelastic channels, as well as to the case of an above-threshold
resonance. When being applied to the f0(980), strong evidence was found for a dominant
K¯K molecule inside the f0(980), while the situation was not that clear for the a0(980) [9–
11].
We can derive the central formula, a relation between the coupling of the molecule to
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its constituents and the probability that the physical state is the molecular state, from
very basic quantum mechanical principles. Suppose the physical state
∣∣ψ〉 contains a two-
hadron state
∣∣h1h2〉 = ∣∣~q〉 and a state we call ∣∣ψ0〉 which contains everything else. This
state fulfills the time independent Schro¨dinger equation:(
Hˆ0 + Vˆ
) ∣∣ψ〉 = −EB∣∣ψ〉 (2.1)
with the binding energy EB > 0 and the free Hamiltonian Hˆ0 that fulfills
Hˆ0
∣∣~q〉 = ~q 2
2µ
∣∣~q〉. (2.2)
If we multiply this with
〈
~q
∣∣ we find
〈
~q
∣∣ψ〉 = −
〈
~q
∣∣Vˆ ∣∣ψ〉
EB + ~q 2/2µ
. (2.3)
To obtain the probability λ to find the physical state in the continuum state we simply
need to integrate the absolute squared of this amplitude over ~q:
λ2 =
∫
d3q
∣∣〈~q∣∣ψ〉∣∣2 = ∫ d3q
∣∣∣〈~q∣∣Vˆ ∣∣ψ〉∣∣∣2
[EB + ~q 2/2µ]
2 . (2.4)
We can rewrite this equation introducing gNR(~q) :=
∣∣∣〈~q∣∣Vˆ ∣∣ψ〉∣∣∣2 which will later be related
to the coupling of the molecular state to its constituents. We find
λ2 = 4µ2
∫
dΩ
∫
dqq2
g2NR(~q)
(q2 + 2µEB)2
. (2.5)
We define the binding momentum as γ :=
√
2µEb. If the binding momentum is small
compared to the range of forces R, γ ≪ 1/R we can expand gNR(~q) as
g2NR(~q) = q
2Lg2NR(0) +O(Rγ). (2.6)
The range of forces R in the case of deuteron would be the inverse mass of the exchange
particle, so O(M−1π ) which is indeed small compared to the binding momentum. The
integral in Eq. (2.5) is convergent only for S−wave interactions, i.e. L = 0. Then a model
independent statement is possible. If we carry out the integration for this case we find
λ2 =
4πµ2
γ
g2NR(0) +O(Rγ) (2.7)
So far everything was deduced using only basic quantum mechanic principles. In a rela-
tivistic quantum field theory the interaction Lagrangian reads
L = gψ†h1h2 + h.c. (2.8)
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where ψ† creates the physical field and hi annihilate the constituent fields. If we want to
translate the coupling gNR in Eq. (2.7) to the relativistic g we need to consider different
normalizations. We find
g = (2π)3/2
√
2m1
√
2m2
√
2(m1 +m2)gNR(0) (2.9)
which means that the coupling g contains the probability λ2 earlier introduced. Since this
probability is between 0 for a completely compact state and 1 for a purely molecular state
we find
g2 ≃ 16πλ2 (m1 +m2)
2
µ
γ ≤ 16π (m1 +m2)
2
µ
γ (2.10)
which finally allows us to judge the molecular portion in an arbitrary state. If we examine
the two cases λ = 1, where the physical state is a purely bound state and λ = 0 for
no bound state component we observe that the coupling to the bound states components
becomes maximal (λ = 1) or vanishes completely (λ = 0).
Instead of the coupling constant g we may as calculate the scattering length a for the
constituents [12, 13]:
− 1
a
=
2Eb
g
+
√
µEb (2.11)
or
a = −2
(
1− Z
2− Z
)
1√
µEb
. (2.12)
2.2 Effective Theories
Certain physics theories that are successful in describing the behavior at e.g. very high
energies, while they turn out to be unnecessarily complicated at lower energies and can be
replaced by simpler, so–called effective field theories. They are able to describe all effects
of the underlying theory at this scale and are a well defined limit of it.
A famous example for an effective field theory is the Fermi contact interaction for weak
interactions. For energies well below the W -boson mass one does not need a dynamical
W -exchange for weak interactions a contact interaction is sufficient.
The situation is quite different, when it comes to the theory of strong interaction. In the
standard model QCD is a SU(3) gauge theory described by the Lagrangian
LQCD =
∑
i
q¯i( /D −mi)qi − 1
4
GaµνG
µν
a . (2.13)
where Dµ = ∂µ + igA
a
µλa/2 is the covariant derivative with the gluon fields A
a
µ and the
SU(3) group generators ~λ/2. qi represent the six quarks and G
a
µν is the gluon field strength
tensor. Without going into too much detail, we state that due to the non-abelian nature
of the gauge field and the resulting gluon self-energy corrections the strong coupling obeys
αs =
12π
(33− 2Nq) log(µ2/Λ2QCD)
. (2.14)
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where Nq is the number of quark flavors and µ the scale we are looking at. One can see,
that this coupling is small for energies much larger than the scale–independent constant
ΛQCD, which is experimentally ∼ 220 MeV, and therefore allows for perturbation theory.
This is known as asymptotic freedom. As a result the high–energy behavior of the strong
interaction can be described by perturbative Quantum Chromodynamics with quarks and
gluons as degrees of freedom.
When we examine the energy region, where µ→ ΛQCD, we find that the coupling constant
diverges. This is called the non–perturbative region of QCD. Because of the non–Abelian
nature of the QCD, there is the well–known empirical phenomenon confinement: No objects
carrying color can be observed in nature, instead only bound states without color charge.
Therefore a different approach is required to perform calculations in this region. The only
known model–independent solution besides lattice QCD is to use effective field theories
which obey the symmetries of the fundamental theory but allow for a perturbative expan-
sion. The known approaches make use of the fact that for the first three quarks – up, down
and strange – the masses are significantly smaller than ΛQCD, while the masses of charm
and bottom are much larger:
mu, md, ms ≪ ΛQCD and mc, mb ≫ ΛQCD. (2.15)
The sixth quark’s mass is of course even larger than mc and mb and therefore even better
suited for an expansion. However, the top quark decays so fast that it cannot form strongly
bound states of any kind. The resulting expansion parameters are mq/ΛQCD for the light
quarks and ΛQCD/mQ for the heavy quarks.
These properties are the basis of the perturbative approaches we will be using in this work.
In Sec. (2.2.1) we will make use of the additional chiral symmetry that one obtains in the
limit of massless quarks. This was first proposed by Weinberg in [14] and worked out in
detail by Gasser and Leutwyler [15]. The Goldstone bosons that arise from spontaneous
breaking of this additional SU(3)L × SU(3)R symmetry will be identified with the light
pseudoscalar mesons π, K and η. In Sec. (2.2.2) we will investigate the limit of infinitely
heavy quark masses and find that two important consequences are heavy quark spin sym-
metry and heavy quark flavor symmetry: For systems with one heavy quark the exact mass,
i.e. flavor, does not change the interactions as long as the mass is large enough and all
spin-dependent interactions are suppressed.
Sec. (2.2.3) presents the framework most of our calculations are based on: Heavy Meson
Chiral Perturbation Theory (HMChPT). The findings of both previous sections are includ-
ing there. The heavy meson fields obey heavy quark spin and flavor symmetry and the
Goldstone bosons are used as gauge fields so that the theory obeys chiral symmetry up
to the leading symmetry breaking effects. Nonrelativistic Effective Theory (NREFT), pre-
sented in Sec. (2.2.4), can be used for heavy-heavy systems. Thus it allows to describe the
dynamics of quarkonia with heavy meson loops.
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2.2.1 Chiral Symmetry
We want to study the properties of QCD at low energies for light quarks. The approach here
follows the introductory Refs. [16,17] The first important symmetry is the additional chiral
symmetry that arises in the limit of massless quarks. For the three lightest quarks, up,
down and strange, we find masses that are small compared to the scale of nonperturbative
QCD, ΛQCD. This justifies treating them as massless. Here one may treat the quark masses
as perturbations. The light quark part of the QCD Lagrangian reads
L = q¯i /Dq − q¯Mqq... , (2.16)
where ... denote the heavy quark and gluon fields. q = (u, d, s) are the light quark fields,
Mq = Diag(mu, md, ms) is the light quark mass matrix. Chiral projectors allow us to
separate the quark fields into left-handed (L) and right-handed (R) fields qL/R =
1
2
(1±γ5)q.
With this we may write
Llight = q¯i /Dq = q¯Li /DqL + q¯Ri /DqR − q¯RMqqL − q¯LMqqR, (2.17)
In the limit of vanishing quark masses the last two terms disappear, left- and right-handed
fields decouple and we find the additional chiral symmetry under transformations
qL → LqL qR → RqR, (2.18)
where L ∈ SU(3)L and R ∈ SU(3)R. This symmetry is spontaneously broken by the
vacuum expectation value of quark bilinears〈
0|q¯aRqbL|0
〉
= δabBF 2. (2.19)
for F 6= 0. One can identify F at leading order with the pion decay constant Fπ. The
indices a, b are light flavor indices. An arbitrary SU(3)L × SU(3)R q → q′ transformation
gives us 〈
0
∣∣q¯′aRq′bL ∣∣ 0〉 = (LR†)abBF 2. (2.20)
Thus the vacuum expectation value is unchanged if L = R and the SU(3)L × SU(3)R
symmetry is spontaneously broken to its diagonal subgroup SU(3)V . We now consider
the composite field q¯aRq
b
L. The broken generators of SU(3)L × SU(3)R leave the potential
energy unchanged. Since there are eight of these broken generators we obtain eight massless
Goldstone bosons. These Goldstone bosons are represented by one 3 × 3 special unitary
matrix U . Since Ukj ∝ q¯aRqbL it transforms under SU(3)L × SU(3)R as
U → LUR†. (2.21)
Using U we want to create an effective Lagrangian that is symmetric under chiral transfor-
mations SU(3)L × SU(3)R. The only possible term without derivatives reads UU † and is
constant and therefore irrelevant; to get non-trivial terms derivatives need to be included.
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A derivative corresponds to a momentum. The typical momenta at low energies are small
compared to the scale ΛQCD. Since only even numbers of derivatives are possible for purely
pionic systems due to the Lorentz-structure, the Lagrangian is expanded in terms momenta
as p2/Λ2QCD + p
4/Λ4QCD + ... or
L = L (2) + L (4) + ... (2.22)
One can immediately see that there is only one possible term at leading order and the
effective Lagrangian can be written as
LU =
F 2π
4
Tr[(∂µU)(∂µU)] + higher derivative terms, (2.23)
where F denotes the pion decay constant in the chiral limit. We can parametrize U as an
exponential using the hermitian matrix φ:
U = exp
(√
2iφ
Fπ
)
. (2.24)
This matrix φ is a linear combination of the generators of SU(3) that can be identified as
the Goldstone boson fields:
φ =

1√
2
π0 + 1√
6
η π+ K+
π− − 1√
2
π0 + 1√
6
η K0
K− K¯0 − 2√
6
η
 ,
(2.25)
where η = η8 the color octet field has been taken. The SU(3) weight diagram of the
Goldstone bosons is shown in Fig. 2.2. Expanding Eq. (2.23) to leading non-vanishing
order we find the correct spin-0 kinematic terms for the Goldstone bosons.
Parallel to the expansion in terms of momenta we can also incorporate explicit SU(3)
violation by introducing the light quark mass matrix in Eq. (2.17) as a perturbation in
the chiral Lagrangian. In order to obtain a Lagrangian that is fully consistent with chiral
symmetry we pretend that the light quark mass matrix transforms as Mq → LMqR†.
Then U †Mq and M †qU are terms allowed in the effective Lagrangian. We include them as
χ = 2BMq, where the factor 2B from the chiral quark condensate is included for later
convenience. At leading order we find
Leff =
F 2π
4
Tr[∂µU∂µU ] +
F 2π
4
Tr[χ†U + U †χ]. (2.26)
From this Lagrangian we can see that χ scales as M2π and the pion mass fits into our
earlier expansion as Mπ ∼ p. At subleading order the number of possible terms increases
significantly so we stick to the leading term in the chiral expansion which is sufficient for
our purposes. Expanding the fields U in terms of the Goldstone boson fields collected
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K− K¯0
I3 = −1
I3 = −1/2
I3 = 0
I3 = 1/2
I3 = 1
S = 1
S = 0
S = −1
K0 K+
π0, η π+π−
Figure 2.2: The SU(3) Goldstone boson octet. The x-axis shows the third component of
the isospin, the y-axis shows the strangeness
in φ up to leading non-trivial order and evaluating the traces gives us the Klein-Gordon
kinematic terms for the light fields. Matching the Goldstone boson masses in terms of the
quark masses yields
M2π± = B(mu +md) M
2
K0 = B(md +ms) M
2
K± = B(mu +ms) (2.27)
and the π0 − η mass matrix:
Mπ0η =
(
B(mu +md) B
mu−md√
3
Bmu−md√
3
B
(
4
3
ms +
1
3
mu +
1
3
md
) ) . (2.28)
Obviously the π0 and the η mix for mu 6= md. We can use a rotation by ǫπ0η, the π0 − η
mixing angle, to get the diagonal mass matrix and the mass eigenstates π˜0 and η˜
Mπ0η =
(
cos ǫπ0η − sin ǫπ0η
sin ǫπ0η cos ǫπ0η
)(
M2π0 0
0 M2η
)(
cos ǫπ0η sin ǫπ0η
− sin ǫπ0η cos ǫπ0η
)
(
π˜0
η˜
)
=
(
cos ǫπ0η sin ǫπ0η
− sin ǫπ0η cos ǫπ0η
)(
π0
η
)
. (2.29)
From this we can deduce the π0 − η mixing angle and the masses of π0 and η in terms of
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quark masses:
ǫπ0η =
1
2
arctan
(√
3
2
md−mu
ms−mˆ
)
, mˆ = (mu +md)/2
m2π0 = B(mu +md)− O((mu −md)2)
m2η =
B
3
(4ms +mu +md) + O((mu −md)2). (2.30)
This angle ǫπ0η is connected to the isospin breaking ratio of light quark masses. Lattice
averages [18] give
md −mu
ms − mˆ = 0.0299± 0.0018, ǫπ
0η = (0.01275± 0.00075). (2.31)
So ǫπ0η is sufficiently small and can be considered zero in all isospin conserving calculations.
When we calculate the hadronic width of D∗s0 and Ds1 which emerges from isospin violation
Eq. (2.31) will be used.
We can further define an additional quantity that will turn out useful in constructing a
chiral invariant Lagrangian for heavy mesons. The field u with u2 = U has the nontrivial
chiral transformation properties
u→ LuK† = KuR†. (2.32)
HereK is not only a function of L and R but also of φ which makes it space-time dependent.
One can show that the heavy meson multiplet we will introduce in Sec. (2.2.3) transform
exclusively via K or K†, H → HK and H¯ → K†H¯, respectively. To get chiral invariant
objects we need operators that transform as Oˆ→ KOˆK† for then HOˆH¯ is invariant. Two
possible linear combinations with one derivative are
Γµ =
1
2
(
u†∂µu+ u∂µu†
)
uµ = i
(
u†∂µu− u∂µu†
)
(2.33)
which transform as
uµ → KuµK† Γµ → KΓµK† +K∂µK†. (2.34)
While uµ has the desired transformation properties we can use Γµ to to construct a chiral
covariant derivative acting on a heavy field
Dµ = ∂µ + Γµ, DµH → KDµH. (2.35)
Because of their transformation quantities we refer to them as the axialvector current
uµ and the vector current Γµ. Expanding in terms of the light fields we find that the
axialvector current contains an odd number of light fields while the vector current contains
an even number.
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We can further use the fields u to construct explicit chiral symmetry breaking terms due
to degenerate light quark masses and electromagnetic charge:
χ± = u†χu† ± uχ†u χ± → Kχ±K†
Q± =
1
2
(
u†Qu± uQu†) Q± → KQ±K† (2.36)
with χ = 2BMq as introduced in Eq. 2.26 and the light quark charge matrix Q =
Diag(2/3,−1/3,−1/3). It can be useful to use to define a traceless quantity:
χ˜ = χ− Trχ (2.37)
If we use Dµ, uµ, χ± and Q± as the light building blocks of the effective Lagrangian chiral
constraints are implemented automatically.
2.2.2 Heavy Quark Symmetry
In this section we will explore the consequences of the charm and bottom quark masses
being larger than the scale of nonperturbative QCD, ΛQCD. This discussion follows the
textbook by Manohar and Wise [19]. Experimentally we find
ΛQCD/mc ∼ 0.2 and ΛQCD/mb ∼ 0.05 (2.38)
which justifies an expansion in terms of ΛQCD/mQ ≪ 1. Once again, the top quark, while
being even better suited for an expansion like that, decays before it can form bound states
and is therefore not suited for a effective low-energy theory. The heavy quark part of the
QCD−Lagrangian needs to be rewritten in terms of the expansion parameter:
LHQET = L0 +
ΛQCD
mQ
L1 +
Λ2QCD
m2Q
L2 + ... (2.39)
A useful quantity when talking about heavy systems is the velocity v of the heavy quark,
defined as v = p/mQ. The typical momentum transfer between the two quarks is of order
ΛQCD. As a result, the velocity v of the heavy quark is almost unchanged by interactions
with the light quark:
∆v =
∆p
mQ
→ 0 for mQ →∞. (2.40)
Therefore the velocity is a constant of motion in the limit of infinite quark mass.
We start with the relevant part of the QCD Lagrangian for the heavy quarks
Lc,b =
∑
c,b
Q¯(i /D)Q− Q¯mQQ. (2.41)
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D+s , D
∗+
s
cs¯
cu¯
D0, D∗0
cd¯
D+, D∗+
I3 = −1/2 I3 = 0 I3 = 1/2
S = 0
S = 1
bs¯
B¯0s , B¯
∗0
s
cd¯
B¯0, B¯∗0
bu¯
B−, B∗−
Figure 2.3: Flavor SU(3) weight diagram for charmed and bottomed pseudoscalar and
vector mesons. The x-axis shows the third component of the isospin, the y-axis shows the
strangeness. The quark content is given below the members of the triplet. In the limit
mQ →∞ they all form a degenerate SU(2)S × SU(2)F × SU(3)V multiplet.
The first step is to rewrite the quark field
Q(x)→ e−imQv·x[P+Q(x) + P−Q(x)] = e−imQv·x[Q+,v(x) +Q−,v(x)]. (2.42)
with the projection operators P± = (1 ± /v)/2 which project on the (anti)particle part of
Q(x). Now we can insert this in the original Lagrangian, integrate out the antiparticle
field Q−,v and expand up–to the order O(1/m2Q)
L = Q¯+,v(iv ·D)Q+,v + 1
2mQ
Q¯+,v(i(Dµ − vµv ·D)2)Q+,v
− g
4mQ
Q¯+,vσαβG
αβQ+,v + O(1/m
2
Q). (2.43)
The only strong interactions of the heavy quark, that are allowed by the QCD-Lagrangian,
are the ones with gluons. These are separated into interactions via the chromoelectric
charge and via the chromomagnetic charge. The interactions via the chromoelectric charge
are spin– and flavor–independent and also present in the limit mQ →∞. The interactions
via the chromomagnetic charge, which are spin-dependent, are on the other hand propor-
tional to the chromomagnetic moment of the quark and so of order 1/mQ and vanish in
the heavy quark limit. This gives us heavy quark spin and flavor symmetry.
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The main consequence of spin symmetry is that the spin of the light quarks in a hadron
with a heavy quark can be neglected. In the case of charmed or bottomed mesons this
means that the pseudoscalar D(B)-mesons and the vector D∗(B∗)-mesons each form a
degenerate SU(2)S spin multiplet. The corrections for heavy quark spin symmetry breaking
are proportional to 1/mQ and therefore different for each heavy quark flavor.
For the case of charm and bottom as heavy quarks we also find an SU(2)F symmetry:
the interactions of charmed and bottom mesons are identical up to heavy quark flavor
symmetry breaking effects of the order 1/mc − 1/mb.
On top of the SU(2)S × SU(2)F symmetry obtained from the limit mQ → ∞ the heavy
mesons also obey the SU(3)V symmetry for the light quarks. In Fig. 2.3 we show all mesons
that are degenerate in the limit of infinitely heavy c- and b-quarks and identical light quark
masses.
2.2.3 Heavy Meson Chiral Perturbation Theory
In this section we will introduce an effective theory that includes all four additional sym-
metries of QCD at low energies that we have identified before: SU(3) flavor symmetry,
chiral symmetry, heavy quark spin symmetry and heavy quark flavor symmetry. For the
charmed mesons this means that the pseudoscalar chiral triplet P = (D0, D+, Ds) forms
a spin multiplet together with its vector spin partner V = (D∗0, D∗+, D∗s). Note that in
the literature one often finds the notation P ∗ instead of V . We will stick to this nota-
tion to make it consistent with Nonrelativistic Effective Theory, introduced in the next
section, and avoid unnecessary confusion. The corresponding weight diagram with the
relevant quantum numbers is given in Fig. (2.3). The standard way to combine vector and
pseudoscalar fields into bispinors was introduced in [20]. The spin multiplets read
Hv =
1 + /v
2
[V µv γµ + γ5Pv] H¯v = γ
0H†vγ
0 =
[
V †v,µγ
µ − γ5P †v
] 1 + /v
2
.
As a vector field, V
(Q)
v,µ (x) has a polarization vector ǫ with the properties ǫ · ǫ = −1 and
ǫ · v = 0. From here on the index v that denotes the velocity dependence of the fields will
be dropped for simplicity. The normalization of the heavy fields needs some attention. For
relativistic fields the convention
〈H(p′)|H(p)〉 = 2Ep(2π)3δ3(~p− ~p′) (2.44)
is commonly used. Instead of this one we use the convention
〈H(v′, k′)|H(v, k)〉 = 2v0δvv′(2π)3δ3(~k − ~k′), (2.45)
where k = p−mQv with p being the momentum of the heavy quark is the so–called residual
momentum. These two normalizations differ by a factor of
√
MH ,
|H(p)〉 =√MH [|H(v, k)〉+ O(1/mQ)]. (2.46)
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Once this trivial dependence on the heavy mass is removed, the newly introduced fields
depend on the heavy mass only very weakly. As stressed before, in order to construct
the effective Lagrangian, we use building blocks whose transformation laws contain only
K and K†. The field H does not have uniquely defined transformation properties under
SU(3)L × SU(3)R, see e.g. [21]. We can redefine the field by multiplying a complex phase
without changing any observable. In [19] it is shown that one can choose this phase such
that the field H obeys the desired transformation law to construct chiral invariant terms:
Ha → HbK†ba. (2.47)
Here a, b denote flavor indices.
The simplest term we can construct that is chirally invariant is the one without derivatives:
MHTr[H¯aHa]. (2.48)
This serves as a mass term. However, we can scale the field H with a complex phase
e−iMHv·x. Then the kinetic energy
LKin = −iTr[H¯av·DbaHb] = −iTr[H¯av·(∂ + Γ)baHb] (2.49)
removes the mass term. The chiral covariant derivative in the kinetic energy ensures chiral
symmetry.
So far pseudoscalar and vector mesons are degenerate. To incorporate the fact that this
is not realized perfectly in nature we introduce the leading SU(3) and spin symmetry
breaking terms. The first spin symmetry breaking term appears at order 1/mQ:
δL (1) =
λ
mQ
Tr[H¯aσµνHaσ
µν ]. (2.50)
It leads to the mass difference
∆ = mV −mP = −8 λ
mQ
. (2.51)
In the calculations this will be taken into account by using the physical masses for the D(s)
and D∗(s), respectively. The leading SU(3) flavor symmetry breaking effects for the heavy
mesons enter at NLO in the chiral expansion:
δL (2) = h1Tr[H¯a(χ+)baHa] = −2 h1
mQ
P †aχbaPb + ...
where the dots denote the vector meson terms not relevant for this discussion. In the
isospin symmetric case mˆ = mu = md we get
M2Ds −M2D = 4Bh1(ms − mˆ). (2.52)
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We can determine the LEC h1 using the relation B(ms − mˆ) = (M2K0 +M2K+)/2−M2π0 as
done in [22]. This has been measured with high precision, we use the value h1 = 0.42.
There are more possibilities. To calculate electro-magnetic transitions we also need the
operators
F µν± = −2F µνQ±, Q± =
1
2
(
u†Qu± uQu†) (2.53)
with the electromagnetic field strength tensor F µν = ∂µAν − ∂νAµ and the light quark
charge matrix Q = Diag(2/3,−1/3,−1/3).
2.2.4 Nonrelativistic Effective Theory
For the second half of this work — the study of the Zb resonances — we will rely on the
well-established framework of Nonrelativistic Effective Theory (NREFT), for references see
e.g. [23, 24]. We can simply obtain the two-component Lagrangians in NREFT from the
four-component Lagrangians in HMChPT. So far we have used the heavy meson fields
H
(Q)
4 =
1+ /v
2
[
/V − γ5P
]
, H¯
(Q)
4 = γ0H
(Q)†
4 γ0 =
[
/V
†
+ γ5P
†
]
1+ /v
2
. (2.54)
In the rest frame of the heavy particle the velocity is given by v = (1, 0, 0, 0). Using the
Dirac-Representation of the gamma matrices,
γ0 =
(
1 0
0 1
)
, γi =
(
0 σi
−σi 0
)
, γ5 =
(
0 1
1 0
)
(2.55)
where σi are the Pauli matrices, we find
H
(Q)
4 =
(
V 0 −~σ · ~V − P
0 0
)
≃
(
0 −~σ · ~V − P
0 0
)
=
(
0 −H2
0 0
)
. (2.56)
In the last step we have used the fact that the time-like component of the heavy mesons
is suppressed by a factor of ~p/mQ. Similarly the antifield becomes
H¯
(Q)
4 =
(
0 0
−~σ · ~V † − P † 0
)
. (2.57)
As a result we find the NREFT heavy meson fields
H2 = ~V · ~σ + P, H†2 = ~V † · ~σ + P †. (2.58)
Throughout this work we will use the four-component notation for the DsJ mesons in Ch. 3
and NREFT in Ch. 4 for the study of the Zb mesons. We therefore drop the indices 2, 4 in
both cases.
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Rotations Heavy Quark Spin Parity Charge Conjugation SUL(3) × SUR(3)
Ha → UHaU † Ha → SHa Ha → −Ha Ha → σ2H¯Ta σ2 Ha → HbV †ba
H¯a → UH¯aU † H¯a → H¯aS¯† H¯a → −H¯a H¯a → σ2HTa σ2 H¯a → VabH¯b
Υi → RijU †ΥjU Υi → SΥiS¯† Υi → Υi Υi → −σ2(Υi)Tσ2 Υi → Υi
χi → RijU †χjU χi → SχiS¯† χi → χi χi → −σ2(χi)Tσ2 χi → χi
Zib → RijU †ZjbU Zib → SZibS¯† Zib → Zib Zib → −σ2(Zib)Tσ2 Zib → Zib
Table 2.1: Transformation properties of the various multiplets. U(Rij) are 2× 2(3× 3) are
rotation matrices related by U †σiU = Rijσi, S(S¯) a rotation matrix acting on the heavy
quark (heavy antiquark) spin and Vab is an SU(3) matrix.
Contrary to the DsJ chapter where only heavy mesons of the kind Qq¯ are considered the
coupling to bottomonia requires mesons with heavy antiquarks qQ¯. The convention for the
charge conjugation ζ is
P
∗(Q¯)
i = −ζV (Q)i ζ−1, P (Q¯) = ζP (Q)ζ−1. (2.59)
With this we find
H
(Q¯)
2 = −~σ · ~V (Q¯) + P (Q¯), H(Q¯)†2 = −~σ · ~V (Q)† + P (Q¯)† (2.60)
where P (Q¯) = (B+, B0) and V (Q¯) = (B∗+, B∗0) in the case of the B-mesons. In Ch. 4 where
no confusion is possible we will simply refer to them as P¯ (~¯V ).
We can introduce the bottomonium fields in this framework. The P−wave bottomonia are
given by
χi = hib + σ
j
(
1√
3
δijχb0 − 1√
2
εijkχkb1 − χijb2
)
, (2.61)
the S−wave bottomonia by
Υ = ηb + ~σ · ~Υ (2.62)
In accordance with the experimental data the JP = 1+ fields Zb will be introduced as
Z iba =
(
1√
2
Z0i Z+i
Z−i − 1√
2
Z0i
)
ba
. (2.63)
In Tab. (2.1) we show the transformation properties relevant for the construction of the
interaction Lagrangians.
2.3 Unitarization
In this section we will introduce a theoretical method called unitarization. This is neces-
sary to obtain resonances like e.g. the D∗s0 in heavy meson-Goldstone boson scattering.
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Figure 2.4: Lippmann-Schwinger resummation for two-body scattering
Analogously to the treatment of kaon-nucleon scattering by Meißner and Oller [25] the
scattering potential V (s) is expanded and the result is used in scattering equations. Since
such an amplitude V (s) always is a polynomial of the center-of-mass energy s one can
never find poles without introducing the resonances as explicit fields. We can resum the
scattering potential in such a way that the resummed amplitude is unitary and thus called
the unitarized amplitude T (s).
We will have a closer look at this in the most general terms. Generally one can define the
S−Matrix as
Sfi = 〈f |S|i〉 . (2.64)
This means that Sfi is the amplitude for the scattering process from the initial state |i
〉
to
the final state |f〉. Since the probability for |i〉 to become any of the possible final states
is one, the S-Matrix has to be unitary. We define the transition operator T as
S = 1− iTρ, (2.65)
where ρ(s) = |~p|/(8π√s) is the phase space factor. From unitarity it follows
S†S = 1⇒ ImT = −2|T |2ρ. (2.66)
We notice that the transition operator occurs linearly on the left-handed side and quadrati-
cally on the right-handed side. Thus any finite expansion of T would result in an inequality
here and consequently unitarity can only be realized perturbatively.
However, a method exists that leads to unitary amplitudes. At the same time the possi-
bility of having dynamically generated poles in the amplitudes arises. The approach for
resumming the amplitude we will use throughout this work is presented in [25]. In Fig. 2.4
the resummation process is shown schematically. If one denotes the tree-level S−wave
amplitude as V (s) and the two-particle loop as G(s) the infinite sum T (s) of all scattering
and rescattering amplitudes reads
T (s) = V (s) + V (s)G(s)V (s) + V (s)G(s)V (s)G(s)V (s) + ... (2.67)
The geometrical series for this infinite sum is given by the Lippmann-Schwinger equation
T (s) = V (s)[1−G(s) · V (s)]−1 (2.68)
The fact, that this amplitude is unitary is easily proven. From Eq. (2.65) we can derive
Im
[
T (s)−1
]
= ρ(s) (2.69)
2.4. POWER COUNTING 21
with the phase space factor ρ(s) introduced earlier. We can therefore write
T−1(s) = K(s) + iρ(s), (2.70)
where K(s) is a real function of s. On the other hand Cutkosky’s rules [26] relate the
imaginary part of the loop function to the phase space factor
Im [G(s)] = −ρ(s). (2.71)
Using Eq. (2.68) gives
T (s)=[V −1(s)−G(s)]−1 = [V −1(s)− Re(G(s))− iIm(G(s))]−1.
Comparison with Eq. (2.70) leads to K(s) = V −1(s)− Re(G(s)). That means, as long as
V (s) is real unitarity is guaranteed. The formalism can further be generalized to complex
scattering amplitudes that appear at one loop order. See, e.g., Oller and Meißner [25].
Notice that in the case of coupled channel amplitudes, for D∗s0 we have DK and Dsη, the
Lippmann-Schwinger Equation in Eq.(2.68) becomes a matrix equation.
As mentioned before the Lippmann-Schwinger Equation does not only provide a way to
make an amplitude from a finite expansion in ChPT unitary, it also allows the dynamical
generation of poles. While V (s) does not contain any poles, the resummed amplitude T (s)
can have poles of the form s = (M + iΓ/2)2 with mass M and width Γ. We will make
use of this when we extract the masses and hadronic widths of D∗s0 and Ds1 as poles in
unitarized scattering amplitudes for the coupled channels D(∗)K and D(∗)s η, respectively.
2.4 Power Counting
One of the most essential ingredients of an effective theory is a proper power counting
scheme. This serves several purposes. First we notice effective Lagrangian are fundamen-
tally different from the interaction Lagrangians in renormalizable field theories. In QED
for example all interactions consist of the coupling of a photon to a charged particle with
the dimensionless coupling constant α that fulfills α ≪ 1. So all vertices are of the same
order and the more vertices a diagram it has the smaller its contribution becomes. Since
in an effective Lagrangian as the ones constructed before many different interactions and
various numbers of derivatives are possible. They all come with different coupling con-
stants that even have different dimensions. One needs to find a way to sort the Lagrangian
and ultimately the transition amplitudes in such a way that the amplitudes at one order
contribute similarly. Such a scheme is referred to as a power counting scheme. Further the
issue of renormalizability needs to be addressed. While it can be shown that any gauge
field theory can be renormalized this can not be said for effective theories. However, it can
be shown that an effective theory is renormalizable at any given order in its power counting
individually. Another important benefit of a power counting scheme is that it provides a
way to estimate the theoretical uncertainty from higher order diagrams.
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Figure 2.5: Leading (a) and subleading (b) contributions to light meson-scattering in ChPT
2.4.1 Chiral Perturbation Theory
For the power counting in ChPT we have in principle to distinguish between two ingre-
dients: the dimension of vertices and loops. The full effective Lagrangian in Eq. (2.26) is
expanded in the number of derivatives and light meson masses, both scale as p. Therefore
vertices in ChPT can scale as p2, p4, etc. This means we have to count the number Vd
of vertices of dimension pd. Propagators in the loop scale as (p−2)I with I the number of
internal lines in a diagram and the integral measures for a diagram with L loops as (p4)L.
Now we have all the ingredients necessary to find the so-called chiral dimension ν for any
amplitude A ∝ pν :
A ∝
∫
(d4p)L
1
(p2)I
∏
d
(pd)Vd (2.72)
One can easily find ν = 4L − 2I +∑d dVd which can further be simplified using the fact
that the number of loops is connected to the number of internal lines and vertices via
L = I −∑d Vd + 1. The final formula for the chiral dimension ν reads
ν =
∑
d
Vd(d− 2) + 2L+ 2. (2.73)
To get a converging expansion the momenta p have to be small compared to the chiral sym-
metry breaking scale Λχ = 4πFπ ≃ 1.2 GeV. This means ChPT is a good approximation
for light meson momenta p≪ 1.2 GeV and cannot safely be applied to higher momenta.
As an example we look at the leading and subleading contributions for light meson scat-
tering. The diagrams are shown in Fig. (2.5). We notice that at leading order we can only
find a single contribution from tree-level scattering. The effective Lagrangian has only a
single vertex with two derivatives and one with the light quark masses in χ. This makes
up the full leading order ∼ p2 ∼ m2π. At subleading order one can find two contributions:
the leading loop with vertices from L (2) and next-to-leading order tree-level scattering,
both scale as p4. To ensure that the theory is renormalizable at all orders individually one
of the subleading tree-level diagrams needs to serve as a counter term for each divergent
leading loop. This one together with the other low energy constants needs to be fit to
experimental data.
We further need to include heavy mesons in the power counting scheme. This adds heavy
mesons-Goldstone boson vertices of the type V πHd′ to the power counting. Note that the
first heavy meson-Goldstone boson vertex is of dimension 1 and thus d′ ≥ 1 compared to
Eq. (2.73). The chiral dimension becomes
ν = 2L+ 1 +
∑
d
V ππd (d− 2) +
∑
d′
V πHd′ (d
′ − 1). (2.74)
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(b)
B,B∗ B,B∗
γ γ
Figure 2.6: (a) Three-point and (b) two-point loop contributions for (bb¯)′ → (bb¯)γ
This is similar to the inclusion of Baryons into ChPT, see e.g. the review by Bernard et
al. [27].
2.4.2 Nonrelativistic Effective Field Theory
Here we follow Refs. [24,28,29] where the authors lay out in detail a power counting scheme
that can be applied to the transitions of heavy quarkonia via heavy meson loops in NREFT.
The power counting is performed in terms of the typical velocity v of a heavy meson inside
the loop. This velocity for a B−meson in the decay of a bottomonium with mass Mbb¯ is
given by
vB ∼
√
|Mbb¯ − 2MB|/MB. (2.75)
In nonrelativistic expansion the propagator gets replaced by
[
l2 −M2B
]−1 → [l0 − ~l2
2MB
−MB
]−1
. (2.76)
Since ~l2/(2MB) ∼ MBv2B propagators count as v−2B . Having this said we may look at the
integral measure. In the nonrelativistic expansion it is useful to perform the l0−integration
separately. Since this removes one propagator it is clear the full measure counts in four
dimensions as ∫
d4l
(2π)4
∼ v
5
B
(4π)2
. (2.77)
Of course the integration of other degrees of freedom like photons or pions introduce
additional scales like the photon energy Eγ . As a basic example we have a look at the
emission of a photon by a bottomonium in the process (bb¯)′ → (bb¯)γ via heavy meson
loops. Two possible diagrams are shown in Fig. (2.6): in (a) the photon couples to the
magnetic moment of the heavy meson, this coupling scales as Eγ. The other couplings are
assumed to be in S−wave and therefore count as 1. We find
v5B
(
1
v2B
)3
Eγ ∼ Eγ
vB
. (2.78)
The naturalness of couplings says that the BB(bb¯)γ coupling should be of the same order
as BB(bb¯) and need to give an additional photon momentum. This yields
v5B
(
1
v2B
)2
Eγ ∼ EγvB. (2.79)
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The ratio (b)/(a) gives v2B which for vB ≪ 1 is heavily suppressed. If these two were the
most important contributions here we could simply calculate Diag. (a) and estimate the
uncertainty from Diag. (b) as v2B. However, as we will see in the discussion of Z
(′)
b decays,
higher order loops can also have significant impact here.
Chapter 3
D∗s0 and Ds1 as D(∗)K molecules
The discovery of the two narrow states with open charm and strangeness, D∗s0 and Ds1, by
BaBar and Cleo-c [30,31] marked, together with the discovery of the X(3872), the starting
point of a new era in open and hidden charm spectroscopy. For the first time quark models
that were so far successful in describing the ground states and low excited states failed
to predict these newly measured states. In Fig. 3.1 we show the theoretical prediction by
the Godfrey-Isgur model [32] together with experimental results. As one can clearly see
especially the mass of D∗s0 is much lower than the prediction, approximately 160 MeV. But
also Ds1, being 70 MeV below the prediction, seems not compatible with a naive quark
model.
This lead to a large number of theoretical explanations. Barnes and Close [33] and van
Beveren and Rupp [34] were the first ones to point out the possible molecular nature of
these resonances, i.e. that they are D(∗)K bound states instead of conventional cs¯ mesons.
This also gives a natural explanation to another interesting implication:
MDs1−MD∗s0 ≃MD∗−MD. (3.1)
In the molecular approach the spin–dependent interactions for a heavy quark are sup-
pressed by ΛQCD/mQ, with mQ for the mass of a heavy quark. Thus D
∗
s0 and Ds1 form a
multiplet in the same fashion D and D∗ do. A molecular assignment was used by many
authors, however, using different approaches. The works include hadrogenesis conjecture in
Ref. [35], model calculations in Refs. [36,37], dynamical generation from D(∗)K scattering
in Refs. [38, 39] and calculations based on SU(4) flavor symmetry in Refs. [40, 41].
However, as appealing as the idea of hadronic molecules in this light might be, the mere
difference between measured and predicted masses is not proof enough to rule out a con-
ventional quark model. In addition, it was shown in Refs. [42, 43] that a parity doubling
model can also obtain the correct masses. Later Mehen and Springer extended this calcu-
lation to the one-loop level in Ref. [44]. Naturally one has to look at the decay patterns
to find observables where where the molecular nature of D∗s0 and Ds1 manifests itself. Un-
fortunately, at this moment none of the possible branching fractions has been measured
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Figure 3.1: The Ds spectrum: green boxes are the experimental results, black lines are
theoretical predictions from [32], dashed lines are the D(∗)K thresholds. The figure was
taken from [51]
precisely. Only upper limits exist, e.g.
Γ(D∗s0 → D∗sγ)
Γ(D∗s0 → Dsπ0)
< 0.059. (3.2)
It is remarkable by itself that both states have been seen in hadronic decays, Γ(D∗s0 → Dsπ)
and Γ(Ds1 → D∗sπ). Since both are isospin I = 0 states these decays violate isospin
symmetry and thus should be heavily suppressed.
Calculations of the relevant electromagnetic decays have been performed in Refs. [35–37,
45], the hadronic decays in [35, 36, 42].
Besides hadronic molecules and conventional mesons also other approaches exist. Most
prominently, a number of publications assume the states to be tetraquarks, i.e. compact
states with four valence quarks [46–50]. Since some of their features are similar to the
molecular picture it remains to point out features that make a distinction possible. We
will present some in the following chapter.
We will incorporate the most important experimental facts, the similarity of the pole
position to the open threshold and the significant isospin violating width, by assuming that
the states D∗s0 and Ds1 are DK and D
∗K bound states, respectively, instead of compact
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cs¯. This explains the similarity of their features naturally. Especially the equidistance
to the open thresholds simply reflects the fact that their binding energies are the same.
Further we have a natural explanation for the possibly enhanced isospin violating decays:
the decays are driven by D(∗)K loops and the difference between charged and neutral
meson masses is large enough to give a significant contribution here. On the other hand,
a compact cs¯ state will, due to the complete absence of light valence quarks, only produce
vanishing isospin violating decay widths.
The calculations and discussions in this chapter, based on the molecular assumption for
D∗s0 and Ds1, are taken from the publications in Refs. [52] and [53]. The first one focuses
on the dynamical generation of the states and the light quark mass dependence. The
object of the second one are the decays, both radiative and hadronic. We will organize
this chapter as follows: in Sec. 3.1 we discuss the dynamical generation of D∗s0 and Ds1
in unitarized heavy meson chiral perturbation theory together with the prediction of open
bottom partners. Sec. 3.2 contains the hadronic decays, Sec. 3.3 the radiative decays and
a discussion of both together with the relative importance and their ratios. In Sec. 3.4 we
present a calculation of the masses and binding energies in dependence of the light quark
masses expressed as pion and kaon mass dependence. These provide predictions that can
be tested in lattice calculations.
3.1 Dynamical Generation of the states
In this section the molecular states D∗s0 and Ds1 will be generated dynamically as poles
in the S−matrix. We have done this in both publications on the subject. The coupled
channel potentials for the channels with isospin I = 0 and strangeness S = 1
(
D(∗)K and
D
(∗)
s η
)
are calculated. Then these amplitudes are unitarized as described in Sec. 2.3. After
the remaining parameters are fixed to observables we are able to obtain the masses of the
molecular states as poles in the S−matrix.
In the first approach we use a nonrelativistic and manifestly spin symmetric approach to
obtain both poles simultaneously and from the same set of parameters. Notice that due
to the still rather poor experimental data we had to drop large-Nc suppressed terms for
the subleading contributions to reduce the number of low energy constants. We will see
that this together with a relativistic loop, which was used in previous calculations, violates
spin symmetry: it is not possible to obtain both poles simultaneously with the same set of
parameters.
However, in the second approach we were able to use new lattice calculations for charmed
meson-Goldstone boson scattering. Note that the scattering amplitudes are calculated in
channels different from the ones used here, i.e. strangeness S = 1 and isospin I = 0. In
this way all subleading low energy constants can be fit at the same time. When this is
done, it is possible to obtain both masses in agreement with experiment.
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3.1.1 Relativistic and Nonrelativistic Lagrangian
The leading order chiral covariant Lagrangian [54, 55] for pseudoscalar charmed mesons is
given by
L
Rel
LO = (DµP )
(DµP †)−M2PP † (3.3)
with P = (D0, D+, D+s ) and the chiral covariant derivative introduced in the previous
chapter Dµ = ∂µ + Γµ. Since the vector current Γµ provides an even number of Goldstone
boson fields we can find the leading contribution to the scattering of Goldstone bosons off
heavy mesons from it:
i
2F 2
[
(∂µP )[φ, ∂µφ]P
† + P [φ, ∂µφ](∂µP †)
]
. (3.4)
This part provides the so-called Weinberg-Tomozawa term in the amplitude. The next-to-
leading order contribution was introduced by Guo et al. in Ref. [56]:
L
Rel
NLO = P (−h0〈χ+〉 − h1χ+ + h2 〈uµuµ〉 − h3uµuµ)P †
+DµP
(
h4〈uµuν〉 − h5{uµ, uν} − h6[uµ, uν]
)DνP †. (3.5)
where the light quark masses enter explicitly via χ. 〈...〉 denotes the trace of light flavor
indices, {. . . } and [...] the anticommutator and commutator, respectively. At this point we
have six low energy constants that need to be fit to experimental data or lattice calculations.
It is possible to reduce the number of terms as was pointed out by Lutz and Soyeur in
Ref. [35]. The terms with h0, h2 and h4 contain more than one flavor trace and can therefore
be dropped in the large Nc limit of QCD. We can drop the term h6 because it contributes
at the next order due to the commutator structure. The low energy constant h1 is here
the only one we can fit to data right away. In Sec. 2.2.3 we found h1 = 0.42.
The extension of these Lagrangians to the heavy vector mesons is in principle straightfor-
ward: one simply needs to replace P by V ν in Eq. (3.3) and Eq. (3.5). However, this is not
manifestly spin symmetric and may contain heavy quark spin symmetry breaking terms.
The safe way to enforce spin symmetry is to use the Heavy Meson Chiral Perturbation
Theory fields introduced in Sec. 2.2.3. Here the Lagrangian for the kinetic energy of the
heavy mesons reads
L
NR
LO = −iTr[H¯avµDµbaHb] (3.6)
where a, b denote the light flavor indices. This way the pseudoscalar and vector mesons are
treated equally. The difference to the relativistic approach becomes visible when we carry
out the trace over the Lorentz matrices and look at the Weinberg-Tomozawa-like term for
the pseudoscalars:
i
2F 2
vµPa[φ, ∂µφ]P
†
a −
i
2F 2
vµVa,ν [φ, ∂µφ]V
†ν
a . (3.7)
The derivative acting on the heavy field has been replaced by the heavy meson velocity.
This corresponds to an expansion of the heavy momenta in the fashion qµ = MDv
µ +
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O[(~q/MD)2]. The nonrelativistic NLO Lagrangian reads
L
NR
NLO = −h0Tr[H¯a(χ+)bbHa] + h1Tr[H¯a(χ˜+)baHa] + h2Tr[H¯a(uµuµ)bbHa]
+h3Tr[H¯a(uµu
µ)baHb] + h4Tr[H¯a(−ivµ)(uµuν)bb(ivν)Ha]
+h5Tr[H¯a(−ivµ){uµ, uν}ba(ivν)Hb]. (3.8)
Notice that for this calculation χ˜ defined in Eq. (2.37) was used.
The masses used in this chapter are taken from the PDG [57]. The light mesons are
Mπ+ = (139.57018± 0.00035) MeV, Mπ0 = (134.9766± 0.0006) MeV
MK+ = (493.677± 0.016) MeV, MK0 = (497.614± 0.024) MeV
Mη = (547.853± 0.024) MeV, (3.9)
the heavy mesons are
MD0 = (1864.86± 0.13) MeV, MD+ = (1869.62± 0.15) MeV
MD+s = (1968.49± 0.32) MeV, MD∗0 = (2006.98± 0.15) MeV
MD∗+ = (2010.28± 0.13) MeV, MD∗+s = (2112.3± 0.5) MeV
MB+ = (5279.25± 0.17) MeV, MB0 = (5279.58± 0.17) MeV
MB0 = (5366.77± 0.24) MeV, MB∗+ = (5325.2± 0.4) MeV
MB∗0 = (5325.2± 0.4) MeV, MB∗0s =
(
5415.4+2.4−2.1
)
MeV. (3.10)
Except for the hadronic decay widths of D∗s0 and Ds1 the calculations are not sensitive to
the isospin violation and we will use MD = (MD+ +MD0)/2, etc. for simplicity.
3.1.2 Nonrelativistic Calculation
In this first attempt we will use Heavy Meson Chiral Perturbation Theory to describe the
scattering of Goldstone bosons off heavy mesons. This was originally done as part of my
Diploma Thesis [58]. The task there was to extend the work by Guo et al. in Ref. [59]
from D∗s0 to Ds1 in a consistent way. The choice is to use HMChPT so that charmed
pseudoscalar and vector mesons are treated on the same footage. These calculations were
extended for the publication [52].
For contact interactions we use the leading and next-to-leading order contributions from
the Lagrangians discussed in the previous section. Further we will consider exchange
contributions that stem from the axialvector coupling introduced in Sec. 2.2.3:
Lπ =
gπ
2
Tr
[
H¯aHbiγνγ5u
ν
ba
]
(3.11)
In order to calculate the scattering amplitudes for the diagrams shown in Fig. 3.2. In
this work we use physical values for the meson masses and thus the mentioned term is
considered automatically. Note, since MDs∗ −MDs 6=MD∗ −MD (c.f. Eqs. (2.52)), in this
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Figure 3.2: Diagrams contributing at LO and NLO to Goldstone boson scattering off D-
and D∗-mesons and the pertinent kinematics. Dashed lines denote Goldstone bosons, solid
lines charmed pseudoscalar mesons and solid double lines charmed vector mesons, in order.
way we also include an effect of simultaneous spin symmetry and SU(3) violation, which is
formally of next-to-next-to leading order (N2LO). We come back to the quantitative role
of this subleading effect below. Since we are interested in the masses of the resonances,
isospin breaking can be neglected. Hence, we take averaged values for charged and neutral
particles.
We will calculate the scattering of the Goldstone bosons off the pseudoscalar D-mesons
(0+ channel) as well as off vector D∗-mesons (1+ channel). The diagrams at the order we
are working are shown in Fig. 3.2. The diagrams are evaluated in the isospin basis, the
relation between the isospin basis and the particle basis was derived in Ref. [59]:
VDK→DK(s, t, u) = 2VD0K+→D0K+(s, t, u)−VD+K+→D+K+(s, t, u),
VDsη→Dsη(s, t, u) = VD+s η→D+s η(s, t, u),
VDsη→DK(s, t, u) = −
√
2VD+s η→D0K+(s, t, u). (3.12)
Evaluating the diagrams for the leading order contact interaction we find that the contribu-
tions for the 0+ channel and the 1+ channel are the same up to the different masses for the
pseudoscalar and vector charmed mesons, as expected from heavy quark spin symmetry:
V 0
+
LO = V
1+
LO = CLO
√
M1M3
1
2F 2
(E2 + E4). (3.13)
The constants C0 for the various channels are listed in Tab. 3.1. Further, M1 and M3 are
the masses of the in-coming and out-going charmed meson, respectively, cf. Fig. 3.2, and
E2 and E4 are the energies of the in-coming and out-going light mesons.
For the NLO contact interactions we again find the same contributions except for the
different pseudoscalar and vector charmed meson masses:
V 0
+
NLO = V
1+
NLO =
√
M1M3
1
2F 2
[
C1
4
3
h1 + C35(h3p2·p4 + 2h5E2E4)
]
,
which also preserves spin symmetry. Its S-wave projection is
V 0
+
s = V
1+
s =
√
M1M3
2
F 2
[
CLO(E2 + E4) + C1
4
3
h1 + C35
1
MD
h˜35E2E4
]
with h35 = h3 + 2h5 ≡ h˜35/MD. This is the only free parameter at this order. We fit it to
the mass of the D∗s0(2317). We get h˜35 = 0.35 for the dimensionless parameter, which is of
natural size.
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Table 3.1: Coefficients for the amplitudes for all possible channels with total strangeness
S = 1 and total isospin I = 0. While CLO, C1, and C35 act in both channels 0
+ and 1+,
while Cu acts solely in 1
+.
Channel CLO C1 C35 Cu
DK → DK −2 −4M2K 2 0
Dsη → Dsη 0 −2(2M2η −M2π) 43 23
Dsη → DK −
√
3 −
√
3
2
(5M2K − 3M2π)
√
3
3
−
√
1
3
The s–channel exchange needs a P-wave interaction and thus does not need to be con-
sidered. The only contribution from exchange diagrams that does not have an vanishing
S-wave projection is the u–channel exchange of a charmed pseudoscalar meson in the 1+
channel:
V 1
+
PS−Ex = −Cu
4g2π
3F 2
[
E4
M1
|~p|2 + E2
M3
|~p ′|2
]
1
(v·k)
√
M1M3, (3.14)
where the constant Cu is also given in Tab. 3.1, and ~p and ~p
′ are the three-momenta of the
in-coming and out-going mesons in the center-of-mass frame and the energy transfer, (v·k),
is defined in Fig. 3.2. Observe, since k, ~p and ~p ′ are counted of order of the Ei, this potential
appears formally at NLO. Since it acts in the 1+ channel, while there is no counter–part
in the 0+ channel, it provides formally the leading source of spin symmetry violation.
However, in practice its contribution turns out to be very small, due to three reasons: first of
all g2π = 0.1, second, |~p| ∼
√
MKǫ, with ǫ ≡MD∗+MK−MDs1(2460) ≈MD+MK−MD∗s0(2317)
being the binding energy, which is significantly smaller than MK and, most importantly,
it does not operate in the KD∗ → KD∗ channel (in that channel Cu = 0 — c.f. Tab. 3.1).
In total it gives a negligible contribution.
For SU(3) calculations, the uncertainty from the chiral expansion up to NLO is O(M2K/Λ
2
χ),
where Λχ ≈ 4πFπ sets the hard scale in the chiral expansion, compared with the LO
contributions. So we use
V ± =
(
1± M
2
K
Λ2χ
)
Vs, (3.15)
where Vs is the S-wave projection of the full NLO amplitude calculated here for the 0
+ and
1+ channel, respectively.
Dynamical generation of bound states from a theory without bound states as fundamental
fields is a non-perturbative phenomenon. It cannot be provided by any finite perturbative
expansion in the momentum. Thus we have to unitarize, i.e. resum, the amplitude we had
obtained so far. As laid out in Sec. 2.3 we can write the T−matrix as an infinite sum of
loops:
T (s) = V ±(s)[1−G(s) · V ±(s)]−1, (3.16)
where G(s) is the diagonal matrix with non-vanishing elements being loop integrals of
the relevant channels — see Eq. (3.17) below. The bound state mass is found as a pole
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of the analytically continued unitarized scattering matrix T . To be specific, the pole of
a bound state, as is the case here, is located on the real axis below threshold on the
first Riemann sheet of the complex energy plane (note that because we neglect isospin-
breaking, these bound states do not acquire a width). In our approach, both the D∗s0(2317)
and the Ds1(2460) appear as poles in the S = 1 isoscalar I = 0 channel. Since they couple
predominantly to DK and D∗K, we interpret the D∗s0(2317) and Ds1(2460) as DK and
D∗K bound states, respectively.
At this point we have to make some comments on the loop matrix. In previous works on
this subject [40, 41, 59], the relativistic two-particle loop function
I
(0)
Rel
(
s,m2D,M
2
φ
)
=i
∫
d4l
(2π)4
1
[l2−M2φ+iǫ][(P − l)2−M2D+iǫ]
(3.17)
with P 2 = s was used in dimensional regularization with a subtraction constant a(µ) which
absorbs the scale dependence of the integral and where Mφ and MD are the masses of the
light meson and charmed meson involved in the loop [25]. However, this relativistic loop
function violates spin symmetry. Particularly, using the parameters fitted to the mass of the
D∗s0(2317), we find the mass of the Ds1(2460) at 2477 MeV. From a field theoretical point
of view, using a relativistic propagator for a heavy meson and using the Lagrangian from
heavy quark expansion simultaneously is inconsistent. There is a well-known problem in
relativistic baryon chiral perturbation theory for pion–nucleon scattering, which is closely
related to the case here. The relativistic nucleon propagator in a loop explicitly violates
power counting, see [60]. In our case this effect appears only logarithmically as log (M2D/µ
2).
However, it induces a violation of spin symmetry in the interaction already at NLO and
thus violates the power counting.
There are different ways to deal with this. In [61] a subtraction scheme is used that
identifies the scale µ with the mass of the D- and D∗-mesons, respectively, and thus the
spin symmetry violating terms disappear. In Refs. [40, 41] simply different subtraction
constants are used for the two channels. In this work we use a static propagator for the
heavy meson, as this is consistent with the Lagrangian in the heavy quark expansion. This
also allows us to use the same subtraction constant and scale of regularization for both
channels. The heavy meson propagator for the vector D∗-meson then takes the form
{P µν , 1}
q2 −M2D + iǫ
→ {P
µν , 1}
2MD(v·k −∆+ iǫ) , (3.18)
where P µν is a projector for spin-1. Dropping ∆ in the denominator and using the one in
the numerator of Eq. (3.18) amounts to the propagator for the pseudoscalar D-meson.
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With this the integral I
(0)
Rel defined in Eq. (3.17) turns into the heavy-light (HL) scalar loop
I
(0)
HL(
√
s,MD,M
2
φ) = i
∫
ddl
(2π)d
1
2MD
1
[l2 −M2φ + iǫ][v·l +
√
s+ iǫ]
=
1
16π2MD
{
(
√
s−MD)
[
a(µ)+ log
(
M2φ
µ2
)]
(3.19)
+2
√
(
√
s−MD)2−M2φ cosh−1
(√
s−MD
Mφ
)
−2πi|~pcms|
}
+O
(
Mφ
MD
)
,
with a(µ) a subtraction constant, µ the scale of dimensional regularization, which is fixed
to the averaged mass of D and D∗, and |~pcms| =
√
(
√
s−MD)2 −M2φ . Note, the use of
the modified loop function of Eq. (3.19) leads only to tiny changes from relativistic effects
in the observables discussed in Refs. [56,59]. The subtraction constant a(µ) is fitted to the
mass of the D∗s0(2317). We find a(µ= 1936 MeV) =−3.034. Using the same parameters
for the axial-vector channel we find the pole at
MNRDs1(2460) = (2459.6± 0.6± 1.8) MeV , (3.20)
where the first uncertainty stems from the experimental uncertainty for the mass of the
D∗s0(2317), which was used for fitting the parameters, and the second 4% uncertainty
estimates the higher orders from the heavy quark expansion — since there is no significant
spin symmetry breaking term in the scattering amplitudes at NLO, spin symmetry breaking
effect should appear at O([ΛQCD/mc]
2). Hence the second uncertainty can be estimated by
(ΛQCD/mc)
2ǫ with the binding energy ǫ. In this context it is interesting to note that the
spin–symmetry violation induced by MDs∗−MDs 6= MD∗−MD, which is of N2LO, indeed
contributes to MDs1(2460) less than 1 MeV, consistent with the uncertainty estimate.
The result in Eq. (3.20) is in perfect agreement with the experimental result
M expDs1(2460) = (2459.5± 0.6) MeV .
To the order we are working instead of Fπ we could as well have used FK = 1.18Fπ.
However, this change does not have any impact on the mass calculated for the Ds1(2460)
once the subtraction constant is re-adjusted to reproduce the mass for the scalar state.
3.1.3 Relativistic
For the second approach we can follow Liu et al. in Ref. [62]. They performed a lattice
calculation of charmed meson–Goldstone boson scattering. With these scattering lengths
they were able to fit the low energy constants in Eq. (3.5). This means we have now
the full NLO Lagrangian for DK and D∗K scattering available. As we will see using
the full Lagrangian without dropping the large Nc suppressed terms allows us to obtain
the correct pole position for Ds1 in a completely relativistic framework. We will later
calculate the residues of the unitarized amplitude to introduce D∗s0 and Ds1 as explicit
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Channels CLO C0 C1 C24 C35
DK → DK −2 M2K −2M2K 1 2
Dsη → Dsη 0 M2η −2M2η + 2M2π/3 1 43
DK → Dsη −
√
3 0 −√3(5M2K − 3M2π)/6 0 1√3
Table 3.2: The coefficients in the scattering amplitudes V (s, t, u) for all channels with
strangeness (S = 1) and isospin (I = 0).
fields with couplings to their constituents. These can be used for the radiative decays.
Having calculated the amplitudes relativistically ensures consistency here.
The amplitudes for Goldstone boson–light meson scattering are given by
V (s, t, u) =
1
F 2
[
CLO
4
(s−u)−4C0h0+2C1h1−2C24H24(s, t, u)+2C35H35(s, t, u)
]
, (3.21)
where
H24(s, t, u) = 2h2p2·p4 + h4(p1·p2 p3·p4 + p1·p4 p2·p3), (3.22)
and
H35(s, t, u) = h3p2·p4 + h5(p1·p2 p3·p4 + p1·p4 p2·p3). (3.23)
The coefficients Ci are given in Tab. 3.2. As we have shown before the exchange of heavy
mesons, which is formally also a NLO contribution, is heavily suppressed. So we have the
full NLO amplitude here.
The unitarization process is exactly the same as in the previous section. The unitarized
amplitude reads
T (s) = V (s)[1−G(s)V (s)]−1, (3.24)
where V (s) is the S−wave projection of Eq. (3.21). For the diagonal loop matrix G(s) we
can now use the relativistic two-point scalar integral. The explicit expression can be given
as
I
(0)
Rel(s,m
2
1, m
2
2)=
1
16π2
{
a˜(µ) + ln
m22
µ2
+
m21 −m22 + s
2s
ln
m21
m22
+
σ
2s
[
ln(s−m21 +m22 + σ)
− ln(−s +m21 −m22 + σ) + ln(s +m21 −m22 + σ)− ln(−s−m21 +m22 + σ)
]}
, (3.25)
with σ = {[s− (m1 +m2)2][s− (m1 −m2)2]}1/2. The loop is regularized using dimensional
regularization. a˜(µ) is the subtraction constant at the scale of regularization µ and fixed
to produce the mass of D∗s0. So via construction the mass MD∗s0 = 2317.8 MeV is a pole of
the T−matrix for DK scattering in this coupled channel approach. The transition to the
axialvector state can simply be made by replacing MD and MDs by MD∗ and MD∗s . This
yields to
MRelDs1 = (2457.8± 6.7± 1.8) MeV (3.26)
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Table 3.3: Comparison of our predictions of the masses of the B¯K and B¯∗K bound states
with those in Refs. [38, 39, 44, 61]. All masses are given in MeV. The uncertainties given
in the first column originate from the residual scale dependence and an estimate of higher
order effects, respectively.
NR Rel Ref. [61] Refs. [38, 39] [44]
MB∗s0 5696± 20± 30 5663± 20± 30 5643 5725± 39 5667
MBs1 5742± 20± 30 5712± 20± 30 5690 5778± 7 5714
The first error is obtained using a 1σ environment for the best fit of the hi, the second
error stems from higher order contributions in the same fashion as in the last section.
The experimental uncertainty of 0.6 MeV used there can be dropped here. The higher
uncertainty in the second approach reflects the fact that we take the uncertainties of the
LECs into account here. This value matches perfectly both the experimental value as well
as the one calculated in the previous section.
3.1.4 Extension to Hypothetical Bottom Partners
The formalism used here can easily be applied to the meson sector with open bottom as
well. Heavy quark flavor symmetry implies that all the other parameters stay the same up
to higher order corrections. In order to make the transition to the bottom sector, we just
have to replace the D-mesons with the corresponding B¯-mesons. This allows us to predict
the masses of the B¯K and B¯∗K bound states in the (S = 1, I = 0) channel. The predicted
masses of both approaches are given in Table 3.3, together with a comparison with previous
calculations [38, 39, 61]. 1 Our results are in reasonable agreement with the previous ones.
In our calculation we have two sources of uncertainties, both shown explicitly in the table.
One stems from higher order effects, which may be obtained from multiplying the binding
energy by 20%, estimated as O(ΛQCD/mc) since heavy flavor symmetry was used to relate
the LECs in charm and bottom sectors. The other one originates from the intrinsic scale
dependence of the result: To come to a fully renormalization group invariant amplitude, a
complete one–loop calculation is necessary for the transition amplitude. This is, however,
beyond the scope of this work. Thus, when connecting the charm to the bottom sector, a
residual scale dependence remains — to quantify it we varied the scale parameter µ (see
Eq. (3.19)) from the averaged mass of D and D∗ to that of B¯ and B¯∗, while keeping a(µ)
fixed. Combining the two uncertainties in quadrature gives a total uncertainty 40 MeV
which is about 1 % for the masses. When again switching from Fπ to FK the predicted
masses change by 8 MeV only, well consistent with our uncertainty estimates.
We can see in Tab. 3.3 that our values agree within the, admittedly large, uncertainties
with previous calculations as well as with each other in both approaches.
1The B(∗) mesons in the calculations of Ref. [44,61] should be understood as B¯(∗) mesons which contain
a b quark rather than b¯.
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It should be stressed that the uncertainties quoted forMB∗s0 andMBs1 are highly correlated.
As already explained for the charmed system, within the molecular scenario the relation
MBs1−MB∗s0 ≃MB∗−MB (3.27)
should hold up to corrections of O([ΛQCD/mb]
2) — c.f. discussion below Eqs. (3.14) and
(3.20). Thus we predict
MBs1−MB∗s0 = 46± 0.4± 1 MeV , (3.28)
where the first uncertainty comes from the current experimental uncertainty in MB∗−MB
and the second from the estimated spin breaking effects in the formation of the molecule.
Clearly, all mass differences deduced from Tab. 3.3 are consistent with this value.
MBs1 and MB∗s0 have not been measured so far. Note that their existence in the deduced
mass range and, especially, with the mass splitting of Eq. (3.28), is a crucial and highly
non–trivial test for the theory presented and especially for the molecular nature of both
states.
3.1.5 Lagrangian and Explicit Fields
Finally we can use the unitarized amplitudes to introduce the molecular states as explicit
fields. These will be used in the calculation of the radiative decays. Gauge invariance can
be built in unitarized Chiral Perturbation Theory, see [63]. However, here we will adapt
a different approach. We will introduce the molecular fields explicitly and calculate the
coupling constants as the residues of the unitarized amplitude. This is equivalent to setting
up an effective theory which is expanded around the pole of the amplitude. Since we will
use this only to calculate two-body decays this is completely justified. The Lagrangian for
the generated D∗s0, Ds1 states and their coupling to D
(∗)K is given by
LMol =
gDK√
2
D∗s0(D
+†K0† +D0†K+†) + gDsηD
∗
s0D
†
sη
†
+
gD∗K√
2
Dµs1(D
∗+†
µ K
0† +D∗0†µ K
+†) + gD∗sηD
∗†
s η
† + h.c. (3.29)
The extension to the open bottom sector is natural:
LMol,B =
gBK√
2
B∗s0(B
−†K+† + B¯0†K0†) + gBsηB
∗
s0B
†
sη
†
+
gB∗K√
2
Bµs1(B
∗−†
µ K
+† + B¯∗0†µ K
0†) + gB∗sηBs1B
∗†
s η
† + h.c. (3.30)
Here we have adapted the notation for the charmed strange mesons. We need to determine
the coupling constants in Eq. (3.29). The unitarized amplitude for DK → DK must be
equal to the S−channel exchange of D∗s0:
TDK→DK = gDK
1
s−M2Ds0
gDK (3.31)
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So we can determine the coupling constant by calculating
g2DK = lim
s→m2
Ds0
(s−m2Ds0)TDK→DK (3.32)
The results are
gDK = (9.0± 0.5) GeV, gD∗K = (10.0± 0.3) GeV,
gBK = (29.1± 0.7) GeV, gB∗K = (28.3± 1.0) GeV (3.33)
3.1.6 Conclusion
We have calculated the masses of D∗s0 and Ds1 as dynamically generated poles in the
S−matrix. This was done in one calculation with nonrelativistic heavy mesons and a fully
relativistic one. The approaches are slightly different in both calculations, also due to new,
elaborate lattice data. While in both cases the mass of D∗s0 is fixed to the experimental
value 2317.8 MeV we obtain the mass of Ds1 as
MNRDs1 = (2459.6± 0.6± 1.8) MeV and MRelDs1 = (2457.8± 6.7) MeV (3.34)
Both are in perfect agreement with the experimental value quoted by PDG [57]
M expDs1(2460) = (2459.5± 0.6) MeV .
as well as with each other. The fact that it is possible to obtain both as spin partners
without any further assumptions or any other spin symmetry breaking effects besides
the use of explicit masses for the vector and pseudoscalar heavy mesons and the perfect
agreement with experiment support our interpretation.
We can make predictions for so far hypothetical open bottom partners with masses
MNRB∗s0 = (5696± 36) MeV M
NR
Bs1 = (5742± 36) MeV (3.35)
MRelB∗s0 = (5663± 48) MeV M
Rel
Bs1
= (5712± 48) MeV. (3.36)
Experimental confirmation of the existence of these states is a crucial test of our theory.
3.2 Hadronic Decays
In this section we calculate the hadronic decay widths for the open charm and bottom
molecules, i.e. D∗s0 → Dsπ0 and Ds1 → D∗sπ0 and their corresponding bottom partners.
Since experimental analyses favors isospin I = 0 for both D∗s0 and Ds1 these decays are
isospin violating and thus should be suppressed. If, however, one assumes that the states
are D(∗)K bound states, all decays have to go via D(∗)K loops. The close proximity of the
DK and D∗K thresholds to D∗s0 and Ds1, respectively, leads to an enhancement of these
loops non-analytical in the quark masses. This will result in larger decay widths as one gets
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π0
η
Figure 3.3: The possible decay modes for D∗s0 → Dsπ0 are shown: different loops for
charged and neutral mesons and π0 − η-mixing
for compact cs¯ states without any up or down quarks, e.g. Colangelo et al. [64]. Thus a
measurement of the hadronic widths is one of best channels to experimentally differentiate
between a compact cs¯ state and a molecule.
The current experimental data does not give numbers for the individual decay rates. Only
ratios between radiative and hadronic decay widths are provided. Thus a comparison to
available data is only possible by calculating both on the same footage, the radiative decays
and the discussion of the ratios will be subject of the next section.
The isospin violating decays here are driven by two mechanisms:
1. The mass differences between charged and neutral mesons are small, but non-vani-
shing:
MD+ −MD0 = 4.8 MeV, MD∗+ −MD∗0 = 3.3 MeV, (3.37)
MK0 −MK+ = 3.9 MeV. (3.38)
In isospin conserving calculations this small mass difference does not have any impact.
For isospin violating decays this contributes because e.g. loops with charged particles
do not cancel the contribution from neutral particles.
2. As discussed in Sec. 2.2.1 the isospin eigenstates of π0 and η mix with a small mixing
angle. Once again, this contribution is suppressed for isospin conserving processes.
We will calculate the decay width using two slightly different methods. The first one,
proposed by Liu et al. in Ref. [62] is based on the calculation of unitarized amplitudes
as done in the previous section. The authors calculated the unitarized amplitude for the
coupled channels DK and Dsη with isospin symmetric masses and no π
0 − η mixing and
fix the remaining parameter, the subtraction constant of the two-body loop, to the mass of
D∗s0 on the first Riemann sheet. After this the isospin violating mechanisms are included
and the pole moves into the complex plane to the second Riemann sheet. They found
Γ(D∗s0 → Dsπ0) = (133 ± 22) keV. This approach is equivalent to the second approach,
the calculation of the diagrams in Fig. 3.3 with the four-body vertex put on shell.
We will start with the method of Liu et al.. The amplitude given in Eq. (3.21) was
calculated with isospin symmetric masses MD = (MD+ − MD0)/2 and without π0 − η
mixing. All low energy constants can be fit to heavy meson-Goldstone boson scattering
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which makes the subtraction constant from the two-body scalar loop the only remaining
unknown. This can be fit to the mass of D∗s0. Here D
∗
s0 is stable and the pole lies on the
first Riemann sheet. We can now include the isospin breaking effects. First we use physical
masses for the charged and neutral mesons. As a result
I(0)
(
M2D∗s0 ,M
2
D+ ,M
2
K0
)
− I(0)
(
M2D∗s0 ,M
2
D0,M
2
K+
)
6= 0 (3.39)
which gives a non-vanishing contribution for the sum of two diagrams in Fig. 3.3. As
discussed in detail in Sec. 2.2.1 the isospin eigenstates of π0 and η mix as(
π˜0
η˜
)
=
(
cos ǫπ0η sin ǫπ0η
− sin ǫπ0η cos ǫπ0η
)(
π0
η
)
(3.40)
with the mixing angle ǫπ0η =
1
2
arctan
(√
3
2
md−mu
ms−mˆ
)
≃ 0.013. Including this corresponds to
the calculation of the diagram in Fig. 3.3(b). One has to look for poles in the S−matrix
of the form m+ iΓ/2 on the second Riemann sheet. The second Riemann sheet is defined
as the one where the sign of the imaginary part of the lightest of the coupled channels
changes its sign. In this case this means
I(0)
(
s,M2Ds,M
2
π0
)→ I(0) (s,M2Ds,M2π0)− 2iIm [I(0) (s,M2Ds ,M2π0)] . (3.41)
The results are
Γ(D∗s0 → Dsπ0) = (133± 22) keV, Γ(Ds1 → D∗sπ0) = (69± 26) keV. (3.42)
Note that, while the first one, Γ(D∗s0 → Dsπ0), was published by Liu et al. [62] and only
the latter was new, we discuss both simultaneously as they are obtained with the same
parameters.
We can now make the same transition to the open bottom sector we made in Sec. 3.1.3: we
keep all parameters the same, i.e. the subtraction constant a and the low energy constants
hi, and replace the scale of regularization µD with µB = (MB+ +MB0 +MBs) /3. The
decay widths for the open bottom states are of the order 1 keV in this approach.
The detailed results are listed in the Tab. (3.4). There we distinguish between the contri-
bution that arises from the two isospin symmetry violating processes explicitly. We will
discuss the results in detail later together with the other approaches.
Alternatively, with the Lagrangians set up, c.f. (3.29), and the coupling of the molecular
states to a heavy mesons–kaon pair we have the necessary tools to calculate the hadronic
decays explicitly as shown in Fig. 3.3. Since the low energy constants in the NLO La-
grangian were obtained neglecting the off-shell contributions we will set the momenta for
this vertex in Diag. (a) in Fig. 3.3 on-shell. This should reproduce the numbers from the
approach with the unitarized amplitude. The sum of all diagrams gives
Γ(D∗s0 → Dsπ0) = (97± 9) keV Γ(Ds1 → D∗sπ0) = (78± 10) keV (3.43)
Γ(Bs0 → Bsπ0) = (85± 28) keV Γ(Bs1 → B∗sπ0) = (91± 38) keV. (3.44)
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Γ(D∗s0 → Dsπ0)
Masses (36± 2) keV (26± 3) keV
π0 − η mixing (31± 5) keV (23± 3) keV
Both (133± 22) keV (97± 9) keV
Γ(Ds1 → D∗sπ0)
Masses (12± 4) keV (20± 4) keV
π0 − η mixing (23± 4) keV (19± 3) keV
Both (69± 26) keV (78± 10) keV
Γ(Bs0 → Bsπ0)
Masses (0.2± 0.1) keV (28± 15) keV
π0 − η mixing (2.4± 0.8) keV (16± 14) keV
Both (1.3± 0.5) keV (85± 28) keV
Γ(Bs1 → B∗sπ0)
Masses (0.2± 0.1) keV (24± 14) keV
π0 − η mixing (2.6± 0.8) keV (23± 13) keV
Both (1.4± 0.6) keV (91± 38) keV
Table 3.4: Hadronic Decay width. The left column gives the values extracted as poles in
the S-matrix, the right column the values calculated from diagrams.
In Tab. 3.4 we give the full results.
When we look at the individual contributions for the decays of the charmed mesons we
find that the contributions for both mechanisms are of the same order for D∗s0. For Ds1
π–η mixing is the larger contribution. The reason for that is the smaller mass difference:
MD∗+ −MD∗0 < MD+ −MD0 . (3.45)
The results in both calculations end up in the order of 100 keV. We will use the results in
Eq. (3.42) in the next section for comparison to the radiative decays.
The situation is different for the open bottom mesons. In the first method we find numbers
of about 1 keV while at the same time we find (85 ± 28) keV and (91± 38) keV which is
about two orders of magnitude larger. The conclusion here is that we are not able to make
any statements on these decay widths. The low energy constants obtained in charmed
meson–Goldstone boson scattering obviously cannot be applied to the bottom sector. An
additional lattice calculation for this will be necessary. We are therefore not able to make
reliable predictions for the hadronic width of the open bottom molecules.
There have been a number of calculations before, using both a molecular and a compact
approach on the resonances. We will start with the molecular interpretations. Faessler
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et al. calculated the strong width of the D∗s0 to be (79.6 ± 33) keV in Ref. [36] and the
one of Ds1 to be 50.1 − 79.2 keV. They did not consider π0 − η mixing which explains
the difference to our results. They also find the latter one to be smaller. In [35] Lutz and
Soyeur found a width of 140 keV for both the D∗s0(2317) and the Ds1(2460). The authors
included both mechanisms, π0 − η mixing and charged and neutral mass differences.
A calculation in a parity doubling model by Bardeen et al. [42] gives significantly smaller
numbers, their widths are 21.5 keV for both cs¯ decays. Similarly Colangelo and De Fazio
find Γ(D∗s0 → Dsπ) = 7 keV [65]. This is easily understood because a compact cs¯ state
does not decay via loops in the way we described it for molecular states. This makes a
measurement of these decays a promising channel to judge if D∗s0 and Ds1 are cs¯ states or
more complicated objects like molecules or tetraquarks.
3.3 Radiative Decays of D∗s0 and Ds1
3.3.1 Lagrangians
In this section we discuss the Lagrangians used for the radiative decays of D∗s0 and Ds1 in
some detail. First of all we use relativistic Lagrangians for the calculations. This is the
recommended approach because in a relativistic framework gauge invariance is manifest
and can simply be tested with the current conservation
kµMµ = 0. (3.46)
There are several building block we can construct the Lagrangians from. We start with the
heavy fields in a spin symmetric formulation. In Sec. 2.2.3 we introduced the pseudoscalar
and vector heavy mesons as
H =
1+ /v
2
[
/V + γ5P
]
, H¯ = γ0H†γ0 =
[
/V
† − γ5P †
]
1+ /v
2
(3.47)
where the pseudoscalar fields P and the vector fields V are collected in
P (V ) =
(
D(∗)0, D(∗)+, D(∗)+s
)
. (3.48)
We can now construct a similar multiplet with the scalar D∗s0 and the axialvector Ds1. The
SU(3) multiplets only have the molecules as fields:
S = (0, 0, D∗s0) , A = (0, 0, Ds1) . (3.49)
The spin symmetric multiplet R reads
R =
1+ /v
2
[S + γ5 /A] , R¯ = [S† − γ5 /A†] 1 + /v
2
. (3.50)
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The chiral and gauge covariant derivative on the heavy pseudoscalar field is (for vector
fields simply replace P † by V †ν )
DµP
† = ∂µP † + ΓµP † − ieAµ(P †Qh −QlP †)
∂µP
† − ieAµQHP † + ... (3.51)
where Aµ is the electromagnetic vector potential, Qh is the heavy quark’s charge, Qc = 2/3
or Qb = −1/3, respectively, and Ql = Diag(2/3,−1/3,−1/3) is the light quark charge
matrix. QH is the heavy meson charge matrix with QD = Diag(0, 1, 1) and QB =
Diag(−1, 0, 0). Further we need the field strength tensor defined as Vµν = DµVν −DνVµ.
The kinetic energy term reads
LKin = (DµP
†
a )(D
µPa)−m2PP †aPa −
1
2
V µνa V
†
a,µν +
1
2
m2V V
µ
a V
†
a,µ − (DµV µa )(DνV †a,µ). (3.52)
In App. A.2 we explain the last term and its consequences. The kinetic terms for S and
A are obtained equally.
We also need to consider the light fields as discussed in Sec. 2.2.3. The leading order
Lagrangian for the light fields reads, cf. Eq. (2.26),
L
(2)
φ =
4
F 2π
〈(DµU)(DµU)〉 + F
2
π
4
〈χ+〉 , (3.53)
where the gauge-covariant derivative is given by
Dµu = ∂µu+ ieAµ[Ql, u]. (3.54)
The interaction Lagrangians are derived from the spin symmetric multiplets. We need the
axialvector coupling, i.e. the emission of a light field from a heavy field:
LAV =
√
MDMD∗
gπ
2
Tr
[
H¯bHaγ5γ
µubaµ
]
= igπ
√
MDMD∗
(
P ∗µu
µP † − PuµV †µ + εµναβ vµV αuνV †β
)
(3.55)
Since the decay D∗+ → D0π has been measured we can deduce gπ from experiment:
gπ = 0.61± 0.07. (3.56)
Notice that one could in principle use a fully relativistic Lagrangian as done in [66]:
L = gπ
[
i
√
mDmD∗
(
Vµu
µP † − PuµV †µ
)
+
1
4
εµναβ
(
VµνuαV
†
β + VβuαV
†
µν
)]
. (3.57)
However, we found that this violates spin symmetry too strongly. While after mass renor-
malization all other decays are finite, for the decay Ds1 → D∗sγ a divergence remains only
for the intermediate D∗0K+. Since we do not have a counter term at hand that only works
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Figure 3.4: The mass renormalization mechanism that ensures that D∗s0 and D
∗
s do not
mix for the physical particle.
in that channel, we will here and in the following use the Lagrangians with the heavy
meson velocity v as in Eq. (3.55) to get results consistent with spin symmetry.
Photons can not only couple to the electric charge, but also to the magnetic moments of
the heavy mesons. This needs to be included as well. We follow references [67, 68]. in our
notation the Lagrangians read
LMagn.Mom. =
√
MDMD∗F
µν
{
eβ
2
Tr
[
H¯aHbσµνQab
]
+
eQ′
2mQ
Tr
[
H¯aσµνHb
]}
=
i
2
eFµν
√
mDmD∗
[
εµναβvα
(
βQ+
Q′
mQ
)
ab
(
PaV
†β
b − V βa P †b
)
(3.58)
+V µa V
†ν
b
(
βQ− Q
′
mQ
)
ab
]
The first term is the magnetic moment of the light degrees of freedom, the second one the
magnetic moment coupling of the heavy quark. β and mQ can be fixed from experimental
data for Γ(D∗0 → D0γ) and Γ(D∗+ → D+γ). We will use the values quoted by Hu and
Mehen in [68]:
1/β = 379 MeV mc = 1863 MeV (3.59)
and mb = 4180 MeV for the bottom mesons.
In the molecular picture the D∗s0 and Ds1 couple to the DK and D
∗K most strongly,
see Refs. [38, 39], and the other components including the Dsη and D
∗
sη only provide a
correction. Thus, here we will only consider the direct coupling of the DsJ to D
(∗)K.
Since they are not far from the thresholds, both D(∗) and K are nonrelativistic. In this
case, we can use the Lagrangians in Eqs 3.29 and 3.30 and drop the D
(∗)
s η and B
(∗)
s η part,
respectively.
LMol =
gDK√
2
D∗s0
(
D+†K0† +D0†K+†
)
+
gD∗K√
2
Dµs1
(
D∗+†µ K
0† +D∗0†µ K
+†)+ h.c.. (3.60)
The extension to the open bottom sector is natural:
LMol,B =
gBK√
2
B∗s0
(
B−†K+† + B¯0†K0†
)
+
gB∗K√
2
Bµs1
(
B∗−†µ K
+† + B¯∗0†µ K
0†)+ h.c. (3.61)
So far we have simply included the molecular fields with their physical masses on La-
grangian level. This is somehow problematic because the longitudinal component of the
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vector D∗s can mix with the scalar D
∗
s0; Ds and Ds1 behave similarly. For physical processes
like D∗s0 → D∗sγ we need to make sure that the mass matrix for D∗s0 and D∗s is diagonal.
The standard mass renormalization procedure would be to start with a Lagrangian with
bare masses and construct a mass renormalization matrix including the mixing via DK
loops as off-diagonal elements. This matrix would then be diagonalized to find the proper
states for this problem. However, we propose a different method that will turn out to be
simpler. We introduce the Lagrangian
LMR =
κ
2
Tr
[
S¯ /∂R
]
= κDKD
∗
s0
(
∂µD
∗†µ
s
)− κD∗K [(∂µD∗µs1 )D†s − iεµναβvαDµs1D∗†βs ] . (3.62)
The coupling constants κDK and κD∗K can be fixed by demanding the equality shown in
Fig. 3.4. This is justified since we use the physical masses in the Lagrangian. Note that we
allow for different constants κDK and κD∗K . This is necessary because we allow for spin
symmetry violation by using physical masses for D and D∗, respectively. Having fixed the
couplings we obtain three additional diagrams to the transition via gauging the interaction
in Eq. (3.62), also shown in Fig. 3.5.
In accordance with spin symmetry, one finds a contact interaction:
LContact =
λ
2
FµνTr
[
H¯σµνR
]
= λFµν
[
vµD∗s0D
∗†ν
s +D
µ
s1v
νD†s + ε
µναβDs1αD
∗†
sβ
]
. (3.63)
This means that up to higher order in spin symmetry breaking we can use this contact
interaction in the channels D∗s0 → D∗sγ, Ds1 → Dsγ and Ds1 → D∗sγ with the same
interaction strength. This means after fixing it to an observable for one channel we still
have predictive power in the remaining ones.
This is different for the process Ds1 → D∗s0γ. This contact interaction cannot be related
to the others which means we lack predictive power for this decay. The contact term is
LContact,2 = λ˜ε
µναβFµνvβDs1,αD
∗†
s0. (3.64)
In the following section we will introduce a power counting scheme to determine at what
order the contact term and the loops with coupling to the electric charge and magnetic
moments enter.
3.3.2 Amplitudes
We will use the standard power counting scheme of Chiral Perturbation Theory, see e.g.
Ref [16] and the discussion in Sec. 2.4. The relevant scale is l ∼ √2µE with the binding
energy of the molecule E and the reduced mass of its constituents µ. The integration
measure counts as l4, light meson propagators as l−2 and heavy ones as l−1. Similarly the
coupling of a photon to the electric charge gives l2 for light and l for heavy mesons. The
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Electric Charge (EC :
(a) (b) (c) (d) (e)
Magnetic Moment (MM) :
Mass Renormalization (MR) :
(a) (b) (c) (d)
(b)(a)
Figure 3.5: All possible diagrams. Double lines denote the molecules, single lines the
charmed mesons and dashed lines the kaons. In the last line (c) and (d) denote the
diagrams where the photon couples to the electric charge and magnetic moment of the
outgoing heavy meson, respectively.
field strength tensor of the photon, relevant for the coupling to the magnetic moments and
the contact interaction, enters as l2.
First we look at the one loop diagrams where the photon couples to the electric charge of
the involved mesons. For a photon emission inside the loop from a light meson, Fig 3.5
EC(c), we find two light and one heavy propagators l−5, the axial vector coupling with l
and the coupling of a photon to the electric charge of a light meson l2 and so
l4
1
l5
l3 ∼ l2. (3.65)
The same process with a charged intermediate heavy meson, Fig 3.5 EC(d), gives
l5
1
l4
l2 ∼ l2. (3.66)
All other diagrams that contribute to the same set give the same contribution as it is
required by gauge invariance. The diagrams where the photon couples to the magnetic
moment enter one order higher. Fig. 3.5 MM(a) gives
l4
1
l4
l3 ∼ l3. (3.67)
Finally we need to worry about the contact interactions. Being proportional to the pho-
ton field strength tensor they also contribute as l2. This means that we do not have an
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enhancement of the loop diagrams compared to the contact term. The contact interaction
may be seen as a term that incorporates physics that we have not considered with the loop
diagrams so far. In particular we have not considered the Dsη in the loops depicted in
Fig. 3.5. The contact terms also include contributions from other compact components,
such as cs¯, tetraquark. In other calculations the Dsη channel gives a significant contribu-
tion. We will use the available experimental data to fix the contact interaction once we
have calculated the one loop diagrams.
The most relevant higher order diagrams for us include the exchange of an additional pion
in the loop. These diagrams give additional factors of (l/Λχ)
2 which means we can safely
ignore higher order loops. The largest subleading contribution stems from the NLO term
for the axial vector coupling. This is suppressed by one order l/Λχ and can be used as a
theoretical uncertainty for the amplitudes.
In summary we can conclude that we have contact interactions and loop diagrams at the
same order. Ultimately this lowers our predictive power since only the loop diagrams
are fully controlled. The diagrams where the photon couples to the magnetic moment of
the heavy mesons are necessary for the decay Ds1 → D∗s0γ since they give the leading
loop contribution here. We will also calculate them for the other processes to test the
convergence of the chiral expansion.
Having set up the theoretical framework we are now able to calculate the matrix elements
for the radiative transitions. The diagrams in the first line of Fig. 3.5 show the full gauge
invariant set of diagrams where the photon couples to the electric charge. These are
obtained by gauging the kinetic terms and the axial vector coupling. In App. B.3 we give the
intermediate meson pairs for all possible transitions. Explicit calculation confirms that the
two subsets (D0, K+ and D+, K0 for D∗s0) are gauge invariant separately. However, these
diagrams alone still have a remaining divergence. This is due to the mass renormalization
mechanism we introduced previously. If we also include the diagrams shown in the last
line of Fig. 3.5 all divergences vanish and we have a finite amplitude.
Finally we need to consider diagrams that arise from the coupling of a photon to the
magnetic moment of the heavy mesons. We notice that these are the only ones that
contribute to the transition Ds1 → D∗s0γ. The Lagrangian for the coupling D∗ → Dγ
is given in Eq. (3.58). The resulting diagrams are shown in the second line of Fig. 3.5.
One has to note here that due to the mass renormalization mechanism described before
the diagrams where the photon couples to the magnetic moment of the outgoing D
(∗)
s are
canceled exactly by the corresponding mass renormalization term.
All amplitudes are given explicitly in App. B.3.
3.3.3 Results
The current experimental data is rather limited. For some decay widths only upper limits
exist, some are not yet measured at all, see Tab. 3.5. This makes comparison to mea-
surements somewhat complicated at the moment. The only available quantities are the
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Table 3.5: Results for all relevant decay channels from PDG [57]
Our Result Exp Our Result Exp
R1 0.08± 0.04 < 0.059 R5 0.98± 0.01 0.93± 0.09
R2 0.38± 0.23 0.38± 0.05 R6 0.37± 0.22 0.35± 0.04
R3 0.38± 0.22 < 0.16 R7 0.38± 0.21 < 0.24
R4 0.019± 0.010 < 0.22 R8 0.018± 0.010 < 0.25
following ratios:
R1 :=
Γ(D∗s0 → D∗sγ)
Γ(D∗s0 → Dsπ0)
R2 :=
Γ(Ds1 → Dsγ)
Γ(Ds1 → D∗sπ0)
R3 :=
Γ(Ds1 → D∗sγ)
Γ(Ds1 → D∗sπ0)
R4 :=
Γ(Ds1 → D∗s0γ)
Γ(Ds1 → D∗sπ0)
R5 :=
Γ(Ds1 → D∗sπ0)
Γ(Ds1 → D∗sπ0) + Γ(Ds1 → D∗s0γ)
R6 :=
Γ(Ds1 → Dsγ)
Γ(Ds1 → D∗sπ0) + Γ(Ds1 → D∗s0γ)
R7 :=
Γ(Ds1 → D∗sγ)
Γ(Ds1 → D∗sπ0) + Γ(Ds1 → D∗s0γ)
R8 :=
Γ(Ds1 → D∗s0γ)
Γ(Ds1 → D∗sπ0) + Γ(Ds1 → D∗s0γ)
. (3.68)
In Tab. 3.5 we show both our results and the experimental values. We have chosen the
ratio R2 to fix the remaining free parameter, the strength of the contact interaction. Note
that we can relate the contact interactions for the three decays D∗s0 → D∗sγ, Ds1 → Dsγ
and Ds1 → D∗sγ but not Ds1 → D∗s0γ. So we cannot make final statements on the ratios R4
and R8. However, although we do not have a contact term here our results are compatible
with the upper limits. Within the theoretical uncertainty our results are compatible with
all measured ratios or upper limits. The ratios R6, R7 and R8 have almost the same values
as R2, R3 and R4 since in our calculation Γ(Ds1 → D∗sπ0) ≫ Γ(Ds1 → D∗s0γ). However,
this seems to agree with the experimental values if we look at R2 and R6.
In Tab. 3.6 we give the explicit numbers for the individual radiative decays. We cannot
compare these values to experimental data since no numbers for these widths have been
published. However, comparison to previous calculations is possible, we will compare ours
to some of them. Bardeen et al. used a parity doubling model in Ref. [42], Colangelo et
al. [69] used light-cone sum rules. Both have in common that they assume the DsJ to be
conventional cs¯ states. The other approach we list works in a molecular picture similar to
ours. In Ref. [35] Lutz and Soyeur calculate all radiative decays for the charmed states
using a Hadrogenesis Conjecture. All their results are listed together with ours in Tab. 3.6.
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Table 3.6: Results for the radiative decay widths: the first column gives our result with all
uncertainties added in quadrature. The numbers in the second column are from a parity
doubling model by Bardeen et al., the ones in the third column from light-cone sum rules
by Colangelo et al.. The fourth column gives results by Lutz and Soyeur. They give two
values where they have made reasonable estimations for their remaining free parameter.
Decay Channel Our Results [42] [69] [35]
D∗s0 → D∗sγ (10.1± 4.5) keV 1.74 keV 4− 6 keV 1.94(6.47) keV
Ds1 → Dsγ (26.2± 12.4) keV 5.08 keV 19− 29 keV 44.50(45.14) keV
Ds1 → D∗sγ (26.5± 11.0) keV 4.66 keV 0.6− 1.1 keV 21.8(12.47) keV
Ds1 → D∗s0γ (1.3± 0.5) keV 2.74 keV 0.5− 0.8 keV 0.13(0.59) keV
Bs0 → B∗sγ (40.0± 11.0) keV 58.3 keV – –
Bs1 → Bsγ (3.0± 0.9) keV 39.1 keV – –
Bs1 → B∗sγ (77.0± 22.0) keV 56.9 keV – –
Bs1 → Bs0γ (0.03± 0.01) keV 0.0061 keV – –
Another calculation in the molecular picture was done by Gamermann et al. Ref. [45]. They
use an SU(4) Lagrangian and give 0.475+0.831−0.290 keV for D
∗
s0 → D∗sγ. Model calculations by
Faessler et al. [36, 37] give 0.55 − 1.41 keV for Γ(D∗s0 → Dsγ) and 2.37 − 3.73 keV for
Γ(Ds1 → D∗sγ).
The results by Lutz and Soyeur are the closest to our results, the other calculations give
generally smaller numbers. However, the differences are not huge. The range is from
10 keV for our result for D∗s0 → D∗sγ to the smaller values of about 1 − 2 keV. In other
words, the calculations, performed in different frameworks, all end up in the same ballpark
in the single keV area. In fact, all calculations are compatible with naive estimations for
this decay to be of the order O(α). This is different of course for the isospin violating
decays. Here naively the contact interaction is proportional to mu −md and thus heavily
suppressed while our calculations give results driven by the loops that are of the order
100 keV. Calculations performed for compact cs¯ states predict significantly smaller values
here.
In our calculation we find that the decays in the bottom flavor sector have significantly
broader widths. This can be understood by looking at the coupling constants in Eq. (3.33).
In the B−sector the couplings are larger by roughly a factor 3 which results in one order
of magnitude for the width. In a model calculation by Faessler et al. in Ref. [70] the
author finds results for the radiative decays of the BK molecules in the order of 2 keV.
Bardeen et al. predict them in a parity doubling model to be Γ(Bs0 → B∗sγ) = 58.3 keV,
Γ(Bs1 → Bsγ) = 39.1 keV, Γ(Bs1 → B∗sγ) = 56.9 keV and Γ(Bs1 → Bs0γ) = 0.0061 keV.
We see that our results agree better with the parity doubling model.
In summary we can state that radiative decays are not the proper channel to pin down the
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nature of D∗s0 and Ds1 since the results of the different models are too similar. The isospin
violating decays D∗s0 → Dsπ0 and Ds1 → D∗sπ0 are more promising channels.
Table 3.7: The results for all relevant channels are given. The uncertainties stem from the
chiral expansion, the experimental uncertainty of the couplings gπ, the uncertainty of the
coupling of the molecules to their constituents and the strength of the contact interaction
(used only in the first three channels)
Decay Channel Partial Width
D∗s0 → D∗sγ (10.1± 3.3± 0.9± 0.4± 3.0) keV
Ds1 → Dsγ (26.2± 8.5± 1.8± 1.0± 8.8) keV
Ds1 → D∗sγ (26.5± 8.6± 3.4± 1.9± 5.6) keV
Ds1 → D∗s0γ (1.3± 0.4± 0± 0.2) keV
Bs0 → B∗sγ (40.4± 22.2± 9.3± 1.8) keV
Bs1 → Bsγ (3.0± 1.6± 0.7± 0.2) keV
Bs1 → B∗sγ (77.1± 41.8± 17.7± 5.4) keV
Bs1 → Bs0γ (0.03± 0.01± 0.01± 0.0) keV
When we analyze the theoretical uncertainties we see that for the first three channels the
uncertainty for the contact interaction is the largest. This one again is driven mainly by
the large uncertainty of the hadronic width for Ds1. The second largest impact has the
axialvector coupling gπ which is determined from the pionic decay of D
∗. Here improved
experimental data on the width of D∗ would be helpful.
Table 3.8: In this table we show the widths calculated only from the coupling to the electric
charge (EC), the magnetic moments (MM) and the contact term (CT) compared to the
sum of all three.
Decay Channel EC MM CT Sum
D∗s0 → D∗sγ 2.0 keV 0.03 keV 3.76 keV 10.1 keV
Ds1 → Dsγ 4.2 keV 0.23 keV 12.7 keV 26.2 keV
Ds1 → D∗sγ 9.4 keV 0.45 keV 11.6 keV 26.5 keV
Ds1 → D∗s0γ – 1.3 keV – 1.3 keV
Our amplitudes consist of three different contributions. For the decays via D(∗)K loops
we considered the coupling of the photon to the electric charges as well as to the magnetic
moment of the heavy mesons. In addition we need to consider the contact interaction.
In Tab. 3.8 we show the central values for the width calculated using one of the three
contributions exclusively. We can see that with having the contact interaction fixed so
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that the ratio R2 matches the experimental value, the largest contribution comes from the
loop diagrams where the photon couples to the electric charges. The coupling of photons
to magnetic moments gives only tiny contributions. Therefore we have a good convergence
in the chiral expansion.
The fact that the transition Ds1 → D∗s0γ, despite being only from this coupling, has
a similar width is easy to understand. While the other diagrams are proportional to the
axial vector coupling gπ this decay is proportional to the product of the resonance couplings
gDKgD∗K .
3.4 Light Quark Mass dependence of D∗s0 and Ds1
To test the nature of the resonances, we can also compare our results to lattice calculations
(for a corresponding study in the light meson sector see Ref. [71]). To do so, we extend
the calculations from the physical world to unphysical quark masses which are frequently
used in lattice calculations.
Varying the light quark masses is equivalent to varying the pion mass. Although the phys-
ical strange quark mass is nowadays routinely used in lattice calculations, we emphasize
that by varying the strange quark mass, or equivalently varying the kaon mass, one can
learn a lot about the nature of some hadrons, as will be discussed below. Therefore we
have to express all results in terms of pion and kaon masses, respectively. In the following
chapter only the charmed mesons are discussed explicitly, however, analogous arguments
apply to their bottom partners as well.
In order to proceed we need to assume that the subtraction constant a(µ) does not depend
on the light quark masses. We stress, however, that even allowing for a quark mass
dependence of a(µ) would not change the general features of the results, but might slightly
enhance the uncertainties.
3.4.1 Pion mass dependence
Lattice QCD calculations are often performed at larger quark masses than realized in
nature — for the KD system of interest here exploratory lattice studies are presented in
Ref. [72]. In addition, as we will argue here, the quark mass dependence of a state contains
important information on its nature. Varying u and d quark masses can be expressed by
varying the pion mass. In [73], masses of the charmed mesons were expanded up to one
loop order in the chiral expansion. Nevertheless for our purposes the expansion up to
O(M2π) is sufficient.
Using the Lagrangian given in Eq. (2.52) we find the NLO correction to the charmed meson
masses to be
δM2D(∗) = 4h1Bmˆ , δM
2
D
(∗)
s
= 4h1Bms , (3.69)
with mˆ = (mu + md)/2 the average light quark mass. When studying the pion mass
dependence, we consider the physical value for the strange quark mass here, thus we can
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Figure 3.6: The masses and binding energies of the D∗s0(2317) and the Ds1(2460) as a
function of the pion mass.
use the physical mass for the D
(∗)
s . Using M2π = 2Bmˆ yields, up to O(M
2
π),
MD(∗) =
◦
MD(∗) + h1
M2π
◦
MD(∗)
, (3.70)
where
◦
MD(∗) is the charmed meson mass in the SU(2) chiral limit mu = md = 0 with ms
fixed at its physical value. For the kaon and the eta mass we can find similar expressions
by using M2K = B(mˆ+ms),
◦
M
2
K = Bms and M
2
η = B
2
3
(mˆ+ 2ms),
◦
M
2
η = B
4
3
ms from the
LO chiral expansion:
MK =
◦
MK +
M2π
4
◦
MK
, Mη =
◦
M η +
M2π
6
◦
M η
. (3.71)
In Fig. 3.6 we show the mass of both resonances, D∗s0(2317) and Ds1(2460), as well as their
binding energies as a function of the pion mass. Note that the observed rather strong pion
mass dependence is specific for a molecular state. The corresponding dependence for a
quark state should be a lot weaker. To understand this, one notices that a pure cs¯ state
does not contain any u, u¯, d, d¯ quarks. The leading term containing these light quarks is
1/Nc suppressed. Thus, for the quark state, the pion mass dependence can only enter via
D(∗)K loops — as in case of the molecular state. However, their contribution should be a
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lot smaller for the quark state than for the molecular state. To see this, observe that the
loop contributions from a particular meson pair is proportional to the squared coupling
of that meson pair to the resonance. As shown in Refs. [8, 12] and Sec. 2.1, this coupling
is proportional to the probability to find the molecular state in the physical state. Thus,
the pion mass dependence for D∗s0(2317) and Ds1(2460) should be maximal if both are
pure molecules. This case is depicted in Fig. 3.6. On the other hand it should be very
weak for the admittedly unrealistic scenario of a pure cs¯ state. Note that the mentioned
relation between the coupling and the structure of the state holds only in leading order in
an expansion in
√
MKǫ/β (see Ref. [9] for a detailed discussion), with the inverse range of
forces β ∼ mρ. For the scalar and axial vector open charm mesons this gives an uncertainty
of the order of 20%. As a result of the larger binding, for the bottom analogs we even find
30%. In addition in the analysis we neglected terms of O(1/Nc). Thus, from this kind
of analysis at most statements like ‘the state is predominantly molecular/compact’ are
possible.
Furthermore we notice that the plots show an almost identical behavior in the scalar and
the axial-vector channel. So the spin symmetry breaking effects are only very weak here.
We see that the binding energy in both cases varies from about 40 MeV to about 80 MeV.
After our publication on this subject Mohler et al. calculated the S-wave DK scattering
length in dependence of the pion mass on the lattice and found a linear relation [74]. Using
Eq. (2.12) we find that this linear dependence for the scattering length translates into a
quadratic dependence of the binding energy just as we have predicted.
3.4.2 Kaon mass dependence
Before going into details of the calculations, let us make some general statements about
the MK–dependence of the mass of a bound state of a kaon and some other hadron. The
mass of such a kaonic bound state is given by
M =MK +Mh − ǫ, (3.72)
where Mh is the mass of the other hadron, and ǫ denotes the binding energy. Although
both Mh and ǫ have some kaon mass dependence, it is expected to be a lot weaker than
that of the kaon itself. Thus, the important implication of this simple formula is that the
leading kaon mass dependence of a kaon–hadron bound state is linear, and the slope is
unity. The only exception to this argument is if the other hadron is also a kaon or anti-
kaon. 2 In this case, the leading kaon mass dependence is still linear but with the slope
being changed to two. Hence, as for the DK and D∗K bound states discussed here, we
expect that their masses are linear in the kaon mass, and the slope is approximately one.
As we will see, our explicit calculations confirm this expectation.
For calculating the kaon mass dependence, we use physical masses for the pion and the
charmed mesons without strangeness. 3 To express the strange quark mass dependence in
2The f0(980) was proposed to be such a KK¯ bound state [8, 75].
3Certainly, lattice simulations use unphysical values for up and down quarks. However, the conclusion
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Figure 3.7: The blue band shows the masses and binding energies of D∗s0(2317) and
Ds1(2460) in dependence of the kaon mass, the red dashed line shows the threshold.
terms of kaon masses, we write
M2K = B (ms + mˆ) ,
◦
M
2
K = Bmˆ =
1
2
M2π , (3.73)
where
◦
M
2
K is the mass of the kaon in the limit ms = 0. The charmed strange meson mass
is
M
D
(∗)
s
=
◦
M
D
(∗)
s
+ 2h1
M2K
◦
M
D
(∗)
s
− h1 M
2
π
◦
M
D
(∗)
s
, (3.74)
where
◦
M
D
(∗)
s
is the charmed strange meson mass in the limit ms = 0. Finally the eta mass
is given to this order by the Gell-Mann–Okubo relation
M2η = B
(
4
3
ms + mˆ
)
=
4
3
M2K −
1
3
M2π . (3.75)
For analyzing the kaon mass dependence we calculate the masses of the D∗s0(2317) and
Ds1(2460) and their binding energies as before. The corresponding results are shown in
Fig. 3.7. Furthermore we also show the D(∗)K threshold in dependence on the kaon mass.
of this subsection will not be affected by the value of pion mass. For definiteness, we choose to use physical
masses for the pion and non-strange charmed mesons.
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For the D∗s0(2317), we find that the kaon mass dependence of the mass is almost perfectly
linear, especially in the region MK = 300−500 MeV. For higher strange quark masses the
chiral expansion is no longer valid and the results become less reliable.
The kaon mass dependence of the mass and the DK threshold have a similar slope. The
slope of the threshold is one, since the D-meson mass is independent ofMK to the order we
are working, and the slope of MD∗s0(2317) is about 0.85. This finding is perfectly consistent
with the expectation formulated in the beginning of this subsection. The deviation of the
slope from one can be understood from the kaon mass dependence of the binding energy
(see right column of Fig. 3.7) and from the effects of the coupling to the Dsη channel. The
situation for the Ds1(2460) is similar.
On the contrary, if D∗s0(2317) and Ds1(2460) are assumed to be quark states, their masses
necessarily depend quadratically on the kaon mass — analogous to Eq. (3.74). Thus, an
extraction of the kaon mass dependence of the masses of D∗s0(2317) and Ds1(2460) from
lattice data is of high interest to pin down the nature of these states.
3.5 Summary
In this chapter we have studied various properties of the open charm states D∗s0 and Ds1.
The fact that both states are located equally far below the corresponding thresholds sug-
gests that they are DK and D∗K bound states rather than compact cs¯ states. We have
presented consequences of this hypothesis as well as ways to test it. When it comes to
the decays we state that the isospin violating decays with a π0 in the final state is the
best channel to pin down the nature of D∗s0 and Ds1: we predict the decay widths to be
Γ(D∗s0 → Dsπ) = (133±22) keV and Γ(Ds1 → D∗sπ) = (69±22) keV. These are about two
orders of magnitude larger than values obtained for compact cs¯ states. The decay widths
for the radiative decays are predicted to be one order of magnitude smaller. However, the
numbers we give are compatible with the ones calculated in different frameworks. As a
result, these will not be the quantities that can decide whether D∗s0 and Ds1 are hadronic
molecules rather than compact states. The PANDA experiment at the FAIR collider is
expected to reach the necessary statistic and detector resolution down to 100 keV. This
will hopefully be sufficient to make a final judgment.
Besides experiments also lattice data can provide important information about the true
nature ofD∗s0 andDs1. We presented calculations of the light quark mass dependence of the
dynamically generated molecular states. These can be calculated in lattice calculations.
In our calculation we investigate the pion and kaon mass dependence of mass and binding
energy ofD∗s0 andDs1. Especially the kaon mass dependence is interesting: while a compact
cs¯ state has a quadratic dependence on the kaon (or strange quark) mass we find that the
molecular state has a linear dependence with a slope about unity. A calculation of this
dependence by the lattice community is strongly recommended.
Finally we can use heavy quark flavor symmetry to make predictions for similar molecular
states with open bottom. In the same way heavy quark spin symmetry predicts Ds1 to
be the spin partner of D∗s0 we predict their flavor partners to be found at the masses
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MBs0 = (5663 ± 48) MeV and MBs1 = (5712 ± 48) MeV. The discovery of these flavor
partners is a crucial test for our theory.
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Chapter 4
Zb(10610) and Zb(10650)
The second half of this work is dedicated to the new bottomonium states, Zb(10610) and
Zb(106510), discovered by the Belle collaboration in 2011 [76]. Both states were discovered
in the invariant mass spectra for the decays of Υ(5S) into Υ(mS)π+π− and hb(nP )π+π−
with m = 1, 2, 3 and n = 1, 2. Further experimental analysis suggests that part of the
pionic decays occur in cascades and thus the intermediate state needs to be charged:
Υ(5S)→ Z+b π− → Υ(mS)π+π− and Υ(5S)→ Z+b π− → hb(nP )π+π−. (4.1)
Being charged bottomonium states the Zb states are necessarily formed of at least four
valence quarks. This makes them manifestly exotic compared to the DsJ states which
despite some experimental facts could still be conventional cs¯ states.
The second peculiar fact about the Zb states concerns the discovery channels. If we look the
the invariant mass plots for the final states Υ(2S)π+π−, hb(1P )π+π− and hb(2P )π+π− in
Fig. 4.1 we see that the number of events are of the same order. Even if we consider different
efficiency, background, etc. it seems that the rates in all final states are comparable. This
is at first glance surprising: The Υ states are spin triplets since Sbb¯ = 1 while the hb
has Sbb¯ = 0. Therefore a heavy quark spin flip is necessary which should be suppressed
by ΛQCD/mb according to Heavy Quark Effective Theory. A possible solution was first
pointed out by Bondar et al. in Ref. [77]. Hadronic molecules of B∗B¯ + BB¯∗ (we will
use BB¯∗ here from now on for brevity) and B∗B¯∗, respectively, contain both possible spin
configurations for the heavy quarks at the same time:
|Zb〉 = 1√
2
(
0−
bb¯
⊗ 1−q¯q + 1−bb¯ ⊗ 0−q¯q
)
, |Z ′b〉 =
1√
2
(
0−
bb¯
⊗ 1−q¯q − 1−bb¯ ⊗ 0−q¯q
)
. (4.2)
Therefore an intermediate Zb state formed as a hadronic molecule can drive the decay
into final states with P -wave bottomonia. This assumption is in agreement with the fact
that the experimental analysis favors IG(JP ) = 1+(1+) for both states, compatible with a
molecular interpretation.
Similar to the situation for the open charm states discussed in the previous chapter the
mass difference between the states reflects the mass difference between pseudoscalar and
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Figure 4.1: Invariant mass plots for the final states Υ(2S)π, hb(1P )π and hb(1P )π. The
figure is taken from [76].
vector B-mesons:
MZ′
b
−MZb ≃MB∗ −MB. (4.3)
In a subsequent publication the Belle collaboration provides additional data on the Zb
states [78]. Since the so far discussed charged Zb states are isospin triplet states an electro-
magnetically neutral state with I3 = 0 is to be expected. In their second paper on the sub-
ject the Belle collaboration reported a candidate for such a state atMZ0
b
= 10609+8−6±6 MeV.
Furthermore they find that Zb and Z
′
b predominantly decay into B
∗B¯ and B∗B¯∗, respec-
tively. Especially the fact that the heavier Z ′b decays almost exclusively into what we
believe to be its constituents, B∗B¯∗, and is not seen in B∗B¯ despite the larger phase space
strongly supports the molecular picture.
In summary, the evidence that the newly discovered Zb states are hadronic molecules
formed from B-meson interactions is quite compelling. Naturally this lead to a large num-
ber of publications on this subject, see Refs. [79–84]. However, it seems possible to describe
the most important features with the Zb states being b¯q¯bq tetraquarks, see Refs. [85–87].
Thus one of the most important tasks of this work is to make model independent predictions
that can prove or falsify the molecular picture.
In this chapter we will investigate the properties of the Zb states under the assumption
that they are hadronic molecules formed of B-mesons and how the dynamics of the B-
mesons affect their behavior. Within this framework we focus mainly on two subjects: the
location of the poles in the S-matrix and two-body decays, published in Refs. [88] and [89],
respectively.
We will start by introducing the Nonrelativistic Effective Theory (NREFT) Lagrangians
used in this chapter in Sec. 4.1. In Sec. 4.2 the location of the poles in the complex plane
and their impact on the lineshapes is investigated. We will show that it is possible to
obtain agreement with experimental results assuming that the states are located below the
corresponding thresholds and therefore could be bound states rather than resonances. By
now the updated experimental data by Belle [90] indicates that both Zb and Z
′
b predom-
4.1. LAGRANGIANS IN NREFT 59
inantly decay into their constituents and are therefore to be seen as resonances. By the
time our work was published in 2011 [88] such data was not available. However, a position
below threshold is still not ruled out.
Sec. 4.3 contains the results of [89]. Incorporating the latest experimental results, including
the decay rates of the charged Zb and the discovery of the neutral isospin partner of Zb,
we calculate radiative and hadronic transitions to conventional bottomonia. These include
Z
(′)
b → hbπ, Z(′)b → Υπ and Z(′)b → χbγ. The latter transition is a prediction and remains
to be discovered. We will give a range for the expected branching fractions.
4.1 Lagrangians in NREFT
The NREFT framework was introduced in Sec. 2.2. The general idea is to use it to
describe the dynamics of bottomia via loops with the open bottom flavor mesons. Those
are collected in one heavy field H :
H = P + σiV i (4.4)
with the Pauli matrices σi and vector indices i. The pseudoscalar and vector mesons are
collected in the fields
P = (B−, B¯0), V i = (B∗−, B¯∗0). (4.5)
As a next step we include the new states, Zb and Z
′
b. Since they were discovered in the
final states Υπ and hbπ the C parity of the neutral Zb states should be negative. This
means under parity and charge conjugation, the fields annihilating the Zb states should
transform as
Z i
P→ Z i, Z i C→ −Z iT , (4.6)
and the heavy quark spin symmetry transformation is given by Z i
S→ SZ iS¯† with S and S¯
acting on the bottom and anti-bottom quark fields, respectively. With these transformation
properties, one can construct the Lagrangian for an S-wave coupling of the Zb states to
the bottom and anti-bottom mesons,
LZ = iz
2
〈
Z†ibaHaσ
iH¯b
〉
+H.c. (4.7)
= zεijkV¯ †iZjV †k + z
[
V¯ †iZ iP † − P¯ †Z iV †i]+H.c. (4.8)
where the three different charged states are collected in a 2× 2 matrix as
Z iba =
(
1√
2
Z0i Z+i
Z−i − 1√
2
Z0i
)
ba
.
In Sec. 4.2 we use for both Zb and Z
′
b the Lagrangian
LZ = zbareεijkV¯ †iZjV †k + zbare
[
V¯ †iZ iP † − P¯ †Z iV †i]+H.c. (4.9)
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where zbare is the bare coupling constant, which will be renormalized to the physical one
via z = zbare
√
Z. Here Z is the wave function renormalization constant. The physical
couplings then remain free parameters.
The nonrelativistic version of the axialvector coupling Lagrangian that we will use to
describe the scattering of a pion off a heavy meson reads
L
NREFT
π = gπ
1√
2Fπ
〈
H†aHb~σ · ∇φba
〉
+ c.c.
=
√
2gπ
Fπ
[
iεijkVb∂
jV †ka + V
i
b ∂
iφbaP
†
a + Pb∂
iφbaV
†i
a
]
+ c.c.. (4.10)
For the coupling of the bottom mesons we cannot compare to experiment, since the avail-
able phase space is not sufficient for a decay B∗ → Bπ. A number of lattice calculations is
summarized in [91]. Almost all the determinations fall in the range between 0.3 and 0.7,
we will use gπ = 0.5 here. Considering flavor symmetry violation this is consistent with
the one determined for the charmed mesons, gπ = 0.61± 0.07.
As we will see from power counting arguments later the radiative decays will be dominated
by processes where the photon couples to the magnetic moment of the heavy mesons. The
corresponding Lagrangian is taken from Hu and Mehen [68]:
L =
eβ
2
〈
H†aHb~σ · ~BQab
〉
+
e
2mQ
Q′
〈
H†a~σ · ~BHa
〉
+ c.c.
=
[
eβQ+
eQ′
mQ
]
ab
Bi (V †ia Pb + P †aV ib )+ [eβQ− eQ′mQ
]
ab
iεijkBiV †ja V kb + c.c.(4.11)
where ~B is the magnetic field, Q = diag(2/3,−1/3,−1/3) is the light quark charge matrix
and Q′ is the charge of the heavy quark, i.e. −1/3 for the bottom quark. So the first
term is the magnetic moment coupling to the light degrees of freedom, the second one
to the heavy degrees of freedom. We already fixed β and mc from experimental data for
D−meson decays and will now use the same value for β and change mc to the b−quark
mass:
1/β = 0.3759 GeV and mb = 4.18 GeV (4.12)
Finally we need to cover the couplings of bottomonia to heavy mesons, see Ref. [24]. We
collect the P−wave bottomonia in the field χi
χi = hib + σ
j
(
1√
3
δijχb0 − 1√
2
εijkχkb1 − χijb2
)
. (4.13)
The Lagrangian for the coupling of bottom mesons to P -wave bottomonia reads
Lχb,hb = i
g1
2
〈
χ†iHaσiH¯a
〉
+H.c.
= ig1h
†i
b
[
iεijkV ja V¯
k
a − PaV¯ ia + V ia P¯a
]
+
i√
3
g1χ
†
b0
[
~Va · ~¯Va + 3PaP¯a
]
(4.14)
+
√
2g1χ
†i
b1
(
V ia P¯a + PaV¯
i
a
)
+ ig1χ
†ij
b2
[
V ja V¯
i
a + V
i
a V¯
j
a
]
+H.c..
4.2. LOCATION OF THE SINGULARITIES 61
Table 4.1: Left: Preliminary measurements of the branching ratios for Z
(′)
b from the Belle
Collaboration [90]. Right: Masses of the various particles used here [57, 78].
Branching ratio (%) Zb(10610) Z
′
b
(10650)
Υ(1S)π+ 0.32± 0.09 0.24± 0.07
Υ(2S)π+ 4.38± 1.21 2.40± 0.63
Υ(3S)π+ 2.15± 0.56 1.64± 0.40
hb(1P )π
+ 2.81± 1.10 7.43± 2.70
hb(2P )π
+ 4.34± 2.07 14.82 ± 6.22
B+B¯∗0 + B¯0B∗+ 86.0± 3.6 −
B∗+B¯∗0 − 73.4± 7.0
Mass [GeV] Mass [GeV]
Υ(1S) 9.460 χb0(1P ) 9.859
Υ(2S) 10.023 χb1(1P ) 9.893
Υ(3S) 10.355 χb2(1P ) 9.912
hb(1P ) 9.899 χb0(2P ) 10.233
hb(2P ) 10.260 χb1(2P ) 10.255
B 5.279 χb2(2P ) 10.269
B∗ 5.325 π 0.138
For readers who are not familiar with tensor mesons we list the most important properties
in App. A.3. We can similarly introduce the S−wave bottomonia as
Υ = ηb + ~σ · ~Υ (4.15)
and the coupling to a heavy meson anti-meson pair by
LΥ = ig2
2
〈
Υ†Ha~σ ·←→∂ H¯a
〉
+H.c.
= ig2η
†
b
[
iεijkV ia
←→
∂ jV¯ ka + V
i
a
←→
∂ iP¯a − Pa←→∂ iV¯ ia
]
+ig2Υ
†i
[(
δikδjl − δijδkl + δilδjk)V ja←→∂ kV¯ la + Pa←→∂ iP¯a
+iεijkV ia
←→
∂ jV¯ ka + V
i
a
←→
∂ iP¯a − Pa←→∂ iV¯ ia
]
+H.c. (4.16)
where A
←→
∂ B ≡ A(~∂B) − (~∂A)B. Unfortunately we can determine neither g1 nor g2 in a
model independent way. So when it comes to calculating observables we have to refrain to
ratios.
4.2 Location of the Singularities
4.2.1 Propagator of the Zb states
+ + ...+
Figure 4.2: Expansion of the two-point Green’s function. Double lines and bubbles repre-
sent the bare propagators and self-energies, respectively.
The states Z
(′)
b were originally discovered as narrow resonances in the decays of Υ(5S)
into Υ(mS)π+π− and hb(nP )π+π−. In this section we will explore the consequences of the
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decays being driven by bottom meson loops with an intermediate Z
(′)
b propagator. The
propagator of the Zb states is given by the two-point Green’s function
δijδabGZ(E) ≡
∫
d4xe−iEt
〈
0
∣∣∣T{Z ia(x)Z†jb (0)}∣∣∣ 0〉 , (4.17)
where i, j and a, b are the indices for spin and isospin, respectively, and T denotes time
ordering operator. Figure 4.2 illustrates the renormalization of the Green’s function to one
loop order.
The bare propagator i/[2(E − E0)] is dressed by the self-energy −iΣ. Therefore, the full
propagator can be written as
GZ(E) =
1
2
i
E − E0 − Σ(E) . (4.18)
It is instructive to start with the relativistic self-energy loop. The scalar two-point loop
integral is given by
ΣRel(P 2) = 2i
∫
ddl
(2π)d
1
[(P − l)2 −m21 + iǫ][l2 −m22 + iǫ]
(4.19)
with the Zb momentum P = (P
0,~0) in its rest-frame. Notice that a factor of 2 has been
multiplied in this definition in order to take into account both BB¯∗ and its charge conju-
gated channel. The same factor appears in the B∗B¯∗ self-energy due to a different reason:
we obtain ǫijkǫi′jk = 2δ
ii′ from the vertices. To stay consistent with the nonrelativistic
Lagrangians, we want to use the nonrelativistic version. Our convention is such that the
nonrelativistic normalization differs from the relativistic one by a factor of 1/
√
M for the
fields. Further the nonrelativistic and relativistic self-energies differ by a factor of 2MZ ,
ΣRel = 2MZΣ, which cancels the factor MZ from the vertices. The additional factor m1m2
gets canceled by the factors 1/(mi) from the nonrelativistic expansion of the propagators.
Ultimately the self-energy integral in d-dimensional space-time reads
Σ(E)=i
(zbare)2
4
∫
ddl
(2π)d
1
[l0 −~l2/(2m1) + iǫ][E − l0 −~l2/(2m2) + iǫ]
. (4.20)
where E = P 0 −m1 −m2. We can carry out the l0 integration and rewrite the integral as
Σ(E)=− (z
bare)2
2
∫
dd−1l
(2π)d−1
µ12
[~l2 − 2µ12E − iǫ]
(4.21)
In dimensional regularization with the MS subtraction scheme, this integration is finite for
d = 4. One has
ΣMS(E) = (zbare)2
µ
8π
√
−2µE − iǫ
= (zbare)2
µ
8π
[√
−2µEθ(−E)−i
√
2µEθ(E)
]
, (4.22)
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where θ(E) = 1 for positive E and 0 for negative E is the Heaviside step function. The
superscript MS denotes the subtraction scheme (modified minimal subtraction).
The bare energy E0 is renormalized to the physical energy, E , at the mass of the Zb. E
is connected to the mass of the Zb as E = MZ −m1 −m2 with m1,2 being the masses of
mesons in the loop. The renormalization condition is such that E is a zero of the real part
of the denominator of the propagator. Thus, E = E0 + ReΣ(E), and expanding the real
part of the self-energy Σ(E) around E = E gives
GZ(E) =
1
2
i
(E − E)[1− Re(Σ′(E))]− Σ˜(E)
≡ 1
2
iZ
E − E − ZΣ˜(E)
, (4.23)
where the wave function renormalization constant is Z ≡ [1− Re(Σ′(E))]−1 with Σ′(E)
representing the derivative of Σ(E) with respect to E at E = E , and
Σ˜(E) = Σ(E)− Re(Σ(E))− (E − E)Re(Σ′(E)) .
By construction, Re(Σ˜(E)) = Re(Σ˜′(E)) = 0 holds. In the standard scenario (absence of
nearby thresholds; stable states) Σ˜(E) is dropped, however, here, due to the very close
branch point singularity at E = 0, this function not only acquires an imaginary part for
E > 0 but also varies rapidly. It therefore needs to be kept in the propagator. Eq. (4.23)
is valid for both E > 0 as well as E < 0 (but ill defined for E = 0). The expression for Z
follows from Eq. (4.22),
Z =
[
1 +
µ2(zbare)2
8πγ
]−1
θ(−E) + 1× θ(E). (4.24)
If the Zb (Z
′
b) is a pure BB¯
∗ (B∗B¯∗) bound state, the wave function renormalization
constant should be 0 since 1− Z measures the probability of finding a bound state in the
physical state, see Sec. 2.1. This means the bare coupling zbare goes to infinity. However,
the physical effective coupling is finite,
(zeff)2 = lim
|z|→∞
Z(zbare)2 =
8π
µ2
γ , (4.25)
with the binding momentum γ =
√−2µE . Eq. (4.25) coincides with the one for an S-wave
loosely bound state derived in Sec. 2.10 taking into account the factor 2 as discussed below
Eq. (4.19).
Furthermore, the Zb states can in principle also decay into channels other than the bottom
and anti-bottom mesons, such as Υ(nS)π (n = 1, 2, 3), hb(1P, 2P )π, ηbρ and so on. For
the complete propagator we therefore need to write
GZ(E) =
1
2
iZ
E − E − ZΣ˜(E) + iΓphys(E)/2
. (4.26)
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Zb Υ
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Zb hb
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(b)(a)
Figure 4.3: One loop diagrams for the subprocesses Υ(5S) → Zbπ (a) and Zb → hbπ (b).
Solid lines in the loops represent bottom and anti-bottom mesons.
Following the formalism set up in Sec. 2.4, we can analyze the power counting of higher
order loops. Two examples are shown in Fig. 4.3. For processes with intermediate heavy
meson loops, if the virtuality of these intermediate heavy mesons is not large, their three-
momenta are small compared with their masses. Hence these heavy mesons can be dealt
with non relativistically, and one can set up a power counting in terms of the velocity of the
heavy mesons, vB. In this power counting, the momentum and energy of the intermediate
mesons scale as vB and v
2
B, respectively, and hence the measure of one-loop integration
scales as
∫
d4l ∼ v5B. The transition amplitude between the Zb states, which couple to the
bottom mesons in an S-wave, and S-wave bottomonia as shown in Fig. 4.3(a) should scale
as
v5B
1
(v2B)
3
q2
1
M2B
∼ q
2
(M2BvB)
, (4.27)
with q being the external momentum, and vB the velocity of the intermediate bottom
mesons. The factor 1/M2B has been introduced to get a dimensionless quantity. Since
q ≪ MBv1/2B , this is a suppression factor. On the other hand, the transition amplitudes to
P -wave bottomonia hb(1P, 2P ) scales as
v5B
1
(v2B)
3
q
1
MB
∼ q
(MBvB)
. (4.28)
Since q ≪ MB, one would expect the decays of Zb to hb(1P, 2P )π to be more frequent than
those to Υ(nS)π. Therefore we assume that Γphys is saturated by the former channels.
4.2.2 Power counting of two-loop diagrams
So far we have only considered one-loop diagrams. There can be more loops by adding
four–B-meson contact terms or exchanging pions between (anti-) bottom mesons.
There are two different topologies to be distinguished. The first one arises from the insertion
of a contact operator followed by a loop with two heavy mesons as shown in Fig. 4.4(a).
The short-range operator scales as vλB with λ ≥ 0. So the contribution for Zb → hbπ is(
v5B
)2( 1
v2B
)5
q
MB
vλB ∼
q
MB
vλB (4.29)
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Zb hb
π
Υ(5S) Zb
π
Zb hb
π
(a) (b) (c) (d)
Zb hb
π
Figure 4.4: Two loop diagrams for the subprocesses Υ(5S) → Zbπ (a) and Zb → hbπ (b).
Solid lines in the loops represent bottom and anti-bottom mesons.
which yields a suppression of vλ+1B . The second topology are vertex corrections, i.e. terms
where an additional pion is exchanged between the heavy mesons inside the loop. One
example is shown in Fig. 4.4(b). The contribution is
(
v5B
)( 1
v2B
)5
v2B
q
MB
∼ q
MB
vB. (4.30)
So far both higher loop diagrams are suppressed by at least one order of vB. This can be
generalized to higher orders of the same kind and is also applicable for the decay Zb → Υπ.
However, one needs to pay special attention to the two-loop diagrams of the kind shown
in Fig. 4.4(c) and Fig. 4.4(d), where, e.g., a pion gets produced on one heavy meson and
rescatters off the other one before going on-shell. These diagrams need to be analyzed case
by case.
Let us first analyze the power counting of the diagram Fig. 4.4(c) for Υ(5S) → Zbπ.
The leading order amplitude for the bottom meson–pion scattering formally scales as
(Eπ1 + Eπ2)/F
2
π , see e.g. [59], with Eπ1,2 the energies of the two pions. Due to some
subtle cancellation mechanisms also the energy of the exchanged pion gets put on-shell
in this vertex — in analogy to what happens in the reaction NN → NNπ [92]. For the
numerical estimates below we use Eπ = MΥ(5S) − MZ(′)
b
≃ 250 MeV. There are two P -
wave couplings in the two-loop diagrams: the coupling of the Υ(5S) to the bottom and
anti-bottom mesons and the vertex emitting a pion inside the loop. The Zb bottom meson
vertex is in an S-wave. The momenta from the two P -wave vertices can contract with
each other, and hence scale as v2B (recall in the one-loop case, the Υ(5S)BB¯ P -wave vertex
must contract with the external momentum, and hence scales as q [24]). There are five
propagators, and each one of them has a contribution of order v−2B . Therefore, the power
counting of the two-loop diagram of Fig. 4.4(c) reads
(v5B)
2v2B
(v2B)
5
Eπ
16π2F 2π
MB =
v2BEπMB
Λ2χ
, (4.31)
where the factor 1/16π2 appears because there is one more loop compared to the one-loop
case, and the chiral symmetry breaking scale is denoted as Λχ = 4πFπ. One may estimate
vB ∼
√
(Mˆ − 2MˆB)/MˆB ≃ 0.15 with Mˆ = (MΥ(5S) +MZ)/2 and MˆB the average mass of
the bottom mesons B and B∗. This is to be compared to the one-loop diagram, which scale
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as q2/(M2BvB) — see the discussion in Eqs. (4.27,4.28) and Refs. [24, 29]. Numerically, it
is of similar size as or even smaller than the two-loop diagram given in Eq. (4.31). Hence,
the two-loop diagram could be more important than the one-loop diagrams. However, the
same mechanisms that suppress vertex corrections should also suppress three– or more–loop
diagrams.
The situation for the transition Zb → hbπ is different. The two-loop diagram is shown in
Fig. 4.4(d). Now there is only one P -wave vertex, which is the bottom meson–pion vertex.
All the other three vertices are in an S-wave. Due to the P -wave nature of the decay
Zb → hbπ, the amplitude must be proportional to the external momentum. Therefore,
the only P -wave vertex should scale as q, and the product of the other three vertices
scales, again, as Eπ. Taking into account further the integral measure of the loop and the
propagators, the power counting for this diagram reads
(v5B)
2
(v2B)
5
Eπ
16π2F 2π
qMB = q
MBEπ
Λ2χ
, (4.32)
where MB is again introduced to render the scaling dimensionless. The one-loop diagrams
scale like the transitions between two P -wave heavy quarkonia. According to Ref. [24],
the power counting is given by q/vB, which is numerically much larger than the scaling
for the two-loop diagram given in Eq. (4.32). Hence, the two-loop diagrams can be safely
neglected for the Zb → hbπ.
A more proper power counting considering different velocities in the two loops will be
discussed in the next section. As will be shown there, the transition Zb → hbπ is at the
edge of the applicable range of NREFT. However, we will still analyze the data at this
channel due to limited experimental information.
In addition, contact-terms of the kind ΥZbπ need to be considered. On the one hand they
are needed to absorb the divergences of the loop diagrams just discussed and are expected
to be of the same importance as the loops. On the other hand they are necessary to
parametrize the physics not considered explicitly. The importance of these counter terms
is controlled by dimensional analysis. This is similar to what we found in Sec. 3.2. The
corresponding Lagrangian to leading order of the chiral expansion reads
LΥZbπ = cΥiZ†iba∂0φab +H.c. (4.33)
The analogous counter-terms for Zbhbπ can be dropped here for they are suppressed com-
pared to the one loop diagram. Assuming the Zb and Z
′
b are spin partners of each other [77],
one can use the same coupling constant for them.
A full analysis would not only require the evaluation of all the diagrams mentioned above
but also those where there are no Z
(′)
b present in the processes. Here we take a more
pragmatic point of view and simply represent the whole ΥZbπ transition by the single
contact term of Eq. (4.33). The full transition is illustrated in Fig. 4.5.
One comment is in order: the Lagrangian of Eq. (4.33) could as well mimic a compact
component of the Z
(′)
b . This is important especially because both the two-loop and one-
loop scaling given by Eq. (4.31) and q2/(M2BvB) are much smaller than 1, and hence a small
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Υ(5S)
π π
hbZb
Figure 4.5: Decay mechanism of the process Υ(5S)→ Zbπ → hbππ. Solid lines in the loop
represent bottom and anti-bottom mesons.
compact component could be more important than the bottom meson loops in the ΥZbπ
vertex. Thus, since we expect this contact term to appear at leading order, it seems as if we
would not be able to disentangle a compact, say, tetraquark component from a molecular
one. However, since in the molecular scenario the transition Zb → πhb is dominated by the
loop, the structure can indeed be tested, since for molecules the dynamics appears to be
quite restricted. Thus, in the present approach the Υ(5S)π vertex provides a source term
for the Z
(′)
b , while their decays are the subject of this study.
4.2.3 Results
The relevant vertices follow from these Lagrangians. The decay amplitudes for the two-
body transitions can be found in Appendix C.2.1. On one hand, the Υ(5S) is only about
120 and 70 MeV above the Zbπ and Z
′
bπ thresholds, respectively. On the other hand, it
has a large width 110± 13 MeV, and the experimental data were taken in an energy range
around the Υ(5S) mass. Therefore, when calculating its decay widths, one has to take
into account the mass distribution of the Υ(5S). Its three-body decay width can then be
calculated using
Γ(Υ(5S))3−body =
1
W
∫ (MΥ+2ΓΥ)2
(MΥ−2ΓΥ)2
ds
(2π)4
2
√
s
∫
dΦ3|A|2 1
π
Im
( −1
s−M2Υ + iMΥΓΥ
)
, (4.34)
where MΥ = 10.865 GeV and ΓΥ = 0.11 GeV are the mass and width of the Υ(5S),
respectively, and
∫
dΦ3 denotes the three-body phase space, see e.g. [57]. The function
A contains all the physics and can be easily obtained using the loop amplitudes given
explicitly in the appendix. Both positively and negatively charged Zb and Z
′
b states should
be considered. The factor 1/W with
W =
∫ (MΥ+2ΓΥ)2
(MΥ−2ΓΥ)2
ds
1
π
Im
( −1
s−M2Υ + iMΥΓΥ
)
is considered in order to normalize the spectral function of the Υ(5S).
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We consider the case that the Zb and Z
′
b couple only to the BB¯
∗+c.c. and B∗B¯∗ channels,
respectively. Coupled channel effects should be suppressed because |E| ≪ MB∗ −MB for
both Zb states.
The parameters of the model are the normalization factors N , chosen individually for the
two final states, the physical couplings, which are products of
√
Z and the bare couplings,
for the Zb states to the relevant open bottom channels, z1 and z2 (or equivalently the
binding energies of the Z
(′)
b in Eq. (4.25)), and those couplings for the hb and hb(2P ),
denoted by g1 and g
′
1, respectively. The parameter c of Eq. (4.33) is absorbed into the
overall normalization factor. Both g1 and g
′
1 only appear in a product with the zi. In
order to reduce the number of free parameters, we assume g′1 = g1 in the following. Note
that neither of them can be measured directly, since the masses of hb and hb(2P ) are
below the B¯B∗ threshold. In the actual fit we will adjust z1, rz ≡ z2/z1, g1z1 and the two
normalization constants.
Using the amplitudes of Eqs. (C.12,C.13), we fit the parameters to the invariant mass
spectra of both hbπ
+ and hb(2P )π
+ from 10.56 GeV to 10.70 GeV in the missing mass
spectrum MM(π). In the chosen region, there are 14 data points for the Υ(5S)→ hbπ+π−
and 13 for the Υ(5S)→ hb(2P )π+π−.
The decay widths of the Zb and Z
′
b into hbπ are obtained to be
Γ(Zb → hbπ) = 4.8
(
gg1z1
Fπ
GeV2
)2
MeV = 140(g1z1GeV)
2 MeV,
Γ(Z ′b → hbπ) = 5.8
(
gg1z2
Fπ
GeV2
)2
MeV = 169(g1z2GeV)
2 MeV. (4.35)
Due to smaller phase space, the widths for the decays Z
(′)
b → hb(2P )π get smaller numerical
factors. We find
Γ(Zb → hb(2P )π) = 30(g′1z1GeV)2 MeV,
Γ(Z ′b → hb(2P )π) = 46(g′1z2GeV)2 MeV. (4.36)
If the Zb and Z
′
b states are S-wave bound states of the BB¯
∗ and B∗B¯∗, respectively,
their coupling strengths to the bottom and anti-bottom mesons are related to the binding
energies. The relation has been derived in Eq. (4.25). The coupling constants zi appear in
Eqs. (4.35), which enter the Zb propagators, as well as in the transition amplitudes — c.f.
Eqs. (C.12,C.13).
In order to fit to the data which are events collected per 10 MeV, we integrate the invariant
mass spectra for each bin corresponding to the measurements. This is important for narrow
structures. The best fit results in χ2/d.o.f. = 54.1/22 = 2.45.
z1 = 0.75
+0.08
−0.11 GeV
−1/2, rz = −0.39+0.06−0.07, g1z1 = (0.40± 0.06) GeV−1. (4.37)
The results from the best fit are plotted in Fig. 4.6 together with the experimental data.
Using Eq. (4.25) the couplings can be converted to binding energies. Especially we find
EZb = −4.7+2.2−2.3 MeV, EZ′b = −0.11+0.06−0.14 MeV . (4.38)
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Figure 4.6: Comparison of the calculated invariant mass spectra of hbπ
+ and hb(2P )π
+
with the measured missing mass spectra MM(π).
Although the Zb and Z
′
b are supposedly spin partners, a value of rz = −0.4 is not completely
unreasonable: the fine tuning necessary to put a bound state as close as 0.1 MeV to
a threshold is extremely sensitive to even a small variation in the scattering potential,
driven by spin symmetry violations. In effect this can give significant differences in the
binding energies and, via Eq. (4.25), also in the coupling constants. However, a microscopic
calculation, which goes beyond the scope of this study, would be necessary to check this
hypothesis.
One can obtain a better fit to the data if one would either release the bound state condition
given as Eq. (4.25), and allowing the masses of the Zb states to float freely, or allow for
non-resonant terms. But this is not the purpose of our work — we here only want to
demonstrate that the data are consistent with the bound state picture, which implies the
masses of the Z
(′)
b states to be located below the corresponding thresholds.
It is interesting to look at the Zb line shape or the absolute value of GZ(E) for different
locations of the Zb pole. This is similar to the discussion of states close to theKK¯ threshold
by Flatte´ in [93]. The function |GZ(E)| using the parameters from the best fit are plotted
as the solid line in Fig. 4.7. In this case, the Zb is a BB¯
∗ bound state with a binding energy
of −4.7 MeV. Keeping z1 = 0.75 GeV−1/2, and g1z1 = 0.4 GeV−1 fixed we also plot as
the dashed line the line shape for the virtual state with the same value of E .1 The dotted
and dot-dashed lines are for a resonance with a mass above the BB¯∗ threshold by 8 and
20 MeV, respectively. From the figure, one sees that the bound state produces a bump
below the threshold, and a small cusp at the threshold, while the virtual state produces a
prominent cusp at the threshold and no structure below. Above the threshold, the energy
dependence of the virtual and bound state curves are exactly the same. The bump in the
1The curve for virtual state is obtained using Eq. (4.23) but with Σ˜(E) = Σ(E) − Re(ΣII(E)) − (E −
E)Re(Σ′(E)) , where, in the MS scheme, Re(ΣII(E)) = −Re(Σ(E)) is the self-energy in the second Riemann
sheet.
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Figure 4.7: The absolute value of GZ(E). The solid (red) and dashed (blue) are for a
bound state and virtual state, respectively, with the same mass, E = MZb −MB −MB∗ =
−4.7 MeV. The dotted and dot-dashed (black) lines are for resonances with E = 8 and
20 MeV, respectively. The maxima of the resonance and virtual state curves have been
normalized to the bound state one.
bound state case reflects the pole position. Hence, if we reduce the value of binding energy
to, say about 0.1 MeV, which is the case for the Z ′b and the X(3872), then the bump below
threshold would be invisible for typical experiments with a resolution larger than 1 MeV,
and the cusp dominates the structure. In this case, it is hard to distinguish between the
bound state and virtual state scenarios. For more discussions on the shape of a virtual
state, see e.g. [94].
One important feature of the line shapes of dynamically generated states is shown in
Fig. 4.7: for poles slightly above the threshold, since the coupling to the opening channel
is strong, the position of the peak is locked to the threshold, as can be seen from the dotted
line. Increasing the resonance mass, the effect of the cusp is smeared out, and shape is
approaching a normal Breit-Wigner resonance — in the dot-dashed line one starts to see a
bump above threshold developing for a mass as large as 20 MeV above the BB¯∗ threshold.
However, even then the peak is still located at the threshold. We therefore conclude that
a Breit-Wigner parametrization, as was used in the experimental analysis, should not be
used when analyzing structures that emerge from dynamically generated states.
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4.3 Hadronic and Radiative Decays of Z
(′)
b
In this section we will explore the consequences of assuming that Z
(′)
b are B
∗B¯(B∗B¯∗)
resonances, i.e. hadronic molecules with the pole locations above the threshold for their
constituents. This distinguishes it slightly from the approach of the last section where both
were assumed to be located below threshold. Still, being very close to or almost compatible
with the thresholds this does not change the conclusions of last section. However, now we
can assume that the total width is saturated by the decays into the constituents and deduce
the corresponding coupling constant directly from data. This leads to the interesting
consequence that two-body decays calculated via bottom meson loops have only one free
parameter left. Therefore we will be able to make parameter free predictions for ratios of
said two-body decays. These can be measured by future experiments and thus allow to
test the molecular nature of the Zb states. Further we will incorporate the later discovered
neutral partner for Zb into our analysis.
We will use the improved experimental data and incorporate the experimental observation
that the Z
(′)
b couples only to B
(∗)B¯∗ via the Lagrangian,
LZ,Z′ = z′εijkV¯ †iZ ′jV †k + z
[
V¯ †iZ iP † − P¯ †Z iV †i]+H.c..
From this we can deduce the tree-level decay width
Γ[Zb → B∗+B¯0 + B¯∗0B+] = 2 1
8π
|~q|
M2Zb
1
3
∑
Pol
∣∣εa(Zb)εb(B∗)gabz∣∣2MBMB∗MZb (4.39)
=
1
4π
|~q|
MZb
|z|2MBMB∗ (4.40)
where we averaged the incoming and summed over the outgoing polarizations. The masses
are due to the normalization of the heavy fields and the factor 2 was multiplied to consider
the two final states B∗+B¯0 and B¯∗0B+. For the decay Z ′b → B∗+B¯∗0 we find the same
factor 2 due to the sum over the Levi-Civita symbols. Fitting to the experimental data we
find
z = (0.79± 0.05) GeV−1/2, z′ = (0.62± 0.07) GeV−1/2. (4.41)
Moreover the ratio of the two couplings is
z
z′
= 1.27± 0.16 (4.42)
which deviates from unity by 2σ. This deviation indicates a significant amount of spin
symmetry violation, which, however, is not unnatural for very-near-threshold states where
small differences in masses imply huge differences in binding energies resulting in signifi-
cantly different effective couplings, as we will also discuss in the following section.
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Figure 4.8: Schematic one- and two-loop diagrams of the transitions Zb → Υπ, hbπ and
χbJγ.
4.3.1 Power Counting
The theoretical framework including Lagrangians is already set up and the calculation of
triangle diagrams within the framework of NREFT has been shown to be a straightforward
matter. We need to have a closer look at the power counting since the very close proximity
of the open thresholds to the Z
(′)
b adds an additional difficulty here to what has been
discussed in general terms in Sec. 2.4. We will use the same formalism here together with
an improved discussion for the higher loop diagrams.
In general, the heavy meson velocities relevant for the decay of some particle X may be
estimated as vX ∼
√|MX − 2MB|/MB, where the absolute value indicates that the formula
can be used for both bound systems as well as resonances. The analogous formula holds
when the two heavy mesons merge to a quarkonium in the final state. According to the rules
of a nonrelativistic effective field theory [95] (for a review, see e.g. [96]), the momentum
and nonrelativistic energy count as vX and v
2
X , respectively. For the integral measure one
finds v5X/(4π)
2. The heavy meson propagator counts as 1/v2X . The leading order S-wave
vertices do not have any velocity dependence. The case for the P -wave vertices is more
complicated: it scales either as vX when the momentum due to P -wave coupling contracts
with another internal momentum, or as the external momentum q when q is contracted.
We start with the radiative transitions as shown in the upper row of Fig. 4.8. If the Zb states
are molecular states, their spin wave functions contain both sbb¯ = 0 and 1 components [77],
where sbb¯ is the total spin of the bb¯ component. Thus, the radiative decays of the Zb states
into the spin-triplet χbJ can occur without heavy quark spin flip and survive in the heavy
quark limit. This is different from the M1 transitions between two P -wave heavy quarkonia
which have been analyzed in Ref. [97]. Both the couplings of Zb and χbJ to a pair of heavy
mesons are in an S−wave, and the photon coupling to the bottom mesons is proportional
to the photon energy Eγ . For the diagram of Fig. 4.8 (a) the amplitude therefore scales as
v¯5
(4π)2
1
(v¯2)3
Eγ ∼ Eγ
(4π)2v¯
, (4.43)
where the velocity that appears is v¯ = (vZ+vχ)/2 ≃ vχ/2 [98], since vZ ∼ vZ′ ≃ 0.02, if the
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central values of the measured Z
(′)
b masses, 10607.2 MeV and 10652.2 MeV, are used, while
vχ ranges from 0.12 for the χbJ (3P ) to 0.26 for the χbJ(2P ) to 0.37 for the χbJ (1P ). Here
we used the mass of the χbJ (3P ), 10.53 GeV, as reported by the ATLAS Collaboration [99].
In the following, we will count v¯ as O(vχ). The scaling ensures that the amplitude gets
larger when the bottomonium in the final state is closer to the open-bottom threshold.
Thus, we expect for the absolute value of the decay amplitude from this diagram∣∣∣∣AχbJ(1P )γEγ
∣∣∣∣ : ∣∣∣∣AχbJ (2P )γEγ
∣∣∣∣ : ∣∣∣∣AχbJ(3P )γEγ
∣∣∣∣ ∼ 1v1P : 1v2P : 1v3P = 1 : 1.4 : 3.1, (4.44)
if the χbJ(nP )BB¯ coupling constants take the same value. Diagram (a) can be controlled
easily in theory. Thus, clear predictions can be made whenever diagram (a) dominates. In
the following we will identify such dominant decays based on the power counting for the
NREFT.
As for Fig. 4.8 (b), the coupling χbBB¯γ cannot be deduced by gauging the coupling of χbJ
to a BB¯-meson pair. Thus, it has to be gauge invariant by itself and proportional to the
electromagnetic field strength tensor F µν . This gives a factor of photon energy Eγ and the
amplitude of Fig. 4.8 (b) scales as
v5Z
(4π)2
1
(v2Z)
2
Eγ ∼ EγvZ
(4π)2
, (4.45)
where we have assumed that the corresponding coupling is of natural size. Thus, diagram
(b) is suppressed compared to diagram (a) at least by a factor of vZvχ < 0.01 for the decay
to χbJ(1P ) and even smaller for the excited states.
The situation is more complicated for the graph displayed in Fig. 4.8 (c). Here we have a
two-loop diagram, so that the velocities running in different loops are significantly different
— the one in the loop connected to the Zb is vZ , and the other is vχ. It is important to
count them separately since vZ ≪ vχ due to the very close proximity of the Zb to the
threshold2. The internal pion momentum scales as the larger loop momentum, and thus
the pion propagator should be ∼ 1/(M2Bv2χ). This leaves us with
v5Z
(4π)2
1
(v2Z)
2
v5χ
(4π)2
1
(v2χ)
2
1
M2Bv
2
χ
Eγg
Fπ
g
Fπ
M4B ∼
vZ
vχ
Eγg
2M2B
(4π)2Λ2χ
, (4.46)
where Fπ is the pion decay constant in the chiral limit, the factor M
4
B has been introduced
to give the same dimension as the estimate for the first two diagrams, and the hadronic
scale was introduced via the identification Λχ = 4πFπ. Thus the two-loop diagram is
suppressed compared to the leading one, Eq. (4.45), by a factor vZg
2M2B/Λ
2
χ ∼ 0.1, where
we used for the coupling B∗ → Bπ the value g = 0.5 and Λχ ∼ 1 GeV. It can easily be seen
that Fig. 4.8 (d) gives the same contribution which also reflects the fact that they are both
required at the same order to ensure gauge invariance. Thus, from our power counting it
2The concept applied here is analogous to the scheme by now well established for the effective field
theory for reactions of the type NN → NNpi — see Ref. [100, 101] for a review.
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follows that the loop diagrams of Fig. 4.8 (b)-(d) provide a correction of at most 10%. We
will therefore only calculate diagram (a) explicitly and introduce a 10% uncertainty for the
amplitudes which corresponds to 20% for the branching ratios. Higher loop contributions
are to be discussed later.
Next we consider the hadronic transition Zb → hbπ. This decay has already been studied
in the previous section in the same formalism. Again, since the hb has even parity, its
coupling to the bottom mesons is in an S-wave. In addition, the final state must be in a
P -wave to conserve parity, such that the amplitude must be linear in the momentum of
the outgoing pion, q. We therefore find for the one-loop contribution of Fig. 4.8 (e)
v¯5
(4π)2
1
(v¯2)3
gq
Fπ
∼ g qFπ
v¯Λ2χ
, (4.47)
while Fig. 4.8 (f) gives
v5Z
(4π)2
1
(v2Z)
2
q
Fπ
∼ vZqFπ
Λ2χ
. (4.48)
Notice that the pion has to be emitted after the loop if the Zb is a pure hadronic molecule,
so that the velocity in the counting should be vZ instead of vh. This is suppressed by
vhvZ/g which leads to a correction of the order of 2% noticing that vh ≃ vχ.
The two-loop diagram Fig. 4.8 (g) contributes as
v5Z
(4π)2
1
(v2Z)
2
v5χ
(4π)2
1
(v2χ)
2
1
M2Bv
2
χ
gq
Fπ
Eπ
F 2π
M3B =
vZ
vh
gFπq
2MB
Λ4χ
, (4.49)
where we have used that the energy from the πB → πB vertex can be identified with the
energy of the outgoing pion [92], Eπ ∼ q. The B∗Bπ vertex contributes a factor of the
external momentum q since the Zb → hbπ is a P -wave decay, and this is the only P -wave
vertex. Therefore, this diagram is suppressed compared to the leading loop, Eq. (4.47), by
a factor vZMBq/Λ
2
χ which is smaller than 10%. Thus, also for the transitions Z
(′)
b hbπ we
may only calculate the leading one-loop diagrams, Fig. 4.8 (e), and assign an uncertainty
of 10% to the rates which gives an uncertainty of 20% for the branching ratios. Higher
loop contributions are to be discussed later.
Finally, we consider at the decay channel Zb → Υπ. Here the final state is in an S-wave,
but the coupling of the Υ to B¯B is in a P -wave. For diagram (e) the momentum due
to this coupling has to scale as the external pion momentum. Together with the pionic
coupling that is also linear in the pion momentum, the amplitude is thus proportional to
q2. The one-loop diagram for Zb → Υπ via Fig. 4.8 (e), is therefore estimated as
v¯5
(4π)2
q
(v¯2)3
gq
Fπ
∼ g q
2Fπ
v¯Λ2χ
. (4.50)
The diagram Fig. 4.8 (f) on the other hand gives
v5Z
(4π)2
1
(v2Z)
2
Eπ
Fπ
MB ∼ vZEπFπMB
Λ2χ
, (4.51)
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Figure 4.9: Two three-loop diagrams contributing to the decays of the Zb into a heavy
quarkonium and a pion or photon.
where MB is introduced in order to get the same dimension as Eq. (4.50). Compared to
the one-loop diagram (e) this is a relative suppression of order vΥvZMB/q which is less
than 10% for all the Υ states, where the value of vΥ is about 0.46, 0.33 and 0.22 for the
1S, 2S and 3S states, respectively. The two-loop contribution with the exchange of a pion,
Fig. 4.8 (g), is estimated as
v5Z
(4π)2
1
(v2Z)
2
v5Υ
(4π)2
1
(v2Υ)
2
1
M2Bv
2
Υ
v2Υg
Fπ
Eπ
F 2π
M5B ∼
vZvΥgEπFπ
Λ4χ
M3B . (4.52)
Thus, the strength of two-loop diagram relative to leading one-loop diagram is estimated
for the Υπ as vZv
2
Υm
3
B/(Λ
2
χq). Numerically, this corresponds to a factor of around 0.6 for
the Υ(1S, 2S)π and 0.7 for the Υ(3S)π amplitudes. As a consequence, the branching ratios
for these transitions can only be calculated with rather large uncertainties up to 100%.
The heavy meson velocities relevant for the mentioned transitions range from 0.02 to 0.5
— in momenta this is a range from 0.1 to 2.5 GeV. While pion contributions are expected
to be suppressed significantly and can be controlled within chiral perturbation theory for
pion momenta of up to 500 MeV and smaller, higher pion loop contributions might get
significant for momenta beyond 1 GeV. We will now study those higher pion loops within
the power counting scheme outlined above. We will start with the three-loop diagrams, as
shown in Fig. 4.9 considering first diagram (a). The results can be easily generalized to
higher loops as shown below. Compared to the two-loop diagrams in Fig. 4.8, there are
one more pion propagator and two more bottom meson propagators in the transition. In
addition, there is no two-bottom-meson unitary cut present. As a consequence, we have
to use a relativistic power counting — c.f. Ref. [95]. Then pion momentum and energy
are of order mBvbb¯, with vbb¯ the velocity of the B-meson connected to the bb¯-meson in the
final state. Both the energies and momenta of the additional bottom mesons are now of
the same order, such that the bottom-meson propagator is counted as 1/vbb¯. The integral
measure reads v4
bb¯
/(4π)2. Therefore, the additional factor as compared to the two-loop
diagrams is
v4
bb¯
(4π)2
1
v4
bb¯
(gvbb¯)
2
F 2π
M2B =
(
gMBvbb¯
Λχ
)2
. (4.53)
If vbb¯ ∼ 0.4, then the three-loop diagram (a) is of similar size as that of the two-loop
diagrams. This is the case for the processes with the hb(1P ), χbJ(1P ), and Υ(1S, 2S). For
smaller values of vbb¯, it is suppressed. In diagram (b) there is only one more bottom meson
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propagator and the additional BπBπ vertex is in an S-wave. We obtain
v4
bb¯
(4π)2
1
v3
bb¯
vbb¯
F 2π
M2B =
(
MBvbb¯
Λχ
)2
. (4.54)
Four and higher loop diagrams that cannot be absorbed by using physical parameters may
now be estimated by applying a proper number of factors of the kind of Eqs. (4.53) and
(4.54). It is easy to see that also additional topologies provide analogous factors. Since
MB/Λχ ∼ 5, higher loops get increasingly important, if vbb¯ > 0.2. For vbb¯ ∼ 0.2, the three
and more loops are of the same order as the two-loop diagrams, which is the case for the
2P states, and thus suppressed in comparison with the one-loop contribution. For the 3P
bottomonia in the final state, the value of vbb¯ is even smaller, and the multiple loops are
even suppressed as compared to the two-loop contribution.
To summarize the findings of the power counting analysis, we conclude that the calculation
of one-loop triangle diagrams as depicted in Fig. 4.8 (a) and (e) is a good approximation,
with a controlled uncertainty, to the transitions of the Z
(′)
b into the χbJ(2P, 3P )γ and
hb(2P )π — for the hb(3P )π the phase space is too limited. But similar calculations are
not applicable to the decays into the 1P states as well as the Υ(nS)π. For the decays
Zb → Υ(nS)π, the contribution from the two-loop diagrams is not suppressed or even
enhanced compared to the one-loop contribution. In light of this discussion, it becomes
clear why the pattern of branching fractions for these channels (see Tab. 4.1) B[Υ(2S)π] >
B[Υ(3S)π] ≫ B[Υ(1S)π] cannot be reproduced by calculating the three-point diagrams
in the NREFT formalism, which always favors the 1S to the 2S transition and the 2S
compared to the 3S transition due to the factor q2 in Eq. (4.50).
4.3.2 Branching Fractions and Ratios
In this section, we investigate quantitatively the decays of the Zb states through heavy
meson loops. The nonrelativistic Lagrangian for the χbJ coupling to a pair of heavy mesons
can be found in Ref. [23], and the one for the magnetic coupling of heavy mesons in Ref. [68].
With the amplitudes given in App C.2.1 and C.2.2, it is straightforward to calculate the
decay widths of the Z
(′)
b → hb(mP )π, which are proportional to g21, where g1 is the P -wave
bottomonium–bottom meson coupling constant. In the ratio defined as
ξm :=
Γ[Z ′b → hb(mP )π]
Γ[Zb → hb(mP )π] , (4.55)
g1 is canceled out. With the meson masses listed in Tab. 4.1, we obtain
ξ1 = 1.21
∣∣∣∣z′z
∣∣∣∣2 = 0.75, ξ2 = (1.53± 0.43) ∣∣∣∣z′z
∣∣∣∣2 = 0.95± 0.36. (4.56)
where the first error in the second term is the theoretical uncertainty due to neglecting
higher order contributions (see the discussion in the previous section), and the second
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Table 4.2: The ratios ξ of different decay modes in both NREFT and a relativistic frame-
work as compared with the experimental data. The NREFT values quoted without uncer-
tainties may be understood as order-of-magnitude estimates.
ξ Our Result Exp.
Υ(1S)π 0.7 0.47± 0.22
Υ(2S)π 0.9 0.34± 0.15
Υ(3S)π 2± 2 0.48± 0.20
hb(1P )π 0.8 1.65± 0.96
hb(2P )π 1.0± 0.4 2.13± 1.44
one also includes the uncertainty of z′/z added in quadrature. Due to the theoretically
uncontrollable higher order contributions for the decays into the 1P states, no uncertainty
is given for ξ1.
The predictions are consistent with their experimental counterparts (see Tab. 4.1)
ξExp1 = 1.65± 0.96, ξExp2 = 2.13± 1.44. (4.57)
Here, new measurements with significantly reduced uncertainties would be very desirable.
A collection of ratios for the decays of the Zb states to hb(mP )π and Υ(nS)π, respectively,
is presented in Tab. 4.2. The uncertainties, whenever they are under control theoretically,
are also included. The significant deviations for the Υ(nS)π results from the experimental
numbers appear natural, given that for those transitions higher loops were argued to be
at least as important as the one-loop diagram included here, as outlined in detail in the
previous section.
In Ref. [89] we calculated the same quantities using a Lorentz covariant formalism with
relativistic propagators for all the intermediate mesons as a cross check of our nonrela-
tivistic treatment. The results are comparable. The difference between relativistic and
NREFT calculations here and in the following never exceeds 15% for the rates and thus
is well below the uncertainty due to higher loops. A more detailed discussion is therefore
not necessary here.
It is important to ask to what extent the above predictions can be used to probe the nature
of the Zb states. The Zb and Z
′
b are away from the BB¯
∗ and B∗B¯∗ thresholds by similar
distances, MZb −MB −MB∗ ≃ MZ′b − 2MB∗ . Additionally, due to the heavy quark spin
symmetry, one may expect that the loops contribute similarly to the decays of these two
states into the same final state. This is indeed the case. We find that the ratios aside of
|z′/z|2 are basically the phase space ratios, which are
|~q(Z ′b → hb(1P )π)|3
|~q(Zb → hb(1P )π)|3 = 1.20,
|~q(Z ′b → hb(2P )π)|3
|~q(Zb → hb(2P )π)|3 = 1.53. (4.58)
This implies that the ratios for the decays into the hb(mP )π are determined by the ratio
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Table 4.3: The ratio Ω and the corresponding branching fractions for all possible radia-
tive decays. Uncertainties are given, whenever they can be controlled theoretically (see
text). The values quoted without uncertainties may be understood as order of magnitude
estimates.
Zb Z
′
b
Ω Branching Fraction Ω Branching Fraction
χb0(1P )γ 5× 10−3 1× 10−4 4× 10−3 3× 10−4
χb1(1P )γ 1× 10−2 3× 10−4 1× 10−2 8× 10−4
χb2(1P )γ 2× 10−2 5× 10−4 2× 10−2 1× 10−3
χb0(2P )γ (6.3± 1.8) × 10−3 (2.7 ± 1.5) × 10−4 (4.2 ± 1.2)× 10−3 (6.2± 3.2) × 10−4
χb1(2P )γ (1.3± 0.4) × 10−2 (5.6 ± 3.2) × 10−4 (1.3 ± 0.4)× 10−2 (1.9± 1.0) × 10−3
χb2(2P )γ (1.9± 0.5) × 10−2 (8.3 ± 4.5) × 10−4 (1.8 ± 0.5)× 10−2 (2.7± 1.3) × 10−3
of the partial decay widths for the open-bottom decay modes,
ξm ≃ PS
′
m
PSm
Γ(Z ′+b → B∗+B¯∗0)
Γ(Z+b → B+B¯0 +B0B¯∗+)
, (4.59)
where PS(′)m is the phase space for the decays Z
(′)
b → hb(mP )π. Such a relation will not be
obtained if the Zb states are of tetraquark structure because the decay of a b¯q¯bq tetraquark
into the hbπ knows nothing about the decay into the open-bottom channels. Here, if
we impose spin symmetry for z and z′, one would get for ξm simply the ratio of phase
spaces. In reality the second factor which is the square of the ratio of effective couplings,
c.f. Eq. (4.42), deviates from unity due to spin symmetry violations enhanced by the
proximity of the B(∗)B¯∗ thresholds as discussed above.
Heavy quark spin symmetry allows one to gain more insight into the molecular structure.
Because the χbJ(mP ) are the spin-multiplet partners of the hb(mP ), the radiative decays
of the neutral Z
(′)0
b into χbJ(mP )γ can be related to the hadronic decays of the Z
(′)
b , no
matter whether they are neutral or charged, into the hb(mP )π. It is therefore useful to
define the following ratios
Ω[
Z
(′)
b
,χbJ (mP )
] :=
Γ(Z
(′)0
b → χbJ(mP )γ)
Γ(Z
(′)0
b → hb(mP )π0)
. (4.60)
With the coupling constants in the bottom meson–photon Lagrangian determined from
elsewhere, see for instance Ref. [68], such ratios can be predicted with no free parameters.
At the hadronic level, the Zb radiative transitions can only be related to the hadronic ones
if the Zb’s are hadronic molecules so that the two different types of transitions involve the
same set of coupling constants (modulo the bottom meson–pion/photon coupling which
can be determined from other processes or lattice simulations). Thus, if the branching
fractions of the radiative transitions are large enough to be detected, such a measurement
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Table 4.4: The ratios defined in Eq.(4.61) for all channels. Uncertainties are given, when-
ever they can be controlled theoretically.
(J = 0) : (J = 1) : (J = 2)
Zb → χbJ(1P )γ 1 : 2.5 : 3.7
Z ′b → χbJ(1P )γ 1 : 2.9 : 4.4
Zb → χbJ(2P )γ 1 : (2.1± 0.6) : (2.9± 0.8)
Z ′b → χbJ(2P )γ 1 : (3.0± 0.9) : (4.2± 1.2)
would provide valuable information on the nature of the Zb states. The results for the
ratios Ω are collected in Tab. 4.3.
Using the branching ratio B(Z(′)b → hb(1P, 2P )π+), we find that the branching ratios of
Z
(′)
b → χbJ (1P, 2P )γ are of order 10−4 ∼ 10−3. The largest branching fractions of the
χbJ(mP ) are those into the γΥ(nS), and the Υ(nS) can be easily measured. Thus, the
final states for measuring the Z0b → χbJγ would be the same as those of the Z0b → Υ(nS)π0
because the π0 events are selected from photon pairs. This means that the detection effi-
ciency and background of these two processes would be similar. In the preliminary experi-
mental results [102], the Zb(10610)
0 event number collected in the Υ(1S, 2S)π0 channels is
of order O(100). Given that the luminosity of the future Super-KEKB could be two orders
of magnitude higher than KEKB, such transitions will hopefully be measured. Further-
more, one may also expect to measure these radiative transitions at the LHCb. Note that
the experimental confirmation of the ratios given in Tab. 4.3 would be a highly nontrivial
evidence for the molecular nature of the Zb states.
Lacking knowledge of the χbJ(3P )BB¯ coupling constant, the transitions into the 3P
states cannot be predicted parameter-free. However, they can be used to check the pat-
tern in Eq. (4.44) predicted by the power counting analysis. The decay widths of the
Zb → χbJ(mP )γ are proportional to g21,mP . Taking the same value for g21,mP , the explicit
evaluation of the triangle loops gives 1 : 1.8 : 4.4 for the ratios defined in Eq. (4.44) with
J = 1. The values are close to the ones in Eq. (4.44), and thus confirm the 1/v¯ scaling in
Eq. (4.43) of the amplitudes.
As observed in Ref. [24], the NREFT leading loop calculation preserves the heavy quark
spin structure. Because the Zb contains both sbb¯ = 0 and 1 components, the leading
contribution to its transitions into the normal bottomonia, which are eigenstates of sbb¯,
comply with the spin symmetry. This conclusion should be true no matter what nature
the Zb’s have as long as the spin structure does not change. Thus, one expects that the
branching fraction ratios of the decays of the same Zb into a spin-multiplet bottomonia
plus a pion or photon, such as
B(Z(′)b → χb0(mP )γ) : B(Z(′)b → χb1(mP )γ) : B(Z(′)b → χb2(mP )γ), (4.61)
are insensitive to the structure of the Zb. This statement may be confirmed by observing
that our results, as shown in Tab. 4.4 agree with the ratios 1 : 2.6 : 4.1 (for the 1P
states) and 1 : 2.5 : 3.8 (for the 2P states) which are obtained solely based on heavy
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quark spin symmetry in Ref. [103]. One may expect a derivation from the spin symmetry
results, which is due to the mass difference between the B and B∗ mesons, to be of order
O(2ΛQCD/mB) ∼ 10%. The central values given in Tab. 4.4 deviate from the spin symmetry
results by at most 20%, and they are fully consistent considering the uncertainties.
4.3.3 Comparison with other works on Zb decays
Since their discovery in an impressive number of theoretical works the molecular nature
of the Zb states was investigated. In this section we compare in some detail our approach
to the calculations in Refs. [104–107] which deal with some of the decays considered in
our paper. Common to most of these works is that, contrary to our approach, the second
part of the one loop integral shown in Fig. 4.8 (e) is either approximated [104, 105] or
calculated differently [106]. Especially, by this the analytic structure of the loop gets
changed converting it to a topology of type (f) in that figure, since the second B(∗)B¯(∗) cut
was removed from the loop. However, our power counting gives that it is exactly this cut
that drives the enhancement of the one loop diagrams compared to the two-loop diagrams.
Since the loop of type (f) gives the wave function at the origin in r-space, the formalism
applied in Refs. [104–106] is basically identical to that used in the classic calculations for
the decay of positronium into two photons. However, as discussed in detail in Ref. [9],
it is applicable only if the range of the transition potential from the constituents to the
final state is significantly shorter ranged than the potential that formed the molecule —
a scale not to be mixed up with the size of the molecule which can be very large for a
shallow bound state. However, the range of the binding momentum of the Zb states is not
known and might well be of the order of the range of the transition potential (at least as
long as the final bottomonium is not a ground state). In such a situation in Ref. [9] it is
proposed to calculate the full loop function for the transitions, as done here in our work,
which in effect means to expand around the limit of a zero range potential that forms the
bound state. In that paper it is also shown that the potentially most important corrections
to the transition rate cancel, such that the uncertainty of the procedure is given by the
binding momentum of the molecule in units of the range of forces and not of the order of
the final momenta in units of the range of forces. This gives an additional justification for
the approach we are using. We now discuss the formalisms of Refs. [104–107] in some more
detail.
In Ref. [104] an effective field theory called X-EFT is used. It is valid for hadronic molecules
with small binding energies so that the pion mass and the heavy meson hyperfine splitting
are hard scales. The decays of the Z
(′)
b can be represented by a bubble with two vertices, one
connecting the B(∗)B¯∗ to the Z(′)b states and the other is a local operator for the B
(∗)B¯∗π(b¯b)
coupling. The coefficient of the local operator depends on the pion energy, and is obtained
by matching to the tree-level diagrams in heavy hadron chiral perturbation theory. For
more details, we refer to Refs. [23, 108]. The ratios of Γ(Z ′ → Υ(3S)π)/Γ(Z → Υ(3S)π)
and Γ(Z ′ → hb(2P )π)/Γ(Z → hb(2P )π) were calculated in Ref. [104] assuming z = z′. As
outlined in the discussion below Eq. (4.59), in this case these ratios are just the ratios of
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phase spaces and thus our results for them agree for z = z′. The method of Ref. [105] is a
phenomenological variant of the approach outlined above.
Also in Ref. [106] the transition from the intermediate B(∗)B¯∗-system to the final π(b¯b)
system was assumed to be local, however, here the strength of this local operator was
calculated differently: the authors estimate it via the overlap integral of the b¯b component
in the B(∗)B¯∗ wave function with the outgoing b¯b pair in the presence of a dipole operator.
While this procedure is certainly justified when there are 1P states in the final state —
here the relative momenta between the two B mesons are beyond 2.5 GeV and indeed in
this case our effective field theory does not converge anymore (c.f. Sec. 4.3.1) — we regard
it as questionable for the 2P states. There is one more difference, namely the fact that in
the formalism of Ref. [106], the transitions to the γχbJ(nP ) final states are disconnected
from those to the πhb(nP ) states, while in our approach they are connected as discussed
in detail above. Thus, an experimental observation of the decay of one of the Zb states to,
say, γχbJ(2P ) would allow one to decide on the applicability of our approach.
Similar to our work, in Ref. [107] the full heavy meson loop is evaluated, but regularized
with a form factor. Absolute predictions are given for the transitions using a model to
estimate the B(∗)B¯(∗)(b¯b) coupling — it is difficult to judge the uncertainty induced by
this. In a first step in that work a cut-off parameter was adjusted to reproduce each
individual transition. It is found that the cut-off parameters needed for the hbπ transitions
are typically larger and closer together than those needed for the Υπ transitions. This hints
at form factor effects being not very significant in the former decays. This interpretation
is also supported by the observation that the ratios of decay rates — the same quantities
as investigated here — are found to be basically independent of the form factor. In this
sense the phenomenological studies of Ref. [107] provide additional support for the effective
field theory calculation presented here, although a well-controlled error estimate cannot be
expected from such a method.
4.4 Conclusion
In two approaches we studied properties of the recently discovered Zb states. We were
able to show that the data in Ref. [76] is consistent with the assumption that the main
components of the lower and higher Zb states are S-wave BB¯
∗+c.c. and B∗B¯∗ bound states,
respectively. A small compact tetraquark component, however, can not be excluded.
It is difficult to distinguish between resonance and bound state scenarios with the invariant
mass spectra in Ref. [76]. However, the fact that in a later publication Belle reported decays
of the states into the B∗B¯ and B∗B¯∗, respectively, which indicates a pole position above
the open threshold.
We have demonstrated that, if the Zb states are indeed generated from non-perturbative
BB¯∗ + c.c. and B∗B¯∗ dynamics, the data should not be analyzed using a Breit-Wigner
parametrization. This statement can also be reversed: if a near threshold state can be
described by a Breit-Wigner form, it is not dynamically generated, as this is possible only,
if the coupling of the resonance to the continuum channel is very weak. At present the
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data appears to be consistent with line shapes that result from dynamical states. Therefore
a decision about the nature of the Zb states will be possible only once data with higher
resolution and statistics will be available.
In the second part we assume that both Zb and Z
′
b are hadronic molecules predominantly
coupling to BB¯∗ and B∗B¯∗, respectively, in line with the data by the Belle Collaboration.
As a consequence of this assumption, the Zb states can only couple through B
(∗)B¯∗–loops.
Using NREFT power counting we argue that
• the decay channels Z(′)b → Υ(nS)π as well as the transitions into the ground state
P -wave bottomonia in the final state can not be controlled within the effective field
theory, since higher loop contributions are expected to dominate the transitions;
• model-independent predictions can be provided for Z(′)b → hb(2P )π and radiative
decays Z
(′)
b → χbJ (2P )γ.
The ratios for Zb and Z
′
b decays into the same final states hb(mP )π are consistent with the
experimental data. Our results reflect the fact that those ratios are essentially the ratio of
the corresponding phase space factors times the ratio of the ZbBB¯
∗ and Z ′bB
∗B¯∗ couplings
squared. If further experimental analysis with higher statistics could confirm this fact,
it would be a very strong evidence for the molecular interpretation since such a relation
cannot be obtained from, e.g., a tetraquark structure.
Furthermore, we calculate branching fractions for the final states χbJ(mP )γ. They are pre-
dicted to be of order 10−4 ∼ 10−3. Although this is clearly a challenge to experimentalists,
a confirmation of these rates would strongly support the molecular picture. It is noted that
the ratios of a certain Zb into bottomonia in the same spin multiplet are insensitive to the
structure of the Zb, and may be obtained solely based on heavy quark spin symmetry.
Chapter 5
Summary and Outlook
In this work we have studied hadronic molecules in the heavy quark sector. The candidates
we have discussed are D∗s0(2317) and Ds1(2460) in the open charm sector and Zb(10610)
and Zb(10650) in the bottomonium sector. Throughout this work we have presented ar-
guments why we believe that the first two are DK and D∗K bound states, respectively,
while the latter two are BB∗ and B∗B∗ resonances, respectively. Naturally, this is not
the only possible explanation. The molecular interpretation is challenged by a number of
other approaches. Namely, D∗s0 and Ds1 are also claimed to be conventional cs¯ states or
tetraquarks. Similarly, features of the Zb states can also be explained by a tetraquark na-
ture. The aim of this work was to provide ways to identify the most prominent component
in the wave function of these states.
In the case of the charm-strange mesons we could make use of the fact that the interaction
between charmed mesons and Goldstone bosons is dictated by chiral symmetry. This
allowed us to dynamically generateD∗s0 andDs1 as poles in unitarized scattering amplitudes
with coupled channels D(∗)K and D(∗)s η, respectively. The fact that we were able to
produce both poles in perfect agreement with the experimental data with the same set
of parameters can be seen as a support for our interpretation. Furthermore we were
able to make predictions for these states. The most promising channel to distinguish
between conventional cs¯ states and bound states are the hadronic decays D∗s0 → Dsπ and
Ds1 → D∗sπ. These isospin violating decays are predicted to be of single keV order for
conventional cs¯ states or tetraquarks. However, we found them to be significantly larger
for bound states since the loops there necessarily present lead to enhanced, non-analytic
isospin violating terms. The decay widths are
Γ(D∗s0 → Dsπ0) = (133± 22) keV Γ(Ds1 → D∗sπ0) = (69± 26) keV. (5.1)
These values are large enough to be measured by the upcoming PANDA experiment at the
FAIR collider which currently is the most promising experiment for these states. The start
of measurements there is scheduled to be in the end of 2018. Additional information may
also come from the next generation B−factories like Belle II, especially when one considers
that Ds1 was discovered at a B−factory, BaBar. Belle II is currently scheduled to start
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operating by the end of 2016. At the same time we can state that the radiative decays will
probably not provide information about the nature of the decaying states. The numbers
predicted by different approaches are too close together and also so small that measure-
ments are challenging even for the dedicated experiments like PANDA. Besides predictions
for future experiments we can also make predictions that can be tested by lattice calcula-
tions. The kaon mass dependence of the binding energy or the mass turns out to be the
most promising channel here. We predict that bound states will have a linear dependence
with a slope of about unity while conventional cs¯ states will have quadratic dependence.
We would like to encourage the lattice community to perform these calculations.
Finally we predict B(∗)K bound states. Heavy quark spin and flavor symmetry tells us
that the dynamics in all these channels are the same up to higher order effects. We predict
their masses to be
MBs0 = (5663± 48± 30) MeV, MBs1 = (5712± 48± 30) MeV. (5.2)
Among the currently operating experiments the LHCb experiment at the LHC is the most
promising one to measure these states.
The second part of this work deals with the newly discovered charged bottomonium states.
In direct comparison to the first part we need to state that a dynamical generation of the
states is not possible here since chiral symmetry does not dictate the kinematics of B(∗)B∗
scattering. However, we present other ways to pin down the nature of the Zb states. We
can calculate parameter free, model independent ratios for the currently measured decay
channels, i.e. Υπ and hbπ. We find that these ratios are basically the ratio of the decays
into the BB∗ and B∗B∗ channels, respectively. This is something e.g. tetraquark models
cannot explain naturally. These ratios can be tested once updated data from Belle is
available, the current data is not yet decisive.
We present a detailed discussion of the lineshape of hadronic molecules for different pole
positions. This way bound states, resonances and virtual states can be distinguished. In
the case of the Zb states we find that their lineshapes are consistent with the assumption
that they are bound states rather than resonances. However, updated experimental data
has shown that they decay primarily into the continuum states and are therefore more
likely to be located above threshold. An important remark here is for states very close to
open thresholds — which is the case for the Zb states — a simple Breit-Wigner fit is not
appropriate. A new fit of the experimental data using a Flatte´ parametrization is desirable
here.
Finally we can predict a new decay channel: Z
(′)
b → χbγ. The branching fractions are of
order 10−4 ∼ 10−3 which makes them difficult, yet not impossible to measure. Confirma-
tion of these states would be a highly nontrivial confirmation of our interpretation. The
luminosity of Super-KEKB could be sufficient to measure it at Belle II.
Appendix A
Kinematics
A.1 Kinematics of Two-Body Decays
~P , M, (λ)
~q1, m1, (λ1)
~q2, m2, (λ2)
Figure A.1: General form of a two-body decay
The major part of this work deals with two-body decays. In this section we will discuss
some general properties of these processes. Fig. A.1 shows the kinematics for the decay of a
particle with massM into two particles with masses m1 andm2. The possible polarizations
in the case of (axial-)vector mesons are denoted by λ, λI and λII . In almost all possible
scenarios for two-body decays the rest frame of the decaying particle with P = (M,~0)
is the best choice. Throughout this work we use it exclusively. In the rest frame energy
conservation givesM = E1+E2 and momentum conservation gives ~q1 = −~q2 ≡ ~q. Together
with E2i = m
2
i + ~q
2 we find
E1 =
M2 +m21 −m22
2M
E2 =
M2 +m22 −m21
2M
. (A.1)
Taking the square of this and replacing E21 = ~q
2 +m21 we can obtain the absolute of the
three momenta of the outgoing particles:
|~q| =
√
[(M2 − (m1 +m2)2][(M2 − (m1 −m2)2]
2M
. (A.2)
The decay width is given by
dΓ =
1
32π2
~q
M2
|M|2 dΩ (A.3)
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with the solid angle of particle 1, dΩ = dφ1d(cos θ1). In all processes we will calculate at
least one of the three particles will be a (axial-)vector particle. In this case M is not nec-
essarily independent of the solid angle. But since we are not interested in the polarizations
of the (axial-)vector mesons we will average the amplitude over the polarizations of the
incoming particle and sum over the polarizations of the outgoing particles. Average means
we sum over the three possible polarizations for a spin-1 particle and divide by 3. This is
exactly what a detector that cannot measure polarizations see. For the process of a vector
meson with polarization λ decaying into a vector meson with polarization λ′ and a scalar
meson we can write the matrix element as
εµ(P, λ)εκ(q1, λ1)Mµκ. (A.4)
One can show that in general the sum over all polarizations of an external particle can be
replaced by ∑
λ
εµ(q, λ)ε∗ν(q, λ)→ −gµν + q
µqν
q2
. (A.5)
Note that this is not an equality, but it holds for the matrix element if one rewrites it as
M = εµ(P, λ)εν(q, λ1)Mµν as
|M|2 = 1
3
3∑
λ,λ1=1
|εµ(P, λ)εν(q1, λ1)Mµν |2 =MµνM∗αβ
(
−gµα + P
µP α
P 2
)(
−gνβ + q
νqβ
q2
)
(A.6)
Note that this replacement explicitly satisfies the relation εµ(q)q
µ = 0 that one can derive
from the Proca Lagrangian.
The situation is slightly different for the case of photons. Since they are massless particles
physical photons are only allowed to have two degrees of freedom. Also, with the photon
four momentum k2 a replacement as in Eq. (A.5) would lead to a singular expression.
One can however show that any amplitude with a physical photon, εµ(γ, k)Mµ fulfills
kµMµ = 0. This is known as the Ward Identity, see e.g. [109]. With this equality one can
further show that the sum over the polarizations in the case of the photon results into
εµ(γ, k)ε
∗
ν(γ, k)Mµν = (−gµν)Mµν . (A.7)
We can now come back to Eq. (A.3). The matrix element where we have averaged over
the polarizations is independent of the solid angle Ω and we can carry out the angular
integration easily. We find
Γ =
1
8π
|M|2 |~q|
M2
. (A.8)
A.2 Kinetic Energy for (Axial-)Vector Mesons
In this section we present the discussion of massive vector mesons based on Ref. [110].
The standard Lagrangian for vector particles A with mass MA reads
LA = −1
2
AµνA†µν +M
2
AA
µA†µ (A.9)
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with the field strength tensor Aµν = ∂µAν − ∂νAµ. From this one can derive the Euler-
Lagrange equation:
∂µ
∂L
∂
(
∂µA
†
ν
) − ∂L
∂A†ν
= 0 = ∂ν∂ · A−Aν −M2AAν . (A.10)
If we contract this equation with ∂ν we find
M2A∂·A = 0. (A.11)
In other words massive vector bosons have to fulfill ∂·A = 0. This ensures that the physical
vector mesons only have three degrees of freedom. The general solution to the equations
of motion reads
Aµ(x) =
∫
d4k
3∑
λ=1
[
a(λ)(k)ε(λ)µ e
−ik·x + a(λ)†(k)ε∗(λ)µ e
ik·x] ∣∣∣∣
k0=
√
k2+M2
A
(A.12)
with the creation and annihilation operators that fulfill the commutator relation[
a(λ)(k), a(λ
′)†(k′)
]
= δλλ′2k
0(2π)3δ(3)(~k − ~k′). (A.13)
The three polarization vectors ε
(λ)
µ are space-like, orthonormal and orthogonal to the time-
like kµ. The resulting relations are
ε(λ)µ · εµ(λ
′) = δλλ′
∑
λ
ε(λ)µ (k)ε
(λ)
ν (k) = −
(
gµν − kµkν
M2A
)
. (A.14)
The propagator is given by the two-point Green’s function
〈0|TAµ(x)Aν(y)|0〉 = −i
∫
d4k
(2π)4
e−ik·(x−y)
gµν − kµkν/M2A
k2 −M2A + iε
− 2i
M2A
δµ0δν0δ
(4)(x− y). (A.15)
As one can see the last term violates Lorentz covariance. One can solve this problem by
introducing an additional term to the Lagrangian:
LA = −1
2
AµνA†µν +M
2
AA
µA†µ − λ (∂µAµ)
(
∂νA
†ν) . (A.16)
The propagator resulting from this is
〈0 |TAµ(x)Aν(x)| 0〉 = −i
∫
d4k
(2π)4
e−ik·(x−y) × (A.17)
×
(
gµν − kµkν
k2 −M2V + iε
+
1− λ
λk2 −M2V + iε
kµkν
k2 −M2V + iε
)
.(A.18)
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We are free to choose the parameter λ. For λ = 0 we recover the propagator from the
Proca theory. In momentum space this is
i
k2 −M2A + iε
(
kµkν
M2A
− gµν
)
, (A.19)
which for λ = 1 simplifies to
−igµν
k2 −M2A + iε
. (A.20)
The additional term does not only effect the propagator but also the coupling of a photon
to the electric charge. Since the additional term has derivatives, the emission of a photon
with momentum k from an incoming vector meson with momentum p becomes
ie (gµνkα − gµαkν + gανkµ) εµ(p)εν(q)εα(k) (A.21)
instead of
ie (gµνkα − gµαpν − gανqµ) εµ(p)εν(q)εα(k). (A.22)
q = p− k is the momentum of the outgoing vector meson.
A.3 Tensor Mesons
In this section we introduce tensor fields T ij . The fields are symmetric in the spinor indices
and traceless:
T ij = T ji, T ii = 0. (A.23)
The corresponding polarization vectors obey
piε
ij
(λ)(p) = pjε
ij
(λ)(p) = 0. (A.24)
The polarization sum reads∑
λ
piε
ij
(λ)(p)piε
†kl
(λ)(p) =
1
3
gijgkl − 1
2
(
gikgjl + gilgjk
)
. (A.25)
The resulting propagator for a tensor meson with momentum l and mass MT is
i
1
3
gijgkl − 1
2
(
gikgjl + gilgjk
)
[l0 −~l2/2MT −MT + iε]
. (A.26)
Appendix B
Electromagnetic Decay of D∗s0 and Ds1
B.1 Integrals
In this section we will calculate the relativistic scalar loop integrals with one, two and three
propagators. These are the relevant integrals for the radiative decays of D∗s0, Ds1 and their
bottom partners. The first step is to simplify the denominator by introducing so-called
Feynman parameters:
1
A1A2...An
=
∫ 1
0
dx1...dxnδ
(∑
xi − 1
) (n− 1)!
(x1A1 + x2A2 + ...+ xnAn)n
(B.1)
The remaining four-momentum integration can further be simplified by shifting the inte-
gration parameter. This integration is carried out in dimension d to isolate divergences:
i
∫
d4l
(2π)4
→ lim
d→4
µ4−di
∫
ddl
(2π)d
(B.2)
We can then use the master formula for dimensional regularization, see Ref. [109]:
i
∫
ddl
(2π)d
1
(l2 −∆)n =
(−1)n+1
(4π)d/2
Γ(n− d/2)
Γ(n)
(1/∆)n−d/2 . (B.3)
For divergent integrals we need to expand up to O(d− 4):
(1/∆)2−d/2 = 1− (4− d)/2 log∆ + ..., µd−4 = 1 + (d− 4) logµ+ ... (B.4)
The O(d− 4) terms can contribute when multiplied by the divergent term
Γ
(
d− 4
2
)
=
2
d− 4 − γ + O(d− 4) (B.5)
where γ ∼ 0.5772 is the Euler-Mascheroni constant.
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We give the results explicitely. The tadpole integral reads
T
(
M21
)
=iµ4−d
∫
ddl
(2π)d
1
[l2 −M21 + iε]
=
M21
(4π)2
2
d− 2
[
log
M21
µ2
− λ¯
]
+ O(4− d) (B.6)
with the divergence λ¯ = 2/(d− 4)− γ + log 4π. The results for two and three propagators
are
I(0)(p2,M21 ,M
2
2 ) = iµ
4−d
∫
ddl
(2π)d
1
[(p− l)2 −M21 + iε]]l2 −M22 + iε]
(B.7)
=
1
(4π)2
∫ 1
0
dx
[
log
∆2
µ2
− λ¯
]
+ O(4− d) (B.8)
and
J (0)(p2, q2, (p− q)2,M21 ,M22 ,M23 )= (B.9)
=iµ4−d
∫
ddl
(2π)d
1
[(p− l)2 −M21 + iε][(q − l)2 −M22 + iε]l2 −M23 + iε]
(B.10)
=
1
(4π)2
1
2
∫ 1
0
d3x δ
(
1−
∑
xi
) 1
∆3
+ O(4− d), (B.11)
respectively, where we have defined
∆2 ≡ x(x− 1)p2 + xM21 + (1− x)M22 (B.12)
∆3 ≡ x1M21 + x2M22 + x3m3 − x1x2p2 − x2x3q2 − x1x3(p− q)2. (B.13)
B.2 Tensor Reduction
We will use the method of tensor reduction to simplify the occuring integrals in such a way
that only the scalar integrals calculated in the previous section remain. The general idea is
to make an ansatz for the integral using all orthogonal projectors that can be constructed
of the occuring Lorentz structures. In the case of two propagators these are
i
∫
ddl
(2π)d
lµ
[(q − l)2 −M21 ][l2 −M22 ]
= qµI
(1)(q2,M21 ,M
2
2 )
i
∫
ddl
(2π)d
lµlν
[(q − l)2 −M21 ][l2 −M22 ]
=
=
[
gµν − qµqν
q2
]
I
(2)
0 (q
2,M21 ,M
2
2 ) +
qµqν
q2
I
(2)
1 (q
2,M21 ,M
2
2 ).
(B.14)
The scalar integrals are obtained by simply multiplying by the projectors. Since we con-
structed them orthogonally we can immediately get the corresponding integrals. By using
the identity
q · l = 1
2
{[
l2 −M22
]− [(q − l)2 −M21 ]+ q2 −M21 +M22} (B.15)
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we can finally reduce the expressions to the integrals T (M2) and I(0)(q2,M21 ,M
2
2 ). The
results are
I(1)(q2,M21 ,M
2
2 )=
1
2q2
{
T (M21 )− T (M22 ) +
[
q2 −M21 +M22
]
I(0)
(
q2,M22 ,M
2
3
) }
(B.16)
and
I
(2)
0 (q
2,M21 ,M
2
2 )=
1
d− 1
{
T (M21 ) +M
2
2 I
(0)(q2,M21 ,M
2
2 )− I(2)1 (q2,M21 ,M22 )
}
I
(2)
1 (q
2,M21 ,M
2
2 )=
1
2
{
T (M21 ) +
[
q2 −M21 +M22
]
I(1)(q2,M21 ,M
2
2 )
}
. (B.17)
Tensor reduction for three propagators is slighty more complicated since we have two linerly
independent momenta p and q. We define qµ⊥ = p
µ − qµ(q · p)/q2 to contruct orthogonal
projectors. For simplicity we drop the argument (p2, q2, (p− q)2,M21 ,M22 ,M23 ) for all J (i)j .
i
∫
ddl
(2π)d
lµ
[(p− l)2 −M21 ][(q − l)2 −M22 ][l2 −M23 ]
= qµJ
(1)
1 + q
µ
⊥J
(1)
2
i
∫
ddl
(2π)d
lµlν
[(p− l)2 −M21 ][(q − l)2 −M22 ][l2 −M23 ]
= (B.18)
=
[
gµν − q
µqν
q2
− q
µ
⊥q
ν
⊥
q2⊥
]
J
(2)
0 +
qµqν
q2
J
(2)
1 ++
qµ⊥q
ν
⊥
q2⊥
J
(2)
2 +
qµ⊥q
ν + qµqν⊥
q2
J
(2)
3
and further calculation yields to
J
(1)
1 =
1
2q2
{
I(0)
(
(p− q)2,M21 ,M22
)− I(0) (p2,M21 ,M23 )+ [q2 −M22 +M23 ] J (0)}
J
(1)
2 =
1
2q2⊥
{
I(0)
(
(p− q)2,M21 ,M22
)− I(0) (q2,M22 ,M23 )
+
[
p2 −M21 +M23
]
J (0) − 2q · pJ (1)1
}
(B.19)
and
J
(2)
0 =
1
d− 2
{
I(0)
(
(p− q)2,M21 ,M22
)
+M23J
(0) − J (2)1 − J (2)2
}
J
(2)
1 =
1
2q2
{
k · qI(1) ((p− q)2,M21 ,M22 )+ q2I(0) ((p− q)2,M21 ,M22 )
−p · qI(1) (p2,M21 ,M23 )+ [q2 −M22 +M23 ] q2J (1)1 }
J
(2)
2 =
1
2q2
{
− k · qI(1) ((p− q)2,M21 ,M22 )+ q · pI(1) (p2,M21 ,M23 )
+
[
k · qq2 − q2M21 + q · pM22 − k · qM23
]
J
(1)
2
}
J
(2)
3 =
1
2
{
I(1)
(
(p− q)2,M21 ,M22
)− I(1) (p2,M21 ,M23 )+ [q2 −M22 +M23 ] J (1)2 }(B.20)
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Electric Charge (EC :
(a) (b) (c) (d) (e)
Magnetic Moment (MM) :
Mass Renormalization (MR) :
(a) (b) (c) (d)
(b)(a)
Figure B.1: All possible diagrams. Double lines denote the molecules, single lines the
charmed mesons and dashed lines the kaons. In the last line (c) and (d) denote the
diagrams where the photon couples to the electric charge and magnetic moment of the
outgoing heavy meson, respectively.
B.3 Amplitudes
In this section we will present the amplitudes for the radiative decays of the molecular
states D∗s0, Ds1 and their open bottom partners. The kinematics are such that the incoming
particle has the momentum p, the outgoing heavy meson carries the momentum q and the
photon k = p − q. We can parametrize the amplitudes with the polarization vectors for
the photon and heavy mesons:
AD∗s0→D∗sγ = AD∗s0→D∗sγµβ εµ(γ, k)εβ(D∗s , q)
ADs1→Dsγ = ADs1→Dsγµα εµ(γ, k)εα(Ds1, p)
ADs1→D∗sγ = ADs1→D∗sγµαβ εµ(γ, k)εα(Ds1, p)εα(D∗s , q)
ADs1→D∗s0γ = ADs1→D∗s0γµα εµ(γ, k)εα(Ds1, p)
ABs0→B∗sγ = ABs0→B∗sγµβ εµ(γ, k)εβ(B∗s , q)
ABs1→Bsγ = ABs1→Bsγµα εµ(γ, k)εα(Bs1, p)
ABs1→B∗sγ = ABs1→B∗sγµαβ εµ(γ, k)εα(Bs1, p)εα(B∗s , q)
ABs1→Bs0γ = ABs1→Bs0γµα εµ(γ, k)εα(Bs1, p) (B.21)
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Table B.1: All intermediate loop mesons for the diagrams of the type EC, first line in
Fig. (B.1)
D∗s0 → D∗sγ Ds1 → Dsγ Ds1 → D∗sγ Bs0 → B∗s γ Bs1 → Bsγ Bs1 → B∗s γ
(1a) D0K+ D∗0K+ D∗0K+ − − −
(1b) D0K+ D∗0K+ D∗0K+ − − −
(1c) − − − B−B−K+ B∗−B∗−K+ B∗−B∗−K+
(1d) K+K+D0 K+K+D∗0 K+K+D∗0 K+K+B− K+K+B∗− K+K+B∗−
(1e) D0K+ D∗0K+ D∗0K+ B−K+ B∗−K+ B∗−K+
(2a) D+K0 D∗+K0 D∗+K0 − − −
(2b) D+K0 D∗+K0 D∗+K0 − − −
(2c) D+D+K0 D∗+D∗+K0 D∗+D∗+K0 − − −
(2d) − − − − − −
(2e) D+K0 D∗+K0 D∗+K0 − − −
Table B.2: All intermediate loop mesons for the diagrams of the type MM , second line in
Fig. (B.1)
D∗s0 → D∗sγ Ds1 → Dsγ Ds1 → D∗sγ Bs0 → B∗s γ Bs1 → Bsγ Bs1 → B∗s γ
(1a) D0D∗0K+ D∗0D∗0K+ D∗0D∗0K+ B0B∗0K+ B∗−B∗−K+ B∗−B∗−K+
D∗0D0K+ B∗−B−K+
(1b) D0K+ D∗0K+ D∗0K+ B−K+ B∗−K+ B∗−K+
D∗0K+ B∗−K+
(2a) D+D∗+K0 D∗+D∗+K0 D∗+D∗+K0 B0B∗0K0 B∗0B∗0K0 B∗0B∗0K0
D∗+D+K0 B∗0B0K0
(2b) D+K0 D∗+K0 D∗+K0 B0K0 B∗0K0 B∗0K0
D∗+K0 B∗0K0
Furthermore we can define overall constants to simplify the amplitudes:
CDK = egπMDMD
∗gDK
Fπ
, CD∗K = egπMDMD
∗gD∗K
Fπ
,
CBK = egπMBMB
∗gBK
Fπ
, CB∗K = egπMBMB
∗gB∗K
Fπ
,
CDD∗K = eMDMD∗gDKgD∗K , CBB∗K = eMBMB∗gBKgB∗K . (B.22)
The notation is as follows: 1 means that the intermediate states contain charged kaons and
neutral D−mesons. EC and MM denotes if the photon couples to the electric charge or
the magentic moments, respectively. a-e denote the type of diagram as given in Fig. (B.1).
B.3.1 D∗s0 → D∗sγ
We start with the diagrams with an intermediate charged kaon. The amplitudes where the
photon couples to the electric charge are given by
AD∗s0→D∗sγµβ (EC, 1a) = CDK
qβ
q2
(pµ + qµ)
(p2 − q2)
[
q2I(0)
(
q2,M2D,M
2
K
)− I(1) (q2,M2K ,M2D)] (B.23)
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and
AD∗s0→D∗sγµβ (EC, 1b) = CDK
1
2 (p2 − q2) ×{
− I(0) (p2,M2D,M2K) [gβµ (k2 + p2 − q2)+ 2qµ (kβ + qβ) + 2pµqβ]
+2gβµk
ξI
(1)
ξ
(
p2,M2K ,M
2
D
)− 2kβI(1)µ (p2,M2K ,M2D)
+2 (pµ + qµ) I
(1)
β
(
p2,M2K ,M
2
D
)}
(B.24)
AD∗s0→D∗sγµβ (EC, 1c) = 0 (B.25)
AD∗s0→D∗sγµβ (EC, 1d) = CDK ×{
qβ
[
2J (1)µ
(
p2, q2, k2,M2K ,M
2
K ,M
2
D
)− (pµ + qµ)J (0) (p2, q2, k2,M2K ,M2K ,M2D)]
+ (pµ + qµ) J
(1)
β
(
p2, q2, k2,M2K ,M
2
K ,M
2
D
)− 2J (2)βµ (p2, q2, k2,M2K ,M2K ,M2D)}, (B.26)
AD∗s0→D∗sγµβ (EC, 1e) = CDKgβµI(0)
(
p2,M2D,M
2
K
)
, (B.27)
We can find two diagrams where the photon couples to the magnetic moment of the charmed
meson:
AD∗s0→D∗sγµβ (MM, 1a) = CDK
2(d− 3)
√
M2DM
2
D∗
(
βM2Q + 1
)
3M2Q
×{(
vβk · v − v2kβ
)
J (1)µ
(
p2, q2, k2,M2D,M
2
D∗ ,M
2
K
)
+
[
kν
(
v2gβµ − vβvµ
)
+ vν (kβvµ − gβµk · v)
]
J (1)ν
(
p2, q2, k2,M2D,M
2
D∗ ,M
2
K
)}
(B.28)
and
AD∗s0→D∗sγµβ (MM, 1b) = −CDK
√
M2D∗
(
βM2Q + 2
)
6M2Q (p
2 − q2) × (B.29)[
kβI
(1)
µ
(
p2,M2D,M
2
K
)− kξgβµI(1)ξ (p2,M2D,M2K)] . (B.30)
The mass renormalization condition gives
gD
0K+
MR =
CDK
e
I(1) (p2,M2K ,M
2
D)− p2I(0) (p2,M2D,M2K)
p2
(B.31)
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AD∗s0→D∗sγµβ (EC,MR) = CDK
kβqµ − k · qgβµ
p2 (p2 − q2)
[
p2I(0)
(
p2,M2D,M
2
K
)− I(1) (p2,M2K ,M2D)]
(B.32)
The additional diagrams from the mass renormalization term read
AD∗s0→D∗sγµβ (MR,EC, 1a) = egD
0K+
MR
qβ (pµ + qµ)
p2 − q2 (B.33)
AD∗s0→D∗sγµβ (MR,EC, 1b) = −egD
0K+
MR
(gβµk · p+ pµqβ + pβqµ)
p2 − q2 (B.34)
and
AD∗s0→D∗sγµβ (MR,EC, 1c) = egD
0K+
MR gβµ. (B.35)
The ones with the magentic moment couplings are
AD∗s0→D∗sγµβ (MR,MM, 1a) = −
√
M2D∗eg
D0K+
MR
(
βM2Q + 2
)
(kβpµ − gβµk · p)
6M2Q (p
2 − q2) (B.36)
We now come to the diagrams with neutral kaons. The diagrams of type EC read
AD∗s0→D∗sγµβ (EC, 2a) = CDK
qβ
q2
pµ + qµ
p2 − q2 I
(1)
(
q2,M2D,M
2
K
)
(B.37)
AD∗s0→D∗sγµβ (EC, 2b) = −CDK
gβµk · q + pµqβ + pβqµ
p2 (p2 − q2) I
(1)
(
p2,M2D,M
2
K
)
(B.38)
AD∗s0→D∗sγµβ (EC, 2c) = CDK ×[
2J
(2)
βµ
(
p2, q2, k2,M2D,M
2
D,M
2
K
)− (pµ + qµ)J (1)β (p2, q2, k2,M2D,M2D,M2K)] (B.39)
AD∗s0→D∗sγµβ (EC, 2d) = 0 (B.40)
AD∗s0→D∗sγµβ (EC, 2e) = 0 (B.41)
The diagrams of type MM read
AD∗s0→D∗sγµβ (MM, 2a) = CDK
(d− 3)
√
M2DM
2
D∗
(
βM2Q − 2
)
3M2Q
×{(
v2kβ − vβk · v
)
J (1)µ
(
p2, q2, k2,M2D,M
2
D∗ ,M
2
K
)
(B.42)
+
[
kν
(
vβvµ − v2gβµ
)
+ vν (gβµk · v − kβvµ)
]
J (1)ν
(
p2, q2, k2,M2D,M
2
D∗ ,M
2
K
)}
(B.43)
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AD∗s0→D∗sγµβ (MM, 2b) = −CDK
√
M2D∗
(
βM2Q + 2
)
6M2Q (p
2 − q2) ×[
kβI
(1)
µ
(
p2,M2D,M
2
K
)− kξgβµI(1)ξ (p2,M2D,M2K)] (B.44)
The mass renormalization condition gives
gD
+K0
MR = −CDK
I(1) (p2,M2D,M
2
K)
ep2
(B.45)
The additional diagrams from the mass renormalization term read
AD∗s0→D∗sγµβ (MR,EC, 1a) = egD
+K0
MR
qβ (pµ + qµ)
p2 − q2 (B.46)
AD∗s0→D∗sγµβ (MR,EC, 1b) = egD
+K0
MR
(gβµk · p+ pµqβ + pβqµ)
q2 − p2 (B.47)
and
AD∗s0→D∗sγµβ (MR,EC, 1c) = egD
+K0
MR egβµ. (B.48)
The ones with the magentic moment couplings are
AD∗s0→D∗sγµβ (MR,MM, 1a) = −
√
M2D∗eg
D+K0
MR
(
βM2Q + 2
)
(kβpµ − gβµk · p)
6M2Q (p
2 − q2) . (B.49)
B.3.2 Ds1 → Dsγ
The EC amplitudes read
ADs1→Dsγµα (EC, 1a) = CD∗K
−gαµk · q + pµqα + pαqµ
q2 (p2 − q2) ×[
I(1)
(
q2,M2K ,M
2
D∗
)− q2I(0) (q2,M2D∗ ,M2K)] (B.50)
ADs1→Dsγµα (EC, 1b) = CD∗K
pα (pµ + qµ)
p2 (p2 − q2)
[
p2I(0)
(
p2,M2D∗ ,M
2
K
)− I(1) (p2,M2K ,M2D∗)](B.51)
ADs1→Dsγµα (EC, 1c) = 0 (B.52)
ADs1→Dsγµα (EC, 1d) = CD∗K ×
×
{
qα
[
(pµ + qµ) J
(0)
(
p2, q2, k2,M2K ,M
2
K ,M
2
D∗
)− 2J (1)µ (p2, q2, k2,M2K ,M2K ,M2D∗)](B.53)
− (pµ + qµ)J (1)α
(
p2, q2, k2,M2K ,M
2
K ,M
2
D∗
)
+ 2J (2)αµ
(
p2, q2, k2,M2K ,M
2
K ,M
2
D∗
)}
(B.54)
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ADs1→Dsγµα (EC, 1e) = −CD∗KgαµI(0)
(
p2,M2D∗ ,M
2
K
)
(B.55)
The MM amplitudes read
ADs1→Dsγµα (MM, 1a) = CD∗K
√
M2D∗
(
βM2Q − 1
)
3M2Q
×[
kαJ
(1)
µ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)− kνgαµJ (1)ν (p2, q2, k2,M2D∗ ,M2D∗ ,M2K)] (B.56)
and
ADs1→Dsγµα (EC, 1a) = CD∗K
(d− 3)√M2DM2D∗ (βM2Q − 2)
3M2Q
(
M2D∗s − p2
) ×
{(
vαk · v − v2kα
)
I(1)µ
(
p2,M2D∗ ,M
2
K
)
(B.57)
+I
(1)
ξ
(
p2,M2D∗ ,M
2
K
) [
kξ
(
v2gαµ − vαvµ
)
+ vξ (kαvµ − gαµk · v)
]}
. (B.58)
The mass renormalization condition gives
gD
∗0K+
MR = −CDK
I(1) (p2,M2D,M
2
K)
ep2
(B.59)
The additional diagrams from the mass renormalization term read
ADs1→Dsγµβ (MR,EC, 1a) = egD
∗0K+
MR
(−gαµk · q + pµqα + pαqµ)
p2 − q2 (B.60)
ADs1→Dsγµβ (MR,EC, 1b) = egD
∗0K+
MR
pα (pµ + qµ)
q2 − p2 (B.61)
and
ADs1→Dsγµβ (MR,EC, 1c) = egD
∗0K+
MR gαµ (B.62)
The one with the magentic moment couplings is
ADs1→Dsγµβ (MR,MM, 1a) = egD
∗0K+
MR
(d− 3)
√
M2DM
2
D∗
(
βM2Q − 2
)
3M2Q
(
M2D∗s − p2
) ×
× (gαµ (k · vp · v − v2k · p)+ pµ (v2kα − vαk · v)+ vµ (vαk · p− kαp · v)) (B.63)
The EC amplitudes with charged D−meson read
ADs1→Dsγµα (EC, 2a) = CD∗K
gαµk · q − pµqα − pαqµ
q2 (p2 − q2) I
(1)
(
q2,M2D∗ ,M
2
K
)
(B.64)
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ADs1→Dsγµα (EC, 2b) = CD∗K
pµ + qµ
p2 − q2 I
(1)
α
(
p2,M2D∗ ,M
2
K
)
(B.65)
ADs1→Dsγµα (EC, 2c) = CD∗K ×{
− pνgαµJ (1)ν
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
+ qνgαµJ
(1)
ν
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
(B.66)
+ (pµ + qµ)J
(1)
α
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
+ pαJ
(1)
µ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
(B.67)
−qαJ (1)µ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)− 2J (2)αµ (p2, q2, k2,M2D∗ ,M2D∗ ,M2K)} (B.68)
ADs1→Dsγµα (EC, 2d) = 0 (B.69)
ADs1→Dsγµα (EC, 2e) = 0 (B.70)
The MM amplitudes are
ADs1→Dsγµα (MM, 2a) = CD∗K
√
M2D∗
(
βM2Q + 2
)
6M2Q
×
× [kνgαµJ (1)ν (p2, q2, k2,M2D∗ ,M2D∗ ,M2K)− kαJ (1)µ (p2, q2, k2,M2D∗ ,M2D∗ ,M2K)] (B.71)
ADs1→Dsγµα (MM, 2b) = CD∗K
(d− 3)√M2DM2D∗ (βM2Q − 2)
3M2Q
(
M2D∗s − p2
) ×
{(
vαk · v − v2kα
)
I(1)µ
(
p2,M2D∗ ,M
2
K
)
+I
(1)
ξ
(
p2,M2D∗ ,M
2
K
) [
kξ
(
v2gαµ − vαvµ
)
+ vξ (kαv
µ − gαµk · v)
]}
(B.72)
The mass renormalization condition gives
gD
∗+K0
MR = CDK
I(1) (p2,M2D∗ ,M
2
K)
ep2
(B.73)
The additional diagrams from the mass renormalization term read
AD∗s0→D∗sγµβ (MR,EC, 1a) = egD
∗+K0
MR
(−gαµk · q + pµqα + pαqµ)
p2 − q2 (B.74)
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AD∗s0→D∗sγµβ (MR,EC, 1b) = −egD
∗+K0
MR
pα (pµ + qµ)
p2 − q2 (B.75)
and
AD∗s0→D∗sγµβ (MR,EC, 1c) = egD
∗+K0
MR gαµ (B.76)
The ones with the magentic moment couplings are
AD∗s0→D∗sγµβ (MR,MM, 1a) = egD
∗+K0
MR
(d− 3)
√
M2DM
2
D∗
(
βM2Q − 2
)
3M2Q
(
M2D∗s − p2
) ×
[
gαµ
(
k · vp · v − v2k · p)+ pµ (v2kα − vαk · v)+ vµ (vαk · p− kαp · v)] (B.77)
B.3.3 Ds1 → D∗sγ
The EC amplitudes read
ADs1→D∗sγµαβ (EC, 1a) =
CD∗K
q2 (p2 − q2) ×
×
{[
q2I(0)
(
q2,M2D∗ ,M
2
K
)− I(1) (q2,M2K ,M2D∗)][
kκqλvρgαµεβκλρ − kαqκvλεβκλµ + qκvλ (pµ + qµ) εαβκλ
] }
(B.78)
ADs1→D∗sγµαβ (EC, 1b) =
CD∗K
p2 (p2 − q2) ×{
I(1)
(
p2,M2K ,M
2
D∗
) [
kκpλvρgβµεακλρ − kβpκvλεακλµ + pκvλ (pµ + qµ) εαβκλ
]
−p2pκI(0) (p2,M2D∗ ,M2K) (qλvρgβµεακλρ − kβvλεακλµ + vλ (pµ + qµ) εαβκλ)} (B.79)
ADs1→D∗sγµαβ (MM, 1c) = 0 (B.80)
ADs1→D∗sγµαβ (MM, 1d) = CD∗Kvλεαβκλ ×{
qκ
(
2J (1)µ
(
p2, q2, k2,M2K ,M
2
K ,M
2
D∗
)− (pµ + qµ) J (0) (p2, q2, k2,M2K ,M2K ,M2D∗))
+ (pµ + qµ)J
(1)
κ
(
p2, q2, k2,M2K ,M
2
K ,M
2
D∗
)− 2J (2)κµ (p2, q2, k2,M2K ,M2K ,M2D∗)} (B.81)
ADs1→D∗sγµαβ (EC, 1e) = −CD∗KvκεαβκµI(0)
(
p2,M2D∗ ,M
2
K
)
(B.82)
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The MM amplitudes read
ADs1→D∗sγµαβ (MM, 1a) = CD∗K
√
M2D∗
(
βM2Q − 1
)
3M2Q
×{
kαv
λεβκλµJ
(1)
κ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
−kκvρgαµεβκλρJ (1)λ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)}
(B.83)
ADs1→D∗sγµαβ (MM, 1b) = −CD∗K
2
√
M2DM
2
D∗k
κ
(
βM2Q + 1
)
3M2Q
×
vλεακλµJ
(1)
β
(
p2, q2, k2,M2D∗ ,M
2
D,M
2
K
)
(B.84)
ADs1→D∗sγµαβ (MM, 1c) = CD∗K
√
M2D∗
(
βM2Q + 2
)
6p2M2Q (p
2 − q2) ×
I(1)
(
p2,M2D∗ ,M
2
K
) [
kκpλvρgβµεακλρ − kβpκvλεακλµ
]
(B.85)
The mass renormalization condition gives
gD
∗0K+
MR = −CDK
I(1) (p2,M2D,M
2
K)
ep2
(B.86)
The additional diagrams from the mass renormalization term read
AD∗s0→D∗sγµβ (MR,EC, 1a) =
egD
∗0K+
MR
p2 − q2 ×[
qκvλ (kαεβκλµ − (pµ + qµ) εαβκλ)− pκqλvρgαµεβκλρ
]
(B.87)
AD∗s0→D∗sγµβ (MR,EC, 1b) =
egD
∗0K+
MR
p2 − q2 ×
pκ
[
qλvρgβµεακλρ + v
λ ((pµ + qµ) εαβκλ − kβεακλµ)
]
(B.88)
and
AD∗s0→D∗sγµβ (MR,EC, 1c) = egD
∗0K+
MR v
κεαβκµ (B.89)
The ones with the magentic moment couplings are
AD∗s0→D∗sγµβ (MR,MM, 1a) = −egD
∗0K+
MR
√
M2D∗
(
βM2Q + 2
)
6M2Q (p
2 − q2) ×
× (εακλρkκpλvρgβµ − kβpκvλεακλµ) (B.90)
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The diagrams with neutral kaons are given by
ADs1→D∗sγµαβ (EC, 2a) = CD∗K
I(1) (q2,M2D∗ ,M
2
K)
q2 (p2 − q2) ×[
kκqλvρgαµεβκλρ − kαqκvλεβκλµ + qκvλ (pµ + qµ) εαβκλ
]
(B.91)
ADs1→D∗sγµαβ (EC, 2b) = −CD∗K
I(1) (p2,M2D∗ ,M
2
K)
p2 (p2 − q2) ×[
kκpλvρgβµεακλρ − kβpκvλεακλµ + pκvλ (pµ + qµ) εαβκλ
]
(B.92)
ADs1→D∗sγµαβ (EC, 2c) = CD∗K
{
− kκvρgαµεβκλρJ (1)λ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
+vλ [kαεβκλµ − (pµ + qµ) εαβκλ] J (1)κ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
+2vλεαβκλJ
(2)
κµ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)}
(B.93)
ADs1→D∗sγµαβ (EC, 2d) = 0 (B.94)
ADs1→D∗sγµαβ (EC, 2e) = 0 (B.95)
The MM diagrams read
ADs1→D∗sγµαβ (MM, 2a) = CD∗K
√
M2D∗
(
βM2Q + 2
)
6M2Q
×[
kκvρgαµg
δλεβκλρ − kαvλgδκεβκλµ
]
J
(1)
δ
(
p2, q2, k2,M2D∗ ,M
2
D∗ ,M
2
K
)
(B.96)
ADs1→D∗sγµαβ (MM, 2b) = CD∗K
√
M2DM
2
D∗
(
βM2Q − 2
)
3M2Q
×
kκvλεακλµJ
(1)
β
(
p2, q2, k2,M2D∗ ,M
2
D,M
2
K
)
(B.97)
ADs1→D∗sγµαβ (MM, 2c) = CD∗K
√
M2D∗
(
βM2Q + 2
)
6p2M2Q (p
2 − q2) ×(
kκpλvρgβµεακλρ − kβpκvλεακλµ
)
I(1)
(
p2,M2D∗ ,M
2
K
)
(B.98)
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The mass renormalization condition gives
gD
∗+K0
MR = CDK
I(1) (p2,M2D∗ ,M
2
K)
ep2
(B.99)
The additional diagrams from the mass renormalization term read
AD∗s0→D∗sγµβ (MR,EC, 2a) =
egD
∗+K0
MR
p2 − q2 ×[
qκvλ (kαεβκλµ − (pµ + qµ) εαβκλ)− pκqλvρgαµεβκλρ
]
(B.100)
AD∗s0→D∗sγµβ (MR,EC, 2b) =
egD
∗+K0
MR
p2 − q2 ×
pκ
[
qλvρgβµεακλρ + v
λ ((pµ + qµ) εαβκλ − kβεακλµ)
]
(B.101)
and
AD∗s0→D∗sγµβ (MR,EC, 2c) = egD
∗+K0
MR v
κεαβκµ (B.102)
The ones with the magentic moment couplings are
AD∗s0→D∗sγµβ (MR,MM, 2a) = −egD
∗+K0
MR
√
M2D∗
(
βM2Q + 2
)
6M2Q (p
2 − q2) ×
× [εακλρkκpλvρgβµ − εακλµkβpκvλ] (B.103)
B.3.4 Ds1 → D∗s0γ
The only possible diagrams have the MM coupling in the loop:
ADs1→D∗sγµα (MM, 1a) = CDD∗K
(
βM2Q + 1
)
3M2Q
kκvλεακλµJ
(0)
(
p2, q2, k2,M2D∗ ,M
2
D,M
2
K
)
(B.104)
and
ADs1→D∗s0γµα (MM, 2a) = −CDD∗K
(
βM2Q − 2
)
6M2Q
kκvλεακλµJ
(0)
(
p2, q2, k2,M2D∗ ,M
2
D,M
2
K
)
(B.105)
B.3.5 Bs0 → B∗sγ
In this section we will give the amplitudes for the process Bs0 → B∗sγ. We can parametrize
them as
ABs0→B∗sγ = εµ(γ, k)εβ(B∗s , q)ABs0→B
∗
sγ
µβ (B.106)
The notation is as follows: 1 means that the intermediate states contain charged kaons and
B−mesons, 2 neutral. EC andMM denotes if the photon couples to the electric charge or
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the magentic moments, respectively. a-e denote the type of diagram as given in Fig. (B.1).
The overall constant is
CBK = egπ
√
M2BM
2
B∗gBK
Fπ
(B.107)
The EC amplitudes read
ABs0→B∗sγµβ (EC, 1a) = 0 (B.108)
ABs0→B∗sγµβ (EC, 1b) = 0 (B.109)
ABs0→B∗sγµβ (EC, 1c) = CBK [(pµ + qµ) J (1)β
(
p2, q2, k2,M2B,M
2
B,M
2
K
)
−2J (2)βµ
(
p2, q2, k2,M2B,M
2
B,M
2
K
)
] (B.110)
ABs0→B∗sγµβ (EC, 1d) = CBK
{
qβ
[
2gµδ + (pµ + qµ) g
βδ
]
J
(1)
δ
(
p2, q2, k2,M2K ,M
2
K ,M
2
B
)
−qβ (pµ + qµ)J (0)
(
p2, q2, k2,M2K ,M
2
K ,M
2
B
)− 2J (2)βµ (p2, q2, k2,M2K ,M2K ,M2B)}(B.111)
ABs0→B∗sγµβ (EC, 1e) = CBKgβµI(0)
(
p2,M2B,M
2
K
)
(B.112)
For neutral kaons all five diagrams give zero contribution.
The MM amplitudes read
ABs0→B∗sγµβ (MM, 1a) = CBK
(d− 3)√M2BM2B∗ (βm2b + 1)
3m2b
×{
+
(
v2kβ − vβk · v
)
J (1)µ
(
p2, q2, k2,M2B,M
2
B∗ ,M
2
K
)
+
[
kν
(
vβvµ − v2gβµ
)
+ vν (gβµk · v − kβvµ)
]
J (1)ν
(
p2, q2, k2,M2B,M
2
B∗ ,M
2
K
)}
(B.113)
ABs0→B∗s γµβ (MM, 1b) = −CBK
√
M2B∗ (βm
2
b − 1)
6p2m2b (p
2 − q2) ×
(kβpµ − gβµk · p) I(1)
(
p2,M2B,M
2
K
)
(B.114)
ABs0→B∗sγµβ (MM, 2a) = CBK
(d− 3)
√
M2BM
2
B∗ (2βm
2
b − 1)
3m2b
×
×
{(
vβk · v − v2kβ
)
J (1)µ
(
p2, q2, k2,M2B,M
2
B∗ ,M
2
K
)
+
(
kν
(
v2gβµ − vβvµ
)
+ vν (kβvµ − gβµk · v)
)
J (1)ν
(
p2, q2, k2,M2B,M
2
B∗ ,M
2
K
)}
(B.115)
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ABs0→B∗sγµβ (MM, 2b) = −CBK
√
M2B∗ (βm
2
b − 1)
6p2m2b (p
2 − q2) (kβpµ − gβµk · p) I
(1)
(
p2,M2B,M
2
K
)
(B.116)
B.3.6 Bs1 → Bsγ
The EC amplitudes read
ABs1→Bsγµα (EC, 1a) = 0 (B.117)
ABs1→Bsγµα (EC, 1b) = 0 (B.118)
ABs1→Bsγµα (EC, 1c) = CB∗K
{
gαµg
νξJ
(2)
νξ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)
+
[−qνgαµgδν + qαgµδ − qµgαδ] J (1)δ (p2, q2, k2,M2B∗ ,M2B∗ ,M2K)} (B.119)
ABs1→Bsγµα (EC, 1d) = CB∗K
{
− [2qαgµδ + (pµ + qµ)gαδ] J (1)δ (p2, q2, k2,M2K ,M2K ,M2B∗)
+qα(pµ + qµ)J
(0)
(
p2, q2, k2,M2K ,M
2
K ,M
2
B∗
)
+ 2J (2)αµ
(
p2, q2, k2,M2K ,M
2
K ,M
2
B∗
)}
(B.120)
ABs1→Bsγµα (EC, 1e) = −CB∗KgαµI(0)
(
p2,M2B∗ ,M
2
K
)
(B.121)
For neutral kaons all five diagrams give zero contribution.
The MM amplitudes read
ABs1→Bsγµα (MM, 1a) = CB∗K
√
M2B∗ (βm
2
b − 1)
6m2b
×(
kνgαµJ
(1)
ν
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)− kαJ (1)µ (p2, q2, k2,M2B∗ ,M2B∗ ,M2K))(B.122)
ABs1→Bsγµα (MM, 1b) = CB∗K
(d− 3)
√
M2BM
2
B∗ (βm
2
b + 1)
3p2m2b
(
p2 −M2B∗s
) ×
I(1)
(
p2,M2B∗ ,M
2
K
) [
gαµ
(
k · vp · v − v2k · p)
+kα
(
v2pµ − vµp · v
)
+ vα (vµk · p− pµk · v)
]
(B.123)
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Neutral Intermediates
ABs1→Bsγµα (MM, 2a) = CB∗K
√
M2B∗ (2βm
2
b + 1)
6m2b
×[
kαJ
(1)
µ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)− kνgαµJ (1)ν (p2, q2, k2,M2B∗ ,M2B∗ ,M2K)](B.124)
ABs1→Bsγµα (MM, 2b) = CB∗K
(d− 3)√M2BM2B∗ (βm2b + 1)
3p2m2b
(
p2 −M2B∗s
) I(1) (p2,M2B∗ ,M2K)×[
gαµ
(
k · vp · v − v2k · p)+ kα (v2pµ − vµp · v)+ vα (vµk · p− pµk · v) ](B.125)
B.3.7 Bs1 → B∗sγ
The EC amplitudes read
ABs1→B∗sγµαβ (EC, 1a) = 0 (B.126)
ABs1→B∗sγµαβ (EC, 1b) = 0 (B.127)
ABs1→B∗sγµαβ (EC, 1c) = CB∗K ×{
J (1)κ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
) (
qλvρgαµεβκλρ + qµv
λεαβκλ + qαv
λεβκλµ
)
−vλεαβκλJ (2)κµ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)− vλεβκλµJ (2)ακ (p2, q2, k2,M2B∗ ,M2B∗ ,M2K)}
(B.128)
ABs1→B∗sγµαβ (EC, 1d) = CB∗Kvλεαβκλ ×
×
{
2
[
qκgµδ + (pµ + qµ) g
κδ
]
J
(1)
δ
(
p2, q2, k2,M2K ,M
2
K ,M
2
B∗
)
− (pµ + qµ) qκJ (0)
(
p2, q2, k2,M2K ,M
2
K ,M
2
B∗
)− 2J (2)κµ (p2, q2, k2,M2K ,M2K ,M2B∗)}(B.129)
ABs1→B∗sγµαβ (EC, 1e) = −CB∗KvκεαβκµI(0)
(
p2,M2B∗ ,M
2
K
)
(B.130)
For neutral kaons all five diagrams give zero contribution.
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The MM amplitudes read
ABs1→B∗sγµαβ (MM, 1a) = CB∗K
√
M2B∗ (βm
2
b − 1)
6m2b
×[
kκvρgαµεβκλρg
λδ − kαvλεβκλµgκδ
]
J
(1)
δ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)
(B.131)
ABs1→B∗sγµαβ (MM, 1b) = CB∗K
√
M2BM
2
B∗ (βm
2
b + 1)
3m2b
×
×kκvλεακλµJ (1)β
(
p2, q2, k2,M2B∗ ,M
2
B,M
2
K
)
(B.132)
ABs1→B∗sγµαβ (MM, 1c) = CB∗K
√
M2B∗ (βm
2
b − 1)
6p2m2b (p
2 − q2) ×(
kκpλvρgβµεακλρ − kβpκvλεακλµ
)
I(1)
(
p2,M2B∗ ,M
2
K
)
(B.133)
and
ABs1→B∗sγµαβ (MM, 2a) = CB∗K
√
M2B∗ (2βm
2
b + 1)
6m2b
×[
kαv
λεβκλµg
κδkκvρgαµεβκλρgλδ
]
J
(1)
δ
(
p2, q2, k2,M2B∗ ,M
2
B∗ ,M
2
K
)
(B.134)
ABs1→B∗sγµαβ (MM, 2b) = −CB∗K
√
M2BM
2
B∗ (2βm
2
b − 1)
3m2b
kκ ×
vλεακλµJ
(1)
β
(
p2, q2, k2,M2B∗ ,M
2
B,M
2
K
)
(B.135)
ABs1→B∗sγµαβ (MM, 2c) = CB∗K
√
M2B∗ (βm
2
b − 1)
6p2m2b (p
2 − q2) I
(1)
(
p2,M2B∗ ,M
2
K
)×(
kκpλvρgβµεακλρ − kβpκvλεακλµ
)
(B.136)
B.3.8 Bs1 → Bs0γ
Only the diagrams with MM coupling in the loop contribute:
ABs1→Bs0γµα (MM, 1a) = −CBB∗K
(βm2b + 1)
6m2b
kκvλεακλµJ
(0)
(
p2, q2, k2,M2B∗ ,M
2
B,M
2
K
)
(B.137)
and
ABs1→Bs0γµα (MM, 2a) = −CBB∗K
(1− 2βm2b)
6m2b
kκvλεακλµJ
(0)
(
p2, q2, k2,M2B∗ ,M
2
B,M
2
K
)
(B.138)
Appendix C
Nonrelativistic Effective Theory
C.1 NREFT Fundamental Integrals
The relativistic three-point scalar integral reads
i
∫
ddl
(2π)d
1
[l2 −M21 + iε][(P − l)2 −M22 + iε][(l − q)2 −M23 + iε]
(C.1)
which becomes
i
8M1M2M3
∫
ddl
(2π)d
1[
l0− ~l2
2M1
−M21 + iε
] [
M−l0− ~l2
2M2
−M22+iε
] [
l0−q0− (~l−~q)2
2M3
−M23 + iε
]
(C.2)
Since the nonrelativistic normalization always gives a factor M1M2M3 we define the non-
relativistic three-point scalar integral as
I
(0)
NR(M1,M2,M3, ~q) :=
− i
8
∫
ddl
(2π)d
1
[l0 − ~l2
2M1
+ iε][l0 + b12 +
~l2
2M2
− iε][l0 + b13 − (~l−~q)22M3 + iε]
(C.3)
where b12 :=M
2
1 +M
2
2 −M and b13 := M21 −M3− q0. The contour integration over l0 can
be worked out and we find
µ12µ23
2
∫
dd−1l
(2π)d−1
1
[~l2 + c12 − iε][~l2 − 2µ23 ~l·~qM3 + c23 − iε]
(C.4)
where µij :=
M1M2
M1+M2
, c12 := 2µ12b12 and c23 := 2µ23(b12 − b13 + ~q 22M3 ). Now we introduce a
Feynman parameter and shift the integration variable:
µ12µ23
2
∫ 1
0
dx
∫
dd−1l
(2π)d−1
1
[~l2 − x2a + (1− x)c12 − xc23 − iε]2
(C.5)
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with a :=
(
µ23
M3
)2
~q 2. Since there are no poles we can take d = 4 and find
− µ12µ23
16π
∫ 1
0
dx
(
x2a− (1− x)c12 − xc23 + iε
)−1/2
(C.6)
and finally
I
(0)
NR(M1,M2,M3, |~q|) =
µ12µ23
16π
√
a
[
tan−1
(
c23 − c12
2
√
ac12
)
+ tan−1
(
2a+ c12 − c23
2
√
a(c23 − a
)]
. (C.7)
We also need
qiI
(1)
NR(M1,M2,M3, |~q|) :=
M1M2M3i
∫
ddl
(2π)d
li
[l2 −M21 + iε][(P − l)2 −M22 + iε][(l − q)2 −M3 + iε]
(C.8)
Together with what we have found for the scalar integral this means
I
(1)
NR(M1,M2,M3, |~q|) =
µ12µ23
2~q 2
∫
dd−1l
(2π)d−1
~l · q
[~l2 + c12 − iε][~l2 − 2µ23 ~l·~qM23 + c23 − iε]
(C.9)
Using the method of tensor reduction this equals
− 1
2a
{µ12µ23
2
[B(c12)− B(c23 − a)] + (c12 − c23)I(0)NR(~q,M1,M2,M3)
}
(C.10)
where
B(c) :=
∫
dd−1l
(2π)d−1
1
[~l2 + c− iε]
= −
√
c− iε
4π
(C.11)
C.2 Amplitudes
C.2.1 Z
(′)
b → hb(nP )π
In terms of the loop function given above, the amplitudes for Z+b and Z
′+
b decays into hbπ
+
are
AZ+
b
hb
=
2
√
2gg1z1
Fπ
√
MhbMZbεijkq
iεjZbε
k
hb
×
[
I
(0)
NR(MB,MB∗ ,MB∗ , |~q|) + I(0)NR(MB∗ ,MB,MB∗ , |~q|)
]
, (C.12)
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and
AZ′+
b
hb
=
2
√
2gg1z2
Fπ
√
MhbMZ′bεijkq
iεjZ′
b
εkhb
×
[
I
(0)
NR(MB∗ ,MB∗ ,MB, |~q|) + I(0)NR(MB∗ ,MB∗ ,MB∗ , |~q|)
]
, (C.13)
respectively. In all these amplitudes, both the neutral and charged bottom and anti-bottom
mesons have been taken into account. Here,
|~q| =
√
(M2Zb − (Mhb −Mπ)2)(M2Z − (Mhb +Mπ)2)
4M2Zb
(C.14)
C.2.2 Z
(′)
b → χbJ(nP )γ
The amplitudes for Z
(′)0
b into χbJγ read
AZ0
b
χb0γ = −
√
2
3
βeg1z
√
MχbMZbεijkq
iεjZbε
k
γ
×
[
I
(0)
NR(MB,MB∗ ,MB∗ , |~q|)− 3 I(0)NR(MB∗ ,MB,MB, |~q|)
]
, (C.15)
AZ0
b
χb1γ = 2iβeg1z
√
MχbMZb(q
igjk − qkgij)εiZbεjγεkχbI
(0)
NR(MB∗ ,MB,MB∗ , |~q|),(C.16)
and
AZ0
b
χb2γ =
√
2iβeg1z
√
MχbMZbq
i(gjmεikl + g
jlεikm)ε
j
Zb
εkγε
lm
χb
×I(0)NR(MB∗ ,MB∗ ,MB∗ , |~q|), (C.17)
respectively. Here,
|~q| = M
2
Zb
−M2χb
2MZb
(C.18)
C.2.3 Z
(′)
b → Υ(mS)π
The amplitudes for Z
(′)+
b into Υ(mS)π
+ (m = 1, 2, 3) read
AZ+
b
Υπ+ =−
2
√
2gg2z
Fπ
√
MΥMZε
i
Zb
εjΥ
×
{
gij~q 2
[
I
(0)
NR(MB,MB∗ ,MB∗ , ~q) + I
(0)
NR(MB∗ ,MB,MB∗ , |~q|)
−2I(1)NR(MB,MB∗ ,MB∗ , |~q|)− 2I(1)NR(MB∗ ,MB,MB∗ , |~q|)
]
+ qiqj
[
I
(0)
NR(MB∗ ,MB,MB, |~q|)− I(0)NR(MB∗ ,MB,MB∗ , |~q|)
2I
(1)
NR(MB∗ ,MB,MB∗ , |~q|)− 2I(1)NR(MB∗ ,MB,MB, |~q|)
]}
(C.19)
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and
(C.20)
AZ′+
b
Υπ+ =
2
√
2gg2z
Fπ
√
MΥMZε
i
Zb
εjΥ
×
{(|~q| 2gac + qaqc) [I(0)NR (MB∗ ,MB∗ ,MB∗ , |~q|)− 2I(1)NR (MB∗ ,MB∗ ,MB∗ , |~q|)]
(C.21)
− (qaqc − |~q| 2gac) [I(0)NR (MB∗ ,MB∗ ,MB, |~q|)− 2I(1)NR (MB∗ ,MB∗ ,M2B, |~q|)]}
(C.22)
Here,
|~q| =
√
(M2Zb − (MΥ −Mπ)2)(M2Z − (MΥ +Mπ)2)
4M2Zb
(C.23)
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