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Abstract
A graph G is called quasi-claw-free if for any two vertices x and y with distance two there exists a vertex u ∈ N (x) ∩ N (y)
such that N [u] ⊆ N [x] ∪ N [y]. This concept is a natural extension of the classical claw-free graphs. In this paper, we present two
sufficient conditions for vertex pancyclicity in quasi-claw-free graphs, namely, quasilocally connected and almost locally connected
graphs. Our results include some well-known results on claw-free graphs as special cases. We also give an affirmative answer to a
problem proposed by Ainouche.
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1. Introduction
In this paper, we consider only finite undirected graphs without loops and multiple edges. For terminologies and
notations not defined here see [3]. If S ⊆ V (G), the neighborhood of S and the subgraph induced by S are denoted
by N (S) and 〈S〉 respectively. For a subgraph H of G and S ⊆ V (G) \ V (H), let NH (S) = N (S) ∩ V (H). If
S = {s}, then NH (S) is written as NH (s). Furthermore, if H = G, then NH (S) and NH (s) are written as N (S) and
N (s), respectively, and N [s] is defined as N (s) ∪ {s}. For two disjoint vertex subsets A and B of V (G), E(A, B) is
defined as {ab ∈ E : a ∈ A, b ∈ B}. For any two distinct vertices x and y in a graph G, let (x, y)-path and d(x, y),
respectively, denote a path with x, y as its two endvertices and the distance in G from x to y. We call a cycle l-cycle
if it is of length l, where 3 ≤ l ≤ |V (G)|. An l-cycle containing all the vertices in S is denoted by (S, l)-cycle. For
convenience, we will write ({s}, l)-cycle as (s, l)-cycle. A graph G is hamiltonian if it contains a |V (G)|-cycle. G is
pancyclic if it contains cycles of all lengths l for 3 ≤ l ≤ |V (G)|. If every vertex of G is contained in cycles of all
lengths l for 3 ≤ l ≤ |V (G)|, then G is vertex pancyclic. G is said to be fully cycle extendable if every vertex of
G lies on a 3-cycle and for every nonhamiltonian cycle C , there is a cycle C ′ in G such that V (C) ⊆ V (C ′) and
|V (C ′)| = |V (C)| + 1. And we call such C ′ an extension of C .
A vertex v in G is locally connected if 〈N (v)〉 is connected. And if each vertex in G is locally connected, then G
is called locally connected. A graph G is quasilocally connected if every vertex cut of G contains a locally connected
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Fig. 1. Quasilocally connected graphs (m ≥ 6).
Fig. 2. Almost connected graphs (m ≥ 4).
vertex. G is called almost locally connected if B(G) = {v ∈ V (G) : 〈N (v)〉 is not connected} is independent, and
for every vertex v ∈ B(G), there exists a vertex u ∈ V (G) \ {v} such that 〈N (v) ∪ {u}〉 is connected. Clearly, both of
them generalize the concept of locally connected graphs. Fig. 1 gives a class of quasilocally connected graphs but they
are not almost locally connected, while Fig. 2 shows that not every almost locally connected graph is also quasilocally
connected. For more information, see [10,12] for example.
A graph G is called claw-free if no induced subgraph of G is isomorphic to K1, 3. It will be convenient to associate
each pair (a, b) of vertices at distance two with the set J (a, b) = {u ∈ N (a) ∩ N (b) : N [u] ⊆ N [a] ∪ N [b]}.
The concept of quasi-claw-free graphs was introduced by Ainouche in [2]. A graph G is quasi-claw-free if every pair
(x, y) of vertices with distance two satisfies the condition J (x, y) 6= ∅. Obviously, this concept is a natural extension
of claw-free graphs. In [2], Ainouche gave a class of quasi-claw-free graphs that are not claw-free. For some known
results about quasi-claw-free graphs we refer to [2,4,6,8,9] etc.
In [11], Oberly and Sumner proved that every connected locally connected claw-free graph on at least three
vertices is hamiltonian. Later, Clark [5] improved this result by showing that under the same conditions G is vertex
pancyclic. After that, Hendry observed that Clark essentially proved that such G is fully cycle extendable in [7].
Zhang [12] introduced the notion of quasilocally connected graphs and proved that every quasilocally connected
claw-free graph G with |V (G)| ≥ 3 is pancyclic. After that, Ainouche, Broersma and Veldman [1] observed that in
fact the assumptions in Zhang’s result implied that G is vertex pancyclic. Ainouche extended a number of results on
claw-free graphs to quasi-claw-free graphs. In particular, he proved the following result.
Theorem 1.1 (Ainouche [2]). Every connected, locally connected quasi-claw-free graph on at least three vertices is
pancyclic.
Moreover, in the same paper, Ainouche asked whether the result can be improved to vertex pancyclicity. Motivated
by Ainouche’s work and his question, we will prove the following two results, both of which give an affirmative
answer to Ainouche’s problem.
Theorem 1.2. Every quasilocally connected quasi-claw-free graph on at least three vertices is vertex pancyclic.
Theorem 1.3. Every connected, almost locally connected quasi-claw-free graph on at least three vertices is vertex
pancyclic.
The remainder of this paper is organized as follows. In Section 2, we prove some lemmas which will be used in the
proof of our main results. In Sections 3 and 4, we establish Theorems 1.2 and 1.3, respectively.
2. Preliminaries
In this section, we aim to prove several lemmas which will be used in the next two sections. First we introduce
some notations. Let C = v1v2 · · · vrv1 be a r -cycle of G. For vi , v j ∈ C (1 ≤ i < j ≤ r) and l ≥ 1, let v+li and
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i , respectively. Let
viCv j and viCv j denote the paths vivi+1 · · · v j−1v j and vivi−1 · · · v j+1v j , respectively. Note that all the subscripts
here are taken modulo r .
Let G be a connected quasi-claw-free graph on at least three vertices. Suppose that G contains an (a, r)-cycle, say
C , but no (a, r + 1)-cycle, where a ∈ V (G) and 3 ≤ r < |V (G)|. Let R = V (G) \ V (C) and T = NC (R). Since G
is connected, E(R, T ) 6= ∅. For each xu ∈ E(R, T ), obviously, xu−, xu+ 6∈ E(G).
Lemma 2.1. Assume that xu ∈ E(R, T ), then the following holds.
(a) If y ∈ (J (x, u+) ∪ J (x, u−)) \ {u}, then y 6∈ V (C).
(b) u ∈ J (x, u+) ∪ J (x, u−). Therefore, u−u+ ∈ E(G).
Proof. (a) Without loss of generality, assume that y ∈ J (x, u+) and y ∈ V (C) \ {u}. Then N [y] ⊆ N [x] ∪ N [u+].
Since xy+ 6∈ E(G), we have y+u+ ∈ E(G), which follows that uxyCu+y+Cu extends C , a contradiction.
(b) Suppose that u 6∈ J (x, u+) ∪ J (x, u−). Since either a 6= u+ or a 6= u−, without loss of generality, we assume
that a 6= u+. As d(x, u+) = d(x, u−) = 2, we have J (x, u+) 6= ∅ and J (x, u−) 6= ∅. Let y ∈ J (x, u+) and
z ∈ J (x, u−), then y 6∈ V (C) and z 6∈ V (C) by (a). Thus |V (C)| ≥ 4, for otherwise, uxzu−u would be an (a, 4)-
cycle of G, a contradiction. By d(y, u+2) = 2, we see that J (y, u+2) 6= ∅ and let w ∈ J (y, u+2). By (a), it is easy
to see that w 6∈ V (C) \ {u+}. If w ∈ V (G) \ (V (C) ∪ {x}), then wx ∈ E(G) since w ∈ N [y] ⊆ N [x] ∪ N [u+] and
wu+ 6∈ E(G). Sowu+2Cuxw is an (a, r+1)-cycle of G, a contradiction. Ifw = x orw = u+, we have uu+2 ∈ E(G),
since yu 6∈ E(G) and since either u ∈ N [x] ⊆ N [y] ∪ N [u+2] if w = x , or u ∈ N [u+] ⊆ N [y] ∪ N [u+2] if w = u+.
It follows that uu+2Cu−zxu is an (a, r + 1)-cycle of G, a contradiction. So u ∈ J (x, u+) ∪ J (x, u−), which implies
that u−u+ ∈ E(G). 
Using Lemma 2.1, the following result is easy to obtain and we leave it to the reader to check that otherwise, we
can always find contradictions.
Lemma 2.2. If x 6∈ V (C) and u 6= b ∈ NC (x), then we have
(a) xu−2, xu+2 6∈ E(G).
(b) |V (b+Cu−)| ≥ 3, |V (u+Cb−)| ≥ 3.
(c) E({u}, {b−2, b−, b+, b+2}) = ∅ = E({b}, {u−2, u−, u+, u+2}).
(d) E({u+, u+2}, {b+, b+2}) = ∅ = E({u−, u−2}, {b−, b−2}). 
Lemma 2.3. If xu ∈ E(R, T ) and z ∈ (J (x, u+2) ∪ J (x, u−2)) \ {u}, then z 6∈ V (C).
Proof. Without loss of generality, suppose z ∈ J (x, u+2) and z ∈ V (C) \ {u}. Obviously, it contradicts to
Lemma 2.2(c). 
Lemma 2.4. There exists no connected component B in 〈V (G)\V (C)〉 such that NC (B) contains a locally connected
vertex.
Proof. Assume the contrary: B is a connected component in 〈V (G) \ V (C)〉 such that u is a locally connected vertex
contained in NC (B).
Claim 2.1. There exist vertices v ∈ T (v 6= u), x ∈ N〈R〉(u) ∩ N〈R〉(v) and y ∈ NC (u) ∩ NC (v) such that
xu, xv, yu, yv, uv ∈ E(G), xy 6∈ E(G).
Since 〈N (u)〉 is connected and u is contained in NC (B), we can choose the shortest (z, u−)-path P = x1x2 · · · x p in
〈N (u)〉 among all the vertices z ∈ B. Clearly, x1 ∈ B, x2 6= u−, p ≥ 3, xi ∈ V (C), for i = 2, . . . , p. Hence we can
choose x = x1, v = x2, y = x3.
Let v, x, y be three vertices as exhibited in Claim 2.1. By Lemma 2.2(c) and the existence of y, we know that
either |V (u+3Cv−3)| ≥ 1 or |V (v+3Cu−3)| ≥ 1. Without loss of generality, assume that |V (v+3Cu−3)| ≥ 1 and
y ∈ V (v+3Cu−3). We see that uy− 6∈ E(G) and vy− 6∈ E(G), for otherwise, either uy−Cv+v−Cu+u−Cyvxu
extends C if uy− ∈ E(G), or vy−Cv+v−Cu+u−Cyuxv extends C if vy− ∈ E(G). If there exists z ∈ V (v+Cy−)
such that uz, uz+ ∈ E(G), let z0 be the last vertex in V (v+Cy−) (the nearest to y−) such that uz0, uz+0 ∈ E(G), then
we have z0 6= y−, y−2 by uy− 6∈ E(G). Let us adjust C as follows.
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(1) If there exists a vertex w ∈ V (z0Cy−) such that vw, vw+ ∈ E(G), then let uCv−v+Cwvw+Cu be the new
cycle, and we still denote it by C for convenience. Note that w 6= y−, y−2 since vy− 6∈ E(G).
(2) If there is no vertex w as described above, then let u+Cz0uz+0 Cu−u+ be the new cycle, again, we still denote it
by C and interchange the labels of u and v.
Note that in the following discussions C stands for the new cycle we have just adjusted. From the above
adjustments, it is easy to obtain the following three properties.
(1) After the above adjustments, either u or v is locally connected.
(2) We still have y ∈ V (v+3Cu−3).
(3) There is no vertex z ∈ V (v+Cy−) such that uz, uz+ ∈ E(G).
Claim 2.2. (N (u) ∪ N (v)) ∩ {y−, y+} = ∅.
If uy+ ∈ E(G), then the cycle uy+Cu−u+Cv−v+Cyvxu extends C , a contradiction, and if uy− ∈ E(G), the
cycle uy−Cv+v−Cu+u−Cyvxu is an extension of C , a contradiction. Similarly, we see that vy+, vy− 6∈ E(G).
Claim 2.3. |{yv−, yv+, yu−, yu+} ∩ E(G)| ≥ 3.
Since d(x, u−) = d(x, u+) = d(x, v−) = d(x, v+) = 2, there exist vertices b ∈ J (x, u−), c ∈ J (x, u+), d ∈
J (x, v−), e ∈ J (x, v+).
If b, c, d, e ∈ V (C), then b = c = u, d = e = v by Lemma 2.1(a). Since y ∈ N (u) and y ∈ N (v), we have
y ∈ N (x)∪N (u−), y ∈ N (x)∪N (u+), y ∈ N (x)∪N (v−) and y ∈ N (x)∪N (v+). So yu−, yu+, yv−, yv+ ∈ E(G)
by xy 6∈ E(G).
Otherwise, without loss of generality, suppose that b 6∈ V (C), then uu−2 ∈ E(G). So a = v, for otherwise,
u−bxuCv−v+Cu− is an (a, r + 1)-cycle of G, a contradiction. If c 6∈ V (C) or d 6∈ V (C) or e 6∈ V (C), we have
the following (a, r + 1)-cycles of G which are contradictions: u−bxuu+2Cu− (if c 6∈ V (C)), v−dxvCu−u+Cv− (if
d 6∈ V (C)), vxev+Cu−u+Cv (if e 6∈ V (C)). Therefore, c = u, d = e = v by Lemma 2.1(a). Since y ∈ N (u) and
y ∈ N (v), we have y ∈ N (x) ∪ N (u+), y ∈ N (x) ∪ N (v−) and y ∈ N (x) ∪ N (v+). Then yu+, yv−, yv+ ∈ E(G)
by xy 6∈ E(G).
Claim 2.4. If {yv−, yv+, yu−, yu+} ∩ E(G) 6= ∅, then y−y+ 6∈ E(G).
Otherwise, we have the following extensions of C which form contradictions: yv−Cu+u−Cy+y−Cvxuy
(if yv−, y−y+ ∈ E(G)); yv+Cy−y+Cu−u+Cvxuy (if yv+, y−y+ ∈ E(G)); yu−Cy+y−Cv+v−Cuxvy (if
yu−, y−y+ ∈ E(G)); yu+Cv−v+Cy−y+Cuxvy (if yu+, y−y+ ∈ E(G)).
Using Claims 2.3 and 2.4, we obtain Claim 2.5 easily.
Claim 2.5. y−y+ 6∈ E(G).
Proof of Lemma 2.4. Suppose yv−, yu−, yu+ ∈ E(G). Since uy− 6∈ E(G), we have d(u, y−) = 2. So there exists
a vertex m ∈ J (u, y−). Obviously, m 6= v since vy− 6∈ E(G). In view of Claims 2.2 and 2.5, we have m 6= y (for
otherwise, y+ ∈ N (y) = N (m) ⊆ N [u]∪N [y−]). Clearly, m 6= u by definition. If m 6∈ V (C), then uyCu−u+Cy−mu
extends C , a contradiction. If m ∈ V (C) and m is distinct with u, v, y, we consider the following three cases.
Case 1: Suppose m ∈ V (y+Cu−). Since m ∈ J (u, y−), we have my− ∈ E(G). So m 6= y+ by Claim 2.5.
Noting that m− ∈ N (m) ⊆ N [u] ∪ N [y−], we obtain the following extensions of C which are contradictions:
uxvCy−mCu−u+Cv−yCm−u (if m−u ∈ E(G)); uxvyCm−y−Cv+v−Cu+u−Cmu (if m−y− ∈ E(G)).
Case 2: Suppose m ∈ V (u+Cv−). By Lemma 2.2(c), we have m 6= v−. Since m+ ∈ N (m) ⊆ N [u] ∪ N [y−],
uxvyCu−u+Cmy−Cv+v−Cm+u extends C if m+u ∈ E(G), and uxvCy−m+Cv−yCu−u+Cmu is an extension of
C if m+y− ∈ E(G).
Case 3: Suppose m ∈ V (v+Cy−). We see that m 6= v+ by Lemma 2.2(c). Consider m− ∈ N (m) ⊆ N [u]∪ N [y−].
We first note that m−u 6∈ E(G) by the choice of C . If m−y− ∈ E(G), then uxvyCu−u+Cv−v+Cm−y−Cmu extends
C , a contradiction.
Building on our analysis done above, it is not difficult to obtain contradictions in other cases. So we complete the
proof of Lemma 2.4. 
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3. Proof of Theorem 1.2
Let G be a quasilocally connected quasi-claw-free graph on at least three vertices. Next we will prove that G is
vertex pancyclic.
First, we show that G contains a (v, 3)-cycle for any vertex v ∈ V (G). Clearly, since G is quasilocally connected
and |V (G)| ≥ 3, we have d(v) ≥ 2 for every vertex v ∈ V (G). We consider two cases as follows.
Case 1: Assume that N (v) 6= V (G) \ {v}. Since G is quasilocally connected, there must exist a locally connected
vertex, say e, in N (v) for N (v) is a vertex cut of G. By d(e) ≥ 2, we have a vertex g 6= v ∈ N (e). Then 〈N (e)〉
contains a (v, g)-path. So we can obtain a (v, 3)-cycle of G.
Case 2: Assume that N (v) = V (G) \ {v}. That is, ev ∈ E(G) for any vertex e ∈ V (G) \ {v}. Since d(e) ≥ 2, there
exists a vertex f such that f 6= v and f ∈ N (e). So ve f v is a (v, 3)-cycle of G.
Therefore, it suffices to show that if G contains an (a, r)-cycle, then there exists an (a, r + 1)-cycle in G, where
a ∈ V (G) and 3 ≤ r < |V (G)|. Assume that C = v1v2 · · · vrv1 is an (a, r)-cycle of G, where a = vr and
3 ≤ r < |V (G)|. Let R, T be as defined in Section 2. Consider the following three cases.
Case 1: Suppose there exists a connected component B in 〈V (G) \ V (C)〉 such that NC (B) contains a locally
connected vertex. Using Lemma 2.4, we see that there must exist an (a, r + 1)-cycle of G, a contradiction.
Case 2: Suppose there exists a connected component B in 〈V (G) \ V (C)〉 such that NC (B) is a proper subset of
V (C). Then NC (B) is a vertex cut of G, which follows that NC (B) contains a locally connected vertex. Then there
must exist an (a, r + 1)-cycle of G by Lemma 2.4, a contradiction.
Case 3: Suppose NC (B) = V (C) and there is no locally connected vertex in V (C) for any connected component
B in 〈V (G) \ V (C)〉. Next we will use induction on |V (G)| to prove that there still exists an (a, r + 1)-cycle in G. It
is easy to check the case when |V (G)| = 4. Now suppose when |V (G)| = n (n ≥ 4), there exists an (a, r + 1)-cycle
of G, and when |V (G)| = n + 1, there is no (a, r + 1)-cycle of G. Then by Lemma 2.1(b), vi−1vi+1 ∈ E(G) for
i = 1, . . . , r (mod r ). Let P = v2v4 · · · v2l · · · v2γ and Q = v1v3 · · · v2l+1 · · · v2γ−1, where γ = br/2c.
Claim 3.1. |NC (x)| ≤ 1, for any vertex x ∈ R.
Otherwise, suppose v1, vh ∈ NC (x) without loss of generality. Then if h is odd, v1xvhCvrv2Pvh−1vh−2Qv1 extends
C , and if h is even, v1xvhCvrv2Pvh−2vh−1Qv1 is an extension of C .
Claim 3.2. zz′ ∈ E(G) for any vertices z, z′ ∈ N〈R〉(vi ) and i = 1, . . . , r .
Since d(z, v+i ) = 2, there exists a vertex w ∈ J (z, v+i ). First suppose w 6∈ V (C). Then we have v+2i = vr = a




i Cvi is an (a, r + 1)-cycle of G, a contradiction). If r ≥ 4, then vi zwv+i v+2i v+4i Cvi is an
(a, r + 1)-cycle of G, a contradiction. If r = 3, there is a vertex h ∈ J (z, v+2i ) by d(z, v+2i ) = 2. If h 6∈ V (C), then
the cycle v+2i hzviv
+2
i is an (a, 4)-cycle of G, a contradiction. If h ∈ V (C), then h = vi by Lemma 2.1. Note that
z′ ∈ N (vi ) ⊆ N [z]∪N [v+2i ]. Further, we have zz′ ∈ E(G) by z′v+2i 6∈ E(G). Next suppose w ∈ V (C). Then w = vi
By Lemma 2.1. Note that z′ ∈ N (vi ) ⊆ N [z] ∪ N [v+i ]. So zz′ ∈ E(G) by z′v+i 6∈ E(G).
Claim 3.3. The vertex v1 is not a cut vertex of 〈N (x)〉 for any locally connected vertex x ∈ V (G).
Otherwise, obviously, v1 ∈ N (x). Since x is a locally connected vertex of G and V (C) contains no locally
connected vertex, we have x ∈ R. Since 〈N (x) \ {v1}〉 is disconnected, let 〈N (x) \ {v1}〉 = X ∪ Y , where X and Y
are two disconnected parts of 〈N (x) \ {v1}〉. It is easy to see that X ∪ Y ⊆ R by Claim 3.1. Since v1 is a cut vertex of
〈N (x)〉, there exist vertices z1 and z2 such that z1 ∈ X, z2 ∈ Y and v1z1, v1z2 ∈ E(G). By Claim 3.2, z1z2 ∈ E(G)
which contradicts that X and Y are disconnected.
Claim 3.4. 〈V (G) \ {v1}〉 is quasilocally connected.
Let U be any vertex cut of 〈V (G) \ {v1}〉. Then either U or U ∪ {v1} is a vertex cut of G. Since v1 is not locally
connected, U contains a locally connected vertex x in G. By Claim 3.3, x remains as a locally connected vertex in
〈V (G) \ {v1}〉.
Now, we consider the following two subcases.
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Subcase 3.1: Suppose 〈V (G) \ {v1}〉 is also a quasi-claw-free graph. Obviously, vrv2Cvr is an (a, r − 1)-cycle of
〈V (G) \ {v1}〉 if r ≥ 4. Then if 4 ≤ r < |V (G)| − 1, by induction, 〈V (G) \ {v1}〉 contains an (a, r + 1)-cycle which
is also an (a, r + 1)-cycle of G since 〈V (G) \ {v1}〉 is a subgraph of G. If r = |V (G)| − 1, since G is hamiltonian
by Ainouche’s result mentioned in Section 1, we see that G contains an (a, r + 1)-cycle which is also the hamiltonian
cycle of G. If r = 3, since 〈V (G) \ {v1}〉 is a quasilocally connected quasi-claw-free graph, there must exist an
(a, 3)-cycle in 〈V (G) \ {v1}〉. (Note that in the labeling of C , we say vr=a.) By induction, we see that 〈V (G) \ {v1}〉
contains an (a, 4)-cycle which is also an (a, 4)-cycle of G noting that |V (G) \ {v1}| ≥ 4.
Subcase 3.2: Suppose 〈V (G) \ {v1}〉 is not a quasi-claw-free-graph. Then there exist vertices b, c ∈ V (G) such
that d〈V (G)\{v1}〉(b, c) = 2 and J (b, c) = {v1}. By Claim 3.2, it is impossible that both of b and c belong to R.
(i) Suppose b ∈ V (C) and c ∈ V (C). Since v1 ∈ NC (B), there exists a vertex x ∈ R such that xv1 ∈ E(G), where
B is a connected component of 〈V (G) \ V (C)〉. Note that x ∈ N (v1) ⊆ N [b] ∪ N [c], which contradicts to Claim 3.1.
(ii) Suppose b ∈ R and c = vh ∈ V (C). Obviously, h 6= 1. We see that there exists a vertex d ∈ N (b) ∩ N (c) and
d 6= v1 since d〈V (G)\{v1}〉(b, c) = 2. And as bv1 ∈ E(G), we have d ∈ R by Claim 3.1.
(a) Assume that |V (vhCv1)| ≥ 4. Then vh+1 6= vr , that is, vh+1 6= a.
(a1) If |V (v1Cvh)| ≥ 3, then we have the following (a, r + 1)-cycles of G which form contradictions:
v1bdvhvh+2Cvrv2Pvh−1vh−2Qv1 (when h is odd); v1bdvhvh+2Cvrv2Pvh−2vh−1Qv1 (when h is even).
(a2) If |V (v1Cvh)| = 2, then v1bdvhvh+2Cv1 is an (a, r + 1)-cycle of G, a contradiction.
(b) Assume that |V (vhCv1)| = 3, that is, vh+1 = vr = a.
(b1) If |V (v1Cvh)| ≥ 4, then v1bdvhvh−2Cv2vrv1 is an (a, r + 1)-cycle of G, a contradiction.
(b2) If |V (v1Cvh)| = 3, that is, h = 3, r = 4, then v1bdv3v4v1 is an (a, r + 1)-cycle of G, a contradiction.
(b3) Suppose |V (v1Cvh)| = 2, that is, h = 2, r = 3. By Claim 3.1 and v3b 6∈ E(G), N (v3) is a vertex cut of
G. So N (v3) contains a locally connected vertex. Since both v1 and v2 are not locally connected vertices of G, there
must exist a locally connected vertex in N〈R〉(v3). If |N〈R〉(v3)| ≥ 3, then we can easily obtain an (a, 4)-cycle of G by
Claim 3.2. If |N〈R〉(v3)| = 2, we assume that N〈R〉(v3) = {e, f }. Since v3 is not a locally connected vertex of G, we
have that v3 is not a cut vertex. It follows that d(e) ≥ 3 or d( f ) ≥ 3. Without loss of generality, we assume that f is
a locally connected vertex of G. If d( f ) ≥ 3, then it is easy to obtain an (a, 4)-cycle of G by the local connectivity of
the vertex f . If d( f ) = 2, then d(e) ≥ 3 and {e, v3} is a vertex cut of G. Since v3 is not a locally connected vertex of
G, we see that e is a locally connected vertex of G. Hence, it is easy to obtain an (a, 4)-cycle of G. If |N〈R〉(v3)| = 1,
suppose N〈R〉(v3) = {e}. Then e is a locally connected vertex of G. Since d(e) ≥ 2, assume that there exists a vertex
f ∈ N (e) with f 6= v3. It follows that f ∈ N〈R〉(e) by Claim 3.1. Hence, there exists a (v3, f )-path in 〈N (e)〉, which
contradicts N〈R〉(v3) = {e}.
(c) Assume that |V (vhCv1)| = 2, that is, vh = vr = a. Then v1v3Cvhdbv1 is an (a, r + 1)-cycle of G, a
contradiction.
The above contradictions show that when |V (G)| = n+ 1, there still exists an (a, r + 1)-cycle of G. Therefore, by
induction, G contains an (a, r + 1)-cycle in this case. This completes the proof of Theorem 1.2.
4. Proof of Theorem 1.3
In this section, we are devoted to giving the proof of Theorem 1.3. Suppose that G is a connected, almost locally
connected quasi-claw-free graph on at least three vertices. Let B(G) be as defined in Section 1. Note that d(v) ≥ 2
for any vertex v ∈ V (G). Otherwise, if there exists a vertex v ∈ V (G) such that d(v) = 1, assume that N (v) = {u}.
Since |V (G)| ≥ 3 and G is connected, we have d(u) ≥ 2 and u ∈ B(G). So there must exist another vertex, say
w ∈ V (G) \ {u}, such that 〈N (u) ∪ {w}〉 is connected, which contradicts to the assumption d(v) = 1.
First, we show that G contains a (v, 3)-cycle for each vertex v ∈ V (G). If v 6∈ B(G), then 〈N (v)〉 is connected.
Since d(v) ≥ 2, we can easily obtain a (v, 3)-cycle of G. If v ∈ B(G), then 〈N (v)〉 is composed of two distinct
connected components, say X and Y respectively. On the one hand, if either |X | ≥ 2 or |Y | ≥ 2, without loss of
generality, we assume that |X | ≥ 2 and choose two distinct vertices u, w ∈ X . As there exists a (u, w)-path in
〈N (v)〉, it is easy to obtain a (v, 3)-cycle of G. On the other hand, if |X | = 1 and |Y | = 1, we suppose that X = {u}
and Y = {w}. Clearly, uw 6∈ E(G). Since B(G) is independent and v ∈ B(G), we have u, w 6∈ B(G), that is, 〈N (u)〉
and 〈N (w)〉 are connected. By d(u) ≥ 2, assume that e 6= v ∈ N (u). Obviously, e 6= w. Since 〈N (u)〉 is connected,
it is easy to obtain a (v, 3)-cycle of G.
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Therefore, it suffices to show that if G contains an (a, r)-cycle, then there exists an (a, r + 1)-cycle in G, where
a ∈ V (G) and 3 ≤ r < |V (G)|. Let C be an (a, r)-cycle of G, where a ∈ V (G) and 3 ≤ r < |V (G)|. Let R and T
be as defined in Section 2. Assume that G contains no (a, r + 1)-cycle. Then by Lemma 2.4, it is easy to obtain the
following Claim 4.1.
Claim 4.1. T ⊆ B(G).
Since G is connected, E(R, T ) 6= ∅. Let xu ∈ E(R, T ). Then we see that u ∈ B(G) by Claim 4.1. So
there exists a vertex v ∈ V (G) \ {u} such that 〈N (u) ∪ {v}〉 is connected. Choose the shortest (z, u−)-path
Q = y1y2 · · · yh(y1 = z, yh = u−) in 〈N (u) ∪ {v}〉 among all the vertices z ∈ R. Clearly, y1 ∈ R, y2 6= u−, h ≥ 3,
and yi ∈ V (C) for i = 2, . . . , h. If V (Q) ⊆ N (u), then we can obtain contradictions by similar discussions to the
proof of Lemma 2.4. If V (Q) is not contained in N (u) completely, that is, v ∈ V (Q). Since y2 ∈ T ⊆ B(G) and
B(G) is independent, we see that y2u 6∈ E(G), which implies that y2 = v. Note that we did not use the condition
uv ∈ E(G) in the proof of Lemma 2.4. Therefore, it is easy to obtain contradictions by a process similar to the proof
of Lemma 2.4. These contradictions complete the proof of Theorem 1.3.
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