A1 Data Set Construction

Dependent Variables
Time-to-Consensus
Data on every Internet Draft published between 1993 and 2003 was obtained from two sources: 1) the "ietf-announce" mailing list, and 2) www.watersprings.org. Publication dates come from the ietf-announce list in over 90 percent of the cases, and the watersprings site was used to fill in dates when one version in a particular series was missing.
Citations
I collected citation data from three sources. RFC citations were gather by using a Perl program to examine the reference section of an ASCII text copy of every published RFC. The complete RFC archives are available at www.rfc-editor.org. Patent citations were collected from the USPTO website, where I searched for all non-patent prior art citations containing the string "RFC" or "Request for Comments" followed by a four digit number. Finally, academic journal citations were collected by performing a similar cited-reference search using all journals in the ISI Web of Science database. These searches were conducted in July 2008.
Independent Variables
Internet Drafts
The IETF's file naming conventions were used to match each Internet Draft to a particular Working Group. In a few cases where individual ID's were later adopted by a Working Group, the two series were matched by hand. Author attributes were collected by using a Perl script to parse the header and acknowledgements section of each ID. Similarly, key word counts were obtained by using Perl to scan an ASCII text copy of the proposal.
E-mail Addresses and Working Group Discussion Lists
Data on committee demographics were obtained from the archived e-mail discussion lists of 278 IETF Working Groups. Many of these can be found at ftp.ietf.org/ietf-mail-archive, and the remainder were located by searching the Internet. Collectively, these data go back as far as the late 1980's, and comprise more than 690,000 messages. Most Working Group communication takes place on these e-mail discussion lists.
I used Perl scripts to examine each message and construct measures of WG demographics, participation, and experience. All of these variables are based on information contained in message headers-specifically the date, sender's address, and subject line fields. (Mark Overmeer's Mail::Box perl modules were invaluable for processing the email data.) I used a number of well known domain-naming conventions to classify the institutional affiliation of users from less common top-level domains (e.g. bt.co.uk, rotman.utoronto.ca, or alvestrand.no) .
I used several approaches to address the problems of spam and hosted mail. First, I exclude all messages with subject lines related to pornography, home mortgages, hot stocks, or exciting new business opportunities$!$!$! Second, I removed messages originating from the most popular hosted mail sites (e.g. Yahoo! and Hotmail). While this criteria may drop some legitimate messages, I found that most IETF participants have several e-mail accounts-one of which was generally within the domain of their employer. Finally, the results in the paper are based on a sample of messages whose sender (originating address) appeared four or more times on the same list on different dates with different subject lines. I also constructed a sample based on messages that were part of a discussion thread, i.e. either generated a reply or replied to an earlier message. All of the results are robust to a variety of changes in these rules and the criteria used to screen messages.
The e-mail data can be aggregated at three levels: message, sender (unique address), or organization (unique top-level domain). For all variables, the correlation across these different levels is extremely high, e.g. Suit-share measures based on messages, participants, and firms are all correlated above 0.98. Consequently, the results do not change if I change the aggregation level for a particular variable, but they do become unstable when I try to include all three levels.
The NBER Patent Data Merge
The organizational affiliation of each Internet Draft author is identified using an email address from inside the ID. This approach identifies 1,460 organizations with one or more contributions to an IETF Working Group. I focus on 498 organizations that appear on two or more Internet Drafts, and attempted to match each organization to a standardized patent assignee number by hand. 1 I successfully matched 193 organizations to an USPTO assignee code. All of the top 100 IETF contributors were either matched or determined to be non-US patent holders. Many of the unmatched organizations were non-profits (e.g. the World Wide Web Consortium), network operators (e.g. MERIT) or non-US academic institutions. Because of the skew in contribution rates, one or more of the matched organizations appeared as an author on over 90 percent of the proposals in the estimation sample. However, some small patenting firms may not show up in the data because of lags in the US Patent and Trademark Office's patent review and reporting process.
For each firm in the matched group, I construct a five year unadjusted patent stock, and a five year stock depreciated at 15 percent. I also calculated the uncentered correlation coefficient over 3-digit USPTO technology classes between the firm's patent portfolio and the total stock of patents owned by IETF participants. The log(Patents) variable used in the analysis is the sum (over all firms with one or more proposals before a Working Group) of the five-year depreciated patent stock weighted by the firm-specific correlation coefficient.
A2 Propensity Score Matching
I use fitted values P (x) from a probit model of standards-track assignment to estimate the propensity score. Estimates from this probit model are presented in Table A1 . Figure A1 shows the empirical distribution of the estimated propensity-score for standards and nonstandards in the estimation sample. The solid vertical lines correspond to the 5th percentile of the estimated propensity score distribution for Proposed Standards (P s 5 ) and the 95th percentile of the propensity score distribution for nonstandards-track RFCs (P n 95 ). (The dotted lines correspond to the 1st and 99th percentiles.) The region where P s 5 ≤ P (X i ) ≤ P n 95 is the common support of the p-score distribution. Discarding observations that fall outside this range (i.e. "trimming" or "blocking" on the propensity score) leaves 952 out of the original 1,166 RFCs, or 82 percent of the initial sample. 
A3 Additional Descriptive Statistics
A4 Switching Model
I estimate a switching model with partially observed regimes. The model has three equations:
where m ∈ {s, n} indexes standards and nonstandards respectively, and the unobservables have a trivariate normal distribution (ε s , ε n , ν) ∼ N (0, Σ). The correlation between ε s and ε n is undefined, since we never observe both T s and T n . Following the approach described in Lokshin and Sajaia (2004) , I define
where ρ mv = σ mv /σ m is the coefficient of correlation between ε m and ν. Since the unobservables have a trivariate normal distribution, there is a simple closed form expression for uncensored observations (i.e. Proposed Standards and nonstandards-track RFCs).
I treat expired proposals as censored observations whose intended publication status is unknown. Since no proposal is on both the standards-and nonstandards-track, the probability of observing a censored or expired proposal must be
where Φ is the cumulative bivariate normal distribution with correlation parameter ρ.
The log-likelihood is i ln(P r(S i , T i )). Code for estimating this model in Stata was adapted from the movestay routine developed by Lokshin and Sajaia (2004) and is available on the author's web site: http://people.bu.edu/tsimcoe. 
A5 Additional Results
Suit-share * S-track 5.7 9.1 15.9 4.8 3.7 10.5 11.5 (2.2)** (2.9)** (11.2) (1.7)** (4. Notes: Models (1) through (3) take the RFC as a unit of observation and instrument for Suit-share using lag Suit-share or the growth rate of other WGs in the same Technology Area. Models (4) through (7) collapse the data to WG-Year-Track level. All models omit observations with Total Days > 2007 (5.5 years) to correct for right-truncation of the DV. Models(1) and (2) use the matched sample for comparison to Table 4 . Additional controls in (1) 
