Numerous concise models such as preferential attachment have been put forward to reveal the evolution mechanisms of real-world networks, which show that real-world networks are usually jointly driven by a hybrid mechanism of multiplex features instead of a single pure mechanism. To get an accurate simulation for real networks, some researchers proposed a few hybrid models by mixing multiple evolution mechanisms. Nevertheless, how a hybrid mechanism of multiplex features jointly influence the network evolution is not very clear. In this study, we introduce two methods (link prediction and likelihood analysis) to measure multiple evolution mechanisms of complex networks. Through tremendous experiments on artificial networks, which can be controlled to follow multiple mechanisms with different weights, we find the method based on likelihood analysis performs much better and gives very accurate estimations. At last, we apply this method to some real-world networks which are from different domains (including technology networks and social networks) and different countries (e.g., USA and China), to see how popularity and clustering coevolve. We find most of them are affected by both popularity and clustering, but with quite different weights.
, clustering 11 etc. However, using one pure mechanism is usually insufficient to depict real-world networks precisely because of those different aspects of features. Therefore, researchers mixed different mechanisms in order to get better simulation, like the mixture of clustering and preferential attachment 11, 12 , popularity and randomness 13 , popularity and similarity 14 , topology distance and geographical distance 15 , and so on. In all, networks are likely to be driven by multiple mechanisms, and we are inspired to raise a question: is it possible to measure the contribution of each mechanism in the network evolution?
The inchoate way to evaluate network model or underlying mechanism is based on the comparison between some selected structural features. It supposes a model is better than another one if its generated network is more close to the target network in terms of those selected features. But such method cannot be well validated since no one has the fair standard to select representative ones from countless structural features. Without considering any specific structural feature, we had proposed a method based on likelihood analysis to fairly evaluate network models 16 . Therein, we can calculate the appearing likelihood for each newly created link according to the model's mechanism, and then multiply them together to get the likelihood of the set of new links. For a group of models, the one giving the highest likelihood is considered to be the most suitable one. This method is inspired by the link prediction approach, which aims at estimating the likelihood of the existence of a link based on the observed links 17 . According to this definition, if the principle of a link prediction algorithm is consistent to the mechanism of a given network, this algorithm should provide accurate predictions. Therefore, one can also evaluate the latent mechanisms according to the prediction results of the corresponding link prediction algorithms 18, 19 . In this paper, we take the likelihood analysis and link prediction methods into consideration because they are both free of any specific structural features. To our knowledge, the above methods have only been applied to judge which mechanism is better given a series of mechanisms, but have never been applied to measure the contributions of multiple mechanisms in network evolution.
The core idea of the above methods is to estimate the appearing likelihood of links, which inspires us to measure the contributions of multiple mechanisms by calculating the likelihood using all the mechanisms simultaneously. Therefore, we design a formula to re-calculate the likelihood for every link by assigning each mechanism an tunable weight. The optimal group of weights are the ones maximizing the likelihood of all links (likelihood analysis method) or the prediction accuracy (link prediction method).
To testify the effectiveness, we produce numerous model networks which can be controlled to follow multiple mechanisms with different weights, such as popularity, clustering and randomness. Through comparing the estimated contributions with the known weights, we find both of the methods are effective to judge which mechanism is stronger. In particular the one based on likelihood analysis can give very accurate estimations. Further, we discuss the advantage of likelihood analysis method and the disadvantage of the link prediction method which leads to its worse performance. At last, we apply the likelihood analysis method to different kinds of real-world networks to see how popularity and clustering co-evolve in real complex networks. These networks are collected from different domains, including technology networks and social networks, and from different countries, e.g. USA and China. The results show that most of these networks evolve with both mechanisms but with quite different weights.
The main contributions are two folds. In the theoretical aspect, we clarify that the multiple mechanisms of complex systems can be measured in a quantitative way, and provide a unified, efficient and extensible measurement method. In the aspect of specific conclusions, we find some interesting properties for real-life networks. For example, the clustering mechanism widely exists in any social networks, while in the platform mainly designed for social activities (Facebook and Flickr) the clustering effect is much stronger than in the platform where the primary demands of users are not social intercourse, such as to watch videos in Youtube and to read blogs in ScienceNet. In addition, we showed that the evolving mechanisms may remarkably change in time for some real networks (e.g., Internet), so the links associated with new nodes are created with different reasons by links between old nodes, which are usually ignored in known models, but in accordance with some experimental studies on Internet, such as 20, 21 .
Results
Measurement methods. Given two snapshots of an evolving undirected network at time t 1 and t 2 (t t 1 2 < ), denoted by G V E ( , ) and G V E ′( ′, ′) respectively, where V (V ′) and E (E′) are the sets of nodes and links respectively. The set of new links is
In the following we firstly introduce two previous methods of evaluating underlying mechanisms in network evolution, and then present how we measure contributions of multiple mechanisms.
One method is based on likelihood analysis 16 , of which the key idea is to estimate the appearing likelihood for each new link by multiply the probabilities of selecting its two endpoints. For example, if the links are all randomly created, the likelihood of each link x y ( , ) can be calculated by l xy
= ⋅ where N is the number of nodes of the network. Then, we can get the likelihood for all the new links according to l
. For a group of models, we can calculate  for each of them, and the one with the highest likelihood  is considered to be the most suitable one.
The other method is based on link prediction 18, 19 . The link prediction index would assign a score, following some certain principle, to each non-observed links, including new links E new and nonexistent links E non ( = − − E U E E non n ew , where U is the universal set containing all V V 1 2 ( − )/ links). Then we can rank these links in descending order. A link prediction index is good if it can assign the new links higher rankings compared with the nonexistent links. To measure it in a quantified way, we introduce the AUC value (area under the receiver operating characteristic curve 17, 27 ) which will be discussed in detail in Materials and Methods. Then we assume that a mechanism is more suitable to depict the network evolution if the corresponding link prediction algorithm results in a higher AUC.
As described above, the key points are both to estimate the likelihoods of links. We are motivated to re-estimate the likelihood by considering all the mechanisms with tunable parameters (which must sum to 1) indicating their contributions. According to the probability theory, we define the likelihood of link x y ( , ) as the expectation of the likelihoods for all the mechanisms, written as where m is the number of considered mechanisms. Thus, for the method based on likelihood analysis, we expect the group of parameters which maximize E l x y xy new ∏ ∈ ( , ) would indicate the contribution of each mechanism. Similarly, for the method based on link prediction model, the group of parameters which maximize the prediction accuracy (AUC) would indicate the contribution of each mechanism.
Comparisons between the two methods. To examine the effectiveness of the measurement methods, we apply them to model networks of which the evolution can be controlled. Two well-known mechanisms, popularity and clustering, are firstly taken into consideration. Popularity denotes that the nodes with higher degree are more attractive, while clustering suggests that the links which can form more triangles is more preferred. The model network evolves beginning with a loop consisting of five nodes. It grows following two rules at each step:
1. add one new node with one new link which connects this new node to one old node; 2. add 3 links, but self-loops and multi-links are not accepted.
Every new link is created following either popularity mechanism or clustering mechanism, which is controlled by a tunable parameter p ranging from 0 to 1. p 0 = means all the links are created following popularity mechanism, while p 1 = means all the links are created following clustering mechanism. To implement popularity mechanism, we choose preferential attachment which was depicted by Barabási and Albert in 7 . They defined the probability of selecting node x for new links as
. Similarly, for clustering mechanism we use the number of common neighbors to measure the likelihood of creating a link between x and y. In detail, we firstly select a node x for the new link, and then select the other node preferentially according to the probability
, where x Γ( ) is the set of neighbors of x . Node x is selected randomly to differ from popularity mechanism. Notice that, the new link which is added with the new node at each step, cannot be created if following the current clustering mechanism. So we randomly select an old node to form this new link to differ from preferential attachment. By tuning p from 0 to 1 with step-length 0.1, we respectively produce 100 model networks for every p. Then the question can be simplified to estimate the value p for each model network through equation (1).
Link prediction method.
Corresponding to the implementation of popularity mechanism, there has been proposed a link prediction index named Preferential Attachment (PA) index which is defined as the product of the degrees of two nodes, written as s k k
. There also has been proposed Common Neighbor (CN) index 22 which is accordant with the clustering mechanism, written as s x y xy CN ∩ = Γ( ) Γ( ) . Notice that, many node pairs have the same number of common neighbors, or no common neighbor, which leads to the indistinguishable s xy CN and the degeneracy of states 23 .
To tackle such problems but keeping the predictive power of CN index invariant, we add a small random number 0 0 01 ε ∈ ( , . ) to every s xy Likelihood analysis method. This method 16 defines the likelihood of a link x y ( , ) as the multiplication of the likelihoods of selecting node x and y. Thus, l xy popu can be easily defined as 
. Then the likelihood of x y ( , ) has the In Fig. 1 , we present the trends of AUC values (subfigure (a) and (b)) and  (subfigure (c)-(h)) with the increasing λ. The contributions of popularity mechanism and clustering mechanism can be estimated through the peak values. We can see that the optimal λ resulted from both the two methods increase when p grows bigger. For intuitive observation, we figure out the correlation between p and the optimal λ in Fig. 2(a) . The likelihood analysis method gives very accurate estimation while the link prediction method fails when p is large. The reasons of such failure are three folds: (i) CN mechanism embodies the principle of preferential attachment to some extent; (ii) the link prediction method provides too rough descriptions for the links; (iii) the link prediction model is not appropriate to measure the mechanisms' contributions.
Firstly, CN mechanism embodies the principle of preferential attachment because two nodes with large degrees have higher chance to have common neighbors. However, PA never considers the number of common neighbors shared by any node pair. When p is small, few new links are restricted to form triangles. It's easy to distinguish CN mechanism from PA mechanism because most new links shares few, even no common neighbors. When p becomes larger, although the formation of triangles become popular, the new links with many common neighbors also tend to have high-degree endpoints. There also exist many new links with few common neighbors but high-degree endpoints. These links lead to the failure of the link prediction method. We will explain it in detail through an example along with the third reason. However, this problem caused by the network model restricts the link prediction method but does not influence the likelihood analysis method. That should be due to the advantages of the likelihood analysis method, which are discussed as below.
The second reason is the loser's rough descriptions of the links compared with the winner. For example, suppose there are two pairs of unconnected nodes x y ( , ) and u v ( , ), which both have two common neighbors, but the degrees of x and y are much higher than those of u and v. The probabilities that these 
and l uv in the similar form, which are proved in Materials and Methods. Obviously, l xy is far different from l uv , because x Γ( ) and y Γ( ) are much larger than both u Γ( ) and v Γ( ) . At last, in link prediction method, each new link needs to be compared with all the (sampled) nonexistent links. So that we can find the best link prediction index which assigns the new links with higher rankings compared with those nonexistent links. But when we try to improve the new links' rankings by tuning λ, there always exist some links whose rankings fall because of the improved rankings of some nonexistent links. That is to say, the nonexistent links, which are indispensable in the link prediction model, become the barriers to measuring the mechanisms' contributions. By comparison, the likelihood analysis method aims to optimize the overall likelihood of the new links as a whole. Until now, many researches discussed that some properties only emerge at the global level but vanish at the individual level, such as the function of the organs, the power-law distribution of displacement on the group level but not on the individual level 24 , and so on. In our case, although the new links are created following CN mechanism when p 1 = , some of them might seem to be following PA mechanism as they have high-degree endpoints. Unless we consider the overall likelihood of these links, we cannot obtain the accurate estimation. Moreover, the likelihood analysis method shakes off the effect of the nonexistent links. In fact, many pairs of nonexistent nodes are deemed to be linked with high probability. These pairs of nodes would lead us astray if they are treated as the reference standard in the link prediction method. For clarity, we generate a small network following CN mechanism to explain such failure. As shown in Fig. 3 , new links are marked by red dash lines and Newi. We also select six nonexistent links marked by Noni to make comparisons. Clearly we can see that the node pair with high s CN usually has high s PA , which is caused by the embodied preferential attachment principle. Such effect makes the estimation difficult. At first, we rank the links according to s CN , Non1 and Non2 are only behind New1. Then we introduce s PA , the rankings of New2 and New3 are improved due to their larger s PA , while Non2 with lower s PA gets a lower ranking. Notice that, the prediction accuracy can benefit from such changes. However, we also need to notice the change happened on Non1, which will lower the accuracy. Non1 has both high s CN and s PA but belongs to nonexistent links. This is the ungovernable effect what we referred before. Adopting such link as the reference standard, it is difficult to obtain the accurate estimation.
As above, the likelihood analysis method wins due to its two advantages: the exact description of individual link, and the global perspective of description of all the new links. These two points are both indispensable. By comparison, the link prediction method is limited by its rough description of individual link, and the ungovernable effect of nonexistent links. To be more stringent, we redefine the CN index to get 
, which has the same form to the equation of the likelihood analysis method. But it still failed, as shown in Figure S1 in the Supporting Information. The result implies the effect of the nonexistent links is the main reason. In Fig. 2(b) , we show another advantage of the likelihood analysis method. Due to the drawback of link prediction model, we do not consider the new links with new nodes in Fig. 2(a) , but such new links do not limit the effectiveness of likelihood analysis method. Actually, they can improve the accuracy of the estimation a little bit.
Verification through model networks with more mechanisms. Without loss of generality, we examine the winner through model networks driven by more mechanisms. Thus we introduce randomness mechanism, which means that the endpoints of new links are all randomly selected. Similarly, the model networks start evolving from a loop consisting of five nodes. At each step, one new node with one new link and three other links are added. Every link is created following Randomness mechanism with probability p rand , clustering mechanism with probability p clus or popularity mechanism with probability p popu 
Measuring popularity and clustering for real networks.
Inspired by the effectiveness of the measurement method, we try to understand how popularity and clustering mechanism affect real-world networks. We collected nine networks including internet, social networks, communication networks and collaboration networks. Each of them is divided into two parts based on time stamps -observed links and new links (see details in Materials and Methods and Table 1) . By calculating the likelihood of new links with equation (4), we can also easily find the optimal λ for every real network, indicated by the peaks of blue dash curves in Fig. 5 . Obviously, the clustering mechanism widely exists in any social networks, but takes on different roles. The clustering effect is much stronger in the platform Facebook and Flickr, which are mainly designed for social activities where people tend to form clusters. Differently, in the platform of Youtube, ScienceNet and Epinions, the clustering effect loses to the popularity effect, because the primary demands of their users are not social intercourse but to watch videos (in Youtube), read blogs (in ScienceNet) and rate products (in Epinions). It does make sense because people who have better resources (e.g., excellent videos, great blogs) also hold greater appeal. In the collaboration network (Coauther), clustering and popularity also co-exist. The existence of Clustering mechanism is natural, because many scientists have their own groups where advisors and students usually collaborate with each other. Popularity mechanism is also plausible, because famous groups are more competitive to attract researchers. In the next experiment, we can see that clustering effect would be a little stronger after they created the first link.
We further study the mechanisms for the new links among old nodes only, to observe the effect of new users. As shown by the red curves in Fig. 5 , the optimal λ tends to fall on different positions compared with the blue dash curves. The differences are not obvious in the online social platforms, but is significant in technology networks and collaboration networks. Such differences show that the evolving mechanisms may remarkably change in time, and the links associated with new nodes are created with different reasons by links between old nodes. This result on Internet is accordance with some previous experimental results 20, 21 . Similarly, in the collaboration network, after a researcher joins a new group, he will develop more cooperations with other members.
Discussion
Analyzing network evolution is not only a fundamental problem, but also a long-standing challenge in the network science domain. Previous studies focused on uncovering new mechanisms or improving some known mechanisms. In this paper, we started a new question that is to quantitatively measure the contributions of multiple mechanisms which affect the evolution of complex networks simultaneously. Motivated by previous studies, we compared two measurement methods which are based on link prediction and likelihood analysis respectively. Although the core ideas are both to estimate the likelihood for newly created links, the link prediction method fails in some cases. By analyzing their differences, we found the likelihood analysis method successfully captures the characteristics of new links on the individual level, and the overall property of new links on the group level as well. In fact, many researches have discussed that some features or functions emerge on the group level but vanish on the individual level, such as the function of the organs, the collective behaviors of the ant colonies, the power-law distribution of displacement on the group level but not on the individual level 24 , etc. As a result the likelihood analysis method has the ability of producing very accurate estimations.
The likelihood analysis method is promising because it is highly extensible. The likelihood of new links can be easily estimated by counting the probabilities of choosing the two endpoints when given a mechanism. Moreover, this method is very efficient. Most of the computing time is consumed by the process of maximizing the likelihood, but this is a mature question in engineering. Therefore, it is possible to trace the evolution of complex systems in real time.
From the results of the real-world networks, we can clearly observe the combined action of popularity and clustering. The results here match our intuitive knowledge, but are more significant. For example, a network with high clustering coefficient 25 is not necessarily driven by clustering mechanism, but probably the byproduct of another mechanism such as the spatially preferential attachment mechanism 26 . Moreover, the value of clustering coefficient is usually dependent on the scale of networks, i.e., large scale networks usually have small clustering coefficient compared with small scale networks. None of the above cases can limit the likelihood analysis method, because the measurement of the links is directly based on the probability of selecting the endpoints following the given mechanism. In addition, we also showed that the evolving mechanisms may remarkably change in time for some real networks. Due to the efficiency of the likelihood analysis method, it is possible to trace the evolution of the networks and even the mechanisms. Our results suggests that the multiple mechanisms of complex networks can be measured in a quantitatively unified and efficient way. In future, we expect that the framework in this study can be used to provide some insights in understanding complex systems.
Materials and Methods

Link Prediction Method. Given G V E
( , ), a link prediction index can assign every non-observed link (including E new and E non ) a score, according which we can rank these links in descending order. An index is regarded as better if it can order the links in E new with higher rankings than another index does. This is how we seek optimal λ in this paper. To compare the indices in a quantified way, we introduce AUC (area under the receiver operating characteristic curve 27 ) to measure the accuracy of prediction based on the rankings. It can be interpreted as the probability that a randomly chosen new link (a link in E new ) is given a higher score than a randomly chosen nonexistent link. In the implementation, among n times of independent comparisons, if there are n′ times the new link having higher score and n″ times the new link and the nonexistent link having the same score, we define the AUC value as 17 :
If all the scores are generated from an independent and identical distribution, the AUC value should be about 0.5. Therefore, the degree to which the AUC value exceeds 0.5 indicates how much better the algorithm performs than pure chance. Need to notice that, the calculation of AUC is based on statistical theory, so the result of equation (5) will be more approximate to the real value if we assign n a larger number. We have discussed the proper value of n in the book named Link Prediction 28 . That is, if we expect to get the AUC value with error less than 0.001 at the 90% confidence level, n should be no less than 672400. So in our experiments, we set n 673000 = . The derivation process is presented in Supplementary Information.
Likelihood Analysis Method.
In this method, we need to consider three cases for a chosen link x y ( , ): (i) either x or y is a new node, which appears after t 1 ; (ii) both x and y are new nodes; (iii) both of them are old nodes.
For popularity mechanism, if one of them is new node, supposed as x, then l 1 The initial data in 33 are crawled between January 20th, 2009 and January 22nd, 2009. The time of link establishment is signed by a UNIX time-stamp unless it can not be determined. We set all the undetermined time-stamps as 1. (8) FBC -This data is from www.facebook.com but different from the friendships in FB. In this data, if a user u post to another user v's wall on Facebook, the directed link will be created from u to v. Since users may write multiple posts on a wall or their own wall, the network collected in 33 allowed multiple edges and loops. In this paper, we remove the loops and redundant edges (multiple edges which have appeared before). (9) Coauthor -This is a collaboration network from the e-print arXiv, which covers scientific collaborations between authors whose papers are submitted to High Energy Physics -Theory category. The data covers papers in the period from January 1993 to April 2003 34 . Notice that two authors may collaborate multi-times, which is simply represented by an unweighted link in this paper. The timestamps are determined by their first collaboration.
