Abstract: It is well-known that many important classes of Runge-Kutta methods su er an order reduction phenomenon when applied to certain classes of sti problems. In particular, the s-stage Gauss methods with stage order s and order of consistency 2s behave like methods of order s when applied to the class of singularly perturbed problems. In this paper we will show that the process of smoothing can ameliorate this e ect, when dealing with initial value problems, by rst studying the e ect of smoothing on the standard Prothero-Robinson problem and then by extending the analysis to the general class of singularly perturbed problems.
Introduction
A symmetric Runge-Kutta method has the property of admitting (classical) asymptotic error expansions in even powers of the stepsize. When applied to sti problems, however, the observed order of accuracy is usually less than the classical order. Such an order reduction phenomenon was rst observed by Prothero and Robinson 14] and led to the concept of B-convergence introduced by Frank, Schneid and Ueberhuber 9] . Sti ness may also destroy the structure of asymptotic error expansions since the coe cients may depend on sti ness and can become unbounded (Auzinger and Frank 1,2], Auzinger et al. 3] ). These di culties of symmetric Runge-Kutta methods with sti problems have important implications for the application of acceleration techniques such as extrapolation.
Symmetric methods that have been implemented in extrapolation codes for sti problems have included the implicit midpoint and trapezoidal rules 8], and the linearly implicit midpoint rule of Rosenbrock type 4]. An important strategy for improving the accuracy of the numerical solutions is the idea of smoothing with a formula such aŝ y n = 1 4 h y n?1 + 2y n + y n+1 i ;
(1:1) { 1 { suggested by Lindberg 12] but rst used by Gragg 10] in connection with the explicit midpoint rule. When applied in the context of extrapolation or other acceleration techniques, it is important that the smoothing formula preserves the h 2 -asymptotic error expansion. In a previous study, Chan 7] has generalized the idea of smoothing to arbitrary symmetric Runge-Kutta methods and in Butcher and Chan 6 ] the order of smoothers for Gauss methods is studied. In this paper we study the e ects of smoothing on the order reduction phenomenon for the Prothero-Robinson problem. The analysis provides valuable insight into the behaviour of smoothing of symmetric methods for sti initial value problems, singular perturbation problems and di erential algebraic equations. In order to introduce the ideas involved in our study we begin with an analysis of the scalar Prothero-Robinson problem.
Let R denote a symmetric Runge-Kutta method generated by the triple (A; b; c). where e is a vector of units, and P is a permutation matrix whose (i; j)-th element is given by the Kronecker i;s+1?j . If the method is applied to a Prothero-Robinson problem, y 0 (x) = ? y(x) ? g(x) + g 0 (x); y(0) = g(0); < 0;
(1:3) with g(x) su ciently smooth and the exact solution given by y(x) = g(x), then it can be shown (see, for example, Chan 7] or Burrage et al. 5] ) that the global error after n steps with constant stepsize h, y n = y n ? y(x n ), satis es a recursion formula The idea is to choose a method e R so that the order behaviour of ŷ n is signi cantly better than that of y n . That is, the method e R is introduced in the last (n-th) step so as to minimise the order reduction e ect for the symmetric method. We observe that if the global error y n?1 can be su ciently damped by the stability function e R(z) = 1 + zb > (I ? zÃ) ?1ẽ for large jzj, then the global error ŷ n is essentially determined by the local errorS n (z) for the last step. Besides the damping property, the parameters carried by the method e R are chosen to reduce this local error. Thus, if q is the stage order of the symmetric method then we would require that j (z) = 0 for all z; j = 1; : : : ; q (1:9) and, in addition, that~ j (z) ! 0 as z ! 1 for as many values of j = q + 1; : : : ; q + t as is possible to achieve. An important feature of symmetric methods is the existence of asymptotic error expansions in even powers of the stepsize h. Thus another requirement in the choice of e R is the preservation of this desirable property. Such a method is called a symmetrizer. Chan 7] has shown how symmetrizers can be constructed for a given symmetric method. In section 2 we present a summary of the construction of one-step symmetrizers and study the e ects of smoothing on Gauss methods for the Prothero-Robinson problem, while in section 3 we investigate the e ect of smoothing in a more general setting by analysing the order behaviour of smoothing on symmetric methods when applied to singularly perturbed problems. where P is the permutation matrix corresponding to the symmetry of R. The weight vector w carries s parameters which are chosen to satisfy certain order and stability conditions so as to minimise the phenomenon of order reduction. By construction, the method e R is almost the composition of two steps of the method R but with di erent weights. Since the condition C(q) for e R does not depend on the weight vector w, e R satis es C(q) if R has stage order q. This can be seen from the resulting decompositioñ studied. It was shown that unique and L-stable symmetrizers of order 2s ? 1 exist for Gauss methods with s = 1; 2; 3 stages, while 2s ? 3 is the maximum attainable order for symmetrizers of Gauss methods with s = 4; 5; 6 stages. The order behaviour studied took no special account of the degree of sti ness. In the present paper we study the order behaviour of the symmetrized solution under conditions that are considered to be strongly sti , that is, z ! 1 and h ! 0 but subject to various degrees of sti ness, for example, j j ?1 Ch 2 , (see, for example, 1] and 2]). This restriction is not a serious one for highly sti problems, but our results can be compromised if the sti ness is only moderate. In addition, further di culties can arise when systems of sti equations are studied due to the types of coupling between the components that can arise (see 1] and 2] again).
The stability function of the method e R is given by );
where the y k and z k are smooth and independent of .
In fact, these coe cients can be found as solutions of a sequence of di erential algebraic equations (DAEs) of increasingly higher index.
Hairer, Lubich and Roche 11] have shown that the numerical solution of a RungeKutta method applied to (3.1) also possesses an -expansion whose coe cients are the global errors of the Runge-Kutta method applied to a sequence of DAEs of increasing index. In particular they have shown that, for an A-stable method with jR(1)j < 1 and the Runge-Kutta matrix A having eigenvalues with positive real part, the numerical solution (y n ; z n ) satis es In the case that a method is not sti y accurate, the order estimates in (a) and (b) can still be improved upon by the analysis of the order conditions in the Taylor series expansion of the local error in the z-component (see Roche 15] ).
Before doing this, we will introduce two additional sets of simplifying assumptions which relate to index 1 and index 2 problems and which are denoted, respectively, by S1 ( where it is assumed that A is nonsingular. We note that if B(q) and C(q) hold then S1(q) and S2(q) hold.
In what follows we will always assume that the Runge-Kutta matrix A is nonsingular, that jR(1)j < 1 and that a method is of order p q satisfying B(p) and C(q). ) is that all the standard order conditions for a Runge-Kutta method to be of order p must be satis ed (see Roche 15] ). Hairer, Lubich and Roche 11] We must take some care in applying the above convergence order results to the methods being considered in this paper because these results are derived under the assumption that the same method is applied at each step. In the case of the symmetrizing process we apply a symmetric method with constant stepsize h over N ?1 steps and then the symmetrizer. Thus the basic method can be considered to be b
Consequently, in the case of a method in which R is of order p 1 and the symmetrizer over one step is of order p 2 < p 1 then p in (3.3) is to be interpreted as p = p 2 + 1. Furthermore, the stepsize associated with b R is denoted by H. It should be noted that the implementational approach intended here is the standard one used in extrapolation methods -as typi ed, for example, by the Bulirsch and Stoer algorithm. That is, extrapolation takes place on a speci ed subinterval. When this is completed, a new large stepsize H is chosen from the behaviour in the previous H. The smoothing takes place at the end of each major-step.
In addition, the stability function b R for this method is given by We are now in a position to write down the general order formulas for the s = 2 and s = 3 symmetrizing cases when applied to (3.1). It should be noted that in the following formulae the subscript n refers to the number of applications of the composite method b R. 
Conclusions:
We have shown that smoothing can have a signi cant e ect on the behaviour of, for example, a Gauss method. However, in the case where the number of stages exceeds 1 and the smoothing process is a one-step process there are not enough free parameters (as in (3.11)) to obtain the best possible e ect. Thus in the s = 3 case if a two-step smoothing was applied there would be enough free parameters to allow both We hope to study the smoothing e ects of two (and higher)-step smoothing in a later paper.
