Introduction
Workflow mining refers to the task that automatically finds business process models within an enterprise by analyzing the computer operations, usually in the form of event logs, by a group of people involved in the process. These process models are usually represented in graphs and can be used to reengineer the work process and to ensure that the employees comply with the standard procedures.
Currently, most of the techniques for workflow mining require that structured (symbolized) event logs are available from certain software tools, such as Enterprise Resource Planning (ERP) systems, Customer Relationship Management (CRM) software, or Workflow Management systems [1] . However, in most real situations, these systems may not be installed in the enterprises. Therefore, structured event logs are not readily available. Instead, what we can have in most situations is the unstructured logs related to activities, such as emails sent and received, web pages accessed, documents edited, and applications executed. This kind of information can be easily obtained from web, email and application servers. These unstructured logs do not record the purpose of the operations, i.e., activity labels for the operations, and the labels for the workflow instances that these operations belong to. For example, an email message recorded in an unstructured log may contain keywords "trip", "application", "July", "London", "Richard", and "Smith". We neither know the corresponding activity type for this email, nor do we know the process instance to which the email belongs from the email itself. Unfortunately, current workflow mining techniques based on the structured logs cannot be used in such situations [1] . In this paper, we propose a method to identify the activity label and process instance for each event in the unstructured logs based on the keywords and named entities identified from the content of the event, and people involved in the operation. In this way the unstructured logs can be converted to structured logs, and hence can be used as the input to the workflow mining algorithms. For example, the task of the email message described above may be labeled with activity label Trip-Application and process instance label Smith-London-Trip.
The past decade has seen much work conducted in the field of workflow mining. The most investigated problem is to create graph-based workflow models from structured logs. A number of different graphic representations have been used for workflow mining. These include directed acyclic graph [2] , finite state machine [5] , variation of Bayesian network [9] , workflow schema [6] , and Petri Net [1] . Based on these representations, various algorithms have been proposed. However, all of the above-mentioned work is based on structured logs where both activity types and process instances are recorded.
Recently some researchers have started to pay attention to the content-based methods which utilize data mining techniques to decide whether to label two events as the same activity type or as part of the same workflow instance. Kushmerick and Lau used data mining methods to identify activities and transitions of activities from email messages [8] . However, that work is focused on solving a very specialized problem in E-commerce transactions. Also, they treat the task of indentifying activities and that of identifying workflow instances separately. Khoussainov and Kushmerick [7] reported a method to identify links and relations between email messages and the email speech acts [4] . However, their claim that integration of link identification and speech act identification will improve the performance for each other is based on two small data sets. In our paper, we performed systematic experiments on synthetic data sets and found that the combination of the two tasks of our problem does not necessarily improve the performance for each other.
The contributions of this paper include the following: (1) We proposed a novel method that uses the transition matrix and preceding matrix to combine the results of the activity identification and workflow instance identification. This method takes into account the keywords, named entities, as well as the sequence information embodied in the unstructured logs.
(2) Our work is the first in this field based on the systematic experiments on synthetic data sets. In this way, we can see how data itself can affect the performance.
(3) We obtained observations that combining the instance identification and activity identification would not necessarily improve the results for each other, which is contrary to the claims made in [7] . We found that the quality of the data and the results of initial identification of the activities and workflow instances play a key role in the final results.
In section 2, we introduce basic concepts and state the problem we will tackle. In Section 3, we present our method to combine activity identification and instance identification tasks. In Section 4, we present the design of experiments and the experimental results. Section 5 concludes the paper.
Preliminaries
In this paper, we refer to the unstructured logs as audit trails and the structured logs as event logs. Audit trails and event logs are defined as follows.
An audit trail entry ate is a 5-tuple (Op, SO, Rec, Cont, TS), where Op refers to the operation type, SO refers to the operators, Rec refers to the recipients if applicable, Cont refers to the content of the artifacts related to the operation, and TS refers to the time stamp. An audit trail AT is a set of audit trail entries ranked by timestamp in an ascending order.
Given a set of activity types A, an event e is a 3-tuple (Ins, Act, TS), where Ins is an integer referring to the workflow instance label. Act A is an activity type. TS is the time stamp. An event log EL is a set of events ranked by the timestamp in an ascending order.
In some literature, activity, task, and event are used interchangeably. In this paper, activity refers to the type of an event, while an event refers to a step in a workflow. Therefore, different events may have same activity type. We will avoid using task to eliminate the ambiguity. Table 1 shows an example of an audit trail. In our work, we take into account three types of user operations: document editing, email sending, and web form submission. In the table, each row represents an audit trail entry. The first event in the audit trail says that Zhang sent an email to Johnson to inform him the acceptance of their paper. The second event says that Johnson was drafting a document to apply for a travel for a conference. The last event says that Bergman was booking an air ticket on an airline web site. The audit trail did not record explicit semantic labels for these entries, nor did it show which events are correlated for a workflow instance. Table 2 illustrates an example of an event log. In this table, we have four activity types Apply, Approve, Decline, and Reimburse, and two workflow instances: Instance 1 consists of three activities {Apply, Approve, Reimburse} and Instance 2 consists of two activities {Apply, Decline}. This table is a standard input for workflow mining algorithms that construct a graphic workflow model. Problem statement Given an audit trail AT, convert it to an event log EL.
Converting Audit Trails to Event Logs
The mapping from an audit trail to an event log consists of two tasks: grouping related events for the same workflow instance and identifying the activity type for each event. Our integrated method includes the following steps: (1) Use a clustering method to identify the initial workflow instances. (2) Use a Naïve Bayesian classifier to identify the initial activity types. (3) Generate a transition matrix and preceding matrix based on the results from previous two steps. (4) . Recluster the workflow instances with the transition matrix. (5) Reclassify activity types with the preceding matrix.
Discovering Workflow Instances
In this section, we address the problem of discovering process instances. A process instance corresponds to a single execution of a business process. Each process instance may consist of tens or hundreds of events, depending on the granularity level of the events. Unlike in the case of topic detection and tracking, where keywords are used to determine the similarity of two events [3] , in workflow mining, we take the approach of viewing the similarity between events within a workflow instance being determined by the named entities contained in the artifacts of the events. For example, in the case of a travel application, every artifact (emails, documents, webpage forms) involved may include the name(s) of the applicant(s), the destination(s), and the dates for departure and return. Therefore, we use these named entities in the events to group events into instances. We treat the named entities as symbolic values; therefore the similarity of the named entities can be defined as
, where e 1 and e 2 are two events, K is the number of the entity types considered, E 1i and E 2i are the named entities for the two artifacts for the entity type i, which are sets of words. For example, suppose we have two documents, each of which contains two types of entities: locations and persons' names. The first document contains destinations {Paris, France, Toronto} and the persons' names {John, Smith, Mary, Bergman}. The second one contains destinations {Paris, Toronto} and persons' names {John, Mike, Mary}. The similarity between the two documents in terms of the named entities is 53
. The similarity between an event e and an instance ins, which is a set of events, is defined as
Here we did not try other specialized similarity measures because specifying the similarity measure too much to improve accuracy is not our purpose. Instead, we would like to see how integration of the instance discovery and activity discovery affects each other in a more general situation.
The clustering algorithm for discovering workflow instance is presented in Figure  1 . Ins refers to the set of instances to be identified. ins refers to an instance which is composed of a set of events. The algorithm processes the events in the chronological order. It first finds the instances identified up to the present that is most similar to the current event. If the similarity value between the event and the most similar instance is greater than a threshold, it assigns the event to the instance. Otherwise a new instance is created with this event as the first event in the instance.
Greater similarity threshold values result in more workflow instances to be discovered, each of which contains fewer events, while smaller threshold values result in fewer instances, each of which has more events.
Fig. 1. Clustering algorithm for workflow instance identification

Discovering the Activities
For a specific workflow, the number of the activity types is fixed. Classification algorithms can be used to train a classification model based on the keywords in the artifacts to classify the events into activity types. We used a Naïve Bayesian classifier to identify activities due to its efficiency and ease of incorporating new features. According to the Naïve Bayesian classifier, given a set of keywords w 1 , w 2 , …w k associated with an event e, the probability of e being an activity A can be defined as
In our implementation, Laplace smoothing is used to avoid zero values for P(w i | A).
We assign the event to the activity with the maximum posterior probability ) ,...
Constructing the Transition Matrix and Preceding Matrix
In some cases, the named entities in the audit trail may not be enough to discover the workflow instances. For example, suppose there are two instances intervening together. Instance one is about John's trip to London, Ontario and Instance two is about his trip to London, UK. If he were to write an email about an expense claim for his trip, but only included his name and London as named entities, it would be difficult to say which process instance this event belongs to. However, if the current stages in the process of the two instances are known, it may help make the decision. Suppose the current stage of process instance one is applying for trip and that of instance two is booking hotel. It might be safe to say that this new event should belong to instance two because it is more likely that the reimbursement is done after booking a hotel room and/or flight. Similarly, combining the keywords and the sequence information can also help classify activities. After identifying the workflow instances and activities in the first round as described in Sections 3.1 and 3.2, we can generate the initial structured event log. Based on the initial event log, we can construct an n times n transition matrix, where n denotes the number of activity types. The transition matrix indicates the probability that each activity is followed by each other activity in a particular process instance. Specifically, the entry of row i and column j records the probability that activity i is followed by activity j, denoted as Follow(a i , a j ) = P(a i a j )/ P(a i ). We also construct an n times n preceding matrix, where each entry Preceding(a i , a j ) = P(a i a j )/ P(a j ) represents the probability that activity a j is proceeded by a i .
Using the Transition Matrix for Reclustering Workflow Instances
The reclustering algorithm is identical to the initial clustering algorithm as shown in Figure  1 , where a(e) denotes the mapping from event e to activity type, and last(ins) denotes the last event that has been grouped in the current instance ins up to present. It should be noted that in the second clustering process, the optimal similarity threshold is different from that for the initial clustering due to the introduction of the factor Follow.
Reclassification for Activity Discovery
With the event log obtained from the initial clustering and classification, we can reclassify the events to new activity labels with the adjusted probability estimation refers to the probability that activity A is proceeded by activity A P . It can be seen that in training the second classification model, we can use the items in the initial classification models and only need to obtain the preceding matrix from the initial event log, which makes the reclassification process very efficient. This reclassification for activity types combines both the keywords of the documents and the sequence patterns of the events. Here we assume the Markov property of the sequence, i.e., the current activity is only dependent on the preceding one.
Experiments
We have conducted extensive experiments to evaluate the performance of our method. The experiments were implemented in Java and were performed on a Core 2 1.83GHz PC with 4GB memory, running on Windows XP.
Experiment Design
As pointed out by [7] , the real email messages containing workflow is difficult to obtain due to privacy concerns, let alone the real data representing workflow which also contains other computer operations. Therefore we used simulated data for our experiments. First we investigated the common process of approving employee travel in an organization. We represented the simplified workflow model in a Petri Net as shown in Figure 2 .
The simulated data sets were generated in two steps. First, structured event logs are generated from the workflow model. Then, operators, timestamps, named entities, and the keywords associated with each event were generated. Types of named entities we considered include traveler's names, destinations, and dates of departure and return. Named entities and keywords can contain noise. We generated nine audit trail data sets with noise levels ranging between 10% and 90% with an increment of 10%. We consider three types of noise: insertion of a random words (or named entities) from a dictionary, deletion of keywords (or named entities), and replacement of keywords (or named entities) with other words in the dictionary (or other named entities of the same type). The three types of noise were added with the same probability. Each audit trail data set contains 100 instances with around 1400 events. We used the F measure to evaluate the instance clustering results. The F measure consists of two factors, precision and recall. In the scenario of clustering, recall represents how many object pairs that should be in same cluster are in the same cluster in the clustering results. The precision represents how many object pairs that are discovered in the same cluster are correct. The F measure is the harmonic mean of recall and precision.
We used accuracy to evaluate the classification of the activities. Accuracy is the ratio between the number of correctly classified objects to the number of all objects. Table 3 shows the F measure for the initial clustering results on the simulated data sets. Each row in the table represents a similarity threshold and each column represents a data set with different levels of noise. The best results for each data set are shown in bold face. Two observations can be obtained from the table. First, when we increase the noise level, the best derivable F measure decreases. This coincides with our intuition. Secondly, for the data set with higher level of noise, the best F measure values are obtained from smaller similarity thresholds. This is because when the noise level increases, the similarity values between events that belong to the same workflow instance decrease.
Experimental Results
A second clustering is conducted on the best results of the initial clustering and the initial activity classification for each data set. Similarly, we vary the similarity threshold to obtain the best results for the second clustering. Figure 3 compares the results of initial clustering and second clustering. The X-axis denotes the level of noise for the data sets and the Y axis denotes the best F values obtained. If the activity labels are obtained from the initial activity classification, which is not perfect, the second clustering results are better when the noise level is below 30%. This means that if the quality of data is reasonably good, and accordingly the results of the initial clustering and classification are reasonably good, the second clustering will improve the results from the initial clustering. Otherwise, the second clustering will deteriorate the results. By intuition if the initial results are poor, and provide false information to the second clustering, it only makes things worse. We also compared these results with the second clustering when the activity labels are perfect. It can be seen that the second clustering results based on perfect activity labels are better than those of the initial clustering when the noise level is below 50%. Another observation is that second clustering with perfect activity labels almost always obtains better results than the second clustering with imperfect activity labels obtained from initial classification. Figure 4 presents the results for activity classification. It can be seen that when the noise level is below 70%, there is no significant difference between the initial classification and the second classification based on the imperfect instance labels obtained from the clustering process. When the noise level is above 70%, the second classification obtained worse accuracy than the initial classification. This is because the preceding activity identified is inaccurate such that it provides wrong information for the second classification. We also compared the initial classification and the second classification which is based on the perfect instance labels. It shows that the information for perfect labels for instances did improve the performance for the second classification in all noise levels. The experiments show that if the clustering method obtains instances with sufficiently good results, it improves the activity classification results. Otherwise, it could deteriorate the classification results.
Discussion and Conclusions
We worked on the problem of identifying instances and activities of workflows from unstructured data, and showed that integration of the two tasks has the potential to improve performance for each other, when they provide sufficiently accurate information to each other. Experimental results show that the integration of activity identification and instance identification is a double-edged sword. When the initial classification and clustering results are good enough, the second clustering and classification will obtain better results. Otherwise, performance deteriorates. Answering the question about how to define a "good enough" situation is our future work. Also we will apply this method to real data in the future.
