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WEAKLY IMPOSED SYMMETRY AND ROBUST PRECONDITIONERS FOR
BIOT’S CONSOLIDATION MODEL
TRYGVE BÆRLAND†, JEONGHUN J. LEE‡, KENT-ANDRE MARDAL†, AND RAGNAR WINTHER†
Abstract. We discuss the construction of robust preconditioners for finite element approximations
of Biot’s consolidation model in poroelasticity. More precisely, we study finite element methods
based on generalizations of the Hellinger-Reissner principle of linear elasticity, where the stress
tensor is one of the unknowns. The Biot model has a number of applications in science, medicine,
and engineering. A challenge in many of these applications is that the model parameters range
over several orders of magnitude. Therefore, discretization procedures which are well behaved with
respect to such variations are needed. The focus of the present paper will be on the construction
of preconditioners, such that the preconditioned discrete systems are well-conditioned with respect
to variations of the model parameters as well as refinements of the discretization. As a byproduct,
we also obtain preconditioners for linear elasticity that are robust in the incompressible limit.
1. Introduction
The purpose of this paper is to discuss a family of finite element methods for Biot’s consolidation
model, with a focus on the construction of preconditioners for the discrete systems. The Biot model
describes the deformation of an elastic porous medium saturated by a viscous fluid, leading to a
system which describes the coupling between the elastic behaviour of the medium and the fluid flow.
The finite element systems will therefore contain discrete versions of linear elasticity and porous
medium flow as proper subsystems. The methods studied here are based on mixed finite element
methods with weakly imposed symmetry for the elasticity part. In this respect, the methods
presented here are generalizations of the methods for linear elasticity discussed in [4].
With Ω being an open domain in Rn, the Biot model is a coupled system of partial differential
equations of the form
(1.1)
−divCǫ (u) + α grad p = f in Ω,
s0p˙+ αdiv u˙− div(κ grad p) = g in Ω,
where the dots denote time derivation. The unknowns are the displacement of the structure u, and
the pore pressure p. The differential operator ǫ is the symmetric gradient and C is the stiffness tensor
which describes the strain-stress relation. The parameters s0 and α are the so-called constrained
specific storage coefficient and the Biot-Willis constant, respectively. Finally, κ is the hydraulic
conductivity, determined by the permeability of the medium and the fluid viscosity, while f and g
are given momentum- and mass sources, respectively.
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In this paper we will consider linear, isotropic elasticity, in which case the stiffness tensor is
modelled as
(1.2) Cǫ (u) = 2µǫ (u) + λ tr ǫ (u) I ≡ 2µǫ (u) + λ(divu)I,
where µ, λ are the Lame´ coefficients. We will allow the parameters µ, λ, and s0 to be spatially
varying, scalar valued functions, κ is a symmetric positive definite matrix-valued function, while
α ∈ (0, 1] is constant. The well-posedness of system (1.1), with appropriate boundary and initial
conditions, is discussed in [29].
The Biot system arises as a key model in many practical applications, such as in geoscience
and in the modelling of soft tissues of the central nervous system. For many of these applications
the variations of the parameters will be quite large. For example, in geophysical applications the
permeability may vary in the range from 10−9 to 10−21 m2, [12, 34], while the Lame´ coefficient
λ can vary between 500 and 106 Pa in neurological applications [30, 32]. For a further discussion
of relevant properties of the model parameters of the system (1.1) we refer to [20] and references
given there.
Due to the wide range of physical applications of the Biot model there is a need for numerical
methods which behave robustly with respect to these variations of the model parameters. A number
of finite element methods for the Biot model have previously been proposed in the literature.
These studies include various primal methods [27, 33, 37], mixed methods [6, 22, 23, 36], and a
discontinuous Galerkin method [10]. Combinations of these methods have also been proposed, see
for example [18, 25, 26, 24, 35], while parameter-robust preconditioners are discussed in [5, 16,
28]. In fact, this was also the main theme of the paper [20], where the discretization is based
on a standard H1 formulation of the flow, combined with discretizing the elasticity part using
stable mixed finite elements for the Stokes equation. A standard approach to obtain a locking
free displacement method for linear elasticity, i.e., a method which behaves well for large Lame´
parameters λ, is to introduce “solid pressure” as an additional unknown. This approach leads to a
three field formulation for the Biot model, where the unknowns are the displacement of the medium
and the two pressures. The discussion in [20] shows that, in contrast to the situation for linear
elasticity, this approach may not lead to a robust discretization of the Biot system. However, by
introducing a new unknown, the so-called “total pressure”, a robust discretization is obtained. In
fact, robustness of the discretization both with respect to the model parameters λ, κ, and the
discretization parameter h are obtained. Furthermore, robust preconditioners are constructed, i.e.,
preconditioners that behave uniformly well with respect to variations of the model parameters and
refinements of the discretization.
The present paper can be seen as a continuation of [20], where the discretization of the elasticity
part of the system is based on the mixed methods proposed in [4]. The mixed finite element
methods studied in [4] are based on the Hellinger-Reissner variational principle of linear elasticity.
An advantage of this approach is that robustness of the methods with respect to the Lame´ parameter
λ is more or less obtained automatically, and that the stress tensor, which is of more interest in
some applications, is computed directly. On the other hand, a difficulty of these methods is to
construct stable finite element function spaces of exactly symmetric stress tensors. Therefore,
the methods proposed in [4], based on weakly symmetric stresses, are employed. In the present
paper we generalize these methods to the Biot model. This leads to a four-field formulation where
the unknowns are the stress tensor, the displacement of the structure, the pore pressure, and
additionally a Lagrange multiplier which results from the weakly imposed symmetry constraint.
The main purpose of the present paper is to discuss the properties of these finite element systems.
In particular, as in [20], we will focus on the construction of robust preconditioners for the stationary
systems obtained from a time discretization of the evolution problem (1.1).
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This paper is organized as follows. In Section 2 we establish the notation that will be used
throughout the paper and we give a brief description of the main strategy on how to construct
preconditioners that are robust with respect to model parameters and mesh refinement. A proper
weak formulation of a semidiscrete version of the Biot model, with four primary unknowns, is
also stated in Section 2. Section 3 is devoted to parameter-robust stability results for both the
continuous and discrete version of this problem, while more detailed discussions of the construction
of the corresponding preconditioners are given in Section 4. Finally, in Section 5 we present a
few numerical experiments aimed at validating the theoretical results, followed by some concluding
remarks in Section 6.
2. Preliminaries
We will denote by Ω a bounded domain in Rn, with n = 2 or 3, and boundary ∂Ω. The space of
column n-vectors is written V = Rn, and M will denote the space of n × n real matrices. Then, S
and K are the subspaces of symmetric- and skew symmetric matrices, respectively.
In the following, Hk = Hk(Ω) will denote the Sobolev spaces of functions on Ω with all derivates
of order up to k in L2(Ω), and its norm is denoted by ‖·‖k. In addition, Hk0 will denote the closure
of C∞0 (Ω) in Hk. If X is an inner product space, L2(Ω;X) denotes the space of X-valued, square
integrable functions, and its norm and inner product will be denoted by ‖·‖0 and (·, ·), respectiely.
Next, H(div,Ω) = H(div,Ω;V) will denote the Sobolev space of vector fields on Ω in L2(Ω;V)
with divergence in L2(Ω), and its norm is denoted by ‖·‖div :=
(
‖·‖20 + ‖div ·‖20
)1/2
. Similarly,
H(div,Ω;M) will be functions in L2(Ω;M) with divergence in L2(Ω;V), where the divergence is
taken by rows.
For a Hilbert space X, we denote its inner product by 〈·, ·〉X , except in the special case of
X = L2(Ω) already described, in which case (·, ·) is the inner product. If we let X∗ denote a
representation of the dual of X, the duality pairing between X and X∗ will be denoted by 〈·, ·〉.
We will in the context of Sobolev spaces choose the representation X∗ so that the duality pairing
is an extension of the L2 inner product. If Y denotes an additional Hilbert space, L(X,Y ) denotes
the space of bounded, linear operators from X to Y . If T ∈ L(X,Y ∗), we denote its adjoint by T ∗,
which is an element of L(Y,X∗).
2.1. Abstract preconditioning of parameter dependent systems. To motivate the analysis
below, we will briefly discuss an abstract framework for preconditioning systems of partial differ-
ential equations and their discrete counterparts. For a more thorough discussion of this framework
we refer to [20, 21].
Let X be a real, separable Hilbert space. Suppose that A ∈ L(X,X∗) is a linear and bounded
operator, which is invertible with bounded inverse. Assume further that A is symmetric, i.e.
〈Ax, y〉 = 〈x,Ay〉 , ∀x, y ∈ X.
We then consider the problem of finding x ∈ X so that
(2.1) Ax = f
in X∗ for a given f ∈ X∗. Applying a symmetric, positive definite operator B ∈ L(X∗,X) to
problem (2.1) gives the preconditioned problem of finding x ∈ X so that
BAx = Bf
in X. The convergence rate of a Krylov subspace method applied to the preconditioned problem
is controlled by the condition number
K(BA) = ‖BA‖L(X,X)
∥∥∥(BA)−1∥∥∥L(X,X)
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in the way that a large value of K(BA) will generally lead to slow convergence.
We note that one possible choice of the operator B is the Riesz map from X∗ to X, or in fact,
any operator spectrally equivalent to it. For linear systems arising as discretizations of partial
differential equations an effective preconditioner also have to be easy to evaluate, i.e., we require
that the action of the operator can be evaluated cheaply. For systems of partial differential equations
this point of view naturally leads to block diagonal preconditioners, where the blocks correspond
to preconditioners of simpler and more canonical operators. For example, in the case of operators
corresponding to stable discretizations of the inner products of Sobolev spaces like X = H1, X =
H(curl), and X = H(div), efficient algorithms that are spectrally equivalent to the Riesz map from
X∗ to X can be constructed with multilevel algorithms, cf. e.g., [3, 9, 17].
Preconditioning of parameter depedent problems follows in a similar manner. Let Aǫ denote
an operator depending on some collection of parameters ǫ. To construct a preconditioner for
Aǫ we determine an ǫ-dependent Hilbert space, Xǫ, such that Aǫ is a linear, symmetric map
from Xǫ to X
∗
ǫ . Furthermore, the corresponding operator norms
∥∥A−1ǫ ∥∥L(X∗ǫ ,Xǫ) and ‖Aǫ‖L(Xǫ,X∗ǫ )
should be bounded independently of ǫ. Having determined Xǫ, a suitable preconditioner is then a
symmetric, positive definite operator Bǫ from X∗ǫ to Xǫ, where the operator norms of ‖Bǫ‖L(X∗ǫ ,Xǫ)
and
∥∥B−1ǫ ∥∥L(Xǫ,X∗ǫ )are bounded independently of ǫ. We are then guaranteed that the condition
number K(BǫAǫ) is bounded independently of ǫ, and as a consequence the performance of a Krylov
subspace method will basically ǫ independent.
2.2. Variational formulation. An implicit time discretization of the system (1.1), with time step
∆t, will typically lead to a stationary system of the form
(2.2)
−divCǫ (u) + α grad p = f in Ω,
s0p+ αdivu−∆t div(κ grad p) = g in Ω.
Here g encapsulates information about both the mass source and previous time steps. Furthermore,
∆tκ can be regarded as one single parameter, which carries information about both the time
discretization and the conducivity. Therefore, ∆t is set equal to one in the discussion below, while
the matrix valued function κ is assumed to be symmetric positive definite, but can be arbitrarily
small. For parameter ranges of practical problems, it is typical that α > 0 is of order 1,
1≪ µ . λ ≤ +∞,
and µ≪ λ holds if the elastic matrix is nearly incompressible, i.e. if λ is large. For the rest of the
paper we shall adhere to the following parameter ranges, which are slighty more general than the
ranges assumed in [20],
(2.3) 0 < λ < +∞, 0 < α ≤ 1, 0 < κ ≤ 1.
Furthermore, the first Lame´ coefficient µ is assumed to be of order 1. This assumption can be
justified by rescaling the equations in (2.2) as well as the parameters λ, α, and κ with a constant
of order µ, as was done in [20]. In contrast to the discussion presented in [20], some unknowns (σ
and γ, which will be defined below) are also rescaled in this paper. In particular, the variable σ is
a scaled version of the stress tensor.
The condition on κ given in (2.3) means that the pointwise eigenvalues of κ are uniformly
bounded below by 0 and above by 1. The constrained specific storage coefficient is assumed to
satisfy the relation s0 =
α2
λ . This assumption is mostly for sake of brevity, and the following
analysis will work even if s0 is only bounded from below by a constant times
α2
λ . We refer to [20]
for a more detailed discussion of scaling of the Biot system.
For (2.2) to be well-posed, it needs to be augmented with a set of boundary conditions. To that
end we introduce two separate partitions of the boundary, ∂Ω = Γp ∪ Γf = Γd ∪ Γt, where Γp and
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Γd should have positive meaure, i.e., |Γp|, |Γd| > 0. General boundary conditions can then be posed
as
p(t) = p0(t) on Γp,
(κ grad p(t)) · νˆ = zνˆ(t) on Γf ,
u(t) = u0(t) on Γd,
σ(t)νˆ = (Cǫ (u)− αpI)νˆ = σνˆ(t) on Γt.
For simplicity, we will in this paper only consider homogeneous boundary conditions. That is,
p0,zνˆ ,u0, σνˆ = 0.
For the weak formulation we introduce a new unknown, the stress tensor, defined as
(2.4) σ := Cǫ (u)− αpI,
and we denote the inverse of the stiffness tensor by A = Aµ,λ := C−1, which is an operator acting
on S. With the stiffness tensor given by (1.2) we obtain
(2.5) Aσ =
1
2µ
(
σ − λ
2µ+ nλ
tr(σ)I
)
.
Furthermore, we note that the trace of (2.5) is given by
(2.6) trAσ =
1
2µ+ nλ
trσ.
By using (2.4) and (2.6) we can express the term αdivu in the second equation of (2.2) as a
function of σ and p as
α divu = α trA(σ + αpI) = Kσ +
nα2
2µ+ nλ
p,(2.7)
where K = Kα,µ,λ : M→ R is the operator defined pointwise by
(2.8) K τ :=
α
2µ+ nλ
tr τ.
After introducing σ defined by (2.4), and using (2.7), (2.2) becomes
Aσ +K∗p− ǫ (u) = 0 in Ω,
Kσ +Bp− div(κ grad p) = g in Ω,
−divσ = f in Ω.
Here, K∗ denotes the operator p 7→ α2µ+nλpI, while B = Bα,µ,λ is the operator defined by
(2.9) Bp :=
(
s0 +
nα2
2µ+ nλ
)
p ≡ α
2
λ
(
1 +
nλ
2µ+ nλ
)
p.
To complete the formulation, we enforce the symmetry of the stress tensor in a weak manner, i.e.,
σ is now M-valued, instead of S, and we require that
(σ, η) = 0 ∀η ∈ L2(Ω;K).
The trade off is that we need to introduce a Lagrange multiplier, γ, which will also play the role
of the skew symmetric part of gradu. This relaxation of the symmetry on σ also requires us to
extend the definition of A from S to all tensors M. We denote this extension by A as well, since it
will also be given by formula (2.5).
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The system now reads
(2.10)
Aσ +K∗p− gradu+ γ = 0 in Ω,
Kσ +Bp− div(κ grad p) = g in Ω,
−divσ = f in Ω,
(σ, η) = 0 ∀η ∈ L2(Ω;K).
Defining the function spaces
(2.11)
Σ = {τ ∈ H(div,Ω;M) : τ · νˆ|Γt = 0} ,
Q =
{
q ∈ H1(Ω) : q|Γp = 0
}
,
V = L2(Ω;V),
Γ = L2(Ω;K),
an appriopriate weak formulation of (2.10) is:
Find (σ, p,u, γ) ∈ Σ×Q× V × Γ so that
(2.12)
(Aσ, τ) + (p,Kτ) + (u,divτ) + (γ, τ) = 0 ∀τ ∈ Σ,
(Kσ, q) + (Bp, q) + (κ grad p, grad q) = (g, q) ∀q ∈ Q,
(divσ,v) = − (f,v) ∀v ∈ V ,
(σ, η) = 0 ∀η ∈ Γ.
In matrix-vector form, the system (2.12) reads
(2.13) A


σ
p
u
γ

 :=


A K∗ −grad skw∗
K B − div(κ grad) 0 0
div 0 0 0
skw 0 0 0




σ
p
u
γ

 =


0
g
−f
0

 ,
where skw : M → K is the operator returning the skew-symmetric part of a tensor, in which case
skw∗ : K → M is simply the inclusion operator. From (2.13) we see that the system exhibits a
saddle point structure, and so well-posedness is ensured if the provided function spaces satisfies the
stability conditions in Brezzi’s theory of mixed methods (cf. [8]). We introduce the inner products
(2.14)
〈σ, τ〉Σ =
(
1
2µ
σ, τ
)
+ (divσ,divτ) ∀σ, τ ∈ Σ,
〈p, q〉Q = (Bp, q) + (κ grad p, grad q) ∀p, q ∈ Q,
〈u,v〉
V
= (u,v) ∀u,v ∈ V ,
〈γ, η〉Γ = (γ, η) ∀γ, η ∈ Γ,
and define χ := Σ×Q× V × Γ with inner products inherited from (2.14). With this notation the
left hand side of (2.12) can alternatively be written as 〈A(σ, p,u, γ), (τ, q,v, η)〉, where the operator
A : χ → χ∗ will be bounded. In fact, in the case when |Γt| > 0 the operator A will be bounded
independently of α, λ, and κ, and to establish this uniform bound will be a main topic of the next
section. However, in the clamped case, i.e., the case when |Γt| = 0, we need to alter the norm of
the space Σ to obtain a corresponding uniform bound. This discussion will also be given in the
next section.
We end this section with the following remark.
Remark 1. As already noted, the coefficient matrix form in (2.13) exposes the saddle point struc-
ture of the system. However, worth noting is that a simple rearrangement of the terms leads to the
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system
(2.15) A


σ
u
γ
p

 :=


A −grad skw∗ K∗
div 0 0 0
skw 0 0 0
K 0 0 B − div(κ grad)




σ
u
γ
p

 .
From this we can consider the system as a coupling between a mixed formulation of linear elasticity
with weakly imposed symmetry in the unknown (σ,u, γ), and a reaction-diffusion equation in the
pore pressure p. We will see that this observation will bear out stable finite element discretizations
of this system.
3. Parameter robust stability
The purpose of this section is to establish stability bounds for the system (2.12) or equivalently
(2.13). Note that this system depends on the parameters α, µ, λ implicitly through the definition
of the operators A, B, and K, and explicitly of the hydraulic conductivity κ. However, our goal
is to establish stability bounds where the stability constant is independent of these parameters, as
long as they vary as specified in the beginning of Section 2.2. On the other hand, we will allow the
norms to depend on these parameters. More precisely, for the case |Γt| > 0 we will use the norms
given by the inner products specified in (2.14), while the inner product of the space Σ has to be
altered slightly in the clamped case, i.e., when |Γt| = 0. As we will see in the next section this
perturbation will also have an effect on the construction of robust preconditioners.
3.1. The continuous case. We will first consider the case when |Γt| > 0. We introduce the two
projections in L2(Ω;M)
P0τ := τ − 1
n
(
1
|Ω|
∫
Ω
tr τdx
)
I, PDτ := τ − 1
n
tr τI.
That is, P0 projects τ to its mean trace-free part, whereas PD projects τ to its pointwise trace-free
part. It then follows by algebraic considerations that
(3.1) P0PD = PDP0 = PD.
It is worthwhile to note that since divP0 = div on Σ, P0 is also an orthogonal projection on Σ,
not only on L2(Ω;M). An algebraic manipulation gives
(Aτ, τ) =
(
1
2µ
τ, τ
)
−
(
λ
2µ(2µ+ nλ)
tr τ, tr τ
)
=
(
1
2µ
PDτ, PDτ
)
+
(
1
2µ+ nλ
(I − PD)τ, (I − PD)τ
)
where the second equality follows from τ = PDτ + (I − PD)τ and the pointwise orthogonality of
PDτ and (I − PD)τ = 1n tr τI. From this a two-side bound of (Aτ, τ)
(3.2)
(
1
2µ
PDτ, PDτ
)
≤ (Aτ, τ) ≤
(
1
2µ
τ, τ
)
follows. We will use the following bound
(3.3)
(
1
2µ
τ, τ
)
≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
, τ ∈ Σ,
where the constant C is independent of τ and λ. This bound leads to stability of linear elasticity
in the incompressible limit, i.e., when λ = +∞, and was used already in [2] to obtain robust
stability of mixed finite element methods for such problems. This bound will also be crucial for
the construction of robust preconditioners for the Biot model, and therefore we will revisit this
7
inequality in the next section. However, as a consequence of the bound (3.3), we observe that the
following equivalence follows.
Lemma 3.1. Assume Σ is given by the first definition in (2.11) with |Γt| > 0. There is a constant
C > 0 such that
(3.4) (Aτ, τ) + ‖divτ‖20 ≤ 〈τ, τ〉Σ ≤ C((Aτ, τ) + ‖divτ‖20)
for every τ ∈ Σ. In particular, the constant C is independent of λ.
Proof. The first inequality of (3.4) follows immediately from (3.2). The second inequality follows
as
〈τ, τ〉Σ ≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
≤ C((Aτ, τ) + ‖divτ‖20),
using (3.3) and (3.2). 
In the case of |Γt| = 0, the constant matrix field τ = I is an element of Σ, and (Aτ, τ)+‖divτ‖20 →
0 as λ→ +∞. Therefore, we cannot hope to extend the λ-robust equivalence of Lemma 3.1 to the
case Γd = ∂Ω. In fact, τ = cI, for any nonzero c ∈ R is the only case that the equivalence fails.
Excluding the span of {I} from Σ, we can still have a bound similar to (3.4) as
(3.5)
(
1
2µ
P0τ, P0τ
)
≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
, τ ∈ Σ,
which is also proved in [2]. We can use (3.5) to establish that the operator A−graddiv is spectrally
equivalent to the µ-scaled H(div) inner product over P0(Σ), i.e., the subspace of Σ consisting of
matrix fields with zero mean trace. On the other hand, for τ ∈ (I−P0)(Σ), τ is a constant multiple
of identity matrix field, so
(Aτ, τ) =
(
1
2µ+ nλ
(I − P0)τ, (I − P0)τ
)
.
This gives a motivation to define an auxiliary inner product 〈·, ·〉Σ˜ on Σ as
(3.6) 〈σ, τ〉Σ˜ :=
(
1
2µ
P0σ, P0τ
)
+
(
1
2µ+ nλ
(I − P0)σ, (I − P0)τ
)
+ (divσ,divτ) , σ, τ ∈ Σ.
The following lemma states that this inner product is spectrally equivalent to the inner product
derived from A− graddiv.
Lemma 3.2. Assume |Γt| = 0. There exists a positive constant C such that
(3.7) C−1((Aτ, τ) + ‖divτ‖20) ≤ 〈τ, τ〉Σ˜ ≤ C((Aτ, τ) + ‖divτ‖20).
In particular, the constant C is independent of λ.
Proof. Since P0 is an orthogonal projection on Σ, in both inner products, it is sufficient to consider
τ ∈ P0(Σ) and τ ∈ (I − P0)(Σ) separately.
If τ ∈ (I − P0)(Σ), then P0τ = 0 and τ is a constant multiple of the identity matrix field, so
〈τ, τ〉Σ˜ = (Aτ, τ) + ‖divτ‖20 ,
which verifies (3.7) in this case.
Next, if τ ∈ P0(Σ), i.e., τ = P0τ , we have from (3.2) and (3.5) that
(Aτ, τ) = (AP0τ, P0τ) ≤
(
1
2µ
P0τ, P0τ
)
≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
and from the pointwise orthogonality of (I − PD)τ = (P0 − PD)τ and PDτ that
〈τ, τ〉Σ˜ =
(
1
2µ
P0τ, P0τ
)
+ ‖divτ‖20 ≥
(
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20 .
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The left inequality of (3.7) easily follows from the above two inequalities. Furthermore, using (3.5)
and (3.2), we obtain
〈τ, τ〉Σ˜ =
(
1
2µ
P0τ, P0τ
)
+ ‖divτ‖20
≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
≤ C((Aτ, τ) + ‖divτ‖20)
which is the right inequality of (3.7).

We recall that the space χ = Σ × Q × V × Γ was introduced in Section 2.2 for the case when
|Γt| > 0. For the clamped case, i.e., when |Γt| = 0, we consider the modified space given by
χ˜ := Σ˜ × Q × V × Γ, where Σ˜ = H(div,Ω;M), and with inner product given by (3.6). As a
consequence of the spectral equivalences (3.4) and (3.7) we obtain that the operator A is bounded
as an operator in L(χ, χ∗) when |Γt| > 0, and as an operator in L(χ˜, χ˜∗) in the clamped case when
|Γt| = 0. More precisely, we have the following result.
Theorem 3.1. Assume that the parameters λ, α, and κ satisfies condition (2.3). Let X = χ if
|Γt| > 0, and X = χ˜ if |Γt| = 0. Then, for the system (2.12) there is a constant β > 0, independent
of λ, α, and κ, so that the following inf-sup condition holds:
(3.8) inf
(σ,p,u,γ)∈X
sup
(τ,q,v,η)∈X
〈A(σ, p,u, γ), (τ, q,v, η)〉
‖(σ, p,u, γ)‖X ‖(τ, q,v, η)‖X
≥ β.
Proof. Consider first the case with |Γt| > 0, so that X = χ. To prove (3.8) we will show that there
exist positive constants C1, C2, so that for every 0 6= (σ,u, γ, p) ∈ χ there are (τ,v, η, q) ∈ χ so
that
(3.9)
‖(τ, q,v, η)‖χ ≤ C1 ‖(σ, p,u, γ)‖χ ,
〈A(σ, p,u, γ), (τ, q,v, η)〉 ≥ C2 ‖(σ, p,u, γ)‖2χ ,
the key being that C1 and C2 will be independent of λ, α, and κ.
To verify (3.9), let (σ,u, γ, p) ∈ χ be nonzero, but otherwise arbitrary. From the theory of mixed
elasticity with weakly enforced symmetry there exists a β0 > 0, and τ˜ ∈ Σ so that
(3.10)
div τ˜ = u,
(τ˜ , η) = (γ, η) ∀η ∈ L2(Ω;K),
‖τ˜‖2Σ ≤ β20
(
‖u‖20 + ‖γ‖20
)
,
with β0 depending only on Ω. From (3.4) we see that
(3.11) (Aτ˜, τ˜) ≤ β20
(
‖u‖20 + ‖γ‖20
)
.
By setting τ = σ + δ0τ˜ , v = −u+ δ1divσ, η = −γ, and q = p, we find that
‖(τ, q,v, η)‖χ ≤
√
2(1 +max(δ20β
2
0 , δ
2
1)) ‖(σ, p,u, γ)‖χ ,
which verifies the first inequality in (3.9). To prove the second inequality in (3.9), we begin by
observing that after cancelling terms we obtain the identity
〈A(σ, p,u, γ), (τ, q,v, η)〉 = (Aσ, σ) + δ0 (Aσ, τ˜) + 2 (p,Kσ) + ‖p‖2Q(3.12)
+ δ0 (p,Kτ˜) + δ0
(
‖u‖20 + ‖γ‖20
)
+ δ1 ‖divσ‖20 ,
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where we have used the properties of τ˜ . To bound the three cross terms we use Cauchy-Schwarz
and Young’s inequalities in a standard way. For the term (Aσ, τ˜ ), this and (3.11) yield
(3.13) (Aσ, τ˜) ≤ ǫ1
2
(Aσ, σ) +
1
2ǫ1
(Aτ˜ , τ˜) ≤ ǫ1
2
(Aσ, σ) +
β20
2ǫ1
(‖u‖20 + ‖γ‖20)
for any ǫ1 > 0. We can derive similar bounds for the two terms involving the operator K. From
the definition of K and Young’s inequality we obtain
(3.14) (p,Kσ) ≤ ǫ2
2
(
nα2
2µ+ nλ
p, p
)
+
1
2ǫ2
(
1
2µ+ nλ
trσ,
1
n
trσ
)
.
For the first term in (3.14), the definition of B in (2.9) yields(
nα2
2µ+ nλ
p, p
)
≤ 1
2
(Bp, p) ≤ 1
2
‖p‖2Q .
Inserting this into (3.14), and using the properties of A, we obtain
(p,Kσ) ≤ ǫ2
4
‖p‖2Q +
1
2ǫ2
(
trAσ,
1
n
trσ
)
(3.15)
=
ǫ2
4
‖p‖2Q +
1
2ǫ2
(
Aσ,
1
n
trσI
)
≤ ǫ2
4
‖p‖2Q +
1
2ǫ2
(Aσ, σ) ,
where ǫ2 > 0 is arbitrary. Furthermore, we have a similar bound
(p,Kτ˜) ≤ ǫ3
4
‖p‖2Q +
1
2ǫ3
(Aτ˜, τ˜) ≤ ǫ3
4
‖p‖2Q +
β20
2ǫ3
(‖u‖20 + ‖γ‖20).
As a consequence, after using (3.13) and (3.15) in (3.12) and collecting terms, together with using
the properties of τ˜ , we end up with
〈A(σ, p,u, γ), (τ, q,v, η)〉 ≥
(
1− δ0ǫ1
2
− 1
ǫ2
)
(Aσ, σ) + δ0
(
1− β
2
0
2ǫ1
− β
2
0
2ǫ3
)(
‖u‖20 + ‖γ‖20
)
+
(
1− ǫ2
2
− δ0ǫ3
4
)
‖p‖2Q + δ1 ‖divσ‖20 .
If we can choose δ0, ǫ1, ǫ2, and ǫ3 so that all the coefficients above are positive, this will prove
the second inequality in (3.9), because of (2.12). For instance, choosing δ0 =
1
6β2
0
, ǫ1 = ǫ3 = 2β
2
0 ,
ǫ2 =
3
2 , and δ1 =
1
6 yields
〈A(σ, p,u, γ), (τ, q,v, η)〉 ≥ C
6
‖σ‖Σ +
1
12β20
(
‖u‖20 + ‖γ‖20
)
+
1
6
‖p‖2Q ,
in which case the second inequality in (3.9) holds with β = 16 min
(
C, 1
2β2
0
)
.
In the case that X = χ˜ the argument is almost completely analogous. In particular, (3.10)
continues to hold with ‖·‖Σ˜ instead of ‖·‖Σ since ‖τ‖Σ˜ ≤ ‖τ‖Σ for every τ ∈ Σ. When X = χ˜ we
must also use (3.7) instead of (3.4). Other than that, the argument remains unchanged. 
3.2. The discrete case. If we discretize (2.13) with finite element spaces Σh ⊂ Σ, Qh ⊂ Q,
Γh ⊂ Γ, and V h ⊂ V , and define χh = Σh ×Qh × V h × Γh, the discrete formulation becomes:
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Find (σh, ph,uh, γh) ∈ χh so that
(3.16)
(Aσh, τ) + (ph,Kτ) + (uh,divτ) + (γh, τ) = 0 ∀τ ∈ Σh,
(Kσh, q) + (Bph, q) + (κ grad ph, grad q) = (g, q) ∀q ∈ Qh,
(divσh,v) = − (f,v) ∀v ∈ V h,
(σh, η) = 0 ∀η ∈ Γh.
Alternatively, the left hand side of the system above can be written on the form 〈Ah(σ, p,u, γ), (τ, q,v, η)〉,
where Ah : χh → χ∗h is the corresponding discrete coefficient operator. Our goal is to establish a
discrete version of Theorem 3.1, i.e., a stability bound where the stability constant is independent
of the model parameters as well as the mesh parameter h. We observe that the key feature of the
proof of Theorem 3.1 was the property (3.10), which corresponds to the stability of the underlying
elasticity problem. For the proof to carry over to the discrete case, the finite element spaces should
satisfy a discrete variant of property (3.10). In other words, the triple (Σh,V h,Γh) has to be a
stable elasticity element. Therefore, we make the following definition.
Definition 3.1. We say the function spaces Σh, V h, and Γh are elasticity stable if divΣh = V h,
and there exists a constant C > 0, independent of discretization parameter h, such that for any
(uh, γh) ∈ V h × Γh, there exists τ ∈ Σh satisfying
divτ = uh,
(τ, η) = (γh, η) ∀η ∈ Γh,
‖τ‖div ≤ C (‖uh‖0 + ‖γh‖0) .
Examples of elasticity stable elements can be found in [1, 4, 7, 11, 13, 15, 19, 31].
Theorem 3.2. Let X = χ if Γt has positive measure, and if |Γt| = 0 let X = χ˜. Suppose that
(Σh, Vh,Γh) in the discrete formulation (3.16) is elasticity stable, and that the parameter ranges
in (2.3) are satisfied. Setting χh = Σh × V h × Γh × Qh, with the same norm as X, and defining
Ah : χh → χ∗h, then there exists β > 0 such that
inf
(σ,p,u,γ)∈χh
sup
(τ,q,v,η)∈χh
〈Ah(σ, p,u, γ), (τ, q,v, η)〉
‖(σ, p,u, γ)‖X ‖(τ, q,v, η)‖X
≥ β,
and β is independent of λ, α, κ, and the discretization parameter h.
Proof. Analogous to the proof of Theorem 3.1, it is sufficient to prove that there exist constants
C1 and C2 so that for every 0 6= (σh, ph,uh, γh) ∈ χh there is (τ, q,v, η) ∈ χh so that
‖(τ, q,v, η)‖χ ≤ C1 ‖(σh, ph,uh, γh)‖χ
h
,
〈Ah(σh, ph,uh, γh), (τ, q,v, η)〉 ≥ C2 ‖(σh, ph,uh, γh)‖2χ
h
.
Fix (σh, ph,uh, γh) ∈ χh. Since Σh, V h, and Γh are elasticity stable, divσh ∈ V h and we can
choose τ˜ ∈ Σh such that
divτ˜ = uh,
(τ˜ , η) = (γh, η) ∀η ∈ Γh,
‖τ˜‖div ≤ C (‖uh‖0 + ‖γh‖0) ,
where the constant C is independent of h and model parameters. Setting τ = σh + δ0τ˜ , q = ph,
v = −uh + δ1divσh, and η = −γh, we have that (τ, q,v, η) ∈ χh and
〈A(σh, ph,uh, γh), (τ, q,v, η)〉 = (Aσh, σh) + δ0 (Aσh, τ˜ ) + 2 (ph,Kσh) + ‖ph‖2Q
+ δ0 (ph,Kτ˜) + δ0
(
‖uh‖20 + ‖γh‖20
)
+ δ1 ‖divσh‖20 .
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The rest of the proof is completely analogous to the proof of Theorem 3.1.

4. Preconditioning
In this section we will derive order optimal parameter-robust preconditioners for the discretized
system. In the case where |Γt| > 0 it was shown in the previous section that the continuous operator
A : χ→ χ∗ was an isomporphism, where χ = Σ ×Q× V × Γ. A parameter-robust preconditioner
is then constructed as an isomporphism B : χ∗ → χ. The canonical choice, which is symmetric and
positive definite, is:
(4.1) B =


(
1
2µ − graddiv
)
0 0 0
0 B − divκ grad 0 0
0 0 I 0
0 0 0 I


−1
In the discrete case, order optimal and spectrally equivalent realizations of the preconditioner can
be constructed by multigrid techniques. The first block requires H(div)-preconditioners such as,
e.g., [3, 17]. The second block is a second order elliptic operator for which multilevel algorithms are
well known. If V h and Γh are discontinuous finite element spaces, the third and fourth blocks are
block diagonal mass matrices and their exact inverses, which are cheaply computable, can be used
as preconditioners. When Γh is a Lagrange finite element (e.g., [7, 13]), simple iterative methods
such as Jacobi or symmetric Gauss-Seidel give preconditioners that are spectrally equivalent to the
inverse of the mass matrix.
The case |Γt| = 0 is more challenging and we recall that A is no longer stable in χ = Σ×Q×V ×Γ.
In fact, stability was obtained in the alternative space χ˜ = Σ˜×Q×V ×Γ. Therefore, the canonical
choice for a parameter-robust preconditioner is then the symmetric and positive definite operator
B˜ : χ˜∗ → χ˜ defined by
(4.2) B˜ =


(
1
2µP0 +
1
2µ+nλ (I − P0)− graddiv
)
0 0 0
0 B − divκ grad 0 0
0 0 I 0
0 0 0 I


−1
.
Here, Σ˜ is not a function space with standard H(div) norm, and it is not clear that the multilevel
algorithms developed for standard H(div) spaces result in efficient preconditioners in Σ˜. Here, we
will therefore use a technique similar to the one used in [20]. In the rest of this section we assume
that µ, λ are constant on Ω. We recall the Σ˜ inner product
〈σ, τ〉Σ˜ =
(
1
2µ
P0σ, P0τ
)
+
(
1
2µ+ nλ
(I − P0)σ, (I − P0)τ
)
+ (divσ,divτ) .
To construct a preconditioner for this inner product we rely on the fact that we have efficient
preconditioners for the weighted H(div,Ω;M) inner product
〈σ, τ〉Σ =
(
1
2µ
σ, τ
)
+ (divσ,divτ) .
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Let {φi}Ni=1 be a basis for Σh ⊂ Σ. Then we introduce the following matrices:
(4.3)
B˜i,j = 〈φj , φi〉Σ˜ ,
Bi,j = 〈φj , φi〉Σ ,
(B0)i,j =
1
2µ
(P0φj , P0φi) + (divφj,divφi) ,
(Bt)i,j =
1
2µ
((I − P0)φj , (I − P0)φi) .
From (4.3), and (3.6), we see that
B = B0 + Bt, B˜ = B0 +
2µ
2µ+ nλ
Bt.
Hence,
B˜ = B− ρBt where ρ = nλ
2µ+ nλ
.
Considering the entries of Bt in more detail we find that
(Bt)i,j =
1
2µ
1
n|Ω|
(∫
Ω
trφjdx
)(∫
Ω
tr φidx
)
=
1
2µ
mmT ,
where m ∈ RN is the column vector with entries
(4.4) mi =
1√
n|Ω|
∫
Ω
trφidx.
Thus, we have that
(4.5) B˜ = B− ρ
2µ
mmT .
Next, we define w ∈ RN to be so that
(4.6)
N∑
i=1
wiφi = I.
Lemma 4.1. Let {φi}Ni=1 be a basis for the finite dimensional function space Σh ⊂ Σ, and assume
that µ and λ are positive constants. With m ∈ RN defined by (4.4), w ∈ RN defined by (4.6), and
B the N ×N matrix defined by (4.3), the following identities hold:
(4.7) Bw =
√
n|Ω|
2µ
m, wTm =
√
n|Ω|.
Proof. For the first identity in (4.7) we use the definition of m, w and B to see that the i’th
component of Bw is
(Bw)i =
N∑
j=1
〈wjφj, φi〉Σ =
1
2µ
(I, φi) =
√
n|Ω|
2µ
mi.
Similary, the second identity of (4.7) follows by
wTm =
1√
n|Ω|
∫
Ω
N∑
i=1
trwiφidx =
1√
n|Ω|
∫
Ω
tr Idx =
√
n|Ω|.

13
Corollary 4.1. Under the same assumptions as in Lemma 4.1, and B˜ the N ×N matrix defined
by (4.3), it holds that
(4.8) B˜ = VTλBVλ,
where
(4.9) Vλ = I+ awm
T ,
with a = 1√
n|Ω|(−1 +
√
1− ρ). Moreover, Vλ is invertible with inverse given by
(4.10) V−1λ = I+ bwm
T ,
where b = 1√
n|Ω| ·
1−√1−ρ√
1−ρ .
Proof. By matrix multiplication and the identities in (4.7) we get
V
T
λBVλ = (B+
a
√
n|Ω|
2µ
mmT )(I+ awmT )
= B+
1
2µ
(2a
√
n|Ω|+ a2n|Ω|)mmT ,
and inserting the value of a yields
V
T
λBVλ = B−
ρ
2µ
mmT = B˜.
This proves (4.8) and further, using the second identity in (4.7) we see that
(I+ bwmT )Vλ = I+ (a+ b+ ab
√
n|Ω|)wmT .
With the given values of a and b the second term vanishes, so (4.10) is proved. 
Lemma 4.2. Suppose that D is a preconditioner for B with condition number K(DB), then
(4.11) D˜ = V−1λ DV
−T
λ ,
where V−1λ is given by (4.10), is a preconditioner for B˜ and K(D˜B˜) = K(DB). In particular, the
condition number is independent of λ.
Proof. It is seen, using (4.8), that
D˜B˜ = V−1λ DV
−T
λ V
T
λBVλ = V
−1
λ DBVλ.
We see from this that D˜B˜ and DB are similar matrices, and so their eigenvalues coincide. 
Hence, the well-known preconditioners for the weighted H(div,Ω;M) inner product B can be
reused such that we obtain a preconditioner spectrally equivalent to B˜. Furthermore, the precon-
ditioner D˜ can then be implemented efficiently by applying V−Tλ , D, and V
−1
λ sequentially. Note
that due to the presence of wmT , V−Tλ and V
−1
λ are both generally dense matrices. Therefore, the
action of wmT on a vector v ∈ RN should be implemented as w(mT v), i.e., the dot product with
m and a scaling of w.
Recall that the stability result of Theorem 3.1 hinges on the spectral equivalences of (3.4) and
(3.7), which in turn depend on estimating the trace as given in (3.3) and (3.5), respectively. Since
the parameter-robust stability plays a crucial part in establishing a good preconditioner for the
system (3.16), we will, for the convenience of the reader, include proofs of these inequalities here,
even if corresponding arguments can be found in [2].
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Proof of (3.3). Fix τ ∈ Σ and recall that |Γt| > 0 and τ · ν = 0 on Γt. By the pointwise de-
composition τ = PDτ + (I − PD)τ , and the fact that (I − PD)τ = 1n tr τI, it suffices to show
that
‖tr τ‖20 ≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
for some constant C independent of τ . To prove this we use a well-known result for the right inverse
of the divergence operator: There exists φ ∈ H1Γd(Ω;V) :=
{
ϕ ∈ H1(Ω;V) : ϕ|Γd = 0
}
such that
(4.12) divφ = tr τ, ‖φ‖1 ≤ C ‖tr τ‖0
with C > 0 independent of τ , cf. the Appendix. We then have that
‖tr τ‖20 = (tr τ,divφ) = (tr τI,gradφ) .
Since tr τI = n(τ − PDτ), we get
‖tr τ‖20 = n (τ,gradφ)− n (PDτ,gradφ) = −n (divτ, φ)− n (PDτ,gradφ) ,
where the first term of the final form is a result of integration by parts. Next, we may use Cauchy-
Schwarz, which results in
‖tr τ‖20 ≤ n (‖divτ‖0 ‖φ‖0 + ‖PDτ‖0 ‖gradφ‖0)
≤ n
(
‖divτ‖20 + ‖PDτ‖20
) 1
2 ‖φ‖1
≤ C
(
‖divτ‖20 + ‖PDτ‖20
) 1
2 ‖tr τ‖0 ,
and so the result follows after dividing by ‖tr τ‖0. 
When |Γt| = 0, i.e. Γd = ∂Ω, (4.12) can only hold if tr τ has mean value zero. However, with
this constraint, we can prove (3.5) with almost the same argument as above.
Proof of (3.5). Fix any τ ∈ Σ. From the decomposition P0τ = PDτ + (P0 − PD)τ , it suffices to
prove the estimate for (P0 − PD)τ component. Denoting the mean value of the trace by
tr τ :=
1
|Ω|
∫
Ω
tr τdx,
we have that (I − PD)P0τ = (P0 − PD)τ = 1n(tr τ − tr τ)I, and so it is sufficient to show that∥∥tr τ − tr τ∥∥20 ≤ C
((
1
2µ
PDτ, PDτ
)
+ ‖divτ‖20
)
.
Since tr τ − tr τ is mean-value zero, there exists φ ∈ {ϕ ∈ H1(Ω;V) : ϕ|∂Ω = 0} such that
divφ = tr τ − tr τ , ‖φ‖1 ≤ C
∥∥tr τ − tr τ∥∥0
with C > 0 independent of τ , (cf. [14, Theorem 5.1]). The rest of the proof is completely analagous
to the proof of (3.3) above. 
5. Numerical results
In this section we present a series of experiments that demonstrate the performance of the
proposed preconditioners. In all of following numerical experiments Ω is taken to be the unit square
(0, 1)2 divided in N × N squares, where each square is divided in two triangles. The parameters
α, κ, µ, and λ are all constants throughout the domain, unless stated otherwise. We let µ = 12
be fixed but vary α, κ, and λ in the experiments. Specifically, in Case 1 we will validate the
spectral equivalences (3.4) and (3.7) for both fully clamped- and nonclamped boundary conditions.
Case 2 is concerned with a linear elasticity system with weakly imposed symmetry under fully
clamped conditions as this represent the hardest case. In Case 3 the full Biot formulation of (3.16)
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λ
N
4 8 16 32 64
10−4 3 2 2 2 2
10−2 3 2 2 2 2
100 6 6 5 5 4
102 13 12 11 9 8
104 13 13 11 10 8
106 13 12 11 9 8
108 12 12 11 10 7
1010 13 13 12 10 8
1012 12 13 11 10 8
(a) |Γt| > 0.
λ
N
4 8 16 32 64
10−4 3 2 2 2 2
10−2 3 3 2 2 2
100 6 6 5 5 4
102 11 11 10 8 7
104 9 10 10 8 7
106 9 8 9 8 7
108 7 7 7 7 7
1010 7 7 7 7 6
1012 7 7 8 8 3
(b) |Γt| = 0.
Table 1. Number of iterations for solving (5.1) using preconditioned conjugate
gradient method with error tolerance 10−9.
is preconditioned using a preconditioner based on (4.2) and as a final numerical experiment we
consider in Case 4 system (3.16) with spatially varying κ. The tests are conducted using random
right-hand sides and initial guesses. Convergence is reached when the square root of the relative
preconditioned residual, i.e., (Brk,rk)(Br0,r0) , where rk is the residual at the k-th iteration and B is the
preconditioner, is below a given tolerance.
Case 1. In the first test case we show the performance of the preconditioners for the weighted
H(div,Ω;M) inner product under nonclamped and clamped conditions. That is, for a given right-
hand side fh, we solve the problem: Find σh ∈ Σh such that
(5.1) (Aσh, τ) + (divσh,divτ) = (fh, τ) ∀τ ∈ Σh.
We use piecewise linear, row-wise Brezzi-Douglas-Marini (BDM) elements, as described in [4].
The linear system (5.1) is solved using the preconditioned conjugate gradient method where the
choice of preconditioner depends on the boundary conditions. In the case of |Γt| > 0, we use a
geometric multigrid procedure with a domain decomposition smoother, c.f. [3]. Subsequently, this
preconditioner will be referred to as the AFW preconditioner. When |Γt| = 0, we construct a
preconditioner using (4.11) and the AFW preconditioner for D. The results can be viewed in Table
1 where we see that the number of iterations remains bounded as N and λ vary under both clamped
and non-clamped boundary conditions.
Case 2. Before testing the preconditioner on the full Biot system, we present some numerical tests
on the reduced system of linear elasticity with weakly enforced symmetry. In our notation, this
system takes the following form:
For a given fh, find (σh,uh, γh) ∈ Σh × V h × Γh so that
(Aσh, τ) + (uh,divτ) + (γh, τ) = 0 ∀τ ∈ Σh,(5.2a)
(divσh,v) = − (fh,v) ∀v ∈ V h,(5.2b)
(σh, η) = 0 ∀η ∈ Γh.(5.2c)
For discretization, we can use any of the stable elements for mixed elasticity with weakly enforced
symmetry, see e.g., [4]. In particular, in these numerical experiments we use the same piecewise
linear BDM elements for Σh as in Case 1, and piecewise constants for V h and Γh. Additionally, we
only consider fully clamped conditions in this case. The system (5.2) is stable in the inner products
in (3.6) for Σh, V h, and Γh, respectively. For preconditioning of the Σh-block we again use (4.11)
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λ
N
4 8 16 32 64
10−4 18 19 19 19 19
10−2 18 19 19 19 19
100 28 28 28 28 28
102 38 41 40 41 42
104 35 36 40 41 43
106 28 31 36 40 43
108 22 24 31 38 38
1010 20 21 24 35 28
Table 2. Numerical result for mixed elasticity with weakly enforced symmetry.
Table shows number of preconditioned minimal residual iterations until reaching
error tolerance 10−9.
together with the AFW preconditioner for D, and for the V h- and Γh blocks we use the inverse
of the diagonal elements of the corresponding mass matrices. The numerical results can be seen
in Table 2. Here, N denotes the size of the total system. Again the number of iterations remains
bounded both as N and λ increase.
Case 3. Considering the full Biot system with weakly imposed symmetry (3.16) with fully clamped
conditions, we discretize Σh, V h, and Γh using the same function spaces as in Case 2, and Qh is the
space of piecewise continuous linear functions over the triangulation of Ω. The boundary conditions
for the pressure are homogeneous Neumann conditions, i.e., |Γp| = 0, and to remove the singularity
we fix the value of the pore pressure at a single point. The triple (Σh,V h,Γh) is elasticity stable,
which ensures the stability of Theorem 3.2, and consequently we can use a preconditioner based
on (4.2). The actual preconditioner is then constructed using geometrical multigrid with Jacobi
smoother replacing the second block of (4.2) for the pore pressure, while the remaining blocks are
treated as in Case 2. The results can be seen in Table 3, where we see that robustness in N and λ
continue to hold as well as for κ and α.
Case 4. As the final experiment we again consider (3.16), but now with hydraulic conductivity
κ = κI, where κ is variable in Ω and defined by
(5.3) κ(x, y) =
{
κ, if y ∈ (1/4, 3/4)
1, otherwise.
The results can be seen in Table 4, where we again see robustness in all parameters.
6. Conclusions:
We have proposed a new variational formulation of Biot’s consolidation model based on stress,
displacement, and pressure, where the symmetry of the stress is imposed weakly. The formulation
is robustly bounded and stable in a set of parameter-dependent norms. This motivates two precon-
ditioners of the system, depending on the type of boundary conditions considered. We also show
that the parameter-robust stability continues to hold when the elasticity part is discretized with
finite element spaces based on mixed linear elasticity with weakly imposed symmetry, leaving a lot
of freedom in the choice of discretization of the pressure.
The theoretical results in this work are backed up by a number of numerical experiments, showing
robustness in a wide range of values for the shear- and bulk elastic moduli, hydraulic conductivity,
as well as time- and space discretization parameters.
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N
κ α λ 4 8 16 32
100
100
100 18 22 25 43
104 28 31 33 28
108 28 31 35 22
10−4
100 21 24 22 27
104 28 31 37 23
108 27 31 30 26
10−4
100
100 21 19 18 14
104 27 24 19 16
108 26 24 19 16
10−4
100 18 16 15 12
104 27 24 19 16
108 27 24 19 16
10−8
100
100 21 19 18 14
104 25 24 19 16
108 26 24 19 16
10−4
100 18 18 15 12
104 25 24 21 16
108 25 24 19 16
Table 3. Numerical results for preconditioning (3.16). Table shows number of
preconditioned minimal residual iterations until reaching error tolerance 10−9.
Appendix A. A right inverse of the divergence operator
A construction of a right inverse of the divergence operator, as expressed by (4.12), is closely
related to the inf-sup condition for the Stokes problem, and therefore well-known. However, we are
not aware of a proper reference for the case when |∂Ω| > |Γt| > 0, i.e. for the case when |Γd| > 0,
but Γd is not all of ∂Ω. Therefore, for completeness, we include a proof here.
Lemma A.1. Assume |Γt| > 0 and set H1Γd(Ω;V) =
{
φ ∈ H1(Ω;V) : φ|Γd = 0
}
. Then there is a
constant C > 0 so that for every f ∈ L2(Ω) there is a φ ∈ H1Γd(Ω;V) so that
divφ = f, ‖φ‖1 ≤ C ‖f‖0 .
Proof. Take any f ∈ L2(Ω). We first decompose f into its mean value zero- and mean value
part as f = f0 + fc where f0 ∈ L20(Ω) and fc = af1Ω for af ∈ R. Further, we can decompose
H1Γd(Ω;V) = H
1
0 (Ω;V)⊕ V1, where
V1 :=
{
φ ∈ H1Γd(Ω;V) : (gradφ,gradψ) = 0, ∀ψ ∈ H10 (Ω;V)
}
.
Consider then the problem of finding ζ ∈ V1 so that
(A.1) (gradζ,gradψ) = (I,gradψ) , ∀ψ ∈ V1.
By the Lax-Milgram lemma (cf. e.g., [8, Theorem 4.1.6]) problem (A.1) has a unique solution ζ
and ‖ζ‖1 ≤ C1 for some constant C1 > 0 depending on Ω. Taking ψ = ζ in (A.1) we obtain∫
Ω
div ζdx = ‖gradζ‖20 .
Therefore, if we set ω =
af
‖gradζ‖2
0
ζ we have
∫
Ω divωdx = af and ‖ω‖1 ≤ C ‖fc‖0 for some constant
C depending on ζ. It follows that f − divω ∈ L20(Ω), i.e., f − divω has mean value zero. From the
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N
κ α λ 4 8 16 32
100
100
100 20 22 30 23
104 26 31 22 29
108 27 31 36 28
10−4
100 21 24 36 27
104 28 31 33 28
108 27 30 35 19
10−4
100
100 21 25 30 28
104 27 31 33 26
108 26 31 32 40
10−4
100 21 23 29 28
104 27 31 34 33
108 27 31 34 34
10−8
100
100 22 25 30 26
104 26 31 34 18
108 26 31 34 28
10−4
100 21 23 29 21
104 26 31 34 42
108 28 31 34 26
Table 4. Numerical results for system (3.16) with variable κ according to (5.3)
using preconditioner based on (4.2). Table shows number of preconditioned minimal
residual iterations until reaching error tolerance 10−9.
theory of Stokes equation, we can thus find a ω0 ∈ H10 (Ω;V) so that
(A.2) divω0 = f − divω, ‖ω0‖1 ≤ C2 ‖f − divω‖0 ,
where the constant C2 is independent of f − divω (cf. [14, Theorem 5.1]). We set φ = ω0+ ω, and
it follows from (A.2) that divφ = f . Using the triangle inequality, (A.2) and the properties of ω
we estimate ‖φ‖1 as
‖φ‖1 ≤ ‖ω0‖1 + ‖ω‖1 ≤ C(‖f − divω‖0 + ‖fc‖0) ≤ C(‖f‖0 + ‖ω‖1) ≤ C ‖f‖0 ,
which completes the proof. 
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