Spatially indexed repeated detection-nondetection data is widely collected in ecological studies 1 in order to estimate parameters such as species distribution, relative abundance, density, richness, 2 or phenology while accounting for imperfect detection. Given growing evidence that false 3 positive error is also present within most data, more recent model development has focused on 4 also explicitly accounting for this error type. To date, however, most modeling efforts have 5 improved occupancy estimation. We describe a generalizable structure for using verified samples 6 to estimate and account for false positive error in detection-nondetection data that can be flexibly 7 implemented within many existing model types. We use simulation to demonstrate that 8 estimators for relative abundance, arrival time, and density exhibit bias under realistic levels of 9 false positive prevalence, and that our modified estimators improve performance. As ecologists 1 0 increasingly use expedient but potentially error-prone techniques to classify growing volumes of 1 1 data, properly accounting for misclassification will be critical for sound ecological inference.
our reformulation instead conditions s 1,i upon the underlying ecological state, and allows 1 0 0 extension to several models dependent on binary data simply by redefining s 1,i as equivalent to 1 0 1 the applicable unconditional probability of (true) detection. al. (2014) . The model is exactly the same as presented above, except that organisms can only be 1 0 5 truly detected during sampling intervals after they have arrived and occupied sites. Let arrival 1 0 6 time at site i be denoted as x i and assume that x i ~ Poisson (φ). To simplify presentation, we 1 0 7 define x i in terms of sampling intervals j rather than specific dates. A hierarchical description is: The likelihoods for confirmed and unconfirmed observations are then v i,j ~ Categorical (Ω i,j ) and In the model presented by Royle and Nichols (2003) , the unconditional probability of false positive extension can be described hierarchically as: The statements for v i,j and y i,j follow the occupancy description. centers located within ||S||and the coordinates of these activity centers are denoted as s i ;
individuals are detected at any of j detectors on given sampling occasions k with probability p i,j.
2 8
The unconditional probability of detection is a function of whether an individual exists, the 1 2 9
distance between an individual's latent activity center and the location of the detector, d i,j , and at a specific detector such that the unconditional probability of detection s 1,j =1 -
Here, v j,k ~Categorical (Ω j ) and y j,k ~ Bernoulli (1 -Ω 4,j ).
3 9
Simulation Study 1 4 0
We use simulation to demonstrate both that false-positive error influences estimates of arrival For each simulated encounter history, we generated false-positive detections as occurring Our subsequent simulation investigations were less thorough. To evaluate the sensitivity of the whether survey j falls after the site and simulation specific arrival time a i,j,sim itself is generated
as Poisson (φ sim ). We simulated 300 replicate dataset, with false positive detections and a 10% We evaluated 5 scenarios using the simulated data. We fit a standard arrival model sample were generated as before, although the lower number of simulated detections also 1 9 7 resulted in a much smaller verification sample (‫ݔ‬ҧ = 12.56 verified samples, s = 3.30). We formulated. This suggests that if data or computational resources are lacking, one might be able 2 0 5
to use an informative prior for s 0 given previous estimates of the parameter from a distinct (and 2 0 6 more quickly fit) model. To briefly explore transferability, we fit standard occupancy models to We fit models using JAGS (Plummer 2003) or Nimble (the spatial model, deAlpine et al. Simulation settings are detailed further within Appendix SI2. varied in relation to simulated covariates although associations were estimated more accurately 2 2 1 than baseline prevalence (Table 1) . False positive extensions were nearly unbiased and had 2 2 2 approximately nominal coverage across all parameters or state parameters considered. False positive extensions were less biased and had more nominal coverage (Table 2 ). However, coverage approximately nominal for all parameters considered. Spatially explicit estimators of population size were severely biased (relative bias = 0.82) appeared more prone to this issue).
4 7
Estimates of s 0 derived from occupancy models were correlated with-but greater than- Because repeated detection-nondetection data are relatively easily to collect, such data is 2 5 5 extensively applied for monitoring and modeling purposes. As ecologists increasingly focus data. Bias associated with population size or the timing of arrival may be more problematic 2 7 0 because these metrics both cover a wider range of potential values (bias can be more 2 7 1 pronounced), and because they are more widely used to justify management decisions (e.g., 2 7 2 timing of actions, quotas, recovery metrics) than occurrence or distribution. Models are potentially sensitive to numerous violations of assumptions, but relative to 2 7 4 more nuanced assumptions such as the form of a given parametric function, the assumption that here, not prohibitively difficult to correct for. One cost of incorporating validated data to sensitive. False positive error may not always happen at random as in our simulations, and a 3 1 2 natural way to deal with heterogeneity between sites or sampling intervals is via the use of distinct observations that are classified separately (e.g., recordings, images) but aggregated 3 1 7 across a sampling interval for an analysis. In some cases, it may be easier to verify discrete 3 1 8
observations rather than verify complete sets of observations within defined sampling intervals,
and a larger number of observations within a sample suggests a greater probability that at least 3 2 0 one observation is true (Chambert et al. 2015 (Chambert et al. , 2018 . One way to deal with this is to model a The sampling designs associated with verification effort may also deserve more attention. producing, quantifying, and validating citizen science data from wildlife images. Table 2 . Error, relative bias, and coverage of parameters associated with detection (α), occurrence (β), arrival time (φ), and the finitesample proportion of occupied sites (PAO) for the 4 candidate phenological occupancy models described within the main text. The standard estimators (Models 1 and 2) overestimate overall occurrence, and underestimate arrival time and true detection probability. The modified estimators exhibit limited bias with respect to the timing of arrival, but also sub-optimally estimate overall occurrence. In particular, focusing the verification sample towards earlier time periods (Model 4) reduces the accuracy of occupancy estimation.
Mean Error
Relative Bias Coverage , an extension to account for false-positives (B), and the overall distribution of point estimates (C). Dashed lines denote true values. In A, B, and C, one point estimate falls right at the boundary, potentially indicating a non-identifiable dataset; other simulated replicates exhibit nonnegligible posterior density along the boundary such that the upper CRI abuts it. This is more common for the standard estimator, and one additional consequence of ignoring false positive error may be added computational cost associated with using a larger data augmentation prior for N.
Supporting Information S1. Figure S2 . Abundance estimation using the Royle-Nichols model is biased under low to moderate rates of false positive error, particularly when abundance is modeled as spatially varying (A); in all scenarios, the false positive extension presented herein is nearly unbiased (B). Figure S3 . Root squared error (A) and bias (B) associated with the extended Royle-Nichols estimator exhibit little association with the size of the verification sample within the range considered: when false positive error is constant, gains in estimator precision may require much larger increases in sample size than considered here. Figure S4 . Point estimates from the extended spatial Royle-Nichols model (blue) exhibit sensitivity to the size of the verification sample and the empirical proportion of false positives within it appear more pronounced than for the non-spatial Royle-Nichols, likely because the simulated verification sample was very small. Regardless, the extended model exhibits better performance than the standard model (red, jittered). Figure S5 . Associations between false positive probabilities estimated using the Royle-Nichols and occupancy estimator suggests that the occupancy estimator tends to produce slightly larger estimates of s 0 (A). However, estimates of population size using an informed prior derived from occupancy-based estimates are practically equivalent to estimates of population size when confirmed data is included within the likelihood (B), and both appear nearly unbiased (C, D).
