Abstract-It is well known that under certain orthogonal systems (such as Chebyshev tensor and Legendre polynomial space), the expansion coefficient of a smooth function has a sparseness that the coefficient with a finite number of coefficients after the first is gradually zero. For accurate sampling and sampling data with noise, this paper uses compressive sensing technology to recover the first limited number of function expansion coefficients, so as to achieve the purpose of function recovery. Numerical experiments show that this technique is feasible.
INTRODUCTION
The problem of function recovery has always been a hot topic in the area of approximation theory. For the problem of function recovery, there are many mature methods to solve them, such as the most commonly used methods of interpolation, quasi-interpolation, and least squares, moving least squares, and they all have good properties. For example, the interpolation has the property of accurately recovering the interpolation node, and the least squares have the best approximation in the norm meaning. However, when the number of sampling points of the function to be recovered is much smaller than the number of basis functions in the base function space, the above method cannot be fully applied during function recovery. Therefore, consider the problem of shifting the model of the least square problem to the l1 norm, as in [1] . At the same time, with the gradual maturity and development of compressed sensing technology, the use of low-dimensional vectors to recover vectors in high dimensions has gradually become a reality. It is well-known that highdimensional multivariate functions have sparse unfolding properties in certain orthogonal systems (eg Chebyshev tensor and Legendre polynomial space),as in [2] . Therefore, in recent years, the use of compressed sensing technology to accurately approximate functions has gradually become a hot topic of discussion. The standard compressive sensing problem itself is calculated in a finite space that is predicted in advance, but the function is in an infinite-dimensional space. Therefore, there are certain problems in directly using the standard compressive sensing problem to solve the problem of approximation. At the same time, it was found that under a particular orthogonal system, functions in an infinite-dimensional space can be approximated by the sum of their finite terms, as in [2] . Through this feature, we transform the original problem in infinite-dimensional space into a finite-dimensional space, and then use the existing compressive sensing technology to solve it. 
First, consider the case where there is no noise at the sampling point. At this time, the sampling value is completely accurate. The model for minimizing the l 1 function recovery is: 
is to define a set of sampling points within domain D, the vector
Here, the definition of A, c is consistent with the definition in the previous article, and b is the sample value with error, that is, 
Here X is a given norm. When the number of non-zero elements in x0 is small, a more natural decoding A sufficient condition for accurately recovering the s-factor signal is given below, as in [3] : Assume that the coding matrix A satisfies the 2s-order RIP property, and :
With these safeguards in mind, we consider using the method of solving the compressive sensing problem to solve the problem of l1 minimization. Some iterative methods for quickly solving compressive sensing problems, such as Bregman iterative algorithms and ADM (alternating direction method) algorithms, have been matured, as in [4] [5] . In this paper, we mainly use another decoding algorithm: greedy algorithm. Orthogonal matching algorithm is a commonly used greedy algorithm, which usually solves the approximate solution of the following problem: The basic idea is to select the least number of columns from A so that they form an approximate representation of the pair. The method first computes the orthogonal projection of b in the selected column expansion space and then computes the orthogonal projection complement and A. The magnitude of the absolute value of the product within the column, usually selected to maximize the absolute value of the inner product. The algorithm process is as follows, as in [3] : The convergence of the above algorithm has been guaranteed by the theorem, as in [5] . 
IV. NUMERICAL EXPERIMENTS
This section mainly conducts numerical experiments on two types of functions. The first type is the function in the finite Wiki function space for the restored function; the second type is any given smooth function for the recovered function. In a numerical experiment, the Orthogonal Matching Pursuit (OMP) algorithm of Decoder's 1  is used to obtain an approximate vector of the vector c, and an approximate function of the function to be recovered is obtained. And in order to verify the validity of the method, the errors used in the experiments in this section are: 
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After the above two sets of basis functions have been defined, an estimation of the number of sampling points is also needed. In order to successfully use the decoder to recover the coefficients of the function, according to the literature [compressed sensing], the following relationship must be satisfied between the number of sampling points m and the number of basis functions N and vector sparsity s:
Next, numerical experiments are performed for the above two types of to-be-restored functions in the cases where the sampled value is noisy and the sampled value is no-noise, and the validity of the method is verified. It can be seen from Fig. 1 that when the number of sampling points m is larger than the required number of optimal cases of the algorithm case 50.3897, the function has a very good recovery effect. Since the selection of sampling points   From Table 2 and Table 3 , it is easy to see that both the recovery error of the function and the recovery error of the coefficient are small, and the recovery effect is good.
Experiment 2:
The sampled value contains noise. In numerical experiments, as in the previous section, the number of basis functions n=512, the number of sampling points m=128, and the sparsity of the coefficient vector s=14. In order to observe the effect of noise on the recovery of the function, the noise values are taken as:   From Figure 2 , it is easy to see that when the noise vector is small, the function recovery effect is very good, because the contrast effect in the image is not very obvious, the following, for the three noise vectors e selected in Figure 2 , the function of The recovery error and the recovery error of the coefficient vector are calculated separately, and their corresponding
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values  are calculated for the above three different e, and From the above table, it can be seen that when the sparsity of the coefficients is the same, as the parameter  is gradually reduced, both the recovery error of the coefficients and the recovery error of the functions are reduced. From Table 5 , it can be seen that when the sampling point does not contain noise, recovery of a given continuous function is very effective.
Experiment 4:
The sampled value contains noise: consistent with the test function in the previous experiment, the function recovery effect under different noises is shown in the figure: It is not difficult to see from the above image that when the function is relatively smooth, the function recovered by the l 1 minimization method with inequality constraints is better; when the function changes greatly, the function recovered by the method is in the function The error at the endpoint of the definition domain is larger.
V. CONCLUSION
Through the analysis and experiments of this paper, it can be clearly seen that when the number of sampling points is much less than the number of basis functions in the basis function space, the use of smooth functions in the Fourier series expansion, the coefficient has the characteristics of sparsity, Compressive sensing technology is applied to the problem of function recovery and can better achieve the approximation of the function..
