1. Introduction {#sec1-sensors-20-03394}
===============

Industry 4.0 has now become reality with the support of advanced techniques in AI, distributed computing, and machine-to-machine (M2M) communication. One of the crucial problems in Industry 4.0 is how to strengthen the performance of mobile communication. In mobile ad-hoc networks (MANETs) and mobile computational grids (MCGs), devices communicate through the Wireless medium of mobile communication \[[@B1-sensors-20-03394],[@B2-sensors-20-03394],[@B3-sensors-20-03394]\]. The 3G Partnership Program (3GPP) has introduced the fourth generation (4G)-long term evolution (LTE) technology that supports multiple users for downlink with higher order modulation up to 64 Quadrature Amplitude Modulation (QAM) \[[@B4-sensors-20-03394]\]. It is a multi-user version of the popular orthogonal frequency-division multiplexing (OFDM) digital modulation scheme called orthogonal frequency-division multiple access (OFDMA). The OFDMA used in LTE has the advantages of MIMO-friendliness, scalable bandwidth and robustness against multi-path fading \[[@B5-sensors-20-03394]\]. In LTE downlink transmissions, a high data rate up to 300 Mbps is achievable using a scalable bandwidth of 5 to 20 MHz \[[@B6-sensors-20-03394],[@B7-sensors-20-03394],[@B8-sensors-20-03394]\].

The 3GPP specification defines that the downlink and uplink traffic are to be avoided by utilizing time division duplexing (TDD) and frequency division duplexing (FDD) \[[@B9-sensors-20-03394]\]. However, multimedia applications strongly dominate LTE networks and may vary from live interaction and video conferencing to television. The resource scheduling in the LTE system for both uplink and downlink are managed by eNodeB and scheduled to various users deepening on the channel quality and service quality \[[@B10-sensors-20-03394]\]. The domination of multimedia applications is due to their high transmission rate than any the other data formats. As the consequence, the traffic rate for mobile communications will be increased to a greater extent. Quality of service (QoS) should be guaranteed in terms of delay, quality and data loss by LTE scheduling for mobile multimedia applications \[[@B11-sensors-20-03394]\].

QoS for any LTE system is directly dependent on the scheduling algorithm used. In the existing LTE scheduling, the scheduler in frequency domain packet scheduling exploits the spatial, frequency and multi-user diversity to achieve larger MIMO for the required QoS level \[[@B12-sensors-20-03394]\]. For that, the scheduler considers channel conditions of all users upon possible MIMO modes to allocate the resource blocks (RBs) to users. There are several types of schedulers: channel unaware, channel aware or quality of service unaware and channel aware or quality of service aware \[[@B13-sensors-20-03394]\]. The channel unaware schedulers are mostly used in wired networks, and their scheduling is performed by assuming the transmission medium as error-free and rigid. The channel aware/QoS unaware schedulers allocate the resources by analyzing the current channel conditions. Proportional fair (PF) \[[@B14-sensors-20-03394]\] and PF-PF \[[@B15-sensors-20-03394]\] are some of the channel aware/QoS unaware schedulers. PF-PF is the joint time and frequency scheduler. The channel aware/QoS aware scheduler considers both the channel quality and QoS required by user applications. It is mostly used in LTE systems to meet their performance requirements. The M-LWDF and EXP/PF are some channel aware/QoS aware schedulers \[[@B16-sensors-20-03394]\].

Regarding time frequency scheduling, two levels of LTE scheduling for temporal and utility fairness were given in \[[@B17-sensors-20-03394]\]. Later, earliest deadline scheduling was proposed in \[[@B18-sensors-20-03394]\] for managing queues in the time domain. Packet prediction was emphasized in \[[@B19-sensors-20-03394]\] to manage users in the time domain. In packet prediction, virtual queues are used to manage the queues under traffic. A scheduling algorithm for real-time traffic flow, which mainly concentrates on queue management and bandwidth allocation, was recommended in \[[@B20-sensors-20-03394]\]. In LTE, a MAC scheduler sitting just above the physical layer \[[@B21-sensors-20-03394]\] was used to categorize data packets that allocate resources upon traffic. The disadvantage of this method is the MAC scheduler allocates maximum resources to the GBR queue so non-GBR packets may suffer time delays.

OFDMA \[[@B22-sensors-20-03394]\] was used for allocating resources in which the downlink channel in the period domain is separated into frames of 10 ms and every channel contains 10 subframes of 1 ms. The scheduling algorithms were classified as QoS-aware scheduling and QoS-unaware scheduling \[[@B23-sensors-20-03394]\]. The maximum throughput scheduling leads the aggregation throughput according to the CQI to achieve high data RTE in the channel \[[@B24-sensors-20-03394]\]. In fair scheduling algorithms, resource allocation would take placed by considering both the available data rate and the achieved data rate. It shows the trade-off between throughput and fairness \[[@B25-sensors-20-03394]\]. A mechanism \[[@B26-sensors-20-03394]\] accepting the concept \[[@B27-sensors-20-03394]\] introduces a utility function for improving the fairness index. Scheduling based on optimal DRX embedded in the same MAC scheduler was given in \[[@B16-sensors-20-03394]\]. Resource allocation for QoS-aware channels was emphasized in \[[@B28-sensors-20-03394]\]. Throughput and delay can be calculated together in real-time and non-real-time allocations \[[@B29-sensors-20-03394]\]. Depending upon the delay and channel quality, packets are scheduled to the physical layer for transmission \[[@B30-sensors-20-03394]\].

LTE networks provide very high data rates for downlink transmissions so that they can transmit large amounts of data with packet optimization to users \[[@B31-sensors-20-03394]\]. The base station is responsible for allocating resources to users' equipment for LTE downlink transmission \[[@B32-sensors-20-03394]\]. The downlink scheduling with delay-related weighted technique using LTE cellular networks provides better tradeoff of fairness and throughput between users in dissimilar traffic situations \[[@B33-sensors-20-03394]\]. Dynamic packet scheduling is the main element of LTE network aiming to increase throughput and QoS to end users. Because of resource limitations, the queuing-based monitoring technique was used in downlink LTE communication to increase throughput and fairness among users \[[@B34-sensors-20-03394]\]. The energy-based spectrum resources are optimized using the green cellular system to acquire the channel data for transmitting packets through base station \[[@B35-sensors-20-03394]\]. The optimized resources are utilized to provide QoS at the downlink scheduling. A packet prediction technique was implemented in the eNodeB for optimization \[[@B36-sensors-20-03394]\]. A channel-related feedback method \[[@B36-sensors-20-03394]\] using the adaptive feedback threshold was generated to minimize the overhead while transmitting packets \[[@B37-sensors-20-03394]\]. The system performance was measured using the downlink packet scheduling procedure \[[@B38-sensors-20-03394]\]. The architecture of LTE network by 3GPP is shown in [Figure 1](#sensors-20-03394-f001){ref-type="fig"}.

3GPP is the universal mobile communication standards organization that works to provide the latest technology in order to reduce the traffic and identified the LTE standard release 8. LTE contains two subnetworks called the evolved-universal terrestrial radio access network (E-UTRAN) and evolved package core (EPC). E-UTRAN was introduced within LTE and it act as the interface between user equipment (UE) and eNodeB. LTE communicates by orthogonal frequency division multiplex (OFDM) with huge amount of orthogonal subcarrier signals to carry data on several parallel data stream and channels. The time domain has a 10ms radio resource in a frame and 10 subframes of 1ms length for each. In the other hand, the frequency domain has multiple subcarriers with 15KHz bandwidth for each. Around 12 subcarriers from the frequency domain and 0.5ms from time domain is regarded as a resource block (RB), which is allocated to users every 1ms called transition time interval (TTI).

[Figure 1](#sensors-20-03394-f001){ref-type="fig"} illustrates the LTE, which is divided into two parts, namely EPC and E-UTRAN. E-UTRAN has a flat architecture consisting of two eNodeB nodes, which will do all processing through an air interface protocol. It is an independent entity. One eNodeB is connected with the multiple eNodeB through interface X. The eNodeB is connected to the serving gateway (S-GW) through interface S1-U. Similarly, the serving gateway is connected to MME through interface S11. MME is responsible for control plane signaling in which the serving gate is responsible for the control plane or actual dataflow. MME is connected to a database called home subscriber server (HSS), which is a central database containing all the information like data rates required by the user, security keys of the users, etc. PDN gateway is the interface of the mobile to the external world as PCRF.

Scheduling and resource allocation of uplinks and downlinks is performed in eNodeB. The resource allocation procedure is called scheduling process executed on MAC layer. 3GPP has been involved to produce the scheduling process in LTE applications that allow the service provider to discover the appropriate scheduling procedure. The system management has been measured using the effective scheduling algorithm. Since 3GPP released the updated standards beyond 15 to utilize with additional functionality, the new releases are more suitable for Industry 4.0 rather than the early development 5G versions \[[@B39-sensors-20-03394]\].

The proposed LTE networks are constructed for improved coverage and infrastructure. They also support automatic connection through machine-to-machine (M2M) communication. LTE has improved mobile broadband communication, virtual reality and cloud-oriented services with peak data rates. It provides solutions for the connectivity problems occurring in several applications like smart cities, automated agriculture, transport system automation, the industry-based sensing grids, Internet of Things-related mines, energy-based industries, the construction field, machinery, airport automation, railway networks, robot-assisted hospitals and industry with closed loops. The shared spectrum models are used to allow building the integrated networks that are connected with Industry 4.0 through LTE models. ITU has established the reliable connectivity to maintain the communication. 5G technology is the next generation of 4G proposed as a standard for cellular networks in which the service area is divided into small geographical areas called cells. 5G user equipment connects to the telephone network and internet by radio waves through antennas in cells. The new network provides high bandwidth, allowing faster download speeds, eventually up to 10 Gbps, and offers a big advantage in Industry 4.0 but it is still in the research and development phase. Nowadays, just a small number of countries have deployed 5G successfully, while the rest are still using 4G or its predecessor, so that 4G LTE still has a big chance in Industry 4.0. The proposed method will be infrastructure for developing new methods applied for 5G networks in the future.

In this paper, we propose a channel-aware integrated time and frequency-based downlinks LTE scheduling (ITFDS) algorithm. The proposed scheduling algorithm distributes resources to all users together in the time and frequency domains to reduce convolution. It works well for real-time flows and also maintains fairness among users. The new algorithm is experimentally validated against related ones. The main contributions of this paper are as follows:✓Scheduling can be implemented using the propositional pair and throughput. It is used to compute the packet loss ratio and packet delay;✓The dynamic class-based establishment algorithm is used to solve the optimization problem for queue-based transmission;✓Scheduling is used to increase the network throughput by guaranteed rate for all devices;✓Time frequency LTE scheduling provides the temporal and utility fairness to achieve the required quality of service level;✓The proposed channel-aware integrated time and frequency-based downlink LTE scheduling algorithm is capable of both real-time and non-real-time applications;✓The optimization is achieved by providing the highest priority component with an urgent queue and scheduling process;✓Every user equipment packet is used for performing the scheduling process into the queue for transmission with the proposed LTE downlink scheduling technique;✓The performance analysis of the proposed algorithm is demonstrated in terms of packet delay, packet loss ratio, aggregated throughput and fairness index.

The remainder of this paper is organized as follows: Mathematical models followed by the results and discussion are presented in [Section 2](#sec2-sensors-20-03394){ref-type="sec"} and [Section 3](#sec3-sensors-20-03394){ref-type="sec"}, respectively. Finally, conclusions are provided in [Section 4](#sec4-sensors-20-03394){ref-type="sec"}.

2. Proposed Method {#sec2-sensors-20-03394}
==================

2.1. Main Ideas {#sec2dot1-sensors-20-03394}
---------------

The proposed LTE networks utilizing the downlink scheduling are constructed for improved coverage and infrastructure. It also supports the automatic connection through machine-to-machine communication. Shared spectrum models are used to allow for building the integrated networks that are connected with Industry 4.0 through LTE models. ITU has established the reliable connectivity needed to maintain the communication.

The proposed algorithm is constructed in both the time and frequency domain in order to increase the quality of service (QoS) for mobile network users. The edge users experience enhanced throughput and reduced amounts of delay. The main issue for edge users is the worse channel condition because of the obstacles within the UEs and eNodeB. The scheduler is capable of analyzing the data about the delay and size of the packet of the users to facilitate the allocation of the resource blocks. Whenever a user is in communication with several eNodeB, its data could be transmitted using the superior quality channel for establishing capability aiming to increase channel quality. The scheduler separates UEs in spite of the level of the traffic. There are two groups: primary group and additional group. If the traffic is very high then the primary group is activated; otherwise the additional group is activated. According to the type of incoming packet, the quality of service maintains the priority-related scheduling technique. The optimization has been performed using the efficient scheduling algorithm where the highest priority component has the urgent queue for providing optimization. OFDM has been involved for the downlink communication procedure for providing 3GPP LTE. The multi-carrier transmission and frequency division multiplexing (FDM) are the main parameters for better bandwidth allocation. The scheduler is indeed an important component for assigning and sharing the physical resources between different kinds of users.

2.2. Model Formulation {#sec2dot2-sensors-20-03394}
----------------------

[Table 1](#sensors-20-03394-t001){ref-type="table"} shows the notions and symbols used throughout the paper. A simplified model of LTE is shown in [Figure 2](#sensors-20-03394-f002){ref-type="fig"}, in which eNodeB consists of user selection and resource allocation. There are k numbers of queues consisting of q~1~, q~2~,...,..., q~k~ for the scheduling process. The queue list sends information to the eNodeB network. Then, the signal sends 20 slots of data with every frame consisting of several subframes with 1 ms time-to-live time span. The signal can be sent to external devices like smartphones, mobile phones, PADs and laptops. The scheduling can be done using two methods, namely frequency-based scheduling and time-based scheduling. The frequency is received into every subframe with n numbers of subcarriers. Each carrier can receive the signal and perform the scheduling process.

For real time traffic, maximum weight largest delay first (MWLDF) and exponential-proportional fair (EXP/PF) are introduced. In multi-user scheduling, distribution of resources among users is done by sharing the channel capacity among them. The channel capacity is calculated by using Shannon's capacity theorem. LTE downlink transmission is based on OFDM modulation.

In the frequency domain, subcarriers are spaced at 15KHz each and with different modulation codes and rates. The modulation and coding are choosing according to the channel condition. A resource block (RB) consists of 12 subcarriers. In the time domain, a resource blocks contain one TTI which includes two time slots. Each time slot has six or seven OFDM symbols. Since *Cy(n)~i,k~* is the transmission rate, $\left( n \right)_{i,k}$ is nth TTI of the metric of *i*th user on *k*th RB, we have:$$Cy\left( n \right)_{i,k~} = log_{2~}\left\lbrack {1 + SINR\left( n \right)_{i,k}} \right\rbrack$$ where, *Cy(n)~i,k~* is the maximum limit of the transmission rate. It is normally not equal to the actual *Cy(n)~i,k~*. In order to get maximum throughput and to allocate each RB to users with maximum channel capacity, the maximum throughput (MT) algorithm is used. The metric is expressed as:$$R_{i,k}^{MT}\left( n \right) = Cy\left( n \right)_{i,k}$$

Here, $R_{i,k}^{MT}\left( n \right)$ is real-data of *k*th user in *i*th time slot using the MT algorithm, Equation (2) satisfies non-real-time applications. If the flow is real-time data, we have:$$R_{i,k}^{MT}\left( n \right) = argmax_{i}C_{i,k}\left( t \right)$$ where $C_{i,k}\left( t \right)$ represents the current channel condition. The MT scheduling guarantees that the resource blocks are used to transmit the maximum data for maximizing the throughput in a good channel condition. However, users with poor channel condition are not allowed to use the channel.

The proportional fair scheduler concentrates on both available data rate and achieved data rate while calculating throughput:$$R_{i,k}^{PF}\left( n \right) = argmax_{i}\frac{C_{i,k}}{{\overline{C}}_{i}}\left( t \right)$$

Here, ${\overline{C}}_{i}$ represents the mean data rate for the *i*th user, which can be accurately calculated only for non-real time scenarios. Argmax is used to find the best channel condition for transmission. The transmission rate is computed through the packet waiting delay with the queue length for computing from the user equipment, so the transmission rate is equal to the user. The scheduler provides balance between fairness and the overall system throughput. Different scheduling mechanism correspond to different computations of the metric $C_{i,k}\left( t \right)$. For the concerned channel aware-QoS unaware case $C_{i,k}\left( t \right)$ is set based on the CQI feedback that gives the Signal-to-Interference-plus-noise ratio (SINR) of each user on each RB. The MT scheduling guarantees that each resource block can be used to transmit the maximum amount of data so that it is able to maximize the aggregate throughput. However, for users with poor channel conditions it is difficult to obtain available resources, and MT is unfair. For real time applications, the delay is calculated and multiplied with the utility factor to increase the fairness index:$$R_{i,k}^{\frac{EXP}{PF}}\left( n \right) = argmax_{i} \propto_{i}\frac{C_{i,k}}{\overline{C_{i}}}\left( t \right)_{~~}W_{i~}\left( t \right)$$

Equation (5) describes the improvement version of the proportional fair scheduling algorithm. At the same TTI, the queue management is taken placed in the time domain. To improve the throughput, the head of delay is included for all users as:$$R_{i,k}^{MLWDF}\left( n \right) = argmax_{i}~( \propto_{i}\frac{C_{i,k}}{\overline{C_{i}}}\left( t \right)_{~~}\exp~( \propto_{i}~\frac{W_{i~}\left( t \right) - \overline{W_{i~}\left( t \right)}}{1 + \sqrt{W_{i~}\left( t \right)}}))$$

If only one user is allowed to transmit at one time slot, this will degrade performance of the system. Proportional fair scheduling aims to make the tradeoff between multiuser diversity gain and fairness. A scheduling policy $R_{i,k}^{\frac{EXP}{PF}}$ is proportionally fair, if and only if the sum of the logarithmic average user throughput is maximized after the scheduling decision where *i* is the active user and $C_{i,k}$ is the active data rate. Based on the proposed formulae and notions, we introduce the new ITFDS in the next section.

2.3. Proposed ITFDS Scheduling Algorithm {#sec2dot3-sensors-20-03394}
----------------------------------------

The QoS requirement of real-time applications is based on the scheduling of resource blocks (RBs) based on priorities, channel capacity and the previous servicing rates of all users. The eNodeB collects CQI and QCI information from each piece of user equipment (UE). Depending upon the collected information, eNodeB allocates the resources to various UEs. The value of ∆ is computed from the total amount of bits in the data packets into the transmission buffer of the eNodeB with the flow of the data transmission in head of line.

Algorithm 1

ITFDS Algorithm

Step 1

: Calculate the maximum capacity using Equation (1).

Step 2

: Generate the Channel Quality Indicator (CQI) in terms of data rate for different applications (

Table 2

).

Step 3

: According to QoS Class Identifier (QCI), we choose data rate for transmission (

Table 1

).

Step 4

: For high data rate transmission, we calculate ∝
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Step 5

: Apply the Integrated Time and Frequency Domain Scheduling using Equation (7):
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Step 6

: In same TTI, queue manage is done in time domain by checking W
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Step 7

: Compute the value of
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using Equation (8)
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Step 8

: if Q

i,k

≠ ∅, repeat steps 4 to 8

Step 9

: Calculate Packet Loss Rate (PLR), Packet Delay, Throughput and Fairness Index

The proposed scheduling algorithm is a channel-aware/QoS-aware scheduling algorithm (Algorithm 1). The channel conditions and QoS are included in scheduling parameters to distribute resources to all available users. In all TTI, eNodeB gathers information from various queues connected with it using $Q_{i,k} = Q_{l_{i,k}} - Q_{{th}_{i,k}}$. User equipment (UE) calculates CQI using the reference signal from eNodeB and sends it back to eNodeB. The CQI is the quantized form of signal-to-interference-noise-ratio (SINR) \[[@B16-sensors-20-03394]\]. A default classifier is found when a UE joins the system until the connection terminates. The classifiers are divided into guaranteed bit rate (GBR) and non-guaranteed bit rate (non-GBR) based on the quality of service constraint \[[@B17-sensors-20-03394]\]. The QoS class identifier (QCI) helps to identify the type based on the application data of the UE.

[Figure 3](#sensors-20-03394-f003){ref-type="fig"} shows a block diagram of ITFDS. At eNodeB, a buffer is assigned to each UE. Packages arriving at the buffer are time stamped and queued for transmission as first-in-first-out (FIFO). Once the packets arrive, the classification of data can be done by a classifier (e.g., support vector machine -- SVM \[[@B40-sensors-20-03394]\]), which segregates arrived packets into real time and non-real time data with the help of CQI, then pushes the packets into the appropriate RT or NRT queues. After that, the proposed scheduling algorithm will schedule the packets in both the RT queue and the NRT queue as suitable for simultaneous parallel transmission according to the requirements of the algorithm. The proposed ITFDS scheduling is a channel-aware/QoS-aware scheduling algorithm. The channel conditions and QoS are included in scheduling parameters to distribute resources to all available users. In all TTIs, eNodeB gathers information from the various queues connected with it. The classifier is used to classify the traffic of different queues when a UE joins the system until the connection terminates. The QoS class identifier (QCI) helps to identify the type based on application data of UE. S1-MME is a single interface within the eNodeB and MME. The traffic parameters are divided into the H2H devices and M2M devices. H2H devices have the applications like voice browsing, IMS signaling and Multimedia applications. M2M devices have the applications like surveillance cameras, regular monitoring and emergency applications. The S-GW provides the data delivery of non-guaranteed applications and P-GW provides the internet-based operator services. [Figure 4](#sensors-20-03394-f004){ref-type="fig"} demonstrates the LTE architectural model which consists of human-to-human (H2H) and machine-to-machine (M2M) devices for communication purposes. The eNodeB and evolved main packet are connected to the server via the internet using S1-MME.

2.4. Dynamic Class-based Establishment (DCE) {#sec2dot4-sensors-20-03394}
--------------------------------------------

The symbols used for this proposed systems that $T,{~T}_{1},{~T}_{2}$ are the matrices, $r,{~s}$ are the elements of the transmission time interval, $\mathsf{\delta}$ is the transmission state probability, $k$ denotes the state, $\mathsf{\gamma}$ is the constant value, $R$ denotes the resultant length, $Q$ is the queue value, ${delay}_{i}$ denotes the delay value, $P_{c}$ denotes the parameter of channels, $w_{k}$ is the weighted value, $T_{w}$ denotes the transmission range for the weighted value, $W_{i}\left( t \right)$ denotes the weighted time domain value in TTI, $Q_{l_{i,k}}$ denotes the queue length between the user *i* and *k*, $Q_{{th}_{i,k}}$ denotes the threshold value of the queue size of the users *i*, *k*, $T_{v}$ denotes the transmission rate for user v, $T_{beginning}$ is the transmission range in the beginning of the dynamic class-based establishment process.

Transmission Time Interval (TTI) can be created by using the matrix T~1~ and T~2~: $$T = T_{1}~ \cup ~T_{2}$$ $$T_{1} = \begin{pmatrix}
{\begin{matrix}
{1 - s~~~~~~~~~~~~~~} & s \\
{r\left( {1 - s} \right)~~~~~~~~~~~~} & {rs + \left( {1 - r} \right)\left( {1 - s} \right)} \\
\end{matrix}~~~~~~\begin{matrix}
0 & 0 \\
{s\left( {1 - r} \right)} & 0 \\
\end{matrix}~~~~~\begin{matrix}
0 & {\ldots.} \\
0 & {\ldots.} \\
\end{matrix}} \\
~ \\
\end{pmatrix}$$ $$T_{2} = \begin{pmatrix}
{\begin{matrix}
{0~~~~~~~~~~~~~} & {r\left( {1 - s} \right)} \\
{\ldots.~~~~~~~~~~~~} & {\ldots.} \\
\end{matrix}~~~~~~\begin{matrix}
{rs + \left( {1 - r} \right)\left( {1 - s} \right)} & {r\left( {1 - s} \right)} \\
{\ldots.} & {\ldots.} \\
\end{matrix}~~~~~\begin{matrix}
0 & {\ldots.} \\
{\ldots.} & {\ldots.} \\
\end{matrix}} \\
~ \\
\end{pmatrix}$$

The transmission condition is:$$\delta~T = \delta$$ where:$$\delta = \left\lbrack {\delta_{0},\delta_{1},\delta_{2},~\ldots\ldots\ldots,~\delta_{k}~,\ldots\ldots} \right\rbrack$$ where $\delta_{k}$ is the transmission state probability of the state *k*. Equation (11) can be modified as $$\left\lbrack {\delta_{0},\delta_{1},\delta_{2},~\ldots\ldots\ldots,~\delta_{k}~,\ldots\ldots} \right\rbrack~\left\lbrack T \right\rbrack = \left\lbrack {\delta_{0},\delta_{1},\delta_{2},~\ldots\ldots\ldots,~\delta_{k}~,\ldots\ldots} \right\rbrack$$

By solving Equation (12), we get:$$\delta_{1} = \gamma~\delta_{0}~,\delta_{2} = \gamma^{2}~\delta_{0},~\ldots\ldots\ldots,~\delta_{k} = \gamma^{k}~\delta_{0}$$ where:$$\gamma = \frac{r~\left( {1 - s} \right)}{s~\left( {1 - r} \right)}$$

Finally:$$\delta_{0} + \delta_{1} + \delta_{2} + \ldots\ldots\ldots + \delta_{k} + \ldots + \delta_{\infty} = 1$$

After simplifying Equation (15), we get:$$\delta_{0} = 1 - \gamma$$ $$\delta_{0} = \frac{\left( {s - r} \right)}{s~\left( {1 - r} \right)}$$

The resultant length of the class in the queue is $$R\left( Q \right) = \sum\limits_{k = 1}^{\infty}k\delta_{k}$$

The length of the queue is related to resultant length of the class. It satisfies the following condition:$$R\left( Q \right)~ \leq delay_{i}$$

Additionally, the constraints for the optimization problem are:$$\left\{ \begin{array}{l}
{R\left( Q \right)~ \leq delay_{i}} \\
{s_{i} \geq ~s_{i} + 1} \\
{s_{i} \geq r_{i}} \\
{s_{1} + s_{2} + \ldots + s_{n} \leq ~1} \\
\end{array} \right.$$

The DCE algorithm is used to allocate the queue-based transmission from the group of non-identified TTI (Algorithm 2), the optimization is achieved using the dynamic class-based establishment algorithm that the data broadcasting has been maintained with the transmission range.

Algorithm 2

Dynamic Class-based Establishment (DCE) algorithm

Input: Group of non-identified TTI

Output: Allocation of queue-based transmission

Step 1

: Initialize the parameter of channels
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is the Transmission range while transmission begins in the network

Step 2

: Calculate the highest value of transmission rate
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: Determine the size of the TTI
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Step 4

: Calculate the weight of beginning transmission range for every iteration according to
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Step 5

: Compute the transmission range by
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then fix transmission range as
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Step 6

: Change the transmission range as
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The DCE scheduling mechanism is executed as the beginning of the scheduling event. Here by metric weights of all $w_{k}$ on the RB $i~ \in ~K$ are determined. Although there are different formulas to handle various flows QoS, although various flows QoS $\mathsf{\delta}$ is calculated only once for all the available flows at the current TTI. After that, flows are compared with each other to select the flow $j \in K$ with the highest metric. The possible overhead, in this case, is as a result, the overhead complexity to execute DCE in a TTI.

2.5. QoS Class Identifier (QCI) and Channel Quality Indicator (CQI) {#sec2dot5-sensors-20-03394}
-------------------------------------------------------------------

In time-based and frequency-based scheduling, the scheduler first selects the user based on its QoS requirement along with fairness and decides its corresponding RBs proportion according to past average throughput achieved and queue length to meet the QoS requirement. For considering QoS requirement and fairness, the LWDF and the past occurred packet loss rate is used. For each user selected in time domain, the frequency domain scheduler allocates the required RBs portion in the channel bandwidth according to current channel conditions. The QCI value for various applications is given in [Table 2](#sensors-20-03394-t002){ref-type="table"} The standard CQI for various applications are given in [Table 3](#sensors-20-03394-t003){ref-type="table"}. The following tables list the QoS class identifiers (QCIs) and channel quality indicators (CQIs) used in the proposed algorithm.

The fairness index measures that the packet is transmitted within the specified time. The user fairness indeed has been increased. Otherwise, it is incremented according to the communicated data separated by the size of the packet. Transmission time interval (TTI) is measured by separating the packet size of a particular user to achieve the throughput. If the user's packet is smaller than the targeted delay, it will ensure that the user can utilize the resources well for delivering the packet within the time period. In the scheduling process, the user can reach the enhanced fairness index and throughput. Whenever the user count increases, the resources can also increase in parallel. The transmission rate demonstrates that the source can transmit the group of packets without receiving the acknowledgements. The active connection contains the roundtrip time for transmitting the data packets. The maximum throughput has been achieved for allocating the resource block. A resource block is the tiny unit of resources which could be utilized to the user equipment. The resource block has the parameters of time, frequency with subcarriers for capturing the signals. LTE frame contains the time unit-based parameters like frame, subframe, half frame, symbol, slot, and basic time unit. The frequency units are related with the total amount of sub-carriers and resource blocks. The carrier for implementing the LTE frame is the resource component. It has the value of data with single complex value for producing the data from the signal. User data are converted into a carrier modulation format along with the time domain symbols, which are converted into the frequency domain. For implementing the frequency domain, the downlink and the uplink frames are divided by the frequency with continuous and synchronous transmission.

3. Experimental Results {#sec3-sensors-20-03394}
=======================

3.1. Experimental Setup {#sec3dot1-sensors-20-03394}
-----------------------

In this section, we compare the proposed ITFDS scheduling algorithm with some related methods, namely PSS \[[@B35-sensors-20-03394]\] and QuAS \[[@B39-sensors-20-03394]\], for real-time and non-real-time applications. Every user equipment packet could be scheduled to the queue for transmission through the proposed LTE downlink scheduling technique. The frequency domain is used for the utilization of bandwidth in an efficient manner. [Table 4](#sensors-20-03394-t004){ref-type="table"} shows parameters for simulation.

3.2. Packet Delay Verses Different UEs {#sec3dot2-sensors-20-03394}
--------------------------------------

The packet delay has been predicted using the enhanced technique through the queue in the LTE networks. The resource blocks are effectively utilized for providing the frequency-based time allocation strategy. The virtual queue has been framed to analyze the total amount of incoming packets and used to modify the packets for transmission also to satisfy the delay needs. A gradient related methodology is implemented to minimize the optimization problem for every time period. [Figure 5](#sensors-20-03394-f005){ref-type="fig"} shows the performance of packet delay verses different UEs in the simulation. The results of the simulation indicate that, as long as w~k~ and tth are properly adjusted, the proposed scheduler can cope well with both RT and NRT traffic simultaneously. In addition, the proposed scheduler also ensures a certain level of fairness among all the users because it is based on the PF criterion. The results of the simulation also show that the delay is increasingly as much as users are getting increase and PF suffers a largest delay in the network compares to QuAS, PSS and ITFDS. The proposed technique shows better performance than QuAS and PSS, because of different weight is allocated for different applications. QuAS and PSS allow only fair allocation so that the same weight is distributed to all UEs. The proposed ITFDS algorithm distributes various delays to different applications but it always gives the best performance compared to the others because of combination both time domain and frequency domain to scheduling. In the simulation, proper setting of weight value w~k~ can reduce the delay effectively. As the result, the delay in ITFDS does not exceeds 5 ms. For high system load, the maximum of the mean RT packet delay was always equal to 0.1 s because the RT packet would be dropped if it violated the threshold of 20 rounds (i.e., 0.1 s).

3.3. Packet Loss Ratio Verses Different UEs {#sec3dot3-sensors-20-03394}
-------------------------------------------

[Figure 6](#sensors-20-03394-f006){ref-type="fig"} shows the packet loss rate for various scheduling algorithms. Packet loss rate (PLR) is one of the major parameters in wireless communication that directly affects transmitted video quality. The proposed scheduling algorithm achieves lower PLR than other scheduling algorithms. The proportional fair algorithm has the highest packet loss ratio. When the speed of the UEs is increased, the PLR of QuAS and PSS are also increased. The proposed algorithm maintains the same PLR for all the various speed of UE. The packet loss ratio may impact huge effect for transmitting large amount of data. The scheduler has not been affected while the total amount of users increased. The existing methods did not provide the priority for the packets while performing the scheduling process. On the contrary, the proposed technique has the implementation of packet priority for transmission so that the packet loss ratio is the minimum value for the proposed technique compared to the relevant ones.

3.4. Aggregated Throughput Verses Different UEs {#sec3dot4-sensors-20-03394}
-----------------------------------------------

[Figure 7](#sensors-20-03394-f007){ref-type="fig"} shows the aggregated throughput for various applications. As the result, the proposed method does not show better performance inside of aggregated throughput compared with the others because in non-real time applications, the change in the weight does not have any impact. The choice of data flow is improved according to channel quality indicator (CQI) with low traffic demand. Since video transmission depends on both QCI and CQI, changes in α value lead to variation in the video transmission. [Figure 7](#sensors-20-03394-f007){ref-type="fig"} shows the throughput performance for various applications by varying the value of α. Improvements of the proposed method will be further investigated in future works.

3.5. Fairness Index Verses Different UEs {#sec3dot5-sensors-20-03394}
----------------------------------------

[Figure 8](#sensors-20-03394-f008){ref-type="fig"} shows the fairness index for various UEs. From the obtained results, the QuAS and PSS mostly perform in a similar way. The main distinction between these two methodologies is convolution. Using the proposed ITFDS scheduling, the complexity is reduced, and the fairness is improved. The fairness index is computed using the values of normalized throughput and the total number of dynamic connections in LTE. The fairness is another parameter for producing the quality of service, the user service requests are very essential to transit the large amount of data. The fairness value has been increased in the proposed technique that allocates more amounts of resources whenever the total users are increased.

3.6. Comparison of Spectral Efficiency and Overhead {#sec3dot6-sensors-20-03394}
---------------------------------------------------

The proposed scheduling technique is compared with the related methods, namely QuAS and PSS, according to the performance metrics of spectral efficiency and overhead. The proposed scheduling algorithm has been implemented in eNodeB to enhance the spectral efficiency with guaranteed quality of service. [Figure 9](#sensors-20-03394-f009){ref-type="fig"} demonstrates that the proposed technique has better performance regarding the amount of spectral efficiency compared to the PSS and QuAS techniques. The result of the simulation shows that, when the number of users is small (10 as in simulation), there were a small difference between these algorithms, but when the number of users is increasing, the proposed method shows better results than the other. The quality of the transmission through the channel for the user depends on the transmission range and the obstacles within the base station and the user. The spectral efficiency is computed to estimate the throughput of every user according to the SINR value in eNodeB and the quality of the signal.

In the simulation, the overhead while eNodeB transmits packets using the proposed LTE downlink scheduling technique is also observed. It is directly linked with the channel bandwidth for providing efficient transmission in LTE. The small amount of overhead demonstrates a better quality of service. [Figure 10](#sensors-20-03394-f010){ref-type="fig"} illustrates the proposed scheduling technique has minimized overhead compared to the related techniques.

3.7. Complexity Analysis {#sec3dot7-sensors-20-03394}
------------------------

The complexity analysis of the proposed method is computed as follows. Let *n* be the total amount of users, every resource block is used to transmit the packet through LTE. Every time the user can select the improved rate to utilize the resources for transmitting data packet. If the proposed technique identifies *p* users from the total amount of users, the complexity for the time period is $O(\log p).$ The mean rate is used for selecting per user as $O\left( 1 \right)$. The resource block (RB) is responsible for identifying the capable user to transmit the packets. The average arrival time is computed and analyzed the final transmitted packet in the active queue. The estimated time is also computed within the specified time period. The probability through the data transmission is calculated for analyzing the time complexity in the queue. The scheduling process is also analyzed for transmitting the data packet, and the overall time complexity is computed as $O(\log p)~$ in the resource block.

4. Conclusions {#sec4-sensors-20-03394}
==============

In this paper, we have proposed a new channel-aware integrated time and frequency-based downlinks LTE scheduling (ITFDS) algorithm. The proposed scheduling algorithm distributes the resources to all the users together using time-based and frequency-based scheduling. It works well for real-time flows and also maintains fairness among users. ITFDS outperforms other scheduling strategies in terms of system throughput, fairness and packet loss ratio. The simulation environment included both GBR and non-GBR bearers. The proposed scheduling algorithm achieved the QoS requirement of GBR bearers such as multimedia applications with increased system throughput and provided fairness to non-GBR bearers. The packet loss rate of the proposed scheduling algorithm has been reduced significantly compared to other scheduling strategies.

Although it outperforms other algorithms, the ITFDS algorithm does not have good enough performance compared against other algorithms in terms of aggregated throughput. The proposed method is also deployed for 4G-LTE, but not for 5G technologies. The proposed LTE has some downside for implementing real-time applications in that LTE data rates minimize whenever the distance from the tower to the user equipment is very long. Sometimes, connectivity problems occur when voice is being converted into the packets, so that the transmission time may increase. Thus, our aims in future works are to investigate the extensions of the scheduling algorithm to other contexts and with 5G technology to ensure it is good enough to apply in Industry 4.0.
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###### 

The notions and symbols used throughout the paper

  Symbol                            Meaning
  --------------------------------- ------------------------------------------------
  CQI                               Channel Quality Indicator
  QCI                               QoS Class Identifiers
  DCE                               Dynamic Class-based Establishment
  QoS                               Quality of Service
  PF                                Proportional Fair
  MT                                Maximum Throughput
  TTI                               Transmission Time Interval
  MWLDF                             Maximum Weight Largest Delay First
  EXP/PF                            Exponential-Proportional Fair
  ${Cy}\left( n \right)_{i,{k~}}$   Maximum limit of the transmission rate
  $C_{i,k}$(t)                      Current channel condition
  $\overline{C_{i}}$                Mean data rate for *i*th user
  $R_{i,k}^{PF}\left( n \right)$    Throughput
  HOL                               Head of Line
  $\Delta_{i,k}$                    Delay
  $W_{i~}\left( t \right)$          Weighted time domain value
  $Q_{i,{k~}}$                      Buffer size
  PLR                               Packet Loss Rate
  UE                                User Equipment
  SINR                              Signal-to-Interference-Noise-Ratio
  GBR                               Guaranteed Bit Rate
  non-GBR                           Non-Guaranteed Bit Rate
  H2H                               Heart-to-Heart devices
  M2M                               Machine-to-Machine devices
  T                                 Queue-based transmission matrix
  k                                 State
  $\mathsf{\delta}_{k}$             Transmission state probability of the state k.
  $R\left( Q \right)$               Resultant length of the class in the queue
  $P_{c}$                           Parameter of channels
  $T_{v}$                           Transmission rate
  $T_{w}$                           Weight of the transmission range
  $T_{beginning}$                   Beginning transmission range
  $T_{current}$                     Current transmission range
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###### 

Standard QCI Characteristics defined in LTE (Release 13)**.**

  ----------------------------------------------------------------------------------------------------------------
  QCI   Type of Resource\   Priority of QCI   Priority Delay (ms)   Packet Loss Ratio   Traffic Type
        (00-GBR,\                                                                       
        01- non-GBR)                                                                    
  ----- ------------------- ----------------- --------------------- ------------------- --------------------------
  1     00                  2                 100                   10^−2^              Speech Signal

  2     00                  4                 150                   10^−3^              On-line Video Streaming

  3     00                  3                 50                    10^−4^              Buffered Video Streaming

  4     00                  5                 50                    10^−3^              Real-time Applications

  5     01                  0.7               300                   10^−4^              IMS Signaling

  6     01                  2                 100                   10^−3^              Video Streaming

  7     01                  1                 300                   10^−4^              Buffered Video

  8     01                  6                 300                   10^−4^              Transmission Control

  9     01                  7                 300                   10^−4^              Protocol-based
  ----------------------------------------------------------------------------------------------------------------
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###### 

Standard CQI.

  -------------------------------------------------------------
  CQI   Modulation Type\   Actual Coding Rate   Required SINR
        (00- QPSK,\                             
        01-16 QAM,\                             
        02-64 QAM)                              
  ----- ------------------ -------------------- ---------------
  1     00                 0.07618324           −4.46

  2     00                 0.11795332           −3.75

  3     00                 0.18848214           −2.55

  4     00                 0.30078125           −1.15

  5     00                 0.48730469           1.75

  6     00                 0.58789063           3.65

  7     01                 0.36914063           5.20

  8     01                 0.47851563           6.10

  9     01                 0.60156250           7.55

  10    02                 0.45507813           10.85

  11    02                 0.57324219           11.55

  12    02                 0.65039063           12.75

  13    02                 0.75390625           14.55

  14    02                 0.85253906           18.15

  15    02                 0.96093751           19.5
  -------------------------------------------------------------
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###### 

Parameters for the simulation.

  -------------------------- ----------------------------------------
  Available Bandwidth        20.0 MHz
  Amount of RB's             100 (12.0 sub-carrier per PRB)
  Cell assortment            2 Km
  Number of UE's             30,40,50, 70, 90,110,130,150
  Model                      Random
  Speed                      3km/hr,30Km/hr,120 km/hr
  GBR Flows                  8.4kbps for voice and H.264 for videos
  Non GBR Flows              12 Kbps
  Simulation time            180 s
  Simulation round           100
  Head of Line Delay (HOL)   0.1 s
  UE speed limit             100 km/h
  Bandwidth                  25 MHz
  Total amount of eNodeB     3
  Duration                   55 TTI
  -------------------------- ----------------------------------------
