Samples of fused S i0 2 and of a soda-lime glass were exposed to He, Ne, and Ar at temperatures between 523 and 763 °K, cooled to room temperature, transferred to a desorption cell, and then heated slowly and uniformly. The cell was connected to a mass spectrometer and the desorption rates were measured as a function of time. From the data, the parameters E and Do of the Arrhenius equation for the diffusion coefficient [D = Doexp(-E/RT)] were calculated.
Introduction
The analysis and systematic description of granu lar materials has received much attention in recent years 1-3, yet up to now there have been only very few attempts to evaluate diffusion data obtained on powder samples in a fairly thorough way, for ex ample, taking into account the grain size distribu- tion which is usually present. PiLCHOWSKl and his cow orkers4-6 discussed the careful evaluation of sorption or desorption data, and outlined a com pu tational method to cope with this specific problem. L a g e r w a l l and S c h m e l i n g 7 discussed the prob able consequences of having a grain size distribu tion in samples they used in post-irradiation diffu sion studies. Neither group of workers tested their 3 Particle Size Analysis, Proceedings of a Conference or ganized by the Society for Analytical Chemistry, published by the same society, London 1966 (editor's name not given). 4 K. Pilchow ski, F. Daves, and F. W o lf, Koll.-Z.-Z. Pol. 225,6 [1968] . 5 K. Pilchow ski, F. Daves, and F. W o lf, Koll.-Z. -Z. Pol. 230, 328 [1969] . 6 F. Daves, K. P ilchow ski, and F. W o lf, Ber. Bunsenges.
Phys. Chemie 73, 99 [1969] . 7 T. L a g e rw a ll and P. Schm eling, European Atomic En ergy Community-Euratom, Report No. EUR 595.e, Presses Academiques Europeennes, 98 Chaussee de Charleroi, Brussels, 6, Belgium, 1964. ideas in any detail using actual experimental results. G a l l a g h e r 8 studied the diffusion controlled oxida tion of U 0 2 and PrO i.5 and was able to fit his rate data by computed curves corresponding to reason able size distributions, but he did not measure the distributions of the actual samples he used. For several reasons which will be discussed later, a number of nonisothermal desorption experiments have been carried out in this laboratory9> 10, and idealized desorption rate curves (or desorption tran sients) have been computed to facilitate the evalua tion of the experimental results. It now appears that the nonisothermal method is particularly useful if one wishes to account for the presence of a size dis tribution in a granular sample. This will be discus sed in some detail in the present paper; actual de sorption transient data will be analyzed using ex perimental and assumed size distributions.
A second common source of systematic errors encountered in sorption or desorption studies lies in the irregularity of particle shapes; the systematic treatment of this three-dimensional problem is known to be difficult n , but experimental comparisons per mit one to estimate how serious this effect may be and to correct for it in an approximate way. In the approach proposed here, the size distribution and shape corrections are interrelated, as will be dis cussed below.
As a second goal of the present study, the results from the nonisothermal technique will be compared to those obtained by more conventional methods. It seemed appropriate to measure the diffusion coeffi cients of noble gases in fused silica, since there are several earlier literature reports on the diffusion of noble gases in this glass 12_16.
R eview o f Isotherm al and Nonisotherm al M ethods
A solid sorbent consisting of one or many homo geneous spheres of uniform diameter, 2 a, and dif fusion coefficient, D, will under isothermal condi 8 K. J. G a l l a g h e r , in: Proceedings of the 5th International Symposium on the Reactivity of Solids, Munich 1964; Elsevier Publ. Co., Amsterdam 1969, p. 192 Mass spectrometric desorption studies require that the sorbate released during the experiment be pumped off continuously. The quantity measured, R*, is thus proportional to the time derivative of Mt , or R, that is
If the experimental data are plotted as log R* against log t, and Eq. (2) as log R against log r, where x = D t/a2, one can superpose the two plots and determine pairs of corresponding r and t values, provided of course that the experimental and com puted curves are of sim ilar shape. D can then read ily be calculated from the r, t pair so obtained, since D = (r/t) a2. The radius, a, is determined separa tely.
The evaluation of nonisothermal desorption ex periments requires that one knows, or assumes, the way D depends on the temperature. Frequently the Arrhenius equation for the diffusion coefficient is valid within experimental errors;
here D0 is the pre-exponential factor, E the activa tion energy, R the gas constant, and T the absolute temperature. Once the temperature program for a given desorption experiment is specified, for ex ample, if T = T0+ ß t
13 R. C. F ran k , D. E. Sw ets, and R. W. Lee, J. Chem. Phys. The precision and accuracy of isothermal and nonisothermal techniques will be discussed below, after the presentation of the experimental results.
E xperim ental

Sample Origin and Preparation
The samples of fused S i0 2 used were of high purity grade, General Electric Type 151, and Amersil com mercial grade; the soda-lime glass consisted of small spheres, of nominal diameter, 300 ju, Lapine Catalog No. 183-35. GeOa was Alfa Inorganics Ventron grade of high purity, remelted and characterized in some de tail as described in a subsequent publication19. The S i0 2 and G e02 samples were ground and sieved, using woven mesh sieves for large size fractions and an acoustic device, "Sonic Sifter", Allen-Bradley Model L 3, with a set of electroformed sieves for the separa tion of small grain size fractions. The relative humidity during storage, grinding, and sieving was low, espe cially when handling the somewhat moisture sensitive G e02 . Completely dry conditions were not produced during the sieving process so as to avoid serious elec trostatic problems. A typical size distribution obtained in this way is p resented in T a b le 1. T he d iam eters listed were m easured m icroscopically, in random d irec tions across the irre g u la r grains, th e p a rticles being selected at random from the overall sam ple. T he sizes so m easured are equivalent to the edge lengths of rect- angles circumscribing the irregular two-dimensional projections at random orientations, without attempting to characterize the particle shapes in some systematic w ay20. The number average diameters determined by this method and the approximate half-widths of the size distributions for the various samples are sum marized in Table 2 . It is important to note that the "size distribution" discussed here is a composite mea sure of the grain size distribution as such and of the shape irregularity. 18 See R ef.17, pp. 147, Eq. (9.3). 19 W. W. B r a n d t and B . R a u c h , to be published.
In preparation for isothermal or nonisothermal de sorption measurements, the samples were heated to a medium or high temperature, degassed, and exposed to the sorbate gas, usually over night and at pressures between 0.5 and 1.0 atm. The sorption temperature was chosen such that the samples would be saturated, at the gas pressure used, judging from some desorp tion data obtained in exploratory experiments.
Isothermal Desorption Experiments
The saturated samples were cooled while still ex posed to the sorbate gas, and transferred under a blanket of dry nitrogen to another vessel which could be connected to a medium resolution mass spectro meter, Hitachi-Perkin-Elmer Model RMU-6E with a resolution of M/AM 1800, based on the 10% valley definition. The measurement of the desorbing gas con centrations was started as soon as the pressure in the system had reached the operating range of the spectro meter from above (<C 10-5 mm Hg), that is, usually after 4 to 9 min. In one version of the experimental apparatus it was possible to transfer the sample in vacuum within a few seconds without cooling it first, such that the first desorption rates could be measured Sorption of N oble Gases even sooner, that is, about 3 min after the transfer. An automatic timer was used to control the mass spectro meter over long periods of time, as described earlier 21. Standard leaks, Hastings-Rayqist OG-Series, were con nected to the system in the vicinity of the sample cell and the corresponding mass signals were monitored together with the sorbate peak of interest. In this way, the impact of systematic errors due to minor fluctuations in spectrometer sensitivity and in system pressure was minimized.
Nonisothermal Desorption Experiments
The saturated and cooled samples were transferred to the desorption vessel, as described previously, and they were subsequently again degassed for a short period of time. Finally the sample temperature was in creased at a uniform rate, somewhere between 2.7 and 4.7 (°K/min). The mass spectrometric measurements as such were carried out as described above.
E xperim ental Results
The principal results from the nonisothermal de sorption studies on fused S i0 2 and on the soda-lime glass beads are shown in Table 3 . The Ar results are The errors in the data presented here fall into several categories; the probable effect of systematic temperature errors and of pressure transients will be discussed at this point, while the effects of the grain size distribution present, o f particle shape ir regularities, and of the random errors in the tem perature w ill be estimated at a later point.
Isothermal desorption studies usually require that the sample be heated to the desired temperature of desorption as quickly as is possible. The measured rates of desorption are of course too low, as long as temperature equilibrium has not been reached, and the desorption rate curves, therefore, tend to show a fictitious maximum at short times, that is 3 to 9 min after the start, in the present study. This effect is easily recognized but it cannot be readily eliminated completely. Even more insidious errors are likely to arise if atmospheric or blanket gases are picked up during the transfer operation either by the sample, the interior walls of the desorption vessel, or by the vacuum grease in joints and stop cocks, and if such gases are released during the de sorption measurements. The ratio of mass signals, such as the sorbate signal of interest divided by the reference signal com ing from a standard leak, may well depend noticeably on the steady state pressures and fluxes throughout the system, presumably due to the differences in pumping speeds for different species. In the present study, this effect tended to raise the early part of a desorption rate curve, as shown in Curve (a) o f Fig. 1, and thus it would lead to a major uncertainty in fitting the computed master curve corresponding to Eq. (2) to the data [see Curves (b) and (c) of Fig. 1 ] .
The nonisothermal method has definite advan tages as far as these systematic temperature devia tions and pressure transient effects are concerned. The sample temperature w ill norm ally lag behind the furnace temperature, but if sample and furnace geometry are kept constant the effect can be deter mined and corrected for; also, this time lag changes only slightly with increasing temperature and thus it does not distort the linearity of the temperature program [see Eq. ( 4 ) ] . Pressure transients which are related to final degassing of the sample or of the desorption apparatus just prior to the desorp tion run also are of little concern when using the nonisothermal method, since m ost of the pressure transient has disappeared when the crucial part of the desorption rate curve is reached near Tm 3 L X < exp • Also, the left and right branches of this rate curve are affected in nearly the sam e way, as illustrated in Fig. 2, leading to a The vertical dotted lines are of length log 2 = 0.302. tion rates since this effect is qualitatively similar to the pressure transients discussed here; it is likewise far less detrimental to nonisothermal rate measure ments than to isothermal ones. As an even more important advantage of the non isothermal method, it appears that the final results obtained can be readily corrected for the presence of a grain size distribution, as will be described below, while the desorption curves from isothermal experiments cannot easily be corrected to account for this effect since the resulting distortions are qualitatively similar to the distortions arising from the pressure transients [Curve (a ), Fig. 1 ] , and cannot be easily separated from the latter.
Com puted R esults
Computer Program
To assess the effect of the grain size distributions on the Arrhenius parameters E and D0 [see E q .(3)] in some detail, a computer program was written to fit the experimental desorption transients by succes sive approximations.
The essential input parameters needed for the computation were (1) the size distribution histo gram, H ( / ) , where I are the measured grain dia meters in suitable units, (2) the first estimates of the parameters E and (D ja2 ß) obtained as de scribed above, (3) Tmax, exp and ATexp as defined above, and (4) an approximate value for the heat ing rate, ß [see Eq. ( 4 ) ] . An average grain radius, a, was computed from H ( / ) , and was used together with ß to obtain a first estimate of D0 from the in put (D ja2 ß) ; errors in "a" and "/?" were of no consequence to the process of successive approxima tions since the final output consisted of an improved estimate of (D ja 2 ß ) , and of E.
The computation first produced rn and Mt>n val ues for each fraction, and for many closely spaced temperatures (or tim es), using Eqs. (5) and (6 ). The Mt> n values were then multiplied by the relative weight of the size fraction considered, summed over all fractions, and used to form difference quotients of Mt<n with respect to time, i. e., close approxim a tions to the theoretical desorption rates Rn . From the Rn curves, r max and AT values were computed, compared with the corresponding experimental quantities, 7\nax> exp and ATexv , and the discrepan cies were used to obtain improved estimates for the E and D0 values. The procedure was repeated until the computed r max and AT agreed very closely witĥ max, exp and ATexp .
Effect of Grain Size Distribution and Shape Irregularities
The uncorrected and size distribution-corrected values for E and D0 are listed in Table 3 . It turns out that the correction is always positive, as one would expect, and correlates fairly well but not per fectly with the relative variances of the distribu tions, as listed in Table 2 .
Some of the Tm S L x, exp and ATexp data obtained were used in conjunction with simple assumed size distributions to com pute corrections for the repre sentative E and (D ja2 ß) parameters (Table 4 ) . Table 3 ).
The corrections required are fairly insensitive to the shape of the distributions used (normal and logarithmic-normal) and they depend almost linearly on the relative variance. The results given in Table 4 can be used to estimate corrections for E and (D ja 2 ß) values whenever the corrections are not too large. As mentioned earlier, the distributions determin ed in this work actually contain an appreciable com ponent arising from the grain shape irregularity. In some cases, that is, for Samples (D ) and (F) of Tables 2 and 3, this effect is clearly seen since these samples consisted of single large grains. Equation (6) used in the computation is of course only ap proximate for samples of non-spherical shape, and the approach used here is therefore tentative and exploratory. The resulting "corrections" are at least qualitatively correct, as one can see from the solu tions to the diffusion equation for spherical and cubic sorbent grains reported by L a g e r w a l l and Z im e n 6) 22.
A more thorough solution of the shape problem as it enters the size distribution problem most prob ably depends on future theoretical work 11 and the further development of instrumental particle distri bution and shape analyzers 23.
Other Errors
U sing the computer program, random errors in the temperature also can be easily assessed here. It turns out that small errors in Tm S iX t exp have little effect on E and D0 , but ATexv must be obtained with rather high precision. Probably random errors in ATexp and in H (/) are most serious when using the nonisothermal technique as developed up to this time.
D iscussion
The E and D0 parameters resulting from non isothermal desorption measurements are similar to those obtained by isotherm al methods (see Tables 3  and 5) in those cases where com parisons are pos sible. The sample to sample variation is most likely due to differences in the sample thermal history 14 ^nd perhaps to minor differences in composition. On the whole, the E values from the nonisothermal method are within the range of existing literature data while the D0 values are possibly somewhat higher (see Table 5 ) . Tentatively, we suggest two possible reasons for this:
(1 ) The isothermal results are not corrected for the presence of a grain size distribution, or shape irregularities. As discussed earlier, this correction does not appear feasible at the present.
(2) The solubilities of noble gases is fused S i0 2 are known to decrease with increasing tempera ture 24, but conceivably some of the gas sorbed at elevated temperatures is trapped, i. e., it is not de-22 T. L a g e r w a l l and K . E. Z i m e n , Euratom Report, EUR 1372 e, see Ref. 7. 23 See Ref. 3, Sessions (3) and (4). 
