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oSommaire
IVIaigré sa popularité, l’Internet est juste capable d’offrir une seule classe de service
de type Bes-Effort et ne peut pas supporter les services temps réel avec les garanties de
Qualité de Service désirées. Malgré qu’un nombre signifiant de travaux ont été effectués
dans ce domaine, on croit encore que les problèmes posés par les services temps réels à
travers les réseaux IP n’ont pas encore été bien résolus.
Dans notre projet. nous considérons le cas d’un ordonnancement agrégés des flots
avec un choix de quatre classes de services différentes. Pour ce faire, nous explorons
les apports d’un groupage des flots, particulièrement, la possibilité d’un calcul précis
d’éventuelles bornes déterministes sur les délais de bout en bout. Nous enchaînons avec
la conception et l’implantation d’un WfQ adaptatif. Nous évaluons ses performances
en terme du niveau de respect des principales contraintes de qualité de services relatives
aux applications temps réels : le délai et la gigue.
L’algorithme développé ainsi que les simulations ont été implementés et validés avec
l’environnement de modélisation de réseaux OPNET IViodeler.
Les expériences de calculs ont montré que les bornes déterministes sur les délais
sont peu précises par rapport aux délais réelement encourus par les paquets. On ne
peut donc pas concevoir un mécanisme de contrôle d’admission efficace avec de pareils
calculs sur les bornes.
Cependant, les résultats de calculs obtenus à l’issu des simulations relatives à la
politique adaptative montrent les bénéfices d’une telle agilité du réseau lorsqu’il s’agit du
traitement d’une charge importante et variable de trafic dans un contexte multiservices.
Mots clés : Réseaux Multiservices, Ordonnancement, WFQ, Agrégation, Gestion de
Trafic, QdS, bornes de délai.
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Abstract
Despite it’s popularity, Internet can only offer one Best-Effort service class. It can
not support real-time services with desirable Quality of Services guarantees. Althought
sgnificant volilme of work has been done in this area, it is believed that the provision of
real-time services over IP networks has not been properly addressed.
In our thesis, we consider the case of an aggregated scheduling with four different
Q service classes. We explore the benefits of flow aggregation particularly the possibility ofaccurate deterministic delay bounds calculus. We conceive and implement an adaptive
WFQ scheduling. We then evaluate its performances in respect to the Quality of Service
constrairits of real time applications, mainly delay and jitter.
The develped algorithrn, and the undergone simulations were implemented and
tested with the OPNET Modeler environment.
Experiences showed that deterministic delay bounds were too large in comparison
with the real delays encountred by packets in a real netwroks under the same circum
stances. We conclude that we can’t rely on these bounds to implement an efficient
admission control rnechanisrn.
The obtained simulation results, related to the adaptive scheduling policy, show the
benefits of such agility of the network when dealing with a high and variable charge on
a multiservices network.
Keywords : Multiservices Networks, Scheduling, WFQ, Aggregation, Traffic Mana
gement, QoS, delay bounds.
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Chapitre 1
Introduction
1.1 Motivations et Objectifs
o
Durant ces vingt dernières années, l’Internet a décidémment révolutionné le monde.
Avec le grand nombre d’utilisateurs venant s’ajouter chaque année pour concurrencer
l’lltilisation de services tels que la navigation sur le web, le FTP, le Telnet ou le cour
riel, tout porte à croire que les capacités de l’Internet ne se trouverait en aucun cas
compromises vu qu’on estime à 100% la croissance annuelle de ses capacités.
Le rythme accéléré de sa fulgurante vulgarisation lui a tout de même coûté cher.
Il doit, en effet, répondre à de lourdes responsabilités pour lesquelles il n’était pas
préalablement conçu. En effet, on voit son infrasctructure exploitée par de nouvelles
applications et services exigeants un haut degré de qualité de service. Ce sont les ap
plications multimédias et temps réel, actuellement très à la mode, et profitant de cette
grande popularité. On cite la téléphonie, la vidéo sur demande, la visio-conférence, etc.
Ce déploiement crée une incompatibilité entre ce que peut offrir Internet et ce que de
mandent ces applications. Cette incompatibilité est due au fait qu’Internet n’assure pas
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une définition ainsi qu’une maintenance à priori du niveau de qualité de service des ap
plications de ce genre et peut juste offrir une seule classe de service de type Best-Effort.
La panoplie de nouvelles solutions et tecirnologies proposées a le potentiel de faire
évoluer les choses. Les déploiements de nouvelles architectures telles que le DiffServ ou
la combinaison de IntServ avec le protocole de réservation RSVP, s’avèrent des options
intéressantes. Néanmoins, malgré le grand nombre de travaux effectués dans ce domaine,
on croit encore que les problèmes posés par les services temps réels à travers l’Internet
n’ont pas encore été bien résolus.
La contrainte de délai est la notion la plus importante quand il s’agit de satisfaire
du trafic temps réels. Il convient alors au futur Internet de pouvoir effectuer certains
traitements pour arriver à respecter cette contrainte essentiellement au niveau de l’or
donnancement des paquets. Pour assurer la qualité d’un flot temps réel, il est possible
de vérifier au préalable si les délais de bout en bout seront respectés ou s’ils ne le seront
pas.
Néanmoins, le nombre de flots dans l’Internet est très important et en constante
croissance. Par conséquent, le fait d’effectuer des traitements rapides et adéquats par
flot devient une tâche complexe, voir impossible à réaliser. L’agrégation des flots en un
nombre plus restreint de flots devient une option fort intéressante. IViais il s’avère difficile
à effectuer des calculs préalables sur les délais que peuvent mettre les paquets d’un même
groupe de flots vu que ces derniers n’ont probablement pas les mêmes caractéristiques.
Étant donné que le délai d’attente dans les files est la composante la plus critique
lors du calcul du délai de bout en bout, il faudra alors penser à trouver des solutions
lors de l’ordonnancement des paquets tout au long du chemin de communication. Cet
ordonnancement devrait tenir compte de l’information sur le délai et devrait, ainsi, être
• basé sur des indicateurs temps réel se rapportant à d’éventuels dépassements des bornes
sur les délais acceptés pour pouvoir s’ajuster et, ainsi, maintenir un niveau de qualité
de service acceptable.
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Notre objectif pour ce mémoire était d’explorer l’opportunité de garantir la qua
lité de service aux applications temps réel à travers le calcul préalable des bornes
déterministes sur le délai de bout en bout pour le cas des flots agrégés. Notre vision
s’est ensuite orientée vers une approche plus réaliste consistant à concevoir une politique
d’ordonnancement qui s’ajuste dans le cas de mise en péril de la qualité des applications
temps réels.
1.2 Plan du mémoire
Ce mémoire est organisé comme suit
Dans le chapitre 2, on introduit les principales infrastructures et architectures dis
ponibles actuellement dans l’Internet, le réseau multiservices par excellence, ainsi que
les principales exigences des applications temps réel.
Dans le chapitre 3, une vue d’ensemble sur les différents types de mécanismes de
QdS pouvant être élaborés pour respecter ces exigences est présentée, avec une mise en
valeur, dans le chapitre 4, des fonctions d’ordonnancement et d’agrégation des flots.
Le chapitre 5 est dédié à une revue de la littérature des travaux principalement
effectués pour le calcul de bornes déterministes de délai pour le cas des flots agrégés.
Le chapitre 6 explique le mécanisme implanté avec OPNET pour la mesure des
délais en ligne et l’ajustement, en conséquence, des poids des différentes classes de ser
vices afin d’éviter la dégradation du niveau de qualité relatif aux applications temps
réel.
Dans le dernier chapitre, des résultats sont présentés quant à la non consistence
des bornes déterministes quant il s’agit d’un traitement agrégé des flots. On s’intéresse
par la suite à la comparaison de quelques politiques d’ordonnancement proposées dans
la littérature dont celle utilisée dans l’Internet actuel (FIFO). On évalue finalement les
performances réalisées par notre politique adaptative ainsi que par quelques unes de ses
variantes.
o
Chapitre 2
Réseaux multiservices
2.1 Pourquoi des réseaux multiservices?
o
Les réseaux traditionnels ont été conçus initialement sans aucune différentiation de
trafic. En effet, les applications prioritaires ou sensibles à certains critères comme le
délai ne sont pas traitées de façon particulière. Cela ne poserait aucun problème si la
bande passante était illimitée. Mais la réalité est toute autre vu que la bande passante
permet le transport d’une quantité limitée de trafic, ce qui engendre un problème de
contention entre les différentes applications qui sont supportées aujourd’hui dans les
réseaux.
De nos jours, on parle de liens pouvant avoir des débits en bande passante pouvant aller
à des centaines de Mbps voir même quelques Gbps. C’est une évolution grandiose de la
technologie des liens cablés, avec l’apparition en cours de route d’autres types de medias
tout aussi performants comme la fibre optique. Cela n’a rien à voir avec les débits en
bande passante offerts au début des années 80 où l’on ne pouvait même pas dépasser
quelques Mbps. Cependant, le type d’applications a lui aussi suivi cette évolution puis
qu’on se retrouve maintenant avec des applications multimédias très gourmandes enQ matière de bande passante comme : la voix, la vidéo. Voila donc qu’on se retrouve en
4
5pésence d’applications qui s’arrachent le droit d’envoyer du trafic sur le réseau alors
que les ressources ne sont pas suffisantes pour tous. Les réseaux traditionnels comme
tels, sans aucune différentiation entre ces applications, ne peuvent faire grand chose face
à cette diversité et montrent rapidement leur limites. On se retrouve avec un dilemne
qu’est : comment faire pour permettre de traiter et satisfaire toutes ces demandes sans
dégrader la qualité recherchée par chacune de ces applications? C’est pourquoi l’interêt
se porte actuellement sur un nouveau type de réseaux implantant des mécanismes ca
pables de gérer efficacement cette panoplie d’applications et qu’on appelle les réseanx
muÏt’iservices.
2.2 Infrastructure multiservices
Nous présentons ci-dessous de façon générale les réseaux multiservices à commuta-
C tion de paquets, et nous posons également le problème traité en précisant les objectifs
visés.
2.2.1 Généralités
Les réseaux multiservices sont classiquement modélisés par un graphe orienté G =
(V, E) avec
- V : ensemble des noeuds correspondants à des points de transit de l’information
(routeurs, serveurs...).
- E : ensemble des arcs correspondant aux liens (exemple : câbles) assurant le
transfert de l’information entre deux noeuds du réseau.
Comme mentionné ci-dessus, les noeuds peuvent être de deux types : internes ou externes.
Chacun de ces noeuds assure plusieurs des fonctions suivantes pour la gestion du trafic
le contrôle d’admission, la classification des paquets, le modelage du trafic, le routage,
l’ordonnancement des files d’attentes, etc. Ces noeuds sont connectés les uns aux autres
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FIG. 2.1 Architecture d’un réseau noeuds internes et externes
par des liens qui sont généralement des liens cablés notamment de la fibre optique ou
du cuivre. Puisque l’information transportée peut être de nature diverse (courriel, page
C web, voix, vidéo, visioconférence,...) et comme on pourrait avoir plusieurs applications
de même type, alors on parle de flux ou session dont voici une définition [53]
Un flux peut êtTe défini de ptuszeurs manières. Une façon courante de pTOCédeT
est de te définir comme une combinaison des adresses et des ports des sources
et des destinations, et d’un identifiant de session. Un flux peut être plus
génératement défini comme étant t’ensembte des paquets générés par une
application déterminée ou reçus sur une interface entrante chez te destina
taire.
En prenant en considération la notion de flux ci-dessus expliquée, les noeuds peuvent
être représentés de la manière simplifiée suivante
A, B, C, D, E et F sont les liens cablés connectés au noeud. Les flux de 1 à 6 corres
pondent à de l’information transportée par les différents liens connectés au noeud. Par
décision de la fonction de routage, ces flux passeront d’un lien entrant vers un autre
C lien appelé lien de sortie. Par exemple le flux 1 entre par le lien A et sera acheminé versle lien D advenant la procédure de routage adéquate. Lorsqu’un lien est connecté à un
7FIG. 2.3 — Passage des flots à travers une interface
noeud, deux interfaces sont créées dans ce dernier une interface d’entrée pour recevoir
les flux provenant de ce lien, et une interface de sortie pour acheminer les flux allant
vers ce lien (voir figure 2.3).
2.2.2 Infrastructures des réseaux
Dans les réseaux multiservices, le réseau de transport peut être basé sur IP [591,
FR ou ATM. Il existe aussi d’autres variantes qui combinent, par exemple. IP avec
FR ou encore avec ATM. Si on considère l’infrastructure traditionnelle de téléphonie,
on devrait avoir à l’extrémité d’un réseau multiservices, des composantes spéciales ap
pelées passerettes de voix. Ces composantes permettront de changer l’information voix
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traditionnelle, et probablement analogique, vers une autre forme adequate (numérique)
pour le transport dans le réseau multiservice. Ces informations vont ensuite transiter
sur le réseau pour atteindre la passerelle voix destinataire qui va à son tour effectuer le
changement inverse et acheminer l’information à la partie appelée.
On se retrouve avec un choix à faire entre trois technologies principales pour le déploiement
de voix : voix sur IP (VoIP), voix sur Frame Relay (VoFR) ou voix sur ATM (VoATM).
VoIP est une technologie de la couche 3 du modèle OSI qui peut très bien renforcer FR
et ATIVI dans leur rôle de la couche 2 pour le transport des paquets.
Pour VoIP il y a des protocoles de communications ou de signalisation qui entrent en
compte dans le processus d’échange de paquets voix. On pourra citer quelques proto
coles comme H.323, MGCP et SIP [2].
Une des raisons qui militent en faveur de VoIP contre VoFR et VoATM est l’interfaçage
facile de IP avec d’autres applications voix et multimédias. ER et ATM sont des techno
logies de réseaux de type étendus (WAN) qui sont très robustes et efficaces en matière
O de bande passante. Cependant ces deux technologies sont limitées car elles ne sont pas
implantables dans le cadre des réseaux locaux (LAN) ou des terminaux. Finalement
VoIP est la technologie la plus utilisée pour le transport de la voix.
— IP [42] C’est un protocole non orienté connection. Il utilise des protocoles des
couches supérieures comme UDP [60] et TCP [61] pour permettre à tout type
de flots dont la voix de transiter sur le réseau. IP possède des protocoles de
signalisation, d’adressage et de routage assez robustes. RTP [50] est un protocole
très utilisé lors du déploiement d’applications de type temps réel comme la voix
et la vidéo. L’un des avantages de IP est qu’il est un protocole de la couche 3, ce
qui fait qu’il peut profiter des forces des protocoles de la couche 2, entre autres
de FR et de ATM. En effet, on peut très bien envoyer de la voix sur IP (VoIP)
en utilisant des réseaux basés sur FR ou ATM. Comme on a dit, IP ne se limite
pas au WAN’s mais peut tout aussi bien être supporté tout au long des LAN’s et
jusqu’aux terminaux. Cela facilite énormément le déploiement de nouvelles entités
matérielles basées sur IP comme les téléphones IP, les PBX basés sur IP, mais
aussi toute autre nouvelle application Internet se lançant à partir d’un terminal.
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— FR [42] Frame Relay est un protocole WAN à hautes performances opérant au
niveau des couches physique et liaison de données du modèle OSI. PR a été conçu
pour être utilisé au travers des interfaces RNIS. FR est un exemple de technologie
de commutation de paquets. Les réseaux à commutation de paquets permettent
aux stations d’extrémité de partager entre elles le médium et la bande passante
disponibles de manière dynamique. Les deux techniques suivantes sont utilisées
dans la technologie de commutation de paquets
— longueur variable des paquets;
— le multiplexage statique.
— ATM [42] À l’origine, ATIVI a été concu pour manipuler du trafic sensible au
délai comme la voix. ATM est orienté connexion. Utilisant des cellules de taille
fixe au lieu des paquets de taille variable, la fonction de commutation d’ATM
est optimisée pour supporter l’établissement de connections à haut débit. ATM
assure bien à ce genre de connections les délais qu’elles souhaitent. ATM est
O généralement deployé dans l’épine dorsale (backbone) du VAN là où les liens
sont à très haut débit, mais jamais deployé là où les liens sont à faible débit.
2.3 Exigences de conception des réseaux multiservices
La diversité des applications dans les réseaux multiservices (courriel, web, video,
voix, etc) fait que chacune d’entre elles bénéficie d’un traitement particulier différent.
Ainsi, les sessions peuvent se voir associer des poids qui, dans la pratique, seront em
ployés pour les différencier ou encore caractériser leurs priorités relatives. Ces poids
peuvent être arbitrairement fixés par le gestionnaire du réseau pour assouvir ses besoins
de conformité à certains critères de QUS detaillés ci-dessous. Toutefois, on constate dans
la littérature que le poids est souvent pris de manière à ce qu’il soit égal au débit moyen
des sessions auxquelles il est associé [1] [3] [4]. Ainsi, si un flot consomme le tiers de
la bande passante d’un lien, alors son poids est égal à . Par ailleurs, un trafic est
o
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caractérisé par des paramètres de QdS auxquels il doit se conformer. Nous décrivons
ci-dessous les paramètres les plus fréquents.
La limite de bande passante (bandwith bound) permet de spécifier le minimum
de bande passante que la connexion doit recevoir du réseau.
>- La limite de délai (delay bound) : Cette limite peut être une limite statistique
obtenue à partir de certains paramètres comme le pire délai (worst case) ou te
détai de bout en bout moyen (average delay) [1]. Elle petit aussi être calculée de
manière déterministe [3].
Une limite pour la gigue (jitter) : C’est une valeur qui consiste en la différence
entre le plus grand et le plus petit des délais reçus par les paquets tout au long
d’une connexion donnée.
- Une limite pour la perte spécifiant une limite sur la fraction de paquets qui peuvent
être perdus lors de la connexion en question.
Les services sont différenciés, et les poids sont affectés, suivant leur niveau de rigueur
en QdS (Q0S strictness) ; celui-ci décrit le degré auquel les services peuvent être liés à
des exigences portant sur les paramètres ci-dessus.
2.4 Architectures Réseaux
Compte tenu des critères définis dans la section 2.3, trois niveaux de QoS de bout
en bout sont généralement offerts. Les trois pourraient être présents sur un même réseau
hétérogène.
/ Un service best-effort. Un tel service est dépourvu de toute forme de QdS. Les
connections se font toutes sans garantie de QdS et la gestion des files d’attente
s’effectue conformément au modèle FIFO (premier entré premier servi) qui ne fait
aucune différence entre les flux. L’Internet actuel fait partie de cette catégorie et
Q offre un service best-effort.
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FIG. 2.4 — Trois niveaux de QoS
V Un service garanti (Hard QoS) avec une garantie sûre et rapide. Il s’agit de réserver
des ressources réseau pour un trafic particulier. Ce niveau de service peut être
fourni à l’aide de protocoles tels que RSVP. Une architecture basée sur ce type de
services est IntServ (voir section 2.4.1).
/ Un service différencié (Soft QoS). La différentiation veut que certains trafics soient
mieux traités que d’autres avec, par exemple, une prise en charge plus rapide, une
allocation d’une bande passante moyennement plus large, et un taux de perte
inférieur. Il s’agit d’une préférence statistique et non d’une garantie sûre et rapide
[53]. Ce niveau de service n’est possible qu’avec, tout d’abord, une classification des
trafics, puis, la mise en oeuvre de mécanismes de Q4S tels que l’ordonnancement
avec priorités (PQ), WFQ et bien d’autres. Une architecture basée sur ce type de
services est DiffServ (voir section 2.4.2).
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2.4.1 Architecture à services integrés (IntServ)
L’architecture IntServ [40] a été proposée par le groupe de travail IntServ de l’IETF
[48] en 1997 pour être utilisée de manière complémentaire à RSVP.
Deux classes de services ont été définies
classe à charge commandée (CL) : fournit une garantie qualitative en évitant les
conditions de congestion. Il n’y a aucune garantie explicite quant au délai ou même
à la perte associés au service. Elle ne peut pas fournir des délais quantitatifs qui
sont nécessaires pour des applications TR.
classe à service garanti (G$) fournit des garanties déterministes de QdS. Cela peut
être réalisé par l’utilisation de RSVP et de certaines politiques d’ordonnancement
de type GRS tels que WFQ.
Il convient de noter que G$ utilise des bornes déterministes lors de l’établissement
Q d’une connexion, ce qui peut être nécessaire pour seulement quelques classes de services
TR. En effet, cela s’avère très conservateur et inefficace pour la plupart des classes de
services TR. Le souci de coût et d’extensibilité (scatability) de RSVP ainsi que d’un
ordonnancement par flot dans les réseaux à haut débits a empêché l’acceptation et le
déploiement de ce modèle en pratique.
2.4.2 Architecture à services différenciés (DiffServ)
L’architecture DiffServ [39] a été définie par le groupe de travail DiffServ de l’IETF
pour éviter le coût et le problème d’extensibilité de IntServ. DiffServ a été proposée pour
fournir la différentiation de services dans l’infrastructure actuelle d’Internet sans large
déploiement de RSVP et des algorithmes d’ordonnancement par flots.
Des classes de service avec différentes priorités sont définies en utilisant le champs ToS
(IPv4) ou TCO (IPv6). Au niveau des routeurs à l’extrémité du réseau, chaque flot
est régulé et marqué selon le profil de l’utilisateur. Au coeur du réseau, les routeurs
C
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n’ont aucune connaissance des flots individuels et sont seulement concernés par le trafic
global.
oChapitre 3
Mécanismes de Qd$
Dans cette partie on s’intéressera à définir certaines composantes importantes utiles
à l’approvisionnement et au contrôle du niveau de la QdS et qui sont appliquées aux
réseaux multiservices. Les quelcues outils, auxquels nous nous intéressons de plus près
dans ce mémoire, ont pour la plupart fait l’objet de publications sous forme de RfCs.
Il existe, en effet, bien d’autres outils d’approvisionnement, de contrôle et de gestion de
la QdS.
3.1 Classification des paquets
La classification est un mécanisme utilisé pour sélectionner la classe de service d’un
flot de trafic donné. Elle se fait en se basant sur une information contenue dans l’entête
des paquets de ce flot. Le classificateur est généralement facile à implanter mais cela
dépendra du modèle de service choisi par le fournisseur de services. Cette évidence vient
du fait que les méthodes de classification sont propres aux modèles de services et celles
ci diffèrent d’un modèle à un autre. En général, les modèles suivants peuvent être pris
en compte [40].
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Fic. 3.1 — Procédure de classification
V L’utilisateur choisit une classe de service parmi les classes de services à sa dispo
nibilité.
V L’application choisit automatiquement un service pour chaque agrégat de flux,
pour chaque flux ou, pour chaque paquet.
Q V Le réseau sélectionne la classe de services en se basant sur l’information qu’il
possède sur l’application.
V Le réseau choisit une classe de services en se basant sttr le contrat établi entre le
client et son fournisseur de services, cela sans tenir compte du type d’application.
V Une combinaison de tous les modèles précédents.
La première approche est qu’il doit y avoir une méthode pour transmettre les infor
mations relatives à la classification entre le client et le réseau : si le client n’est pas
satisfait du service fourni par cette classe pour tous les flux, alors un mécanisme de
signalisation sera nécessaire pour l’échange des informations relatives à la classification.
Cette méthode ne peut permettre l’utilisation simultanée de plusieurs classes sans l’im
plantation de mécanismes additionnels.
Toutefois, la deuxième approche apparaît plus pratique. C’est l’application même qui va
choisir la classe de service qu’elle croit la plus appropriée pour ce genre d’application.
Une application de type vidéo conférence peut choisir, par exemple, la classe de service
ayant le plus haut niveau d’importance. IViais si le client n’est pas autorisé à utiliser ce
genre de classe de services, alors le fournisseur choisit la classe définie par défaut pour
(Voix) I
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ce genre d’applications.
Le problème avec cette deuxième approche c’est qu’il faut prévoir des mécanismes pour
incorporer l’information relative à la classe de services avant la transmission des données.
IVIais si ce genre de mécanisme n’existe pas, alors c’est le rôle des routeurs se trouvant aux
frontières du réseau de faire ce choix : c’est la troisième approche [39]. Il est aussi pos
sible qu’un client particulier n’ait accès qu’à une seule classe de services déjà prédéfinie
dans son contrat avec le fournisseur d’accès. Dans ce cas, la classification est facile à
faire dans le sens où tous les paquets d’un client particulier seront classifiés dans une
seule classe de services. Finalement, il est possible de combiner toutes ces approches.
Pour classifier les paquets dans un réseau IPv4 on utilise la précédcncc IP.
Précédence IP
La précédence IP utilise les 3 bits de précédence du champs ToS (Type of Service)
de l’entête d’IPv4 pour spécifier la classe de services de chaque paquet. Ces 3 bits nous
EntêtelP Données
r
I P Pite dense
TcS(3bir)
FIG. 3.2 — Paquet IPv4
permettent de bénéficier d’un champ d’action de huit valeurs. Six sont réservées pour
pouvoir répartir le trafic sur six classes de services. Les deux autres sont réservées pour
une utilisation interne du réseau. Compte tenu de la valeur des 3 bits de précédence IP,
d’autres mécanismes de QdS tel l’ordonnanceur vont pouvoir effectuer un traitementC différent sur les différentes sessions de trafic. Les trois bits correspondants aux valeurs
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binaires 32, 64 et 128 du champs ToS de l’entête IPv4 constituent les bits déployés pour
la précédence IP. Ces bits sont utilisés pour fournir une priorité du paquet allant de O
à 5. Ce sont les valeurs 6 et 7 qui seront employées pour des raisons internes. Comme
OctetToS
11 1
128 4 32 1 8 4 2 1
Bit5 de rdee
FIG. 3.3 Champs ToS de l’entête IP
C
on a vu, trois des huit bits du champs ToS sont utilisées pour la précédence IP. De ce
fait, il faudrait absolument distinguer ces bits là du reste des bit du champs ToS. Dans
l’exemple de la figure ci-dessous, la valeur de la précédence IP (trois premiers bits) est
égale à 011 et correspond à une précédence IP de 3.
Cependant, si on examine tout l’octet ToS à la fois, on aura une valeur de 96 qui
Bits dePr&oidenDeW O 1 1 = 5
42 1
Fia. 3.4
— Exemple de trois bits de précédence IP
correspondra à 01100000.
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Fia. 3.5 — Exemple de champs ToS
3.2 Marquage des paquets
Supposons que dans une même classe, on puisse avoir différents niveaux d’impor
tance. L’objectif du marquage est d’établir une correspondance entre les paquets d’un
flux ou d’un agrégat donné avec l’un des niveaux d’importance disponibles pour la classe
O du flux en question. Cela veut dire qu’à la fin de ce mécanisme, le paquet appartenanttoujours à la même classe, sera affecté à un autre niveau d’importance qu’il soit supérieur
ou inférieur.
3.3 Lissage ou modelage de trafic
La principale idée du modelage est que si un paquet doit être marqué de nouveau
ou ajusté à un niveau d’importance moins élevé, alors une autre alternative consiste
à modeler préalablement le trafic de façon à éviter un i’e-marquage des paquets. Ce
modelage peut être fait par l’utilisateur comme il peut être fait à l’extrémité et au
coeur du réseau par l’opérateur même. Toutefois, cette techniqtie peut être vue comme
une façon de réguler le trafic et ainsi éliminer ses grandes variations. Cela voudrait dire
aussi un meilleur traitement du trafic à l’intérieur du réseau. Notons que le modelage
du trafic nous amène à réfléchir à une discipline de service (service discipline) de type
O Sans Conservation de Travail (NWG, qui fait que même s’il y a des paquets prêts à latransmission, ils ne seront pas transmis. La notion NWC est expliquée plus loin dans
G
ce mémoire. Les mécanismes les pius connus pour rendre les fios conformes sont le Seau
percé (Leacky Bucket,) ([2] pages 372-377) et le Seau è jetons (Token Bucket,) ([3] pages
42-43 et [2] pages 378-379).
3.4 Contrôle d’admission
Le contrôle d’admission s’effectue au niveau d’un routeur placé à l’entrée du réseau.
À ce niveau on doit décider de l’acceptation ou non des différentes demandes de connexions
dont chacune est caractérisée par des paramètres de trafic.
Il s’agit d’accepter suffisamment de connexions pour maximiser l’utilisation des infra
structures et en même temps contrôler la charge du réseau de telle sorte que les différents
niveaux de garantie de service demandés soient satisfaits. À chaque requête, on décide
si l’occupation du réseau permet de garantir le niveau de qualité de service souhaité par
la requête : délai, bande passante, taux de perte, etc...
Dans un contrôle d’admission, on se place généralement dans le cadre où des mécanismes
de réservation de bande passante sont utilisés. L’algorithme d’acceptation au niveau du
routeur doit être simple, ce qui se traduit par un minimum de calcul typiquement une
comparaison avec une valeur critique calculée.
3.5 Prévention de la congestion et suppression des paquets
En période de congestion une option est de supprimer les paquets avant leur entrée
dans le réseau. Cela se passe aussi bien pour les services utilisant des connections garan
ties que ceux offrant des services différenciés. Les mécanismes, les lois et les algorithmes
à établir pour la réalisation de cette tâche doivent être clairs et bien définis pour ainsi
éviter la suppression d’un paquet par erreur et par conséquent éviter la violation du
modèle de service convenu entre client et son fournisseur [40].
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3.5.1 Prévention de la congestion par TCP
TCP prévoit un algorithme de prévention de la congestion comme expliqué dans
[63].
Cependant, le problème d’un tel mécanisme offert par TCP est la mauvaise cohabitation
entre TCP et UDP. Vu que UDP ne possède pas de mécanisme de comportement adap
tatif, la mise en route d’un tel algorithme de prévention de congestion de la part de TCP
laisse place à une augmentation de trafic UDP. Il existe aussi un autre problème avec
TCP. Lorsque des points de congestion se développent un peu partout dans un réseau
chargé; chacun des flux TCP va détecter des pertes et va declencher un algorithme de
prévention de la congestion. Ainsi, de nombreux flux vont repasser en mode stow start
[64] et tenter de réémettre les paquets perdus, ce qui ne résoudra en rien la congestion
déjà présente car le redémmarrage des flux se fera de manière synchrone. Ce phénomène
connu sous le nom de synchronization gtobate met en évidence l’importance de nouvelles
O techniques plus appropriées pour la prévention de la congestion [62].
3.5.2 Détection Précoce Aléatoire RED
Cette méthode a pour but de détecter la congestion avant qu’elle ne se produise.
Pour se faire, on va
>- soit jeter aléatoirement des paquets par mesure préventive afin que TCP réduise
sa transmission.
> soit utiliser le flag ECN pour indiquer à TCP que les paquets ont traversé un
noeud congestionné.
Le seuil à partir duquel on commence à jeter les paquets, ainsi que le taux de remplissage
de la file sont des paramètres configurables par l’administrateur du réseau. Dans un
routeur, cela reviendrait à mesurer le taux d’occupation de la mémoire.
Dans [62], on recommande l’implantation du mécanisme RED dans les routeurs et la
C
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définition de mécanisme de gestion des flux non régulés c’est-à-dire sans modelage du
trafic au niveau des sources.
3.5.3 Détection Précoce Aléatoire Pondérée WRED
Cela revient au même mécanisme que RED sauf qu’en plus on permet de déterminer
quel trafic on jette grâce à la prise en compte des bits de précédence IP du champs ToS
de IPv4 par les routeurs. Cela permettra d’éviter la monopolisation des ressources par
certaines classes de trafic. Cette pondération gérée via ce champ permet au réseau de
demander aux flux de trafic moins prioritaires de s’adapter au profit des flux de trafic
plus prioritaires.
o 3.6 Routage des paquets
Vu l’importance de la Qd$, certains protocoles de routage, comme IVIPLS, traitent
ce problème. IVIPLS, également appelé commutation par étiquette (tabet switching) ou
encore commutation par marquage (tag switching), contient les mécanismes qui per
mettent d’interopérer avec la signalisation RSVP et la précédence IP. En effet, l’en-tête
MPLS contient un champ sur trois bits pouvant être utilisé pour signaler la priorité du
trafic. Il peut également servir à établir une correspondance entre les flux et les classes
de trafic le long des chemins de commutation existants pour obtenir de la QdS sur une
portion à commutation d’étiquettes d’un réseau [42] [651.
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3.7 Autres mécanismes de Qd$
3.7.1 Ordorlnancemellt
Si on considère un ensemble de paquets dans la file d’attente d’un serveur, quelle sera
la politique de service du serveur (ordonnanceur) pour déterminer le prochain paquet à
être traité?
En fait, les algorithmes d’ordonnancement ou de mise en file d’attente entrent en action
et deviennent importants lorsque surgit le phénomène de la congestion. En effet, il faut
traiter les données relatives à une connexion sans perturber les autres connections. Cela
revient à essayer de respecter la QdS de chaque connexion. Evidemment, en cas de
congestion cela devient peu évident et la tâche de l’ordonnanceur devient primordiale
mais délicate. Les algorithmes d’ordonnancement auront le rôle de trier le trafic entrant
c, dans plusieurs files d’attente et ensuite de déterminer une méthode qui l’ordonne selondes priorités et des contraintes de QdS sur le lien de sortie (figure 3.6). On retrouve
plusieurs implémentations de ces algorithmes, chacune a été généralement conçue pour
résoudre un problème de trafic réseau et un effet particulier sur les performances réseaux.
FiIe:Voix 1
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Fia. 3.6 — Procédure d’ordonnancement
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3.7.2 Agrégation
Généralement les flots sont traités séparément ce qui pose un problème d’extensi
bilité (IntServ par exemple) vu l’expansion sans cesse grandissante du volume de trafic
transitant dans le réseau. Ici, le trafic est divisé en un nombre restreint de classes de ser
vices et les ressources sont ainsi allouées par classe de service. On parle alors de regrou
pement de ces flots en un nombre restreint de classes ou tout simplement d’agrégation
des flots. En jouant sur des paramètres comme les priorités ou les poids des classes,
le contrôle dadmission, l’allocation de la proportion de bande passante, etc, on peut
aboutir aux niveaux de performance et de QdS désirés.
Chapitre 4
Revue de la littérature :
ordonnancement et agrégation
Q
4.1 Ordonnancement
Dans le cas des réseaux multiservices, le rôle de l’ordonnancement est assez critique.
Il s’agit de faire cohabiter plusieurs types de trafics à caractères différents. Par exemple
le trafic Best Effort est un trafic dont les performances sont dites élastiques (s’adaptent
aux ressources existantes). En effet, les clients de type Best Effort n’ont aucune QdS
spécialement en terme de garanties sur le délai et la gigue. Les applications qui ont
besoin de QdS forment un deuxième type de trafic aux exigences opposées.
Vu la nature concurrentielle des trafics existants dans les réseaux multiservices, il est
nécessaire de concevoir puis proposer des solutions optimales pour leur cohabitation.
Ceci est mieux illustré dans la section suivante à travers la panoplie de disciplines
d’ordonnancement proposées dans la littérature. Nous présenterons plus loin dans ce
chapitre quelques unes de ces politiques.
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4.1.1 Attentes vis à vis d’une politique d’ordonnancement
Lors de la conception d’une politique d’ordonnancement, notre but est de dispo
ser d’une politique satisfaisant les quatre points suivants parfois contradictoires dans
le contexte des réseaux multiservices. Aucune discipline d’ordonnancement ne peut sa
tisfaire pleinement ces propriétés. Si on favorise une propriété, c’est au détriment des
autres. Ces quatre points ont été détaillés dans le chapitre scheduling de [1] et ce qui
suit en est d’une grande inspiration.
- Implémentation aisée.
Bornes de performances pour les connections QdS.
Facilité et efficacité du contrôle d’admission.
Equité entre les connections.
Protection entre celles-ci.
C
Facilité d’implémentation. C’est un besoin demandé pour les connections de type
services garantis et best-effort. Le besoin d’une politique implémentée à l’aide d’un
nombre restreint d’opérations pas trop compliquées est une issue très importante lors de
la conception d’une politique d’ordonnancement. En effet, dans les réseaux à haut débit,
la tâche d’un noeud est de choisir lors du départ d’un paquet particulier, le prochain
paquet à servir et cette décision doit être effectuée très rapidement. Une particularité
désirée est que le nombre d’opérations à implémenter doit être le plus indépendant
possible du nombre de connexions à servir.
Bornes de performance. Lors de la mise en oeuvre de la politique d’ordonnance
ment, on doit être en mesure de pouvoir garantir certaines bornes de performance pour
chaque connexion comme par exemple le délai de bout en bout moyen ou encore le pire
délai. Comme déjà mentionné, les paramètres de performance les plus connus sont : la
bande passante, le délai, la gigue et la perte.
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Ainsi, dans le cas où le modèle de service des paquets est géré par l’opérateur, ce
dernier peut garantir ces bornes de performances soit, en réservant tout simplement
certaines ressources au moment même de l’établissement de la connexion (Hard Qo$),
ou bien, en allouant une proportion fixe de bande passante bien avant l’établissement
de la connexion (Soft QoS). Quant au client, il doit accepter de limiter son trafic à une
certaine borne.
Facilité et efficacité lors du contrôle d’admission. Une politique d’ordonnance
ment doit permettre un contrôle d’admission facile à effectuer. On devrait aussi être ca
pable de décider si on peut respecter les bornes de performance de la nouvelle connexion,
et ce, sans compromettre la performance des connections déjà existantes. En plus, la
politique ne doit pas mener à une sous utilisation du réseau à cause des régles définies
lors du contrôle d’admission.
Q
Equité. Ce besoin est requis pour les connections de type best-effort. Comparée aux
autres critères cités ci-dessus et couramment employés, cette notion n’est toujours pas
clairement définie et sujette à des interprétations diverses. Comme on va le voir par la
suite, une politique d’ordonnancement va allouer à chacune des connections ou à un
groupe de connections une partie de la capacité de la bande passante ainsi qu’une partie
de la capacité de stockage des paquets en sortie dont on dispose. Cette allocation doit
être équitable dans le sens où elle devrait satisfaire au critère d’allocation max-min qui,
selon Keshav [1], se décrit comme suit.
Le critère max-min est une technique de partage des ressources très utilisée en pra
tique. Une technique de partage équitable consiste à attribuer les ressources reclamées
par un utilisateur ayant une petite demande. Si ces ressources ne sont pas utilisées au
total, alors elles seront également distribuées sur le reste des utilisateurs ayant de plus
grandes demandes. Le max-min faiT share est défini comme suit.
Q 7 les ressources sont partagées dans l’ordre croissant de la demande.
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/ aucune source ne reçoit plus de ressources que ce quelle demande.
3 les sources avec des demandes insatisfaites reçoivent, malgré tout, des portions
proportionnelles à leur poids. Le poids w se définit comme le rapport de la res
source R, attribuée par défaut à cette source j, sur la totalité des ressources
disponibles (R / ZR).
Considérons n sources 1 , n qui ont des demandes de bande passante de d1, d2, ...d,
qui à un temps t donné ne sont pas forcément égales. Supposons que ces demandes
en ressources sont telles que d1 d2 < < d, et que le serveur a une capacité de
C. Le critère max-min veut qu’initialement des ressources sont allouées à la source
ayant demandé le moins de ressources la source 1. Cette fraction pourra dépasser
les besoins de la source 1. Cela fait que ( — d1) des ressources reste en excès et qu’on
devra partager équitablement sur les (n — 1) sources restantes. Ainsi les (n — 1) sources
auront à partager ( — di) et donc chacune aura +
—‘
au lieu de seulement
C Cela pourra être supérieur à la demande de d2, mais cependant on pourra continuer lemême processus jusqu’à ce clu’une source ne reçoive pas plus que ce quelle demande.
Comme on le constate, il est très important que le processus d’allocation des ressources
commence par s’occuper des sources ayant demandé le moins de ressources, vu qu’ainsi,
les sources plus gourmandes restant à satisfaire se verront attribuer probablement encore
plus de ressources que la fraction leur étant initialement destinée qu’est .
Protection. Une politique qui assure la protection entre les différentes sessions est
une politique où le mauvais comportement d’une connexion n’affecte pas les autres. Dans
une politique sans protection, une connexion peut abuser en envoyant à un taux plus
élevé que le taux convenu. Une politique qui n’assure pas de protection va accepter tous
les paquets en entrée et les mettre comme par exemple FIFO dans une seule et même
file. FIFO est, en effet, un exemple illustratif simple où l’on n’assure pas la protection
des connections : une connexion qui envoie plusieurs paquets de suite à un taux très
supérieur à celui qui lui est alloué va faire que les délais moyens des paquets suivants
et appartenant à différentes autres connexions vont augmenter considérablement. Une
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autre alternative pour assurer la protection est de réguler le trafic à la sortie des sources
(section 3.3).
La relation entre équité et protection est qu’un ordonnanceur équitable fournit auto
matiquement de la protection puisqu’il limite une connexion à mauvais comportement
à sa portion allouée. Cependant si on protège les connections les unes des autres, on
n’est pas sûr de réaliser l’équité. En effet, si on rend conforme le trafic originaire de
chaque source à un certain modèle de trafic, les connections seront protégées les unes
par rapport aux autres. Ainsi, une connexion ne peut accaparer à elle seule toutes les
ressources au dépend des autres connections. Cependant, cela n’assure pas que les por
tions des ressources allouées à chaque connexion soient équitables.
Chaque politique d’ordonnancement fait un compromis entre ces différents besoins.
Dépendamment de la situation, certains de ces besoins deviennent plus importants que
d’autres.
4.1.2 Choix fondamentaux pour la conception
D’après Keshav [1], il existe quatre principes fondamentaux lors de la conception
d’une politique d’ordonnancement.
3 Le nombre des niveaux de priorités.
/ Si chaque niveau est de type work-conserving ou non-work conserving.
/ Le degré d’agrégation des connexions dans un même niveau.
/ La manière dont l’ordonnanceur sert les paquets dans un même niveau.
Nombre des niveaux de priorités Une manière de définir une politique d’ordonnan
cement est celle d’établir plusieurs niveaux de priorités : chaque connexion est associée à
un de ces niveaux là. Cest en général un mécanisme facile et simple à implémenter que
ce soit au niveau matériel ou logiciel. En présence de n niveaux de priorités, le niveau
C. ayant le plus grand nombre est celui qui correspondra à la connexion de plus hautepriorité. Un paquet de la file k n’est servi seulement s’il n’y a aucun paquet en attente
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d’être servi dans les niveaux k + 1, k + 2, ..., n. En prévilégiant les paquets des files
à haute priorité, le mécanisme de priorité permet de leur assurer des délais d’attente
moyens moindres. Cela bien sûr au dépend des paquets de files d’attente de moindres
priorités. Notons que ce nombre de niveaux de priorité est arbitraire. Néanmoins, en
pratique, ce nombre dépend du nombre de classes de délais et de services que l’opérateur
du réseau veut supporter.
Les classes de services généralement prises en considération sont : la voix, la vidéo, le
courriel, le web et le transfert de fichier. IVlalheureusernent, un mécanisme de priorité
n’assure pas le traitement des files de basses priorités vu qu’il permet à un utilisateur de
haute priorité et à mauvais comportement, d’augmenter considérablement le délai et de
diminuer le bande passante restante disponible pour les autres connections de priorités
plus basses. Ui cas extrême de ceci est la “ famine “ (starvation), où l’ordonrianceur
ne sert jamais les files de basses priorités puisqu’il a toujours quelque chose à servir des
files qui sont plus prioritaires.
o
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FIG. 4.1 — Ordonnancement avec priorités
Conservation du travail (WC) versus Non conservation du travail (NWC)
Un ordonnanceur de type WC n’est libre que s’il n’y a aucun paquet en attente d’être
servi dans toutes les files d’attente. Au contraire d’un ordonnanceur de type NWC qui
peut être libre même s’il y a des paquets en attente d’être servis dans certaines files
l’ordonnanceur sert une file particulière pendant une certaine période. S’il arrive que
cette file soit vide avant l’écoulement de cette période alors l’ordonnanceur attendra
la fin de cette période pour passer au service d’une autre file. En fait l’implantation
O des ordonnanceurs de type NWC a un sens du fait que le trafic devient prédictible
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dans les commutateurs du coté récepteur. Du moment où le trafic devient prédictible,
il est possible de réduire la taille des files d’attentes, ainsi que stabiliser la gigue d’une
connexion donnée. Cependant, on se trouve dans une situation où l’on gaspille la bande
passante, puisque comme on l’a mentionné plus haut, un ordonnanceur de type NWC
est libre de service même s’il y a des paquets en attente de service dans d’autres files.
Degré d’agrégation Le troisième critère important lors de la conception d’une poli
tique d’ordonnancement est le degré auquel les connections individuelles sont agrégées
(regroupées). L’agrégation est le mécanisme permettant de regrouper un ensemble de
connections en agrégats (figure 4.2). Ces agrégats partagent le même degré de qualité de
service. En cas d’agrégation, l’ordonnanceur utilise un état unique pour décrire toutes
les connections qui appartiennent à la même classe de service. Un état est une structure
de donnée qu’on peut accéder et mettre à jour et qui permet d’avoir des informationsQ précises sur la connexion ou l’agrégat de connections ainsi que l’historique de son as
servissement. Habituellement et en absence d’agrégation, l’ordonnanceur maintient un
état pour chaque connexion pour pouvoir donner aux différentes connections différentes
bandes passantes et limites de délais.
L’agrégation traite, ainsi, d’un plus petit état dans l’ordonnanceur, mais réalise une
différentiation de services moins fine.
(Voix) File Voix
_____
N cz zczj
______________
Agréger
)video)
____
File; video7
= ci
FIG. 4.2
— Formation d’agrégats
o
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Ordre de service à l’intérieur d’un niveau de priorité ou d’un agrégat Ce der
nier critère de liberté, lors de la conception d’une politiqtie d’ordonnancement, représente
l’ordre dans lequel l’ordonnanceur sert les paquets des connections appartenant au même
niveau de priorité ou à la même classe de service. Il y a deux principaux choix
7 servir les paquets dans l’ordre de leurs temps d’arrivée.
7 servir les paquets en désordre mais selon une étiquette affectée a chacun. En choi
sissant cette option, l’ordonnanceur se retrouve fortement dépendant de la manière
dont ces étiquettes sont calculées. Cette étiquette est une information intégrée
dans un ou plusieurs champs du paquet pour permettre aux noeuds suivants dans
le réseau de le traiter d’une certaine manière.
4.1.3 Politiques classiques d’ordonnancement
Plusieurs politiques d’ordonnancement ont été proposées dans la littérature. Nous
nous limiterons à présenter certaines d’entre elles. L’équité est l’une des attentes d’une
politique d’ordonnancement agissant dans un contexte multiservices. Ainsi nous nous
attarderons surtout stir ce critère.
First In First Out (FIFO)
L’une des premières politiques d’ordonnancement est le first in first ont (premier
entré premier servi). PIPO [40] est généralement prise par défaut pour les services
différenciés vu sa simplicité. Généralement on ne délaissera FIFO en faveur d’une autre
politique que s’il ne peut offrir les caractéristiques envisagées. Dans PIPO les paquets
allant vers un lien de sortie sont placés dans une file dans l’ordre dans lequel ils ont été
reçus à l’entrée. Dans la forme classique de FIFO, les paquets ne sont éliminés de la file
que si elle est pleine et ne peut accepter d’autres paquets.
C FIFO offre certains avantages mais aussi certains inconvénients. Il offre un bon degréd’efficacité de coût (cost-efficiency) puisqu’avec un mécanisme simple, FIFO gère effi
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cacement la capacité du buffer et du lien en sortie. Certaines politiques bien plus com
pliquées n’arrivent pas à faire mieux. Tant que les utilisateurs se comportent tous de
façon similaire (envoient les paquets à des intervalles identiques), PIPO reste équitable.
Dans ce cas, les délais et le taux de perte des paquets sont similaires pour tous les
flots. Néanmoins, cela n’est pas un critère suffisant pour établir une politique équitable
puisqu’un système doit offrir cette équité entre des utilisateurs ayant des profils et des
comportements différents.
Le problème avec PIPO est qu’elle fournit le même traitement pour les flux à haut
débit comme pour ceux à débit faible. Cela ne serait bien sûr pas un problème si les
clients étaient par exemple facturés selon l’utilisation de la bande passante, et encore
les paquets qui veulent garantir un meilleur délai ne peuvent pas sauter à la tête de la
queue pour être servis rapidement. De l’autre côté, une politique basée par exemple sur
un service des paquets à l’aide de leur éticiuette, peut très bien permettre à ces paquets
de sauter, s’ils le désirent, à la tête de la file pour leur garantir des délais inférieurs.
C Un autre problème avec PIPO est que l’allocation de la bande passante à des connec
tions individuelles n’est pas max-min fair share les connections sont servies à peu près
proportionnellement à la vitesse à laquelle ils envoient les données sur le réseau. PIPO
récompense les connexions qui envoient à une grande vitesse au dépend de connections
qui obéissent à des schémas de contrôle de flots ou de fenêtrage.
Même si une partie du problème d’équité peut être résolue en établissant un contrôle
de trafic approprié dans les noeuds à la limite du réseau (externes), cela semblerait
nécessaire que pour réaliser l’équité, il faille mettre en oeuvre des politiques bien plus
compliquées que PIPO. Avec un tel contrôle de trafic, le système reste vulnérable à un
mauvais comportement du client ce qui fait que PIPO, même si elle est mise dans un
contexte d’équité, n’est par contre pas robuste.
Ainsi, d’un point de vue services différenciés, FIfO n’est pas du tout polyvalente puis
qu’elle ne peut fournir une différentiation des flots. En effet, tous les flots passant par
une queue PIPO auront les mêmes caractéristiques de délai et de perte de paquets. Il
est bien clair qu’une différentiation des services n’est pas possible sans l’établissement
d’autres politiques d’ordonnancement plus avancées.
G
Priority Queuing ou PQ
PQ peut être utilisé pour réaliser de la QdS. PQ possède un certain nombre de
files d’attentes, habituellement de haut en bas. Les files d’attentes sont servies dans
l’ordre strict de leur priorité la file d’attente de haute priorité est toujours servie en
premier, puis la prochaine plus basse priorité et ainsi de suite. Si une file d’attente
de basse priorité est en train d’être servie, et qu’un paquet entre dans une file de plus
haute priorité, alors cette dernière est servie immédiatement. Ce mécanisme est excellent
quant au trafic de plus haute priorité puisqu’il lui permet de réaliser des délais des plus
minimes. Cependant, l’inconvénient majeur est qu’il peut mener à la famine des files à
basses priorités (4.1.2).
Deficit Round Robin DRR
o
Dans RR, les paquets sont soit triés par classes pour ensuite être affectés à la file
correspondante à la classe, soit affectés directement à la file correspondante au flot au
quel ils appartiennent. Ensuite, un tourniquet alterne les paquets à servir parmi les files
présentes(figure 4.3) [34]. Dans sa forme la plus simple, avec deux classes de paquets, on
______
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FIG. 4.3 — Round Robin
obtiendrait le trafic suivant : un paquet de la classe 1 est transmis, suivi d’un autre de
la classe 2, suivi d’un de la classe 1, suivi d’un autre de la classe 2 et ainsi de suite. Le
grand inconvénient de ce modèle est qu’il n’est pas équitable : les flux qui transmettent
Q des paquets de grandes tailles sont favorisés.
C
Deficit Round Robin est une amélioration de Round Robin pour atteindre un meilleur
niveau d’équité. Considérons un lien en sortie dans un noeud, auquel, l’accès est contrôlé
par un Ordonnanceur DRR [34] [1]. Supposons qu’on a un total de n flots, associé cha
cun à une file en entrée, et qu’on possède une seule et même file en sortie pour toutes ces
files. Un flot est dit actif durant un intervalle de temps, s’il possède toujours des paquets
en attente d’être servi dans la file lui correspondant. L’ordonnanceur DRR maintient
une liste chaînée des flots actifs. Au début d’une période dite active, le flot est ajouté à
cette liste. Un round consiste en une itération de type round robin durant laquelle l’or
donnanceur DRR sert tous les flots présents dans la liste active au début du round.(Les
flots qui étaient présents dans la liste active au début du round).
L’ordonnanceur DRR affecte une proportion appelée Quantum pour chaciue flot. Cette
proportion est définie comme étant la proportion de service que doit recevoir un flot
durant un tour. Cependant, on peut se trouver dans le cas où un flot actif ne transmet
trait pas un paquet, car s’il le transmettait, il excéderait la proportion (ou Quantum)
O qui lui était allouée. Dans ce cas, l’ordonnanceur va se souvenir du reste de la propor
tion qui n’a pas été utilisé (ou deficit count), et il va le stocker dans un compteur pour
l’additionner au quantum lors de la prochaine itération. Ainsi un flot qui n’a pas reçu
sa portion équitable de bande passante durant un certain tour, aura l’opportunité de
voir sa portion augmenter proportionnellement lors du prochain tour.
La grande attraction de DRR est qu’il est facile à implanter.
Generalized Processor Sharing (GPS)
Les attentes par rapport à une politique d’ordonnancement pour connections à
services garantis. ainsi que les objectifs lors de leur ordonnancement. sont tout à fait
différents de ceux des connections de type best-effort. Pour les connections de type
best-effort, on voudrait bien que la politicue d’ordonnancement fournisse une alloca
tion qui soit conforme au critère de max-min fair share. Ce critère peut être achevé
avec un ordonnancement idéal de type work-conserving appelé Ceneralized Processor
Sharing, qui comme le nom l’indique, est une généralisation de Processor Sharing (PS).
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Dépendamment de ce critère, GPS traite les paquets comme s’ils appartenaient à des
files d’attente différentes, visitant tour à tour chaque file non vide et servant une por
tion infinitésimale de chaque file (quelques bits). Contrairement à P5, les connections
peuvent se voir accorder des poids et du même coup recevoir un service proportion
nellement à ce poids, et ce, tant qu’ils ont des données à envoyer. S’ils n’en ont pas,
l’ordonnanceur saute à la file suivante. Notons que du point de vue de l’équité et precise
ment du critere max-min fair share, GPS offre de la protection. GPS est idéal puisqu’il
achève exactement une allocation max-min équitable [1].
Voici une définition plus précise de GPS [3] [4] [35]. Supposons qu’à chaque session i
est associé un poids (i). Les sessions sont au nombre de N. Par ailleurs, on note rm le
débit du routeur m, S] la fonction de service de la session i sur ce routeur : S(r, t)
désigne la quantité d’information de la session i traitée par le routeur m sur l’intervalle
de temps [r, t. Un rotiteur GPS est un routeur pour lequel
o S(T.t)
pour toute session j active (i.e. ayant des paquets à émettre) sur l’intervalle [r, t]. Une
telle session est assurée de disposer en sortie du routeur in d’un débit supérieur ou égal
à g avec
rn
— j InT.
j=1
Intuitivement, l’idée de GP$ est donc d’accorder un débit de sortie à chaque session
active et qui soit proportionnel à la part de son poids parmi l’ensemble des sessions
actives (et au débit du routeur). L’inconvénient réside dans le fait que cette méthode
ne puisse être implémentée potir le transfert des paquets où le traitement de ceux-ci
est supposé non-préemptible. En effet sous GPS, l’information (le paquet) est supposée
pouvoir être infiniment divisible. À défaut de pouvoir être appliquée directement, cette
politique sert de référence à diverses politiques plus récemment développées auxquelles
appartient par exemple WFQ.
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PGPS ou WFQ
PGPS est aussi appelée Attente équitable proportionnelle, mais le nom le plus com
mun dans la littérature est WFQ [1]. Comme l’indique son nom (fair), WFQ est une
politique d’ordonnancement équitable selon la nation déquité définie dans la section
4.1.1. Les paquets sont servis de façon circulaire comme le montre la figure 4.4.
L’idée de base de WFQ également nommé PGPS est d’imiter le comportement de GPS
4O
WFQ
2L
la
Files dattente Poids Oraorsanceur
des Ijies
(J FIG. 4.4 — Weighted Fair Queuing
en traitant les paquets dans leur ordre de fin de service sous GP$. L’émulation de GP$
repose sur la notion de temps virtuel. Celui-ci est employé pour le calcul d’une estam
pille (étiquette) associée à chacun des paquets arrivant sur le routeur et dont la valeur
peut intuitivement s’interpréter comme un indicateur SUT l’ordre dans lequel les paquets
sont traités sous GPS.
La mise à jour du temps virtuel R s’effectue à chaque date d’événement tj, j désignant
le numéro de l’événement (un événement correspond à l’arrivée ou à la fin de traitement
d’un paquet). Elle est donnée par les formules suivantes
R(O) O
R(t) R(t_1) + T <t —t_1,j 2,3,...
EB
où B désigne l’ensemble des sessions actives sur [t_1, t]. Le calcul de la valeur de
l’estampille r du paquet de la session j sur un routeur m est donné par
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k L’ k—1 kF =-+max{ ,R(aJ},
où a correspond au temps réel d’arrivée du kè pacjuet de la session i, pour toute
session i. Les travaux effectués par Parekh [3], et conjointement par Parekh et Gallager
[4], ont en outre permis d’établir des bornes en termes de délais sur les paquets, sous
certaines hypothèses (section 5.2.1).
Horloge virtuelle (Virtual Clock)
La politique d’ordonnancement de VC [27] a été proposée presque au même mo
ment que le fair qneuing [29]. Le souci de VC n’était pas d’atteindre un certain ni
veau d’équité entre plusieurs connections partageant les mêmes ressources, mais plutôt
d’émuler la technique du TDM.
En effet, dans un ordonnanceur appliquant cette technique, on alloue à chaque paquet
un temps de transmission virtuel représentant le temps à partir duquel le paquet sera
transmis. L’application de ce concept dans les réseaux à commutation de paquet im
plique [35]
- attribuer différentes quantités en bande passante pour les flots,
- superviser la bande passante utilisée par les flots,
- isoler les flots les uns des autres,
- garder la flexibilité d’un environnement à commutation de paquets.
A la création, on assigne au flot un tanx moyen AR ainsi qu’une hortoge virtnetle VC.
VC est initialisée à la valeur du temps réel de la création du paquet. Chaque fois qu’on
reçoit un paquet du flot i, on ajoute à VC une valeur d qui n’est autre que -, où
P est la taille du paquet. VG est ensuite utilisée comme estampille pour le paquet
les paquets seront envoyés selon les valeurs de ces étiquettes. Ce calcul ressemble aux
calculs pour obtenir le temps de fin, F du WFQ. Seulement ici, l’indicateur sur l’ordre
a été remplacé par le temps réel. Le VC est donc plus simple à implémenter que l’est
WFQ [22] puisque le calcul du temps virtuel R (voir section précédente) n’est plus
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utile.
Sauf que les politiques VC et WFQ ne sont pas toujours équivalentes. Elles le sont,
quand toutes les connections sont en attente d’exécution (toutes les files sont pleines).
Dans ce cas, elles fournissent la même QdS ainsi que les mêmes bornes de bout-en-bout
de pire cas (Worst-case-end-to-end-delay bounds) [31]. Il est donc possible de substituer
WFQ par un VC dans le cas de connections à service guaranti (Hard QoS). Dans les
cas du service best-effort ou du service différencié, VC n’est plus équitable tandis que
WFQ le reste toujours [32]. En effet, une connexion peut se voir attribuer beaucoup
plus de bande passante qu’une autre.
4.1.4 Architectures d’ordonnancement
Class-Based Queuing CBQ
Class-based queuing [36] [37] [43] [35] n’est pas tout à fait une technique d’ordon
nancement, mais plutôt un ensemble de composants utilisés pour bâtir une politique
générale de gestion du trafic dans les routeurs offrant une certaine qualité de service.
Ces composantes sont décrites ci-dessous.
V Classificateur à l’entrée, il dirige les paquets vers leurs files correspondantes.
V Estimateur : calcule une estimation de la bande passante allouée à une classe
donnée.
V Sélecteur : cherche la prochaine classe à servir pour envoyer le paquet suivant
c’est l’équivalent de l’ordonnanceur.
V Retardateur s pour une classe qui dépasse sa portion de la bande passante allouée
et qui contribue donc à la congestion, on calcule le temps où cette classe sera
autorisée à envoyer des paquets de nouveaux.
Le principal objectif de CBQ est de prévenir le déni complet de ressources pour une classe
particulière. Ainsi, l’objectif de CBQ est de résoudre le problème de famine (starvation)
rencontré par la politique PQ. On pourrait par exemple paramétrer le sélecteur de sorte
0
qu’il supporte la politique CBWFQ (section 4.1.5). La principale supposition de CBQ
est que le trafic est organisé dans des agrégats relativement de larges tailles en se basant
sur leur classe de service (groupe de QoS) pouvant, par exemple, être identifiée par la
précédence IP du champ ToS d’un paquet I? [40].
4.1.5 Autres variantes de la politique WFQ
Class Based Weighted Fair Queuing CBWFQ [CB031
CBWFQ est une extension de WFQ et permet de prendre en compte, non plus des
flots individuels comme le fait WFQ, mais des classes de QdS définies par l’utilisateur, et
par conséquent permet de fournir tin meilleur contrôle sur le trafic. Les paquets sont af
Q fectés à différentes files d’attente en se basant sur leur appartenance à une classe de QdSdonnée. Entre autres, les paquets des différents flots se conformant aux caractéristiques
d’une classe donnée vont constituer le trafic pour cette classe. A son arrivée, le paquet
est diagnostiqué pour savoir sa classe de QUS, cela est possible en lisant, par exemple,
la valeur de la précédence IP dans son champs To$. Une fois que celle-ci est connue,
le paquet sera dirigé directement vers la file d’attente réservée à cette classe. En plus
d’identifier une classe de service par une valeur de la précédence IP, on va aussi la ca
ractériser par un certain poids et une bande passante. Cette valeur de bande passante
est une valeur à garantir à la classe en cas de congestion. En effet, en cas de congestion
chaque groupe se voit alloué une proportion fixe de la bande passante proportionnelle à
son poids. Par exemple, si le poids est égal à 50, les paquets appartenant à cette classe
se voient alloué au moins 50% de la bande passante. Il est possible aussi de définir une
limite pour le nombre de paquets à accepter par file d’attente. Si jamais il arrive qu’une
file dépasse cette limite, alors les paquets superftux seront supprimés.
o
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FIG. 4.5 — Class Based Weighted Fair Queuing
4.1.6 Politiques adaptatives
Durant ces dernières années, plusieurs politiques adaptatives, dont plusieurs spécifiques
à WFQ, ont été proposées [22] [21] [20] [19] [18] [23] [24] [25].
Dans [22], on propose une manière d’ajouter un aspect dynamique à WFQ en
rendant dynamique le processus de distribution de la bande passante en excès. Selon le
Q critère max min fair share (section 4.1.1), lorsqu’un flot (classe) n’utilise pas la totalitéde la bande passante qui lui est allouée, l’excès va être redistribué sur le reste des flots
(classes) dans l’ordre croissant de la demande. Dans [22], les auteurs proposent trois
redistributions différentes qui ont pour but l’amélioration des performances sur le délai.
> Favoriser les flots qui ont les plus grands risques de dépassement des délais permis.
> Favoriser les flots qui ont de plus grands ratios de violation du délai (deadtine
violation ratio).
Favoriser les files qui sont plus chargées que les autres.
Dans [21], on propose de faire varier les poids d’un CBWFQ. Le poids étant un pa
ramètre qui, avec le taux d’arrivée des paquets, affectent directement la taille des files
d’attentes. Le poids des files est modifié selon la formule suivante
‘wq(t)
j(t)rr pour z=1,...,n.
wq(t)
i=1
où w représente le poids de la classe i, ij(t) la proportion de bande passante disponible
O pour j, t la bande passante totale en sortie et q(t) la taille de la file d’attente de laclasse j à un instant t. Cependant on ne mentionne pas la fréquence avec laquelle on
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effectue ce changement de poids, ni à quel moment et sous quelles conditions le faire.
Dans [20], on estime servir la queue dont le débordement sera le plus proche parmi
toutes les autres files pleines. Ce temps de débordement est calculé comme suit
max Q(t)
T(t) = (4.1)
où Q’ est la taille totale de la file, Q(t) est l’occupation courante et /.C étant la
fraction de bande passante allouée à la classe i.
Dans le même concept du débordement le plus proche de file, [19] propose de remplacer
de la formule (4.1) par une une valeur prédite du taux d’arrivée (predicted arrival
rate). La formule présentée dans [19] est alors
rmax fl
W(t)/Test
O où T(i) est l’estirntion du nombre de bits à recevoir durant la période
[18] propose quant à lui de faire varier les poids selon deux paramètres le taux d’ar
rivée des paquets ainsi que l’occupation de la file d’attente. On précise que les périodes
d’ajustement des poids, les périodes pour lesquelles on mesure le taux d’arrivée des
paquets ainsi que la durrée de la période durant laquelle on calcule le nombre de bits
accumulés dans les files, sont des paramètres configurables des simulations.
Le poids est modifié selon la formule suivante
où b représente le nombre de bits du trafic de la classe i enfilés durant la période
[k — U, k], À représente, quant à lui, le taux d’arrivée d’une classe j au temps k, et j,
un ratio de comparaison de la classe i avec les autres classes.
Dans [23], on présente une méthode pour catibrer les poids utilisant une estimation
de la taille moyenne de la file de la classe de service ayant le plus grand poids. Cette
dernière est appellée classe premium. Deux seuils sont aussi introduits : un seuil miniQ mum, représentant le délai d’attente désiré dans la file, et un seuil maximum représentant
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le délai d’attente acceptable. Le but est de garder la taille moyenne de la file en des
sous du seuil maximum, réalisant ainsi un délai d’attente acceptable. Pour accomplir
cela, le poids attribué à la classe premium est augmenté proportionnellement dès qu’on
dépasse le seuil minimum avant même d’atteindre le seuil maximum. Ce calibrage n’est
pas effectué infiniment sinon on finira par ressembler à un PQ. Aillsi on limite le poids
de cette classe à une valeur maximale, protégeant ainsi les classes inférieures du risque
de famine causé par PQ.
Dans [25], la décision pour la variation des poids est effectuée sur la base d’estima
tions réalisées sur les charges futures de trafic relative aux différentes classes de service
considérées.
Comme on va l’expliquer dans le chapitre 6, nous proposons une politique adaptative
qui diffère de celles présentées ci-dessus, En effet, notre politique prend en compte des
mesures, en temps réel, des délais de bout en bout subis par les paquets des classes
temps réel. Ces mesures seront utiles pour décider du moment opportun pour procéder
à l’ajustement des poids. Cependant l’ajustement en question se base, comme dans [18],
sur des paramètres comme celui du taux d’occupation dans les tampons.
4.2 Agrégation
4.2.1 Aperçus et définitions
Comme le définit Cobb dans [53] [54], un flot simple est une séquence de paquets
générés par la même source et ayant la même destination. Un flot agrégé ou agrégat est
un ensemble de flots simples ou d’agrégats.
La composante qui permet le regroupement de ces flots constituants en un ou plusieurs
agrégats de flots est appelée agrégateur comme le montre la figure (4.6). Les ordon
nanceurs, ou classificateurs par lesquels l’agrégat va passer ne vont pas voir les flots
constituants mais plutôt l’agrégat comme tel. Les actions qu’ils vont entreprendre vont
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FIG. 4.6
— Regroupement des flots par l’agrégateur
se faire en tenant compte de l’agrégat et non des flots constituants [51] [52], et ce, pour
les raisons suivantes.
7 Lors de congestion, chaque source répond à sa manière pour éviter de futures
périodes de congestion.
V Chaque flot de l’agrégat a une destination qui peut être différente des autres.
Q Ce qui implique que chaque source va rencontrer des délais et des périodes decongestion différentes.
Cependant, pour traiter l’agrégation dans les réseaux, et particulièrement pour les
réseaux multiservices, il est d’une grande utilité qu’on puisse prendre en compte non
seulement le débit de l’agrégat mais aussi celui réalisé par chacun des flots constituants.
Ce qui n’est pas si evident!
4.2.2 But et apports de l’agrégation
Les avantages les plus évidents de l’agrégation sont présentés ci-dessous [57] [51] [52] [53].
La simplicité lors de la gestion du trafic puisqu’on est en présence d’un nombre
restreint de flots. En effet, une seule file d’attente est à gérer par agrégat au lieu
d’une par flot constituant.
Amélioration de l’efficacité des ordonnanceurs vu qu’ils ne considèrent plus les
O files de tous les flots mais seulement celles des agrégats.
0 44
Aussi, l’agrégation réduit considérablement l’état dans l’ordonnanceur puisqu’on main
tient dorénavant un état pour chaque classe au lieu d’un pour chaque connexion : L’état
est la ressource la plus critique lors de l’implémentation d’une politique d’ordonnance
ment. L’implantation matérielle de l’état, par exemple, est en effet une tâche qui n’est
pas si facile à réaliser surtout si on maintient un état pour chaque connexion. Aussi, plus
l’état est grand dans l’ordonnanceur, plus il consomme de ressources (mémoire, espace
disque...) et plus l’accès à l’information qu’il contient est fastidieuse.
Le dernier avantage qu’on voit à l’agrégation est qu’elle permet aux connections d’ob
tenir une plus petite gigue quand elles envoient une rafate de paquets ou burst [1] [8].
Supposons qu’on est en présence de dix connections partageant un ordonnanceur de
type non-work-conserving qui va toutes les réguler au même taux de service. Supposons
que neuf d’entre elles envoient les paquets de manière espacée, alors que la dixième les
envoie sous forme d’une rafale de cinq paquets à la fois. Si les connections ne sont pas
agrégées, cette dernière connexion aura une large gigue puisque le cinquième paquet deQ chaque rafale aura un délai beaucoup plus important que celui du premier paquet. Dans
ce cas, les autres connections ne seront pas touchées par cette buTstmess.
De l’autre coté, si on avait des connections agrégées, la rafale de la dixième connexion
sera servie consécutivement aux autres connections de la même classe, ce qui fait que
les gigues des autres connections se trouvent augmentées. Néanmoins, la gigue de la
dixième connexion sera diminuée puisque toutes les autres connexions la partagent avec
elle.
Le problème principal de l’agrégation est que les connections appartenants à la même
classe d’agrégation ne sont pas protégées les unes par rapport aux autres [8]. Puisque
l’ordonnanceur ne peut pas distinguer entre les connections d’une même classe, le mau
vais comportement d’une connexion dans cette classe va affecter toutes les autres. Ainsi,
le degré d’agrégation est inversement proportionnel à celui de la protection.
Q
Chapitre 5
Notions de délais
5.1 Composantes du délai de bout en bout
o
Le délai de bout en bout expérimenté par un paquet sur les liens câblés d’un réseau
à commutation de paquets est constitué de deux composantes distinctes [65] t une partie
fixe due au délai de propagation, au délai de transmission sur les lieus et au délai de
traitement au niveau des noeuds (routeurs), et une partie variable due au délai d’attente
dans les files d’attentes des différents noeuds traversés. Cette variabilité de la valeur du
délai subi par un paquet est appelée gigne comme énoncée dans le premier chapitre. Le
délai d’attente représente la composante critique du délai de bout en bout qu’il faut
contrôler pour fournir des garanties de QdS aux applications surtout celles de types
temps réel.
Notons Df le délai de bout en bout subi par un paquet du flot f sur le réseau. Soit kf
le nombre de noeuds traversés par le flot f y compris la source du flot.
Soit et D respectivement le temps de propagation et le temps de transmission
sur le lien entre les noeuds consécutifs m et m + 1. Alors le délai de propagation total
DTg tout au long du chemin supportant le flot f dépend de la longueur des liens et est
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calculé comme suit
DT9 =
ni = 1
Le délai de transmission total D.T1 le long du chemin dépend de la taille des paqtiets
du flot f et. de la bande passante allouée au flot et. vaut
hf
DtTx — Dtf — f,m
mi
Soit D%9 le temps de traitement moyen subi pal’ les pacluets appartenant au flot f dans
chacun des noeuds ni du chemin emprunté. Le temps de traitement total Dot est
D0t
= h X D9.
Soit le temps d’attente d’un paquet de f dans toutes les files d’attentes sur le
chemin emprunté. On a alors la composition suivante du délai de bout en bout d’un
réseau cablé
O Df = D + DT9 + Dt + D.
5.2 Bornes de délais déterministes avec WFQ
Plusieurs travaux ont été réalisés dans le but de calculer des bornes de délais dans
le cas de flots simples [3] [41 [14] [13]. Cependant peu de travaux ont été effectués pour
le cas de flots agrégés [10] [8] [12]. Dans le cadre d’un réseau à services différenciés (ou
même à services garantis), ces travaux ont pour but de calculer le délai avant même
l’établissement de la connexion entre une même paire origine destination. La notion
de borne sur le délai s’avère un outil d’aide à la decision important si celles-ci sont
assez réalistes et précises. En effet, on peut, par exemple, favoriser les paquets d’une
application sensible au délai, dont on sait que les délais rie seraient pas respectés. On
peut aussi tout shnplement refuser cette connexion vu que la qualité demandée ne sera
pas assurée.
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5.2.1 Flots simples
La classe pour les services garantis est conçue pour fournir aux applications une
garantie stricte sur le délai stibi par chaque paquet d’un flot depuis son émission à la
source jusqu’à son arrivée à destination. Ce délai est composé de deux parties. le temps
de propagation lié au support physique et incompressible (DT + D%’ + D°t), et le
temps passé dans les files d’attente, que l’on peut contrôler par divers mécanismes. Ici,
nous nous intéressons uniquement ati temps passé dans les files d’attente, le temps de
propagation pouvant être facilement calculé et ajouté pour obtenir un délai total.
Puiscjue l’algorithme d’attente éciuitable proportionnelle isole les flots les uns des autres
dans les routeurs, on peut s’attendre à ce qu’il permette d’offrir des garanties de perfor
mance aux utilisateurs du réseau. C’est effectivement le cas sous condition que le trafic
généré par les utilisateurs ne soit pas trop chaotique (ce point est discuté plus en détail
ci dessous). L’algorithme alloue sur chaque noeud une fraction de la bande passanteQ disponible r à chacun des flots
w,
-
gj = r (ai)
zwi
j
où w est le poids associé au flot j. Cette fraction peut être arbitrairement petite si
le nombre de connections actives est grand. Cependant, chaque flot est assuré d’une
fraction minimum de capacité.
Les travaux de Parekh et Gallager [3] [4] ont montré que l’algorithme d’attente équitable
proportionnelle permet d’offrir, en plus de cette garantie de bande passante, une garantie
de délai si le trafic généré par les utilisateurs n’est pas trop chaotique. Il faut alors
supposer que le trafic de chaque utilisateur se conforme à un mécanisme de contrôle
d’accès de type seau à jetons (token bucketj.
Le mécanisme est donc complètement caractérisé par ses paramètres u et p. Il limite le
débit moyen de la source (qui est égal à p) et le nombre maximal de paquets qui peuvent
être émis en rafale (qui est égal à u paquets).
Considérons maintenant un flot i qui est passé à travers un mécanisme de contrôle de
type seau percé (teacky bucket)de paramètres u et p avant de rentrer dans le réseau.
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On sait alors qu’à chaque noeud m sur le chemin du flot, le débit de service minimum
garanti est :
m —
______
où rm est la bande passante disponible au noeud ra et w le poids du flot i au noeud
ra. Ainsi le taux de service minimum sur le chemin est
— min g
Dans le cadre de l’étude, nous énonçons les résultats établis par Parekh et Gallager dans
le cas des systèmes stables, c’est-à-dire pour les systèmes où
J
ce qui peut être assuré par un contrôle d’admission.
Si le flot j est localement stable, c’est-à-dire si gj p, alors les travaux de Parekh et
Gallager [4] montrent que
- la quantité de trafic en attente de service maximale à chaque noeud ra sur le
chemin ne dépasse pas une valeur maximum
= oj GPS,
= uj
-i- L PGPS.
- le délai maximal des paquets de ce flot entre une source et une destination à
travers un réseau de topologie arbitraire ne dépasse pas une valeur maximum
nax qui est égale à
= GP$,
gi
2Ï 1Lx Lm
D = + - ) + z PGPS.
1
où rm est la bande passante disponible au noeud ra, h est le nombre de noeuds entre la
C source et la destination, L la taille maximale des paquets du flot i et Lniax la taille
maximale d’un paquet dans le réseau.
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Soit la condition RPPS (Rate Proportionat Processor Sharing) w p à chaque noeud
in, alors la session j est localement stable. De plus, de cette manière, les coefficients w
affectés aux sessions i sont alors en adéquation avec les qualités de service demandées
par les sessions puisque j représente le débit régulant l’émission de la source. Enfin, les
travaux de Parekh et Callager [4] montrent que sous la condition RPPS
Qrnax
= GPS
Qwax
=
o- +i PGPs,
Dx = GPS,
Pi
91’/ — flrtnax L’D
— +
h
+ PGPS
— Pz P
Pour cette dernière formule en version PGPS le premier terme est souvent le terme
prépondérant, en particulier si l’on considère un réseau haut débit car rm devient très
O grand devant et l’on obtient alors la formule suivante2”h flLm
= +
Z
-
Pops.
Pj Pi
On s’aperçoit que l’on retombe sur la formule en version GPS si L’ est très petit, soit
si l’on a des paquets de petites tailles. Cette borne de délai est valide pour une topologie
arbitraire du réseau, et même si le trafic généré par les autres flots n’est pas régulier du
tout. La borne Dx n’est donc pas très stricte. Par exemple, des simulations faites par
Kurose [28] d’un réseau avec 4 routeurs, des liens T1 (1.5 Mbps), et 48 connections à 32
Kbps, montrent qu’avec une discipline FIFO, plus de 99.9 % des paquets atteignent leurs
destinations en moins de 15 ms. IViais la borne D’ obtenue par Parekh et Gallager
[4] est de 65ms. Cette borne est une borne garantie, au sens que aucun des paquets
ne mettra plus de 65ms pour atteindre sa destination si les routeurs utilisent WFQ,
mais elle n’est pas stricte au sens où la plupart des paquets subissent des délais bien
inférieurs à ce qu’elle indique. D’autre part, l’implémentation de l’algorithme WFQ est
moins simple que celle de FIFO. Cependant, le résultat de Parekh [3] montre que
o l’algorithme WFQ permet d’offrir des garanties de bande passante (à savoir la fraction
w de la bande passante totale au flot i) et de délai (à savoir la valeur D’ ci-dessus).
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5.2.2 Flots agrégés
Comme on l’a déjà mentionné peu de travaux ont été effectués pour le calcul de
bornes déterministes sur le délai de bout en bout pour le cas de flots agrégés. Une
particularité importante de l’agrégation est que les flots d’un même agrégat ne sont pas
protégés les uns par rapport aux autres. Ceci rend le calcul des bornes difficile à réaliser.
Travaux de Charny et Le Boudec [6] [1 [8] [9] [10]
Dans les récents travaux de Le Boudec et Charny [7] [8] [6], certaines bornes de
délai ont été démontrées dans le cas d’un réseau avec ordonnancement agrégé des flux.
On s’interesse toujours au temps passé dans les files d’attente. Ces derniers travaux sont
venus améliorer ceux déjà publiés par dans [9]. Ces bornes sont à prendre en compte
Q sous certaines suppositions et conditions dans un modèle qui peut servir pour le cas
d’une classe de plus haute priorité d’un PQ ou tout simplement pour une classe d’un
CBWFQ. Le cas considère dans [8] est celui de la classe de service EF [16]. EF est une
classe de service à liante priorité dans le contexte des services différenciés DiffServ.
La borne présentée dans [8] pour le cas de réseaux dont la topologie est arbitraire est
présentée ci-bas.
Aux limites du réseau, les flux sont supposés être individuellement conformes à un seau
percé de paramètres p et u. Par limite du réseau on veut désigner le noeud le plus proche
de la source d’un flux donné. Les noeuds suivants ne verront pas le flux comme tel, mais
verront un agrégat de flux de la classe de service dont fait partie ce flux. Cet agrégat
à haute priorité est traité dans chaque noeud suivant une politique d’ordonnancement
particulière. Soit k le nombre maximum de noeuds traversés par un flot et la borne
sur le service (service deficit bound). On dit qu’un noeud ou serveur servant une file à
un taux g (voir formule 5.1) fournit une borne sur le service , si, dans n’importe quel
intervalle de temps (t1, t2) dans lequel la file est continuellement pleine, il est garantit
qu’au moins g(t1, t2) — bits seront servis par cette file. La borne présentée dans [8]
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n’est pas valide pour n’importe quel facteur d’utilisation de la bande passante d’un
lien par l’agrégat de la classe à haute priorité. Elle suppose que celui-ci est limité comme
suit
cm (5.2)
— (Cm—g)(h—1)+g
Le délai est ainsi borné par
h
tA+Jm (53)
1 — u(h — 1) j
où u
=
A maxi (j représente un noeud en particulier), Cm est la capacité
totale du lien en entrée d’un noeud, Prn étant le débit minimum de n’importe quel flot
de la classe prioritaire, la taille maximale d’une rafale d’un des flots de l’agrégat
en question.
On remarque, en plus, que pour un G très supérieur à g (Cmn » g), le terme u devient
presque égal à 1. Ainsi 5.2 peut être écrite comme suit
1
(h—1)’
et la borne sur le délai D aussi sous la forme
D
= h (A + Umax) (5.4)1—c(h—1) Pmax
Cependant dans [8], on confirme que cette borne explose quand c tend vers [6].
En fait, les bornes de délais explosent toujours pour le cas des flots agrégés [6]. Les
résultats de [8] impliquent que si c > 1y’ la borne sur le délai n’est plus fonction de
h et a. La borne sur le délai, si elle existe, devrait probablement dépendre de la taille
du réseau. Cela laisse les portes grandes ouvertes à la recherche pour essayer de trouver
des bornes plus précises et fiables dans le cas des flots agrégés.
Travaux de Jiang [12] [111
Les travaux les plus récents qui traitent de bornes sur le délai pour le cas des flots
agrégés sont ceux de Jiang et Yao [12] [11]. Ces bornes sont présentées dans le cadre
e 52
d’un réseau de topologie arbitraire dont les noeuds implémentent un ordonnancement
à service guaranti (GRS) [15] avec aggrégation PIFO. Dans son article [11], Jiang
considère aussi la classe de traffic EF [16], à qui, le serveur GB. offre une proportion
Rh garantie et une latence E1,. Dans chaque noeud du réseau, les paquets appartenant
à la classe EF sont agrégés et enfilés dans une même file d’une manière FIFO. Chaque
flot de la classe EF est conforme à un seau percé de paramètres u et p. On assume que
la proportion du trafic de type EF ne dépasse pas une certaine proportion u (u < 1) de
la proportion Rh offerte pour le traffic EF. On impose pour tout lien h du réseau que
pj uR.
fefh
On suppose aussi une limite B O) pour la sporadicité (burstiness) de tous les flux
traversant le lien h t
Uf <•Rh.
fcFh
Le serveur GR peut être utilisé pour modéliser plusieurs algorithmes d’ordonnencement
par flux comme par exemple t Virtual Clock, WFQ, Self-Clocked Fair Queuing (SCFQ).
Le GB. est défini sur la base de la valeur du taux d’horloge garanti (GRC) d’un paquet.
Le GRC d’un paquet k est défini comme suit
GRG(p° = 0), (5.5)
GRC(pk) = max{ak, GRC(pk_l)} + . (5.6)
Pour un flux donné, on dit clu’un algorithme est de classe GB. avec proportion R et
latence E, si n’importe quel paquet sera transmis durant GRC(pj + E, où E étant une
constante prédéfinie pour chaque variante de serveurs GB.. Pour le cas de WFQ, E est
égale à o L” est la taille maximale d’un paquet et C le débit du lieu en sortie
[11] [15]. Cependant, malgré que l’ordonnancement à services garantis est défini pour
le cas de l’ordonnancement par flot, il peut, cependant, être directement étendu pour
un algorithme d’ordonnancement par agrégats. D’où. on peut dire qu’un noeud offre à
l’ensemble de la classe EF une guarantie sur la proportion R avec E comme latence s’ilO guarantit que n’importe quel paquet de l’ensemble sera transmis durant F(pk) + E avec
O
F definie comme suit
F(p°) = 0 (5.7)
f(k)
= max{ak, rnin{ek_l, f(kl}) + (5.8)
Dans ses travaux, Jiang [11] montre que, durant un intervalle de temps [t, t + r], la
totalité du traffic d’un flux j non agrégé ou d’un ensemble de flux agrégés en un agrégat
i, satisfait toujours la condition suivante
A(t, t + T) <GhT + Lrnax T 0.
Puis il généralise ses résultats pour montrer que si
— on a ‘h lieus entrants l(l=1,2,....,I,) pour un lien sortant h,
— chaciuc lien entrant sera contraint par (ut. PI! Ct, Lrnax),
— le traffic EF de tous les liens entrants seront agrégé de manière FIFO,
alors le traffic agrégé sera contraint par (u5, Pli, P,1, Lh), où
‘h ‘h 1h
= Ut, Ph = p,, Ph = C1 et L,, = I,1L’1.
Le délai expérimenté par un paquet EF dans un noeud GR est donné comme suit
— L,, (Ph — R,1)± L,,,
R5 t—Ps R5
Maintenant on peut dériver un délai du pire cas pour le délais de bout en bout pour le
réseau considéré avec une topologie arbitraire avec une certaine condition sur le facteur
d’utilisation
Si < mini, (H_1)(P,,ZRh)++R, alors
HD= l_(H_l)(+ (5.9)
où
=
11({s}, = et E’ = max;i{ (1—h)L,, + E5}
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5.3 Conclusion
Comme mentionné dans la section 4.2.2, le degré de protection est inversement
proportionnel à celui de l’agrégation. En effet, tous les flots d’une même classe ne sont
pas protégés les uns par rapport aux autres.
Dans les travaux de Parekh et Gallager [3] [4], c’est l’isolation des flots ainsi que le
lissage du trafic qui ont permis de calculer des bornes sur les délais de bout en bout.
Puisqu’au sein d’un même agrégat, les flots ne sont plus isolés les uns par rapport aux
autres, il est très difficile de trouver des bornes déterministes précises, même dans le cas
où le trafic n’est pas très variable. De plus, ces bornes sont valides pour des facteurs
d’utilisation très restrictifs et restent encore peu précises. Dans le cas d’un service garanti
(Hard QoS), un contrôle d’admission avec des règles basées sur ces bornes, n’est pas
efficace et mène à une très grande sous utilisation du réseau.
oChapitre 6
CBWFQ adaptatif
6.1 Un CBWFQ adaptatif : pourquoi?
C
6.1.1 Préliminaires
Du fait même de la non préemption des paquets (4.1.3), l’équité telle que définie
dans la section (4.1.1) ne peut être assurée à chaque instant sur un routeur. Toutefois,
l’emploi de celle-ci dans la définition d’une politique d’ordonnancement (telle que WFQ)
permet d’approcher cette équité sur une échelle de temps suffisamment large [1].
Un point important est toutefois à noter concernant les politiques d’ordonnancement de
type GPS ou WFQ ces politiques prennent en compte la notion d’équité entre sessions
sans tenir compte directement des délais de traitement pouvant être requis par chacun
des paquets arrivant sur le routeur. En effet, sous GPS on parle d’équité relativement
à la proportion des ressources allouées à une session donnée (qui découle directement
du poids qui lui est associé). Ainsi en favorisant ou non l’émission de paquets de cer
taines sessions, les poids vont directement influer sur leur délai de bout en bout un
C
facteur important de qualité d’une session. Par ailleurs, comme le soulignent Sivaraman
et al. [38], le fait d’employer des poids fixes peut conduire à l’obtention d’ordonnance
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ments insatisfaisants (au regard des délais), et un réajustement des poids peut s’avérer
nécessaire pour améliorer les performances de GPS (WFQ) en termes de respect des
délais associés aux paquets.
Dans un Class-Based Weighted Fair Quening, l’allocation de la bande passante se fait en
affectant un poids w pour chaque file d’attente. On peut aussi parler d’une affectation
de poids par classe de service. En effet, un CBWFQ est un WFQ dont le nombre de
files correspond exactement au nombre de classes de services. Ce poids représente la
proportion de bande passante qui lui est allouée. Étant donné un poids attribué à une
classe de services particulière, le calcul de la bande passante qui lui est allouée se fait
comme suit : x B, où w représente le poids actuel de la classe, B la bande
passante disponible en sortie et w la somme des poids de l’ensemble C des classes.
Cependant, un CBWPQ traite des files avec des poids statiques : dépendemment de ce
qui se passe dans le réseau, ces poids ne changeront pas au cours du temps. Avec des
poids statiques, il n’est pas toujours possible de respecter les critères QdS des applica
O tions temps réel. Notre but dans ce chapitre est d’essayer de respecter ces critères en
utilisant une politique d’ordonnancement équitable variante de WFQ.
6.1.2 La congestion équivaut-elle à une dégradation de la QdS?
Il est possible, dans le cas d’un CBWFQ, que certaines classes de services aient une
proportion de bande passante allouée supérieure à ce qu’elles ont besoin. Si tel est le cas
dans tous les noeuds traversés par un paquet entre une même paire de noeuds origine et
destination, alors les critères QdS vont être respectés. Il est aussi possible que d’autres
classes se voient attribués moins de bande passante que ce dont elles ont besoin. Pour
les classes de services sensibles au délai et/ou à la gigue, vouloir émettre plus que la
bande passante allouée, peut mener au non respect de certains critères QdS à travers
l’augmentation des tailles des tampons et par conséquent des délais d’attentes dans ces
files.
Supposons qu’on est dans le cas où le trafic temps réel est supérieur à la proportion
C
de bande passante allouée. Est ce que WPQ (CBWFQ) permet d’aider à garantir le
respect des critères QdS des applications temps réel? Plusieurs cas se présentent que
nous décrivons ci-dessous.
> Les files NTR n’utilisent pas la totalité de la bande passante qui leur est al
louée. Dans ce cas, et selon le critère max-mirb-Jair-share auquel adhère WFQ, la
quantité de bande passante non utilisée va être partagée sur les files temps réel.
Dépendemment du taux d’utilisation du lien en sortie, plusieurs cas se présentent
aussi.
Le lien en sortie d’un noeud est sous-utilisé : cela vent dire que la quantité
de bande passante non utilisée par les files NTR peut être suffisante pour
combler la demande excessive en bande passante de la part des applications
TR. Dans ce cas, le critère max-rn’in-fair-share aidera à la garantie de la
QdS. En fait, ceci n’est plus vrai quand l’excédent de la part des classes
NTR est inférieur à la portion demandée en excès par les classes TR. DansQ ce cas, l’interface se trouve en état de congestion.
> Le lien en sortie est sur-utilisé cela veut dire que la quantité de bande
passante non utilisée par les files NTR n’est pas suffisante pour combler la
demande excessive en bande passante de la part des applications TR. On
se retrouve dans un cas de congestion au niveau de l’interface de sortie du
même lien.
Les files NTR utilisent la totalité de la bande passante qui leur est allouée vu
les demandes excessives de la part des deux types d’applications. Il y a donc sur-
utilisation du lien en sortie. L’interface de sortie se retrouve en état de congestion.
Notre intérêt se porte sur les cas où l’interface se trouve en état de congestion. Cette
congestion peut être jtIste locale au noeud et n’implique pas nécessairement un état de
congestion généralisé à tout le réseau. En pratique, il existe une valeur de délai de bout
en bout limite tolérée pour garder une bonne qualité de service pour les applications
temps réel telles que la voix ou la vidéo. Ce délai a en général une valeur située entre
150ms et 200ms. Si, dans l’un des noeuds du réseau, le délai d’attente dans une file
temps reel augmente, mais que le délai de bout en bout reste en deçà de la limite per-
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mise, alors le niveau de QdS reste satisfait. Aussi, si tous les noeuds traversés par un
paquet sont en état de congestion, mais que le délai de bout en bout reste aussi inférieur
à la limite permise, alors on ne dégrade pas le niveau de QdS.
Notre conclusion est qu’un critère de QdS comme le délai est un indice surlequel on
pourrait se fier pour dépister une éventuelle dégradation au niveau de la QdS des appli
cations TR. Mais, peut-on mesurer le niveau de congestion à partir duquel on dégrade
ou on risque de dégrader les critères QdS?
6.1.3 Niveau de congestion responsable de la dégradation de la QdS
Il est vrai qu’à un certain niveau de congestion bien déterminé, on ne peut plus
respecter les critères Qd$. Cependant, il est difficile de prédire ou de mesurer le niveau
de congestion qui causera une éventuelle dégradation des critères QdS. En effet, plusieurs
éléments, parfois imprévisibles, peuvent s’imbriquer pour rendre cette mesure difficile à
réaliser.
7 Le nombre de noeuds par lequel passe un paquet. En cas de congestion, les délais
d’attente encourus dans chacun des noeuds viennent s’ajouter à la valeur du délai
de bout en bout. Ces délais ne sont généralement pas négligeables et représentent
une bonne proportion du délai de bout en bout. Ainsi, plus le nombre de noeuds
traversés est grand, plus le risque de dépasser la limite du délai est élevé.
7 La durée des profils des applications multimédias. Si un noeud est en état de
congestion et qu’il continue à recevoir la même quantité de trafic qui a causé cet
état, alors la taille des files d’attentes va continuer à augmenter et on se retrouve
dans un état de congestion de plus en plus forte. Par contre, supposons que la
durée des applications temps réel est très courte. Si, à un moment donné, on
a noté l’entrée dans le réseau de plusieurs applications de ce genre, et qu’on se
retrouve en état de congestion, alors on devrait s’attendre à la non persistence
d’une éventuelle augmentation du délai de bout en bout potir ces applications.
o
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/ La quantité d’applications non temps réel présentes dans le réseau. Si ce type
d’applications utilise un faible pourcentage des ressources qui lui sont allouées,
alors l’excédent va être redistribué sur les applications temps réel.
6.1.4 Ajustement des poids
Le volume du trafic temps réel diffère d’une période à une autre. Si le volume de
trafic de lune de ces classes augmente au delà de la bande passante allouée, on pourrait
décider de favoriser cette classe en haussant son poids. Le but est d’essayer de respecter
au mieux les critères QcIS de chaque classe, et surtout ceux des classes temps réel.
Pour ces dernières. on va essayer de diminuer les délais d’attentes dans les files qui
représentent la composante la plus critique lors du calcul du délai de bout en bout
auquel les applications multimédias sont particulièrement sensibles.
Une allocation statique des ressources avec WFQ ou CBWFQ n’est certainement pas
désirable. Notre priorité a été de penser à respecter les critères QdS des applications
TR précisément en termes de délai et de gigue tout en optimisant l’utilisation des
ressources disponibles et en respectant l’équité au sens de WFQ, soit d’un partage
équitable de la bande passante au prorata des bandes passantes requises pour chaque
classe d’applications.
Nous avons pensé à présenter une solution permettant d’adapter les ressources allouées
et de satisfaire les classes temps réel quand ces dernières en ont besoin tout en gardant
un seuil minimal de ressources disponibles pour les applications non temps réel. La
variabilité des poids est une notion qui nous permettrait de favoriser les applications
temps réel sensibles aux délais en augmentant leurs poids au détriment des applications
non temps réel. Il faut s’attendre à voir augmenter la taille des files non temps réel et
dépendemment de la sensibilité des applications non temps réel à la perte des paquets,
on doit prévoir des tampons de plus grandes tailles pour éviter les pertes de paquets.
Etant donné que la cause de la dégradation du service est le non respect d’un critère
QdS et que les applications temps réel sont sensibles au délai et à la gigue, nous nous
baserons sur un de ces critères pour déclencher la procédure d’ajustement de poids.
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La valeur de la gigue n’est pas très significative sans une idée sur la valeur du délai de
bout en bout. En effet, on peut avoir simultanément une petite gigue et un grand délai.
C’est le cas où la valeur du délai est grande mais qu’elle ne varie pas au cours d’un
intervalle de temps [t, t + n].
La valeur du délai de bout en bout est plus utile et nous utiliserons donc ce délai comme
critère pour décider de l’instant où on procédera au changement de poids. L’idéal serait
de pouvoir calculer à priori le délai de bout en bout que prendra un paquet pour arriver
à destination et de vérifier que cette valeur nous permettra de rester en dessous de la
limite sur le délai. Ceci est possible avec les calculs de bornes sur le délai présentés dans
le chapitre 5.
Mais comme on l’a dit, ces bornes sont souvent peu précises. Au niveau d’un noeud, le
seul moyen direct pour prendre une décision qui soit basée sur les valeurs réelles du délai
est de mesurer en temps réel le délai de bout en bout encouru par un paquet arrivé à
destination.
Dans ce qui suit nous allons principalement expliquer, dans un premier lieu, la façon
avec laquelle nous avons procédé pour implémenter ce mécanisme, et dans un deuxième
lieu, la procédure utilisée pour le changement des poids. Le CBWFQ est la politique
d’ordonnancement prise en compte par tous les noeuds du réseau, qu’ils soient des noeuds
extrêmes ou appartenant au coeur du réseau. Ce CBWFQ fait la différentiation entre
quatre classes de services deux classes temps réel (vidéo et voix) et deux autres non
temps réel (courriel, web).
6.2 Algorithme de routage
Comme le type de service choisi est un service en mode sans connexion, les paquets
ou datagrammes sont routés indépendemment les uns des autres. Dans chaque noeud
du réseau, une table de routage est définie. Ainsi, lors du passage d’un paquet par un
noeud particulier, on va consulter cette table et décider du chemin que suivra le paquet
C pour arriver à sa destination. La table de routage contient des entrées dont chacune est
61C
composée d’une adresse de destination et une ligne ou interface de sortie à emprunter
pour atteindre cette destination. Dans la plupart des cas, un noeud n’est pas directe
ment lié à la destination d’un datagramme particulier. Dépendemment de l’algorithme
de routage, le noeud décidera de la ligne de sortie qu’empruntera le datagramme pour
se rapprocher de sa destination et ainsi du noeud directement lié à la destination.
Considérons les tables de routages de deux noeuds B et C dans la figure 6.1 et le réseau
utilisé dans la figure 6.2. Un paquet envoyé par $1 et destiné à $2 va emprunter le
Table de routage de B Table de routage de C
Desteiatu Ligu d 5oitw Destùatret Ligi d sotîe
À A A B
B
- A F___
C C B B
C F B
D C C
-
D F D D
f C D F
E F E D
F F E F
F f F
G F F D
G f B
G F
G D
G B
Pic. 6.1 Tables de routage statique de deux noeuds
chemin spécifié dans la figure 6.2. Nous supposons que les tables de routage respectives
des noeuds A, D, E, F et G sont déjà définies. Les tables de routages sont spécifiées
dès le début il existe une ligne de sortie possible pour chaque noeud destination du
réseau. Nous considérons tous les noeuds comme des noeuds destination puisque chacun
peut jouer le rôle d’un noeud d’extremité. Nous avons alors défini, dans chaque table
de routage, plusieurs lignes de sorties permettant chacune d’atteindre une destination
potentielle dans le réseau autre que le noeud lui même. En effet, l’algorithme de routage
aura à emprunter un même chemin à partir d’une source pottr arriver à une destina
tion particulière durant toute la durée d’une simulation. Dans notre étude, les tables
de routages sont statiques. Considérant une source $1 envoyant du trafic vers $2, les
paquets envoyés de Si vers $2 passeront toujours par les mêmes noeuds au coeur du
o
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FIG. 6.2 — Routage statique des paquets entre une source et une destination
réseau. Nous avons fait l’hypothèse dans notre étude qu’un paquet allant de 52 vers $1
prenne un chemin inverse à celui pris par un paquet allant de Si vers $2. Ainsi, qu’il
soit issu d’une paire source destination $1/52 ou 52/81, un paquet p passera toujours
par les mêmes noeuds.
Mise en oeuvre dans OPNET
Pour implémenter un tel routage, on doit concevoir un schéma d’adressage complet
de tout le réseau. L’attribution des adresses IP à chaque terminal ainsi qu’aux interfaces
de chaque noeud est effectuée manuellement. La classe utilisée pour le masque de réseau
est la classe C [65] et le masque de sous réseau est 255.255.255.0. Avec l’environnement
OPNET et les outils visuels offerts, il est possible de configurer les adresses IP pour
chaque terminal/serveur ainsi que pour chaque interface de n’importe quel noeud du
réseau. Grâce à ces outils visuels, il est aussi possible de facilement configurer la table
de routage dans chaque noeud.
STRucTuRE D’UN NOEUD
Un niveau d’abstraction inférieur intitulé modète de noeud (node modet) est employé
Q pour décrire la structure interne d’un noeud. Celui-ci comporte
Noeud
S3
oo
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des modules, chacun caractérisé par un comportement défini par le modèle de
processus;
des liens entre modules (unidirectionnels ou bidirectionnels), assurant le transport
de l’information entre modules;
des interfaces de deux types des interfaces de type série et d’autres de type
Ethernet. Comme on le voit dans l’exemple présenté dans la figure 6.3, le noeud
dispose de deux interfaces Ethernet et de huit interfaces série.
ou dispatcher. Celui-ci génère les différents processus de routage. OPNET offre trois
types de modules de routage : centralisé (centralized). basé sur des slots (slot-based),
Comme on le remarque, les différentes fonctions sont réparties sur plusieurs couches
(modules) pour ainsi suivre un modèle dont le concept est basé sur celui du modèle
TCP/IP. Chaque noeud IP possède un module de routage qui contient un répartiteur
FIG. 6.3
— Structure d’un noeud IP dans OPNET [46]
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nuage (cloud). Nous utilisons le routage centralisé à travers le processus correspondant
qu’est zp-rte-centTat-cpu. Quant au répartiteur, il est réalisé à travers le processus ip
dispatch.
A chaque module présent dans un noeud est associé un modèle de processus. Celui-ci peut
être décrit par un ensemble d’attributs et de fonctions et se trouve composé d’états et
de transitions auxquels sont associés des codes sources. Le comportement du modèle de
processus réel est simulé par son passage dans une succession d’états et de transitions.
Ce comportement est implémenté au moyen du langage de programmation Proto-C,
analogue au langage C. ip-dispatch est le modèle de processus associé au module IP.
Il a comme fonctions principales le routage, la fragmentation et le réassemblage. Les
paquets IP arrivant dans n’importe quelle interface du noeud sont routés vers la bonne
interface de sortie en se basant sur leurs adresses de destination. Une vue d’ensemble
du processus IP est présentée à travers la figure 6.4.
T,aitmnt
FIG. 6.4 — Le module IP comme défini dans OPNET [46]
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6.3 Mesure du délai
Le calcul du délai de bout en bout s’effectue au niveau de la station réceptrice du
flot. Sachant que l’information sur le moment de création d’un paquet est incorporée
dans son entête, le délai de bout en bout d se définit comme suit.
d tc.t
— tstart.
où étant le temps courant et ta le temps de création du paquet. Au niveau
de la station réceptrice, et pour chaque session, on crée une liste (liste chainée, tableau
statique ou vecteur) pour l’application considérée (classe de service). Chaque élement
créé de la liste est initialisé à zéro. Pour le cas d’un tableau statique, on initialisera,
dès le début, tous ses éléments à zéro. La liste permet, peu importe le flot reçu de cette
même application, d’y stocker les valeurs des délais mesurés. Au début, cette liste est
vide puis elle sera remplie au fur et à mesure de la réception des paquets. Trois stratégies
sont possibles pour le remplissage de la liste.
- Stocker les n dernières mesures des délais encourus par les ru derniers paquets du
flot agrégé où n et ru sont des paramètres configurables avec n ru, ru
=
p x n et
p> 1 où n est une valeur constante. p représente le nombre de paquets à attendre
avant de stocker de nouveau une valeur de délai dans la liste.
Au fur et à mesure de la réception des paquets, on procède à l’insertion de la
valeur du délai à la tête de cette liste et on calcule une moyenne sur les u
éléments nons nuls de la liste (avec u < n). Cette liste prend le rôle de fenêtre
coulissante de taille fixe à laquelle on insère et retire des éléments.
- Stocker les n mesures des délais encourus pendant l’intervalle de temps [tcurren
—
t, tcen] avec n < N et N
=
p x n, p 1 où N ést le nombre total de paquets
reçus dtirant {tcurrent — t, t current] . t étant un laps de temps à définir. Dans ce cas,
n n’est plus constant.
Au fur et à mesure de la réception des paquets, on procède à l’insertion du délai à
Q la queue de cette liste tout en calculant la moyenne arithmétique des u éléments
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nons nuls de la liste (u < n).
- Une combinaison des deux stratégies précédentes. C’est-à-dire stocker une mesure
par k paquets reçus durant un intervalle de temps [tcurrent — t, tcen].
La valeur de sera incorporée dans le champs Option de l’entête IP du prochain paquet
à envoyer dans l’autre sens.
Nous avons choisis de stocker les n valeurs des délais dans un tableau de taille égale à
5 et dont chaque élément est initialisé à zéro. Un décalage des n — 1 premières valeurs
du tableau est effectué pour chaque valeur insérée à la tête du tableau. A la fin de la
session, on procède à la suppression de ce tableau pour éviter des problèmes de mémoire.
Mise en oeuvre dans OPNET
Le délai de bout en bout est calculé dans le terminal/serveur destination du flot. Les
structures d’un terminal et d’un serveur sont très semblables. Voici celle d’un terminal.
Ce délai est calculé au niveau du module application équivalent à la couche application
du modèle TCP/IP par l’intermédiaire du modèle de processus principal gna-cÏsvr-mgr.
Dépendemment de la situation d’un terminal, qu’il soit émetteur ou récepteur d’un flot
en particulier, mais aussi du type d’application, ce processus va faire explicitement ou
implicitement appel à un processus fils bien spécifique : le calting-process-party et le
catted-process-party (figure 6.6). Chacun de ces deux processus existe sous deux ins
tances différentes dont l’une est appelée lors du traitement d’une session voix et l’autre
lors du traitement d’une session de type vidéo. Par exemple le processus gna-ctsvv-mgr
d’une station réceptrice d’un flot vidéo va appeler directement le processus video-calÏed
process-party. Le catted-process-party et le catting-process-party sont les deux processus
fils où l’on procède à des changements dans le code source d’OPNET pour le calcul de
cl.
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Fia. 6.5 Structure d’un terminal dans OPNET [46]
o
6.4 Transport du délai dans le réseau
Les applications temps réel sont des applications caractérisées par un échange d’in
formations entre deux ou plusieurs parties. Généralement, c’est l’une des parties qui fait
la demande potir l’établissement d’une communication et ainsi réaliser un échange de
flux dans les deux sens. Ceci est bien illustré dans la figure 6.7. Pour les applications
temps réel choisies (voix, vidéo conférence), nous avons choisi de modéliser le trafic de
sorte que la quantité d’information contenue dans le flot montant soit exactement la
même que celle contenue dans le flot du sens descendant. Les applications temps réel
sont très sensibles au délai et à ses variations. Pour mieux répondre à ces exigences nous
avons choisi de procéder à la mesure des délais en temps réel et de faire des changements,
en conséquence, juste pour ce type d’applications. Comme on l’expliciuera plus tard avec
détail, nous avions besoin de récupérer le délai encouru par un paquet appartenant au
flot montant (ou descendant) et arrivant à destination, et ce, par totis les noeuds qu’il
avait traversé durant son chemin avant d’atteindre cette destination. Autrement dit nous
n
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FIG. 6.6 — Relations entre différents modèles de processus pour le cas de la vidéo
FIG. 6.7 — Flots montants et descendants entre deux stations
voulions que ces noeuds intermédiaires puissent avoir accès, en temps réel, aux délais
encourus par des paquets y ayant déjà transité. Chacun de ces noeuds utilisera cette
information pour procéder, rapidement, à des changements à sa politique d’ordonnan
cement au niveau de la proportion de bande passante allouée en sortie pour chaque type
d’applications via l’attribution de valeurs de poids supérieures. Ces nouvelles valeurs
vont favoriser les applications temps réel en leur allouant plus de bande passante, ce qui
aidera à la réduction des délais d’attente dans les files, et par conséquent, des délais de
bout en bout.
Soit S une station échangeant de l’information avec D. S ne peut pas savoir instan
tanément le délai qu’a mis un paquet pour arriver à D.
Appel direct
deocedrn
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Deux moyens sont possibles pour communiquer ces délais à la source tout en passant
par les mêmes noeuds que ceux qu’avait pris le paquet responsable de ce délai (sections
6.4.2 et 6.4.3).
6.4.1 RTCP comme moyen d’amélioration de la QdS
Le protocole RTCP [50] est basé sur des transmissions périodiques de paquets
de contrôle par tous les participants (source et destination) dans une session de type
temps réel. C’est un protocole de contrôle des flux RTP [50], permettant de véhiculer
des informations de base sur les participants d’une session et sur la QdS (délai, gigue,
paquet perdus...).
Cependant, RTCP n’est pas retenu pour servir de support de transport de pour les
raisons décrites dans la section 6.4.4
e
6.4.2 Mécanisme avec utilisation de flux existants
Une hypothèse déjà faite dans notre étude, est celle de disposer d’un flot dans le
sens descendant utilisant la même route que dans le sens montant. Cette hypothèse nous
permet d’incorporer l’information sur le délai relatif à un flot montant, au niveau du flot
descendant correspondant. La structure d’un paquet IP n’a cependant pas été changée.
Sachant maintenant que l’information va être utilisée par les modules IP des noeuds
intermédiaires pour faire des changements au niveau de leurs ordonnanceurs WFQ, la
question d’ordre pratique posée est : à quel niveau incoporer pour qu’il soit disponible
dans la couche IP de chaque noeud? On a pensé à incorporer le délai, qu’on calcule dans
la couche application, dans la même couche. Le fait que les données soient encapsulées
lorsqu’elles passent d’une couche à une autre, nous obligerait à faire la décapsulation
des paquets au niveau de chaque noeud pour pouvoir récupérer cette information. Or,
au niveau de la source, la couche IP procède à la fragmentation des segments reçus de
O la couche supérieure avant de les envoyer vers la couche inférieure. La fragmentation,
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FIG. 6.8 Délai de bout en bout incorporé dans un flot descendant
propriété du protocole IP, sert à garder une taille fixe des paquets. Ceci pose donc un
problème vu que l’information sur le délai, incorporée au niveau application, ne sera
plus disponible si on défait l’encapsulation du paquet au niveau de la couche IP des
noeuds intermédiaires. La meilleure solution est d’incorporer au niveau de la couche
Q IP de la source. Il faudrait donc trouver une façon pour que la couche application puisse
informer la couche IP de cette donnée sans l’incorporer dans une structure qui sera
fragmentée au niveau IP. Pour le reste, transporter de la couche IP de la source à
celle de la destination en passant par les noeuds intermédiaires est facile à faire puisque
toutes les couches IP parlent le même langage qu’elles appartiennent à un terminal ou
à un noeud.
6.4.3 Mécanisme avec création de nouveaux flux
Une autre possibilité n’imposant pas aux flux montants et descendants d’emprunter
le même chemin, tout en ayant la valeur de disponible pour certains noeuds, est la
création de nouveaux flux pour le transport de .
Pour, ainsi, transporter les informations sur les délais calculés à la destination d’un ou
plusieurs paquets appartenant à un flux f, il est possible de créer de nouveaux flux dans
Q le sens contraire qui auront la tâche d’aviser un groupe de noeuds en particulier.Ces flux prennent la forme d’accusés de réception de la valeur du délai calculé, et ce,
Dilai
— — — Fae,eitdant
Délai
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FIG. 6.9 — Cycle de vie d’un paquet entre une source et une destination
jusqu’au noeud destination. Ces flux traverseront plusieurs noeuds, en particulier ceux
par lesquels le flux montant est déjà passé.
L’idée est de créer un flux séparé qui va s’occuper seulement du transport du délai
tout en s’assurant d’emprunter la même route que le paquet reçu. Le noeud d’extrémité
auquel est rattaché la station de destination devra être en mesure de reconnaître la route
empruntée par le flux montant et s’assurer que le flux descendant en prenne chemin.
Sinon ce sera à la station destinataire d’ajouter cette information au paquet sortant.
Cela nécessite la conception de tout un protocole de transport des valeurs des délais et
une traçabilité au niveau des chemins empruntés par les paquets de type temps réel.
Cependant nous avons opté pour une autre méthode moins complexe.
6.4.4 Discussions
Le protocole RTCP n’est pas retenu pour servir de support de transport de pour
les raisons décrites ci-dessous.
V RTP et RTCP sont des protocoles de la couche application. Les entêtes RTP et
RTCP ne sont pas disponibles au niveau des noeuds intermédiaires (routeurs), vu
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que les paquets routés au niveau d’un noeud ne vont pas monter plus haut que la
couche réseau du modèle TCP/IP.
y’ Le but de RTCP est d’envoyer des paquets de contrôle aux participants d’une
même session. Les informations sur la Qd$ ne seront disponibles et utilisées que
par les participants d’une session.
Notons aussi qu’OPNET ne contient pas de bibliothèques spécifiques permettant de
simuler les protocoles RTP et RTCP.
Il aurait été, certes, préférable d’implémenter le mécanisme décrit dans la section 6.4.3
mais certaines contraintes nous en ont empêché.
Notre but est d’explorer les performances d’un CBWFQ adaptatif en se basant sur
des mesures de délais, mais pas d’implémenter une solution complète de gestion
de réseau.
Cela prendrait énormément de temps à implanter sous OPNET. Pour cela il fau
C drait générer de nouveaux flux et s’assurer de bien les gérer. Il faudrait recréer
nos propres protocoles de transport pour permettre, par exemple, à un paquet
transportant la valeur dans le sens descendant, d’emprunter le même chemin
que celui pris par les pacluets dans le sens montant.
Nous avons, donc, implanté le mécansime de la section 6.4.2.
6.4.5 Mise en oeuvre dans OPNET
La valeur moyenne du délai sera acheminée de bout en bout entre deux couches
applications en passant par les différents noeuds intermédiaires. Lorsqu’on est dans un
terminal source, les données émises à partir du module apptication passeront à travers le
module tpat, udp, ip-encap pour arriver à IP. Lorsqu’on est dans un terminal destination,
les données arrivant au niveau du module IP emprunteront un chemin inverse pour
arriver à la couche application. Notons que pour les applications non temps réel les
C paquets passeront par le module TCP au lieu de UDP.Pour communiquèr entre eux, les processus OPNET se transmettent des messages grâce
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à des entités de simulation appelés ICI (Interface Control Information). Les lOis sont
des collections structurées de données tranférables entre deux ou plusieurs processus.
Quand un 101 est installé au niveau d’un processus, il devient associé à la prochaine
interruption. Si cette interruption fait appel à un autre processus, alors cet 101 sera
disponible au niveau de celui-ci.
Les données sont envoyées d’un module à un autre par l’intermédiaires d’interruptions.
Par exemple, un processus déclenche une interruption pour envoyer des données vers
un module inférieur. Le processus directement associé à celui-ci sera donc activé et sera
capable de recupérer les données envoyées ainsi que l’ICI associé à cette interruption.
Nous avons utilisé ce mécanisme pour le transport de entre plusieurs modules. Il
suffit d’incorporer dans un ICL et installer ce dernier juste avant le déclenchement
de l’interruption. Au niveau d’un terminal destination, n’est pas une valeur utile,
c’est pottrquoi l’utilisation d’IGIs va être limitée au terminal/serveur source entre les
modules apptication et IP.
Q Reste à se préoccuper de savoir dans quelle structure sera incorporée la moyenne pour
être acheminée entre les modules IP. Comme nous l’avons déjà mentionné dans la section
6.3, fait partie du champs Option de l’entête du paquet IP (IpT-Dgrarn-Fietds).IpT
Dgram-Fietds est une structure prédéfinie dans OPNET permettant de spécifier toutes
les informations utiles à la description d’un paquet IP y compris son entête en vue de
son transport dans le réseau. Comme mentionné précédemment, une meilleure solution
aurait été de créer un mécanisme de flux séparé permettant aux différents modules IP
de s’envoyer les valeurs de délais.
6.5 Traitement au niveau d’un noeud supportant CBWFQ
Lorsqu’un noeud reçoit un paquet au niveau d’une interface de la couche physique,
ce paquet va ensuite traverser différentes couches avant d’atteindre la couche réseau qui
est, entre autres, responsable de la fonction de routage. Dans un schéma de traitementQ usuel et dépendemment de l’interface de sortie à emprunter, le paquet va être enfilé dans
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une file d’attente en attendallt son traitement. Cependant, le paquet reçu contient une
information importante (délai) servant, éventuellement, à ajuster les poids attribués à
certaines files d’atteite d’une même illterface.
Dans ce qui suit, nous expliquons la procédure de lecture et de traitement du délai. Cette
procédure se déclenche juste après l’enfilement d’un paquet dans la bonne file d’attente.
Cependant, l’interface à laquelle appartient la file d’attente où ce dernier paquet a été
stocké n’est pas celle où on va procéder à un éventuel ajustement de poids (figure 6.10).
Dans ce qui suit, nous avons décrit la procédure permettant de vérifier certains critères
avant de procéder à un ajustement.
6.5.1 Conditions nécessaires pour ajuster les poids
On considère un paquet p du flot f, arrivant à un temps t à l’entrée d’une interface
I d’un noeud N et apparteiant à un flux descendant. Selon la figure suivante, on note
cette interface Ce paquet va être dirigé vers la file d’attente correspondante située
dans l’interface 1dowri
Ia=I
—,
4—
o
Fkx decedant
Flux motvt
FIG. 6.10
— Flux moiltants et descendants vs interfaces d’entrées et de sorties
C
On procède, tout d’abord, à la lecture de l’information sur le délai contenue
dans le paquet. Après l’enfilement, on vérifie si est supérieure à Umax, OÙ Umax est
la valeur au delà de laquelle on estime qu’il y a un risque important de dégradation
ou dégradation du niveau de la qualité de service des applications temps réel (Umax
choisie entre 150 et 200ms). Si c’est le cas, alors on cherchera à identifier l’interface
I où l’on doit procéder à des changements de poids pour réduire les délais. Sachant
que p appartient au flux montant, I correspond à l’interface par laquelle est sorti un
paquet p’ appartenant à un flux montant. Si, au niveau de ce noeud, I est identifiée
comme une interface responsable du dépassement de la borne Umax, alors on appellera
la procédure d’ajustement des poids. Le passage du paquet en question par le reste des
noeuds dans le sens descendant permettra d’identifier les autres interfaces responsables
du dépassement de Umax.
On convient qu’une interface est en partie responsable d’un dépassement de la borne
Umax pour une certaine classe, si la taille moyenne du tampon alloué à celle-ci pendant
un intervalle de temps [t — E, t] est supérieure à une valeur Le choix de la valeur de
e est argumenté dans la suite de cette section. Pour pouvoir calculer la taille moyenne
du tampon pendant un intervalle de temps [t
— e, t], on crée un tableau contenant les
tailles des k paquets reçus pendant un intervalle de temps [t — T, t]. On choisit la durée
T de sorte qu’elle soit supérieure ou égale à la plus grande valeur possible de E.
Intuitivement, si le tampon est presque vide (< Qmjn) pendant [t — E, t], alors cette
interface n’est pas responsable du dépassement de Umax. La file de l’interface en question
est presque vide, si chaque paquet stocké dans la file y reste pour un laps de temps
très court. En effet, même si le paquet est enfilé dans une file vide, il doit attendre
le service de l’ordonnanceur (occupé à servir les autres files). Ce délai est, certes, très
court, mais le tampon s’est tout de même trouvé non vide pendant une brève période.
On convient, alors, que Qmin représente la taille d’un ou d’an plus quelques paquets.
Décrivons maintenant ce que doit représenter e et comment s’effectue son paramêtrage.
Au temps t, l’interface voudrait bien connaître l’état exact (tailles des tampons)
de l’interface I par laquelle est passé le paquet p’ du flot montant pour avoir la taille
Q exacte des tampons. Le passage de p’ par I correspond au temps (t — E).
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La principale raison qui rend le calcul de E difficile à effectuer c’est qu’à son arrivée,
p’ sert juste au calcul du délai de bout en bout entre sa source S et sa destination D.
Le terminal D ne sait pas le délai exact qu’a encouru le paquet p’ depuis son depart de
I. Cependant OWfl peut très bien calculer le délai qu’a encouru p en partance de D
en se basant sur la date de création de ce paquet contenue dans son entête IP. Il faut,
donc, trouver un estimé de E en plus du calcul d’une moyenne de la taille des tampons
sur l’intervalle [t — E, t].
En supposant que le délai maximum toléré pour un paquet, afin d’effectuer le chemin
d’aller-retour entre deux stations, est de 2 x dmax, le choix de la valeur estimée de E
s’est fixé comme étant une moyenne du délai maximum d’aller-retour. s est, donc, choisie
égale à d?flax. T est choisie supérieure ou égale à s, et donc, supérieure ou égale à dmax
La procédure qui suit permet de résumer ce qui se passe avant le declenchement de la
procédure d’ajustement des poids.
Procédure décision-ajustement’p,I)
Pour chaque paquet p entrant sur l’interface du noeud N faire
Récupérer le ToS de p.
Si ce ToS correspond à une classe temps réel et si d d7nax
Identifier l’interface IJ ainsi que Q utilisé par le flux descendant;
1pSi Q0 < Qmin pendant [t — s, t] alors sortir
Appeler la procédure d’ajustement changement-poids (Q, I)
Le ToS (voir section 3.1) est la valeur contenue dans l’entête du paquet p et qui per
mettra de le classifier.
La procédure décision-ajustement est déclenchée à chaque fois qu’un paquet de type voix
ou vidéo est reçu sur une interface d’un noeud du réseau. Deux conditions principales
ont été considérées pour procéder à l’ajustement.
o
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— La valeur de Ï est supérieure à drnax. En effet, on ne changera pas les poids tant
qu’on n’a pas dépassé la limite dmax.
— La taille rnoyennne de la file Q durant l’intervalle de temps [t — E, t], est
supérieure à un nombre de bits minimum Qmin.
6.5.2 Ajustement des poids
L’algorithme qui suit explique en détail la procèdure de changement de poids. Dans
un intervalle doiiné, on calcule l’occupation relative pondérée de la file temps réel Q par
rapport au poids qui lui est associé. Le but est d’ajouter cette proportion de poids au
poids w que possède déjà la même file temps réel Q tout en la retranchant proportion
nellement aux files non temps réel. Du fait on favorise la file temps réel par rapport aux
files non temps réel lorsque les contraintes de délais deviennent critiques. Cependant,
notre algorithme ne permettra pas de défavoriser indéfiniment ces files. En effet, il s’as
surera que les poids respectifs des files non temps réel ne descendent pas en deça d’un
seuil minimum te5 qu’on choisira égal à 5 ( w1OO).
Notations
Dans ce qui suit la signification des notations utilisées dans la procédure ci-dessus
+ w(Q) le poids de la file Q.
+ w(I) le poids total des files de l’interface I : w(I)
+ wNTJ?(I) le poids total des files NTR de l’interface I : wNTJ?(I) Z w(Q)
QeNTR
V/Mazt(I) + W-(I).
+ wt(Q) le poids à enlever à la file non temps réel Q.
+ wTes(Q) le poids minimal d’une file non temps réel Q
G + w°(Q) le poids ajouté à la file TR à la fin de la procédure de changement depoids
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+ (Q)tt—e,ti la taille moyenne du tampon de la classe temps réel durant la période
[t — 8, t].
+ PR(Q) représente l’occupation relative pondérée de (Q)[t_6,t] par rapport à w(I).
+ BP(I) la bande passante totale au niveau de l’interface I ou, tout simplement, le
débit du lien à la sortie.
Procédure changement-poids(Q,I)
On calcule PR(Q) : PR(Q)
‘ (tQ)[t,t_E]/BP(I)) x w(I)
On initialise w°(Q) à zéro : wd(Q) ÷— O;
Pour toute file non temps réel Q’ dans l’interface I faire
wcut(QI) PR(Q) x (w(Qf)/WNTR(I));
Si ((w(Q’) — wt(QI)) est inférieur à wth)Te8(QI) ) alors
wCut(Qt)
‘ w(Q’) — wthTes(Q1);
w(Q’) t w(Q’) -
w1(Q) W(Q) + wcit(Q!);
Fin Pour
w(Q) t w(Q) + w(Q).
Les intuitions, quant aux choix effectués dans cet algorithme se décrivent comme suit.
tQ)[t_E,tJ représente, comme décrit, la taille moyenne du tampon de la classe TR durant
la période [t — E, t]. Elle représente, entre autre, l’excès qu’il ne fallait pas avoir pour ne
pas provoquer de longs délais d’attente dans Q et risquer, ainsi, de dépasser (section
6.5.1). En supposant que cette moyenne sera la même durant les périodes à venir, et
qu’un paquet devra, donc, subir les mêmes délais d’attentes que précédemment, il sera
utile d’ajouter une valeur, ayant rapport avec (Q)[t—,t] au poids de la file en question
Q. C’est ce qu’on a noté plus haut comme étant PR(Q). La classe correspondant à la
file Q sera favorisée, puisqu’en en théorie, Q sera vide.
Ce qui reste à faire, c’est d’enlever, proportionnellement aux poids des deux files NTR, la
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valeur (Q)[t—,t] à la mesure du possible. En effet, si la proportion calculée de
à enlever du poids d’une file NTR Q’, fait qu’on dépasse la limite minimale permise
wthres(Q/), alors on se contente de donner w(Q’) comme nouvelle valeur de poids
de Q’. Enfin, on ajoute la somme de toutes les proportions enlevées w°’1(Q) à la valeur
du poids de la file TR Q.
6.5.3 Mise en oeuvre dans OPNET
Pour chaque interface d’un noeud, OPNET crée une instance différente de procesus.
Ce processus appelé ip-ontput-iface s’occupe entre autres de la gestion des files d’attentes
dans cette interface. La figure (6.11) permet de visualiser certaines interactions qui
peuvent exister entre ce processus et les fichiers auxquels ce processus fait appel dont
les plus importants sont oms-qrn, ip-qos-support et oms-buffer. Ces fichiers comportent
les principales fonctions permettant de manipuler et de gérer les files que ce soit à la
réception ou à l’envoi des paquets.
Inteuuption:
Auto intetr.ptioti apti envoi ou iception d’un paquet (4)
Inteption Envoi de paquet (7)
aqueteçu )
Paquet dMl1
aquetenfi1 (3)
FIG. 6.11
— Modèle de gestion des files d’attentes dans OPNET [46]
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Quand un paquet arrive dans le ip-outpnt-iface cela déclenche une interruption (voir
étape (1) dans la figure (6.1 1)). Ce processus va appeler la fonction de classification pour
reconnaître la bonne file à choisir pour enfiler le paquet.
Une fois déterminée, le paquet sera enfilé dans la bonne file d’attente. C’est juste à ce
niveau et après cet enfilernent que nous ajoutons la fonction permettant de choisir la
bonne interface et, éventuellement, d’y adapter les poids.
o
o
Chapitre 7’
Résultats
O Notre objectif consiste à étudier quelques politiques d’ordonnancement existantes
notamment FIFO, WFQ et CBWFQ pour ensuite en élaborer d’autres variantes. Toutes
ces politiques seront comparées selon des critères bien définis afin d’évaluer leurs per
formances lors de la gestion des flux de données que ce soit en cas de congestion ou non.
La démarche adoptée est guidée par des contraintes importantes typiques aux réseaux
multiservices se manifestant essentiellement par la diversité de la typologie des appli
cations. Ces dernières ont des critères de QdS très différents. Les ressources restreintes,
dont dispose en général un opérateur de réseau, telles que la taille des tampons (buffers),
la capacité des liens. etc. sont aussi des contraintes à prendre en compte.
Notre étude expérimentale portera donc sur les caractéristiques et les performances
des politiques d’ordonnacernents utilisées. Eu effet. FIFO qui est une politique d’or
donnancement traditionnelle largement utilisée dans les réseaux actuels, n’est malheu
reusement pas capable dans certains cas de garantir les critères de QdS pour chaque
application. Comme on l’a déjà expliqué, le problème majeur est que FIFO ne possède
pas de mécanismes de différenciation entre paquets selon un ou plusieurs critères. Le but
Q de cette étude comparative est de prouver que d’autres politiques alternatives existent,
qu’elles peuvent être efficaces en matière de garantie de certains critères de QdS, et
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qu’elles sont bien placées pour remplacer PIPO dans les réseaux multiservices. Cette
étude permet aussi de constater des différences entre les différentes variantes de WFQ
pour pouvoir ainsi déceler les points forts et faibles de chacune.
Nous allons donc analyser les performances de chaque politique selon des critères de
Q dS tels que le délai et la gigue. Nous aurons les objectifs de simulation suivants
- élaborer les graphes des statistiques utiles pour chaque politique,
analyser les graphes de chacune de ces politiques,
déceler les différences probables et donner un avis sur ces résultats.
7.1 Description du simulateur
o Pour mettre en oeuvre nos propres mecanismes de QdS et reahser nos suu1ations
nous avons utilisé le logiciel de modélisation de réseaux OPNET MODELER [46]. Ce
logiciel est un environnement de conception et de simulation offrant une gamme d’ou
tils permettant de créer et simuler différents types de réseaux de communications qu’ils
soient basés sur les technologies ATM, IP ou autres.
Certains mécanismes standards sont déjà définis et intégrés par défaut et donc faci
lement configurables par l’utilisateur. On peut citer par exemple, les mécanismes de
routage (RIP, OSPF, MPLS...), de réservation (RSVP), de transport (TCP, UDP), de
signalisation (SIP), de gestion de la congestion (RED, WRED, WFQ).
Certaines politiques d’ordonnancement telles, par exemple FIFO, PQ ou CBWPQ. sont
déjà implantées. Le WFQ simple ne l’est par contre pas, et est donc supplée par le
CBWFQ.
De plus, OPNET laisse le champ ouvert aux utilisateurs pour modifier ces mécanismes
puisqu’il laisse un accès libre au code source. L’utilisateur peut aussi créer ses propres
mécanismes à travers la création de nouveaux modèles de processus, modèles de noeud,
ou autres. Il peut aussi s’assurer de leur bonne integration avec la plateforme existante
en tirant profit des outils de correction (debugging toots) offerts.
o
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Notons que le langage utilisé est le PROTO C ressemblant au langage C mais disposant
de librairies propres à OPNET.
7.2 Réseau simulé
Le modèle du réseau utilisé pour générer notre trafic est illustré à travers la fi
gure 7.1. Ce réseau est caractérisé par des noeuds au coeur du réseau et d’autres à sou
extrémité appelés noeuds d’accès. On suppose que tous ces noeuds ont des tampons de
tailles illimitées. Les noeuds au coeur sont router 8, router 9, router 10 et router 11. Les
noeuds d’accès sont router 0, router 1, router 2, router 3, router 4, router 5, router C
et router 7. Chacun de ces derniers est connecté à un commutateur qui est finalement
connecté au différents serveurs et terminaux du sous réseau correspondant, comme le
montre notamment la figure 7.2.
Dans notre réseau, chaque $11. est configuré de sorte qu’il envoie du trafic vers un seul
autre $R. Ainsi, on définit les couples (SR, SR) suivants ($R0, $R4), ($R4, SRO),
($R1, SR7), (SPI, $11.1), (SR2, SR6), (SR6, SR2), (5R3, 5R5), (SR5, SR3). Ainsi tout
le trafic généré par $R1 a pour destination $R7.
Le but est d’envoyer du trafic entre SR1 et SF1.7 (généré par SF1.1 et SR7) passant par les
routeurs $, 9, 10 et 11. Dans chacun de ces routeurs, ce trafic sera en concurrence lors
du partage des ressources avec d’autres trafics échangés entre le reste des couples (SR,
SR) définis ci-dessus. Ainsi par exemple, la disponibilité des ressources dans chacun des
routeurs tout au long du chemin entre SR1 et SPI, ne dépendra pas seulement du trafic
entre $R1 et $R7, mais aussi du trafic concurrent.
Les liens cablés entre des stations et un switch, mais aussi entre un commutateur
et un noeud d’accès, sont des liens l000BaseX de type full-duplex. Ce lien représente
une connexion Ethernet opérant à 1 Gbps. Quant aux liens entre les noeuds, ils opérent
à 2.04$ IVIbps. Ce débit est très faible par rapport à ce qu’offre les infrastructures ac
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tuelles. On aurait pu choisir des liens de capacité supérieure pouvant supporter un débit
de 44.736 Mbps ou même de 594.43 Mbps tels qu’offre OPNET MODELER dans la pa
lette de choix des liens disponibles. Cependant utiliser au maximum la capacité de ce
genre de liens en sirnula;t des périodes de congestion signifie un iombre beaucoup plus
Q grand de sessions à générer et donc des temps de simulation fastidieusement longs pouvant être comptés en semaines!
o
FIG. 7.1 — Topologie du réseau simulé
FIG. 7.2 — Composantes matérielles de chaque SR
7.3 Modèles de trafic
7.3.1 Caractéristiques des applications
Les réseaux multiservices ont la caractéristique de transporter à la fois des appli
cations NTR et d’autres TR notamment la voix et la vidéo. Ce genre d’applications a
la particularité de générer du gros trafic ce qui crée des problèmes de stockage, de sur
utilisation, et ainsi des difficultés au niveau de la gestion des réseaux de communica
tions. On a donc tendance à coder et à compresser les données émises par chacune de
ces applications lors de l’émission avant leur encapsulation sous forme de paquets IP.
Il existe plusieurs types de codeurs ayant des caractéristiques et des qualités différentes
que ce soit pour la voix ou la vidéo. Les codeurs se basant sur des méthodes sans perte
(Huffman. LZW...) ont généralement un taux de compression très faible par rapport à
d’autres méthodes qu’on verra par la suite.
L’UIT [45] est une organisation internationale dans laquelle les compagnies du secteur
privé, mais aussi des institutions publiques et gouvernementales, coordonnent leurs ef
forts pour la définition de normes touchant les réseaux et les services de télécommunication.
L’UIT est donc une source d’informations sur la normalisation, la réglementation et la
technologie des télécommunications. La famille des codeurs standards pour l’audio qu’on
a pris en compte et présentés dans le tableau 7.1 ont été déposés par l’UIT [45].
Standard Débit(kbps) Taille d’une traiue(rns) [ Année
0.711 - audio codec 64 0.125 1972
0.726, 0.727
- audio codec 16, 24, 32, 10 0.125 1990
0.722 - audio codec 48, 56, 61 0.125 1988
G.728
- speech codec 16 0.625 1992/1994
0.729
- speech codec 8 10 1995
0.723
- speech codec 5.3 et 6.4 30 1995
TAn. 7.1
— Standards audios recommandés par l’UIT
.
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Quant à IVIPEG [661, c’est le nom d’une famille de standards utilisés pour le codage de
l’information de type audio-visuel (musique, vidéo) dans un format digital compressé.
L’avantage majeur de MPEG par rapport aux autres formats de codage est que les
fichiers IVIPEG sont plus petits tout en gardant la même qualité de l’image. En ef
fet, IVIPEG utilise des techniques de compression assez sophistiquées. La famille des
standards IVIPEG inclut MPEG-1, IVIPEG-2 and IVIPEG-4, formellement connus comme
ISO/IEC-11172, I$O/IEC-13$1$ et I$O/IEC-14496 et a été réalisée conjointement sous
l’égide de l’IEC et de l’OSI.
H.261 [45] est un autre type de codage vidéo faisant partie d’une famille de standards
crées par l’UIT. Cependant le dernier standard, le H263 [451 va remplacer le H.261 dans
plusieurs applications. Les principaux codeurs standards utilisés actuellement pour la
vidéo sont présentés dans le tableau 7.2.
Standard Taux de compression Application Année
H.261 p x 64 Kbps Vidéo conférence 1988-1990
H.263 64 Kbps à plus de 2 Mbps Vidéo conférence 1995/1996
MPEG-1 de 1.0 à 1.5 lVlbps Stockage d’images animées sur des 1992/1993
systèmes de sauvegarde(CD-ROIvI)
MPEG-2 de 4 à 20 IVIbps télévision digitale 1994/1995
dépendant de la qualité
MPEG-4 9.6 à 1024 Kbps Applications multimédia 1999
(vidéo_conférence)
TAn. 7.2
— Standards vidéos recommandés par l’UIT
Pour la voix, les trames de données audio sont compressés puis transmises au réseau à
débit constant. La vidéo est la succession d’une série d’images de taille fixée envoyées à
des intervalles de temps réguliers. Le système de compression compresse chaque image
qui sera par la suite transmise sur le réseau. Les codeurs permettent ainsi de réduire
la bande passante utilisée en réduisant l’espace mémoire (en bits) utilisé par chaque
image. Cependant, en conservant une qualité donnée, chaque image est plus ou moins
compressible. Ainsi, il existe deux types de codeurs : les codeurs à taux fixe remplissent
simplement un espace mémoire qui est ensuite écoulé à un débit constant sur le réseau.
o
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Il s’agit alors, étant donné le débit choisi, de compresser chaque image de manière à ce
que la mémoire ne soit jamais vide et ne déborde jamais. Cela implique éventuellement
une réduction de la qualité des images qui ne peuvent être assez bien compressées. En
revanche, les codeurs à taux variable choisissent une qualité d’image donnée, et étant
donnée cette qualité, ils compressent chaque image au maximum possible et il en résulte
des images compressées de tailles variables et par conséquent un trafic à débit variable.
Les codeurs à taux variables sont appelés à être plus utilisés dans le futur puisqu’ils ne
dégradent pas la qualité de l’image.
Pour les futurs terminaux multimédias, les codeurs principalement utilisés seront le co
deur H.263 ou MPEG4 à taux variable pour la vidéo et le codeur G.729 pour la voix.
Ainsi, les applications voix générées dans notre simulateur utilisent le codeur G.729 dis
ponible dans OPNET, et les applications de vidéo à la demande sont générées avec un
Q débit variable par la donnée d’une taille d’image (en bits) qui suit une loi non constante(exponentielle) avec un temps d’interarrivée constant des images. Toutes les applica
tions types mises en oeuvre sont des instances des modèles d’applications proposés par
OPNET Technologies Inc. Les paramètres nécessaires à la configuration des instances
d’applications sont définis dans les manuels de configuration fournis par OPNET Tech
nologies Inc [46].
Dans notre étude nous avons choisi de définir quatre types d’applications, deux applica
tions de type temps réel (voix et vidéo) et deux autres de type non temps réel (mail et
navigation web). Chacune de ces applications appartient à une classe de service donnée
et est caractérisée par un certain nombre de paramètres. Les paramètres de configuration
Classe Application ] Description ]_Hiérarchie
Tâche de fond IViail Envoi et réception de courriels O
Standard Web Navigation sur le web 1
Multimédia Interactive Vidéo Vidéo streaming 2
Conversationnelle Voix VoIP 3
TAn. 7.3
— Les quatre types d’applications
de chacune des quatre applications ont été définis comme mentionné dans la table 7.4.
On a choisi de s’inspirer du paramètrage déjà prédéfini dans OPNET MODELER pour
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chaque type d’application. Ce pararnètrage s’effectue aussi bien pour le flot montant
que pour le flot descendant.
7.3.2 Profils de trafic
Dans notre réseau, chaque terminal est une source de trafic. Ce trafic est représenté
globalement par une ou plusieurs sessions (applications de différents types). I\’Iais, pour
décrire ce trafic et en particulier le comportement d’une source avec OPNET, on est
amené à créer un profil pour exécuter une ou plusieurs sessions. Le profil lui même va
se répéter un certain nombre de fois. On pourrait choisir préalablement le nombre de
répétitions du profil, sinon on pourrait choisir de l’exécuter jusqu’à la fin de la simulation.
La figure 7.3 montre pour un terminal donné, la succession en série du même profil qui
a été défini statiquement. La description d’une telle succession de profils est possible
grâce aux paramètres cités ci-dessous.
Début du profil : représente le moment où le premier profil commence. Il suit une
distribution statistique.
Application ] Paramètre [ Valeur sens montant Valeur sens descendant
Mail Temps d’interarrivées(en s) exponentiel(400) exponentiel(400)
Nombre d’emails constant(5) constant(5)
Taille d’un email (en bytes) constant(1000) constant(1000)
Web Temps d’interarrivées(en s) exponentiel(60)
Nombre d’objets constant(6)
Taille de l’objet (en byte) constant(Y000)
Vidéo Temps d’interarrivées des images (en s) constant(O.1) constant(O.t)
Tailles de l’image (en bytes) exponentiel(828) exponentiel(828)
Voix Longueur du silence (en s) exponentiel(O.65) exponentiel(O.65)
Longueur de la conversation (en s) exponentiel(O.352) exponentiel(O.352)
Type de codeur G.729 0.729
Nombre de trames par paquets 1 1
TAB. 7.4 — Paramètres de configuration des applications
o
o
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Durée du profil : la durée d’un seul profil. Il suit une distribution statistique.
Temps d’inter-répétition : représente le temps qui sépare deux profils consécutifs.
Il suit aussi une distribution statistique.
Nombre de répétition : nombre maximum de profils possibles avant la fin de la
simulation -
Chargeuti1
(enbits)
a’pbii
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Fia. 7.3 Succession temporelle des profils de trafic
La description de la succession des sessions dans un même profil, comme le montre la
figure 7.4, est elle même possible grâce aux paramètres suivants.
Décalage : représente le décalage en secondes entre le début du profil et le début
de la première session de ce profil. Il suit une distribution statistique.
Durée : temps maximum que peut durer une session avant qu’elle se termine. Ce
paramètre suit une distribution statistique.
Temps d’inter-répétition des sessions suit une distribution statistique. Les ses
sions sont générées en ordre. Cependant, les sessions peuvent être générées de
manière concurrente. Ainsi, pour calculer le début de la session suivante, OPNET
va ajouter le temps d’inter-répétition au temps correspondant au début de la ses
sion précédente et non pas au temps de fin de la session précédente comme on le
fait pour le calcul de sessions en série. Cette explication est aussi valide pour le
cas d’inter-répétition des profils présentés ci-haut.
Nombre de répétition : nombre maximum de sessions possibles avant la fin du
profil.
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o Les profils utilisés pour la génération du trafic sont présentés dans les tables suivantes.
Profils Début Profil (s) Durée Profil (s) Inter-répétition Profil (s) Nombre Répétition Répétition
Mail exponential(3D) fin simulation constant(300) O Série
Web constant(O) fin simulation constant(300) O Série
Vidéo constant(20) constant(300) constant(300) O Série
Vidéo 2 constant(JJO) constant(70) constant(300) O Série
Vidéo 3 constant(240) constant(50) constant(300) O Série
Voix constant(20) constant(300) constant(300) O Série
Voix 2 constant(20) constant(11O) constant(300) O Série
Voix 3 constant(YGO) constant(YOO) constant(300) O Série
G
TAB. 7.5 — Paramètres de configuration des profils dans le simulateur
Applieaticau &cutees aaanaant
= o
Début &ipioffl
g 14 I.
Durée de l’apphca±Du
Décalaee
Tens (en sec)
fIG. 7.4 — Succession temporelle des sessions à l’intérieur «un profil
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Applications j Décalage (s) Durée (s) Inter-répétition (s) Nombre répétition Répétition
Mail exponentiel(60) Fin de tâche constant(500) Illimité Série
Web exponentiel(60) Fin de tâche constant(300) Illimité Série
Vidéo exponentiel(5) constant(250) exponentiel(300) constant(O) Série
Vidéo 2 constant(5) constant(60) exponentiel(300) constant(O) Série
Vidéo 3 constant(5) constant(40) exponentiel(300) constant(O) Série
Voix exponentiel(5) constant(250) exponentiel(300) constant(O) Série
Voix 2 exponentiel(5) constant( 100) exponentiel(300) constant(0) Série
Voix 3 exponentiel(5) constant(90) exponentiel(300) constant(0) Série
TAB. 7.6
— Paramètres de coilfiguration des sessions dans les profils
o
7.4 Scénarios pour la génération du trafic
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Comme déjà mentionné dans la section 7.2, Ou a défini les couples (SR, $R) suivants:
(SRO, SR4), (SR4, SRO), (SR1, $R7), (SRZ, $R1), ($R2, SR6), ($R6, SR2), (SR3, SR5),
(SR5. SR3). Ainsi tout le trafic généré par SRY a pour destination SRZ.
La durée de chaque simulation étant de 330 secondes.
La période d’exécution du profil Voix 2 correspond à la Phase A, celle de Vidéo 2 à
la Phase 3,celle de Voix 3 à la Phase C et celle de Vidéo 3 à la Phase D. Une phase
s’écoule entre le moment du début et de fin du profil (voir table 7.5). il se peut que
deux phases se chevauchent pendant une courte période, comme les différentes phases
présentées dans la table 7.5. Les tables suivantes décrivent le type ainsi que le nombre
de profils utilisés par scénario.
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Vojx2 2 2 2 2 2 2 2 2
Voix3 2 2 2 2 2 2 2 2
Vidéo 3 3 3 3 3 2 2 2
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
o
TAn. 7.7
— Profils par SR pour le scénario A
o
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 2 3 3 3 2 3 3 3
Voix3 2 3 3 3 2 3 3 3
Vidéo 3 3 3 3 3 3 3 3
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
TAn. 7.8 — Profils par SR pour le scénario 3
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 3 3 3 3 3 3 3 3
Voix3 3 3 3 3 3 3 3 3
Vidéo 4 3 3 3 3 3 3 3
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
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TAn. 7.9 Profils par SR pour le scénario C
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 1 1 1 1 1 1 1 1
Voix3 1 1 1 1 1 1 1 1
Vidéo 3 3 3 3 3 3 3 3
Vidéo2 1 0 0 0 0 1 1 1
Vicléo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
TAn. 7.10 — Profils par $R pour le scénario D
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 1 1 1 1 2 2 2 2
Vojx3 1 1 1 1 2 2 2 2
Vidéo 4 3 3 3 3 3 3 3
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
IViail 130 130 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
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TAB. 7.11
— Profils par $R pour le scénario E
Profil\SR SR D SR 1 SR 2 SR 3 SR 1 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 2 3 3 3 2 3 3 3
Voix3 2 3 3 3 2 3 3 3
Vidéo 3 2 2 2 2 2 2 2
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130 130 130
Web 110 110 110 110 110 110 110 110
TAn. 7.12 — Profils par SR pour le scénario F
Pro6l\SR SR D SR 1 SR 2 SR 3 SR 1 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 3 3 3 3 3 3 3 3
Voix3 3 3 3 3 3 3 3 3
Vidéo 3 3 3 3 2 2 2 2
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 130 130 130 130 130 130 130 130
‘vVeb 110 110 110 110 110 110 110 110
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TAn. 7.13 — Profils par SR pour le scénario G
Profil\SR SR 0 SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 2 3 3 3 2 3 3 3
Voix3 2 3 3 3 2 3 3 3
Vidéo 3 3 3 3 3 3 3 3
Vidéo2 1 0 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
Mail 37 37 37 37 37 37 37 37
Web 100 100 100 100 100 100 100 100
TAB. 7.14 — Profils par SR pour le scénario H
Profil\SR SR O SR 1 SR 2 SR 3 SR 4 SR 5 SR 6 SR 7
Voix 6 5 5 5 5 5 5 5
Voix2 1 0 0 0 1 0 0 0
Voix3 1 0 0 0 1 0 0 0
Vidéo 3 2 2 2 2 2 2 2
Vidéo2 I O 0 0 0 1 1 1
Vidéo3 1 0 0 0 0 1 1 1
I\’Iail 130 130 130 130 130 130 130 130
Web 330 330 330 330 330 330 330 330
TAB. 7.15 — Profils par SR pour le scénario I
Pour chaque scénario, dépendemment du nombre et du type des profils générés,
on aura irne demande clifféreilte en matière de bande passante. Dans la partie gauche
de la table 7.16, on définit pour chaque scénario et pour chaque classe, le pourcentage
de bande passante à utiliser à travers tout le réseau à certaius moments. Ces moments
correspondent aux moments où les profils Voix 2 (Phase A) et. Voix 3 (Phase D) sont
actifs, alors que les profils Vidéo 2 et Vidéo 3 ne le sont pas. Pour le cas où les profils
Voix 2 et Voix 3 sont inactifs et les profils Vidéo 2 (Phase B) et Vidéo 3 (Phase D)
sont actifs, le pourcentage de bande passante est présentée dans la partie droite dc la
table 7.16.
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Scénario\Classe Voix Vidéo Web Mail ¾ BP Voix Vidéo Web Mail % BP
A 43 37 13 7 100 31 43 13 7 94
3 46 40 13 7 106 31 43 13 7 94
C 49 43 13 7 112 31 43 13 7 94
D 37 40 13 7 97 31 43 13 7 94
E 40 43 13 7 103 31 43 13 7 94
F 46 31 13 7 97 31 43 13 7 94
G 49 34 13 7 103 31 43 13 7 94
I-I 46 40 12 2 100 31 43 13 7 94
I 34 31 39 7 111 31 43 13 7 94
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TAB. 7.16
— Trafic généré par les classes de chaque scénario
Dans le cas d’uii CBWFQ, les poids des différentes classes sont les mêmes pour tous
les scénarios et sollt présentés dans la table 7.17.
Dans un PQ les classes ont le même ordre d’importance que celles dans CBWFQ. La
Voix Vidéo Web Mail Total
43 37 13 7 100
TAB. 7.17
— Poids des classes dans un CBWFQ
Voix étant la classe à plus haute priorité.
o
o
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7.5 Evaluation de la précision des bornes déterministes
Dans ce qui suit on va comparer les bornes déterministes, calculées en se basant
sur les travaux présentés dans la section 5.2.2, avec les bornes mesurées par simulation
sous les mêmes conditions. On suppose qu’on calcule le délai pour la classe voix dont le
poids w, dans mi contexte CBWFQ, représente une fraction de 0.4 de la somme totale
des poids. Les délais calculés sont effectués entre une source voix rattachée au routeur
O et une destination reliée au routeur 4.
7.5.1 Bornes de Charny et Le Bondec
On suppose que dans le Scan percé. u est égale à 1 unité (section 3.3). D’où, brn =
MTU (taille d’un paquet). Les paramètres de réseau, déjà définis dans la section 5.2.2
et liés aux formules 5.2 et 5.3 sont détaillés comme suit
w = 40/100.
C7 lGbps ou lOMbps.
= lGbps ou lOMbps.
g = w x C’0.
= ‘w x C0.
Ï?,6.
bmax = taille d’un paquet 4$ Octets = 384 Bits(20 Octets Données + 20 Octets
entête IP + $ Octets entête UDP).
=
l9.2Kbps. Pour la voix, on est présence d’un codec G.729 ($Kbps). En
ajoutant les différentes entêtes (IP et UDP), cette source enverrait à un débit de
19.2Kbps.
•
= taille d’un paquet = 384 Bits.
Avec ses paramètres, le facteur d’utilisation maximum toléré et calculé à partir de
l’inégalité 5.2 est u < 0.2941. Donc.., on ne peut pas effectuer mi calcul du délai pour
o
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une utilisation de plus de 29.41% de la. bande passante disponible gj• En se basant
sur le théorème 5.3, on présente dans les tables 7.19 et 7.18 les délais calculés avec
différents facteurs d’utilisation cj tels que oj < c. 011 choisit les valeurs c suivantes
cv., e 0.2, 0.0923,0.0462,0.0153. La différence entre les deux tables est la valeur maximale
qu’un noeud peut avoir comme débit d’entrée. Pour la table 7.19, on a utilisé un SR où
le lien vers le noeud d’entrée au réseau possède une capacité de lQhps. Pour la table
7.18, 011 a utilisé un SR où le lien vers le noeud d’entrée a une capacité de iOMbps.
c = 0.2 u = 0.0923 u = 0.0462 u = 0.0153
Délai calculés (ms) 46.65$ 10.493 4.617 1.76
Délai réels (ms) 0.00006761 0.0000525 0.0000007 0
TAn. 7.1$ — Délais calculés (Charny) vs Délais mesurés lOMbps)
o u = 0.2 u = 0.0923 u = 0.0462 u = 0.0153Délai calculés (ms) 45.016 9.692 3.953 1.168
Délai réels (rns) 0.00006207 0.00004915 0.00000024 0
7.5.2 Bornes de Jiang
De même que dans la section 7.5.1, on suppose que dans le Secvu percé. u est égale à
1 unité. D’où, u L,01 (taille maximale d’un paquet). Les paramètres de réseau, déjà
définis dans la section 5.2.2 et liés à la formule 5.9 sont détaillés comme suit
w — 40/100.
H 6.
C6 = lGbps ou loPcfbps, représente le débit du lien h.
‘
L7 = 3$4Bits.
- R6=wxC1,
E6 pour le cas d’un ordonnanceur de type WFQ.
TAB. 7.19
— Délais calculés (Charny) vs Délais mesurés (C = lGbps)
o
P6 est égale à 1 x
L,, est égale à 1 x Linax 384Bits.
‘ est égale à 1.
3XLmrr
Avec ses paramètres, le facteur d’utilisation maximum toléré et calculé est : c
0.2941. En se basant sur le théorème 5.9, on présente dans les tables 7.21 et 7.20
les délais calculés avec différents facteurs d’utilisation crj tels que c < c, avec nj
0.2,0.0923,0.0462,0.0153. Pour la table 7.21, on a utilisé un SR où le lien vers le noeud
d’entrée au réseau possède une capacité de lGbps. Pour la table 7.20, on a utilisé un
$R où le lien vers le noeud d’entrée a une capacité de 10I\/Ibps.
ci = 0.2 ci = 0.0923 ci = 0.0462 ci = 0.0153
Délai calculés (iris) 3.6862 1.8419 1.5423 1.3969
Délai réels (ms) 0.00006761 0.0000525 0.0000007 0
Q TAn. 7.20 — Délais calculés (Jiang) vs Délais mesurés (P,1 lOMbps)
ci = 0.2 ci = 0.0923 ci = 0.0462 ci = 0.0153
Délai calculés (ms) 1.9756 0.9368 0.7681 0.6861
Délai réels (rns) 0.00006207 0.00004915 0.00000024 0
TAn. 7.21 Délais calculés (Jiang) vs Délais mesurés (P,, = lGbps)
7.5.3 Conclusions
Les bornes déterministes présentées par Jiang sont meilleures que celles déterminées
dans le cadre des travaux de Charny et Le Boudec. Elles sont nettement meilleures quand
il s’agit d’un plus grand facteur d’utilisation.
Reste que ces bornes sont peu précises. Ceci s’ajoute à une forte restriction quant au
degré d’utilisation de la bande passante disponible. Dans le cas d’un service garanti, un
contrôle d’admission basé sur ces bornes, n’est pas efficace et mène à une grande sous
utilisation du réseau.
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7.6 Comparaison des politiques FIFO, PQ, CBWFQ
Les politiques d’ordonnancement étudiées sont FIFO, PQ, et CBWPÇ. Le choix
s’est porté sur FIFO puisque c’est la politique actuellement utilisée dans l’Internet. On
a aussi choisi PQ car elle reste une politique intéréssante vu qu’elle favorise les classes
de plus hautes priorités alors que les classes de basses priorités risquent la famine. PQ a
aussi été utilisé dans [21] pour le comparer à une politique adaptative. Pour étudier les
performances de chacune de ces politiques et réussir à les comparer, on va tout d’abord
construire sous OPNET plusieurs instances de réseaux identiques. La seule différence
entre ces instances concerne la politique d’ordonnancement implantée dans tous les
noeuds (routeurs) du réseau. Evidemment, dans une même instance de réseau, on va
choisir un même processus «ordonnancement pour tous les types de noeuds qu’ils soient
C... des noeuds à l’extémité ou des noeuds au coeur du réseau. On parlera alors d’un réseautout FIFO, tout PQ, ou tout CBWFQ. Notre étude va se baser sur la comparaison de
ces politiques par rapport aux principaux critères de QdS connus.
V Le niveau de respect du délai de bout en bout des applications temps réel. Ce
délai étant principalement calculé à partir du temps passé par les paquets d’une
application donnée dans les files de chaque noeud qu’elle traverse.
/ La valeur de la gigue réalisée par ces différentes politiques. La meilleure entre ces
dernières est celle qui réalise la plus petite valeur de la gigue.
/ Temps de réponse d’une page web.
/ Temps de téléchargement d’un message électronique (courriel).
Nous avons essayé d’évaluer la politique WFQ simple (par flots), mais cela était impos
sible à réaliser. Déjà et à travers les différentes lectures effectuées [11 [42], on dit bien
que WFQ simple n’est pas implantable dans les réseaux à haut débit du fait du grand
nombre de flots à gérer en plus de la complexité du calcul des valeurs des estampilles
Fk (voir section 4.1.3). Malgré cela, nous avons essayé d’évaluer WFQ mais nous avons
rencontré les contraintes suivantes ce qui nous a obligé à renoncer aux tests sur les
performances du WFQ simple.
o
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> OPNET implante un WFQ où la configuration des files d’attentes dans les noeuds
se fait manuellement et statiquement préalablement au lancement des simulations.
Ceci est utile pour implanter un CBWFQ. Cependant il est possible d’imaginer
la création au préalable d’une file pour chaque session allant être établie durant
la simulation. Ceci est possible grâce au paramètres dont on dispose pour la ca
ractérisation d’une session dans le panneau de configuration de WfQ. Ces pa
ramètres sont : TOS, Protocole, adresse source, adresse destination, port source,
port destination, interface d’entrée.
> OPNET se limite aux 100 premières files d’attentes créées par un noeud donné.
OPNET ignore le reste des files. On ne peut donc pas avoir plus que 100 sessions à
gérer par noeud, ce qui ne répond pas à nos objectifs pour évaluer un WFQ simple
dans des cas de congestion comme dans celui du scénario C. En fait nous générons
O plus de 100 sessions dans tous les scénarios.
> OPNET n’implante pas un vrai WFQ. C’est un VC qui est implémenté à la place.
Bon nombre de simulateurs de réseaux tel que N$2 font de la sorte et implantent
VC au lieu de WFQ. Ceci découle du fait que le calcul des F1k d’un WfQ est très
complexe alors que le calcul des temps virtuels de VC est beaucoup plus simple
à effectuer (section 4.1.3). Aussi, VC se comporte identiquement à un WFQ dans
le cas où toutes les files sont pleines (section 4.1.3, section 9.5.2 de [1] et [31]).
Les concepteurs de ce genre de simulateurs se permettent alors d’échanger un vrai
WFQ par un simple VC ce qui limite le champs de tests à des cas où toutes les
files sont pleines. Nous ferons en sorte de nous intéresser aux cas où toutes les files
sont pleines pour éviter de tomber dans de fausses interprétations.
Les scénarios choisis pour l’évaluation prennent en considération différents cas de
figure où la quantité de trafic influe sur les résultats et les performances de chaque
politique. Les délais de bout en bout exprimés dans les figures sont des moyennes et ne
représentent pas une mesure des délais entre une paire origine destination particulière.
Dans le scénario A, On a pris en compte du trafic utilisant à peu près 100% des ressources
disponibles (table 7.16). On en utilise un peu plus au début, vu que le profil Mail utilise
un peu plus que 7% des ressources, mais se stabilise vers le milieu de la simulation. Ceci
o
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explique le fait que dès le début, les délais pour FIFO dépassent les 200 ms et atteignent
1.2 secondes vers la fin du profil Voix 2 (Phase A) (figure 7.5). 200 iris est la valeur
à partir de laquelle on considère qu’on dégrade la Qd$ des applications TR Dès lors,
les performances de PIPO s’améliorent jusqu’au début de Vidéo 3 (Phase D) vu que
les ressources sont utilisées à peu près à 94%(< 100%). Le fait que Voix 3 commence à
peu près à l6Osec et que Vidéo 3 finit à peu près à l8Osec fait que sur le graphique, et
durant ce petit intervalle, les délais pour FIFO augmentent de nouveau.
Cependant, PQ et CBWFQ réalisent comme prévu des délais en dessous de 200 iris
tout au long de la simulation. Les délais de bout en bout réalisé par un réseau tout
GB WFQ sont légèrement supérieurs à cause des plus longs délais de traitement que
cause un ordonnanceur VC par rapport à un ordonnanceur PQ (figure 7.7). Cela est
dû, d’une part, à la simplicité de gestion des files de PQ, et de l’autre, aux calculs plus
complexes effectués par VC. On aurait sûrement eu de plus grands délais de bout en
O bout si OPNET implantait un vrai WFQ.
Pour la vidéo, FIFO dépasse de même la limite des 200 iris durant toute période où les
ressources sont utilisées à un peu plus de 100%. PQ réalise toujours d’excellents résultats
quant aux délais de bout en bout. Quant à CBWFQ, il se comporte mieux que PIPO.
Les deux remontées dans la courbe FIFO de la figure 7.6 sont dues au fait que Voix 2
et Vidéo 2, ou Voix 3 et Vidéo 3, sont actifs au même moment et donc représentent
des demandes en ressources supérieures aux ressources disponibles. Ceci représente des
petites périodes d’à peu près 20 sec. Durant ces périodes les files d’attentes des classes
vidéo vont augmenter de taille. Juste après ces périodes les performances de CBWFQ
commencent à s’améliorer de nouveau. Reste que CBWFQ doit vider petit à petit les
files déjà remplies, ce qui explique la lenteur dans la diminution des délais de bout en
bout après les deux pics (130 sec et 180 sec).
PQ traite la classe voix comme la classe de plus haute priorité et la classe vidéo avec
une priorité moindre. Dans nos scénarios, puisque la somme des trafics voix et vidéo est
toujours inférieure à la totalité de la bande passante disponible en sortie, alors on auraQ toujours les mêmes résultats pour des réseaux tout PQ. C’est ainsi qu’on omettra les
résultats de PQ pour certaines figures dans le reste de cette section.
FIG. 7.5
— Délai bout en bout voix : FIG. 7.6
— Délai bout en bout vidéo
Scénario A Scénario A
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Pour la gigue, les trois politiques réalisent de bons résultats. Les variations du délai de
bout en bout sont minimes (voir figure 7.8).
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FIG. 7.7
— Délai bout en bout voix : Scénario A (sans FIFO)
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Dans le scénario B, on a choisi le trafic de sorte qu’il soit supérieur aux ressources
disponibles (table 7.16). FIFO réalise de mauvais résultats partout. Quant à CBWFQ il
est aussi mauvais vu que les proportions de bande passante allouées aux classes voix et
vidéo sont inférieures à la demande. Cela résulte en uue grande accumulation de trafic
dans les files correspoildantes. Durant la Phase A. les délais de bout en bout augmentent
O linéairement. Cela résulte en une large gigue aussi bien pour la voix que pour la vidéo.
contrairement à la petite gigue réalisée par PQ (voir figure 7.11).
Sachant que dans ce scénario, les trafics générés par les classes Mail et Web ne dépassent
pas les proportions de bande passante allouées par le CBWfQ, le mauvais comportement
des classes Voix et Vidéo ne peut être absorbé par les classes NTR. On voit que les délais
de bout en bout dépassent ceux réalisés avec PIPO. Ceci est dû au fait que dans le cas
de FIFO (ordonnancement agrégé), ce mauvais comportement est aussi absorbé par le
trafic des classes Mail et Web ce qui rend les délais de bout en bout pour Voix et
Vidéo un peu moindres. Ceci vient du fait que le degré d’agrégation est inversement
proportionnel au degré de protection (voir section 4.2.2).
Dans le scénario C, de même que dans B, on a choisi le trafic de sorte qu’il soit très
supérieur aux ressources disponibles. Cependant, ici, on se retrouve dans le cas de plus
forte congestion si on comparait le trafic généré par B et celui généré par C. Ainsi les
Ç mauvais résultats de PIFO et CBWFQ sont plus accentués que ceux trouvés avec B.
On peut constater cela à travers les figures 7.9 pour B et 7.12 pour C. Cependant les
mêmes conclusions faites sur B sont applicables avec C. La gigue est aussi plus large.
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FIG. 7.11
— Gigue voix Scéuario B
La particularité de CBWFQ par rapport à FIFO est qu’il différencie entre les classes
(agrégation moins rigide) ce qui fait qu’il alterne entre bon et mauvais daus le cas de
la voix (7.12). En effet les délais de bout en bout diminueut dès que le trafic généré est
inférieur à aux ressources disponibles (fin des profils Voix 2 et Voix 3). Dans la phase À
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FIG. 7.12
— Délai bout eu bout voix : FIG. 7.13
— Délai bout en bout vidéo
Scénario C Scénario C
du scénario D, on utilise un peu moius que la totalité des ressources. Pour la voix, FIFO
réalise d’assez bons résultats au début, mais dépasse malgré tout la barre des 200 ms
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avallt même le début de Vidéo 2. Quant à CBWFQ, et vu que le trafic voix (37%) est
inférieur à la quantité de bande passante allouée (w 43), les résultats sont excellents
et se situent en dessous de 75 rns (figure 7.14). Pour la vidéo. FIFO se comporte de
même que pour la voix à cause d’absence de différentiation. Pour sa part, CBWfQ à du
mal à toujours rester sous la barre des 200 iris durant toute la phase A. On note, en effet,
quelques dépassements si on se réfère à la figure 7.15. IVialgé que le trafic vidéo généré
est supérieur à la bande passante allouée, CBWFQ arrive généralement à respecter les
délais et assure souvent une assez bonne qualité pour la vidéo. Ceci est dû au fait que,
durant la phase A on n’utilise pas la totalité des ressources.
Avec CBWFQ et au début de la Phase G, les files vidéo sont remplies, à cause du trafic
vidéo élevé généré durant la phase B. Cependant ces délais vont diminuer peu à peu
pour atteindre des valeurs inférieures à 200 ms.
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Pic. 7.14 — Délai bout e bout voix t Pic. 7.15 — Délai bout en bout vidéo
Scénario D Scénario D
Pour le scénario E, on génère du trafic qui sollicite à peu près 103% des ressources
(sur utilisation). PIPO n’arrive pas à satisfaire les besoins des classes temps réels en
terme de délais et de gigue. Dans le cas de C3WFQ, le fait que trafic voix généré soit
inférieur à la bande passante lui étant allouée (w 43), fait que les délais pour la voix
sont excellents (voir figure 7.1$). La gigue est aussi très petite et est comparable à celle
de PQ (figure 7.19).
La demande du trafic vidéo est, quant à elle, très supérieure à la bande passante allouée
O (w = 37). Vu qu’on est en période de congestion avec une demande de 103%, une partie
du surplus du trafic vidéo est accumulée dans les files de sorte que les délais de bout en
bout pour la video augmentent rapidement (figure 7.17).
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Dans le scénario F, on génère du trafic qui sollicite à peu près 97% des ressources
disponibles. Dans la figure 7.21, on voit que FIFO maintient un délai pour la voix le
plus souvent supérieur à 2 sec. Pour la vidéo, là où l’utilisation ne dépasse pas les 31%
des ressources, FIFO arrive à réaliser difficilement de bons résultats et maintient assez
souvent des délais inférieurs à 200 ms.
CBWFQ, réalise de très bons résultats avec délais comparables à ceux de PQ. Pour
la vidéo, les délais sont autour de 100 ms dans les périodes où le trafic vidéo généré
est inférieur à la bande passante allouée (w = 37). Pour la voix, malgré que la bande
passante allouée est inférieure à la demande, la proportion non utilisée par la vidéo sert
à la voix pour réaliser de très bons délais (voir figure 7.20 et 7.22). CBWFQ est équitable
en matière de bande passante à cause notamment du critère max-min-fair-sh are.
o
FIG. 7.20 — Délai bout en bout voix : FIG. 7.21 Délai bout en bout vidéo
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FIG. 7.22 Délai bout en bout voix : Scénario F (sans PIFO)
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Pour le scénario G, comme dans le scénario E, on génère du trafic qui sollicite à
peu près 103% des ressources. Dans le cas de CBWFQ. la demande du trafic voix (49%)
est très supérieure à la bande passante allouée (‘w = 43). Vu qu’on est en période de
congestion avec une demande de 103%, une partie du surplus du trafic voix est accumulée
dans les files de sorte que les délais de bout en bout augmentent au dessus de la barre
de 200 ms (figure 7.23).
Pour la vidéo, le fait que le trafic généré soit inférieur à la bande passante lui étant
allouée (w 37), fait que les délais pour la vidéo sont très satisfaisants durant les
phases A et C (figure 7.24).
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Fia. 7.23 — Délai bout en bout voix : Fia. 7.24 — Délai bout en bout vidéo
Scénario G Scénario G
Dans le scénario I, on a choisi le trafic de sorte qu’il soit très supérieur aux ressources
disponibles (table 7.16). Sauf que, dans le cadre d’un CBWFQ, les trafics voix et vidéo
générés sont très inférieurs à la bande passante disponible. CBWFQ, en donnant de
gros poids aux classes TR, arrive à satisfaire les exigences des trafics TR Les délais de
ceux-ci sont comparables à ceux de PQ (voir figures 7.27 et 7.28).
FIFO réalise évidemment de mauvais résultats comparables à ceux réalisés dans le
scénario A (figures 7.25 et 7.26).
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FIG. 7.27
— Délai bout en bout voix FIG. 7.28 —. Délai bout en bout vidéo
Scénario I (sans FIFO) Scénario I (sans FIFO)
A travers ces interprétations, ou voit que, par rapport aux applications TR, FIFO
se comporte très mal, CBWFQ arrive à satisfaire dans pas mal de cas alors que PQ
réalise des résultats irréprochables. Les grandes variations des délais mesurés avec FIFO
montrent que la gigue est plus large.
Les résultats de PQ pour les classes prioritaires TR est néanmoins source de bien des
tracas pour le cas des classes de priorité inférieures ou NTR. On s’attend sûrement à
avoir de mauvaises surprises quant au traitement de ces classes. En effet, si on regarde
les temps de réponse (DRT) lors du téléchargement d’un message électronique (Mail
étant la classe de plus basse priorité) dans le cas du scénario A, on voit qu’ils sont plus
grands que ceux réalisés avec CBWFQ ou FIFO (figure 7.29). Pour le scénario C, cesQ écarts sont encore plus accentués (figure 7.30).
Ces dernières performances de PQ font apparaître le risque de suppression des paquets
o
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au niveau des noeuds où les tampons sont de tailles limitées, voir même le risque de
famine pour les classes NTR. spécialement la classe Mazt.
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Etant donné que la classe Web est de priorité pius élevée que Mait (mais de moindre
priorité que Vidéo), ses temps de réponse (PRT) pour le téléchargement d’une page
web restent comparables à ceux de CBWPQ dans le cas du scénario A (figure 7.31).
Cependant ses performances se dégradent plus vite que les autres politiques clans le cas
du scénario C où la congestion est plus accentuée (Phase A et Phase C de la figllre
7.32). Cela est dû au fait que la valeur de w’”’(Q) (section 6.5.2) peut au maximum
être de 10 ((t fa0t+WWeb)_( +whr8) (7+13)—(5+5))(voir table 7.16), alors
que les classes TR ont besoin, intuitivement, d’un wtd(Q) de valeur 12 représentant
la demande excédentaire du trafic TR par rapport à la bande passante disponible (voir
table 7.16).
Les résultats obtenus à travers ces différents scénarios viennent confirmer les points
annoncés dans la section 6.1.2 pour le cas de la politique CBWFQ. Aussi, cette politique
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reste la politique la plus équitable. Les résultats obtenus pour FIFO et PQ confirmeit
leurs statuts de politiques non équitables.
CBWFQ se comporte assez bien même si les demandes des classes TR sont excessives,
mais que la congestion n’est pas forte. C’est le cas de la Phase A du scénario A.
Sous CBWfQ et durant certaines phases de certains scénarios (Phase A des scénarios
A, D ou G), les délais de bout en bout pour les classes TR dépassent de peu la barre
de 200 rns. Il est, ainsi, intéressant de disposer d’uiie façon permettant de favoriser ce
type de classes.
Dans la section suivante on présente les résllltats de la politique adaptative du chapitre
6. Celle-ci fait la différentiation entre ces quatre classes et qui essaye de donner, sans
abuser et quand il le faut, plus de priorité aux classes TR.
o
o
7.7 Évaluation du CBWFQ adaptatif
Pour les besoins des simulations et de la procédure décision-ajusternen, nous avons
choisi = E = 150 ms et Qm, = 1000 bits.
Pour les classes TR et dans la plupart des scénarios, la politique adaptative améliore
significativement les délais de bout en bout obtenus par CBWFQ. Ceci est valable pour
tous les scénarios sauf pour le cas du scénario C (figures 7.33, 7.34, 7.35, 7.36, 7.37, 7.38,
7.39, 7.40, 7.41 et 7.42).
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Fie. 7.37
— Délai bout en bout voix : Fie. 7.38 — Délai bout en bout vidéo
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En effet, les proportions en excès demandées de la. part des classes TR dépassent les
proportions que peut leurs offrir les classes NTR. L’algorithme adaptatif peut soustraire
au maximum mi poids de 10 ((Mait + w’7) — (w7 + w) = (7 + 13) — (5 + 5))
de NTR Mais cela ne suffit pas à la demande supérieure des classes TR du scénario
d. Ainsi, d’après les figures 7.43 et 7.44, la voix va rester insatisfaite.
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Fic. 7.43 — Délai de bout en bout voix : FIG. 7.44 — Délai de bout e bout vidéo
Scénario C Scénario C
On pourrait se demander pourquoi c’est la voix qui se trouve insatisfaite tians ce
cas (scénario C), et. non pas la vidéo?
Au niveau de chaque noeud du réseau, les trafics TR envoient toujours plus que la pro
portion allouée en sortie. On devrait, rapidement s’attendre à recourir à un ajustement
quasi simultané des poids des classes TR. Cependant, pour ce scénario, les tailles des
tampons des files TR sont très importantes durant E (150 rns). Dans le cas où les deux
classes TR ont dépassé les délais, il suffit que trois paquets vidéo arrivent avant un
paquet voix pour qu’ils raflent la majorité des 10 unités de poids que peuvent offrir
les classes NTR. Ainsi, la fréquence de réception des paquets influe grandement sur la
procédure de redistribution des poids.
Cela est dû au fait que notre procédure d’ajustement satisfa.it toujours, à la mesure du
possible, celui qui demande de hausser son poids sans se préoccuper de combien de fois
il l’a déjà haussé.
Dans le cas où PR(Q) (section 6.5.2) est supérieur à 3, la procédure d’ajustement des
poids haussera de 3 unités le poids de la file vidéo, à chaque paquet vidéo reçu à un
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— Délai bout en bout voix FIG. 7.46 — Délai bout en bout vidéo
Scénario C (thTeS 3) Scénario C = 3)
diminuer et leurs variations aussi. En effet, les gigues réalisées avec un CBWFQ sont
nettement améliorées. Dans la figure 7.47, on montre les résultats réalisés à ce niveau
par CBWFQ et par notre politique adaptative.
Pour le cas du scénario C. cette gigue est aussi améliorée mais reste très large.
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temps t. La valeur 3 représente la demande excédentaire du trafic vidéo par rapport à
la bande passante disponible durant la période [t
— r, t].
Pour le cas du scénario C, nous avons changé la valeur de w1 de 5 à 3. Ceci est
pour permettre à la demande des classes TR d’être satisfaites. En effet, dans ce cas,
l’algorithme adaptatif peut soustraire au maximum un poids de 14 ((wM + wb) —
(w + w) = (7 + 13) — (5+ 5)) de ITR qui va, effectivement, suffire à satisfaire
toutes les demandes des classes TR (voir figures 7.45 et 7.46).
Le fait qu’on essaye, au mieux, de satisfaire les classes TR, fait que les délais vont
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Conclusions
Dans le cas de certaines phases de certains scénarios (Phase A des scénarios A, B,
D, E, ou G), notre politique adaptative respecte les délais de bout mi bout pour les
classes TR qui ne dépassent pas 200 ins. Ceci se fait sans trop dégrader la qualité des
classes NTR (PRT pour la classe Web et DRT pour la classe Mail). Les variations sur
les délais sont aussi bien maîtrisées et les gigues sont, par conséquent. petites.
Pour le cas de fortes congestions (plus accentuées que celle du scénarios C), notre poli
tique ne garantit plus les délais pour les classes TR, en plils de dégrader considérablement
la qilalité des classes NTR.
Dans la section suivante on explique une variante de notre politique adaptative, qui au
contraire et dépendemment du choix de e, favorisera la voix.
G
7.8 Variantes du CBWFQ adaptatif
La variante présentée dans cette section a pour but de montrer l’influence du choix
de E sur la procédure de redistribution des poids. s’il y a forte congestion. Au lieu d’un
E 150 ms, on le choisira égal à 0.0001 ms pour simuler un ajustement des poids de
moindre ampleur. En effet, en regardant les résultats du scénario E (voir figure 7.4$), on
remarque que les délais de bout en bout pour les deux classes TR ont été aussi améliorés.
Cependant, on remarque que fa réaction se fait plus lente. La période d’ajustement est
plus longue que dans le cas précédent. Cela est dû au fait que les proportions de rvcut
des classes NTR sont plus petites. Dans le cas du scénario C, ce choix mène à plusieurs
dépassements du délai permis (200 ms). La réaction de la procédure d’ajustement se
fait tardive.
Dépendemment du trafic, le choix de e peut, soit signifier une réaction lente, soit une
réaction rapide. L’idéal c’est de disposer d’un e qui mène à une diminution du délai à la
limite inférieure de 200 ms, sans toutefois dépasser cette limite. Reste que pour le cas de
FIG. 7.4$
— Délai bout en bout vidéo : Scénario E
fortes congestion, la nouvelle valeur de e change la manière avec laquelle la procédure
redistribue les poids. Sachant qu’un plus grand nombre de paquets de type voix circule
dans le réseau (table 7.4). la chance que donne notre procédure d’ajustement à ce type
de paquets est beaucoup plus grande que celle donnée aux paquets vidéo. Dans le cas
du dépassement de dniax par les deux types de paquets TR, il y aura plus de paquets
voix qui viendront reclamer la hausse des poids de leurs files respectives.
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Le choix de E s’avère crucial quant à la définition du comportement exigé de la part de
la procédure d’ajustement des poids.
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FIG. 7.49 Délai bout en bout voix : FIG. 7.50 Délai bout en bout vidéo
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oConclusion et Perspectives
Plusieurs points dans ce mémoire ont été considérés. Notre but était de satisfaire
la QdS des applications temps réel essentiellement en terme de délai de bout en bout et
de gigue.
Q Nous avons tout d’abord évalué des bornes déterministes pour les cas de flots agrégés,puis cuelques politiques d’ordonnancement existantes. Nous avons finalement proposé
une politique d ‘ordonnancement adaptative.
Lors de l’évaluation des bornes déterministes, nous avons remarqué que les bornes
trouvées sont peu précises. Les bornes sont généralement utilisées pour effectuer un
contrôle d’admission afin d’accepter ou refuser une session. Réaliser un tel contrôle
d’admission, en se basant sur ces bornes, peut mener à une sous utilisation des res
sources du réseau et donc à l’inefficacité de sa gestion.
Dans la littérature, les politiques d’ordonnancement les plus intéressantes sont celles
qui traitent les paquets avec équité. Cette équité est, dans l’exemple de WFQ, réalisée
à travers le critère ma min fair share. Ces politiques sont dites équitables, mais elles
ne considèrent pas certaines informations importantes telles que le degré de respect des
bornes sur le délai.
Nous avons conçu une politique basée sur WPQ avec traitement agrégé des flots. Cette
politique récupère, en temps réel, les délais subis par les paquets en cours de traite
O ment. Dépendemment du niveau de respect du délai, notre politique va adapter lespoids pour. ainsi, satisfaire les classes temps réel. Cette politique a été implémentée et
validée avec le simulateur Opnet Modeler et a été comparée avec CBWFQ. Les résultats
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obtenus montrent que la politique adaptative améliore nettement, dans le cas de faible
ou moyenne congestion, la gigue et les délais de bout en bout des paquets des classes
temps réel.
Cependant, les choix de certains paramètres relatifs à la procédure d’ajustement des
poids influent grandement sur le comportement de la politique adaptative.
Travaux futurs
Les bornes déterministes actuelles sont peu précises et il serait intéressant de mieux
les explorer. Le fait de disposer de meilleures bornes peut aider à la procédure de prise
de décision pour l’acceptation ou le refus d’une session. Nous pensons qu’il est peu pro
bable que de tels travaux aboutissent dans le cadre des flots agrégés.
S Il serait intéressant de penser à d’autres variantes de cette politique adaptative. Nous
avons remarqué que le choix de certains paramètres peut influer la procédure de dis
tribution des poids. La taille des paquets est aussi un paramètre qu’il faudrait prendre
en compte pour l’amélioration de notre politique en terme du degré d’équité lors de la
distribution des proportions de poids.
Vu qu’on a évalué notre politique dans le cadre de noeuds ayant des tampons de tailles
illimitées, et donc avec aucun risque de perte de paquets (spécialement pour les applica
tions NTR), il serait aussi intéressant d’évaluer la politique adaptative dans un contexte
de QdS se rapportant aux applications non temps réel. Ces applications étant sensibles
à d’autres critères tel que la perte des paquets.
Finalement, on pourrait concevoir un algorithme de contrôle d’admission dont les décisions
d’acceptation ou de rejet de nouvelles connections sont basées sur des informations ayant
rapport avec l’état du réseau. Ensuite, on pourrait comparer les performances (nombre
de connections acceptées ou rejetées) de cet algorithme dans différents contextes comme,
par exemple, le cas où tous les noeuds du réseau implantent un CBWFQ simple ou le
cas ou ils implantent tous un CBWFQ adaptatif.
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