Increasingly FPGAs will be deployed at scale as a result of the need for increased power efficient computation and improved high level synthesis tool flows, creating a new category of device: data centre FPGAs. A method for using these FPGAs is to identify what proportion of a given workload would benefit from being implemented upon the available FPGAs while minimising communication off-chip. As part of the implementation of these tasks, care should be taken in identifying the parallel execution mode, task or pipeline parallelism that should be used. When considering a case study of computational finance tasks, a benchmark workload of Heston and Black-Scholes-based options implemented using OpenCL and OpenSPL, the benefit of this method of using data centre FPGAs is illustrated. These devices deliver latency performance close to that of workstation grade GPUs, while requiring considerably less energy, resulting in 30% more floating point operations per Joule of energy consumed.
1. INTRODUCTION 1.1. Why FPGAs are coming to a data centre near you I argue that Field Programmable Gate Arrays (FPGAs) will be increasingly deployed at scale, i.e. in large data centres and available from Infrastructure-as-a-Service (IaaS) providers, due to recent trends in both computing hardware and software.
Firstly with respect to hardware, the ramifications of the end of Dennard scaling are on-going. While the turn to multicore Central Processing Unit (CPU) architectures has continued power efficiency gains, there has been a significant slowdown in the rate of increase of computational power efficiency since 2000 [Koomey et al. 2011] .
As a result, alternative computational architectures such as Graphics Processing Units (GPUs) and FPGAs are proliferating. These architectures provide orders of magnitude better power efficiency than even the latest multicore CPUs. This power efficiency comes by virtue of architectural specialisation on parallel execution. In the GPU case, this is in the form of Single Instruction, Multiple Data (SIMD) parallelism, while FPGAs can provide fine-grained pipeline parallelism by creating custom architectures.
The performance and economies of scale attached to GPUs make them attractive for data centre deployment, and indeed, several IaaS providers offer GPU resources. However, GPUs are typically power intensive. So, while offering high throughput performance, this comes at increased power consumption relative to a server grade CPU, and more importantly, increased heat generation which increases the data centre infrastructure costs. FPGAs, by contrast, are much less power intensive, and can often be passively cooled, even when deployed at scale.
Secondly with respect to software, a significant development is the widening pool of programmers that can potentially use FPGAs thanks to the of High Level Synthesis (HLS) tools. As I discussed in previous work [Inggs et al. 2014] , it is now quite possible to produce FPGA implementations that are competitive with other HPC approaches.
Hence, in the past users targeting FPGAs were frequently referred to as designers, as the process of using the devices was much more akin to hardware design. However, with the recent advances in HLS, it is increasingly becoming indistinguishable from programming, albeit with very long compile times. Hence, in this note, I refer to users of FPGAs as programmers.
Data Centre FPGAs
In the previous subsection I argued that it is increasingly attractive to deploy FPGAs enmasse to data centres. IaaS providers could then make these FPGAs available as virtualised compute resources, similar to their current multicore CPU and GPUs offerings.
I suggest that the availability of FPGAs in the cloud will result in a distinct category of data centre FPGAs. Arguably, the offerings from the two largest FPGA vendors, Xilinx and Altera, are already bifurcated between large devices intended for high performance computing, such as the Virtex and Stratix lines of chips, and smaller, embedded applicationfocused devices, such as the System-on-Chip Zynq and Cyclone lines.
In this note, I consider data centre FPGAs to have the following three characteristics:
(1) Size -being one of the largest devices available for that process technology.
(2) Hosted -programmed and controlled by, and as well capable of communicating with a conventional host CPU. A single host CPU may manage multiple data centre FPGAs. (3) Scalable -part of a modular system which can be replicated many times over.
Note, that the characteristics above do not preclude the FPGA from having the capability to communicate with other systems, besides its host CPU.
Questions for Data Centre FPGAs
I believe there to be two key research questions for data centre FPGAs.
Firstly, what should the FPGAs be used for, relative to other data centre computing resources such as multicore CPUs and GPUs?
Secondly, how should the FPGA resources be used, given the opportunity for different forms of parallel execution?
Both research questions are the subject of much ongoing research, however in this note I largely focus on the second question.
Contributions
In this note, I make the following three distinct contributions in determining how data centre FPGAs should be used:
(1) A methodology for using data centre FPGAs, both in terms of what portion of the task should be implemented on the FPGA as well how the work should be implemented upon the device. (2) A case study, applying the methodology I outline to the real world problem domain of option pricing from computational finance. (3) An evaluation of this methodology, using the case study. I describe the efficiency of data centre FPGAs from three leading providers, using two heterogeneous programming standards. I also compare these devices to a multicore Intel CPU and GPUs from both major vendors, AMD and NVIDIA.
The rest of the note
The remainder of this note describes my suggested approach to using data centre FPGAs, and a preliminary evaluation of the approach that I outline. In the next section, I describe the approach.
2. USING DATA CENTRE FPGAS 2.1. What data centre FPGAs should be used for I propose the following method for using data centre FPGAs, derived from [Braun et al. 2001] 's model for using heterogeneous computing systems, as illustrated in Figure 1 :
-Receive Workload : the workload of computational tasks are specified by the programmer, possibly using a general purpose programming language. -Profile Workload : the computational tasks are analysed with respect to the different parallel execution modes. This could either be done by running a subset of the tasks,
or a static analysis comparing the tasks to heterogeneous computing benchmarks [Wang et al. 2014] , such as Rodinia [Che et al. 2009 ]. -Assess for FPGA: based upon the workload profiling, an assesment needs to be performed to decide whether FPGAs should be employed, and if so, for which tasks or proportion of the tasks should be executed on the FPGAs. -Execute on CPU/GPU : if the workload is found to not be suitable for FPGA execution, or if it needs to be implemented upon the FPGA, some of the task can be implemented upon available CPU or GPU resources, provided doing so doesn't exceed programmer constraints such as cost. -Check implementation availability: if FPGAs are being used, implementations of the task for FPGAs need to be found. -Implement on FPGA: if there is no FPGA implementation available, one needs to be generated. The implementation should seek to achieve the programmers objectives such as latency minimisation as efficiently as possible. -Execute on CPU/GPU/FPGA: when the workload executing on FPGAs, other available resources should also be used, using the complimentary strengths of all, as I have described in other work [Inggs et al. 2015 ]. -Return results: the results are returned, in the form expected by the programmer.
The degree of automation in this method is left up to the discretion of the system implementer.
How to make the most of data centre FPGAs
In the method outlined above, there are many open questions, such as the best method for profiling workloads or how to partition tasks between heterogeneous computing platforms, or even the overall question how of such a method should be abstracted to programmers.
In this note however, as noted in Section 1.3, I am primarily concerned with proposing this method, and considering the implementation of tasks upon FPGAs.
As demonstrated in my previous work [Inggs et al. 2014] , it is increasingly possible to use HLS flows to implement tasks upon FPGAs, using open standards such as OpenCL [Stone et al. 2010] and OpenSPL [ope 2013] . However, these standards only guarantee functional correctness, leaving any optimisation of the platform up to the programmer.
However, due to the inherent flexibility of FPGAs, the programmer is still faced with a choice between different forms of parallelism. I suggest that the programmer should evaluate many possible architectures, and select that which offers the highest power efficiency, i.e. the most computational effort for the energy expended.
DERIVATIVES PRICING CASE STUDY
3.1. Background 3.1.1. Option Pricing. Computational finance is an important activity in modern commerce. The problems in the area are concerned with the modelling of uncertainty or risk. Derivatives pricing is one of the largest activities in this area, with ≈ $100 trillion of derivatives products currently active. Derivative pricing is also computationally intensive, and as a result is a major consumer of high performance computing, including multicore CPUs, GPUs and increasingly, FPGAs.
An example of a derivative is an option contract. An option is an agreement where a holder pays a premium to the writer in order to obtain rights with regards to an underlying, an asset such as a stock or commodity. This right either allows the holder to buy or sell the underlying at a defined strike price at a defined exercise time.
The holder has bought the right to exercise the transaction if they so choose, and is in no way obligated to so. In derivatives pricing, the intrinsic value of the option is the payoff, the difference between the strike price and spot price of the underlying at the exercise time, or zero, whichever is higher [Hull 2011].
3.1.2. Monte Carlo-based Option Pricing. The popular Monte Carlo technique for option pricing uses random numbers to create scenarios or simulation paths for the underlying based upon a model of its spot price evolution. The average outcome of these paths is then used to approximate the payoff [Hull 2011], i.e.
where V t is the current value of the option, e −r(T −t) the discount factor, P (w) the probability space defined by the underlying asset and S i the price of the asset. I have provided an illustration of Monte Carlo option pricing in Figure 2 .
Although computational expensive, the Monte Carlo pricing technique is robust, capable of tolerating underlying models with many more stochastic variables than competing methods [Hull 2011]. 3.1.3. Computational Implementation. The Monte Carlo option pricing algorithm can be expressed using the MapReduce computational design pattern [Dean and Ghemawat 2004] . The simulation paths comprise the map operation, while the reduction is the average of the payoffs. I have described this pattern in C code in Listing 1, with MAP and REDUCE labels. This expression of the algorithm highlights another advantage of the Monte Carlo approach -it is extremely amenable to parallel execution, as each simulation, i.e. each iteration of the outer loop in the MAP section, can be performed in parallel. In fact, it is considered to the canonical "Embarrassingly Parallel" algorithm [Asanovic et al. 2006] .
Data centre FPGA Derivatives Pricing
The C description in Listing 1 is useful when deciding how Monte Carlo derivatives pricing should be mapped to a data centre FPGA.
The majority of the computational work is clearly in the MAP code section. In particular, the path function call requires the generation of multiple Gaussian random numbers. Hence, this suggests that the FPGA should be specialised on this.
A second consideration is minimising communication between the data centre FPGA and the host CPU. Between the MAP and REDUCE sections, only the resulting value of each simulation need to be communicated. However, if the code is segmented in any other way, considerably more communication would be required. Hence, this suggests that the FPGA should be used for the MAP, while the host CPU should be used for the REDUCE code section.
Optimising FPGA Derivatives Pricing
Having decided that it is the simulation paths or MAP code section in Listing 1 that must be implemented upon the FPGA, the next question is how the task should be implemented upon the FPGA. Below I have described two optimisations that might be applied, in terms of two leading programming standards supported by HLS flows, namely OpenCL and Open-SPL.
3.3.1. Task Parallelism. I have illustrated task parallelism in code Listing 2 by introducing a third parallel loop bound by P . Each iteration of the outer loop can be performed completely independently.
Listing 2: Identifying Task Parallelism for ( p =0; p < P ;++ p ){ for ( i =0; i < PATHS / P ;++ i ){ state = path_init ( seed ++); for ( j =0; j < PATH_POINTS ;++ j ) state = path ( state ); offset = p * PATHS / P ; value [ offset + i ] = payoff ( state ); } } In OpenCL, task parallelism is inherent to the standard. The programmer expresses their tasks as instances or work-items of programs or kernels. Architecturally, the degree of task parallelism available is captured by the number of compute units available in the device. Hence, the Monte Carlo code in Listing 2 could be used, without the outer, parallel loop, and the number of work-items set to P .
In OpenSPL, task parallelism is expressed using an architectural loop, which creates multiple copies of loop body. Hence code very similar to Listing 2 must be used, with the outer loop being the architectural description. In the naive formulation of the code, there is already ample opportunity for pipeline parallelism, as each computational operation could be viewed as a stage in the pipeline. However, the iterations of inner loop bounded by PATH POINTS are data dependent, and hence would stall any pipeline generated in this naive fashion.
Hence, in order to further extend pipeline parallelism, I have unrolled the inner loop in my code, as demonstrated in Listing 3.
Listing 3: Doubling the potential Pipeline Parallelism for ( i =0; i < PATHS ;++ i ){ state = path_init ( seed ++); for ( j =0; j < PATH_POINTS /2; j +=2){ state2 = path ( state ); state = path ( state2 ); } value [ i ] = payoff ( state ); } The core OpenCL standard doesn't provide a means to express pipeline parallelism, beyond the manual unrolling performed in Listing 3. However vendors such as Altera provide code source code pragmas which allow for loop unrolling.
Similarly, OpenSPL also doesn't provide a native means to express pipeline parallelism, beyond the manual form described in Listing 3.
EVALUATION

Experimental Setup
In this subsection, I describe how the experimental platforms used, the tasks used in the evaluation, and finally how the results measured were captured.
Experimental
Platforms. An overview of the experimental platforms used is given in Table I , with the details of the FPGAs devices given in Table II. The three references platforms used are detailed in Table III .
Option Pricing
Tasks. An overview of the 5 option pricing tasks are given Each task was performed with 10 million simulation paths, with 4096 path points in each path.
4.1.3. Result Measurement. Two metrics were used in this study:
-Latency: the latency reported is wall-clock time, i.e. the absolute time passed from task initialisation to the result being returned, as reported by an external time reference. In all cases the system time is used, which is set using the Network Time Protocol. -Energy: the energy figures reported are based upon total system power, as measured using an Olson inline power meter. The power meter was polled regularly, with the time since the last measurement used to calculate the energy consumed in the interval.
Experimental Results
The latency results for the experimental tasks given in Table IV , run upon experimental platforms, described in Tables I and III, are given in Table V. The energy results are given in Table VI . The resource use for FPGA platforms in Table I are given in Table VII . Results of note are the relative high base power consumption of the Maxeler Max4 platform, which is approximately 240W when idling, compared to the 69W idling power of the Tables I and IV . base refers to the baseline implementations, tp and pp to a task and pipeline parallel implementations. The lowest values for each task are given in bold. Tables I and IV . base refers to the baseline implementations, tp and pp to a task and pipeline parallel implementations. The lowest values for each task are given in bold.
Platform he-eu he-ba he-do he-di bl-as base tp pp b tp pp base tp pp base tp pp base tp pp AoC P385-D5 13.1 2.0 1.7 12.8 2.2 1.9 12.7 2.1 1.9 12.2 2.2 1.9 13.6 1.1 0.9 AoC C5-SoC 6.7 --5.9 --5.9 --6.3 --5.6 --Maxeler Max3 14.9 1.9 2.5 14.9 2.0 2.4 14.8 2.0 2.4 14.8 2.0 2.4 15.0 0.9 1.8 Maxeler Max4 58.3 6.2 11.1 59.1 5.7 10.9 58.8 5.3 11.0 59.1 6.2 11.0 60.5 3.4 12.3
Intel i7-2600S -74.5 --70.5 --71.7 --70.1 --64.2 -AMD W5000 -0.8 --16.1 --9.9 --11.4 --0.6 -NVIDIA K4000 -1.7 --2.2 --2.4 --2.4 --1.6 -other platforms. Another consideration is relatively small size of the Altera C5-SoC FPGA, which did not allow for any optimisations to be applied.
Discussion
4.3.1. Using Data Centre FPGAs Efficiently. In Figures 3, 4 and 5 I have plotted latency performance for the P385-D5, Max3 and Max4 platforms against a sequential CPU, as a function of power and device resource use for both the task and pipeline parallelism optimisations. I haven't plotted the C5-SoC platform, as no optimisation could be supported on the platform.
In all cases, the baseline implementations show some improvement on the sequential CPU, despite the clockrate of the FPGAs being an order of magnitude less than the reference platform. I posit that this improvement is due to the inherent opportunity for pipelining in the application task, as well as the improvement due to the specialisation of the FPGA architecture.
The results for Nallatech P385-D5 platform, given in Figure 3 , which uses the Altera OpenCL SDK shows that the pipeline parallelism optimisation results in a more efficient, improvement over the sequential implementation. This is unexpected, given the apparently task parallel nature of the OpenCL standard.
However, the Altera OpenCL SDK transforms the task parallelism of OpenCL into pipeline parallelism, hence any improvement in the opportunity for pipeline parallelism is realised. By contrast, task parallelism replicates compute units, apparently adding additional overhead.
The results for Maxeler platforms, given in Figures 4 and 5 , which use the OpenSPL standard, show that task parallelism optimisations result in a more efficient use of the device and power. Although the benefit over pipeline parallelism optimisations is less pronounced than in the P385-D5 case. Similar to the P385-D5, this result is somewhat unexpected, given the inherent orientation of the OpenSPL standard to dataflow architectures, and hence pipeline parallelism. I believe this is due to the increased potential for resource use within pipeline stages that increasing task parallelism allows. Figure 6 compares all of the experimental platforms in absolute terms. In terms of latency, as given in Figure 6a , the FPGA platforms are generally competitive to the high performing GPU platforms. However, in terms of average power and energy use, Figures 6b and 6c , data centre FPGAs demonstrate their advantage.
Using Data Centres FPGAs.
The utility of data centre FPGA is clearly illustrated when considering the computational efficiency of all the platforms, as given in Figure 6d , where the larger FPGAs provide many more operations per unit of energy.
A further point to consider is that Nallatech P385-D5 platform could accommodate a further 3 similar boards, where as the Max4 host system could accommodate a further 7. Doing so would significantly improve the power efficiency of both, as the energy cost of the host system would be further amortised across the FPGAs. By contrast, the GPU host systems could at most accommodate only one more GPU. Tables I and III, running the tasks in Table IV .
CONCLUSION
In this brief note, I have described a method for using data centre FPGAs. I have illustrated this method by applying it to a case study from computational finance, and evaluating it upon four data centre FPGA platforms. As a result of this work, I conclude the following: Firstly, the potential for significantly improved power efficiency demonstrated by the data centre FPGAs in practice motivates for their existence. However, platforms should be comprised of several large FPGAs, as the host system power needs to be amortised across the computational power of the FPGAs.
Secondly, orthogonal FPGA optimisations to that what is inherent in the standard appear to yield the greatest improvements over a baseline implementation. For example, if a standard is inherently task parallel, such as OpenCL, then pipeline parallelism maximising optimisations should be employed. While counter intuitive, I believe that is due to HLS tools aggressively optimising the paradigm of the standard supported, hence requiring the programmer to explicitly flag other potential areas of optimisation.
Future Work
An obvious direction future work would be to consider other workloads, such as image processing or web scale workloads, applied to this methodology.
More ambitious future research would consider the future automation and abstraction of this method, making data centre FPGAs available to a wider audience.
