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O principal objectivo deste trabalho é o desenvolvimento de software 
para o projecto AirMonitor, um sistema de gestão inteligente da qualidade do ar 
em ambientes hospitalares e de racionalização de consumo energético. Este 
sistema, inicialmente projectado para ambientes hospitalares mas que poderá 
ser aplicado a outro tipo de edifícios, destaca-se dos sistemas actuais 
existentes por também controlar o funcionamento dos equipamentos de 
ventilação e ar condicionados. 
Mais concretamente, neste trabalho pretende-se desenvolver software 
para a estação de monitorização e controlo central do sistema AirMonitor, um 
router Asus WL-500G Premium v2 que actua como Single Board Computer. A 
principal tarefa deste equipamento é estabelecer a ligação entre o servidor e o 
módulo coordenador de uma Rede de Sensores Sem Fios que detectam 
anomalias. O Single Board Computer possui uma base de dados PostgreSQL 
onde são armazenados os dados recolhidos dos sensores. Adicionalmente, a 
estação de monitorização pode efectuar a actuação de alarmes permitindo a 
ligação a centrais convencionais e operar equipamentos de ventilação e ar 
condicionado. 
 
Palavras-Chave: Single Board Computer, OpenWRT, Asus WL-500G Premium 









The main goal of this work is the software development for the AirMonitor 
project, an intelligent management system of air quality in hospital 
environments and energetic consumption rationalization. This system, first 
design to hospital environments but it could also be applied to another type of 
buildings, stands out from current existent systems also by operate ventilating 
and air conditioning equipment. 
More specifically, in this work it is intended to development software for 
the monitor and central control station to the AirMonitor system, a router Asus 
WL-500G Premium v2 acting as a Single Board Computer. The main task of the 
equipment is establishing the connection between the server and the 
coordinator module from a Wireless Sensor Network which detects anomalies. 
The Single Board Computer have a Database PostgreSQL where is stored the 
data acquired from the sensors. Additionally, the monitor station can operate 
the alarms allowing the connection to standard alarm centrals and operate 
ventilating and air conditioning equipment. 
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Ao professor Doutor Francisco Pereira, por toda a orientação, incentivo e 
apoio que me prestou. Especialmente por nunca ter deixado de acreditar 
(quando até eu duvidava) que eu iria conseguir chegar ao fim deste longo 
caminho. 
Ao professor Doutor Jorge Dias, Eng. António Cunha e Eng. Pedro 
Serra, pela oportunidade desafiante de poder realizar este estágio e por toda a 
orientação, paciência, compreensão e apoio dado. 
Às pessoas do IPN que marcaram o meu caminho e me ajudaram a 
crescer no meu percurso, especialmente à equipa do LAS. 
Aos colaboradores da Quantific pela entreajuda e empenho na resolução 
de problemas. 
Aos revisores deste relatório pela disponibilidade demonstrada, por todo 
o apoio, força e incentivo para que eu o escrevesse. 
A todos os meus revisores (e ainda foram muitos), muito obrigada por 
todo o apoio, força e incentivo para que eu escrevesse este relatorio. Não há 
palavras para agradecer. 
Aos meus pais, a quem o é verdadeiramente e a todos aqueles que eu 
considero como se o fossem. 
Aos meus amigos, poucos mas os melhores que eu poderia ter. 
Finalmente, a pessoa mais importante e que talvez tenha sido das que 
mais sofreu por causa deste relatório… por fim “a liberdade”… O que fazemos 










Capítulo 1 Introdução ......................................................................................... 1 
1.1 Objectivos ................................................................................................. 1 
1.2 Enquadramento ........................................................................................ 3 
1.2.1 ISEC / DEIS / MIS .............................................................................. 3 
1.2.2 IPN / LAS ........................................................................................... 4 
1.2.3 Quantific / ISA .................................................................................... 5 
1.3 Estrutura do documento ............................................................................ 5 
Capítulo 2 Planeamento, Análise e Desenho ..................................................... 7 
2.1 Planeamento e Gestão do Projecto .......................................................... 7 
2.1.1 Plano de Desenvolvimento ................................................................. 7 
2.1.2 Processo de Desenvolvimento ........................................................... 9 
2.2 Análise de Requisitos ............................................................................. 11 
2.2.1 Requisitos ........................................................................................ 12 
2.2.2 SBC .................................................................................................. 13 
2.3 Desenho ................................................................................................. 14 
2.3.1 Arquitectura ...................................................................................... 15 
2.4 Especificação .......................................................................................... 18 
2.4.1 Protocolos de Comunicação ............................................................ 18 
2.4.2 Base de Dados ................................................................................. 19 
Capítulo 3 Implementação e Testes ................................................................. 23 
3.1 Implementação ....................................................................................... 23 
3.1.1 Módulo Aquisição de Dados ............................................................. 24 
3.1.2 Módulo de Actuação de Alarmes ..................................................... 28 
3.1.3 Módulo de Sincronização ................................................................. 37 
3.1.4 Customização do SBC ..................................................................... 44 
3.2 Testes e Validação ................................................................................. 53 
3.2.1 Testes .............................................................................................. 53 
3.2.2 Piloto ................................................................................................ 54 
3.3 Documentação ........................................................................................ 60 
Capítulo 4 Conclusões ..................................................................................... 61 
Desenvolvimento de Software para o projecto AirMonitor  Índice 
 
viii 
4.1 O que se pretendia ................................................................................. 61 
4.2 O que foi feito / resultados obtidos ......................................................... 62 
4.3 Principais dificuldades ............................................................................ 62 
4.3.1 Instalação da Base de Dados no SBC ............................................. 63 
4.3.2 Compilação Cruzada ........................................................................ 64 
4.3.3 Controlo de IOs ................................................................................ 64 
4.4 Divulgação do Projecto ........................................................................... 64 
4.5 Trabalho futuro ....................................................................................... 65 
4.6 Análise crítica do estágio ........................................................................ 65 
Referências Bibliográficas ................................................................................ 67 
Anexos ............................................................................................................... 1 
Anexo A  Proposta de Estágio ............................................................................ 3 
Anexo B  Tecnologia Adoptada ........................................................................ 11 
Anexo C  Notícias de Disseminação ................................................................ 17 
 




Índice de Figuras 
 
Figura 1 – Mapa de Gantt do plano de desenvolvimento ................................... 8 
Figura 2 – SBC – Router Asus WL-500G Premium v2 ..................................... 13 
Figura 3 – Arquitectura geral do sistema AirMonitor ........................................ 16 
Figura 4 – Arquitectura do SBC para o Projecto AirMonitor ............................. 17 
Figura 5 – Esquema da sincronização entre as BDs ........................................ 20 
Figura 6 – Modelo relacional da BD local do SBC ............................................ 21 
Figura 7 – Modelo relacional da BD partilhada ................................................. 22 
Figura 8 – Fluxograma do módulo de Aquisição de Dados .............................. 25 
Figura 9 – Log do programa airnode – Aquisição de Pacote de Dados ........... 26 
Figura 10 – Log do programa airnode – Configuração de Periodicidades ....... 28 
Figura 11 – Log do programa airnode – Módulo de Alarmes ........................... 29 
Figura 12 – Fluxograma do módulo de Actuação de Alarmes .......................... 30 
Figura 13 – Módulo de Alarmes: envio de notificação por e-mail e SMS ......... 31 
Figura 14 – Módulo de Alarmes: notificação recebida por SMS no telemóvel . 32 
Figura 15 – Módulo de Alarmes: notificação recebida por e-mail ..................... 33 
Figura 16 – Pen Vodafone Huawei k3765 usada no projecto AirMonitor ......... 33 
Figura 17 – Detectado no SBC o Nodo Coordenador e a pen 3G .................... 34 
Figura 18 – Ficheiro com indicação do fabricante e modelo da pen 3G ........... 34 
Figura 19 – Configuração dos dados da pen 3G a ser usada .......................... 35 
Figura 20 – Parte da frente dos IOs ................................................................. 35 
Figura 21 – Parte de trás dos IOs .................................................................... 36 
Figura 22 – Módulo de Alarmes: actuação de IOs em funcionamento ............. 36 
Figura 23 – SBC e módulo de IOs em testes na Quantific ............................... 37 
Figura 24 – Log do programa airsync – Módulo de Sincronização ................... 37 
Figura 25 – Fluxograma do módulo de Sincronização ..................................... 39 
Figura 26 – Fluxograma da sincronização genérica das tabelas da BD 
partilhada para a do SBC ................................................................................. 40 
Figura 27 – Fluxograma da sincronização das tabelas “EventAlarm” e 
“GasType” da BD partilhada para a do SBC .................................................... 41 
Desenvolvimento de Software para o projecto AirMonitor  Índice de Figuras 
 
x 
Figura 28 – Fluxograma da sincronização da tabela “Regist” da BD do SBC 
para a partilhada .............................................................................................. 42 
Figura 29 – Fluxograma da sincronização da tabela “Alarm” da BD do SBC para 
a partilhada ....................................................................................................... 43 
Figura 30 – Fluxograma da sincronização da tabela “Node” da BD do SBC para 
a partilhada ....................................................................................................... 44 
Figura 31 – Estrutura do repositório SVN do OpenWRT .................................. 45 
Figura 32 – Configuração do firmware no OpenWRT Buildroot ....................... 48 
Figura 33 – Página principal da interface Web do monit .................................. 50 
Figura 34 – Página do monit de monitorização do airnode .............................. 51 
Figura 35 – E-mail de logs enviado automaticamente ...................................... 52 
Figura 36 – Exemplo de ficheiro de configurações “airmonitor.config” ............. 53 
Figura 37 – Sistema AirMonitor em testes no LAS ........................................... 54 
Figura 38 – Nodos do piloto AirMonitor na USF do CSC ................................. 55 
Figura 39 – SBC e Nodo Coordenador do piloto AirMonitor na USF do CSC .. 56 
Figura 40 – Excerto de log com o problema dos caracteres hexadecimais 0x00 
e 0xE0 .............................................................................................................. 57 
 
 




Índice de Tabelas 
 








Lista de Acrónimos 
 
• API – Application Programming Interface 
• BD – Base de Dados 
• CO – Monóxido de Carbono 
• CO2 – Dióxido de Carbono 
• COVs – Compostos Orgânicos Voláteis 
• CSC – Centro de Saúde de Celas 
• DEEC – Departamento de Engenharia Electrotécnica e de Computadores 
• DEIS – Departamento de Engenharia Informática e de Sistemas 
• DNS – Domain Name System 
• DS – Desenvolvimento de Software 
• H – Humidade 
• H2CO – Formaldeído 
• IDE – Integrated Development Environment 
• IPN – Instituto Pedro Nunes 
• IPC – Instituto Politécnico de Coimbra 
• ISA – ISA – Intelligent Sensing Anywhere 
• ISEC – Instituto Superior de Engenharia de Coimbra 
• ISR – Instituto de Sistemas e Robótica 
• LAS – Laboratório de Automática e Sistemas 
• MIS – Mestrado em Informática e Sistemas 
• NTP – Network Time Protocol 
• O3 – Ozono 
• PM10 – Partículas Suspensas no Ar 
• QREN – Quadro de Referência Estratégica Nacional 
• RSSF – Rede de Sensores Sem Fios 
• SBC – Single Board Computer 
• SDK – Software Development Kit 
• SGBD – Sistema de Gestão de Base de Dados 
Desenvolvimento de Software para o projecto AirMonitor  Lista de Acrónimos 
 
xiv 
• SO – Sistema Operativo 
• SVN – Apache Subversion 
• T – Temperatura 
• UC – Universidade de Coimbra 
• USF – Unidade de Saúde Familiar 
 
 












Neste capítulo é feito um enquadramento e contextualização do estágio 





Nos últimos anos, de forma a permitir uma melhoria do nível de vida da 
população, tem-se verificado um aumento na procura de sistemas de 
climatização. Como resultado, as taxas dos consumos de energia no sector dos 
edifícios, mais concretamente no subsector dos serviços, têm vindo a 
aumentar. A falta de requisitos em relação aos valores mínimos de renovação 
do ar, o reduzido controlo da conformidade do desempenho real das 
instalações com o inicialmente previsto e a falta geral da manutenção das 
instalações aquando do seu regular funcionamento, contribuem para que 
surjam problemas da qualidade do ar interior, acabando por ter um impacto 
significativo a nível da saúde pública. Mais do que em qualquer outro local, é 
essencialmente em ambientes hospitalares onde mais importa a qualidade do 
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ar interior e é também onde mais facilmente poderão existir problemas devido 
ao uso intensivo de gases, podendo haver uma fuga. 
Os principais objectivos do estágio foram: 
• Desenvolvimento do software para controlo da qualidade do ar 
• Personalização do Single Board Computer (SBC) para funcionar 
inserido no sistema do projecto AirMonitor 
• Implementação do sistema em ambiente real 
Para efectuar o controlo da qualidade do ar, deve ser desenvolvida uma 
estação de monitorização e controlo central, que deverá, através de um Nodo 
Coordenador, estabelecer a ligação entre os sensores e o servidor que alberga 
a interface com o utilizador. Esta estação de monitorização, que deve ser 
capaz de (juntamente com os sensores) funcionar de forma independente caso 
não haja a ligação ao servidor, será denominada de SBC. 
Com este trabalho pretendeu-se desenvolver software para o projecto 
AirMonitor que permitisse: 
• A recolha de dados de sensores, o seu tratamento, 
processamento e armazenamento numa Base de Dados (BD) 
• A actuação de alarmes permitindo ligação a centrais 
convencionais de alarme e a actuação de equipamentos de 
ventilação e ar condicionados 
• A sincronização da BD do SBC com a informação recolhida dos 
sensores com uma outra partilhada 
Para além do desenvolvimento deste software (para funcionar no SBC) 
pretendeu-se também a preparação e personalização deste SBC. 
Ao longo deste estágio era também intenção aprofundar alguns 
conhecimentos já adquiridos, nomeadamente nas áreas de sistemas 
distribuídos, programação e BD para além de novos conhecimentos sobre 
Redes de Sensores Sem Fios (RSSF). 
Os testes de verificação do correcto funcionamento do sistema e a 
incorporação de alterações fizeram também parte dos objectivos. 
 




O presente relatório foi realizado no âmbito da disciplina de Estágio / 
Projecto Industrial do 2º Ano do Mestrado em Informática e Sistemas (MIS), 
ramo de Desenvolvimento de Software (DS), do Departamento de 
Engenharia Informática e de Sistemas (DEIS) no Instituto Superior de 
Engenharia de Coimbra (ISEC). O estágio foi realizado no Laboratório de 
Automática e Sistemas (LAS) do Instituto Pedro Nunes (IPN). Com duração 
prevista de 6 meses, foi iniciado a 1 de Abril de 2009 e prolongou-se mais do 
que o tempo inicialmente previsto. O desenvolvimento de software em si teve o 
seu términus a 31 de Dezembro de 2010. Após esta data ainda foram 
efectuados testes e melhorias ao sistema. O final desta etapa, da disciplina de 
Estágio / Projecto Industrial do MIS, culmina com este relatório. 
O trabalho realizado enquadra-se no desenvolvimento de software, para 
uma plataforma baseada em Unix, na linguagem de programação estruturada 
C, para o projecto AirMonitor, recorrendo ao Sistema de Gestão de Base de 
Dados (SGBD) PostgreSQL [1]. 
O projecto AirMonitor foi um projecto do Quadro de Referência 
Estratégica Nacional (QREN), parceria entre a empresa Quantific, do grupo 
ISA – Intelligent Sensing Anywhere (ISA), e o LAS, com início em Setembro 
de 2008 e com duração prevista inicialmente de dois anos, que teve como 
objectivo o desenvolvimento de um sistema de gestão da qualidade do ar 
interior que monitorize a qualidade do ar e que controle o funcionamento dos 
equipamentos de ventilação e ar condicionados. De modo a assegurar um 
efectivo controlo da qualidade do ar e simultaneamente não ser dispendida 
energia desnecessariamente nos processos de renovação do ar, foi necessário 
monitorizar de forma continuada a qualidade do ar interior e, em função dessa 
qualidade, efectuar a gestão dos sistemas de ventilação e de ar condicionados. 
 
1.2.1 ISEC / DEIS / MIS 
O ISEC é uma unidade orgânica de ensino do Instituto Politécnico de 
Coimbra (IPC) que pretende ser uma referência a nível de ensino pelos seus 
serviços de qualidade e relevância social através de práticas flexíveis, criativas 
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e inovadoras. É responsável por ministrar formação de nível superior 
(Licenciaturas, Mestrados e Pós-Graduações) na área da Engenharia e 
pretende promover o desenvolvimento social e económico da região em que se 
insere. 
O DEIS dedica-se à formação, investigação, desenvolvimento e 
prestação de serviços na área da Engenharia Informática. Os cursos 
leccionados são essencialmente práticos, com uma elevada carga de aulas 
laboratoriais, trabalhos práticos, projectos e estágios. Através dos estágios 
realizados em empresas, e dos protocolos de colaboração, é possível uma 
aproximação ao sector empresarial. Desta forma, e devido à qualidade 
científica e pedagógica, o índice de empregabilidade é elevado. 
O MIS pretende formar Mestres em Informática e Sistemas que sejam 
capazes de exercerem a sua actividade profissional com elevado nível de 
competência técnica, científica e profissional nas áreas de especialização 
existentes. A especialização em DS pretende não só formar profissionais 
competentes no exercício profissional no domínio de desenvolvimento de 
software nas suas várias fases, como também dotar os formandos com os 
aspectos de gestão de projectos, equipas e garantia de qualidade. A fase final 
do mestrado é composta pelo estágio final (a unidade curricular "Estágio ou 
Projecto Industrial") que abrange parte do terceiro semestre e a totalidade do 
quarto semestre lectivo e que deve ser desenvolvido numa empresa e 
acompanhado por docentes do mestrado e no qual este trabalho se enquadra. 
 
1.2.2 IPN / LAS 
O IPN – Associação para a Inovação e Desenvolvimento em Ciência e 
Tecnologia – é uma instituição de direito privado, de utilidade pública e sem fins 
lucrativos que foi criada em 1991 por iniciativa da Universidade de Coimbra 
(UC). Constituído por Laboratórios de Desenvolvimento Tecnológicos próprios, 
por uma incubadora de empresas e por um departamento próprio de formação, 
pretende ser um elo de ligação entre a UC e o tecido empresarial. Tem como 
missão colaborar na transformação do tecido empresarial e das organizações 
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estimulando uma cultura de inovação, qualidade, rigor e empreendedorismo, 
tendo por base a relação entre a universidade e as empresas. 
O LAS é uma unidade orgânica e autónoma, que pertence aos 
Laboratórios de Desenvolvimento Tecnológico do IPN, onde se desenvolvem 
projectos nacionais e europeus, em parceria com empresas e com entidades 
de domínio público, nas áreas da automação, robótica, análise de imagem e 
instrumentação. É também responsável pela prestação de serviços, 
consultadoria e incentivo para a fundação de spin-offs e por actividades de 
transferência de tecnologia. Conta com a colaboração de investigadores do 
Departamento de Engenharia Electrotécnica e de Computadores (DEEC) e 
do Instituto de Sistemas e Robótica (ISR) da UC. 
 
1.2.3 Quantific / ISA 
A Quantific (Instrumentação Científica, Lda) é uma empresa de 
engenharia, criada em 1998, especializada na implementação de sistemas de 
aquisição de dados "in situ" para aplicações ambientais, industriais e 
científicas, com destaque para as áreas de meteorologia e sismologia. 
A Quantific pertence ao grupo ISA, uma empresa de base tecnológica, 
fundada em 1990 por uma pequena equipa altamente qualificada de 
engenheiros e físicos recém-licenciados da UC, que se dedica não só ao 
desenvolvimento de software e de hardware, como também à prestação de 
serviços. Actua nas áreas de Eficiência Energética, Telemetria (de Óleo e Gás) 
e Saúde e Bem-Estar, com tecnologia de ponta, produzindo soluções e 
serviços inovadores focados nas necessidades específicas dos clientes e tem 
como ambição ser uma empresa inovadora, pioneira e líder mundial em 
Telemetria e Gestão Remota. 
 
1.3 Estrutura do documento 
Este relatório pretende detalhar o trabalho realizado ao longo do estágio, 
de forma simples e objectiva, estando por isso dividido por 4 capítulos 
principais. 
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Neste primeiro capítulo, introdução, foram apresentados os principais 
objectivos que se pretenderam atingir com este trabalho e o estágio realizado, 
bem como as entidades envolvidas. 
No segundo capítulo, planeamento, análise e desenho, é apresentado 
o planeamento e gestão do projecto, o plano e processo de desenvolvimento 
adoptado e todas as fases que antecederam a implementação. 
No terceiro capítulo, implementação e testes, é detalhado o trabalho 
realizado a nível de implementação e testes, bem como os resultados obtidos. 
No quarto capítulo, conclusões, são apresentadas as conclusões 
retiradas da elaboração deste trabalho, abordando o que era pretendido e que 
foi atingido, as principais dificuldades encontradas, propostas para trabalho 
futuro e uma análise crítica do estágio. 
Por fim, em anexos, são apresentados os documentos que podem servir 
como um complemento de leitura e que foram produzidos ao longo deste 
estágio. Estes documentos permitem uma análise mais detalhada do trabalho 
que foi realizado. Os anexos normais encontram-se no final do texto e os 
anexos confidenciais são disponibilizados para consulta aos elementos do júri. 







Capítulo 2  
 
 
Planeamento, Análise e Desenho 
 
Neste capítulo é descrito todo o trabalho realizado antes da 
implementação. Será também abordada a metodologia seguida e o 
planeamento e sequenciação das actividades ao longo do tempo. As 
tecnologias que foram utilizadas ao longo do desenvolvimento do projecto 
podem ser consultas no anexo B – Tecnologia Adoptada. 
 
 
2.1 Planeamento e Gestão do Projecto 
Neste sub-capítulo será abordado o plano de desenvolvimento seguido, 
bem como o método de desenvolvimento que foi adoptado para o projecto. 
 
2.1.1 Plano de Desenvolvimento 
O plano de desenvolvimento para o projecto foi elaborado de acordo 
com o programa de trabalhos descrito na proposta de estágio em anexo A – 
Proposta de Estágio. Foi definido um mapa de Gantt, que se encontra na 
Figura 1, contemplando as diversas tarefas a serem realizadas para cada fase 
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Figura 1 – Mapa de Gantt do plano de desenvolvimento 
 
Fase de Análise 
A fase de análise consistiu no levantamento de requisitos que o sistema, 
e concretamente o SBC, deveria ter. 
 
Fase de Desenho 
A fase de desenho consistiu no desenho da arquitectura com a 
elaboração de esquemas que representassem o sistema em si e o próprio SBC 
com os módulos que o deveriam constituir. 
 
Fase de Especificação 
A fase de especificação foi composta pela definição dos protocolos de 
comunicação, dos modelos para as BDs do SBC e para a BD partilhada do 
servidor, e dos fluxogramas a implementar na fase seguinte. 
 
Fase de Implementação 
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A fase de implementação envolveu a instalação e configuração do 
SGBD num servidor de testes para simular o comportamento do servidor 
partilhado; a preparação do SBC para posteriormente executar os programas 
desenvolvidos englobando a instalação e configuração do SGBD no SBC; o 
desenvolvimento dos programas a serem executados no SBC, (tendo por base 
os fluxogramas e algoritmos preparados na fase de especificação), com os 
vários módulos de aquisição de dados, sincronização, actuação de alarmes e 
controlo da ventilação e ar condicionado; e a preparação de um firmware 
personalizado para o SBC. 
 
Fase de Testes e Validação 
A fase de testes e validação engloba os testes e as incorporações de 
alterações ao sistema para correcção de bugs, melhorias e validação. Esta 
fase culmina com o piloto do projecto na Unidade de Saúde Familiar (USF) do 
Centro de Saúde de Celas (CSC) de Coimbra. 
 
Fase de Documentação 
A fase de documentação não se encontra descrita no mapa de Gantt 
porque sendo uma tarefa transversal, foi realizada ao longo de todo o projecto, 
consistindo na elaboração e actualização de diversa documentação e da qual 
resultou um conjunto documentos inerentes ao desenvolvimento do projecto. 
Esta fase culmina com a presente elaboração deste relatório final de estágio. 
 
2.1.2 Processo de Desenvolvimento 
O LAS não segue estritamente uma única metodologia de 
desenvolvimento de software. Os projectos e serviços desenvolvidos podem 
ser muito distintos bem como as próprias equipas em si e assim, cada gestor 
de projecto trabalha com as suas equipas da forma que considera mais 
adequada de acordo com os seus elementos e com o projecto ou serviço em 
questão. De uma forma genérica, o desenvolvimento segue algumas práticas 
de várias metodologias. Por um lado pode-se identificar com o modelo 
Cascata, em que existem fases sequenciais bem definidas que são seguidas 
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(Análise de Requisitos, Desenho, Implementação, Testes e Validação). Por 
outro, as fases de Implementação, Testes e Validação seguem um modelo 
iterativo, os quais permitem ajustes e introdução de correcções. 
No início do projecto foi necessário definir as equipas para cada um dos 
parceiros que iriam trabalhar no projecto. Por parte do LAS a equipa foi 
formada por elementos já com um vasto know-how científico: Eng. António 
Cunha e Eng. Pedro Serra. Foi também necessário proceder à admissão para 
a equipa de um novo elemento para desenvolvimento técnico: Ana Costa. 
Na Tabela 1 é possível verificar os elementos da equipa do LAS para o 
projecto AirMonitor, bem como as suas principais funções no laboratório e 
concretamente no projecto em si. 
 
Nome Função 
Eng. António Cunha Director adjunto do LAS e coordenador nacional de 
projectos europeus, responsável pelo projecto 
AirMonitor por parte do LAS. 
Eng. Pedro Serra Gestor de projectos, concretamente do projecto 
AirMonitor por parte do LAS, contribuindo também no 
desenvolvimento técnico e na produção de 
documentação. 
Ana Costa Estagiário, encarregue do desenvolvimento técnico e 
da produção de documentação para o projecto 
AirMonitor. 
Tabela 1 – Constituição da equipa do projecto AirMonitor do LAS 
 
Semanalmente existem reuniões com toda a equipa do LAS nas quais 
existe espaço para apresentações relacionadas com os projectos e debate de 
problemas relacionados com os mesmos. No âmbito destas reuniões, foram 
realizadas apresentações e demonstrações do projecto AirMonitor ao longo do 
seu desenvolvimento, abordando os aspectos mais relevantes do projecto e 
das últimas alterações implementadas, sendo sempre seguidas de um 
momento de perguntas e discusão de ideias nos quais eram levantadas 
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questões pertinentes e relevantes com importância e impacto para o 
desenvolvimento futuro. 
No LAS, são também realizadas reuniões de planeamento entre a 
direcção e os gestores de projecto e ainda reuniões técnicas entre o gestor de 
projecto e os membros técnicos da equipa semanalmente e sempre que 
necessário. As reuniões técnicas têm como objectivo o planeamento de tarefas 
e das fases de desenvolvimento, a resolução de constrangimentos, a discusão 
de promenores técnicos e problemas que possam surgir de forma a poder 
definir os caminhos a seguir e medidas a tomar. No caso do projecto 
AirMonitor, para além destas reuniões, existiram também reuniões técnicas 
entre os membros técnicos da equipa deste projecto e de outros projectos do 
LAS, para troca de informações e conhecimentos já adquiridos sobre as 
tecnologias utilizadas e para resolução de problemas em conjunto. 
As reuniões entre os parceiros foram uma constante essencialmente na 
fase inicial de análise, desenho e especificação, tendo como objectivo o 
planeamento, divisão de tarefas e debate de questões técnicas relacionadas 
com o desenvolvimento do projecto (como a definição de protocolos de 
comunicação entre os módulos e da arquitectura da BD). Para além destas 
reuniões, foi também constante a troca de e-mails entre os elementos das 
equipas dos parceiros e os telefonemas para resolução de questões mais 
práticas. 
 
2.2 Análise de Requisitos 
No início do projecto foi efectuada uma fase preliminar não só de análise 
de requisitos de sistema e do SBC mas também foram estabelecidos desde 
logo alguns pontos de partida que eram importantes definir. Esses pontos de 
partida dizem respeito ao SBC. Foram definidos logo no início do projecto e 
consequentemente tiveram impacto para todo o desenvolvimento. 
Como resultado desta fase é possível consultar a documentação criada 
no anexo confidencial G – “Especificação de Requisitos” e no anexo 
confidencial I – “D1-8 Definição dos requisitos da estação central de 
monitorização da qualidade do ar”. 





Na análise de requisitos foram descritos todos os requisitos funcionais 
do sistema para que fosse possível identificar todas as funcionalidades 
pretendidas. Para poder efectuar esta tarefa, foi seguida a proposta do projecto 
AirMonitor. De uma forma muito genérica, apresentam-se de seguida os 
principais requisitos funcionais do SBC. 
• O SBC deve estar equipado com um módulo rádio dedicado 
(Nodo Coordenador) para comunicar com os Nodos 
• O SBC e os seus Nodos devem funcionar de forma autónoma 
• O sistema deve ser versátil para permitir a adição de sensores de 
novos contaminantes de acordo com a legislação em vigor (tendo 
em conta os valores de referência dos parâmetros de requisitos 
da qualidade do ar) 
• O SBC deve efectuar a actualização das configurações dos 
sensores 
• O SBC deve efectuar a aquisição, transformação (conversão de 
milivolts para um valor real) e aferição dos dados vindos dos 
sensores e caso os dados sejam válidos armazená-los na BD 
• O SBC deve efectuar a actuação de alarmes (despoletar alarmes 
via e-mail e SMS e estar preparado para fazer a actuação de 
sistemas de ventilação) 
• O SBC deve sincronizar periodicamente os seus dados com os de 
uma BD partilhada (colocar na BD partilhada os registos dos 
valores recolhidos e dos alarmes ocorridos e ler as configurações 
dos Nodos e sensores) 
• O SBC deve possuir um registo de logs de erros e avisos do 
sistema para análise e debug 
 




Para o desenvolvimento do sistema, seria necessário a utilização de um 
SBC, para receber e processar os dados recolhidos pelos sensores, e que 
seriam enviados através de uma RSSF. De forma a armazenar a informação 




O dispositivo escolhido para SBC foi o router Asus WL-500G Premium 
v2. Este dispositivo foi o seleccionado pois, para além de permitir as funções 
básicas de um router, permite escolher um firmware para se instalar, possibilita 
a utilização de memória swap, possui 2 portas USB e apresenta uma relação 
custo / benefício bastante aceitável. 
 
 
Figura 2 – SBC – Router Asus WL-500G Premium v2 
 
Como a memória flash do SBC é de 8MB e uma instalação de uma BD é 
sempre algo que requer algum espaço, definiu-se também que o SBC deveria 
ter uma pen de dados para ligar por USB. Desta forma é possível aumentar a 
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capacidade de armazenamento do SBC de forma a garantir que os dados são 
guardados na BD e que é possível ir guardando alguns logs do sistema. 
 
2.2.2.2 Firmware 
O router Asus WL-500G Premium v2 vem de origem com um firmware 
proprietário da marca. No entanto, como o que se pretendia era que o router 
funcionasse como um SBC e que pudéssemos configurá-lo e programá-lo, foi 
necessário escolher um firmware que possibilitasse a sua customização. 
Assim, foi escolhido o sistema OpenWRT, uma distribuição Linux open 
source para sistemas embebidos, na sua versão Kamikaze 8.09. Este sistema, 
para além de conter o software básico que permite a utilização do equipamento 
como router, permite a escrita no sistema de ficheiros e a gestão de pacotes de 
software. Fornece ferramentas para compilação dos firmwares (buildroot) e de 
software (Software Development Kit (SDK)), permite a instalação de pacotes 
de software já disponíveis ou programados conforme as necessidades e é 
muito usado em soluções quer de rede cablada quer de redes sem fios tendo 
por isso já muita informação disponível. 
Para além das vantagens já referidas, uma das razões que fez com que 
este fosse o sistema seleccionado foi o facto de ser extremamente versátil e de 
permitir o desenvolvimento e melhoria de programas sem a necessidade de 
criar um firmware completo e de proceder à sua substituição. 
 
2.3 Desenho 
Na fase de desenho foram elaborados esquemas da arquitectura geral 
do sistema e mais especificamente do SBC. 
Como resultado desta fase é possível consultar a documentação criada 
nos anexos confidenciais B – “Arquitectura Global” e C – “Arquitectura do 
SBC”. 
 




Nesta fase de desenho da arquitectura, inicialmente foi definida a 
arquitectura geral de todo o sistema (anexo confidencial B – “Arquitectura 
Global”), identificando os módulos principais e distribuindo o seu 
desenvolvimento pelos parceiros. 
Como o sistema pretendia a monitorização e controlo da qualidade do ar 
interior, foi desenhado para funcionar no interior de edifícios estando ligado à 
rede TCP/IP com ligação à Internet. 
São utilizados uns pequenos dispositivos chamados Nodos, compostos 
por no máximo quatro sensores, para efectuar a aquisição de dados. Os Nodos 
comunicam entre si através de uma RSSF, concretamente uma rede ZigBee. 
Os Nodos devem enviar os seus dados para o SBC, para que este possa 
efectuar o tratamento dos dados e guardá-los na sua BD. Seguidamente, o 
SBC deve efectuar as actuações de alarmes e dos sistemas de ventilação e ar 
condicionados. Periodicamente, o SBC deve enviar os dados recolhidos dos 
sensores para o servidor que alberga a interface para os utilizadores, através 
da rede TCP/IP. De forma a o SBC poder receber os dados dos Nodos, existe 
um Nodo Coordenador que deve ser ligado ao SBC por USB. Relativamente ao 
servidor, este permite que os utentes possam visualizar os dados em tempo 
real (se não houver falhas na comunicação entre o SBC e o servidor), bem 
como ver um histórico das últimas aquisições de dados e permite que os 
funcionários possam efectuar a configuração do sistema. 
 

















→ Dados (CO2, CO, COVs, O3, H2CO, PM10, T/H)
→ Sensores cablados
• Actuação
→ Interface e alarmes com centrais convencionais
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Figura 3 – Arquitectura geral do sistema AirMonitor 
 
Tendo por base os parâmetros de qualidade do ar definidos no Decreto-
Lei nº79/2006 [2], estabeleceram-se quais os contaminantes que deveriam ser 
monitorizados: 
• Dióxido de Carbono (CO2) 
• Monóxido de Carbono (CO) 
• Compostos Orgânicos Voláteis (COVs) 
• Ozono (O3) 
• Formaldeído (H2CO) 
• Partículas Suspensas no Ar (PM10) 
• Temperatura (T) 
• Humidade (H) 
Caso a legislação seja alterada, o sistema deverá ser alterado de forma 
a garantir o cumprimento da lei. Nesse caso, apenas os Nodos terão de ser 
adaptados, uma vez que o resto do sistema está preparado para monitorizar 
novos contaminantes. 
O desenvolvimento dos Nodos e do servidor ficou a cargo da Quantific 
enquanto que o desenvolvimento do SBC ficou a cargo do LAS. 
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2.3.1.1 Arquitectura do SBC 
A arquitectura do SBC foi dividida três módulos distintos: “Aquisição de 
Dados”, “Actuação de Alarmes” e “Sincronização”. O módulo de “Aquisição de 
Dados” foi ainda sub-dividido em dois sub-módulos: “Aquisição de Pacotes de 
Dados” e “Configuração de Periodicidades” (anexo confidencial C – 
“Arquitectura do SBC”). 
 
 
Figura 4 – Arquitectura do SBC para o Projecto AirMonitor 
 
O SBC recebe através do Nodo Coordenador, um dongle wireless ligado 
por USB, os dados recolhidos pelos sensores em formato de pacotes de dados. 
Após a aquisição de dados, é feita uma transformação e aferição dos mesmos 
e só depois é que são registados na BD local do SBC. Com base nestes 
valores e com informação adicional presente na BD, o SBC procede à actuação 
de alarmes (através do envio de e-mails e SMSs) e à actuação dos sistemas de 
ventilação e ar condicionados (através de ligação TCP/IP e da actuação de 
IOs, ligação a um módulo de IOs). O SBC também deve proceder à 
sincronização da sua BD com uma BD partilhada e que se localiza no servidor 
da interface com o utilizador, enviando para a BD partilhada os valores 
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recolhidos e os alarmes que ocorreram e recolhendo as informações sobre as 
configurações dos Nodos e dos sensores. Estas configurações, devem ser 
transmitidas para os Nodos através do SBC e do Nodo Coordenador, de forma 
a configurar as periodicidades dos sensores. 
 
2.4 Especificação 
Enquadrado na fase de especificação, foram: definidos protocolos de 
comunicação necessários para o funcionamento do sistema, projectados os 
modelos das BDs a utilizar e, preparados os fluxogramas e algoritmos 
necessários ao desenvolvimento dos módulos dos programas do SBC. Neste 
relatório, os fluxogramas são apresentados integrados na fase de 
implementação. 
Como resultado desta fase é possível consultar a documentação criada 
nos anexos confidenciais D – “Modelo de Base de Dados do SBC”, E – “Modelo 
de Base de Dados Partilhada”, F – “Protocolo Sensores ISA e SBC IPNlas” e 
em parte do anexo confidencial J – “D4-3 Construção do protótipo do sistema 
de controlo da qualidade do ar”. 
 
2.4.1 Protocolos de Comunicação 
Na fase de especificação foram definidos protocolos de comunicação 
necessários para o funcionamento do sistema, quer entre o SBC e os Nodos, 
quer o SBC e o módulo de IOs. 
 
2.4.1.1 Protocolo Nodos – SBC 
De forma a ser possível a comunicação entre os Nodos desenvolvidos 
pela Quantific e o SBC desenvolvido pelo LAS, foi definido, entre os parceiros, 
um protocolo de comunicação. Esse protocolo define quais os pacotes com 
informação que podem ser trocados entre os dispositivos. Os pacotes, de uma 
forma geral têm um identificador do Nodo a que se destina o pacote ou que o 
envia e terminam sempre com um byte hexadecimal para confirmação da 
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integridade do pacote (checksum). A informação detalhada sobre este 
protocolo pode ser consultada no anexo confidencial F – “Protocolo Sensores 
ISA e SBC IPNlas”. 
 
2.4.1.2 Protocolo IOs – SBC 
Para o SBC comunicar com o módulo de IOs, também foi necessário 
definir um protocolo de comunicação para que seja possível o SBC activar ou 
desactivar os IOs disponíveis. Neste caso a comunicação seria efectuada 
através da rede TCP/IP com recurso a sockets. A informação mais detalhada 
sobre este protocolo pode ser consultada no apêndice D do anexo confidencial 
J – “D4-3 Construção do protótipo do sistema de controlo da qualidade do ar”. 
 
2.4.2 Base de Dados 
Nesta fase, foram também projectados os modelos relacionais de dados 
para as BDs, do SBC e do servidor. Inicialmente e para o SBC pensou-se no 
SGBD MySQL. No entanto, a ausência de um pacote de instalação pré-
compilado para o firmware escolhido revelou-se uma dificuldade. Ainda se 
ponderou a alteração do firmware mas as alternativas não eram satisfatórias. 
Desta forma acabou por se optar pela instalação do PostgreSQL, um SGBD 
open source e multiplataforma, que já possuía pacotes de instalação pré-
compilados para o firmware do SBC. Uma vez que o desenvolvimento dos 
programas para o SBC foi feito na linguagem de programação C, recorreu-se à 
Application Programming Interface (API) própria do PostgreSQL libpq que 
contém um conjunto de funções básicas para acesso à BD. 
A sincronização das BDs devia ser feita entre a BD do SBC e uma só BD 
do servidor que deveria ser a do programa da interface. No entanto, a BD para 
a interface teria de ser MySQL e decidiu-se ter uma BD partilhada, no próprio 
servidor, que deveria fazer a ligação das outras duas. Assim, a Quantific seria 
responsável pela sincronização entre as BDs MySQL e PostgreSQL do servidor 
e o LAS seria responsável pela sincronização entre as BDs PostgreSQL do 
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SBC e do servidor. Ambas as sincronizações teriam de ser nos dois sentidos, 
isto é, enviar e ler dados. 
 
 
Figura 5 – Esquema da sincronização entre as BDs 
 
Os modelos relacionais desenhados para as BDs do SBC e partilhada 
são muito semelhantes. Ambos têm tabelas com informações sobre os Nodos 
(Node), os sensores (Sensor e GasType), os registos das medições efectuadas 
pelos sensores (Regist) e os registos de alarmes ocorridos (Alarm e 
EventAlarm). 
 




Figura 6 – Modelo relacional da BD local do SBC 
 
Também foram criadas tabelas para efectuar a aferição dos sensores 
(Task, CalibGas, Calib, esta última apenas na BD do SBC), no entanto, essa 
funcionalidade não foi implementada pois os sensores utilizados já estariam 
preparados. Apesar disso essas tabelas também são sincronizadas. Há alguma 
informação que se encontra apenas na BD do SBC pois não havia necessidade 
dessa informação estar na BD partilhada. 
 




Figura 7 – Modelo relacional da BD partilhada 
 
 







Capítulo 3  
 
 
Implementação e Testes 
 
Neste capítulo são descritas as fases de implementação e testes ao 




Na fase de implementação foi efectuado o desenvolvimento dos 
programas para serem executados no SBC e a customização do firmware para 
o SBC. 
O desenvolvimento dos programas, que foi efectuado na linguagem de 
programação C e com recurso à API libpq para efectuar a ligação ao SGBD 
PostgreSQL, foi efectuado numa máquina Linux e foi necessário fazer a 
compilação cruzada do código fonte de forma aos programas poderem ser 
executados no Sistema Operativo (SO) OpenWRT do SBC. 
Como já referido anteriormente, o SBC é composto por diferentes 
módulos. O desenvolvimento do módulo de “Sincronização” foi feito a par com 
o dos restantes módulos e destes, foi implementado primeiro o sub-módulo de 
“Aquisição de Pacotes de Dados”, seguido do sub-módulo “Configuração de 
Periodicidades” e só depois o módulo de “Actuação de Alarmes”. 
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Para esta fase de implementação do SBC foi necessário efectuar 
pesquisas na Internet [1], [3], [4], [5], [6], [7], [8], [9] de forma a poder 
desenvolver os programas pretendidos. 
Como resultado desta fase é possível consultar a documentação criada 
no anexo confidencial J – “D4-3 Construção do protótipo do sistema de controlo 
da qualidade do ar”. 
 
3.1.1 Módulo Aquisição de Dados 
O módulo de Aquisição de Dados faz parte de um programa chamado 
airnode que deverá estar sempre em execução no SBC para que possa 
comunicar com os Nodos e despoletar os alarmes. Este módulo efectua a 
ligação entre o SBC e o Nodo Coordenador, foi dividido em dois sub-módulos 
“Aquisição de Pacotes de Dados” e “Configuração de Periodicidades”, e 
implementa o protocolo apresentado na secção 2.4.1.1. No entanto, como se 
verificou a existência de alguns pacotes definidos no protocolo que na prática 
não eram necessários, os parceiros decidiram que os mesmos não seriam 
implementados a nível do SBC. 
 




Figura 8 – Fluxograma do módulo de Aquisição de Dados 
 
3.1.1.1 Sub-Módulo Aquisição de Pacotes de Dados 
O sub-módulo “Aquisição de Pacotes de Dados” recebe a informação 
recolhida pelos sensores e guarda-a na BD. Através do Nodo Coordenador, o 
SBC recebe o pacote de dados (do tipo “DAT”), confirma se o pacote é válido 
através do cálculo do checksum, efectua uma transformação aos dados (os 
valores chegam ao SBC num valor numérico que representa milivolts, e têm de 
ser convertidos para valores reais e com significado), efectua uma aferição dos 
dados para que não sejam armazenados valores descabidos e por fim, os 
dados são inseridos na BD. 
Na Figura 9 é possível visualizar a aquisição de um pacote DAT. São 
mostrados os caracteres hexadecimais que o compõem e é calculado o 
checksum por parte do SBC que confirma comparando com o último byte do 
pacote que este é válido. Após apresentar o pacote de uma forma mais legível, 
com os valores dos sensores e da bateria em ADC, estes valores, depois de 
convertidos, são inseridos na BD bem como é actualizado o campo da última 
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leitura realizada pelo sensor. Por fim, é actualizado o valor da bateria e da 
última leitura realizada pelo Nodo. 
 
 
Figura 9 – Log do programa airnode – Aquisição de Pacote de Dados 
 
3.1.1.2 Sub-Módulo Configuração de Periodicidades 
O sub-módulo “Configuração de Periodicidades” efectua a troca de 
mensagens necessárias para que as periodicidades com que os sensores 
devem enviar dados sejam configuradas. 
Existem dois cenários que podem ocorrer. Ou o programa detecta que 
existe uma periodicidade nova na BD e por isso constrói um pacote com a 
informação das periodicidades de um Nodo (pacote do tipo “ANP”) e envia-o 
(como é o caso apresentado na Figura 10). Ou, após receber um pacote do 
Nodo Coordenador, o SBC, efectua o cálculo do checksum e verifica se o 
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pacote é válido e em caso afirmativo processa o pacote de acordo com os 
diferentes tipos definidos no protocolo da secção 2.4.1.1. Se for um pedido de 
periodicidades para um Nodo (pacote do tipo “RQP”), o SBC vai verificar as 
periodicidades desse Nodo na BD, constrói um pacote com as periodicidades 
dos sensores desse Nodo (pacote do tipo “ANP”) e envia-o para o Nodo 
Coordenador. 
Para qualquer um dos cenários anteriores, como resposta, o SBC pode 
receber um pacote a informar que as configurações foram recepcionadas 
correctamente e sem problemas por parte do Nodo (tipo de pacote “AKP”) e o 
SBC actualiza a flag na BD a indicar que a configuração não é nova (campo 
“newsamp” da tabela “sensor”). Por outro lado, se ocorrer algum erro, caso o 
Nodo Coordenador não conheça o Nodo ao qual se destina o pacote, pode 
responder ao SBC com um pacote de erro (do tipo “ECC”) ou, caso o Nodo de 
destino não reconheça um dos sensores que se está a tentar configurar ou 
identifique que a mensagem é inválida, pode responder com outro pacote de 
erro (do tipo “ENC”). 
Na Figura 10 é possível visualizar uma configuração de periodicidades 
por o SBC ter detectado que existia uma nova. É efectuada uma consulta à BD 
para verificar a existência de novas periodicidades. Ao identificar que há novas 
periodicidades para o Nodo com o número de série 12, o SBC procura todas as 
periodicidades para os sensores desse Nodo na BD e constrói um pacote ANP 
em caracteres hexadecimais que envia para o Nodo Coordenador. De seguida, 
é efectuada a aquisição do pacote AKP. São mostrados os caracteres 
hexadecimais que o compõem e é calculado o checksum por parte do SBC que 
confirma comparando com o último byte do pacote que este é válido. Depois, é 
actualizado na BD para falso a flag que indica se existem novas periodicidades 
para o Nodo em questão. Por fim, o pacote ANP é retirado de uma lista de 
pacotes a enviar para se tentar o envio até 3 vezes em caso de falha. 
 




Figura 10 – Log do programa airnode – Configuração de Periodicidades 
 
3.1.2 Módulo de Actuação de Alarmes 
O módulo de Actuação de Alarmes funciona no programa principal 
airnode e, essencialmente após a aquisição de um pacote de dados, verifica a 
existência ou não de uma situação de alarme para um dos contaminantes ou 
para o valor de bateria dos Nodos. 
Na Figura 11 é possível visualizar o módulo de Actuação de Alarmes em 
acção. O SBC verifica se os valores dos sensores estão entre os limites e o 
estado da bateria do Nodo. 
 




Figura 11 – Log do programa airnode – Módulo de Alarmes 
 
Periodicamente o programa também detecta situações em que os 
sensores e os Nodos estejam offline ou voltem ao estado online. Qualquer que 
seja a situação, é seguido o esquema apresentado na Figura 12. 
 




Figura 12 – Fluxograma do módulo de Actuação de Alarmes 
 
Os diferentes tipos de alarme que podem ocorrer são: 
• Sensor ficou offline 
• Sensor ficou online 
• Sensor ultrapassou limite máximo 
• Sensor abaixo do limite mínimo 
• Sensor voltou ao estado normal 
• Nodo ficou offline 
• Nodo ficou online 
• Bateria fraca 
• Bateria OK 
No caso de existir uma alteração de um estado de alarme, o SBC 
procede à actuação dos alarmes. Independentemente de qual foi a alteração 
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do estado de alarme, o evento é sempre registado na BD na tabela “Alarm”. De 
seguida são enviadas via SMS e/ou e-mail as notificações dos alarmes e por 
fim é efectuada a activação/desactivação de IOs. 
 
3.1.2.1 SMSs e e-mails de Alarme 
Conforme o campo alarmType da tabela Sensor, o SBC vai proceder a 
notificações sobre o alarme. 
Na Figura 13 é possível visualizar o módulo de Actuação de Alarmes em 
acção a enviar notificações por e-mail e SMS. O SBC consulta na BD os dados 
relacionados com o sensor que despoleta o alarme. De seguida, envia as 
notificações, primeiro por e-mail e depois por SMS, insere uma nova entrada na 
tabela “Alarm” e, por fim, actualiza a flag de alarme activo para o sensor. 
 
 
Figura 13 – Módulo de Alarmes: envio de notificação por e-mail e SMS 
 
Essas notificações podem ser através de SMS e/ou de e-mail conforme 
o valor alarmType seja: 
• 0 – Nenhuma notificação 
• 1 – Notificação por SMS 
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• 2 – Notificação por e-mail 
• 3 – Notificação por e-mail e SMS 
Na Figura 14 é possível visualizar uma notificação por SMS, em que um 
sensor de Temperatura ultrapassa o seu limite máximo, sendo que este é de 
23ºC e o valor lido que despoletou o alarme era de 24ºC. 
 
 
Figura 14 – Módulo de Alarmes: notificação recebida por SMS no telemóvel 
 
No caso da Figura 15 é possível visualizar uma notificação por e-mail, 
em que um sensor de Humidade regista o valor 37%, regressando ao intervalo 
dos seus limites entre 10% e 80%. 
 




Figura 15 – Módulo de Alarmes: notificação recebida por e-mail 
 
De forma ao SBC poder enviar notificações por SMS, foi necessário 
recorrer a uma pen 3G, com cartão SIM. A pen utilizada foi uma Vodafone 
Huawei k3765 que precisou de ser configurada para funcionar com o SBC e 
também permite que este estabeleça ligação à Internet via rede 3G. 
 
 
Figura 16 – Pen Vodafone Huawei k3765 usada no projecto AirMonitor 
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Para comunicar com a pen 3G, foi utilizada uma linguagem constituída 
por comandos padrão e de configuração para modems designada comandos 
Hayes (ou mais conhecida por comandos AT) [9]. Antes de utilizar a pen no 
SBC, foi necessário utilizar esses comandos para proceder à desactivação de 
alguns componentes USB da mesma. 
 
 
Figura 17 – Detectado no SBC o Nodo Coordenador e a pen 3G 
 
Ao ligar a pen ao SBC são-lhe atribuídas três interfaces. Como é 
possível verificar na Figura 17, no SBC já estava ligado o Nodo Coordenador 
ocupando a interface "usb/tts/0", para a pen 3G ficam atribuídas as interfaces 
"usb/tts/1", "usb/tts/2" e "usb/tts/3". É por esta última que devem ser enviadas 
as notificações por SMS. Por seu lado, para estabelecer ligação à rede 3G, 
deve ser usada a interface "usb/tts/1". 
 
 
Figura 18 – Ficheiro com indicação do fabricante e modelo da pen 3G 
 
De forma à pen 3G ser correctamente controlada pelo SBC, é 
necessário efectuar neste uma configuração com base numa identificação do 
vendedor e do produto em utilização. Esta informação pode ser consultada no 
Desenvolvimento de Software para o projecto AirMonitor  Capítulo 3 
 
35 
ficheiro "/proc/bus/usb/devices" do SBC quando a pen 3G se encontra ligada a 
ele (ver Figura 18) e deverá ser colocada no ficheiro "/etc/modules.d/60-usb-
serial" (ver Figura 19). 
 
 
Figura 19 – Configuração dos dados da pen 3G a ser usada 
 
3.1.2.2 Actuação IOs 
Para efectuar a ligação a equipamentos de ventilação e ar 
condicionados é utilizada um módulo de IOs, um SBC68EC com saídas a relé e 




Figura 20 – Parte da frente dos IOs 
 




Figura 21 – Parte de trás dos IOs 
 
Integrado no módulo de alarmes, foi desenvolvido do lado do SBC, o 
protocolo de comunicação com o módulo de IOs (apêndice D do documento 
anexo confidencial J – “D4-3 Construção do protótipo do sistema de controlo da 
qualidade do ar”). Pelo contrário, o desenvolvimento do firmware para este 
módulo de IOs não foi realizado no âmbito deste trabalho. 
 
 
Figura 22 – Módulo de Alarmes: actuação de IOs em funcionamento 
 
O SBC verifica as portas dos IOs na BD e procede à activação ou 
desactivação das portas respectivas no módulo de IOs, o que corresponde ao 
controlo dos LEDs (sinais visuais) e dos equipamentos de ventilação e ar 
condicionados (saídas a relé). 
 




Figura 23 – SBC e módulo de IOs em testes na Quantific 
 
3.1.3 Módulo de Sincronização 
O módulo de sincronização funciona num programa próprio chamado 
airsync e que se encontra configurado para ser executado de 5 em 5 minutos 
estando agendado através do crontab. Este módulo efectua a troca de 
informação entre a BD do SBC e a BD partilhada do servidor, efectuando a 
sincronização de 8 tabelas, as existentes na Figura 7. À excepção de uma 
tabela, em que a troca de informação é efectuada nos dois sentidos (do SBC 
para o servidor e do servidor para o SBC), todas as outras sincronizam os seus 
dados em apenas num sentido. 
 
 
Figura 24 – Log do programa airsync – Módulo de Sincronização 











As tabelas sincronizadas da BD do SBC para a BD partilhada são: 
• “Regist” 
• “Alarm” 
• “Node” (apenas os campos “batteryState” e “status”) 
A ordem de sincronização das tabelas pode ser observada na Figura 25. 
 




Figura 25 – Fluxograma do módulo de Sincronização 
 
Devido aos diferentes objectivos das tabelas, as mesmas têm de ser 
sincronizadas de diferentes formas. 
De um modo geral, as tabelas que são sincronizadas da BD partilhada 
para a BD do SBC seguem o esquema apresentado na Figura 26 em que após 
a sincronização é actualizada a respectiva flag de sincronização (campo 
“syncBL”) na tabela que foi sincronizada. As tabelas “CalibGas”, “Node”, 
“Sensor” e “Task” seguem este esquema e actualizam assim os dados que 
dizem respeito ao SBC em questão. 





Figura 26 – Fluxograma da sincronização genérica das tabelas da BD partilhada para a 
do SBC 
 
No entanto, as tabelas “EventAlarm” e “GasType” fogem a esta regra e 
seguem o esquema apresentado na Figura 27 em que, o SBC verifica se estas 
tabelas têm dados. Se tiver, procede a uma sincronização normal, se não tiver 
vai buscar todos os dados que se encontrarem nestas tabelas na BD 
partilhada, independentemente dos valores das flags de sincronização. 
 




Figura 27 – Fluxograma da sincronização das tabelas “EventAlarm” e “GasType” da BD 
partilhada para a do SBC 
 
A tabela “Regist” é sincronizada seguindo o esquema apresentado na 
Figura 28. Como esta tabela terá sempre um grande número de dados a 
sincronizar, e de forma ao processamento não ser tão elevado, são 
sincronizados apenas 50 registos de cada vez que o programa corre. Após a 
sincronização da BD do SBC para a BD partilhada de um registo, o mesmo é 
eliminado do SBC. 
 




Figura 28 – Fluxograma da sincronização da tabela “Regist” da BD do SBC para a 
partilhada 
 
A tabela “Alarm” é sincronizada seguindo o esquema apresentado na 
Figura 29. A sua sincronização é muito semelhante à da tabela “Regist”, em 
que os registos também são eliminados do SBC após a sua sincronização, no 
entanto para esta tabela todos os registos são sincronizados. 
 




Figura 29 – Fluxograma da sincronização da tabela “Alarm” da BD do SBC para a 
partilhada 
 
Relativamente à tabela “Node”, para além da sincronização geral 
anteriormente descrita, é efectuada uma sincronização específica para os 
campos “batteryState” e “status” no sentido BD do SBC para a BD partilhada, 
seguindo o esquema apresentado na Figura 30. De certa forma, esta 
sincronização acaba por ser muito semelhante à anteriormente descrita para 
esta tabela, pois após estes campos serem sincronizados é actualizada a 
respectiva flag de sincronização (campo “syncSBC”) na tabela “Node”. 
 




Figura 30 – Fluxograma da sincronização da tabela “Node” da BD do SBC para a 
partilhada 
 
3.1.4 Customização do SBC 
De forma a preparar um firmware para o AirMonitor ([5], [6], [8]) recorreu-
se ao OpenWRT Buildroot e desta forma foram utilizados os ficheiros do código 
fonte do OpenWRT existentes no seu repositório Apache Subversion (SVN) 
[7] de forma a ser possível efectuar a compilação cruzada (isto é, compilar 
código para ser executado numa plataforma diferente daquela em que o 
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compilador está a ser executado). Depois de se fazer o download destes 
ficheiros é necessário personalizar a configuração do OpenWRT para 
posteriormente se poder gerar o firmware customizado. Como se pretendia um 
firmware com o AirMonitor já instalado, o código fonte dos programas também 
teria de ser incluido. Os ficheiros são organizados por diversas pastas sendo 
que, é na pasta “package” que deve ser colocada a pasta “airmonitor” com o 
código fonte dos programas do AirMonitor (airnode e airsync). Nesta pasta 
“package” existem também as pastas “base-files/files” onde estão localizados 
os ficheiros base que serão utilizados no SO do SBC. 
 
 
Figura 31 – Estrutura do repositório SVN do OpenWRT 
 
Destes ficheiros base foram alterados os seguintes: 
• /etc/passwd – Foi colocada uma password em md5 para o 
utilizador “root” para permitir que este se ligue por SSH ao SBC. 
• /etc/banner – Foi personalizada a mensagem que é mostrada 
quando um utilizador se liga por SSH ao SBC (a mensagem 
identifica o LAS e o projecto AirMonitor). 
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• /etc/profile – Foi editada a variável de ambiente “PATH” de forma 
a incluir caminhos para localizações de programas instalados na 
pen de dados. 
Para além das alterações efectuadas a estes ficheiros, foi também 
criado um script para ser executado na primeira vez que o SBC reinicia após 
receber o novo firmware e depois de ser executado o ficheiro é apagado. Este 
script cria o utilizador da BD, cria pastas e copia vários ficheiros, localizados na 
pasta “home/airmonitor/usedfiles” para as pastas onde devem estar no SBC e 
configura-os de forma a permitir o seu correcto funcionamento e executa 
alguns comandos para que o SBC fique operacional. 
Os principais ficheiros personalizados (já com o seu caminho definitivo) 
foram os seguintes: 
• /etc/modules.d/60-usb-serial – Contém informação relativa ao 
fabricante e modelo da pen 3G a utilizar. 
• /etc/init.d/hardreboot – Script de inicialização para a pen 3G 
reconfigurar-se através do script “/etc/gcom/GPRSreset.gcom” e 
para o SBC se reiniciar. 
• /etc/init.d/airnode – Script de inicialização para controlar o 
programa airnode. 
• /etc/init.d/startdb – Script de inicialização para controlar o SGBD 
local. 
• /etc/init.d/updateip – Script de inicialização para efectuar a 
actualização dinâmica do Domain Name System (DNS) do 
changeip. 
• /etc/init.d/wan3gup – Script de inicialização para controlar a 
ligação da interface de rede pela pen 3G. 
• /etc/init.d/guardarHoras – Script que guarda a data e hora mais 
recente do SBC no ficheiro “/etc/ultimasHoras.txt”. Para mais 
informações, consultar a secção 3.2.2.2. 
• /etc/init.d/acertarHoras – Script que efectua um mecanismo para 
acertar a data e hora do SBC. Para mais informações, consultar a 
secção 3.2.2.2. 
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• /etc/config/system – Permite indicar o nome do SBC e qual o 
fuso horário que o sistema deve utilizar. 
• /etc/config/network – Permite ajustar as configurações de rede, 
nomeadamente no que diz respeito à ligação para a pen 3G. 
• /etc/monitrc – Ficheiro de configuração e controlo do programa 
monit, onde são definidos quais os programas a ser 
monitorizados, como é o caso do SGBD e do airnode. 
• /etc/muttrc – Ficheiro de configuração adicional do programa 
mutt, usado para o envio de e-mails com anexos, como é o caso 
do script de envio de logs. 
• /etc/ssmtp.conf – Ficheiro de configurações do programa ssmtp, 
para o envio de e-mails do programa airnode. 
• /etc/ultimasHoras.txt – Ficheiro onde são guardadas 
informações relativas à última data e hora conhecidas pelo SBC. 
O formato da informação é “yyyy-mm-dd hh:mm:ss” e este ficheiro 
é actualizado pelo script “/etc/init.d/guardarHoras”. 
• /etc/ppp/ip-down.d/refrescaDHCP.sh – Script para actualizar as 
configurações da rede. 
• /etc/ppp/ip-up.d/nameServerUp.sh – Script para que seja 
efectuada a actualização dinâmica do DNS do changeip através 
do script “/etc/init.d/updateip”. 
• /etc/gcom/GPRSdrop.com – Script para a pen 3G desligar 
qualquer ligação que esteja activa. 
• /etc/gcom/GPRSreset.gcom – Script para a pen 3G reconfigurar-
se. 
• /etc/crontabs/root – Permite agendar tarefas que são executadas 
periodicamente, como é o caso do programa airsync e os scripts 
para o acerto de horas. 
• /etc/rc.local – É automaticamente executado no final da 
inicialização do sistema e executa alguns comandos para terminar 
de preparar o SBC cada vez que o mesmo é inicializado (montar 
a pen de dados, prepara a firewall, lançar o monit, executar o 
script para acertar horas, entre outros). 
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Ao efectuar a configuração do firmware OpenWRT a ser usado no SBC, 
através do OpenWRT Buildroot (Figura 32), teve de se indicar quais os pacotes 
de programas que se pertendiam que estivessem incluidos, deixando 




Figura 32 – Configuração do firmware no OpenWRT Buildroot 
 




  └─ Target System 
  |   └─ Broadcom BCM947xx/953xx [2.4] 
  └Target Profile 
  |   └─ ASUS WL-500g Premium 
  └─ Base system 
  |   └─ busybox 
  |   |   └─ Configuration 
  |   |       └─ Login/Password Management Utilities 
  |   |       |   └─ addgroup 
  |   |       |   |   └─ Support for adding users to groups 
  |   |       |   └─ delgroup 
  |   |       |   |   └─ Suport for removing users from groups. 
  |   |       |   └─ adduser 
  |   |       |   |   └─ Enables long options 
  |   |       |   └─ deluser 
  |   |       |   └─ passwd 
  |   |       |   |   └─ Check new passwords for weakness 
  |   |       |   └─ su 
  |   |       |   |   └─ Enable su to write to syslog 
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  |   |       |   |   └─ Enable su to check user's shell to be listed in /etc/shells 
  |   |       |   └─ sulogin 
  |   |       └─ Miscellaneous Utilities 
  |   |           └─ chat 
  |   |           └─ crond 
  |   |           └─ crontab 
  |   └─ libpthread 
  └─ Libraries 
  |   └─ database 
  |   |   └─ libpq 
  |   └─ libblkid 
  |   └─ libncusrses 
  |   └─ libopenssl 
  |   └─ libreadline 
  |   └─ libusb 
  |   └─ zlib 
  └─ Network 
  |   └─ Time Syncronization 
  |   |   └─ ntpdate 
  |   └─ updatedd 
  |       └─ updatedd-mod-changeip 
  └─ Kernel modules 
  |   └─ Filesystems 
  |   |   └─ kmod-fs-ext3 
  |   └─ Network Support 
  |   |   └─ kmod-ppp 
  |   |       └─ kmod-pppoe 
  |   └─ USB Support 
  |       └─ kmod-usb-core 
  |           └─ kmod-usb-serial 
  |            |   └─ kmod-usb-serial-ftdi 
  |            └─ kmod-usb-storage 
  |            └─ kmod-usb2 
  └─ Administration 
  |   └─ monit 
  └─ Utilities 
  |   └─ airmonitor 
  |   └─ database 
  |   |   └─ pgsql-cli 
  |   └─ disc 
  |   |   └─ swap-utils 
  |   └─ comgt 
  └─ Mail 
     └─ ssmtp 
 
 
Dos pacotes de programas que foram usados há que destacar o 
updatedd e o monit. 
Com o intuito de actualizar dinamicamente o DNS do SBC, recorreu-se 
ao programa updatedd, associado ao fornecedor ChangeIP [10], de forma a 
poder aceder ao SBC caso este esteja ligado à Internet através de uma pen 
3G. Quando a interface de rede 3G é activada, o script “/etc/init.d/updateip” é 
executado e actualiza o DNS. Caso o sistema esteja a funcionar, com ligação 
através da pen 3G e o DNS correctamente definido, num local ao qual não 
podemos ter acesso físico, é possível aceder facilmente por SSH ao DNS que 
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está definido para o SBC em questão (por exemplo: 
“lassbc1.airmonitor.changeip.org”). 
O monit foi utilizado para monitorizar alguns programas e algumas 
verificações através da Internet. É iniciado quando o SBC também inicia, 
ficando em execução e, por prevenção, encontra-se agendado no crontab. As 
suas configurações e definições de programas a monitorizar encontram-se no 
ficheiro “/etc/monitrc”. Dispõe de uma interface Web onde se pode verificar e 
controlar o estado dos processos que são monitorizados e se encontram em 
execução, e outras informações sobre o sistema. 
 
 
Figura 33 – Página principal da interface Web do monit 
 
Para os programas SGBD e airnode, o monit tem que garantir que estes 
se encontram sempre em execução. No caso do airsync, há alturas que o 
programa não está em execução devido ao seu funcionamento ser efectuado 
em ciclos periódicos. 
 




Figura 34 – Página do monit de monitorização do airnode 
 
Após efectuar a configuração do firmware com o OpenWRT Buildroot, é 
necessário proceder à compilação do mesmo, que será criado com o nome 
“openwrt-brcm-2.4-squashfs.trx” numa pasta chamada “bin/” e que poderá ser 
instalado no SBC. Caso se queira efectuar um update a um dos programas do 
AirMonitor, basta alterar o código fonte existente na pasta 
“package/airmonitor/”, compilar o firmware novamente (se a configuração já foi 
feita anteriormente não há necessidade de a fazer de novo) e utilizar o ficheiro 
“airmonitor_1_mipsel.ipk”, criado na pasta “bin/packages/mipsel/” para instalar 
facilmente o programa no sistema já em funcionamento. 
De forma a instalar um novo SBC, para além da preparação do firmware 
customizado, também foi criado o conteúdo para a pen de dados, já com a 
instalação do servidor da BD e outros ficheiros que são necessários. Entre 
esses ficheiros, é de destacar os seguintes (em que “/opt/” é a localização da 
pen): 
• /opt/bin/moverLogs.sh – Script que prepara os logs criados 
pelos programas do AirMonitor para serem enviados por e-mail 
movendo-os de uma pasta para outra. 
• /opt/bin/enviarLogs.sh – Script que cria um ficheiro compactado 
com os últimos logs e que o envia por e-mail. 
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• /opt/bin/apagarLogs.sh – Script que apaga ficheiros de logs 
antigos (se o script não for alterado, que tenham mais de 14 dias) 
para que a pen de dados não fique sem espaço. 
• /opt/home/am/airmonitor.config – Ficheiro de configurações 
utilizado pelos programas AirMonitor que lêem a informação no 
início das suas execuções. 
 
 
Figura 35 – E-mail de logs enviado automaticamente 
 
O ficheiro de configurações “airmonitor.config” pode ser alterado 
posteriormente e contêm a seguinte informação: 
Número do router 
Localização do Nodo Coordenador 
Localização da Pen 3G para envio de SMS 
IP do SBC dos I/Os 
Porto do SBC dos I/Os 
IP da Base de Dados local 
Nome da Base de Dados local 
Nome do utilizador da Base de Dados local 
Password de acesso à Base de Dados local 
IP da Base de Dados remota 
Nome da Base de Dados remota 
Nome do utilizador da Base de Dados remota 
Password de acesso à Base de Dados remota 
Tipo de log a ser registado 
 
Os tipos de log que podem ser criados são: 
• 0 – Error – Só logs de erros. 
• 1 – Warning – Logs de erros e de aviso. 
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• 2 – Debug – Todo o tipo de logs, nomeadamente de debug. 
 
 
Figura 36 – Exemplo de ficheiro de configurações “airmonitor.config” 
 
3.2 Testes e Validação 
Para descrever os procedimentos de teste de laboratório a serem 
efectuados, de forma a garantir o correcto funcionamento do sistema e do SBC 
em si, foram elaborados os anexos confidenciais H – “Especificação de Testes 
em Laboratório” e K – “D4-4 Definição dos procedimentos de teste do sistema 
de controlo da qualidade do ar”. 
 
3.2.1 Testes 
Ao longo do desenvolvimento foram efectuados pequenos testes 
pontuais, executados pelo próprio programador, de forma a verificar os 
módulos desenvolvidos e garantir o correcto funcionamento do sistema. 
Regularmente foram efectuadas verificações para confirmar o cumprimento dos 
requisitos e de que o desenvolvimento estava em conformidade com o que se 
pretendia. 
Foram realizados testes: estruturais (às sub-rotinas internas de cada 
módulo); unitários (às várias unidades das sub-rotinas, testando os módulos 
individualmente); de integração (para garantir o correcto funcionamento dos 
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módulos em conjunto); funcionais (em que o sistema foi testado em conjunto e 
não em componentes separados, de forma a garantir o cumprimento dos 
requisitos); e de sistema (ao sistema completo e já integrado, para assegurar a 
eficiência, qualidade e robustez do mesmo). Estes testes foram realizados em 
laboratório e antecederam os testes em ambiente real, o piloto. 
 
 
Figura 37 – Sistema AirMonitor em testes no LAS 
 
No LAS, os testes de laboratório foram realizados recorrendo a um SBC 
com um Nodo Coordenador, dois Nodos (com sensores de Temperatura, 
Humidade e CO2) e um servidor. 
Ao longo do documento de testes (anexo confidencial K – “D4-4 
Definição dos procedimentos de teste do sistema de controlo da qualidade do 
ar”), na configuração do ambiente em que os mesmos devem ser feitos, é uma 
constante o requisito "Internet permanentemente ligada.". Este requisito, 
definido inicialmente para o projecto e mais tarde para os testes, fez com que, 
ao instalar o sistema em ambiente real no piloto, começassem a surgir 




Em Março de 2012, o piloto do AirMonitor foi instalado na USF do CSC, 
em Coimbra (um ambiente hospitalar onde vão diariamente centenas de 
utentes e onde são prestados cuidados de saúde). Este piloto pretendia 
verificar o funcionamento estável do sistema em ambiente real, em 
funcionamento contínuo e sem intervenção da equipa de desenvolvimento. 
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Assim, foram escolhidas algumas salas para serem monitorizadas, nas quais 
foram colocados Nodos para proceder à recolha de dados. 
 
 
Figura 38 – Nodos do piloto AirMonitor na USF do CSC 
 
Foi também instalado o servidor que alberga a interface com o utilizador 
ligado à rede interna e o SBC, também ligado à rede interna mas posicionado 
fisicamente próximo dos Nodos de forma a poderem comunicar com o Nodo 
Coordenador ligado ao SBC. 
 




Figura 39 – SBC e Nodo Coordenador do piloto AirMonitor na USF do CSC 
 
Quando o piloto foi instalado no CSC começaram alguns problemas, a 
seguir descritos, que requereram atenção e tiveram de ser resolvidos. 
Antes de mais, é importante salientar que o SBC foi projectado para ter 
sempre ligação à Internet, que nos testes de laboratório efectuados assumiu-se 
isso como pressuposto e que em testes em ambiente real, no piloto, a 
realidade era diferente e o SBC não tinha ligação à Internet tendo por isso 
surgido problemas. Após a correcção desses problemas, o sistema ficou a 
funcionar correctamente, de forma autónoma e contínua, permitindo assim a 
validação do SBC desenvolvido. 
 
3.2.2.1 Caracteres Hexadecimais Inválidos 
Ainda antes de o sistema ser instalado no CSC já se tinha verificado a 
existência de um problema no SBC ao receber os dados vindos dos Nodos. Por 
vezes as mensagens recebidas passavam a ser compostas apenas de 
caracteres hexadecimais 0x00 e 0xE0 e não se recebiam mensagens válidas. 
Durante os testes laboratoriais, quer os efectuados no LAS quer os efectuados 
na Quantific, nunca se conseguiu perceber a origem do problema. Quando o 
sistema foi para o CSC este problema passou a ser permanente. 
 




Figura 40 – Excerto de log com o problema dos caracteres hexadecimais 0x00 e 0xE0 
 
De notar que o problema dos caracteres 0x00 e 0xE0 foi identificado 
pelo LAS pela primeira vez poucos dias após uma actualização aos Nodos e, 
para além disso, este problema também se verificou no projecto FireTrack 
(outro projecto do LAS que utiliza as mesmas tecnologias que o AirMonitor), 
tendo deixado de existir após terem feito uma actualização ao firmware dos 
Nodos desse projecto. Isto fez com que inicialmente se suspeitasse que 
poderia ser alguma alteração do lado dos Nodos do AirMonitor que pudesse 
estar a originar estes caracteres estranhos. Do lado da Quantific tentaram 
analisar a questão, informaram que no sistema em testes na empresa não 
ocorria esse problema e que não compreendiam o que poderia estar a originar 
tal comportamento. Passados 4 meses de o LAS ter identificado o problema, foi 
a vez de a Quantific o identificar no seu sistema em testes e reportar a 
situação. Ainda antes de o sistema ir para o CSC, o LAS fez-lhe alterações, 
para que, após determinado número de mensagens inválidas, fosse fechada a 
ligação à porta série e fosse de novo estabelecida. Depois de efectuar essa 
rotina por 3 vezes, por fim o programa era automaticamente reiniciado, para 
tentar minimizar o impacto desta situação. De qualquer forma, todos os 
esforços efectuados não foram traduzidos em resultados satisfatórios pois o 
sistema continuava com alguns problemas sem se perceber porquê. 
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Foi necessário juntar esforços de ambos os parceiros para identificar o 
porquê desta situação uma vez que mesmo com o SBC ligado por cabo à rede 
estas mensagens surgiam de forma aleatória. 
O sistema estava preparado para, se deixasse de ter acesso à Internet, 
tentar ligar-se à Internet através de uma pen 3G. O SBC do CSC também não 
tinha pen 3G. O que acontecia é que na ausência da pen o sistema ia 
configurar a primeira porta USB que encontrava ocupada e que era a do Nodo 
Coordenador que era reconfigurada com configurações erradas e a partir daí 
os dados deixavam de ser recebidos correctamente. 
Foi necessário alterar alguns scripts do sistema para que, na ausência 
de ligação à Internet, confirmassem primeiro que a pen 3G estava 
efectivamente conectada e, só depois se isso se verificasse, tentava configurar 
a porta correcta para a pen 3G e estabelecer por aí a ligação à Internet. Foram 
também desenvolvidos mecanismos para caso o SBC estivesse sem ligação 
por cabo de rede mas ligado à Internet pela pen 3G e se fosse ligado um cabo 
de rede o SBC aperceber-se dessa situação e desligar a ligação pela pen 3G 
para dar preferência à ligação por cabo. 
A par com esta questão surgiu uma outra em que se recebiam 
caracteres hexadecimais de forma a conseguir identificar as mensagens mas, 
no entanto, ao verificar se a mensagem estava correcta, o cálculo do checksum 
indicava que a mensagem era inválida e por isso descartada. Neste caso foram 
feitas alterações ao código do programa que recepcionava os dados e foi 
alterada a forma como a configuração da porta USB era feita. Antes das 
alterações, o programa lia as configurações actuais da porta e alterava apenas 
alguns parâmetros. Para resolver o problema, o programa foi alterado de forma 
a configurar correctamente os parâmetros necessários e sem aproveitar 
nenhuma configuração que a porta já tivesse. 
Este problema dos caracteres hexadecimais inválidos foi um dos pontos 
mais problemáticos do desenvolvimento e uma das maiores dificuldades 
encontradas. A origem do problema dos 0x00 e 0xE0 e a sua solução só foram 
encontradas 13 meses depois de ter sido identificada pela primeira vez. 
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3.2.2.2 Perda de Horas 
Uma pequena falha do SBC era não conseguir guardar as horas e 
quando era reiniciado ia parar à data de 01-01-2000 e às horas 00:00. 
Enquanto o SBC tinha Internet, era possível ele fácil e automaticamente 
actualizar-se através de Network Time Protocol (NTP). Sem Internet a 
situação ficou dificultada e teve de se arranjar um mecanismo que permitisse 
ao SBC acertar as suas horas de outra forma ou pelo menos que não o 
deixasse estagnar no tempo ou andar para trás. Desta forma foram 
desenvolvidos novos scripts, um para guardar as horas e outro para as acertar. 
A cada minuto, o SBC faz uma comparação entre a última data a hora 
que guardou num ficheiro de texto e a sua data e hora actual. Se esta última for 
mais recente do que a do ficheiro, então actualiza o ficheiro com a data e hora 
mais recente. 
Por sua vez, sempre que o SBC é iniciado e depois a cada 5 minutos, o 
SBC tenta acertar as horas. Uma vez que o sistema é composto também pelo 
servidor com a BD partilhada e que em princípio o SBC tem ligação a ela, esse 
é o primeiro sítio por onde o SBC tenta actualizar a sua data e hora. Caso não 
consiga, tenta acertar as horas através de NTP pela Internet. Na pior das 
hipóteses e caso as duas tentativas anteriores tenham falhado, então vai ler a 
data e hora do ficheiro e actualiza a sua data e hora com essas informações. É 
preferível estar um pouco atrasado no tempo mas ir sempre avançado do que 
andar para trás. 
 
3.2.2.3 Problemas de Memória 
Os programas desenvolvidos para o AirMonitor e que são executados no 
SBC têm uma funcionalidade de registo de logs que vão sendo gerados. O 
SBC ao ir para o CSC foi gerando uma grande quantidade de logs e a 
ocupação da memória foi aumentando e o espaço disponível foi diminuindo até 
que ficou mesmo sem espaço, deixando o sistema de funcionar pois nem o 
servidor da BD do SBC conseguia ser iniciado. Apesar de o SBC estar já 
equipado com um mecanismo de envio de logs por e-mail (o que também não 
não ajudava uma vez que os logs não podiam ser enviados pela ausência de 
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Internet) os mesmos não estavam a ser apagados da memória. Assim, foram 
implementadas rotinas para continuar a tentar enviar os e-mails mas a efectuar 
uma auto-limpeza e ao fim de alguns dias ir apagando os logs mais antigos 
para prevenir situações futuras de ficar sem espaço em memória. 
 
3.3 Documentação 
Ao longo de todo o projecto foi sendo desenvolvida documentação sobre 
o mesmo, que foi sendo guardada no repositório interno do LAS. Desta tarefa 
de escrita de documentação resultam documentos internos e deliverables (já 
referidos anteriormente) que foram criados e actualizados conforme as 
necessidades. Foram também elaborados regularmente relatórios de 
actividades de bolsa que podem ser consultados no anexo confidencial A – 
“Relatórios de Bolsa” e participou-se na elaboração dos relatórios técnico-
cientifícos do projecto que podem ser consultados no anexo confidencial L – 
“Relatório Técnico-Científico Intercalar” e anexo confidencial M – “Relatório 

















Neste capítulo são descritas as principais conclusões retiradas deste 
estágio. São abordados os objectivos iniciais propostos e o que se conseguiu 
com o trabalho desenvolvido e quais os resultados atingidos. São também 
descritas as principais dificuldades encontradas e as acções tomadas em 
relação a essas dificuldades de forma a resolvê-las. Por fim, é feita uma análise 
crítica do estágio e são deixadas algumas sugestões para trabalho futuro e 
melhorias ao sistema. 
 
 
4.1 O que se pretendia 
O principal objectivo deste estágio era o desenvolvimento de uma das 
partes que compõe o sistema do projecto AirMonitor. O software desenvolvido 
deveria permitir a recolha de dados dos sensores, fazer o seu tratamento, 
processamento e armazenamento numa BD, identificar situações de alarme e 
despoletar os respectivos mecanismos de alertas permitindo a ligação a 
centrais convencionais de alarme, permitir a actuação de equipamentos de 
ventilação e ar condicionados, e realizar a sincronização entre a BD com a 
informação recolhida proveniente dos sensores e uma BD partilhada. 
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Também seria espectável que durante o estágio fosse possível 
aprofundar conhecimentos adquiridos previamente ou adquirir novos 
conhecimentos, designadamente nas áreas de sistemas distribuídos, 
programação e BD. 
 
4.2 O que foi feito / resultados obtidos 
O contributo por parte do IPN para o projecto AirMonitor foi bastante 
positivo, na medida em que, para além da participação nas etapas iniciais de 
análise, desenho e especificação, desenvolveu um dos componentes principais 
do sistema. 
Durante este estágio foi desenvolvido o SBC (o componente do IPN), 
personalizando um firmware OpenWRT, baseado em Unix e recorrendo a Shell 
Script, para um router Asus, programando os módulos de aquisição de dados, 
actuação de alarmes e sincronização de BDs PostgreSQL na linguagem de 
programação C. O SBC cumpre com os requisitos e funcionalidades que eram 
pretendidas. 
O principal resultado deste estágio é a solução que foi desenvolvida e 
que está funcional, e a prova do sucesso do trabalho realizado, é o facto de o 
sistema estar em funcionamento no CSC. 
Para além de ter aprofundado conhecimentos já adquiridos na área de 
sistemas distribuídos, programação e base de dados, também foi possível 
adquirir novos conhecimentos, não só técnicos (essencialmente o 
funcionamento do router Asus usado e do SO OpenWRT) como também sobre 
como funciona um projecto de desenvolvimento na prática. 
 
4.3 Principais dificuldades 
Para além dos problemas com o piloto já referidos anteriormente no sub-
capítulo 3.2.2 existiram outras dificuldades que são detalhadas de seguida. 
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4.3.1 Instalação da Base de Dados no SBC 
Logo no início da implementação, ao preparar o SBC e ao tentar instalar 
a BD foram encontrados os primeiros problemas. A memória flash do SBC (o 
router) é de apenas 8MB e para instalar a BD seria necessário mais espaço. 
Assim era necessário uma pen de dados para estender o espaço de 
armazenamento. 
O gestor de pacotes do OpenWRT permite escolher a directoria onde se 
quer instalar os programas e a BD tinha dependências de outros programas 
que tinham de ser instalados previamente. Ao definir a localização para se 
instalar os programas no router, fazia-se a instalação dos programas 
necessários e seguidamente do servidor da BD e não era possível a instalação 
do servidor por falta de espaço. Ao mudar-se a localização onde os programas 
deveriam ser instalados para em vez de ser no router passar a ser para a pen, 
instalava-se os programas necessários e quando se ia instalar o servidor não 
era possível porque ele não conseguia encontrar as bibliotecas necessárias. 
De forma a tentar resolver esta questão, foi formada uma equipa, 
constituída pelos técnicos do projecto AirMonitor e pelos técnicos do projecto 
FireTrack (anteriormente referido) e foram despendidas 6 semanas de muita 
pesquisa na Internet e muitos testes no router para se conseguir resolver a 
questão. 
A solução surgiu ao instalar-se um programa (um editor de texto) que 
também tinha uma dependência de um outro que seria necessário instalar 
primeiro. Era necessário então configurar o gestor de pacotes para instalar os 
programas para a memória flash do router e aí instalar os programas que 
seriam precisos posteriormente. De seguida, tinha de se alterar a localização 
para a instalação da memória flash do router para a pen de dados, e aí instalar 
os programas que ocupavam mais espaço e que depois iriam conseguir 
encontrar as dependências que já tinham sido instaladas previamente. 
Esta foi sem dúvida uma das maiores dificuldades do projecto e que não 
foi fácil de ultrapassar e a par com o problema dos caracteres hexadecimais 
inválidos (secção 3.2.2.1) foi um dos pontos mais problemáticos do 
desenvolvimento. 
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4.3.2 Compilação Cruzada 
A nível do desenvolvimento, a linguagem de programação C em si já era 
conhecida mas o facto de ter de ser feita a compilação cruzada do código para 
este tipo de sistema era novidade. Apesar de no LAS já haver conhecimentos 
sobre esta matéria e de haver um técnico que poderia ajudar de forma a 
diminuir o tempo de aprendizagem sobre este assunto, particularmente porque 
era necessário compilar com dependências devido à API para ligação à BD 
PostgreSQL, infelizmente, e devido a restrições inerentes ao seu trabalho, tal 
não foi exequível. No entanto, esse técnico deu umas dicas e umas orientações 
que, mais uma vez, recorrendo a pesquisas na Internet e juntando informações, 
permitiram aprender o que era necessário para efectuar a compilação cruzada. 
 
4.3.3 Controlo de IOs 
Relativamente ao controlo de IOs, inicialmente a ideia era usar os LEDs 
do próprio SBC para identificar os alarmes. Dos sete LEDs que existiam no 
SBC conseguia-se controlar quatro mas não era possível controlar os outros. 
Chegou-se à conclusão que seria melhor outra abordagem, que permitisse 
mais LEDs e outro tipo de IOs. Desta forma, optou-se pela utilização do módulo 
de IOs, com vários LEDs e relés. Assim, definiu-se e implementou-se um 
protocolo de comuniação para que a actuação de alarmes fosse efectuada 
nesse módulo de IOs (descrita na secção 3.1.2.2 deste relatório). 
 
4.4 Divulgação do Projecto 
Ao longo do projecto AirMonitor, foram realizadas algumas actividades 
de disseminação e promoção, essencialmente junto dos meios de comunicação 
social. No Verão de 2009, o projecto foi apresentado em vários jornais, quer 
regionais quer nacionais, bem como na revista Exame Informática, para a qual 
foi realizado um vídeo [11] (ver anexo C – Notícias de Disseminação). Nessa 
altura o projecto ainda se encontrava em fase inicial. Mais tarde, em Novembro 
de 2010, após a maior parte do desenvolvimento, tornou a ser notícia numa 
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edição especial do Diário de Coimbra (ver anexo C – Notícias de 
Disseminação). 
 
4.5 Trabalho futuro 
Inicialmente estava prevista a existência de um módulo de aferição de 
forma a possibilitar que o sistema auto-aferisse os sensores. A BD chegou a 
ser projectada nesse sentido, como é possível verificar na Figura 6 e Figura 7, 
no entanto não se chegou a implementar esse módulo uma vez que os 
sensores usados neste projecto já estariam preparados. Uma sugestão para 
um projecto futuro seria implementar esse módulo de aferição. 
Outra sugestão para o sistema seria de repensar a arquitectura de forma 
a funcionar apenas com os Nodos e com o SBC. Este equipamento tem outras 
potencialidades que não foram rentabilizadas no âmbito deste projecto e, podia 
albergar a interface com o utilizador. Assim, a instalação da solução seria 
simplificada, podendo os equipamentos (SBC e Nodos) ser preparados num 
sítio e depois serem transportados para a localização final de instalação. Aí, 
apenas teriam de ser ligados, sem ser necessário a preparação de um 
computador para servidor. 
 
4.6 Análise crítica do estágio 
O final desta etapa, da disciplina de Estágio / Projecto Industrial, culmina 
com a escrita deste relatório, tarefa que só se concluiu em Setembro de 2013. 
Contudo este tempo foi útil uma vez que permitiu que no momento da redacção 
final deste documento já se tivesse participado em todas as etapas de um 
projecto de investigação e desenvolvimento, que acaba por ter uma vertente de 
desenvolvimento de software, tendo sido enrriquecedor e gratificante verificar o 
caminho percorrido e o trabalho desenvolvido. 
Relativamente à minha participação como colaboradora do LAS, a 
mesma foi de constante aprendizagem e evolução de conhecimentos e mesmo 
a nível pessoal. Só posso pois estar satisfeita com as pessoas que cruzaram o 
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meu caminho, que permitiram e proporcionaram condições para que eu e os 
meus conhecimentos crescêssemos. 
O terminar desta última etapa do Mestrado é sem dúvida um marco de 
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Ao longo deste estágio, e para execução das várias etapas de 
desenvolvimento do projecto, foram utilizadas diversas ferramentas e 
tecnologias que são descritas de seguida. Foram usadas estas tecnologias 
porque são as utilizadas no LAS e o levantamento e escolha das mesmas não 
fez parte do âmbito deste trabalho. 
 
OpenWRT 
O OpenWRT1 é SO baseado no kernel do Linux e usado em sistemas 
embebidos. A sua versão Kamikaze 8.09 foi customizada e utilizada em routers 
Asus de forma a funcionarem como SBCs. 
 
OpenWRT Buildroot 
O OpenWRT Buildroot2 é um conjunto de ferramentas para compilação 
do OpenWRT que funcionam em Linux. É composto por um conjunto de 
ficheiros e makefiles que permitem gerar firmwares SDK para compilação 
cruzada de programas para routers. Foi utilizado para compilar o firmware para 
o SBC e os programas AirMonitor também para o SBC. 
 
Anjuta 
O Anjuta é um Integrated Development Environment (IDE), para 
Linux, com um editor de código, que suporta as linguagens de programação C 
e C++. Foi utilizado para o desenvolvimento do código fonte do AirMonitor. 
 
Doxygen 
O Doxygen é um programa multiplataforma que permite gerar 
documentação para diversas linguagens de programação entre elas C, C++ e 
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O sistema de controlo de versões utilizado pelo LAS é SVN. O 
TortoiseSVN é um cliente SVN para Windows que foi utilizado para aceder ao 
repositório de informação interna do projecto AirMonitor e manter sob controlo 
de versões a informação inerente a todo o desenvolvimento. 
 
PostgreSQL 
O PostgreSQL é um SGBD multiplataforma, open source, e com um 
desempenho bastante aceitável. Estes factores fizeram com que fosse eleito 
como SGBD para o SBC do AirMonitor para armazenar os dados dos sensores. 
 
Libpq 
A libpq é uma API que contém um conjunto de funções de biblioteca que 
permitem que um programa cliente C possa facilmente aceder a uma BD 
PostgreSQL. Esta API foi utilizada para que o código fonte dos programas 
AirMonitor do SBC pudessem aceder às BDs PostgreSQL tanto do próprio SBC 
como da BD partilhada. 
 
MySQL Workbench 
O MySQL Workbench é uma ferramenta visual de modelação de BDs, 
que pertence à Oracle Corporation. Foi usado para para efectuar a modelação 
da BD usada quer no SBC quer na BD partilhada. 
 
Microsoft Office 
O Microsoft Office é um conjunto de ferramentas de escritório para 
Windows, contendo programas como processador de texto, folha de cálculo e 
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apresentação gráfica, sendo propriedade da Microsoft Corporation. Foi utilizado 
para a elaboração de documentação desenvolvida ao longo do projecto. 
 
Open Office 
O Open Office é um conjunto de ferramentas de escritório 
multiplataforma, mantido pela Apache Software Foundation, e que contém 
programas como processador de texto, folha de cálculo e apresentação gráfica. 




O Dia é um programa open source que permite o desenho de 
diagramas. Foi utilizado para fazer desenhos da arquitectura do sistema. 
 
Vi 
O vi é um editor de texto para sistemas Unix. Como o SBC tinha 
algumas limitações a nível de comandos e de programas, o vi era um editor de 




O monit é um programa open source multiplataforma, para gestão e 
monitorização de processos, programas e ficheiros. Foi utilizado para 
monitorizar alguns programas no SBC. 
 
Updatedd 
O updatedd é um programa cliente que permite actualizar 
dinamicamente o DNS de uma máquina e foi utilizado no SBC com esse 
objectivo. 
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