Multiplex networks describe a large number of systems ranging from social networks to the brain. These multilayer structure encode information in their structure. This information can be extracted by measuring the correlations present in the multiplex networks structure, such as the overlap of the links in different layers. Many multiplex networks are also weighted, and the weights of the links can be strongly correlated with the structural properties of the multiplex network. For example in multiplex network formed by the citation and collaboration networks between PRE scientists it was found that the statistical properties of citations to co-authors are different from the one of citations to non-co-authors, i.e. the weights depend on the overlap of the links. Here we present a theoretical framework for modelling multiplex weighted networks with different types of correlations between weights and overlap. To this end, we use the framework of canonical network ensembles, and the recently introduced concept of multilinks, showing that null models of a large variety of network structures can be constructed in this way.
I. INTRODUCTION
Recently, multilayer networks [1, 2] describing systems as different as social networks [3] , collaboration networks [4] , transportation networks [5, 6] climate networks [7] or the brain [8] are attracting large interest. In fact it has become clear that in order to understand the complexity of a large variety of systems is not enough to consider single networks, but it is necessary to describe the complex set of interactions between different networks by adopting the framework of multilayer networks. For example, the biological functionality of the cells can be described by a multilayer network involving at least metabolic, protein interaction and transcription network layers. Similarly, social networks cannot be fully understood if the nature of the different ties is not taken into account distinguishing between friendship, collaboration, family ties etc. Multilayer networks are formed by a set M of layers constituted by single networks, and by interlinks linking the nodes in the different layers. Multilayer networks can be distinguished in multiplex networks [3] [4] [5] [6] [7] and interacting networks of networks [9, 10] . In interacting networks of networks the nodes in the different layers represent different elements of the system. For example, in the cell, metabolites, proteins and transcription factors remain distinct biological entities. In a multiplex, instead, the same set of nodes forms M networks, one in each layer corresponding to different types of interactions. Examples of multiplex networks are social networks [3] where people can interact in different ways, transportation [5, 6] networks where the same location can be reached by different means of transportation, or collaboration networks [4, 6] . Recently large attention has been given to multiplex network structure [3] [4] [5] [6] [7] [11] [12] [13] [14] [15] [16] [17] and dynamics [18] [19] [20] [21] . In particular it has been found that multiplex networks encode in their structure important correlations: we can distinguish for example between degree correlations [13, 14, 16] determining whether a hub in a network is also an hub in another network, overlap determining to what extent any two nodes of the network are linked in several networks at the same time [3, 5, 15, 17] , or pairwise activity correlations measuring if the presence of a node in one network is correlated with the presence of another node in the same network [6] . Many multiplex networks are also weighted, i.e. the links between the nodes not only are distinguished by the type of interaction linking the nodes, but also by the intensity of these interactions. In [4] different multiplex networks have been extracted from the APS dataset in order to investigate the correlation between the weights of the links and the overlap of the links in different layers. In particular, the multiplex networks formed by the PRE authors in which the scientists are linked if they collaborated with each other and if they cite each other, has been shown to display a statistical significant difference between the way scientists cite their collaborators and the way scientists cite non-collaborators. This result shows that in this as in other systems it is possible that the weights of the links are correlated with the pattern of overlap observed between the links of different layers. It is therefore very important to propose maximal entropy weighted multiplex networks (based on the theory of network ensembles [22] [23] [24] [25] [26] [27] [28] [29] ) models that can be used to generate multiplex networks with different types of correlations. These models, on one side can be used to simulate dynamical processes on different multiplex network topologies, on the other side, similarly to what happens for single networks, their entropy [27, 30] can be used to evaluate the information content of some of their properties [4, 31] . Here we provide the theoretical framework to generate null models for these weighted multiplex networks, using the combined tools of canonical network models (exponential random graphs) and the recently introduced concept [15] of multilinks, that is able to distinguish between different patterns of overlap of the links in the multiplex network. In fact in order to reveal the correlations between the weights distribution and overlap of the links it is fundamental to consider the weighted properties of the mul-tilinks indicated by the multistrength and inverse multi participation ratio. The multilinks enumerate exhaustively all the types of connections between two nodes of a multiplex network. Therefore the total number of possible mutlilinks grows exponentially with the number of layers M .For this reason the full mutlilink characterization of a multiplex network is numerically feasible only if the number of layers M if finite. To overcome this shortcoming here we define the ν−multilinks that are only characterized by their overlap multiplicity ν, i.e. the ν-multilinks are all the multilinks that connects two nodes of the multiplex with ν links in ν different layers. By building weighted multiplex ensembles with given properties of the ν-multilinks allows the description and the realization of multiplex networks with large number of layers M .
The paper is structured as follows. In section II we introduce the weighted multiplex networks and their weighted multilinks properties, in section III we describe the fundamental properties of the ensembles of weighted multiplex networks, in section IV and section V we provide the description of the most relevant weighted multiplex ensembles, considering in the two section respectively the case of uncorrelated and correlated ensembles, finally in section VI we give the conclusions.
II. WEIGHTED MULTIPLEXES

A. Definition
A weighted multiplex is formed by N nodes connected by M weighted networks G α , with α = 1, . . . , M . A multiplex can be represented as G = (G 1 , G 2 , . . . , G α , . . . G M ) where each network G α is fully described by the adjacency matrix of elements a In order to simplify the treatment of the weighted multiplex, we suppose that the weight of the link between any pair of nodes (i, j), a α ij = w α ij can only assume integer values. This is a legitimate assumption because in a large number of weighted multiplexes the weights of the links can be considered as multiples of a minimal weight. Moreover, for the sake of simplicity we consider only networks without tadpoles and with a symmetric adjacency matrix {a α ij }, i.e. undirected networks. The generalisation of our approach to directed multiplex networks is straightforward. Since each layer of the multiplex is a weighted network, we can introduce the so-called total strength, S α that takes into account the total weight of the links in layer α. The expression for S α is
B. Interaction between the weights and the topology of single layers
Each single layer α of the multiplex network is a weighted network [32, 33] , namely, a network with heterogeneous interactions between the nodes, that can show interesting weights-topology correlations. These correlations can be revealed by measuring the following three quantities:
• the degree k α i of a node i in layer α, • the strength s α i of node i in layer α;
• the inverse participation ratio Y α i of node i in layer α.
These quantities can be expressed in terms of the adjacency matrix elements respectively as
where the function θ(x) = 1 if x > 0 otherwise θ(x) = 0;
and
Moreover here we introduce for further convenience the quantity u α i
which indicates the average of the squares of the weights incident to a node. Similarly to what happens for single networks [32, 33] , in any given layer α, the strength s It is a standard procedure in network theory to evaluate the averages of the strength and the partition ratio of the weights of the links conditioning on the degree of the node. In a multiplex, we will then consider the following quantities
where N α k indicates the number of nodes of degree k in layer α. When considering s α k , similarly to what happens in general on single networks, we can expect a scaling of the type
with β α ≥ 1. We can distinguish [32] between two main scenarios depending on the value of the exponent. For β α = 1 the average strength of nodes of degree k increases linearly with k. This means that the average weight of the links incident to a node does not depend on the degree of the nodes. For β α > 1 hubs tend to have in average links with greater weight than low connectivity nodes. In a multiplex, we might have that the weights in the different layers are distributed differently. Therefore we might observe in some layers a superlinear growth of the s α (k) with the degree in that layer, while in other layers we can observe a linear dependence of the strengths on the degree. When considering single weighted networks it has been observed that in many cases the inverse participation ratio scales as an inverse power-law of the degree of the node [33] . In the multiplex scenario, this would imply
where the exponent ξ α ≤ 1 might change from one layer to another layer. The exponent ξ α = 1 indicates that all the weights incident to any node are equal, while the exponent ξ α = 0 would imply the opposite scenario where for every node, one of the weights incident to them is significantly higher than the other weights.
C. Weights-topology correlations in multiplex networks with overlap:multilink m, multistrength m, and inverse multi partition ratio m
It has been recently shown [15] that multilinks are the most natural way to describe and generate multiplex networks with overlap of the links. We say that two nodes are connected by a multilink m = (m 1 , m 2 , . . . , m α , . . . , m M ) with m α = 0, 1 if they are connected in every layer α such that m α = 1 and not connected in every layer α where m α = 0. In figure 1 we show an example of a multiplex formed by two layers where each pair of node is linked by a given multilink. In order to indicate if a mutlilink m is present or not between two given nodes i and j we can introduce a multiadjacency matrix A m with elements A m ij equal to 1 if there is a multilink m between node i and node j and zero otherwise. In terms of the weighted adjacency matrices a α of the multiplex the elements A m ij of the multiadjacency matrix A m are given by
where θ(x) = 1 if x > 0, otherwise θ(x) = 0. The multilink m = 0 between two nodes represents the situation in which in all the layers of the multiplex the two nodes are not directly linked. The multiadjacency matrices are 2 M but there are only 2 M − 1 independent multiadjacency matrices because the normalisation condition
is satisfied for any pair of nodes (i, j). Furthermore, since the multiadjacency matrices have elements A m ij = 0, 1, the above condition implies that between any pair of nodes (i, j) there can be only one multilink m. We indicate the type of this multilink as
where θ(x) = 1 if x > 0 and otherwise θ(x) = 0. The multilink m is characterised by the overlap multiplicity ν( m) = α m α indicating that the multilink m links two pair of nodes by ν( m) links. Using the multiadjacency matrices it is possible to define the multidegree m, k m i of node i, given by
indicating how many multilinks m are connected to node i. Consider for example the social multiplex network where people interact by two means of communication (mobile-phone, email). The multidegree k indicates the number of friends of node i that only communicate with node i by email. For a given weighted multiplex network we can study the relation between weights and multilinks introducing, at first, the total multistrength m, S m α in a layer α such that m α > 0 as
Given a particular multilink m, this quantity indicates the total weight in layer α of multilinks m and it is properly defined whenever m α > 0. The number of total multistrengths m that we can define in a multiplex of M layers is given by K = M 2 M −1 . In fact we have that the total multistrength S 
Using the same argument used to evaluate the number of total multistrenghts m, it is easy to prove that the number of local multistrength m and the number of multi participation ratio m are given by N M 2 M −1 . Moreover here we introduce u α, m i , the average of the squares of the weights incident to a node i in layer α and belonging to a certain type of multilink, as
In multiplex weighted networks, it was found that multistrenght and inverse multi partition ratio can have a different scaling behavior depending on the type of multilink. In fact the average quantities
are expected to scale like
with β α, m ≥ 1 and positive ξ α, m ≤ 1. The significance dependence of these exponents as a function of the multilink type m, i.e. on the presence of a certain pattern of overlap or absence of it, indicates the rich interplay between the topology of the weighted networks and their weights. For example in the CoCi-PRE duplex described in [4] , formed by authors of PRE that in one layer are connected by collaborations and on the other layer are connected by citations of each other work, the weighttopology correlation is revealed by the different exponent of the multistrength in the citation network calculated either in presence of the overlap of the links in the two layers on in absence of it.This reveals the tendency of scientific authors of PRE to cite more the scientists of high multidegree that are their co-authors than the scientists with the same multidegree that are not their co-authors. These correlations between weights and overlap patterns are a very general type of correlation likely to exist in large set of mutliplex dataset with significant overlap of the links. It is therefore very important to be able to construct null models for multiplex networks with the desired level of correlations between weights and overlap of the links, i.e. with given weighted properties of the multilinks.
D. Weights-topology correlations in multiplex networks with overlap: ν-total strength, the ν-multistrength sequence and the ν-inverse multi participation ratio
Using multilinks m can be numerically viable only for weighted mutliplex networks with a number M of layers such that M log(N ). As long as this condition is not met, it is more efficient to study the properties of the ν-multilinks. The ν-multilinks are any type of mutlilink m with multiplicity of overlap ν( m) = ν. Therefore in a multiplex social networks, where the layers correspond to the means of communication between two people, node i and node j are linked by a ν-multilink if they can communicate by a maximum of ν means of communication, independently on the identity of these. For example two people that communicate in Twitter and Facebook are linked by a ν-multilink with ν = 2, and the same is true for two people interacting by mobile phone and email.
We can therefore define the ν-multiadjacency matrices A ν with elements A ν ij = 0, 1 given by
and ν = 0, 1, 2 . . . , M . The ν-adjacency matrices are not all indepedendent, since between any two nodes there can be just one type of ν-mutlilink, i.e.
Therefore we can consider as independent variables only the ν-adjacency matrices corresponding to the non trivial ν-multilinks with ν = 1, 2 . . . , M . Moreover we call with ν ij the type of ν-multilink connecting node i with node j, i.e. we have
for all pairs of nodes (i, j). The number of distinct and non trivial ν-multilinks with ν = 0 is given by M , hence the ν-properties of the networks are only polynomial with M while the full mutlilink properties are growing exponentially with M . Modelling networks with given ν-mutlilinks properties is therefore convenient when considering multiplex networks with large number of layers M . Given the definition of ν-multiadjacency matrices it is straightforward to define the ν-multidegree k ν i of node i, given by
indicating the number of neighbors of node i that are connected to node i by a ν-multilink, with ν = 0, 1, 2 . . . , M . If we consider the weighted properties of the ν-multilink for a given layer α, we can define the ν-total strength S ν α , the ν-multistrength sequence {s ν i,α }and the ν-inverse multi participation ratio Y ν i,α , as in the following,
Moreover, we can introduce the quantities u α,ν i , indicating the average of the squares of the weights incident to a node i in layer α and belonging to a certain type of ν-multilink, as
Similarly to what described in the previous paragraph, we can evaluate the correlations between the weights and the pattern of overlap between the links by measuring the exponents β α,ν and ξ α,ν , determining the scaling
of the average quantities s
III. CANONICAL WEIGHTED MULTIPLEXES ENSEMBLES OR EXPONENTIAL WEIGHTED MULTIPLEXES
Null models for weighted multiplex networks can be constructed using the formalism of canonical network ensembles also known as exponential random graphs [22] [23] [24] [25] . These ensembles of networks generate the least biased set of networks satisfying a set of constraint on average. In fact, these ensembles are derived by a maximal entropy approach conditioned to a series of structural constraints. The entropy of these ensembles and of the correspondent microcanonical ensembles enforcing the corresponding hard constraints [30, 31] , can be used to quantify the level of information encoded in the structural constraints that are imposed to the networks. In [15, 17] this approach was taken to model simple multiplex networks. Here we show how this framework can be applied to model weighted multiplex networks.
A weighted multiplex ensemble is defined once the probability P ( G) of any possible weighted multiplex is given. We can build a canonical multiplex ensemble by maximizing the entropy S of the ensemble given by
under the condition that the soft constraints we want to impose are satisfied. We assume to have K of such constraints determined by the conditions
for µ = 1, 2 . . . , K, where F µ ( G) determines one of the structural constraints that we want to impose to the multiplex. Therefore, the maximal-entropy multiplex ensemble satisfying the constraints given by Eqs. (28) is the solution of the following system of equations
where the Lagrangian multiplier Λ enforces the normalisation of the P ( G) probability distribution, and the Lagrangian multiplier λ µ enforces the constraint µ. Therefore we get that the probability of a multiplex P ( G) in a canonical multiplex ensemble is given by
where the normalisation constant Z = exp(1 + Λ) is called the "partition function " of the canonical multiplex ensemble and is fixed by the normalisation condition on P ( G). The values of the Lagrangian multipliers λ µ are determined by imposing the constraints given by Eq. (28), assuming for the probability P ( G) the structural form given by Eq. (30) . From the definition of the partition function Z and Eq. (30), it can be easily shown that the Lagrangian multipliers λ µ can be expressed as the solutions of the following set of equations,
We call the entropy S of the canonical multiplex ensemble the Shannon entropy of the ensemble. Further on, we can define the marginal probability for a specific value of the element a
where δ(x, y) stands for the Kronecker delta. The marginal probabilities π α ij (a α ij ) sum up to one
We can compute also the average weight a α ij between node i and node j that is
In the layer α a link between two nodes i and j exists with probability p α ij , that is related with all the possible weights different from zero
A. Uncorrelated and correlated canonical multiplex ensembles
The multiplex ensembles can be distinguished between uncorrelated and correlated multiplex ensembles. For uncorrelated multiplex ensembles, the probability of a multiplex P ( G) is factorizable into the probability P α (G α ) of each single network G α at layer α, i.e.
Therefore, the entropy S of any uncorrelated multiplex ensemble given by Eq. (27) with P ( G) given by Eq. (36) is additive in the number of layers, i.e.
As
In correlated multiplex networks, instead the probability of a multiplex does not factorize into the probabilities of the single networks that constitute the multiplex network. We have in this case
and as a consequence of this there is at least a pair of nodes (i, j) and layers α, β such that the weights of the links connecting node i and node j is layer α and layer β are correlated, i.e.
Example of constraints that generate correlated multiplex ensembles are constraints on the multidegree sequence or the multistrength sequence.
IV. EXAMPLES OF UNCORRELATED WEIGHTED MULTIPLEX ENSEMBLES
A. Multiplex ensembles with given expected total strength in each layer
As a first example of uncorrelated weighted multiplex, we consider the case in which we fix the average strength in each layer α to be equal to S α . In this case we have K = M constraints in the system, indicated with a label α = 1, 2, . . . , M . These constraints are given by
The probability distribution of a multiplex in this ensemble is given by Eq. (30) that reads in this case,
where the partition function Z can be expressed explicitly as
.
The Lagrangian multipliers λ α defining the probability of the multiplex P ( G), are fixed by the conditions
Finally the average weight a α ij can be evaluated from Eq. (34) and is given by
that is equivalent to say S α = i<j a α ij . From Eq. (32) we write the marginal probabilities π(a α ij ) in this specific multiplex ensemble as
Moreover, from Eq. (35) the probability p α ij of having a positive weight a α ij > 0 of the link between node i and node j in layer α is independent on the pair of nodes (i, j), i.e. p α ij = p α and is given by
We observe that we can write the Eq. (30) in terms of marginal probabilities π α ij (a α ij ), namely
Therefore the entropy S of this canonical multiplex ensemble is given Eq. (27) and in this special case can be written as
Given
If the number of layers M is finite, applying the Stirling's approximation in the large N limit we get
B. Multiplex ensembles with given expected strength sequence in each layer
We consider here the multiplex ensemble in which we fix the expected strength s α i of every node i, in each layer α. We have K = M · N constraints in the system indicated with a label α = 1, 2, . . . , M . These constraints are given by
The probability of a multiplex P ( G) is given by Eq. (30) that in this case can be written as
and the Lagrangian multipliers λ i,α are fixed by the condition
The average weight a α ij given by Eq. (34) can be calculated explicitly as a function of the Lagrangian multipliers, giving 
i.e. the weight of a link is distributed exponentially, with a mean that depends both on the pair of linked nodes (i, j) and on the layer α. Moreover, from Eq. (35) we can evaluate the probability p α ij of having a weight different from zero that is given by
Finally the the probability of a multiplex in this ensemble is given by Eq. (49) 
C. Multiplex ensembles with given expected strength sequence and degree sequence in each layer
We consider now a fixed expected strength s α i and a fixed expected degree k α i of every node i, in each layer α. We have K = M · 2N constraints in the system. These constraints are given by
with α = 1, 2, . . . , M . We introduce the Lagrangian multipliers λ i,α for the first set of N · M constraints and the Lagrangian multipliers ω i,α for the second set of N · M constraints. Therefore, the probability P ( G) of a multiplex in this ensemble, of general expression given by Eq. (30) , in this specific example is given by
and the Lagrangian multipliers are fixed by the conditions
The average weight of the link (i, j) in layer α, i.e. a 
Moreover, from Eq. (35) the probability p α ij that the link (i, j) in layer α has weight different from zero is given by
e −(ωi,α+ωj,α) + e λi,α+λj,α − 1
Finally, the the probability of a multiplex in this ensemble is given by Eq. (49) with the marginals π The last example of uncorrelated multiplex that we will consider is the one in which we fix the expected strength s α i , the expected degree k α i and the expected u α i of every node i in each layer α. We have K = M · 3N constraints in the system. These constraints are given by
with α = 1, 2, . . . , M . We introduce the Lagrangian multipliers λ i,α for the first set of N · M constraints, the Lagrangian multipliers ω i,α for the second set of N · M constraints and the Lagrangian multipliers z i,α for the third set of N · M constraints. Therefore, the probability P ( G) of a multiplex in this ensemble, of general expression given by Eq. (30) , in this specific example is given by
If we define as I α ij the series
(67) convergent when (z i,α + z j,α ) > 0, the partition function Z can be expressed as
The Lagrangian multipliers are fixed by the conditions
V. EXAMPLES OF CORRELATED WEIGHTED MULTIPLEX ENSEMBLES
A. Multiplex ensembles with given expected total multistrength S m α
Here we consider a correlated weighted multiplex ensemble, in which we fix the total multistrength m, given by S m α for a layer α such that m α = 1. Since the number of the possible multistrengths m in layer α are given by M ·2
M −1 , this gives a number of constraints that is equal to K = M · 2 M −1 . These constraints are given by
where the multiadjacency matrix element A m ij is defined in Eq. (9) . The canonical probability P ( G) of the multiplex in the ensembles is given by the general expression given in Eq. (30) that in this case becomes
where the partition function Z is given by . The probability of a multiplex P ( G) can be rewritten as
with
where m ij = (m 
where the normalization condition is fulfilled, namely,
Moreover, the relationship between p m ij and the probabil-
Finally, the probability of a multiplex P ( G) is given by Eq. (78) and the entropy S of this ensemble can be calculated starting from its definition Eq. (27), giving
B. Multiplex ensembles with given expected ν-total strength S ν α
In presence of many layers M we can consider as constraints the average ν-total strength S ν α with ν = 1, 2, . . . , N . With respect to the previous case, now the number of constraints is sensibly reduced and is given by
The probability P ( G) of the multiplex network, is therefore given in terms of M 2 Lagrangian multipliers λ ν α , i.e.
where the partition function Z is given by Z = Z ( 
The Lagrangian multipliers λ ν α are fixed fixed by the constraints Eq.(88) that can be also expressed as
The probability P ( G) of the multiplex network is given by Eq. (78) and the entropy of the ensemble takes the simple expression given by Eq. (86) where π ij ( a ij ) is given by
Finally the probability p ν of a ν-multilink between any two nodes of the multiplex network is given by
while we have that the average weight of a ν mutlilink is given by Here we consider another level of coarse-graining for the multiplex network and we study correlated weighted multiplex in which we fix the average strength sequence s constraints. These constraints are given by
with i = 1, . . . , N , m = (m 1 , m 2 , . . . , m β , . . . , m M ) with m β = 0, 1 and finally α = 1, . . . , M with the condition m α = 1. The canonical probability P ( G) of the multiplex in the ensemble is
where
where now, without loss of generality, if m α = 0 we put λ m α = 1/2. We can do this because the probability of a multiplex and the partition function do not depend on any of these values, and we need to define them only for simplifying the notation. The Lagrangian multipliers λ m i,α , with α such that m α = 1, are fixed by the conditions
where a α ij A m ij is the average weight of the link between nodei and node j on the multilink m, in the layer α. This quantity can be computed as
We can calculate the probability of a vector a ij = (a 1 ij , a 2 ij . . . , a M ij ) characterizing the weights of the links between node i and node j in all the layers, getting
These probabilities satisfy the normalization condition given by Eq. (80). The probability p m ij of a multilink m between the node i and the node j is given by
where these probabilities satisfy the normalization condition given by Eq. In the case in which one wants to describe multiplex networks with many layers M , one can consider to fix the average ν-multistrength sequence {s ν i,α } with i = 1, 2 . . . , N and ν = 1, 2, . . . , M . Therefore, the number of constraints of the previous example is reduced to just N · M 2 soft constraints given by
(101) In this case, the probability P ( G) of a multiplex network G in this ensemble is expressed in terms of the N × M 2 Lagrangian multipliers λ ν i,α and is given by
where the partition function Z can be expressed as
The Lagrangian multipliers are fixed by the conditions in Eq. (101), or equivalently by
Therefore the probability P ( G) of a multiplex network G in this ensemble, is given by Eq. (78) and the entropy of the ensemble takes the simple expression given by Eq. (86) where π ij ( a ij ) is given by
Finally, the probability p ν ij that the node i and the node j are linked by a ν-multilink is given by
while the average weight of the link a 
In particular, the constraints we are imposing are the following,
The canonical probability P ( G) of the multiplex in the ensemble becomes
The partition function Z can be expressed explicitly as
where Z ij is given by 
The average weight a 
The probability of a specific multiweight a ij in the between the nodes (i, j) is
Probability P ( G) and entropy S follow Eqs. (78), (86) respectively. In a multiplex networks formed by many layers, an efficient way to consider both topological and weighted properties of the multilayer structure is to construct multiplex networks with given expected ν-multidegree sequence {k ν i } and expected ν-multistrength sequence {s 
where the partition function Z is given by
(119) The Lagrangian multipliers are fixed by the conditions Eq. (116) that can be also written in terms of the partial derivatives of the partition function as
As in the previous cases, the probability P ( G) of a multiplex network G is given by Eq. (78). The entropy of this ensemble takes the same expression given by Eq. (86) with π ij ( a ij ) given by
The probability p ν ij that the node i and the node j are linked by a ν-multilink is given by 
The canonical probability P ( G) of the multiplex in the ensembles is
where I m,α ij is given by
As previously, probability P ( G) and entropy S follow Eqs. (78), (86) respectively.
H. Multiplex ensembles with given expected ν-multidegree sequence {k 
The probability p ν ij that the node i and the node j are linked by a ν-multilink is given by In conclusion, in this paper we have characterized the rich interplay between weights and topology of multiplex networks. Multiplex networks describe a large variety of complex systems ranging from social networks to infrastructures and biological networks. Many of these multilayer structures are formed by weighted links indicating interactions of different intensity. For example, in transportation networks different connections are characterized by a different flow of traffic, in citation and collaboration networks the interactions can be weighted by the number of collaborators or mutual citations, and in biological networks the weights can be given by the strength of chemical bonding or by mutual coexpression measurements. The correlations between weights and topology in these networks can be captured by the multistrength and multi inverse participation ratio. In this paper we provide a framework based on entropy of multiplex networks that can be used to construct multiplex weighted networks with different level of correlations between the weights and the topology of these structures. We believe that such framework can help to develop new methods to shed light on different properties of multiplex networks that cannot be inferred if the single layers were taken separately. 
