Percolation describes the sudden emergence of large-scale connectivity as edges are added to a lattice or random network. In the Bohman-Frieze-Wormald model (BFW) of percolation, edges sampled from a random graph are considered individually and either added to the graph or rejected provided that the fraction of accepted edges is never smaller than a decreasing function with asymptotic value of α, a constant. The BFW process has been studied as a model system for investigating the underlying mechanisms leading to discontinuous phase transitions in percolation. Here we focus on the regime α ∈ [0.6,0.95] where it is known that only one giant component, denoted C 1 , initially appears at the discontinuous phase transition. We show that at some point in the supercritical regime C 1 stops growing and eventually a second giant component, denoted C 2 , emerges in a continuous percolation transition. The delay between the emergence of C 1 and C 2 and their asymptotic sizes both depend on the value of α and we establish by several techniques that there exists a bifurcation point α c = 0.763 ± 0.002. For α ∈ [0.6,α c ), C 1 stops growing the instant it emerges and the delay between the emergence of C 1 and C 2 decreases with increasing α. For α ∈ (α c ,0.95], in contrast, C 1 continues growing into the supercritical regime and the delay between the emergence of C 1 and C 2 increases with increasing α. As we show, α c marks the minimal delay possible between the emergence of C 1 and C 2 (i.e., the smallest edge density for which C 2 can exist). We also establish many features of the continuous percolation of C 2 including scaling exponents and relations.
I. INTRODUCTION
Percolation in networks, a phase transition from small, scattered components to large-scale connectivity, is heavily studied and widely applied in technological and social systems [1] [2] [3] [4] , biological networks [5, 6] , epidemiology [7] [8] [9] [10] , and even dynamical models of economic systems [11, 12] . One of the most classic and widely studied models is the Erdös-Rényi random graph (ER) started from a collection of n initially isolated nodes, where edges sampled uniformly from the complete graph are sequentially added between nodes. Percolation under ER-like processes is considered a robust continuous phase transition with a unique giant component emerging at the percolation threshold [13] . Thus, altering the location and nature of the percolation phase transition has been a long-standing challenge. Three years ago, Achlioptas et al. proposed a modified ER model in which two random edges are sampled simultaneously but only the edge connecting two components with smaller product of their sizes is added while the other edge is discarded. The authors showed that the percolation transition can thus be delayed considerably, and when the transition eventually happens it is extremely abrupt, calling the phenomena "explosive percolation" [14] . They presented strong numerical evidence suggesting that the * chenwei2012@ict.ac.cn † jan@nld.ds.mpg.de ‡ raissa@cse.ucdavis.edu resulting percolation transition was, in fact, discontinuous. Many efforts were made to study similar processes on different topologies, showing that explosive percolation is observed in scale-free networks and lattices [15] [16] [17] [18] [19] . Although such explosive percolation phenomena resulting from the choice between a fixed number of random edges, as studied in [14] , was later demonstrated to be actually continuous [20] [21] [22] [23] [24] , several alternative models are now known to exhibit truly discontinuous percolation transitions [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] .
Chen and D'Souza recently established [38] that the percolation transition is discontinuous for a stochastic graph evolution model introduced by Bohman, Frieze, and Wormald [39] (the BFW model) which examines a single edge at a time (rather than a model like that in [14] , which examines multiple edges at each time step). Here, each edge is independently either added to the graph or rejected, provided that the fraction of accepted edges is never smaller than a decreasing function with asymptotic value of α, a constant. In [38] they showed that the BFW model exhibits a discontinuous percolation transition leading to the simultaneous emergence of multiple giant components, and that the number of stable giant components can be tuned via the parameter α. In [40] the underlying mechanism leading to the discontinuous phase transition was derived, namely that growth of the largest component is dominated by overtaking when two smaller components merge together to become the new largest component. Such growth by overtaking is a natural growth mechanism observed in many complex systems from ecologies to the business world [41] [42] [43] . Additionally, the discovery of multiple giant component is unanticipated [44] and may have applications in polymerization [45] , network discovery [46] , and epidemiology [47] .
The nature of explosive percolation phase transitions has been the topic of intense debate for the past few years [20] [21] [22] [23] [24] 48] , but more recently, we are learning that the evolution of such processes in the supercritical regime can also be unique and of great interest. For instance, in the supercritical regime, the size of the largest component can be a non-selfaveraging quantity [49] , furthermore, there can be multiple discontinuous jumps in the size of the largest component [50] . Here we investigate, both numerically and analytically, a generalized BFW model in the supercritical regime.
Specifically we study the initial percolation transition and supercritical evolution of the BFW model for the parameter α ∈ [0.6,0.95]. (This regime is simplest, as only one giant component initially emerges in a discontinuous phase transition.) We show that the largest component eventually stops growing leading to the emergence of a second giant component at some delayed time, and that the second component is stable persisting throughout the subsequent evolution. Via an extensive finite size scaling analysis we establish that the second transition is continuous. The main result we derive is that there exists a critical value α c such that, for α ∈ [0.6,α c ).
C 1 stops growing at the discontinuous percolation transition, yet for α ∈ (α c ,0.95], C 1 continues growing for some time into the supercritical regime, see Fig. 1(a) . Furthermore, for α < α c , the value of C 1 at percolation threshold becomes smaller with increasing α. As fewer edges are necessary to create a smaller C 1 , this leads to enhanced growth of C 2 in the supercritical regime. Thus the gap between the two percolation transitions is smaller with increasing α for α < α c . For α > α c , in contrast, the value of C 1 at the time when it stops growing in the supercritical regime becomes larger with increasing α. As more edges are required to create a larger C 1 , this leads to delayed growth of C 2 . Thus the gap between the two percolation transitions is larger with increasing α for α > α c . As we show, α c marks the minimal delay possible between the emergence of C 1 and C 2 (i.e., the smallest edge density for which C 2 can exist).
The rest of the paper is organized as follows. In Sec. II we discuss the BFW model and show further evidence for the discontinuous transition of the largest component. In Sec. III, we analyze the growth cessation of the largest component in the supercritical regime. Section IV contains an analysis of the critical behavior of the second phase transition through finite size scaling. We conclude with some discussion in Sec. V.
II. THE BFW MODEL AND THE DISCONTINUOUS TRANSITION IN C 1
In this section, we illustrate the BFW model. The system is initialized with N isolated nodes and a cap, k, on the maximum allowed component size set to k = 2 and increased in stages as follows. Edges are sampled one at a time, uniformly at random from the complete graph. If an edge would lead to formation of a component of size less than or equal to k it is accepted. Otherwise the edge is rejected provided that the fraction of accepted edges remains greater than or equal to a function original BFW model, Bohman, Frieze, and Wormald only studied the case of α = 1/2 and showed that the percolation threshold of this model is larger than 0.966 89) Finally, if the fraction of accepted nodes would drop below g(k), the cap is augmented to k + 1, and the impact of adding the edge re-evaluated against the new values, k + 1 and g(k + 1). This final step of augmenting the cap and re-evaluating the impact is iterated until either k increases sufficiently to accept the edge or g(k) decreases sufficiently that the edge can be rejected. Asymptotically, the fraction of accepted edges is lim k→∞ g(k) = α. Stating the BFW algorithm in detail requires some notation. Let k denote the cap size, N denote the number of nodes, u denote the total number of edges sampled, A denote the set of accepted edges, and t = |A| denote the number of accepted edges. At each step u, an edge e u is sampled uniformly at random from the complete graph generated by the N nodes and evaluated by the following algorithm, stopping once a specified number of edges, ωN, have been accepted:
It has been shown in Ref. [38] that the percolation transition of the order parameter |C 1 |/N := C 1 , defined as the fraction of nodes in the largest component, is discontinuous in the thermodynamic limit for α ∈ (0,0.97] [see, e.g., Fig. 1(a) ]. This holds regardless of whether we sample uniformly at random all edges from the complete graph or sample only edges not yet existing in the graph [38] . (The former allows intracomponent edges including multiple edges and selfedges.) Here we provide additional numerical evidence for the discontinuous transition by examining three quantities: the largest jump in C 1 resulting from adding one edge, denoted as C max , order parameter C 1 immediately after the largest jump, denoted as P ∞ , and the maximum in the second moment of the relative-size distribution of components, excluding the contribution of the largest component,
where
and C i is the relative size of component i. If C max ,P ∞ ,M 2 converge to some positive constant in the thermodynamic limit, the transition is discontinuous while they vanish for continuous phase transitions [21, 26, 28, 37] . We observe C max ,P ∞ , and M 2 are all asymptotically independent of system sizes within error bars which are shown in Figs. 2(a)-2(c) respectively. For large size systems and differing values of α, we obtain the asymptotic values of C max , P ∞ , and M 2 for α = 0.6,0.7,0.8,0.9,0.95, respectively (Table I) . These numerical results indicate that the percolation transition is discontinuous for the range studied here, α ∈ [0.6,0.95].
To estimate the percolation threshold, we implement the numerical methods proposed in Refs. [28, 37] . We measure the edge density p c,1 (N ) at which the largest jump in the size of C 1 occurs and the edge density p c,2 (N ) at which M 2 attains maximum for different system sizes N . Extrapolating these estimators in thermodynamic limit, we obtain p c = 0.948 ± 0.007,0.915 ± 0.008,0.862 ± 0.007,0.780 ± 0.007,0.711 ± 0.006 for α = 0.6,0.7,0.8,0.9,0.95, respectively. These results indicate the percolation threshold for the emergence of a giant component is larger for smaller α. We further observe asymptotic power law relation between |p c,i − p c |(i = 1,2) and system size N . In particular, |p c,i − p c | ∼ N −δ with δ = 0.3 ± 0.1,0.4 ± 0.1,0.4 ± 0.1,0.5 ± 0.1,0.5 ± 0.1 for α = 0.6,0.7,0.8,0.9,0.95, respectively. The exponent δ = 0.5 ± 0.1 for α = 0.9,0.95 is the same as what is observed for BFW model (α = 0.5) on a square lattice within error bars [37] .
III. GROWTH CESSATION OF THE LARGEST COMPONENT
The discontinuous transition of the order parameter C 1 has been substantiated [38] and the underlying mechanism accounting for the discontinuous transition has been identified [40] . However, the behavior of C 1 after the largest jump (i.e., in supercritical regime) has not been studied previously. Here we study C 1 for values of the edge density p ∈ [0,10] for different system sizes. Interestingly we observe that C 1 stops increasing either immediately after the largest jump of C 1 or at some delayed point dependent on the specific α ∈ [0.6,0.95]. This growth cessation of the largest component in the supercritical regime has however, not been reported in other models in which any edge from the complete graph is allowed to be sampled.
Using the notation in Sec. II, t denotes the number of accepted edges, and thus t/N is the edge density (also denoted throughout by the shorthand p ≡ t/N). Let us denote t c as the point where the largest jump of C 1 occurs and k c as the value of stage k at t c . Also denote k final as the final value when k stops increasing and t(k final ) as the point where k stops increasing. We measure k(t c ),k final ,t c /N,t(k final )/N for different α in a system of size N = 10 6 . Figure 3 To understand the underlying mechanism accounting for the fact that the stage k and the size of the largest component stops increasing in the supercritical regime, it is useful to measure P (k,t,N), defined as the probability of sampling a random edge that keeps C 1 N k if it is added at step t in a system of size N . If lim N→∞ P (k,t,N) lim k→∞ g(k) = α always holds for t > t c where k ∼ O(N ), the fraction of accepted edges over total sampled edges t/u quickly converges to some value larger than α, so we can always discard an edge that would increase C 1 , thus stage stops increasing. However, if lim N→∞ P (k,t,N) < α, the stage k keeps on increasing until 
We measure k(t c )/N and k final /N with system sizes N = 10 6 for over 100 realizations. We find that at the point where the largest jump of C 1 occurs, namely t c /N , for all α ∈ [0.6,0.95], k(t c )/N = C 1 > 0.5 averaged over 1000 realizations. Due to this fact, once t > t c , the growth of C 1 can only occur due to the mechanism of direct growth [21] , in particular, the edge connecting the largest component and another smaller component results in the growth of C 1 . Therefore, the probability of sampling a random edge which leads to the growth of C 1 is 2(1 − C 1 )C 1 and thus, P (k,t,N) satisfies
Combining Eqs. (2) and (3), we obtain C 1 at t(k final ) for infinite system (blue circles lie below the dashed line). Therefore both the stage k and C 1 increase until Eq. (4) holds (red triangles and the dashed line overlap).
IV. CONTINUOUS TRANSITION OF THE SECOND LARGEST COMPONENT
The size of the largest component stops increasing at the point t(k final )/N (which is either at the discontinuous phase transition point or in the supercritical regime, dependent on the value of α). Yet, the second largest component continues growing at this point. Two natural and interesting questions follow. Is there a second giant component emerging at some step t > t(k final )? If such percolation transition occurs, is it a discontinuous phase transition as we find for the order parameter C 1 ? To answer these questions, we first numerically measure C 2 as a function of the edge density p ≡ t/N for Fig. 1(b) , we see C 2 (the fractional size of component C 2 ) spike instantaneously at the first discontinuous transition, then it disappears and we observe a seemingly continuous percolation transition when C 2 again emerges at some point in the supercritical regime.
To investigate the continuous nature of percolation transition of C 2 , we make use of finite size scaling [51] . If a phase transition is continuous, every variable X is believed to be scale independent and obeys the following finite size scaling form near the percolation threshold p c
where θ and ν are critical exponents, N is the system size, and F is a universal function. If the dimension of the system d exceeds the upper critical dimension d c the finite-size scaling form for a variable X is assumed to satisfy
whereν = d c ν m , and ν m is the mean-field value of ν. As a result, X follows a power law at p = p c , X ∼ N −θ/ν . Random networks display a mean-filed type critical behavior [52] and lack any space dimensionality, essentially, d = ∞. Here we consider two variables in the percolation process: the fraction of nodes in the second largest component C 2 and the susceptibility χ . The susceptibility χ is defined as the standard deviation of the size of the second largest component
We assume that C 2 and χ obey the following scaling relations:
where F (1) and F (2) are different universal functions (however, they are related to each other), p c denotes the percolation threshold of the second phase transition, and β,γ ,ν are critical exponents characterizing the transition. We can deduce from the definition of χ [Eq. (6)] and the scaling relations in Eqs. (7) and (8) Since Eqs. (7) and (8) imply that the curves of N β/ν C 2 vs p and N −γ /ν χ vs p for different systems sizes cross at a single point at p = p c , both the relative size of the second largest component C 2 and the susceptibility χ can be used for the determination of percolation threshold p c . More precisely, we implement the minimization technique in Ref. [53] . For each system size N , we use Monte Carlo data for C 2 vs p and χ/N vs p to create functions g N = N β/ν C 2 and l N = N −γ /ν χ , respectively. The value of p that minimizes the objective function P = Ni<Nj (g Ni − g Nj ) 2 is the estimation of percolation threshold p c . Similarly, the value of p which minimizes the objective function Q = Ni<Nj (l Ni − l Nj ) 2 is an alternative way to estimate p c . In our following numerical simulations, we find a perfect agreement within error bars between the two different methods.
In Figs. 4(a), 4(d), and 4(g), we plot the order parameter C 2 as a function of edge density p, for α = 0.7,0.763,0.8 in the BFW model, respectively. Five curves in each figure stand for Monte Carlo data averaged over 1000 realizations for five different system sizes, namely N = 20 000,60 000,180 000,540 000,1 620 000. To identify the percolation threshold p c of C 2 and two scaling exponents β/ν,γ /ν, we first implement the minimization technique in the objective function P . (7) and (8) . We obtain that 1 − γ /ν = 0.32 ± 0.03,0.25 ± 0.04,0.23 ± 0.05 for α = 0.7,0.763,0.8, respectively, which agree with the corresponding exponent ratios β/ν. Therefore the validity of Eq. (9) has been verified. The exponent ratios β/ν,γ /ν for α = 0.7 are the same within error bars as observed for ER [17] , suggesting they belong to the same universality class. The measurement of exponents β,γ andν verify the fact that the percolation transition is continuous.
Next, we numerically measure at the percolation threshold p c , the number of components of size s divided by the number of nodes N , denoted as n(s). Figures 6(a)-6(c) show that n(s) follow a power law distribution for α = 0.7,0.763,0.8 with respective scaling exponent τ = 2.48 ± 0.01,2.50 ± 0.01,2.49 ± 0.01, which is further evidence for a continuous phase transition. The continuous phase transition of the second largest component is a consequence of a relatively large value of the cap k throughout the continuous growth process of C 2 . This stands in contrast to the subcritical regime for C 1 where small values of k keep components similar in size by the mechanism of growth by overtaking.
The ratios of the scaling exponents β/ν,γ /ν, and the percolation threshold p c are measured by minimization technique with results shown in Table II strong numerical evidence that the percolation transition is indeed continuous. We also deduce from Table II that the minimal percolation threshold of the order parameter C 2 is obtained for α c = 0.763 ± 0.002 as also shown explicitly in Fig. 7(c) . This observation shows perfect agreement with the location where t(k final ) and k final /N attain their minimums [ Fig. 3(a) ]. The underlying mechanism which accounts for the minimal percolation threshold obtained at α c = 0.763 ± 0.002, is actually related with the behavior of C 1 (or stage k) in supercritical regime. Since if α < α c , both k(t c )/N and t c /N decrease with α from numerical results obtained in Sec. III, the emergence of the second giant component is earlier for larger α. However, if α > α c , C 1 keeps on augmenting after t c /N and a finite fraction of edges is added before t(k final )/N. Therefore the competition of edges enhancing the largest component and the second largest component delays the onset of the second giant component. In particular, the emergence of the second giant component is more delayed for larger α if α > α c . Thus we observe the minimal percolation threshold of the order parameter C 2 is derived for α c = 0.763 ± 0.002.
V. SUMMARY AND DISCUSSION
In this paper, we have analyzed the BFW model in the regime α ∈ [0.6,0.95] where only one giant component appears in a discontinuous phase transition. The growth cessation of the largest component in the supercritical regime results in the emergence of a second giant component at some delayed time. We have carried out finite-size scaling to study the critical behavior of the second phase transition and the results establish that the transition is continuous. We have also established that there exists an interesting inflection point at α c = 0.763 ± 0.002 that is related to many properties of the system. As derived in Eq. (4), for α < α c , C 1 stops growing the instant it emerges, whereas for α > α c , C 1 grows in the supercritical regime. As shown in Fig. 7 , at α c the asymptotic size of C 1 is minimized, that of C 2 is maximized, and the delay between the emergence of C 1 and C 2 is minimized.
There is much recent interest in understanding the formation mechanism of multiple giant components in percolation [38, 40, 54, 55] . In Refs. [38, 40] , the modified BFW model with α < 0.52 exhibits multiple giant components which emerge in a discontinuous transition. The underlying mechanisms responsible for the formation of multiple giant components are (i) the domination of overtaking processes in the growth of C 1 which result in the coexistence of many large components in the critical window, and (ii) the dominance of the sampling of intracomponent edges in the supercritical region which avoids merging the giant components. In Ref. [54] , the so called multi-ER model shows multiple giant components appear in a continuous transition. The formation of multiple giant components is attributed to the relatively low probability for merger of large components in the critical window. In this paper, the BFW model with α ∈ [0.6,0.95] provides a novel formation mechanism resulting in multiple giant components, which is the growth cessation of C 1 in supercritical regime resulting in the emergence of a second giant component.
The hybrid of continuous and discontinuous phase transitions observed in the modified BFW model studied here is an unusual characteristic in classical statistical mechanics of critical phenomena. In a recent study, a competitive percolation model called the Nagler-Tiessen-Gutch model (NTG) [50] has been proposed in which three nodes are randomly sampled at each step and an edge is added between two nodes that reside in components most similar in size. The NTG model undergoes both continuous and discontinuous phase transitions as well. However, there is a different main feature between the NTG model and the modified BFW model with α ∈ [0.6,0.9]. In the NTG model, the double giant components would merge infinitely many times in the supercritical regime, leading to infinite discontinuous transitions of C 1 and infinite continuous transitions of C 2 while in the modified BFW model there are asymptotically stable double giant components that never merge.
It is a longstanding challenge to substantiate the discontinuity of phase transition. Here we have investigated the discontinuity of phase transition of the BFW model by estimating the asymptotic values of C, P ∞ , and M 2 through numerical simulations. It would be interesting to understand the dependence of C, P ∞ , and M 2 on α in the function of g(k) in a rigorous analytical manner, which will be our future study.
