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Abstract
We study the one-loop corrections to the four–point function in the Anti de Sitter space–
time for a φ4 field theory. Our calculation shows the existence of non–local counterterms
which however respect the AdS isometry. Our arguments are quite general and applicable
to other AdS field theories. We also explain why calculations in Euclidean and Lorentzian
signatures should differ even at the leading order in non globaly hyperbolic manifolds.
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1 Introduction
Quantum field theories in spaces with constant curvature have received considerable attention
during the last four decades. The interest in spaces with negative curvature arouse twenty
years ago because of a deep connection between gravitational theories in their ”bulks” and
conformal field theories on their boundaries [1–3]. The interest in spacetimes having positive
curvature is older as they play a major role in contemporary cosmology [4–6]. According to
the standard cosmological model, the Universe is believed to have passed through a quasi-de
Sitter phase at the early stages of its evolution and to approach again a de Sitter geometry
today in its dark age. The study of quantum fields on the de Sitter background may also
shed some light on the cosmological constant problem [7–12].
Constant curvature spaces have maximal isometry groups. Their highly symmetric status
allows for the explicit calculation of propagators and loop corrections, a fact which is not at
all obvious in general gravitational backgrounds. In de Sitter (dS) space there is a peculiar
infrared (IR) behavior of the loop corrections to the correlation functions even for massive
fields [7–12]. On the other hand, the ultraviolet (UV) behavior of quantum fields in spaces
of constant curvature is believed to be the same as in flat space, at least at the leading order
of the semiclassical expansion, following the idea that the high energy modes should not
change even in the presence of a large quasiclassical gravitational field.
In this paper we calculate the one-loop renormalization of the four–point function in
various constant curvature spaces, both in Lorentzian and Euclidean signature. We show
that in Anti de Sitter space the UV renormalization is quite different from what one does in
flat space and for a very simple reason.
Two basic assumptions are used in the standard UV renormalization procedures in flat
space: first, the UV modes, having a very short wavelength, should not be sensitive to
the boundary conditions; in other words a UV renormalization procedure should be local.
Second, calculations can be done in the Euclidean signature and then analytically continued
to the Minkowski spacetime.
The singular support of the propagators in the Euclidean manifold is a set of isolated
points. The UV renormalization obviously depends on such singularities which are in turn
closely related to the properties of the UV modes. On the other hand, in the Minkowski
manifold the singular support of propagators is made of light–cones emanating from source
points. If all the propagators have only one singular point (source) this fact causes no trouble.
Problems may, however, arise when propagators have more than one source (once more,
in Lorentzian signature). Even when the source does not belong to the space–time, its light–
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Figure 1: The one-loop corrections to the four-point correlation function in the interacting
scalar field theory.
cone can penetrate into it (see [13] for an early observation of this phenomenon). This is the
situation encountered in flat space in presence of a perfect mirror, a mirror which reflects all
momenta equally well. Similar in spirit, though with some important differences, situation
appears in global Minkwoskian Anti de Sitter space.
The structure of the paper is as follows. In the second section to set up the notations we
provide the x–space derivation of the beta function. Then, to clarify our main point on a
simple example, we exhibit analogous calculations in flat space in presence of an ideal mirror.
In the third section we summarize some properties of the two–point correlation functions
in spaces of constant curvature. In the fourth section we calculate the four–point function
renormalization in Anti de Sitter (AdS) space. In the Appendix we explain the physical
origin of the analytical properties of the two–point functions in AdS space.
Loops in Lobachevsky space (Euclidean AdS) for scalar and higher spin fields were consid-
ered in [14], [15]. Even earlier, in [16] loops in AdS space were calculated with the emphasis
on their IR properties.
2 UV renormalization in presence of a mirror
In our conventions the signature of the metric is (+,−,−,−). We consider a scalar field
theory with quartic selfinteraction:
S =
∫
d4x
√−g
[
1
2
(∂µφ)
2 − 1
2
m2φ2 − λ
4!
φ4
]
. (2.1)
The one loop contribution to the effective action of the theory — see the diagram in Fig. 1
— is given by the following expression:
Γ(4) = −i 3λ
2
2(4pi2)2
∫
d4x
∫
d4y φ2(x)φ2(y)F 2 (x− y) , (2.2)
2
where
F (x) ≈ 1
4pi2
i
x2 − i , (2.3)
is the most singular part of the Feynman propagator in position space when x2 → 0.
We may extract the leading divergent contribution in (2.2) by changing the variables xµ =
Xµ+ z
µ
2
, yµ = Xµ− zµ
2
, µ = 0, 1, 2, 3 and by diagonally expanding φ2 (X + z/2) φ2 (X − z/2):
Γ(4) = −i 3λ
2
2 (4pi2)2
∫
d4X φ4(X)
∫
d4z
1
(z2 − i)2 + UV finite terms (2.4)
The z–integral in the last expression provides the standard logarithmic UV divergence and
can be handled by a UV cutoff 1/M (or any other type of regularization).
To illustrate our main point on a simple example we continue by considering the theory
(2.1) in flat space-time but in the presence of an ideal mirror placed at x3 = 0. The ideal
mirror reflects all the modes equally well, irrespectively of their momenta. This is expressed
by the boundary condition φ|x3=0 = 0 at the mirror.
However a physical mirror is definitely transparent to very high energy modes. On
general physical grounds one can expect that, if a is a characteristic interatomic distance of
the material of the mirror, a mode whose wavelength k is much larger than 1/a will not see
the mirror at all. Such a situation can be modeled by a potential barrier which reflects some
of the modes and is transparent to the other ones [13]. Let us consider for instance the field
equation [
+m2
]
φ = α δ(x3)φ. (2.5)
It is not difficult to see that the modes with kα  1 are reflected while those with kα  1
pass through. In more realistic situations mirrors will have several windows in momentum
space of transparancy and reflection.
The most singular part of the Feynman propagator in presence of an ideal mirror is the
following distribution
F (x, y) ≈ i
4pi2
1
s− i −
i
4pi2
1
s¯− i , where s = (x− y)
2 and s¯ = (x− y¯)2, (2.6)
and y¯ is the mirror image of the source point y. Note that y = y¯ if and only if y is on the
mirror surface. The propagator (2.6) can be obtained by the method of image charges (see
e.g. [17]), where one uses the reflection φ(x¯) = −φ(x) for fields and currents.
By looking at the expression (2.6) one can also immediately grasp the difference between
the Euclidean and Lorentzian cases. In fact, in Euclidean signature, s vanishes only when
3
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Figure 2: Light cones in the case of the ideal mirror.
x = y and s¯ only when x = y¯. But the point y¯ does not belong to the portion of space-time
that we are considering. The mirror limits the region of integration in (2.2) to the points
such that x3 > 0 and y3 > 0. Hence, inside the loops in Euclidean signature y¯ plays no role.
On the other hand, in Lorentzian signature, s and s¯ vanish on the light–cones whose tips are
y and, respectively, y¯. Therefore, even though y¯ does not belong to the space-time manifold
its light–cone penetrates into it (see fig. 2). That leads to a different UV renormalization at
the leading order, as we will see below.
The situation we find here is similar to the one encountered in AdS quantum field theory.
Indeed, the AdS manifold is also not globally hyperbolic and the AdS Feynman propagators
have two singularities too (see below). However, there are some important differences. First,
the second singularity arises from points that do belong to the global AdS manifold or
its covering. Second, as we will recall below, (Wightman’s) propagators in AdS space are
analytic functions of the hyperbolic distance ζ while the propagator (2.6) is not associated
to an analytic function of the interval s alone but it also depends on s¯.
Moreover, to obtain Lorentzian expressions starting from the Euclidean manifold one has
to perform analytical continuations either in the Mandelstam variables in momentum space
or in the geodesic distance in position space. But when a mirror is present, the propagator is
not a function of such variables alone. This is true both in position and in momentum space,
as it results from the above decomposition (2.6) of the propagator. It should be however
said that the existence of the second singularity regards only an ideal mirror – one reflecting
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even very high momenta. A real physical mirror would be transparent to high momenta and
the second singularity in (2.6) would simply not be there.
Let us now calculate the contributions to the effective action (2.2) arising from the
diagram in Fig. 1. The first term in (2.6) provides the same contribution as in Eq. (2.4).
As regards the second term we have to do the following diagonal expansion: xµ − y¯µ = zµ,
xµ + y¯µ = 2Xµ, µ = 0, 1, 2, 3. Then, the effective action contains the following term:
Γ
(4)
s¯=0 = −i
3λ2
2 (4pi2)2
∫
d4X
∫
z3≥|X3|
d4z
φ2(X + z/2)φ2(X¯ − z¯/2)
(z2 − i)2 . (2.7)
The status of this divergence is now different: even though z2 may vanish the components
of four–vector z are generically not small (see fig. 2) and the diagonal expansion of φ2(X +
z/2)φ2(X¯ − z¯/2) cannot be performed. Consequently, this divergence cannot be subtracted
by a local counterterm. Both the singularities of F at s = 0 and s¯ = 0 do contribute to the
UV divergence of the integral on the right hand side, while the mixed terms contribute finite
expressions.
Such non–local UV divergent contributions actually appear for other choices of the bound-
ary conditions at the mirror, including either the Neumann or the mixed conditions. We
postpone the discussion of the consequences of such a situation to the concluding section.
It is worth stressing here the following point. The Feynman prescription in Eq. (2.4)
makes the spacetime integral divergent, as usual. However, if in that equation one replaces
the Feynman propagator with the Wightman function then the integral is obviously vanish-
ing: ∫
d4z
1[
(z0 − i)2 − ~z2
]2 = 0. (2.8)
If for any reason the second singularity is of Wightman’s type as opposed to the i prescription
used in (2.6) then the second UV divergence is not there. This arguments of course can be
applied to the eq. (2.7) only if φ2(X + z/2)φ2(X¯ − z¯/2) is a holomorphic function of z0 in
the lower complex half-plane.
However, it should be stressed that here we consider a non globaly hyperbolic manifold
and the issue of the boundary conditions is highly important in such a case. The perfect
mirror boundary condition immediately rules out any prescription different from (2.6). Other
types of boundary conditions may lead to conclude that the second singularity does not
contribute.
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3 Propagators in spaces of constant curvature
Let us consider the linear space R5 endowed with the Euclidean scalar product
X ·X ′ =
4∑
i=0
XiX
′
i. (3.1)
The 4–dimensional sphere of radius R embedded in R5 is the quadric
S4 =
{
X ∈ R5, X ·X = X2 = R2} . (3.2)
The geodesic distance d (X,X ′) between two points on the sphere is related to their scalar
product (3.1) in the ambient space as follows:
X ·X ′ = R2 cos d(X,X
′)
R
. (3.3)
d (X,X ′) is the length of the arc of the equator obtained by intersecting the sphere with the
plane containing X, X ′ and the origin of the ambient space.
The real sphere is a real submanifold of the complex sphere
CS4 =
{
Z ∈ C5, Z · Z = R2} , (3.4)
embedded into the complex linear space C5 endowed with the scalar product Z · Z ′ =∑4
i=0 ZiZ
′
i. Since R
2 is a real number, writing Zj = Xj + iYj allows to split Eq. (3.4) into
the following two conditions:
CS4 =
{
X + iY ∈ C5, X2 − Y 2 = R2, X · Y = 0} . (3.5)
The real sphere (3.2) is not the only remarkable (real) submanifold of CS4. If we restrict the
first coordinate to be purely imaginary, Z0 = iY0 and keep the remaining four coordinates real
we obtain the 4–dimensional dS spacetime, identified to the one–sheeted real hyperboloid
dS4 = {−Y 20 +X21 +X22 +X23 +X24 = R2} (3.6)
which has Lorentzian signature; in this vein, the real sphere (3.2) can be thought as the
Euclidean dS manifold S4 = EdS4.
On the contrary, we may keep real the first coordinate Z0 = X0 and take the remaining
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four coordinates Zj = iYj, j = 1, . . . , 4 purely imaginary; this gives the 4–dimensional
Euclidean AdS space (identical to the Lobachevsky space)
EAdS4 = {X20 − Y 21 − Y 22 − Y 23 − Y 24 = R2}, (3.7)
a manifold which has Euclidean signature; it is one of the sheets (say X0 ≥ R) of the
two–sheeted real hyperboloid. We could have arrived at same equation by the replacement
R→ iR in Eq. (3.6).
Finally we may keep real the first and the last coordinates Z0 = X0, Z4 = X4, take
the remaining three coordinates purely imaginary, Zj = iYj, j = 1, 2, 3, and get the 4–
dimensional (Lorentzian) AdS space:
AdS4 = {X20 − Y 21 − Y 22 − Y 23 +X24 = R2}. (3.8)
Correspondingly, the isometry groups of the real spaces under consideration are SO(5,R),
SO(1, 4,R) and SO(2, 3,R); they are all real subgroups of the complex group SO(5,C).
The invariant scalar product
ζ =
Z · Z ′
R2
(3.9)
takes real values when restricted to any of the above manifolds. In Lobachevsky space this
is also called the hyperbolic distance and is again related to the geodesic distance as follows:
Z · Z ′ = R2 cosh d(Z,Z
′)
R
≥ R2, (3.10)
(for Z0Z
′
0 > 0 so that ζ ≥ 1). Here d (Z,Z ′) is the length of the arc of the hyperbola obtained
by intersecting EAdS4 with the plane containing Z, Z
′ and the origin of the ambient space.
In the Lorentzian cases, however, not always the two points in Eq. (3.9) can be joined
by an arc of geodesic. For instance in the dS case, where Z = (iY0, ~X), the geodesic distance
between two points is implicitly defined as in Eq. (3.10) for ζ > 1 (i.e for Z and Z ′ timelike
separated), as in Eq. (3.3) for |ζ| ≤ 1 and not defined at all for ζ < −1. As before d (Z,Z ′) is
the arc length of either the hyperbola or the ellipse joining the two points Z and Z ′. Similar
remarks apply to the AdS case. Both in dS and AdS ζ takes all the values between plus and
minus infinity.
Consider now a two-point function W (Z,Z ′) = w(ζ) depending only on the invariant
variable ζ and defined in some domain of the complex d-dimensional sphere. We may extend
the function w to the ambient space by homogeneity of degree zero by considering the
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function wext
(
Z·Z′√
Z2
√
Z′2
)
, where Z and Z ′ are no more constrained to the complex sphere.
The complex Laplace operator applied to wext (in general dimension d) coincides with the
the Laplace-Beltrami operator on the sphere applied to w:
∇2wext
∣∣
CSd
=
∂
∂Zµ
∂wext
∂Zµ
∣∣∣∣
CSd
=
(
1− ζ2) ∂2ζw(ζ)− d ζ ∂ζw(ζ). (3.11)
The following equation in the invariant variable:
[(
1− ζ2) ∂2ζ − d ζ ∂ζ + σ(d− 1− σ)] w(ζ) = 0 (3.12)
represents therefore either the Laplace or the Klein-Gordon equation (possibly also with a
delta source at the RHS).
The parameter σ is related to the mass as follows:
± (mR)2 = σ(d− 1− σ) (3.13)
i.e.
σ =
d− 1
2
+
√(
d− 1
2
)2
± (mR)2 = d− 1
2
+ ν.
The plus sign is chosen for the AdS and Lobachevsky cases, while the minus sign is chosen
for the dS case and the sphere. However in both cases (mR)2 can also take negative values,
as we recall in Appendix A.
Changing to either 1+ζ
2
or 1−ζ
2
gives to Eq. (3.12) the standard hypergeometric form.
Correspondingly the general solution may be written in general dimension d as follows:
w(ζ) =
2
d−2
2 A± 2F1
(
1
2
+ ν, 1
2
− ν; d
2
; 1+ζ
2
)
(1− ζ) d−22
+
2
d−2
2 B±2F1
(
1
2
+ ν, 1
2
− ν; d
2
; 1−ζ
2
)
(1 + ζ)
d−2
2
(3.14)
where 2F1 is the hypergeometric function and we used Kummer’s relation.
A± and B± are some complex coefficients that are chosen according with the sign of
Im ζ. There are indeed cuts on the real axis of the complex ζ-plane which come from the
quantum commutation relations; one has to specify suitable analyticity properties for w
which depend on the chosen geometry (i.e. dS or AdS) in such a way that the upper and
lower boundary values of the Wightman functions in (3.14) coincide at spacelike separated
pairs. In particular, in the dS case two (real) points Z and Z ′ are time-like separated when
8
(Z −Z ′)2 < 0 and therefore in the complex plane of the invariant variable ζ there is cut (at
least) on the positive reals starting from ζ = 1. On the other hand, in the AdS case two
(real) points Z and Z ′ are time-like separated when (Z − Z ′)2 > 0 and therefore the cut
is opposite to the previous i.e. it is the half-line (−∞, 1]. In some special periodic cases,
when ν =
√(
d−1
2
)2
+ (mR)2 = 1
2
, 3
2
, 5
2
. . ., the two contributions in (3.14) compensate and
cut reduces to the interval [−1, 1].
The inverse image – in the complex sphere at fixed Z ′ – of the first singularity ζ = 1 is
the intersection of the complex sphere Z2 = 1 with the complex cone (Z − Z ′)2 = 0. This
surface includes coinciding points on either the sphere or the Lobachevsky space and lightlike
separated pairs on either the dS or the AdS manifold. On the other hand the singularities
of the second term in (3.14) are on the intersection of the complex sphere Z2 = 1 with the
complex cone (Z +Z ′)2 = 0; the latter is the cone having its tip at −Z ′, the antipodal point
of Z ′.
Every point Z on the complex sphere has an antipode −Z. This reflection gives the
antipodal points also on the real submanifolds we are considering in this paper (on the
Lobachevsky space the antipodal point belongs to the other sheet of the two–sheeted hy-
perboloid). The crucial difference is the following: while in the dS case antipodal pairs are
spacelike separated in the AdS case they are not. Actually, in the AdS case all the timelike
geodesics issued from an event Z focus at the antipodal point −Z ; this fact remains true
also on a general covering of the (real) AdS space. This is the reason why in the AdS case
the second singularity in Eq. (3.14) is always present.
In the dS case there is a special choice of vacuum, namely the Bunch–Davies or Euclidean
vacuum [18] which is maximally analytic [19–21] and corresponds to the choice A+ = A−,
B± = 0 in (3.14). The maximal analyticity properties implies that the Schwinger function
on the sphere is the analytic continuation of the two-point function on the real dS manifold
and that there are no singularities in between. However there are other choices, namely
the so called alpha-vacua [22–24] (see [12] for a review) which are dS invariant (at least
at tree–level) but they are not analytic precisely because of the presence of the additional
singularity.
In the AdS case the situation is a little more involved due to the presence of a non trivial
topology of the real manifold. As we show in the Appendix, the Feynman propagator can
be represented both in global AdS and in its covering A˜dS manifold as follows:
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Fν (X,X
′) =
−iΓ
(
d−1
2
− ν)Γ (d−1
2
+ ν
)
2 (2pi)
d
2Γ(d
2
)
[(
1
ξ − 1 + i
) d−2
2
1F2
(
1
2
− ν, 1
2
+ ν,
d
2
;
1 + ξ + i
2
)
− e−i(ν− 12 )pi
(
1
ξ + 1 + i
) d−2
2
1F2
(
1
2
− ν, 1
2
+ ν,
d
2
;
1− ξ − i
2
)]
(3.15)
Here X,X ′ denote two events of the real AdS manifold (3.8) and ξ denotes their invariant
scalar product (3.9) (see also (A.1)). Both contributions on the RHS of this expression
separately grow when ξ → ∞, i.e. as the distance between X and X ′ is increasing. But
in the linear combination appearing here the growing contributions compensate each other
and the resulting expression is decaying with the distance. That agrees with [25], [26] (see
also [27] and [28]). The corresponding Wightman function is maximally analytic [29, 30].
Note also that
(X −X ′)2 − i = 2R2(1− (ξ + i)) (3.16)
and therefore the prescription ξ → ξ + i corresponds to the standard prescription in
Minkowski space. Details on the analiticity properties of AdS propagators are given in
Appendix. The relation of the above i prescription with the local time ordering of the AdS
manifold and the global time ordering of its covering is discussed below and in Appendix.
4 Counterterms in AdS field theories
The AdS manifold is non globally hyperbolic for two reasons: it has closed timelike curves
and has a boundary at spacelike infinity. The first problem may be ”cured” moving to
the universal covering which however remains non globally hyperbolic because it still has
a boundary at infinity. Whatever is the case, the geodesics issued from any point of the
manifold (or of its covering) focus after half a period at the antipodal event (see fig. 3).
At the quantum level, this fact is related to the presence of the second singularity in the
Wightman function (3.14). When ξ2 → 1 in four dimensions, Eq. (3.15) provides the
10
Figure 3: The timelike geodesics issued from a point Z focus at the antipodal point −Z.
The boundary acts somehow like a (thick) mirror for massive particles.
following leading singularities of the AdS Feynman propagator1:
F (ξ) ≈ − i
8pi2 (ξ − 1 + i) −
e−ipiν
8pi2 (ξ + 1 + i)
. (4.1)
The same i prescription applies in the fundamental sheet both at ξ → −1 and at ξ → 1 (see
Appendix A - we have taken the radius of AdS to be one R = 1). This fact is a consequence
of the the spectral condition and of the local time ordering of the AdS manifold. The chosen
i prescription implies that the propagator solves the following inhomogeneous Klein–Gordon
equation with an extra delta source on the RHS:
[
+m2
]
F (X,X ′) = 4pi δ(X,X ′) + 4 pi i e−i pi ν δ(X,−X ′). (4.2)
1In the Euclidean AdS (Lobachevsky) manifold ξ ≥ 1 and the second singularity cannot be attained (recall
that −Z ′ the point antipodal to Z ′ belongs to the opposite sheet). Moreover, because the Lobachevsky space
has Euclidean signature the singularity is only attained at coincident points Z = Z ′ and we do not have to
care about the contributions to the effective action arising from the second singularity (3.15).
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We can now calculate the diagram in fig. 1. Here is the form of the loop correction for the
simplest case ν = 1/2 in the global AdS manifold:
Γ(4) ∝ λ2
∫
d5X δ
(
X2 − 1) ∫ d5X ′ δ (X ′2 − 1) φ2 (X) φ2 (X ′)×
×
[
1
(X −X ′)2 − i −
1
(X +X ′)2 − i
]2
. (4.3)
The square of the first pole can be treated in the standard way and leads to the same
renormalization as in flat spacetime. The square of the second pole is different and leads to
divergences of a new type. Finally, the cross terms lead to less singular contributions.
-1 1
ζ
Figure 4: The cut plane of the complex ζ variable is the maximal domain of analyticity of
two-point functions satisfying the spectral condition. In the periodic cases the extra dotted
cut disappears. The dotted line Im ζ =  is the projection on the complex ζ plane of the
domain of integration in Eq. (4.3).
Let us examine now the general case of a field with bare mass parameter ν. Its Wightman
two-point function, considered as a function of the invariant variable ζ, is analytic in the
covering Θ˜ of the cut-plane Θ = {C \ [−1, 1]}, see Fig. 4. The singularities are located at
ζ = ±1. Fixing a point somewhere on the real covering manifold A˜dS and moving the other in
(a suitable domain of) the complex manifold C˜AdS, every time that ζ accomplishes a round
trip around the two singularities the two point function gains a phase w(ζ)→ e2pii(ν− 12 ) w(ζ).
In the periodic case, the domain of integration in the loops projects on the dotted line
in fig. 4. We may choose to keep the same contour which lies entirely in the fundamental
domain also in the non periodic case. Alternatively, we may exploit the global time ordering
of the covering manifold and construct the chronological propagator accordingly; the result
given is in Eq. (A.23), coincides with the propagator (3.15) in the fundamental sheet.
The propagator (A.23) solves the Klein-Gordon equation (4.2) on the covering manifold
without the supplementary delta–function on the RHS. However, it is unclear how to use
that propagator in loop integrals over the covering manifold A˜dS. Its quasi periodic structure
seems to lead to an infinite result even after UV regularization, and extracting a meaningful
(non ad hoc) finite result in such a situation is problematic.
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Thus, if we insist in integrating over the fundamental domain of A˜dS also in non periodic
cases, i.e. for generic values of ν, as in Eq. (4.3) we have to introduce a new counter–term
in the Lagrangian (2.1):
∆L = γ e
− 2pi i ν
4
φ2(Z)φ2(−Z), (4.4)
with a complex coefficient depending on the mass parameter and a new coupling constant γ.
Here we have described the situation in either the global AdS manifold or its covering.
In the Poincare´ patch the situation demands a separate treatment. First, one has to modify
Eq. (4.3) by restricting the regions of integration to a chosen patch. Of course such a choice
violates the AdS symmetry. However, for the i prescription as in eq. (4.1) the isometry is
preserved in the loops, while is violated for any other choice [12]. Then, for the (4.1) choice
the situation is similar to the case of the perfect mirror: even though the antipodal point
−X does not belong to the same patch containing a generic point X, the light–cone of −X
obviously penetrates into the patch.
It should be noticed that, although the term (4.4) is non-local, it nevertheless respects
the AdS symmetry. A somewhat similar situation has been described in [31] for the dS
alpha–vacua. There is however an important difference: the loop corrections to the alpha-
vacua do not respect the dS isometry due to infrared contributions [8], [12]. This means once
more that in the dS case the tree–level ground state is the Bunch–Davies vacuum, which
does not share such problems. In conclusion, the AdS UV behavior is quite different from
the Minkowskian one and should be considered carefully.
5 Conclusion
The main result of this paper is that the UV renormalization of the four–point function in
AdS space–time generates non–local counter terms that respect the isometry group.
This phenomenon may be regarded as another revelation of the so called UV/IR mixing,
similar to the one found in the case of electric field and global dS space [8]. It shows a
crucial difference between quantum fields in flat, dS and AdS spaces. In dS space we have
the standard UV behavior for the properly chosen basis of modes, while the IR effects are
strong and quite different from those in flat space (see [12] for a review). On the other hand,
in the AdS space (in Lorentzian signature) no new problem arises in the IR regime [16] but
UV physics is quite different from flat space. As in the case of a perfect mirror we encounter
a UV divergence which cannot be removed by a local counterterm.
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The question now is whether these effects are physical or it is possible to reformulate
quantum field theory in such a way that they do not show up. For instance one may try
to use compactly supported field algebras. It is worthwhile to remark that, unlike the case
of the perfect mirror, the situation in global AdS is yet under control. There seems to be
no local measurement which allows to detect terms such as (4.4) and their presence does
not destroy the renormalizability of the theory (although they do affect the beta–function).
Obviously one can discard the situation of the perfect mirror as unphysical, but still accept
the effects discussed in this paper for AdS space as physical (despite the presence of the
complex coupling constant).
Another possibility would be to define quantum field theory in AdS space via the ana-
lytical continuation from Lobachevsky space, i.e. from the Euclidean manifold. However,
such an analytical continuation does not allow to address the issues of e.g. non–stationary
phenomena within the AdS/CFT correspondence (at least beyond the 1/N approximation).
Indeed, the analytical continuation from the Euclidean signature does not provide correct
answers in non–stationary situations already in flat space [32]. In non–stationary situations
correlation functions are not functions of the hyperbolic distance anymore (see e.g. [12] for
a similar discussion in dS).
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A Analyticity properties of the two–point functions in
the complex AdS space
A.1 Geometry
Let us introduce the following scalar product in Rd+1
ξ(X,X ′) = X ·X ′ = X0X ′0 +X4X ′4 −X1X ′1 −X2X ′2 −X3X ′3 − . . . . (A.1)
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(in this section the ”dot” notation that was previously used for the Euclidean scalar product
indicates the product (A.1)). The d-dimensional AdS spacetime can be identified with the
quadric
AdSd = {X ∈ Rd+1, X2 = X ·X = R2}. (A.2)
The real AdS interval is then obtained by restricting the ambient space interval
ds2 = dX20 + dX
2
4 − dX21 − dX22 − dX23 − . . . .
to AdS itself. The AdS isometry group is the pseudo-orthogonal group G = SO(2, d− 1,R).
The complex AdS manifold
CAdSd = {Z = X + iY ∈ Cd+1, Z2 = R2}
obviously coincides with the complex sphere CS4. Z = X + iY belongs to CAdS4 if and
only if
X2 − Y 2 = R2 and X · Y = 0.
In the following we will put R = 1. The complex AdS manifold is parametrized by giving
complex values to the coordinates below:
Z = Z(t, ψ, ω) =

Z0 = X0 + iY 0 = coshψ sin t
Zi = X i + iY i = sinhψ ωi i = 1, 2, . . . , d− 1
Zd = Xd + iY d = coshψ cos t
(A.3)
with ω2 = 1. The real AdS manifold is parametrized by restricting the coordinates to real
values. This coordinate system allows to easily describe also the universal covering spaces
A˜dS and C˜AdS by unfolding the periodic time coordinate Re t. The covering G˜ of the group
G = SO(2, d− 1) is introduced in a similar way. We will use the symbols X, Z, etc., also to
denote points of the coverings.
Two events of the real manifold AdS are space-like separated when
(X −X ′)2 = 2− 2X ·X ′ < 0. (A.4)
Since AdS and A˜dS are transitively generated by the action of G and G˜ on the base point
B = (0, . . . , 0, 1)
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we may specify the notion of space-like separation in the covering space A˜dS as follows:
let X,X ′ ∈ A˜dSd and let g an element of G˜ such that X ′ = gB. X and X ′ are spacelike
separated if
Xg = g
−1X = Xg(t, ψ, ω)
belongs to the fundamental domain of A˜dS (global AdS itself, which is identified by the
condition |Re t| < pi) and
(X −X ′)2 = (Xg −B)2 < 2− 2 coshψ cos t < 0. (A.5)
A.2 Quantum field theory
When considering a scalar quantum field Φ(X) on the (covering of the) AdS manifold we will
always assume that it is AdS covariant and that it satisfies the local commutativity property:
for X and X ′ space-like separated the fields Φ(X) and Φ(X ′) commute.
The second property that we will assume is about the spectrum of the energy operator.
The simplest way to state this condition is to identify the energy with the generator M0d
of the rotations in the (0, d)−plane and demand that M0d be represented in the Hilbert
space of the theory by a self-adjoint operator M̂0d bounded from below (for a more covariant
statement see [30]). The spectrum condition implies that there are two distinguished complex
domains [30] of CAdSd, invariant under real AdS transformations, where the two-point
functions are holomorphic:
T± = {Z ∈ CAdSd, ImZ2 > 0, (Z) = sign(Y 0Xd −X0Y d) = ±}. (A.6)
The following normal analyticity property is equivalent to the positivity of the spectrum of
the energy operator:
W (X,X ′) is the boundary value of a function W (Z,Z ′) holomorphic in T˜− × T˜+
where T˜± are the coverings of the above chiral tubular domains. By using the complex coor-
dinates (see above) the domains (A.6) are seen to be semi-tubes invariant under translations
in the variable Re t. They can be described by the following inequalities:
± sinh Im t >
[
(sin Imψ)2 + ((cosh Reψ)2 − (cos Imψ)2) (Imω)2
(cosh Reψ)2 − (sin Imψ)2
] 1
2
. (A.7)
To grasp more intuitively the meaning of the above statement, in the case of real ψ and
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ω i.e. when only the time coordinate t is complexified it simply amounts to require that
W [Z(t, ψ, ω), Z ′(t′, ψ′, ω′)] has an analytic continuation to complex pairs such that Im t < 0
and Im t′ > 0 (flat tubes); this analyticity property is equivalent to the positivity of the
energy spectrum.
AdS invariance further implies that W (Z,Z ′) is actually a function w(ζ) of a single
complex variable ζ which can be identified with Z · Z ′ when Z and Z ′ are both in the
fundamental sheet of C˜AdS4; therefore AdS invariance and the spectrum condition together
imply the following maximal analyticity property:
w(ζ) is analytic on the covering Θ˜ of the cut-plane Θ = {C \ [−1, 1]}.
For fields periodic in the time coordinate (semi-integer ν case) w(ζ) is in fact analytic in Θ
itself.
One can now introduce all the standard Green functions. The permuted two-point func-
tion W (X ′, X) is the boundary value of W (Z,Z ′) from the opposite domain {(Z,Z ′) : Z ∈
T˜+, Z ′ ∈ T˜−}. The retarded propagator R(X,X ′) is introduced by splitting the support of
the commutator C(X,X ′) as usual (X,X ′ ∈ AdS4 real)
C(X,X ′) = W (X,X ′)−W (X ′, X), (A.8)
R(X,X ′) = iθ(t− t′)C(X,X ′). (A.9)
Finally, the chronological (Feynman) propagator is given by
F˜ (X,X ′) = −iθ(t− t′)W (X,X ′)− iθ(t′ − t)W (X ′, X). (A.10)
This definition refers to the global time-ordering of the covering manifold. The uncovered
AdS manifold is not globally time ordered. We take into account this property by modifying
the previous definition as follows
F (X,X ′) = −iθ [sin(t− t′)] W (X,X ′)− iθ [sin(t′ − t)] W (X ′, X). (A.11)
The two prescriptions coincide on the fundamental sheet |t− t′| < pi.
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A.3 Klein–Gordon fields
In d-spacetime dimensions the Wightman function having the above maximal analitycity
property may be written in terms of the associated Legendre’s function of the second-kind:
Wν(Z,Z
′) = wν(ζ) =
e−ipi
d−2
2
(2pi)
d
2
(ζ2 − 1)− d−24 Q
d−2
2
ν− 1
2
(ζ). (A.12)
In terms of the hypergeometric function
wν(ζ) =
Γ
(
d−1
2
+ ν
)
Γ
(
d−1
2
− ν)
2 (2pi)
d
2Γ(d
2
)
[(
1
ζ − 1
) d−2
2
1F2
(
1
2
− ν, 1
2
+ ν,
d
2
;
1 + ζ
2
)
− e∓i(ν− 12 )pi
(
1
ζ + 1
) d−2
2
1F2
(
1
2
− ν, 1
2
+ ν,
d
2
;
1− ζ
2
)]
, (A.13)
where the upper or lower sign in the phase is chosen according as Im ζ > 0 or Im ζ < 0 [?].
Here the parameter ν is related to the mass as follows
ν2 =
(d− 1)2
4
+ (mR)2 , (A.14)
and the normalization of Wν is chosen by imposing the short-distance Hadamard behavior.
For d = 4 the coefficient at the RHS of Eq. (A.13) is divergent when ν = 3
2
, 5
2
, . . ..
At the same time for ν = 3
2
, 5
2
, . . ., the phases multiplying the second term are equal in
the upper and lower half-planes. The hypergeometric series become sums and the constant
terms exactly cancel. Therefore for ν = 1
2
, 3
2
, 5
2
, . . ., etc. we may extract two-point functions
which are periodic in the time variable (and therefore live on the true AdS manifold) and
analytic in the cut plane Θ. This may be done by analytic continuation in the dimension d.
For instance for ν = 3
2
(the massless m = 0) case we have
wd3
2
(ζ) =
Γ
(
d−1
2
− 3
2
)
Γ
(
d−1
2
+ 3
2
)
2 (2pi)
d
2Γ(d
2
)
[(
1
ζ − 1
) d−2
2
(
1− 4
d
1 + ζ
2
)
+
(
1
ζ + 1
) d−2
2
(
1− 4
d
1− ζ
2
)]
. (A.15)
Taking the limit at d = 4 we get
w 3
2
(ζ) = − 1
2(2pi)2
log
(
ζ + 1
ζ − 1
)
+
1
2 (2pi)2
[(
1
ζ − 1
)
+
(
1
ζ + 1
)]
. (A.16)
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Note that for ν = 1
2
the coefficient at the RHS of Eq. (A.13) is finite; both hypergeometric
series are equal to 1 and the RHS is just the difference of the two poles:
w 1
2
(ζ) =
1
2 (2pi)2
[(
1
ζ − 1
)
−
(
1
ζ + 1
)]
. (A.17)
A.4 Chronological propagators
Let us first compute the chronological propagator by the above prescriptions when the first
point X belong to the fundamental domain of the A˜dS space with −pi < t < pi, and we take
the second point at the origin X ′ = B (so that t′ = 0).
In accordance with both Eqs. (A.10) and (A.11) and the normal analiticity property,
when 0 < t < pi the real event X(t, ψ, ω) has to be taken at the boundary of T− so that
ζ = coshψ cos(t− i) = ξ + i sin t,  > 0.
On the other hand when −pi < t < 0 the real event X(t, r, ω) has to be considered at the
boundary of T+;
ζ = coshψ cos(t+ i) = ξ − i sin t,  > 0.
Therefore as long as we have −pi < t < pi we always have ζ = X · B + i| sin t| with  > 0
and
F (X,B) = −iw (ξ + i| sin t|) − pi < t < pi. (A.18)
Hence, the equation
F (X,X ′) = −iw(ξ + i) (A.19)
provides the time-ordered propagator whenever X,X ′ ∈ A˜dS are such that there exists a g
inf G˜ such that X ′ = gB and g−1X ′ is in the fundamental domain of A˜dS (identified by the
condition |Re t| < pi). It requires the spectrum condition to hold. By applying Eq. (A.19)
to the Wightman function (A.13) we get the Feynman propagator form presented in Eq.
(3.15). In the simplest case ν = 1
2
Eq. (A.19) gives
F 1
2
(X,X ′) = f 1
2
(ξ) = − i
2 (2pi)2
[(
1
ξ − 1 + i
)
−
(
1
ξ + 1 + i
)]
. (A.20)
What is the situation in A˜dS? One possibility is to insist in using the same i prescription
as above. The other possibility seems obvoius: try to use the global ordering of the covering
manifold. This choice however forces to move to the covering manifold A˜dS even in the
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periodic cases. Let us illustrate this phenomenon by applying the global definition (A.10) to
the case ν = 1
2
; we get the following propagator:
F 1
2
(X,X ′) =
i
2 (2pi)2

(
1
ξ−1+i
)
−
(
1
ξ+1+i
)
for n < |t−t
′|
2pi
< n+ 1
2(
1
ξ−1−i
)
−
(
1
ξ+1−i
)
for n+ 1
2
< |t−t
′|
2pi
< n+ 1
n = 0, 1, 2, . . .
(A.21)
This relation remains true for all periodic cases Klein-Gordon fields with half-integer ν =
k + 1
2
:
F k+1
2
(X,X ′) =
{
−iw(ξ + i) for n < |t−t′|
2pi
< n+ 1
2
−iw(ξ − i) for n+ 1
2
< |t−t
′|
2pi
< n+ 1
n = 0, 1, 2, . . . (A.22)
Correctly understood, this last formula is indeed valid also in the non periodic case. In
particular in d = 4 for Klein-Gordon fields this gives
Fν(X,X
′) =

ie2ipin(ν−
1
2 )sgn(t−t
′)
(2pi)2
[
(ξ + i)2 − 1]− 12Q1
ν− 1
2
(ξ + i) for n < |t−t
′|
2pi
< n+ 1
2
ie2ipin(ν−
1
2 )sgn(t−t
′)
(2pi)2
[
(ξ − i)2 − 1]− 12Q1
ν− 1
2
(ξ − i) for n+ 1
2
< |t−t
′|
2pi
< n+ 1
(A.23)
Here ξ ∈ Θ is the scalar product of the projections of the two points X,X ′ ∈ A˜dS on the
fundamental sheet. The obtained i prescription in A˜dS is Feynman’s at coinciding points
and is Wightman’s in elsewhere and this gives the alternating signs of i as one crosses the
cuts.
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