Abstract. In future communication networks, video is expected to represent a large portion of the total traffic, given that especially variable bit rate (VBR) coded video streams, are becoming increasingly popular. Consequently, traffic modeling and characterization of such video services is essential for the efficient traffic control and resource management. Besides, providing an insight of video coding mechanisms, traffic models can be used as a tool for the allocation of network resources, the design of efficient networks for streaming services and the reassurance of specific QoS characteristics to the end users. The new H.264/AVC standard, proposed by the ITU-T Video Coding Expert Group (VCEG) and ISO/IEC Moving Pictures Expert Group (MPEG), is expected to dominate in upcoming multimedia services, due to the fact that it outperforms in many fields the previous encoded standards. This paper presents both a frame and a layer (i.e. I, P and B frames) level analysis of H.264 encoded sources. Analysis of the data suggests that the video traffic can be considered as a stationary stochastic process with an autocorrelation function of exponentially fast decay and a marginal frame size distribution of approximately Gamma form. Finally, based on the statistical analysis, an efficient model of H.264 video traffic is proposed.
Introduction
Multimedia applications and services have already possessed a major portion of the today traffic over computer and mobile communication networks. Among the various types of multimedia, video services (transmission of moving images and sound) are proven dominant for present and future broadband networks. Raw video data has very high bandwidth and storage requirements making its transmission and storage impractical and economically unaffordable. For this reason, a lot of research has been 4 design of the existed H.264 standard. In terms of coding structure, a scalable bit stream will be composed of a base layer and one or more enhancement layer bit streams. The base layer will be conforming to one of the profiles of the prior H.264/MPEG-4 AVC design. Additional key issues are fidelity range extensions [18] , [19] , which addressed the issue of more demanding applications of H.264 in resolution, bits/sample and chroma sampling, and improvement on H.264 encoder performance [20] .
Statistical Analysis of the H.264 encoded data
For the statistical analysis of H.264/AVC encoded data, the reference encoder JM is used, considering encodings without rate control and fixed quantization parameters for all test sequences. In H.264, the three common different frame modes are adopted, namely: Intra-frame (I), Predictive (P) and Bidirectional predictive (B), widely referred as I, P and B. In particular, the I frames are also called Intra frames, while B and P are known as Inter frames. The combination of successive types of frames forms a Group Of Pictures (GOP), whose length is mainly described by the distance of two successive I frames. In the described work, the frame rate is set constant at 25fps, coding GOP structure is set as IPBPBPBPB… and Intra-period adopts values between 3 and 12. Finally, a video segment from the film "Spider-man II" is used as reference signal. This segment consists of 18357 frames of YUV 4:2:0 format in 528x384 resolution.
Frame Level Analysis
Focusing on the Frame Level analysis, Figure 1 illustrates the size of 1100 frames of an H.264 test signal (encoded with quantization scale 20 for all the frames and GOP length 12), where it can be noticed that the large frame sizes (periodical peaks in the figure) correspond to I frames, while the smaller ones are B frames and the intermediate frame sizes are P frames. Moreover, the periodicity that seems to appear in the peaks of I frames, corresponds to the distance of two successive I frames, which reveals the length of the used GOP. It is also noted that the frame size follows the spatial and temporal activity of the test signal, where more complex frames require more bits for their description, while static and simple frames are described by fewer bits. Also another interesting observation is that inter-frames (especially P frames) present more intense fluctuation in comparison with the Intra frames. This stems from the fact that according to the content dynamics of the video signal, some Macro-Blocks (MBs) of the inter-frames may be intra-coded, which results in lower compression ratio and therefore higher frame sizes. Figure 2 depicts the total number of Intra MBs for the P frames of the total 1100 frames of Figure 1 . It can be observed that the shape of the Intra MBs vs. Inter-frames graph ( Figure 2 ) plays a major role in the form of the frame size graph (Figure 1) . In other words, inter-frames appear to influence largely the actual video traffic. A principal issue regarding the modeling of unconstraint Variable Bit Rate traffic is whether or not the encoded traffic can be considered as stationary process. In this respect, an encoding frame sequence from "Spider-man 2" was split in a moderate number of windows (actually four) and the empirical density function for the frame size was calculated from the samples of each window. The Intra MBs for the interframes (i.e. P) over a time of 1100 frames These windows densities, which are depicted in figures 3(a), (b)), where found very similar, a property directly suggesting that the sequence is stationary [4] , [29] . In order to expand further the second-order stationary [4] , [29] , the autocorrelations of these empirical densities were constructed for pairs of time windows, showing almost identical shape across window combinations (figures 3(c), (d)). Therefore, the aforementioned result about stationary is further reinforced. Figure 4 illustrates the autocorrelation function for the 1100 frames. It can be observed that the autocorrelation graph consist of periodic spikes that are superimposed on a decaying curve. The highest peaks correspond to the autocorrelation of the Intra frames of the video sequence, which are followed by 11 lower spikes before the next "Intra" peak. The lower spikes between two successive "Intra" peaks correspond to P frames, which are typically smaller than the I-frames. Finally, the wells between I and P peaks, correspond to the B frames of the test sequence, which are the smaller frames of all. Based on the already discussed results, it can be deduced that the behavior of the H.264 encoded signal can be described as a superimposition of three different distributions, which result from three different frames modes (i.e. I/B/P). Therefore, elaborating each frame type separately is more efficient and produces more detailed description of the H.264 video traffic. The next section presents an I/B/P layer analysis of the encoded signal.
I/B/P Level Analysis
For the I/P/B level analysis again the same video segment from the film "Spider-man II" is used as reference signal. In order to study the nature of the video stream, intra-frame period and quantization parameters are altered during the experiments. During each encoding process, video traces are captured, containing data on the type and the size of each encoded frame. As a result, frame statistics based on specific quantization scale and encoding settings are derived and depicted in Table 1 in the form of mean values and variances of I/P/B frame sizes. The notation (x,y,z)-l is used for the quantization scales of I,B,P frames and the selected intra-frame period. From Table 1 , it can be derived that higher encoding parameters, which cause coarser encoding quality, result in lower mean frame sizes and variations in comparison with lower quantization parameters, which produce better encoding quality. On the contrary, the alternation of Intra-frame period does not affect frame sizes, which remain practically constant. 
Table 2: Variation Coefficients of the various frame types
In order to study the statistical behavior of the encoding stream, the Probability Density Functions (PDFs) for each frame type of the encoded signal at various quantization scales are drawn. Figure 5 depicts the representative case of (10-10-10)-12.
Observing that the derived graphs follow the expected bell-like shape, then the well adopted [4] method of moments is used in order to fit a gamma density (the equivalent of the negative binomial in the continuous domain) to the data output. The Gamma density is given by the following formula
Where μ>0 is the scale parameter, and p>0 the shape parameter respectively.
The Gamma distribution has mean pμ and variance pμ 2 and by equating to the mean and sample variance, denoted as m and v respectively, it can be deduced that μ=v/m and p=m 2 /v. Table 3 contains the Gamma distribution parameters for each quantization scale and Figure 5 illustrates the frame histograms in conjunction with the corresponding Gamma models. 
Figure 5. Representative frame size histograms and Gamma models
As a next step, the autocorrelation function is derived for each frame type. Three representative graphs for the case of quantization scale 10-10-10 and Intra-frame period equal to 12, appear in figure 6 , suggesting that the autocorrelation exhibits a reduced decay rate beyond the initial lags. 
Figure 6. Representative Autocorrelation Graphs for each scaling case of I/B/P frames
It is observed that in the case of H.264 streams, the autocorrelation functions follow the same decaying shape, as in previously studied encoding formats, i.e. H.261 [4] and MPEG-1 [5] . In principle, this phenomenon can be successfully captured by a weighted sum of two geometric terms 12 (1 )
with |λ 2 |<|λ 1 |<1 (2) where λ 1,2 are the decay rates, which can be complex in general. Moreover, equation 2 corresponds to the general form of the autocorrelation function for AR(2) models [21] , [6] which have been observed to match well some aspects of video conferencing traffic. In order to further investigate the appropriateness of equation 2, the corresponding relevant parameters were estimated (in the domain of real-valued decay rates) through a least-squares fit to the autocorrelation samples for the first 300 lags for the case of I frames and the first 4000 lags for the case of B and P frames, respectively. Numerical results appear in Table 4 , while the graphs of the fitted models are compared to the sample autocorrelations in figure 6 , demonstrating a satisfactory fit between the experimental and the modeling functions. Furthermore, in all cases the matched model represented in 2 captures the long-term trends of the autocorrelation decay. Since the aforementioned model of autocorrelation functions approximates successfully the long term decay rate, which is the most important for queuing design, there is no point for further pursuing the issue towards more complex models. i.
Auto-regressive models
The Discrete Auto Regressive(1) -DAR(1) model is the most primitive model that was proposed for modeling of video conference traffic. In [7] , such a model is tested for 10-second long sequences based on the AR process:
where x(n) is the bit rate of the coded video during the n th frame, e(n) is a Gaussian process with variance σ 2 -usually described as residuals-and α 1 is the autocorrelation coefficient at lag-1, when the sequence is considered as stationary. Moreover, this model can be considered as a continuous-state, discrete-time Markov process, which is a special case of the general form
where p is the order of the AR process. In this statement, the residuals e(n) are assumed uncorrelated and normally distributed, while Xu et al proposed a Gamma distribution residual process instead of a normal distribution in the AR process, analyzing a first-order Gamma AR (GAR) model of the form: 
where () e s  is the Laplace transform of the residual process, α is the AR coefficient and β is the scale parameter. Although the GAR model outperformed in some cases the DAR(1), the fact that the residual generation is too complicated if the order of the AR is increased discourages its use and practical implementation. Moreover, the Gamma Beta AR (GBAR) process has been proposed in [23] , where it is assumed that the AR coefficients A n are Beta distributed and the residuals B n are Gamma distributed. More specifically, it is proposed that 1 n n n n X A X B   (6) Although the GBAR model is shown to be more efficient than GAR model, it is not suitable for studying admission control algorithms particularly in ATM networks. Finally, a general AR model has been described by [24] , where firstly the model decomposes the given Gamma process into a weighted sum of a number of x 2 (1) sequences. Afterwards, each sequence element is obtained by squaring a Gaussian process, which is efficiently generated by using an AR model from the given covariance matrix.
ii.
Markov models 
A MC based model has been proposed in [25] , which can also capture multiple video activity levels and scene changes. The transition matrix P of this Markov chain is given by
Where ρ is the autocorrelation coefficient, I is the identity matrix and each row of Q consists of the negative binomial probabilities. The frame sizes remain constant during a scene but vary from one scene to another according to negative-binomial probabilities.
iii.
Long range dependent models
Other works, in an attempt to track more closely the complexities observed in the long range autocorrelation decay, employ more elaborate means such as the autoregressive moving-average process (ARMA), which adds a moving average giving 
where p is the order of the AR part and q is the order of moving average part. Such a model was described in [26] .
iv. Hybrid models that combine both Markov and regression models Also, more complicated models that combine both Gaussian AR(1) models with parameters modulated according to the transitions of a MC have been proposed in the literature. [12] , [27] , [28] . In comparison with the aforementioned models and methods, this paper will introduce a novel model that exploits three discrete DAR(1) processes for the generation of each I, B and P stream in conjunction with a Markov based decision mechanism for bit rate range and scene change simulation. Therefore, due to its novelty and hybrid nature, the proposed model is called by the authors as Markov Modified Model.
The proposed H.264 Markov Modified Model
We discussed in the previous sections the statistical properties of I, B and P frame types. This detailed traffic study and mathematical quantitative approach of H.264 VBR video is necessary for understanding the properties of its characteristics, which will be used for generating synthetic H.264 traffic by an appropriate video model of H.264 Unconstraint VBR traffic. Thus, in order the proposed model to be efficient, it must fulfill the following criteria [1] :  It must adopt specific statistical characteristics of the real video traffic, like PDF and ACF.  The characteristics of the synthetic video model must be similar to the ones of the real video, so that it can be used instead of real video traffic for predicting desired performance metrics. This means that the proposed model must simulate successfully the long range dependencies (LRD) and short range dependencies (SRD) of the real video traffic.  It must be as simple as possible and able to generate synthetic video traffic with low computational complexity.  It must generate efficient synthetic video traffic for a wide range of video sources ranging from static video content up to very active. According to the aforementioned criteria and based on the statistical analysis and quantitative mathematical approach of section 3, it is possible to generate sequences of stationary discrete random variables with Markov properties using the discrete autoregressive process of order 1, DAR(1). The Markov properties are reflected by the fact that the distribution of F n , of the size of the n th frame, only depends on F n-1 . Such process is specified by the stationary marginal distribution of F n and several other parameters which, independently of the marginal distribution, determine the correlation structure of the sequence. According to the DAR(1) model, the first order autoregressive form is given by
where {V n } are independent and identically distributed (iid) binary random variables with
and {Y n } are iid random variables with a marginal distribution π. In other words the model defines the current observation to be a mixture of two independent random variables: It is either the last observation with probability α, or another independent sample from the same distribution. It is a very simple and general model since π is the distribution of any random variable and the correlation structure is independent of π. The autocorrelation function (ACF) of {F n } as defined by (3) is given by ( ) , 0,1,... 

, where I is the identity matrix and Q is a matrix of whose rows are the distribution π. This approach is used independently for the study of the I, B and P frames trying to capture the fact that a video sequence consists of various scenes with different spatial and temporal activity levels and thus a candidate video traffic model should capture this inter and intra scene state. More specifically, during a scene, the sizes of the same frame type remain typically constant, while on the contrary follow different sizes over scenes changes. In this respect, two discrete processes for frame generation are considered:  The first process simulates the intra-scene state, which means that the frame size, referring to frames of the same type, retains the characteristics of the previous frame.
 The second process, which models the inter-scene state, the frame size is generated using a AR(1) process of the form x(n)=α 1 x(n-1)+e(n), based on the size of the previous frame size, where α 1 is the autocorrelation parameter at lag-1 and e(n) a residual following the normal distribution. Especially for the case of I frames, which are strongly responsible for the inter-GOP correlation of the video stream, which is well characterized by the ACF of the I-frames, the first process is considered as I(n)=α 1 I(n-1) , where α 1 is the autocorrelation coefficient at lag-1, in order to better capture this phenomenon. Although inter-GOP correlation, described by the ACF of the I frames, is an important measure, another aspect of video traffic is the correlation between I/P/B frames within the same GOP (the intra-GOP correlation). If uncorrelated I, P and B component generation is considered, then the estimated aggregate sequence will not represent successfully the burstness of the real data, resulting in poor estimation of the network resources and poor simulation of the intra-GOP dependence. So, a candidate model must adapt the correlation properties between the various frame types within every GOP. For this reason, in our case the correlation coefficients are calculated between the first neighboring I-P, I-B and P-B frames of each GOP structure. Table 5 shows the corresponding results for various encoding schemes, showing that there is high correlation between the neighboring first I-P frames of each GOP and lower between the P-B, and even lower between I-B. Figure 7 depicts the proposed algorithm for the generation of synthetic H.264 traffic. The proposed model, except from the use of the aforementioned DAR(1) models, it also exploits the I-P correlation coefficient and the P-B correlation coefficient for the generation of P and B streams respectively. More specifically, based on the GOP length and structure that the generated traffic has, the proposed algorithm, during a GOP initialization, propagates the first I and P frame size, multiplied by the corresponding correlation coefficient of Table 5 , as feed to the respective P and B DAR processes. By this way, it manages to captures the intra-GOP dependences of the actual traffic, which is an important issue for the modeling of real traffic video characteristics. Figure 9 shows the ACF of the actual I-frame sizes and that of synthetic traffic. As observed, the proposed model captures satisfactorily the inter-coded correlation of the actual H.264 traffic both at the cases of LRD and SRD. Therefore, it has been shown that the latest H.264 video encoding standard can be satisfactorily modeled by adapting already known video traffic techniques on the characteristics of the new standard. This is expected because the synthesis of the statistical distribution of H.264 traffic remains similar to previous standards. More specifically, H.264 encoded traffic remains a superimposition of three different distributions that come from three different frames modes (i.e. I/B/P), exactly like earlier standards. Therefore, elaborating on this triple model separately makes possible the use of already proposed models and techniques, like the DAR(1) model and Markov chains. All the new features of the H.264 standard aim at increasing compression efficiency in conjunction with improvement of the deduced perceived quality level for a specific encoding bit rate. Thus, H.264 by featuring variable block size support down to 4x4, quarter-sample motion vector accuracy, extended reference frame selection for P frames, de-blocking filter within the motion-compensated prediction loop and new context-based adapted entropy coding methods: CAVLC and CABAC, it succeeds better compression efficiency in comparison to the previous standards, without altering the distribution characteristics of the generated stream and the encoding scheme, which remains similar to the previous MPEG standards.
Conclusions
This paper reports on an experimental study of H.264 encoded video streams where additional statistical analysis established general results about the video traffic. The experiments covered cases with different quantization scales and GOP lengths, showing that the derived data can be expressed as superimposition of three discrete frame contributions. In this respect, the density functions of the I/B/P frame sizes were derived and it was shown that they can be successfully represented by Gamma distributions. Moreover, I/B/P autocorrelation functions were drawn, showing that they exhibit an exponentially decaying shape. Finally, a novel GOP adaptive model for generating and simulating H.264 VBR traffic is presented and evaluated by comparing real and generated video traffic.
