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Abstract—Hot spots in a wireless sensor network emerge
as locations under heavy traffic load. Nodes in such areas
quickly deplete energy resources, leading to disruption in network
services. This problem is common for data collection scenarios in
which Cluster Heads (CH) have a heavy burden of gathering and
relaying information. The relay load on CHs especially intensifies
as the distance to the sink decreases. To balance the traffic
load and the energy consumption in the network, the CH role
should be rotated among all nodes and the cluster sizes should
be carefully determined at different parts of the network.
This paper proposes a distributed clustering algorithm,
Energy-efficient Clustering (EC), that determines suitable cluster
sizes depending on the hop distance to the data sink, while
achieving approximate equalization of node lifetimes and reduced
energy consumption levels. We additionally propose a simple
energy-efficient multihop data collection protocol to evaluate
the effectiveness of EC and calculate the end-to-end energy
consumption of this protocol; yet EC is suitable for any data
collection protocol that focuses on energy conservation. Perfor-
mance results demonstrate that EC extends network lifetime
and achieves energy equalization more effectively than two well-
known clustering algorithms, HEED and UCR.
Index Terms—Energy-efficient, Clustering, Wireless Sensor
Network, Multihop, Hot spot issue.
I. INTRODUCTION
ONE of the key challenges of Wireless Sensor Networks(WSN) is the efficient use of limited energy resources
in battery operated sensor nodes. Hierarchical clustering [1],
[2], [3], [4], [5] has been shown to be a promising solution
to conserve sensor energy levels [6], [7], besides being an
effective solution to organizational tasks. With Cluster Heads
(CH) that act as local controllers of network operations, a
clustered WSN has an easily manageable structure.
A. Cluster Heads (CH)
The set of CHs in a WSN forms its backbone, providing
a scalable solution to various networking tasks, such as
data collection and habitat monitoring. At each cluster, a
CH is responsible for various tasks, e.g. node association,
authentication, and task assignment. The CH also maintains
the cluster structure when node-centric events occur, such
as hardware failures and sensor mobility. Support for traffic
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sharing, cluster membership, and inter-cluster connectivity are
provided by collaborative discussions over the inter-CH links
of the network backbone. Therefore, as a central control point
of a cluster, a CH has considerably higher energy consumption
compared to cluster members. This requires that the high load
of CHs be distributed among all nodes.
B. Traffic hot-spots
Periodic reassignment of the CH role to different nodes
helps prevent the problem of a single point of failure in
the event of node energy depletion. However, traffic hot-
spots [8], [9] in a WSN also pose error-prone situations. This
is particularly important since clustered WSNs [10], [11], [12],
[13] are mainly focused on data gathering applications (e.g.
habitat monitoring and military surveillance), which involve
periodic delivery of sensory data over multihop routes, creating
highly congested areas, especially at locations close to a data
sink (e.g. a control centre). Furthermore, there may also be
other critically-located sensors not necessarily close to data
sinks, which carry the burden of relaying large amounts of data
traffic, especially when multiple high-rate routes pass through
these sensors. Such nodes are usually frequently chosen to be
data relays by routing algorithms and may serve a large portion
of the network traffic, due to their convenient locations. Thus,
avoiding the failure of such nodes caused by early energy
depletion is critical to ensure a sufficiently long network
lifetime.
C. Our Contribution
The hot-spot issue is particularly significant around sink
nodes where large amounts of data are merged. In fact, as
the hop distance to a sink decreases, the load on relay nodes
quickly intensifies. Hence, there is an obvious relationship
between the hop-distance to a data sink and the amount of
data that has to be relayed. To obtain a well-balanced network
load, this relation should be studied analytically. In doing so,
the energy consumption of data communication and of control
overhead caused by route discovery and any other procedures
should be taken into account. In this paper, we argue that
a node clustering solution can achieve this objective. We
propose a scalable, distributed, and energy-aware clustering
algorithm, Energy-efficient Clustering (EC). EC determines
suitable cluster sizes considering their hop distances to the
data sink. By tuning the probability that a node becomes a
CH, EC effectively controls cluster sizes, which allows an
approximately uniform use of the overall energy resources of a
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WSN. In order to evaluate EC’s performance, we additionally
propose an energy-efficient multihop WSN data collection
protocol and calculate its energy consumption amounts. This
protocol targets at low signalling overhead and an overall low
level of energy consumption. Hence, EC can better conserve
energy levels using the proposed protocol. However, EC is
independent from the underlying data collection protocol and
is adaptable to any data delivery protocol used for data
collection to a sink node.
D. Paper outline
In the remaining parts of this paper, we first briefly review
the previous works on clustered WSNs in which the hot spot
issue is addressed and explain the major deficiencies of these
past efforts in Section II. Then, our mathematical approach on
how to equalize node lifetimes across the network is provided
in Section III. Section IV presents the EC algorithm based
on this analysis and Section V provides the details of a
simple data collection protocol and the calculation of its en-
ergy consumption levels. Then, Section VI demonstrates EC’s
performance results with comparison to two previous works,
UCR [12] and HEED [10]. Finally, Section VII concludes the
paper.
II. RELATED WORK
Clustering in WSNs is a popular technique to organize
and manage the network efficiently. One major issue is to
relieve CH nodes of their high load and energy consumption.
LEACH [14] is a well-known clustering protocol in which
the CH role is periodically rotated among nodes to achieve
this balance. However, LEACH requires all CHs to perform
direct transmissions to the network’s sink, thus it suffers from
the cost of long-distance transmissions. As a result, the nodes
that are far away from the sink drain their energy much
earlier than others. To cope with this problem, EECS [15]
allocates fewer number of member nodes to clusters with
longer distances to the sink. Nevertheless, it is still based on
single-hop transmissions to the sink from the CHs and is not
scalable to large-scale networks. To avoid the high cost of
long-range transmissions, HEED [10] adopts multihop inter-
cluster communication and further selects its CHs based on
the residual node energy levels. However, in HEED, hot spot
issue appears in areas that are close to the sink, as nodes in
such areas need to relay incoming traffic from other parts of
the network.
To address the hot-spot issue, UCR [12], EEDUC [8],
MRPUC [16] and UCS [17] propose using multihop routes
to the sink and conclude that the sizes of clusters should be
smaller as they approach the sink. The main idea here is to
compensate for the high inter-cluster communication load by
reducing the cost of intra-cluster communications. With small
cluster sizes, the high load of incoming data is claimed to
be distributed among more clusters, effectively reducing the
load of each CH near the sink. However, this might cause too
many clusters to be formed around the sink and a significant
number of summary packets to be produced when approaching
the sink. The result is a higher traffic load than predicted.
Therefore, an analytical study is required to balance the intra-
cluster and inter-cluster energy consumption amounts while
considering the varying traffic load at different locations of
the network.
Although a basic analysis of energy consumption for clus-
tering is conducted in a few existing works, such as [16],
[17], [18], they have some deficiencies. For example, the
analysis of energy consumption in control overhead caused
by route discovery and cluster formation is not fully covered.
Furthermore, some key parameters are determined via complex
experiments [18], which is an impractical technique.
Another issue is that clustering solutions like PEBECS [18]
and UCR [12] assume network-wide announcements during
the cluster formation process. However, such an assumption
not only reduces energy efficiency, but also limits the appli-
cability to small-scale networks only.
In short, there is a need for a comprehensive analysis
of the total energy consumption in multihop data delivery
in clustered WSNs. Such an analysis should be based on
an energy-efficient data routing and clustering protocol that
avoids using network-wide broadcasts and reduces control
overhead. Furthermore, to establish the load balance in a WSN,
this trade-off between the distance to the sink and the cluster
sizes should be studied analytically but not experimentally,
before setting up the network hierarchy.
III. ENERGY-EFFICIENT CLUSTERING (EC)
A. Preliminaries
In this work, we consider a multihop data collection sce-
nario in a WSN with uniformly distributed node locations.
Each sensor node makes observations, produces a single data
packet, and then transmits this packet to its associated CH.
Then, each CH node collects the observation packets from
its associated member nodes and combines them to produce
a single summary packet representing the cluster. Summary
packets travel through the network’s CH-backbone towards the
sink in multiple hops. This three-step process is referred to
as a single data collection round (DCR) of the entire WSN
operation.
1) Trade-offs: Equalization of node energy consumption
levels in a multihop data collection scenario has two trade-
offs: (i) There is a higher traffic load on nodes closer to
the data sink in terms of hop-distance. (ii) Having clusters
of large sizes produces shorter routes but increases intra-
cluster communication costs. On the other hand, forming
many small clusters generates affordable intra-cluster costs,
yet longer multi-hop routes are generated which requires
more packet transmissions, and more summary packets are
generated in the network, which increases the total relayed
traffic. Hence, having smaller clusters leads to a larger inter-
cluster communication cost. Therefore, the analysis should
take into account the hop distances to the sink node.
2) Hop distances to the sink: The hop distance to a sink
node in a network area with length X and width W , where
the sink node is located at one edge, forms a wave-like propa-
gation pattern [19] outwards from the sink. Figure 1 illustrates
this pattern for a sample randomly deployed network, where
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nodes at different hop distances to the sink are denoted by
different symbols. The area in which nodes of a particular
hop distance i reside can approximately be represented by a
rectangular region Ri. The widths of these regions may not
be equivalent and are random variables depending on node
locations and sensor communication range. However, we can
denote the average region width by a. We calculate a = 71 m
for a node density of σ = 0.025 nodes/m2, using the energy
model in Section V-A (see the Appendix for details at [20]).
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Fig. 1. Hop distances to the sink and rectangular regions.
3) Approximate equalization of energy levels: τ(i): Ac-
cumulation of packets from outer regions towards the data
sink creates higher traffic loads at closer locations to the sink.
Since this load is distributed among the sensors of each region
via rotation of the CH-role, sensors in a particular region
have “approximately” equal rates of energy consumption. With
this, the lifetimes of all sensors in region Ri, are treated as
the same, and denoted by τ(i). This is the reason why we
claim that our approach provides approximate equalization of
node energy levels. Our task is now to ensure that similar
energy levels are maintained at different regions throughout
the lifetime of the WSN.
B. A Generic Approach to Equalization of Regional Lifetimes:
EC Algorithm
1) Distribution of CH nodes in the network: pi: Under the
two trade-offs in Section III-A1 that affect node energy con-
sumption, we strive to strike the balance between a cluster’s
radius and its hop distance to the sink. It is obvious that the
radius of a cluster in a region Ri is related to the number
and density of CH nodes in Ri. This suggests that CH nodes
should be distributed with different density at different hop
distances to the sink. For instance, region Ri contains ni CHs.
Therefore, the probability pi that an individual node becomes
a CH in region Ri can be found by:
pi =
ni
aWσ
⇒ ni = piaWσ, (1)
where the average number of nodes in region Ri is aWσ. Due
to the uniform distribution of node locations and energy levels,
cluster areas can be approximately represented by circular sub-
regions of radius ri within region Ri. Since there is a single
CH inside each cluster, the probability of a sensor in region
Ri to become a CH can be approximated by:
pi =
1
πri2σ
⇒ ri =
√
1
πσpi
. (2)
The specific values of ri for different regions are found by
Equation 2. This requires that the corresponding probability
values pi be computed.
2) EC Algorithm: The purpose of the EC Algorithm is
to determine the probability values pi while equalizing and
reducing energy consumption levels in the network. Our
specific energy equalization goal is to ensure that we have
similar lifetime values at different hop distances to the sink.
This means that we aim to obtain τ1 = τ2 = τ3 = . . . = τK ,
for K regions.
Denoting the energy consumption in Ri within a DCR as
EDCR(Ri), we have τ(i) = E0aWσEDCR(Ri) , where E0 is the
average initial sensor energy. We would like to equalize values
of τ(i) to a value L, which is as large as possible since our
goal is also to extend network lifetime. Therefore, we have:
E0aWσ
EDCR(R1)
= . . .
E0aWσ
EDCR(Ri)
= . . . =
E0aWσ
EDCR(RK)
= L.
(3)
The unknowns of this problem are the individual probability
values p1, p2, p3, . . . , pK that appear in the expression for
EDCR(Ri). Although the energy value EDCR(Ri) is depen-
dent on which particular set of protocols is used to deliver
data to the sink over multiple-hops, we can consider the worse
case scenario and regard EDCR(Ri) as a non-linear equation
of p1, p2, p3, . . . , pK in general. In case EDCR(Ri) is a linear
function, the following sequence of operations are simpler, yet
we provide the general solution methodology.
Our strategy is simple: We start by assigning an initial value
L0 to the lifetime L and also set τ(i) = L for all i in order to
solve for the corresponding value of CH probability pi. Then,
we update L iteratively until a valid maximum value of L
is obtained. Algorithm 1 outlines this strategy. The function
calculatePs(L) calculates values of Pt+1 = p1, p2, . . . , pK
for the value of Lt+1 at iteration step t. The main loop first
finds the next value of L, Lt+1, using the current value Lt.
Then, the next probability set Pk+1 is calculated using the
function calculatePs(L), which gets L = Lt+1 as its input.
Here, the interesting module of EC is line 6 in Algorithm 1
that determines the next value of Lt+1 given the current values
of Lt and Pt. This module depends on the round energy
consumption in each rectangle i, EDCR(Ri), and hence the
individual data routing protocol used to deliver the packets to
the sink. This constitutes the module that needs to be filled in
as a seperate add-on to EC for a particular protocol.
C. Application of EC to a simple and energy-efficient data
collection protocol
In this section, we apply the EC algorithm to a simple data
collection protocol explained in detail in Section IV and find
the probability values of nodes to be selected as a CH in
each region, pK , pK−1, . . . , pi+1. Such information tells us
the number and the density of CHs and hence the cluster sizes
corresponding to each hop distance to the sink.
Note that the details of the data collection protocol are
irrelevant at this point as we are only interested in how to
use its resulting energy expression EDCR(Ri) in EC. In order
not to interrupt the logical sequence of ideas of the article, we
defer the details of this protocol to Section IV. EDCR(Ri) is
given by Equation 17, which is represented here as a function
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Algorithm 1 EC Algorithm
Ensure: τ(K) ≈ . . . ≈ τ(i) ≈ . . . ≈ τ(1) ≈ L
1: t← 0;
2: Pt = P0 = {p0, p0, . . . , p0};
3: Lt+1 ← L0;
4: Pt+1 = {p1, p2, . . . , pK} ← calculatePs(Lt);
5: while Pt+1 = {p1, p2, . . . , pK} are Real and Non-negative do
6: Determine Lt+1
7: Pt+1 = {p1, p2, . . . , pK} ← calculatePs(Lt+1);
8: Pt ← Pt+1;
9: Lt ← Lt+1;
10: % An exit condition that meets a certain requirement specific
to the protocol
11: if C(Lt+1) = true then
12: return Pt+1, Lt+1
13: end if
14: t← t+ 1;
15: end while
16: return Pt, Lt;
calculatePs(L):
1: Solve τ(K) = L for pK ;
2: Solve τ(K − 1) = L with pK for pK−1;
3:
.
.
.
4: Solve τ(1) = L with pK , pK−1, . . . , p2 for p1;
5: return p1, p2, . . . , pK ;
f(pi, . . . ,pK), yielding:
τ(i) =
E0aWσ
f(pi, . . . ,pK)
. (4)
1) Step 1: Solving for pi values: calculatePs(L): There
is a property of the lifetime equations τ(i) = L that we
can exploit: Since the Kth region is the outermost region
and does not relay any traffic from other regions, pK is
independent from pK−1, . . . ,p1. Therefore, for a given value
of L, τ(K) = L can be solved for pK on its own. Then, the
solution for pK can be used in the next equation τ(K−1) = L
to determine pK−1, and so on. Therefore, each equation
τ(i) = L has a single unknown pi since pK , pK−1, . . . , pi+1
are already calculated, for a given value of lifetime L. Note
that this is true for all data routing protocols in data collection
scenarios towards a single network sink.
The protocol we use in Section IV yields Equation 17 for the
round energy that turns into a polynomial equation of pi when
pK , pK−1, . . . , pi+1 are constant. By re-organizing τ(i) = L
as a second order polynomial Api2 + Bpi + C = 0, we can
find the coefficients of this polynomial as:
A = l0ǫmp(W
2 + 4a2)
2
+ l0
∑
i<j≤K
(Waσerpj) + l(ǫmpD
4 − er),
B = l0
[
ǫfs
πσ
(2α2 −
4
9
) + (α2 + 3− T )er + (T + 3)et
]
+2ǫmp(W
2 + 4a2)
2∑
i<j≤K
pj −
E0
L
+l
[
er + et + EBit −
4ǫfs
9πσ
+
(
er + et + ǫmpD
4
) ∑
i<j≤K
pj
]
,
C = l0
[
T
2
er +
ǫfs
πσ
(
T +
4
9
)]
+ l
4ǫfs
9πσ
.
(5)
Once again, the derivation of the expressions in Equation 5
is purely mathematical, not related with the focus of the paper,
and provided here for the sake of completeness. Interested
readers can use the information in Section IV to derive these
expressions.
Equation 5 provides us with the calculation method of
individual pi values. Note that this is the duty of the function
calculatePs(L) in Algorithm 1. Each line in calculatePs(L)
uses Equation 5 to solve for a pi, starting from the outermost
region i = K.
2) Step 2: How to iterate L: Determine Lt+1: Here,
we determine how the data collection protocol we use in
Section IV makes the iterations of lifetime L, i.e. calculation
of Lt+1 given Lt and Pt. Hence, the following analysis is
specific to that protocol. A similar analysis has to be followed
for any other data collection protocol in order to determine an
iteration policy for L.
In Equation 5,
√
B2 − 4AC ≥ 0 must hold so that the
roots of the equation are not imaginary. Since A,C > 0 and
the roots should also be positive values in [0, 1] (as pis are
probability values), then B < 0 must hold. Therefore, we
have:
B ≤ −2
√
AC. (6)
We first simplify Equation 5 as a function of the number of
nodes n. Considering the number of CH nodes that forward
traffic to region Ri given by
∑
i<j≤K Waσpj ≈ ψn, to be
at the same order as the number of nodes n, and representing
node density σ = n
WX
, this gives:
A = C1 + C2 + ψn
2
, B = C3
n
+ C4ψn−
E0
L
, C = C5 +
C6
n
.
(7)
where C1 to C6 are constants. By applying Equation 7 to
Equation 6, we get L ≤ Lmax(n), given by:
Lmax(n) =
E0
C3
n
+ C4ψn+ 2
√
C2C5ψn2 + C2C6ψn+ C1C5 +
C1C6
n
.
(8)
Lmax(n) is an upper bound on the range of lifetime values
L as a function of the total number of nodes n. The solutions
beyond the limit imposed by Equation 8 have imaginary
values. Hence, we seek this bound Lmax(n) by greedily
increasing L until we start to get imaginary solutions and
stop at the largest non-imaginary set of solutions. 1 Therefore,
starting from L = 1 and incrementing L by 1 until Lmax(n),
the number of iterations necessary for EC to find Lmax(n) is
given by Lmax(n) itself.
The complexity of the EC algorithm is bounded by
Lmax(n), which does not exponentially grow as we increase
n. In fact, the denominator goes to infinity when n goes to
infinity and when n = 0. In between the two, the denominator
has a minimum value. Hence, with increasing n, Lmax(n) first
increases, arrives at its maximum at a point, and then gradually
decreases. This is attributed to the fact that addition of more
1An imaginary solution set means that the lifetime cannot be equalized
among different regions for the current value of L.
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Fig. 2. Output pi values in Algorithm 1 for the protocol in Section IV.
nodes leads to density increase in the network. Having more
nodes may provide additional opportunities to nodes to find
closer nodes to forward their data towards the sink, which
decreases transmission energy. However, addition of even
more nodes does not help much to decrease this consumption,
but rather increases the overhead incurred by packet receptions
and additional data collection.
3) Sample results of EC: The results of Algorithm 1 for the
protocol in Section IV are presented in Figure 2 for various
node density settings. Here, the probability of a sensor node to
be selected as a CH in its region is shown with respect to the
hop distance to the data sink. As can be observed, it is more
likely for a node to play the role of a CH when that node
is closer to the data sink. This is inline with UCR [12] that
has a similar data routing protocol. However, UCR essentially
presumes such type of CH distribution.
IV. A MULTIHOP DATA COLLECTION PROTOCOL FOR
WSNS
In this section, an energy-efficient multihop data routing
solution for WSNs organized as clusters is briefly outlined.
There are three reasons for presenting such a protocol:
1) To complement EC’s energy equalization and conserva-
tion features with a protocol that also targets at energy-
efficiency and reduces its overall energy consumption
level via using less control messages.
2) To make comparisons of EC with existing clustering
solutions that target at energy efficiency in multihop data
delivery.
3) To understand whether EC actually achieves energy-
efficiency and equalization with its output probability
values for CH-selection.
A. Cluster head selection
Cluster formation is performed as a distributed algorithm
at the beginning of each data collection round, DCR. This
involves election of CH nodes among a set of candidates
followed by node-CH associations.
1) Selection of CH-candidates: To determine the CH can-
didates, a probability scale is assigned to each sensor. Ac-
cording to this value, each sensor decides on becoming a
CH-candidate. Basically, the probability to become a CH-
candidate, T , is scaled by the ratio of initial sensor energy
level to the average initial energy of the network, E0. For
a node j in region Ri, the resulting probability becomes
P (j) = T E0(j)
E0
. Computation of P (j) is performed only once
right after network initialization.
At the beginning of each DCR, each node j picks a random
number on [0 1]. If the number is less than P (j), then the node
is a CH-candidate. With this mechanism, approximately a ratio
T of all nodes are elected as CH-candidates. In simulations,
we pick T = 10% as in [12].
Discussion: The candidate selection probability P (j):
The selection of P (j) would be more up-to-date if the
residual node energy levels E(j) are considered instead of the
initial energy levels E0(j), hence P (j) = T E(j)
E
, where E is
the average residual energy level within a region. However,
this would require each node to notify all others in its region
of its energy value, which could only be achieved by region-
wide broadcasts; a quite high message overhead. Alternatively,
a central node in each region could gather the energy levels and
then distribute the average value to all sensors in the region,
which is a slightly better scheme. Nevertheless, this would
add the additional complexity of choosing and replacing such
a central node. Another method would be the use of counters
at each node to keep track of the number of times they take the
CH role. However, this also requires later negotiations among
nodes.
To avoid all these issues, we use the initial energy levels
for selecting the CH-candidate nodes. Since the frequency of
being selected as a CH-candidate is proportional to the initial
energy levels and the CHs are eventually selected among these
candidates, the resulting frequency of having the CH-role and
the corresponding energy consumption are on the average ap-
proximately proportional to the initial energy levels. Therefore,
this choice is a reasonable method towards balancing energy
consumption levels while preventing additional overhead. Note
that node residual energy levels are taken into account during
the selection of the actual CHs, as explained next.
2) Selection of CHs from CH-candidates: Upon being
selected, each CH-candidate in region Ri transmits a “CH-
advertisement” packet and advertises its residual energy level
within a neighborhood of radius ri. ri is determined by the
EC algorithm and is related to pi by Equation 2.
A CH-candidate monitors advertisements from other can-
didates and defers from acting as a CH if a higher energy
level is reported by another. Eventually, the candidates with
the highest residual energy among their neighboring CH-
candidates become the CHs during that particular DCR. (If a
CH-candidate receives no advertisement packets for a period
of Twait, it automatically becomes a CH node.) This mecha-
nism enables the choice of the actual CH nodes to be based
on the most recent sensor energy stocks. The pseudocode of
the algorithm for CH selection is available at [20].
B. Cluster formation
After the CHs are elected, each CH transmits a “CH-
announcement” packet within an area of transmission radius
αri and informs other sensors of its availability as a CH. This
CH-announcement range is a multiple of ri, α
√
1
πσpi
= αri,
selected to ensure that each non-CH node receives at least
one announcement packet and can associate to a CH. To
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, SEPTEMBER, 2011 6
ensure reception of announcement packets by other nodes,
a straightforward method is to send region-wide broadcasts.
However, this potentially causes high transmission energy cost;
a fine tuned value is required. Thus, α is a system parameter
tuned to achieve high CH-association probability for non-
CH nodes while avoiding an unnecessarily large transmission
range.
Considering a uniform distribution of CH nodes in each
region, the number of nodes in a given area has a Poisson
distribution [19], [21]. Hence, the probability that a non-CH
node has at least one CH neighbour within a circular area
of radius αri in region Ri is 1 − e−σpiπα
2ri
2
. To ensure a
high rate of CH-association, we seek at least 99% average
connectivity probability, hence 1− e−σpiπ(αri)2 ≥ 0.99. This
leads to
√
2ln10
σπpi
≤ αri, yielding α ≥
√
2ln10. Hence, we
select α =
√
2ln10.
Each sensor may collect announcement packets from mul-
tiple CHs and selects the CH that has generated the an-
nouncement packet with the highest RSSI as the ideal CH
to associate to. Nodes associate to CHs via sending a “CH-
association” request and upon reception of a subsequent “CH-
confirmation”.
At the end of the cluster formation phase, there may still
be a few sensors that have not joined any clusters as they
may not have received any announcement packets. To recover
from such cases, a sensor with no CH-association gradually
increases its transmission range and seeks the closest CH to
associate.
The pseudocode of the algorithm for cluster formation is
available at [20].
C. Message complexity of Clustering
In a WSN of N nodes, NT nodes advertise as CH-
candidates, producing a total of NT messages. Eventually,
M CH nodes are selected, which then announce their role as
a CH with a total of M CH-announcement messages. Sensor
nodes choose a CH to join and send CH-association requests,
incurring an additional cost of N − M . For each request,
a CH-confirmation message is generated. As a result, the
total message complexity in cluster formation is approximately
NT +M + 2(N −M) = (2 + T )N −M = O(N).
D. Distributed inter-cluster routing
The routing algorithm is based on two ideas: (1) Reducing
the overhead in route discovery, (2) Balancing energy con-
sumption among all CHs. To achieve these goals, a simple
scheme is used: Basically, a CH node in region Ri chooses
its next hop towards the sink in the neighbor rectangular
region, Ri−1. The CH transmits a route request packet with a
range of
√
W 2 + 4a2, sufficiently large to cover Ri−1. Each
receiving CH in Ri−1 generates a reply packet and starts a
route reply timer with an expiration time inversely proportional
to its residual energy level. The first node that has an expired
timer actually makes the transmission of a route reply packet
back to the requester CH in Ri, while the rest quietly cancel
their timers upon hearing this reply. This guarantees that a
single reply packet is sent and thus prevents excessive message
overhead. Furthermore, by considering the residual energy
levels, priority is given to nodes with higher resources; a policy
towards balancing energy consumption in the entire network.
V. ENERGY CONSUMPTION CALCULATIONS
In this section, we provide the value of energy consumption
EDCR(Ri) of a region Ri during a DCR period. Recall that
this value is needed by the EC algorithm in order to compute
the equalized lifetime value and node probability values of
becoming a CH. For the sake of clarity, the text in this section
may briefly mention what is already explained in detail in
Section IV.
Denoting the total energy consumption in Ri during a DCR
as the round-energy, EDCR(i), and the total initial deployment
energy in Ri as E0(Ri) =
∑
j∈Ri
E0(j) =
∑
j∈Ri
E0(1 +
xj) = E0aWσ, where E0 is the average deployment energy
and xj denotes the variation of energy at node j. The lifetime
of Ri is approximately τ(i) ≈ E0(Ri)EDCR(i) . The round energy is
the sum of energy consumption values for cluster formation,
route discovery, and data communication events, given by
EDCR(i) = ECluster(i) + ERoute(i) + EComm(i).
In the following, individual parts of EDCR(i) are separately
calculated. Throughout the analysis, a random variable is
depicted in bold-face fonts.
A. Sensor energy consumption model
EC is independent of the particular sensor energy model,
yet considers a popular one mentioned in previous works [3],
[13], [14], [22], given by:
E =
{
l(et + er + ǫfsd
2) if d < dTh
l(et + er + ǫmpd
4) if d ≥ dTh
}
. (9)
In Equation 9, E is the total energy dissipated to deliver
a single l-bit packet from a transmitter to its receiver over
a single link of distance d. The baseline energy consumption
levels at the transmitter and receiver radios are indicated by et
and er, respectively. The transmission energy consumption is
denoted by either ǫfsd2 or ǫmpd4, depending on the distance
d of the link between the two nodes and a distance threshold,
dTh. For d ≤ dTh, ǫfs is used to reflect “free-space” con-
ditions, while ǫmp represents longer links potentially affected
by “multi-path” fading [15].
B. Energy consumption in Cluster Formation
The selection of CHs is a two-stage process as explained
in detail in Section IV-A. Designating the length of a control
packet as lo, we obtain the total clustering energy consumption
during a DCR in Ri as:
ECluster(i) = WaσT
[
lo(et +
ǫfs
πσpi
) + ( T
pi
− 1)loer
]
+Waσ(1− pi)lo
(
et +
4ǫfs
9πσpi
+ er
)
+Waσpilo
[
(et +
ǫfsα
2
πσpi
) + πer(
α2
πσpi
σ − 1)
]
+Waσpilo
(
et +
ǫfsα
2
πσpi
)
+Waσ(1− pi)loer. (10)
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This equation can be briefly explained as follows. A ratio
T of all nodes initially are CH-candidates inside each region
Ri, hence WaσT candidates per region. The candidate nodes
compete with each other to become a CH and announce their
candidacy within a competition range of radius ri. These
candidate announcements are received by peer nodes in each
region, which is on the average πr2i σT − 1 sensors per
candidate. The first term in Equation 10 is for the candidate
nodes to announce their candidacy and for the reception of
these announcements by peer nodes in the region. Upon being
selected, each CH announces its role with a CH-announcement
packet that is received only by the nodes inside its announce-
ment range. The second term stands for these events. Each
non-CH node needs to send a control packet to associate with
a CH that then replies back with an association message, which
forms the third term. Finally, the last two terms are for all CHs
in region Ri to distribute their time schedules among cluster
nodes.
C. Energy consumption in Route Discovery
Route discovery in EC is achieved by a reactive routing
mechanism, explained in detail in Section IV-D. Basically, a
CH requesting a route to the sink transmits a route request to
its neighboring CHs closer to the sink in terms of hop distance.
The range of this transmission is equivalent to the diagonal
distance of two adjacent rectangular regions (see Figure 1).
This is equal to
√
W 2 + (2a)2, a sufficiently large range to
cover all nodes in a neighbor region. Considering all requests
emerging from outer regions as a load on region Ri, the
number of such request can be found by
∑
i<j≤k(Waσpj).
Equation 11 provides the total energy consumption per round
in Ri due to route discovery message exchanges.
The first term designates the reception of routing requests
coming from outer regions to Ri by all CHs in Ri, plus the
following acknowledgement packet sent by a single CH in Ri
to the outer region. The second term stands for the further
route discovery initiated by Ri towards the sink.
ERoute(i) =
lo
[
Waσpier + et + ǫmp(W
2 + 4a2)
2
] ∑
i<j≤K
(Waσpj)
+lo
[
er + et + ǫmp(W
2 + 4a2)
2
] ∑
i≤j≤K
(Waσpj). (11)
D. Energy consumption in Data Communication
Data communication events consist of intra-cluster commu-
nications, inter-cluster communications, and data processing.
Hence, the total communication energy consumption in a
round is EComm = EInter + EIntra + EProc.
1) Inter-cluster communication energy consumption: Each
region Ri contains ni clusters, generating ni summary packets
in total. These packets are then forwarded to the next region.
In addition to its own packets, region Ri relays incoming
packets from outer regions. Hence, the total number of pack-
ets transmitted by region Ri, nT(i), is approximated by
nT(i) =
∑
nj, for i ≤ j ≤ K. Following the energy
consumption model in Equation 9, this is equivalent to a
transmission energy cost of ETx(i) during a DCR, given by
ETx(i) ≈ nT(i)(et + ǫmpD4)l, where l is the average packet
length. The CH nodes in Ri also consume sensor energy while
receiving these incoming packets from outer regions. This is
equal to ERcv(i) ≈ er(nT(i)− ni)l. Hence, we approximate
the total inter-cluster communication cost for Ri during a DCR
as:
EInter(i) ≈ l(er + et + ǫmpD4)nT(i)− lerni. (12)
2) Intra-cluster communication energy consumption: Dur-
ing a DCR, each sensor encapsulates its observed information
in a data packet and then transmits this to the corresponding
CH. The CH accumulates all observation packets and com-
bines them in a single summary packet to summarize the
observation of the area within the cluster boundaries. In region
Ri, there are approximately aWσ nodes. Therefore, with ni
CHs, the total number of observation packets delivered to the
CHs in Ri is aWσ − ni.
Similar to the calculation in Section V-D1, we consider both
transmission and reception events and approximate the total
intra-cluster energy consumption, EIntra(i), in region Ri as:
EIntra(i) = l

 ∑
j≤aWσ−ni
(et + ǫfsdj
2)

+ l(Waσ − ni)er,
(13)
where dj is the distance between node j in Ri to its associated
CH.
3) Data processing energy consumption at a CH: Although
comparably minimal, data processing for summarizing packets
at each CH consumes some sensor energy. This is linearly
proportional to the number of CHs. Designating Ebit, [3], [13],
[14], [22], as the energy necessary to process one bit of data,
we have:
EProc(i) = laWσEbit. (14)
4) Energy consumption in data communications per round:
Using Equations 12, 13, 14, we derive the approximation for
the total energy consumption in data communications during
a single round of data collection in region Ri as:
EComm(i) = l
( ∑
j≤aWσ−ni
(et + ǫfsdj
2)
)
+ l(aWσ − ni)er
+laWσEbit + l(er + et + ǫmpD
4)nT(i)− lerni. (15)
Due to the uniformly distributed node locations, using Equa-
tion 2, the average distance d between a sensor and its CH,
davg , can be calculated as davg ≃ E[d] =
∫ ri
0
2πd2
πri2
dd = 23ri.
Here, the probability that a sensor is located at a distance d to
its CH in the circular cluster area is given by 2πd
πri2
. Replacing
ni by Equation 1 and ri by Equation 2, we get:
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EComm(i) = laWσ
(
er + et + EBit −
4ǫfs
9πσ
)
−laWσ
(
(et + 2er)pi +
4ǫfs
9πσ
1
pi
)
+laWσ(er + et + ǫmpD
4)
∑
i≤j≤K
pj . (16)
E. Total Energy Consumption per Round in a Region
We can finally combine all expressions for energy con-
sumption, Equations 10, 11, and 16 to obtain the total round
energy consumption EDCR(i) = EComm(i) + ECluster(i) +
ERoute(i) as a function of the probability values, pi, . . . ,pK:
f(pi, . . . ,pK) =
laWσ
(
er + et + EBit −
4ǫfs
9πσ
− (et + 2er)pi −
4ǫfs
9πσ
1
pi
)
+laWσ(er + et + ǫmpD
4)
∑
i≤j≤K
pj
+Waσlo
[
pi(et − 3er) +
1
pi
(
T 2er +
ǫfs
πσ
(T + 4
9
)
)]
+Waσlo
(
(α2 + 2− T )er + (T + 1)et +
ǫ
πσ
(2α2 − 4
9
)
)
+lo2
[
ǫmp(W
2 + 4a2)
2
+ 2et + er
] ∑
i<j≤K
(Waσpj)
+pilo
[
er + et + ǫmp(W
2 + 4a2)
2
+
∑
i<j≤K
W
2
a
2
σ
2
pjer
]
.
(17)
VI. PERFORMANCE EVALUATION OF EC
In this section, the performance of EC is compared with
HEED [10] and UCR [12]. HEED is a distributed clustering
algorithm, where CHs relay data to a sink node via multihop
routing. It has an iterative CH selection mechanism in which
the probability for each node to become a CH depends on
its residual energy. When a CH candidate is not selected as a
CH node in a round, it doubles its probability of selection so
that it will have a better chance in the next round. Although
widely accepted as a major clustering algorithm, HEED does
not address the hot-spots of the network, hence no lifetime
equalization mechanism is involved.
Different from HEED, UCR also additionally targets at
equalizing sensor lifetimes via CH competitions. UCR has a
similar CH-competition mechanism with EC. However, the CH
competition range of UCR is simply determined by an intuitive
calculation based on the distance to the sink; the closer a node
is to the sink, the more likely it will be selected as a CH. In
addition, UCR assumes a network-wide broadcasting, which
wastes energy on unnecessary transmissions; a drawback when
compared to the other two algorithms.
A. Simulation parameters
Our simulations are performed using MATLAB. 1000 nodes
are uniformly distributed in a network area of 100m× 400m,
leading to a node density of σ = 0.025 nodes/m2. This initial
set of simulations demonstrate the performance of EC for a
fixed node density. We also evaluate the effect of node density
on EC, varied between 0.0065 and 0.05 nodes/m2.
Similar to the current literature, we deploy the sink node
slightly outside of an edge of the network area, at coordinates
(450m, 50m). Nodes have initial unequal energy levels in
the range [2, 4]J . The average initial node energy level
E0 = 3 as a manufacturer value is known by all nodes. The
parameters for the node-energy model are as follows: ǫmp =
0.0013pJ/bit/m4, ǫfs = 10pJ/bit/m
2
, et = er = 50nJ ,
dTh = 87m, EBit = 5nJ/bit/signal, data packets size: 4000
bits, and control packet size: 200 bits.
B. Output of EC Algorithm
Prior to simulations, we first run the EC algorithm to
determine the competition ranges of nodes in different regions
(ri values) that provides a valid solution to the joint problem
of network lifetime extension and node energy equalization
(see Figure 2).
C. Stable Operation Period (SOP)
The number of “alive” nodes over simulation time is
illustrated in Figure 3(a). We define Stable Operation Period
(SOP) as the period of time until the first node in the network
depletes its energy. The figure shows that the SOP of EC is
around 4500 rounds, whereas the SOPs of HEED and UCR are
around 1250 and 1500 rounds, respectively, hence EC has an
overwhelming performance in extending SOP. Our simulations
on different node density settings, σ = 0.00625, σ = 0.0125,
σ = 0.025, and σ = 0.05 nodes/m2, also demonstrate similar
results. These results are omitted due to the limit on figures
and number of pages, yet they are available online at [20].
Another observation is the shape of the graphs. The sharp
decrease at UCR and EC in Figure 3(a) demonstrates that
energy equalization is achieved until the SOP instance. When
SOP is reached, a large number of nodes start to deplete
energy resources, leading to this quick decline. On the other
hand, HEED shows a gradual decrease in the number of alive
nodes, which is due to the fact that energy equalization is not
coordinated and some nodes run out of battery energy much
more quickly than others. This is observed in all node density
settings.
(a) EC improves the network’s
SOP.
0.00625 0.0125 0.025 0.05
0
2
4
6
8
10
12 x 10
6
Node density σ
N
um
be
r o
f d
at
a 
m
es
sa
ge
s
 
 
UCR
HEED
EC
(b) EC delivers more messages to
the sink until the last node is of-
fline.
Fig. 3. SOP and total number of delivered messages.
A noticeable difference between HEED and EC is that when
EC completely loses all of its nodes, HEED still has some
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(a) HEED
(b) UCR
(c) EC
Fig. 4. Residual energy maps at UCR’s SOP instance.
nodes operational, yet with low residual energy. This raises
the question as to which protocol is “better” to serve the data
collection scenario. To answer this, we also compute the total
number of messages that each protocol delivers during the time
period from time 0 until the time instance when no more nodes
are alive. Figure 3(b) illustrates the results. EC has the highest
delivery amount at different node density settings. Despite the
fact that HEED still has some alive nodes after EC loses its
last node, the remaining set of nodes in HEED during that
interval has only less than 20% of the initial number of nodes
and cannot provide full network coverage.
D. Energy equalization
Figure 4 shows the residual energy levels of sensor nodes
at the SOP of UCR (1500 rounds). Dots indicate sensor nodes
and a larger dot is used for a higher residual energy level. As
can be clearly observed, both UCR and EC achieve energy
equalization with EC showing a better performance in energy
conservation, whereas sensors in HEED have largely varying
levels of energy. In Figure 5(b), the coefficient of variation
of node residual energy levels is plotted with respect to
simulation time. EC shows minimal variation in energy levels,
while HEED and UCR have larger fluctuations. Furthermore,
after 1500 rounds, EC nodes have significantly higher residual
energy stocks compared to sensors in UCR. We can also
observe an early jump for UCR in Figure 5(b) around its SOP
instance. A jump is seen at the instance when many sensor
have depleted their energy resources.
E. Energy conservation
Although both EC and UCR achieve energy equalization,
EC outperforms UCR in energy efficiency due to its suitable
choice of cluster sizes and the energy conserving features
of its cluster formation mechanism. This is also observed
(a) Average residual node energy lev-
els
(b) Coefficient of variation in resid-
ual node energy levels
Fig. 5. Residual node energy vs simulation rounds.
(a) (b)
(c)
Fig. 6. Effect of network parameters on SOP, σ = 0.025 nodes/m2.
in Figure 5(a), where the average of sensor residual energy
levels are shown. Similar results are observed for different
node density settings, which are available at [20].
F. Effect of node density on network lifetime
In Figure 6(a), we plot the network lifetime (SOP) with
respect to different node density settings. The SOP is the
highest for EC, showing a superior performance to UCR and
HEED. SOP seems to “stabilize” with increasing node density
with a diminishing incline. With higher node density, multihop
routes in simulations can detect more direct CH routes towards
the sink with potentially shorter link distances, which reduces
energy consumption. After a certain density, data delivery
energy consumption between cluster members and the CH
increases. Furthermore, cluster formation and route discovery
have a higher total overhead. Due to these reasons, SOP is
slightly reduced at higher density settings.
G. Effect of network width on lifetime
Figure 6(b) illustrates the SOP of EC when we increase the
network width W . The node density is also varied. Hence, the
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figure shows the combined effect of node density and W on
SOP. The first observation is that SOP is higher for higher
node density values. With additional nodes deployed in the
network, the CH role can be shared among a larger number of
nodes. Therefore, the network lifetime is extended. However,
there is a limit as to how much a higher node density can
improve the SOP. As it can be observed, the two graphs for
the higher density values, σ = 0.025 and σ = 0.05 are quite
close.
Secondly, when the network is sufficiently large, SOP
decreases with increasing width W . With a larger W , the
transmission range of inter-cluster route discovery (see Sec-
tion V-C) and the average distance of inter-cluster data trans-
mission also increase. This leads to higher energy consumption
and less SOP.
Finally, for the lowest density, we observe a diminishing
increase in SOP with respect to increasing W . This increase
in a low node density setting is due to the following fact:
with a small number of nodes in each region, the traffic often
goes through a few nodes that are frequently selected as CHs.
Hence, these nodes quickly deplete their energy. On the other
hand, when we increase W , the inter-cluster routing algorithm
can find more opportunities to select different CHs, which
improves the SOP.
H. Effect of network length on lifetime
As the network has more regions (while keeping the width
of each region constant), the length of the topology is bigger.
This shows the scalability of EC, UCR, and HEED with
respect to network size. In Figure 6(c), this effect is illustrated
for different number of regions, plotting the corresponding
SOP values. We use σ = 0.025 as the node density. Out of 5
settings, EC is observed to have a consistently longer lifetime
compared to UCR and HEED. As expected, lifetime decreases
for all three algorithms since the network needs to forward
more data due to increasing load on each region, especially
at locations closer to the sink, similar to the effect mentioned
in Section VI-G. However, EC demonstrates a more stable
SOP performance as compared to HEED and UCR, suggesting
better scalability to network size.
VII. CONCLUSION
This work presents an energy equalization and conservation
algorithm EC, suitable for multihop data delivery scenarios
in clustered WSNs. EC determines the density of CH nodes
in the network based on the hop distance to the network’s
data sink. A simple energy-efficient data delivery protocol
is proposed as a means to improve energy-conservation in
multihop data delivery scenarios. This protocol is used to
evaluate the effectiveness of EC’s findings on CH distribution
in the network. Performance results demonstrate that EC
extends network lifetime and provides equalization of node
energy levels in locations at different hop distances to the
sink, despite the various traffic loads at those locations. EC
outperforms well-known and popular clustering algorithms
HEED and UCR, which also focus on multihop data delivery
in WSNs, in energy conservation and equalization.
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