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Abstract—Assuming a logarithmic rate model for SISO
(Single-Input Single-Output) systems, the information theoretic
capacity under scheduling algorithms exploiting multiuser diver-
sity in wireless networks has been studied so far. However, in
many cases, the throughput achieved in real wireless networks
is very different from (and is much less than) the informa-
tion theoretic capacity obtained under the assumption of the
logarithmic rate model, and the rate functions in real wireless
networks are very different from the logarithmic rate model.
Hence, to examine the usefulness of the scheduling algorithms
exploiting multiuser diversity in real wireless networks, we should
study the throughput performance under more realistic rate
function model rather than the information theoretic capacity
under the logarithmic rate model. In this paper, we consider
a wireless network where QPF (Quantized Proportional Fair)
scheduling and AMC (adaptive modulation and coding) scheme
are employed. Assuming a realistic rate function of AMC, we then
analyze the throughput performance under the QPF scheduling
with the AMC scheme. We also provide numerical results to
investigate the usefulness of the QPF scheduling with the AMC
scheme.
I. INTRODUCTION
Since the utilization of multiuser diversity [8] in wireless
networks can increase the information theoretic capacity, much
attention has been paid to scheduling algorithms exploiting
multiuser diversity (see, e.g., [1], [2], [3], [4], [6], [7], [10],
[11] and references therein). Multiuser diversity is a diversity
existing between the wireless channel states of different users,
and this diversity comes from the fact that the wireless channel
state processes of different users are usually independent for
the same shared medium.
To achieve the efﬁcient use of the bandwidth, the multiuser
diversity can be exploited, for instance, in such a way that
the scheduler in the BS (Base Station) selects the MS (Mobile
Station) whose received SNR (Signal-to-Noise Ratio) is the
best, and transmits packets to the selected MS. This scheduling
scheme maximizes the information theoretic capacity of the
overall system, but it is highly unfair when an MS has
very disparate channel condition [11]. To solve this unfair
problem, the proportional fair (PF) scheduling was proposed
where the scheduler considers the normalized SNR values
of MSs, deﬁned by the received SNR values divided by the
corresponding average received SNR values, and selects the
MS whose normalized SNR value is the largest. The PF
scheduling provides a strict fairness among MSs because the
normalized SNR values are i.i.d. (independent and identically
distributed) among MSs [11]. Here, the strict fairness means
that the access probabilities of all MSs to the wireless channel
are all equal.
In practice, probably the normalized SNR values are quan-
tized, the quantized normalized SNR values are reported to
the BS by MSs, and the PF scheduling is performed based
on the quantized normalized SNR values. This PF scheduling
is called the QPF (Quantized PF) scheduling. In general, the
information theoretic capacity achieved by the QPF scheduling
increases and approaches to that achieved by the PF scheduling
with the increase of the number of its quantization levels.
On the other hand, from a view of reducing the amount of
feedback information from MSs to the BS, a small number
of quantization levels is desirable. It is reported that with a
fairly small number of quantization levels, the QPF scheduling
can achieve a relatively good capacity, if the quantization
thresholds are appropriately determined [2], [4].
Assuming a logarithmic rate model for SISO (Single-Input
Single-Output) systems, the information theoretic capacity
under scheduling algorithms exploiting multiuser diversity has
been studied so far. The information theoretic capacity is the
highest rate in bits per channel use at which information can be
sent with arbitrarily low probability of error. In many cases, the
throughput achieved in real wireless networks is very different
from (and is much less than) the information theoretic capacity
obtained under the assumption of the logarithmic rate model.
For instance, many real wireless networks employ adaptive
modulation and coding (AMC) scheme where multiple mod-
ulation and coding modes can be used and one of them is
selected depending on the received SNR. The rate function
of AMC is very different from the logarithmic rate model.
Hence we should study the throughput performance under
more realistic rate function model rather than the information
theoretic capacity under the logarithmic rate model in order
to examine the usefulness of QPF scheduling in real wireless
networks.
In this paper, we consider a wireless network consisting of
a BS and MSs where the BS employs the QPF scheduling
and an AMC scheme. We focus on the downlink transmission
and analyze the throughput performance at the downlink. We
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the QPF scheduling with AMC scheme. For comparison, we
further obtain the expression of the normalized throughput
under the PF scheduling with AMC scheme and that under
the round-robin (RR) scheduling with AMC scheme. We also
provide numerical results to investigate the usefulness of the
QPF scheduling with AMC scheme.
The remainder of this paper is organized as follows. In
Section II, we describe a system model for the wireless
network considered in this paper. Section III presents the
analysis of the normalized throughputs. Numerical results are
provided in Section IV. Conclusions are drawn in Section V.
II. SYSTEM MODEL
In this paper, we consider a wireless network consisting
of a BS and K MSs. We suppose that the BS employs a
packet scheduler and an AMC scheme for downlink trans-
mission from the BS to the MSs. We focus on the downlink
transmission and analyze the throughput performance at the
downlink.
We assume that the downlink channel of MS i (i =
1,...,K) is described by a ﬂat Rayleigh fading channel
model. Time axis is divided into physical (PHY) frames of
equal size Tf (sec) and time index is given by t =0 ,1,2,···.
The PHY frame duration Tf is considered to be unit time in
our model. Then, the received SNR process {z (i)(t)} (t =
0,1,...) of MS i (i =1 ,...,K) is a stationary stochastic
process and z(i)(t) for any t is according to the following
exponential distribution:
P{z(i)(t) ≤ x} =1− exp(−x/¯ z(i)), (1)
where ¯ z(i) denotes the average received SNR of MS i and is
deﬁned by ¯ z(i) =E [ z(i)(t)]. We assume that the received SNR
processes of the K MSs are independent with each other.
We suppose that the BS employs the QPF scheduler as the
packet scheduler. Under the QPF scheduling, the normalized
SNR processes of MSs are considered, where the normalized
SNR process means the process {z(i)(t)/¯ z(i)}. To reduce the
amount of feedback information from MSs to the BS, each MS
quantizes or partitions the entire normalized SNR range into L
grades with boundary points denoted by {γl}L
l=0 with γ0 =0 ,
γl <γ l+1 (l =0 ,...,L− 1) and γL = ∞. The normalized
SNR process of MS i is in the lth (l =0 ,...,L−1) grade at
t if γl ≤ z(i)(t)/¯ z(i) <γ l+1. The QPF scheduling then works
as follows:
• Only the MSs with the normalized SNR values larger
than γ1 are allowed to feed back information to the BS.
• The MSs with the normalized SNR values larger than γ1
report their SNR grades to the BS.
• The scheduler considers MSs whose SNR grades are
highest as candidates for transmission. If more than two
MSs have the highest grade, the scheduler randomly
selects one of them for transmission.
• The scheduling is performed PHY frame-by-frame.
We suppose that the AMC scheme studied in this paper
partitions the entire SNR range into M transmission modes
with boundary points denoted by {ξm}
M+1
m=0 with ξ0 =0 , ξm <
ξm+1 (m =0 ,...,M) and ξM+1 = ∞.I fξm ≤ z(i)(t) <
ξm+1, the AMC controller of MS i uses the transmission
mode m of the AMC at time t. We assume that no packet
is transmitted when the mode is 0.
At the PHY layer, transmissions are performed PHY frame-
by-frame. We here assume that the channel condition is slowly
varying and remains invariant per PHY frame. We further
assume that each MS reports the AMC mode corresponding
to its current SNR value to the BS every PHY frame. So
the BS knows which AMC mode should be used for each
MS. As a consequence, the transmission mode in the AMC
scheme is adjusted on a PHY frame-by-frame basis. When
transmission mode m is used, dm MAC frames in the queue of
the MAC layer are mapped into a PHY frame and transmitted
simultaneously in the corresponding PHY frame. We assume
that d0 =0<d 1 < ···<d M. An example set of {dm}
M+1
m=0
is found in [9].
For the service process for MAC frames in the queue at
the MAC layer, we assume the following: If a MAC frame is
received incorrectly at the receiver after error detection, this
information is immediately fed back to the transmitter of the
BS and the transmitter retransmits the MAC frame in the next
PHY frame. On the other hand, if a MAC frame is received
correctly at the receiver after error detection, this information
is immediately fed back to the transmitter of the BS and
the transmitter removes the MAC frame from the queue. For
convenience, a MAC frame is referred to as a packet from
now on.
To model the packet service process at the MAC layer, we
ﬁrst consider the packet error process at the PHY layer in our
model. From the assumptions and the settings we made so
far, the packet error rate (PER) at the PHY layer is expressed
as a function of the transmission mode selected by the AMC
controller. Let PERn(γ) denote the PER when the mode n is
used and the received SNR is equal to γ. For the AMC modes
in Table I, when the packet length is 1080 bits, Liu et al. [9]
showed that PERn(γ) can be approximated as
PERn(γ) ≈

1( 0 <γ<γ pn),
an exp(−gnγ)( γ ≥ γpn), (2)
where an, gn, and γpn are the mode-dependent parameters and
are given in Table I. In practice, we have γn >γ pn. Table I
shows an example set of {an}, {gn}, and {γpn} for an AMC
scheme with 7 transmission modes [9].
III. ANALYSIS OF THE NORMALIZED THROUGHPUT
In this section, we analyze the normalized throughput under
the QPF scheduling with AMC. The normalized throughput
is deﬁned as the average number of packets which can be
successfully sent to an MS during a unit time Tf.
Without loss of generality, we hereafter focus on the nor-
malized throughput of MS i. First, for l =0 ,...,L− 1 and
i =1 ,...,K, let αl be
αl =P {z(i)(t)/¯ z(i) <γ l}.TABLE I
THE AMC SCHEME WITH7 MODES [9]
Mode Modulation rate an gn γpn
1 BPSK 1 67.7328 0.9819 6.3281
2 QPSK 2 73.8279 0.4945 9.3945
3 8-QAM 3 58.7332 0.1641 13.9470
4 16-QAM 4 55.9137 0.0989 16.0938
5 32-QAM 5 50.0552 0.0381 20.1103
6 64-QAM 6 42.5594 0.0235 22.0340
7 128-QAM 7 40.2559 0.0094 25.9677
rate = bits/symbol
In other words, αl denotes the probability that the grade of
the normalized SNR process is worse than the lth grade. Note
here that αl is independent of i, because z(i)(t)/¯ z(i) has the
same distribution for i =1 ,...,K. Since we assumed the
ﬂat Rayleigh fading model, the distribution is an exponential
distribution and thus αl is given by
αl =1− exp(−γl).
Then, the probability that MS i is selected for transmission by
the QPF scheduler given that the normalized SNR process of
MS i is in the lth (l =0 ,...,L−1) grade is expressed as [2]
K−1 
k=0
1
k +1

K − 1
k

(αl+1 − αl)kα
K−1−k
l =
αK
l+1 − αK
l
K(αl+1 − αl)
.
The normalized throughput C
(i)
QPF of MS i under the QPF
scheduling with AMC scheme is thus expressed as
C
(i)
QPF =
L−1 
l=0
αK
l+1 − αK
l
K(αl+1 − αl)
 γl+1
γl
f(¯ z
(i)x)e
−xdx, (3)
where for ξm ≤ x<ξ m+1 and m =0 ,...,M, f(x) is deﬁned
by
f(x)=dm[1 − am exp(−gmx)]
with a0 =1and g0 =0 . Note that f(x) for ξm ≤ x<ξ m+1 is
the conditional normalized throughput (or the conditional rate
function) when AMC mode m is used. Also note that this
rate function of AMC is very different from the logarithmic
rate function log2(1 + x) assumed in many studies on the
information theoretic capacity of SISO systems.
In what follows, to compute C
(i)
QPF, we focus on the integral
part
 γl+1
γl f(¯ z(i)x)e−xdx included in (3). We begin with the
introduction of some notations. For n =0 ,...,L− 1,w e
deﬁne M
(i)
n by
M(i)
n = {m|¯ z(i)γn <ξ m < ¯ z(i)γn+1,m=0 ,...,M− 1}.
(4)
For n =0 ,...,L− 1, we deﬁne mn by
m(i)
n =s u p {m|ξm ≤ ¯ z(i)γn,m=0 ,...,M− 1}.
For notational convenience, instead of m
(i)
n , we hereafter use
mn, although m
(i)
n depends on the superscript (i).
To compute the integral part
 γl+1
γl f(¯ z(i)x)e−xdx included
in (3), we separately consider the two cases: (a) M
(i)
l = ∅
and (b) M
(i)
l  = ∅. We ﬁrst consider the case (a) M
(i)
l = ∅.
In this case, we obtain
 γl+1
γl
f(¯ z(i)x)e−xdx=
 γl+1
γl
dml(e−x − amle−η
(i)
l x)dx
= dml

e−γl − e−γl+1
−
aml
η
(i)
l
(e−η
(i)
l γl − e−η
(i)
l γl+1)
	
, (5)
where η
(i)
l (l =0 ,...,L− 1;i =1 ,...,K) is deﬁned by
η
(i)
l =1+gml¯ z
(i).
We next consider the case (b) M
(i)
l  = ∅.F o rj =0 ,...,L−
1 and i =1 ,...,K, we deﬁne ζ
(i)
j by
ζ
(i)
j =
ξj
¯ z(i).
In this case, we obtain
 γl+1
γl
f(¯ z(i)x)e−xdx=
 ζ
(i)
ml+1
γl
f(¯ z(i)x)e−xdx
+
maxM
(i)
l −1 
j=minM
(i)
l
 ζ
(i)
j+1
ζ
(i)
j
f(¯ z(i)x)e−xdx
+
 γl+1
ζ
(i)
ml+1
f(¯ z(i)x)e−xdx. (6)
We further separately consider the three terms included in the
right hand side of (6). The ﬁrst term can be rewritten to
 ζ
(i)
ml+1
γl
f(¯ z(i)x)e−xdx=dml
 ζ
(i)
ml+1
γl
e−x − amle−η
(i)
l xdx
= dml

e−γl − e
−ζ
(i)
ml+1
−
aml
η
(i)
l
(e−η
(i)
l γl − e
−η
(i)
l ζ
(i)
ml+1)
	
. (7)
The second term can be rewritten to
maxM
(i)
l −1 
j=minM
(i)
l
 ζ
(i)
j+1
ζ
(i)
j
f(¯ z(i)x)e−xdx=
maxM
(i)
l −1 
j=minM
(i)
l
 ζ
(i)
j+1
ζ
(i)
j
dj
(e
−x − aje
−(1+gj¯ z
(i))x)dx
=
maxM
(i)
l −1 
j=minM
(i)
l
dj

e
−ζ
(i)
j − e
−ζ
(i)
j+1
−
aj
1+gj¯ z(i){e
−(1+gj¯ z
(i))ζ
(i)
j
−e
−(1+gj¯ z
(i))ζ
(i)
j+1}
	
. (8)The third term can be rewritten to
 γl+1
ζ
(i)
ml+1
f(¯ z(i)x)e−xdx=dml+1
 γl+1
ζ
(i)
ml+1
e−x − aml+1e−η
(i)
l xdx
= dml+1

e
−ζ
(i)
ml+1 − e−γl+1
−
aml+1
η
(i)
l+1
(e
−η
(i)
l+1ζ
(i)
ml+1 − e
−η
(i)
l+1γl+1)
	
. (9)
Combining (3) with (5)–(9), we can compute the normalized
throughput C
(i)
QPF under QPF scheduling with AMC scheme.
For comparison, we here obtain the normalized throughput
C
(i)
RR under round-robin (RR) scheduling with AMC scheme.
It is given by
C
(i)
RR =
1
K
 ∞
0
f(¯ z(i)x)e−xdx
=
1
K
M−1 
j=0
 ζ
(i)
j+1
ζ
(i)
j
dj(e
−x − aje
−(1+gj¯ z
(i))x)dx
=
1
K
M−1 
j=0
dj

e
−ζ
(i)
j − e
−ζ
(i)
j+1 −
aj
1+gj¯ z(i)
·(e
−(1+gj¯ z
(i))ζ
(i)
j − e
−(1+gj¯ z
(i))ζ
(i)
j+1)
	
. (10)
Also, for comparison, we obtain the normalized throughput
C
(i)
PF under the (not quantized) PF scheduling with AMC
scheme. It is given by
C
(i)
PF =
 ∞
0
f(¯ z
(i)x)e
−x(1 − e
−x)
K−1dx
=
M−1 
j=0
dj
 ζ
(i)
j+1
ζ
(i)
j
(e−x − aje−(1+gj¯ z
(i))x)
·(1 − e
−x)
K−1dx
=
M−1 
j=0
dj
K−1 
k=0

K − 1
k

(−1)k
 1
k +1


e
−(k+1)ζ
(i)
j − e
−(k+1)ζ
(i)
j+1

−
aj
k +1+gj¯ z(i)


e
−(k+1+gj¯ z
(i))ζ
(i)
j
−e
−(k+1+gj¯ z
(i))ζ
(i)
j+1
	
. (11)
Here, the following identity with constants a,b and h is used
in the last equation of (11).
 b
a
e
−hx(1 − e
−x)
K−1dx
=
 b
a
e−hx
K−1 
k=0

K − 1
k

(−1)ke−kxdx
=
K−1 
k=0

K − 1
k

(−1)k
k +1


e
−(k+h)a − e
−(k+h)b

.
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Fig. 2. Normalized throughput for ¯ z(i)=20dB, K =2 0
IV. NUMERICAL RESULTS
In this section, we investigate the normalized throughputs
under the QPF scheduling algorithm with AMC and compare
them with those under the PF or RR scheduling algorithms
with AMC. In the numerical results, we suppose that the AMC
scheme with 7 modes shown in Table I is employed and the
boundarypoints {ξm}8
m=0 of transmission modes for the AMC
scheme are determined by the method presented in [5].
First, for the QPF scheduling, we observe the effect of
the number of quantization levels, i.e., L on the normalized
throughput performance. Fig. 1–3 display the normalized
throughput C
(i)
QPF under the QPF scheduling with AMC as a
function of the number of its quantization levels. For compar-
ison, Fig.1–3 also show the normalized throughput C
(i)
PF under
the PF scheduling with AMC and the normalized throughput
C
(i)
RR under the RR scheduling with AMC. In Fig.1–3, the
average SNRs and the number of MSs are set as ¯ z(i)=15dB,
20dB, 20dB and K =3 0 ,20,30, respectively.
Note here that the normalized throughput C
(i)
QPF is a func- 0
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Fig. 3. Normalized throughput for ¯ z(i)=20dB, K =3 0
tion of the quantization thresholds {γl} and it is difﬁcult
to determine the optimal quantization thresholds (excluding
the case of L =2 ). The reason of the difﬁculty is that the
normalized throughput C
(i)
QPF is not a continuous function of
{γl} due to the discontinuity in the AMC. This requires us to
solve multi-dimensional optimization problems of discontinu-
ous objective functions under the constraint 0 <γ 1 <γ 2 <
··· <γ L−1 < ∞. Also note that the optimal quantization
thresholds {γl} depend on both the number K of MSs and
the average SNR ¯ z(i). In this study, we use the Nelder-Mead
Simplex algorithm with trial and error for the initial values of
quantization thresholds, and ﬁnd quantization thresholds which
maximize the normalized throughput C
(i)
QPF. The resulting
maximal normalized throughput C
(i)
QPF is plotted in Fig. 1–
3.
We observe the following in Fig. 1–3. The normalized
throughput C
(i)
QPF under the QPF scheduling with AMC in-
creases with the number L of quantization levels. We see that
compared to the RR scheduling with AMC, the QPF schedul-
ing with AMC can enhance the throughput performance. We
also see that with a relatively small number of quantization
levels, say, L =3 , the QPF scheduling with AMC can achieve
almost same throughput performance that can be achieved by
the PF scheduling with AMC. Even when the number L of
quantization levels is equal to two, the QPF scheduling with
AMC yields a relatively good throughput performance. From
a view of reducing the amount of feedback information from
MSs to the BS, a smaller number of quantization levels is
desirable. We thus conclude that the QPF scheduling with a
small number of quantization level, say, L =2 ,3, is quite
useful in practice, if the quantization thresholds {γl} are
appropriately set.
Next, for the QPF scheduling, we observe the effect of the
quantization thresholds {γl} on throughput performance. For
the simplicity of discussion, we limit ourselves to the case of
L =2 . We here consider the following QPF scheduling with
AMC: QPF(zdB, k) where the quantization threshold γ1 is
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Fig. 5. Normalized throughput for ¯ z(i)=20dB
optimized for the condition that the average SNR ¯ z (i) and the
number K of MSs are equal to zdB and k, respectively.
Fig. 4 displays the normalized throughputs C
(i)
QPF
for QPF(20dB,20), QPF(20dB,30), QPF(30dB,20) and
QPF(30dB,30) as a function of the average SNR ¯ z (i). The
number K of MSs are set to 30 in Fig. 4. For comparison,
Fig. 4 also shows the normalized throughputs C
(i)
PF and C
(i)
RR.
In Fig. 4, we observe that the normalized throughputs C
(i)
QPF
under the QPF scheduling increase in a discontinuous fashion
with the increase of the average SNR ¯ z(i). This occurs due
to the combination of the discontinuity in the AMC and the
quantization of the received SNR. More speciﬁcally, when a
(not normalized) quantization threshold ¯ z (i)γn (n =1 ,...,L)
moves from one AMC mode to another AMC mode with the
change of the average SNR ¯ z(i), the discontinuous change of
C
(i)
QPF occurs.
We also observe that C
(i)
QPF greatly depends on the value
of the quantization threshold γ1. If the actual average SNR
¯ z(i) is quite different from the average SNR where the quan-tization threshold is optimized, the throughput performance
is considerably degraded. In particular, if the actual average
SNR ¯ z(i) is somewhat smaller than the average SNR where
the quantization threshold is optimized, the enhancement of
the throughput performance by using the QPF scheduling is
very limited.
Fig. 5 displays the normalized throughputs C
(i)
QPF
for QPF(20dB,20), QPF(20dB,30), QPF(30dB,20) and
QPF(30dB,30) as a function of the number K of MSs.
The average SNR ¯ z(i) is set to 20dB. For comparison,
Fig. 5 also shows the normalized throughputs C
(i)
PF and
C
(i)
RR. In Fig. 5, we see that the number of MSs where
the quantization threshold is optimized also affects the
throughput performance achieved by the QPF scheduling. The
normalized throughput achieved by QPF(20dB,20) is greater
than that achieved by QPF(20dB,30) when the number of
MSs is less than 24, while the former is smaller than the
latter when the number of MSs is greater than or equal to
24. However, the difference is not so signiﬁcant in the range
from K =1 5to K =3 5 . Also, the normalized throughput
achieved by QPF(30dB,20) is almost equal to the normalized
throughput achieved by QPF(30dB,30) (these two lines are
not distinguishable in Fig. 5). They are smaller than both the
normalized throughput achieved by QPF(20dB,20) and that
achieved by QPF(20dB,30) in the whole range from K =1 5
to K =3 5 . Thus, to utilize the potential ability of the QPF
scheduling, we may need to more carefully select the average
SNR where the quantization threshold is optimized than the
number of MSs where the quantization threshold is optimized.
V. CONCLUSIONS
In this paper, we consider a wireless network consisting of
a BS and MSs where the BS employs the QPF scheduling
and an AMC scheme. We then analyze the throughput perfor-
mance under the QPF scheduling with AMC at the downlink.
Numerical results show that the QPF scheduling with AMC
can enhance the throughput performance, compared to the
RR scheduling with AMC. In the numerical results, we see
that the QPF scheduling with a small number of quantization
level, say, L =2 ,3, is quite useful in practice, if the
quantization thresholds {γl} are appropriately set. However,
if the actual average SNR ¯ z(i) is somewhat smaller than the
average SNR where the quantization thresholds are optimized,
the enhancement of the throughput performance by using the
QPF scheduling is very limited. Therefore we should notice
that to utilize the potential ability of the QPF scheduling,
we need to carefully determine the quantization thresholds by
supposing the actual average SNR.
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