The sphere S n contains a simple family of constant mean curvature (CMC) hypersurfaces of the form Λ
Introduction and Statement of Results
CMC hypersurfaces. A constant mean curvature (CMC) hypersurface Σ contained in an ambient Riemannian manifold X of dimension n has the property that its mean curvature with respect to the induced metric is constant. This property ensures that (n − 1)-dimensional area of Σ is a critical value of the area functional for hypersurfaces of X subject to an enclosed-volume constraint. Constant mean curvature hypersurfaces have been objects of great interest since the beginnings of modern differential geometry. Classical
The corresponding picture amongst CMC hypersurfaces of higher dimension or in other ambient manifolds is not nearly as rich, due in part to the absence of simple Weierstraß-type representations or Lawlor associations as in R 3 . There is a certain amount of literature on CMC hypersurfaces in hyperbolic space [2, 17, 20, 21] ; but due to the non-compactness of hyperbolic space, this theory can be considered not such a vast departure from the theory of CMC hypersurfaces in R n . Much less is known when the ambient space is the compact sphere. The classically known examples in S n are the hyperspheres obtained from intersecting S n with hyperplanes, and the so-called generalized Clifford tori which are products of lower-dimensional spheres of the form Λ p,q a = S p a)× S q ( √ 1 − a 2 ) for p+ q + 1 = n and a ∈ (0, 1). There are few other examples, and no general methods for the construction of CMC surfaces in S n . However, the local operations involved in a gluing construction (such as forming connected sums using small bridging surfaces near a point of mutual tangency of two surfaces) have straightforward generalizations; therefore it is quite conceivable that gluing constructions can be carried out in S n . But the global aspects of the gluing construction will most likely be more complicated and restrictive due to the compactness of the examples that would be constructed in this way.
Nevertheless, Butscher and Pacard have proved in [3] that in S 3 , it is possible to construct new examples of embedded, higher-genus CMC surfaces of S 3 , with small but non-zero mean curvature, by doubling the unique minimal Clifford torus Λ a0 connected together at a sub-lattice of points by means of small catenoidal bridges. The two parallel translates are a distance O(ε| log(ε)|) apart and the mean curvature of the doubled surfaces is O(ε| log(ε)|). When ε tends to zero, the doubled surface converges in the Gromov-Hausdorff topology to two copies of Λ 1,1 a0 . These surfaces are in a certain sense compact analogues of the doubly periodic CMC surfaces in R 3 constructed by Ritoré [19] and Große-Brauckmann and Karcher [6, 10] using the Weierstraß-type representation and the Lawson association, respectively.
The generalized doubling construction. This paper generalizes the Butscher-Pacard construction to the sphere S n . The family of generalized Clifford hypersurfaces Λ p,q a is also a foliation a tubular neighbourhood of the unique minimal hypersurface Λ p,q a0 (with a 2 0 = p/(n − 1)) having parallel leaves. Thus two parallel translates of Λ p,q a0 , symmetrically located on each side, can be connected together at a configuration of points by means of (n − 1)-dimensional catenoidal bridges. The resulting hypersurface, henceforth calledΛ ε , can be constructed with various kinds of non-trivial topology, depending on the number of attachment points.
Once again,Λ ε is only approximately CMC and must be perturbed to achieve constant mean curvature. This perturbation is in general obstructed due to the existence of non-trivial Jacobi fields on the constituents ofΛ ε whose effect is to prevent the linearized CMC equation from being bijective with bounded inverse. As in the S 3 case, the way to avoid the obstructions is to impose additional symmetries on the approximate solution that are not possessed by the Jacobi fields. That is, if the points of attachment are chosen with sufficient symmetry andΛ ε is perturbed in a way which respects these symmetries, then one can show that the Jacobi fields are absent and the CMC equation can be controllably inverted.
The most efficient way of encoding the symmetries necessary for the construction is via symmetry groups. The use of symmetry groups generalizes the choice of sub-lattice that was made in the S 3 case to higher dimensions, and is correspondingly more complicated. The theorem proved in this paper is the following. If G is a group of symmetries of Λ p,q a and µ ∈ Λ p,q a , let G · µ denote the orbit of µ under G. 2. In a neighbourhood of each point in G · µ, the hypersurface Σ ε is a perturbation of a truncated, rescaled (n − 1)-dimensional catenoid with ends attached to the hypersurfaces described in (1).
3. As ε approches zero, Σ ε converges in the Gromov-Hausdorff sense to two copies of Σ p,q .
The proof of this theorem proceeds in a parallel fashion to the proof of the version valid in S 3 that is given in [3] . First, an approximate solutionΛ ε is constructed as sketched above which must be perturbed to have constant mean curvature. This is done by writing neighbouring hypersurface as normal graphs overΛ ε with graphing function f and solving the partial differential equation which selects the function f for which the normal graph has constant mean curvature by means of the inverse function theorem. But as indicated above, the linearized equation is bijective with bounded inverse only when there is sufficient symmetry to rule out the existence of Jacobi fields on the constituents ofΛ ε .
Remark: In the S 3 case, the separation between the Clifford tori and the mean curvature constant of the approximate solution are both O(ε| log(ε)|). This is ultimately because the distance between the asymptotic planes of the standard two-dimensional catenoid grows like O(log(r)) where r is the distance from the origin. The corresponding distance for the generalized (n−1)-dimensional catenoid is bounded; consequently logarithmic terms do not appear anywhere in the forthcoming analysis; and as a result, the quantities in the Main Theorem of this paper come out as O(ε).
The symmetry condition necessary for the proof of the Main Theorem can be explained as follows. Note first that the full subgroup of the group of symmetries of S n that preserves Λ p,q a is the exactly O(p + 1) × O(q + 1) acting diagonally on R n+1 = R p+1 × R q+1 . The finite subgroups that will be considered here are thus of the form G = {(σ p , σ q ) : σ s ∈ O(s + 1) for s = p, q}. If G is such a finite subgroup, then it is possible to define an associated action of G on R N where N = (p + 1)(q + 1). That is, each point X ∈ R N can be written X = (X 11 , . . . , X p+1,q+1 ) and σ = (σ p , σ q ) acts on this point via
k are the components of the matrix representing σ s as a linear transformation of R s . (It is easy to see that this operation is a group action.) It will turn out that the first necessary condition for the absence of the analytic obstructions mentioned above is that this associated action be fixed-point free.
However, it will turn out that the fixed-point free condition on the action associated to G is not sufficient for eliminating the analytic obstructions. There is one other condition on G that can be described as follows. Let K be a finite subgroup of the isotropy group of µ 0 in O(p + 1) × O(q + 1) (i.e. every element of K fixes µ 0 and preserves Λ p,q a ). Suppose further that KG = GK so that K permutes the other points in the orbit of µ 0 under G. Write µ 0 = (µ p , µ q ) and write each element of k ∈ K as a matrix k = Ap 0 0 Aq , so that the set of all matrices A s -the diagonal components of the matrix k -forms a subgroup K s of O(s + 1) for s = p, q. It will turn out that the only other necessary condition for the absence of the analytic obstructions mentioned above is that the action of each K s on the hyperplane perpendicular to µ s also be fixed-point free.
Definition 2. Any pair of subgroups G and K of O(p + 1) × O(q + 1) together with a point µ 0 ∈ Λ p,q a with the properties described above is called admissible. In this case, the orbit of µ 0 under G is called an admissible collection of points.
3
It will turn out that if two normal translates of Λ p,q a are glued together at an admissible collection of points, then the gluing construction can be deformed to a CMC hypersurface.
Example. In the lowest-dimensional case considered by Butscher and Pacard in [3] , two normal translates of Λ
are glued together at a sub-lattice of points. Here, the point µ 0 can be any point of Λ
The group G is any cyclic subgroup of SO(2) × SO(2) of the form
where Z N is the group of 2 × 2 matrices generated by
The associated action of G is easily seen to be fixed-point free. The group K is the order-four group
generated by reflections across the second coordinate axis in each of the factors of R 2 × R 2 . It is clear that each diagonal component of K has no fixed points other than those spanned by (1, 0); while K fixes µ 0 and commutes with G since
The Building Blocks of the Doubling Construction
The purpose of this section of the paper is to construct the approximate solutionΛ ε and derive its relevant geometric properties. This begins with a careful description of the building blocks that will be assembled to constructΛ ε -the generalized Clifford hypersurfaces in S n and the generalized catenoid in R n . Since the proof of the Main Theorem hinges on being able to rule out the existence of Jacobi fields on these building blocks, careful attention will be paid to understanding the Jacobi fields in each case.
The Mean Curvature Operator and its Jacobi Fields
The reader should be reminded of the linearized mean curvature operator of an arbitrary surface and of the origin of its 'geometric' Jacobi fields. The relevant facts are contained in the following lemma.
Lemma 3. Let Λ be a closed hypersurface in a Riemannian manifold X with mean curvature H Λ , second fundamental form B Λ and unit normal vector field N Λ .
The linearization of the mean curvature operator on the space of normal graphs over Λ is
where ∆ Λ is the Laplace operator of Λ and Ric is the Ricci tensor of X.
If R t is a one-parameter family of isometries of X with deformation vector field
Proof. The formula for DH Λ (0) is a standard geometric calculation. The function u = V, N Λ is a Jacobi
When X = S n , the linearized mean curvature reads DH Λ (0) · u = ∆ Λ u + B Λ 2 + n − 1 u and the isometries of S n are simply the SO(n)-rotations of the ambient R n+1 . Thus there is at most a n(n + 1)/2-dimensional space of 'geometric' Jacobi fields of Λ. Moreover, since one expects in general that hypersurfaces with fixed constant mean curvature are isolated up to isometries, one expects no other Jacobi fields than the 'geometric' ones. 
where P x = 
If
4. The second fundamental form and the mean curvature of Λ p,q a are
and
a has zero mean curvature.
The Jacobi operator of
where ∆ p and ∆ q are the Laplacians of g p and g q , respectively.
Proof. Simple calculations.
According to item (4) of Proposition 5, each member of the family of generalized Clifford hypersurfaces can also be obtained from normal translations of a fixed Λ p,q a . Thus a construction generalizing the construction of [3] can be envisaged, whereby two normal translates of Λ p,q a separated by a small amount are first glued together at a finite collection of points using small necks of height equal to the distance between the translates, and then perturbed to have constant mean curvature. The points where these gluings are meant to occur will be called the gluing points of Λ p,q a . It is makes sense that such a construction is possible only if Λ p,q a isthe unique minimal generalized Clifford hypersurface since then normal translates to either side of Λ p,q a can be chosen which have the same mean curvature (with respect to a compatible choice of unit normal vector field). In addition, by analogy with [3] , it is reasonable to expect that the construction is possible only if the gluing points themselves are chosen carefully. For example, in [3] , the appropriate choice of gluing points in that case was a sub-lattice of the torus Λ The appropriate choice of gluing points of Λ p,q a will have to be highly symmetric as well, and the way to encode the location of a symmetrically distributed collection of gluing points on Λ p,q a most economically is in terms of orbits of finite subgroups of symmetries of S n that preserve Λ p,q a . That is, if G is such a subgroup and µ 0 ∈ Λ p,q a , then the gluing points will consist of the set of points in the orbit of µ 0 under G. As indicated in the Introduction of this paper, it will turns out that it is necessary that one chooses subgroups G and K according to Definition 2 in order to realize the doubling construction.
Analytic properties of the Jacobi operator. It has been mentioned that the obstructions for inverting the mean curvature operator on a hypersurface consisting of large pieces glued together by small necks is the existence of non-vanishing Jacobi fields of one of these building blocks. The 'large pieces' of the hypersurface to be constructed in this paper are generalized Clifford hypersurfaces Λ p,q a , so that it is necessary to discuss the Jacobi fields of Λ p,q a in greater detail. The following propositions gather the necessary information.
Proposition 6. The non-trivial Jacobi fields of
Proof. Rotations of R n+1 generate Jacobi fields in the following way. If X is the infinitesimal generator of a one-parameter family of rotations R t , then X is tangent to S n because rotations preserve S n . But rotations preserve all geometric features of S n , in particular the mean curvature of submanifolds. Hence,
But this is just L a f = 0 where f ≡ X, N a is the corresponding Jacobi field, where ·, · is the standard metric of S n .
If R t preserves the splitting of R n+1 into R p+1 × R q+1 , then the corresponding infinitesimal generator is tangent to Λ p,q a and X, N a = 0. Thus the non-trivial Jacobi fields must correspond to rotations that do not preserve this splitting. The infinitesimal generators of these rotations are of the form
, of which there are (p + 1)(q + 1) linearly independent candidates. Taking the inner product with the unit normal vector field given in item (2) of Proposition 5 yields the Jacobi fields
where φ p and φ q are the standard embeddings of the unit spheres S p and S q , respectively, then Proof.
possessing the symmetry
for all (x, y) ∈ Λ p,q a . Multiply both sides of (1) by x u y v and integrate over Λ
But this just states that the vector A with components a kl in R N = R (p+1)(q+1) is a fixed point of σ under the associated action of G on R N . Consequently, if f • σ = f for all σ ∈ G, then the vector A is a common fixed point for G under this action. Since G is admissible, A = 0 and so the Jacobi field f is trivial.
The proof of the Main Theorem of this paper will rely on the fact that there are no non-trivial Jacobi fields of Λ 
the distance between x and µ 0 with respect to the metric of
Proof. This is a standard fact about the elliptic operator ∆ + constant on a manifold of dimension n − 1.
The Generalized Catenoid in R n
Definition and basic properties. In the lowest-dimensional case considered in [3] , the necks used to glue together two neighbouring Clifford tori were truncations of the standard catenoid in R 3 , re-scaled to a small size, and embedded in S 3 at the gluing points of Λ
using canonical coordinate charts. The appropriate neck in the present higher-dimensional case should then just be the higher-dimensional analogue of the standard catenoid, namely the unique, cylindrically symmetric, minimal hypersurface in R n .
The derivation of the generalized catenoid is a fairly simple exercise in Riemannian geometry and will not be carried out here. Its definition is the following.
x ≥ 1 and the function F : {s ∈ R : s ≥ 1} → R is defined by
The function F appearing in this definition is well-defined and smooth for all s ∈ [1, ∞) with F (1) = 0 and
4−2 n and Γ is the Euler gamma function. Consequently, each G ± is a smooth hypersurface with common boundary in the z = 0 plane consisting of the unit sphere. Moreover, it is easy to check that F satisfies the ordinary differential equationF + is not quite as easy to see from Definition 9, but it is nevertheless true that G + and G − meet smoothly at their common boundary, and so Σ is a smooth hypersurface in R n .
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The asymptotic behaviour of various geometric quantities on the generalized catenoid will be important later on. The first step in estimating such behaviour is knowing precisely how F (s) behaves for large s; and this is easily deduced from the form of F . That is, because the integrand appearing in (2) is O(s 2−n ), the function F satisfies the following estimate.
Lemma 10. There exists R ≫ 1 and a constant C independent of R such that the function F appearing in (2) satisfies
for every s ≥ R.
Proof. Elementary calculus.
The geometric features of the generalized catenoid that will be relevant later on are given in the following proposition. The asymptotic properties of these geometric features can be found by combining the proposition below with Lemma 10.
Proposition 11. The following facts hold true for the generalized catenoid Σ.
In cylindrical coordinates of the ambient
where g S n−2 is the standard metric of the unit sphere in R n−1 .
The unit normal vector field of Σ is, up to sign,
N Σ = 1 1 +Ḟ 2 Ḟ ∂ ∂s − ∂ ∂z
The second fundamental form of Σ is
and its mean curvature vanishes.
The second fundamental form satisfies
where C 1 = (n − 2)(n − 1) and C 2 = (n − 1) (n + 1)(n − 2).
The Jacobi operator of Σ is
where ∆ S n−2 is the Laplacian of the standard unit sphere S n−2 in R n−1 .
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Analytic properties of the Jacobi operator. Analytic obstructions for inverting the mean curvature operator on a hypersurface consisting of several large pieces connected by small necks also arise from the non-trivial Jacobi fields of supported in the neck regions. Thus it is just as important to understand the Jacobi fields on the generalized catenoid in greater detail, and it will turn out that the relevant Jacobi fields are those of slowest growth rate at the ends of the catenoid. Fortunately, however, these Jacobi fields also arise from geometric motions of the generalized catenoid, as the following proposition shows. Proof. The ambient space R n−1 × R possesses n translations along the R n−1 factor and one translation in the R direction. In Euclidean coordinates, these are
In addition, there are 1 2 (n − 1)(n − 2) rotations preserving the z-axis and n − 1 additional rotations. In Euclidean coordinates, these are
Finally, the dilation vector field, in Euclidean coordinates as well, is
As before, Jacobi fields of L Σ arising from motions of the ambient space can be found by taking the inner product of the normal vector field N Σ with the infinitesimal generator of the motion, and restricting the resulting function to Σ. Let x k (s, µ) = sφ k (µ) where φ : S n−2 → R is the standard embedding of the unit sphere S n−2 in R n−1 , in which case the upper half of the catenoid is given by z = F (s). Then using the vector fields above as infinitesimal generators for the motions, one obtains in this way the following non-trivial functions on the top half of the generalized catenoid:
where ·, · is the ambient Euclidean metric of R n−1 × R and k = 1, . . . , n − 1. The Jacobi fields on the bottom half of the generalized catenoid are found by multiplying these functions by −1 (since a continuous choice of unit normal vector field on Σ requires a change of sign) and sending F to −F . It is easy to see that the following growth rates hold for these Jacobi fields are valid. For large s, The previous section of this paper described the building blocks of the gluing construction that will be deformed into a CMC hypersurface of S n . This section shows in technical detail how these building blocks will be assembled. Let (G,
First, recall that from item (3) of Proposition 5, the generalized Clifford hypersurface at a distance ε from Λ
A more simple expression arises if trigonometric functions are used. That is, if a = cos(θ(a)) and √ 1 − a 2 = sin(θ(a)), then it can easily be shown that θ(a(ε)) = θ(a) + arctan(ε). Next, suppose φ k :
is stereographic projection of the plane R p k onto the sphere S p k in which the origin is mapped to µ k . From an analytic point of view, note that φ k is a geodesic normal coordinate embedding of a neighbourhood of 0 to a neighbourhood of µ k . One can now state the definition of the canonical coordinates near µ 0 that will be used in the gluing construction.
Definition 13. Suppose ε 0 , R 1 and R 2 are sufficiently small and θ 0 = arctan( √ q / √ p), then the embedding
parametrizes a neighbourhood of µ 0 = (µ 1 , µ 2 ) by a neighbourhood of 0 in R p1 × R p2 × R. The inverse of Φ is called an adapted local coordinate chart for S n at µ 0 .
The local geometry of S n near µ 0 ∈ Λ p,q a0 can be completely expressed in adapted local coordinates. For instance, the metric is given by
where g k is the standard metric of S p k and g n is the standard metric of S n . Henceforth, denote the metric Φ * g n by g. Furthermore, the level sets of the coordinate z correspond to generalized Clifford hypersurfaces of distance tan(z) from Λ p1,p2 a0
and having mean curvature
Moreover, according to (7), the z-coordinate curves are geodesics normal to these level sets.
The adapted local coordinates have been designed so that if R 1 , R 2 and ε 0 are sufficiently small, then the metric g can be considered a perturbation of the flat metricg = dz 2 + cos propositions, where any geometric quantity that corresponds to the metricg is adorned with a small circle (as inQ) while the equivalent geometric quantity corresponding to the metric g remains unadorned. Note that these two propositions along with their proofs appear in a slightly different form in [3] ; however, both statements and their proofs are included here for completeness. Proof. Let Q be any tensor field on Λ and suppose for simplicity that it is of rank 1. In local coordinates, the C k,β norm of Q taken with respect to the metric g contains terms of the form
for 0 ≤ r ≤ k whose supremum must be taken over U. But each of these terms involves sums of products of g ij and Γ k ij (i.e. combinations of derivatives of T ) with derivatives of the coefficients of Q up to order r. Thus the equivalence follows from the estimates of T and DT given above.
One instance where the approach suggested by Lemma 14 fails to yield a precise enough estimate for use in the proof of the Main Theorem is with the mean curvature of the hypersurface Λ. This is because vanishing mean curvature calculated with respect tog does not imply vanishing mean curvature calculated with respect to g, thus the best that one could do using only the technique of Lemma 14 is to assert that the mean curvature is bounded by the flat norm of the second fundamental form of Λ. But in the case where Λ is a re-scaled, generalized catenoid, this yields a bound like O(s −1 ) where s is the scale factor, and this is too large for the needs of the proof of the Main Theorem. However, with more care, a better estimate is possible.
Proposition 15. Let Λ be a hypersurface contained within B R1 (0) × B R2 (0) × (−ε 0 , ε 0 ) for some sufficiently small R 1 , R 2 and ε 0 and let p ∈ Λ. Then the mean curvature of Λ at p with respect to the metric g =g + T satisfies
where B Λ is the norm of the second fundamental form of Λ calculated with respect to the metricg and evaluated at p, while d(p) is the distance of p to the origin.
Proof. The proof of this result is a rather cruel exercise in Riemannian geometry which will be abbreviated here for the benefit of the reader. Let p ∈ Λ be some point near enough to the origin, and suppose {E k } is a set of coordinate vector fields tangent to Λ that are geodesic with respect to the induced metric ofg, while N is theg-unit normal of Λ and N is the g-unit normal of Λ. Assume further thatN is extended off Λ in such a way that {E k ,N } forms an adapted geodesic normal coordinate frame near p for the metricg.
Recall that the mean curvature of Λ with respect to g can be expressed in these local coordinates by the formula H = h kl g(∇ E k E l , N ) where h kl are the coordinates of the g-induced metric of Λ and h kl are the coordinates of its inverse, while ∇ is the g-covariant derivative. To proceed, note that N can be expressed in terms ofN by the formula
Substituting (10) into the formula for H leads to
where A = g 00 − h st g 0s g 0t 1/2 and DT abc = 1 2 T ac,b + T cb,a − T ab,c . Evaluating (11) at the point p yields
If Finally, the calculations for the derivatives of H Λ are similar, though they are more involved because the derivatives of the equation (11) must be found and estimated in terms of d.
Construction of the Approximate Solution
Suppose that {σ(µ 0 ) : g ∈ G} is an admissible collection of points on the unique minimal generalized Clifford hypersurface Λ , where a ± = cos(θ 0 ±εF ∞ ) and F ∞ is the limiting value of the function F given in Definition 9. These are normal translates of Λ p1,P2 a0 by a distance ± tan(εF ∞ ) to either side; these both have the same constant mean curvature (with respect to a compatible choice of unit normal), to be denoted hereafter by h ε . The gluing construction that produces the approximate solution of the CMC deformation problem will consist of performing the following operation at each point σ(µ 0 ) for all σ ∈ G. First, identify two points on Λ p,q a ± by normally translating σ(µ 0 ) by a distance ± tan(εF ∞ ) on either side of µ 0 . Then attach a neighbourhood of one of these translates to a neighbourhood of the other by using using a truncated, re-scaled piece of a generalized catenoid that has been embedded into a neighbourhood of σ(µ 0 ) by means of adapted local coordinates.
The details of the operation just sketched out are as follows. As usual, it is without loss of generality only necessary to consider the first attachment point µ 0 since the symmetry group G can be used to transplant the attachment to the other points σ(µ 0 ). Let B R (µ 0 ) be a small neighbourhood of µ 0 in which adapted local coordinates can be used and such that Lemma 14 and Proposition 15 are valid. Moreover, suppose R is so small that B 2R (µ 0 ) does not contain any other points σ(µ 0 ). In adapted local coordinates Φ −1 :
become the level sets z = ±εF ∞ on either side of the minimal level set z = 0 and the point µ 0 becomes (0, 0, 0). Let R 1 , R 2 and ε 0 be such that B R1 (0) × B R2 (0) × (−ε 0 × ε 0 ) is contained in Φ −1 B R (µ 0 ) and moreover, ensure that ε satisifes εF ∞ < ε 0 . Recall that the metric g = Φ * g n is a small perturbation of the flat metric . Now define the function F ε : N ε,R1,R2 → R by
The function F ε interpolates between the function εF ( R(x, y)/ε in the region with ε ≤ R(x, y) ≤ α/2 and the constant function εF ∞ in the region with R(x, y) ≥ α. The graphical hypersurfaces
thus connect each of the level sets z = ±εF ∞ to the ellipse given by R(x, y) = ε by means of pieces of a generalized catenoid re-scaled by the factor ε. Each of these hypersurfaces can thus be extended smoothly to the entire neighbourhood Φ −1 B R (µ 0 ) in the obvious way. Moreover, the union of the extended hypersurfaces
ε is smooth. To complete the construction of the approximate solution, it remains only to transplant the catenoidal hypersurfaces defined by (14) to the other points σ(µ 0 ) in a symmetrical way, and attach to these hypersurfaces the rest of Λ It is fairly straightforward to see thatΛ ε is a smooth, embedded hypersurface in S n . It is equal to an ε-rescaled generalized catenoid in the neighbourhood of each σ(µ 0 ) and is equal to the union of two generalized Clifford hypersurfaces of mean curvature h ε positioned on either side of the unique minimal generalized Clifford hypersurface everywhere else. Finally, when ε → 0, then the necks inΛ ε pinch off and disappear, andΛ ε approaches two copies of the unique minimal generalized Clifford hypersurfaces.
Symmetries of the Approximate Solution
The approximate solutionΛ ε constructed above consists of two generalized Clifford hypersurfaces glued together at a symmetrically positioned collection of points whose symmetry groups are G and K. It is clear thatΛ ε is invariant under the action of G. However, it is not yet clear thatΛ ε is invariant under K since the action of K does not necessarily preserve the neck regions. Nevertheless, the invariance ofΛ ε under both G and K is an essential ingredient in the proof of the Main Theorem and the purpose of this section is to show that the gluing construction ofΛ ε is indeed invariant under the action of K as well. The key to proving the invariance of the neck regions ofΛ ε under the action of the group K is how elements of K interact with the adapted local coordinates, which the following lemma establishes. The invariance ofΛ ε under the action of K follows.
Lemma 17. Let Φ : R p1 ×R p2 ×R → S n be the parametrization of a neighbourhood of µ 0 in S n corresponding to adapted local coordinates and suppose
where U i is an O(p i + 1) matrix mapping µ i to the point
Proof. Recall that Φ(x, y, z) = cos(θ 0 + z)φ 1 (x), sin(θ 0 + z)φ 2 (y) where θ 0 is the angle corresponding to the unique, minimal generalized Clifford hypersurface Λ p1,p2 a0
and φ i are stereographic projections from R pi to S pi at µ i . Without loss of generality, one can assume that φ i = U i • SP i where
is the standard stereographic projection SP i : R pi → S pi ⊆ R pi × R taking the origin to the point (0, 1).
The calculation of Φ −1 • k • Φ is now quite straightforward and yields the desired result.
Proposition 18. The approximate solutionΛ ε is invariant under the action of the group K.
Proof. Elements of K preserve the un-modified portion ofΛ ε because K is a subgroup of O(p + 1) × O(q + 1). Furthermore, since K fixes µ 0 and commutes with G, the action of K on the neck region corresponding to a point σ(µ 0 ) with σ = id ∈ G is equal to the action of K on the neck region corresponding to µ 0 succeeded by the action of an element of G. Consequently, the invariance ofΛ ε under K follows from the invariance of the neck region corresponding to µ 0 under K.
The neck region corresponding to µ 0 is the graph of the function F ε : R p1 × R p2 → R from equation (13) pushed forward to S n by the parametrization Φ. Lemma 17 implies that
once again a point in the neck region. Hence the neck region corresponding to µ 0 is invariant under the action of K.
Estimates of the Approximate Solution
The purpose of this section is to calculate the relevant estimates of the approximate solutionΛ ε that will be used in the analysis of the proof of the Main Theorem. In what follows, it is necessary to track very carefully how the constants appearing in these estimates depend on the parameter ε. As usual, all estimates need only be carried out in the neighbourhood of a single gluing point µ 0 since the estimates at other points follow by symmetry.
Recall that the gluing region around µ 0 consists of two parts: the neck region which is identical to a generalized catenoid and contained in a ball of radius α/2; and the transition region that interpolates between the ends of the catenoid and the un-modified generalized Clifford hypersurface in an annulus of radii α/2 and α. The next proposition give the necessary estimates of the mean curvature in each of these two regions in turn. The calculations are generalizations of those carried out in [3] , though the dependence on ε is much better since all logarithmically growing terms are absent in the present higher-dimensional setting. 
and if µ ∈ T ,
Proof. Assume without loss of generality that σ is the identity in G and use adapted local coordinates in a small neighbourhood of µ 0 . Thus µ 0 = (0, 0, 0) and points onΛ ε in this neighbourhood are of the form µ = x, y, εF R(x, y)/ε . The first step in proving the estimate of the mean curvature in the neck region N is to calculate the analogous estimates with respect to the flat metricg. To this end, Item 4 of Proposition 11 along with the substitution s = R(x, y)/ε and re-scaling appropriately yields
where R = R(x, y). Since ε ≤ R ≤ α/2 in N , the square root in the second expression is bounded.
Consequently, Proposition 15 implies that
But now, the distance from µ to the origin with respect to theg isd(µ) ≡ R 2 + [εF (R/ε)] 2 ≤ R. Thus by Lemma 14, d(µ) = O(R) as well. Therefore, equation (18) implies
since R > ε. The desired estimate follows from equation (19) by invoking Lemma 14 once again. The transition region ofΛ ε in the adapted local coordinates is the graph of the function F ε from equation (13), and it is well known that the second fundamental form of a graph (µ, F ε (µ)) with respect to the flat metricg is given byB =
Thus estimating the mean curvature and its first derivative in the transition region requires estimates of the first three derivatives of the function F ε in the range R(x, y) ∈ (α/2, α). It is a simple matter to calculate these derivatives from (13) using the bounds on the generalized catenoid graphing function and the bounds on the cut-off function η. One finds
and by more involved calculations that B + α ∇B ≤ Cε n−2 /α n−1 . Once again, the desired result now follows from Proposition 15, along with the observation that the left-over O(1) term is simply a small perturbation of the mean curvature of the generalized Clifford hypersurface Λ p1,p2 a ± with respect tog, which is exactly h ε .
More! 4 The Analysis
Deformations of the Approximate Solution
The approximate solutionΛ ε constructed in the previous section is such that its mean curvature is identically equal to the small constant h ε everywhere except in a small neighbourhood of each gluing point, where it is nevertheless controlled by precise estimates. The next task is to set up a means of finding a small deformation ofΛ ε whose mean curvature is exactly the constant h ε .
To this end, let f ∈ C 2,β (Λ ε ) be a C 2 Hölder continuous function onΛ ε and let N be a continuous choice of unit normal vector field onΛ ε . If f and its derivatives are sufficiently small (in a sense to be made precise in the next section), then the neighbouring submanifold exp(f N )(Λ ε ) is an embedded submanifold of S n which is a small perturbation ofΛ ε . The question whether exp(f N )(Λ ε ) has constant mean curvature now becomes a matter of solving a partial differential equation. First, make the following definition.
Definition 20. The deformation operator is the mapping Φ ε :
, where H(·) is the mean curvature operator.
The deformation operator Φ ε is a non-linear, partial differential operator on functions f in C 2,β (Λ ε ). It maps these functions to C 0,β because the operation of taking the mean curvature of a normal graph is algebraic in the graphing function, and Hölder continuous functions form an algebra. Furthermore, exp(f N )(Λ ε ) has constant mean curvature a ∈ R if and only if f and a are solutions of the PDE Φ ε (f ) = a.
The so-called approximate solutionΛ ε is an approximation precisely because the estimates of the mean curvature ofΛ ε will ensure that Φ ε (0) − h ε is small (in a suitable norm defined in the next section). Thus it is hoped that perturbation methods can be used to solve the equation Φ ε (f ) = h ε . The exact formulation of this method is encapsulated in the statement of the Inverse Function Theorem.
Theorem (IFT). Let Φ : B → B
′ be a smooth map of Banach spaces, set Φ(0) = E and denote the
. Suppose that L is bijective and the estimate Lx ≥ C x holds for all x ∈ B. Choose R so that if y ∈ B is such that
The first step in applying the IFT to the solution of the problem Φ ε (f ) = h ε is thus to compute the linearization of Φ ε at 0. To this end, Lemma 3 asserts that
where ∆ ε is the Laplacian ofΛ ε and B ε is its second fundamental form.
The remaining steps in applying the IFT to the solution of the problem Φ ε (f ) = h ε are the following. First, appropriate Banach subspaces of C 2,β (Λ ε ) and C 0,β (Λ ε ) must be found -along with appropriate norms -so that the estimate of L ε can be achieved (thereby establishing the injectivity of L ε ). It must then be shown that L ε is surjective as a map between these spaces. Next, estimates in these norms of the non-linear quantities -the size of E = Φ ε (0) − h ε and the size of the parameter R giving the variation of DΦ ε -must be found. Note that all these quantities depend a priori on ε. Finally, it must be shown that as a result of these estimates, the quantity E satisfies the inequality E ≤ 
Function Spaces and Norms
It is not possible to obtain a 'good' linear estimate of the form L ε (u) ≥ C u with any straightforward choice of Banach subspaces and norms, where 'good' in this case means with a constant C independent of ε. There are essentially three reasons for this. The first is that the motion ofΛ ε under any isometry of S n fixes its mean curvature and thus provides an element in the kernel of L ε , also known as a Jacobi field. Consequently, L ε is not injective on C 2,β (Λ ε ) due to the Jacobi fields that come from the non-trivial SO(n)-rotations of the ambient S n . The second reason for the absence of a good linear estimate is that it is possible to perform a motion ofΛ ε which consists of an SO(n)-rotation of only one of the two halves of L ε while leaving the other half fixed. The deformation field associated to this motion is equal to the Jacobi field associated to the SO(n)-rotation on the first half ofΛ ε , is equal to zero on the other half ofΛ ε and interpolates between these two values in the neck regions ofΛ ε . This function differs from a Jacobi field only within the small neck region, and as such it approximates -at least in a weak sense -an element of one of the eigenspaces of L ε with small eigenvalue. Thus L ε possesses small eigenvalues so that even if one were to choose a Banach subspace of functions transverse to the Jacobi fields coming from isometries of S n , the constant in the linear estimate would still depend on ε in an undesirable manner. Finally, another source of approximate Jacobi fields is the neck region itself. It is possible to have a function onΛ ε which is equal to zero away from the neck region and is equal to a Jacobi field of the generalized catenoid within each component of the neck region. Such an approximate Jacobi field must 'disappear' as ε → 0 and the necks pinch off, but so long as ε = 0, these functions contribute to the size of the constant C in the linear estimate for L ε .
The three problems listed above will be dealt with here in two ways. First, the symmetry groups G and K of the approximate solution must be exploited. It turns out that the Jacobi fields, both approximate and true, do not share these same symmetries; thus working in a space of functions possessing these symmetries will rule out the existence of small eigenvalues. Second, it is necessary to use a somewhat non-standard norm to measure the 'size' of functions f ∈ C 2,β (Λ ε ) in order to properly determine the dependence on the parameter ε of the various estimates needed for the application of the Inverse Function Theorem. A weighted Schauder norm will be used for this purpose. As usual, it needs only to be defined in a neighbourhood of a single gluing point µ 0 since the symmetry group can be used to extend it to the rest ofΛ ε .
Definition 22.
The weight function ρ ε :Λ ε → R is defined in the neighbourhood of µ 0 by
in the adapted local coordinates for the ball of radius α about µ 0 that are of the form (µ, z) where µ = (x, y) ∈ R p1 × R p2 and z ∈ R. The interpolation is such that ρ ε is smooth, monotone and has uniformly bounded derivatives. The weight function is then extended to neighbourhoods of the other gluing points by symmetry, and is extended to equal 1 everywhere else onΛ ε .
Next, let B ⊆Λ ε be any open subset, let q be any tensor onΛ ε , and recall the notation
where the norms and the distance function that appear are taken with respect to the induced metric ofΛ ε , while PT is the parallel transport operator from x to y with respect to this metric. Now define
Again, the norms and derivatives which appear here are taken with respect to the induced metric ofΛ ε . A solution of the deformation problem will be found in a space of C 2,β functions onΛ ε and will be measured with respect to the C k,β γ norms. Furthermore, it will be necessary to insist that the functions in this space inherit the symmetries ofΛ ε since this will have the effect of ruling out the existence of the analytic obstructions preventing the inversion of the deformation operator, namely the Jacobi fields of the constituents ofΛ ε . The following space will meet these needs.
The properties of the operator Φ ε acting on the Banach spaces B 
where C is independent of ε. Finally, for any γ ∈ R, there exists another constant C independent of ε so that L ε satisfies the elliptic estimate
Proof. The operator Φ ε maps C 2,β functions to C 0,β functions smoothly (in the Banach space sense) because C k,β Hölder spaces are an algebra. The boundedness of L ε in the weighted Hölder norms is straightforward.
Furthermore, L ε preserves the symmetries of the functions in B 2,β,γ ε because these are induced by isometries of the ambient metric of the sphere S n . Finally, the elliptic estimate for L ε can be derived from the one from Butscher's work in [4] , where an elliptic estimate for the Laplacian ∆ ε is found on a manifold consisting of two large pieces connected by a small neck. This is because L ε and ∆ ε differ only by the zeroeth order term B ε 2 + n − 1, and this term can be controlled in the following way. Namely, using the standard manipulations of Hölder norms, one finds Remarks: One should note that the elliptic estimate above is slightly better (in its dependence on ε) than the one that was derived in [4] . The reason is that the weight function used here has a more optimal form. Furthermore, the elliptic estimate derived here is less elaborate than the analogous estimate appearing in [3] since the present setting is for hypersurfaces of dimension three or greater, where logarithmically growing singularities do not appear.
The Linear Estimate
The most important estimate needed to solve the equation Φ ε (f ) = h ε by means of the Inverse Function Theorem is the estimate from below of the linearization L ε by a constant independent of ε. The purpose of this section is to prove this estimate using an argument by contradiction, in which it is assumed that such a lower bound does not exist. Moreover, one can assume thatΛ i converges in a smooth enough sense to two copies of the unique minimal generalized Clifford hypersurface with the gluing points removed (denoted this hypersurface by Λ * ) and that the operators L i converge to the Jacobi operator on Λ * , which is simply L ∞ = ∆ + 2(n − 1). Let q i be the point where ρ i (q i ) γ u i (q i ) = 1; then up to a subsequence, either q i → q ∈ Λ * , or else q i converges to a gluing point. These two scenarios will be ruled out in turn. In what follows, adapted local coordinates will always be used in the neighbourhood of radius α about a gluing point; these are of the form (µ, x) where µ = (x, y) ∈ R p1 × R p2 and z ∈ R. Case 1. Suppose q i → q ∈ Λ * .
In this case, there exists R 0 so that for any R < R 0 the sequence q i remains inΛ i \ B R when i is sufficiently large, where B R is the union of balls of radius R about each of the gluing points. Furthermore, = O(1). One can perform the above procedure for any R < R 0 . Because the estimates used above to extract the subsequence converging to u R are independent of R, one can extract a further diagonal subsequence with R → 0 that converges to a C 2,β function u 0 defined on Λ * . But this limit function satisfies L ∞ u 0 = 0 and the estimate u 0 (µ) µ γ 0,Λ * = O(1). Since γ < n − 3, one can conclude using Proposition 8 that any singularity at the gluing points must be removable and so u 0 must be a smooth solution of L ∞ u = 0 on one of the two copies of the unique minimal Clifford hypersurface Λ p1,p2 a0
. Furthermore, since u 0 is the limit of functions in B 2,β,γ εi that are invariant under the symmetries in the group G, then u 0 must be invariant under these symmetries as well. However, any smooth solution of L ∞ u = 0 on Λ p1,p2 a0 must be one of the Jacobi fields given in Lemma 6; and they do not possess these symmetries according to Proposition 7. This contradiction rules out Case 1.
Case 2. Suppose without loss of generality that q i converges to the gluing point µ 0 .
This second case will be ruled out by using a blow-up analysis in the neck corresponding to the gluing point µ 0 . Define a re-scaled coordinate ν = µ/ε i in the ball of radius α/2 about µ 0 and a rescaled function v i = ε γ i u i . Let ν i = q i /ε i be the re-scaled coordinates of the point whereρ γ v i has its maximum, and suppose first that ν i → ν ∞ ∈ R p1 × R p2 , at least up to a subsequence. (The other possibility, that ν i → ∞, will be dealt with in due course.) The reader should recall that α is so small that it is possible to assume that the = O(ε 2+γ ), this can always be done so long as ε is sufficiently small. This concludes the proof of the Main Theorem.
