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1. Introduction
Structure results for commutative table algebras and association schemes were studied by
Blau [B2], Ferguson and Turull [FT], and Bannai and Ito [BI], etc. In particular, the usual isomorphism
theorems, the Jordan–Hölder type theorem, and the Krull–Schmidt type theorem hold for commuta-
tive table algebras and association schemes. The purpose of this paper is to prove structure theorems
for arbitrary table algebras. Some of these results are already proved for commutative table algebras,
and some of them are new. We want to study the structures of arbitrary table algebras systematically,
and make our paper self-contained. So we will include all results and their proofs that do not appear
in other papers for completeness. (They are needed to prove the new results in this paper.) However,
our focus is to prove new results for noncommutative table algebras, and our proofs are not general-
izations of the proofs for commutative table algebras. This paper is written based on the preprint [X7].
The author is grateful to H.I. Blau for his comments on [X7], which led to the current article.
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of a table algebra (A,B), the order of S is denoted by o(S). For any closed subsets M and N of B, in
Section 2 below we will prove that
o(MN) = o(M)o(N)
o(M∩N) .
(Although this is an analog of a well-known result for ﬁnite groups, this result was not even proved
for commutative table algebras.) Homomorphisms of table algebras are important tools to study the
structures of table algebras. Basic properties that hold for homomorphisms of most algebraic struc-
tures also hold for homomorphisms of table algebras. For a standard table algebra (A,B) and any
closed subset N of B, the quotient table algebra (A//N,B//N) is always deﬁned, whether N is a nor-
mal closed subset or not. For any two closed subsets M and N of B such that MN is also a closed
subset of B, we have table algebras (C(MN//N),MN//N) and (C(M//M∩N),M//M∩N). However in
general these two table algebras are not isomorphic. It is easy to prove that they are isomorphic if
N is normal; but this condition is not necessary. In Section 4 below we will present suﬃcient and
necessary conditions under which(
C(MN//N),MN//N
)∼=x (C(M//M∩N),M//M∩N).
(∼=x means exactly isomorphic. See Section 3 below for the deﬁnition.)
Direct products of closed subsets of commutative table algebras and association schemes were
studied by Blau [B2], and Ferguson and Turull [FT]. As a direct consequence of a theorem of Ore [O],
the Krull–Schmidt type theorem is proved for commutative table algebras and association schemes
in [B2] and [FT], respectively. However, either the result or the method of Ore cannot be applied to
noncommutative table algebras or association schemes. In this paper we will develop a method that
proves the Krull–Schmidt type theorem for arbitrary table algebras (see Theorem 5.6). Furthermore,
assume that (A,B) is a standard table algebra such that 1A is the only thin element of B. If B is
decomposed into a direct product of indecomposable normal closed subsets of B, then we will prove
that such a decomposition is unique (see Theorem 5.15). By applying the results proved for table
algebras, we will obtain a few new results for association schemes.
For the rest of the section, let us state some necessary deﬁnitions, notation, and known results.
Throughout this paper, C denotes the complex numbers, and R+ the positive real numbers. For any
set X , let CX denote the C-space with basis X .
Deﬁnition 1.1. A table algebra (A,B) is a ﬁnite dimensional associative algebra A over the complex
numbers C, and a distinguished basis B for A such that the following properties hold:
(i) The identity element of A, 1A , is in B. (Usually we will write 1 for 1A .)
(ii) The structure constants for B are nonnegative real numbers; that is, for all a,b ∈ B,
ab =
∑
c∈B
λabcc, for some λabc ∈ R+ ∪ {0}.
(iii) There is an algebra antiautomorphism (denoted by ∗) of A such that (a∗)∗ = a for all a ∈ A and
B∗ = B, where B∗ = {b∗ | b ∈ B}.
(iv) For all a,b ∈ B, λab1 = 0 if b = a∗; and λaa∗1 > 0.
Let (A,B) be a table algebra. Then B is called a table algebra basis. Note that for any a ∈ B, λaa∗1 =
λa∗a1 > 0. (See the Remark after Deﬁnition 1.1 in [X4] for more details.) It is well known that there
is a unique algebra homomorphism | |A : A → C such that |b|A > 0 and |b|A = |b∗|A for all b ∈ B (see
Proposition 3.12 and Theorem 3.14 of [AFM]). The algebra homomorphism | |A : A → C is called the
degree map of (A,B), and the values of |b|A , for all b ∈ B, are called the degrees of (A,B). Usually we
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for all b ∈ B, |b| = λbb∗1. If (A,B) is standard, then we may simply say that B is standard.
Let (A,B) be a table algebra. Let B′ = {kbb | b ∈ B}, where k1 = 1, and kb = kb∗ ∈ R+ for all b ∈ B.
Then B′ is called a rescaling of B. (See Section 2 in [AB].) Note that (A,B′) is also a table algebra,
and any table algebra (A,B) can be rescaled to a standard table algebra. Since a table algebra can be
rescaled to a hypergroup (cf. [X6]) or a fusion rule algebra (cf. [FK]), the results in this paper can also
be applied to hypergroups and fusion rule algebras.
Let X be a ﬁnite set, and S a partition of X × X . Then S is called an association scheme on X if the
following properties hold:
(i) 1X ∈ S , where 1X := {(x, x) | x ∈ X}. (We will simply denote 1X by 1.)
(ii) For any s ∈ S , s∗ is also in S , where s∗ := {(y, z) | (z, y) ∈ s}.
(iii) For any p,q, r ∈ S , there exists a nonnegative integer apqr such that for any (y, z) ∈ r, there exist
exactly apqr elements x ∈ X with (y, x) ∈ p and (x, z) ∈ q. (apqr are called structure constants.)
Let S be an association scheme on a ﬁnite set X . Then we say that (X, S) is an association scheme.
For any s ∈ S , let σs be the adjacency matrix of s. That is, σs is the matrix whose rows and columns
are indexed by the elements of X and whose (x, y)-entry is 1 if (x, y) ∈ s or 0 otherwise. Note that
for any p,q ∈ S ,
σpσq =
∑
r∈S
apqrσr .
Let σS := {σs | s ∈ S}, and C[σS ] the C-space with basis σS . Then (C[σS ], σS) is a standard table alge-
bra, called the Bose–Mesner algebra (or the scheme ring) of (X, S). The antiautomorphism of (C[σS ], σS)
is given by (σs)∗ = σs∗ , ∀s ∈ S . Note that σs∗ is the transpose of the matrix σs . For any s ∈ S , let
ns := ass∗1, called the valency of s. Thus, ns is the sum of any row (or column) of σs . The degree map
of C[σS ] is deﬁned by σs → ns , ∀s ∈ S .
Let (A,B) be a table algebra with degree map | |. For any b ∈ B, the order (or the stable degree, as
called in [BZ]) of b, o(b), is deﬁned by
o(b) := |b|
2
λbb∗1
.
For any nonempty subset S of B, the order of S, o(S), is deﬁned by
o(S) :=
∑
b∈S
o(b),
and S+ is deﬁned by
S+ :=
∑
b∈S
b.
For any rescaling B′ = {kbb | b ∈ B} of B, o(kbb) = o(b) for any b ∈ B, and o(B′) = o(B). That is, the
orders are invariant under rescaling. If (A,B) is standard, then for any b ∈ B, o(b) = |b| = λbb∗1, and
hence for any nonempty subset S of B, o(S) = |S+|.
Let (A,B) be a table algebra. For any a ∈ A with a =∑b∈B αbb, deﬁne
SuppB(a) := {b ∈ B | αb = 0}.
For any nonempty subsets S1,S2, . . . ,Sm of B, deﬁne
S1S2 · · ·Sm :=
⋃
s ∈S ,s ∈S ,...,s ∈S
SuppB(s1s2 · · · sm).1 1 2 2 m m
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product is associative. That is, for any nonempty subsets S, T, U of B, (ST)U = S(TU). For any b ∈ B,
we will write {b}S as bS, S{b}T as SbT, etc.
Let (A,B) be a table algebra. A nonempty subset N of B is called a closed subset (or table subset)
of B if N∗N⊆ N, where N∗ := {b∗ | b ∈ N}. By [BZ, Corollary 2.6], N is a closed subset of B if and only
if NN⊆ N. If N is a closed subset of B, then 1 ∈ N, N∗ = N, and (CN,N) is also a table algebra, called
a table subalgebra of (A,B), where CN is the C-space with basis N. Note that {1} and B are closed
subsets of B, called the trivial closed subsets of B. It is clear that the intersection of closed subsets is
again a closed subset. If both M and N are closed subsets of B, then MN is a closed subset of B if and
only if MN= NM.
Let (A,B) be a table algebra, and N a closed subset of B. If for any b ∈ B, bN= Nb, then N is called
a normal closed subset. Note that the deﬁnition of a normal closed subset in our paper is different
from [BZ] but similar to the deﬁnition of a normal closed subset of an association scheme in [H1].
A remarkable fact about normal closed subsets is that the intersection of normal closed subsets may
not be normal (see Example 2.10 in Section 2 below). If both M and N are normal closed subsets of B,
then MN is also a normal closed subset of B. Recall that both {1} and B are normal closed subsets
of B, called the trivial normal closed subsets of B.
Let (A,B) be a table algebra, and N a nonempty subset of B. Let B′ := {b′ = kbb | b ∈ B} be a
rescaling of B, and N′ := {b′ | b ∈ N}. Then N is a (normal) closed subset of B if and only if N′ is
a (normal) closed subset of B′ . Hence, for the rest of the paper, the assumption that (A,B) is a
standard table algebra causes no loss of generality. If B is standard, and N is a closed subset of B,
then e := o(N)−1N+ is an idempotent of A by [AFM, Proposition 2.3(ii)], and N is a normal closed
subset if and only if e is a central idempotent (see Lemma 2.4(ii) in Section 2 below).
Let (A,B) be a table algebra. Let S, T be closed subsets of B. Then any subset of the form SbT for
some b ∈ B is called an S–T double coset of B. By [BZ, Proposition 2.8], the family of S–T double cosets
forms a partition of B.
Let (A,B) be a standard table algebra and let N be a closed subset of B. For any b ∈ B, deﬁne
b//N := o(N)−1(NbN)+ = o(N)−1
∑
c∈NbN
c.
That is, b//N is the scalar o(N)−1 times the sum in A over the double coset NbN. So b//N depends
only on the double coset NbN but not on the choice of a particular representative b ∈ NbN. Further-
more, deﬁne
B//N := {b//N | b ∈ B} and A//N := C(B//N).
That is, A//N is the C-space with basis B//N.
Theorem 1.2. (See [AFM, Theorem 4.9].) Let (A,B) be a standard table algebra and let N be a closed subset
of B. Then (A//N,B//N) is a standard table algebra such that for all a,b, c ∈ B, (b//N)∗ = b∗//N, |b//N| =
o(N)−1o(NbN), and structure constants
γa//N,b//N,c//N = o(N)−1
∑
r∈NaN, s∈NbN
λrsc .
Furthermore, o(B//N) = o(B)/o(N).
Let (A,B) be a standard table algebra, and N a closed subset of B. Then (A//N,B//N) is called the
quotient table algebra of (A,B) with respect to N. However, we remark that for any b ∈ B, b//N is an
element of A, and A//N is a subalgebra of A. (Do not be confused with table subalgebras.)
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closed subsets in quotient table algebras. Then we present some preliminary results for homomor-
phisms of arbitrary table algebras in Section 3. Some of these properties have been proved for
commutative table algebras by Blau [B2], and some of them are new. We include all the necessary re-
sults to make this section self-contained. In Section 4, we will ﬁrst show that the usual isomorphism
theorems that hold for commutative table algebras also hold for noncommutative table algebras. These
theorems were proved in [X7], and also appeared in [B1] without proofs. We include all these iso-
morphism theorems and their proofs for completeness. Then we prove a new isomorphism theorem
for noncommutative table algebras. Section 5 is devoted to study the direct products of closed subsets
of a standard table algebra and prove the Krull–Schmidt type theorem without assuming that (A,B)
is commutative. Finally in Section 6, by applying the results proved in the previous sections for table
algebras, we obtain a few new results for association schemes.
2. Closed subsets in quotient table algebras
In this section we ﬁrst collect a few known results involving (closed) subsets of table algebras, and
then prove several properties about (closed) subsets in quotient table algebras. These results will be
needed later.
Lemma 2.1. (See Proposition 2.1 of [AFM].) Let (A,B) be a table algebra, and a,b, c ∈ B. Then
c ∈ SuppB(ab) if and only if b ∈ SuppB
(
a∗c
)
if and only if a ∈ SuppB
(
cb∗
)
.
As a direct consequence of Lemma 2.1, we have the following lemma. This lemma is a special case
of a general observation made by R. Dedekind (see [D, Theorem VIII]), and its proof is similar to the
proof of [B2, Lemma 4.9].
Lemma 2.2. Let (A,B) be a table algebra, and let L,M, N be closed subsets of B withM⊆ L. Then
L∩ (MN) =M(L∩N) and L∩ (NM) = (L∩N)M.
The next lemma is very useful in the computations involving elements in quotient table algebras.
Lemma 2.3. (See [BZ, Proposition 2.8, Lemma 2.11] and [AFM, Propositions 2.3 and 4.8].) Let (A,B) be a table
algebra, and letM, N be closed subsets of B. Then the following hold.
(i) The family ofM–N double cosets forms a partition of B.
(ii) If B is standard, then for any b ∈ N, bN+ = N+b = |b|N+ , and hence N+N+ = o(N)N+ .
(iii) If B is standard, then for any b ∈ B,
(MbN)+ = μ(M+bN+), for some μ ∈ R+.
In particular, for any c ∈ B, N+c = α(Nc)+ and cN+ = β(cN)+ for some α,β ∈ R+ .
Let (A,B) be a table algebra, and N a closed subset of B. Then for any b, c ∈ B, Lemma 2.3(i)
implies that bN = cN if and only if b ∈ cN, Nb = Nc if and only if b ∈ Nc, and NbN = NcN if and only
if b ∈ NcN.
Lemma 2.4. Let (A,B) be a standard table algebra. Let N be a closed subset of B, and e = o(N)−1N+ . Then the
following hold.
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b//N= |b//N|A//N|b|A (ebe).
(ii) For any b ∈ B, bN= Nb if and only if be = eb.
(iii) For any b ∈ B, bN= N if and only if be = |b|e, and Nb = N if and only if eb = |b|e.
Proof. (i) Since there is μ ∈ R+ such that (NbN)+ = μ(N+bN+) by Lemma 2.3(iii), we see that
b//N= o(N)−1(NbN)+ = o(N)μ(ebe), and |b//N|A//N = o(N)−1|(NbN)+|A = o(N)μ|b|A . So (i) holds.
(ii) By Lemma 2.3(iii), there are α,β ∈ R+ such that N+b = α(Nb)+ and bN+ = β(bN)+ . So if
be = eb, then clearly bN= Nb. On the other hand, if bN= Nb, then β(N+b) = βα(Nb)+ = αβ(bN)+ =
α(bN+). So |β(N+b)|A = |α(bN+)|A , and hence α = β . Thus be = eb, and (ii) holds.
(iii) As in the proof of (ii), bN+ = β(bN)+ for some β ∈ R+ . So if be = |b|e, then clearly bN = N.
On the other hand, if bN = N, then be = βe. Hence |be| = |βe|. So β = |b|, and be = |b|e. This proves
that bN = N if and only if be = |b|e. Similarly, we can prove that Nb = N if and only if eb = |b|e. So
(iii) holds. 
Let (A,B) be a standard table algebra, N a closed subset of B, and (A//N,B//N) the quotient table
algebra. Let e = o(N)−1N+ . Then A//N= eAe by Lemma 2.4(i).
Let (A,B) be a standard table algebra, and N a closed subset of B. For any nonempty subset R of B,
deﬁne
R//N := {b//N | b ∈ R}.
The next lemma gives properties involving subsets R//N of B//N. Some similar properties for subsets
of the quotient scheme of an association scheme can be found in [X1].
Lemma 2.5. Let (A,B) be a standard table algebra, andN a closed subset of B. Let R and L be nonempty subsets
of B. Then the following hold.
(i) R//N= RN//N= NR//N= NRN//N.
(ii) R//N= L//N if and only if NRN= NLN.
(iii) (R//N)(L//N) = (RNL)//N.
(iv) (R//N) ∩ (L//N) = (NRN∩NLN)//N.
Proof. (i) Since R ⊆ RN, we see that R//N ⊆ RN//N. On the other hand, let b ∈ RN. Then b ∈ cN for
some c ∈ R. So NbN ⊆ N(cN)N = NcN. Thus, NbN = NcN, and hence b//N = c//N ∈ R//N. This proves
that RN//N⊆ R//N. Therefore, R//N = RN//N. Similarly, we can prove that R//N= NR//N. Thus, we
also have that R//N= NRN//N, and (i) holds.
(ii) If NRN = NLN, then R//N = L//N by (i). Now assume that R//N = L//N. Let b ∈ R. Then
b//N ∈ R//N = L//N, and hence b//N = c//N for some c ∈ L. Thus, NbN = NcN ⊆ NLN, for any b ∈ R.
Therefore, NRN =⋃b∈R NbN ⊆ NLN. Similarly, we can prove that NLN ⊆ NRN. So NRN = NLN, and
(ii) holds.
(iii) Let a,b, c ∈ B. Then by Theorem 1.2, c//N ∈ SuppB//N((a//N)(b//N)) if and only if c ∈
(NaN)(NbN) = NaNbN. Therefore, (R//N)(L//N) = (NRNLN)//N. Hence, (R//N)(L//N) = (RNL)//N
by (i), and (iii) holds.
(iv) Clearly (NRN ∩ NLN)//N ⊆ (R//N) ∩ (L//N) by (i). On the other hand, let b ∈ R and c ∈ L
such that b//N = c//N. Then NbN = NcN. Thus, b ∈ NRN ∩ NLN, and hence b//N ∈ (NRN ∩ NLN)//N.
This proves that (R//N) ∩ (L//N) ⊆ (NRN ∩ NLN)//N. So (NRN ∩ NLN)//N = (R//N) ∩ (L//N), and
(iv) holds. 
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Corollary 2.6. Let (A,B) be a standard table algebra, and M, N closed subsets of B such that N⊆M. Then the
following hold.
(i) M//N is a closed subset of B//N.
(ii) IfM is a normal closed subset of B, thenM//N is also a normal closed subset of B//N.
(iii) Assume that N is a normal closed subset of B. Then M//N is a normal closed subset of B//N if and only if
M is a normal closed subset of B.
Proof. (i) Since (M//N)(M//N) = (MNM)//N = M//N by Lemma 2.5(iii), M//N is a closed subset
of B//N.
(ii) For any b ∈ B, bM=Mb and Lemma 2.5(iii) imply that
(b//N)(M//N) = (bNM)//N= bM//N=Mb//N=MNb//N= (M//N)(b//N).
So M//N is a normal closed subset of B//N.
(iii) From (ii) we only need to prove that if M//N is a normal closed subset of B//N, then M is
also a normal closed subset of B. For any b ∈ B, if M//N is a normal closed subset of B//N, then
bM//N=Mb//N by the proof of (ii). So NbMN= NMbN by Lemma 2.5(ii). Since N is a normal closed
subset of B and N⊆M, we see that bM=Mb. So M is a normal closed subset of B. 
The next lemma gives a few interesting properties about the orders of subsets of a table algebra
basis. Lemma 2.7(ii) below is proved for subsets of an association scheme in [Z, Lemma 1.4.2]. Our
proof here is different from the proof of [Z, Lemma 1.4.2]. Note that Lemma 2.7(iii) is a special case
of Lemma 2.7(iv), and is used to prove Lemma 2.7(iv).
Lemma 2.7. Let (A,B) be a standard table algebra, and N a closed subset of B. Then the following hold.
(i) Let R be a nonempty subset of B. Then o(R//N) = o(NRN)/o(N).
(ii) Let R be a nonempty subset of B. Then o(RN) o(R)o(N), and o(NR) o(N)o(R).
(iii) LetM be a closed subset of B such thatM∩N= {1}. Then o(MN) = o(M)o(N).
(iv) LetM be a closed subset of B. Then
o(MN) = o(M)o(N)
o(M∩N) .
Proof. (i) Let R//N= {b1//N,b2//N, . . . ,bs//N}, where b1,b2, . . . ,bs ∈ R. Then NRN=⋃si=1NbiN, and
NbiN∩Nb jN= ∅ for any 1 i < j  s. Hence, o(NRN) =∑si=1 o(NbiN). Thus,
o(R//N) =
s∑
i=1
o(bi//N) =
s∑
i=1
o(NbiN)
o(N)
= o(NRN)
o(N)
.
So (i) holds.
(ii) Let b ∈ B. Then by Lemma 2.3(iii), bN+ = α(bN)+ for some α ∈ R+ . Note that α =∑c∈N λbcb 
λb1b = 1. So o(bN) |b|o(N). Thus,
o(RN)
∑
b∈R
o(bN)
∑
b∈R
|b|o(N) = o(R)o(N).
That is, o(RN) o(R)o(N). Similarly, we can prove that o(NR) o(N)o(R). So (ii) holds.
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λbcb = 0. Then b ∈ SuppB(bc). Hence by Lemma 2.1, c ∈ SuppB(b∗b) ⊆ M. So M ∩ N = {1} forces that
c = 1. Thus, α = λb1b = 1. Hence for any b ∈ M, bN+ = (bN)+ , and o(bN) = |b|o(N). Let b,d ∈ M
such that bN ∩ dN = ∅. Then bN = dN by Lemma 2.3(i). Thus, b ∈ SuppB(dc) for some c ∈ N. So c ∈
SuppB(d
∗b) ⊆ M, and hence c = 1. Therefore, we must have b = d. Thus, for any b,d ∈ M such that
b = d, bN and dN are disjoint. Hence,
o(MN) =
∑
b∈M
o(bN) =
∑
b∈M
|b|o(N) = o(M)o(N).
So (iii) holds.
(iv) Note that M∩N is a closed subset of B, M//M∩N and N//M∩N are closed subsets of B//M∩N,
and o(M//M ∩ N) = o(M)/o(M ∩ N), o(N//M ∩ N) = o(N)/o(M ∩ N). Furthermore, by Lemma 2.5(iv),
(M//M∩N) ∩ (N//M∩N) = (M∩N)//M∩N= {1//M∩N}. Thus, from (iii) we get that
o
(
(M//M∩N)(N//M∩N))= o(M//M∩N)o(N//M∩N) = o(M)o(N)[o(M∩N)]2 . (2.1)
On the other hand, Lemma 2.5(iii) implies that
(M//M∩N)(N//M∩N) =MN//M∩N.
Since (M∩N)MN(M∩N) =MN, the above equality and (i) force that
o
(
(M//M∩N)(N//M∩N))= o(MN)
o(M∩N) .
Thus, (2.1) implies that o(MN) = o(M)o(N)/o(M∩N). So (iv) holds. 
Remark. Since the orders of elements and subsets of a table algebra basis are invariant under rescal-
ing, Lemma 2.7(ii)–(iv) also hold without assuming that B is standard.
Let G be a ﬁnite group, and H, K subgroups of G . Then |HK | = |H||K |/|H ∩ K |. Lemma 2.7(iv) can
be regarded as a generalization of this result.
The next correspondence theorem is well known for most algebraic structures. This result can be
found in [X7]. Also see [B1].
Theorem 2.8. Let (A,B) be a standard table algebra, and N a closed subset of B. Then the following hold.
(i) The map
Φ : {closed subsets of B containing N} −→ {closed subsets of B//N},
M −→M//N
is bijective. Furthermore, if M is a normal closed subset of B containing N, then M//N is a normal closed
subset of B//N.
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Ψ : {normal closed subsets of B containing N} −→ {normal closed subsets of B//N},
M −→M//N
is bijective if and only if N is normal.
Proof. (i) Let M be a closed subset of B such that N ⊆ M. Then by Corollary 2.6(i), M//N is a closed
subset of B//N. So Φ is well deﬁned. Let M, L be closed subsets of B such that N ⊆ M, N ⊆ L, and
M//N = L//N. Then NMN = NLN by Lemma 2.5(ii). Hence M = L, and Φ is injective. Now for any
closed subset W of B//N, let M := {b ∈ B | b//N ∈W}. Then M//N=W. Thus, (M//N)(M//N) =M//N
and Lemma 2.5(iii), (ii) imply that NMNMN = NMN. That is, (NMN)(NMN) = NMN. Hence, NMN is a
closed subset of B. But NMN//N=M//N by Lemma 2.5(i). So Φ is surjective. Hence Φ is a bijection.
Furthermore, if M is a normal closed subset of B containing N, then by Corollary 2.6(ii), M//N is also
a normal closed subset of B//N. This proves (i).
(ii) Ψ is well deﬁned and injective by (i). So Ψ is bijective if and only if Ψ is surjective. If Ψ
is surjective, since {1//N} is a normal closed subset of B//N, and {1//N} = N//N, we see that N
is a normal closed subset of B. Now assume that N is a normal closed subset of B. Then for any
normal closed subset W of B//N, there is a closed subset M of B such that N ⊆ M and M//N = W
by (i). Hence, M is also a normal closed subset of B by Corollary 2.6(iii). So Ψ is surjective, and
(ii) holds. 
Let (A,B) be a standard table algebra, and N a closed subset of B that is not normal. The next
example indicates that although B//N has nontrivial normal closed subsets, B may not have nontrivial
normal closed subsets that contain N.
Example 2.9. (The association scheme is adapted from [H2].) Let (X, {Ri}0i7) be an association
scheme such that
7∑
i=0
i Ai =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 3 4 4 5 5 6 6 7 7
1 0 3 2 4 4 5 5 6 6 7 7
2 3 0 1 6 6 7 7 4 4 5 5
3 2 1 0 6 6 7 7 4 4 5 5
4 4 7 7 0 1 6 6 5 5 2 3
4 4 7 7 1 0 6 6 5 5 3 2
5 5 6 6 7 7 0 1 2 3 4 4
5 5 6 6 7 7 1 0 3 2 4 4
7 7 4 4 5 5 2 3 0 1 6 6
7 7 4 4 5 5 3 2 1 0 6 6
6 6 5 5 2 3 4 4 7 7 0 1
6 6 5 5 3 2 4 4 7 7 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where Ai is the adjacency matrix of Ri , 0 i  7. Consider its Bose–Mesner algebra (A,B), where B=
{A0, A1, . . . , A7}. Let N := {A0, A3}. Then N is a closed subset of B, but N is not normal. We can verify
that B itself is the only normal closed subset of B that contains N. But B//N= {A0//N, A1//N, A4//N}
has a nontrivial normal closed subset: {A0//N, A1//N}.
The next example says that the intersection of two normal closed subsets may not be normal. Ex-
ample 2.10 also indicates that the intersection of two normal closed subsets of an association scheme
may not be normal. (For the deﬁnition of a normal closed subset of an association scheme, see Sec-
tion 6.)
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scheme such that
9∑
i=0
i Ai =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9
1 0 3 3 2 2 5 5 4 4 8 8 9 9 6 6 7 7
2 3 0 2 1 3 6 7 8 9 4 7 4 6 5 9 5 8
2 3 2 0 3 1 7 6 9 8 7 4 6 4 9 5 8 5
3 2 1 3 0 2 8 9 6 7 5 9 5 8 4 7 4 6
3 2 3 1 2 0 9 8 7 6 9 5 8 5 7 4 6 4
4 5 6 7 9 8 0 4 5 1 7 2 2 6 3 9 8 3
4 5 7 6 8 9 4 0 1 5 2 7 6 2 9 3 3 8
5 4 9 8 6 7 5 1 0 4 3 9 8 3 7 2 2 6
5 4 8 9 7 6 1 5 4 0 9 3 3 8 2 7 6 2
6 9 4 7 5 8 7 2 3 8 0 6 4 2 5 3 1 9
6 9 7 4 8 5 2 7 8 3 6 0 2 4 3 5 9 1
7 8 4 6 5 9 2 6 9 3 4 2 0 7 1 8 5 3
7 8 6 4 9 5 6 2 3 9 2 4 7 0 8 1 3 5
9 6 5 8 4 7 3 8 7 2 5 3 1 9 0 6 4 2
9 6 8 5 7 4 8 3 2 7 3 5 9 1 6 0 2 4
8 7 5 9 4 6 9 3 2 6 1 8 5 3 4 2 0 7
8 7 9 5 6 4 3 9 6 2 8 1 3 5 2 4 7 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where Ai is the adjacency matrix of Ri , 0  i  9. Let (A,B) be the Bose–Mesner algebra of
the association scheme (X, {Ri}0i9), where B = {A0, A1, . . . , A9}. We can verify that both M :=
{A0, A1, A2, A3} and N := {A0, A1, A4, A5} are normal closed subsets of B, but M∩N= {A0, A1} is not
a normal closed subset of B.
3. Homomorphisms of table algebras
Homomorphisms for C-algebras, commutative table algebras, and the Bose–Mesner algebras (or
scheme rings) of association schemes have been studied by many people. For example, see [AFM,B2,
BI,H1,X2,X3,X5,X8,Z]. In this section we prove some basic properties for homomorphisms of arbitrary
table algebras. These results will be needed later. Some of these properties have already been proved
for commutative table algebras or the Bose–Mesner algebras of association schemes; some of them
are new. We include all the necessary results here to make this section self-contained.
The next deﬁnition is adapted from [B2, Deﬁnition 1.8].
Deﬁnition 3.1. Let (A,B) and (U ,V) be table algebras. A map ϕ : A → U is called a table algebra
homomorphism of (A,B) into (U ,V) if
(i) ϕ : A → U is an algebra homomorphism; and
(ii) ϕ(B) := {ϕ(b) | b ∈ B} consists of positive scalar multiples of elements of V.
Note that Deﬁnition 3.1 is slightly different from the deﬁnition in [BI, p. 149] which requires
that ϕ(1A) = 1U , and is also slightly different from the deﬁnition in [AFM] which requires that
ϕ(b∗) = ϕ(b)∗ , ∀b ∈ B. We will prove that any table algebra homomorphism has these two properties
(see Proposition 3.3 below).
A table algebra homomorphism is called a monomorphism (epimorphism, isomorphism, resp.) if it
is injective (surjective, bijective, resp.). Two table algebras (A,B) and (U ,V) are called isomorphic,
denoted by (A,B) ∼= (U ,V) or simply B ∼= V, if there exists a table algebra isomorphism ϕ : (A,B) →
(U ,V). If ϕ : (A,B) → (U ,V) is a table algebra isomorphism, then ϕ−1 : (U ,V) → (A,B) is also a table
algebra isomorphism. If ϕ : (A,B) → (U ,V) is a table algebra isomorphism such that ϕ(B) = V, then
we say that (A,B) and (U ,V) are exactly isomorphic, and denote (A,B) ∼=x (U ,V) or simply B ∼=x V.
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below).
Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism. Let
B′ and V′ be rescalings of B and V, respectively. Then ϕ is still a table algebra homomorphism from
(A,B′) to (U ,V′). Let (X,Y) be a table algebra, and ψ : (U ,V) → (X,Y) a table algebra homomorphism.
Then ψϕ is a table algebra homomorphism from (A,B) to (X,Y).
Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism. For
any b ∈ B, let ϕ(b)V := SuppV(ϕ(b)), and for any nonempty subset N of B, deﬁne
ϕ(N)V :=
{
ϕ(b)V
∣∣ b ∈ N}.
In particular, ϕ(B)V is denoted by ImV(ϕ), and called the image of ϕ in V. For any v ∈ V, deﬁne
ϕ−1(v)B := {b ∈ B | ϕ(b)V = v}, and for any nonempty subset W of V, deﬁne
ϕ−1(W)B :=
{
b ∈ B ∣∣ ϕ(b)V ∈W}.
The next easy lemma is very useful.
Lemma 3.2. Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism.
Then the following hold.
(i) For any b ∈ B, |ϕ(b)|U = |b|A .
(ii) For any b ∈ B, if ϕ(b)V = v, then
ϕ(b) = |b|A|v|U v.
(iii) For any nonempty subsets S and T of B, ϕ(ST)V = ϕ(S)Vϕ(T)V .
Proof. Clearly | |Uϕ : A → C is a degree map. So | |A = | |Uϕ by [AFM, Proposition 3.12]. Hence (i)
holds. Now (ii) follows directly from (i). (iii) is straightforward. 
The next proposition collects some basic properties of table algebra homomorphisms.
Proposition 3.3. Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomor-
phism. Then the following hold.
(i) ϕ(1A) = 1U .
(ii) For any b ∈ B, ϕ(b∗) = ϕ(b)∗ .
(iii) If N is a closed subset of B, then ϕ(N)V is a closed subset of V. Furthermore, if N is a normal closed subset
of B and ϕ is surjective, then ϕ(N)V is also a normal closed subset of V.
(iv) IfW is a closed subset of V, then ϕ−1(W)B is a closed subset of B.
Proof. Let us ﬁrst prove (iii). Let v,w ∈ ϕ(N)V . Then there are b, c ∈ N such that ϕ(b) = μbv and
ϕ(c) = μcw , where μb = |b|A/|v|U and μc = |c|A/|w|U by Lemma 3.2(ii). Since N is a closed subset
of B, we see that bc =∑a∈N λbcaa. Hence μbμc vw = ϕ(b)ϕ(c) =∑a∈N λbcaϕ(a). Thus, SuppV(vw) ⊆
ϕ(N)V for any v,w ∈ ϕ(N)V . Therefore, ϕ(N)V is a closed subset of V. Furthermore, if N is a normal
closed subset of B and ϕ is surjective, then by Lemma 3.2(iii), ϕ(N)V is also a normal closed subset
of V. So (iii) holds.
Now we prove (i). From (iii), ϕ(B)V is a closed subset of V. Hence 1U ∈ ϕ(B)V . Thus, by
Lemma 3.2(ii), there exists b ∈ B such that ϕ(b) = |b|A1U . Therefore, |b|Aϕ(1A) = (|b|A1U )ϕ(1A) =
ϕ(b)ϕ(1A) = ϕ(b) = |b|A1U . So ϕ(1A) = 1U , and (i) holds.
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|b|A/|v|U , and μb∗ = |b∗|A/|w|U by Lemma 3.2(ii). Thus, (i) implies that
μbμb∗ vw = ϕ(b)ϕ
(
b∗
)= ϕ(bb∗)=∑
c∈B
λbb∗cϕ(c) = λbb∗11U +
∑
c∈B\{1A}
λbb∗cϕ(c).
Since λbb∗1 > 0 and every λbb∗c  0, we see that 1U ∈ SuppV(vw). Hence w = v∗ . But |b|A = |b∗|A ,
and |v|U = |v∗|U . So ϕ(b∗) = ϕ(b)∗ , and (ii) holds.
The proof of (iv) is similar to the proof of (iii). 
Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism. If
W is a normal closed subset of V, then ϕ−1(W)B is a normal closed subset of B (see Corollary 3.7
below).
Deﬁnition 3.4. Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homo-
morphism. Then the kernel of ϕ in B is deﬁned by
kerB ϕ := ϕ−1(1U )B.
Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism.
By Proposition 3.3(iv), kerB ϕ is a closed subset of B. In the following we show that kerB ϕ is a
normal closed subset. Proposition 3.5(ii), (iii) below are proved for the scheme ring homomorphisms
of association schemes in [X2, Theorem 2.6]. Proposition 3.5(ii) can be found in [X7, Theorem 3.1(i)].
The author is indebted to H. Blau for pointing out a better proof of [X7, Theorem 3.1(i)], which led to
Proposition 3.5(i) below and its proof.
Proposition 3.5. Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomor-
phism. Then the following hold.
(i) For any nonempty subsetM of B,
ϕ−1
(
ϕ(M)V
)
B =MkerB ϕ = (kerB ϕ)M.
(ii) kerB ϕ is a normal closed subset of B.
(iii) ϕ is injective if and only if kerB ϕ = {1A}.
Proof. (i) Let us ﬁrst prove that ϕ−1(ϕ(M)V)B =MkerB ϕ . By Lemma 3.2(iii),
ϕ(MkerB ϕ)V = ϕ(M)Vϕ(kerB ϕ)V = ϕ(M)V.
So MkerB ϕ ⊆ ϕ−1(ϕ(M)V)B . On the other hand, let b ∈ ϕ−1(ϕ(M)V)B . Then ϕ(b)V = ϕ(c)V for some
c ∈M. Hence, Proposition 3.3(ii) and Lemma 3.2(ii) imply that
ϕ
(
c∗b
)= ϕ(c)∗ϕ(b) = |c|A |b|A|ϕ(c)V|U |ϕ(b)V|U
[
ϕ(c)V
]∗
ϕ(b)V.
Thus, 1U ∈ SuppV(ϕ(c∗b)). So there exists d ∈ kerB ϕ such that d ∈ SuppB(c∗b). Therefore, Lem-
ma 2.1 implies that b ∈ SuppB(cd) ⊆ MkerB ϕ . This proves that ϕ−1(ϕ(M)V)B ⊆ MkerB ϕ . Hence,
ϕ−1(ϕ(M)V)B =MkerB ϕ . Similarly, we can prove that ϕ−1(ϕ(M)V)B = (kerB ϕ)M. So (i) holds.
(ii) For any b ∈ B, b kerB ϕ = (kerB ϕ)b = ϕ−1(ϕ(b)V)B by (i). So kerB ϕ is a normal closed subset
of B, and (ii) holds.
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that ϕ is injective. That is, we want to prove that as C-spaces, ϕ(A) := {ϕ(a) | a ∈ A} and A have the
same dimension. Since for any b ∈ B, ϕ(b) is a positive scalar multiple of an element in V, it is enough
to show that for any b, c ∈ B, if b = c then ϕ(b)V = ϕ(c)V . But this is clear by (i). So ϕ is injective,
and (iii) holds. 
Proposition 3.5 has a few corollaries. One direction of the next corollary is a direct consequence of
Proposition 3.5(ii).
Corollary 3.6. (See [X3, Theorem 2.1].) Let (A,B) be a standard table algebra, and N a closed subset of B. Then
there is a table algebra epimorphism π : (A,B) → (A//N,B//N) such that
π(b) = |b|A|b//N|A//N (b//N), ∀b ∈ B
if and only if N is a normal closed subset of B.
Let (A,B) be a standard table algebra, and N a normal closed subset of B. Then the table algebra
epimorphism π : (A,B) → (A//N,B//N) given in Corollary 3.6 is called the canonical epimorphism
from (A,B) to (A//N,B//N).
Corollary 3.7. Let (A,B) and (U ,V) be standard table algebras, and ϕ : (A,B) → (U ,V) a table algebra ho-
momorphism. IfW is a normal closed subset of V, then ϕ−1(W)B is a normal closed subset of B.
Proof. Since W is a normal closed subset of V, by Corollary 3.6 we have the canonical epimorphism
π : (U ,V) → (U//W,V//W). Hence πϕ : (A,B) → (U//W,V//W) is a table algebra homomorphism.
So ϕ−1(W)B = kerB(πϕ) is a normal closed subset of B by Proposition 3.5(ii). 
Recall that the intersection of normal closed subsets may not be normal. But we have the next
corollary. This corollary will be needed later.
Corollary 3.8. Let (A,B) be a standard table algebra, and let L, M, N be closed subsets of B such that M is a
normal closed subset of L. ThenM∩N is a normal closed subset of L∩N.
Proof. Since M is a normal closed subset of L, we have the canonical epimorphism π : (CL,L) →
(C(L//M),L//M). Let πL∩N be the restriction of π to (C(L∩N),L∩N). Then πL∩N : (C(L∩N),L∩N) →
(C(L//M),L//M) is a table algebra homomorphism, and kerL∩N(πL∩N) = (L∩N)∩M=M∩N. So M∩N
is a normal closed subset of L∩N by Proposition 3.5(ii). 
Now we study the relationship between the orders of a basis element and its image under a
table algebra homomorphism. The next proposition is proved for commutative table algebras in [XB,
Lemma 4.2].
Proposition 3.9. Let (A,B) and (U ,V) be standard table algebras, and ϕ : (A,B) → (U ,V) a table algebra
homomorphism. Then the following hold.
(i) For any b ∈ B, |b|A  |ϕ(b)V|U .
(ii) If ϕ is injective, then for any b ∈ B, ϕ(b) ∈ V and |b|A = |ϕ(b)V|U .
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and ϕ(1A) = 1U imply that
λbb∗11U +
∑
c∈B\{1A}
λbb∗cϕ(c) = (|b|A)
2
(|v|U )2
(
λvv∗11U +
∑
w∈V\{1U }
λvv∗ww
)
. (3.1)
Comparing the coeﬃcients of 1U in both sides of (3.1), we get that
λbb∗1 
(|b|A)2
(|v|U )2 λvv
∗1.
Since both B and V are standard, we see that |b|A  |v|U . So (i) holds.
If ϕ is injective, by comparing the coeﬃcients of 1U in both sides of (3.1), we get that
λbb∗1 = (|b|A)
2
(|v|U )2 λvv
∗1
by Proposition 3.5(iii). So B and V both standard imply that |b|A = |v|U . Hence ϕ(b) = v ∈ V, |b|A =
|ϕ(b)V|U , and (ii) holds. 
The following corollary is immediate.
Corollary 3.10. Let (A,B) and (U ,V) be standard table algebras such that (A,B) ∼= (U ,V). Then (A,B) ∼=x
(U ,V).
Let (A,B) be a table algebra. An element b ∈ B is called a thin (or linear) element if bb∗ = λbb∗11.
If B is standard, then any b ∈ B is thin if and only if |b| = 1. See [AFM, Section 4] or [BZ, Section 2]
for more details.
Corollary 3.11. Let (A,B) and (U ,V) be standard table algebras, and ϕ : (A,B) → (U ,V) a table algebra
homomorphism. Assume that 1A is the only thin element of B. Then ϕ is injective if and only if for any b ∈ B,
ϕ(b) ∈ V.
Proof. If ϕ is injective, then by Proposition 3.9(ii), ϕ(b) ∈ V, ∀b ∈ B. Now assume that for any b ∈ B,
ϕ(b) ∈ V. Let c ∈ kerB ϕ . Then by Lemma 3.2(ii), ϕ(c) = |c|A1U . So ϕ(c) ∈ V implies that |c|A = 1.
Hence c is a thin element of B by [AFM, Proposition 4.6(i)]. Since 1A is the only thin element of B,
we see that c = 1A , and hence kerB ϕ = {1A}. Therefore, ϕ is injective by Proposition 3.5(iii). 
4. Isomorphism theorems
In this section we will ﬁrst prove that the usual isomorphism theorems that hold for commutative
table algebras also hold for arbitrary table algebras. Then we present an isomorphism theorem (The-
orem 4.8) for noncommutative table algebras. The next theorem was proved for the scheme ring of a
naturally valenced association scheme by Xu [X2, Theorem 2.9].
Theorem 4.1. Let (A,B) and (U ,V) be standard table algebras, and ϕ : (A,B) → (U ,V) a table algebra ho-
momorphism. Then kerB ϕ is a normal closed subset of B, and ϕ induces a table algebra monomorphism
ϕ˜ : (A//kerB ϕ,B//kerB ϕ) −→ (U ,V)
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π : (A,B) −→ (A//kerB ϕ,B//kerB ϕ).
Furthermore,
B//kerB ϕ ∼=x ImV(ϕ).
Proof. We already know that kerB ϕ is a normal closed subset of B by Proposition 3.5(ii). Let
N := kerB ϕ and e := o(N)−1N+.
Then e is a central idempotent of A by Lemma 2.4(ii), and ϕ(e) = 1 by Lemma 3.2(ii). Let ϕeAe be the
restriction of ϕ to eAe. Then
ϕeAe : eAe −→ U , eae −→ ϕ(a)
is an algebra homomorphism. Note that A//N = eAe, and for any b ∈ B, b//N = |b//N|A//N|b|A (ebe) by
Lemma 2.4(i). So
ϕeAe(b//N) = |b//N|A//N|b|A ϕ(b). (4.1)
Let ϕ˜ = ϕeAe . Then
ϕ˜ : (A//N,B//N) −→ (U ,V)
is a table algebra homomorphism. It is clear that b//N ∈ kerB//N(ϕ˜) if and only if b ∈ kerB ϕ by (4.1).
Therefore, kerB//N(ϕ˜) = {1//N}, and hence ϕ˜ is injective by Proposition 3.5(iii). Thus, ϕ˜ is a table
algebra monomorphism. For any b ∈ B, by Corollary 3.6 we see that ϕ(b) = ϕ˜π(b). So ϕ = ϕ˜π .
Note that ImV(ϕ) is a closed subset of V by Proposition 3.3(iii), and ϕ˜ induces an isomorphism
(A//N,B//N) ∼= (C(ImV ϕ), ImV ϕ). Since both (A//N,B//N) and (C(ImV ϕ), ImV ϕ) are standard, we
see that B//N∼=x ImV(ϕ) by Corollary 3.10. So the theorem holds. 
Theorem 4.1 has a few corollaries.
Let (A,B) and (U ,V) be table algebras, and ϕ : (A,B) → (U ,V) a table algebra homomorphism. Let
KA(ϕ) be the ring-theoretic kernel of ϕ . That is, KA(ϕ) = {a ∈ A | ϕ(a) = 0}. The next two corollaries
describe relations between the table algebra kernels and the ring-theoretic kernels of table algebra
homomorphisms. Similar results for C-algebras can be found in [X8].
Corollary 4.2. Let (A,B) and (U ,V) be standard table algebras, and ϕ : (A,B) → (U ,V) a table algebra ho-
momorphism. Let e := o(kerB ϕ)−1(kerB ϕ)+ . Then KA(ϕ) = A(1− e).
Proof. Since kerB ϕ is a normal closed subset of B by Proposition 3.5(ii), e is a central idempotent
of A. But ϕ(e) = 1 by Lemma 3.2(ii). So A(1 − e) ⊆ KA(ϕ). Let ϕAe be the restriction of ϕ to Ae
(= eAe = A//N). Then ϕAe : Ae → U is an algebra monomorphism by the proof of Theorem 4.1. Thus,
for any a ∈ KA(ϕ), ae ∈ Ae and ϕAe(ae) = ϕ(a)ϕ(e) = 0 imply that ae = 0. Hence, for any a ∈ KA(ϕ),
a = a − ae = a(1− e) ∈ A(1− e). So KA(ϕ) ⊆ A(1− e). Thus, KA(ϕ) = A(1− e). 
Corollary 4.3. Let (A,B), (U ,V) and (X,Y) be standard table algebras, and let ϕ : (A,B) → (U ,V) and
ψ : (A,B) → (X,Y) be table algebra homomorphisms. Then kerB ϕ ⊆ kerB ψ if and only if K A(ϕ) ⊆ KA(ψ).
In particular, kerB ϕ = kerB ψ if and only if K A(ϕ) = KA(ψ).
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if eε = ε. In the following we show that eε = ε if and only if KA(ϕ) ⊆ KA(ψ). By Corollary 4.2,
KA(ϕ) = A(1 − e) and KA(ψ) = A(1 − ε). So if KA(ϕ) ⊆ KA(ψ), then 1 − e ∈ A(1 − ε). Hence (1 −
e)ε = 0. Thus, eε = ε. On the other hand, if eε = ε, then (1− e)(1− ε) = 1− e. Hence, for any a ∈ A,
a(1− e) = a(1− e)(1− ε). Thus, A(1− e) ⊆ A(1− ε). That is, KA(ϕ) ⊆ KA(ψ). 
For the so-called third isomorphism theorem, the next theorem says that we have a much stronger
result for table algebras.
Theorem 4.4. Let (A,B) be a standard table algebra, and M, N closed subsets of B such that N ⊆ M. Then
M//N is a closed subset of B//N, and
(
(A//N)//(M//N), (B//N)//(M//N)
)= (A//M,B//M).
Proof. First of all, M//N is a closed subset of B//N by Theorem 2.8(i). Let eM := o(M)−1M+ ,
eN := o(N)−1N+ , and ε := o(M//N)−1(M//N)+ . Then A//M = eMAeM, A//N = eNAeN , and (A//N)//
(M//N) = ε(A//N)ε. Since o(M//N) = o(M)/o(N), and
(M//N)+ =
∑
b//N∈M//N
b//N=
∑
b//N∈M//N
o(N)−1(NbN)+ = o(N)−1M+,
we see that as elements of A, ε = eM . But N⊆M implies that eNeM = eMeN = eM. So
(A//N)//(M//N) = ε(A//N)ε = eM(eNAeN)eM = eMAeM = A//M.
Hence,
l : (A//N)//(M//N) −→ A//M, x −→ x
is an algebra isomorphism. For any b ∈ B, from Lemma 2.4(i) we see that
b//N= |b//N|A//N|b|A (eNbeN), b//M=
|b//M|A//M
|b|A (eMbeM),
and
(b//N)//(M//N) = |(b//N)//(M//N)|(A//N)//(M//N)|b//N|A//N ε(b//N)ε.
So εeN = eNε = eM implies that
(b//N)//(M//N) = |(b//N)//(M//N)|(A//N)//(M//N)|b//M|A//M (b//M). (4.2)
Hence,
l :
(
(A//N)//(M//N), (B//N)//(M//N)
)−→ (A//M,B//M)
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B//M) are standard, l is also an exact isomorphism by Corollary 3.10. Thus, for any b ∈ B,
l((b//N)//(M//N)) ∈ B//M. But l((b//N)//(M//N)) = (b//N)//(M//N). So (4.2) forces that∣∣(b//N)//(M//N)∣∣
(A//N)//(M//N) = |b//M|A//N and (b//N)//(M//N) = b//M.
Hence, (B//N)//(M//N) = B//M, and the theorem holds. 
Remark. Let us sketch another proof of Theorem 4.4. Let (A,B) be a standard table algebra, and N
a closed subset of B. Let R be a nonempty subset of B. Since A//N is a subalgebra of A, (R//N)+ is
an element of A. From the proof of Lemma 2.7(i) we see that, as an element of A,
(R//N)+ = o(N)−1(NRN)+. (4.3)
Let M be a closed subset of B such that N ⊆ M. Then for any b ∈ B, (MbM//N)+ = o(N)−1(MbM)+
by (4.3). Thus, for any b ∈ B, Lemma 2.5(iii) implies that
(b//N)//(M//N) = o(M//N)−1((M//N)(b//N)(M//N))+
= o(N)
o(M)
(MbM//N)+ = o(M)−1(MbM)+
= b//M.
So Theorem 4.4 holds.
Let (A,B) be a standard table algebra. Let M and N be closed subsets of B such that MN is a closed
subset of B. Then MN//N is a closed subset of B//N, and M//(M∩N) is a closed subset of B//(M∩N).
In the following we study the relations between MN//N and M//(M ∩ N). If (A,B) is commutative,
then by [B2, Theorem 4] and Corollary 3.10, MN//N ∼=x M//(M ∩ N). However, this is not true in
general. (See Example 4.10 below.) The next proposition gives two general relations between MN//N
and M//(M∩N).
Proposition 4.5. Let (A,B) be a standard table algebra. LetM and N be closed subsets of B. Then the following
hold.
(i) dimCC(MN//N) dimCC(M//M∩N).
(ii) IfMN is a closed subset of B, then
o(MN//N) = o(M//M∩N).
Proof. (i) By Lemma 2.5(i), MN//N = M//N = {b//N | b ∈ M}. But for any b, c ∈ M, if b//(M ∩ N) =
c//(M∩N), then clearly b//N= c//N. So (i) holds.
(ii) follows directly from Lemma 2.7(i), (iv). 
The next theorem says that the usuall second isomorphism theorem also holds for table algebras.
This result can be found in [X7].
Theorem 4.6. Let (A,B) be a standard table algebra. Let N and M be closed subsets of B such that for any
b ∈M, bN= Nb. ThenMN is a closed subset of B, N is a normal closed subset ofMN,M∩N is a normal closed
subset of M, and
MN//N∼=x M//M∩N.
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b ∈ MN. Then b ∈ cN for some c ∈ M. Thus, bN ⊆ (cN)N = cN, and hence bN = cN. But cN = Nc. So
b ∈ Nc, and hence Nb = Nc. Therefore, bN = Nb, for any b ∈ MN, and N is a normal closed subset
of MN. Let
π :
(
C(MN),MN
)−→ (C(MN//N),MN//N)
be the canonical epimorphism. Then the restriction of π to CM,
πM : (CM,M) −→
(
C(MN//N),MN//N
)
is also a table algebra homomorphism. Note that MN//N = {b//N | b ∈ M} by Lemma 2.5(i). So πM
is an epimorphism. It is clear that kerM(πM) = M ∩ N. So by Theorem 4.1, M ∩ N is a normal closed
subset of M, and M//M∩N∼=x MN//N. 
The above theorem was also proved by Barghi [BR]. But here we have a different approach, and
our proof is much shorter than Barghi’s proof.
Let (A,B) be a standard table algebra. Let M and N be closed subsets of B such that MN is a closed
subset of B. In the following we present suﬃcient and necessary conditions under which MN//N ∼=x
M//(M∩N). We need the next lemma ﬁrst. Note that the next lemma is a special case of Theorem 4.8
below, and is used to prove Theorem 4.8.
Lemma 4.7. Let (A,B) be a standard table algebra. Let N andM be closed subsets of B such thatM∩N= {1}.
Then the following are equivalent.
(i) For any b ∈M, bN= Nb.
(ii) MN is a closed subset of B, andMN//N∼=x M.
(iii) MN is a closed subset of B, and dimCC(MN//N) = dimCCM.
Proof. (i) ⇒ (ii) follows directly from Theorem 4.6, and (ii) ⇒ (iii) is trivial.
(iii) ⇒ (i) Since MN is a closed subset of B, MN= NM=MNM= NMN. By Lemma 2.5(i), MN//N=
{b//N | b ∈ M}. So dimCC(MN//N) = dimCCM forces that for any b, c ∈ M, b//N = c//N if and only
if b = c. Thus, for any b, c ∈M such that b = c, NbN and NcN are disjoint. Now
MN= NMN=
⋃
b∈M
NbN and MN=
⋃
b∈M
bN.
So for any b ∈ M, bN ⊆ NbN forces that bN = NbN. Similarly, we also have that Nb = NbN, for any
b ∈M. Thus, for any b ∈M, bN= Nb, and (i) holds. 
Theorem 4.8. Let (A,B) be a standard table algebra. Let N and M be closed subsets of B. Then the following
are equivalent.
(i) For any b ∈M, (M∩N)bN= Nb(M∩N).
(ii) MN is a closed subset of B, and
MN//N∼=x M//M∩N.
(iii) MN is a closed subset of B, and
dimCC(MN//N) = dimCC(M//M∩N).
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B//M∩N, and (M//M∩N)∩ (N//M∩N) = {1//M∩N} by Lemma 2.5(iv). Furthermore, for any b ∈M,
Lemma 2.5(iii) implies that
(b//M∩N)(N//M∩N) = bN//M∩N
and
(N//M∩N)(b//M∩N) = Nb//M∩N.
Thus, by Lemma 2.5(ii) we see that for any b ∈M,
(b//M∩N)(N//M∩N) = (N//M∩N)(b//M∩N) ⇔ (M∩N)bN= Nb(M∩N). (4.4)
(i) ⇒ (ii) Since for any b ∈M, (M∩N)bN= Nb(M∩N), we see that
MN=
⋃
b∈M
(M∩N)bN=
⋃
b∈M
Nb(M∩N) = NM.
So MN is a closed subset of B. Thus,
(MN//M∩N)//(N//M∩N) =MN//N
by Theorem 4.4. But (M//M∩N)(N//M∩N) =MN//M∩N by Lemma 2.5(iii). So we get that(
(M//M∩N)(N//M∩N))//(N//M∩N) =MN//N. (4.5)
On the other hand, from (4.4) and Lemma 4.7 we see that(
(M//M∩N)(N//M∩N))//(N//M∩N) ∼=x M//M∩N.
So MN//N∼=x M//M∩N, and (ii) holds.
(ii) ⇒ (iii) Trivial.
(iii) ⇒ (i) Since (M//M∩N)(N//M∩N) =MN//M∩N by Lemma 2.5(iii), and MN is a closed subset
of B, (M//M∩N)(N//M∩N) is a closed subset of B//M∩N, and (4.5) holds. Thus,
dimC
((
(M//M∩N)(N//M∩N))//(N//M∩N))= dimC(MN//N) = dimC(M//M∩N).
So Lemma 4.7 implies that
(b//M∩N)(N//M∩N) = (N//M∩N)(b//M∩N), for any b ∈M.
Thus, (i) holds by (4.4). 
The next corollary is immediate.
Corollary 4.9. Let (A,B) be a standard table algebra. Let N and M be closed subsets of B such that MN is a
closed subset of B. Then
MN//N∼=x M//M∩N if and only if dimCC(MN//N) = dimCC(M//M∩N).
Let (A,B) be a standard table algebra. Let N and M be closed subsets of B such that MN is a closed
subset of B. The next example says that MN//N may not be isomorphic to M//M∩N.
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Bose–Mesner algebra. We can verify that both M := {A0, A1, A6, A7} and N := {A0, A3} are closed
subsets of B, but N is not normal. Since M ∩ N = {A0}, we see that M//(M ∩ N) ∼=x M. But MN = B,
and B//N has only three elements. So
MN//N  M//M∩N.
As an application of Theorem 4.6, let us prove the Jordan–Hölder type theorem for table algebras.
Let (A,B) be a standard table algebra. A subnormal series S of B is a chain of closed subsets
B= B0 ⊇ B1 ⊇ · · · ⊇ Bn = {1}
such that Bi+1 is a normal closed subset of Bi for 0 i < n. The factors of the series S are Bi//Bi+1,
i = 0,1,2, . . . ,n − 1. The series S is called a composition series if Bi = Bi+1 and Bi//Bi+1 has no
nontrivial normal closed subsets for i = 0,1,2, . . . ,n − 1. Let S , T be subnormal series of B. T is
called a reﬁnement of S if T contains all the closed subsets in S . Two subnormal series S and T
of B are equivalent if there is a one-to-one correspondence between the nontrivial factors of S and
the nontrivial factors of T such that the corresponding factors are isomorphic.
Theorem 4.11. Let (A,B) be a standard table algebra. Then the following hold.
(i) Let S , T be subnormal series of B. Then S and T have reﬁnements that are equivalent.
(ii) B has composition series, and any two composition series of B are equivalent.
The traditional proof of the theorem (for groups) is accomplished by the use of the Zassenhaus
Lemma. A simpler proof for this theorem (for groups) can be found in [Bb]. Our proof here for table
algebras is inspired by the proof in [Bb]. We need to prove the next lemma ﬁrst.
Lemma 4.12. Let (A,B) be a standard table algebra, and let L, M, N be closed subsets of B such that M is a
normal closed subset of L and for any b ∈ L, bN = Nb. Then both LN and MN are closed subsets of B, MN is a
normal closed subset of LN,M(L∩N) = (L∩N)M is a normal closed subset of L, and
(LN)//(MN) ∼=x L//M(L∩N) = L//(L∩N)M.
Proof. Since bN = Nb, ∀b ∈ L, and M is a normal closed subset of L, we see that LN = NL and
MN = NM. So both LN and MN are closed subsets of B, and MN ⊆ LN. Furthermore, L(MN) = LN,
and b(MN) = (MN)b, for any b ∈ L. So by Theorem 4.6, MN is a normal closed subset of LN, L∩MN is
a normal closed subset of L, and (LN)//(MN) ∼=x L//(L∩MN). But from Lemma 2.2, L∩MN=M(L∩N).
So M(L ∩ N) is a normal closed subset of L, and (LN)//(MN) ∼=x L//M(L ∩ N). Since MN = NM,
Lemma 2.2 also implies that L∩MN= L∩NM= (L∩N)M. So the lemma holds. 
Now we are ready to prove Theorem 4.11.
Proof of Theorem 4.11. (i) Suppose that
S: B= B0 ⊇ B1 ⊇ · · · ⊇ Bn = {1}
and
T : B= N0 ⊇ N1 ⊇ · · · ⊇ Nm = {1}
are two subnormal series of B. For any 0  i < n and any 0  j < m, since N j+1 is a normal closed
subset of N j , Corollary 3.8 implies that Bi ∩ N j+1 is a normal closed subset of Bi ∩ N j . Note that for
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see that (Bi ∩N j+1)Bi+1 is a normal closed subset of (Bi ∩N j)Bi+1, (Bi ∩N j+1)(Bi+1 ∩N j) is a normal
closed subset of Bi ∩N j , and
(Bi ∩N j)Bi+1//(Bi ∩N j+1)Bi+1 ∼=x (Bi ∩N j)//(Bi ∩N j+1)(Bi+1 ∩N j).
Similarly, (N j ∩ Bi+1)N j+1 is a normal closed subset of (N j ∩ Bi)N j+1, (N j+1 ∩ Bi)(N j ∩ Bi+1) is a
normal closed subset of N j ∩ Bi , and
(N j ∩ Bi)N j+1//(N j ∩ Bi+1)N j+1 ∼=x (N j ∩ Bi)//(N j+1 ∩ Bi)(N j ∩ Bi+1).
So
(Bi ∩N j)Bi+1//(Bi ∩N j+1)Bi+1 ∼=x (N j ∩ Bi)N j+1//(N j ∩ Bi+1)N j+1.
Let S ′ be the reﬁnement of S obtained by inserting, for any 0 i < n, the terms
Bi = (Bi ∩N0)Bi+1 ⊇ (Bi ∩N1)Bi+1 ⊇ · · · ⊇ (Bi ∩Nm)Bi+1 = Bi+1
into S , and let T ′ be the reﬁnement of T obtained by inserting, for any 0 j <m, the terms
N j = (N j ∩ B0)N j+1 ⊇ (N j ∩ B1)N j+1 ⊇ · · · ⊇ (N j ∩ Bn)N j+1 = N j+1
into T . Then S ′ and T ′ are equivalent, and (i) holds.
(ii) Since B has only ﬁnitely many elements, it is clear that B has composition series by Theo-
rem 2.8(ii). The equivalence of any two composition series of B follows directly from (i). 
5. Direct products
In this section we prove the Krull–Schmidt type theorem for arbitrary table algebras as well as a
uniqueness theorem for the decomposition of a table algebra basis into the product of normal closed
subsets.
Let (A,B) be a table algebra, and M a closed subset of B. Let
NB(M) := {b ∈ B | bM⊆Mb}.
If N is a closed subset of B such that N⊆ NB(M), then for any b ∈ N, bM=Mb. Hence, MN= NM, and
MN is a closed subset of B.
Deﬁnition 5.1. Let (A,B) be a table algebra. Let N1,N2, . . . , and Nn be closed subsets of B such that
Ni ⊆ NB(N j) for any 1  i, j  n, B = N1N2 · · ·Nn , and Ni ∩ (N1 · · ·Ni−1Ni+1 · · ·Nn) = {1} for any 1 
i  n. Then we say that B is the direct product of N1,N2, . . . , and Nn , and write
B= N1 ×N2 × · · · ×Nn.
The next lemma provides a useful characterization for the direct product of closed subsets of a
table algebra. This result was proved for association schemes by Zieschang [Z]. Here our proof is
different from Zieschang’s proof.
Lemma 5.2. Let (A,B) be a table algebra, and N1,N2, . . . ,Nn closed subsets of B such that Ni ⊆ NB(N j) for
any 1 i, j  n. Then the following are equivalent.
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(ii) For any b ∈ B, there exist unique bi ∈ Ni , 1 i  n, such that
b ∈ SuppB(b1b2 · · ·bn).
Proof. (i) ⇒ (ii) Let b ∈ B such that b ∈ SuppB(b1b2 · · ·bn) and b ∈ SuppB(c1c2 · · · cn), where bi, ci ∈ Ni ,
1 i  n. Then we prove that bi = ci for all i. Let N˜i = N1 · · ·Ni−1Ni+1 · · ·Nn , for any 1 i  n. Then
N˜i is a closed subset of B, biN˜i = N˜ibi , ciN˜i = N˜ici , and for any 1 j  n such that j = i, b jN˜i = N˜i ,
and c jN˜i = N˜i . Thus,
bN˜i ⊆ b1b2 · · ·bnN˜i = b1b2 · · ·biN˜i = b1b2 · · ·bi−1N˜ibi = N˜ibi = biN˜i .
So bN˜i = biN˜i . Similarly, we also have that bN˜i = ciN˜i . Hence, biN˜i = ciN˜i . Thus, bi ∈ biN˜i implies
that bi ∈ ciN˜i . So bi ∈ SuppB(cid) for some d ∈ N˜i . By Lemma 2.1, d ∈ SuppB(c∗i bi) ⊆ Ni . Therefore,
Ni ∩ N˜i = {1} forces that d = 1, and hence bi = ci , 1 i  n. So (ii) holds.
(ii) ⇒ (i) Trivial. 
The next lemma gives an interesting property of the direct product of closed subsets. Note that in
Lemma 5.3, we may not have bib j = b jbi .
Lemma 5.3. Let (A,B) be a table algebra. Let N1,N2, . . . , and Nn be closed subsets of B such that B = N1 ×
N2 × · · · ×Nn. Then for any bi ∈ Ni and b j ∈ N j , 1 i < j  n,
SuppB(bib j) = SuppB(b jbi).
Proof. Let b ∈ SuppB(b jbi). Then b ∈ N jbi = biN j . Hence, b ∈ SuppB(bic j) for some c j ∈ N j . But b ∈
SuppB(b jbi) also implies that b ∈ b jNi = Nib j . So b ∈ SuppB(cib j) for some ci ∈ Ni . Thus, Lemma 5.2
implies that c j = b j , and hence b ∈ SuppB(bib j). This proves that SuppB(b jbi) ⊆ SuppB(bib j). Similarly,
we can prove that SuppB(bib j) ⊆ SuppB(b jbi). Therefore, SuppB(bib j) = SuppB(b jbi). 
From Lemmas 5.2 and 5.3, we have the following
Lemma 5.4. Let (A,B) be a table algebra. Let N1 , N2 , N3 , and M be closed subsets of B such that B= N1 ×M
andM= N2 ×N3 . Then B= N1 ×N2 ×N3 .
Proof. By Lemma 5.3 we get that Ni ⊆ NB(N j), 1 i, j  3. Let b ∈ B. Then clearly b ∈ SuppB(b1b2b3)
for some bi ∈ Ni , 1 i  3. If we also have b ∈ SuppB(c1c2c3) for some ci ∈ Ni , 1 i  3, then we need
to show that bi = ci , 1  i  3. Note that there exist c ∈ SuppB(b2b3) and d ∈ SuppB(c2c3) such that
b ∈ SuppB(b1c) and b ∈ SuppB(c1d). So by Lemma 5.2 we see that b1 = c1 and c = d. Furthermore,
c ∈ SuppB(b2b3), d ∈ SuppB(c2c3), and c = d force that b2 = c2 and b3 = c3 by Lemma 5.2. Thus,
B= N1 ×N2 ×N3. 
Let (A,B) be a table algebra. If there exist nontrivial closed subsets M and N of B such that
B = M × N, then we say that B is decomposable. If B is not decomposable and B = {1}, then we say
that B is indecomposable.
The next proposition is a direct consequence of Lemma 5.4.
Proposition 5.5. Let (A,B) be a table algebra. Then B is the direct product of indecomposable closed subsets.
Let (A,B) be a table algebra. Then there are indecomposable closed subsets N1,N2, . . . ,Nn of B
such that B = N1 × N2 × · · · × Nn by the above proposition. Note that N1,N2, . . . , and Nn are not
necessarily normal. However, if we can write B as a direct product of indecomposable normal closed
subsets, then the next theorem says that such direct products are unique up to isomorphism.
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indecomposable normal closed subsets of B such that
B= N1 ×N2 × · · · ×Nn =M1 ×M2 × · · · ×Mm.
Then m = n and, after renumbering if necessary, Ni ∼=x Mi for any 1 i  n, and for any 1 r m,
B= N1 × · · · ×Nr ×Mr+1 × · · · ×Mm.
Let (A,B) be a commutative table algebra. Then any closed subset of B is normal. So as a direct
consequence of Proposition 5.5 and Theorem 5.6, we have the following corollary.
Corollary 5.7. (See [B2, Theorem 6].) Let (A,B) be a commutative table algebra. Then there exist indecompos-
able closed subsets N1,N2, . . . ,Nn such that B= N1 ×N2 × · · · ×Nn. IfM1,M2, . . . ,Mm are indecomposable
closed subsets of B such that B = M1 × M2 × · · · × Mm, then m = n, and there is a permutation σ of
{1,2, . . . ,n} such that Ni ∼=Mσ(i) for 1 i  n.
Proposition 5.5 and Theorem 5.6 can also be regarded as the generalization of the Krull–Schmidt
theorem for ﬁnite groups.
In order to prove Theorem 5.6, we need to prove several lemmas ﬁrst.
Lemma 5.8. Let (A,B) be a standard table algebra. Assume that n > 1, and N1,N2, . . . ,Nn are closed subsets
of B such that B= N1 ×N2 × · · · ×Nn. Then for any 1 i  n, there is a table algebra epimorphism
τi : (A,B) −→ (CNi,Ni)
such that for any b ∈ B,
τi(b) = |b||bi|bi, if b ∈ SuppB(b1b2 · · ·bn) with b j ∈ N j, 1 j  n.
Proof. For any 1  i  n, let N˜i = N1 · · ·Ni−1Ni+1 · · ·Nn . Then N˜i is a closed subset of B, biN˜i = N˜ibi
for any bi ∈ Ni , and B = NiN˜i . Hence, by Theorem 4.6, N˜i is a normal closed subset of B, and there is
an exact isomorphism
θi: B//N˜i ∼=x Ni//(Ni ∩ N˜i) ∼=x Ni
such that θi(bi//N˜i) = bi , for any bi ∈ Ni . In particular, by Proposition 3.9(ii),
|bi//N˜i |A//N˜i = |bi|A, for any bi ∈ Ni . (5.1)
Since N˜i is a normal closed subset of B, we have the canonical table algebra epimorphism
πi : (A,B) −→ (A//N˜i,B//N˜i), b −→ |b|A|b//N˜i|A//N˜i
(b//N˜i), ∀b ∈ B
by Corollary 3.6. Let b ∈ B. Then b ∈ SuppB(b1b2 · · ·bn) for some b j ∈ N j , 1 j  n. From the proof of
Lemma 5.2, bN˜i = biN˜i . Thus,
b//N˜i = o(N˜i)−1(bN˜i)+ = o(N˜i)−1(biN˜i)+ = bi//N˜i,
and hence |b//N˜i |A//N˜i = |bi |A by (5.1). Let τi = θiπi . Then τi is the desired table algebra epimor-
phism. 
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subsets of B such that B= N1 ×N2 × · · · ×Nn. Let τi be the same as in Lemma 5.8, 1 i  n. Then there is a
table algebra epimorphism
φi : (A,B) −→
(
C(N1N2 · · ·Ni),N1N2 · · ·Ni
)
, 1 i  n,
such that for any b ∈ B,
φi(b)B ∈ SuppB
(
φi−1(b)τi(b)
)
, for any 1 < i  n.
In particular, φn is the identity map of (A,B), and φ1 = τ1 .
Proof. First of all, let φn be the identity map of (A,B). Now we deﬁne φi for any 1  i < n as fol-
lows. Since each N j is a normal closed subset of B, 1  j  n, we see that N1N2 · · ·Ni is a normal
closed subset of B, and B= (N1N2 · · ·Ni) ×Ni+1 × · · · ×Nn . So by Lemma 5.8, there is a table algebra
epimorphism φi : (A,B) → (C(N1N2 · · ·Ni),N1N2 · · ·Ni), for any 1 i < n, such that for any b ∈ B,
φi(b) = |b||ci |ci, if b ∈ SuppB(cibi+1 · · ·bn) with ci ∈ N1N2 · · ·Ni and b j ∈ N j, i + 1 j  n.
Clearly φ1 = τ1.
In the following we show that for any b ∈ B, φi(b)B ∈ SuppB(φi−1(b)τi(b)) for any 1 < i  n. Note
that for any b ∈ B,
φn−1(b) = |b||cn−1| cn−1, if b ∈ SuppB(cn−1bn) with cn−1 ∈ N1N2 · · ·Nn−1 and bn ∈ Nn.
But cn−1 ∈ SuppB(b1b2 · · ·bn−1) for some b j ∈ N j , 1 j  n − 1. So b ∈ SuppB(b1b2 · · ·bn), and hence
τn(b) = (|b|/|bn|)bn by Lemma 5.8. Thus,
φn(b) = b ∈ SuppB
(
φn−1(b)τn(b)
)
, for any b ∈ B.
Now for any 1 < i < n and any b ∈ B, we have that b ∈ SuppB(cibi+1 · · ·bn) for some unique ci ∈
N1N2 · · ·Ni and b j ∈ N j , i + 1  j  n, ci ∈ SuppB(ci−1bi) for some unique ci−1 ∈ N1N2 · · ·Ni−1 and
bi ∈ Ni , and ci−1 ∈ SuppB(b1b2 · · ·bi−1) for some unique b j ∈ N j , 1 j  i − 1. Thus, we see that
b ∈ SuppB(b1b2 · · ·bn), b ∈ SuppB(ci−1bi · · ·bn),
b ∈ SuppB(cibi+1 · · ·bn), ci ∈ SuppB(ci−1bi).
Therefore, φi(b)B = ci , φi−1(b)B = ci−1, and τi(b)B = bi . Hence, for any b ∈ B and any 1 < i < n,
φi(b)B ∈ SuppB
(
φi−1(b)τi(b)
)
.
So the lemma holds. 
Lemma 5.10. Let (A,B) be a table algebra, and ϕ : (A,B) → (A,B) a table algebra homomorphism. Then there
exists a positive integer m such that
B= ImB ϕm kerB ϕm and ImB ϕm ∩ kerB ϕm = {1}.
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a positive integer r such that ImB ϕr = ImB ϕr+1 = ImB ϕr+2 = · · · . Similarly, kerB ϕ ⊆ kerB ϕ2 ⊆
kerB ϕ3 ⊆ · · · implies that kerB ϕs = kerB ϕs+1 = kerB ϕs+2 = · · · for some positive integer s. Let
m = max{r, s}. Then
ImB ϕ
m = ImB ϕm+1 = ImB ϕm+2 = · · · and kerB ϕm = kerB ϕm+1 = kerB ϕm+2 = · · · .
Let b ∈ B. Then ImB ϕm = ImB ϕ2m implies that ϕm(b) = λϕ2m(c) for some c ∈ B and λ ∈ R+ . Hence,
ϕ2m(c)∗ = ϕ2m(c∗) yields that
1A ∈ SuppB
(
ϕm(b)ϕ2m
(
c∗
))= SuppB(ϕm(bϕm(c∗))).
Thus, there exists d ∈ kerB ϕm such that d ∈ SuppB(bϕm(c∗)). So by Lemma 2.1,
b ∈ SuppB
(
ϕm(c)d
)⊆ ImB ϕm kerB ϕm.
This proves that B= ImB ϕm kerB ϕm . Let u ∈ ImB ϕm ∩ kerB ϕm . Then u = ϕm(v)B for some v ∈ B, and
ϕm(u)B = 1. So ϕ2m(v)B = 1. Thus, v ∈ kerB ϕ2m = kerB ϕm , and hence u = ϕm(v)B = 1. Therefore,
ImB ϕm ∩ kerB ϕm = {1}, and the lemma holds. 
For the next three lemmas, we assume the following hypothesis and notation.
Notation 5.11. Let (A,B) be a standard table algebra. Assume that n > 1, and N1,N2, . . . ,Nn are nor-
mal closed subsets of B such that B = N1 × N2 × · · · × Nn . For any 1  i  n, let τi be the same
as in Lemma 5.8, and φi the same as in Lemma 5.9. Furthermore, assume that M and L are nor-
mal closed subsets of B such that B = M × L. By Lemma 5.8, there is a table algebra epimorphism
α : (A,B) → (CM,M) such that for any b ∈ B,
α(b) = |b||c| c, if b ∈ SuppB(cd) with c ∈M and d ∈ L.
For any 1  i  n, let τi |M and φi |M be the restrictions of τi and φi to (CM,M), respectively.
Then α(τi |M) and α(φi |M) are table algebra homomorphisms from (CM,M) to itself. In particular,
α(φn|M) is the identity map of (CM,M).
Lemma 5.12. Same as Notation 5.11. Assume that α(φi|M) is an exact isomorphism for some i > 1. Let ψ =
(α · φi |M)−1α(φi−1|M), and β = (α · φi |M)−1α(τi |M). Then the following hold.
(i) For any positive integer r, kerM βr ⊆ ImM ψ , and kerM ψr ⊆ ImM β .
(ii) There exist positive integers k and m such that
M= ImM ψk × kerM ψk = ImM βm × kerM βm.
Proof. (i) Note that ψ and β are table algebra homomorphism from (CM,M) to itself. Let b ∈M. Then
b = (α · φi|M)−1(α · φi|M)(b) = (α · φi|M)−1
(
α
(
φi(b)
))
,
and φi(b)B ∈ SuppB(φi−1(b)τi(b)) by Lemma 5.9. Hence,
b ∈ SuppM
(
ψ(b)β(b)
)
, for any b ∈M. (5.2)
In particular, for any b ∈M, since β(b)M ∈M, (5.2) also holds when b is replaced by β(b)M . That is,
β(b)M ∈ SuppM
(
ψ
(
β(b)
)
β2(b)
)
, for any b ∈M. (5.3)
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b ∈ SuppM
(
ψ
(
bβ(b)
)
β2(b)
)
, for any b ∈M. (5.4)
Similarly, for any b ∈ M, since (5.2) also holds when b is replaced by β2(b)M , we see that β2(b)M ∈
SuppM(ψ(β
2(b))β3(b)), and hence b ∈ SuppM(ψ(bβ(b)β2(b))β3(b)) by (5.4). Repeating this process,
for any positive integer r, we have that
b ∈ SuppM
(
ψ
(
bβ(b) · · ·βr−1(b))βr(b)), for any b ∈M.
Thus, for any positive integer r, if b ∈ kerM βr , then βr(b)M = 1, and hence
b ∈ SuppM
(
ψ
(
bβ(b) · · ·βr−1(b))) ∈ ImM ψ.
This proves that kerM βr ⊆ ImM ψ . Similarly, we can prove that kerM ψr ⊆ ImM β . So (i) holds.
(ii) By Lemma 5.10, there exists a positive integer m such that M= ImM βm kerM βm and ImM βm ∩
kerM βm = {1}. In the following we show that ImM βm ⊆ NM(kerM βm), and kerM βm ⊆ NM(ImM βm).
Let c ∈ ImM βm and b ∈ kerM βm . Then ImM βm ⊆ ImM β implies that c = β(v)M for some v ∈M. Since
b ∈ ImM ψ by (i), we see that b = ψ(u)M for some u ∈M. Thus,
SuppM(bc) = SuppM
(
ψ(u)β(v)
)= SuppM((α · φi|M)−1(α(φi−1(u)τi(v)))).
Since N1,N2, . . . , and Ni are normal closed subsets of B such that (N1N2 · · ·Ni−1) ∩ Ni = {1}, by
Lemma 5.3 we have that SuppB(pq) = SuppB(qp) for any p ∈ N1N2 · · ·Ni−1 and any q ∈ Ni . Thus,
SuppB(φi−1(u)τi(v)) = SuppB(τi(v)φi−1(u)). Therefore,
SuppM(bc) = SuppM
(
(α · φi|M)−1
(
α
(
φi−1(u)τi(v)
)))
= SuppM
(
(α · φi|M)−1
(
α
(
τi(v)φi−1(u)
)))
= SuppM
(
β(v)ψ(u)
)
= SuppM(cb).
That is, SuppM(bc) = SuppM(cb) for any c ∈ ImM βm and b ∈ kerM βm . Therefore, ImM βm ⊆
NM(kerM βm), and kerM βm ⊆ NM(ImM βm). Hence M = ImM βm × kerM βm . Similarly, we can prove
that M= ImM ψk × kerM ψk for some positive integer k. So (ii) holds. 
Lemma 5.13. Same as Notation 5.11. Assume that α(φi |M) is an exact isomorphism for some 1 < i  n. If M
is indecomposable, then either α(φi−1|M) or α(τi |M) is an exact isomorphism.
Proof. If α(τi |M) is an exact isomorphism, we are done. Now assume that α(τi |M) is not an exact
isomorphism. As in Lemma 5.12, let ψ = (α · φi |M)−1α(φi−1|M), and β = (α · φi|M)−1α(τi |M). Then by
Lemma 5.12, there exist positive integers k and m such that
M= ImM ψk × kerM ψk = ImM βm × kerM βm.
The above equalities imply that ψ is surjective if and only if it is injective, and β is surjective if
and only if it is injective. But α(τi |M) is not an isomorphism. So β is not surjective, and hence
M = ImM βm . Since M is indecomposable, we must have that M = kerM βm . Therefore, Lemma 5.12(i)
implies that M = kerM βm ⊆ ImM ψ . So ψ is surjective. Hence, ψ is an isomorphism. Thus, α(φi−1|M)
is also an isomorphism, and it is an exact isomorphism by Corollary 3.10. 
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some Ni such that
B= Ni × L and M∼=x Ni .
Proof. Since φn is the identity map of (A,B), α(φn|M) is the identity map of (CM,M). Hence, by
Lemma 5.13, either α(τn|M) or α(φn−1|M) is an exact isomorphism. If α(τn|M) is not an exact iso-
morphism, then α(φn−1|M) is an exact isomorphism, and hence either α(τn−1|M) or α(φn−2|M) is an
exact isomorphism by Lemma 5.13. Since φ1 = τ1, by repeating this argument, we see that α(τi |M) is
an exact isomorphism for some 1 i  n.
In the following we assume that α(τi |M) is an exact isomorphism. Let R = {τi(b)Ni | b ∈ M}. Since
M is a normal closed subset of B and τi is surjective, R is a normal closed subset of Ni by Proposi-
tion 3.3(iii). Let c ∈ R such that α(c)M = 1. Since c = τi(b)Ni for some b ∈ M by the deﬁnition of R,
we see that ατi(b)M = 1. But α(τi |M) is an exact isomorphism. So b = 1, and hence c = 1. Let α|R be
the restriction of α to (CR,R). Then α|R is injective. Clearly α|R is also surjective. So α|R is an exact
isomorphism, and R∼=x M.
Since kerB α = L, Lemma 3.2(iii) implies that α(RL)M = α(R)Mα(L)M = M. But we also have
α(B)M =M. So by Proposition 3.5(i),
B= α−1(M)B = α−1
(
α(RL)M
)
B = RLkerB(α) = RLL= RL.
That is, B = RL. Let b ∈ R ∩ L. Then b ∈ R and α(b)M = 1. But α|R is an exact isomorphism. So b = 1,
and hence R∩ L= {1}. Note that R⊆ Ni . So Lemma 2.2 implies that
Ni = Ni ∩ B= Ni ∩ RL= R(Ni ∩ L).
Recall that R is a normal closed subset of Ni . Since L is a normal closed subset of B, Ni ∩L is a normal
closed subset of Ni by Corollary 3.8. We have already showed that R ∩ L = {1}. So R ∩ (Ni ∩ L) = {1}.
Thus, Ni = R×(Ni ∩L). But Ni is indecomposable, and R∼=x M = {1}. So we must have that Ni ∩L= {1},
and Ni = R.
Therefore, NiL = RL = B, and Ni ∩ L = R ∩ L = {1}. Since both Ni and L are normal closed subsets
of B, we see that B= Ni × L, and Ni = R∼=x M. So the lemma holds. 
Now we are ready to prove Theorem 5.6.
Proof of Theorem 5.6. If m = 1, then the theorem is clearly true. Now assume that m > 1. Let M=M1
and L=M2×M3×· · ·×Mm . Then L is a normal closed subset of B, and B=M×L= N1×N2×· · ·×Nn .
Renumbering the Ni if necessary, by Lemma 5.14 we get that N1 ∼=x M1 and
B= N1 ×M2 × · · · ×Mm = N1 ×N2 × · · · ×Nn.
Repeat this argument, this time with M=M2 and L= N1 ×M3 ×· · ·×Mm . Then there is some Ni such
that Ni ∼=x M2 and B= Ni ×L. Thus, Ni ∩L= {1} forces that Ni = N1. So by renumbering N2,N3, . . . ,Nn
if necessary, we may assume that Ni = N2. Thus,
B= N1 ×N2 ×M3 × · · · ×Mm = N1 ×N2 × · · · ×Nn.
More generally, for any positive integer 1 r m, by repeating the above argument, and renumbering
the Ni if necessary, we get that r  n, Ni ∼=x Mi , 1 i  r, and
B= N1 × · · · ×Nr ×Mr+1 × · · · ×Mm = N1 ×N2 × · · · ×Nn.
In particular, the above equalities with r =m force that m = n. So the theorem holds. 
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b1,b2, . . . ,bm ∈ B be such that SuppB(b1b2 · · ·bm) = {1}. Then for any 1 i m, bi is a thin element.
Let (A,B) be a standard table algebra. If 1A is the only thin element of B, then we have the
following result which is much stronger than Theorem 5.6.
Theorem 5.15. Let (A,B) be a standard table algebra. Assume that 1A is the only thin element of B. If
B= N1 ×N2 × · · · ×Nn =M1 ×M2 × · · · ×Mm,
where N1,N2, . . . ,Nn and M1,M2, . . . ,Mm are indecomposable normal closed subsets of B, then m = n and,
after renumbering if necessary,
Ni =Mi, for any 1 i  n.
The above theorem follows directly from the next lemma.
Lemma 5.16. Let (A,B) be a standard table algebra such that 1A is the only thin element of B. Let
M,L,N1,N2, . . . , and Nn be normal closed subsets of B such that
B=M× L= N1 ×N2 × · · · ×Nn,
whereM, N1,N2, . . . , and Nn are indecomposable. Then
M= Ni for some 1 i  n.
Proof. Let b ∈ M. Then B = N1 × N2 × · · · × Nn implies that b ∈ SuppB(b1b2 · · ·bn) for some bi ∈ Ni ,
1  i  n. For each bi , B = M × L yields that bi ∈ SuppB(cidi) for some ci ∈ M and di ∈ L. Since
SuppB(cid j) = SuppB(d jci) for all 1 i, j  n by Lemma 5.3, we see that
b ∈ SuppB(c1d1c2d2 · · · cndn) = SuppB(c1c2 · · · cnd1d2 · · ·dn)
= SuppB(c1c2 · · · cn)SuppB(d1d2 · · ·dn).
Since b ∈M, SuppB(c1c2 · · · cn) ⊆M, and SuppB(d1d2 · · ·dn) ⊆ L, we must have that
SuppB(d1d2 · · ·dn) = {1}
by Lemma 5.2. Hence, every di is thin, 1  i  n. But 1A is the only thin element of B. So every
di = 1, and hence every bi = ci ∈ M, 1  i  n. Therefore, for any b ∈ M, we have just proved that
b ∈ SuppB(b1b2 · · ·bn) for some bi ∈ Ni ∩M, 1 i  n. Hence, M= (N1 ∩M)(N2 ∩M) · · · (Nn ∩M). Note
that every Ni ∩M is a normal closed subset of M by Corollary 3.8, 1 i  n. So B= N1 ×N2 ×· · ·×Nn
implies that
M= (N1 ∩M) × (N2 ∩M) × · · · × (Nn ∩M).
But M is indecomposable. So M = Ni ∩M for some 1 i  n. Hence M ⊆ Ni . Thus, by Lemma 2.2 we
get that
Ni = Ni ∩ B= Ni ∩ML=M(Ni ∩ L).
But Ni ∩ L is a normal closed subset of Ni by Corollary 3.8. So Ni =M× (Ni ∩ L). Since Ni is indecom-
posable, we must have Ni =M. 
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In this section we study applications to association schemes. Let S be an association scheme on a
ﬁnite set X . (In this section we will always assume that X is a ﬁnite set.) For any p,q ∈ S , let pq :=
{r ∈ S | apqr = 0}, and for any nonempty subsets P and Q of S , let P Q := {r ∈ S | there exist p ∈ P and
q ∈ Q such that apqr = 0}. Note that for any nonempty subsets P , Q , and R of S , (P Q )R = P (Q R).
We will write both (P Q )R and P (Q R) as P Q R . For any s ∈ S and any nonempty subsets P and Q
of S , we will write {s}P as sP , P {s} as P s, and P {s}Q as P sQ . Let T be a nonempty subset of S .
Then T is called a closed subset of S if T ∗T ⊆ T , where T ∗ = {t∗ | t ∈ T }. If T is a closed subset
of S , then 1 ∈ T , T ∗ = T , and T ∗T = T . Since X is a ﬁnite set, T is a closed subset of S if and only if
T T ⊆ T . Clearly {1} and S are closed subsets of S , called the trivial closed subsets of S . If T is a closed
subset of S , and for any s ∈ S , sT = T s, then T is called a normal closed subset of S . For a nonempty
subset T of S , let σT := {σs | s ∈ T }. Then T is a (normal) closed subset of S if and only if σT is a
(normal) closed subset of σS . Furthermore, for any nonempty subsets P and Q of S , σP Q = σPσQ ,
and σP∩Q = σP ∩ σQ .
Let (X, S) be an association scheme. For any x, y ∈ X , and any nonempty subset P of S , if (x, y) ∈ s
for some s ∈ P , then we write (x, y) ∈ P . Thus, for any y, z ∈ X , and any nonempty subsets P , Q of S ,
we have that
(y, z) ∈ P Q if and only if (y, x) ∈ P and (x, z) ∈ Q for some x ∈ X . (6.1)
For any x ∈ X , and any nonempty subset P of S , deﬁne xP := {y ∈ X | (x, y) ∈ P }.
Let (X, S) be an association scheme, and T a closed subset of S . Then {xT | x ∈ X} is a partition
of X . Fix x ∈ X , and deﬁne txT := t ∩ (xT × xT ), ∀t ∈ T , and TxT := {txT | t ∈ T }. Then TxT is an asso-
ciation scheme on xT (see [Z, Theorem 2.1.8]), called the subscheme of S deﬁned by xT (see [Z, p. 22]).
Furthermore, for any nonempty subset P of T , let PxT := {txT | t ∈ P }. Then for any nonempty sub-
sets P and Q of T , it follows from (6.1) that, as subsets of TxT ,
(P Q )xT = PxT Q xT . (6.2)
Let (X, S) be an association scheme, and T a closed subset of S . Let X/T := {xT | x ∈ X}. For
any s ∈ S , deﬁne sT := {(yT , zT ) | (y, z) ∈ T sT }, and deﬁne S//T := {sT | s ∈ S}. Note that for any
p,q ∈ S , pT = qT if and only if TpT = TqT if and only if pT ∩ qT = ∅ if and only if TpT ∩ TqT = ∅
by [Z, Lemma 4.1.1]. Since X is a ﬁnite set, S//T is an association scheme on X/T (see [Z, Theo-
rem 4.1.3]), called the quotient scheme of S over T (see [Z, p. 65]). The next lemma is immediate.
Lemma 6.1. Let (X, S) be an association scheme, and T a closed subset of S. Then the following hold.
(i) For any x ∈ X, as table algebras, (
C[σTxT ],σTxT
)∼=x (C[σT ],σT ).
(ii) As table algebras, (
C[σS//T ],σS//T
)∼=x (C[σS ]//σT ,σS//σT ).
Now we introduce the concept of a (combinatorial) morphism of association schemes.
Deﬁnition 6.2. (See [Z, p. 83].) Let (X, S) and ( X˜, S˜) be association schemes. A (combinatorial) mor-
phism from (X, S) to ( X˜, S˜) is a map φ : X ∪ S → X˜ ∪ S˜ such that
(i) φ(X) ⊆ X˜ and φ(S) ⊆ S˜ , and
(ii) for any x, y ∈ X and s ∈ S with (x, y) ∈ s, (φ(x),φ(y)) ∈ φ(s).
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φ(s∗) = φ(s)∗ . If φ is bijective, then we say that φ is an isomorphism, (X, S) and ( X˜, S˜) are isomorphic,
and denote (X, S) ∼= ( X˜, S˜), or simply S ∼= S˜ . It is well known that if the association scheme (X, S) ∼=
( X˜, S˜), then the scheme ring (C[σS ], σS) ∼=x (C[σ S˜ ], σ S˜) as table algebras; but the converse is not true.
The kernel of φ is deﬁned by
kerφ := {s ∈ S ∣∣ φ(s) = 1 X˜}.
Note that kerφ is a closed subset of S; but kerφ may not be normal. Furthermore, φ may not be
injective when kerφ = {1} or surjective when φ(S) = S˜ , where φ(S) = {φ(s) | s ∈ S}.
Zieschang [Z] studied basic properties of morphisms of association schemes. Let (X, S) be an as-
sociation scheme, and T a closed subset of S . Then the map
π : (X, S) −→ (X/T , S//T ), x −→ xT , s −→ sT
is a combinatorial morphism, called the canonical epimorphism from (X, S) to (X/T , S//T ). Let (X, S),
( X˜, S˜) be association schemes, and let φ : (X, S) → ( X˜, S˜) be a combinatorial morphism. Then
φ : (X/kerφ, S//kerφ) −→ ( X˜, S˜), xkerφ −→ φ(x), skerφ −→ φ(s)
is a combinatorial morphism, called the morphism induced by φ. Note that kerφ = {1kerφ}, but φ
may not be injective. (The restriction of φ to X/kerφ is always injective, but the restriction of φ to
S//kerφ may not be injective.) Furthermore,
φ = φπ,
where π : (X, S) → (X/kerφ, S//kerφ) is the canonical epimorphism.
Let (X, S) be an association scheme, and T a closed subset of S . Let R be a nonempty subset
of S , and R//T := {rT | r ∈ R}. If R is a closed subset and contains T , then R//T is a closed subset
of S//T . Hence, for any x ∈ X , ((xT )(R//T ), (R//T )(xT )(R//T )) is a subscheme of (X/T , S//T ) deﬁned
by (xT )(R//T ). Furthermore, (xR, RxR) is a subscheme of (X, S) deﬁned by xR , and TxR is a closed
subset of RxR by (6.2). So we have the quotient scheme (xR/TxR , RxR//TxR).
Lemma 6.3. Let (X, S) be an association scheme, and let T , R be closed subsets of S such that T ⊆ R. Then for
any x ∈ X, (
(xT )(R//T ), (R//T )(xT )(R//T )
)∼= (xR/TxR , RxR//TxR).
Proof. Let y ∈ xR . Then (x, y) ∈ r for some r ∈ R . So (xT , yT ) ∈ rT , and hence yT ∈ (xT )(R//T ).
Let y, z ∈ xR such that (y, z) ∈ rxR for some r ∈ R . Then yT , zT ∈ (xT )(R//T ), (y, z) ∈ r, and hence
(yT , zT ) ∈ (rT )(xT )(R//T ) . Therefore, the following map
φ : (xR, RxR) −→
(
(xT )(R//T ), (R//T )(xT )(R//T )
)
, y −→ yT , rxR −→
(
rT
)
(xT )(R//T )
is a morphism of association schemes. Clearly the restriction of φ to RxR is surjective. Now we show
that the restriction of φ to xR is also surjective. Let yT ∈ (xT )(R//T ). Then (xT , yT ) ∈ rT for some
r ∈ R , and hence (x, y) ∈ T rT . But T rT ⊆ R . So y ∈ xR , and the restriction of φ to xR is surjective.
Thus, φ is surjective.
Note that kerφ = TxR . So φ induces the morphism
φ : (xR/TxR , RxR//TxR) −→
(
(xT )(R//T ), (R//T )(xT )(R//T )
)
,
yTxR −→ yT , (rxR)TxR −→
(
rT
)
.
(xT )(R//T )
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ma 5.1.4]. Let r, s ∈ R such that (rT )(xT )(R//T ) = (sT )(xT )(R//T ) . Then rT = sT , and hence r ∈ T sT
by [Z, Lemma 4.1.1]. So rxR ∈ TxR sxR TxR by (6.2). Thus, (rxR)TxR = (sxR)TxR by [Z, Lemma 4.1.1], and
hence the restriction of φ to RxR//TxR is also injective. So φ is an isomorphism, and the lemma
holds. 
Notation. Let (X, S) be an association scheme, and let T , R be closed subsets of S such that T ⊆ R .
Then for any x ∈ X , let
(R//T )x := (R//T )(xT )(R//T ).
Let (X, S) be an association scheme, and T , U closed subsets of S such that TU is a closed subset
of S . Then TU//U is a closed subset of S//U , T ∩ U is a closed subset of S , and T //(T ∩ U ) is a
closed subset of S//(T ∩ U ). Let x ∈ X . Then ((xU )(TU//U ), (TU//U )(xU )(TU//U )) is a subscheme of
the quotient scheme (X/U , S//U ), and (x(T ∩U )(T //T ∩U ), (T //T ∩U )x(T∩U )(T //T∩U )) is a subscheme
of the quotient scheme (X/(T ∩ U ), S//(T ∩ U )). In the following we present suﬃcient and necessary
conditions under which these two association schemes are isomorphic. If for any t ∈ T , tU = Ut , then
for any x ∈ X , [Z, Theorem 5.3.4] and Lemma 6.3 yield that
(T U//U )x ∼= (T //T ∩ U )x.
By applying Theorem 4.8, we can prove the next stronger result.
Theorem 6.4. Let (X, S) be an association scheme, and T , U closed subsets of S. Then the following are equiv-
alent.
(i) For any t ∈ T , (T ∩ U )tU = Ut(T ∩ U ).
(ii) TU is a closed subset of S, and the sets T U//U and T //(T ∩ U ) have the same cardinality.
(iii) TU is a closed subset of S, and for any x ∈ X,
(T U//U )x ∼= (T //T ∩ U )x.
Proof. Note that for any nonempty subsets P and Q of S , σP Q = σPσQ , and σP∩Q = σP ∩ σQ .
Thus, TU is a closed subset of S if and only if σTσU is a closed subset of σS , and for any t ∈ T ,
(T ∩ U )tU = Ut(T ∩ U ) if and only if (σT ∩ σU )σtσU = σUσt(σT ∩ σU ). If TU is a closed subset of S ,
then the sets TU//U and T //(T ∩ U ) have the same cardinality if and only if the sets (σTσU )//σU
and σT //(σT ∩ σU ) have the same cardinality by Lemma 6.1. So the equivalence of (i) and (ii) follows
from Theorem 4.8.
(ii) ⇒ (iii) Let x ∈ X . Since TU is a closed subset of S , and xT ⊆ x(TU ), the map
ψ : (xT , TxT ) −→
(
x(T U ), (T U )x(TU )
)
, y −→ y, txT −→ tx(TU )
is a morphism of association schemes. Note that Ux(TU ) is a closed subset of (TU )x(TU ) by (6.2). Let
π :
(
x(T U ), (T U )x(TU )
)−→ (x(T U )/Ux(TU ), (T U )x(TU )//Ux(TU ))
be the canonical epimorphism, and let φ = πψ . Then
φ : (xT , TxT ) −→
(
x(T U )/Ux(TU ), (T U )x(TU )//Ux(TU )
)
, y −→ yUx(TU ), txT −→ (tx(TU ))Ux(T U ) .
In the following we show that φ is surjective. Let y ∈ x(TU ). Then (x, y) ∈ TU , and hence there
exists z ∈ X such that (x, z) ∈ T and (z, y) ∈ U by (6.1). Thus, z ∈ xT , and (z, y) ∈ Ux(TU ) . So yUx(TU ) =
zUx(TU ) , and φ(z) = zUx(TU ) = yUx(TU ) . That is, the restriction of φ to xT is surjective. On the other
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So Ux(TU )sx(TU )Ux(TU ) = Ux(TU )tx(TU )Ux(TU ) by (6.2). Therefore,
(sx(TU ))
Ux(T U ) = (tx(TU ))Ux(T U ) and φ(txT ) = (tx(TU ))Ux(T U ) = (sx(TU ))Ux(T U ) .
This proves that the restriction of φ to TxT is surjective. Hence, φ is surjective.
Clearly kerφ = (T ∩ U )xT . Let
φ :
(
xT /(T ∩ U )xT , TxT //(T ∩ U )xT
)−→ (x(T U )/Ux(TU ), (T U )x(TU )//Ux(TU ))
be the morphism induced by φ. Since φ is surjective, φ is also surjective. Note that the restriction
of φ to xT /(T ∩ U )xT is injective by [Z, Lemma 5.1.4]. By Lemma 6.3, the sets TxT //(T ∩ U )xT and
T //(T ∩ U ) have the same cardinality, and the sets (TU )x(TU )//Ux(TU ) and TU//U have the same
cardinality. So the sets TxT //(T ∩ U )xT and (TU )x(TU )//Ux(TU ) have the same cardinality by (ii). But
the restriction of φ to TxT //(T ∩ U )xT is surjective. So the restriction of φ to TxT //(T ∩ U )xT is also
injective. This proves that φ is an isomorphism. Hence, (iii) holds by Lemma 6.3.
(iii) ⇒ (ii) Trivial. 
Let (X, S) be an association scheme, and T , U closed subsets of S such that TU is a closed subset
of S . Then by Theorem 6.4, for any x ∈ X , (TU//U )x ∼= (T //T ∩ U )x if and only if the sets TU//U
and T //(T ∩ U ) have the same cardinality. However, note that if TU is a closed subset, then the
sets TU//U and T //(T ∩ U ) have the same valency by [Z, Lemma 2.3.6(i)], whether (TU//U )x and
(T //T ∩ U )x are isomorphism or not.
Let (X, S) be an association scheme, and T a closed subset of S . Let
NS(T ) := {s ∈ S | sT ⊆ T s}.
If R is a closed subset of S such that R ⊆ NS(T ), then for any r ∈ R , rT = T r.
Deﬁnition 6.5. (See [Z, Section 7.1].) Let (X, S) be an association scheme, and T a closed subset of S .
Let T1, T2, . . . , Tn be closed subsets of S such that Ti ⊆ NS (T j) for any 1  i, j  n, T = T1T2 · · · Tn ,
and Ti ∩ (T1 · · · Ti−1Ti+1 · · · Tn) = {1} for any 1  i  n. Then we say that T is the direct product of
T1, T2, . . . , and Tn , and write
T = T1 × T2 × · · · × Tn.
Let (X, S) be an association scheme, and T a closed subset of S . If there exist nontrivial closed
subsets P and Q of S such that T = P × Q , then T is called decomposable. If T is not decomposable
and T = {1}, then T is called indecomposable. By [Z, Theorem 7.1.3], if T = {1}, then T is the direct
product of indecomposable closed subsets of S . Furthermore, assume that rs = sr for any r, s ∈ S , and
S = T1 × T2 × · · · × Tn = R1 × R2 × · · · × Rm,
where T1, T2, . . . , Tn and R1, R2, . . . , Rm are indecomposable closed subsets of S . Then by [Z, Theo-
rem 7.1.5], m = n and, after renumbering if necessary, for any x ∈ X ,
(
xTi, (Ti)xTi
)∼= (xRi, (Ri)xRi ), 1 i  n.
Note that under the assumption that rs = sr for any r, s ∈ S , any closed subset of S is a normal closed
subset.
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Theorem 6.6. Let (X, S) be an association scheme. Assume that T1, T2, . . . , Tn and R1, R2, . . . , Rm are inde-
composable normal closed subsets of S such that
S = T1 × T2 × · · · × Tn = R1 × R2 × · · · × Rm.
Then m = n and, after renumbering if necessary, for any x ∈ X,
(
xTi, (Ti)xTi
)∼= (xRi, (Ri)xRi ), 1 i  n.
Proof. Note that σT1 , σT2 , . . . , σTn and σR1 , σR2 , . . . , σRm are indecomposable normal closed subsets
of σS , and
σS = σT1 × σT2 × · · · × σTn = σR1 × σR2 × · · · × σRm .
So by Theorem 5.6, m = n and, after renumbering if necessary, for any 1 i  n,
σS = σT1 × · · · × σTi × σRi+1 × · · · × σRn .
Thus, for any 1 i  n,
S = T1 × · · · × Ti × Ri+1 × · · · × Rn.
Let Ui = T1 × · · · × Ti−1 × Ri+1 × · · · × Rn , for any 1 i  n. Then
S = Ti × Ui = Ri × Ui, 1 i  n.
Thus, for any x ∈ X ,
(S//Ui)x = (Ti × Ui//Ui)x = (Ri × Ui//Ui)x, 1 i  n.
Since each Ui is a normal closed subset of S , for any x ∈ X , Theorem 6.4 (or [Z, Theorem 5.3.4]) and
Lemma 6.3 imply that
(
xTi, (Ti)xTi
)∼= (xRi, (Ri)xRi ), 1 i  n.
So the theorem holds. 
As a direct consequence of Theorem 5.15, we have the following
Theorem 6.7. Let (X, S) be an association scheme. Assume that 1 is the only thin element of S. If
S = T1 × T2 × · · · × Tn = R1 × R2 × · · · × Rm,
where T1, T2, . . . , Tn and R1, R2, . . . , Rm are indecomposable normal closed subsets of S, then m = n and,
after renumbering if necessary, Ti = Ri for any 1 i  n.
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tion 7.2], let X˜ = X1 × X2 × · · · × Xn . For any si ∈ Si , 1 i  n, let (s1, s2, . . . , sn)ς be the nonempty
subset of X˜ × X˜ deﬁned by
(s1, s2, . . . , sn)ς :=
{(
(y1, y2, . . . , yn), (z1, z2, . . . , zn)
) ∈ X˜ × X˜ ∣∣ (yi, zi) ∈ si, 1 i  n}.
Let S˜ := {(s1, s2, . . . , sn)ς | si ∈ Si, 1  i  n}. Then by Lemmas 7.2.1 and 7.2.2, and Theorem 7.2.3
of [Z], ( X˜, S˜) is an association scheme such that
(i) (1X1 ,1X2 , . . . ,1Xn )ς = 1 X˜ ;
(ii) for any si ∈ Si , ((s1, s2, . . . , sn)ς)∗ = (s∗1, s∗2, . . . , s∗n)ς ; and
(iii) for any pi , qi , and ri in Si , 1 i  n, the structure constant
a(p1,p2,...,pn)ς(q1,q2,...,qn)ς(r1,r2,...,rn)ς = ap1q1r1ap2q2r2 · · ·apnqnrn .
( X˜, S˜) is called the direct product of (X1, S1), (X2, S2), . . . , and (Xn, Sn). For any si ∈ Si , 1 i  n, let
s˜i := (1X1 , . . . ,1Xi−1 , si,1Xi+1 , . . . ,1Xn )ς , and S˜ i := {s˜i | si ∈ Si}. Let (X, S) be an association scheme.
If there is a morphism φ : (X, S) → ( X˜, S˜) such that the restriction of φ to X is bijective and for
any si ∈ Si , 1  i  n, φ−1(s˜i) contains only one element, then (X, S) is called a quasi-direct prod-
uct of (X1, S1), (X2, S2), . . . , and (Xn, Sn). By [Z, Theorem 7.2.4], (X, S) is a quasi-direct product of
(X1, S1), (X2, S2), . . . , and (Xn, Sn) if and only if there are closed subsets T1, T2, . . . , Tn of S such that
S = T1 × T2 × · · · × Tn and for any x ∈ X , (xTi, (Ti)xTi ) ∼= (Xi, Si), 1  i  n. Furthermore, any asso-
ciation scheme (X, S) is a quasi-direct product of indecomposable association schemes. If (X, S) is
a quasi-direct product of indecomposable association schemes (X1, S1), (X2, S2), . . . , (Xn, Sn) as well
as a quasi-direct product of indecomposable association schemes (Y1, R1), (Y2, R2), . . . , (Ym, Rm), and
pq = qp for any p,q ∈ S , then by [Z, Theorem 7.2.5], m = n and, after renumbering if necessary,
(Xi, Si) ∼= (Yi, Ri), 1 i  n. As a direct consequence of Theorem 6.6 and [Z, Theorem 7.2.4], we have
the following stronger result.
Corollary 6.8. Let (X, S) be an association scheme such that any closed subset of S is normal. If (X, S) is
a quasi-direct product of indecomposable association schemes (X1, S1), (X2, S2), . . . , (Xn, Sn) as well as a
quasi-direct product of indecomposable association schemes (Y1, R1), (Y2, R2), . . . , (Ym, Rm), then m = n
and, after renumbering if necessary, (Xi, Si) ∼= (Yi, Ri), 1 i  n.
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