Abstract-In this paper, We use Adaboost to create MILBoost and propose a new MILBoost approach to automatically recognize the facial expression from video sequences by constructing the MILBoost methods. At first, we determine facial velocity information using optical flow technique, which is used to charaterize facial expression. Then visual words based on facial velocity is used to represent facial expression using Bag of Words. Final MILBoost model is used for facial expression recognition, in order to improve the recognition accuracy, the class label information was used for the learning of the MILBoost model. Experiments were performed on a facial expression dataset built by ourselves and evaluated the proposed method, the experiment results show that the average recognition accuracy is over 89.2%, which validates its effectiveness.
I. INTRODUCTION
In recent years, vision-based facial expression recognition is of great scientific and practical importance. Facial expression recognition has become a hot spot. Tremendous amount of researches have been carried out in the field of automatic facial expressions recognition from video sequence. Facial expression delivers rich information about human emotion and plays an important role in human communications. There are numerous significant theoretic values and wide potential applications for facial expressions recognition. It is a typical pattern analysis and recognition for facial expressions recognition as a scientific issue, which is understanding and classification problem, closely related to many disciplines such as Pattern Recognition, Computer Vision, Intelligent Human Computer Interaction, Computer applications, Graphics, and Cognitive Psychology etc. Facial expressions recognition is widely applied to public security, law enforcement, information security, financial security, patient care and cost reduction, such as mug shots retrieval, real-time video surveillance, bank cryptography and so on.
Facial expression recognition is an extensive and challenging research problem. Recently, It has made significant progresses in the technology of the facial expression recognition. Ekman and Friesen [1] began with scientific study of facial expressions. They analyzed six facial expressions, which included "surprise", "fear", "disgust", "anger", "happiness", and "sadness". Each expression was summarized using distinctive clues in the appearance of the eyebrows, eyes, mouth, jaw, etc, which were further investigated and encoded into the so called Facial Action Coding System (FACS) to describe "all visually distinguishable facial movements." Many approaches were presented to recognize facial expressions by machines. These methods can be categorized for four types as follow: In the first type, emotion space was used to recognize facial expression [2] . For the second type, it is to recognize facial expressions of an image frame sequence by the use of optical flow [3] . The third type is to recognize facial expressions by active shape models [4] . The fourth type is to use neural network namely to recognize facial expressions, which exploit neural models to capture and encode the nonlinear mapping among different facial expressions [5] . However, these approaches have been fraught with difficulty because they are often inconsistent with other evidence of facial expressions [6] .
It is essential for intelligent and natural human computer interaction to recognize facial expression automatically. In the past several years, significant efforts have been made to identify reliable and valid facial indicators of expressions [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . In [7] [8] [9] , an approach was developed to automatically recognize facial expressions. Active Appearance Models (AAM) was used to decouple shape and appearance parameters from face images. And then SVM were used to classify facial expressions. In [10] [11] [12] [13] [14] , Prkachin and Solomon validated a Facial Action Coding System (FACS) based measure of pain that could be applied on a frame-by-frame basis. But these methods require manual labeling of facial action units or other observational measurements by highly trained observers [20, 21] , which is both timely and costly. Most must be performed offline, which makes them ill-suited for real-time applications. In [15] , a robust approach for expression recognition was presented using However, evaluation results and practical experience have shown that facial expression automatically technologies are currently far from mature. Many challenges are to be solved before it can implement a robust practical application. In this paper, we propose a method for automatically recognizing facial expressions from video sequences. This approach includes two steps: extracting feature of facial expressions and classifying facial expressions. In the extracting feature, features of facial expressions are extracted by motion descriptor based on optical flow. Then we convert facial velocity information to visual words using "bag-of-words" models, and facial expression is represented by a number of visual words; Final the multiple instance boosting (MILBoost) model is used for facial expression recognition. In addition, in order to improve the recognition accuracy, the class label information is used for the learning of the MILBoost model. The paper is structured as follows. After reviewing related work in this section, we describe the facial expression feature extraction base on optical flow technique and "bag-of-words" models in section 2. Section 3 gives details of MILBoost model for recognize facial expression. Section 5 shows experiment result, also comparing our approach with three state-of-the-art methods, and the conclusions are given in the final section.
II. FACIAL EXPRESSION REPRESENTATION

A Facial Velocity Feature
Efficient face representation is the key for a good facial expression recognition method. For its eminent characteristics in spatial local feature exaction and orientation selection, Optical flow-based face representation has attracted much attention. According to the physiology, the expression is a dynamic event, it must be represented by the motion information of the face. So, we use facial velocity features to characterize facial expression. The facial velocity features (optical flow vector) are estimated by optical flow model, and each facial expression is coded on a six level intensity dimension (A-F): "surprise", "fear", "disgust", "anger", "happiness", and "sadness".
Given a stabilized video sequence in which the face of a person appears in the center of the field of view, we compute the facial velocity (optical flow vector) u=( u x ,u y ) at each frame using optical flow equation, which is expressed as : 
x y t is the image in pixel (x, y) at time t, where ( , , ) I x y t is the intensity at pixel (x, y) at time t, u x ,u y is the horizontal and vertical velocities in pixel (x, y).
We can obtain u=( u x ,u y ) by minimizing the objective function:
There are many methods to solve the optical flow equation. We use the iterative algorithm [23] to compute the optical flow velocity：
Where k is the number of iterations, initial value of velocity
u u is the average velocity of the neighborhood of point (x,y). The optical flow vector field u is then split into two scalar fields u x and u y , corresponding to the x and y components of u [24] . u x and u y are further half-wave rectified into four none-gative channels
. These four nonnegative channels are then blurred with a Gaussian kernel and normalized to obtain the final four channels ub x + , ub x -, ub y + ,ub y -. Facial expression is represented by velocity features that are composed of the channels ub x + , ub x -, ub y + ,ub y -of all pixels in facial image. Because facial expression can be regard as facial motion, the velocity features can describe facial expression effectively, in addition to, the velocity features have been shown to perform reliably with noisy image sequences, and has been applied in various tasks, such as action classification, motion synthesis, etc. But the dimension of these velocity features is too high (6ⅹLⅹL, where LⅹL is image size) to be used directly to recognition, so, we convert these velocity features into visual words using "bag-of-words" [25, 26] .
B. Visual Words for Characterizing Facial Expression
The "bag-of-words" model was originally proposed for analyzing text documents, where a document is represented as a histogram over word counts.
In this paper, each facial image is divide into LⅹL blocks , and each image block is represented by optical flow vector of all pixels in the block. On this basis， Facial expressions are represented by visual words using the method of BoW（Bag of Words）.
To construct the codebook, we randomly select a subset from all image blocks, then, we use k-means clustering algorithms to obtain clusters. Codewords are then defined as the centers of the obtained clusters, namely visual words. In the end, each face image is converted to the "bag-of-words" representation by appearance times of each codeword in the image is used to represent the image, namely BoW histogram.
The step for characterizing facial expression is as follows：
Step1: Optical flow channels ub x
Step2: Each facial image is divide into LⅹL blocks, which is represented by optical flow vector of all pixels in the block；
Step3: Vision words are obtained using k-means clustering algorithms;
Step4: Facial expression is represented by BoW histogram x ij : 
III. MILBOOST-BASED FACIAL EXPRESSION RECOGNITION
Facial expression recognition is innately a Multiple Instance Learning problem. We use the multiple instance boosting(MILBoost) models to learn and recognize facial expression. Our approach is directly inspired by a body of work on using generative MILBoost models for visual recognition based on the "bag-of-words" paradigm. The MILBoost models have been applied to various computer vision applications, such as object recognition, action recognition, human detection, etc. We use Adaboost [27] to create MILBoost and propose a new MILBoost framework, which learns a unified classifier instead of individual classifiers for all classes, so that the recognition efficiency can be increased without compromising accuracy.
A. Adaboost Algorithm Analysis
Freund and Schapire proposed Adaboost algorithm in 1995 [28] . Adaboost is one of the most efficient machine learning algorithms at present.
Suppose we give a set of training data 
, l is the number of samples. The AdaBoost algorithm is an iterative procedure, which tries to approximate the Bayes classifier by combining many weak classifiers. At first the AdaBoost builds a classifier at the begin with the unweighted training sample, which produces class labels for sample a classification tree .Then, the weight of that training data point is increased if a training data point is misclassified. A second classifier is built by using the new weights for no longer equal. Again, misclassified training data have their weights boosted and the procedure is repeated. Finally a score is assigned to each classifier, and the final classifier is defined as the linear combination of the classifiers from each stage. The AdaBoost algorithm proceeds as follows:
Give: 
is corresponding to a weight of the i-th
sample at the first time, l 0 is the total number of positive example samples, l 1 is the total number of negative example samples.
Step 2: The training sample set is trained for T rounds of training.
For t = 1 to T do Train weak learner using distribution D t , which fit a classifier h j (x i ) to the training data using weights w t . Get weak hypothesis ( ) ( ) 
where ( ) j f x is eigenvalue, j θ is threshold, and j p is a symbol factor of the inequality direction.
Update the weight of the sample by choosing t β : Step3: Output the final hypothesis:
T T t t t t t h x a h x a
where 1 log t t a β = .
AdaBoost has been proved to be extremely successful in producing accurate classifiers. However, it is much harder to achieve in the multi-class case, which was also proposed to be used in the multi-class case. The main disadvantage of AdaBoost is that it is unable to handle weak learners with an error rate greater than 1/2. However, AdaBoost may easily fail in the multi-class case. We have combined MIL with AdaBoost to create MILBoost, where that the bag is positive can produce classifiers with much higher recognition rates and fast computation times.
B. MILBoost-based Facial Expression Recognition
Keeler, et. al [29] proposed originally the idea for the multiple instance learning for handwritten digit recognition in 1990. It was called Integrated Segmentation and Recognition (ISR), and it is the key idea to provide a different way in constituting training samples. Training samples are not singletons, at the same time they are in "bags", where all of the samples in a bag share a label [30] ; Samples are organized into positive bags of instances and negative bags of instances, where each bag may contain a number of instances [31] . At least one instance is positive (i.e. object) in a positive bag, while all instances are negative (i.e. non-object) in a negative bag. In MILBoost, learning must simultaneously learn that samples in the positive bags are positive along with the parameters of the classifier. To obtain training samples, each image is divided into LⅹL blocks. We treat each block in a image as a single word d j and a image as a bag. Each block is used as an example for the purposes of training. It is suitable to represent the object by a bag of multiple instances (non-aligned human face images). Then, MILBoost can learn that instances in the positive bags are positive, along with a binary classifier [32] . In this paper, MILBoost is employed for facial expression with non-aligned training samples. The MILBoost-based facial expression recognition proceeds as follows:
Step 1: Input: Given dataset Step 2: Update all N weak classifiers in the pool with data { , } ij i
x y .
Step 3: Initialize all strong classifier: 0 ij H = for all i , j .
Step 4: for k=1 to K do for m=1 to N do We calculate the probability that the j-th sample is positive in the i-th bag as follow:
We calculate the probability that the bag is positive as follow:
The likelihood assigned to a set of training bags is:
( log( ) (1 ) 
The m* come into the strong classifier:
Step 5: Output: Strong classifier which consist of K weak classifiers as follow:
where k h is a weak classifier and can make binary predictions using (
K sign H x . In MILBoost, samples come into positive bags of instances and negative bags of instances. Each instance x ij is indexed with two indices, where i for the bag and j for the instance within the bag. All instances in a bag share a bag label y i . Weight of each sample composes of the weight of the bag and the weight of the sample in the bag. The quantity of the samples can be interpreted as a likelihood ratio, where some (at least one) instance is positive in a bag. Training in the initial stages is the key to a fast and effective classifier. Training and evaluating have a direct impact on both the features selected and the appropriate thresholds selected. The result of the MILBoost learning process is not only a sample classifier but also weights of the samples. The samples have high score in positive bags which are assigned high weight. The final classifier labels these samples to be positive. The remaining samples have a low score in the positive bags, which are assigned a low weight. The final classifier classifies these samples as negative samples as they should be. We train a complete MILBoost classifier and set the detection threshold to achieve the desired false positive rates and false negative rates. Retrain the initial weak classifier so that a zero false negative rate is obtained on the samples, which label positive by the full classifier. This results in a significant increase in many samples to be pruned by the classifier. Repeating the process so that the second classifier is trained to yield a zero false negative rate on the remaining samples.
For the task of facial expression recognition classification, our goal is to classify a new face image to a specific facial expression class. During the inference stage, given a testing face image, We can treat each aspect in the MILBoost model as one class of facial expression. For facial expression recognition with large amount of training data, this will result in long training time. In this paper, we adopt a supervised Algorithm to train MILBoost model. The supervised training algorithm not only makes the training more efficient, but also improves the overall recognition accuracy significantly. Each image has a class label information in the training images, which is important for the classification task. Here, we make use of this class label information in the training images for the learning of the MILBoost model, since each image directly corresponds to a certain facial expression class on train sets.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
We verified the effectiveness of the proposed algorithm by using C++ and Matlab hybrid implementation on a PC with Haswell 3.2 GHz processor and 4G RAM.
We have built a database of face images about six facial expressions. In this database, there are six groups of images, which are "surprise", "fear", "disgust", "anger", "happiness", and "sadness", and each group includes 15 males and 15 females. The face images were taken under various laboratory controlled lighting conditions, and each face image was normalized to a size of 64×64. Some sample images are shown in Fig.2 In Experiments, we chose 25 face images per class randomly for training, while the remaining images were used for testing. These images were pre-processed by aligning and scaling so that the distances between the eyes were the same for all images and also ensuring that the eyes occurred in the same coordinates of the image. We run the system six times and obtained six different training and testing sample sets. The recognition rates were found by averaging the recognition rate of each run.
Each face image was divided into LⅹL blocks. First, we studied the effect of the size of image block on the recognition accuracy. Figure 3 represent the recognition accuracy curve with different block sizes L. It can be concluded that the accuracy peaked when the block sizes L is 8. Therefore L is set as 8. In order to determine the value of M that is the number of the visual word set, the relation between M and recognition accuracy was observed, which is displayed in Fig.4 . It is revealed in Fig.4 that with the increasing of M recognition accuracy is rise up at the beginning and if M is larger than or equal to 50, the recognition accuracy is stabled to 0.892. As a result, M is set as 50. To examine the accuracy of our proposed facial expressions approach, 300 different face images were used for this experiment. Some images contained the same person but in different expressions. The recognition results are presented in the confusion matrices. The confusion matrix for per-video classification is shown in Figure 6 , which built a database of face images using 50 codewords. Where A,B,C,D,E,F indicate "surprise", "fear", "disgust", "anger", "happiness", and "sadness" respectively. Each cell in the confusion matrix is the average result of every facial expression respectively. We can see that the algorithm correctly classifies most facial expressions. Average recognition rate get to 89.2%. Most of the mistakes the algorithm makes are confusions between "surprise" and "fear", between "disgust" and "sadness". This is intuitively reasonable since they are similar facial expressions.
In order to examine the accuracy of our proposed facial expression recognition approach, we compared our method to three state-of-the-art approaches for facial expression recognition using the same data. The first method is "AAM+SVM" [7] , which used Active Appearance Models (AAM) to extract face features, and SVM to classify facial expression. The second method is "Eigenimage" [15] , which used Eigenface for facial expression recognition. The third method is "SLPP+ MKSVM" [16] , which used SLPP to extract feature of facial expression, and multiple kernels support vector machines (MKSVM) for recognizing. 200 different expression images were used for this experiment. Some images contained the same person but in different facial expression. The results of recognition accuracy comparison are shown in Figure 6 . In Figure 6 , we show that AAM+SVM [7] obtain average recognition accuracy of 80.3%. The average recognition rate of "Eigenimage" [15] is to 81.6%. The average recognition accuracy of SLPP+ KSVM [16] is to 84.5%. Our method is stabled to average recognition accuracy of 89.2% .We can see that our method performs significantly better than the above three state-of-the-art approaches for facial expression recognition. The reason is that we improved the recognition accuracy in the two stages of facial expression feature extraction and facial expression recognition. In the stage of facial expression feature extraction, we used motion features that were reliably with noisy image sequences and bag-of-words framework to describe facial expression effectively. In the stage of expression recognition, we used MILBoost algorithm to classify expression images. Our method performs the best, its recognition accuracies and speeds are satisfactory.
V. CONCLUSION
Facial expression recognition can provide significant advantage in public security, law enforcement, information security, financial security, patient care and cost reduction. In this paper, we have presented a novel method to recognize the facial expression and given the six facial expression levels at the same time. The main contribution can be concluded as follows:
(1) Visual words are used for facial expression. Optical flow model is used for extracting facial velocity features, then we convert facial velocity features into visual words using "bag-of-words" models.
(2) We use MILBoost model for facial expression recognition. In our models, Adaboost is used to create MILBoost and a new MILBoost framework is proposed, which recognize different expression categories. In addition, in order to improve the recognition accuracy, the class label information is used for the learning of the MILBoost model.
(3) Experiments were performed on a facial expression dataset built by ourselves and evaluated the proposed method. Experimental results reveal that the proposed method performs better than previous ones.
