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We consider spin-orbit (“geodetic”) precession for a compact binary in strong-field gravity. Specifically, we
compute ψ, the ratio of the accumulated spin-precession and orbital angles over one radial period, for a spinning
compact body of mass m1 and spin s1, with s1  Gm21/c, orbiting a non-rotating black hole. We show that
ψ can be computed for eccentric orbits in both the gravitational self-force and post-Newtonian frameworks,
and that the results appear to be consistent. We present a post-Newtonian expansion for ψ at next-to-next-to-
leading order, and a Lorenz-gauge gravitational self-force calculation for ψ at first order in the mass ratio. The
latter provides new numerical data in the strong-field regime to inform the Effective One-Body model of the
gravitational two-body problem. We conclude that ψ complements the Detweiler redshift z as a key invariant
quantity characterizing eccentric orbits in the gravitational two-body problem.
I. Introduction
The year 2016 will surely come to be regarded as the annus mirabilis of gravitational wave astronomy. First, LIGO reported on
primogenial detections of gravitational waves (GWs): three distinctive “chirps” associated with the binary black hole mergers
GW150914, GW151226 and, at marginal statistical significance, LVT151012 [1–3]. These discoveries suggest that second-
generation ground-based detectors, operating at full sensitivity, may detect as many as 1000 black hole mergers per annum
[4]. Second, the LISA Pathfinder mission reported on test masses maintained in almost-perfect freefall, with sub-Femto-g
accelerations in the relevant frequency band [5]. The path is now clear for eLISA’s launch, circa 2034.
The purpose of a space-based mission such as eLISA [6] is to explore the low-frequency (10−4–1 Hz) gravitational wave
sky. Key sources in this band include Extreme Mass-Ratio Inspirals (EMRIs). In a typical EMRI, a compact body of mass
m1 ∼ 1–102M [in]spirals towards a supermassive black hole of mass m2 ∼ 105–107M under the influence of radiation
reaction [7, 8]. EMRI modelling poses a stiff challenge to Numerical Relativity (NR) [9] due to the separation of scales implied
by the mass ratio q ≡ m1/m2 ∼ 10−3–10−7 (though see e.g. [10]); and to post-Newtonian (pN) theory [11–13], due to the
strong-field nature of the orbit.
The gravitational self-force (GSF) programme [14–17], initiated two decades ago [18, 19], seeks to address the EMRI chal-
lenge by blending together black hole perturbation theory [20–23], regularization methods [24–28] and certain asymptotic-
matching, singular-perturbation and multiple-scale techniques [18, 29–32]. The programme is influenced by some deep-rooted
ideas in physics, such as Dirac’s approach to radiation reaction in electromagnetism [33, 34], the effacement principle and
effective field theory [35, 36].
The ultimate aim of the GSF programme is to model the orbit (and gravitational waveform) of a typical EMRI, as it evolves
over several years through ∼ 105 orbital cycles; without making “slow-motion” or “weak-field” approximations; with a final
phase error of less than a radian. Fulfilment of the accuracy goal requires methods for computing dissipative self-force at
next-to-leading-order in the mass ratio q [37–39]; see Refs. [40–44] for recent progress in this direction.
From one perspective, the compact body m1 is accelerated away from a geodesic of the background spacetime of m2 by
a GSF, which may be split into a dissipative (“radiation reaction”) and conservative piece with respect to time-reversal. The
dissipative self-force at leading order in q has been known, in effect, since the 1970s, as it may be deduced from Teukolsky
fluxes [22, 45–47]. By contrast, the more subtle consequences of the conservative self-force have only been explored in the
last decade. An appealing perspective, offered by Detweiler & Whiting [25] and others [32, 48–50], is that a (non-spinning,
non-extended) compact body follows a geodesic in a (fictitious) regularly-perturbed spacetime, gRab = g¯ab + h
R
ab, where g¯ab is
the metric of the background spacetime parametrized by m2, and hRab = O(q) is a certain smooth vacuum perturbation obtained
by subtracting a “singular-symmetric” piece from the physical metric. Conservative GSF effects are manifest as shifts at O(q)
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2in quantities defined on geodesics.
In 2008, Detweiler [51] showed that, for circular orbits, the O(q) shift in the redshift invariant z = (ut)−1 = dτdt for circular
orbits (proportional to hRuu ≡ hRabuaub, where ua is the geodesic tangent vector) is independent of the choice of gauge in GSF
theory [52], within a helical class. As z is a physical observable (in principle at least), it may be calculated for any mass ratio via
complementary approaches to the gravitational two-body problem. There has emerged a concordance in results in overlapping
domains [53], between GSF theory [51, 52, 54, 55], post-Newtonian theory [51, 56–58], and, most recently, Numerical Relativity
[59]. Moreover, the redshift invariant z has been found to play a leading role in the first law of binary black hole mechanics
[60–62].
Invariants from GSF theory, such as z, provide strong-field O(q) information that can be applied to calibrate and enhance
the Effective One-Body (EOB) model [63–66]. As the EOB model generates waveforms for binaries at q ∼ 1, this provides a
conduit for GSF results to flow towards data analysis at LIGO. A cottage industry has developed in identifying and calculating
invariants associated with conservative GSF at leading order in q. For circular orbits in Schwarzschild, the invariants comprise
(i) the redshift invariant [51, 52] (relating also to the binary’s binding energy [67]), (ii) the shift in the innermost stable circular
orbit (ISCO) [68], (iii) the periapsis advance (of a mildly-eccentric orbit) [68–70], (iv) the geodetic spin-precession invariant
[71–75], (v) tidal eigenvalues at quadrupolar order [73, 76, 77], and (vi) tidal invariants at octupolar order [76–78]. There has
been remarkable progress in expanding these GSF invariants to very high post-Newtonian orders [75, 79–81].
At present, three tasks are underway. First, the task of computing GSF invariants for a spinning (Kerr) black hole. For circular
orbits, (i) the redshift invariant [82, 83] and (ii) the ISCO shift [84] have been calculated; (iii) the periapsis advance has been
inferred from NR data [85]; but the higher-order invariants (iv)–(vi) remain to be found. Second, the task of identifying and
computing invariants for non-circular geodesics. For eccentric orbits, the redshift is defined by z = T /T , where T and T are
the proper-time and coordinate-time periods for radial motion. The redshift has been computed numerically [69, 86] and also
expanded in a pN series [87–89] for eccentric orbits in Schwarzschild. Recently, it was found for equatorial eccentric orbits
in Kerr, in [43] and [90], respectively. Yet generalized versions of the higher-order invariants (iv)–(vi) for eccentric equatorial
orbits in Schwarzschild have not yet been forthcoming, and generic orbits in Kerr remain an untamed frontier. Third, there
remains the ongoing task of transcribing new GSF results into the EOB model [63–66, 76, 88, 91]; and comparing against NR
data [59, 70].
In this article, we consider spin-orbit precession for a spinning compact body of mass m1 on an eccentric orbit about a
(perturbed) Schwarzschild black hole of mass m2. We focus on the spin-precession scalar ψ, which was defined in the circular-
orbit context in Ref. [71] (see also Refs. [72–75]). The natural definition of ψ for eccentric orbits is
ψ =
Φ−Ψ
Φ
, (1.1)
where Φ and Ψ are, respectively, the orbital angle and the spin-precession angle (with respect to a polar-type basis) accumulated
in passing from periapsis to periapsis (i.e. over one radial period). We shall compute ∆ψ, the O(m1) contribution to ψ at fixed
frequencies, via both GSF and post-Newtonian approaches. In the pN calculation, we work with the spin-orbit Hamiltonian
HSO through next-to-next-to-leading-order (NNLO) [92–94], neglecting spin-squared and higher contributions.
The article is organised as follows. In Sec. II we review geodesic motion and spin precession of test-bodies on the Kerr
spacetime. In Sec. III we extend the gravitational self-force formalism in order to compute ∆ψ for eccentric orbits. In Sec. IV
we calculate ∆ψ through NNLO from the spin-orbit HamiltonianHSO. In Sec. V we present our numerical results, and confront
the GSF data with the pN expansion. We conclude in Sec. VI with a discussion of future calculations.
Conventions: We set G = c = 1 and use the metric signature +2. Coordinate indices are denoted with Roman letters
a, b, c, . . ., indices with respect to a triad are denoted with letters i, j, k, . . ., and general tetrad indices with α, β, . . ., etc.,
and numerals denote projection onto the tetrad legs. The coordinates (t, r, θ, φ) denote general polar coordinates which, on
the background Kerr spacetime, correspond to Boyer-Lindquist coordinates. Partial derivatives are denoted with commas, and
covariant derivatives with semi-colons, i.e., ka;b ≡ ∇bka. Symmetrization and anti-symmetrization of indices is denoted with
round and square brackets, () and [], respectively. Overdots denote derivatives with respect to proper time, i.e. r˙ = drdτ .
3II. Geodesics and spin precession in the test-body limit
A. Geodetic spin precession
Let us consider a gyroscope, of inconsequential mass and size, moving along a geodesic za(τ) in a curved spacetime. The
geodesic tangent vector ua = dz
a
dτ (a unit timelike vector, gabu
aub = −1) is parallel-transported, such that Dua/dτ = 0, where
Dva/dτ ≡ ub∇bva = dva/dτ + Γabcubvc. The gyroscope’s spin vector sa (which is spatial, saua = 0) is parallel-transported
along the geodesic, Dsa/dτ = 0; hence its norm s2 ≡ gabsasb is conserved.
We may introduce a reference basis eaα (i.e. an orthonormal tetrad) along the geodesic, such that gabe
a
αe
b
β = ηαβ where
ηαβ = diag[−1, 1, 1, 1] and ea0 = ua. With this basis, we may recast the parallel-transport equation Dsa/dτ = 0 in the
beguiling form
ds
dτ
= ω × s, (2.1)
where (s)i ≡ eai sa, (ω)i ≡ − 12ijkωjk, and
ωij ≡ −gabeai
Debj
dτ
= −ωji. (2.2)
Eq. (2.1) merely describes how a parallel-transported basis varies relative to a reference basis (or ‘body frame’). Note that
ω depends entirely on the choice of reference basis; in particular, if eai is itself parallel-transported, then ω = 0. An obvious
way forward, then, is to choose a physically-motivated reference basis. For example, one could choose the eigenvectors of the
3× 3 tidal matrix Cij ≡ Cabcdeai ubecjud, where Cabcd is the Weyl tensor. As Cij is real and symmetric, the eigenvectors define
a unique orthogonal basis (provided that the eigenvalues are distinct).
Let us suppose that a natural reference basis exists, and furthermore that ω is fixed in direction (typically, orthogonal to the
orbital plane). We may then align the reference basis so that (ω)1 = 0 = (ω)3 and (ω)2 = ω13(τ) = ea3gab
Deb1
dτ . Eq. (2.1) has
the solution
s1 + is3 = S⊥ exp
(
i
∫ τ
ω13(τ)dτ
)
, s2 = S‖, (2.3)
where S⊥ is a complex number satisfying s2 = |S⊥|2 +S‖, with S‖ real and constant. Thus, the precession angle Ψ accumulated
over one radial period T is given by
Ψ =
∫ T
0
ω13(τ)dτ (2.4)
where T is the radial period with respect to proper time.
B. Discrete and continuous isometries
One may wish for for a geometric definition of precession which does not depend on a choice reference basis. In curved
space, a vector vi parallel-transported around a closed path does not, in general, return to itself; and this immediately gives a
geometric quantity. But in curved spacetime, timelike paths are not closed (except in pathological scenarios), so this procedure
is not relevant.
For circular orbits, the spacetime and geodesic admit a continuous isometry (neglecting dissipative effects). That is, there
exists a helical Killing vector field ka for the spacetime which aligns with the tangent vector ua on the geodesic. In Refs. [71, 72]
a natural precession quantity was defined directly from the helical Killing field itself.
By contrast, for generic orbits, there is no continuous isometry. However, for eccentric orbits in the equatorial plane there
is a discrete isometry, associated with the periodicity of the radial motion (neglecting dissipative effects). To make this notion
more precise, let us adopt the passive viewpoint, in which there is a single spacetime (M, g) with a local region covered by two
coordinate systems xa and x′a, where the transformation between coordinates is sufficiently smooth that the usual transformation
law applies, g′ab =
∂x′c
∂xa
∂x′d
∂xb
gcd (in the transformation law it is implicit that the left-hand and right-hand sides are evaluated at
4the same spacetime point). The spacetime possesses an isometry if the metric components in the two coordinate systems are
equal when evaluated at two different spacetime points which have the same coordinate values in the two systems, x′c = xc. We
may extend this concept to the worldline: under this coordinate transformation z′a(τ ′) = ∂x
a
∂x′b z
b(τ) where τ ′ is a function of τ ,
we demand that z′a(τ ′ = τ) = za(τ).
To be more concrete, for equatorial eccentric orbits there is a discrete isometry under the linear transformation t′ = t − T ,
r′ = r, θ′ = θ, φ′ = φ−Φ and τ ′ = τ−T , where T , T and Φ are the coordinate time, proper time and orbital angle accumulated
in passing from periapsis to periapsis.
How may we exploit the discrete isometry? We may restrict attention to reference bases that respect the isometry: tetrads
eaα(τ) transforming in the standard way e
′a
α (τ
′) = ∂x
a
∂x′b e
b
α(τ), which satisfy e
′a
α (τ
′ = τ) = eaα(τ). Now consider a pair of such
tetrads within the isometry-respecting class, related by e˜1 + ie˜3 = eiϕ(τ)(e1 + ie3). It is straightforward to show, from Eq. (2.4),
that Ψ˜ = Ψ− [ϕ(T )−ϕ(0)]. As both tetrads respect the isometry, the last term is, at worst, a multiple of 2pi. We may eliminate
this term by restricting attention to those triads that rotate once in passing around the black hole (like the spherical polar basis).
Then, Ψ becomes insensitive to the choice of reference tetrad within a rather general class.
C. Geodetic spin precession for test bodies around black holes
1. Generic geodesics in Kerr spacetime
Consider the parallel transport of spin along a generic test-body geodesic with tangent vector ua on the Kerr spacetime, in
Boyer-Lindquist coordinates. The Kerr spacetime admits two Killing vectors, Xa(t) and X
a
(φ), satisfying X(a;b) = 0, and one
Killing-Yano tensor fab, satisfying f(ab) = 0 and fab;c = f[ab;c]. There are three constants of motion: energy E = −Xa(t)ua,
azimuthal angular momentum L = Xa(φ)ua, and the Carter constant K = f ca fbcuaub + (L − aE)2 [95], in addition to the
particle’s mass m1.
The vector qa ≡ fabub is parallel-propagated along the geodesic (ubqa;b = fac;bubuc + facubuc;b = 0) and orthogonal to
the tangent vector (uaqa = uafabub = 0, by antisymmetry) [96]. Furthermore, its magnitude is set by the Carter constant:
qaqa = K.
Marck [97] introduced a standard tetrad eaα, with its zeroth leg along u
a and its second leg given by ea2 = q
a/
√K. The
standard tetrad is given explicitly in Eq. (29)–(30) of Ref. [97]. The geometric properties of the standard tetrad are explored in
Ref. [98]. Relative to this basis, the precession frequency is
ω13 =
K1/2
r2 + a2 cos2 θ
(
E(r2 + a2)− aL
r2 +K + a
L− aE sin2 θ
K − a2 cos2 θ
)
. (2.5)
2. Equatorial geodesics in Kerr spacetime
For orbits confined to the equatorial plane (θ = pi/2), the triad legs ea1 , e
a
2 and e
a
3 are eigenvectors of the electric tidal tensor
Cij , with eigenvalues −(2 + 3K/r2)m2/r3, (1 + 3K/r2)m2/r3 and m2/r3, respectively. Thus, the reference basis has local
physical significance. The second triad leg ea2 reduces to the unit vector orthogonal to the plane. In addition, e
a
α in the plane is a
function of r and r˙ = drdτ only (and the constants of motion) and so it respects the discrete isometry (Sec. II B). The precession
frequency reduces to
ω13 =
√K
r2 +K
(
E +
a
L− aE
)
. (2.6)
3. Equatorial geodesics in Schwarzschild spacetime
Hereforth, we shall assume the black hole is non-rotating (a = 0). In standard Schwarzschild coordinates {t, r, θ, φ} the line
element is ds2 = gabdxadxb = −fdt2 + f−1dr2 + r2(dθ2 + r2φ2), where f(r) = 1− 2M/r. The Carter constant reduces to
K = L2, and the precession frequency to ω13 = EL/(r2 + L2). Explicitly, the standard tetrad has the following components:
ea0 = u
a =
[
E/f, r˙, 0, L/r2
]
, ea2 = [0, 0, 1/r, 0] ,
ea1 =
1
f
√
1 + L2/r2
[r˙, fE, 0, 0] , ea3 =
1
r
√
1 + L2/r2
[
EL/f, Lr˙, 0, 1 + L2/r2
]
, (2.7)
5with r˙ = ur determined from the energy equation,
r˙2 = E2 − f(1 + L2/r2). (2.8)
A bound eccentric geodesic may be parametrized by
r(χ) =
pm2
1 + e cosχ
, (2.9)
where χ is the relativistic anomaly, and p and e are the (dimensionless) semi-latus rectum and eccentricity. The dimensionless
energy E and angular momentum L are related to p and e by [86]
E =
[
(p− 2− 2e)(p− 2 + 2e)
p(p− 3− e2)
]1/2
, L =
pm2√
p− 3− e2 . (2.10)
Expressions for dτ/dχ, dt/dχ, and dφ/dχ are given in Eq. (2.6), (2.7a) and (2.7b) of Ref. [86]. To these, we supplement
dΨ
dχ
= ω13
dτ
dχ
=
√
p− 3− e2
p− 6− 2e cosχ
√
(p− 2− 2e)(p− 2 + 2e)
(p− 2 + 2e cosχ− e2 sin2 χ) . (2.11)
We may find T , T , Φ and Ψ by integrating over one radial period, e.g., Ψ = ∫ 2pi
0
dΨ
dχ dχ. The orbital angle Φ is given in terms of
an elliptic integral in Eq. (2.9) of Ref. [86],
Φ = 4
√
p
p− 6 + 2eellipK
(
4e
p− 6 + 2e
)
. (2.12)
The other quantities may not be written in a similarly compact form. However, one may easily calculate these numerically, or
by expanding as a series in 1/p as follows:
T
2piυ
=
1
j3e
+
3
2je
p−1 +
(
3
2
+
6
je
+
3
8
je
)
p−2 +
(
29
2
+
24
je
+ 3je +
3
4
j2e −
1
16
j3e
)
p−3 +
+
(
96
je
+
1737
16
+ 18je +
129
16
j2e −
3
4
j3e −
3
16
j4e +
3
128
j5e
)
p−4 +O(p−5), (2.13)
T
2piυ
=
1
j3e
+
3
je
p−1 +
(
15
2
+
6
je
)
p−2 +
(
75
2
+
30− 6e2
je
)
p−3 +
(
3729
16
+
96
je
+ 30je − 75
16
j2e
)
p−4 + . . . , (2.14)
Φ
2pi
= 1 + 3p−1 +
(
27
2
+
3
4
e2
)
p−2 +
(
135
2
+
45
4
e2
)
p−3 +
(
2835
8
+
945
8
e2 +
105
64
e4
)
p−4 +O(p−5), (2.15)
Ψ
2pi
= 1 +
3
2
p−1 +
(
63
8
− 3
4
e2
)
p−2 +
(
675
16
− 21
8
e2 − 3
16
e4
)
p−3 +
+
(
29403
128
+
363
32
e2 − 249
64
e4 − 3
32
e6
)
p−4 +O(p−5), (2.16)
where υ = m2p
3
2 and je =
√
1− e2. Expansions for the redshift z = T /T and the spin precession ψ = 1 − Ψ/Φ follow
immediately,
z = 1− 3
2
j2ep
−1 + j3e
(
−6 + 39
8
je
)
p−2 + j3e
(
−23 + 6je + 30j2e −
235
16
j3e
)
p−3 +
+j3e
(
−249
2
+ 24je + 174j
2
e + 6j
3
e −
507
4
j4e +
5643
128
j5e
)
p−4 +O(p−5), (2.17)
ψ =
3
2
p−1 +
(
9
8
+
3
2
e2
)
p−2 +
(
27
16
+
33
4
e2 +
3
16
e4
)
p−3 +
6+
(
405
128
+
705
16
e2 +
123
32
e4 +
3
32
e6
)
p−4 +O(p−5). (2.18)
Note that, in the circular limit e→ 0, we have the exact results z = √1− 3/p and ψ = 1−√1− 3/p.
The radial and (average) azimuthal frequencies are defined via
Ωr =
2pi
T
, Ωφ =
Φ
T
. (2.19)
The frequencies {Ωr,Ωφ} can be measured by an observer at infinity, and thus provide an unambiguous parametrization for
eccentric orbits. By contrast, the semi-latus rectum p and eccentricity e are defined only in terms of the periapsis and apsis radii,
which are not invariant under a change of radial coordinate.
III. Gravitational self-force method
In Sec. II we examined spin precession ψ in the test-body limit. We now consider a compact body with a finite massm1  m2
and a small spin s1  (G/c)m21, orbiting a Schwarzschild black hole of mass m2, where m1 and m2 are the ADM masses.
A. Outline of scheme
We start by assuming that there exists a well-defined function ψ(m2Ωr,m2Ωφ, q), for any mass ratio q = m1/m2. We seek
to isolate and compute the linear-in-q part of this function using perturbation theory, that is,
∆ψ(m2Ωr,m2Ωφ) ≡ [ψ(m2Ωr,m2Ωφ, q)− ψ(m2Ωr,m2Ωφ, 0)]O(q) , (3.1)
where the square paranthesis denote the O(q) part. In this section, we shall denote test-body quantities using an overbar,
i.e. Φ¯, Ψ¯, e¯aα, etc.
Underpinning our approach is the key result that, throughO(m1), a small slow-spinning compact body follows a geodesic in a
regular perturbed spacetime gRab [25]; and, furthermore, its spin vector is parallel-transported in that same spacetime [32]. Here,
we restrict to the small-spin regime s  Gm21/c and neglect Mathisson-Papapetrou terms [99, 100]. Note that gRab is not the
physical metric; rather, it is obtained by subtracting a certain ‘symmetric singular’ part from the physical metric, following the
Detweiler–Whiting formulation [25] (details of the regularization procedure are given in Sec. III D 2). The regularly-perturbed
metric can be written gRab = g¯ab + h
R
ab, where g¯ab is the background Schwarzschild spacetime and h
R
ab = O(m1) is the metric
perturbation. Henceforth, we shall omit the superscript R.
In our perturbative approach, we shall compare quantities defined on a worldline γ in the regular perturbed spacetime (M, g)
with quantities on a reference worldline γ¯ in a background spacetime (M¯, g¯). In the regular-perturbed spacetime, we consider a
geodesic (0) with proper time τ , worldline coordinates zα(τ), and orbital parameters p, e. In the background spacetime, there are
at least three possible choices of reference worldline: (1) an accelerated worldline with (p, e) on the background spacetime with
the coordinates zα(τ(τ¯)), (2) a geodesic with (p0, e0) on the background which becomes (1) under the influence of gravitational
self force, and (3) a geodesic with (p, e) on the background. In each case, the orbit may be parameterized using Eq. (2.9). Note
that, for a given relativistic anomaly χ, the coordinate difference between (2) and (3) is O(m1). Hence, at leading order in m1
the instantaneous self-force computed on (3) is the same as on (2). Thus we may exclusively use (3) and dispense with (1) and
(2).
We use the symbol δ to denote the difference atO(m1) between a quantity on geodesic (0) and the same quantity on geodesic
(3), implicitly making the choice χ¯ = χ in the comparison, e.g. δeaα = e
a
α(χ) − e¯aα(χ¯ = χ). Since geodesics (0) and (3) have
the same orbital parameters p, e, this implies that we are comparing at the same coordinate radius r, though not the same t and
φ coordinates. We should emphasize that any such difference δY is not gauge-invariant, in general.
We will also use δ to denote the variation in those quantities which are defined via orbital integrals, such as T , T , Φ and Ψ.
Let Y denote some physical quantity defined by an integral around a geodesic, and let y = dY/dτ denote its local frequency.
(For example, Y ∈ {T , T,Φ,Ψ} and y ∈ {1, ut, uφ, ω13}.) As in Sec. II C 3, the background quantity Y¯ is found by integrating
7y¯ from periapsis to periapsis,
Y¯ ≡
∫ 2pi
0
y¯
dτ¯
dχ
dχ. (3.2)
The first-order variation δY is found via the integral
δY =
∫ 2pi
0
(
δy
y¯
− δu
r
u¯r
)
y¯
dτ¯
dχ
dχ. (3.3)
Barack & Sago [69] (henceforth BS2011) have shown how to apply the GSF formalism to calculate δΦ and δT for eccentric
orbits, and thus also the frequency shifts δΩr = δ(2pi/T ) = −(δT/T )Ωr and δΩφ = δ(Φ/T ) =
(
δΦ/Φ¯− δT/T¯ ) Ω¯φ. We will
follow their approach, and extend it to calculate δΨ.
Recall that we seek the O(q) shift at fixed Ωr, Ωφ (equivalently, fixed Φ and T ), denoted by ∆Y . This is given by
∆Y = δY − ∂Y¯
∂T¯
δT − ∂Y¯
∂Φ¯
δΦ. (3.4)
The latter terms may be found by applying the chain rule, i.e.,
∂Y¯
∂T¯
=
∂Y¯
∂p
∂p
∂T¯
+
∂Y¯
∂e
∂e
∂T¯
(3.5)
with { ∂p
∂T¯
, . . .} obtained by inverting {∂T¯∂p , . . .}.
It follows from the definition that ∆T = ∆Φ = ∆Ωr = ∆Ωφ = 0. It follows from Eq. (1.1) that
∆ψ = −∆Ψ
Φ¯
. (3.6)
(And it follows from z ≡ T /T that ∆z = ∆T /T¯ ). In sections below we focus on calculating δΨ and thus ∆Ψ.
B. Circular orbit limit
Here we pause to consider the circular-orbit limit of ∆ψ. Naively, one might expect lime→0 ∆ψ to reduce to ∆ψcirc, the
quantity calculated for circular orbits in Refs. [71–75]. On the other hand, ∆ψcirc is defined by comparing circular orbits in
the perturbed and unperturbed spacetimes with the same azimuthal frequency Ωφ, whereas ∆ψ is defined by comparing not-
necessarily-circular orbits in the perturbed and unperturbed spacetimes with the same pair of frequencies Ωφ and Ωr. By fixing
both frequencies, the orbit in the perturbed spacetime will not necessarily be circular even when the background orbit is so. As
conceptually-different comparisons are made, it is plausible that lime→0 ∆ψ 6= ∆ψcirc, and so it proves.
Let us consider the definitions in the e→ 0 limit,
∆ψcirc = δψcirc − dψ¯
circ
dΩ¯φ
δΩcircφ , (3.7)
lim
e→0
∆ψ = lim
e→0
δψ − lim
e→0
[
∂ψ¯
∂Ω¯r
δΩr +
∂ψ¯
∂Ω¯φ
δΩφ
]
. (3.8)
It is straightforward to establish that the first terms are equal: δψcirc = lime→0 δψ. On the other hand, the latter terms are not,
and we are left with an offset term,
lim
e→0
∆ψ −∆ψcirc = dψ¯
circ
dΩ¯φ
δΩcircφ − lim
e→0
[
∂ψ¯
∂Ω¯r
δΩr +
∂ψ¯
∂Ω¯φ
δΩφ
]
(3.9)
= −2 p
3/2
√
p− 3 (p− 6)3/2
4p2 − 39p+ 86
[
δΩe→0r −
p− 8√
p(p− 6) δΩ
e→0
φ
]
8= −2
√
p− 3 (p− 6)5/2
p (4p2 − 39p+ 86)
∆Φe→0
2pi
, (3.10)
where we have used
lim
e→0
∂ψ¯
∂Ω¯r
= −2 p
3/2
√
p− 3 (p− 6)3/2
4p2 − 39p+ 86 , (3.11)
lim
e→0
∂ψ¯
∂Ω¯φ
=
dψ¯circ
dΩ¯φ
+
2 p(p− 8)(p− 6)√p− 3
4p2 − 39p+ 86 , (3.12)
and
∆Φe→0 = δΦe→0 − lim
e→0
dΦ¯
dΩ¯φ
δΩφ = − Φ¯
e→0
Ω¯e→0r
(
δΩe→0r −
p− 8√
p(p− 6)δΩ
e→0
φ
)
= − 2pip
5/2
p− 6
(
δΩe→0r −
p− 8√
p(p− 6)δΩ
e→0
φ
)
. (3.13)
We recognise ∆Φe→0/(2pi) as the O(q) part of the periapsis advance per unit angle K [63, 64, 69]. It is a physical quantity
which is gauge-invariant (in the usual GSF sense), and it has been calculated elsewhere. The significance of this quantity in GSF
theory, pN theory and numerical relativity was explored in Ref. [70]. Thanks to recent advances in GSF technology, lime→0 ∆ψ
can now be computed analytically up to O(p−19/2) via the pN expansion for ∆ψcirc of Refs. [75, 81] known up to O(p−37/2)
(O(p−49/2) online [101]) and the EOB ρ function of Ref. [89] known up toO(p−19/2) using ∆Φe→0/(2pi) = −(1−6y)−3/2ρ/2,
where y ≡ 1/p. For computations done in Lorenz gauge, which is not asymptotically flat, we must add 2qy/(1 − 6y)3/2 to
∆Φe→0/(2pi).
In Appendix A we give an explicit expression for ∆ψ9.5e0 : the analytically-known part of lime→0 ∆ψ up toO(y19/2). A comparison
of ∆ψ9.5e0 and our numerical results for lime→0 ∆ψ is shown in Fig. 2.
C. Formulation
For notational simplicity, we now drop the over-bar notation for denoting background quantities.
1. Perturbation of the tetrad
We start by writing the perturbed tetrad eaα in the following way,
δua = δea0 = c00u
a + c01e
a
1 + c03e
a
3 ,
δea1 = c10u
a + c11e
a
1 + c13e
a
3 ,
δea3 = c30u
a + c31e
a
1 + c33e
a
3 . (3.14)
where cαβ are coefficients at O(m1), to be deduced. (N.B. the second leg ea2 remains orthogonal to the orbital plane.) Now we
impose the orthogonality conditions gabeaαe
b
β = ηαβ , to deduce that
c00 =
1
2
h00 c11 = −1
2
h11, c33 = −1
2
h33,
c10 = h01 + c01, c30 = h03 + c03, c13 + c31 = −h13, (3.15)
where
hαβ ≡ habeaαebβ . (3.16)
The tangent vector (ua = ea0) may be written in the following form,
ua =
[
f−1(E + δE), r˙ + δr˙, 0, (L+ δL)/r2
]
. (3.17)
9The quantities δE etc. are straightforwardly related to the quantities δˆE etc. used in BS2011 [69] (appearing there as ∆E, etc.),
via δE = 12h00E + δˆE, etc. (The difference arises because BS2011 use a tangent vector uˆ
a normalized on the background
spacetime, whereas we prefer a tangent vector normalized on the perturbed spacetime.) Note that the quantities δˆE, δˆL and δˆr˙
are functions of χ, i.e., they are not constants. A procedure for calculating δˆE and δˆL is given in Ref. [69], and δˆr˙ may be
deduced from the normalization condition
EδˆE − r˙δˆr˙ − f(r)
r2
LδˆL = 0. (3.18)
Comparing Eq. (3.17) with Eq. (3.14) yields
c01 =
Er˙
f
√
1 + L2/r2
(
δˆr˙
r˙
− δˆE
E
)
, c03 =
δˆL
r
√
1 + L2/r2
. (3.19)
Inserting Eq. (3.19) into Eq. (3.14) determines the tetrad, up to the single degree of freedom implicit in c13 + c31 = −h13. This
local ambiguity is to be expected, as we are free to locally rotate the reference basis in the 13 plane. The ambiguity is removed
by considering the secular change over radial period, using the discrete isometry.
2. Perturbation of precession frequency
Now we turn attention to the leading-order variation of the precession frequency. As ω13 = gabea3
Deb1
dτ is antisymmetric in its
indices, we shall consider the variation of ω(13) and ω ≡ ω[13] separately. The former is identically zero, and it merely provides
a validation check of our implementation. Applying the variation operator δ, and using the product rule δ(AB) = AδB+BδA,
yields
0 =
1
4
ω (h33 − h11) + gabea(3δ
(
Deb1)/dτ
)
, (3.20)
δω =
1
4
ω (h33 + h11) + gabe
a
[3δ
(
Deb1]/dτ
)
. (3.21)
Here we have used the background identities Du
a
dτ = 0,
Dea1
dτ = ωe
a
3 and
Dea3
dτ = −ωea1 , and Eq. (3.15). The last terms need more
careful consideration. We obtain
0 =
1
2
ω (h33 − h11)− 1
2
dh13
dτ
+ δΓ(31)0, (3.22)
δω =
1
2
ωh00 + δΓ[31]0 +
(
c01e
b
1 + c03e
b
3
)
ea[3∇bea1] +
1
2
d(c13 − c31)
dτ
, (3.23)
where
δΓ[31]0 ≡ δΓacdea[3ec1]ud =
(
δΓabc − hadΓdbc
)
ea[3e
b
1]u
c, (3.24)
with δΓabc ≡ 12 (hab,c + hac,b − hbc,a).
Let us make several brief observations on Eqs. (3.22)–(3.23): (i) Eq. (3.22) is simply an identity, as can be verified by noting
that δΓ(31)0 = 12e
a
3e
b
1u
c∇chab = 12uc∇ch13 + 12ωh11 − 12ωh33; (ii) Eq. (3.23) is not uniquely defined in a local sense, due to
the ambiguity in the last term (the freedom to locally rotate the tetrad), but this ambiguity is eliminated once we integrate over a
radial period and impose the discrete isometry condition; (iii) for the case of circular orbits, Eq. (3.23) agrees with Eq. (2.65) of
Ref. [73] (noting the difference in notation used in Ref. [73], (δΓ)3¯0¯1¯ = δΓ310 + hadΓdbce
a
3e
b
1u
c, and neglecting the final term);
and (iv) the penultimate term in Eq. (3.23) requires the background tetrad to be treated as a field, rather than just a basis on the
background worldline itself.
Let us consider point (iv) in more detail. For given E, L, the background tetrad field is a function of r only, with r˙(r)
interpreted as a function of r determined from the energy condition, r˙2(r) = E2 − f(r)(1 + L2/r2). The tetrad is defined
everywhere within p/(1 + e) and p/(1 − e); it is orthonormal everywhere; and ea0 is tangent to a geodesic everywhere in this
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region. Explicitly,
c01e
b
1ea[3∇bea1] =
ω
fr(1 + L2/r2)
[(
1 +
L2
r2
)2
− E
2L2
r
](
δˆr˙
r˙
− δˆE
E
)
, (3.25)
c03e
b
3ea[3∇bea1] = ω
(
1 + 2L2/r2
1 + L2/r2
)
δˆL
L
. (3.26)
To proceed, we may insert Eq. (3.23) with Eqs. (3.25)–(3.26) into the integral formula,
δΨ =
∫ 2pi
0
(
δω
ω
− δr˙
r˙
)
ω
dτ
dχ
dχ. (3.27)
We then find ∆Ψ using Eq. (3.4), i.e. ∆Ψ = δΨ− ∂Ψ¯
∂T¯
δT − ∂Ψ¯
∂Φ¯
δΦ, and insert this into Eq. (3.6) to obtain ∆ψ.
D. Numerical computation
Below we describe the numerical implementation of the GSF method (III D 1) and the regularization procedure (III D 2).
1. Implementation details
We perform the numerical computation using the GSF code of Ref. [102] which employs a frequency-domain approach, with
the method of extended homogeneous solutions [103], to compute the components of the regularized metric perturbation hRab in
Lorenz gauge. This code has already been used (i) to evolve EMRIs via the osculating geodesics method in Ref. [104], (ii) to
obtain a large set of eccentric-orbit data for the redshift invariant in Ref. [86], and (iii) to numerically determine the EOB d¯ and
q potentials in Ref. [66]. We have developed the code to compute, in addition, the scalars h11, h33, δΓ130, δΓ310 in Eqs. (3.23,
3.22). We have also calculated the regularization parameters for these quantities which we present in Sec. III D 2.
The code samples the interval χ ∈ [0, 2pi] at 240 evenly spaced points χi where it outputs h00, h11, h33, F const , F consφ , δΓ130
and δΓ310 at double floating point precision. Here, F const,φ are the conservative parts of the t, φ components of the GSF. We use
Mathematica’s Interpolation function to convert the discrete data sets into continuous functions suitable for numerical
integration. We use two different orders of interpolation, three and six, and calculate ∆ψ. The change in ∆ψ arising from this
difference is our estimated interpolation error for ∆ψ.
The interpolated data is sufficiently smooth for numerical integration. However, there are a few troublesome terms that come
from double numerical integrals that arise from the c01, c03 terms. These are functions of δˆE(χ), δˆL(χ), δˆr˙(χ) each of which is
an integral of the components of the GSF as given by BS2011
δˆE(χ) = δˆE(0)−
∫ χ
0
dχ′ F const (χ
′)
dτ
dχ′︸ ︷︷ ︸
≡ E(χ)
, δˆL(χ) = δˆL(0) +
∫ χ
0
dχ′ F consφ (χ
′)
dτ
dχ′︸ ︷︷ ︸
≡ L(χ)
, (3.28)
where δˆE(0), δˆL(0) are the O(m1) corrections to energy and angular momentum at the periapsis as explained by BS2011.
δˆr˙(χ) can be obtained from Eq. (3.18). Each of these terms are in turn integrated over a radial period in in Eq. (3.27), which
can be problematic. We deal with this issue by first algebraically simplifying the coefficients of E(χ),L(χ) then by replacing
the numerical values of the χ = 0, pi endpoints of the integrand in Eq. (3.27) with analytical limits. More specifically, we first
rewrite δω using Eqs. (3.25, 3.26). Then, we use δur = 12h00r˙ + δˆr˙ in Eq. (3.27) to remove the
1
2ωh00 term in Eq. (3.23).
Finally, we rewrite the remaining terms proportional to δˆr˙ in terms of δˆE and δˆL using Eq. (3.18). In the end, we are left with a
term of the form
f1(χ)
E(χ) + L(χ)
sin2 χ
+ f2(χ)
E(pi) + L(pi)
4 cos2 χ2
+ f3(χ) , (3.29)
where f1, f2, f3 depend only on background quantities and are regular at χ = 0, pi. Although Eq. (3.29) looks like it diverges
at χ = 0, pi, the analysis in BS2011 has proven these endpoints to be removable singularities. Therefore, we can replace the
divergent values by the analytic limits at χ = 0, pi. The details of this procedure are provided in BS2011. Let us just mention
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that this replacement requires evaluating dF const /dχ, dF
cons
φ /dχ at χ = 0, pi which we can obtain in a straightforward manner
using one-sided finite-difference derivative formulae.
The GSF code uses several approximations and truncations which we explain next. The method of extended homoge-
neous solutions constructs the spherical-harmonically decomposed fields hR,lmab (t, r) (time-domain solutions) by summing
over the Fourier modes of radial motion labeled by n. By construction, the n sum converges exponentially, however, we
can only compute a finite number of n modes. So we truncate the n sum by imposing a convergence criterion based on
the C0 continuity of the hR,lmab (t, r) at r = r(χ) ≡ rp: with each n mode added to the sum we consider the difference
dh ≡
∣∣∣[ hR,lmab (t, r → r−p )− hR,lmab (t, r → r+p ) ]/hR,lmab (t, rp)∣∣∣ and terminate the n mode computation once dh reaches some
prechosen threshold value. Similarly, we also truncate the infinite sum over the multipole modes at some l = lmax since the
regularized modes hR,lab
1 scale as l−2 so this sum converges, albeit slowly [105]. We approximate the remaining contribution to
the l sum by constructing fits to the last five to ten numerically computed l modes and choosing the best fit that minimizes the
appropriate χ-square. This procedure is standard for mode-sum GSF calculations and the resulting fit is referred to as the l-mode
tail. The details of how to calculate it can be found in, e.g., Ref. [102].
At each {p, e} we run our code to produce four data sets with {dh, lmax} = {10−9, 15}, {10−10, 20}, {5 × 10−10, 18}, {5 ×
10−10, 20}, which yield four different values for ∆ψ. Recall that the raw data is discrete in χ thus is interpolated using two
different orders so in the end we end up with eight different values for each ∆ψ(p, e). Our final result for ∆ψ(p, e) is the
mean value of this set and the error we quote is the difference between the maximum and minimum values. Other errors are
subdominant.
Finally, we must deal with the fact that Lorenz gauge is not asymptotically flat, i.e. limr→∞ h
R,l=0
tt = −2α 6= 0, where α
is a constant. This gauge ‘unpleasantness’ can be removed by transforming the original Lorenz-gauge time coordinate by
t → t(1 + α). This shift in t manifests itself in the orbital period T hence in the orbital frequencies Ωr,Ωφ. Returning to
Eq. (3.4) and inserting this correction yields
∆ψ = δψ − (1 + α) ∂ψ¯
∂T¯
δT − (1− α) ∂ψ¯
∂Φ¯
δΦ. (3.30)
This ‘flat-fixing’ or ‘flattening-out’ has become standard in Lorenz-gauge GSF computations and must be done regardless of the
type of motion. Indeed, this correction was first done for circular orbits [52]. The details of this correction for eccentric orbits
can be found in Sec. III.B of BS2011. α can be computed to arbitrary precision from the monopole solution which is obtained
analytically in the frequency domain [102]. Without this correction, one can not obtain the correct result for any invariant that
one computes in Lorenz gauge.
We present our numerical results for ∆ψ in Table II for eccentric orbits with p = {10, 15, 20, 25, . . . , 95, 100} and e =
{0.05, 0.075, 0.1, . . . , 0.225, 025}. We include our code’s circular-orbit result, ∆ψcirc, at the top row of each sub-table. Recall
that ∆ψcirc 6= lime→0 ∆ψ hence the sign disagreement between the e = 0 and e > 0 values. For each value ∆ψ(p, e) we display
the leading digit of the corresponding error in parantheses. For example, our result for ∆ψ(p = 10, e = 0) should be read as
5.9385659× 10−3 ± 5× 10−10. We present analysis and plots in Sec. V
2. Regularization
We employ the standard method of mode-sum regularization. Schematically, an unregularized quantity X full with `-modes
X full`± in the limit r → r±0 is converted to a regularized quantity XR using
XR =
∞∑
`=0
[
X full`± − (2l + 1)A± −B
]
. (3.31)
The regularization parameters A± and B for the relevant quantities in Eq. (3.23) are listed in Table I. We note that all A±
coefficients vanish.
To obtain the regularization parameters (RPs) for each quantity in Table I, we started with RPs for the spacetime components
1 hR,lab are obtained from
∑
m Y
lm(pi/2, φ)hR,lmab .
12
A± B
h00, h11, h33 0 4pi√r2+L2 ellipK
(
L2
r2+L2
)
h01, h03, h13 0 0
δΓ[31]0 0 4EpiL√r2+L2
[
ellipE
(
L2
r2+L2
)
− ellipK
(
L2
r2+L2
)]
.
TABLE I. Regularization parameters for metric components and first derivatives.
of metric perturbation and its partial derivatives with respect to Schwarzschild coordinates. These were calculated by B. Wardell
[106] using the approach developed in Refs. [107–110]. We label these RPs by Aab = 0, Bab, Aabc, Babc consistent with
Eq. (3.31), where the rank-3 RPs are for ∂chab. Using the background tetrad we construct the appropriate RPs for h11, h33
etc. which we label by B11, B33 etc. We find that A130 = A310 = 0, which is noteworthy since the δΓ terms constituted
sums of up to 15 different terms for ∂chab. This was further confirmed by our numerical data for the unregularized l modes for
δΓ130,310 which approached constant values as l → ∞. If A 6= 0 then we would have observed linear-in-l growth for these
unregularized modes. In Fig. 1 we show the regularized l modes of {h11, h33, δΓ130, δΓ310} at four randomly chosen χ values
along an eccentric orbit with p = 15, e = 0.15 and lmax = 18. As expected, the regularized l modes display an l−2 powerlaw for
all cases that we present.
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FIG. 1. Log-log plots showing the regularized l modes of {h11, h33, δΓ130, δΓ310} at four randomly chosen χ values along an eccentric orbit
with p = 15 and e = 0.15 and lmax = 18. The diagonal grid lines are l−2 curves consistent with Eq. (3.31).
IV. Post-Newtonian expansion
In this section we arrive at the key result that, at next-to-next-to-leading-order (NNLO), the post-Newtonian expansion of the
spin precession scalar through O(q), ψ = ψ¯ + ∆ψ +O(q2), is given by
ψ¯ =
3
2
p−1 +
(
9
8
+
3
2
e2
)
p−2 +
(
27
16
+
33
4
e2 +
3
16
e4
)
p−3 +O(p−4), (4.1)
13
q−1∆ψ = −p−1︸ ︷︷ ︸
∆ψLO
+
(
9
4
+ e2
)
p−2︸ ︷︷ ︸
∆ψNLO
+
[
739
16
− 123pi
2
64
+
(
341
16
− 123pi
2
256
)
e2 − e
4
2
]
p−3︸ ︷︷ ︸
∆ψNNLO
+O(p−4) . (4.2)
In Sec. V we verify that the post-Newtonian result appears to be consistent with the GSF calculation of Sec. III.
The spin-orbit (SO) Hamiltonian in ADM coordinates was presented in Ref. [92] at NLO and extended to NNLO in Refs. [93,
94]. The Hamiltonian takes the simple form HSO =
∑2
i=1 Ωi · Si where Ωi are spin-precession frequencies with respect to
coordinate time. For equatorial orbits, Ω1 = ∂HSO∂S1 = ΩSk where k is a unit vector orthogonal to the equatorial plane, and
ΩS = ΩS2 + ΩS4 + ΩS6 +O(c−8). Here ΩS2, ΩS4 and ΩS6 are the contributions at LO (c−2), NLO (c−4), and NNLO (c−6),
respectively.
The spin precession invariant is defined as
ψ =
〈ΩS〉
〈Ωφ〉 , (4.3)
where 〈·〉 denotes the orbital average over one radial period. (The difference between Eq. (4.3) and Eq. (1.1) is simply due to
defining precession with respect to a Cartesian-type basis as opposed to a polar-type basis). For circular orbits, ψ has previously
been calculated through NNLO in Ref. [111], Eq. (4.5) and Ref. [71], Eq. (9).
Our calculation is based on the approach in Sec. IV of Ref. [86]. We perform the calculation in the centre-of-mass frame. The
orbital average is taken using the generalized quasi-Keplerian (QK) representation introduced in [112], which is known up to
3pN in both harmonic and ADM coordinates [113], and which is described in Sec. IVC of [86].
To illustrate the procedure, let us consider only the leading-order term, ΩS2 = Gc2r2
(
3m2
2m1
n12 × p1 − 2n12 × p2
)
. In the
centre of mass frame we have p1 = −p2 = p and n12×p1 = Lr k, where L is the angular momentum. Thus, ΩS2 = gGLc2r3 where
g = (3 + 3∆ + 2ν)/4ν is the gyro(gravito)magnetic ratio, with ν ≡ m1m2/m2 the symmetric mass ratio, ∆ ≡ (m2 −m1)/m
the reduced mass difference, and m ≡ m1 +m2 the total mass.
Our task is to compute the orbital averages using the QK representation. The mean anomaly ` = Ω(t− tper) and the eccentric
anomaly u give the parametrization r(u) = ar(1− er cosu) and `(u) = u− et sinu+ ft sinV + gt(V − u), through NNLO.
Here, Ωr, ar, et, er, ft and gt are QK orbital elements, and V (u) is specified in Eq. (4.20) of [86]. The QK representation is
only complete once the orbital elements are specified in terms of orbital integrals. Following [114] we use the dimensionless
coordinate-invariant quantities
ε ≡ −2E˜
c2
, j ≡ − 2E˜L˜
2
(Gm)2
, (4.4)
where E˜ = E/µ and L˜ = L/µ are the binding energy and orbital angular momentum, respectively, per reduced mass µ ≡
m1m2/m = νm. Noting that ε = O(c−2) and j = O(c0) allows one to keep track of pN orders. The various QK elements are
expanded in powers of ε in Eqs. (4.22) of Ref. [86].
By way of illustration, let us consider 〈ΩS2〉 = gGLc−2
〈
r−3
〉
. At NLO, we may neglect ft and gt which scale as et ∼ ft ∼
O(ε2); thus
〈
r−3
〉
=
Ωr
2pi
∫ 2pi
0
1
r(u)3
dt
d`
d`
du
du, (4.5)
⇒ 〈r−3〉NLO = 1
2pia3r
∫ 2pi
0
1− et cosu
(1− er cosu)3 du =
2 + e2r − 3eret
2a3r(1− e2r)5/2
. (4.6)
To extend to NNLO, we must include the ft and gt terms; the resulting integrals are straightforward with the help of Mathematica.
Other orbital averages such as
〈
r−4
〉
,
〈
r−5
〉
and
〈
p2rr
−3〉 etc. may be found in a similar way.
We are led to an expression for the spin precession scalar which is valid for any mass ratio. We may write ψ = ψLOinv +
14
ψNLOinv + ψ
NNLO
inv , with
ψLOinv =
ε
j
(
3
4
+
3
4
∆ +
ν
2
)
, (4.7)
ψNLOinv =
ε2
j2
{(
3
4
+
3
4
∆ +
ν
2
)[
(48− 15ν − 18j + 13νj)
4
]
+
(j − 3) [5∆2 + 2∆(3ν + 5)− 8ν2 + 6ν + 5]
4(∆ + 1)
+
(j − 1)(∆− 2ν + 1) [5∆2 + ∆(10− 44ν)− 36ν2 − 44ν + 5]
32(∆ + 1)2
+
(∆ + 1)2(3j − 5) [5∆2 + ∆(10− 32ν)− 12ν2 − 32ν + 5]
128(∆− 2ν + 1)
}
. (4.8)
Te subscript “inv” is included to distinguish ∆ψinv(ε, j) from ∆ψ(p, e). The term ψNNLOinv = O(ε3) term is lengthy and will
be presented elsewhere. To obtain the NNLO result, one needs an appropriate expression for the radial momentum pr. Starting
with Eq. (5.6) of Ref. [115] and taking derivatives with respect to the components of the relative velocity [116], one gets
p2r = µ
2r˙2
[
1 + c−2
{
(1− 3ν)(r˙2 + r2φ˙2) + Gm
r
(6 + 4ν)
}
+O(c−4)
]
, (4.9)
where the overdot denotes differentiation with respect to coordinate time.
The next step is to decompose ψ into O(q0) and O(q1) parts, for comparison with the GSF result. First, we note that ε and
j are defined in Eq. (4.4) in terms of energy and angular momentum, rather than the frequencies Ωr and Ωφ used in the GSF
approach. Following [114], we introduce the dimensionless coordinate-invariant parameters,
x =
(
GmΩφ
c3
)2/3
, ι ≡ 3x
k
, (4.10)
where k = K − 1 with K = Ωφ/Ωr. We replace (ε, j) with (x, ι) using Eqs. (4.40) in Ref. [86]. Next, following [86], we
introduce a pair of parameters (y, λ) better suited to the extreme mass-ratio limit q  1, defined as y ≡ (Gm2Ωφ/c3)2/3 and
λ = 3y/k, so that x = (1 + q)2/3y and ι = (1 + q)2/3λ. After this replacement we expand ψ as a series in q, to isolate the
O(q0) and O(q1) parts. That is, we write ψ¯ and ∆ψ as functions of (y, λ). Finally, we switch to orbital elements (p, e) which
are defined with respect to the frequencies Ωφ and Ωr using the functional relationships on the background spacetime. As these
relationships cannot be inverted analytically, we make use of the series expansions (B1) in [86].
At the end of this process we reach Eqs. (4.1) and (4.2): relative 2pN expansions for ψ¯ and ∆ψ. It is also straightforward to
find higher-order-in-q contributions, ∆ψq2 etc., if required for validation of any (future) second-order GSF calculation.
The pN series pass three consistency checks. First, the pN series for ψ¯, Eq. (4.1), is in accord with the series expansion of ψ
on the background spacetime, Eq. (2.18). Second, in the circular limit e→ 0, the difference between ∆ψ in Eq. (4.2) and ∆ψcirc
given by the µ/M part of Eq. (10) in Ref. [71] is found to be precisely the pN series for the offset term in Eq. (3.10). Finally,
the pN series (4.2) appears to be consistent with the GSF numerical results for ∆ψ, as we now show.
V. Results
Here we present a selection of numerical results from the GSF method (Sec. III) and compare with the post-Newtonian series
(Sec. IV).
A. Numerical data for ∆ψ
Sample GSF data for ∆ψ is given in Table II, for orbital parameters 10 ≤ p ≤ 100 and 0 ≤ e ≤ 0.25.
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TABLE II: Numerical data for ∆ψ. The first column labels the eccentricity while the remaining columns label different p values. In the rows corresponding
to e = 0.000 we present the circular-orbit value, ∆ψcirc, which can be compared with Table III of Ref. [73] or with O(p−37/2) expressions of Ref. [75].
Note that ∆ψcirc 6= lime→0 ∆ψ (see Sec. III B). The parenthetical digits correspond to the error estimates on the last quoted significant figure. For example,
5.9385659(5)× 10−3 = 5.9385659× 10−3 ± 5× 10−10.
e p = 10 p = 15 p = 20 p = 25 p = 30
0.000 5.9385659(5)× 10−3 3.3750158(2)× 10−3 2.07150085(7)×10−3 1.38686308(2)×10−3 9.9003322(2)× 10−4
0.050 −5.061140(3)× 10−2 −4.914075(5)× 10−2 −4.123078(1)× 10−2 −3.4789491(6)× 10−2 −2.989822(2)× 10−2
0.075 −5.052269(7)× 10−2 −4.911220(2)× 10−2 −4.1217013(8)× 10−2 −3.4781485(9)× 10−2 −2.989305(3)× 10−2
0.100 −5.039852(2)× 10−2 −4.907223(7)× 10−2 −4.119775(5)× 10−2 −3.477028(1)× 10−2 −2.988568(7)× 10−2
0.125 −5.023891(2)× 10−2 −4.902089(2)× 10−2 −4.1172994(7)× 10−2 −3.475587(2)× 10−2 −2.987639(1)× 10−2
0.150 −5.00439(5)× 10−2 −4.895813(2)× 10−2 −4.114274(3)× 10−2 −3.473827(2)× 10−2 −2.986492(2)× 10−2
0.175 −4.98131(5)× 10−2 −4.888402(2)× 10−2 −4.1107001(2)× 10−2 −3.471747(2)× 10−2 −2.9851407(5)× 10−2
0.200 −4.95475(2)× 10−2 −4.879857(9)× 10−2 −4.106580(2)× 10−2 −3.469348(1)× 10−2 −2.983580(3)× 10−2
0.225 −4.92468(5)× 10−2 −4.870169(8)× 10−2 −4.101909(1)× 10−2 −3.466629(1)× 10−2 −2.981813(3)× 10−2
0.250 −4.89105(9)× 10−2 −4.859358(1)× 10−2 −4.096689(7)× 10−2 −3.463592(2)× 10−2 −2.979840(1)× 10−2
e p = 35 p = 40 p = 45 p = 50 p = 55
0.000 7.4105684(1)× 10−4 5.7505234(1)× 10−4 4.5900246(1)× 10−4 3.7475920(1)× 10−4 3.11703594(6)×10−4
0.050 −2.6143411(7)× 10−2 −2.319599(1)× 10−2 −2.083062(1)× 10−2 −1.889476(3)× 10−2 −1.728324(2)× 10−2
0.075 −2.613978(1)× 10−2 −2.3193296(3)× 10−2 −2.082857(2)× 10−2 −1.8893114(1)× 10−2 −1.728196(2)× 10−2
0.100 −2.613468(2)× 10−2 −2.318953(2)× 10−2 −2.0825685(1)× 10−2 −1.889085(5)× 10−2 −1.728011(1)× 10−2
0.125 −2.6128112(8)× 10−2 −2.3184703(2)× 10−2 −2.082198(1)× 10−2 −1.888792(1)× 10−2 −1.727773(2)× 10−2
0.150 −2.6120105(4)× 10−2 −2.3178794(6)× 10−2 −2.081744(3)× 10−2 −1.888434(2)× 10−2 −1.727486(2)× 10−2
0.175 −2.611063(2)× 10−2 −2.3171815(9)× 10−2 −2.0812102(5)× 10−2 −1.8880110(6)× 10−2 −1.727142(2)× 10−2
0.200 −2.609973(3)× 10−2 −2.316378(2)× 10−2 −2.080592(2)× 10−2 −1.887523(2)× 10−2 −1.726748(1)× 10−2
0.225 −2.608738(2)× 10−2 −2.315467(3)× 10−2 −2.079894(5)× 10−2 −1.886970(2)× 10−2 −1.7263003(9)× 10−2
0.250 −2.607352(2)× 10−2 −2.314445(3)× 10−2 −2.079112(2)× 10−2 −1.886353(2)× 10−2 −1.725800(1)× 10−2
e p = 60 p = 65 p = 70 p = 75 p = 80
0.000 2.6329573(1)× 10−4 2.2533310(3)× 10−4 1.950169674(6)×10−4 1.7042571(5)× 10−4 1.5020480(2)× 10−4
0.050 −1.5922111(9)× 10−2 −1.475776(2)× 10−2 −1.375078(2)× 10−2 −1.28716(1)× 10−2 −1.209737(7)× 10−2
0.075 −1.5920996(3)× 10−2 −1.475686(2)× 10−2 −1.375005(2)× 10−2 −1.287095(2)× 10−2 −1.209690(8)× 10−2
0.100 −1.591948(2)× 10−2 −1.475553(2)× 10−2 −1.374891(4)× 10−2 −1.2869985(9)× 10−2 −1.2096006(4)× 10−2
0.125 −1.591752(1)× 10−2 −1.4753912(8)× 10−2 −1.3747508(6)× 10−2 −1.2868785(9)× 10−2 −1.209502(1)× 10−2
0.150 −1.591513(2)× 10−2 −1.4751887(9)× 10−2 −1.374583(3)× 10−2 −1.286731(1)× 10−2 −1.209375(3)× 10−2
0.175 −1.5912302(2)× 10−2 −1.4749509(6)× 10−2 −1.3743806(6)× 10−2 −1.2865597(2)× 10−2 −1.209224(3)× 10−2
0.200 −1.590903(3)× 10−2 −1.474681(1)× 10−2 −1.374145(5)× 10−2 −1.286350(4)× 10−2 −1.209044(5)× 10−2
0.225 −1.590534(3)× 10−2 −1.4743701(5)× 10−2 −1.373887(3)× 10−2 −1.286132(2)× 10−2 −1.208854(7)× 10−2
0.250 −1.590122(2)× 10−2 −1.474022(2)× 10−2 −1.373589(2)× 10−2 −1.285874(2)× 10−2 −1.208622(2)× 10−2
e p = 85 p = 90 p = 95 p = 100
0.000 1.33377732(1)×10−4 1.1922590(3)× 10−4 1.0721120(2)× 10−4 9.692429(3)× 10−5
0.050 −1.141067(2)× 10−2 −1.079745(9)× 10−2 −1.02464(1)× 10−2 −9.7486(2)× 10−3
0.075 −1.141016(2)× 10−2 −1.0796893(5)× 10−2 −1.024593(2)× 10−2 −9.7482(3)× 10−3
0.100 −1.140936(2)× 10−2 −1.079628(9)× 10−2 −1.024536(2)× 10−2 −9.74776(8)× 10−3
0.125 −1.140856(2)× 10−2 −1.079545(8)× 10−2 −1.024466(7)× 10−2 −9.7472(1)× 10−3
0.150 −1.1407409(8)× 10−2 −1.079445(6)× 10−2 −1.024384(2)× 10−2 −9.7464(2)× 10−3
0.175 −1.140611(1)× 10−2 −1.079322(3)× 10−2 −1.024263(3)× 10−2 −9.74544(3)× 10−3
0.200 −1.140452(2)× 10−2 −1.079193(2)× 10−2 −1.024156(5)× 10−2 −9.74433(6)× 10−3
0.225 −1.140282(4)× 10−2 −1.079042(4)× 10−2 −1.024012(2)× 10−2 −9.74322(6)× 10−3
0.250 −1.140082(4)× 10−2 −1.078859(2)× 10−2 −1.023864(9)× 10−2 −9.74155(9)× 10−3
B. Analysis and comparisons with pN results
Here we set q = 1 for notational convenience, without loss of generality, recalling that ∆ψ is linear in q.
First, consider the limit of zero eccentricity. Figure 2 compares numerical results for ∆ψnume0 ≡ lime→0 ∆ψ (blue dots) with the
analytic post-Newtonian expansion ∆ψ9.5e0 (red solid line). The numerical results for ∆ψ
num
e0 were obtained via Eq. (3.8) and
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(3.10), with the correction term ∆Φe→0 determined by the EOB ρ function, with ρ constituted from the circular-orbit redshift
invariant z and the EOB d¯ function, and with the latter numerically computed to high accuracy in Ref. [66]. The analytic result
∆ψ9.5e0 was described in Sec. III B and is given explicitly in Eq. (A1) of Appendix A. The numerical and analytical results are in
robust agreement, as indicated by the fact that the (red) curve passes through all the numerical data points in Fig. 2 (noting that
the numerical error bars are obscured by the points themselves). The difference |∆ψnume0 − ∆ψ9.5e0 | is shown in the inset (blue
dots), and is compared against a reference line αp−10 with α = 3× 106. The inset provides evidence that the difference scales
as p−10 at large p, indicating that the residual disagreement is principally due to the truncation of the post-Newtonian series,
which is known only up to O(p−19/2). The scattered nature of the dots in the inset is due to noise in the numerically-computed
∆ψcirc.
The dotted and dashed lines on Fig. 2 indicate the eccentric-orbit post-Newtonian result (4.2) evaluated at e = 0 at LO (dotted
black), NLO (dot-dashed green) and NNLO (dashed blue). (N.B. The latter expressions agree with ∆ψ9.5e0 at the relevant orders.)
As expected, these lines provide successively-better approximations to the numerical results at large p.
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FIG. 2. Comparison of the numerical values ∆ψnume0 (blue dots) with the analytic ∆ψ
9.5
e0 (solid red curve). The difference is plotted in the
inset (blue dots). The difference appears to scale as O(p−10), as shown by the red (solid) reference line in the inset. Numerical noise is clear
for p & 50. Both ∆ψnume0 and ∆ψ9.5e0 are obtained from Eq. (3.10) using the results from Ref. [66] for the former and Refs. [75, 89] for the
latter. ∆ψ9.5e0 is explicitly shown in Eq. (A1). The e = 0 values of our eccentric post-Newtonian expressions ∆ψ
LO,∆ψNLO,∆ψNNLO
are displayed in the main plot as the dotted black, dot-dashed green and dashed blue lines, respectively. As expected, these approximate the
numerical data better with increasing pN order and increasing p. We generated additional ∆ψnume0 data for this plot that is not provided in Table
II: for p = {105, 110, 115, 120}, ∆ψnume0 = {8.8049204(2)× 10−5, 8.0339083(2)× 10−5, 7.359865(2)× 10−5, 6.7671891(9)× 10−5}.
Next we confront our numerical data for ∆ψnum with the eccentric-orbit post-Newtonian result at NNLO, Eq. (4.2). If the
results are compatible, we expect to find
∆ψnum = ∆ψnume0 + ∆ψe2 + ∆ψe4 +O(e≥2p≤−4), (5.1)
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where
∆ψe2 =
[
1 +
(
341
16
− 123pi
2
256
)
1
p
]
e2
p2
, ∆ψe4 = − e
4
2p3
. (5.2)
Figure 3 shows numerical data for e−2p2(∆ψnum −∆ψnume0 ) compared against e−2p2∆ψe2 ≈ 1 + 16.5705/p, for several values
of eccentricity e = {0.075, 0.1, 0.125, . . . , 0.25}. The plots show that the numerical data (black dots within shaded green
confidence limits) is in robust agreement with the pN series truncated at NNLO (blue lines). As expected for a pN series, the
offset between the blue curves and the numerical data decreases as p increases. The residual disagreement is likely to arise from
the as-yet-unknown higher-order pN terms at orders O(e2p−4),O(e2p−5), as well as from the known term at O(e4p−3). Our
data set becomes noisy for increasing values of p and smaller values of e, as indicated by the upper half of the plots in Fig. 3. In
this regime, the magnitude of 16.5705 e2/p3 is sufficiently small that it is comparable to the numerical error itself.
In principle, numerical data can be used to constrain the (as-yet-unknown) higher-order coefficients of the eccentric-orbit pN
series. For instance, the fact that the curves cross over in Fig. 3 (cf. the blue line and green band) hints at a change of sign in
the coefficients of the pN series. We obtained numerical estimates for the values of the known O(e2p−3) (≈ 16.5705) and the
unknown O(e2p−4) and O(e2p−5) pN coefficients by fitting p3e−2(∆ψnum −∆ψnume0 − e2p−2) for a range of {p, e} to a model
of the form b2 + b3/p + b4/p2 + . . ., using only the ‘cleanest’ portion of our data, i.e., p ≤ 45. We varied the number of fit
parameters from two to five and obtained the best fits using standard χ2-minimizing techniques. Our best-fit results were
b2 = 15.95± 0.45 vs. 16.5705 . . . ,
b3 = −55.3± 13.1, and b4 = 793± 86, (5.3)
with errors quoted at the 3σ level. The estimate for b2 is compatible with our analytical 2pN result, and b3 has the opposite sign
to b2 as expected from the crossing of the green and blue curves in Fig. 3. Here we used simple fitting functions, omitting the
ln(p) terms starting at O(p−5) that are too small for our code to constrain at its current level of accuracy. It is likely that in
this range, p ≤ 45, the higher-order unknown pN terms are large enough to ‘contaminate’ our estimates for b≥3. Consequently,
the errors bars quoted above may well prove to be underestimates. Since the data with the smallest errors (the largest statistical
weight) is located at p ≤ 20, where sign changes may occur with each new term added to the pN series, we may not even be
fully confident of the signs of b3, b4. Nonetheless, we have presented our best estimates here with future work in mind.
Figure 4 illustrates the fitting of higher-order terms to the numerical data. The green shaded region indicates confidence limits
for the quantity p3e−2(∆ψnum −∆ψnume0 − e2p−2), numerically computed from data for ∆ψnum. The straight red line marks the
analytically known O(e2 p−3) pN term, which is approximately equal to 16.5705. The black region (bounded by two dashed
curves) shows the pN series up to and including theO(e2 p−4) term with coefficient b3 [Eq. (5.3)], and the blue region (bounded
by solid curves) shows the pN series up to and including the O(e2 p−5) term with coefficient b4 [Eq. (5.3)]. We note that the
latter is consistent with the numerical data across the whole range in p.
To improve the estimates of the pN parameters, one would need to perform the numerical extractions at large p and small e,
ideally p > 1000 and e < 10−3. As the plots show, our data is noisy in the large p regime, and the errors become comparable
in the magnitude to the pN terms themselves. This is not altogether surprising, as the Lorenz-gauge code is unsuited to weak-
field, small-eccentricity applications; whereas (forthcoming) radiation-gauge codes may probe this regime effectively (Sec. VI).
Furthermore, we cannot, at present, estimate the coefficient of the O(e4/p3) term with any confidence. In our current range of
eccentricities, e ≤ 0.25, the magnitude of this term is comparable to our estimated error for ∆ψnum. A reasonable numerical
estimation of this term requires several improvements which we explain in detail in Sec. VI.
Despite such caveats, we now proceed to synthesize our numerically-acquired information with the analytical knowledge from
the pN series. Extracting O(p−4), O(p−5) parts of ∆ψ9.5e0 from Eq. (A1) and combining these with our estimates above leads to
the following expression:
q−1∆ψ =− p−1 +
(
9
4
+ e2
)
p−2 +
[
739
16
− 123pi
2
64
+
(
341
16
− 123pi
2
256
)
e2 − e
4
2
]
p−3
+
[
a4 + a
log
4 ln p− 55(13) e2 +O(e4)
]
p−4 +
[
a5 + a
log
5 ln p+ 793(86)e
2 +O(e4)
]
p−5 +O(p−6), (5.4)
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where
a4 =
31697pi2
6144
+
1256γ
15
− 587831
2880
+
729 ln(3)
5
+
296 ln(2)
15
≈ 68.997, (5.5)
a5 =
2479221pi2
8192
− 22306γ
35
− 48221551
19200
− 31347 ln(3)
28
+
22058 ln(2)
105
≈ −976.799, (5.6)
alog4 = −
628
15
≈ 41.867, alog5 =
11153
35
≈ 318.657. (5.7)
VI. Discussion
In the preceding sections we have computed the spin precession scalarψ for eccentric compact binaries via two complementary
approaches. In the GSF approach, we obtained ψ in the strong-field regime at O(q), whereas in the pN approach we obtained
ψ at arbitrary mass ratio q as an expansion in powers of c−2 in the weak-field. We have established here that the results are in
agreement at (separately) O(q0); at O(q1) in the circular limit; and at O(qe2p−2) and O(qe2p−3) for eccentric orbits. We also
obtained evidence for a sign change at O(qe2p−4), as well as for the likely sign of the term at O(qe2p−5), with the caveat that
the error bars on these quantities are large in magnitude (see Eq. (5.3)). The results of our code also agree with the analytical log
and non-log O(qe0) terms up to O(p−19/2), as illustrated by the inset of Fig. 2.
To overcome certain limitations of our Lorenz-gauge numerical implementation — such as its insufficient relative accuracy
at large p, highlighted in Fig. 4 — we propose that ∆ψ should now be calculated via further complementary approaches. One
possibility is to apply the radiation-gauge GSF architecture to compute ψ for eccentric orbits at much greater numerical precision
[43, 44]. This approach may allow one to compute ∆ψ close to the separatrix (p = 6 + 2e) of bound orbits in Schwarzschild
spacetime, to quantify the (anticipated) divergence of ∆ψ in this limit. Another possibility is to use S. Hopper’s doubly-expanded
(in p, e) expressions for hab and its derivatives to obtain a pN expression for ∆ψ accurate to O(e10) and O(p−5) [87, 117]. A
third possibility is to extend the approach of Bini, Damour & collaborators [76, 77, 79, 81] which makes expert use of the
Mano-Suzuki-Takasugi formalism [118].
Extending the arbitrary mass ratio pN calculation of ψ to next order (NNNLO) presents a stiff challenge. The NNNLO
spin-orbit Hamiltonian has not appeared in the literature. In principle, one can obtain it from the 4pN metric for non-spinning
binaries2. This computation requires the attention of experts of post-Newtonian theory.
The boundary between GSF and numerical relativity is under active exploration. Recently, the redshift invariant z was ex-
tracted from numerical relativity simulations of quasi-circular black hole binaries, via the helical (quasi-)Killing vector field [59].
It is plausible that the circular-orbit precession invariant ψcirc can be extracted from the derivatives of the helical Killing vector
field (see Eq. (3) in Ref. [71]). Obtaining the eccentric-orbit precession invariant poses a stiffer challenge as, in the absence of a
continuous symmetry, it is necessary to track the spin of the small black hole in some sufficiently coordinate-insensitive way.
Our prescription for computing the spin precession invariant ∆ψ is, at present, far less elegant than that available for com-
puting the redshift invariant ∆z. Remarkably, in Ref. [86] it was shown that ∆z = −〈H〉 z, where 〈H〉 = 1T
∫ T
0
1
2h00dτ .
This offered a significant simplification of the earlier prescription of Ref. [69], leading to improved numerical accuracy and
physical insight. It is natural to speculate as to whether a similar simplification may be possible for the spin-precession calcu-
lation. To consider this, let us recap the argument for z. First, following the approach of Sec. III A, and using Eqs. (2.8), (3.3)
and (3.18), one may quickly establish that δT = EδT − LδΦ − ∫ T
0
1
2h00dτ . Second, it follows from the definition of ∆ that
∆z = ∆ (T /T ) = ∆T /T (with ∆T = 0 by definition). Third, combining Eq. (3.4) with the first step yields
∆T = δT − ∂T
∂T
δT − ∂T
∂Φ
δΦ, (6.1)
= −
∫ T
0
1
2
h00dτ +
(
E − ∂T
∂T
)
δT +
(
−L− ∂T
∂Φ
)
δΦ. (6.2)
Finally, it may be shown using the first law of binary mechanics [119] that the two bracketed terms are identically zero (see
Appendix B of [86]), and thus the simple result for ∆z follows. Thus, it seems that we lack two crucial ingredients to transfer
2 We thank Thibault Damour for pointing this out.
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the recipe for ∆z to ∆ψ. First, an appropriate analogue of the energy equation (2.8) involving Ψ, and second, an appropriate
analogue of the first law. It is possible that the laws of binary mechanics for spinning bodies [61] can provide the missing insight
here.
In summary, we have taken one more small step in extracting physical content from GSF theory, to move further towards
the goal of accurately modelling the gravitational two-body problem. There remain many challenges ahead: from transcribing
eccentric-orbit GSF results into EOB theory, to calculating invariants for eccentric orbits on Kerr, and, most importantly, ex-
tending GSF theory to second order in the mass ratio. Progress is being made on a range of fronts, inspired by the successes of
LIGO and eLISA Pathfinder that have heralded a new era of gravitational wave astronomy.
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A. ∆ψ9.5e0 : the pN series for lime→0 ∆ψ up to p
−19/2
Below γ denotes the Euler’s constant and ζ is the Riemann zeta function.
∆ψ9.5e0 = −
1
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FIG. 3. The numerical residual e−2p2(∆ψ − ∆ψnume0 ) represented by the black dots for e = {0.075, 0.1, 0.125, . . . , 0.225, 0.25}. This
is compared with e−2p2∆ψe2 ≈ 1 + 16.5705p shown by the solid blue curves labelled as “1 pN + 2 pN” in the panels. The numerical
residuals contain contributions from the unknown O (p≤−4 e≥4) terms hence the offset between the solid blue curves and the black dots,
which decreases with increasing p as expected. The red dashed lines mark the 1 pN term e−2p2 × (e2/p2) = 1. The green strips are our
estimated numerical errors. Although we calculate the errors only at the p values given in Table II the error bars in the plots are connected
with green shaded curves for visualization purposes. The data is noisier for low e and high p values where the magnitude of the term that we
extract from the numerical data becomes comparable in size to the estimated errors. In the axis labels, ∆ψnume0 is denoted by ∆ψ(e→ 0).
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FIG. 4. Numerical extraction of the subdominant O(e2/p3),O(e2/p4),O(e2/p5) terms from our data. Our pN derivation yields b2 ≡(
341/16− 123pi2/256) ≈ 16.5705 for the coefficient of the O(e2/p3) term which we plot as the thick red line. The numerical residual
p3e−2[∆ψ − ∆ψnume0 − e2p−2 ] is represented by the green shaded error region. Since our error grows with increasing p our data is only
‘clean’ for 10 ≤ p . 45 where we can estimate the coefficients of the O(e2/p4),O(e2/p5) terms. The black region between the dashed,
black curves represents our numerical estimation b2 + b3/p with b3 = −55.3 ± 13.1. The blue region between the solid, blue curves is our
numerical estimation b2 + b3/p+ b4/p2 with b4 = 793± 86. See Sec. V B for the details of these parameter extractions. The error region for
our numerical residual grows rather large for p & 45 mostly because of our low-eccentricity data where the absolute magnitude of the residual
becomes comparable to our error.
