The solution of three-dimensional (3D) coordinate calculation task for a material point is considered. Two at images (a stereopair) which correspond to the left and to the right viewpoints of a 3D scene are used for this purpose. The stereopair is obtained using two cameras with parallel optical axes. The analytical formulas for calculating 3D coordinates of a material point in the scene were obtained on the basis of analysis of the stereoscopic system optical and geometrical schemes. The detailed presentation of the algorithmic and hardware realization of the given method was discussed with the the practical. The practical module was recommended for the determination of the optical system unknown parameters. The series of experimental investigations were conducted for veri cation of theoretical results. During these experiments the minor inaccuracies were occurred by space distortions in the optical system and by it discrecity. While using the high quality stereoscopic system, the existing calculation inaccuracy enables to apply the given method for the wide range of practical tasks.
Introduction
One of the main intensively developed directions in the eld of information technologies is the computer vision. The set of di erent high-tech and commercially successful products has been realized on the basis of the computer vision theory and available technical systems. This fact promotes growing interest to this eld both from developers and consumers.
The term "computer vision" combines a set of technologies using digital image processing for the solution of pattern recognition tasks, for the de nition of their form, orientation in space, and other characteristics. At the same time this information about the objects can be used for the solution of several practical tasks. For example: motion control of di erent systems on the basis of visual analysis of their environment, production quality control, person identi cation by the facial shape, 3D object surface scanning, etc.
Computer vision systems are divided into two main categories: two-dimensional (2D) and three-dimensional (3D). 2D systems provide processing of " at" images in X and Y coordinates. While 3D systems provide processing of 3D-images, where besides X, Y coordinates, the depth coordinates Z are also present. In their turn the coordinates can be presented in di erent pixel or global forms. The global system of coordinates is the main system for position de nition of all scene objects.
One of the most important computer vision tasks is de nition of the 3D coordinates of an arbitrarily chosen point on the observation scene of a stereoscopic system. It was necessary for the authors of the article to solve this problem during the realization of one of the robotic systems with the computer vision ability. For this purpose the wide literature review was conducted. However in none of the reviewed articles we could nd the clear, consequent and logically-shaped presentation of the methods of this problem solution such as presentation of schemes, formulas, algorithms and experimental veri cation.
In all the considered works [1] [2] [3] [4] [5] [6] [7] [8] [9] the optical scheme of stereoscopic system which is the basis of the geometric scheme construction was not studied. For example, in works [1] [2] [3] [4] [5] the geometric model of simple stereoscopic system provided by space coordinate calculation formulas is presented. However, these formulas are given only in geometric form without using optical scheme, their pixel interpretation is not provided, and there is no substantia-tion of the geometric scheme construction. Below we provide the strict proving that the formula of the depth coordinate Z di ers from the similar formula presented in the work [3] . The formulas considered in the works [1] [2] [3] [4] [5] have geometric representation and can not have practical application for real stereoscopic systems, since the real data of the obtained images is presented in the pixel form. In the work [5] it is indicated that the center of global coordinates coincides with the image center of the left camera. In these works it is not pointed out where this image is located: either on the sensor or in the lens plane. In the work [6] the formula for the depth coordinate Z calculation is presented for the global coordinate system. For calculation, the source pixel coordinates in the image stereopair are used. However, the process of this formula obtaining was not disclosed, and there are no schemes of its optical and geometric interpretation. In the work [2] some stereo vision task solutions are also considered, in particular, the method of point coordinate de nition by determination of the cross-point of two rays perpendicular to the planes of the cameras. Also, there are no exact formulas for calculation of space coordinates of the scene arbitrary point in this work.
In the works [6, 8, 9 ] the questions of practical application of 3D computer vision stereoscopic systems are considered. In particular, the work [6] presents the description of the geoinformation system with integration of virtual reality and the stereoscopic system. In the work [8] the questions of using the computer vision stereoscopic system for controlling the movement of the robot-manipulator are studied. This work proposes to use the visual feedback to achieve the high accuracy of the servo system positioning relative to the observed aim neglecting a calibration error. The work [9] provides information on using 3D computer vision stereoscopic system for detection of obstacles on a road for tra c safety.
The work [7] analyses object distance calculation errors using the stereoscopic system. It is found out that the percentage error of distance calculation is inversely proportional to the pixel number used in the shift between two images, and directly proportional to the object distance.
On the basis of the conducted review it is possible to make the following conclusions: 1. Among the numerous publications available both in the Internet and in journals, we couldn't nd the exact and consequent description of the question considered in this article; 2. In none of the sources we could nd the stereoscopic system optical scheme suitable for 3D coordinate calculation of the scene points. This optical scheme is the basis for the geometric scheme construction enabling to calculate 3D coordinates; 3. In many publications this question is studied supercially, and there are no links to sources where it is possible to nd the detailed description and construction of the proposed formulas; 4. Most of the publications don't touch upon the tasks of representation of scene point global coordinates through this point pixel representations on stereo images. As a rule, these formulas have geometric interpretation, which makes their practical use di cult; 5. There is no program realization of the studied problem in almost all of the considered articles; 6. In all the works studied by us, the information on the given subject is presented in small extent that results in di culties in its understanding and validity checking.
In this work we made an attempt to eliminate all these shortcomings. At rst, the formulas for material point global coordinate calculation in geometric form were obtained, with their further transformation into the pixel form. Undoubtedly, the suggested work doesn't study all the problems in the eld of calculation of point 3D coordinates using the stereoscopic system, and is only some addition and generalization of the earlier studied works. In this article we attempted to present the solution of the considered task in an easy and understandable form.
As there is a considerable need for relatively simple in realization but e ective 3D machine vision systems, this article can be used for development of such systems. This article presents the detailed description of relatively simple 3D machine vision system, which notwithstanding its simplicity can be applied for the solution of a number of real practical tasks. For example, it can be used in the eld of home robotics where not so strict requirements are demanded for accuracy characteristics of applied algorithms.
The Task Formulation
The task of this article is the detailed consideration of the method of calculation of 3D global point (point object) coordinates by using an image stereopair, which obtained from two cameras with parallel optical axes and containing the given point image. In this case, any visible object with its sizes on the image less than the whole image sizes can be viewed as the point. For solving the given task the construction of 3D point coordinate calculation formulas is realized on the basis of geometric approach. For this purpose the optical scheme for paths of rays in the stereoscopic system is used, and the triangulation methods are applied. The stepwise description is given as an example for algorithmic and hardware realization of simple computer vision system for calculation of small shining lamp 3D coordinates, and the practical recommendations for de nition of the optical system unknown parameters are suggested. In conclusion, the results of the comparative evaluation of coordinate calculation accuracy are given for the considered method, and the recommendations for the solution of the number of practical tasks with the use of this method are provided.
Solution of 3D coordinate calculation task for a material point
Let the arbitrary point P(x, y, z) in 3D space be taken in the view eld of two video cameras, where x, y, z are the According to similarity of right triangles ABC L and AGP, it follows that
and according to similarity of right triangle KEC R and KSP, it follows that
Since AB = KE = h, WP = x, GW = BC L and AG = KS = z, then from Equation (1) it is possible to derive the following:
Since
, and from Equation (2) the following relation is obtained:
From Equations (3) and (4) 
Since the right parts of the latter relations are equal, then
Then from Equation (3) the following relation is obtained:
According to similarity of right triangles PTM and C L VM, it follows that
Since VM = h, PT = PJ + JT, PJ = y, JT = C L V and TM = z, then Equation (7) is transformed as follows:
and then
From Equation (6), the following relation is derived
Substituting it into the latter expression, we obtain
Thus, on the basis of the above-mentioned calculations, the space coordinates of the arbitrary point are calculated by the following formulas:
Since these formulas were obtained as geometric relation intervals, and the CCD matrix image is presented by the pixel system of coordinates, then these formulas should be matched with pixel representation. Let's suppose that the arbitrary point P(x, y, z) exists in the space of the stereoscopic system scene, and its stereopair is depicted on the at image of CCD matrixes as two pixel points P L (x , y ) and P R (x , y ) of the right and the left video cameras correspondingly (Figure 1b) . The following task arises: how to calculate the 3D coordinates of the material point P(x, y, z) using its pixel images of the stereopair P L (x , y ) and P R (x , y ).
To solve this problem it is necessary to make transition from the geometrically obtained calculation Equations (10) of global coordinates to their pixel interpretation. The centers O and O of CCD matrix in pixels have the following coordinates ( w ; d ). From the geometric scheme (Figure 1b ) it is seen that as point P is situated within the stereoscopic system base, the coordinate x of its image on the left camera is negative relative to O Z, and it is positive relative to the right camera. It can also be seen from the geometric scheme that if point P is situated strictly higher than the plane ZO X, then its global coordinate y ′ on the image of the left camera CCD matrix is negative. Also from the stereoscopic system optical scheme presented in Figure 1a it is obvious that O Y L = O Y R , and that means that the global coordinates of CCD matrix images have the same height for the left and the right cameras, i.e. y ′ = y ′ . Then the pixel points P L (x , y ) and P R (x , y ) have the following global coordinates:
Since from the geometric scheme of the stereoscopic system ( Figure 3 ) it is clear that BC L = x ′ , C R E = x ′ and C L V = y ′ = y ′ , then Equations (10) are transformed as follows:
After substitution of the Equation (11) into the Equation system (12), the following space coordinates of point P are obtained:
To simplify the notation, as denote Θ = b x − x , then the Equation (14) can be written in the following form:
Determination of Physical Sizes of an Optical Sensor Pixel
The simplest way of pixel physical size determination is obtaining of this information either from the camera producer technical documentation or from its optical sensor documentation. In the sensor technical documentation this information is usually available. However in most cases camera producers do not point out the pixel physical sizes for certain commercial reasons in their documentation. Also there is usually no information about the producer and the optical sensor model number. In such cases it is possible to carry out the manual measurement. For this purpose it is necessary to disassemble the camera, to put a ruler along the sensor and to do a digital snapshot with high resolution (Figure 4) . Using the simple graphics editor, the following parameters are determined in pixels in the snapshot: the length of one centimeter (C), and also the width (W) and the height (H) of photosensitive sensor region (in the Figure 4 -the nacreous square). In the course of the conducted measurements the following values were obtained: C = , W = , H = . In addition, it is known that the considered camera has the actual maximal resolution 1600x1200 pixels (R W = , R H = ). The physical width and the length of one pixel in millimeters were calculated in the following way for this camera:
mm.
Thus after averaging and rounding, the physical pixel size for the considered camera can be taken equal to 0.0028mm.
The hardware and software realization
In Figure 5 shows the external view of the stereoscopic system consisting of two cameras with parallel optical axes mounted on the tripod. Further, the video monitor used for displaying coordinate measurement results of the small shining lamp of the simple pocket ashlight. In this case the ashlight lamp was used as the "material point". The incandescent lamp was used whose essential part of energy is dispersed in the infrared (thermal) range. The technical speci cation of the used cameras is presented in Table 1. The cameras were modi ed by mounting of the light lter that eliminates the visible specter of light illumination and transmits the infrared specter. For this purpose the developed photographic lm which had been preliminarily exposed under the daylight was used. The cameras were connected to the computer through the USB-port. On the basis of Equations (15), the software development was realized for veri cation of the given method accuracy. This software allows to calculate 3D coordinates of the lamp. The calculation is performed according to the following principles: 1. Two images are received into the program (one from each camera). 2. The images are additionally ltered by the program due to the given threshold of the brightness level and are transformed into the black-white format. The threshold of the brightness level is chosen by experimental way so that only one brightest spot which corresponds to the shining lamp is identi ed on each image. Thus, only one pixel set is identi ed on each image. 3. The mass centers for each identi ed pixel set are calculated by coordinates X and Y which de ne the central pixels of light spots on images of right and left cameras correspondingly: P L (x , y ) and P R (x , y ). 4. Using Equation (15), the calculation of 3D lamp coordinates and their subsequent displaying on the screen are realized.
Preliminarily the following parameters b, h, m, w, d are set up in the program. All the above-mentioned operations are realized every time in the process of renewal of images which are received from the cameras into the program according to the xed frame rate. It allows executing the automatic calculation of the global coordinates of the shining lamp during its movement in front of the stereopair. If the frame rate is set at the su cient level, then the coordinate calculation is performed in the real-time mode.
Also the program has the manual identi cation mode on images of the object center whose coordinates are to be calculated. This mode can be used when the object is located relatively far, and, correspondingly, its image is not identi ed well enough by the above-mentioned automatic method.
The Calibration Algorithm of Mutual Parallelism of Optical Axes of Cameras in the Stereoscopic System
From the stereoscopic system geometric scheme (Figure 1b) it is seen that even small deviation of optical axes from their mutual parallelism state can result in considerable coordinate measurement inaccuracy which will grow during measured distance increasing. For facilitation of the stereoscopic system adjustment process, the simple calibration procedure of camera optical axis mutual parallelism can be used.
The calibration process is based on the fact that according to Equation (14): increasing the distance to the observed point object results in decreasing the di erence x − x . In case of using the discrete digital optical systems, if the distance to the object is many times more than the base distance b between the camera optical centers, then the di erence x −x will be equal to zero for a considerably distant point object. If the optical axes of the stereoscopic system shown in Figures 1-2 are absolutely mutually parallel, then the considerably distant point object in both images should have the same coordinates (x = x , y = y ).
Thus, we can use the following calibration algorithm of mutual parallelism of optical axes of cameras: 1. To direct the calibrated stereoscopic system at the very distant point object which is well identi ed in both images. 2. To carry out the sequential adjustment of the camera mutual orientation in di erent planes for providing the equality of the coordinates (x = x , y = y ) of the chosen point object in both images. 3. To make the rigid xation of the mutual position of the cameras.
It is enough to perform this procedure only once before using the stereoscopic system.
The Experimental Measurement of the Object Distance Estimation Accuracy
By the above-described soft-hardware system, the set of experiments were conducted which enables to make certain conclusions about the accuracy properties of the given approach and about the conditions for the best accuracy achievement. The calculation accuracy of the depth dis- tance to the object (coordinate Z) was being de ned. The experiment was conducted in two stages: for close distances with relatively small baseline b = . cm (Figure 6a ) and for far distances with enlarged baseline b = . cm (Figure 6b ). The measurement inaccuracy was calculated, and the inaccuracy-distance diagram was built ( Figure 7 ). The following equipment was additionally used in the experiment: the millimeter cross-section paper, the low-power laser, two triangular rulers, a sheet of A5-paper, the tripod with plumb and the small colored triangle xed on this plumb.
At the rst stage of the experiment, the baseline between the cameras was xed as equal to 9.7cm. Such choice of distance was conditioned by the distance between human eyes. The long band of millimeter cross-section paper was stretched on the plane surface, where the stereoscopic system was placed in such way, that its left camera center O exactly coincided with the coordinate start point marked on the paper (Figure 6a ). The plumb xed on the left camera was also used for this purpose. The plumb with the xed object for distance measuring which was mounted on the tripod was sequentially being xed in the distance from the stereoscopic system with the interval 10cm. After each object replacement, the measurement of the distance to the object both by physical way (using cross-section on the paper) and by algorithmic way was performed. In this experiment for obtaining the highest accuracy, the colored paper triangle xed on the plumb was used as the object for distance measuring instead of the incandescent lamp. The coordinate calculation was performed by semiautomatic way: at rst the operator manually using the mouse pointed out the upper vertex of the triangle in both images of the stereopair, and then the algorithmic calculation of the object coordinates was carried out. In this case, the cameras worked in standard mode without preliminary installation of the special light lter. The use of the plumb allowed realizing precise vertical alignment of the object and the cameras relatively to the horizontal plane. The results obtained by physical measurements were chosen as standard ones, and inaccuracy of algorithmic results was calculated relatively to them. The results of the conducted experiment are presented in Figure 7a .
It should be noted that the object coordinate calculation accuracy depends both on b, h, m, w, d de nition accuracy and on the degree of mutual parallelism of optical axes of the left and the right cameras. At the rst stage of the experiment their parallelism was adjusted manually by visual way ("by sight"). In this case, if the de nitions of the above-listed parameter values are not so di cult, then the optical axes parallelism adjustment in manual way is not a trivial task. The above considered calibration algorithm was used for this purpose.
At the second stage of the experiment, b = . cm for close distances (up to 400cm.) and b =
. cm for far distances (from 400cm and more) were used. In both cases the calibration of mutual parallelism of camera optical axes was preliminarily performed, that helped to substantially decrease the absolute inaccuracy for relatively far distances in comparison with the results obtained after the calibration "by sight" (Figure 7b ). For far distances, the point of laser beam falling on the vertically placed sheet of white paper was used as an object to which the distance was measured. To provide the vertical position, the sheet was attached to the stand consisting of two triangular rulers fastened together.
As it is evident from the above-given experiment results, while increasing the measured distance, the increase of inaccuracy according to the exponential law also occurs ( Figure 7 ). Carrying out of the preliminary calibration of camera optical axis mutual parallelism enables to considerably decrease this inaccuracy for far distances. For providing the acceptable accuracy, the base distance b between the cameras is to be chosen on the basis of the following rule: the farther is the object from the stereoscopic system, the longer should be the base distance, and on the contrary -the nearer is the object, the smaller must be b.
Conclusions
In the process of the development of e ective computer vision systems it is possible to use the existing open source libraries for software development [12, 13] . However, some of developers face certain di culties: insu cient under- standing of the essence of algorithms doesn't allow realizing their ne-tuning for exact machine vision hardware system. In its turn, it results in considerable degradation of accuracy characteristics, and it makes them unusable for practical application in real systems. Since these libraries are often developed according to the principle of universality, this leads to certain redundancy of algorithmic realization of their functions. This redundancy can be undesirable in the development of high-performance or embedded systems.
As there is a considerable necessity for relatively simple but e ective 3D machine vision systems, the information given in this article can be used for the development of such systems. The solution of 3D point coordinate calculation task using the stereoscopic system with parallel optical axes was presented in this study. Some problematic issues were considered in the sequential and understandable form, and their solutions are su cient for the creation of relatively simple 3D machine vision systems that are also quite suitable for real applications. In particular, the described algorithms can potentially be used in robotic 3D machine vision systems. For example, on the basis of the above described algorithms it can be developed a relatively simple machine vision system which identi es onecolour object on the image stereopair by the preliminarily set colour and calculates its space coordinates. For calculation of space object coordinates, the coordinate mass centers of constituent pixels are used as 2D object coordinates on the image stereopair. Further, the robotic system can use these coordinates for acquisition of an object or for movement to it. The above described algorithms were used for realization of the movable robotic platform equipped with the stereoscopic 3D machine vision system whose external view is presented in Figure 8 .
The algorithms for map building of pixel mutual disparity on two images comprising a stereopair can be used for functionality extension of the 3D machine vision system [10, 11] . It is possible to nd for each pixel of one image its corresponding pixel on the other image with the help of these algorithms (on the condition that the given pixel is observable on the both images). Then its space coordinates can be calculated with the use of Equation (15). Thus, the 3D mesh of the observed scene can be formed on the basis of the image stereopair, i.e. 3D scanning can be performed.
