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In this work a comprehensive multi-step machine learning data mining and data visualization framework is introduced.
The diﬀerent steps of the approach are: preprocessing, clustering, and visualization. A preprocessing based on a Robust
Principal Component Analysis Neural Network for feature extraction of unevenly sampled data is used. Then a Probabi-
listic Principal Surfaces approach combined with an agglomerative procedure based on Fisher’s and Negentropy infor-
mation is applied for clustering and labeling purposes. Furthermore, a Multi-Dimensional Scaling approach for a
2-dimensional data visualization of the clustered and labeled data is used. The method, which provides a user-friendly visu-
alization interface in both 2 and 3 dimensions, can work on noisy data with missing points, and represents an automatic
procedure to get, with no a priori assumptions, the number of clusters present in the data. Analysis and identiﬁcation of
genes periodically expressed in a human cancer cell line (HeLa) using cDNA microarrays is carried out as test case.
 2007 Elsevier Inc. All rights reserved.
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Scientists have been successful in cataloguing genes through genome sequencing projects, and they can now
generate large quantities of gene expression data using microarrays [19]. Proper regulation of the cell division
cycle is crucial to the growth and development of all organisms; understanding this regulation is central to the
study of many diseases, most notably cancer [9,10,11,21]. However, due to the sheer size of the data sets
involved and to the complexity of the problems to be tackled, novel approaches to data mining and under-
standing, relying on artiﬁcial intelligence tools, are necessary. These tools can be divided in two main families:0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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unsupervised tools, which rely only on the statistical properties of the data themselves [20,25,27,36,37,38,40].
Both approaches have been used for a variety of applications and have advantages and disadvantages: the
choice of a speciﬁc tool depends on the purpose of the investigation and the structure of the data. Among var-
ious applications, we recall:
• Diagnostic: i.e. to ﬁnd gene expression patterns speciﬁc to given classes mainly dealt with supervised meth-
ods [3,29].
• Clustering: aimed at grouping genes that are functionally related without attempting to model the under-
lying biology [18,35,34].
• Model-based approach: generation of a model that justiﬁes the grouping of speciﬁc genes and trains the
parameters of the model on the data set [6,16,41].
• Projection methods: which decompose the data set into components that have the desired properties
[1,28,7]. To this class belong some methods like Principal Components Analysis (PCA), Independent Com-
ponents Analysis (ICA) and Probabilistic Principal Surfaces (PPS) which are discussed in this paper.
Moreover, many of these applications can suﬀer from poor data visualization techniques. Regarding the
clustering problems, the most commonly used clustering algorithms, such as the hierarchical clustering and
k-means [17] suﬀer from some limitations, namely:
(i) they need an arbitrary and a priori choice of the correct number of clusters, and this greatly aﬀects the
success of the clustering procedure;
(ii) some of them, like hierarchical clustering, cannot properly handle large experimental data sets which are
typically noisy and incomplete (i.e. they contain a large fraction of missing data points);
(iii) they do not feature a user-friendly data visualization, which is quite crucial for further analysis and
understanding in case of large amount of data.
On the other hand, data visualization is an important mean of extracting useful information from large
quantities of raw data. The human eye and brain together make a formidable pattern detection tool, but
for them to work the data must be represented in a low-dimensional space, usually two or three dimensions.
Even if simple relationships can seem very obscure when data is presented in tabular form, they are often very
easy to see by visual inspection. Many results in experimental biology ﬁrst appear in image: a photo of an
organism, cells, gels, or microarray scans. As the quantity of these results grows, automatic extraction of fea-
tures and meaning from experimental images becomes crucial. At the other end of the data pipeline, 2D or 3D
visualizations alone are inadequate for exploring bioinformatics data. Biologists need a visual environment
that facilitates the exploration of high-dimensional data depending on many parameters. In this context,
research needs further work into bioinformatics visualization to develop tools that will meet the upcoming
genomic and proteomic challenges. Many algorithms for data visualization have been proposed by both neu-
ral computing and statistics communities, most of which are based on a projection of data onto a two or three-
dimensional visualization space. We mark that in [2] the authors introduced a multi-step approach for data
clustering. In this work we take advantage of that approach and a hierarchical clustering based on both Fish-
er’s and Negentropy information is introduced. Moreover here we introduce an advanced visualization tech-
nique and an integrated environment for clustering and 2D or 3D visualization of high-dimensional
biomedical data. The approach enable the user to:
• project and visualize data on a spherical surface (which provides a useful continuous manifold that can be
rotated and manipulated in several ways) or map the sphere into a 2-dimensional space;
• perform deeper studies on the data by localizing regions of interest and interacting with the data themself;
• interact with data, choose the points of interest, visualize their neighbors and similar points, print all related
information etc.;
• label the data choosing the classes found by a Negentropy based dendrogram approach;
• visualize the labeled data in a bi-dimensional space using a Multi-Dimensional Scaling (MDS) approach.
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alize and cluster noisy gene expression data with missing data points. The method can be divided in two sep-
arated parts: the preprocessing of the data, which, as widely occurs, is speciﬁcally tailored to the characteristics
of the data set under examination, and the clustering and visualization part which is of more general applica-
bility. We stress that the preprocessing and clustering phases are absolutely independent. In this way we have
the possibility to apply separated adaptive processes (non-linear PCA, PPS, hierarchical clustering). We note
that this is really useful when a large data set is considered. The method was tested against the human cell cycle
to identify genes periodically expressed in tumors [39]. The data set consists of gene expressions characterized
during the cell division cycle in a human cancer cell line (HeLa) using cDNA microarrays.
The paper organization is as follows: in Section 2 we introduce the preprocessing approaches to eliminate
and to extract features from the data by using a Robust Principal Component Analysis Neural Network; in
Section 3 we introduce the Probabilistic Principal Surfaces approach for data clustering and visualization and
in Section 4 the agglomerative hierarchical clustering approach based on Fisher and Negentropy information;
in Section 5 we show the results obtained to cluster, label and visualize genes periodically expressed in a
human cancer cell line; ﬁnally in Section 6 some comments on the approach are introduced.
2. Preprocessing
Microarray data are very noisy, and thus preprocessing plays an important role. Preprocessing is needed to
ﬁlter out noise and to deal with missing data points [30]. We used a two-step preprocessing phase: a prelimin-
ary procedure of noisy data rejection, followed by a nonlinear PCA features extraction. About the ﬁrst part of
the preprocessing we simple eliminate the genes that have not samples in the particular experiment that we
consider. Moreover, in most cases an interpolation is needed to overcome the problem of the missing points
in the data set. We stress that using a Robust PCA Neural Network (NN) technique it is possible to work with
periodic unevenly sampled data without using interpolation [13,32,33].
Summarizing, in our analysis this phase is accomplished by applying an on-line Robust PCA NN for each
gene that corresponds to an unevenly sampled sequence. From each of these sequences we extract them principal
components to obtain the new feature vectors. In the following subsection we detail the PCA based approach.
2.1. Robust PCA based feature extraction
The second step of preprocessing is the extraction of the principal components (eigenvectors) of the auto-
correlation matrices of the genes which passed the ﬁltering procedure. This step is used to deal with missing
data points. Feature extraction process is based on a non-linear PCA method which can estimate the eigen-
vectors from unevenly sampled data. This approach is based on the STIMA algorithm described in [13,32,33].
We note that PCA’s can be neurally realized in various ways [22,13,33,32]. In our case we used a non-linear
PCA NN consisting of a one layer feedforward NN able to extract the principal components of the autocor-
relation matrix of the input sources. Typically, Hebbian type learning rules are used, based on the one unit
learning algorithm originally proposed by Oja and co-workers [22]. Many diﬀerent versions and extensions
of this basic algorithm have been proposed during the recent years [23,24,13,22]. The structure of the PCA
NN can be summarized as follows: there is one input layer and one forward layer of neurons totally connected
to the inputs; during the learning phase there are feedback links among neurons, that classify the network
structure as either hierarchical or symmetric. After the learning phase the network becomes purely feedfor-
ward. The hierarchical case leads to the well-known GHA algorithm; in the symmetric case we have the Oja’s
subspace network. PCA neural algorithms can be derived from optimization problems; in this way the learn-
ing algorithms can be further classiﬁed in robust PCA algorithms and nonlinear PCA algorithms [23,24,13]. A
PCA algorithm is said robust, when the objective function grows less than quadratically; examples of valid
cost functions are ln(cosh(t))ejtj. In order to extract the principal components we use a Robust nonlinear
PCA NN.
Finally, we see that the approach can be divided in the following two main steps:
• Normalization: we ﬁrst calculate and subtract the average pattern to obtain a zero mean process.
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equal to the estimated embedding dimension and it is the number of principal eigenvectors that we need; (ii)
the number of input neurons q; (iii) the initial weight matrix W of m · q dimension; (iv) a, the nonlinear
learning function parameter; (v) the learning rate l and the  tolerance.
This leads to the algorithm for the generic ith, m-dimensional weight matrix wiðkÞ (i = 1, . . . ,m) at time k:
wiðk þ 1Þ ¼ wiðkÞ þ lkgðyiðkÞÞeiðkÞ;
eiðkÞ ¼ xi 
XIðiÞ
j¼1
yjðkÞwjðkÞ
ð1ÞIn the hierarchical case we have I(i) = i. In the symmetric case I(i) = q, the error vector eiðkÞ becomes the same
ei for all the neurons. For more details on the algorithm see [13,33,32].
3. Probabilistic Principal Surfaces
Probabilistic Principal Surfaces (PPS) [8,2,12] are a nonlinear extension of principal components, in that
each node on the PPS is the average of all data points that project near/onto it. From a theoretical standpoint,
the PPS is a generalization of the Generative Topographic Mapping (GTM) [5], which can be seen as a para-
metric alternative to Self Organizing Maps or SOM [26]. Advantages of PPS include its parametric and ﬂexible
formulation for any geometry/topology in any dimension, guaranteed convergence (indeed the PPS training is
accomplished through the Expectation–Maximization algorithm) [15]. PPS are governed by their latent topol-
ogy and owing to their ﬂexibility, a variety of PPS topologies can be created, for example as a regular grid of a
3D sphere. A sphere is ﬁnite, unbounded and symmetric, with all the nodes distributed on the surface, and it is
therefore suitable for emulating the sparseness and peripheral property of high-D data. Furthermore, the
sphere topology can be easily understood by humans and thereby used for visualizing high-D data.
PPS deﬁne a nonlinear, parametric mapping yðx;WÞ from a Q-dimensional latent space ðx 2 RQÞ to a D-
dimensional data space ðt 2 RDÞ, where usually Q < D. The (continuous and diﬀerentiable) function y(x;W)
maps each of theM points in the latent space (whereM is the number of latent variables which is ﬁxed a priori)
to a corresponding point into the data space. Since the latent space is Q-dimensional, these points will be con-
ﬁned to a Q-dimensional manifold non-linearly embedded into the D-dimensional data space. We mark that
the PPS approach builds a constrained mixture of Gaussians. Moreover, if Q = 3 is chosen, a spherical man-
ifold [8,2,12] can be constructed using PPS with nodes arranged regularly on the surface of a sphere in R3
latent space, with the latent basis functions evenly distributed on the sphere at a lower density. After a PPS
model is ﬁtted to the data, several visualization possibilities are available like the projection of the data are
projected into the latent space as points onto a sphere.
Having projected the data into the latent sphere, a typical task performed by most data analyzers is the
localization of the most interesting data points, for instance the ones lying far away from more dense areas
(outliers), or those lying in the overlapping regions between clusters, and to investigate their characteristics
by linking the data points on the sphere with their position in the original data set.
Furthermore, the latent variables responsibilities can be plotted on the sphere in order to obtain the data
probability density function visualization. Another advantage of the 3D sphere representation is that, unlike
2D plot, it is possible to observe the distribution of the diﬀerent clusters on the sphere and observe which clus-
ters are similar to each other as the dense regions that are in close proximity. All these advanced visualization
options and successful applications to other research ﬁelds (i.e., in astrophysics) have been discussed in [2].
4. Negentropy based approach
At this point we introduce the second step of the hierarchical approach that uses both Fisher’s and Negen-
tropy information to agglomerate the clusters found in the ﬁrst phase (PPS clustering phase). We underline
that the approach we are describing is based on that introduced in [12,2]. Such authors proposed a hierarchical
agglomerative clustering where the optimal number of clusters is decided by analyzing the plateaus obtained
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agglomerative clustering is obtained by using a corresponding tree, called a dendrogram, which shows how the
samples are grouped [17]. In this paper the optimal number of clusters is deﬁned using the dendrogram
information.
We note that the Fisher’s linear discriminant is a projection method that projects high-dimensional data
onto a line and performs classiﬁcation in this one-dimensional space [4]. The projection maximizes the distance
between the means of the two classes while minimizing the variance within each class. The Fisher criterion for
two classes is given byJFðwÞ ¼ w
TSBw
wTSWw
ð2Þwhere SB is the between-class covariance matrix and SW is the total within-class covariance matrix. From Eq.
(2) diﬀerentiating with respect to w we ﬁnd the direction where JFðwÞ is maximized.
The deﬁnition of Negentropy JN is given byJNðxÞ ¼ HðxGaussÞ  HðxÞ; ð3Þ
where xGauss is a Gaussian random vector of the same covariance matrix as x andH(Æ) is the diﬀerential entropy.
Negentropy can also be interpreted as a measure of non-Gaussianity [22]. The classic method to approximate
Negentropy is using higher-cumulants, through the polynomial density expansions. However, such cumulant-
based methods sometimes provide a rather poor approximation of the entropy. A special approximation is ob-
tained if one uses two functions G1 and G2, which are chosen so that G1 is odd and G2 is even. Such a system of
two functions can measure the two most important features of non-Gaussian 1-D distributions. The odd func-
tion measures the asymmetry, and the even function measures the dimension of bimodality vs. peck at zero,
closely related to sub- vs. supergaussianity. Then the Negentropy approximation of Eq. (3) isJNðxÞ / k1EfG1ðxÞg2 þ k2ðEfG2ðxÞg  EfG2ðtÞgÞ2 ð4Þ
where t is a Gaussian variable of zero mean and unit variance (i.e. standardized), the variable x is assumed to
have also zero mean and unit variance and k1 and k2 are positive constants. We note that choosing the func-
tions Gi that do not grow too fast, one obtains more robust estimators.
In this way we obtain approximations of Negentropy that give a very good compromise between the prop-
erties of the two classic non-Gaussianity measures given by kurtosis and skewness [12,2,22]. They are concep-
tually simple, fast to compute, yet have appealing statistical properties, especially robustness. We have to note
that several methods to accomplish Independent Component Analysis are based on entropy information. At
this point we remark that our aim is to agglomerate by an unsupervised method the clusters (regions) that are
found by a clustering approach. The information, that we call JNEC, used to merge two clusters is based both
on the Fisher’s discriminant and on the Negentropy (NEC approach [12,2]):JNECðXÞ ¼ aFJFðwÞ þ aNJNðXÞ ð5Þ
where aF and aN are two deﬁned (normalizing) constants and w is the Fisher’s direction. At this point using
this information we apply the agglomerative hierarchical clustering approach and extract the dendrogram.
The NEC algorithm is described in Algorithm 1.
Algorithm 1. NEC: Agglomerative Hierarchical Clustering
Begin initialize c^ ¼ c, Di  X i, i = 1,. . .,c
DO c^ c^ 1
ﬁnd nearest clusters, say:
calculate the Fisher’s direction between Di and Dj and project the data on it
calculate the JNEC information and merge clusters Di and Dj with lowest JNEC information
UNTIL c^ ¼ 1
return the dendogram
End
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Fig. 1. NEC experimental results: (a) 2-dimensional data set; (b) comparative NN clustering; (c) NEC Dendrogram and (d) NEC
clustering.
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We mark that the shown examples are obtained by using aF = 0.1, aN = 10. The data set that we consider
is composed by two 2-dimensional classes with a complex distribution (see Fig. 1). In Fig. 1a we plot the data.
In Fig. 1b we show the clusters obtained using the PPS approach and in Fig. 1c the NEC dendrogram. We
note that focusing our attention on the dendrogram we clearly can deﬁne two separated regions obtaining
the clusters in Fig. 1d.
5. Experimental results
To validate the proposed multi-step approach, in this section we detail its application to analyze and to
visualize a data set composed by genes periodically expressed. To be more precise we focus our attention
on the identiﬁcation of genes periodically expressed in a human cancer cell line (HeLa) using cDNA micro-
arrays. We stress that in [39] some results on this data set are presented. In that paper the authors used a par-
ticular Fourier based preprocessing and a hierarchical clustering method. The approach revealed coexpressed
Fig. 2. PPS visualization: projection of the genes on the sphere.
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tion, chromosome segregation, and cell adhesion along with genes of uncharacterized function. In that paper
transcripts of 874 genes showed periodic variation during the cell cycle.
To be more precise the data set is composed by 1134 genes where the values are obtained considering the
ratio between two channels of the microarray (Cy5/Cy3). These values describe the index of the expression at a
speciﬁc time. Approximatively we have one hour sampling period and the largest sequence cover about 2 days.
The data set is composed by ﬁve experiments where the ﬁrst 3 correspond to the same experiment but with a
diﬀerent overall sampling period. We also note that in the data set for some genes there are missing sequences
and/or missing samples. In our analysis we use the third experiment because it covers a longer period and have
less missing sequences and/or missing samples.
We remind that the ﬁrst step needed to analyze a data set is the preprocessing. We wish to point out that
since a Robust PCA NN method is used then we can elaborate unevenly sampled data directly. In fact in
[13,32] the authors introduced and described a Robust PCA NN-based approach to analyze unevenly sampled
data without using interpolation. In that paper the authors concluded that the method has better properties
with respect to Fourier-based methods.
Now, in this work, using the preprocessing step, we extract for each gene the ﬁrst two 10-dimensional prin-
cipal components obtaining in this way a 20-dimensional feature vector for each gene. On the so obtained fea-
ture data set we apply the second step. In detail we apply the PPS approach to obtain a clustering with a high
number of clusters that should be reﬁned by using the NEC approach. In Fig. 2 we show the three-dimensional
projection obtained by using the PPS approach.
Moreover, in Fig. 3 we show the 2-dimensional mapping obtained unfolding the sphere using a Robinson
map projection (or orthophanic projection) [31]. At this point we apply the NEC agglomerative approach to
combine the clusters obtained by PPS. We also note that the NEC approach permits to build a dendrogram
tree that can be used to decide the number of clustering regions. In Fig. 4 we show the dendrogram obtained
from this analysis. To compare and to validate the PPS 2D visualization we use a well-known methodology to
map and to visualize the data in a 2-dimensional subspace: the Multi-Dimensional Scaling (MDS) which is the
process of converting a set of pairwise dissimilarities for a set of points into a set of coordinates for the points.
In Fig. 5 we plot the MDS projection in which an Euclidean distance is used. In Fig. 6 we show the same kind
of projection obtained by using a correlation measure. At this point we stress that in data analysis/visualiza-
tion a fundamental role is covered by the data labeling that can be emphasized by using diﬀerent symbols or
colors. In fact, now we focus our attention on the dendrogram of Fig. 4. From it we can clearly identify 4 main
Fig. 3. 2-Dimensional Robinson map projection of the PPS 3-dimensional sphere.
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Fig. 5. MDS 2-dimensional projection by using Euclidean distance.
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to the tree now plotted in Fig. 7. We have to underline that these are the graduated colors that we also use in
the experiments described in the following so that it is simpler to understand the visualization features. We
Fig. 6. MDS 2-dimensional projection by using correlation measure.
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Fig. 7. NEC colored dendrogram.
Fig. 8. PPS 2-dimensional mapping and labeling.
78 F. Napolitano et al. / Internat. J. Approx. Reason. 47 (2008) 70–84note that after this coloring step the data labeling is made easier. In Fig. 8 we show Fig. 3 with diﬀerent labeled
regions. Moreover, in Fig. 9 we plot the MDS projection by using an Euclidean distance. Now we point
out that by using the multi-step approach it is simple to clusterize and to visualize high-dimensional data.
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To show the performance of the approach on the considered data set we plot in Fig. 10 the error bars of the
main 4 clusters. We mark that in the ﬁgure the colors assigned in the previous step are conserved. In detail we
plot the mean and the variance of the ﬁrst component extract by Robust PCA NN. We clearly conﬁrm that the
clusters have a diﬀerent trend. In fact, we can deduct that we have mainly two diﬀerent classes both composed
by two subclasses. Moreover, in Fig. 11 we plot the error bars of the outliers clusters (gray). In this case we can
deduct that their trends are diﬀerent from those of the previous 4 clusters. We also stress that to validate these
results a biological validation is needed. To be clearer and to show the diﬀerences between the proposed
approach and the standard hierarchical agglomerative algorithm, which is the most used in literature, in
Fig. 12 we show the dendrogram obtained by interpolating data and by using an Euclidean distance and in
Fig. 13 by using the correlation. It is clear that in these cases it is extremely diﬃcult to deﬁne the main clusters
and consequently to label the data. Moreover in Figs. 14 and 15 we show the MDS for both the cases on the
same interpolated data.
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Fig. 12. Hierarchical agglomerative clustering obtained by using an Euclidean distance.
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In this work we presented a new and complete machine learning data mining framework for data analysis
and data visualization. The overall process is composed by a preprocessing and a clustering/visualization
phases. The preprocessing consists in a ﬁltering procedure and a Robust PCA NN for feature extraction.
The second phase is based on a PPS combined with an agglomerative approach based on Fisher and
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Fig. 13. Hierarchical agglomerative clustering obtained by using a correlation measure.
Fig. 14. MDS 2-dimensional projection obtained by using an Euclidean distance.
F. Napolitano et al. / Internat. J. Approx. Reason. 47 (2008) 70–84 81Negentropy information aimed at clustering and visualization. The approach has been applied to a microarray
data set and more precisely to the analysis and identiﬁcation of genes periodically expressed in a human cancer
cell line (HeLa) using cDNA microarrays. Genes which pass the ﬁltering procedure undergo a feature extrac-
tion process, based on a Robust PCA method, which allows us to obtain a matrix of eigenvectors from
unevenly sampled data. The results of the above preprocessing are then analyzed by a PPS algorithm which
has proven to be a very powerful and eﬃcient model in several data mining activities, and in particular for
high-D data visualization and clustering. Spherical PPS, which consist of a spherical latent manifold lying
Fig. 15. MDS 2-dimensional projection obtained by using a correlation measure.
82 F. Napolitano et al. / Internat. J. Approx. Reason. 47 (2008) 70–84in a three-dimensional latent space, better deal with high-D data. The sphere, in fact, is able to capture the
sparsity and periphery of data in large input spaces which are due to the curse of dimensionality [4]. The
regions found by PPS are then agglomerated by NEC in a completely unsupervised manner obtaining in a
simple way a dendrogram. In this way we can label the data in few regions that we decide. We stress that
the 3D sphere is an innovative way of looking at gene expression data as compared to hierarchical clustering
that displays a 2D plot. Furthermore, a mapping of the sphere in 2D can be obtained. Using a MDS approach,
moreover, we also map our data into a bi-dimensional space keeping in mind the labeling obtained from the
dendrogram. In the case of the analyzed data set, our visualizations capture the information on clusters of
genes that do share similar behavior.
We have also to remark that other neural-based methods have already been investigated with success on
microarray data, for example, in [35,34], Self Organizing Map (SOM) have been used for both visualization
and clustering purposes. However, SOM, while nice and understandable and appealing in a number of appli-
cation ﬁelds, are less ﬂexible in the sense that gives no way to directly interact with data and exhibits strong
border eﬀects on 2D neurons grid since its manifold is bounded.
As shown in the paper by de Lichtenberg et al. [14] the jungle of available clustering methods often leads to
contradictory results, and often, it is diﬃcult to choose a speciﬁc benchmark.
In this paper we use a data set of genes periodically expressed (see [39]) to show the performance of the
proposed method in both clusterization and visualization. We however note that in [39] the authors clustered
the genes using the hierarchical bottom-up algorithm which groups the genes that have similar relative con-
centration proﬁles during cell life cycle and they use a Fourier based preprocessing. In [13,33,32] the authors
experimentally demonstrated that for unevenly sampled data a Robust PCA NN permits us to obtain a better
performance than the Fourier based approaches. For these reasons the authors in the next future will focus
their attention to use a frequency based preprocessing by using a MUSIC frequency estimator and a Robust
PCA NN.
Moreover, we have that using Fisher and Negentropy information the clustering sequence is represented by
a clear hierarchical tree which makes simple the identiﬁcation of the clusters. In fact, in our case we identiﬁed 4
main clusters and other 10 diﬀerent clusters that helped us to label the data. From this labeling we map the
multidimensional data set in two dimensions using the MDS approach or the PPS mapping in a 2-dimensional
space. We also underline how our multi-step approach permits us to add graduated colors that help us to
F. Napolitano et al. / Internat. J. Approx. Reason. 47 (2008) 70–84 83understand and to improve the data analysis process. In the next future the authors will focus their attention
to compare and to validate the found clusters from a biological point of view.References
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