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Résumé
Le travail présenté dans cette thèse traite de l’utilisation des résumés de données dans l’in-
terrogation. Dans le contexte des résumés linguistiques du modèle SaintEtiQ sur lequel se
focalise cette thèse, un résumé est une description du contenu d’une table relationnelle. Grâce
à la définition de variables linguistiques, il est possible d’utiliser des termes du langage pour
caractériser les données structurées de la table. En outre, l’organisation des résumés en hié-
rarchie offre divers niveaux de granularité. Nous nous intéressons à fournir une application
concrète aux résumés déjà construits. D’une part, nous étudions les possibilités d’utilisation
des résumés dans une interrogation à but descriptif. L’objectif est de décrire entièrement des
données dont certaines caractéristiques sont connues. Nous proposons une démarche de re-
cherche de concepts et une instanciation de cette démarche. Ensuite, une étude des systèmes
d’interrogation flexible, dont certains ont, ainsi que SaintEtiQ, la théorie des sous-ensembles
flous comme base, nous permet d’enrichir la démarche proposée par des fonctionnalités plus
avancées. D’autre part, nous avons intégré les résumés linguistiques de SaintEtiQ au SGBD
PostgreSQL. L’objectif est d’aider le SGBD à identifier des enregistrements. Nous présen-
tons un état de l’art des techniques d’indexation, ainsi que le détail de l’implémentation des
résumés en tant que méthode d’accès dans PostgreSQL.
Mots-clés : SaintEtiQ, résumés linguistiques, données structurées, interrogation de résumés,
sous-ensembles flous, interrogation flexible, aspects coopératifs, index, techniques d’indexa-
tion, méthode d’accès, PostgreSQL.
Abstract
This thesis deals with using summaries of data in a querying process. The work discussed
focuses on the linguistic summaries of the SaintEtiQ model, in which a summary describes
the content of a relational table. The definition of linguistic variables allows to use terms
from the natural language to characterize the structured data. In addition, the organization of
summaries into a hierarchy based on generalization links offers various levels of granularity.
On one hand, we study the possible use of summaries in a descriptive querying process. The
aim is to characterize entirely the data on the basis of a partial characterization. We propose
an approach which consists in searching for specific concepts, from the expression of queries
to the presentation of results. An instantiation of the approach using a summary hierarchy
traversal algorithm is part of the proposal. Then, a survey of flexible querying systems, some
of which are based on fuzzy sets as SaintEtiQ is, allows us to provide additional functional-
ities to the querying approach. On the other hand, we integrate linguistic summaries of the
model into the DBMS PostgreSQL. The aim is to help the DBMS identify tuples by exploit-
ing a summary hierarchy as an index structure. We provide a survey of indexing techniques
as well as the details of implementing summaries as an index method under PostgreSQL.
Keywords: SaintEtiQ, linguistic summaries, structured data, querying of summaries, fuzzy
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Problématique, motivation et objectifs
La croissance ininterrompue des capacités de stockage semble liée aux progrès technolo-
giques. Il fut une époque où le moindre bit était utilisé presque à contrecœur en raison de la
faible disponibilité de l’espace de stockage. L’algorithme de Huffman [84] est représentatif des
techniques de compression destinées à une meilleure utilisation de l’espace disponible. Pour le
grand public, cette croissance est plutôt synonyme de confort : plus d’espace pour stocker ses
données, moins de soucis de rangement, plus besoin de trier pour faire de la place, il suffit de
passer à une capacité supérieure quand le besoin s’en fait sentir. Mais cette croissance pose un
réel problème pour les traitements informatiques parce qu’elle implique une augmentation du
volume de données à traiter.
Il est en effet évident qu’un traitement, même très rapide pour une unité de donnée élé-
mentaire, est immanquablement « submergé » par le volume des données. Les exemples sont
nombreux. C’est ainsi que l’encryptage et le décryptage de données par clé symétrique est suf-
fisamment rapide pour induire un faible surcoût en temps et être effectué au vol, par exemple,
l’algorithme RC4 de Ronald Rivest, est utilisé pour sécuriser les communications (protocoles
SSL sur Internet et WEP dans les systèmes WiFi). Mais le décryptage par brute-force attack1 ne
bénéficie pas de cette efficience [132]. De même, les changements d’affectation du processeur
dans un système d’exploitation multitâche préemptif donnent l’illusion de tâches simultanées
sur un ordinateur monoprocesseur. Mais le phénomène de trashing2 s’impose à tous les sys-
tèmes, même les plus performants.
La croissance du volume des données à traiter ouvre la voie à de nouveaux champs d’étude.
Dans certains cas, il est possible d’atténuer l’influence de la quantité de données sur les temps
de réponse des traitements et algorithmes. Les traitements concernés peuvent se satisfaire d’ap-
proximations, généralement de moindre qualité que des résultats non approximatifs, mais ob-
tenues en des temps plus acceptables. C’est le cas de l’échantillonnage au sein d’une popu-
1Le décryptage par brute-force attack consiste à essayer toutes les clés possibles pour décrypter un texte codé.
Ce type de décryptage suppose de pouvoir déterminer si le texte décrypté est susceptible d’être le texte en clair
initial, inconnu.
2Le trashing désigne, en systèmes d’exploitation, une chute brutale des performances d’un système en raison
d’une surcharge. En termes familiers, on dit que « le système rame ».
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lation ou des problèmes NP-complets dont une solution approchée peut être obtenue par des
algorithmes polynomiaux. Parmi les approches utilisées pour atténuer l’impact du volume de
données, on trouve les méthodes de résumé par généralisation [26, 53, 97, 115, 150].
Un autre problème auquel sont confrontés des traitements informatiques est celui de la dif-
ficulté à modéliser des représentations « humaines » ou « naturelles ». Mentionnons en premier
lieu la notion de gradualité, qui revêt divers sens, parmi lesquels une évolution progressive
d’un état, ou le degré de satisfaction variable d’une caractéristique. La gradualité ne peut pas
être reflétée par la dichotomie des systèmes binaires. Les nuances et autres gradations sont ainsi
occultées, donnant lieu à un effet de seuil. Par exemple, la condition « il faut avoir une taille de
172 cm pour postuler » exclut la taille de 170 cm, néanmoins proche de 172 cm. De même, le
caractère « jeune » d’une personne ne peut pas être nuancé dans un mode binaire : on est soit
« jeune », soit « pas jeune » mais on ne peut être rien d’autre, encore moins être les deux à
la fois. Ensuite, la notion de préférence, qui désigne un souhait plutôt qu’une contrainte forte,
n’est pas un élément de base des SGBD, en plus d’être difficile à modéliser.
La théorie des sous-ensembles flous, proposée par Zadeh [151] est une généralisation de la
théorie des ensembles. Cet outil mathématique définit le concept d’appartenance partielle à un
ensemble et offre une solution aux problèmes de modélisation dûs à l’effet de seuil. Il devient
ainsi possible d’exprimer un caractère graduel, phénomène courant dans le langage naturel,
par exemple sur les termes descriptifs (« grand », « jeune », « léger », etc.). On exprime plus
facilement des transitions graduelles, des situations intermédiaires, des informations imprécises
ou des classes aux limites mal définies. La théorie des sous-ensembles flous est utilisée par
toutes les méthodes de résumé qui ont été recensées. Elle permet à ces méthodes de décrire les
données par des termes « linguistiques » car issus du langage naturel. Les résumés produits sont
alors appelés des « résumés linguistiques ».
Le travail présenté dans ce rapport de thèse est lié à la réduction des données et à la des-
cription linguistique de données. Il traite en effet des résumés linguistiques de données struc-
turées du modèle SAINTETIQ. Ce modèle utilise un ensemble de termes linguistiques, dont la
modélisation est explicitement graduelle, pour décrire des données structurées. Il a également
pour objectif de produire des « versions » condensées des données. Le résultat du processus de
résumé est donc une synthèse du contenu d’une table relationnelle. C’est à ce titre que ce mo-
dèle s’inscrit dans l’optique de réduction des données, comme les autres méthodes de résumés
linguistiques. Il faut cependant noter qu’une fois les résumés produits, aucune exploitation ul-
térieure n’en est faite dans le cas général. Nous proposons ici d’aller plus loin avec les résumés
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du modèle SAINTETIQ, en étudiant l’interrogation des hiérarchies de résumés produites par le
modèle.
Notre objectif est d’offrir les moyens de trouver les résumés ou les données satisfaisant des
critères spécifiés. Le modèle relationnel et son langage d’interrogation, SQL, nous servant de
références, le lecteur retrouvera les éléments familiers de requêtes, de conditions, de résultats, de
procédure d’évaluation ou d’index. Néanmoins, le but affiché n’est pas de reproduire, au niveau
des résumés de données, la richesse du langage SQL, fruit d’un travail considérable effectué par
une communauté de chercheurs pendant des décennies. Notre ambition, plus modeste, fait partie
d’un projet qui vise à doter les résumés SAINTETIQ d’outils d’interrogation qui manquent aux
techniques de résumé de données.
Structure du document
Ce document est constitué de six chapitres organisés comme suit. Le premier chapitre a pour
objectif la compréhension du modèle de résumés SAINTETIQ. Il expose d’abord les techniques
de réduction de données, dont font partie les techniques de résumé. Ces techniques, dont le
but est de réduire le volume de données en entrée d’un traitement, fournissent une forme d’ap-
proximation quantitative et/ou qualitative. Les techniques de réduction utilisent des méthodes
qui visent à préserver les informations nécessaires aux applications finales. Ce premier chapitre
situe les résumés du modèle SAINTETIQ dans ce contexte (méthodes et types d’approxima-
tion) avant de les présenter. Cette présentation porte sur la nature des données prises en compte
dans la construction des résumés (données structurées et vocabulaire de description de ces don-
nées), sur les étapes de la construction, sur les représentations syntaxiques des résumés et leur
propriétés et, enfin, sur les informations qu’on peut tirer de ces représentations et propriétés.
Le chapitre 2 propose une démarche d’interrogation des hiérarchies de résumés SAINTE-
TIQ. L’interrogation est entendue comme la recherche et la présentation des résumés qui sa-
tisfont des critères fournis en entrée du processus d’interrogation. La proposition porte sur les
entrées du processus, le traitement effectif et la sortie. En entrée, une représentation canonique
des requêtes sous forme de conditions logiques en forme normale conjonctive est proposée.
Le traitement est instancié par un algorithme d’exploration des hiérarchies, avec coupures de
branches, pour lequel les tests de correspondance d’un résumé avec la requête sont détaillés.
En sortie, une présentation des résumés résultats sous forme de pseudo-classes d’équivalence
vis-à-vis de critères de recherche est proposée.
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Le chapitre 3 présente un état de l’art de l’interrogation flexible en bases de données. Syn-
thétisé à partir de publications consacrées au sujet, il classe les systèmes d’interrogation flexible
en fonction de leurs fondements théoriques. Il montre également que la notion de « préférence »
fait partie intégrante des motivations de ces systèmes. Ce chapitre présente donc d’une part, les
préférences sous divers aspects généraux et, d’autre part, quelques systèmes d’interrogation
flexible choisis sur la base d’une documentation disponible ou de leur intérêt historique.
Le chapitre 4 regroupe l’ensemble de nos contributions, inspirées des systèmes d’interroga-
tion flexible, à l’interrogation des résumés SAINTETIQ. En premier lieu, il présente une implé-
mentation de la démarche proposée au chapitre 2, pour l’interrogation approchée par générali-
sation de données structurées. Ensuite, il présente les principes d’une fonctionnalité coopérative
rajoutée à l’interrogation des résumés. Le caractère coopératif dans les systèmes d’interrogation
y est brièvement décrit, de mêmes que les options que nous proposons pour fournir des résultats
aux requêtes sans réponse. Enfin, ce chapitre présente le résultat de réflexions menées dans le
cadre de notre participation à l’ACI APMD3. Ces réflexions portent sur la possibilité d’utiliser
un vocabulaire d’interrogation différent du vocabulaire de construction des résumés. Elles ont
également une portée dans l’interrogation flexible car les systèmes présentés dans le chapitre 3
ne font pas l’hypothèse d’un unique vocabulaire statique.
Les caractéristiques de ces systèmes sont également à l’origine du travail sur les index.
Ces systèmes requièrent en effet un accès aux données pour respecter les préférences qui leur
sont indiquées. Le chapitre 5 présente donc une synthèse des travaux sur les index de bases
de données. Dans un système de gestion de bases de données (SGBD), les index sont utilisés
pour accélérer les opérations sur les données, en permettant un accès relativement rapide aux
données à traiter. La première partie du chapitre présente d’abord les méthodes d’indexation tra-
ditionnelles ainsi que des notions qui servent à caractériser les index. La deuxième partie, plus
volumineuse, traite des index dits « multidimensionnels ». Elle présente une sélection de ces
techniques et effectue un recensement des propriétés utilisées pour évaluer les index multidi-
mensionnels. Le chapitre, qui se veut une référence rapide pour les personnes intéressées par les
index, se termine par une analyse mettant en rapport ces propriétés et les résumés SAINTETIQ.
Le chapitre 6 étudie la faisabilité de l’utilisation de hiérarchies de résumés pour accéder aux
données de tables relationnelles. Cette étude expérimentale est menée dans le SGBD relationnel
PostgreSQL. Elle consiste à définir une structure d’index à partir d’une hiérarchie de résumés
et à implémenter les opérations classiques d’une méthode d’accès (ou technique d’indexation).
L’objectif de ce travail est d’aboutir à des conclusions quant aux éléments de performance d’une
3Action Concertée Incitative « Accès Personnalisé à des Masses de Données » : projet MD 33 2004-2007
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structure d’index basée sur les résumés linguistiques que nous traitons. Ainsi, par rétroaction,
la construction des résumés pourrait être redéfinie et adaptée à la fonction d’index. Cet objectif
n’est pas complètement atteint, mais le chapitre, qui décrit étape par étape l’intégration dans le
SGBD PostgreSQL, montre des premiers résultats encourageants.
Ce document se conclut par un bilan de l’ensemble du travail ici présenté et les perspectives
envisagées pour sa suite.

CHAPITRE 1
Les résumés du modèle
SAINTETIQ
Introduction
Les volumes de données stockés par les systèmes informatiques sont de plus en plus im-
portants en raison de facteurs variés (archivage, avancées technologiques, disponibilité des sup-
ports de stockage, interconnexion des systèmes, etc.). Ces conditions rendent plus difficile la
recherche des informations pertinentes pour un besoin spécifique. En effet, le traitement de
grands volumes de données requiert des outils adaptés, capables, entre autres fonctionnalités,
de « passer à l’échelle ».
Un moyen de gérer le problème du volume des données prises en compte dans un traite-
ment informatique consiste à réduire ce volume. Il existe pour cela de nombreuses techniques
de réduction du volume des données, dont les résumés de données font partie. La solution du
résumé a pour ambition de synthétiser les données, c’est-à-dire en transmettre l’essentiel, mais
sous une forme plus compacte. Cependant, elle présente ses propres difficultés : couvrir toutes
les données, minimiser le volume des résumés et les présenter sous une forme facilement intel-
ligible.
Le modèle SAINTETIQ, auquel ce chapitre est consacré, est une méthode de construction
de résumés de données structurées composées de couples attribut/valeur. À ce titre, le modèle
nourrit les mêmes ambitions que toute approche de résumé et fait face aux mêmes difficultés
évoquées ci-dessus. Il se distingue néanmoins par deux particularités : le souci d’intelligibilité
des résumés construits, et la génération de résumés qui décrivent les données à des niveaux
d’abstraction différents.
Pour atteindre ses objectifs, le processus qui sera décrit utilise des techniques diverses. Des
domaines comme l’analyse de données, la fouille de données, l’apprentissage automatique ou
encore la théorie des sous-ensembles flous, ont permis d’obtenir les résumés linguistiques de
données présentés ci-après en sections 1.2 à 1.6. Au préalable, les techniques de réduction de
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données sont présentées en section 1.1 afin d’exposer la problématique générale des résumés
linguistiques SAINTETIQ.
1.1 Techniques de réduction de données
Cette section est consacrée à une brève présentation générale des techniques de réduction
de données, dont l’objectif est de réduire le volume de données en entrée d’un traitement. Mal-
gré une apparente similarité, il est nécessaire de distinguer ces techniques (de réduction des
données) des techniques de compression même si ces dernières sont parfois utilisées par la
réduction de données.
La compression semble ne viser qu’une réduction du volume des données, traditionnelle-
ment liée à des limites matérielles en capacité de stockage ou en débit de transmission. L’ap-
plication la plus représentative de la compression de données est la compression de fichiers,
utilisant des algorithmes (RLE, LZW, codage de Huffman, etc.) ou utilitaires (PkZip, 7-zip, de-
flate, compress, etc.) relativement connus. Le résultat de ces algorithmes est dit « sans perte »
en ce sens qu’un algorithme inverse peut être appliqué au résultat pour retrouver exactement les
données initiales. On parle parfois de compactage pour désigner cette compression sans perte.
La compression peut être également « avec perte » pour certains types de données (audio, vi-
déo et photo). Dans ce dernier cas, la décompression de données compressées ne garantit pas
de reconstituer à l’identique les données initiales, mais le résultat est quasiment identique pour
l’oreille ou l’œil humain.
La motivation des techniques de réduction de données est autre. Ces techniques répondent
au besoin d’obtenir rapidement des réponses approximatives dans des contextes où « l’obtention
d’une réponse exacte est un processus habituellement long » [3] et où une réponse approxima-
tive apporte suffisamment d’informations pour être acceptable.
1.1.1 Quelles méthodes ?
Intuitivement, les techniques de réduction de données se ramènent à un traitement effectué
sur des données représentatives de l’ensemble des données : le résultat d’une réduction de don-
nées est un résumé (des données initiales), qui adopte parfois une forme différente de celle des
données initiales.
Le contexte d’une application peut également faire intervenir des techniques de réduction
de données. Par exemple, dans les systèmes distribués en mode pair à pair, la volatilité des
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pairs a pour conséquence de rendre indisponible une partie des données du système. Des méca-
nismes de représentation compacte des données externes à un pair doivent être mis en place si
l’intention est de répondre aux requêtes de manière complète vis-à-vis du système. Cependant,
le mode pair à pair n’est pas une condition nécessaire à l’existence de ces mécanismes dans
les systèmes distribués. Pour les systèmes géographiquement distants ou constitués de grappes
importantes, par exemple les moteurs de recherche, une forme plus ou moins sophistiquée d’ex-
trapolation est utilisée pour répondre aux requêtes (d’où la formulation « résultats 1-10 sur un
total d’environ x pages » de Google ou « 1-10 sur environ x pour . . . » de Yahoo Search). La
réduction de données se retrouve également dans les caches Internet à travers le concept des
cache digest [57, 121]. Un cache digest est une synthèse du contenu d’un cache Web. Utilisé
au sein d’une hiérarchie de caches, il permet de transmettre le contenu d’un cache à d’autres
caches, afin de réduire les connexions aux serveurs source de pages Web.
Le contexte des flux de données est un autre exemple [2]. En effet, un flux de données n’a pas
de taille connue à un instant donné. Même sans prendre en considération la capacité de stockage
nécessairement finie, il est évident qu’un traitement tenant compte de toutes les données aurait
un temps de réponse intolérablement long. Ce temps serait infini si des opérateurs bloquants
étaient utilisés [2] (un opérateur est dit bloquant lorsqu’il lui est nécessaire de connaître toutes
les données auxquelles il s’applique pour délivrer un résultat correct – par exemple, MIN ou
SUM).
Si l’on considère que les algorithmes et traitements ont une efficacité optimale, la solution
évidente lorsqu’on traite de bases de données consiste à réduire l’impact des facteurs pénalisant
le temps de réponse, essentiellement la quantité de données. Cet objectif peut être atteint de
diverses manières, en particulier en réduisant le nombre d’instances (réduction verticale) ou le
nombre d’attributs pris en compte (réduction horizontale). En réduction verticale (par exem-
ple, l’échantillonnage), les instances sont choisies parmi les données initiales, ou construites
après transformation des données dans un autre mode de représentation (par exemple, les histo-
grammes et les techniques de classification [32, 45, 55] en général). En réduction horizontale,
les corrélations entre attributs sont utilisées pour « écarter » certains attributs et ne conserver
que les plus importants (c’est le cas des méthodes d’analyse factorielle [29, 38]).
1.1.2 Quels types d’approximation ?
L’approximation obtenue en usant d’une technique de réduction de données peut être quan-
titative : le nombre d’instances ou d’enregistrements est différent de celui obtenu dans un traite-
ment « normal ». Le résultat de la réduction est basé sur des éléments prototypiques – représen-
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tatifs des données réelles – accompagnés de données supplémentaires (fréquence, proportion,
écart-type, etc.). C’est le cas des méthodes d’interpolation [128] et de l’échantillonnage, en
statistiques [39] ou en traitement du signal [109, 112].
Exemple 1 :
Un sous-ensemble flou S, défini sur un domaine numérique continu U par une fonction d’appar-
tenance fU , couvre en général plusieurs valeurs du domaine sur lequel il est défini. Lorsque le
sous-ensemble flou a une forme trapézoïdale, sa représentation se réduit en pratique à quatre va-
leurs a, b, c, d du domaine. Les valeurs a et d délimitent le support de S, c’est-à-dire l’ensemble
des valeurs qui appartiennent plus ou moins à S. On admet que fU (a) = 0 et fU (d) = 0. Les
valeurs b et c délimitent le noyau de S, c’est-à-dire l’ensemble des valeurs qui appartiennent
totalement à S. On admet alors que fU (b) = 1 et fU (c) = 1. La connaissance du quadruplet
(a, b, c, d) et les valeurs (implicites) de fU pour chacun de ces points permettent de déterminer le
degré d’appartenance de tout élément x du domaine U par interpolation linéaire. Par exemple,
pour x ∈ [a, b], fU (x) = x−ab−x . De même, il est aisé de déterminer les éléments du domaine
associés à une valeur α du degré d’appartenance à S, sans avoir à conserver l’ensemble des
valeurs du support de S ni les degrés d’appartenance correspondants. La quantité de données
décrivant les éléments du sous-ensemble flou est ainsi réduite à quatre valeurs du domaine.
L’approximation peut également être qualitative ; ce sont les données elles-mêmes qui sont
approchées. Par exemple, certaines techniques construisent un modèle des données grâce au-
quel les valeurs de données ou d’enregistrements peuvent être dérivées. Les méthodes de ré-
gression ou de transformation discrète en analyse de signaux (ondelettes [110], transformées
de Fourier [44, 54, 106], transformées en cosinus discrètes [58, 106, 114]) aboutissent à ce
type d’approximations, parfois caractérisées par une (ou plusieurs) valeur typique de la qualité
(coefficient de corrélation linéaire, marge d’erreur, etc.).
Exemple 2 :
Supposons que l’on dispose d’un vecteur de 8 valeurs V = [10, 12, 19, 20, 18, 16, 11, 09] issu,
par exemple, de l’échantillonnage d’un signal sonore analogique. Parmi les transformées en
ondelettes, la plus simple à illustrer est la transformée de Haar (d’après Alfred Haar, en 1909).
Cette transformée utilise deux fonctions, S et D pour établir un modèle des données. Supposons







La transformée de Haar est le résultat d’un processus récursif qui remplace une paire de valeurs
par le résultat des fonctions S et D, résultat arrondi à l’entier le plus proche de zéro pour les
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besoins de cet exemple. A la première itération, on obtient deux vecteurs V 1S et V
1
D, dont la taille
respective est la moitié de celle de V : V 1S = [11, 19, 17, 10] et V
1
D = [1, 0,−1,−1]. L’itération
suivante utilise V 1S comme vecteur initial et produit V
2
S = [15, 13] et V
2
D = [4,−3]. Par la suite,
on a V 3S = [14] et V
3
D = [−1]. Le vecteur initial étant réduit à une valeur, la récursion est arrêtée.






∗ = [14,−1, 4,−3, 1, 0,−1,−1]. Dans cet exemple, la première valeur
dans V ∗ (14) est représentative de celles dans V , les autres valeurs caractérisent la valeur 14.
Un dernier type d’approximation, illustré par la suite de ce chapitre, est celui des méthodes
de résumé par agrégation ou classification. Ici, l’objectif est d’obtenir une vision plus globale
des données que l’exposition de valeurs spécifiques. Le détail des données, subsidiaire, peut
cependant être disponible. Nous classons dans cette catégorie les index de bases de données (qui
peuvent être étendus de manière à conserver des informations agrégatives sur les données [1]),
les méthodes de classification et les méthodes statistiques de calcul d’agrégats (OLAP [42],
Quotient Cube [95]).
Notons qu’une technique de réduction de données peut néanmoins fournir des résultats
exacts et non approximatifs. C’est le cas des index, discutés au chapitre 5 pour leur usage
principal d’accès aux données. De même, certaines transformées sont réversibles [71, 154] ;
le taux d’erreur de l’approximation est alors nul. C’est ainsi que la transformée de Haar dans
l’exemple 2 peut permettre de retrouver à l’identique le vecteur initial : il suffirait de choisir
des fonctions S et D sans arrondi. Autre exemple, la représentation d’un sous-ensemble flou
trapézoïdal par quatre valeurs de son domaine de définition (exemple 1) fournit exactement les
mêmes informations qu’une énumération complète de ses éléments.
1.1.3 Résumés de données
Les méthodes de résumé de données structurées réalisent également une approximation des
données auxquelles elles s’appliquent, c’est-à-dire des enregistrements de bases de données.
Ces méthodes ont comme point commun de recourir à la théorie des sous-ensembles flous,
proposée par Zadeh [151], pour exprimer des concepts vagues. Pour ce faire, des termes du
langage naturel sont modélisés par des sous-ensembles flous, ce qui permet de décrire les valeurs
d’attribut par ces termes. Les descriptions obtenues matérialisent les concepts qui existent au
sein des enregistrements, par exemple, « les personnes jeunes et bien payées ». Chacun des
enregistrements est rattaché à un ou plusieurs concepts suivant l’adéquation entre ses valeurs
d’attribut et les termes qui étiquettent le concept (jeune et bien payé). Ces méthodes s’inscrivent
dans le cadre des résumés linguistiques de Yager [150].
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On trouve parmi ces méthodes les résumés quantifiés et les résumés à base de règles floues.
Les résumés quantifiés [111, 117] utilisent des quantificateurs flous pour décrire les données.
Par exemple, dans SUMMARYSQL [117], l’évaluation du résumé « summary la plupart from
Employés where âge est jeune » fournit un degré de validité de la proposition « la plupart des
employés sont jeunes ». Ce degré caractérise la mesure dans laquelle la proposition est satisfaite
par les données. Les résumés à base de règles floues sont découverts par recherche d’associa-
tions entre attributs ([26]) ou en exploitant des dépendances fonctionnelles floues [21, 46]. Ils
permettent d’obtenir, dans le cas des règles graduelles de Bosc et al. [26], des propositions sous
la forme « plus l’âge des employés est âgé, plus leur salaire est élevé ».
Il est également possible de résumer des enregistrements par généralisation successive des
descriptions. La structure de données obtenue est alors une hiérarchie. C’est le cas des hiérar-
chies « is-a » de Lee et Kim [97] et des résumés du modèle SAINTETIQ [115]. Les résumés de
SAINTETIQ se distinguent en utilisant un même ensemble de termes linguistiques (le vocabu-
laire) sans assignation de niveau. Les descriptions générées sont donc unifiées sur le plan des
termes (ou étiquettes) linguistiques. Ce modèle procède à un lissage des données grâce à une
abstraction par le vocabulaire, puis à une classification. Ces deux opérations sont décrites dans
la suite de ce chapitre. On obtient ainsi des descriptions à plusieurs niveaux de détail différents.
Dans ce sens, les résumés réalisent une approximation du dernier type évoqué ci-dessus. La
procédure de recherche permettant d’atteindre ce résultat fait l’objet du chapitre 2. Mais il est
également possible d’utiliser les résumés comme index pour accéder aux enregistrements d’une
base de données et fournir des résultats exacts ; ceci est réalisé au chapitre 6.
1.2 Données du processus de résumé SAINTETIQ
Les informations en entrée du processus de résumé sont de deux types : les données à ré-
sumer, et celles, désignées par « connaissances de domaine », donnant des indications sur la
manière de les résumer.
Les données à résumer sont des données relationnelles au sens des bases de données re-
lationnelles. À ce titre, elles sont organisées en enregistrements (ou « tuples ») qui suivent le
schéma d’une relation R définie sur un ensemble d’attributsA = {A1, A2, . . . , An}. Chaque at-
tributAi est défini sur un domaine, noté DAi , qui peut être numérique ou symbolique. Ainsi, un
enregistrement t est un tuple formé d’une suite de valeurs suivant l’ordre prédéfini des attributs
Ai. Il est noté :
〈t.A1, t.A2, . . . , t.An〉 .
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Par exemple, pour une relation R = (épaisseur, dureté, température), un enregistrement
t = 〈 10, 38, 900 〉 présente une valeur du premier attribut (t.épaisseur = 10), puis une
valeur du deuxième (t.dureté = 38) et une valeur du troisième (t.température = 900).
Une autre contrainte sur les données est leur complétude : toutes les valeurs d’attributs
doivent être présentes. Pour tout enregistrement t d’une relation R, la valeur t.Ai est nécessai-
rement connue, élémentaire, précise et certaine. Les données incomplètes, incertaines ou mal
connues ne sont donc pas traitées. En outre, les éventuelles relations entre enregistrements (dé-
pendances fonctionnelles, liens hiérarchiques, etc.) que pourraient gérer des bases de données
objet par exemple, ne sont pas prises en compte.
Les connaissances de domaine régissent l’interprétation qui sera faite des valeurs d’attri-
buts dans la constitution des résumés. Elles sont constituées essentiellement de variables lin-
guistiques définies sur les domaines d’attributs de la relation résumée. Elles sont données par
l’utilisateur ou un expert, ceci afin de définir un langage de description des données dont la
sémantique soit la plus proche possible de l’utilisateur. Ainsi, les connaissances de domaine
fournissent le vocabulaire d’expression des résumés.
Les variables linguistiques, introduites par Zadeh en 1975 [152], permettent ici de décrire
les valeurs d’un domaine d’attribut grâce à des caractérisations floues. Si A est un attribut et
DA son domaine, on écrit habituellement « t.A = x » avec x une valeur du domaine DA. En
utilisant une variable linguistique, la valeur t.A du tuple t sur l’attribut A n’est plus une valeur
spécifique x : on écrira « t.A = d » ou « t.A est d » avec d un descripteur linguistique (par




fin mince moyen épais grand
50 mm0.15 3 8 16 32
Figure 1.1 – Variable linguistique définie sur le domaine de l’attribut épaisseur
Formellement, une variable linguistique est représentée par un triplet (A, U , D) avec U
le domaine de l’attribut A et D = {di, 1 ≤ i ≤ n}, un ensemble de sous-ensembles flous
de U [28]. Chaque terme di est muni d’une fonction d’appartenance fdi définie sur U et à
valeurs dans l’intervalle [0, 1]. Un sous-ensemble flou di peut également être une partie ordinaire
du domaine U [28], c’est-à-dire un ensemble classique (sa fonction d’appartenance n’est plus
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graduelle mais binaire). On dit que D définit une partition de U lorsque les di vérifient les
propriétés :
• de couverture : ∀x ∈ U,∃ i/fdi(x) > 0 et
• de contraste : ∀x ∈ U, fdp(x) = 1 ∧ fdq(x) = 1⇒ dp = dq).
La partition D est dite « forte » si on a en plus ∀x ∈ U,∑ni=1 fdi(x) = 1.
Sur la figure 1.1, l’attribut épaisseur instancie A sur le domaine U = [0.15 mm, 50 mm],
avec l’ensemble des descripteurs D = {fin, mince, moyen, épais, grand}. Les éléments de D
sont appelés des termes, des descripteurs ou des étiquettes linguistiques.
Lorsque le domaine DA est discret, les valeurs discrètes de DA sont munies de leur degré
d’appartenance à l’étiquette floue du vocabulaire de description des données. Le tableau 1.1, tiré
de [125], donne un exemple des sous-ensembles flous pour un attribut discret (Activité). Les
termes du vocabulaire de description sont artiste, homme d’affaires, cadre supérieur, employé,
commerçant, chef d’entreprise et sans activité. Les valeurs discrètes du domaine des données
sont celles de la colonne de droite (saxophoniste, barman, femme au foyer, etc.).
Table 1.1 – Sous-ensembles flous sur l’attribut Activité
Étiquette floue Fonction d’appartenance
artiste {1.0/saxophoniste + 0.7/baby star + 0.3/présentateur + 0.9/clown +
0.9/danseuse exotique + 0.4/cambrioleur}
homme d’affaires {0.7/commerçant + 0.7/barman + 0.6/procureur + 0.9/patron de
centrale nucléaire + 0.8/assistant de direction + 0.8/présentateur +
0.9/cambrioleur}
cadre supérieur {1.0/avocat + 0.8/inspecteur de la sécurité + 0.8/assistant de direction}
employé {1.0/secrétaire + 0.3/danseuse exotique}
commerçant {1.0/commerçant + 0.9/barman}
chef d’entreprise {1.0/patron de centrale nucléaire + 0.2/femme au foyer}
sans activité {1.0/sans emploi + 0.7/retraité + 0.5/femme au foyer + 0.4/baby star +
0.4/cambrioleur}
D’une manière générale, les connaissances de domaine permettent de faire la correspon-
dance entre les valeurs de domaines d’attribut et un vocabulaire d’expression des résumés de
données. Un domaine DA est alors réécrit par l’ensemble, noté D+A , des termes qui lui sont ap-
plicables. Par exemple,D+Epaisseur = {fin, mince, moyen, épais, grand} etD
+
Activité = {artiste,
homme d’affaires, cadre supérieur, employé, commerçant, chef d’entreprise, sans activité}.
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1.3 Construction des résumés
La construction des résumés peut être vue comme un processus de découverte de connais-
sance. En entrée, les enregistrements de la relation R à résumer sont associés aux connaissances
de domaine. En sortie, les résumés obtenus décrivent les données par le biais du vocabulaire,
c’est-à-dire l’ensemble des termes, fourni par les connaissances de domaine. Le processus est
incrémental : les tuples sont pris en compte l’un après l’autre. Il peut donc être réduit au traite-
ment d’un tuple t. Une hiérarchie de résumés est obtenue après répétition de ce traitement pour
chacun des enregistrements de R.
L’architecture de construction des résumés proposée dans [125] est une implémentation
orientée service du modèle SAINTETIQ pour le résumé en ligne de données relationnelles. Cette
architecture distingue deux services au sein du processus : un service de réécriture et un service
de résumé.
1.3.1 Service de réécriture
Ce service réalise une abstraction des données grâce aux connaissances de domaine. On
obtient une représentation des données sous forme de sous-ensembles flous (voir section 1.2).
Cette nouvelle représentation est homogène quelle que soit la nature du domaine d’attribut. Le
principe de l’abstraction est de négliger les différences non significatives entre valeurs d’attri-
buts. Ainsi, les valeurs 45 mm et 48 mm, désignant l’épaisseur d’une plaque de métal, bien que
distinctes, seront décrites par la même étiquette « grand » (voir figure 1.1).
Il s’agit, en réécrivant les données brutes, de trouver toutes les réécritures possibles d’un
tuple t d’après les connaissances de domaine. L’objectif est d’offrir un traitement doté d’une
propriété de complétude et de rester fidèle au contexte sémantique du processus de résumé.
Soient le tuple t = 〈t.A1, t.A2, . . . , t.An〉 et ΦA la fonction générique associant toute va-
leur d’attribut t.A aux descripteurs pouvant caractériser la valeur t.A. L’opération de réécriture
construit un tuple :
t′ = 〈ΦA1(t.A1), ΦA2(t.A2), . . . , ΦAn(t.An)〉 .
Notons que t′ peut être multivalué. Dans ce cas, le modèle effectue une réduction de t′ à des
attributs monovalués. Ainsi, la réécriture d’un unique tuple peut engendrer plusieurs représen-
tations distinctes désignées par le terme « tuple candidat » ; on note ϕ(t) l’ensemble des tuples
candidats (monovalués) engendrés par la réécriture du tuple t. Le tableau 1.2 présente des tuples
candidats d’enregistrements de la relation R = (épaisseur, dureté, température).
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Figure 1.2 – Variables linguistiques de R = (épaisseur, dureté, température)
Table 1.2 – Exemple de réécriture
Alliage N-uplet Traduction
UZ40 (laiton) tl = 〈10, 38, 900〉 ϕ(tl) = {tl1} avec
tl1 = 〈1.0/moyen, 1.0/doux, 1.0/modéré〉
CuSn12 (bronze) tb = 〈8, 40, 850〉 ϕ(tb) = {tb1, tb2} avec
tb1 = 〈0.5/moyen, 1.0/doux, 1.0/modéré〉,
tb2 = 〈0.5/mince, 1.0/doux, 1.0/modéré〉
CuAs05 (cuivre dopé) tc = 〈12, 44, 896〉 ϕ(tc) = {tc1, tc2} avec
tc1 = 〈1.0/moyen, 0.5/doux, 1.0/modéré〉,
tc2 = 〈1.0/moyen, 0.5/dur, 1.0/modéré〉
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1.3.2 Service de résumé
Le service de résumé réalise la classification conceptuelle des données en résumés et la
structuration des résumés en hiérarchie. Une relation d’ordre partiel est à la base de l’organisa-
tion en arbre. Elle est explicitée en section 1.5.2.
Il s’agit, pour le service de résumé, de prendre en compte les tuples candidats obtenus en
sortie du service de réécriture, c’est-à-dire, de les incorporer dans l’arbre des résumés. Un tuple
candidat ct suit un chemin partant de la racine z0 pour atteindre un résumé zf dont la description
est identique à celle de ct. Cependant, le parcours de ct dans l’arbre est découvert au fil de sa
progression grâce à des opérateurs d’apprentissage. Le rôle de ces opérateurs est de modeler la
hiérarchie de résumés en fonction des données déjà incorporées et donc, de la forme courante
de la hiérarchie.
À chaque nœud z traversé par ct, le service de résumé décide de l’opérateur dont l’applica-
tion fournit les meilleurs résultats suivant des mesures de dispersion et de spécificité qui servent
de critères d’évaluation. Par cette opération, le prochain nœud sur le chemin menant à la feuille
zf est déterminé : c’est celui pour lequel la dispersion des données (après l’incorporation de
ct) sera minimale. De même, la mesure de spécificité détermine si z est suffisamment spéci-
fique pour prétendre au statut de feuille. Si tel est le cas, l’incorporation de ct est terminée.
Autrement, l’opération recommence avec le nouveau nœud.
Les quatre opérateurs d’apprentissage du modèle proposé par Raschia [115] sont :
1. initialiser : un nouveau résumé z∗ est créé et ne contient pour l’instant que ct. z∗ est
nécessairement une feuille.
2. affecter : cet opérateur matérialise le fait qu’un résumé z existant est traversé par ct. La
description de z peut être modifiée pour rendre compte de l’existence des caractéristiques
de ct.
3. fusionner : deux résumés z1 et z2 sont jugés trop spécifiques au regard de leur position
(trop élevée) dans l’arbre. La fusion (voir figure 1.3) donne naissance à zmerge, nouveau
parent de z1 et z2, qui descendent ainsi d’un niveau dans l’arbre.
4. scinder : à l’inverse de l’opérateur précédent, celui-ci permet de supprimer un résumé z
trop général par rapport à sa position dans l’arbre (voir figure 1.4 pour une illustration de
la scission du résumé z1). Il n’est pas question de remonter z au niveau supérieur de la
hiérarchie car le parent de z couvre déjà les données de z et présente donc les caractéris-
tiques qui décrivent ces données ; le résumé z, devenu inutile, doit être supprimé.




















Figure 1.4 – Opérateur de scission
1.4 Expression des résumés
1.4.1 Extension et intension
Les représentations adoptées pour les résumés décrivent les enregistrements couverts à la
manière des définitions d’ensembles mathématiques : en extension et en compréhension. La
description en extension est, en général, sans grand intérêt pour un utilisateur. C’est en effet la
liste des enregistrements qui participent au résumé. Suivant le jeu de données, certains résumés
peuvent présenter une liste suffisamment courte pour qu’une manipulation par l’utilisateur soit
possible. Cela peut être le cas pour les niveaux inférieurs de l’arbre, notamment les feuilles.
Néanmoins, la représentation en extension est plus adaptée à un traitement informatique par un
programme, plus apte à gérer de longues listes. Elle n’a pas d’écriture formalisée, mais peut être
notée comme un ensemble des enregistrements qu’il représente. La représentation en extension
d’un résumé z est :
Rz = {ct1, ct2, ct3, ct4} .
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La représentation en intension d’un résumé correspond à une définition en compréhension :
elle fait apparaître les propriétés permettant de déterminer l’appartenance d’un élément à l’en-
semble. Par exemple, l’ensemble des entiers naturelsN peut être défini (par rapport à l’ensemble
Z des entiers relatifs) par N = {n ∈ Z/n ≥ 0}. Dans le cas des résumés, les caractéristiques
des données sont décrites par des étiquettes linguistiques. Une représentation en intension d’un
résumé z s’écrit sous la forme :
z = 〈{α11/d1 + α12/d2 + . . .+ α1n/dn}, {. . .}, {αp1/d1 + αp2/d2 + . . .+ αpm/dm}〉 .
Dans cette formalisation, p est le nombre d’attributs de la relation résumée. Pour chaque attribut,
une expression sous la forme α11/d1 + α
1
2/d2 + . . . + α
1
n/dn fait partie de l’intension. Chaque
di représente un descripteur issu de la variable linguistique décrivant l’attribut Ai. Les indices
n et m révèlent le fait que les attributs de résumés sont en général multivalués. Cependant, les
feuilles d’une hiérarchie de résumés ne présentent qu’un seul descripteur par attribut.
Exemple 3 :
Soit la relation R = (épaisseur,dureté,température). Un résumé feuille de la hiérar-
chie construite sur R est monovalué sur tous les attributs. Par exemple, le résumé z11 de la figure
1.3 est :
z11 = 〈1.0/mince, 0.8/mou, 1.0/normale〉 .
En revanche, le résumé z1, père de z11, est nécessairement multivalué sur au moins un attribut
(par exemple, l’épaisseur) car il est obtenu par l’union de z11 et z12. Un résumé est dit « multi-
valué » s’il présente, dans son intension, un ou plusieurs attributs ayant plus d’un descripteur. z1
est multivalué car l’attribut épaisseur est caractérisé par deux descripteurs (mince et fin) :
z1 = 〈1.0/mince + 0.5/fin, 0.8/mou, 1.0/normale〉 .
La notation « 1.0/mince+0.5/fin » rend compte du fait qu’un nœud généralise ses nœuds fils
et décrit les mêmes données que ces derniers. L’ensemble de ses descripteurs est donc l’union
des ensembles de descripteurs de ses fils.
On notera que l’expression d’un résumé en intension fait apparaître, outre les étiquettes
linguistiques, des valeurs réelles attachées à chaque étiquette (« 1.0/mince » ou « 0.5/fin » dans
l’exemple 3 ci-dessus). Ces valeurs dans une intension sont des degrés de satisfaction (voir la
section 1.4.2.1 ci-après). Notons cependant que toutes sortes de valeurs, statistiques notamment,
peuvent être attachées aux résumés suivant le besoin. Les degrés et mesures proposés dans le
modèle SAINTETIQ sont détaillés ci-dessous.
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1.4.2 Degrés et mesures
1.4.2.1 Degrés de satisfaction
Un degré de satisfaction d’un descripteur, comme un degré d’appartenance d’un élément à
son ensemble (voir section 1.2), prend ses valeurs dans l’intervalle réel [0, 1]. Un degré d’ap-
partenance caractérise l’élément dans le référentiel de l’ensemble ; un degré de satisfaction ω
d’une étiquette linguistique d indique à quel point d représente l’élément. L’élément appartient
à d avec un degré d’appartenance α = ω. Le degré de satisfaction équivaut au maximum des
degrés d’appartenance des valeurs d’attribut au sous-ensemble flou du descripteur, étant donné
que :
• un résumé couvre a priori une multitude de tuples ;
• plusieurs tuples peuvent être décrits par la même étiquette, avec des degrés d’apparte-
nance différents ;
• l’intension du résumé ne présente qu’un unique degré de satisfaction.
Ainsi, l’expression « 1.0/normale » dans z1 = 〈1.0/mince+0.5/fin, 0.8/mou, 1.0/normale〉
indique que l’un au moins des enregistrements dans l’extension de z1 présente une valeur de
température comprise dans l’intervalle [1.200, 1.600] (voir figure 1.5). normale est un descrip-





Figure 1.5 – Descripteur normale sur l’attribut Température
1.4.2.2 Représentativité
La mesure de représentativité d’un résumé z, notée card(z), caractérise un résumé par
rapport à la relation R. Elle rend compte de la proportion de la relation R (en nombre de tuples
candidats) couverte par le résumé. Cette mesure statistique fait en effet appel au poids d’un




où w(ct) est la proportion du tuple t de R contenue dans ct, élément de la réécriture ϕ(t) de t.
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Quant à la représentativité card(z), elle indique la somme des poids w(ct) des candidats






Soit un tuple t1 = 〈24, 70, 1100〉 de la relation R = (épaisseur,dureté,température).
D’après les variables linguistiques de la figure 1.2, t1 est réécrit par deux tuples candidats
ct1 = 〈1.0/épais, 1.0/compact, 0.3/modéré〉 et ct2 = 〈1.0/épais, 1.0/compact, 0.7/normal〉.
On a les représentativités w(ct1) = 0.5 et w(ct2) = 0.5.
Considérons un résumé z0 dont l’extension est Rz0 = {ct1, ct2}. La cardinalité card(z0) vaut 1
car card(z0) = w(ct1) + w(ct2).
1.4.2.3 Cardinalité normalisée
La cardinalité normalisée est une mesure de proportion liée à un descripteur particulier d
dans le contexte d’un résumé z. Sa portée est limitée à l’attribut correspondant à d. Cette limi-
tation est nécessaire car le même descripteur peut être utilisé dans plusieurs variables linguis-
tiques. C’est le cas de descripteurs courants tels moyen ou normal. Il serait incohérent d’associer
plusieurs étiquettes dans une même mesure au seul motif d’une même représentation textuelle
alors qu’elles sont sémantiquement différentes.
La cardinalité normalisée indique la proportion des éléments de z décrits par d sur l’attribut
A. Cette mesure ne tient pas compte de la pertinence de la description, c’est-à-dire du degré de




où cardz.A(d) est le nombre de tuples candidats de z décrits par d sur A et Rz est l’extension
de z.
Exemple 5 :
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1.5 Propriétés des résumés
Dans cette section, nous présentons les propriétés générales les plus importantes des ré-
sumés. Ces propriétés constituent les fondements de notre travail sur l’interrogation. D’autres
propriétés, spécifiques au contexte des index multidimensionnels, seront évoquées plus avant
(chapitre 5, section 5.2.3).
1.5.1 Unicité d’un résumé
Le processus de construction d’une hiérarchie de résumés est stable : dans le même contexte
(connaissances de domaine, schéma de relation R et tuples de R), la hiérarchie obtenue, réduite
aux feuilles, est strictement la même. Un tuple candidat ct dérivé d’un tuple t de R par réécriture
(section 1.3.1), fait partie d’un unique regroupement. Il n’y a donc qu’une feuille zf prenant ct
en compte dans son extension. Dès son incorporation dans la racine, ct est destiné à rejoindre
son regroupement le plus fin, c’est-à-dire zf . Une hiérarchie de résumés étant un arbre et non
un graphe, il n’y a pour ct qu’un chemin d’incorporation menant à zf .
Par conséquent, chaque regroupement élémentaire, représenté par une feuille dans l’arbre,
est différent des autres. Au niveau supérieur, les résumés (moins spécifiques) prennent en
compte des feuilles différentes. Il s’ensuit que les résumés de niveau supérieur sont eux-mêmes
tous différents. À tous les niveaux, les résumés sont différents les uns des autres.
De même, deux résumés quelconques, c’est-à-dire sans contrainte portant sur leur niveau
dans l’arbre, sont différents. En effet, pour qu’ils ne le soient pas, il aurait fallu qu’ils partagent
les mêmes tuples candidats. Ce qui ne peut arriver car les tuples candidats se retrouvent au
niveau d’une feuille et ne font partie des résumés de niveau supérieur que par la transitivité de
la relation d’appartenance.
La relation suivante, où Z désigne l’ensemble des résumés de la hiérarchie, est donc véri-
fiée :
∀ z, z′ ∈ Z, z 6= z′ ⇔ Rz 6= Rz′ .
1.5.2 Relation d’ordre partiel
Nous avons mentionné, en section 1.3.2, que les résumés d’une hiérarchie sont liés par
une relation d’ordre partiel, à savoir leur spécificité ou leur caractère général, ces deux notions
étant l’inverse l’une de l’autre. La spécificité d’un résumé augmente avec sa profondeur dans
l’arbre. Ainsi, les feuilles sont les résumés les plus spécifiques et la racine est le résumé le
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moins spécifique. La figure 1.6 illustre que le résumé z1 est plus spécifique que z0 mais moins
que z11 et z12. L’ordre partiel ne permet de comparer que des éléments d’un même chemin. Par







Figure 1.6 – Ordres partiels sur les résumés
La spécificité dénote le fait que, par rapport à son résumé parent z0, le résumé z1 est plus
précis dans la description de ses éléments. Elle peut également être perçue comme le pouvoir
de discrimination d’un résumé vis-à-vis de la relation résumée. Il en découle qu’un résumé z1
plus spécifique que z0 est moins peuplé que ce dernier. La représentativité de z1 est inférieure à
celle de z0 : card(z1) < card(z0).
Une conséquence de l’ordre partiel porte sur les extensions de résumés comparables. Lors-
que z0 est le parent de z1, les données prises en compte dans z1 le sont également dans z0,
l’inverse étant toujours faux. Par suite, l’extension de z1 est incluse dans celle de z0 : Rz1 ⊂ Rz0 .
L’extension de z1 est donc moins importante en nombre de tuples candidats : |Rz1| < |Rz0|.
Sur le plan des expressions en intension, l’ordre partiel se traduit par le fait que les descrip-
teurs d’un résumé se retrouvent dans l’intension de tous ses ascendants. À l’inverse, l’intension
d’un résumé peut être reconstituée dès que toutes les feuilles dans son sous-arbre sont connues.
Ainsi, une étiquette d fait partie de l’intension d’un résumé z seulement si elle fait partie de l’in-
tension d’une feuille de z. Réciproquement, une étiquette d d’un résumé z indique qu’il existe
une feuille descendant de z qui couvre des données décrites par d.
La relation de spécificité peut être considérée comme une spécialisation du nœud parent
(ou, à l’inverse, comme une généralisation des nœuds fils). Par rapport à un nœud frère, la
spécialisation du parent se fait sur des sous-ensembles d’attributs différents : z1 et z2 présentent
sur au moins un attribut, des ensembles flous non-égaux :
∀ z, z1, z2 / (z ¹ z1 ∧ z ¹ z2 ∧ z1 6≡ z2), ∃ i, 1 ≤ i ≤ n / z1.Ai 6= z2.Ai (1.1)
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où « ¹ » représente la relation d’ordre partiel avec une sémantique de généralisation et « 6≡ »,
le caractère non-comparable de deux résumés.
La section 1.3.2 évoque le fait que l’évolution de l’arbre des résumés dépend, en plus des
opérateurs d’apprentissage, d’une mesure de dispersion et d’une mesure de spécificité. Ces
mesures sont instanciées de telle sorte que la généralisation d’une intension se fait par ajout
de descripteurs ; c’est le sens de l’expression (1.1). Considérons par exemple le résumé z0 =
〈{1.0/mince}, {0.8/mou}, {1.0/normale}〉. Il peut être généralisé par z1 = 〈{1.0/mince +
0.5/fin}, {0.8/mou}, {1.0/normale}〉 ou z2 = 〈{1.0/mince}, {0.8/mou}, {1.0/normale +
0.5/modérée}〉 car de nouvelles étiquettes apparaissent dans z1 et z2. z1 et z2 sont donc des
parents possibles pour z0. Mais z3 = 〈{1.0/mince}, {1.0/mou}, {1.0/normale}〉 n’est pas dif-
férent de z0, et ce malgré le degré de satisfaction différent sur l’étiquette mou. z3 n’est en effet,
d’après la propriété d’unicité, qu’une nouvelle version de z0 après la prise en compte d’un tuple
candidat générant le degré 1.0 sur le descripteur mou.
1.6 Sémantique des résumés
Un résumé est, dans sa représentation intensionnelle, une description des données qu’il
couvre. La description est exprimée en utilisant des termes fournis par l’utilisateur, par ex-
emple sur l’attribut A, z.A = {α1/d1 + α2/d2}. Le degré de satisfaction αi qui accompagne
chaque étiquette linguistique révèle qu’il existe, au sein des données, un enregistrement dont la
valeur sur A est décrite par l’étiquette au degré αi. En outre, αi indique les plages de valeurs que
peut prendre la valeur t.A d’un tuple sur l’attribut A. La figure 1.7 montre les plages de valeurs
délimitées par un degré α suivant que le degré désigne le maximum des degrés de satisfaction
ou le minimum. Les plages délimitées sont ]a, b] ∪ [c, d[ (fig. 1.7-a) pour le maximum (c’est
l’interprétation adoptée dans le modèle SAINTETIQ) et [b, c] pour le minimum (fig. 1.7-b).
Sur un autre plan, l’intension est exprimée sur chaque attribut de manière indépendante :
aucune corrélation n’existe entre deux descripteurs. Ainsi, l’expression z4 = 〈{1.0/mince +
0.5/fin}, {0.8/mou}, {1.0/normale + 0.5/modéré}〉 n’apporte pas d’information certaine sur la
description d’un même enregistrement par deux étiquettes d’attributs différents. Par exemple,
on déduit de z4 que certains tuples sont bien décrits (avec un degré 1) par l’étiquette mince sur
l’épaisseur. De même, certains tuples sont décrits par l’étiquette modéré pour ce qui est de la
température. Mais on ne peut encore en déduire que certains tuples sont décrits à la fois par
mince et par modéré. Ce problème d’existence de combinaisons de descripteurs est dû à une
ambigüité : des valeurs issues de plages différentes conduisent à une même représentation en
















Figure 1.7 – Plages de valeurs induites par un degré de satisfaction α sur un domaine U
intension. Cette ambigüité est mise en évidence dans la figure 1.8 qui montre les espaces de
valeurs (zones hachurées) des tuples initiaux pour un résumé z = 〈{α/d1}, {β/d2}〉 défini sur
deux domaines d’attributs U et V . Tout ensemble constitué des zones hachurées I, II, III ou IV
















































Figure 1.8 – Espaces de valeurs induits par l’intension z = 〈{α/d1}, {β/d2}〉
Une zone hachurée peut être interprétée comme un concept flou. Un résumé est donc la
conjonction des concepts flous partageant la même expression en intension.
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1.7 Conclusion
Dans ce chapitre, les résumés linguistiques du modèle SAINTETIQ ont été présentés de ma-
nière à couvrir les aspects de leur construction et de leur sémantique utiles à la compréhension
de la suite de ce document. La problématique des résumés linguistiques a permis d’exposer les
objectifs du modèle : fournir une description concise de données relationnelles dans un for-
malisme facilement intelligible. Puis, les types de données admis en entrée du processus de
résumé ont été décrits, de même que les connaissances de domaine, dont le rôle est de fixer
le cadre d’interprétation des résumés. Le déroulement du processus de résumé est abordé dans
ses deux phases : la réécriture, qui réalise une abstraction des données vers un formalisme ho-
mogène quels que soient les domaines d’attributs considérés, et la classification (ou formation
des concepts), qui structure les données en résumés et les résumés en une hiérarchie. Ensuite,
les possibilités de représentation des résumés ont été détaillées de façon à permettre la mise en
relief des propriétés des résumés. L’extension d’un résumé ne propose qu’une liste des enregis-
trements décrits. Par opposition, l’intension d’un résumé est très informative grâce aux degrés
et mesures attachés à un résumé. La connaissance qui peut être tirée d’un résumé a été étudiée
en dernier lieu.
Le travail présenté dans la suite de ce document pourrait s’appliquer à toute structure arbo-
rescente possédant certaines des propriétés des résumés du modèle SAINTETIQ :
• les feuilles contiennent des références (identifiants ou pointeurs) vers les données dé-
crites ;
• les nœuds ont chacun une représentation unique dans l’arbre ;
• l’arbre est organisé suivant une relation d’ordre partiel dénotant l’englobement des nœuds
de niveau inférieur par les nœuds de niveau supérieur.
Outre l’organisation des résumés en arbre, ces propriétés sont en effet celles qui seront exploi-






Dans le chapitre précédent, il a été établi qu’un résumé donne un aperçu d’une relation
R = (A1, A2, . . . , An) sur laquelle sont construits des résumés. R contient des données structu-
rées. Celles-ci sont organisées en enregistrements (dénommés dans la suite les tuples initiaux ou
originaux) décrits par des attributs monovalués. Le processus de résumé consiste à décrire les
enregistrements par des termes linguistiques, puis à regrouper les descriptions de tuples possé-
dant des descriptions similaires de manière à exposer les concepts présents au sein des données.
Grâce à la structuration des résumés en une hiérarchie, des résumés de granularités différentes
sont obtenus.
L’interprétation d’un résumé particulier par un utilisateur est relativement aisée. Mais inter-
préter une hiérarchie entière l’est moins. En effet, le nombre de résumés dans une hiérarchie
peut être conséquent. De plus, la formation des concepts dans le modèle SAINTETIQ crée des
regroupements d’après des critères a priori complexes pour un utilisateur. Dans l’éventualité où
les regroupements seraient ceux qu’aurait effectués l’utilisateur, un moyen d’utiliser les résumés
reste nécessaire. Une application des résumés à l’issue de leur construction est donc envisagée
dans ce chapitre.
L’exploitation d’une hiérarchie de résumés doit permettre d’en tirer plus de connaissance
que celle offerte par l’interprétation des résumés qui la composent pris individuellement. Elle
doit notamment offrir à l’utilisateur la possibilité de préciser ses critères de regroupement, ceux
qui lui semblent intéressants pour un traitement particulier. L’algorithme d’interrogation pro-
posé dans ce chapitre est un outil qui répond à ce besoin ; il se fonde sur la hiérarchie déjà
construite pour dégager de nouveaux regroupements. Cet outil permettra de répondre à des pré-
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occupations telles que :
Comment sont les individus qui sont « x » sur X ? (2.1)
où X est une projection de la relation R sur un ensemble ordonné d’attributs implicitement
défini dans la requête (X ⊆ R). Une telle requête spécifie les individus ou objets à prendre en
compte par l’indication des caractéristiques x portant sur les attributs X .
Répondre à une requête consiste donc à parcourir la hiérarchie de résumés afin d’y trouver
les résultats de la requête. Bien qu’il soit possible de retrouver les enregistrements (par leurs
identifiants présents dans la hiérarchie), nous considérons pour l’instant que l’interrogation est
limitée aux résumés, ce qui évite l’accès à la relation R. Les résultats du processus d’interro-
gation des résumés sont donc des ensembles de résumés, l’opération d’interrogation elle-même
consistant en une description des résumés résultats. La possibilité d’obtenir des résultats consti-
tués d’enregistrements est traitée dans le chapitre 5.
2.1 Formalisation
Cette section propose une formalisation de l’interrogation des résumés à l’aide de la logique
propositionnelle. La formulation des requêtes, leur évaluation et la présentation des résultats
seront ainsi abordées dans leurs principes généraux en dehors de toute implémentation. En
raison de la variété des notions et des écritures correspondantes, les notations utilisées dans ce
chapitre ainsi que dans la suite du document sont récapitulées ci-après :
• R : schéma de relation des données sur lesquelles une hiérarchie de résumés est cons-
truite ;
• A : ensemble des attributs de R ;
• n : cardinal de A (n = |A|) ;
• Ai : élément générique de A, représentant le ie attribut de R ;
• t : tuple de la relation R ;
• ct : tuple candidat ; une représentation d’un tuple t ;
• z : résumé, nœud de la hiérarchie de résumés ;
• Ch(z) : ensemble des combinaisons de descripteurs possibles d’après l’intension de z ;
• DAi : domaine (qualitatif ou quantitatif) de l’attribut Ai ;
• D+Ai : domaine de Ai décrit par des étiquettes linguistiques ljAi où j = 1 . . . |D+Ai| ;
• F(D+Ai) : ensemble des sous-ensembles flous que l’on peut construire sur D+Ai ;
• ϕ : fonction de réécriture associant à t l’ensemble de ses différentes représentations
d’après les connaissances de domaine ;
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• LAi(z) : ensemble des étiquettes linguistiques ljAi de D+Ai utilisées dans l’intension de z ;
D+Ai n’apparaissant pas dans l’intension de z.
• Ci : ensemble des étiquettes linguistique spécifiées comme critères sur l’attribut Ai ;
• Rz : ensemble des tuples candidats participant à l’extension de z.
2.1.1 Formulation des requêtes
Dans toute requête telle que (2.1), X définit implicitement une relation complémentaire Y
par rapport à l’ensemble A des attributs de R. On considérera les attributs de X comme des
attributs d’entrée et ceux de Y comme des attributs de sortie. Dans le cas général traité ici, les
relations suivantes (où A est l’ensemble des attributs de R) sont établies :
1. Y = A \X ;
2. X 6= ∅.
Il est en effet peu probable qu’une requête ne précise aucun critère de sélection (X = ∅). Par
conséquent Y , complémentaire de X , ne peut être égal à R. En revanche, si X = R (c’est-à-
dire Y = ∅), les caractéristiques sont données sur tous les attributs. L’interrogation n’a plus
pour but de décrire les données puisqu’une description complète des données est déjà fournie
par la requête ; elle est considérée comme un test d’existence. Il peut être utile de savoir si des
données présentant des caractéristiques spécifiées existent. L’interrogation des résumés fournit
une réponse aux requêtes de ce type.
Pour prendre en compte Y dans la requête (2.1), celle-ci peut être reformulée par :
Comment sont sur Y les individus qui sont x sur X ? (2.2)
Une requête s’exprime en spécifiant un tuple x de la relation X . Chaque valeur d’attribut x.Ai
explicite les caractères requis sur l’attribut Ai. Le champ x.Ai est éventuellement multivalué,
c’est-à-dire composée de plusieurs valeurs.
Définition 1 (Caractère requis) : Un caractère requis pour un attribut Ai est une étiquette
linguistique, élément de l’ensemble D+Ai , apparaissant dans une requête sur l’attribut Ai. On
note Ci, de cardinal mi, l’ensemble des caractères requis pour Ai, défini en extension par :
Ci = {d1i , d2i , . . . , dmii }. On admet, lorsque mi > 1, qu’il n’y a pas de relation de préférence sur
les éléments de Ci. L’ensemble Ci est la caractérisation-attribut de l’attribut Ai.
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Il suit de la définition précédente que Ci = x.Ai. Cependant, il nous reste à étendre cette défini-
tion de x.Ai à x.
Définition 2 (Caractérisation initiale) : La caractérisation initiale liée à une requête est
l’ensemble des k caractères requis pour les attributs éléments de X . Cet ensemble, noté C, est
défini en extension par C = {C1, . . . , Ck}.
Exemple 6 :
Soit la relation R1 = (épaisseur,dureté,température) des matériaux (imaginaires)
disponibles dans le catalogue d’une usine métallurgique. Ces matériaux sont de très longues
plaques métalliques conditionnées en rouleaux de forme cylindrique. Les rouleaux sont vendus
au volume à d’autres usines métallurgiques plus spécialisées pour transformation (alliage, la-
minage, . . . ). Ils sont décrits par l’épaisseur des plaques, un indice normalisé de dureté et leur
température de fusion. Soit la requête suivante1 :
Comment sont les rouleaux malléables ? (2.3)
Il s’agit de décrire des rouleaux par leur épaisseur et leur température de fusion. On a X =
(dureté) et Y = (épaisseur,température). Il n’y a qu’un caractère requis (sur l’attri-
but dureté) : C1 = Cdu = {doux} et la caractérisation initiale est C = { {doux} }.
Exemple 7 :
Considérons la même relation R1 avec comme requête :
Comment sont les rouleaux malléables ou mous d’épaisseur moyenne ? (2.4)
L’objectif, pour cette requête, est de décrire des rouleaux par leur température de fusion. On
a X = (dureté,épaisseur) et Y = (température). Les caractères requis portent cette
fois-ci sur deux attributs (dureté et épaisseur) et sont :
• C1 = Cdu = {doux;mou} ;
• C2 = Cep = {moyen}.
La caractérisation initiale devient C = { {doux;mou}, {moyen} }.
Pour une caractérisation initiale C, le processus d’interrogation fournira, conformément à
son rôle de description, une caractérisation Ĉ (de même forme que C) sur la relation Y telle que
tout tuple z résultat vérifiant :
LAi(z) ⊆ Ci, 1 ≤ i ≤ k , (2.5)
1Le terme « malléables » se réfère aux matériaux décrits par doux.
CHAPITRE 2 — Algorithme d’interrogation des résumés 31
vérifie également :
LAj(z) ⊆ Ĉj, k < j ≤ n , (2.6)
où k est le nombre d’attributs sur lesquels portent une caractérisation et n, le degré de la relation
R. La caractérisation Ĉ décrit, sur les attributs de sortie, les résumés sélectionnés grâce à leur
description sur les attributs d’entrée, fournie par C.
Les équations (2.5) et (2.6) traduisent, d’une part, que les résumés qui constituent les résul-
tats de l’interrogation répondent aux critères de sélection, et d’autre part, que la caractérisation
Ĉ est composée des descripteurs des résumés sélectionnés sur les attributs de sortie. L’équation
(2.6) sera satisfaite à condition que les résumés soient correctement sélectionnés par la condition
(2.5). En effet, lorsque k > 1, comment combiner les différentes conditions de sélection qui en
sont déduites ? La section suivante attribue une sémantique aux conditions de sélections com-
posées, en traduisant la requête en une proposition logique afin d’en obtenir une interprétation
pertinente.
2.1.2 Connecteurs logiques
Intuitivement, la présence de plusieurs caractères requis sur le même attribut (par exem-
ple, dans la requête (2.4)) dénote une alternative. Un résumé est sélectionné dès qu’il présente
l’une des caractéristiques recherchées ; formellement, le connecteur intra-attribut est disjonctif.
On peut donc associer à la caractérisation Ci = {d1i , d2i , . . . , dmii } d’un attribut Ai une clause





La clause C li traduit la disjonction sur les étiquettes linguistiques, considérées ici comme des
variables logiques.
Par contre, l’existence de plusieurs caractérisations, comme dans la requête :
Comment sont les rouleaux mous d’épaisseur moyenne ? (2.8)
a une signification de présence simultanée des caractéristiques : le connecteur inter-attributs est





En présence de plusieurs caractères requis pour un attribut (requête (2.4)) ou de plusieurs
attributs, la caractérisation initiale C fournie par une requête peut être traduite sous la forme
d’une proposition logique comme suit :
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Définition 3 (Proposition logique associée à une requête) : Soit une caractérisation initiale
C = {C1, . . . , Ck}, fournie par une requête, telle que :
C1 = {d11, d21, . . . , dm11 }
C2 = {d12, d22, . . . , dm22 }
...
Ck = {d1k, d2k, . . . , dmkk }.







dji ) , (2.10)
l’opérateur
∨
symbolisant la prise en compte de plusieurs caractères requis sur un même attribut
et l’opérateur
∧
, celle de plusieurs attributs.
Pour qu’un résumé z soit pris en compte dans le processus d’interrogation, il doit satisfaire
la condition (2.5). Par conséquent, la proposition (2.9) est nécessairement satisfaite et z en est
un modèle. On a alors P(z) = VRAI où P(z) est l’interprétation de P dans le contexte de z par
la fonction de valuation suivante :
Définition 4 (Valuation des descripteurs) : Dans le contexte d’un résumé z, la valuation
d’un descripteur quelconque dji , en tant que littéral d’une proposition logique P associée à une
caractérisation initiale, est :
- v(dji ) = VRAI si d
j
i ∈ LAi(z) ;




La requête (2.4) de l’exemple 7 a pour caractérisations : C1 = Cdu = {doux,mou} et C2 =
Cep = {moyen}. Par conséquent, elle induit la proposition : P1 = (doux ∨ mou) ∧ moyen.
2.1.3 Langage d’interrogation
Une formulation littérale d’une requête comme dans (2.2) ou (2.3) est insuffisante pour
qu’elle soit prise en compte par un outil informatique. Nous introduisons une opération de
description, traduite par le mot-clé « DESCRIBE » afin de permettre une formulation similaire à
celles du langage SQL.
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Ce mot-clé correspond à la tâche effectuée par l’interrogation, la description. On fait main-
tenant apparaître, comme l’indiquait la requête (2.2), les attributs pour lesquels on recherche
une caractérisation (l’ensemble Y ) par le mot-clé ON. Les attributs requis, implicites dans une
formulation littérale, sont rendus explicites dans une clause WHERE. La forme générale d’une
requête est :
DESCRIBE [<table>] ON <liste d’attributs> WHERE <conditions de sélection>
Nous reprenons ci-dessous les requêtes sur R déjà rencontrées, suivies chacune de leur ex-
pression avec les mots-clés mentionnés ci-avant ; la table MATERIAUX étant implicitement la
source de données interrogée.
Comment sont les rouleaux malléables ?
DESCRIBE ON épaisseur, température WHERE dureté IN (doux)
Comment sont les rouleaux mous d’épaisseur moyenne ?
DESCRIBE ON température WHERE dureté IN (mou) AND épaisseur IN (moyen)
Comment sont les rouleaux malléables ou mous d’épaisseur moyenne ?
DESCRIBE ON température WHERE dureté IN (doux, mou) AND
épaisseur IN (moyen)
Le mot-clé ON permet de réduire l’ensemble Y à certains attributs plutôt qu’aux attributs
absents de la clause WHERE ; ceci pourrait, dans certains cas particuliers, mener à des réponses
plus concises.
2.2 Évaluation des requêtes
Comme le rappelle Chris Date dans [49], l’évaluation d’une requête dans un système de
gestion de bases de données comprend habituellement quatre étapes :
1. l’expression de la requête dans un format interne ;
2. la réduction de l’expression interne à une forme canonique ;
3. le choix des procédures d’exécution ;
4. la génération de plans de requête et le choix du meilleur plan.
Dans le cadre de l’interrogation des résumés, le format interne est représenté par la notation
ensembliste des caractérisations. On peut dès lors considérer qu’une forme canonique est at-
teinte puisqu’il n’y a qu’une représentation en extension d’un ensemble fini. L’existence d’une
seule opération dans l’interrogation, la caractérisation, rend inutiles les deux dernières étapes.
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Cette section traite de la seule procédure d’exécution, c’est-à-dire de l’exploration de la
hiérarchie de résumés, par laquelle les résumés résultats de l’interrogation sont sélectionnés.
L’exploration de l’arbre des résumés est un parcours en profondeur préfixé, au cours duquel les
nœuds visités sont soumis à un test de correspondance détaillé en section 2.2.2. Ce parcours est
d’autant plus adapté qu’il nécessite moins d’espace mémoire qu’un parcours en largeur et que
les hiérarchies de résumés mettent en évidence une hauteur très inférieure à la largeur maximale.
La profondeur moyenne d’une feuille est en effet estimée à logB L où B est le nombre moyen
de fils pour un nœud et L est le nombre de feuilles de la hiérarchie [127]. De plus, les résumés
produits par SAINTETIQ sont stockés dans des fichiers XML. Ils suivent donc un ordre préfixé,
typique de la sérialisation de données arborescentes. Enfin, le parcours en profondeur permet
de réaliser des coupures de branches qui contribuent largement à réduire le nombre de nœuds
visités pendant la recherche.
Le parcours séquentiel de tous les résumés est une solution simple mais qui implique que
tous les résumés sont visités. Aucune réduction de l’espace de recherche n’intervient dans ce
contexte. L’option du parcours séquentiel n’est donc pas envisagée.
2.2.1 Proposition logique et sémantique des résumés
La traduction d’une caractérisation initiale C sous forme de proposition logique a pour but de
simplifier l’interprétation de C. Néanmoins, il n’est pas toujours trivial de décider si un résumé
quelconque z participe à la réponse de la requête. En effet, la description intensionnelle de z
offre une lecture immédiate par rapport au connecteur disjonctif (∨) mais pas par rapport au
connecteur conjonctif (∧) :
• Considérons un résumé z et une caractérisation initiale C tels que z.A = {d1, d2, d3}
et C1 = {d1, d2}. L’ensemble LA(z) des descripteurs de z sur l’attribut A est LA(z) =
{d1, d2, d3}. Comme d1 appartient à LA(z), la clause C l1 = d1 ∨ d2 est validée car la
variable logique d1 est valuée à VRAI. Il en est de même pour d2 ∈ LA(z).
• Considérons ensuite C = { {a1, a2}, {b1, b2} } et z = 〈{a1, a2, a3}, {b1, b3}, . . .〉. Les
clauses Cl1 = a1∨a2 et Cl2 = b1∨b2 sont satisfaites par z et la proposition P = Cl1∧Cl2
l’est également. Cependant, on ne peut conclure que z participe à la réponse de la requête
sans autre précaution. Dans le cas où son extension ne couvre que des tuples ayant l’une
des formes ci-après, z ne devrait pas être sélectionné car aucun de ses tuples n’est un
résultat valide :
– (a1, b3, . . .)
– (a2, b3, . . .)
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– (a3, b1, . . .)
– (a3, b3, . . .)
Ceci montre bien que l’interprétation d’une intension de résumé n’est pas triviale vis-à-
vis de la conjonction.
D’autre part, une intension multivaluée autorise différentes combinaisons de descripteurs
sur les attributs concernés. Notons Ch(z) l’ensemble des combinaisons possibles d’après
l’intension de z. Cet ensemble correspond au produit cartésien des ensembles de des-
cripteurs dans l’intension de z. Par exemple, les combinaisons de descripteurs suivantes
sont des valeurs valides pour les feuilles de z = 〈{a1, a2, a3}, {b1, b2}, . . .〉 restreintes aux
deux premiers attributs : {a1, b1}, {a1, b2}, {a2, b1}, {a2, b2}, {a3, b1}, {a3, b2}. En consé-
quence, considérer z comme un résultat dès que la proposition liée à la requête est validée
reviendrait à supposer que toutes les combinaisons sont représentées dans la hiérarchie
de résumés, ce qui n’est pas garanti par le modèle SAINTETIQ.
On constate ainsi qu’un résumé z satisfaisant la proposition P dérivée d’une requête, peut ne
pas être un résultat valide de la requête. Il suffit en effet que les combinaisons de descripteurs




Ci ⊆ Ch(z) (2.11)
En conclusion, la satisfaction de la proposition P par un résumé n’implique pas que le
résumé considéré est un résultat valide de la requête. Ce problème d’ambigüité est similaire au
problème d’interprétation des intensions de résumés, déjà évoqué en section 1.6.
2.2.2 Conditions de sélection d’un résumé
Un résumé z participe à la réponse à une requête lorsqu’il satisfait la caractérisation initiale.
En première approximation, ceci se traduit par le fait que z valide la proposition logiqueP(z) en
permettant aux étiquettes, utilisées comme variables booléennes, d’être valuées positivement.
Ces étiquettes linguistiques décrivent les données de z et on a alors P(z) = VRAI. Cependant,
la section 2.2.1 montre que la satisfaction de la proposition n’est pas suffisante pour garantir un
résultat correct. Néanmoins, la proposition logique permet d’écarter les résumés qui n’offrent
pas de correspondance avec la caractérisation initiale C. Pour un tel résumé z′, la proposition P
n’est pas satisfaite : P(z′) = FAUX.
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Dans la suite de cette section, la formulation ensembliste des requêtes fournie par la ca-
ractérisation initiale (voir la section 2.1.1 pour une définition) est utilisée afin de réaliser des
tests de correspondance où le problème évoqué dans la section 2.2.1 précédente ne se pose pas.
Il ne s’agit plus d’évaluer une proposition logique dans le cadre d’un résumé, mais de déter-
miner la situation des deux ensembles de descripteurs mis en jeu, l’un par rapport à l’autre.
Ces ensembles sont d’une part, les caractères requis fournis par une requête et, d’autre part,
les descripteurs extraits d’intensions de résumés. L’équivalence qui existe entre interprétation
logique et opérations ensemblistes permet de traduire la conjonction logique par l’intersection
et la disjonction par l’union.
Évaluer les conditions de sélection sur un résumé z revient donc à mettre en rapport l’en-
semble LAi(z) de ses descripteurs sur l’attribut Ai et la caractérisation-attribut Ci sur le même
attribut Ai. Bien sûr, tous les attributs présents dans la requête font l’objet de ce test de corres-
pondance.
La figure 2.1 illustre les cinq différentes situations découlant de la comparaison de deux
ensembles, en l’occurrence LAi(z) et Ci :
1. la disjonction des deux ensembles (fig. 2.1-a) ;
2. l’égalité des deux ensembles (fig. 2.1-b) ;
3. l’inclusion de LAi(z) dans Ci (fig. 2.1-c) ;
4. l’inclusion de Ci dans LAi(z) (fig. 2.1-d) ;




a b c d e
C
Figure 2.1 – Comparaison des ensembles de descripteurs LAi(z) et Ci
La situation relative des ensembles LAi(z) et Ci, rapportée à l’ensemble des attributs de la
requête en cours d’évaluation, permet de prendre une décision quant au statut de z en tant que
résultat de la requête. On distingue trois cas, détaillés ci-dessous.
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Cas 1 (correspondance nulle). Il existe au moins un attribut pour lequel la clause de sé-
lection de la requête n’est pas satisfaite : P(z) = FAUX. Le résumé n’est pas un résultat et le
sous-arbre de racine z ne sera pas exploré.
Exemple 9 :
Soit une requête Q1 = DESCRIBE ON température, dureté WHERE épaisseur IN (fin,
mince). La caractérisation sur l’épaisseur (Cep = {fin,mince}) n’est pas satisfaite par z1 tel que
z1.ep = {1.0/moyen + 1.0/épais}.
De même, pour une requêteQ2 = DESCRIBE ON température WHERE dureté IN (doux, mou)
AND épaisseur IN (moyen), z2 = 〈1.0/moyen, 0.7/dur, 1.0/modéré〉 n’est pas un résultat car
z2.dureté = {0.7/dur} ne présente aucune des caractéristiques recherchées.
La section 2.2.1 montre que la sélection des résumés doit se faire sur un autre critère lorsque
P(z) = VRAI. En effet, la satisfaction de la proposition par un résumé donné ne suffit pas à
déterminer que ce dernier est un résultat valide de la requête. Pour lever l’ambigüité, on utilisera
la relation ensembliste liant Ci et LAi(z) car le problème d’ambigüité décrit par l’expression
(2.11) nécessite que l’on ait, sur au moins un attribut, un descripteur de z.Ai qui n’appartienne
pas à Ci (voir le cas 3 plus loin).
Cas 2 (correspondance exacte). Pour tous les attributs de la requête, le résumé présente
uniquement des caractéristiques recherchées. Ce cas de figure ne fait intervenir que des situa-
tions relatives d’égalité ou d’inclusion (fig. 2.1-b et 2.1-c)) : ∀ i ∈ {1, . . . ,k}, LAi(z) ⊆ Ci. Ici,
toutes les combinaisons de descripteurs du résumé sont des résultats valides de la requête. On a
donc Ch(z) ⊆∏ki=1 Ci. Le résumé z est un résultat ainsi que tous les éventuels nœuds du sous-
arbre de racine z. L’exploration de ce sous-arbre n’est donc pas nécessaire. Un exemple pour ce
cas est celui de la requête Q3 = DESCRIBE ON température, dureté WHERE épaisseur IN
(fin, mince, moyen). La caractérisation initiale est constitué de Cep = {fin,mince,moyen} et le
résumé z3 tel que z3.ep = {0.6/fin + 0.8/mince} en est un résultat.
Cas 3 (correspondance par excès). Ce cas correspond à l’expression (2.11) : la proposition
logique associée à la requête est satisfaite par un résumé z, mais il reste possible qu’aucun
résultat ne soit trouvé dans le sous-arbre de racine z. Cette situation se présente typiquement
lorsque le résumé dispose, sur un ou plusieurs attributs, de plus de descripteurs que ceux de la
requête : ∃ i, ∃ d ∈ LAi(z) / d /∈ Ci. Par exemple, pour Q1 = DESCRIBE ON température,
dureté WHERE épaisseur IN (fin, mince), la caractérisation Cep = {fin,mince} est satisfaite
par z4.ep = {1.0/fin + 0.8/mince + 0.4/moyen}.
Dans une correspondance de ce type, il existe dans z au moins un descripteur (moyen dans
l’exemple) en plus des caractères requis. LAi(z) est un sur-ensemble de Ci (fig. 2.1-d) ou tient
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compte d’autres caractères que ceux recherchés (fig. 2.1-e). Si z participait à la réponse, il
ne serait pas possible d’assurer que celle-ci reflète seulement les caractères requis. Afin de ne
retenir que les résumés adéquats, l’exploration du sous-arbre de racine z s’impose donc.
2.2.3 Algorithme de recherche
La sélection des résumés est effectuée par la fonction Recherche présentée dans l’algo-
rithme 1. Cette fonction récursive effectue la sélection des résumés résultats dans un sous-arbre.
Elle prend en entrée un résumé z, racine du sous-arbre, et la caractérisation C, forme canonique
de la requête exprimée sous forme d’ensembles de descripteurs. Elle retourne une liste indiffé-
renciée de résumés notée Lres. Au fil du parcours, le contenu de la liste est mis à jour de manière
à refléter les résultats déjà rencontrés.
L’algorithme implémente le parcours en profondeur et les conditions de sélection, discutées
en section 2.2.2, applicables à chaque résumé visité. Au moment de l’examen d’un nœud z,
l’exploration du sous-arbre peut ne pas se poursuivre au-delà de z. Ceci se justifie par une
correspondance nulle ou une correspondance exacte (cas 3 de la section 2.2.2). Dans ce dernier
cas, z est rajouté àLres. Lorsqu’une correspondance par excès survient, l’exploration se poursuit
par un appel récursif de la fonction, sans modification de la liste de résultats. Nous admettons
Algorithme 1 Fonction Recherche(z, C)
Lres ← < > {la liste est vide}
si Corr(z, C) = excès alors
pour chaque nœud fils zfils de z faire
Lres ← Lres +Recherche(zfils, C)
fin pour
sinon





les hypothèses suivantes :
• la fonction Corr, qui représente l’évaluation des conditions de sélection, prend ses va-
leurs dans l’ensemble {nulle, exacte, excès} ;
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• l’opérateur binaire « + » est défini sur les listes et réalise une concaténation des listes
opérandes ;
• la fonction ajouter est le constructeur classique réalisant l’ajout d’un élément dans une
liste de type adéquat ;
• Lres est une variable locale à la fonction Recherche.
À propos de la complexité. La sensibilité à l’ordre des hiérarchies de résumés induit des
hiérarchies de résumés supposées différentes pour le même jeu de données. Le parcours de
ces hiérarchies, pour un même ensemble de données et une même requête est susceptible de
suivre des chemins différents. De plus, pour une même hiérarchie de résumés, des requêtes
différentes déterminent des sélections supposées différentes. Ici encore, il est peu probable que
l’exploration conduise à visiter les mêmes nœuds. Pour ces raisons, il est difficile de fournir
une complexité moyenne. Nous considérons le pire des cas, qui correspond à celui où toutes les
feuilles de la hiérarchie de résumés sont sélectionnées. Tous les nœuds sont donc visités. Il faut
cependant noter que cette hypothèse très rarement effective en pratique, notamment en raison
des coupures de branche dont le rôle est justement d’éviter une recherche exhaustive.
Puisque la fonction est récursive, et que chaque pas correspond à une progression d’un
niveau dans la hiérarchie, la complexité spatiale de l’exploration est celle d’un parcours en
profondeur récursif. Elle est de l’ordre de h, la hauteur de la hiérarchie. L’espace mémoire utilisé
comprend la liste des résumés sélectionnés, le résumé racine du sous-arbre, la caractérisation
initiale et un résumé fils courant.
En considérant la fonction de sélection elle-même comme opération élémentaire, le pire
des cas est celui où la fonction est invoquée pour chaque nœud de la hiérarchie. La complexité
temporelle de l’exploration est donc de l’ordre de n, le nombre de résumés dans la hiérarchie.
2.2.4 Formulation des résultats
Une fois l’identification des nœuds désignés par la requête effectuée, la réponse à la requête
est une liste de résumés. Une opération de classification est nécessaire car des résumés distincts
peuvent répondre à la requête de manières différentes. Rappelons qu’une hiérarchie de résumés
est construite par une classification de tuples candidats, représentations linguistiques des don-
nées. Il n’est pas question de reprendre ici un processus de classification mais de s’en inspirer
pour proposer une formulation simple des résultats autre qu’une liste. Ainsi, une requête Q5 =
DESCRIBE ON température, dureté WHERE épaisseur IN (fin, moyen) présente éventuel-
lement parmi ses résultats des résumés dont l’épaisseur est décrite par fin, d’autres par moyen,
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et encore d’autres par les deux étiquettes fin et moyen. Le principe de la formulation présentée
ci-dessous est de regrouper les résultats en fonction de leurs caractéristiques vis-à-vis de la re-
quête ; les résumés décrits par fin fourniront une caractérisation distincte de celle des résumés
décrits par moyen. Cette méthode présente plusieurs avantages :
• l’existence de certaines combinaisons de descripteurs requis au sein des données peut être
facilement vérifiée ;
• les catégories de résumés résultats sont différenciées : on sait précisément à quels résumés
est due la présence d’un descripteur en sortie ;
• la présentation des résultats est synthétique et permet, si nécessaire, d’avoir une unique
description globale.
En l’occurrence, le regroupement des résultats s’effectuera en fonction de l’interprétation,
au sens de la logique propositionnelle, qui valide la proposition P . La requête traduite en for-






Étant donné qu’une clause C li est satisfaite dès que l’une de ses variables est valuée posi-
tivement, il existe 2mi − 1 interprétations validant toute clause logique de mi variables. Par
exemple, chacun des ensembles {fin}, {moyen}, {fin,moyen} fournit une interprétation de
C lep = (fin ∨ moyen). En effet, une valuation positive des variables de l’un de ces trois en-
sembles conduit à une satisfaction de Clep.
Chacune de ces 2mi − 1 interprétations est une manière dont un résumé z satisfait Ci. À




(2mi − 1) . (2.12)
Puisqu’il existe a priori plusieurs interprétations de la proposition logique relative à la re-
quête, il existe autant de manières de répondre à la requête. La description réalisée par l’in-
terrogation est en réalité un ensemble Ĉout de caractérisations. À l’image de la caractérisation
initiale fournie par la requête, la caractérisation Ĉout décrit les résumés sélectionnés, mais sur
l’ensemble Y des attributs de sortie (voir section 2.1.1) : Ĉout = {Ĉk+1, . . . , Ĉn}.
Définition 5 (Caractérisation résultat) : Soit E l’ensemble des résumés correspondant à une
caractérisation initiale C et satisfaisantP par la même interprétation logique. La caractérisation




LAj (z), z ∈ E ,
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avec n le degré de la relation R, A1 à Ak les attributs d’entrée et Ak+1 à An, les attributs de
sortie.
Exemple 10 :
Reprenons la requête (2.4)
Comment sont les rouleaux malléables ou mous d’épaisseur moyenne ?
et considérons qu’elle est adressée à la relation R1 =(épaisseur, dureté, température)
de l’exemple 6. On a :
• X = (dureté,épaisseur)
• Y = (température)
• C = { {moyen}, {doux;mou} }
• P = moyen ∧ (doux ∨ mou)
Les résumés suivants sont sélectionnés :
• z1 = 〈{0.4/moyen}, {1.0/doux}, {0.6/modéré}〉
• z2 = 〈{0.8/moyen}, {0.8/doux}, {1.0/normale}〉
• z3 = 〈{1.0/moyen}, {0.8/mou}, {1.0/bas}〉
• z4 = 〈{1.0/moyen}, {0.8/mou + 0.4/doux}, {1.0/modéré}〉
• z5 = 〈{1.0/moyen}, {0.7/doux}, {1.0/normale + 0.8/modéré}〉
• z6 = 〈{0.5/moyen}, {0.5/mou + 0.7/doux}, {1.0/normale + 0.8/modéré}〉
D’après l’équation (2.12), la proposition P a 3 interprétations différentes :
• {moyen, doux} associée aux résumés {z1, z2, z5}
• {moyen,mou} associée à {z3}
• {moyen, doux,mou} associée à {z4, z6}
Ces interprétations donnent respectivement les résultats suivants :
• Ĉ1 = { {modéré, normale} }
• Ĉ2 = { {bas} }
• Ĉ3 = { {modéré, normale} }.
Exemple 11 :
Si la requête était :
Comment sont les rouleaux d’épaisseur moyenne ?
on aurait :
• X = (épaisseur)
• Y = (dureté,température)
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• C = { {moyen} }
• P = moyen
Et si les mêmes résumés étaient sélectionnés, c’est-à-dire z1, . . . , z6, on aurait comme seul ré-
sultat (puisque P n’a qu’une interprétation) :
• Ĉ = { {doux,mou}, {modéré, normale, bas} }.
Afin de faciliter la lecture des résultats, les résumés présentant les mêmes ensembles de
descripteurs pour tous les attributs requis peuvent fournir une liste de descripteurs par attribut :
• fin, mou ⇒ froid ;
• fin, doux ⇒ froid, bas ;
2.3 Conclusion
Ce chapitre a abordé l’interrogation des résumés, c’est-à-dire la sélection de résumés au
sein d’une hiérarchie sur la base de critères spécifiés par une requête. Les éléments formels
du processus d’interrogation ont été décrits de manière indépendante d’une implémentation
spécifique. C’est ainsi qu’une forme canonique des requêtes, correspondant à une représentation
ensembliste des critères de requêtes, a été proposée. Cette forme canonique, qui reprend les
descripteurs linguistiques de la requête dans des ensembles de caractéristiques requises, est
comparée à chaque résumé pendant l’exploration de la hiérarchie de résumés afin de déterminer
si le résumé considéré répond à la requête. Le résultat de cette comparaison détermine en outre
la poursuite de l’exploration et permet, le cas échéant, d’élaguer l’espace de recherche (l’arbre
des résumés).
Un algorithme de sélection de résumés, objet de publications [141, 143], a également été
proposé. Cet algorithme, premier outil d’exploitation des hiérarchies de résumés, est un élé-
ment important de ce document puisqu’il sert de base aux traitements que nous aborderons
ultérieurement. Il effectue le parcours en profondeur de la hiérarchie visée et réalise les tests de
correspondance entre les résumés et la requête. Il devient ainsi possible de déterminer l’exis-
tence simultanée de caractéristiques, et plus généralement, de connaître les corrélations existant




Dans ce chapitre, l’interrogation flexible sera définie à partir de la façon dont elle est perçue
dans la communauté scientifique. L’interrogation dite flexible adopte des formes diverses suivant
le domaine que l’on considère (bases de données, recherche d’informations, data mining, ...)
mais les résumés linguistiques de SAINTETIQ traitant de données structurées, notre champ
d’étude sera limité aux bases de données relationnelles. Puis, une section sera consacrée à la
notion de « préférence », notion centrale de l’interrogation flexible, sous ses diverses formes.
Ensuite, quelques systèmes d’interrogation flexible, concrétisant les généralités précédemment
mises en évidence, seront présentés.
Ce qu’est l’interrogation flexible en bases de données D’après Bosc, Motro et Pasi [23],
un système d’interrogation est dit flexible s’il « permet d’exprimer des préférences de manière
à ordonner les éléments plus ou moins acceptables qui auront été trouvés en fonction de leur
adéquation à la requête ». De cette première acception, on déduit que :
• les préférences, explicitement définies ou non, prennent une part importante dans la per-
ception actuelle de l’interrogation flexible (voir également [22, 24, 51, 120]) ;
• il est admis que les résultats d’une requête ne lui correspondront pas dans le sens le plus
strict possible ;
• la notion d’adéquation, abordée en section 3.1.4, est exprimée par un degré de pertinence
des résultats (ou de satisfaction de l’utilisateur) variable suivant l’interprétation faite des
préférences et la nature des données interrogées.
La flexibilité peut aussi être « la capacité d’un système à répondre à une requête de manière
coopérative » [23]. Cependant, cette perception des systèmes flexibles semble avoir une portée
relativement faible, essentiellement limitée aux bases de données déductives (voir section 4.3.1).
Enfin, un système est également dit flexible en raison de la nature des données traitées. Il s’agit
en particulier des données mal-connues [19, 22].
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En définitive, le caractère flexible de l’interrogation de bases de données désigne une varia-
tion autour du processus habituel d’interrogation (expression d’une requête dans un langage de
manipulation de données structurées – habituellement, SQL – puis évaluation booléenne de la
requête et enfin production d’une liste indifférenciée de tuples en tant que réponse), notamment
lorsque les données prises en compte sont de nature « non-classique », par exemple, les données
incomplètes, mal connues, issues de la théorie des probabilités, etc.
Objectifs Le paradigme de l’interrogation flexible décrit par Bosc et al. dans [23] assimile
un système flexible à un expert humain servant d’intermédiaire entre l’utilisateur et le sys-
tème d’information. Suivant cette hypothèse, l’expert serait capable d’analyser les demandes
des utilisateurs, de déterminer leurs besoins en termes d’information, de localiser les sources
d’information adéquates, d’en extraire les éléments de réponse plus ou moins pertinents et de
les ordonner. Cependant, il est évident qu’il existe une certaine différence entre l’utilisateur et
l’expert ; ce dernier ne peut totalement cerner les besoins de l’utilisateur. L’expert ne peut faire
qu’une estimation des éléments pertinents. La qualité du système d’interrogation sera largement
influencée par celle de la mise en correspondance entre, d’une part, l’expression de la requête
et, d’autre part, les besoins à satisfaire, déduits de la requête, que le système adopte comme
objectifs.
Deux éléments importants interviennent dans cette mise en correspondance : l’interprétation
des besoins de l’utilisateur et l’interprétation des données au regard des besoins. L’interrogation
flexible a comme contrainte la nécessité de prendre en compte ces deux transformations du
mieux possible. Pour ce faire, la flexibilité a deux objectifs.
Premièrement, elle vise à faciliter l’expression des besoins en termes de clarté, de précision,
de concision ou de proximité par rapport au langage naturel [51, 118]. Par exemple, Larsen [96]
pointe le fait que les langages de manipulation de données – nommément CCL (Common Com-
mand Language) et SQL (Structured Query Language) – tiennent plus compte du système de
traitement (bases de données et systèmes informatiques) que de l’utilisateur. Celui-ci doit s’im-
merger dans les arcanes du langage pour exprimer clairement ses besoins de manière à ce qu’ils
soient fidèlement satisfaits. C’est une contrainte difficilement imposable à l’utilisateur moyen,
en raison de l’investissement en temps et des connaissances préalables qui seraient requis. Lar-
sen propose donc que le langage d’interrogation soit « plus naturel et plus intuitif ».
Toujours du côté de l’utilisateur, l’interrogation flexible vise aussi une meilleure présenta-
tion des réponses de requêtes. Habituellement, le langage SQL présente une liste de résultats.
Dans le cas où cette liste est importante (plus de quelques enregistrements), l’utilisateur s’y
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perd. Certains travaux [16, 50, 64, 65, 69] portent sur une expression intelligible des résultats
afin d’en permettre une meilleure exploitation. Classés en général parmi les systèmes à carac-
tère coopératif, ils aident l’utilisateur à interpréter les résultats ou les expriment de manière
intensionnelle.
Deuxièmement, la flexibilité vise à prendre en compte des données qui auraient, autrement,
été exclues du processus habituel d’interrogation parce que mal définies, mal connues, incom-
plètes, ou hors (mais proches) des critères de sélection. Les travaux sur la fuzzification des bases
de données [24, 27] ou du langage d’interrogation [24] veulent englober les données imparfaites,
se montrant ainsi plus proches de la réalité reflétée par une base de données.
Conventions Dans la suite de ce document, on considère qu’un système d’interrogation traite
les requêtes qui lui sont adressées en vue de fournir une « réponse ». La réception d’une requête
déclenche une procédure de recherche (également désignée par « la recherche » ou « la sélec-
tion ») qui examine tout ou partie de l’espace de recherche (une base de données ou une table
de données) pour trouver des résultats. À chaque requête en entrée correspond une réponse en
sortie. Cependant, une réponse est constituée de un ou plusieurs résultats. Dans le cadre précis
des bases de données, un résultat est un enregistrement sélectionné lors de la recherche.
On supposera par ailleurs que, dans une requête, des critères de sélection sont spécifiés pour
des attributs dits « d’entrée » ; un critère, qu’il soit simple ou complexe, sera ainsi toujours
associé à un attribut. Ainsi, une requête SQL dont la clause de sélection est :
WHERE age < 25 AND dpt = 16
dispose de deux critères simples sur les attributs age et dpt, tandis qu’une requête où la clause
de sélection est :
WHERE age > 18 AND age < 25
a un critère, sur l’attribut age, complexe car faisant intervenir plus d’une valeur.
On admettra également que la réponse à une requête fournit des informations sur les attributs
« de sortie », représentés dans une requête SQL par la clause SELECT, par exemple, nom et
salaire dans :
SELECT nom, salaire FROM Employés WHERE age < 25 AND dpt = 16;
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3.1 Préférences
L’introduction des préférences en interrogation de bases de données vise en premier lieu à
assouplir la « manière rigide dont les caractéristiques des données recherchées doivent être spé-
cifiées » [94]. Cette rigidité conduit à écarter systématiquement les objets aux valeurs d’attribut
non idéales. Dans le cas où aucun objet (aucun enregistrement) ne répond à ces caractéris-
tiques, il est néanmoins possible, dans certaines applications, d’accepter des objets répondant à
de moins bonnes caractéristiques au regard des critères de recherche.
Une requête avec préférences définit, parfois de manière implicite, deux éléments :
• une hiérarchie sur les critères de sélection ;
• un ordre de substitution portant sur les propriétés ou qualités recherchées. Cet ordre est
identique à celui observé parmi les résultats acceptables.
Pour traduire l’ordre de substitution, l’évaluation d’une requête à préférences peut être as-
similée à l’évaluation d’une première requête débouchant sur celle d’une deuxième requête si
la réponse à la première est vide. Si cette deuxième requête ne fournit pas de résultat, une troi-
sième requête entre en jeu et ainsi de suite jusqu’à ce qu’une réponse non vide soit trouvée ou
jusqu’à ce que toutes les substitutions aient été épuisées. Ce comportement est identique à celui
d’un utilisateur qui, face à un système d’information classique, pose des requêtes successives le
guidant progressivement vers les résultats recherchés.
Exprimer des préférences dans une requête permet de spécifier toutes les requêtes alterna-
tives en même temps que la requête initiale. Dans le scénario ci-dessus, l’absence de résultat
possédant les caractéristiques appropriées constitue un critère de déclenchement de la préfé-
rence. Les préférences de ce type (où les qualités recherchées sont rendues explicites), dites
préférences qualitatives, sont exposées en section 3.1.2.1.
Une autre motivation de l’utilisation des préférences, mise en avant plus récemment par
Hristidis et al. [83], tient au fait qu’il est impossible, dans un langage comme SQL, de spécifier
l’importance relative d’une caractéristique par rapport à une autre (« pour moi, le confort d’une
voiture est plus important que la puissance »). En effet, tous les critères de sélection dans une
requête sont pris en compte de manière uniforme. Parce qu’il n’y a pas de notion de séquence
ou de hiérarchie, l’évaluation de la requête ne peut être assimilée à l’évaluation, conditionnée
par un critère de déclenchement (en général, l’échec de la requête précédente), d’une série
de requêtes. Les préférences qualitatives ne peuvent donc plus s’appliquer ; ce cadre est celui
des préférences quantitatives (traitées en section 3.1.2.2). Dans le même ordre d’idées, Bosc et
al. [22] relèvent que, dans les systèmes classiques, il est également impossible de spécifier une
préférence sur les valeurs d’attributs (« je préfère une teinte vive à une teinte pastel »).
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L’utilité des préférences est de permettre l’acceptation de certains résultats lorsque des résul-
tats, qui leur sont préférés, ne sont pas retrouvés dans la base de données. Plutôt que d’exécuter
une recherche, de constater l’absence de résultats, et de relancer une recherche, les préférences
permettent une économie de requêtes et donc de procédures de recherche, de temps de réponse
(d’un point de vue global) et de calcul. De plus, le système d’information capable de prendre en
compte les préférences des utilisateurs est perçu comme plus versatile et plus convivial, entre
autres avantages [59].
Bien qu’aucun autre article n’en fasse mention, Lacroix et Lavency [94] indiquent une autre
application pour les préférences : réduire le volume de la réponse en renforçant les critères en
cas de nombre élevé de résultats. En effet, les préférences spécifiées dans une requête corres-
pondent en général à un relâchement des critères de sélection en présence d’un nombre faible ou
insuffisant de résultats. Dans ce cas, nous conjecturons que le comportement de renforcement
des critères peut être obtenu de manière simple tout en gardant le cadre du relâchement des cri-
tères. La première modification porte sur le critère de déclenchement des préférences. Ce critère
(l’absence de résultat dans le relâchement) deviendrait un nombre de résultats supérieur à un
seuil spécifié. La deuxième modification consiste à choisir des caractéristiques de substitution
plus contraignantes plutôt que des caractéristiques moins restrictives. Le scénario de prise en
compte des préférences devient : « si la condition cond est remplie, appliquer la modification
modif ». La réduction du nombre de résultats s’obtiendrait pour :
cond = nombre de résultats > seuil .
Même en l’absence d’utilisation explicite du terme « préférence » par leurs auteurs, les
techniques utilisées en interrogation flexible de bases de données définissent des préférences dès
lors qu’un tri des résultats est effectué. Par exemple, celles basées sur les sous-ensembles flous
([24, 87, 117]) présentent en priorité les résultats correspondant aux noyaux des sous-ensembles
flous. Ces sous-ensembles sont soit spécifiés dans les critères de sélection, soit dérivés par
calcul.
La suite de cette section consacrée aux préférences traite de l’interprétation qui peut en
être faite avant d’exposer une typologie des modèles de traitement de préférences. Elle aborde
également les problèmes liés à ce traitement et l’adéquation des résultats vis-à-vis des requêtes.
3.1.1 Sémantique des expressions de préférences
Les indications fournies par une expression de préférence, notée Â, sont explicites dans « je
préfère les tables rondes aux tables carrées » : les objets de valeur ronde sur l’attribut forme
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sont préférés à ceux de valeur carrée. Bien que cette expression soit la plus simple possible
(une valeur sur un attribut) en matière de préférences, son interprétation n’est pas unique. En
effet, les objets extraits par une requête sont également décrits par d’autres attributs. La question
de l’interprétation des préférences se résume à la manière dont ces autres attributs sont pris en
compte dans un classement des résultats.
Soient t et t′ deux enregistrements d’une relation. Soit Â une relation spécifiant une préfé-
rence d’une valeur v sur une valeur v′ d’un attribut Ak. Brafman et Domshlak [31] mettent en
évidence deux interprétations possibles menant à la précédence de t sur t′ :
1. t.Ak = v Â t′.Ak = v′ ⇔ t Â t′
2. (t.Ak = v Â t′.Ak = v′) ∧ (∀j /j 6= k, t.Aj = t′.Aj) ⇒ t Â t′
Dans la première interprétation, où la sémantique est dite totalitaire, les autres attributs sont
simplement ignorés : la précédence s’applique entre deux objets dès que leurs valeurs sont celles
spécifiées dans l’expression de préférence.
Exemple 12 :
Considérons les enregistrements suivants d’une table de véhicules d’occasion suivant le schéma
de relation (marque, couleur, . . . ) et une relation de préférence sur la couleur rouge Â noir :
• tsr = 〈Smart, rouge, . . . 〉
• tsn = 〈Smart, noir, . . . 〉
• tmr = 〈Mini, rouge, . . . 〉
• tmn = 〈Mini, noir, . . . 〉
Préférer les voitures rouges aux voitures noires implique que toutes les voitures rouges sont
mieux placées que toutes les voitures noires : tsr Â tsn, tsr Â tmn, tmr Â tsn et tmr Â tmn.
La question de la relation entre tsr et tmr d’une part, et tsn et tmn d’autre part, ne se pose
pas en l’absence d’une autre relation de préférence, par exemple sur la marque de la voiture.
L’important ici est que tsr et tmr soient clairement identifiés comme meilleurs que tsn et tmn.
La seconde interprétation correspond à la sémantique ceteris paribus, cette expression signi-
fiant « toutes autres choses étant égales » ou « toutes choses égales par ailleurs ». La précédence
n’intervient qu’à la condition que les valeurs des objets sur les autres attributs soient égales. Ce
deuxième cas d’interprétation étant plus restrictif que le premier, le nombre d’objets concernés
par la précédence est plus faible car les objets incomparables sont plus nombreux.
Exemple 13 :
En l’occurrence, la même préférence du rouge par rapport au noir conduit au fait qu’une Smart
rouge est mieux classée qu’une Smart noire (car tsr.couleur Â tsn.couleur et tsr.marque =
tsn.marque), de même qu’une Mini rouge est mieux classée qu’une Mini noire (tmr.couleur Â
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tmn.couleur et tmr.marque = tmn.marque). Mais la Smart rouge n’est comparable avec aucune
Mini, y compris la Mini rouge (car tsr.marque 6= tmn.marque et tsr.marque 6= tmr.marque) et
vice-versa.
Les auteurs estiment que c’est le faible pouvoir discriminant de cette deuxième interpréta-
tion qui justifie son manque de succès auprès des chercheurs traitant des préférences en bases
de données, et ce en dépit du fait qu’elle est plus conforme, d’après d’autres communautés des
sciences humaines comme celle des philosophes [78], à l’intention d’un utilisateur.
3.1.2 Types de préférences
Cette section décrit les deux types de préférences que distingue Chomicki [35] en fonc-
tion de leur expression formelle. Une typologie différente, basée sur la nature des préférences
(simple / complexe, numérique / non-numérique) peut être trouvée dans [90]. D’autres distinc-
tions peuvent être effectuées entre les différentes propositions, suivant la technique d’implé-
mentation [22] : sous-ensembles flous, distances, similarités, . . .
3.1.2.1 Préférences qualitatives
Certains travaux [31, 34, 35, 67, 94] sont spécifiquement orientés vers l’expression explicite
par l’utilisateur des préférences au sein des requêtes. Brafman et Domshlak se distinguent en
traitant dans [31] le problème, rarement abordé dans le domaine des bases de données, de la sé-
mantique des préférences. L’interprétation des préférences n’est en effet pas bien définie même
lorsqu’un langage ad’hoc est utilisé comme dans l’exemple suivant tiré des travaux pionniers
de Lacroix et Lavency [94] en 1987 :
select the versions of MAIN
having STATUS = coded
from which prefer those
having TARGET = 16
}
clause de préférence
L’interprétation intuitive de la requête est la suivante : elle est d’abord évaluée sans tenir compte
de la clause de préférence. Puis, cette dernière est prise en compte pour filtrer les résultats de
la requête. Dans le cas où des objets satisfaisant la clause de préférence existent, la réponse
fournie sera limitée à ces objets. Autrement, la réponse est inchangée.
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Le caractère hiérarchique est plus perceptible dans ce type de préférences car il est expli-
citement exprimé dans le cas de préférences imbriquées. Par exemple, une requête comme la
suivante recherche les objets satisfaisant toutes les préférences indiquées (p1 et p2).
select the instances of CONF
having
the version of MAIN
having
same TARGET as the version of PROCESS-DATA and
same TARGET as the version of GET-DATA
from which prefer those (p1)
having
the version of MAIN having STATUS = tested
from which prefer those (p2)
having
the version of PROCESS-DATA having STATUS = tested
Si de tels objets existent, ils satisfont la clause Cn = p1 ∧ p2 ∧ . . . ∧ pn et constituent la
réponse. Autrement, la réponse comprend les objets répondant à la clause Cn−1 = p1 ∧ p2 ∧
. . .∧pn−1, sinon à Cn−2 = p1∧p2∧ . . .∧pn−2 et ainsi de suite. L’expression des préférences est
destinée à refléter ce caractère restrictif, mais pas exclusif : la réponse n’est vide que si aucune
préférence n’est satisfaite.
Formellement, une préférence définit une relation binaire de précédence Â entre objets au
regard de leur valeur sur un attribut précis (des expressions plus complexes pouvant faire inter-
venir plusieurs attributs). Dans une requête à préférences Q où m préférences s1, . . . , sm sont
spécifiées, des relations Â1,Â2, . . . ,Âm sont définies mais une relation de précédence globale
doit être trouvée. Cette relation globale (notée ÂQ) portant sur tout le schéma de la table rela-
tionnelle interrogée, doit être telle que toutes les relations s1, . . . , sm sont vérifiées. L’obtention
de ÂQ par combinaison des relations Âi est liée à la sémantique accordée aux expressions de
préférences (section 3.1.1).
3.1.2.2 Préférences quantitatives
Dans l’approche quantitative, les préférences sont spécifiées de manière indirecte par des
fonctions de score. Un score est calculé pour chaque enregistrement par rapport à la requête et
les enregistrements ayant les scores les plus élevés sont préférés aux autres.
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Dans les systèmes quantitatifs (par exemple, [83]), l’ordre de préférence est spécifié en
attribuant des poids aux critères de sélection, l’importance relative des critères étant fixée par la
valeur de leur poids. Des critères d’importances équivalentes sont donc affectés du même poids.
Pour une relation R(A1, A2, . . . , An), une requête utilisateur précise les poids w1, w2, . . ., wn
affectés aux critères des attributs A1, A2, . . . , An. La fonction de préférence suivant laquelle les
enregistrements sont triés est donnée par :
fv(t) = w1 ·D1(t) + w2 ·D2(t) + . . .+ wn ·Dn(t) ,
où Di(t) représente une mesure de distance (ou de similarité) de t.Ai par rapport à la valeur de
référence indiquée dans la requête.
Cependant, trouver les meilleurs objets requiert d’examiner tous les enregistrements : la
base de données entière est parcourue, ce qui limite les performances en temps de réponse et en
capacité de traitement. Pour passer outre cet inconvénient, Hristidis et al. [83] proposent la pré-
matérialisation dans le système PREFER : des requêtes sont prédéfinies et leurs résultats sont
stockés. Ces requêtes prédéfinies, ou vues, servent ensuite à déterminer l’ensemble des enregis-
trements qui seront effectivement pris en compte dans le calcul des scores. Lors de l’évaluation
d’une requête, le système détermine la vue appropriée pour répondre à la requête en comparant
la fonction de préférence de la vue et celle spécifiée dans la requête.
La pré-matérialisation de requêtes soulève des questions qui sont traitées par les auteurs,
notamment comment utiliser une vue, comment déterminer un ensemble de vues qui couvrent au
mieux l’espace des requêtes possibles ou comment prendre en compte d’éventuelles limitations
en espace de stockage.
3.1.3 Problèmes
La principale difficulté dans l’utilisation des préférences tient à leur expressivité, en particu-
lier lorsqu’elles sont quantitatives. Les fonctions de score sont en effet difficiles à construire et
à composer. De plus, il n’existe pas toujours une fonction qui retranscrive fidèlement une préfé-
rence exprimée en langage naturel. Chomicki montre par exemple dans [34] qu’une fonction de
score ne peut retranscrire la préférence : « pour un même livre, je préfère les exemplaires dont
le prix est le plus faible ».
De manière plus générale, une fonction de score est inadaptée dès lors que les préférences
souhaitées n’induisent pas un ordre total sur tous les objets, c’est-à-dire lorsqu’il existe des ob-
jets incomparables. En effet, un tel cas engendre des contraintes qui ne peuvent être satisfaites
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par une fonction de score. Par exemple, le moins cher des guides routiers ne peut pas être consi-
déré comme préférable au dictionnaire le moins cher si celui-ci a un prix supérieur. Chomicki
propose dans [35] un cadre formel d’expression des préférences par des formules logiques du
premier ordre. Ce cadre formel permet de formuler plus ou moins simplement des préférences,
quel que soit leur type.
Une autre difficulté, d’ordre pratique, relève de l’efficacité algorithmique du traitement des
préférences. Par exemple, la sélection des meilleurs objets en préférences quantitatives requiert
(dans le cas général) le calcul d’un score pour tous les enregistrements. Brafman et Domsh-
lak [31] admettent également que la sémantique ceteris paribus (voir section 3.1.1) est prohibi-
tive ; ils en proposent une relaxation moins coûteuse mais également moins efficace.
Les problèmes évoqués dans la littérature sur les préférences en bases de données montrent
une dualité expressivité / efficacité. D’une part, au vu des comparaisons et autres arguments
donnés par Hristidis et al. [83], on peut considérer le système PREFER comme une solution
au problème d’efficacité lié à l’évaluation des requêtes à préférence dans les bases de données.
Mais le problème de l’expressivité de certains types de préférences n’est toujours pas résolu.
D’autre part, le cadre (qui résout le problème d’expressivité) proposé par Chomicki [35] où
les formules de préférence s’intègrent « de manière naturelle » dans l’algèbre relationnelle,
ne dispense pas de traiter systématiquement chaque enregistrement. Ce cadre est donc moins
efficace.
3.1.4 Adéquation des résultats
La manière d’apprécier l’adéquation des résultats à la requête de l’utilisateur dépend for-
tement de la technique utilisée pour définir les préférences. Lorsqu’il s’agit de préférences
quantitatives, déterminées par une fonction de score, l’adéquation des résultats est triviale ; les
meilleurs résultats sont ceux dont le score est le plus élevé.
En préférences qualitatives, il n’y a (a priori) pas de classement effectué mais l’adéquation
reste évidente. D’une manière générale, les résultats correspondant à la forme clausale la plus
restrictive sont préférés à ceux qui répondent à une expression logique moins restrictive. Ceci
découle du sens même des hiérarchies de préférences évoquées en section 3.1.2.1.
Dans un cas comme dans l’autre, on retrouve la même structuration des résultats en strates.
Cependant, dans certains travaux sur les préférences qualitatives [90, 94], on note que les résul-
tats retournés dans une réponse sont les meilleurs au regard des préférences exprimées. Il n’y a
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donc qu’une strate, celle des résultats qui ne sont dominés1 par aucun autre enregistrement. Le
modèle associé est dénommé « Best Matches Only Model ».
Les modèles de préférences qualitatives dans [35] et [90] permettent de rendre compte de
l’expression de préférences par le biais de fonctions de score mais avec une limitation en nombre
de résultats, car seule la strate supérieure est retournée. En particulier, le modèle BMO de Kieß-
ling retourne une réponse composée d’un nombre faible de résultats (un unique enregistrement
ou quelques enregistrements).
3.2 Systèmes d’interrogation flexible de bases de données
Dans cette section, nous introduisons quelques systèmes d’interrogation flexible proposés
dans la littérature. La description des spécificités de chaque système est accompagnée de celle
des constructions, requêtes et résultats admis.
Les systèmes décrits sont, d’une part, des systèmes fondés sur les sous-ensembles flous et,
d’autre part, des systèmes étendant le calcul relationnel à l’expression des préférences. L’aspect
flexible des derniers tient à cette orientation « prise en compte explicite des préférences ».
Quant aux premiers, l’aspect flexible tient essentiellement à la gradualité offerte par les sous-
ensembles flous. La gradualité permet d’augmenter les possibilités d’expression en allant au-
delà de la bivalence du système binaire. Cependant, ces systèmes d’interrogation qui utilisent
des sous-ensembles flous se réclament également du domaine des préférences.
Rappelons qu’un sous-ensemble flou S, défini sur un domaine U , est muni d’une fonc-
tion d’appartenance fS . Un élément x de U est caractérisé par son degré d’appartenance, noté
fS(x) à S. Dubois et Prade [52] ont déterminé trois interprétations de la sémantique d’un sous-
ensemble flou : similarité, préférence et incertitude. Dans le cas d’une sémantique de préférence,
le sous-ensemble flou S définit explicitement un ordre sur les éléments de U . Il suffit de trier les
éléments du domaine en fonction de leur degré d’appartenance au sous-ensemble considéré.
La figure 3.1 montre le sous-ensemble flou décrit par une étiquette « grand », sur le domaine
de l’attribut épaisseur (déjà présenté en section 1.2). Le noyau du sous-ensemble, c’est-à-dire
l’ensemble des valeurs dont le degré d’appartenance à « grand » est maximal est constitué de
l’intervalle [35, 50]. Par définition, toute valeur issue cet intervalle a une meilleure « adéqua-
tion » vis-à-vis de l’ensemble « grand » que toute valeur issue du reste du support, c’est-à-dire
1Dans un contexte de requête multi-critères, un enregistrement t1 est « dominé » par un enregistrement t2 s’il
existe au moins un critère A tel que t2.A est meilleur que t1.A, les deux enregistrements étant équivalents pour
tous les autres critères.






Figure 3.1 – Sous-ensemble flou « grand »
une valeur de ]30, 35[. Les systèmes d’interrogation basés sur les sous-ensembles flous, forts de
la sémantique de préférence attachée aux sous-ensembles flous, interprètent un sous-ensemble
flou comme une expression de préférence. Ainsi, la définition de « grand » exprime toutes les
précédences a Â b avec a ∈ [35, 50] et b ∈]30, 35[.
3.2.1 SQLf
Le langage d’interrogation SQLf, proposé par Bosc et Pivert [25] est une extension du lan-
gage SQL visant à « introduire dans SQL des prédicats flous autant que possible » [24]. L’exten-
sion, aussi bien sémantique que syntaxique, permet d’exprimer divers éléments d’une requête
sous une forme floue. On trouve parmi ces éléments des opérateurs, des fonctions d’agrégation,
des modificateurs linguistiques et des quantificateurs, de même que les variables linguistiques et
autres prédicats graduels (voir par exemple la figure 3.2), dont on suppose qu’ils sont « définis
au moyen d’une interface appropriée » [22].
En raison du statut d’extension de ce langage, toutes les requêtes SQL y sont valides. Le lan-
gage permet en outre de limiter les résultats quantitativement ou qualitativement, et d’intégrer
des conditions booléennes et graduelles. La forme générale d’une requête est :
SELECT [n | β | n, β] <liste-attr>
FROM <relations>
WHERE <conditions-floues>;
où n est un seuil quantitatif et β un seuil qualitatif (c’est-à-dire le degré d’appartenance minimal
d’un élément à la réponse).
SQLf détermine le degré d’appartenance d’un enregistrement à la réponse grâce à une al-
gèbre relationnelle étendue aux constructions floues, généralisation de l’algèbre relationnelle.
Cette algèbre étendue opère sur des relations graduelles et fournit des relations graduelles en ré-
sultat. Les opérations de l’algèbre relationnelle instanciée par SQL sont alors des cas particuliers
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des opérations étendues. Il s’agit de la sélection, de la projection, de la jointure, d’opérateurs
ensemblistes, et de prédicats graduels (par exemple, les prédicats bien-payé et jeune de la figure









Figure 3.2 – Exemples de prédicats graduels
Une relation R est considérée comme un sous-ensemble flou (de l’espace d’enregistrements
représenté) et munie d’une fonction d’appartenance fR à la relationR. Contrairement à un prédi-
cat flou pour lequel la fonction d’appartenance s’applique aux valeurs d’un domaine d’attribut
(voir figure 3.2), fR s’applique aux enregistrements de la relation. Dans le cas d’une relation
classique (telle que définie par Codd [40]), la fonction d’appartenance est booléenne et inva-
riante : ∀ t ∈ R, fR(t) = 1 et ∀ t /∈ R, fR(t) = 0. Pour une relation graduelle, si la relation R est
une table de la base de données, la fonction est également invariante, mais si la relation résulte
de l’application d’opérateurs étendus, la fonction devient graduelle. Par exemple, la relation R
de la table « Employés » (tableau 3.1) voit ses enregistrements affectés de degrés, résultant de
l’application des prédicats bien-payé et jeune (respectivement, tableau 3.2 et tableau 3.3), pour
définir les relations Rbien−paye´ des employés bien payés et Rjeune des employés jeunes.
Table 3.1 – Extrait de la relation R
Numéro Nom Département Salaire Âge . . .
1 Alice RH 5.600 62
2 Jonathan CPT 1.500 33
3 Michael TECH 2.200 42
4 Suzanne RD 3.200 25
5 Paul RH 4.000 50
. . . . . . . . . . . . . . .
Notons que plusieurs interprétations sont parfois disponibles. C’est ainsi que les degrés
résultant de jeune ET bien-payé ne sont pas les mêmes suivant l’interprétation de l’opérateur
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Table 3.2 – Relation graduelle Rbien−paye´
Numéro Nom Département Salaire Âge . . . αbien−paye´
1 Alice RH 5.600 62 1,0
2 Jonathan CPT 1.500 33 0,25
3 Michael TECH 2.200 42 0,6
4 Suzanne RD 3.200 25 1,0
5 Paul RH 4.000 50 1,0
Table 3.3 – Relation graduelle Rjeune
Numéro Nom Département Salaire Âge . . . αjeune
1 Alice RH 5.600 62 0,0
2 Jonathan CPT 1.500 33 0,8
3 Michael TECH 2.200 42 0,2
4 Suzanne RD 3.200 25 1,0
5 Paul RH 4.000 50 0,0
flou matérialisant ET. Pour plus de détails sur les possibilités d’interprétation, le lecteur est
invité à consulter [22].
On note également le cas particulier de l’opérateur d’égalité, dont seule la sémantique est
modifiée. Ainsi, l’égalité, dénotée syntaxiquement par « = », n’est plus une égalité stricte (boo-
léenne), mais est traduite par le degré d’appartenance au sous-ensemble flou indiqué. On peut
ainsi écrire :
SELECT 3 Nom FROM EMPLOYES WHERE Age = ’jeune’;
SQLf étend également les connecteurs inter-requêtes (IN, NOT IN, EXISTS) de manière à
ce que l’équivalence sémantique éventuelle entre 2 requêtes SQL syntaxiquement différentes
reste respectée dans SQLf.
3.2.2 FQUERY
FQUERY [87] est un effort d’application du paradigme « computing with words » [153]
(encore désigné par « soft querying ») aux bases de données. Cette proposition vise une ges-
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tion efficace de « formalismes capables de traiter l’ambigüité, la gradualité et l’imprécision
du langage naturel ». Pour les auteurs, la mise en pratique de ce paradigme passe non par la
construction de SGBD flous, mais par des modules de gestion du flou qui se grefferaient aux
SGBD classiques, largement disponibles et éprouvés. Les sous-ensembles flous et la logique
floue servent de bases théoriques à la proposition.
FQUERY permet de spécifier des valeurs linguistiques sur les attributs (élevé, moyen, . . . ),
des relations linguistiques (proche de, supérieur à, . . . ), des modificateurs linguistiques (très,
plus ou moins, . . . ) et des quantificateurs linguistiques (la plupart, peu, . . . ). L’introduction de
ces éléments dans la requête conserve la nature des résultats : la réponse est toujours consti-
tuée d’enregistrements de la base de données. Les requêtes que l’on peut formuler sont sous la
forme :
trouver les enregistrements tels que la plupart de leurs valeurs sur les attributs importants
répondent aux descriptions spécifiées
Comme le montre cette forme générale, il est également possible d’associer des niveaux
d’importance différents aux attributs, assimilables à des pondérations. FQUERY requiert la dé-
finition préalable des sous-ensembles flous correspondant aux éléments linguistiques. La re-
quête résultante est également considérée comme un sous-ensemble flou, obtenu par applica-
tion d’opérateurs de la logique floue définis par Yager [149]. Par conséquent, chaque élément de
l’ensemble (c’est-à-dire chaque enregistrement t résultat) appartient au sous-ensemble flou de
la requête à un certain degré αt. Les résultats fournis en réponse à la requête sont triés suivant
la valeur des degrés d’appartenance. Ils font apparaître explicitement le degré d’appartenance
de chaque enregistrement.
3.2.3 FSQL
FSQL [70] est également une extension syntaxique et sémantique du langage SQL. Le lan-
gage est implémenté dans une architecture client-serveur où le serveur gère l’accès à la base de
données. Le langage SQL est étendu de manière à permettre des conditions flexibles utilisant
des constructions floues (étiquettes linguistiques, constantes, etc.).
Les éléments suivants se retrouvent dans le langage FSQL :
• une base de métadonnées floues (Fuzzy Metaknowledge Base) où sont définis les éti-
quettes et quantificateurs linguistiques, permettant une réutilisation plus facile. Une mé-
tadonnée est spécifiée par quatre valeurs définissant un sous-ensemble flou trapézoïdal ;
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• des opérateurs de comparaison flous, extensions d’opérateurs classiques (=, 6=, <, ≤,
. . . ), déclinés en deux versions dotées respectivement d’une sémantique de possibilité ou
d’une sémantique de nécessité ;
• des constantes floues : il s’agit de valeurs particulières (UNKNOWN, UNDEFINED, NULL),
de valeurs approximatives, d’intervalles, ou de distributions de possibilité ;
• des seuils de satisfaction : attachés à une condition floue, ils déterminent le degré de
satisfaction minimal pour prendre en considération l’élément évalué (typiquement, un
enregistrement) ;
• des opérateurs ensemblistes flous.
FSQL se distingue par la grande variété de constructions disponibles et par son orientation
pratique, mais aussi par l’extension d’autres clauses que la clause SELECT, traditionnellement
visée dans les autres travaux. La syntaxe des clauses INSERT, DELETE et UPDATE est ainsi
capable d’accepter des expressions, conditions et requêtes floues. Signalons qu’une implémen-
tation de FSQL a été réalisée et est disponible pour le SGBD Oracle.
3.2.4 PREFERENCES
Le système PREFERENCES de Lacroix et Lavency [94] est une extension aux préférences
applicable à tout langage de la famille Domain Relational Calculus (DRC). Le DRC, introduit
par E. F. Codd en 1972 [41], est une généralisation en logique du premier ordre des langages
déclaratifs d’interrogation de bases de données. Le langage descriptif utilisé dans les exemples
ci-dessous est équivalent à toute autre instance du DRC (par exemple, SQL).
La motivation première de PREFERENCES a été « la difficulté d’exprimer, dans les lan-
gages traditionnels, les caractéristiques désirables des objets à sélectionner ». Ce travail ayant
été l’un des premiers à traiter des préférences, la plupart des généralités exposées dans les
sections précédentes, notamment à propos des préférences qualitatives (section 3.1.2.1), s’y
appliquent.
Le contexte des travaux est celui de l’ingénierie logicielle mais la proposition est généra-
lisable sans restriction. Le langage admet des clauses de préférences simples, imbriquées (ou
hiérarchiques), ou de même niveau (préférences cumulatives). Le tableau 3.4 donne la syntaxe
de ces trois types de clauses. Nous reprenons l’exemple considéré dans [94], celui d’une base
de données des codes sources multiversions d’une application composée de plusieurs modules.
On pourrait considérer que les enregistrements résultats font partie de différentes strates
indicatives de leur niveau de satisfaction vis-à-vis des préférences. La relation de précédence de
la section 3.1.2.1 permet alors de distinguer ces strates. Mais PREFERENCES limite le nombre
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Table 3.4 – Clauses de préférences dans PREFERENCES
Préférence simple Préférences imbriquées Préférences cumulatives
from which from which from which
prefer those prefer those prefer those
having STATUS=coded having STATUS=coded having STATUS=coded
from which prefer those
prefer those having AUTHOR=Pierre
having AUTHOR=Pierre
de strates à 1 : la réponse est composée des objets satisfaisant le maximum de préférences. On
ne retrouve donc pas de résultats satisfaisant des nombres différents de clauses de préférences.
Par exemple, dans le cas des préférences cumulatives du tableau 3.4, les versions satisfaisant la
condition STATUS=coded mais dont Pierre n’est pas l’auteur n’apparaîtront qu’en l’absence de
versions satisfaisant la condition et réalisées par Pierre.
3.2.5 Preference SQL
Preference SQL [91] est l’application à SQL d’un modèle d’expression de préférences dans
les langages d’interrogation de bases de données [90]. Le modèle définit une préférence simple
comme un ordre partiel strict (entre enregistrements d’une relation) sur la base de la valeur d’un
attribut. Soit une préférence P exprimée sur un attribut A de domaine D, la relation Â associée
à P est irréflexive, asymétrique et transitive :
• ∀x ∈ D,¬(x Â x)
• ∀x ∈ D, ∀ y ∈ D, (x Â y)⇒ ¬(y Â x)
• ∀ (x, y, z) ∈ D3, (x Â y) ∧ (y Â z)⇒ x Â z
Une relation≺, réciproque de la relationÂ, définit une préférence P ′ car elle est également une
relation d’ordre partiel strict. Les deux relations peuvent être représentées par un même graphe
orienté acyclique, la distinction se faisant sur l’orientation des arcs (figure 3.3). Les valeurs de
l’attribut dans le graphe sont disposées par niveaux reflétant bien l’ordre partiel à l’origine du
graphe (par exemple, le jaune et le blanc sont incomparables). Dans le modèle, P ′ est considéré
comme la préférence duale de P (notons que le dual mathématiquement correct de Â est un
ordre large – c’est-à-dire réflexif – plutôt qu’un ordre strict tel que ≺).
À partir de cette définition, une préférence élémentaire peut être formulée. Sur un attri-
but non numérique, elle peut indiquer des caractéristiques souhaitées, dites positives, spécifiant
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Préférence duale de P
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Figure 3.3 – Graphes de préférences
ainsi le niveau supérieur du graphe. Elle peut indiquer des caractéristiques rejetées, dites né-
gatives, équivalentes au niveau inférieur du graphe. Par exemple, si nous reprenons le scéna-
rio des véhicules d’occasion (section 3.1.1), la préférence positive POS(couleur, {rouge,
noir}) indique une précédence des couleurs rouge et noire sur les autres couleurs. La préfé-
rence négative NEG(couleur, {bleu}) place la couleur bleue au niveau inférieur du graphe.
Les préférences positives et négatives peuvent être répétées ou apparaître conjointement.
C’est ainsi que
POS/POS(couleur, {rouge, noir}, {bleu})
exprime la précédence des couleurs rouge et noire sur la couleur bleue, elle-même précédant les
autres couleurs. De même,
POS/NEG(couleur, {rouge, noir}, {bleu})
place le rouge et le noir au niveau supérieur du graphe de préférences, et le bleu au niveau
inférieur.
Pour un attribut numérique, les constructions précédentes restent valables. En outre, une
fonction de distance peut se substituer au niveau dans le graphe. On se ramène alors à des
préférences quantitatives (section 3.1.2.2) sur l’attribut concerné. Une préférence exprime dans
ce contexte que la distance est considérée comme optimale si elle est minimale par rapport à :
• une valeur spécifiée : AROUND (nombre de places, 5) ;
• un intervalle spécifié : BETWEEN (kilométrage, [15.000, 50.000]) ;
• la borne (inférieure ou supérieure) du domaine : LOWEST(prix) ;
• le résultat d’une fonction de score spécifiée : SCORE(puissance, f).
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Il est possible d’obtenir un large éventail de préférences complexes par des opérateurs de
composition de préférences. Quelques opérateurs sont présentés ci-après pour P1 et P2, de rela-
tion respective Â1 et Â2, définies sur les attributs A1 et A2 :
• l’accumulation (pareto preference) (P1 ⊗ P2) :
(x1, x2) Â (y1, y2) ⇐⇒ [x1 Â1 y1 ∧ (x2 Â2 y2 ∨ x2 = y2)] ∨
[x2 Â2 y2 ∧ (x1 Â1 y1 ∨ x1 = y1)]
• la hiérarchisation (prioritized preference) (P1&P2) :
(x1, x2) Â (y1, y2) ⇐⇒ [x1 Â1 y1] ∨ [x2 Â2 y2 ∧ (x1 = y1)]
• l’intersection (P1 ¨P2) :
(x1, x2) Â (y1, y2) ⇐⇒ [x1 Â1 y1] ∧ [x2 Â2 y2]
• l’union disjointe (P1 + P2), où A1 = A2 :
(x1, x2) Â (y1, y2) ⇐⇒ [x1 Â1 y1] ∨ [x2 Â2 y2]
Le modèle offre également une algèbre des préférences qui permet d’exprimer les préfé-
rences en logique du premier ordre. Les requêtes à préférence, après transformation, se pré-
sentent sous la forme de requêtes SQL auxquelles la clause PREFERRING rajoute des préfé-
rences. On obtient ainsi les exemples de requêtes du tableau 3.5.
Les résultats obtenus sont présentés comme des résultats d’une interrogation classique avec
SQL. La différence tient au contenu de la réponse, en termes d’adéquation avec les préférences
de l’utilisateur.
3.3 Conclusion
Dans ce chapitre, l’interrogation flexible de bases de données a été présentée. Partant de
la manière dont l’interrogation dite flexible est évoquée dans la littérature, nous avons tenté de
combler l’absence d’une définition en en proposant une. Ainsi, l’interrogation flexible de bases
de données couvre toute interrogation où la séquence [expression de la requête→ évaluation→
présentation des résultats] ne respecte pas strictement le schéma de l’interrogation classique
à base du langage SQL, dans le but d’enrichir l’interrogation. Entrent dans cette catégorie les
systèmes qui :
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Table 3.5 – Exemples de requêtes dans Preference SQL
Préférences de base SELECT * FROM Vehicules
PREFERRING couleur IN (’rouge’, ’noir’);
SELECT * FROM Vehicules
PREFERRING LOWEST(prix);
Accumulation SELECT * FROM Vehicules
PREFERRING couleur IN (’rouge’, ’noir’)
AND LOWEST(prix);
Hiérarchisation SELECT * FROM Vehicules
PREFERRING marque IN (’Mini’, ’Smart’)
CASCADE couleur IN (’rouge’, ’noir’)
CASCADE LOWEST(prix);
• prennent en charge des données non fortement structurées ;
• facilitent l’expression des besoins en termes de requêtes ;
• présentent un aspect coopératif ;
• fournissent des réponses approximatives.
Nous avons mis en évidence la part importante des préférences dans la perception actuelle
de l’interrogation flexible. Une préférence est un souhait exprimé par l’utilisateur émettant une
requête. Ce souhait peut être considéré comme un critère souple de la requête : c’est une in-
dication supplémentaire pour le système chargé d’y répondre. À l’évaluation de la requête, on
fait l’hypothèse implicite qu’un objet sélectionné à l’issue de l’évaluation offrira une satisfac-
tion plus grande à l’utilisateur s’il entre dans le cadre du souhait exprimé. L’évaluation d’une
requête favorise donc les enregistrements les plus satisfaisants en regard des préférences. Ces
enregistrements sont ensuite mis en avant à la présentation des résultats, en l’occurrence, placés
en tête de liste.
Ce chapitre aborde également des généralités sur les préférences. Ainsi, on distingue les
préférences explicites, où les expressions de préférence font partie du langage de requête, des
préférences implicites où les souhaits se traduisent par des poids ou des scores. En outre, le pro-
blème de la sémantique d’une préférence exprimée sur un attribut lors de la prise en compte des
autres attributs est évoqué. On montre que l’interprétation la plus correcte (suivant l’intuition
humaine) n’est pas celle adoptée dans le traitement des préférences en raison d’une complexité






Ce chapitre traite de l’interrogation des résumés linguistiques de données produits par le
modèle SAINTETIQ dans le cadre de l’interrogation flexible. La réponse usuelle à une requête
de bases de données, désignée par le terme « réponse précise », est constituée d’enregistre-
ments de la relation interrogée. Les valeurs des enregistrements résultats sont alors précisément
connues. L’interrogation d’une hiérarchie de résumés, vue au chapitre 2, fournit une réponse
dite « approchée » car moins détaillée qu’une réponse précise visant les mêmes données. En ef-
fet, les résumés résultats fournissent une description des données, plus générale que les valeurs
précises des enregistrements. La nature de la requête, précise ou flexible (lorsqu’elle est expri-
mée par des termes linguistiques), et la nature de la réponse, précise ou approchée, permettent
de distinguer quatre cas d’interrogation où les résumés SAINTETIQ peuvent intervenir.
Pour une réponse approchée, l’algorithme 1 du chapitre 2 sera repris tel quel. On considère
que les critères de sélection sont fournis par une requête flexible, c’est-à-dire une requête dont
les critères sont spécifiés par des termes linguistiques (par exemple, âge IN jeune). On peut
également envisager le cas d’une requête précise, dont les valeurs de critères sont issus des
domaines d’attribut (par exemple, âge = 25). La réponse restant approchée dans ces deux
cas, le processus de recherche est le même. Cependant, une étape préalable de traduction de la
valeur précise (25) par une caractérisation linguistique (jeune) permet de mettre les critères
de sélection dans le format adéquat. Le mécanisme régissant cette traduction est déjà utilisé
dans la réécriture des enregistrements en tuples candidats (voir section 1.3.1). Il ne présente
pas de difficulté particulière et est réutilisable tel quel pour ce cas (requête précise – réponse
approchée).
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Pour une réponse précise, c’est-à-dire composée des enregistrements satisfaisant les condi-
tions de sélection, le traitement effectué s’apparente à une interrogation dans une base de don-
nées relationnelle par le biais du langage SQL. Ici, les résumés jouent le rôle d’un index. En
raison de la complexité des index, nous reportons la discussion de cet aspect de l’utilisation des
résumés aux chapitres suivants. Le dernier cas d’interrogation est celui où une réponse précise
est fournie à partir d’une requête flexible. Ce cas est une extension de la réponse approchée :
les enregistrements décrits par les résumés résultats sont rendus disponibles. Cette fonctionna-
lité, qui revient à présenter les résultats avec un niveau de détail supérieur, ne requiert qu’une
connexion avec la base de données pour être réalisable. Elle ne sera donc pas abordée ci-après.
Dans la suite du chapitre, l’implémentation de l’algorithme d’interrogation est présentée,
accompagnée d’une évaluation du processus en termes de temps d’exécution. Des enrichisse-
ments du processus sont également décrits, notamment la modification de requêtes, qui cherche
à apporter une réponse aux requêtes sans résultat, et l’utilisation dans la requête d’un vocabu-
laire différent de celui de la construction des résumés.
4.1 Interrogation approchée des données
4.1.1 Implémentation
L’algorithme d’interrogation des résumés du modèle SAINTETIQ, présenté au chapitre 2 a
été implémenté dans un prototype d’interrogation approchée des données qui reprend tous les
principes qui y ont été présentés :
• la requête est spécifiée en donnant les descripteurs linguistiques requis ;
• l’accès à la base de données n’est pas utilisé ;
• l’interrogation réalise une description des données satisfaisant les descripteurs requis ;
• les résultats de l’interrogation sont des résumés ;
• les résultats sont présentés par classes (voir section 2.2.4) sous une forme plus intelligible
qu’une liste de résumés.
Les requêtes sont exprimées à travers une interface qui permet à l’utilisateur de composer
la requête sans connaissance du pseudo-langage formel utilisé. Les attributs requis sont d’abord
choisis (voir figure 4.1). Pour chacun, les caractérisations recherchées sont ensuite indiquées.
Étant donné que les interprétations sont implicites, respectivement conjonctive (inter-attributs)
et disjonctive (sur un même attribut), il n’existe pas de choix d’opérateur.
CHAPITRE 4 — Application des résumés SAINTETIQ à l’interrogation flexible 65
Figure 4.1 – Implémentation de l’interrogation de résumés
Les résultats présentés par l’outil couvrent les deux applications évoquées dans le chapitre
2 : le test d’existence de données répondant à un ensemble de caractérisations, et la description
de ces données. Dans ce dernier cas, la notion de classe est matérialisée par la distinction entre
les différentes combinaisons d’attributs requis trouvées au sein des données. Par exemple, la
figure 4.1 montre un exemple de requête et de résultats sur un jeu de données portant sur une
base d’images. Les images sont partitionnées en cinq zones (Top, Bottom, Left, Right, Center)
suivant le schéma de la figure 4.2. Elles sont décrites par les couleurs dominantes de chaque zone
(respectivement ColorTop, ColorBottom, ColorLeft, ColorRight et ColorCenter). La requête
formulée dans cet exemple est :
DESCRIBE ON ColorCenter, ColorLeft, ColorTop WHERE
ColorRight IN {Noir, bleu vif clair} AND
ColorBottom IN {Blanc, bleu vif sombre, bleu vif clair} .
La réponse à cette requête fournit des résultats synthétisés dans quatre classes (texte en gras, en
bas à droite, dans la figure 4.1) :
1. {ColoRight : {Noir}, ColorBottom : {bleu vif clair}} ;
2. {ColoRight : {Noir}, ColorBottom : {Blanc}} ;
3. {ColoRight : {Noir}, ColorBottom : {bleu vif sombre}} ;
4. {ColoRight : {bleu vif clair}, ColorBottom : {bleu vif clair}}.
Les avantages d’une présentation des résultats par classes sont également visibles. Ainsi, on sait
que dans le jeu de données utilisé, des données décrites par bleu vif clair sur ColorRight et Blanc
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sur ColorBottom n’existent pas, ou que les images de la première classe ({ColoRight : {Noir},
ColorBottom : {bleu vif clair}}) dont le noir est la couleur dominante à droite, présentent la




Figure 4.2 – Partitionnement d’une image en cinq zones
Cette implémentation peut être enrichie de diverses informations lors de la présentation des
résultats. Il s’agit notamment des résumés sélectionnés, des degrés et mesures du modèle (par
exemple, le nombre de tuples couverts par chaque classe), ou de valeurs déterminées par des
besoins spécifiques (calculs d’agrégats, etc.). Il est également possible d’associer aux résultats
les enregistrements participant aux résumés sélectionnés. Cette option permettra de visualiser
les valeurs d’attributs, offrant ainsi un niveau de détail supplémentaire à l’interrogation des
résumés.
4.1.2 Expérimentation
Cette section décrit une évaluation de l’algorithme d’interrogation des résumés. L’objec-
tif est de mesurer les temps de réponse pour une variété de requêtes. Pour ce faire, deux
jeux de données, dont le tableau 4.1 présente les caractéristiques, ont été utilisés. Le tableau
montre le nombre d’attributs (colonne « Dimension ») et le nombre d’enregistrements (colonne
« Tuples ») de la relation, le nombre de termes linguistiques dans les connaissances de domaine,
et des caractéristiques de la hiérarchie construite. Chaque jeu de données correspond à une re-
lation, portant sur des images ou des données bancaires du groupe CIO, dont la hiérarchie de
résumés, stockée dans un fichier XML, est utilisée en entrée de l’outil d’interrogation. Le jeu
de requêtes utilisé pour évaluer l’algorithme d’interrogation est détaillé ci-après.
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Table 4.1 – Jeux de données
Relation Hiérarchie de résumés
Nom Dimension Tuples Termes Nœuds Feuilles Profondeur
IMAGES 5 169 56 131 74 10
CIO 10 33.733 34 27.304 14.269 23
On suppose qu’une position binaire est affectée à un terme linguistique du vocabulaire des
connaissances de domaine (tableau 4.2). Ne sont pris en compte que les termes effectivement
présents dans la hiérarchie. Ceci permet d’exclure les requêtes dont on est sûr qu’elles n’auront
pas de résultat : cette certitude est acquise dès la racine de l’arbre. Aucune exploration ne
survient.
Sur la base de l’hypothèse d’affectation des positions binaires, un parcours exhaustif de
l’espace des requêtes peut être effectué en simulant une énumération de valeurs entières. Un
bit à 1 indique que le descripteur affecté à la position est un caractère requis pour la requête à
évaluer. L’énumération des valeurs démarre à 1, dont la représentation binaire est :
00. . .0001 .
La première requête sur la relation IMAGES est ainsi Q1, dont la condition de sélection est :
ColorTop IN (bleu vif clair) .
Le descripteur bleu vif clair est requis car il est affecté au bit de poids faible, qui est posé
lorsque l’énumération est à 1. La valeur suivante dans l’énumération est 2 (00. . .0010). Cette
valeur simule une deuxième requête, Q2 avec la condition ColorTop IN (noir) car noir
correspond au bit 2. La troisième requête est simulée par la valeur 3 (00. . .0011), qui active deux
positions binaires. Les descripteurs affectés à ces positions apparaissent donc dans le critère de
sélection de Q3 : ColorTop IN (bleu vif clair, noir).
En continuant l’énumération par incrémentation, toutes les requêtes qu’il est possible de
former en utilisant les descripteurs des connaissances de domaine, peuvent être obtenues. Mais
le parcours de tout l’espace des requêtes, rapporté au nombre de positions (56 et 34 respective-
ment pour IMAGES et CIO), et à l’exécution de la requête entre deux valeurs consécutives, est
une opération très longue. Pour réduire le temps d’attente, et puisque l’expérience est destinée à
évaluer les temps de réponse de l’algorithme d’interrogation, l’énumération est arrêtée une fois
un certain seuil atteint (en l’occurrence, 2.000). Le nombre de requêtes est donc borné.
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Table 4.2 – Affectation de positions
Attribut Position Descripteur
ColorTop 1 bleu vif clair
2 noir
3 bleu terne clair
4 rouge terne clair
5 orange vif clair
6 gris clair
7 vert terne clair
8 blanc
9 orange terne clair
10 rouge vif clair
11 jaune terne clair
ColorBottom 12 gris clair
13 noir
14 orange terne clair
. . . . . .
. . . . . .
ColorCenter 46 noir
. . . . . .
56 rouge terne clair
L’environnement matériel et logiciel de l’expérimentation est le suivant :
• Windows 2000 Professionnel, Service Pack 4 ;
• multitâche en temps partagé avec 3 quantums en 10 ms, répartition standard de 9 quan-
tums par processus [103] ;
• résolution du temporisateur : 1 ms ;
• CPU : monoprocesseur Pentium IV @ 1,7 Ghz ;
• RAM : 768 Mo
On notera que la hiérarchie conserve le format XML de stockage sur disque. La quantité de
mémoire consommée n’est pas optimale, mais un monitoring de la mémoire montre qu’aucune
pagination n’est survenue pendant l’exécution des requêtes.
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Les figures 4.3 et 4.4 présentent les résultats obtenus sous la forme d’histogrammes de fré-
quence : une barre de l’histogramme indique le nombre d’occurrences de la valeur (ou la plage
de valeurs) en abscisse parmi les temps d’exécution mesurés. La somme des fréquences est donc
égale au nombre de requêtes exécutées (2.000). Dans la figure 4.3, une barre de l’histogramme
correspond à une valeur de temps d’exécution (0, 10 et 20 ms). Dans le cas de la relation CIO, la
hiérarchie de résumés est plus importante et les valeurs distinctes plus nombreuses. Les valeurs
de temps d’exécution sont groupées par pas de 50 ms dans le graphique.
On constate que les temps d’exécution mesurés sont faibles. On obtient une moyenne arith-
métique de 0,3455 ms pour la relation IMAGES et de 41,715 ms pour CIO.
Figure 4.3 – Temps d’exécution sur la relation IMAGES
4.2 Amélioration du processus de construction des résumés
La construction d’une hiérarchie de résumés est un processus incrémental (voir le chapitre 1)
où tous les enregistrements de la relation R à résumer suivent les mêmes étapes. Premièrement,
les connaissances de domaine sont utilisées pour réécrire un enregistrement t sous la forme de
tuples candidats. Ensuite, chaque candidat ct passe par une classification conceptuelle. À cette
étape, ct progresse de proche en proche de la racine courante de la hiérarchie (z0) jusqu’à une
feuille zf . En section 1.3.2, il a été dit que le chemin suivi par ct est découvert de proche en
proche par application d’opérateurs d’apprentissage qui déterminent, suivant la description de
ct et la hiérarchie courante, le meilleur opérateur à appliquer.
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Figure 4.4 – Temps d’exécution sur la relation CIO
L’algorithme d’interrogation des résumés peut être utilisé afin d’améliorer les performances
du processus de construction. En effet, ce processus ne tient pas compte du fait que la feuille
zf est entièrement déterminée dès que la réécriture du tuple t est effectuée. Lorsque le tuple
candidat ct est obtenu, l’ensemble des termes linguistiques qui entrent dans son expression en
intension est identique à l’ensemble des termes de zf .
Le principe de l’interrogation de résumés comme heuristique est le suivant : le nœud zf étant
unique, l’interrogation permet, à partir de ct, de déterminer si zf existe. Si oui, l’application des
opérateurs d’apprentissage pour ct n’est plus utile car le chemin de z0 à zf est reconnu par
l’interrogation sans calcul de score ni choix consécutif au calcul. Ne reste plus alors qu’à mettre
à jour les degrés et mesures sur le chemin menant à la feuille : l’incorporation de ct se résume
à une classification car la structure de l’arbre ne change pas.
Dans le cas où zf n’existe pas encore, les opérateurs peuvent s’appliquer. Le surcoût en-
gendré par la recherche de zf est largement compensé par le gain lié à la non-application des
opérateurs d’apprentissage à chaque nœud depuis la racine, et ce, pour chacun des tuples can-
didats de la feuille. Ainsi, quel que soit le volume de l’extension d’une feuille, les opérateurs
structurels ne s’appliqueront qu’une fois, lors de l’incorporation du premier candidat couvert
par la feuille.
Le principe énoncé ci-dessus entre en conflit avec le rôle des opérateurs d’apprentissage.
Ce rôle est de structurer la hiérarchie en cours de construction, c’est-à-dire décider des regrou-
pements et du placement des nœuds internes (hors feuilles et racine). Or, le fait d’utiliser les
opérateurs uniquement pour le premier candidat incorporé soulève la question de l’optimalité
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de la hiérarchie alors obtenue. On peut remarquer que le processus de construction n’offre pas
de garantie d’optimalité. De plus, les statistiques qu’il livre montrent que la structure de l’arbre
est dictée principalement par les premières insertions [127]. D’autre part, les regroupements
et le placement des nœuds internes importent peu dans certaines applications, en particulier
lorsque l’arbre des résumés agit comme structure d’index. Dans ce dernier cas, la recherche
dans l’arbre ne sélectionne que les feuilles, où sont stockées les références vers les enregis-
trements. La structure de l’arbre sert uniquement à guider la recherche. On en déduit que la
non-application des opérateurs d’apprentissage est réservée à des applications spécifiques.
4.3 Modification de requêtes
L’objectif visé dans cette section est d’offrir une réponse en l’absence de résumés correspon-
dant strictement à la requête telle que considérée jusqu’ici. La modification que nous exposons
ci-dessous s’appuie sur l’idée qu’il pourrait exister des résultats sémantiquement proches de
ceux recherchés par l’utilisateur. Pour trouver ces résultats, la requête est modifiée en utili-
sant des informations préétablies ou les résumés eux-mêmes : modifier une requête revient à
remplacer la requête sans résultat par une ou plusieurs autres requêtes. Ce comportement est
similaire à la « réparation de requêtes » déjà implémentée dans le contexte d’un médiateur par
Bidault et al. [17, 18]. De par son aptitude à faciliter la réécriture de requêtes, il fait partie des
comportements coopératifs listés par Gaasterland et al. dans [64].
Dans la suite, les aspects coopératifs présents dans les systèmes d’interrogation sont pré-
sentés. Puis, l’ajout d’un comportement coopératif à l’interrogation des résumés décrite dans le
chapitre 2 sera traité.
4.3.1 Aspects coopératifs
Les travaux sur les réponses coopératives aux requêtes remontent à ceux de Gal [69] et
Cuppens et Demolombe [47] en 1988, dont l’orientation vers les bases de données déductives
est très affirmée. D’autres travaux consécutifs, par exemple ceux de Gaasterland et al. [64, 66,
67] ou de Minker [104], portant sur les réponses coopératives sont également ancrés dans le
domaine des BD déductives.
Les réponses coopératives s’inspirent d’autres travaux sur l’information extraite des conver-
sations entre humains. Dans les conversations, les cycles question-réponse font implicitement
intervenir des hypothèses, aussi bien lors de la formulation des questions, que lors de l’opération
qui consiste à rassembler les informations nécessaires. Ces hypothèses constituent ce que David
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Sadek [124] considère comme un protocole conversationnel : il donne l’exemple de la question
« auriez-vous l’heure, s’il vous plaît ? » . La réponse « oui » à cette question est une réponse
valide et précise. Mais cette réponse est jugée « anormale ». En effet, la personne qui pose la
question fait l’hypothèse qu’elle obtiendra l’heure courante. Cette attente, par ailleurs légitime,
n’étant pas remplie, la conversation requerra un autre cycle question-réponse pour conduire à
une satisfaction acceptable.
Les quatre « principes de coopération » suivants, définis par Herbert Grice [74, 75] dans le
cadre des conversations, sont rapportés dans les travaux sur les réponses coopératives (voir par
exemple, [15, 69]) :
1. le principe de qualité, qui garantit un résultat valide et accompagné, si besoin est, des
réserves nécessaires pour ne pas induire en erreur ;
2. le principe de quantité, particulièrement pertinent vis-à-vis des masses de données, pré-
conise une quantité d’informations et un niveau de détail de la réponse ni trop bas, ni trop
élevés ;
3. le principe de style, qui favorise la communication de l’information grâce à un effort
visant à éliminer les ambigüités ;
4. le principe de relation, qui vise le maximum de pertinence entre l’intention de « l’inter-
rogateur » et la réponse fournie.
En interrogation de bases de données, le principe de qualité est pleinement satisfait dès que
la recherche est complète et exacte : tous les résultats valides sont sélectionnés et aucun enre-
gistrement non-valide ne fait partie de la réponse. Une réponse approchée (au sens de l’approxi-
mation discutée en section 1.1.2) peut également satisfaire ce principe de qualité, qui semble
être la première contrainte d’un système d’interrogation.
Le principe de quantité est rencontré de façon plus marginale, notamment dans une base
de données classique, où le langage SQL requiert explicitement de fixer le nombre de résultats
par une clause LIMIT, et où le concept de « détail » n’a pas cours. On notera néanmoins que
certaines propositions, par exemple CoBase [36] et les méthodes de résumés, prennent en charge
plusieurs niveaux d’abstraction grâce à une organisation hiérarchique. De même, les systèmes
de préférences (voir chapitre 3) peuvent inclure des clauses limitant la quantité de données ;
c’est le cas de PreferenceSQL [91]. En conséquence, le niveau de détail (et donc la quantité de
données) peut être adapté à une situation spécifique, ou choisi par l’utilisateur.
Le principe de style se rencontre plus dans le domaine des interfaces homme-machine et
du traitement du langage naturel [88, 99, 102]. Néanmoins, des travaux se sont intéressés à une
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représentation plus concise des résultats de requêtes dans les cas de réponses importantes en
volume [36, 50].
Le principe de relation évoque une adéquation maximale entre les enregistrements résultats
et la requête. À moins 1) d’une différence de représentation entre requêtes et données, et 2)
d’une transformation ambigüe vers l’espace où la comparaison s’effectue, aucun problème ne
se pose quant à ce principe. Les critères d’une requête SQL sont en effet des valeurs possibles
d’attributs.
Sadek [124] distingue six classes de réponses coopératives « qu’il serait appréciable d’obte-
nir d’un évaluateur de requêtes » [15, p. 6]. Les réponses fournies par les systèmes coopératifs
s’inscrivent dans une ou plusieurs de ces classes :
1. les réponses complétives, qui fournissent plus d’information que la réponse valide mini-
male ;
2. les réponses conditionnelles, relevant du principe de qualité, qui précisent les conditions
sous lesquelles la réponse est valide ;
3. les réponses incomplètes, dues à une contrainte de confidentialité sur les données ;
4. les réponses intensionnelles, qui précisent les caractéristiques partagées par les résultats
au lieu de présenter une liste de résultats ;
5. les réponses correctives, qui justifient une absence de résultats par une explication ; ce
type de réponses met en évidence une hypothèse de l’interrogateur responsable de l’échec
de la requête. L’hypothèse, supposée vraie par l’interrogateur mais fausse en réalité, est
souvent désignée par le terme de « présupposition » ;
6. les réponses suggestives, qui suggèrent une autre réponse que celle naturellement induite
par la requête.
Par nature, l’interrogation des résumés est intensionnelle vis-à-vis des enregistrements de la
base de données puisqu’un résumé offre une description d’enregistrements.
Le test de correspondance utilisé lors de l’évaluation d’une requête (voir section 2.2.2) per-
met, sans traitement supplémentaire, de déterminer les « raisons » de l’échec, c’est-à-dire les
critères non satisfaits de la requête. Rappelons que le test de correspondance indique s’il est
possible de trouver des résultats pour la requête en cours dans le sous-arbre dont la racine
est soumise au test. Si cette possibilité est nulle, l’exploration du sous-arbre n’est pas entre-
prise. C’est à ce cas que nous nous intéressons ici. Les critères non satisfaits peuvent être mis
en évidence, sous une forme dépendante de l’application, lors de la présentation des résultats.
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L’interrogation des résumés s’inscrit également dans la classe des réponses suggestives grâce
aux mécanismes de modification ci-après, déclenchés en l’absence de résultats.
4.3.2 Principes de la modification de requêtes
La modification intervient lorsque l’exploration ne peut plus progresser au-delà d’un nœud
z qui ne décrit aucun résultat pour la requête en cours d’évaluation. Dans ce cas, la procédure
de sélection (section 2.2) échoue pour le sous-arbre de z : la liste des résumés sélectionnés reste
vide car certains descripteurs requis sont absents de z, ce résumé étant alors considéré comme
un point d’échec. En l’absence d’information à propos de tels résultats, l’utilisateur ne peut se
fier qu’à son intuition pour soupçonner leur existence.
La première stratégie que nous proposons, dite de substitution de requêtes (section 4.3.4),
consiste à remplacer les descripteurs absents par d’autres descripteurs, dans une limite fixée par
la distance en section 4.3.3. On obtient alors une nouvelle requête Q∗, dite requête de substitu-
tion. Cependant, comme le montre l’exemple 14 ci-après, aucune garantie ne peut être donnée
quant à l’existence de résultats pour Q∗. Une possibilité de substitution est liée aux variables
linguistiques : les descripteurs absents sont remplacés par les descripteurs les plus proches, ce
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Figure 4.5 – Variable linguistique définie sur le domaine de l’attribut dureté
Exemple 14 :
Considérons une requêteQ1 de caractérisation C1 = {{dur}} sur l’attribut dureté et un résumé
z0 tel que z0.dureté = 1.0/mou. L’évaluation de Q1 sur z0 ne permet pas de poursuivre la
recherche dans le sous-arbre z0. La substitution au niveau de z0 remplace le critère « dur »
par d’autres critères, par exemple « doux » et/ou « compact » (voir figure 4.5). Soit Q∗1, de
caractérisation C∗1 = {{doux, compact}}, la requête substituée à Q1. Q∗1 échouant également
pour z0, le sous-arbre z0 ne sera pas visité.
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Dans l’éventualité où le domaine n’est pas ordonné, une autre possibilité, plus générale
qu’un ordre naturel sur un domaine, consiste à définir explicitement une matrice de substitutions
pour chaque variable. Les poids affectés aux permutations permettent alors un traitement plus
fin des résultats en privilégiant certaines substitutions parmi celles possibles. La matrice de
substitution définit implicitement une distance entre termes linguistiques. Elle est applicable
aux domaines naturellement ordonnés et aux domaines non ordonnés. Le tableau 4.3 donne
un exemple de matrice de substitution pour laquelle on suppose qu’une dureté supérieure est
toujours préférable (le poids associé est alors supérieur). Ainsi, lorsque deux substitutions d1 et
d2 existent pour un même descripteur d, la substitution la plus proche de la borne supérieure du
domaine (d2) est privilégiée. Ceci se traduit par le fait que les résultats des requêtes substituées
« héritent » du poids de la substitution correspondante.
Dans tous les cas, un descripteur d remplacé par d∗ au niveau d’un nœud z ne peut plus
servir de substituant à un autre descripteur dans le sous-arbre de racine z. En effet, l’échec de
d au résumé z garantit qu’il n’existe pas de résumé, dans le sous-arbre de racine z, où d serait
positivement valué dans l’évaluation de la requête. Ceci est une conséquence de l’ordre partiel
sur les résumés : d n’apparaît pas dans l’intension de z parce qu’aucun descendant de z ne
présente cette étiquette (voir la section 1.5.2).
Exemple 15 :
Soit la requête Q2 de caractérisation C2 = {{doux, dur}} sur l’attribut dureté. L’évaluation
de Q2 sur le résumé z0 (de l’exemple 14) échoue car mou /∈ {doux, dur}. En appliquant la
substitution de « doux », on obtient {mou, dur}. De même, « dur » conduit à {doux, compact}.
La caractérisation à l’issue des substitutions est {mou, doux, dur, compact}. Or, on sait que Q2
a déjà échoué ; les descripteurs « doux » et « dur » ne fourniront donc pas de résultat. Au final,
la requête Q∗2 substituée à Q2 est de caractérisation C∗2 = {{mou, compact}}.
Table 4.3 – Matrice de substitution pour l’attribut dureté
mou doux dur compact impénétrable
mou 0.0 0.8 0.0 0.0 0.0
doux 0.5 0.0 0.8 0.0 0.0
dur 0.0 0.5 0.0 0.8 0.0
compact 0.0 0.0 0.5 0.0 0.8
impénétrable 0.0 0.0 0.0 0.8 0.0
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La deuxième stratégie, dite de modification guidée (section 4.3.5), est plus flexible car elle
est guidée par la hiérarchie de résumés. Les résultats sont cette fois de nouvelles requêtes plutôt
que des résumés. Elle est adaptée à un mode interactif où l’absence de résultat conduirait à une
ou plusieurs requêtes alternatives offrant chacune une garantie de résultat.
4.3.3 Distance entre requêtes
L’un des principes de la modification décrite en section 4.3.2 est qu’un test de correspon-
dance négatif sur un résumé déclenche la substitution du critère non satisfait. Les exemples 14 et
15 montrent que cette substitution peut en entraîner une autre, elle-même susceptible d’échouer.
Exemple 16 :
Reprenons z0 tel que z0.dureté = 1.0/mou avec Q3 de caractérisation C3 = {{impéné-
trable}}. Q3 subit une première modification ; on a Q4 avec C4 = {{compact}}, qui échoue
également. On a successivement Q5 avec C5 = {{dur}}, puis Q6 avec C6 = {{doux}} et Q7 avec
C7 = {{mou}} avant d’avoir un test de correspondance positif, mais un « mauvais » résultat.
Afin d’éviter une série de modifications conduisant à des résultats inappropriés, nous in-
troduisons une mesure de distance entre requêtes. Cette distance représente la proximité des
résultats fournis avec la requête initiale et correspond au nombre de substitutions effectuées sur
le chemin d’un résumé feuille. Pour respecter le principe de pertinence (section 4.3.1), il est
nécessaire d’imposer une limite à cette distance.
Admettons qu’une requête Q puisse être associée à une chaîne de bits S, de longueur fixe,
dans laquelle un bit marque la présence (ou l’absence) du descripteur associé à cette position
dans la requête (figure 4.6). On suppose que l’assignation des positions aux descripteurs est
invariable une fois fixée.
Définition 6 (Distance entre requêtes) : Soient Q et Q∗ deux requêtes respectivement as-
sociées aux chaînes de bits S et S∗. La distance entre Q et Q∗, notée d(Q,Q∗), est le nombre
de bits non nuls de S ⊕ S∗ (S XOR S∗). Ce nombre rend compte des modifications (insertions
ou suppressions de descripteur) nécessaires pour obtenir Q∗ à partir de Q. La distance ainsi
définie, qui est une distance de Hamming [77], satisfait les propriétés suivantes :
1. d(Q,Q) = 0
2. Q 6= Q∗ ⇒ d(Q,Q∗) > 0
3. d(Q,Q∗) = d(Q∗,Q)
4. d(Q,Q∗) <∑Ai∈C |DAi | où DAi est l’ensemble des descripteurs de la variable linguistique sur
l’attribut Ai.
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Toutefois, cette distance n’est pas suffisamment fine pour permettre un processus automa-
tique. Il peut s’avérer nécessaire que l’utilisateur guide la suite de la recherche : en effet, la
distance ci-dessus place au même niveau des requêtes Q1 et Q2 par rapport à une requête Q
sans distinguer la proximité des étiquettes ou une similarité sémantique. Par exemple, si une
requête porte sur des matériaux à température décrite par « bas » (voir figure 1.2), des requêtes



















































Figure 4.6 – Exemple d’assignation de positions sur une chaîne de bits
Exemple 17 :
Considérons les requêtesQ1 etQ2 avec une caractérisation impliquant les attributs épaisseur
et dureté : C1 ={{mince, moyen}, {dur, compact}} et C2 ={{mince, épais}, {dur, compact}}.




Cette distance représente simplement le nombre de modifications de critère nécessaires pour
passer d’une requête à une autre. Elle ne tient pas compte du sens des critères. Une distance plus
adaptée doit donc être trouvée pour permettre un processus automatique basé sur des distances.
4.3.4 Algorithme de substitution de requêtes
Cette section présente la procédure de modification des requêtes dans l’algorithme 2. L’al-
gorithme correspondant est une variante de l’algorithme 1 (section 2.2.3) à laquelle sont intégrés
les principes de la modification évoqués plus haut.
Le parcours de la hiérarchie de résumés donne lieu à un test de correspondance à chaque
nœud visité. Les résultats de ce test reprennent la notation déjà utilisée :
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• exacte indique que le résumé examiné satisfait, pleinement et sans ambigüité, la requête ;
• excès indique plutôt qu’il est possible de trouver des résultats en explorant le sous-arbre,
ce qui se traduit par un appel récursif de la fonction Sel-Mod.
Les informations disponibles (variables linguistiques ou matrice de substitution) sont exploitées
à chaque fois que le test est négatif. Elles permettent à la fonction Modifier de constituer une
requête substituée à Qref , la requête originale exprimée par l’utilisateur. Qref est utilisée par la
fonction Modifiable pour garantir que la propriété 4 (section 4.3.3) sera toujours vérifiée après la
modification. La requête en cours d’évaluation, notée Q et initialement égale à Qref , reste dans
la limite d’une valeur de distance à fixer. Si la distance d(Q,Qref ) est supérieure à ce seuil, la
substitution conduirait à des résultats jugés trop éloignés de Qref . Elle n’est donc pas effectuée.
Dans cet algorithme, la fonction Ajouter(z, Lres), qui enregistre le résumé z comme résultat,
lui associe implicitement les informations de distance de la requête courante Q par rapport à la
requête initiale Qref . Notons que la liste de résultats (Lres) contient aussi bien des résultats de
Qref que des résultats issus de requêtes de substitution. La liste est nécessairement triée afin de
distinguer les meilleurs résultats, au sens de la proximité par rapport à la requête initiale.
Algorithme 2 Fonction Sel-Mod(z, Q, Qref )
Lres ← 〈〉
si Corr(z,Q) = excès alors
pour chaque résumé zfils fils de z faire
Lres ← Lres+ Sel-Mod(zfils,Q,Qref )
fin pour
sinon
si Corr(z,Q) = exacte alors
Ajouter(z, Lres)
sinon {pas de correspondance, mais le résumé peut être acceptable}
si Modifiable(Q, Qref ) = VRAI alors
Q∗ = Modifier(Q, z)
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4.3.5 Modification guidée par les résumés
Lorsqu’une requête échoue, l’évaluation permet de détecter les raisons de l’échec, une rai-
son désignant un attribut requis. Il suffit de mettre en évidence les attributs requis dont les
descripteurs n’apparaissent pas dans le sous-espace exploré. Ces attributs ne sont pas nécessai-
rement les mêmes pour les différents résumés où la requête échoue. Pour chacun de ces points
d’échec, la substitution appropriée qui est effectuée peut échouer à son tour.
Pendant une recherche-sélection, si la même requêteQ0 échoue pour tous les fils d’un nœud
z0, on peut considérer z0 comme la meilleure approximation d’une réponse àQ0 dans la branche
menant à z0. L’exploration aboutissant à un résumé résultat se fait de proche en proche (figure
4.7-a), par tests successifs des parents. L’exploration apparaît comme un raffinement progressif
en regard de chaque résumé sélectionné. Chaque parent d’une feuille résultat étant une généra-
lisation du résultat, on considère le parent comme une approximation du résultat. Par exemple,
si un résumé z1 fils de z0 est un résultat d’une requête Q0, une hiérarchie dans laquelle z1 serait





Figure 4.7 – Accès de proche en proche à un résultat
Du point de vue des requêtes, une modification implicite de la requête Q0 est effectuée sur
la base de l’hypothèse que la proximité des résultats est équivalente à la proximité des requêtes.
C’est ainsi que les caractéristiques du résumé approché (z0 dans cet exemple) sur les attributs
requis dans la requête initiale servent à construire une requête alternative.
Les requêtes semblables à Q1 (c’est-à-dire considérées comme proches de Q0 et issues de
points d’échec), offrent une garantie de résultat, ce qui n’était pas le cas pour Q0.
Exemple 18 :
Soit la requête Q0 avec une caractérisation C0 = {{mince, moyen}, {dur, compact}} sur les
attributs épaisseur et dureté. Soit un résumé z0 tel que z0.épaisseur = 〈1.0/mince +
1.0/épais〉 et z0.dureté = 〈1.0/doux + 0.8/dur〉 avec deux fils z1 et z2 :
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• z1.épaisseur = 〈1.0/mince〉 et z1.dureté = 〈1.0/doux〉 ;
• z2.épaisseur = 〈1.0/épais〉 et z2.dureté = 〈0.8/dur〉.
Aucun des résumés z1 et z2 ne correspondant à la requête dans son sens strict, z0 constitue le
résultat approché fourni comme réponse pour ce qui est du sous-arbre de racine z0.
La requêteQ0 est remplacée parQ1, dont la caractérisation est donnée par z0, toujours sur
les attributs épaisseur et dureté. On a C1 = {{mince, épais}, {doux, dur}}.
Toutefois, ce fonctionnement requiert de déterminer, par l’algorithme 1, que la requête n’a
pas de résultat et, par la suite, de rechercher les points d’échec afin de déduire les requêtes
modifiées. L’algorithme 3 supprime la nécessité de deux explorations en constituant deux listes
résultats : celle des résumés sélectionnés (Lres) et celle des résumés à la base de requêtes mo-
difiées (LQ), la dernière n’étant utile que si la première est vide.
L’algorithme effectue le même parcours que l’algorithme 1. Il utilise la correspondance,
notée myCorr, du résumé z à la requête. Si le résumé répond à la requête, il est inséré dans la
liste des résultats (Lres). Si une exploration du sous-arbre est nécessaire pour trouver d’éventuels
résultats (myCorr = excès), elle est effectuée par appel récursif de la procédure Sel-Guidée. À
l’issue de cette exploration, z est inséré dans la liste LQ si aucun résultat n’est trouvé. Au final,
Sel-Guidée fournit les listes Lres et LQ.
Algorithme 3 Procédure Sel-Guidée(z, myCorr, Q)
Lres ← 〈〉
LQ ← 〈〉
si myCorr = exacte alors
Ajouter(z, Lres)
sinon
si myCorr = excès alors
pour chaque résumé zfils fils de z faire
corrf = Corr(zfils,Q)
Lres ← Lres+ Sel-Guidée(zfils, corrf , Q)
fin pour
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4.3.6 Expression des résultats
La modification de requêtes, telle qu’elle est décrite ci-dessus, rend possible l’obtention
de résultats issus de plusieurs requêtes modifiées différentes. Ces requêtes sont plus ou moins
proches de la requête initiale. Il devient possible d’effectuer un classement des résultats et donc
d’exprimer une préférence de certains résultats par rapport à d’autres. Il semble naturel que
le critère de classement des résultats soit la distance des requêtes modifiées relativement à la
requête utilisateur. Ainsi, les résultats se voient associer la distance de la requête dont ils sont
un résultat.
On notera que la modification apparaît comme un relâchement des contraintes de la re-
cherche car la nouvelle requête obtenue est plus générale. Cependant, chaque substitution d’une
requête Q par une requête Q∗ est locale comme l’explicite l’exemple 19 ci-après. Le caractère
local de la modification se justifie par deux raisons :
• le fait que l’échec survient à un point précis du parcours, en l’occurrence un résumé
z. La modification a pour but de réparer la requête au point d’échec afin de permettre
la poursuite de l’exploration de la hiérarchie. Il n’est pas utile d’étendre la portée de
la modification au-delà de l’espace de données décrit par z car l’objectif poursuivi est
atteint ;
• le nombre des échecs qui, sans ce caractère local, ferait perdre en efficacité. L’algorithme
de recherche tire en effet parti des coupures de branches : plus le nombre de coupures est
élevé, meilleure est l’efficacité de la recherche. Une coupure correspond, dans l’optique
de la modification, à un point d’échec, et donc, à une requête de substitution supplé-
mentaire. Si la contrainte de localité était supprimée, toutes les requêtes de substitution
seraient exécutées sur l’ensemble de la hiérarchie, ce qui dégraderait les performances du
traitement.
Exemple 19 :
Considérons une requête initiale Q0 adressée à une hiérarchie de racine z0 et deux points
d’échec arbitraires, z1 et z2. Les requêtes de substitution Q1 et Q2 sont alors composées pour
chacun de ces points.
On distingue, suivant la requête dont ils sont un résultat, trois types de résumés sélectionnés :
ceux de l’arbre z0, ceux du sous-arbre z1 et ceux du sous-arbre z2.
Les résumés sélectionnés par Q1 ne se retrouveront que dans le sous-arbre de sommet z1
même s’il existe ailleurs dans l’arbre, des résumés qui auraient été sélectionnés si Q1 avait été
adressée à toute la hiérarchie (à partir de z0). Il en est de même pour Q2.
En résumé, la modification s’articule comme suit avec l’algorithme 2.
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1. évaluation de la requête Q (par l’algorithme 1, section 2.2.3) ;
2. si absence de résultat, exécution de la modification ;
(a) exécution de la modification ;
(b) choix, par la mesure de distance ou par interaction, d’une requête de substitution
Q∗ ;
(c) évaluation de Q∗ (retour au point 1) ;
3. sinon, expression des résultats.
Avec l’algorithme 3, la modification est implicite et systématique. On a :
1. évaluation de la requête initiale Q (par l’algorithme 3) ;
2. si Lres est vide, construire les requêtes de substitution à partir des éléments de LQ ;
(a) choix par interaction, d’une requête de substitution Q∗ ;
(b) évaluation de Q∗ (l’algorithme 1, section 2.2.3) ;
(c) expression des résultats ;
3. sinon, expression des résultats.
4.4 Utilisation d’un vocabulaire personnalisé
L’un des points forts des résumés SAINTETIQ mis en avant jusqu’ici a été l’utilisation d’un
unique vocabulaire partagé par une communauté d’utilisateurs. Ce vocabulaire, constitué de
variables linguistiques, définit pour chaque attribut l’ensemble des termes linguistiques utilisés
pour décrire des valeurs du domaine d’attribut de manière plus générale, plus grossière. Dans
le cas où les résumés sont construits pour une communauté d’utilisateurs, il est souhaitable
que le sens affecté aux termes soit consensuel. Cependant, on considère ici l’éventualité où
le vocabulaire utilisé pour spécifier les caractéristiques des objets relationnels n’est pas celui
utilisé pour la construction des résumés. Par exemple, ce pourrait être le cas si les résumés
construits à l’intention d’une communauté sont utilisés dans une autre communauté.
On admet que ce vocabulaire personnalisé V∗ adopte la même forme que le vocabulaire ini-
tial V : il est constitué de variables linguistiques sur les domaines d’attributs. On fait également
l’hypothèse que V∗ 6= V . Les variables linguistiques qui composent respectivement V∗ et V sont
donc nécessairement différentes, sur au moins un domaine d’attribut.
L’utilisation d’un vocabulaire différent implique une mise en correspondance des termes
issus des vocabulaires V∗ et V . Cette section traite de cette correspondance et de ses implications
en fonction de la nature de la requête et de celle des résultats attendus.
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Motivations Les raisons qui nous poussent à envisager l’usage d’un vocabulaire personnalisé
lors de l’interrogation sont doubles. D’une part, le chapitre précédent a montré que les langages
d’interrogation flexible basés sur les sous-ensembles flous permettent la définition « au vol »
de termes linguistiques, de variables linguistiques, de qualificateurs, etc. Ces propositions, qui
introduisent de la flexibilité dans les critères de sélection, les langages d’interrogation et, par
prolongation, les bases de données relationnelles, sont intrinsèquement dynamiques sous l’as-
pect linguistique. Or, les hiérarchies de résumés, bien que dynamiques (voir [125]) vis-à-vis
de la maintenance de la structure, restent intrinsèquement statiques vis-à-vis du vocabulaire de
construction. Les variables linguistiques incluses dans les connaissances de domaine doivent
effectivement être fixées avant la construction des résumés (voir section 1.2). Le travail de cette
section est donc un moyen de rapprocher ces deux natures opposées.
D’autre part, les systèmes de personnalisation partagent avec l’interrogation flexible le
même intérêt pour les préférences. Dans ces systèmes, des données propres à un utilisateur
sont conservées ; on parle alors du « profil » de l’utilisateur. L’usage du profil permet d’adapter
les réactions du système à l’utilisateur, offrant ainsi un comportement « personnalisé ». Le profil
spécifie bien sûr les préférences de l’utilisateur, mais aussi toute autre information pertinente
pour le contexte d’application. En particulier, un profil peut contenir le vocabulaire de l’utilisa-
teur, exprimé sous la forme de variables linguistiques. Dès lors, l’hypothèse que ce vocabulaire
correspond à celui de la hiérarchie de résumés ne peut être supposée vraie dans le cas général.
4.4.1 Principes
Soit un attribut A, d’une relation R, dont le domaine DA est continu. Supposons que la va-
riable linguistique sur A utilisée pour la construction des résumés est définie par la partition P1
en figure 4.8. En l’état actuel, le processus d’interrogation n’exploite pas le caractère graduel
des sous-ensembles flous définis par les termes des variables linguistiques. Les termes linguis-
tiques sont donc assimilés à leur support sur le domaine DA.
En première approche, utiliser une partition P2 de DA (voir figure 4.9) différente de P1 pour
retrouver ou sélectionner des objets sur la base de leur description par un terme de P1 équivaut
à une mise en correspondance des deux partitions (voir fig. 4.10). Considérons une requête Q∗
sur un seul attribut A dont le critère de sélection, monovalué, spécifie un descripteur l de P2
comme clé de recherche. Q∗ s’exprime, si R est la relation résumée, par :
SELECT * FROM R WHERE A = l ;














Figure 4.9 – Partition P2 du domaine DA
Considérons également que l’expression des résumés est faite grâce à la partition P1. Sur le
domaine DA, le terme l (de P2) dénote une valeur dans l’intervalle ]a, b[ tandis que le terme t
(de P1) décrit l’intervalle ]c, d[ (voir fig. 4.10).
Trois situations distinctes où les intervalles se recouvrent peuvent survenir :
1. l est entièrement couvert par t ;
2. t est couvert, partiellement ou totalement, par l ;
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Figure 4.10 – Situations relatives des descripteurs t et l sur un même domaine
Vu que nous traitons spécifiquement du cas où le vocabulaire est différent, la situation 3 est
moins plausible que les autres. Elle est également plus simple : si les supports sont égaux, les
termes t et l sont équivalents et tous les principes de l’interrogation approchée, exposés dans le
chapitre 2 restent inchangés. Dans les autres situations, une réécriture de la requête s’impose
pour tenir compte du vocabulaire initial des résumés. Nous proposons une substitution dont
le but est capturer tous les tuples décrits par le terme l du vocabulaire personnalisé. Ainsi, on
substitue à l la plus petite union de termes de V dont le support contient celui de l. La requête
Q∗ initiale devient :
dans la situation 1, Q1 : SELECT * FROM R WHERE A = t
dans la situation 2, Q2 : SELECT * FROM R WHERE A IN (t, t1, t2)
La réécriture de la requête ne pose en elle-même pas de problème au niveau de la sémantique
puisque les requêtes réécrites sont des requêtes valides. Cependant, elle soulève une question
importante liée aux intervalles induits sur le domaine DA :
« comment distinguer dans ]c, d[ les valeurs qui ne correspondent qu’à ]a, b[ ? »
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Autrement dit, lorsqu’une requête précise l comme critère, l’on sait que ce critère se réécrit
par t, t1 et t2, en accord avec notre politique de réécriture. Mais les objets décrits par t, t1 et
t2 ne sont pas tous nécessairement décrits par l. Ce problème, traité en section 4.4.2, se pose
également lorsque l’interrogation est intégrée à un SGBD (section 6.1.1).
La difficulté de la mise en correspondance des deux partitions réside dans le cas 2. D’une
manière générale, on note qu’une requête réécrite contient un nombre plus grand de termes.
Dans le cas où la requête fait apparaître un seul attribut, le critère de sélection est disjonctif et
s’exprime sous la formeA = l1∨l2∨. . .∨ln. La réécriture donne lieu à une substitution identique
à celle évoquée plus haut. La nouvelle requête reste disjonctive, avec un ensemble de termes
a priori plus grand puisque la situation 2 prévaut. Dans l’éventualité d’une sélection multi-
attributs (par exemple, A1 = l1 ∧A2 = l2), la réécriture reste valable puisque la substitution est
plus générale que la requête initiale. Tous les résultats sont donc sélectionnés.
Cependant, dès qu’une substitution intervient, des éléments étrangers à l’intervalle ]a, b[
qu’implique un terme l (voir figure 4.10) peuvent être présents parmi les résultats. Il suffit pour
cela que ces éléments fassent également partie d’un autre sous-ensemble flou de la réécriture, t1
par exemple dans le cas 2 de la figure 4.10. La présence de résultats non sollicités est acceptable
1) s’il est possible de distinguer ces « faux positifs » ou 2) si l’on admet que le résultat de cette
interrogation (avec un autre vocabulaire que celui de la construction des résumés) peut être
approximatif. La propriété de complétude de la sélection est alors maintenue (tous les résultats
sont sélectionnés) mais pas la propriété d’adéquation qui spécifie que la réponse ne contient
aucun résultat non valide.
4.4.2 De la possibilité de distinguer les faux positifs
Déterminer si un élément X de l’ensemble des résultats d’une interrogation est un résultat
non sollicité revient à déterminer si la valeur X.A appartient à l’intervalle [a, b] sur le domaine
DA induit par le critère de recherche l sur l’attribut A. Sachant que ces valeurs d’attribut ne
sont pas disponibles au sein de la hiérarchie de résumés, l’accès à la base de données devient
nécessaire. En effet, un résumé ne conserve, pour une étiquette linguistique donnée, qu’une
valeur (le degré de satisfaction maximale) associée au domaine de l’attribut concerné. Cette
valeur réelle qualifie la description de tous les objets du résumé par l’étiquette linguistique.
C’est une valeur d’ensemble qui n’est pas spécifique à l’élément X .
Si l’accès à la base n’est pas possible, on admettra que les faux positifs sont inhérents à cette
approche de l’utilisation d’un vocabulaire différent. Dans le cas contraire, ils sont écartés lors de
l’étape de filtrage, post-traitement de la recherche (voir section 6.1.1, chapitre 6). Une réponse
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précise à une requête présente des enregistrements comme résultats. L’accès à la base de don-
nées implique donc le filtrage, qui résout le problème des faux positifs. Nous nous intéressons
ici aux requêtes dont les réponses sont imprécises, c’est-à-dire exprimées par des résumés.
4.4.3 Réponses approchées par imprécision
Considérons une requête dont le critère de sélection ne comporte qu’un terme, par exemple,
Q∗ : SELECT * FROM R WHERE A = l. l est un terme du vocabulaire d’interrogation V∗,
auquel sont substitués les termes t1 à tn du vocabulaire V de construction des résumés. On
obtient Q : SELECT * FROM R WHERE A IN (t1, . . . , tn).
Les termes t1 à tn apparaissent dans la substitution car les intervalles qu’ils définissent
sur le domaine DA sont intersectés par celui du terme l (cas 2 de la figure 4.10). Puisque les
variables linguistiques sont définies a priori et non en fonction des données résumées, il n’existe,
à l’échelle d’un terme ti, aucune garantie qu’un résultat à la requête corresponde effectivement
au terme l. En effet, une valeur x du domaine DA appartenant au noyau de l n’est pas distinguée
d’une valeur y, couverte non par l mais par l’un des termes de substitution (le terme t3 sur la
figure 4.11). Par contre, l’existence même de résumés résultats à la requête réécrite Q indique




Figure 4.11 – Situations relatives d’un terme et de ses substitutions
Nous pouvons ici distinguer les cas de figure où une interrogation consécutive à une sub-
stitution de termes offre une garantie de correction du résultat vis-à-vis des enregistrements.
SoitRz l’ensemble des résumés formant une réponse approchée à la requêteQ.Rz est exprimé
suivant le vocabulaire V de construction des résumés. Soit R∗z l’expression de la réponse Rz
suivant le vocabulaire V∗.
4.4.3.1 Garantie sur les réponses vides
Dans les substitutions décrites précédemment, les propriétés de l’algorithme d’interrogation
ne sont pas modifiées. En particulier, une réponse approchée non-vide implique nécessairement
que des enregistrements correspondants existent car tout résumé dans une hiérarchie décrit des
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données. Il n’est donc pas possible d’obtenir une réponse précise vide à partir d’une réponse
approchée non-vide.
En conséquence, une réponse approchée vide garantit une réponse précise vide. Par contre,
il n’est pas possible de garantir qu’une réponse approchée non-vide fournira une réponse pré-
cise non-vide. Ceci est dû à la réécriture des critères en critères plus généraux : Rz peut ne
contenir que des faux positifs. La garantie sur les réponses vides est associée à la propriété de
complétude.
4.4.3.2 Garantie sur les réponses non-vides
Pour garantir des réponses non-vides, il est nécessaire d’utiliser une réécriture « contrainte » :
les termes de substitution doivent être plus sélectifs que les termes initiaux. Pour ce faire, le
terme l (de V∗) est remplacé par les termes ti (de V) tels que ti ⊆ l (figure 4.12-a). Le sens de
l’inclusion des supports est inversé : c’est maintenant le terme l qui doit être plus général que le
terme de substitution.
L’inconvénient ici est que les réponses ne sont pas toutes capturées. Il peut y avoir des
réponses vides alors même que des enregistrements sont décrits par le terme l. Il suffit qu’au-
cun terme ti du vocabulaire de réécriture V∗ ne soit entièrement inclus dans l (figure 4.12-b).
Contrairement à la précédente, cette approche garantit l’adéquation mais au détriment de la
complétude. L’adéquation traduit le fait que dans le cas d’une réponse approchée vide, la ré-










Figure 4.12 – Réécriture contrainte
4.4.3.3 Réduire l’incertitude
En résumé, on note que dans le cas général, le résultat de l’interrogation de résumés à l’aide
d’un vocabulaire V∗ 6= V est caractérisé par une incertitude. Celle-ci porte, suivant l’option de
réécriture adoptée, soit sur la complétude de l’interrogation (existence possible de faux néga-
tifs), soit sur son adéquation.
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Une solution pourrait être de conserver, pour chaque sous-ensemble flou de la variable lin-
guistique sur l’attribut A, les valeurs minimales et maximales sur le domaine DA atteintes par
les données décrites par le terme. Ainsi, un sous-ensemble flou trapézoïdal est décrit par le
quadruplet usuel (a, b, c, d) augmenté par le couple (vmin, vmax) (figure 4.13). Cette solution
est partielle puisqu’elle ne permet toujours pas d’éviter la situation décrite par la figure 4.12-
b. Néanmoins, elle permet de réduire les cas où les résultats sont teintés d’incertitude puisque
l’intervalle [vmin, vmax] est nécessairement contenu dans l’intervalle ]a, d[. On tirerait ainsi parti
des situations où [vmin, vmax] est couvert par l. La figure 4.14 montre un exemple où la réécri-
ture contrainte peut s’effectuer malgré l’absence d’inclusion du support de t2 dans celui de l.
D’autre part, sur le plan pratique, cette solution (du sous-ensemble flou « augmenté ») présente
l’avantage d’être indépendante du volume des données résumées et de ne représenter qu’un













Figure 4.14 – Réécriture contrainte avec un sous-ensemble flou augmenté
Une autre façon de réduire l’incertitude consiste à conserver les degrés minimum et maxi-
mum d’appartenance aux résumés, déterminés descripteur par descripteur. Ces degrés per-
mettent de circonscrire le support du sous-ensemble flou, de la même manière que la solution
du sous-ensemble flou « augmenté » réduit l’intervalle ]a, d[ à [vmin, vmax].
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4.5 Conclusion
L’interrogation des résumés est utilisée pour fournir une réponse approchée, exprimée par
des résumés, à une requête. Le prototype implémentant cette interrogation a été présenté, de
même que les expériences menées. Ces expériences ont permis d’évaluer les temps d’exécution
de l’algorithme sur deux jeux de données. Il en ressort que l’existence et la caractérisation de
données satisfaisant des critères est déterminée en des temps courts (41 ms en moyenne pour
le plus volumineux des jeux de données). Notons que des optimisations de l’implémentation
permettront d’améliorer les temps obtenus.
Le cas des requêtes sans réponse est discuté. L’absence de résultat est traitée par relaxa-
tion des critères de recherche, et donc par modification de la requête initiale. Partant du test
d’appariement résumé-requête de l’algorithme d’interrogation, les attributs non satisfaits par le
résumé sont identifiés sans traitement additionnel. Un nouvel algorithme, basé sur l’algorithme
précédent, est proposé pour trouver des résumés proches de ceux désignés par la requête mais
absents de la hiérarchie de résumés interrogée. Pour ce faire, l’algorithme exploite des infor-
mations supplémentaires fournies explicitement sous la forme de mesures de distances ou de
matrices de substitution. En outre, les principes d’une modification implicite, sans information
supplémentaire, sont discutés. L’algorithme correspondant est ensuite proposé. Il utilise les ré-
sumés de la hiérarchie pour garantir que des réponses existent pour les requêtes modifiées qu’il
propose.
L’utilisation d’un vocabulaire différent de celui utilisé lors de la construction des résumés
est également discutée. Ne sont traités ici que les interrogations ayant une réponse approchée.
Les cas où la réponse est détaillée, exigeant un accès aux enregistrements, sont différés dans les
chapitres suivants. On montre que le vocabulaire personnalisé introduit une incertitude sur les
résultats en ce sens qu’il n’est pas possible d’assurer, pour toute réponse approchée, que tous





Les modèles de bases de données actuels visent, abstraction faite des fonctionnalités dites
« avancées » (réplication, reprise après pannes, concurrence, . . . ), le même objectif que les mo-
dèles précédents : stocker et gérer des données d’une manière sûre, cohérente et efficace. L’im-
pératif d’efficacité a par le passé été motivé par les faibles quantités de mémoire disponibles,
et les capacités de traitement limitées. Cet impératif revêt aujourd’hui une dimension supplé-
mentaire avec le volume des bases de données. Les outils utilisés pour respecter la contrainte
d’efficacité sont, d’une manière ou d’une autre, des index.
Un index est une structure de données construite à partir d’enregistrements d’une base de
données et organisée de façon à permettre de localiser rapidement les enregistrements recher-
chés. L’index contient dans tous les cas des informations permettant de guider les recherches
vers les données d’intérêt. Les bases de données étant rarement statiques, c’est-à-dire consti-
tuées une fois pour toutes, sans possibilité ou intention de modifications, la structure de données
qu’est l’index est amenée à évoluer.
Tout l’enjeu des techniques d’indexation réside dans leur capacité à créer une structure de
données dotée de propriétés les plus proches possibles de celles de la structure idéale dans le rôle
d’index. Il s’agit notamment de sa taille, faible par rapport aux données indexées, de sa facilité
d’implémentation et de maintenance, et de sa capacité à discriminer les bonnes réponses. Une
autre propriété importante mais souvent négligée est la capacité à effectuer tout autre traitement
dans des temps courts. Notons qu’un index offre l’avantage d’accélérer les recherches, mais
il a aussi un surcoût lié à sa gestion, en particulier lors des mises-à-jour. Typiquement, une
technique d’indexation ne met pas seulement en jeu une structure de données, mais aussi des
algorithmes d’insertion, de modification, et de suppression au sein de l’index.
Dans ce chapitre, nous présentons des généralités sur les index existants afin de rapporter
les résumés SAINTETIQ à ces techniques. La section 5.1 aborde les index monodimensionnels,
présents dans la plupart des systèmes de gestion de bases de données actuels. La suite du cha-
pitre traite des index multidimensionnels. Quelques techniques sont présentées, de même que
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les propriétés permettant d’évaluer les index. Cette présentation permet de tirer des conclusions
sur les caractéristiques partagées par les index et de montrer que les résumés SAINTETIQ en
font partie.
5.1 Index monodimensionnels
Un index est dit monodimensionnel lorsque les données utilisées pour sa construction sont
issues d’un unique domaine d’attribut D. La littérature sur ces index les classe dans différentes
catégories suivant leurs propriétés. Les distinctions à la base de ces catégories sont abordées
ci-dessous.
5.1.1 Index primaire et index secondaire
Lorsque la table de données est triée, l’attribut qui fixe l’ordre des enregistrements (sur le
support de stockage) sert souvent de clé de recherche. Si tel est le cas, l’index est dit primaire,
sinon il est qualifié d’index secondaire. Par définition, il ne peut exister qu’un index primaire
par fichier séquentiel d’une relation. Il est à noter que le qualificatif « primaire » est parfois
utilisé pour désigner un index construit sur une clé primaire de la relation. Cet usage semble
abusif ; la terminologie pour un tel index basé sur un identifiant le qualifie d’index unique.
5.1.2 Index groupé et index non groupé
Un index de fichiers séquentiels peut maintenir les données triées de manière à regrouper
physiquement les enregistrements correspondant à une même valeur. Il s’agit alors d’un index
groupé (clustered index, figure 5.1) : l’ordre des enregistrements sur le support physique est
identique à (ou très proche de) l’ordre des valeurs de la clé de recherche (également désignée
par le terme « attribut d’indexation »). De même qu’il n’y a qu’un index primaire par rela-
tion, il ne peut y avoir qu’un index groupé par relation. Le coût d’utilisation de l’index varie
de manière importante suivant cette caractéristique : la conservation de l’ordre séquentiel dé-
termine la possibilité d’un parcours séquentiel lors des recherches par intervalle. Dans un tel
parcours, plusieurs enregistrements sont disponibles en un accès disque au lieu d’un accès par
enregistrement si le parcours devait être initié pour un index non groupé.
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Index
Données
Figure 5.1 – Index groupé et index non groupé
5.1.3 Index dense et index non dense
Un index contient des informations sur les données qui guident les recherches. L’ensemble
d’informations liées à une valeur de la clé de recherche constitue une entrée d’index. Typique-
ment, une entrée consiste en une valeur de l’attribut d’indexation et un pointeur vers un ou
plusieurs enregistrements correspondants (voir la figure 5.2). Deux options de représentativité
des entrées d’index par rapport aux données existent : il peut y avoir une entrée par valeur








































sur le code de l’aéroport
Figure 5.2 – Index dense et index non dense
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en taille. L’autre option consiste à utiliser un index non-dense : une entrée d’index correspond
implicitement à plusieurs valeurs de la clé de recherche, présentes ou non parmi les données. La
contrepartie au volume plus faible est un traitement ultérieur en mémoire plus long. La figure
5.2 montre un exemple d’index dense et d’index non dense sur un fichier contenant les codes
d’aéroports du Texas. Le traitement ultérieur en mémoire peut être la recherche séquentielle au
sein d’un bloc de données à partir d’une position. Par exemple, la recherche de « Austin » s’ef-
fectue en deux étapes : la détermination d’une position du fichier où commencer la recherche,
donnée par « Abilene », et la recherche séquentielle à partir de cette position.
Notons que tout index non-dense est nécessairement groupé (autrement la recherche devien-
drait purement séquentielle) et que tout index secondaire est nécessairement dense.
Dans la suite de cette section sont présentées les méthodes d’indexation portant sur un attri-
but : les tables de hachage, l’index ISAM et les index de la famille de l’arbre B.
5.1.4 Tables de hachage
Les tables de hachage fournissent un accès direct à un enregistrement spécifique t grâce à
une fonction f dite fonction de hachage. La fonction, qui a comme argument la valeur d’un
attribut A (dit « champ de hachage ») de l’enregistrement, retourne une valeur Ax :
Ax = f(t.A) .
L’attribut A peut être la clé primaire ou n’importe quel autre attribut. À l’insertion de l’enre-
gistrement, la valeur Ax est utilisée pour déterminer l’emplacement de l’enregistrement t. De
même, Ax sert pour les recherches ; le même calcul est effectué et l’emplacement désigné reste
le même.
La valeur Ax peut fournir directement l’adresse physique de t. Mais cette solution, dite
de hachage direct, se révèle peu pratique et n’entre pas dans la catégorie des index [48] : le
hachage direct n’autorise en effet qu’un champ de hachage par fichier de données. Dans une
autre option, le hachage indirect, la valeur Ax désigne une entrée dans une table associée à une
section physique (une ou plusieurs pages) du fichier indexé. On parle de collision lorsque les
valeurs Ax1 = f(t1.A) et Ax2 = f(t2.A) d’emplacement calculées pour deux enregistrements
t1 et t2 sont égales. Ce phénomène est intrinsèque au principe même du hachage. Il a fait l’objet
de plusieurs travaux, notamment en cryptographie (voir [7, 123, 131]). L’ensemble de départ
(ici, l’ensemble des valeurs possibles de l’attribut de hachage) a un cardinal plus grand que
l’ensemble d’arrivée (l’intervalle des indices de la table) ; il est donc inévitable que des valeurs
différentes aient des images identiques.

















Adresse Emplacement Pages de données
Figure 5.3 – Table de hachage
Dans le cas général, il n’est pas possible de garantir que le nombre d’enregistrements placés
dans toute section n’excédera pas la capacité de l’emplacement. C’est pourquoi les index par ha-
chage prévoient des zones de débordement où placer les enregistrements affectés à une section
pleine. Cependant, ces zones de débordement réduisent l’efficacité de la méthode d’indexation :
l’accès à une section est direct mais la recherche au sein de la section reste séquentielle.
Le hachage a comme avantage d’être très rapide. Mais la réorganisation physique nécessaire
pour réduire les zones de débordement réserve les méthodes de hachage aux tables de données
plutôt statiques et de faible taille. De plus, la séquence des valeurs de l’attribut de hachage
n’est pas conservée sur le support de stockage dans le cas général, ce qui limite les critères
de recherche aux critères d’égalité. Par exemple, la séquence de données Abilene - Amarillo -
Austin - Beaumont - Brawnwood - Brownsville détermine la séquence de pages 1 - 2 - 3 - 4 -
1 - 2. Il est néanmoins possible de construire des fonctions de hachage qui garantissent que la
séquence physique des enregistrements correspond à la séquence logique des valeurs d’attribut
(voir [72] par exemple). Les recherches par intervalles de valeurs ne peuvent être supportées
qu’à cette condition.
Les améliorations des tables de hachage (par exemple, [56]) visent spécifiquement le pro-
blème des collisions. Ces méthodes permettent de faire varier le nombre des emplacements
et d’assigner dynamiquement des enregistrements aux emplacements qui optimisent la partie
séquentielle des recherches.
On notera que toute méthode d’indexation monodimensionnelle par table de hachage ga-
rantit l’extraction de l’enregistrement recherché en un maximum de 2 accès disque (s’il n’y a
pas de débordement) : un accès pour lire l’emplacement adéquat dans la table de hachage et un
accès pour lire l’enregistrement.
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5.1.5 ISAM
Un index ISAM (Indexed Sequential Access Method) [86] est un arbre de recherche géné-
ral non-dense, donc groupé, conçu par IBM avant l’apparition des bases de données relation-
nelles. Il est adapté aux recherches par plages de valeurs (ou recherches par intervalles) dans
un fichier séquentiel. Son organisation hiérarchique correspond à plusieurs niveaux d’index.
En effet, un niveau supérieur est un index sur le niveau immédiatement inférieur, lui-même
considéré comme un fichier séquentiel. À la construction de l’index, les pages de données sont
d’abord allouées séquentiellement et les données sont triées suivant l’attribut d’indexation. Les
pages d’index ensuite allouées reçoivent des valeurs discriminantes, qui guident la recherche
et des identifiants de pages existantes. Des niveaux supérieurs de pages d’index sont créés jus-
qu’à un niveau suffisamment faible en volume pour tenir entièrement en mémoire. Des zones
de débordement sont également allouées. On notera que seules quelques valeurs de l’attribut





Figure 5.4 – Index ISAM
Un index ISAM (voir figure 5.4) est paramétré par une valeur N qui est le nombre d’entrées
dans chaque page d’index de l’arbre. Une entrée d’index est une paire (v, pid) avec v, une va-
leur discriminante, et pid, un identifiant de page d’index ou de données suivant le niveau dans
l’arbre. La zone de données (les feuilles et les pages supplémentaires de la zone de déborde-
ment) est indépendante de N . Une page d’index divise un intervalle de la dimension indexée en
N intervalles bornés par les valeurs v0 < v1 < . . . < vN . Les valeurs extrêmes du domaine sont
implicites : les valeurs v0 et vN n’apparaissent donc pas dans la page d’index. Celle-ci contient
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N identifiants de page et N − 1 valeurs discriminantes et a la structure suivante :
pid0; v1, pid1; v2, pid2; . . . ; vN−1, pidN−1
L’accès à un enregistrement correspondant à une valeur précise nécessite au minimum au-
tant d’accès disque qu’il y a de niveaux de pages d’index. Ce nombre peut être augmenté du
nombre de pages de débordement à charger. En effet, les pages de données ne sont plus triées
en présence de débordement et doivent donc, dans le pire des cas, être entièrement parcourues.
De plus, l’arbre est une structure essentiellement statique car les nœuds internes (les pages d’in-
dex) ne sont pas affectés par les modifications et suppressions qui interviennent uniquement
au niveau des feuilles. Les entrées d’index restent inchangées et peuvent ainsi utiliser des va-
leurs discriminantes qui n’existent plus parmi les données. Ce facteur, bien que non pénalisant
pour les temps de réponse lors des recherches, peut conduire, en conjonction avec les pages de
débordement, à une réorganisation de l’index. La structure de données est remplacée par une
structure plus adaptée à l’état courant des données.
5.1.6 Arbres B
À l’instar d’un arbre ISAM, un arbre B est un arbre de recherche général à plusieurs niveaux.
Notons qu’il est toujours dense, que les données soient triées ou non. Cette caractéristique est
imposée par l’organisation hiérarchique, et l’objectif de répondre aux recherches par égalité
sans parcours séquentiel (chaque référence vers les données pointe un enregistrement). Dans
le cas où une recherche séquentielle est autorisée, l’index peut être non-dense et les feuilles
contiennent alors des références vers des blocs de données.
La proposition initiale de l’arbre B [5] présente une structure de données similaire à l’index
ISAM et qui reprend le même principe des valeurs discriminantes et des pointeurs de pages.
Cette proposition initiale a connu plusieurs variations [92, 98], dont l’arbre B+ [43], devenu
une technique standard des systèmes de gestion de bases de données. La figure 5.5 montre la
structure des nœuds internes et des feuilles pour un arbre B+ indexé sur un attribut A. Les
différences essentielles avec un arbre ISAM se situent au niveau des feuilles et dans le caractère
dynamique de l’arbre.
C’est ainsi que la structure ne définit pas de zone de débordement, mais prévoit l’évolution
du volume des données indexées par différents mécanismes qui en font une structure dyna-
mique. Une page de l’index a une capacité maximale de N entrées. Toute page, à l’exception
de la racine, voit sa capacité effective k (en nombre d’entrées d’index) respecter la contrainte :
dN/2e ≤ k ≤ N , (5.1)







v1 v2 Feuille suivante
t1.A = v1





Figure 5.5 – Pointeurs dans un nœud interne et une feuille d’un arbre B+
où dN/2e désigne le plus petit entier supérieur ou égal à la valeur réelle N/2. Ainsi, si N = 11,
k varie entre 6 (d11/2e) et 11.
L’arbre est réorganisé par une modification des entrées d’index à chaque allocation de page
de données. Une page d’index p0 de capacité effective k0 = N devant recevoir une entrée
supplémentaire engendre, par partitionnement, deux pages p1 et p2 de capacités respectives
k1 = dN/2e et k2 = bN/2c + 1. La valeur bN/2c désigne le plus grand entier inférieur ou
égal à la valeur réelle N/2 ; pour N = 11, bN/2c = 5. Pour des raisons pratiques, p1 conserve
l’emplacement physique de p0 et une entrée supplémentaire pour p2 est rajoutée au parent de p0
avec la valeur médiane de p0 comme discriminant. Dans le pire des cas, le partitionnement se
poursuit en remontant l’arbre jusqu’à la racine qui donne naissance à une nouvelle racine par
son propre partitionnement. Ce cas, par lequel l’arbre grandit en hauteur, intervient de plus en
plus rarement (en réalité, de façon logarithmique) au fur et à mesure que l’arbre grandit. Aussi le
partitionnement d’un nœud p0 apporte-t-il à l’arbre une capacité « d’accueil » proportionnelle
au nombre de partitionnements en découlant. La réorganisation d’un arbre B+ est donc non
seulement locale, mais peu fréquente.
Suivant la contrainte de l’équation (5.1), un nœud de l’arbre (page d’index ou de données) ne
peut avoir une capacité inférieure à dN/2e. Lors des suppressions, un nœud dans cette situation
déclenche une redistribution de valeurs entre pages de même niveau et de même parent. La
redistribution consiste à déplacer une entrée d’index, depuis un nœud frère, vers le nœud en
« infraction » vis-à-vis de la contrainte (5.1). Si aucun nœud ne peut se séparer d’une entrée
sans enfreindre à son tour la contrainte (5.1), le nœud concerné par la suppression et un nœud
voisin fusionnent en un seul nœud. Cette opération peut conduire à une diminution de la hauteur
de l’arbre.
Grâce à l’absence de zones de débordement, l’accès à tout enregistrement se fait en un
nombre constant d’accès disque car l’arbre est équilibré. Hormis le taux d’occupation, l’arbre B,
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en tant qu’index, n’a pas d’inconvénients autres que le besoin en espace de stockage et le surcoût
engendré par la maintenance de l’index, éléments inhérents à toute structure d’indexation.
Contrairement à une structure ISAM, les feuilles d’un arbre B (et de ses variations, y com-
pris l’arbre B+) sont chaînées. Un parcours séquentiel est donc possible : il suffit d’utiliser
l’index pour atteindre le premier élément de la séquence. Les recherches par intervalles sont
ainsi plus aisées qu’avec un index ISAM. Cependant, les recherches par égalité sont moins
efficaces qu’avec une table de hachage.
En raison de ses avantages, l’arbre B+ est la méthode d’accès monodimensionnelle par
excellence, implémentée dans tous les SGBD. En pratique, la valeur N est choisie de manière
à être un nombre pair ; la valeur entière d = N/2 est communément appelée la dimension de
l’arbre.
5.2 Index multidimensionnels
Il est généralement admis qu’un index multidimensionnel est préférable à plusieurs index
monodimensionnels dans un contexte de requêtes multi-critères. En effet, un système dépourvu
d’index multidimensionnels doit assurer la maintenance d’un certain nombre de structures d’in-
dexation. En supposant que tous les attributs sont indexés, utiliser simultanément plusieurs in-
dex monodimensionnels nécessite de réaliser une intersection des ensembles d’enregistrements
fournis par chaque index. En outre, on montre [93] qu’une recherche dans ce contexte est inef-
ficace car les sélectivités individuelles des structures de données ne peuvent pas être combinées
pour réduire rapidement l’espace de recherche.
Les index multidimensionnels apportent une solution à ces inconvénients : une unique struc-
ture de données, aucune opération d’intersection entre des ensembles parfois importants, et une
sélectivité nettement meilleure dans le traitement des requêtes multi-attributs. Cependant, cette
option, qui consiste à prendre en compte plusieurs dimensions à la fois lors des recherches,
présente des difficultés dues à la nature des espaces représentés. Le caractère non-trivial des
particularités des espaces à d dimensions a donné lieu à de nombreux travaux qui seront abor-
dés dans la suite de cette section. Ces particularités sont responsables de l’inefficacité des tech-
niques d’indexation lorsque le nombre de dimensions croît.
D’une manière générale, les techniques d’indexation sur d dimensions procèdent à un par-
titionnement de l’espace en sous-espaces (ou volumes) dénommés « cellules ». Une cellule
contient a priori plusieurs enregistrements. Elle est donc de granularité supérieure par rapport
aux enregistrements. Ceci permet de réduire le volume des informations nécessaires à l’abou-
100 CHAPITRE 5 — Indexation de données
tissement d’une recherche. Cette réduction n’est malheureusement pas suffisante pour contre-
balancer le phénomène, connu sous le nom de « malédiction de la dimensionnalité », de dégra-
dation des performances en raison de la croissance exponentielle du nombre de cellules.
Considérons le cas d’un espace E de dimension d divisé sur une dimension en n sous-
espaces de dimension d par des hyperplans de dimension d− 1, éventuellement parallèles entre
eux. La répétition de cette subdivision sur chaque dimension conduit à nd cellules. Le nombre
de cellules est donc clairement exponentiel par rapport à la dimension, et linéaire par rapport
au nombre de subdivisions. Lorsque le paramètre d est grand, il est probable que le nombre de
cellules avoisine ou dépasse le nombre d’objets (enregistrements) à indexer. Le bénéfice apporté
par une réduction du volume d’informations diminue alors et il peut être plus coûteux d’utiliser
l’index que de parcourir tout l’espace en examinant chaque objet.
Dans la suite de cette section, sont présentées les méthodes d’indexation qui prennent en
compte plusieurs dimensions. En premier lieu, seront présentées des structures de données dont
l’intérêt est de rassembler les caractéristiques que l’on retrouve dans les index. Ces structures de
données pourraient elles-mêmes servir d’index, mais elles seraient d’une faible efficacité. Dans
un second temps, quelques techniques multidimensionnelles, majoritairement arborescentes, se-
ront traitées. Certaines d’entre elles s’inspirent des tables de hachage et les étendent de manière
à gérer plusieurs dimensions.
5.2.1 Structures de données
5.2.1.1 K-D-Tree
Cette structure de données proposée par Bentley [8] est la structure de base de tous les index
arborescents. Elle est formée d’un arbre de recherche binaire dont chaque nœud reflète un par-
titionnement de l’espace E à k dimensions (d’où le nom de la structure) en deux sous-espaces
E1 et E2 de dimension k. Le partitionnement est réalisé grâce à un hyperplan de dimension
k − 1 : une droite dans le plan, un plan dans un espace à 3 dimensions, etc. Les hyperplans
sont iso-orientés, c’est-à-dire parallèles à un axe de référence de E : dans un espace cubique,
ils seraient parallèles à l’une des faces du cube.
La stratégie de subdivision de l’espace impose une alternance cyclique des axes de réfé-
rence ; en dimension 2, la séquence des axes serait (x, y, x, y, x, . . . ) ou (y, x, y, x, y, . . . ). Elle
impose également que le plan de partitionnement passe par un objet de l’espace car cet objet est
stocké dans un nœud. Les branches du nœud représentent les deux sous-espaces issus du parti-
tionnement, lequel est répété jusqu’à ce que tous les objets soient représentés dans l’arbre. La
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structure ne gérant que des points, les nœuds internes et les feuilles sont des points. À l’image
des arbres B, le k-d-tree (pour « k-dimension tree ») présente l’inconvénient de stocker des
données au sein des nœuds. Il est également sensible à l’ordre (voir section 5.2.3.1). L’alter-
nance cyclique des dimensions peut être un facteur d’inefficacité car elle conduit à des arbres



























Figure 5.6 – K-D-Tree
Ces inconvénients sont traités par une amélioration du k-d-tree, l’adaptive k-d-tree [9]. Dans
cette structure, l’hyperplan de partitionnement est choisi de manière à équilibrer le nombre de
points dans les sous-espaces résultants. L’alternance des axes de partitionnement n’est plus une
règle. Pour pallier l’absence d’alternance implicite, les informations stockées dans un nœud in-
terne décrivent l’hyperplan de subdivision. En conséquence, tous les points sont référencés au
niveau des feuilles. La condition d’arrêt du partitionnement est atteinte lorsque le nombre de
points dans les feuilles passe en dessous d’un certain seuil. La valeur de ce seuil est habituelle-
ment fixée par l’espace alloué à la cellule sur le support de stockage. La structure obtenue, qui
reste sensible à l’ordre, est plus importante en volume en raison des informations sur les plans
de séparation. L’exemple de la figure 5.7 est équilibré parce que tous les points sont connus a
priori. Dans le cas où des mises-à-jour surviennent, la structure ne conserve pas cette propriété.
Gaede et Günther [68] considèrent le bintree de Tamminen [134] comme une autre variante
du k-d-tree. Les hyperplans de partitionnement sont implicites car la subdivision produit des
sous-espaces de même taille.
5.2.1.2 BSP-Tree
Dans ses principes, le Binary Space Partition Tree [63] est similaire à l’adaptive k-d-tree ;
l’espace à indexer est subdivisé récursivement en sous-espaces de dimensions k au moyen d’hy-








































Figure 5.7 – Adaptive k-d-tree
perplans de dimensions k− 1 jusqu’à ce que le nombre d’objets soit en dessous d’un seuil fixé.
Cependant, il s’en distingue par une différence de poids : les hyperplans ne sont plus nécessai-
rement iso-orientés. Ceci permet d’adapter le partitionnement à la répartition des objets dans
l’espace, puisque c’est cette répartition qui détermine l’emplacement de l’hyperplan. Le BSP-
Tree permet d’indexer des objets spatiaux (dotés d’une aire ou d’un volume) en plus des points.
Cette structure, bien que très utilisée dans le domaine du graphisme [62, 145], notamment
pour l’élimination des surfaces cachées, souffre de quelques handicaps. La détermination des
hyperplans et les calculs d’intersection sont coûteux. De même, l’espace de stockage requis
est plus important : il faut en effet conserver les informations sur l’hyperplan (emplacement et
orientation) alors qu’auparavant, une position relative à l’axe concerné suffisait. L’arbre obtenu
n’est pas équilibré et peut avoir une grande profondeur. La figure 5.8 montre un exemple de













































Figure 5.8 – BSP-Tree
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5.2.2 Techniques d’indexation
La littérature sur les index multidimensionnels est riche en recherches sur les techniques
d’indexation [4, 6, 12, 13, 30, 33, 37, 76, 80, 81, 89, 100, 101, 119, 129, 130, 146, 148]. Mais
l’intégration concrète de ces techniques (ou « méthodes d’accès ») dans un système est mar-
ginale : en dehors du R-Tree de Guttman [76] (discuté en section 5.2.2.1), et plus rarement du
R∗-Tree de Beckmann et al. [6] (section 5.2.2.1), seul le Z-ordering [108] est, à notre connais-
sance, disponible dans un SGBD, en l’occurrence, Oracle.
Toutes les techniques d’indexation, basées soit sur les structures de données de la section
5.2.1 (voir [73] par exemple), soit sur une technique existante, présentent néanmoins des idées
originales. Les structures de données (de la section 5.2.1) déterminent notamment la politique de
partitionnement adoptée par la technique : les index basés sur le k-d-Tree partitionnent l’espace
à indexer de façon régulière tandis que ceux basés sur le BSP-Tree effectuent un partitionnement
dicté par le placement des données dans l’espace.
Les propositions d’index étant nombreuses, cette section ne présentera que les techniques
(assimilées à leur structure de données) qui se distinguent notablement des autres, en raison
d’une spécificité unique ou de leurs performances.
5.2.2.1 R-Tree
La technique d’indexation du R-Tree, proposée par Guttman en 1984 [76] est, sur le plan
historique, la première technique d’indexation multidimensionnelle. Elle a été proposée pour
prendre en charge les objets spatiaux dans un espace multidimensionnel. Un objet est spatial
quand il a un volume (une surface dans un espace à 2 dimensions) non-nul. Il est défini par la
donnée d’un nombre de points supérieur à la dimension de l’espace auquel il appartient. On
trouve ces objets dans les applications géographiques ou la conception assistée par ordinateur,
où les objets manipulés sont des polygones plutôt que des points.
Dans un R-Tree, un objet d’un espace E de dimension d est représenté par un intervalle
Ii = [ai, bi] sur chaque dimension i, l’intervalle étant le plus restreint possible pour contenir la
projection de l’objet sur l’axe de la dimension i. Notons cependant que l’intervalle peut être ou-
vert car la technique autorise des bornes infinies. L’hyperrectangle constitué par les intervalles
I1 = [a1, b1], I2 = [a2, b2], . . . , Id = [ad, bd] décrit la région englobante minimale (ou REM) de
l’objet Ω considéré par un intervalle multidimensionnel I : I(Ω) = I1(Ω)×I2(Ω)× . . .×Id(Ω).
La structure de données en arbre du R-Tree figure une hiérarchie de régions (ici des rectangles)
englobantes minimales. Il est possible que des portions de l’espace soient couvertes par plu-
sieurs REM ; on parle alors d’overlap (voir section 5.2.3.3). Les objets contenus dans ces ré-
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gions font l’objet de plusieurs entrées d’index (voir section 5.1) au niveau des feuilles. En
conséquence, la recherche de l’un de ces objets suivra plusieurs chemins distincts dans l’arbre.
Dans la suite de ce document, nous utiliserons l’acronyme « REM » pour désigner aussi bien
une région englobante minimale pour le cas général, qu’un rectangle englobant minimal pour
le cas le plus fréquent.
Le fonctionnement de l’arbre est similaire à celui d’un arbre B. Une entrée d’index est éga-
lement constituée d’informations (un REM) sur les données indexées et d’un pointeur vers une
page d’index. Les feuilles contiennent, outre des REM, des pointeurs vers la description des ob-
jets spatiaux ou des points. Tous les nœuds, exception faite de la racine, ont un nombre minimal
m d’entrées et une capacité effective k telle que m ≤ k ≤ N , N étant la capacité maximale
d’un nœud, déterminée par la taille de la page allouée sur le support physique pour chaque
nœud. Lorsque la capacité maximale est atteinte lors d’une insertion, le nœud est partitionné et
remplacé par deux nœuds au même niveau. Chaque nœud correspond à une région choisie de
manière à minimiser le volume total des REM. L’arbre étant équilibré, toutes les feuilles sont à
une même hauteur h inférieure à dlogm(N)e.
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Figure 5.9 – R-Tree
La recherche d’un objet (par exemple b1 dans la figure 5.9) se fait en spécifiant un intervalle
Is de dimension d. Dans un nœud, l’intersection de Is avec chaque REM d’un sous-nœud est
calculée. Une intersection non-vide indique que le nœud sera visité. Toutes les entrées sont
testées car la possibilité d’un recouvrement dénote implicitement plusieurs (et non un seul)
rectangles englobants, en l’occurrence, R3 et R6 pour l’objet b1. Gaede et Günther [68] pointent
le fait qu’un R-Tree ne peut pas réellement effectuer une recherche exacte à moins que l’objet
ne soit constitué que de facettes parallèles aux axes (ce qui est le cas pour b1). Pour un tel objet,
l’hyperrectangle englobant occupe le même volume que l’objet. Dans les autres cas d’objets
non iso-orientés comme b6, la recherche sélectionne des « objets candidats », c’est-à-dire ceux
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dont le rectangle englobant intersecte Is. Par la suite, l’objet lui-même est testé et sa validité en
tant que résultat est déterminée.
Lors de la suppression d’un objet, la méthode d’accès mène une recherche pour localiser
la feuille correspondant à l’objet. Les données sur l’objet (REM et référence) sont supprimées
de la feuille. Quelle que soit l’évolution de la capacité effective de la feuille, un ajustement du
REM, c’est-à-dire une contraction d’un ou plusieurs intervalles, survient pour chaque parent
jusqu’à la racine. Si k < m, les entrées d’index sont soit redistribuées aux nœuds frères, soit
réinsérées dans l’arbre. Un nouvel ajustement propagé vers le haut peut être nécessaire pour
finaliser la suppression.
En tant que première méthode d’indexation multidimensionnelle, qui plus est, capable de
gérer des objets spatiaux, le R-Tree a donné lieu à de nombreuses variantes. Le « packed R-
Tree » [122] par exemple, est capable de déterminer le meilleur partitionnement de l’espace et
l’arbre minimal qui lui correspond, à condition que tous les objets soient connus. Le « sphere
Tree » [139], autre variante du R-Tree, s’en distingue en utilisant des sphères comme volumes
englobants au lieu de rectangles.
R∗-Tree Le R∗-Tree de Beckmann, Kriegel, Schneider et Seeger [6] est une variante du R-
Tree dont l’objectif est d’en corriger certaines faiblesses. En particulier, les auteurs ont constaté
que la phase d’insertion des objets dans l’arbre influençait grandement les performances de la
structure lors des recherches. Contrairement au R-Tree où un nœud dont la capacité maximale
est dépassée subit systématiquement un partitionnement, cette méthode réinsère une proportion
p des entrées du nœud dans la racine de l’arbre avant de se résoudre à partitionner le nœud
plein. La proportion p d’entrées réinsérées dans l’arbre afin d’éviter un nouveau partitionnement
est un paramètre de la méthode. Cependant, la réinsertion peut quand même conduire à une
modification structurelle de l’arbre.
Les objectifs visés lors du partitionnement des nœuds pleins sont également différents :
• minimiser les recouvrements entre REM ;
• minimiser le périmètre des rectangles ;
• maximiser la capacité effective des nœuds.
Au final, les rectangles englobants sont prioritairement disjoints et de forme plus carrée. La
figure 5.10 montre un exemple de R∗-Tree.
Pour les opérations autres que l’insertion, les algorithmes restent les mêmes, mais les perfor-
mances globales de la structure sont meilleures car la recherche est globalement plus efficace.
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Cette technique est parfois considérée comme la meilleure structure d’index pour les données
de faible dimension, notamment bidimensionnelles [20, 100].
R5R4R3
R1 R2



















Figure 5.10 – R∗-Tree
X-Tree La technique du X-Tree est une variante du R∗-Tree spécifiquement conçue pour les
grandes dimensions (typiquement, supérieures à 10). Cette structure, proposée par Berchtold,
Keim et Kriegel [13], vise le principal problème des grandes dimensions : le recouvrement
(voir la section 5.2.3.3). Elle introduit deux notions originales, le super-nœud et l’historique des
partitionnements.
Les travaux effectués sur l’indexation de données ont permis de tirer des conclusions quant
à l’organisation d’index la plus adaptée suivant la nature des données. Ces conclusions, qui
seront exploitées par l’X-Tree, montrent qu’une hiérarchie est l’organisation la plus efficace
pour les données de faible dimension (par exemple, l’arbre B+ en monodimensionnel et le R∗-
Tree pour 2 à 6 dimensions). À l’inverse, une organisation linéaire (sous forme de tableau) est
plus efficace en moyenne pour des données de grande dimension. C’est typiquement le cas du
parcours séquentiel. Une hiérarchie peut être efficace sur de grandes dimensions, à la condition
que les recouvrements entre les unités d’indexation (c’est-à-dire les cellules) soient inexistants.
Une telle condition est insatisfaisable dès lors que des objets spatiaux sont représentés par des
volumes englobants. On peut dériver une organisation linéaire d’une organisation hiérarchique
en limitant l’arbre à ses feuilles, les niveaux supérieurs étant ignorés.
Un nœud qui a atteint sa capacité maximale et auquel est affectée une entrée d’index supplé-
mentaire doit être partitionné. Mais cette opération a tendance à engendrer des recouvrements
de REM. Dans un X-Tree, l’algorithme d’insertion essaie de partitionner le nœud en limitant
le pourcentage de recouvrement produit en dessous d’un taux paramétrable Tx. Idéalement,
Tx = 0. Si une telle possibilité n’existe pas, l’opération de partitionnement est reportée et le
nœud est promu au rang de super-nœud. Le super-nœud est différent d’un nœud « normal » en
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ce sens qu’il a dépassé la capacité nominale. Autrement dit, ne sont autorisés que les partition-
nements réalisables sans recouvrement.
La deuxième notion propre à l’X-Tree est l’historique des partitionnements. L’historique
est utilisé lors des opérations de partitionnement afin de trouver la dimension qui permettra
de ne produire aucun recouvrement. Cette dimension est une de celles suivant lesquelles tous
les rectangles englobants des nœuds fils ont auparavant été partitionnés. L’historique est stocké
sous la forme d’un arbre binaire dont les feuilles sont les REM présents dans l’arbre d’index.
Une opération de partitionnement étant toujours un remplacement d’un REM par deux REM,
il suffit d’étiqueter les nœuds internes de l’arbre binaire avec la dimension de partitionnement
pour retracer entièrement l’historique.
En règle générale, les nœuds de l’arbre tendent à se transformer en super-nœuds lorsque
la dimension augmente. La figure 5.11, tirée de [13], montre l’évolution de la forme d’un X-
Tree telle que les auteurs l’ont constatée expérimentalement. Un rectangle plein représente un






Figure 5.11 – Forme générale d’un X-Tree
5.2.2.2 Pyramid-Tree
Le Pyramid-Tree [12] est une autre proposition de Berchtold, avec Böhm et Kriegel, posté-
rieure à l’X-Tree. Cet index est capable de performances supérieures à celles d’un X-Tree sur
les mêmes données d’un facteur allant jusqu’à 14 en ce qui concerne les accès disque et jusqu’à
2500 pour les temps de réponse.
De telles performances sont possibles car la technique n’indexe pas d’objets spatiaux : elle
échappe donc au problème des recouvrements des régions englobantes. Les performances se
justifient également par le fait que la technique ne subit pas la malédiction de la dimension-
nalité, c’est-à-dire la dégradation de ses performances lorsque la dimension augmente. Pour
réussir cette prouesse, un partitionnement original « optimisé pour les grandes dimensions »
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est utilisé : un hyperrectangle de dimension d est divisé en un nombre N = 2.d de pyramides
dont le sommet est le centre de l’hyperrectangle. La figure 5.12-a montre un exemple pour des





Figure 5.12 – Partitionnement en pyramides
Chaque pyramide est divisée en tranches, parallèles à la base, associées chacune à une page
de données (figure 5.12-b). Un identifiant unique est assigné à chaque pyramide. Un point de
l’espace est représenté par un nombre réel combinant l’identifiant de la pyramide à laquelle il
appartient et le numéro de la tranche. Ainsi, la technique procède à une transformation de points
de dimension d en points de dimension 1. Dès lors, l’indexation de l’espace multidimensionnel
se réduit à une indexation classique, en l’occurrence, à l’aide d’un arbre B+.
La transformation utilisée à l’insertion d’un point intervient également pour les recherches
aussi bien exactes que par intervalle. En raison de la représentation dans un espace de dimen-
sion inférieure, les collisions déjà évoquées dans les tables de hachage (voir section 5.1.4) sont
inhérentes à la technique. La recherche nécessite donc un filtrage des points sélectionnés afin
d’exclure les faux positifs dûs aux collisions.
D’autres méthodes (par exemple, le Z-ordering [108] ou celles qui effectuent un hachage)
sont basées sur une transformation vers un espace de dimension inférieure. Mais le Pyramid-
Tree est la seule méthode qui reste réellement efficace dans les grandes dimensions. Malgré
ses performances, elle n’a pas que des avantages. Cette technique est limitée aux points, ce
qui l’exclut du champ d’application des domaines géographiques et géométriques qui ont mo-
tivé les premières méthodes multidimensionnelles d’indexation. De plus, ses performances sont
optimales seulement pour des données uniformément distribuées. Bien que Berchtold et al. pro-
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posent dans [12] un remplacement du centre géométrique par le centre de gravité, le problème
d’équilibre resterait ouvert d’après Berrani et al. [14].
5.2.2.3 TV-Tree
Le TV-Tree (pour Telescopic Vector Tree) de Lin, Jagadish et Faloutsos [100] est une struc-
ture dont l’objectif de conception est de repousser la dégradation inévitable des performances
vers des dimensions supérieures. Pour ce faire, et puisque la dégradation est exponentielle en
fonction de la dimension, la structure prend en compte un nombre de dimensions plus faible
à la racine que dans les feuilles. Ainsi, l’impact de la dimensionnalité est plus faible dans les
niveaux supérieurs, proches de la racine. En conséquence, l’arbre est plus petit en volume et
le vecteur représentant les valeurs prises en compte pour une recherche varie en taille avec le
niveau dans l’arbre, d’où le nom de la technique.
À chaque niveau, le TV-Tree divise les attributs des données du sous-arbre en :
• attributs de valeurs communes aux données indexées, déjà utilisés plus haut dans l’arbre ;
• attributs ignorés, dont la prise en compte augmenterait l’impact de la dimensionnalité ;
• attributs discriminants.
Mais des informations préalables sur les attributs sont nécessaires pour choisir efficacement les
attributs discriminants à chaque niveau.
D’après les auteurs, cette façon de discriminer, en utilisant de plus en plus de critères, cor-
respond à la façon dont les humains classent intuitivement des objets, par exemple en zoologie
où les espèces sont distinguées en vertébrés et invertébrés. La distinction entre sang chaud et
sang froid n’est valable que pour les vertébrés. Par conséquent, cet attribut ne sera utilisé que
dans le sous-arbre des vertébrés.
5.2.2.4 Hybrid Tree
L’Hybrid-Tree de Chakrabarti et Mehrotra [33] est une hybridation de techniques arbores-
centes existantes afin d’en mutualiser les avantages. Les auteurs distinguent parmi les tech-
niques d’indexation multidimensionnelle celles qui utilisent des régions englobantes (par ex-
emple, le R-Tree, section 5.2.2.1) et celles qui partitionnent l’espace en cellules disjointes (par
exemple, le kDB-Tree [119]). Les premières souffrent du recouvrement des REM, et les se-
condes ne peuvent garantir un taux minimal d’utilisation des pages physiques allouées (voir
section 5.2.3.7).
Le problème du recouvrement des REM a déjà été abordé pour le R∗-Tree et l’X-Tree en
sections 5.2.2.1. Le taux minimal d’utilisation désigne la proportion plancher du nombre d’en-
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trées dans une page d’index par rapport à la capacité disponible, toutes les techniques faisant
correspondre une page physique à un nœud de l’arbre. En général, les nœuds sont partitionnés
lorsqu’ils atteignent leur capacité maximale. On obtient alors deux nœuds distincts qui rem-
placent le nœud précédent, comme c’est le cas dans un arbre B (section 5.1.6). Lorsque le
partitionnement du nœud n’est pas restreint à une région de l’arbre, il provoque généralement
une cascade de partitionnements forcés, y compris sur les nœuds dont la capacité maximale
n’est pas atteinte. Les pages résultantes sont alors largement sous-occupées. En conséquence,
l’arbre d’indexation est grand (en nombre de nœuds) et volumineux (en taille occupée), et les
accès disque sont très peu efficaces car les nœuds lus apportent peu d’informations.
La technique du Hybrid-Tree essaie de mitiger l’impact de ces deux problèmes : les recou-
vrements ne sont admis que si l’option contraire déclenchait une cascade de partitionnements.
Pour cette structure, une politique de partitionnement peu courante est utilisée : le partitionne-
ment est monodimensionnel. Ainsi, les différents fils d’un nœud ne se différencient que sur une
dimension, ce qui a pour effet d’augmenter la sélectivité des nœuds au cours des recherches (voir
la section 5.2.3.6). Le choix de la dimension de partitionnement est à la charge d’algorithmes,
proposés dans la même publication [33], qui se fondent sur des probabilités pour optimiser les
futures opérations de recherche.
5.2.2.5 Grid File
Le Grid File est une structure d’indexation non-hiérarchique proposée par Nievergelt, Hin-
terberger et Sevcik [105], qui constitue une extension du hachage indirect (voir section 5.1.4) à
plusieurs dimensions.
Le principe est toujours de subdiviser l’espace de données en cellules, ce qui revient, dans
l’esprit de la technique, à superposer une grille sur l’espace. La grille est figurée par les pointillés
dans la figure 5.13. Les cellules obtenues, de tailles diverses, disposent chacune d’une entrée
dans un répertoire (ou « grid directory »). De même que le hachage monodimensionnel associe
un emplacement à une valeur de la fonction de hachage, chaque cellule multidimensionnelle est
associée à un emplacement (ou « data bucket ») de l’espace (linéaire) de stockage physique.
L’emplacement correspond à une page physique de données, parfois partagée entre plusieurs
cellules. La fonction de hachage prend en compte plusieurs dimensions pour calculer l’entrée
du répertoire où trouver l’objet recherché.
L’écartement entre les hyperplans qui partitionnent une dimension est variable. Il est géné-
ralement fixé par la capacité maximale d’un emplacement. La relation hiérarchique qui existe
dans les index arborescents est ici inexistante. Ceci limite le nombre d’accès disque nécessaire
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pour toute opération dans l’index. En réalité, toute recherche exacte aboutit en un maximum
de deux accès disque : un accès pour lire l’entrée du répertoire calculée (si l’entrée n’est pas

































Figure 5.13 – Grid File
Cependant, cette technique admet des redondances de pointeurs qui conduisent à une crois-
sance linéaire du répertoire. Par exemple, dans la figure 5.13, la page 1 est référencée plusieurs
fois, de même que la page 3. En outre, l’insertion d’un seul point dans l’espace de données peut
générer une forte croissance du répertoire.
Pour une opération d’insertion, l’entrée adéquate est calculée par la fonction de hachage.
Si l’emplacement désigné n’a pas atteint sa capacité maximale, l’insertion ne modifie pas le
répertoire. Par contre, si l’emplacement est plein (par exemple, à l’insertion de p15 dans R3
pour une capacité de cinq entrées), une page de données est allouée et deux options existent.
Dans le cas où plusieurs cellules pointent le même emplacement et qu’un hyperplan existant
les partitionne déjà, des points sont déplacés vers la nouvelle page et les entrées sont mises à
jour. Autrement, un nouvel hyperplan (figuré par des tirets dans la figure 5.13) divise la cellule
concernée, ce qui se répercute sur toutes les autres cellules intersectées. Dans notre exemple, si
le plan vertical est utilisé, la cellule R7 est partitionnée. Si l’hyperplan horizontal est utilisé, les
cellules R1, R2 et R4 sont partitionnées et produisent des cellules vides. La fonction de hachage
est modifiée en conséquence du nouvel hyperplan et un éventuel ajustement des pointeurs per-
met de regrouper des cellules sous-occupées. Il n’en reste pas moins que une ou trois entrées
sans utilité immédiate sont rajoutées au répertoire.
La famille des techniques d’indexation par hachage comprend d’autres techniques qui sont
des variantes du Grid File, et dont l’objectif est de ralentir la croissance du répertoire. Par
exemple, Hinrichs [82] propose de rajouter un deuxième répertoire (« root directory ») au-
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dessus du répertoire « normal », ce qui permet de confiner certains partitionnements. Une autre
technique, le twin grid file par Hutflesz, Six et Widmayer [85], utilise deux grilles indépendantes
sans relation hiérarchique, c’est-à-dire à un même niveau. La grille la plus appropriée est utilisée
suivant la distribution des données : les points sont déplacés d’un emplacement pointé par une
grille vers l’autre grille si le transfert permet de limiter l’augmentation du nombre de cellules
ou de faire baisser ce nombre.
BANG File Cette technique d’indexation, par Michael Freeston [60], est une technique hy-
bride basée sur un hachage multidimensionnel, mais qui utilise un arbre pour représenter le
répertoire.
Comme dans le Grid File, l’espace de données est divisé par une grille, mais les cellules
obtenues peuvent présenter un recouvrement. La figure 5.14 montre un exemple pour une ca-
pacité de 4 entrées par page de données. Le recouvrement est possible grâce à une imbrication
des cellules : une cellule de la grille initiale en dépassement de capacité (R3 dans la figure 5.14
à l’ajout de p9) est bien sûr partitionnée par un hyperplan. Cependant, au lieu de diviser toutes
les cellules intersectant l’hyperplan, seule la cellule concernée (R3) est partitionnée. L’orga-
nisation du répertoire en arbre est apte à représenter le caractère local du partitionnement. En
conséquence, une seule entrée est rajoutée au répertoire (celle de R4).
Le recouvrement observé ici ne souffre pas de l’inconvénient constaté dans les techniques
purement arborescentes car il ne correspond pas à une intersection, mais à une imbrication.
Un objet dans un recouvrement (p5 par exemple) n’a qu’une entrée dans l’arbre. Le BANG
(Balanced And Nested Grid) File est dit équilibré car le nombre d’objets représentés est à peu
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Figure 5.14 – BANG File
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Notons toutefois que les régions représentées par certains emplacements ne sont plus né-
cessairement des régions régulières : dans la figure 5.14, R1 n’est pas réellement un rectangle
puisque la région représentée ne comprend ni R3 ni R2.
5.2.3 Propriétés des techniques d’indexation
Les diverses techniques d’indexation multidimensionnelle disponibles sont considérées dans
la littérature (notamment dans [14, 20, 68, 155]) sous plusieurs aspects dont l’évaluation donne
une idée de leur performance. Il s’agit notamment des propriétés mathématiques des concepts
et des structures de données, en général dictées par les objectifs de conception. Ces propriétés
influent sur les propriétés pratiques de mise en œuvre des techniques. Les autres aspects portent
sur les caractéristiques de l’arbre construit car, à quelques exceptions près, les techniques d’in-
dexation multidimensionnelle créent des index arborescents. Cette section passe en revue les
propriétés recensées.
5.2.3.1 Sensibilité à l’ordre
La structure de données obtenue en résultat de l’indexation d’un jeu de données peut être
différente suivant l’ordre de prise en compte des données. Cette différence est fonction des
critères de placement et de la politique de partitionnement que définit la technique. Si une telle
différence d’organisation de la structure existe, la technique est dite sensible à l’ordre.
La sensibilité à l’ordre (parfois désignée par le terme « indéterminisme ») implique qu’au-
cune garantie ne peut être donnée que la structure obtenue (en général un arbre) est optimale. En
effet, il pourrait exister une autre forme de la structure, induite par un ordre différent d’insertion
des données, plus « adaptée » d’après d’autres critères de performance comme la complexité
spatiale (section 5.2.3.9), le taux d’occupation (section 5.2.3.7) ou l’équilibre de l’arbre (section
5.2.3.10). C’est ainsi que le R∗-Tree [6] améliore le R-Tree [76] en ciblant spécifiquement ce
problème d’indéterminisme.
5.2.3.2 Forme des régions
La modélisation géométrique des données structurées associe un domaine d’attribut à une
dimension d’un espace multidimensionnel où un enregistrement correspond à un point de l’es-
pace. Les coordonnées du point dans l’espace sont données par les valeurs de l’enregistrement
correspondant.
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Comme indiqué en section 5.2, les cellules utilisées dans l’index regroupent les représenta-
tions géométriques des enregistrements. Elles définissent des régions de l’espace multidimen-
sionnel englobant un nombre variable de points. La région ou forme englobante est le plus
souvent un hyperrectangle, en raison de la relative simplicité de ce dernier concept, ou une
hypersphère. D’autres formes plus complexes mais moins intuitives existent ([12, 89]), par ex-
emple, résultant de l’intersection d’un hypercube et d’une hypersphère.
5.2.3.3 Recouvrement
La notion de recouvrement (overlap) désigne l’intersection entre les cellules de l’espace
multidimensionnel. D’après Berchtold et al. dans [13], cette caractéristique est un problème
important au point de justifier une méthode d’indexation (celle du X-Tree, traitée en section
5.2.2.1) qui vise à le résoudre spécifiquement. Il serait également à l’origine de la dégradation
des performances : la proportion d’objets couverts par plus d’une cellule (taux de recouvrement)
augmente très rapidement pour atteindre 80% en dimension 4 et « approcher » 100% pour
les dimensions supérieures à 6 sur des données réelles. On note que le R+-Tree [130] vise
également à résoudre ce problème que rencontre le R-Tree [76].
L’existence de recouvrements exprime la possibilité d’atteindre un objet par plusieurs che-
mins différents. L’impact de ce taux sur les performances des techniques se justifie par le fait
que les objets faisant partie du résultat final sont « extraits » de plusieurs cellules. Toutes ces
cellules sont donc examinées au cours de la recherche, y compris celles, superflues, dont les
objets font déjà partie du résultat. Un taux de recouvrement plus faible ou nul aurait permis de
faire l’économie du parcours de toutes ces cellules, sachant qu’un nœud correspond à une ou
plusieurs pages sur le support de stockage.
5.2.3.4 Réduction de la dimension
La réduction de la dimension d’un espace est une tentative de contournement des problèmes
liés aux espaces de grande dimension et évoqués en section 5.2 (voir aussi [14, 147]). Cette idée
découle du constat que les données réelles sont fortement corrélées et groupées. Il n’est donc pas
nécessaire de prendre en compte toutes les dimensions. On en considère un nombre plus faible
que celui de l’espace d’origine. Ceci présente bien sûr des difficultés car il faut déterminer les
dimensions à conserver mais il faut aussi que les données se prêtent bien à la réduction des
dimensions.
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5.2.3.5 Contraction
La contraction d’un espace E permet de ne pas conserver d’informations à propos des cel-
lules vides. L’index ne renseigne plus que sur E réduit aux cellules non-vides. Cette propriété
est satisfaite par la plupart des méthodes d’indexation. Cependant, d’après Freeston [61], les
méthodes basées sur une transformation de E en un espace linéaire ordonné (par exemple le Z
ordering [107] ou le Grid File, traité en section 5.2.2.5) en sont dépourvues.
Dans un espace de dimension d, la subdivision la plus simple partitionne l’espace en deux
sous-espaces sur chaque dimension. Il y a donc au minimum 2d cellules. Ce nombre de cellules
devient non-négligeable pour une certaine valeur de d et dépasse très rapidement le nombre
d’objets. Il est donc important pour un index de posséder cette propriété.
5.2.3.6 Pouvoir de séparation
Cette caractéristique est liée à l’organisation physique des nœuds de l’arbre (voir section
5.2.3.7). Elle désigne la proportion d’objets définitivement écartés à chaque étape de progres-
sion dans l’arbre lors d’une recherche. Elle est liée au fan-out (envergure) de chaque nœud : plus
le nombre de sous-espaces référencés dans un nœud est élevé, plus le pouvoir de séparation est
grand.
Les travaux sur les index négligent les traitements effectués en mémoire centrale et ac-
cordent plus d’importance aux accès disque. Un bloc (ou page) disque chargé en mémoire offre
un certain nombre d’entrées d’index, contenant chacune des informations sur le sous-espace
représenté. La détermination du sous-espace contenant l’objet recherché étant considérée négli-
geable en termes de coût, il est important que la page d’index offre le maximum d’informations
possible. Pour une même taille de bloc physique, une technique discriminant les nœuds fils
sur une dimension (par exemple, le k-D-B-Tree [119] ou l’Hybrid-Tree [33]) a un fan-out plus
important qu’une technique utilisant plus de dimensions (c’est le cas des autres techniques ar-
borescentes). Ceci s’explique par le fait que les données décrivant des cellules sur plusieurs
dimensions occupent un espace de stockage plus grand que la description du même nombre
de cellules sur une dimension : sur une même page, on peut donc stocker moins de descrip-
teurs multidimensionnels que de descripteurs monodimensionnels (voir la discussion en section
5.2.4.2 plus loin).
Le fan-out est un paramètre important de la forme de l’arbre pour un même jeu de données.
S’il est faible, la profondeur de l’arbre augmente. Il en est de même pour le nombre de nœuds
visités lors d’une recherche. La performance générale de la technique en est affectée, sachant
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qu’une recherche intervient lors de l’interrogation, mais aussi lors des insertions et suppressions,
soit lors de toute opération sur les données.
5.2.3.7 Taux d’occupation
Rappelons que les techniques arborescentes allouent à chaque nœud un espace de stockage.
L’occupation de cet espace varie au cours des opérations sur l’arbre (créations, insertions et
suppression d’objets). À chaque instant, l’espace alloué est partiellement ou complètement uti-
lisé. La proportion utile de cet espace pour un nœud représente son « taux d’occupation ».
En général, le taux d’occupation désigne une valeur plancher, un minimum de la proportion
utile (minimum occupancy) d’un nœud garanti par la technique. Par exemple, cette proportion
garantie est de 50% pour le B-Tree [5].
Pour les techniques multidimensionnelles, un taux d’occupation minimum semble difficile
à obtenir. Néanmoins, le BV-Tree de Michael Freeston [61] garantit un taux de 33%.
5.2.3.8 Flexibilité
Un aspect important d’une technique d’indexation est, au-delà des principes de conception,
l’organisation de l’index sur disque et en mémoire. Depuis le B-Tree [5], les techniques d’in-
dexation allouent à chaque nœud d’un arbre un espace de stockage constant ou variable sur
disque.
La flexibilité d’une technique s’entend par cette variabilité de la taille des nœuds. Contrai-
rement à certains domaines d’applications, la flexibilité n’est pas recherchée ici car elle est
préjudiciable à l’efficacité d’une technique. En effet, des tailles variables pour les nœuds de
l’arbre, combinées avec un taux d’occupation non garanti, empêchent de prédire la taille de
l’arbre, et par conséquent, de garantir ses performances.
On note que le LSD-Tree [81] décrit un arbre à plusieurs niveaux logiques organisé de telle
sorte qu’un niveau réside en mémoire centrale, et les autres en mémoire secondaire.
5.2.3.9 Complexité
Les complexités temporelle et spatiale forment le critère d’évaluation le plus important
d’une technique d’indexation car l’objectif d’un index est de réduire les temps de réponse lors
du traitement des requêtes. En raison de la latence des supports de stockage vis-à-vis du pro-
cesseur, cet objectif revient à réduire le nombre d’opérations d’entrées/sorties. D’après Frees-
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ton [61], la technique d’indexation multidimensionnelle idéale devrait préserver les propriétés
de l’arbre B :
• il existe un chemin d’accès unique à un objet ;
• une mise-à-jour se fait en temps logarithmique par rapport au volume de données ;
• les modifications structurelles de l’arbre sont locales et non globales ;
• un taux d’occupation (voir section 5.2.3.7) minimum est garanti.
De telles propriétés permettent de fixer des limites, en temps comme en espace de stockage, aux
besoins d’une technique particulière et de la rendre « entièrement prévisible » et donc utilisable
pour des applications critiques.
Les complexités théoriques des index sont très rarement disponibles dans les publications
correspondantes. On notera que les techniques d’indexation multidimensionnelle ont une com-
plexité spatiale exponentielle dans le pire des cas. Cependant, on relève quelques exceptions
dans la littérature, liées à des techniques procédant par transformation de l’espace multidimen-
sionnel vers un espace monodimensionnel traité par un arbre B+. Par conséquent, elles héritent
des propriétés de l’arbre B+. C’est ainsi que le Pyramid-Tree [12] (voir section 5.2.2.2) et l’UB-
Tree [4] ont une complexité spatiale linéaire en fonction du nombre d’objets à indexer, et une
complexité temporelle logarithmique.
Weber, Schek et Blott montrent dans [147] que les techniques utilisées pour la recherche de
plus proches voisins ont une complexité temporelle linéaire en fonction du volume de données.
Ils mentionnent, comme résultat de l’expérimentation menée, que la recherche séquentielle est
meilleure que toutes les méthodes d’indexation testées à partir de 10 dimensions pour la re-
cherche de plus proches voisins.
5.2.3.10 Équilibre
Cette propriété est généralement entendue comme la faculté d’une structure à placer les
feuilles de l’arbre à une même distance de la racine. Mais Michael Freeston, dans son article
sur le BANG File, la définit différemment (voir section 5.2.2.5) : l’équilibre devient la propriété
d’un arbre à placer dans ses branches gauche et droite à peu près le même nombre d’objets.
L’équilibre de l’arbre d’indexation, lorsqu’il désigne la hauteur des feuilles, permet de bor-
ner sa profondeur, d’estimer sa taille et les temps de réponse. Mais Berrani et al. [14] montrent
que l’équilibre de l’arbre n’implique pas automatiquement que la complexité est calculable et
vice-versa.
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5.2.3.11 Réglages
L’existence de paramètres dans une technique d’indexation pose un problème difficile, ce-
lui de leur détermination. Un fonctionnement optimal (par rapport à d’autres caractéristiques
comme la complexité ou l’équilibre de l’arbre) requiert souvent d’adapter les paramètres au jeu
de données. À ce titre, les réglages semblent « porter préjudice aux techniques paramétrées »
d’après Zobel et al. [155]. Le X-Tree [13] est un exemple de technique à paramètres pouvant
dégénérer en d’autres structures moins performantes si le paramètre est mal fixé (voir [14] pour
plus de détails).
5.2.3.12 Stabilité de la structure de données
Cette caractéristique se réfère à l’augmentation en volume de l’index en fonction de la quan-
tité de données. Dans certaines techniques, la simple insertion d’un objet peut provoquer le dou-
blement en taille de la structure d’index. C’est le cas pour la technique EXCELL [133]. D’autres
techniques inspirées du Grid File [105] (section 5.2.2.5) souffrent également d’une croissance
rapide du nombre de cellules indexées, la croissance étant cette fois sans rapport avec le nombre
de dimensions.
Cette croissance du volume des structures d’index survient pour les techniques dans les-
quelles les partitionnements causés par une insertion ont une portée globale plutôt que locale.
5.2.3.13 Coût CPU
La plupart des techniques semblent se préoccuper d’éléments de performance comme la pro-
fondeur des arbres, la complexité spatiale et temporelle ou le nombre d’accès disque, mais pas
du coût CPU induit par les calculs inhérents aux techniques. Bien au contraire, le M-Tree [37]
vise à « réduire le coût CPU des calculs de distance » par l’utilisation de l’inégalité triangulaire.
La technique évite d’effectuer les calculs de distance, particulièrement coûteux dans de grandes
dimensions, qui se révéleraient inutiles.
5.2.4 Discussion
5.2.4.1 Types de recherches
Les types de recherches que permet une technique d’indexation dépendent de l’organisa-
tion de la structure d’index. La recherche exacte est la plus simple à implémenter puisqu’elle
consiste en une simple comparaison avec les critères de sélection. La recherche par intervalles,
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qui peut être vue comme une extension de la recherche exacte à plusieurs valeurs sur un do-
maine discret, est moins fréquente, mais plus que la recherche par similarité ou la recherche
des plus proches voisins. Ces deux derniers types de recherches sont particulièrement difficiles
dans les espaces de grandes dimensions car ces recherches se fondent sur des distances ou des
mesures de similarité. Or le nombre de cellules voisines pour une cellule quelconque augmente
exponentiellement avec la dimension. De même, la probabilité pour un point p de l’espace
d’être près d’une frontière tend vers 1 : la probabilité de devoir explorer les cellules voisines
lors de la recherche des plus proches voisins de p tend vers 1 [14, 147]. Enfin, la croissance de
la dimension implique la définition d’intervalles de plus en plus grands pour spécifier un même
volume. Ainsi, dans le plan, un hypercube de dimension 2 (un carré donc) dont chaque côté a
une longueur de 10% sur chaque dimension occupe 1% de l’espace total. Mais dans un espace
à 10 dimensions, un hypercube qui occupe 1% du volume a un côté de longueur l = 10
√
0.1, soit
environ 63% du domaine. Ces trois facteurs (le nombre de cellules, la proximité des frontières
et l’extension des domaines couverts) font que les recherches par similarité ou distance exigent
le parcours d’une grande partie de l’espace indexé. D’après Weber, Schek et Blott dans [147],
les techniques d’indexation implémentant ces index deviennent moins performantes que la re-
cherche séquentielle dès 10 dimensions.
5.2.4.2 Stockage des descripteurs de cellules
Les structures d’index en arbre allouent à chaque nœud une page (espace de stockage),
correspondant à une (ou plusieurs) unités d’allocation du système d’exploitation et du SGBD.
Supposons une taille de page de 8 Ko. En faisant abstraction de toute métadonnée, les données
stockées dans une page d’index sont des entrées d’index. Une entrée d’index offre le moyen de
décrire de manière non ambigüe le sous-arbre, éventuellement réduit à une feuille, auquel elle
correspond. Mais une entrée contient également un pointeur vers la page correspondant au sous-
arbre. Dans un arbre B+, les informations sur un sous-arbre se réduisent à une valeur de l’attribut
indexé, soit 4 octets pour des entiers. Le pointeur est généralement aussi un entier de la même
taille, soit un total de 8 octets par entrée. Une page d’index de 8 Ko dans un arbre B+ contient
donc 1024 entrées par page. Ceci autorise 220 (1.048.576) enregistrements pour un arbre à deux
niveaux et 230 (1.073.741.824) enregistrements pour un arbre à 3 niveaux d’indexation.
Dans un index multidimensionnel, un intervalle sur l’une des dimensions est nécessaire-
ment représenté par deux valeurs. Pour un espace à d = 8 dimensions entières, la représentation
complète d’une cellule requiert d points, soit 64 octets, et celle d’une entrée d’index (qui prend
en compte un pointeur de page), 68 octets. Ceci permet 15 entrées par page d’index. Un arbre
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plein et équilibré sur 3 niveaux autorise donc 153 = 3.375 cellules, sur 4 niveaux, 154 = 50.625
cellules. Ces valeurs sont en retrait par rapport à une subdivision régulière de l’espace par n hy-
perplans par dimension. En effet, les nombres de cellules obtenues seraient de (n+1)8 cellules,
soit 38 = 6.561 et 48 = 65.536 cellules pour une subdivision par deux et trois hyperplans respec-
tivement. On constate ainsi que les index multidimensionnels ont une hauteur relativement plus
grande que les index monodimensionnels pour un même nombre d’enregistrements indexés. Ce
fait peut être atténué par des représentations incomplètes ou hiérarchisées des cellules, ou par
l’utilisation de techniques de compression. Mais en règle générale, un index multidimensionnel
requiert plus d’accès disque qu’un index monodimensionnel pour une recherche exacte d’un
même enregistrement.
5.2.4.3 Recouvrement
On constate que les index multidimensionnels ne sont pas groupés (voir section 5.1 pour
la définition d’un index groupé). Autrement dit, les enregistrements ayant des valeurs proches
ne sont pas nécessairement voisins sur le support physique. En général, une unité d’indexation
élémentaire (une feuille) regroupe les objets dont les valeurs sur les attributs d’indexation sont
proches. Si la distinction entre nœuds se fait sur la base de d dimensions, toute sélection sur
k attributs avec k < d réalise une projection de l’espace de données initial sur un espace de
dimension inférieure. Ce phénomène est une autre déclinaison des collisions des fonctions de
hachage (voir section 5.1.4) et des projections sur la droite ou le plan (figure 5.15). Une sélection
sur k dimensions désigne implicitement plusieurs unités d’indexation de même que le point p1
de la figure 5.15 désigne plusieurs points de la droite (a, d).
Les feuilles correspondant à une sélection sur k dimensions sont éparpillées dans l’arbre.
Des critères particuliers peuvent permettre de circonscrire les résultats à une région de l’arbre
d’indexation, mais l’expérience n’est pas reproductible sur tous les critères. Dans le cas général,
les feuilles sélectionnées se retrouveront sur toute la largeur de l’arbre. Cependant, une sélection
sur d attributs désignera une unique feuille pour les techniques sans recouvrements. Par consé-
quent, le chemin suivi par la recherche est unique et le nombre de nœuds parcourus, équivalent
au nombre d’accès disque, est minimal. Dans les autres cas de sélections, la recherche est moins
efficace : les feuilles résultats sont dispersées en cas de sélection sur un nombre de dimensions
inférieur à d et, en cas de recouvrement, certains des nœuds visités apportent des informations
redondantes.
Par conséquent, il est préférable qu’une technique d’indexation n’admette pas de recouvre-
ment. On évite ainsi des opérations (recherches, insertions, modifications et suppressions) peu















Figure 5.15 – Projections sur des espaces de dimensions inférieures
efficaces. Mais plus que l’aspect géométrique de la notion de recouvrement, c’est la possibilité
de chemins multiples vers un même objet (par exemple, b1 dans la figure 5.9 en section 5.2.2.1),
synonyme d’entrées multiples, qui est à éviter.
5.2.4.4 Performance
À propos de la performance, on note que les méthodes par hachage devancent les méthodes
en arbre grâce au nombre d’accès disque constant (voir sections 5.1.4 et 5.2.2.5). Malheureuse-
ment, les méthodes d’indexation par hachage ne sont efficaces que pour les recherches exactes
et les fonctions adéquates sont difficiles à trouver dans un contexte dynamique. Aucune tech-
nique (arborescente ou par hachage) ne répond à tous les besoins qui motivent l’utilisation
d’index multidimensionnels. Même le Pyramid-Tree, qui est la seule technique échappant à la
malédiction de la dimensionnalité (voir section 5.2.2.2), ne traite efficacement que les données
uniformes et les requêtes par intervalles. Berchtold et al. montrent dans [11] qu’il n’existe pas,
pour des données uniformes, une structure d’index qui soit performante sur toutes les dimen-
sions pour les recherches de plus proches voisins. Dans [147], les auteurs vont plus loin et
considèrent qu’il vaut mieux tenter d’améliorer la recherche séquentielle que de « se battre pour
une guerre déjà perdue » contre les difficultés des grandes dimensions (dont on peut trouver une
description dans le même article). Bien que ces conclusions ne concernent que la recherche de
plus proches voisins, l’examen des propositions de techniques d’indexation dans leur ensemble
(16 techniques recensées entre 1990 et 1999 contre 3 [10, 113, 144] entre 2000 et 2007) semble
les confirmer.






























Figure 5.16 – Partitionnement de l’espace dans SAINTETIQ
5.2.4.5 Résumés SAINTETIQ
Au vu des techniques d’indexation multidimensionnelles disponibles, les résumés se rap-
prochent des techniques issues du k-d-Tree. Outre l’organisation hiérarchique et l’ordre partiel
qui en découle, typiques des index arborescents, la subdivision de l’espace est statique et se
fait par plans parallèles aux axes. En conséquence, les cellules sont des hyperrectangles. La
construction de l’arbre par insertions successives est également indéterministe (au sens de la
section 5.2.3.1).
On retrouve néanmoins quelques différences au sein des résumés. En particulier, les cel-
lules sont de taille fixe (figure 5.16), il n’y a donc pas de volumes englobants mis-à-jour en
fonction des données qui y sont référencées. Les nœuds d’une hiérarchie de résumés sont des
nœuds logiques. Leur contenu n’est pas fixé par une contrainte telle que la taille d’une page
physique. Les sujets liés à cette taille, relevant de la politique de partitionnement, ne se posent
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pas ici. Comme technique d’indexation, les résumés seraient une technique par point. Enfin,
une hiérarchie de résumés est un arbre non équilibré.
Table 5.1 – SAINTETIQ par rapport aux propriétés des techniques d’indexation














Pouvoir de séparation N/A N/A
Équilibre + × -
Réglages - × +




Stabilité < nombre de nœuds
Coût CPU + × -
Notons enfin qu’il suffit d’une relation d’ordre partiel comme base pour un index en arbre.
C’est ainsi que Hellerstein et al. [79] ont proposé un index général capable d’implémenter tout
index arborescent équilibré. De manière simplifiée, définir une technique d’indexation dans ce
cadre revient alors à définir la sémantique de l’ordre partiel et la politique de partitionnement.
Il est ainsi possible de simuler le comportement d’un index B+ ou R-Tree.
Dans le reste de cette section, les résumés sont analysés vis-à-vis des propriétés de la sec-
tion 5.2.3, dans l’hypothèse qu’une hiérarchie de résumés constitue une structure d’index. On
peut ainsi déterminer, d’une part, les acquis des résumés SAINTETIQ, et d’autre part, les carac-
téristiques auxquelles porter une attention particulière afin d’atténuer ou d’annuler leur impact
négatif. Le tableau 5.1 propose un récapitulatif des caractéristiques recensées dans la littérature.
Ce tableau indique également, le cas échéant :
• l’impact positif ou négatif (matérialisé respectivement par « + » et « - ») de la propriété
considérée sur les performances des techniques ;
• si la propriété s’applique à SAINTETIQ (« √ » si oui, « × » si non) ;
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• le bilan de cette propriété pour les résumés, négatif (« - »), positif (« + ») ou positif sous
conditions (« (+) »).
Taux d’occupation garanti. Cette caractéristique n’est pas applicable aux résumés car les
nœuds d’une hiérarchie sont des nœuds logiques, sans espace alloué sur le support de stockage.
La question de la capacité effective ne se pose donc pas encore.
Pouvoir de séparation. De même que le taux d’occupation, le pouvoir de séparation n’est
pas encore applicable. Mais quelques observations peuvent être faites. D’abord, il n’existe pas
dans le processus de construction des résumés de politique relative au nombre de dimensions
suivant lesquelles distinguer les niveaux inférieurs. Il est effectivement possible de retrouver, au
sein d’une même hiérarchie, des nœuds dont les fils diffèrent sur des attributs différents.
Indéterminisme. La question de la sensibilité à l’ordre de SAINTETIQ a fait l’objet d’une
discussion par R. Saint-Paul dans [125]. L’auteur conclut que « la topologie de la hiérarchie
n’est pas primordiale selon les applications envisagées ». Il ressort de son analyse que l’effet
d’ordre est inévitable en raison, notamment, du caractère incrémental de la construction. De
plus, les opérateurs d’apprentissage, bien que capables de défaire et refaire une topologie, ont
une action dont la portée est très limitée au sein de la hiérarchie. Dans un index, la topologie de
la structure est synonyme des liens père-fils entre nœuds physiques. L’impact de l’indétermi-
nisme pourrait être négatif sur l’espace total occupé par l’index et par conséquent sur les temps
de réponse, en induisant par exemple un nombre moyen d’accès disque plus important.
Recouvrement. Le recouvrement des unités d’indexation est une caractéristique qu’on tente
habituellement d’éviter dans un index. Cependant, la notion de gradualité inhérente aux descrip-
tions par variables linguistiques requiert qu’une valeur du domaine puisse appartenir simultané-
ment à deux descriptions distinctes. Dans un contexte d’utilisation de descriptions linguistiques,
le recouvrement est nécessaire et ne doit donc pas être perçu comme un désavantage.
Réduction de la dimension. Cette propriété est en réalité extrinsèque aux hiérarchies de résu-
més. Il est en effet possible de projeter une relation R = (A1, . . . , An) sur un nombre d’attributs
(m) inférieur à la dimension (n) de la relation. On obtient alors une relation R∗ = (A1, . . . , Am)
sur laquelle les résumés seront construits.
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Flexibilité. Comme le taux d’occupation, la flexibilité, qui désigne le caractère variable des
tailles d’entrées d’index, s’applique aux nœuds physiques. On peut néanmoins déjà noter que
la représentation en intension d’un résumé a une taille variable : les résumés feuilles présentent
un unique couple degré-étiquette par attribut alors que les résumés de niveaux supérieurs de-
viennent multivalués. L’impact négatif de la flexibilité peut être annulé en adoptant une autre
représentation de l’intension. Par exemple, l’assignation d’une position binaire invariable à
chaque descripteur d’une variable linguistique (comme effectué en section 4.3.3) permet de
représenter une intension sur un nombre fixe de bits. On peut ainsi arriver à homogénéiser la
taille des résumés à tous les niveaux d’une structure d’index.
Équilibre. La propriété d’équilibre est importante dans les systèmes contraints en temps de
réponse. Un temps de traitement court est un atout pour une technique d’indexation, mais l’in-
terrogation flexible n’est habituellement pas un processus temps-réel. La contrainte d’équilibre
peut donc être relaxée.
Stabilité. Ici encore, la stabilité se réfère à un aspect matériel du stockage de la structure d’in-
dex, appelant des remarques. Saint-Paul établit, analytiquement et expérimentalement dans [125],
que les modifications structurelles d’une hiérarchie de résumés interviennent majoritairement
au début de sa construction. De plus, Raschia montre dans [115] que la taille d’une hiérarchie de
résumés est bornée, indépendamment du nombre d’enregistrements à résumer. Outre ces consi-
dérations, on note que les résumés ne représente pas l’espace vide. Il n’y a donc pas de risque
que le nombre d’unités d’indexation augmente comme cela peut être le cas dans la technique
du Grid File (voir section 5.2.2.5) où la subdivision de l’espace est également indépendante des
données.
Coût CPU. Le coût CPU doit être pris en compte lorsque les calculs nécessaires pour mener
les recherches et autres opérations de l’index ne sont plus négligeables face aux temps d’accès
disque. C’est le cas dans les très grandes dimensions. Il n’y a pas de calculs de ce type lors d’un
parcours de hiérarchie SAINTETIQ. A priori, cette caractéristique ne sera pas pénalisante, mais
il reste à le confirmer expérimentalement.
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5.3 Conclusion
Ce chapitre a présenté un état de l’art des techniques d’indexation. Un index désigne toute
structure de données conçue pour accélérer les traitements effectués sur un ensemble de don-
nées. Pour sa construction, des informations issues des données sont nécessaires. On parle d’in-
dex monodimensionnel lorsque ces informations portent toutes sur un même domaine d’attribut,
et d’index multidimensionnel lorsque ces informations proviennent de plusieurs attributs.
Les index monodimensionnels présentés sont soit à base de répertoires (c’est le cas des
tables de hachage), soit organisés en arbre (ISAM et arbres B). La recherche sur les index à une
dimension semble avoir abouti à la conclusion que l’arbre B+ est le meilleur index possible.
Les index multidimensionnels sont également à organisation linéaire pour les techniques
qui effectuent un hachage indirect sur plusieurs dimensions, ou à organisation arborescente
pour toutes les autres, qui fixent un ordre partiel sur les unités d’indexation. Dans ce chapitre,
les structures de données à la base des index arborescents ont été présentées (K-D-Tree et BSP-
Tree), de même que les techniques marquantes dont les propriétés ou les performances sont
singulières (par exemple, le Pyramid-Tree, dont le nombre de cellules évolue de façon linéaire
plutôt qu’exponentielle avec la dimension). Ensuite, les propriétés mathématiques et structu-
relles des index multidimensionnels, recensées dans la littérature, ont été détaillées. Ces pro-
priétés couvrent les aspects conception (contraction, réduction de dimension, complexité, . . . )
et implémentation (flexibilité, réglages, taux d’occupation, . . . ) des techniques. Les conclusions
qui découlent de cette présentation des techniques d’indexation ont été finalement exposées.
Elles permettent de mettre en évidence des similarités entre ces index et les résumés du modèle







Ce chapitre applicatif décrit l’implémentation des résumés SAINTETIQ en tant que méthode
d’accès au sein du système de gestion de bases de données PostgreSQL. L’interrogation des
résumés envisagée jusqu’ici consistait à décrire des enregistrements, sans accéder à la relation,
et donc, sans utiliser les valeurs d’attributs. Cependant, le chapitre 3 montre que les systèmes
d’interrogation flexible ont parfois besoin des valeurs d’attributs, en particulier pour déterminer
l’adéquation de chaque enregistrement résultat à la requête traitée. A-t-on la possibilité d’utiliser
une hiérarchie de résumés pour extraire des valeurs d’attributs ? On suppose que oui car les
résumés conservent les identifiants des enregistrements décrits. Nous étudions ici la faisabilité
et l’efficacité en temps de réponse de cette possibilité, sous le SGBD PostgreSQL.
Les raisons qui ont motivé le choix de PostgreSQL sont les suivantes. D’abord, PostgreSQL
est très utilisé dans le monde de la recherche en bases de données et y a bonne presse. De plus,
en tant que logiciel libre, le code source est aisément disponible. Ce point en particulier a très
largement facilité la mise en œuvre de notre implémentation, grâce à la haute qualité du code
publié, et aux exemples qu’ont été les méthodes d’accès standard du système. Ensuite, le SGBD
est explicitement orienté « plug-in » afin de présenter une grande versatilité sans pour autant
céder du terrain sur le plan de l’efficacité. Il admet l’intégration de nouvelles fonctionnalités
par le biais de modules externes supplémentaires, éventuellement conçus par les utilisateurs.
En particulier, de nouvelles méthodes d’accès peuvent être rajoutées au SGBD et bénéficier
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d’un couplage fort avec le noyau du système de la même manière que les méthodes d’accès
standard. Ceci garantit le maximum de performance possible, élément important pour les index,
dont le rôle est d’accélérer les recherches. Enfin, la documentation disponible est relativement
exhaustive et une communauté de personnes, centrée sur le logiciel, est active à travers des listes
de diffusion et des forums de discussion. Ce dernier aspect collaboratif est également important
lors de l’ajout de plug-in sur une plate-forme logicielle spécifique.
En raison de sa fréquence, la recherche est l’opération la plus importante d’un index : elle
intervient aussi bien lors des interrogations que lors des ajouts, suppressions et modifications.
C’est à ce titre que l’opération de recherche est le point central de la présente étude. L’objec-
tif n’est pas de proposer une nouvelle technique d’indexation générale dont les performances
seraient meilleures que celles des techniques existantes (voir la section 5.2.4.5 et plus parti-
culièrement, 5.2.4.5). Cependant, de par l’aspect sémantique affirmé des résumés SAINTETIQ,
nous comptons montrer qu’ils sont aptes à aider les processus plongés dans le même cadre sé-
mantique, notamment les outils d’interrogation flexible. Les conclusions tirées de cette étude
permettront, à terme, de modifier la construction des résumés, et de l’adapter en vue d’une op-
timisation pour le rôle d’index. À ce titre, les regroupements effectués par le processus actuel
sont conservés : la hiérarchie de résumés est réutilisée telle quelle. La seule modification effec-
tuée est un changement de format, du texte simple d’un fichier XML vers une version binaire
dont la section 6.2 donne le détail.
6.1 Description de l’implémentation
6.1.1 Modification de l’algorithme de recherche
Rappelons que l’interrogation précédemment décrite admet en entrée des critères exprimés
sur les étiquettes linguistiques. En sortie, le processus fournit des résumés, issus de différents
niveaux de la hiérarchie de résumés, ou pris uniquement parmi les feuilles. Le processus d’inter-
rogation décrit dans le chapitre 2 peut être repris tel quel dans une méthode d’accès. Cependant,
deux étapes supplémentaires s’avèrent nécessaires en entrée et en sortie du processus (voir fi-
gure 6.1) pour obtenir des enregistrements.
Dans le rôle d’index, où le service rendu est l’identification d’enregistrements, l’interro-
gation est intégrée à un système de gestion de bases de données (SGBD). Les hypothèses et
pratiques en usage dans les SGBD doivent être respectées, notamment en ce qui concerne les
requêtes. En effet, le langage de requête étant SQL, les conditions de sélection de la clause
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WHERE (par exemple, température = 800) doivent être traduites en étiquettes linguistiques.












Figure 6.1 – Schéma de l’interrogation à but d’identification
En sortie, le résultat habituel d’une interrogation dans un SGBD est une liste d’enregistre-
ments. L’extension des résumés est mise à profit pour remplacer chaque résumé (résultat de
l’interrogation de résumés) par les enregistrements couverts. Mais ce faisant, d’éventuels enre-
gistrements incorrects sont inclus. Un descripteur couvre en effet plusieurs valeurs du domaine ;
il n’est pas garanti que deux tuples t1 et t2 d’un même résumé partagent les mêmes valeurs sur
les domaines d’attributs initiaux. Ainsi, t1 tel que t1.température = 810 ne devrait pas faire
partie du résultat de la requête SQL de critère température = 800. Pour assurer l’adéquation
de l’interrogation et fournir les mêmes résultats que toute autre méthode d’accès, une étape de
filtrage par rapport aux critères SQL est donc rajoutée. Son rôle est de faire la part entre les
résultats valides vis-à-vis des critères SQL et les autres enregistrements incorporés du fait de
leur description par les critères linguistiques, plus généraux.
Pour une interrogation à but d’identification de tuples, l’algorithme 1 (38) est modifié de
manière à ne renvoyer que des feuilles de l’arbre comme résultat (voir l’algorithme 4). Il suffit
d’ajouter toutes les feuilles d’un nœud interne s’il est déjà un résultat (cas 2 en section 2.2.2).
Si le nœud examiné est une feuille, il est rajouté à la liste des résultats.
6.1.2 Considérations spécifiques à PostgreSQL
En raison de sa conception visant à favoriser la modularité, PostgreSQL [135] est un système
« catalog-driven » : tous les objets reconnus par le SGBD sont référencés selon leur nature dans
des tables relationnelles. C’est ainsi que les types, les opérateurs, les fonctions (qu’elles soient
des procédures stockées SQL ou des routines compilées en format binaire), les classes d’opéra-
teurs, les méthodes d’accès, les statistiques, etc. sont définis (ou pour le moins représentés) par
des enregistrements. Les tables concernées ont toutes un nom de la forme « pg_xxx », préfixé
par « pg », où xxx désigne la nature des objets : par exemple, pg_proc pour les fonctions
(procedures) et pg_am pour les méthodes d’accès (access methods).
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Algorithme 4 Fonction RechercheFeuille(z, C)
Lres ← < >
si Corr(z, C) = excès alors
pour chaque nœud fils zfils de z faire
Lres ← Lres +RechercheFeuille(zfils, C)
fin pour
sinon
si Corr(z, C) = exacte alors








Dans la terminologie PostgreSQL, une méthode d’accès est un ensemble algorithmes &
structures de données permettant d’accéder directement à un enregistrement qui répondrait aux
critères d’une requête. Dans le scénario de traitement « normal », la requête est émise par
un logiciel client et traitée par le logiciel serveur, en exécution dans le même environnement
logiciel ou dans des environnements distants. Elle précise les critères de recherche permettant
d’identifier les objets (tuples) satisfaisant tous les critères. Comme dans tout langage, la requête
subit une analyse syntaxique à l’issue de laquelle le nom de la relation concernée, les champs
à afficher et les critères de sélection sont extraits. Le « moteur » du SGBD, connaissant ainsi
la relation spécifiée dans la requête, en inspecte les métadonnées. Lorsqu’il y trouve un index
sur les champs des critères de sélection, il abandonne le comportement par défaut (c’est-à-dire
la recherche séquentielle) pour la méthode d’accès associée à l’index. Ce choix est fait parce
que la méthode d’accès est supposée plus performante. Cependant, cette supposition peut être
démentie par les statistiques d’usage que tient le système. Si tel est le cas, la méthode d’accès
pourrait ne plus être invoquée pour ces champs.
Le rôle de la méthode d’accès est de rechercher les tuples adéquats vis-à-vis des critères
de sélection. La seule exigence du SGBD à cet égard est qu’elle fournisse les informations
nécessaires pour localiser un tuple au sein de sa relation. Pour PostgreSQL, ces informations
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sont désignées indifféremment par les termes « tuple ID » et « TID ». Un TID est une adresse
physique sur disque composée de deux éléments, le block number et l’item number.
Item 2 Item 0 Item 1 Item 2Item 0 Item 1
Block 0
Item 0 Item 1 Item 2
Block 1
Block 2
Figure 6.2 – Structure logique des fichiers de données PostgreSQL
Le système de stockage du SGBD « découpe » les fichiers disque en sections ou pages
dont la taille prédéfinie (en général 8 Ko) est indépendante de celle du système de fichiers du
système d’exploitation. Un block number (BN ) est un numéro séquentiel se référant à l’une
de ces sections (voir figure 6.2). Un item number (IN ) est un numéro séquentiel au sein d’une
section ; ce numéro varie d’une relation à l’autre en fonction de la taille des enregistrements.
Ainsi, un block de 8 Ko dans une relation dont les enregistrements ont une longueur de 128
octets pourrait contenir jusqu’à 64 enregistrements en omettant toutes les métadonnées de la
relation et celles propres à chaque page. Le premier enregistrement de cette relation exemple
serait identifié par le couple (BN = 0; IN = 0), le deuxième par (BN = 0; IN = 1), et le 65e`
par (BN = 1; IN = 0).
L’ajout d’une méthode d’indexation au noyau de PostgreSQL se fait par un plug-in. L’in-
terface permettant l’inclusion d’index non standard, nécessaire pour ce module supplémentaire,
est définie dans la section 48 de la documentation du SGBD [136], et abordée en section 6.3 de
ce document.
Définir une nouvelle méthode d’accès revient à suivre quelques étapes. La première est
d’écrire les fonctions requises par l’interface dans un langage de programmation respectant les
conventions d’appel et de transmission de paramètres du langage C. Les fonctions compilées
doivent être disponibles dans un (ou plusieurs) fichier binaire à chargement dynamique (des
DLL – Dynamic Link Libraries – sous Windows, des SO – Shared Objects – sous Linux). La
deuxième étape consiste à informer le SGBD de l’existence des fonctions (voir section 6.3 ci-
après), qui entrent alors dans le catalogue des fonctions connues. La méthode d’accès n’est
définie qu’après la troisième étape qui spécifie les fonctionnalités offertes et qui regroupe toutes
les fonctions en un ensemble logique cohérent lié à la méthode d’accès.
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L’invocation d’une méthode d’accès par le SGBD intervient lorsqu’un index est créé ou
lorsqu’une mise-à-jour est faite sur une table existante. Suivant l’opération, l’appel adéquat est
fait à la fonction de création de l’index, de suppression d’un tuple ou d’insertion d’un tuple.
Les fonctions de la méthode d’accès sont également sollicitées lorsqu’une requête porte sur les
champs pris en charge par la méthode.
6.2 Format du fichier d’index
Cette section présente le format de stockage sur disque des résumés utilisés pour répondre
aux requêtes SQL. Notons que PostgreSQL n’impose pas aux méthodes d’accès d’accéder aux
structures d’index par le biais de son gestionnaire de pages ou de buffer. Il n’est donc pas fait
obligation d’adopter le format de ses pages. Pour l’heure, le fichier d’index que nous utiliserons
est géré, comme n’importe quel autre fichier, par le système d’exploitation. Nous faisons ainsi
l’économie de la documentation sur le format des pages, les conventions d’appel du gestion-
naire de pages, et les verrous dûs aux contrôles de concurrence. Ceci suffit pour le prototype
expérimental décrit dans ce chapitre. Mais dans le cadre d’un module externe (plug-in) opéra-
tionnel, le format standard sera probablement adopté pour réaliser des comparaisons équitables
avec d’autres méthodes d’accès.
Comme indiqué en section 1.4.1, chaque nœud de la hiérarchie de résumés est entièrement
défini par son extension, c’est-à-dire l’ensemble des enregistrements couverts par le résumé.
Dans cette mise en œuvre, l’extension n’est explicitée qu’au niveau des feuilles. Ainsi, un tuple
candidat n’apparaît qu’une fois dans la représentation de la hiérarchie même s’il appartient,
dans l’absolu, à l’extension de chaque nœud de son ascendance. Pour tout autre nœud interne
z, l’extension est implicite et peut être facilement reconstituée : c’est l’union des extensions
de toutes les feuilles dans le sous-arbre de racine z. Or, l’algorithme 4 ne sélectionne que des
résumés feuilles ; conserver des extensions plus haut n’a pas d’intérêt dans ce contexte. De plus,
le fait de reporter les extensions au niveau des feuilles permet de supprimer les redondances.
Le volume du fichier d’index est allégé et les accès disque apportent plus d’informations utiles.
Cette stratégie de report des références dans les feuilles est courante pour les index en arbre.
Le fichier d’index est un fichier binaire constitué de deux parties. La première partie contient
des métadonnées (nombre d’attributs de la relation résumée et connaissances de domaine). Afin
d’optimiser les opérations de comparaison des tests d’appariement (section 2.2.2), les attri-
buts sont indicés, de même que les descripteurs des variables linguistiques. Ainsi, pour R =
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(épaisseur, dureté, température), les indices sont épaisseur = 0, dureté = 1, tempéra-
ture = 2. Ceci permet de représenter les informations textuelles une seule fois.
La deuxième partie du fichier d’index stocke l’arbre des résumés dans le même ordre qu’un
fichier XML : un ordre préfixé, en profondeur d’abord. La structure de données qui représente
un résumé contient l’adresse du premier fils et celle du frère suivant (s’ils existent) de ma-
nière à reproduire la structure en arbre (voir figure 6.3). Elle contient également son intension,
utilisée pour les tests d’appariement et, si le résumé est une feuille, son extension. On notera
que le fichier d’index est une version binaire du fichier XML produit par le prototype SAIN-
TETIQ [115, 125]. À la constitution du fichier d’index, l’adresse physique des enregistrements
dans la relation n’est pas encore connue. Elle est fixée ultérieurement (voir la section 6.3). Ce





Figure 6.3 – Chaînage des entrées dans le fichier d’index
6.3 Interfaçage avec PostgreSQL
L’interface du SGBD PostgreSQL impose la définition de 12 fonctions pour une méthode
d’accès [136, section 48]. Mais certaines de ces fonctions n’ont pas d’utilité pour notre expé-
rimentation (limitée à l’interrogation). Elles ont donc été déclarées (voir tableau 6.2) mais sont
sans effet. Les autres fonctions, que nous avons implémentées, sont :
• build : lors de la création d’un index sur une relation (par la commande CREATE IN-
DEX), la fonction reçoit pour chaque enregistrement les valeurs de tous les champs et
l’adresse physique de l’enregistrement (TID). Les emplacements laissés vides dans le
fichier binaire (voir section 6.2) sont renseignés à cette étape ;
• beginscan : cette fonction reçoit les critères des requêtes SQL que l’index est en mesure de
gérer. Ensuite, le noyau PostgreSQL fait un appel à la fonction suivante avant de délivrer
les résultats ; il est donc préférable de déléguer le parcours de l’index à la fonction rescan ;
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• rescan : cette fonction intervient si les conditions de sélection changent avant que les
résultats ne soient fournis (c’est le cas de requêtes imbriquées dont un champ de la requête
interne est un critère de la requête externe). Elle intervient également suite à un appel à
beginscan ;
• endscan : la libération des ressources utilisées pendant l’évaluation d’une requête se fait
ici ;
• gettuple : par cette fonction, la méthode d’accès fournit au SGBD le TID d’un enregistre-
ment répondant à la requête évaluée ;
• getmulti : similaire à gettuple mais plusieurs TID sont fournis en une fois.
Les fonctions non implémentées ont pour rôle de :
• markpos : sauvegarder la position courante de parcours de l’index. Ceci est utile lorsque
le parcours s’effectue en plusieurs fois et peut être interrompu ;
• restrpos : retourner à la position précédemment sauvegardée ;
• insert : référencer dans l’index un nouveau tuple, rajouté à la table indexée ;
• bulkdelete : supprimer les entrées d’index dont les enregistrements ont été supprimés ;
• vacuumcleanup : libérer les pages d’index devenues non utilisées après des suppressions ;
• costestimate : estimer le coût d’utilisation de l’index pour une requête dont les critères de
sélection sont transmis à la fonction. Cette fonction permet au SGBD de choisir l’index
le plus adapté lorsque plusieurs index existent pour la même table sur les attributs mis en
jeu dans la requête.
Les fonctions sont déclarées par le biais d’instructions SQL. Pour les raisons de modula-
rité et d’évolution déjà évoquées, l’API PostgreSQL autorise un type de données générique
(« internal ») pour représenter tous les autres types. L’en-tête d’une fonction contient ce type
pour chaque argument. Le nombre d’arguments est donc la seule information pertinente dans
une signature de fonction. Par conséquent, les déclarations de fonctions dans les tableaux 6.1
et 6.2 sont abrégées et font apparaître le nombre d’arguments de chaque fonction. Cependant,
l’instruction SQL soumise au SGBD doit être complète (par exemple, la fonction build) dans le
tableau 6.1.
La méthode d’accès n’est réellement intégrée au système qu’après l’insertion d’un enre-
gistrement adéquat dans la table pg_am qui fait partie du catalogue système et répertorie les
méthodes d’accès disponibles. Le tableau 6.3 montre l’instruction par laquelle cette insertion
est réalisée.
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Table 6.1 – Déclaration des fonctions de l’interface des méthodes d’accès
Fonction Déclaration SQL
build/3 CREATE FUNCTION seqbuild(internal, internal, internal)
RETURNS VOID
AS ’$libdir/seqsum’ LANGUAGE C VOLATILE;
beginscan/3 CREATE FUNCTION seqbeginscan(...)
RETURNS bool AS
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
gettuple/2 CREATE FUNCTION seqgettuple(...)
RETURNS bool
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
getmulti/4 CREATE FUNCTION seqgetmulti(...)
RETURNS bool
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
rescan/2 CREATE FUNCTION seqrescan(...)
RETURNS void
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
endscan/1 CREATE FUNCTION seqendscan(...)
RETURNS void
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
6.4 Mise en œuvre de l’index
La gestion des transactions et la gestion de la concurrence par PostgreSQL posent la con-
trainte suivante aux méthodes d’accès : la structure d’index ne peut être stockée en mémoire
pour être réutilisée plus tard. Ceci impose un accès au fichier d’index pour chaque requête.
Toutes les informations nécessaires pour répondre à une requête doivent donc y être stockées.
Les méthodes d’accès standard (tables de hachage, arbre B+, et R-Tree) dans PostgreSQL
sont implémentées de telle sorte que le parcours d’une structure d’index en arbre est fait en
plusieurs fois au fil des appels aux fonctions getmulti et gettuple. Il est donc nécessaire de gérer
une pile des pages parcourues de manière à reprendre la recherche à l’endroit où le dernier TID
d’un enregistrement résultat a été trouvé. Par souci de simplicité, nous avons choisi d’effectuer
la recherche en une fois dans rescan ; une liste de TID est conservée en mémoire grâce à un
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Table 6.2 – Déclaration des fonctions non implémentées
Fonction Déclaration SQL
markpos/1 CREATE FUNCTION seqmarkpos(...)
RETURNS void
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
restrpos/1 CREATE FUNCTION seqrestrpos(...)
RETURNS void
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
insert/6 CREATE FUNCTION seqinsert(...)
RETURNS bool
AS ’$libdir/seqsum’ LANGUAGE C VOLATILE;
bulkdelete/3 CREATE FUNCTION seqbulkdelete(...)
RETURNS internal
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
vacuumcleanup/3 CREATE FUNCTION seqvacuumcleanup(...)
RETURNS internal
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
costestimate/7 CREATE FUNCTION seqcostestimate(...)
RETURNS void
AS ’$libdir/seqsum’ LANGUAGE ’c’ VOLATILE;
Table 6.3 – Insertion de la méthode d’accès dans la table système adéquate
INSERT INTO pg_am
VALUES(’saintetiq’, 1, 0, 0, false, true, false, false, false,
’seqinsert’, ’seqbeginscan’, ’seqgettuple’, ’seqgetmulti’,
’seqrescan’, ’seqendscan’, ’seqmarkpos’, ’seqrestrpos’, ’seqbuild’,
’seqbulkdelete’, ’seqvacuumcleanup’, ’seqcostestimate’;)
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mécanisme détaillé dans le paragraphe suivant. getmulti et gettuple se contentent par la suite
d’extraire les adresses physiques de la liste. Cette dernière fait partie des ressources libérées
après que tous les résultats ont été fournis.
La réutilisation d’une zone mémoire précédemment allouée pendant la session de travail est
interdite en général et probablement impossible à réaliser. Mais elle est autorisée au cours de
l’exécution d’une même requête. Lorsqu’une requête est reçue, la fonction beginscan est in-
voquée avec en paramètre une structure de données (ScanDesc, pour « scan descriptor ») qui
décrit les critères de recherche. L’un des champs de cette structure est un pointeur (« opaque »)
dont l’usage est réservé à la méthode d’accès. Celle-ci peut donc y référencer un espace mé-
moire ou une autre structure de données réutilisable par les fonctions de la méthode d’accès.
Cependant, cet espace devant être libéré par la fonction endscan, la méthode ne peut considérer
sa conservation comme un acquis : dans tous les cas, le serveur PostgreSQL remet la mémoire
dans l’état précédant l’exécution de la requête.
Les classes d’opérateurs Durant le travail d’implémentation, la documentation du SGBD et
le code source ont apporté réponse à toutes les questions rencontrées. L’exception notable des
classes d’opérateurs (operator classes) leur vaut une section dans ce document. La notion de
« classe d’opérateur » a en effet été très difficile à appréhender. Nous offrons ici un complément
d’explication afin d’en faciliter la compréhension.
Une requête simple dans le langage SQL est sous la forme SELECT [liste_de_champs]
FROM [liste_de_tables] WHERE [clause_de_sélection]. Dans le cas le plus fréquent, la clause
de sélection est une condition d’égalité, par exemple dans « SELECT * FROM Employés
WHERE Département = ’RH’ », ou une inégalité quelconque, par exemple dans « SELECT *
FROM Employés WHERE Age≤ 20 ». La forme générale d’un critère est champ op valeur.
Une classe d’opérateur désigne simplement les instanciations de l’opérateur op que peut
traiter une méthode d’accès. Cette définition se fait pour un type de données spécifique. Le
tableau 6.4 donne un exemple de deux classes d’opérateurs SAINTETIQ (« . . . USING sainte-
tiq. . . ») pour les types entier et caractère. Par ces définitions, le SGBD est informé que la
méthode d’accès traite les requêtes où l’opérateur reliant le champ et la valeur est l’opérateur
d’égalité. Si la méthode avait admis les recherches par inégalité utilisant l’opérateur « >= » sur
les entiers, la déclaration de la classe d’opérateur sur le type int4 aurait comporté en plus USING
saintetiq AS OPERATOR 2 >=.
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Table 6.4 – Déclaration des classes d’opérateurs supportées
CREATE OPERATOR CLASS seq_int4_ops DEFAULT FOR TYPE int4
USING saintetiq AS OPERATOR 1 =;
CREATE OPERATOR CLASS seq_char_ops DEFAULT FOR TYPE char
USING saintetiq AS OPERATOR 1 =;
6.5 Expérimentation
6.5.1 Données d’expérimentation
L’expérimentation que nous détaillons ici a été menée sur plusieurs jeux de données présen-
tés dans le tableau 6.5, correspondant chacun à une table relationnelle. La table CIO contient
des données bancaires réelles détaillées dans [126]. Les autres tables contiennent des données
générées aléatoirement sur le domaine entier [0, 127] sans autre contrainte statistique qu’une
moyenne centrée sur le domaine. Le choix arbitraire de ce domaine se justifie par le fait que
les valeurs des champs n’interviennent pas dans le processus d’interrogation qui ne manipule
que les étiquettes linguistiques. Autrement dit, ce domaine est équivalent à n’importe quel autre
plage de valeurs dès lors que les variables linguistiques définies sur les domaines ont la même
forme géométrique à l’échelle près.
Table 6.5 – Jeux de données
Jeu de données Hiérarchie de résumés
Nom Dimension Termes Tuples Nœuds Feuilles Profondeur
CIO 10 34 33.733 27.304 14.269 23
d0404 4 16 100.000 1.119 572 12
d0406 4 24 100.000 13.048 6.598 18
d0804 8 16 100.000 139.364 72.621 22
Sur une plage de valeurs aussi faible, il est inévitable que chaque valeur soit représentée
plusieurs fois. En raison du nombre de tuples (voir tableau 6.5), ceci augmente d’autant la
probabilité d’avoir des enregistrements dont les champs ont des valeurs identiques. En consé-
CHAPITRE 6 — Implémentation des résumés SAINTETIQ en tant que méthode d’accès 139
Table 6.6 – Extrait de la table d0404
ID Attr1 Attr2 Attr3 Attr4
1 106 21 62 88
2 31 13 110 47
3 4 101 124 83
4 82 54 96 26
5 63 23 18 93
6 5 32 9 117
7 91 107 62 56
8 122 14 42 0
quence, les extensions de résumés sont plus fournies, ce qui permet de vérifier l’efficacité du
filtrage (voir la section 6.1.1).
De telles données permettent de placer la structure d’index dans la situation qui lui est la
moins favorable vis-à-vis des données. En effet, le nombre maximal de feuilles dans un arbre
de résumés dépend du nombre de descripteurs dans la base de connaissances et du nombre de
dimensions (voir [116]). Mais puisque les cellules vides ne sont pas représentées dans l’arbre,
le nombre réel de feuilles dans une hiérarchie constituée pour un jeu de données dépend du pla-
cement de ces données par rapport aux variables linguistiques. Des valeurs aléatoires dispersées
sur tout le domaine pour chaque attribut font de l’espace indexé un espace plein. Dans le cas
de données réelles, l’espace serait plutôt creux. À titre d’exemple, le jeu de données du CIO
présente un espace occupé à 2%.
Avant de pouvoir exécuter des requêtes gérées par la méthode d’accès SAINTETIQ, il est
nécessaire de créer un index de ce type pour chaque table. Le tableau 6.7 montre l’instruction
correspondante pour la table « d0404 ».
Table 6.7 – Création de l’index SAINTETIQ
CREATE INDEX seq_d0404
ON d0404
USING saintetiq (attr1, attr2, attr3, attr4, id);
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6.5.2 Requêtes et résultats
Le jeu de requêtes utilisé couvre l’ensemble des attributs pour chaque jeu de données aléa-
toires. Les enregistrements identifiés selon le jeu de données interrogé sont les mêmes. En effet,
les enregistrements des tables à 4 attributs reprennent les valeurs des quatre premiers champs
des enregistrements à 8 attributs.
Le nombre d’attributs des requêtes varie de 1 à la dimension de la table. Pour garantir un
résultat non vide, les requêtes de test sont construites à partir d’un enregistrement aléatoirement
choisi. Les critères de sélection des requêtes sont des égalités des attributs avec leur valeur dans
l’enregistrement. Garantir que les requêtes ont un résultat non-vide permet que l’exploration
des résumés ne sera pas arrêtée rapidement en raison d’une détection précoce de l’absence de
résultat. Par exemple, les requêtes suivantes (où « [Table] » sera instancié respectivement par
« d0404 », « d0406 » et « d0804 ») peuvent être dérivées de l’enregistrement 1 du tableau 6.6 :
• SELECT * FROM [Table] WHERE Attr1 = 106;
• SELECT * FROM [Table] WHERE Attr2 = 21;
• SELECT * FROM [Table] WHERE Attr3 = 62;
• SELECT * FROM [Table] WHERE Attr4 = 88;
• SELECT * FROM [Table] WHERE Attr1 = 106 AND Attr2 = 21;
• SELECT * FROM [Table] WHERE Attr1 = 106 AND Attr3 = 62;
• ...
• SELECT * FROM [Table] WHERE Attr1 = 106 AND Attr2 = 21
AND Attr3 = 62 AND Attr4 = 88;
Les requêtes sont générées aléatoirement en reprenant le schéma d’énumération déjà utilisé en
section 4.1.2. D’abord, un enregistrement est tiré au sort parmi les 100.000 enregistrements du
jeu de données. L’énumération de ses attributs permet d’énumérer toutes les requêtes ayant ses
valeurs d’attribut comme critères. Suivant la dimension de la table de données, cet enregistre-
ment permet de composer 15 (table à 4 attributs) ou 255 (8 attributs) requêtes. Cette procédure
de tirage aléatoire et de génération exhaustive des requêtes permet d’obtenir deux jeux de re-
quêtes, Q04 et Q08, avec respectivement 5.336 et 5.120 requêtes, utilisés pour interroger les
tables appropriées (d0404 et d0406 pour Q04, et d0804 pour Q08).
Les tableaux 6.8 à 6.11 présentent les résultats obtenus avec une taille de buffer de 8 Ko.
Une entrée/sortie disque équivaut à un chargement du buffer. Les colonnes des tableaux repré-
sentent :
• le nombre d’attributs dans la requête SQL ;
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• le temps mis par l’index pour transformer les critères SQL sous la forme exposée en sec-
tion 2.1.1, explorer la structure d’index et fournir au SGBD tous les tuples de la réponse ;
• le nombre de résumés soumis aux tests d’appariement (section 2.2.2) ; il est équivalent au
nombre de nœuds visités ;
• le nombre d’enregistrements répondant à la requête ;
• le volume de l’extension des résumés qui subissent l’étape de filtrage (voir section 6.1.1) ;
• le nombre d’accès disque effectués.
Les tableaux 6.12 à 6.14 présentent les statistiques obtenues en exécutant la totalité des jeux
de requêtes. Ils indiquent pour chaque nombre d’attributs dans la requête SQL :
• le nombre de requêtes présentant ce nombre d’attributs ;
• la valeur minimale, la valeur maximale, la moyenne et l’écart-type des accès disque ;
• la valeur minimale, la valeur maximale, la moyenne et l’écart-type des temps d’exécution.
Table 6.8 – Résultats pour ’CIO’
Attributs Temps Appariements Résultats Tuples filtrés Nombre d’E/S
1 120 ms 9393 (34,4%) 373 7338 439
1 80 ms 6118 (24,4%) 284 5363 355
2 30 ms 3063 (11,2%) 79 1695 266
3 20 ms 3063 (11,2%) 1 1695 266
4+ 10 ms 3063 (11,2%) 1 1695 266
6.5.3 Analyse
Les tableaux de résultats montrent une décroissance très nette du temps de réponse moyen
dès que le nombre d’attributs est supérieur à 1. Ceci s’explique par le fait que les index multi-
critères ne peuvent pas être groupés pour un nombre de critères inférieur à la dimension gérée
(les index dits « groupés » sont discutés en section 5.2.4). Le phénomène est plus marqué
lorsqu’il n’y a qu’un critère. Les résultats sont alors répartis dans la plupart des feuilles de
l’arbre : près de la moitié des nœuds de l’index est testée pour les jeux de données aléatoires.
Il est également corroboré par le fait que le nombre d’appariements effectués décroît lorsque la
dimension augmente.
On note que le nombre de tuples résultats décroît lorsque la dimension croît, ce qui est
en adéquation avec le fait que chaque dimension équivaut à une contrainte supplémentaire sur
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Table 6.9 – Résultats pour ’d0404’
Attributs Temps Appariements Résultats Tuples filtrés Nombre d’E/S
1
791 ms 461 (41,2%) 753 33589 206
621 ms 365 (32,6%) 748 31637 201
2
81 ms 461 (41,2%) 753 33589 206
10 ms 204 (18,2%) 6 7785 86
3
81 ms 461 (41,2%) 753 33589 206
0 ms 103 (9,2%) 1 2081 40
4
11 ms 55 (4,9%) 1 523 27
0 ms 35 (3,1%) 1 482 16
Table 6.10 – Résultats pour ’d0406’
Attributs Temps Appariements Résultats Tuples filtrés Nombre d’E/S
1
1042 ms 4437 (34%) 772 39122 457
751 ms 3529 (27%) 746 34822 437
2
140 ms 3880 (29,7%) 4 38754 412
10 ms 953 (7,3%) 5 6670 136
3
101 ms 4437 (34%) 1 39122 457
0 ms 371 (2,8%) 1 939 67
4
11 ms 156 (1,2%) 1 205 54
0 ms 36 (0,3%) 1 178 11
les données. Ce fait est également cohérent avec les projections d’espaces sur des dimensions
inférieures, également discutées en section 5.2.4. De même, le nombre d’appariements décroît
avec la dimension de la requête, ce qui correspond à un report des mêmes restrictions sur les
résumés qui encapsulent les données.
On note également que le nombre de tuples filtrés est élevé par rapport au nombre de ré-
sultats. La partition des domaines par les variables linguistiques puis la réécriture des valeurs
précises des critères SQL en modalités plus grossières, expliquent ce fait. Néanmoins, une par-
tition plus fine semble ne pas suffire à augmenter la sélectivité de l’étape de filtrage. Les tuples
résultats pour les tableaux 6.9 et 6.10 sont les mêmes, mais si le nombre de tuples filtrés passe
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Table 6.11 – Résultats pour ’d0804’
Attributs Temps Appariements Résultats Tuples filtrés Nombre d’E/S
1
1462 ms 51338 (36,8%) 787 44259 1888
1101 ms 44996 (32,3%) 771 43788 1437
2
331 ms 46877 (33,6%) 8 42692 1724
70 ms 14961 (10,7%) 10 9912 724
3
331 ms 46877 (33,6%) 1 42692 1724
20 ms 4802 (3,4,%) 1 2442 334
4
331 ms 46877 (33,6%) 1 42692 1724
10 ms 3553 (2,6%) 1 632 448
5
641 ms 46877 (33,6%) 1 42692 1724
0 ms 1526 (1,1%) 1 143 252
6
361 ms 47022 (33,7%) 1 41496 1649
0 ms 1576 (1,1%) 1 151 294
7
291 ms 51338 (36,8%) 1 44259 1888
0 ms 212 (0,15%) 1 10 58
8
10 ms 424 (0,3%) 1 6 120
0 ms 141 (0,1%) 1 7 51
Table 6.12 – Statistiques pour ’d0404’
Attr. Req.
E/S Temps d’exécution
Min Max Moyenne Écart-type Min Max Moyenne Écart-type
1 667 201 216 207,19 5,74 60 791 685,19 87,66
2 2001 62 216 163,74 61,93 10 81 52,58 24,73
3 2001 22 216 107,60 72,68 0 81 28,92 26,31
4 667 10 40 22,28 6,03 0 11 1,44 3,52
Total 5336 10 216 130,43 78,98 0 791 116,39 218,97
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Table 6.13 – Statistiques pour ’d0406’
Attr. Req.
E/S Temps d’exécution
Min Max Moyenne Écart-type Min Max Moyenne Écart-type
1 667 358 457 420,51 32,57 80 1042 861,25 101,14
2 2001 87 457 337,71 122,74 10 140 67,15 35,27
3 2001 23 457 224,86 147,47 0 101 35,77 36,29
4 667 10 103 46,15 17,33 0 11 1,59 3,66
Total 5336 10 457 269,29 159,84 0 1042 146,45 275,13
Table 6.14 – Statistiques pour ’d0804’
Attr. Req.
E/S Temps d’exécution
Min Max Moyenne Écart-type Min Max Moyenne Écart-type
1 40 1437 1888 1683,23 154,80 260 1462 1082,53 204,34
2 280 707 1888 1577,31 300,10 70 331 248,46 66,16
3 840 334 1888 1454,07 397,81 20 331 213,93 86,71
4 1400 197 1888 1307,23 475,38 10 331 183,03 101,51
5 1400 128 1888 1127,15 534,79 0 641 151,79 111,88
6 840 87 1888 897,46 565,78 0 361 107,61 107,02
7 280 42 1888 582,40 532,53 0 291 61,14 92,00
8 40 37 147 82,20 24,79 0 10 1,25 3,35
Total 5120 37 1888 1183,35 555,92 0,00 1462,00 169,70 138,46
du simple au triple pour 4 attributs, il varie à peine dans le tableau 6.10 pour 2 attributs, et
est même plus important pour 1 attribut alors que la partition plus fine laisserait supposer le
contraire.
Le nombre important d’accès disque s’explique, en partie, par la structure du fichier d’index.
Lorsque le test d’un nœud révèle que des résultats pourraient être trouvés dans le sous-arbre, il
est certain que chacun des nœuds fils sera également testé. Dans un parcours préfixé d’un arbre,
seul le parent et le premier fils se suivent (cf. figure 6.3). Ceci impose parfois un accès disque
supplémentaire pour chaque autre fils, éventuellement infructueux si le fils ne présente aucune
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correspondance. Cependant, la taille de la structure d’un nœud interne est relativement faible
(grâce à l’utilisation des indices pour représenter l’intension – voir section 6.2) et épargne un
certain nombre d’accès disque lorsque le parcours atteint les niveaux les plus bas de l’arbre.
À ces niveaux, une entrée est de taille minimale et les blocs physiques lus contiennent plus
d’entrées de résumés. En conclusion, le nombre d’E/S suggère une autre organisation du fichier
d’index. Celle-ci consisterait à reporter l’intension des nœuds fils au sein de l’entrée du nœud
parent. Rappelons que les tests d’appariement n’utilisent que l’intension du résumé. En rendant
disponibles en un même accès disque toutes les intensions qui seront testées, on peut escompter
une diminution notable du nombre d’E/S.
On peut remarquer que la structure du fichier reproduit la structure logique issue de la clas-
sification qu’opère le processus de résumé. L’équivalence entre nœud physique et nœud logique
qu’on peut observer dans les index classiques n’est pas reproduite ici. Les accès disque n’étant
pas optimisés pour tenir compte de cette équivalence, leur nombre est élevé.
Toujours à propos du nombre d’accès disque, le passage d’une version XML vers un fichier
binaire avait pour but de compacter la hiérarchie de résumés représentée. Il est certain qu’une
modification des types de données utilisés permettrait de réaliser un meilleur compactage du
fichier. Par exemple, le nombre moyen de fils d’un résumé est inférieur à cinq pour les jeux
de données du tableau 6.5, et le nombre maximal de fils d’un nœud est borné par le cardinal
maximal d’un domaine réécrit de la base de connaissances (voir chapitre 1 pour la définition
d’un domaine réécrit). Par conséquent, un type BYTE (1 octet) plutôt que INT4 (4 octets)
fait gagner 75% du volume sur ce seul champ du nombre de fils ; ce qui, rapporté au nombre
de résumés dans une hiérarchie, constitue un volume non négligeable, la même opération de
changement de type pouvant être répétée pour d’autres champs du fichier.
Enfin, une part des accès disque vient du fait que le terme d’une recherche peut intervenir
tardivement dans le parcours de la hiérarchie de résumés, car une réponse vide ne peut être
déterminée qu’après la phase de filtrage. Notons que le filtrage requiert l’examen de chaque
enregistrement et probablement des lectures supplémentaires, mais celles-ci ne sont pas dé-
comptées dans les tableaux 6.9 à 6.11 de résultats. En effet, l’accès aux tables de données étant
géré par le SGBD, l’impact du filtrage se fait ressentir sur les temps de réponse, mais pas sur le
nombre d’accès disque présenté.
































Figure 6.4 – Désactivation de descripteurs
6.6 Conclusion et perspectives
Nous avons présenté une utilisation de résumés SAINTETIQ en tant que structure d’index
intégrée au SGBD PostgreSQL. En exploitant des hiérarchies de résumés déjà construites, l’ob-
jectif est d’estimer leur efficacité pour une recherche dans un index. Cet aspect de l’interrogation
est largement différent de celui étudié jusqu’ici, qui consistait à caractériser les données par des
descriptions généralisées.
En dehors des requêtes monocritères, une hiérarchie des résumés, bien que conçue avec
un autre objectif que celui d’obtenir un index et non optimisée dans ce but, fournit des temps
de réponse acceptables pour un prototype. Il reste cependant difficile d’expliquer ces temps de
réponse en les rattachant à un ou plusieurs facteurs, par exemple la finesse des partitions de
domaines. La perspective immédiate est d’utiliser des volumes de données plus importants afin
de marquer des différences. Mais les données réelles sont difficiles à trouver. Nous travaillons
donc à la génération de données aléatoires avec pour contrainte d’atteindre un taux cible d’es-
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pace creux, ceci afin de simuler des données réelles. Ce taux correspond à la proportion des
cellules non vides par rapport au nombre total de cellules. Dans les données réelles, cette pro-
portion est faible : 2% pour le jeu de données bancaires.
Pour l’heure, un taux fixé (par exemple, 10% sur un jeu de données à 8 dimensions) est
obtenu en « désactivant » certains descripteurs. La désactivation consiste à rejeter toute valeur
aléatoirement générée qui serait décrite par le descripteur désactivé, permettant ainsi de réduire
le nombre des cellules contenant des données. La figure 6.4 offre un point de comparaison
avec la figure 5.16 (en page 122) en montrant, en grisé, les cellules qui seront vides. Sur cet
exemple à 2 dimensions, le nombre de cellules est de 12 contre 25 sans désactivation. Une fois
que des hypothèses auront été formulées et confirmées quant aux facteurs de performance, il
sera possible d’adapter la construction des résumés dans l’optique d’une utilisation effective en





Durant cette thèse, nous avons étudié les résumés linguistiques du modèle SAINTETIQ sous
l’angle de l’interrogation. Le modèle SAINTETIQ, proposé par Raschia et Mouaddib [116],
construit une hiérarchie de résumés d’une relation R de données structurées. Chaque résumé est
une description concise d’un sous-ensemble des données relationnelles de R. Notre but a été
d’offrir les moyens de trouver, au sein d’une hiérarchie de résumés, les résumés ou les données
satisfaisant des critères spécifiés. Nous nous sommes également attelé à enrichir l’interroga-
tion des résumés de fonctionnalités qui semblaient intéressantes, et à lui trouver des domaines
d’application.
Le premier chapitre a permis de présenter les résumés du modèle SAINTETIQ. De cette pré-
sentation, il faut retenir les propriétés autour desquelles la contribution du présent document est
bâtie. Il s’agit en premier lieu de l’organisation en arbre des hiérarchies de résumés. De cette
organisation, découle un ordre partiel entre les nœuds de l’arbre (c’est-à-dire les résumés) dont
la sémantique est celle d’une couverture, d’un “englobement”. Ainsi, les données décrites par
un nœud de niveau inférieur, par exemple une feuille de l’arbre, sont couvertes par tout pa-
rent de ce nœud. Les mêmes données sont donc décrites par plusieurs résumés de granularités
différentes. Outre l’organisation de l’arbre, la propriété d’unicité d’un résumé dans une hiérar-
chie est à mentionner. Elle permet d’exclure toute redondance autre que celle engendrée par le
recouvrement des étiquettes linguistiques. Aucune ambigüité ne peut ainsi survenir quant à la
représentation d’un résumé, que ce soit en intension ou en extension. De fait, l’unicité facilite
les recherches au sein d’une hiérarchie de résumés : elle garantit que tout résumé correspondant
à une expression est le seul à fournir cette adéquation. Bien sûr, cette garantie ne vaut que pour
les expressions spécifiées sur tous les attributs.
Dans le chapitre suivant, une procédure d’exploration des hiérarchies de résumés est propo-
sée. Dans cette procédure, nous faisons l’hypothèse qu’une recherche est menée dans la hiérar-
chie afin de trouver les résumés qui satisfont des critères dits « de sélection ». La recherche fait
suite à une requête et fournit des résumés en résultat. La requête, comprenant tous les critères de
sélection, adopte la forme d’un ensemble de descripteurs linguistiques, regroupés par attribut.
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Le chapitre 3 a présenté un état de l’art de l’interrogation flexible en bases de données, avec
le souci de caractériser les systèmes qui entrent dans ce cadre. Pour ce faire, la littérature a servi
de source d’inspiration. Les différentes classifications rencontrées ont été rassemblées et consti-
tuent une proposition de définition des systèmes d’interrogation flexible en bases de données.
Outre cette définition, l’omniprésence de la notion de « préférence » a été mise en évidence. Les
préférences ont donc été étudiées sous l’angle de leur intégration dans des systèmes existants,
révélant ainsi la notion de tri des résultats de l’interrogation en fonction de leur adéquation à
la requête. Les traits communs des préférences ont été exposés, ainsi que les caractéristiques
propres à chaque élément de la typologie utilisée, reprise de la littérature.
Deux types de systèmes ont été distingués suivant leurs fondements théoriques : les systèmes
basés sur la logique du premier ordre et ceux également basés sur la théorie des sous-ensembles
flous. Les premiers réalisent une extension du langage SQL par l’adjonction de clauses de pré-
férences. Les seconds reprennent la même base théorique à leur compte puisqu’ils sont tous
orientés vers le langage SQL. Ils y rajoutent les sous-ensembles flous pour modéliser le carac-
tère graduel de conditions de sélection. Une adéquation graduelle des résultats découle natu-
rellement des conditions ainsi formées. L’objectif n’étant pas d’évaluer les avantages et incon-
vénients des divers systèmes, une étude comparative n’a pas été effectuée. Cependant, cet état
de l’art récapitulatif se veut un point de départ pour une telle étude ou d’autres travaux dans le
champ de l’interrogation flexible.
L’interrogation flexible sert de cadre à un ensemble des propositions exposées dans le cha-
pitre 4. On remarque que les résumés linguistiques du modèle SAINTETIQ partagent avec cer-
tains travaux en interrogation flexible le recours aux sous-ensembles flous pour modéliser le
caractère graduel de l’appartenance à un ensemble ou de la satisfaction d’une condition. Ceci ne
semble pas suffisant pour trouver une application aux résumés linguistiques de données structu-
rées dans ces systèmes. Néanmoins, un modèle d’interrogation approchée des données relation-
nelles a été proposé et implémenté [141, 143]. Les principes d’une modification des requêtes
ont été posés, dans le but d’enrichir le modèle d’un comportement coopératif [140, 142]. Enfin,
l’utilisation d’un vocabulaire distinct du vocabulaire de construction des résumés a été envisa-
gée [137, 138]. Ce dernier travail a été doublement motivé : d’une part, par la popularité du
domaine d’application de la personnalisation et d’autre part, par la nécessité de gérer la possi-
bilité (offerte par certains systèmes) de définir de nouveaux termes.
Notre volonté d’offrir aux résumés linguistiques de SAINTETIQ un débouché en interroga-
tion flexible nous a conduit à étudier la possibilité de fournir des informations sur les tuples
décrits par les résumés. La présentation des enregistrements résultats en fonction de leur per-
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tinence vis-à-vis de la requête traitée, caractéristique des systèmes d’interrogation flexible en
bases de données, ne peut se satisfaire de résumés linguistiques. Ces derniers offrant des réfé-
rences aux enregistrements qu’ils décrivent, l’utilisation d’une hiérarchie de résumés comme
structure d’index a été envisagée. Le chapitre 5 débute cette étude par un tour d’horizon des in-
dex, orienté principalement vers les index multidimensionnels. Cet état de l’art, en plus d’avoir
exposé une sélection de techniques d’indexation, nous a permis d’aboutir à la conclusion que
l’utilisation des hiérarchies de résumés comme index était plausible.
Afin de vérifier cette conclusion et poursuivre l’étude, un travail expérimental a été entrepris.
Il a consisté à intégrer des hiérarchies de résumés au sein d’un système de gestion de bases de
données opérationnel. Il a ainsi été possible d’exécuter des requêtes de sélection utilisant des ré-
sumés comme méthode d’accès. La validité de l’approche est démontrée, mais d’autres travaux
restent nécessaires pour déterminer les facteurs qui influent sur son efficacité et éventuellement,
l’améliorer.
La contribution de cette thèse se retrouve également dans les applications offertes au travers
de prototypes qui donnent vie à certaines de nos propositions.
Perspectives
Le travail de thèse présenté dans ce document touche à plusieurs champs d’étude qui peuvent
être enrichis ou étudiés plus en détail. Ainsi, l’algorithme présenté au chapitre 2 peut être géné-
ralisé dans ses principes, aussi bien dans la formulation des requêtes que dans la présentation
des résultats. Par exemple, on peut envisager une forme canonique des requêtes exprimée non
pas en forme normale conjonctive, mais en logique du premier ordre. Les critères ne seraient
plus des conditions logiques, mais des prédicats. Dès lors, les deux facettes de l’interrogation
des résumés (le test d’existence et la description des données) seraient formalisées de façon plus
rigoureuse. De plus, l’utilisation de prédicats comme critères de sélection est plus en rapport
avec l’usage courant (dans le langage SQL).
L’exploitation, lors de l’interrogation de hiérarchies de résumés, des degrés et mesures affec-
tés aux résumés constitue la perspective la plus intéressante. Par la suite, on peut légitimement
supposer que ces enrichissements affecteront la suite du processus d’interrogation, par exemple,
la présentation des résultats.
D’autre part, la personnalisation est un domaine que nous avons à peine abordé. Du fait de
l’aspect descriptif des résumés, interroger une hiérarchie permet, dans certaines circonstances,
152 Conclusion générale
de déterminer très rapidement l’absence de résultats. En matière de personnalisation, une appli-
cation évidente est la sélection des sources de données dans un contexte multisources. D’autres
applications pour les résumés linguistiques restent probablement à découvrir.
Enfin, l’intégration des hiérarchies de résumés dans un SGBD est une tâche difficile, mais
qui reste un objectif attrayant. La poursuite de ce travail permettrait d’identifier une organisation
adaptée des hiérarchies en tant qu’index ayant une base dans le flou. L’expérience acquise grâce
à la première implémentation présentée dans ce document devrait rendre cette poursuite relati-
vement aisée. Nous pensons qu’il suffira de jeux de données plus conséquents et d’un meilleur
protocole d’expérimentation, bien défini quant aux éléments de performance et d’utilité évalués.
Notre objectif initial de couplage entre les résumés linguistiques du modèle SAINTETIQ et les
systèmes d’interrogation flexible ne sera atteint qu’à cette condition. À terme, cette approche
devra être comparée aux méthodes d’évaluation de requêtes flexibles.
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Le résumé linguistique de données structurées comme
support pour l’interrogation
W. Amenel Abraham VOGLOZIN
Résumé
Le travail présenté dans cette thèse traite de l’utilisation des résumés de données dans l’interrogation. Dans le
contexte des résumés linguistiques du modèle SaintEtiQ sur lequel se focalise cette thèse, un résumé est une
description du contenu d’une table relationnelle. Grâce à la définition de variables linguistiques, il est possible
d’utiliser des termes du langage pour caractériser les données structurées de la table. En outre, l’organisation
des résumés en hiérarchie offre divers niveaux de granularité. Nous nous intéressons à fournir une applica-
tion concrète aux résumés déjà construits. D’une part, nous étudions les possibilités d’utilisation des résumés
dans une interrogation à but descriptif. L’objectif est de décrire entièrement des données dont certaines ca-
ractéristiques sont connues. Nous proposons une démarche de recherche de concepts et une instanciation de
cette démarche. Ensuite, une étude des systèmes d’interrogation flexible, dont certains ont, ainsi que SaintEtiQ,
la théorie des sous-ensembles flous comme base, nous permet d’enrichir la démarche proposée par des fonc-
tionnalités plus avancées. D’autre part, nous avons intégré les résumés linguistiques de SaintEtiQ au SGBD
PostgreSQL. L’objectif est d’aider le SGBD à identifier des enregistrements. Nous présentons un état de l’art
des techniques d’indexation, ainsi que le détail de l’implémentation des résumés en tant que méthode d’accès
dans PostgreSQL.
Mots-clés : SaintEtiQ, résumés linguistiques, données structurées, interrogation de résumés, sous-ensembles flous,
interrogation flexible, aspects coopératifs, index, techniques d’indexation, méthode d’accès, PostgreSQL.
Linguistic summaries of structured data as a tool for querying
Abstract
This thesis deals with using summaries of data in a querying process. The work discussed focuses on the lin-
guistic summaries of the SaintEtiQ model, in which a summary describes the content of a relational table. The
definition of linguistic variables allows to use terms from the natural language to characterize the structured
data. In addition, the organization of summaries into a hierarchy based on generalization links offers various
levels of granularity. On one hand, we study the possible use of summaries in a descriptive querying process.
The aim is to characterize entirely the data on the basis of a partial characterization. We propose an approach
which consists in searching for specific concepts, from the expression of queries to the presentation of results.
An instantiation of the approach using a summary hierarchy traversal algorithm is part of the proposal. Then, a
survey of flexible querying systems, some of which are based on fuzzy sets as SaintEtiQ is, allows us to provide
additional functionalities to the querying approach. On the other hand, we integrate linguistic summaries of the
model into the DBMS PostgreSQL. The aim is to help the DBMS identify tuples by exploiting a summary hier-
archy as an index structure. We provide a survey of indexing techniques as well as the details of implementing
summaries as an index method under PostgreSQL.
Keywords: SaintEtiQ, linguistic summaries, structured data, querying of summaries, fuzzy sets, flexible querying,
cooperative aspects, index, indexing techniques, access method, PostgreSQL.
Discipline : INFORMATIQUE
Spécialité : INFORMATIQUE
Laboratoire : LABORATOIRE D’INFORMATIQUE DE NANTES ATLANTIQUE.
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