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Abstract—In this paper, an algorithm is presented to calculate
the transition rates between adjacent mesoscopic subvolumes in
the presence of flow and diffusion. These rates can be integrated
in stochastic simulations of reaction-diffusion systems that follow
a mesoscopic approach, i.e., that partition the environment
into homogeneous subvolumes and apply the spatial stochastic
simulation algorithm (spatial SSA). The rates are derived by
integrating Fick’s second law over a single subvolume in one
dimension (1D), and are also shown to apply in three dimensions
(3D). The proposed algorithm corrects the derived rates to ensure
that they are physically meaningful and it is implemented in the
AcCoRD simulator (Actor-based Communication via Reaction-
Diffusion). Simulations using the proposed method are compared
with a naive mesoscopic approach, microscopic simulations that
track every molecule, and analytical results that are exact in 1D
and an approximation in 3D. By choosing subvolumes that are
sufficiently small, such that the Pe´clet number associated with
a subvolume is sufficiently less than 2, the accuracy of the pro-
posed method is comparable with the microscopic method, thus
enabling the simulation of advection-reaction-diffusion systems
with the spatial SSA.
Index Terms—Advection-diffusion, mesoscopic simulation,
molecular communication, spatial SSA
I. INTRODUCTION
Stochastic simulations play an important role to help model
and understand biochemical and biophysical systems at small
physical scales. They can be used to support or predict both
analytical models and experimental results. Prominent areas of
application include biological cell signaling and the design of
molecular communication systems; see [1], [2], respectively.
Stochastic simulations of physical chemistry occupy a
middle ground between rigorously modeling all individual
molecules (i.e., a molecular dynamics approach) and model-
ing all molecules with continuous concentrations. Molecular
dynamics modeling is computationally expensive and can be
unsuitable for systems above a nanometer scale. Modeling
concentrations as continuous is computationally efficient but
cannot capture micrometer scale behavior where local concen-
trations can deviate significantly from their expected values.
The compromise made by stochastic simulations is to represent
the medium as a continuous solvent and model dilute solute
molecules as discrete populations. The stochasticity applies to
the corresponding behavior of the solute due to the sparsity of
the individual molecules. For example, the displacement of a
molecule via collisions with solvent molecules (i.e., diffusion)
can be modeled as a Gaussian random variable (see [3, Ch. 1]),
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and the stochasticity of the chemical master equation has been
shown to exactly represent the reaction dynamics of a well-
stirred system in thermal equilibrium (see [4]).
A common categorization of stochastic reaction-diffusion
simulators is as either microscopic or mesoscopic, as summa-
rized in Table I. Microscopic simulators, such as Smoldyn [5]
and BiNS2 [6], track each solute molecule individually. This
approach is typically discrete in time and continuous in space,
such that the system evolves according to a global time step.
Mesoscopic simulators, such as MesoRD [7] and URDME [8],
partition the environment into virtual containers and track the
molecule population in each container (or subvolume). This ap-
proach is discrete in space and continuous in time. Generally,
the improved spatial resolution makes microscopic simulators
more accurate but also more computationally intensive. The
trade-offs in accuracy and computational complexity have
motivated the development of hybrid simulators that separate
the environment into microscopic and mesoscopic domains;
see [9]. Examples of simulators that have implemented a
hybrid approach include URDME [10], Smoldyn [11], and our
platform AcCoRD [12]. Further discussion comparing these
approaches can be found in [12].
Diffusion and chemical reactions are not the only relevant
phenomena in biochemical and biophysical systems. Many
fluid environments also have a bulk flow (or “drift”) associated
with them, e.g., blood flow and air currents. Advection biases
diffusion in some direction and could vary locally or over time.
Implementing flow in a microscopic model is relatively simple;
every execution of Brownian motion includes a deterministic
bias in the direction of the flow; see [3, Ch. 4]. However, in
the mesoscopic approach, the implementation of flow is non-
trivial.
In this paper, we propose an algorithm to implement flow
in mesoscopic reaction-diffusion simulations. The core of a
mesoscopic simulation is the Stochastic Simulation Algorithm
(SSA), which was originally proposed by Gillespie in [13] and
is also known as Gillespie’s algorithm. The SSA generates
exact trajectories of the evolution of a homogeneous chemical
system. Diffusion is included by partitioning the physical
space into homogeneous subvolumes, such that diffusion be-
tween subvolumes is treated as a special type of reaction.
Every possible “reaction” (including diffusion) is assigned a
corresponding “reaction rate,” and the algorithm is known as
the spatial SSA. The primary contribution of this work is to
properly modify the rates associated with diffusion reactions
to account for the addition of a steady (but not necessarily
uniform) drift.
To the best of our knowledge, advection has not been fully
integrated within a mesoscopic reaction-diffusion simulator.
The implementation of advection in [14] considers mesoscopic
flow only in the absence of diffusion, which simplifies the
ar
X
iv
:1
80
5.
12
43
8v
2 
 [p
hy
sic
s.c
he
m-
ph
]  
11
 Se
p 2
01
8
2TABLE I
SUMMARY OF STOCHASTIC REACTION-DIFFUSION APPROACHES.
Approach Examples Features
Microscopic Smoldyn [5]BiNS2 [6]
Track individual molecules; generally
better spatio-temporal resolution.
Mesoscopic MesoRD [7]URDME [8]
Track molecules in subvolumes; gen-
erally better computational efficiency;
better scalability potential.
Hybrid
URDME [10]
Smoldyn [11]
AcCoRD [12]
Simulations can have both microscopic
and mesoscopic regions.
modification of the transition rates. The advection-diffusion
model in [15] leads to observations that are similar to what
we can obtain using our approach, but it uses a Langevin
method, which does not have the temporal precision of the
spatial SSA.
Our goal is to broaden the applicability of mesoscopic
simulations (or hybrid simulations with a mesoscopic compo-
nent) by introducing the ability to include flow in a reaction-
diffusion system. We are particularly motivated by the domain
of molecular communication, which is the study of commu-
nications systems that use molecules as information carriers.
While some papers in this area consider mesoscopic models,
including [16]–[19], the majority of stochastic simulations
(including the simulators presented in [6], [20], [21]) use a
microscopic approach and are thus unable to take advantage
of the scalability of mesoscopic systems. With this in mind,
we implement our proposed mesoscopic flow algorithm in the
AcCoRD simulator, which is a hybrid microscopic-mesoscopic
reaction-diffusion simulator that is publicly available (see [12],
[22]). However, we emphasize that our proposed method could
be applied to any implementation of mesoscopic reaction-
diffusion that is based on the spatial SSA.
The main contributions of this work are as follows:
1) We derive the transition rates for mesoscopic advection-
diffusion by solving Fick’s laws for one subvolume with
steady flow. We perform the derivation along a single
dimension (1D) but the results also extend to systems
that are 2D and 3D.
2) We present how to incorporate the advection-diffusion
transition rates in the spatial SSA. In particular, we
constrain the rates when the flow is sufficiently fast
to guarantee that all rates remain non-negative. This
integration is implemented in version 1.1 of AcCoRD;
see [22]. The SSA, which implements trajectories as
a sequence of events, cannot accommodate a negative
transition rate because that would lead to non-causal
“next” reaction times.
3) We consider the accuracy of the proposed mesoscopic
method when molecules are placed in one subvolume
and then observed in another subvolume. We compare
the method with a simpler (intuitive) implementation, a
microscopic method, and analytical results. We demon-
strate that the proposed method is generally more ac-
curate than the simple implementation, and comparable
to a microscopic model when the flow is sufficiently
slow or the subvolumes are sufficiently small. Both
hi hi+1hi−1
vx,i−1 vx,i vx,i+1
lx,i−1 lx,i lx,i+1
vx,i−2
Fig. 1. Discretized 1-dimensional flow problem. In the most general case,
the subvolume length hi and flow speed vx,i can vary for every subvolume
and interface between two adjacent subvolumes, respectively. The coordinate
of the center of subvolume i, lx,i, is measured relative to the origin.
the average and statistical time-varying behavior are
considered.
The rest of this paper is organized as follows. We define
the system model and present analytical preliminaries in
Section II. In Section III, we describe the existing methods
for microscopic and mesoscopic simulations. In Section IV,
we describe a simple mesoscopic flow method and present
our proposed method. All methods are extensively simulated
in Section V and we conclude the paper in Section VI.
II. SYSTEM AND ANALYTICAL MODELS
In this section, we define the advection-diffusion system of
interest, describe Fick’s laws of diffusion in the presence of
flow, and present analytical results that will be used to assess
the accuracy of each simulation method. We do not need to
consider chemical reactions because their inclusion does not
impact the implementation of advection-diffusion.
A. Physical Environment
We consider a single non-reactive chemical species. The
environment is partitioned into subvolumes, where the ith
subvolume has length hi, is centered at location ~li = lx,i~x +
ly,i~y + lz,i~z, and contains Ui molecules. The subvolumes are
placed so that they are flush with Cartesian coordinates, e.g.,
along the x-dimension in the 1D case in Fig. 1, where the
center of the ith subvolume is lx,i from the origin.
We permit diffusion and flow to vary over space but not over
time (i.e., they are time-invariant but non-uniform). The diffu-
sion coefficient is uniform throughout an individual subvolume
and in the ith subvolume is Di. The flow ~v = [vx,i, vy,i, vz,i]
is defined at the interface between adjacent subvolumes. In the
1D case, as shown in Fig. 1, vx,i is the magnitude of the flow
from the ith subvolume toward the (i+ 1)th subvolume.
B. Fick’s Laws of Diffusion
Fick’s laws are equations that are used to derive analytical
behavior of diffusion and are also used to formulate the
transition rates in mesoscopic simulations. Advection can be
directly added to these laws. Fick’s first equation in 1D with
drift along the x-direction is [3, Eq. (4.4)]
Jx = −D∂C
∂x
+ vxC, (1)
3where Jx is the flux of molecules along the x-axis, D is the
diffusion coefficient, C is the point molecule concentration,
and vx is the projection of the flow vector along the x-
direction. Eq. (1) demonstrates that the net flux of molecules
at a location x increases by vxC due to the flow. Fick’s second
equation in 1D is [3, Eq. (4.5)]
∂C
∂t
= D
∂2C
∂x2
− vx ∂C
∂x
= −∇ · Jx, (2)
which demonstrates that, when compared with the no-flow
case, the change in concentration at a location is reduced by
vx
∂C
∂x .
C. Analytical Modeling
In the remainder of this section, we make assumptions
that enable the derivation of closed-form expressions for the
time-varying concentration or number of molecules at some
location. Namely, we assume uniform diffusion D, uniform
flow ~v, and that the environment is unbounded. Then, if N
molecules are released at time t = 0 from the origin of the
environment, then it can be shown that the expected point
concentration C (d, t) along the x-axis at a distance d from
the origin is
C (d, t) =
N
(4piDt)
D
2
exp
(
− (d− vxt)
2
+ v2yt
2 + v2zt
2
4Dt
)
,
(3)
where D is the number of dimensions.
In the 1D case, we can integrate (3) twice to derive the
number of molecules expected over a nonzero-length observer
(i.e., a receiver) after they are initialized over a nonzero-
length source (i.e., a transmitter). This result is in closed-form
and is convenient for evaluating mesoscopic methods since
a mesoscopic environment is described using nonzero-length
subvolumes. For clarity of presentation, we assume that the
environment is a line of subvolumes with identical length h,
and that the transmitter and receiver each occupies exactly one
subvolume. The transmitter’s subvolume is centered around the
origin.
We first account for the size of the receiver. The number of
molecules expected at the receiver due to a point source can
be derived by integrating (3) over the receiver’s subvolume.
This integration is analogous to that used to derive the impulse
response at a 3D Cartesian box receiver in the no-flow case
in [23, Eq. (22)], and relies on substitution and the definition
of the error function, i.e., [24, Eq. (8.250.1)]
erf (α) =
2√
pi
α∫
0
exp
(−β2) dβ. (4)
The result of the integration is the number of molecules
expected at the receiver NRX (t), and is expressed as
NRX (t) |1D =
N
2
[
erf
(
xˆ+ h/2
2
√
Dt
)
− erf
(
xˆ− h/2
2
√
Dt
)]
, (5)
where xˆ = lRX − vxt and lRX is the distance from the origin
to the center of the receiver.
Next, we account for the size of the transmitter centered
at the origin. We need to integrate (5) over the transmitter’s
subvolume (and divide by the length of the subvolume so that
the final result has units of molecules). This integration is
analogous to the first author’s derivation in the 1D no-flow case
in [25, Eq. (15)], such that the number of molecules expected
at the receiver can be expressed by (6) located at the top of
the following page, where
xˆi = lRX − vxt − h/2, xˆf = lRX − vxt + h/2, (7)
and we use the integral [24, Eq. (5.41)]∫
erf (aβ) dβ = β erf (aβ) +
1
a
√
pi
exp
(−a2β2) . (8)
Eq. (6) is verbose but it is exact and is valid for any
placement of the receiver relative to the transmitter, including
the case where they are in the same subvolume, i.e., lRX = 0.
While it is common to make geometric approximations for the
channel behavior, such as the uniform concentration assump-
tion at the receiver (defined in [23]) or the point transmitter
assumption (defined in [25]), having an exact expression is
preferred to more precisely measure the accuracy of our
proposed simulation method and the alternative approaches.
In the 3D case, an exact closed-form result is not available.
However, we briefly present a closed-form approximation,
where we assume that the transmitter is a point and not a
cube. Thus, we only integrate (3) to account for the size of
the receiver cube, which is centered along the x-axis. As in
the 1D case, this integration is analogous to [23, Eq. (22)],
such that we correct for flow and write
NRX (t) |3D ≈
N
8
[
erf
(
xˆ+ h/2
2
√
Dt
)
− erf
(
xˆ− h/2
2
√
Dt
)]
×
[
erf
(
yˆ + h/2
2
√
Dt
)
− erf
(
yˆ − h/2
2
√
Dt
)]
×
[
erf
(
zˆ + h/2
2
√
Dt
)
− erf
(
zˆ − h/2
2
√
Dt
)]
, (9)
where yˆ = lRX − vyt and zˆ = lRX − vzt.
Finally, it is helpful to know when the peak number of
molecules is expected at the receiver, especially since this
time can vary considerably with the strength of the flow.
For a molecular communication system, the expected peak
observation time will help determine when the receiver should
be sampling. For tractability, we consider the peak time of the
point-to-point concentration in (3) when the orthogonal flow
components are vy = vz = 0. By taking the derivative of (3)
with respect to time and setting it equal to 0, it can be shown
that the expected peak time tp in 1D is
tp =
−D +√D2 + v2xl2RX
v2x
, (10)
and in 3D is
tp =
−3D +√9D2 + v2xl2RX
v2x
. (11)
III. EXISTING SIMULATION METHODS
In this section, we outline the spatial SSA for diffusion in
the absence of flow and the microscopic method with flow.
Flow is added to the spatial SSA in the following section.
4NRX (t) |1D =
N
h
{√
Dt
pi
[
exp
(
− (xˆf + h/2)
2
4Dt
)
− exp
(
− (xˆf − h/2)
2
4Dt
)
− exp
(
− (xˆi + h/2)
2
4Dt
)
+ exp
(
− (xˆi − h/2)
2
4Dt
)]
+
1
2
[
(xˆf + h/2) erf
(
xˆf + h/2
2
√
Dt
)
− (xˆi + h/2) erf
(
xˆi + h/2
2
√
Dt
)
− (xˆf − h/2) erf
(
xˆf − h/2
2
√
Dt
)
+ (xˆi − h/2) erf
(
xˆi − h/2
2
√
Dt
)]}
(6)
A. Mesoscopic Method
Mesoscopic reaction-diffusion simulations go by many dif-
ferent names that refer to the same underlying approach. Some
names draw attention to the presence of subvolumes by calling
it an on-lattice or compartmental model; see [8], [11], [26].
Other names focus on the underlying mathematical physics
by referring to the reaction-diffusion master equation (in [7],
[27], [28]) or the discrete space continuous time Markov chain
(in [11]). It is also common to simply refer to the simulations
as mesoscopic; see [10], [29], [30]. Throughout this work,
we refer to the simulations as mesoscopic and the underlying
algorithm as the spatial SSA. Here, we briefly describe the
simulation of diffusion in the spatial SSA. Further details
of our implementation, including the simulation of chemical
reactions, can be found in [12].
In the spatial SSA, the precise location of an individual
molecule is uncertain, since all molecules are assumed to be
uniformly distributed within a given subvolume. The simu-
lation evolves as a sequence of reaction events, where each
event is a chemical reaction or the transition of a molecule
from one subvolume to an adjacent subvolume. In the absence
of chemical reactions, the number of possible events within
a subvolume is the number of neighboring subvolumes that
share a face. Each event is assigned a propensity α, such that
the probability that the event occurs within (infinitesimal) time
step δt is αδt. The propensity is the product of the number
of molecules U in the subvolume and the transition rate k.
In the case of a uniform grid of subvolumes of length h,
the propensity for a molecule to diffuse from subvolume i
to neighboring subvolume j, αi,j , is [9, Eq. (1.6)]
αi,j = ki,jUi, (12)
where ki,j = Di/h2 is the transition rate from subvolume i
to subvolume j. If the subvolumes are non-uniform, then the
diffusion transition rate is [29, Eq. (15)]
ki,j =
2Di
hi(hi + hj)
(13)
in 1D, and [12, Eq. (3)]
ki,j =
2DiAo
h3i (hi + hj)
(14)
in 3D, where Ao is the size of the shared overlap area between
subvolumes i and j.
Given the propensity αi,j , the time until the occurrence of a
transition from subvolume i to subvolume j can be generated
as an exponential random variable via [29, Eq. (5)]
t = − lnu
αi,j
, (15)
where u is a uniform random number between 0 and 1. There
are different implementations to efficiently calculate (15) for
a large number of dependent events. The implementation in
AcCoRD uses the Next Subvolume Method proposed in [7].
The primary constraint on the accuracy of the spatial
SSA is the subvolume size. When a molecule transitions
between subvolumes, it moves from an uncertain location in
one subvolume to an uncertain location in the other subvol-
ume. However, decreasing the subvolume size also increases
the computational complexity because more subvolumes are
needed to model the same total volume, so this is a trade-off.
B. Microscopic Method
The microscopic method is particle-based and tracks each
molecule individually. The system evolves according to a
global time step ∆t. The displacement of a single molecule
is n
√
2Dm∆t + v∆t along each dimension, where n is a
normal random variable with mean 0 and variance 1, and
v ∈ {vx, vy, vz} is the flow component along the correspond-
ing dimension. In AcCoRD, collisions with solid environment
boundaries that have no surface reactions are reflected per-
fectly.
IV. MESOSCOPIC FLOW IMPLEMENTATION
In this section, we present transition rates for mesoscopic
diffusion that account for a net flow or drift. First, we
present intuitive transition rates that were implemented in [8]
in the absence of diffusion. We directly extend these rates
to advection-diffusion but this is ultimately naive. Next, we
derive the transition rates directly from a discretization of
Fick’s laws. We present how to modify the spatial SSA so
as to include the derived rates, and summarize how flow is
implemented in the AcCoRD simulator.
A. Naive Transition Rates
A simple (but ultimately naive) approach to modify the
mesoscopic transition rate is to only correct the rate in the
same direction as the flow. In the absence of flow, the net
average displacement of a molecule with unbounded diffusion
5in a uniform grid of subvolumes is 0, because from (12) the
molecule is as likely to diffuse in one direction as in the
opposite direction. In the presence of flow, the net average
displacement becomes |~v|/h, where |~v| is the magnitude of
the flow. In a 1D environment defined along the x-direction,
the simple transition rates for mesoscopic advection-diffusion
are
ka =
D
h2
−min
(
0,
vx
h
)
, (16)
kw =
D
h2
+ max
(
0,
vx
h
)
, (17)
where ka is the transition rate in the direction opposite the flow
and kw is the transition rate in the same direction as the flow.
These simple rates maintain the expected net motion but are
ultimately “naive” because the rate of transition events in the
direction against the net flow is the same as in the no-flow case.
We will soon demonstrate that this is inaccurate. However, we
note that, in the absence of diffusion, i.e., D = 0, the simple
rates in (16) and (17) as implemented in [8] are correct.
B. Derivation of the Mesoscopic Transition Rates
Now we derive the mesoscopic transition rates for
advection-diffusion from Fick’s laws. Our approach is similar
to the derivation of the diffusion rate between non-uniform
subvolumes along a one dimensional grid presented in [29].
However, unlike [29], which considered diffusion alone, we
use Fick’s laws for diffusion with drift, i.e., (1) and (2). The
derivation is presented in 1D, but by orthogonality the results
readily apply in 2D and 3D (when subvolumes are in a uniform
grid; we extend to a more general 3D case in Section IV-D).
We begin by writing the 1D differential equation for the
number of molecules Ui in subvolume i [29, Eq. (9)]:
∂Ui
∂t
= −(ki,i+1+ki,i−1)Ui+ki+1,iUi+1+ki−1,iUi−1. (18)
Fick’s laws are defined over continuous space and can be
used to determine suitable expressions for each k. To arrive
at solutions for the ks in (18), we integrate (2) over the ith
subvolume (centered around the point lx,i; see Fig. 1) and
apply a linear discretization to the local concentration, i.e.,
C(lx,i) = Ui/hi. Thus, the integration of (2) leads to
∂Ui
∂t
= Jx
(
lx,i − hi
2
)
− Jx
(
lx,i +
hi
2
)
. (19)
To solve (19), we require expressions for the flux at each
end of the ith subvolume. A linear discretization of the
concentration at each end is expressed as
C
(
lx,i ± hi
2
)
=
C (lx,i) + C (lx,i±1)
2
=
1
2
(
Ui
hi
+
Ui±1
hi±1
)
.
(20)
By discretizing (1) and substituting in (20), the flux at each
end of the ith subvolume is
Jx
(
lx,i − hi
2
)
=− Di−1
lx,i − lx,i−1
(
Ui
hi
− Ui−1
hi−1
)
+
vx,i−1
2
(
Ui
hi
+
Ui−1
hi−1
)
, (21)
Jx
(
lx,i +
hi
2
)
=− Di
lx+1,i − lx,i
(
Ui+1
hi+1
− Ui
hi
)
+
vx,i
2
(
Ui+1
hi+1
+
Ui
hi
)
, (22)
where we recall that Di is the coefficient of diffusion of the
ith subvolume and vx,i is the flow in the positive x-direction
at the interface of the ith and (i + 1)th subvolumes. We can
substitute (21) and (22) into (19) and write
∂Ui
∂t
=
Ui−1
hi−1
(
Di−1
lx,i − lx,i−1 +
vx,i−1
2
)
+
Ui+1
hi+1
(
Di
lx,i+1 − lx,i −
vx,i
2
)
− Ui
hi
(
Di−1
lx,i − lx,i−1 +
Di
lx,i+1 − lx,i
)
. (23)
We can readily compare (23) with the differential equation
in (18) to infer the molecule transition rates as
ki+1,i =
1
hi+1
(
Di
lx,i+1 − lx,i −
vx,i
2
)
, (24)
ki−1,i =
1
hi−1
(
Di−1
lx,i − lx,i−1 +
vx,i−1
2
)
, (25)
ki,i+1 =
1
hi
(
Di
lx,i+1 − lx,i +
vx,i
2
)
, (26)
ki,i−1 =
1
hi
(
Di−1
lx,i − lx,i−1 −
vx,i−1
2
)
. (27)
For clarity of presentation, we assume in the remainder
of our analysis that the environment is uniform, i.e., the
subvolumes form a uniform grid of length h and are in a fluid
with uniform diffusion D and flow vx. Under these conditions,
the rates ka and kw are against and with the direction of
positive flow, respectively, and from (24)–(27) are
ka =
D
h2
− vx
2h
, (28)
kw =
D
h2
+
vx
2h
. (29)
Notably, we see that the relation
kw − ka = vx
h
, (30)
describes the net motion of molecules and also applies to the
naive rates in (16) and (17). The difference in (28) and (29)
is that the modified transition rates achieve the net motion by
both increasing the no-flow transition rate in the direction of
flow and reducing the transition rate against the direction of
flow.
One might ask whether our task is complete; can we simply
replace the transition rates in the no-flow spatial SSA with
those in (24)–(27)? Unfortunately, we cannot. If the flow com-
ponent is sufficiently strong, then transition rates against the
flow can be negative. Negative rates cannot be accommodated
in the SSA, since from (15) negative propensities lead to non-
causal event times. In the following, we present a mesoscopic
method that can accommodate any flow strength.
6Algorithm 1 Determine Spatial SSA Transition Rates
1: procedure FIND TRANSITION RATES(D, h, ~v, ΩSub)
2: for Every pair of adjacent subvolumes in ΩSub do
3: Identify relevant v ∈ {vx, vy, vz}
4: Identify kw and ka according to positive v
5: if v ≥ 2Dh then
6: kw = v/h . Flow is strong and positive
7: ka = 0
8: else if v ≤ − 2Dh then
9: kw = 0
10: ka = −v/h . Flow is strong and negative
11: else . Flow is not strong
12: kw = D/h
2 + v/(2h)
13: ka = D/h
2 − v/(2h)
14: end if
15: end for
16: end procedure
C. Mesoscopic Method with Flow
Let us consider how to modify the spatial SSA to account
for flow. We present an algorithm that sets the transition rates
based on the relative strength of the local flow. If the flow
and diffusion are time-invariant, and if the partitioning of
the environment into subvolumes (defined as the set ΩSub)
is unchanged, then we can run the algorithm a priori to the
simulation (even if ~v, D, or h are non-uniform). The current
number of molecules inside a subvolume does not matter, since
the rate describes the likelihood of the behavior of any given
molecule. The final algorithm is shown in “Algorithm 1.”
Our primary concern is to avoid instances of negative
rates. Otherwise, we should be using the rates derived in
Section IV-B. Negative transition rates do not occur if the
local flow is sufficiently slow, i.e., if
|v| ≤ 2D
h
, (31)
in a uniform environment, where we select v ∈ {vx, vy, vz} as
appropriate for the current interface. We note that the Pe´clet
number Pe for a single subvolume, which defines the strength
of advection relative to diffusion, is written as [31, Eq. (1.3.1)]
Pe =
|v|h
D
, (32)
so (31) is analogous to saying that the Pe´clet number is less
than 2. If (31) is true, then we use (28) and (29) for ka and kw,
respectively (or, more generally, the corresponding equations
for non-uniform environments).
When the local flow is sufficiently large or “strong”, i.e.,
when the Pe´clet number is 2 or greater, we should still
maintain the correct net motion, i.e., vx/h in (30). In order
to do so, and to maintain continuity of the transition rate
as a function of the flow speed, we must hold ka = 0 and
set kw = vx/h when vx > 2D/h, and vice versa when
vx < −2D/h. These corrections are compared with the naive
rates in Fig. 2 and are also reflected in Algorithm 1.
Interestingly, from the modified transition rates, there are no
diffusion transitions in the strong flow regime. What does this
v
kw
0
D
h2
− 2Dh 2Dh
2D
h2
Derived rate
(29)
Modified rate
in Spatial SSA
3D
h2
Naive rate
Fig. 2. Transition rate kw (i.e., in the direction of positive flow) versus
flow strength v. The derived rate in (29) has a constant slope of 1/(2h).
However, the transition rate in the SSA cannot be negative, so we make it a
piecewise constant function of the flow that maintains a constant net flow of
molecules across the interface. When v < −2D/h, the modified rate is 0.
When v > 2D/h, the modified rate has a slope of 1/h. The naive rate is
D/h2 when v ≤ 0 and has a slope of 1/h when v > 0.
mean, and does it make sense? When the flow is sufficiently
strong, it is assumed that molecule transitions only occur in the
direction of flow. However, the mesoscopic approach assumes
that molecules within a subvolume are uniformly distributed.
We expect that (occasionally) there will be molecules close
to the “back” of the subvolume, and these molecules would
have a non-negligible probability of diffusing into a subvolume
that is against the flow direction, so a complete absence of
diffusion transitions is a source of error. Nevertheless, the true
locations of molecules within a subvolume are uncertain. We
could decrease this uncertainty by keeping track of the number
of molecules within subsets of the subvolume, but doing so is
analogous to decreasing the subvolume length h, which from
(31) increases the threshold to be in the strong flow regime.
Thus, for a given h, inaccuracies in the strong flow regime are
a side effect of the mesoscopic model that can be mitigated
by decreasing the subvolume size.
D. Implementation in 3D Simulations
We have implemented the microscopic and mesoscopic flow
methods in the AcCoRD simulator. Flow was introduced in
version 1.1; the latest version and select previous versions are
available on Github; see [22]. In the following, we describe
how a user can define the flow parameters for a simulation,
and present additional modifications to the transition rates to
accommodate for 3D subvolumes that are misaligned or have
different sizes.
AcCoRD (Actor-based Communication via Reaction-
Diffusion) is a hybrid (microscopic-mesoscopic) reaction-
diffusion simulation tool. It runs as a standalone executable
and the output can be imported and processed in MATLAB.
A simulation environment and the corresponding parameters
are defined by the user in a configuration file. An environment
is composed of regions, each of which is either microscopic
or mesoscopic. System input and output is achieved by the
placement of actors within the regions. Each actor is either
7a source of molecules (which can be modulated by binary
data) or an observer of molecules, i.e., either a transmitter or
receiver. Chemical reactions (zeroth, first, or second order) and
diffusion coefficients can be defined either globally or within
individual regions. Additional details on the implementation
and use of AcCoRD up to version 1.0 can be found in [12].
We added flow to version 1.1 of AcCoRD by enabling a
user to specify which types of molecules are able to flow and
where they flow. A global 3D flow vector can be defined for
the entire environment, and this vector can be replaced within
any region. Different region flow vectors can be defined for
different types of molecules.
Displacement within a given region is straightforward and
follows the descriptions for microscopic flow in Section III-B
and mesoscopic flow in a uniform environment in Section IV-C
(since all subvolumes within a region are the same size).
Transitions between two microscopic regions use the flow
vector that applied to the molecule at the start of the current
time step. Transitions between microscopic and mesoscopic
regions or vice versa (i.e., at a hybrid interface) follow the
diffusion-only transition rules described in [12] (re-deriving
those rules to account for flow is beyond the scope of this
work but can be considered in the future). Transitions between
two mesoscopic regions are treated as a special case if the
two regions have subvolumes of different sizes or if the faces
of the subvolumes are misaligned. When this occurs, it is
insufficient to apply the rates for inhomogeneous subvolumes
in (24)–(27), because they only apply in 1D. Adjacent 1D
subvolumes always share a “face.” However, in 3D, adjacent
subvolumes that are of different sizes or that are misaligned
will have an overlap area Ao that is not equal to the areas
of both subvolume faces. For diffusion alone, the corrected
transition is (14). A similar correction can be applied to the
transition rate with advection-diffusion, such that the rate is
scaled by the relative overlap area Ao/h2i . By recognizing that
the distance between the centers of adjacent subvolumes i and
j (along the direction of the shared face) is (hi+hj)/2, it can
then be shown from (24)–(27) that the corrected transition rate
from subvolume i to subvolume j is
ki,j =
Ao
h2i (hi + hj)
[
2Di
hi
+ v
]
, (33)
where v is the flow component that corresponds with the
direction from subvolume i to subvolume j (and accounting for
the sign as necessary). Eq. (33) can be analogously included
in Algorithm 1.
As of the time of writing, a flow vector in AcCoRD must
be uniform within a given region. A locally-varying flow (e.g.,
laminar flow, which is predominant in small blood vessels; see
[32]) can be spatially discretized by defining multiple regions.
We note that regions can be placed inside of other regions,
so there is still considerable flexibility to define flow in a
simulation environment.
V. SIMULATION RESULTS
In this section, we present simulations to demonstrate the
accuracy of the proposed mesoscopic advection-diffusion al-
gorithm. We compare the output with the analytical results
presented in Section II, the microscopic method summarized
in Section III-B, and the naive mesoscopic method presented in
Section IV-A. All simulations were completed and processed
with the AcCoRD simulator and its post-processing tools,
which are all available on Github; see [22]. Most of our results
focus on a (3D) environment that is equivalently 1D, so that
closed-form analytical equations are available. However, for
completeness, we also consider a 3D environment that cannot
be simplified to a 1D equivalent.
Throughout this section, we use a diffusion coefficient of
D = 10−10 m
2
s . The transmitter and receiver each have a
width of 1µm, which is on the order of a typical bacterial
cell; see [33, Ch. 1]. Unless otherwise noted, the mesoscopic
subvolume length is also h = 1µm, so the subvolume Pe´clet
number is 2 when v = 0.2 mms . We maintain a uniform
mesoscopic subvolume size for a given simulation for both
clarity of presentation and to focus on the impact of the global
subvolume size. Verification of the proposed transition rates
between subvolumes of different sizes, as given by (33), is
not shown but is consistent with the other results presented in
this section.
In order to focus on observations around the expected peak
observation time, the receiver always samples the number
of molecules within its space every tp/30 seconds over an
interval of at least [0, 3tp], where tp is found using (10) and
(11) for the 1D and 3D environments, respectively. Thus, each
simulation has at least M = 91 samples, though for clarity of
presentation we do not show every sample time in every plot.
Except where noted, all simulations were repeated 103 times,
and all microscopic simulations use the sampling period for
the global time step ∆t.
A. Measuring Accuracy
Generally, we choose system parameters that push the limits
of the proposed method’s accuracy. This is not intended to
build a case against our own contribution, but to clearly
demonstrate the conditions under which our proposed method
is suitable as an alternative to a microscopic model (or
some other approach). The accuracy of the diffusion-only
mesoscopic method is limited by the choice of subvolume
size, and we will find that this is also the case for advection-
diffusion, as we expect. A related observation is that accuracy
will be limited when the Pe´clet number Pe is high, despite
the corrections that we make to simulate strong flow in
Algorithm 1.
In addition to direct comparisons between the simulated
time-varying observations and those expected from analytical
results, we use two metrics to measure accuracy in the 1D case.
First, we measure the relative deviation from the expected
value at the peak observation time, i.e.,
NRX (tp)−NRX (tp)
NRX (tp)
, (34)
where NRX (t) is the number of molecules observed by the
receiver during the simulation at time t, and NRX (t) is
calculated from (6). We then average (34) over all realizations.
8Second, we measure the mean of the absolute deviations from
the expected values over the entire interval [0, 3tp], i.e.,
1
M
∑
t∈[0,3tp]
∣∣NRX (t)−NRX (t)∣∣ , (35)
for each realization, where M = 91 is the number of samples
over [0, 3tp], and then average over all realizations. These two
measures produce distinct but insightful results with which to
compare the simulation methods. The expected peak time is
arguably the most important single instant for a simulation to
be accurate, but is insufficient to describe the overall accuracy.
B. 1D Environment
We first simulate an environment that is a square rod with
dimensions 500µm× 1µm× 1µm. The transmitter is placed
at the middle of the rod, such that the rod can be assumed
to be infinite in length for the timescales considered, and it
releases N = 200 molecules at time t = 0. By initializing
molecules over an entire 1µm3 cube, and observing molecules
over another 1µm3 cube, this environment is effectively 1D.
Thus, the time-varying number of molecules expected at the
receiver can be calculated exactly using (6).
In Fig. 3, we investigate the impact of the flow speed
v on the accuracy of the simulation methods, when the
distance separating the centers of the transmitter and receiver
is lRX = 5µm. In Fig. 3(a), we measure the average num-
ber of molecules observed over time for the flow speeds
v = {0.1, 0.2, 0.4} mms . The microscopic simulation matches
the analytical curves very well, with no visible deviation. The
proposed mesoscopic method shows good agreement when
v = 0.1 mms (i.e., Pe = 1), with slight underestimation
before the peak time and overestimation after the peak time.
Deviations near the peak time are larger at the threshold for
strong flow, when v = 0.2 mms (i.e., Pe = 2), and significant
for the entire relevant timescale when v = 0.4 mms (i.e.,
Pe = 4). Nevertheless, the proposed method is visibly more
accurate than the naive method, especially when the flow is
slow. In Figs. 3(b) and (c), we measure the error metrics for
the peak observation time and the entire observation interval,
respectively, as a function of the flow speed. The microscopic
method has much less error with high flow speeds than the
mesoscopic methods, but we clearly see that the degradation
of the proposed method with increasing flow speed is lower
than that of the naive method. The deviation of the proposed
method at the peak observation time is much closer to the
microscopic method than the naive method when v ≤ 0.2 mms ,
i.e., when Pe ≤ 2 and we are not in the strong flow regime.
Measuring the time-varying average number of molecules
gives an incomplete picture about the fidelity of the simula-
tions, since this does not show the randomness in the stochastic
simulations. A deterministic solver should also give the correct
expected result, so we also compare the probability distribution
of the observations with the analytical time-varying probability
mass function (PMF). The analytical PMF is based on the
fact that, at every observation time, each molecule has the
same independent a priori probability of being observed by
the receiver. So, the total number of molecules observed can
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Fig. 3. Impact of flow speed v on the accuracy of simulations when
lRX = 5µm. (a) The time-varying number of molecules observed for flow
speed v = {0.1, 0.2, 0.4} mms , averaged over 103 realizations. (b) Relative
deviation of the mean observation at the expected peak time from the expected
peak observation, as a function of flow speed. (c) Average absolute deviation
of the mean from the expected mean over the range [0, 3tp], as a function of
flow speed.
be represented as a Binomial random variable X with n = N
trials and a success probability p calculated using (6) when
N = 1. The corresponding PMF, given by [34, Eq. (5.1.2)]
Pr{X = k} =
(
n
k
)
pk (1− p)n−k , (36)
can be evaluated at each observation time.
We consider the probability distribution of observations at
each time step in Figs. 4 and 5, where we increase the number
of simulation realizations to 5×104. Specifically, in Fig. 4 we
present the PMF for the environment considered for Fig. 3
and where the flow speed is v = 0.2 mms . In Fig. 5, we
increase the distance to lRX = 10µm and decrease the flow
speed to v = 0.1 mms , which we will see in Fig. 6 leads to
better agreement of the proposed approach with the expected
analytical behavior. For Fig. 4, we deliberately chose a flow
speed where the proposed approach has deviations from the
analytical curve in Fig. 3, to demonstrate the statistical in-
tegrity of the proposed method even when there are deviations
in the expected behavior.
To facilitate comparisons within Figs. 4 and 5, each subplot
includes the corresponding expected analytical response drawn
as a solid white line, is drawn on the same scales, and has
the same distribution values as shown in the color bar legend
on the right side of the figure. The PMFs shown all begin
with a delay so that the very high likelihood of observing
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Fig. 4. Time-varying PMF from 5×104 realizations of the different simulation
methods when lRX = 5µm and v = 0.2 mms . The domain, range, and
distribution scale (shown on the right) of each subplot are the same. The
expected analytical response is drawn as a solid white line. (a) The expected
PMF, calculated as a time-varying Binomial PMF using the expected response
(6). (b) The PMF of the proposed mesoscopic method. (c) The PMF of the
microscopic method. (d) The PMF of the naive mesoscopic method.
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Fig. 5. Time-varying PMF from 5×104 realizations of the different simulation
methods when lRX = 10µm and v = 0.1 mms . The domain, range, and
distribution scale (shown on the right) of each subplot are the same. The
expected analytical response is drawn as a solid white line. (a) The expected
PMF, calculated as a time-varying Binomial PMF using the expected response
(6). (b) The PMF of the proposed mesoscopic method.
no molecules at the start of a simulation does not saturate
the color bar. Each vertical slice in every subplot is the PMF
associated with the corresponding observation time, such that
all values associated with a slice add up to 1. To be considered
to have good agreement with the corresponding analytical
PMF, a simulation PMF should have the same shape and color.
However, every simulation PMF has some “noisiness” due to
the use of a finite number of realizations.
Fig. 4 shows the analytical time-varying PMF in Fig. 4(a).
The remaining time-varying PMFs, as shown in Figs. 4(b),
(c), and (d) for the proposed mesoscopic method, microscopic
method, and naive mesoscopic method, respectively, are gener-
ated from the realizations executed for each method. Despite
the visible noise, we can observe the general trends of the
PMFs. The microscopic method in Fig. 4(c), whose average
behavior matched the analytical curve very well, also has a
time-varying PMF that is very consistent with the analytical
time-varying PMF. The deviations in the proposed approach
from the analytical curve that we observed in Fig. 3 are also
evident here in Fig. 4(b), with underestimation before the
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Fig. 6. Impact of distance lRX on the accuracy of simulations when
v = 0.1 mms . (a) The time-varying number of molecules observed at distances
of lRX = {2, 4, 10}µm, averaged over 103 realizations. (b) Relative deviation
of the mean observation at the expected peak time from the expected peak
observation, as a function of distance. (c) Average absolute deviation of
the mean from the expected mean over the range [0, 3tp], as a function of
distance.
expected peak and overestimation after the expected peak.
However, we observe that the general “shape” of the statistical
distributions with the proposed approach are consistent with
the microscopic and analytical distributions. Even the naive
method has similar statistical behavior, although the deviations
from the other approaches are much more evident.
In Fig. 5, we only compare the analytical time-varying PMF
with the PMF corresponding to the proposed method. There
is very good agreement here, which is consistent with the
improved accuracy under the given physical parameters as we
will see in Fig. 6. Overall, based on Figs. 4 and 5, we claim
that using a mesoscopic method does not fundamentally alter
the simulation statistics. In the remainder of this section, we
continue to focus on the deviations in the expected behavior.
In Fig. 6, we consider the impact of the distance lRX between
the centers of the transmitter and receiver when the flow speed
is v = 0.1 mms , i.e., Pe = 1 and the flow is not “strong.”
Analogously to Fig. 3, in Fig. 6(a) we measure the average
number of molecules observed over time at the distances
lRX = {2, 4, 10}µm. The proposed mesoscopic method agrees
very well with both the microscopic method and the analytical
curve when the distance is high, i.e., lRX = 10µm. There are
slight deviations near the peak when the distance is decreased
to lRX = 4µm, and slightly larger deviations at lRX = 2µm.
The naive method visibly deviates from the expected behavior
at all three distances.
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Fig. 7. Average number of molecules versus time for the proposed simulation
method with varying subvolume size h when v = 0.4 mms and lRX = 2µm.
Decreasing the subvolume size decreases the spatial uncertainty that is
inherent in a mesoscopic approach.
Fig. 6(b) shows that the proposed method only deviates
significantly from the expected peak observation when the
distance is very small, i.e., over 14 % when lRX = 1µm. The
naive method deviates from the expected peak observation
by at least this amount for all distances lRX > 2µm. We
note that there is no deviation in any method when lRX = 0
because the peak time in this case is when the first sample
is taken at the start of the simulation (i.e., before molecules
have had a non-negligible chance to leave the transmitter’s
subvolume). Fig. 6(c) shows that the overall absolute deviation
of both mesoscopic methods from the analytical behavior
is comparable at short distances, but the proposed method
improves and approaches the accuracy of the microscopic
method as the distance increases. For lRX > 3µm, the average
absolute deviation of the proposed method is less than 1
molecule per sample.
To emphasize that the accuracy of the proposed method is
constrained by the subvolume size, we observe the average
number of molecules observed over time with the proposed
method for different subvolume lengths h in Fig. 7, where
the flow speed is v = 0.4 mms and the distance separating the
centers of the transmitter and receiver is only lRX = 2µm.
As we might expect from Figs. 3 and 6, there is significant
deviation from the analytical curve with the default subvolume
size of h = 1µm, but the accuracy clearly improves with
decreasing h. When h = 0.1µm, such that Pe = 0.4, the
average observations with the proposed method are practically
indistinguishable from the analytical curve. The trade-off with
this value of h is that we need 20 times more subvolumes
along each linear dimension than in the default case, which in-
creases the simulation runtime by a comparable amount. More
details on the computational complexity of the simulation
methods, and the implementation in the AcCoRD simulator
in particular, can be found in [12].
C. 3D Environment
Finally, we present results to demonstrate the suitability of
our proposed mesoscopic method for 3D environments that
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Fig. 8. The time-varying number of molecules observed for flow speed vx =
{0.1, 0.2, 0.4} mms , averaged over 103 realizations of the 3D environment.
The analytical response is for a point transmitter, whereas the simulations
release molecules over the volume of a transparent cube. The inset shows
that the channel response of the proposed mesoscopic method can approach
that of the microscopic method by decreasing the subvolume size h.
are not effectively 1D. We simulate an environment that is a
cube of width 21µm. The transmitter is placed at the center of
the cube and releases N = 104 molecules at time t = 0. The
receiver is placed so that its center is lRX = 5µm from the
center of the transmitter and so that the faces of the transmitter
and receiver cubes are parallel. The linear dimensions of this
environment are much smaller than the previous environment,
but we still assume that they are large enough for the system
to be unbounded. A closed-form exact solution for the number
of molecules expected at the receiver is unavailable, but we
refer to (9), which is the number of molecules expected due
to a point source, as an analytical reference. For clarity of
presentation, we do not consider the naive mesoscopic model
for this environment, but its accuracy is comparable to how it
performed for the 1D environment.
In Fig. 8, we measure the average number of molecules ob-
served over time for the flow speeds vx = {0.1, 0.2, 0.4} mms ,
where the x-direction is along the line from the transmitter
to the receiver. We set vy = vz = 0. Unlike Fig. 3, the
microscopic simulations with faster flow speeds deviate from
the analytical curves, which only serve as approximations.
Thus, it is more important to compare the proposed meso-
scopic method with the microscopic model. When the flow
speed is only vx = 0.1 mms , there is good agreement with
the microscopic method near the peak, but there are visible
deviations at other observation times (particularly when the
curves are increasing). Deviations of the proposed method
from the microscopic method are observed for most samples
when the flow speed is vx = 0.2 mms , and are very large for
vx = 0.4
mm
s , such that the diffusion wave clearly arrives
sooner with the proposed method.
Very large deviations in the proposed method from the
microscopic method are not encouraging, but we show in the
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inset of Fig. 8 that they are due to the constraints on the
mesoscopic approach and not the proposed method itself. The
inset focuses on the expected peak time when vx = 0.4 mms
and adds the average observations of the proposed method
when the subvolume size is decreased to h = 0.5µm and
h = 0.25µm (corresponding to Pe = 2 and Pe = 1,
respectively). There is a clear improvement in the accuracy
as the subvolume size decreases, as we also observed for the
1D environment in Fig. 7.
All flows considered thus far have only been in the direction
from the transmitter to the receiver and have not had orthogo-
nal components. To demonstrate that our proposed method is
also valid with flow along more than one dimension, in Fig. 9
we measure the average number of molecules observed over
time for the flow components vy = vz = {0, 0.05, 0.1} mms .
We keep the flow component vx = 0.2 mms and do not alter
the sampling times from the corresponding scenario in Fig. 8.
The orthogonal flow components are sufficient to substantially
change the number of molecules observed, but the deviations
between the two methods remain comparable. Thus, we are
confident that the proposed method is also suitable for flow in
any direction.
VI. CONCLUSIONS
In this paper, we derived the transition rates between ad-
jacent mesoscopic subvolumes in the presence of flow and
diffusion. We integrated Fick’s second law in 1D to observe
how the transition rates change in the presence of flow, and
extended the results to apply in 3D. The transition rates were
implemented in the hybrid microscopic-mesoscopic simulator
AcCoRD by ensuring that the rates remain non-negative.
Simulation results demonstrated that the derived transition
rates are accurate for advection-diffusion systems when the
chosen subvolumes are sufficiently small (i.e., with Pe´clet
number sufficiently less than 2).
Future opportunities to extend the contributions of this work
include the integration of the proposed method with other
mesoscopic algorithms, including the scalability offered by
spatial “tau leaping”. Tau-leaping enables a simulation to
progress as either purely mesoscopic, purely continuous, or
via an intermediate approach such as the Langevin method,
depending on the current local state of the system; see [35].
Furthermore, the proposed method could be more rigorously
integrated with hybrid microscopic-mesoscopic transitions.
The approach in this work might also be applied to the
examination of other forms of biased transport, such as in
the presence of external electromagnetic fields.
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