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Abstract
This paper raises the possibility that derivatives estimated
nonparametrically may contain systematic downward biases. By considering
the behavior of kernel estimators with finite bandwidths, we indicate how
biases in derivatives may arise as a generic feature of local averaging.
We argue that kernel density estimators computed from a random sample on
a vector x will estimate the density of x+hu, where u is independent of x and
h is the bandwidth. We show that when x is normally distributed (and a normal
kernel is used), this results in a proportional downward bias for
estimated density derivatives and score vectors. We give some partial results
on the general existence of downward bias in kernel derivative estimators.
We likewise argue that the (Nadaraya-Watson) kernel regression estimator
of a response y on x will estimate the regression of y on x+hu, thereby
inducing a general "errors-in-variables" problem. We discuss the general
issues associated with this problem, and give a complete characterization of
the average bias on derivatives when x is normally distributed.
We also discuss a mean bias correction, suggested by the performance of
"ratio form" average derivative estimators.
SMOOTHING BIAS IN DERIVATIVE ESTIMATION
by Thomas M. Stoker
1. Introduction
Applications of econometric models either involve full model simulations
or partial calculations based on estimated interrelationships among economic
variables. For predictor variables that can be changed incrementally,
the latter type of application rests on the estimated values of derivatives,
often in the form of elasticities.
This role of econometric modeling has likewise affected the types of
models chosen for summarizing empirical relationships. For instance, part of
the popularity of the standard linear regression model; E(ylx) = a + x'3;
arises from its parsimonious summary of the predictor-response effects or
derivatives, namely as the values of the coefficients 3. Standard
simultaneous equations models begin with linear structural equations, again
because of the parsimonious representation of interrelationships through
coefficients. Intrinsically linear equations arise in much the same fashions;
for instance a linear model predicting y = ln(Y) by x = ln(X) has coefficients
representing the elasticities of Y with respect to X.
Many standard methods of nonlinear modeling also reflect the focus on
parsimonious modeling of effects. Discrete or bounded responses are
frequently modeled as a transformation of an unobserved latent variable, with
the latter variable modeled via a linear equation. With the index structure
E(ylx) = G(x'3), the coefficients are the constant effects on the unobserved
latent variable. Moreover, without loss of generality, the coefficients in a
model of this type can be scaled so that they represent the average effect on
the observed response; namely the "average derivative" ~ = E[aE(ylx)/8x],
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where expectation is taken over all x values. This imparts a concrete
interpretation to the empirical effects that are represented by the
values of these coefficients.
Further evidence of this focus is found in the early arguments for the
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use of "flexible functional forms". In particular, the original
definition of "flexible" centers on how well a functional form could
approximate derivative structures at a given value of the predictor variables.
While this pointwise requirement does not necessarily allow an entire function
to be well approximated, it can provide a reasonable minimum standard for
whether estimation results have been contrived by choice of functional form.
Current research on nonparametric methods in econometric modeling are
designed to overcome the restrictiveness of assumed functional forms,
appealing to functional approximation theory in large samples. Whether one
employs a truncated version of an infinite series expansion, or a estimator
based on local averages (kernel or nearest neighbor, for instance), the
results contain the promise of capturing arbitrary nonlinearity in the
empirical relationships, at least with sufficiently large numbers of
observations. Under standard theoretical guidelines, the same promise can be
ascribed to derivatives of nonparametric estimators; namely that they give a
consistent (nonparametric) depiction of the effects of the predictors on the
response, at each value of the predictor variables.
The purpose of this paper is to raise the possibility that nonparametric
derivative estimates can contain substantial, predictable biases in small
samples. We focus on standard kernel estimators, and consider how biases in
derivatives can arise as a generic feature of smoothing. The basic point is
quite intuitive: the impact of smoothing, whether by kernel estimation or
sandpaper, is to make a surface flatter. Ergo, estimated derivatives will
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display a downward bias.
The exposition is based mainly on interpretations, examples and partial
results, and we do not establish the general existence of smoothing bias in
estimated derivatives. However, we do indicate how such biases can be
substantial, with the paper intended to be thought provoking as to the
potential hidden costs of using nonparametric estimators. Moreover, we
connect the smoothing bias to familiar problems, as outlined below, which
result in an intuitive depiction of the basic issues.
We begin by introducing the basic notation, assumptions and nonparametric
estimators in section 2.2. Section 2.2 motivates the problem with some
results on simulating average derivative estimators. While this section is
optional relative to the main material of the paper, it clearly
illustrates how simple averages of kernel derivative estimators can be
substantially downward biased. It also indicates why proportional biases are
of interest, as well as motivating simple mean corrections for the bias
problems, which are discussed anew in Section 5.
Our main arguments are based on nonstandard asymptotic theory, which
regards the bandwidth used for kernel estimation as fixed. To be more
specific, suppose that the data consists of observations on a response y and a
vector of predictors x. We discuss the estimation of derivatives of the
density f(x) of x, and of the regression g(x) of y on x, as follows.
In section 3, we begin my noting that the kernel density estimator f(x)
will estimate the density of z = x + hu, where h is the bandwidth and u has
density X(u), the kernel function used to construct f(x). Thus, f(x)
estimates a convolution, or the density of the "contaminated" data x + hu.
Under the same guidelines, the derivative and score vector of f(x) estimate
the analogous derivative and score vector of the density of z. We give an
3
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example where this induces a pointwise proportional downward bias to score
vectors, namely where x is normally distributed, and a normal kernel is used.
We also present some results that demonstrate downward bias for estimation of
derivatives of univariate densities.
In section 4, we point out how the kernel regression estimator g(x) will
estimate the regression of y on z = x + hu, instead of the regression of y on
x. As such, smoothing with finite bandwidth induces a generic
"errors-in-variables" problem. After a Eeneral discussion and some examples,
we give a complete characterization of the smoothing bias for derivatives when
the regressors are normally distributed,
After discussing mean bias corrections in Section 5, we raise some
future research topics in Section 6.
2. Motivation of the Bias Problem
2.1 Basic Framework and Estimators
We take the observed data {(yi,Xi), i=1,...,N} to be an i.i.d. random
sample, where x is continuously distributed k-vector with (marginal) density
f(x). The joint density of (y,x) is denoted F(y,x), and the (mean) regression
of y on x is denoted g(x) E(ylx). Derivatives (gradients) are denoted with
primes as in g' ag/ax. We make the following basic assumptions
throughout the exposition.
Assumption 2.1: The density f(x) has convex (possibly unbounded) support
k
Sf R and f(x) = 0 for x aSf, the boundary of its support. f(x) is
twice continuously differentiable on int(Sf).
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Assumption 2.2: The density F(y,x) is twice continuously differentiable in x.
The mean and variance of (y,x) exists, and g(x) = E(ylx) is continuously
differentiable on int(Sf).
Our main focus is on the derivative estimates implied by standard kernel
estimators of density and regression (c.f. Silverman(1986), Hrdle(1990)).
Let X(.) denote a positive (kernel) density function. Assume
kAssumption 2.3: The kernel X(u) has support S iR , with X(u) > 0 for
u int(SX) and X(u) = 0 for u SX, the boundary of S. The origin 0 E
SX, and if u E S then -u E S. X(u) = X(-u) is symmetric (with uKX(u)du = 0)
and continuously differentiable on int(SX).
Assumption 2.4: The integrals SX(u)f(x-hu)du and fSX(u)yF(y,x-hu)dudy
exist for x E S and are differentiable in x, with derivatives
(SX(u)f(x-hu)du)' = X(u)f'(x-hu)du and (SX(u)yF(y,x-hu)dudy)' =
SSX(u)y (aF/ax)(y,x-hu)dudy.
If h denotes the bandwidth value, then the (Rosenblatt-Parzen) kernel
estimator of f(x) is
N
(2.1) ?(x) = N-hk N {x | Xij
The associated estimator of the density derivative f'(x) is
5
(2.2) (x) af(x) N- 1 h-k-1 X i
ex h
For reasons given later, much of our analysis will focus on the estimator of
(translation) score3 (x) = - aln f(x)/ax = -f' (x)/f(x) derived from these
kernel estimators, namely
(2.3) e(x) = f(x)
f(x)
More germane to the characterization of econometric relationships are
estimators of regression functions. In particular, we discuss the
Nadaraya-Watson estimator of the regression g(x) = E(ylx), namely
C(X)(2.4) g(x) = c(x)
f(x)
where
N
(2.5) c(x) = N-1h k X y
h Yi
is a kernel estimator of c(x) = SyF(y,x)dy. The associated estimator of the
regression effects g'(x) is the derivative of the kernel estimator, namely
,(X) i'(X)C(X) C'x(2.6) (X) + g(x)t(x)
f(x) f(x) f(x)
Under standard conditions involving N-)o and h-*O, it is well known
that f(x), f'(x), t(x), g(x) and g'(x) are pointwise consistent estimators of
f(x), f'(x), t(x), g(x) and g'(x) respectively. For instance, if g(x) denotes
the true economic relation between y and x, then g'(x) is a consistent
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nonparametric estimator of the true effects g'(x) of y on x. Our discussion
concerns how well g'(x) estimates g'(x) for fixed bandwidth h.
2.2 Motivation via Average Derivative Estimators
The types of biases analyzed later are clearly depicted in the behavior
of various average derivative estimators. These estimators are relevant to
this discussion for two reasons. First, certain average derivative estimators
are simple averages of the nonparametric estimators above (aside from a
trimming indicator), so that a significant bias in these estimators
is the same as an average bias in the nonparametric components. Second, we
can propose a correction for such average bias in nonparametric estimators,
from the performance of other average derivative estimators.
With this posture in mind, the (unweighted) average derivative 6 of y on
x is defined as the average of g'(x) over all x values. We have the following
expressions of 6, which correspond to different estimators below.
6 _ E(g')
(2.7) = Cov[t(x),y]
-1
= {Cov[e(x),x] } Cov[e(x),y]
= {E(8x/8x)} 1E(g')
The covariance representation follows from applying integration-by-parts to
E(g'), and the other representations follow from noting that the leading
matrix is the inverse of the identity I = E(ax/ax) = Cov(t(x),x) (c.f.
Stoker(1986) for details).
The average derivative estimators of interest are (trimmed) sample
analogs of the formulae in (2.7), with kernel estimators replacing the
unknown functions (x) and g(x). The "direct" estimator is
7
N(2.8) ^ ^ d = N1 x '(Xi) i
i=
where 1i = l[f(x i) > b] is a trimming indicator that drops observations with
small estimated density (required for technical reasons). The "indirect"
estimator is
N
(2.9)6 = N E e(xi) [yi-y] 1i
i=l
or the analog of the score-covariance representation. The "indirect slope"
estimator is
(xi)(x._x - 1 ( y(2.10) d = N [N (xi)(y )i]
which is so named because of its "instrumental variables" interpretation;
namely d is the slope coefficient vector from estimating the linear equation
(2.11) Yi = c + xi'd + ui i = ,...,N
using (1, e(xi)li ) as the instrumental variable. This interpretation plays a
role in the motivation below. Finally, the "direct slope" estimator is
(2.12) d = 1[ g' (xi 1E ^ )
i=l i=l
where x' is the derivative (matrix) of the kernel estimator of E(xlx); namely
(2.5) with yi replaced by xi. This estimator is given an instrumental
variables interpretation in Stoker(1990).
Under certain conditions, these average derivative estimators have been
shown to be '4-Nconsistent for 6, and asymptotically equivalent. In
particular, Hrdle and Stoker(1989) show that if X is a kernel of order
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p r k+2 and some smoothness conditions obtain, then as (i) N-om, h-+O, b-O,
h- b-O, (ii) for some c > 0, b4Nl-Ch2k+2 -, and (iii) Nh2P-2-O,
N
-
1/ 2
(2.13) N) ( - ) = = N r(y,xi) + o(1)
i=1
where r(y,x) E g' (x) - + [y - g(x)] (x)., so that under standard central
limit theory, -N(6I - 6) has a limiting normal distribution with mean 0 and
variance = E(rrT). Moreover, as shown in Stoker(1990), under similar
conditions, i-N(6d - ) = o (1), -N(d - ) = o (1) and F-N(dd - 6I) = o(1),
so that 6a, 6 d' d and dd all have the same limiting distribution to first
order, under the approximation (shrinking bandwidth) conditions.
While these estimators are asymptotically equivalent under the above
conditions, this is no guarantee that they will be similarly behaved in
finite samples. For instance, in the simulation study of "density weighted"
average derivative estimators in Powell, Stock and Stoker(1989), it was shown
that slope estimators (with positive kernels) gave somewhat better small
sample performance than moment (indirect) estimators. Because the overall
"scale" of "density weighted" estimators is not easily interpreted, that
study compared estimates that were normalized to have the same scale.
However, unweighted average derivatives, as above, do have a more
interpretable scale. For instance, when the true model is linear, they match
the linear coefficients. More generally, they obey a certain "index"
normalization: if an index z = x'8 is defined, and g(z) E(ylz), then
E(dg/dz) = 1, so that changes in the index z are associated directly
with changes in y. Because of this, Stoker and Villas-Boas(1990) report
simulations of (unweighted) average derivative estimators that are not
normalized, and that reveal a striking difference in the scales of the various
estimators. The results are best seen by some typical simulation examples, as
9
follows. Suppose that the basic model is linear:
(2.14) yi = 1 + i + X2i + X3i + X4 + ; ..
where the k = 4 predictors xji, and the disturbance c.i are (independent)
A(0,1) variables. The sample size is N = 100, the kernel is the spherical
multivariate normal density X(u) = I (u) with k(uj) = (1/42i) exp(-u2/2),
the bandwidth is h = 1 and the trimming bound b is set to drop 1% of the
4
observations. The average derivative is the vector of coefficients 6 =
(1,1,1,1)'. Table 1 contains the means and standard errors of each of the
average derivative components over 20 Monte Carlo simulations.
TABLE 1: SIMULATION RESULTS - LINEAR MODEL
True Value: = (1,1,1,1)
61 62 63 64
Indirect .389 .390 .404 .385
(.047) (.078) (.039) (.062)
Direct .447 .453 .477 .444
(.063) (.101) (.059) (.076)
Indirect .991 1.01 1.03 .984
Slope (.101) (.154) (.102) (.101)
Direct 1.01 1.02 1.03 .985
Slope (.098) (.152) (.115) (.116)
OLS 1.01 1.01 1.02 .976
(.078) (.128) (.111) (.107)
PSS5 1.02 1.02 1.03 .986
(.130) (.170) (.131) (.126)
10
III
The differences between the indirect and direct estimators on the one
hand, and the slope estimators on the other, constitute the problem that
motivates this paper. For more concreteness, suppose that y and x represented
log-output and log-inputs respectively, with the simulated model (2.14) a
Cobb-Douglas production function. Suppose that a log-production function were
estimated by the kernel estimator g(x), and the output elasticities by g'(x).
Table 1 (the "direct" row), says that on average, the estimates g'(x) are 45%
of their true values.
Moreover, this simulation design ought to favor good estimator
performance. The predictors are symmetrically distributed, independent and
have a symmetric impact on y. The R of the true equation is .80, which is
not overwhelmingly small for survey applications in economics.
One facet of the results which might be guaranteed is the good
performance of the slope estimators, because they are conditionally unbiased
for the true coefficients (provided x - x and (x)1 are not orthogonal). With
this in mind we present simulations of a binary response model in Table 2;
namely where the dependent variable is altered to
(2.15) Yi = 1[ 1 + Xli + x2i + x3 i + x4i + i > 0 ] ; i = 1,...,N
Now the true average derivative vector is = .161 (1,1,1,1). The kernel,
bandwidth and trimming parameters are the same as for Table 1.
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TABLE 2: SIMULATION RESULTS - BINARY RESPONSE MODEL
True Value: = (.161,.161,.161,.161)
a3
Indirect
Direct
Indirect
Slope
Direct
Slope
OLS
PSS
.063
(.021),
.082
(.021)
.177
(.033)
.186
(.039)
.171
(.035)
.194
(.047)
.068
(.022)
.083
(.023)
.179
(.040)
.186
(.046)
.171
(.033)
.193
(.056)
.070
(.015)
.083
(.018)
.171
(.036)
.178
(.036)
.168
(.035)
.182
(.038)
l4
.063
(.013)
.076
(.014)
.164
(.032)
.168
(.034)
.160
(.028)
.172
(.039)
Here the same problems arise, with a substantial underestimation of 6 by
the direct and indirect estimators, and much less bias exhibited by the
slope estimators. We have included the OLS estimator (of regressing the
discrete y on x) because its performance is dictated by the design: namely
with normally distributed regressors, the OLS coefficients are
(unconditionally) consistent for the average derivative 6 (c.f.
Brillinger(1982) and Stoker(1986)).
The theoretical results cited above assert that for very large data sets,
with tiny bandwidth (and trimming bound) values, the differences seen in
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Tables 1 and 2 will disappear. As such, 100 observations may be just too
small for any adherence to this approximate distributional theory. Moreover,
while the bandwidth was chosen on the basis of estimator performance (see
Stoker and Villas-Boas(1990)), one could approach this problem by deriving
optimal bandwidths, and attempting to explain the divergence via some other
small sample aspects.
Our approach is different, namely to study the limiting behavior of the
estimators under fixed bandwidth values, appealing to the idea that the
estimators will behave like the simple averages that comprise them, without
the additional (shrinking bandwidth) approximating theory. In fact, exactly
the sort of differences observed above follow from this posture, as discussed
in Sections 3 and 4.
For further motivation, it is useful to consider this argument relevant
to differences in the indirect estimators ;l, di now. Suppose that for a
given bandwidth h, we denote plim (x) = Ah(X). Using an argument analogous
to that presented in Hrdle and Stoker(1989), as N X and b 0, we have that
(2.16) plim 6 = Cov(Ah,y)
plim d = {Cov[xh(x),X]} 1Cov[h (x),y]
Now, suppose that (x) systematically underestimates the true score (x), or
that Ah(X) is always smaller in absolute value than t(x). In this case, the
leading term of d would approximately correct for this shortfall. For
instance, if Ah(X) = (1/2) (x), then plim 6 = (1/2) Cov(e(x),y) = (1/2) 6,
but plim d = 6. More generally, if Ah(x) were matrix proportional to (x), as
in Ah(X) = A e(x), then plim 6 = A 6 and plim d = 6. In the next section,
we develop such an argument, with exact proportionality shown for specific
examples. We indicate a similar phenomena for pointwise regression
13
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derivatives (and the direct estimator) in the following section, albeit for
somewhat different reasons. Finally, we spell out the obvious correction
suggested by the differences between direct and indirect estimators and the
slope estimators.
3. Smoothing Bias in Density Derivative and Score Estimators
While it would be most preferable to study the behavior of the kernel
estimators with a fully developed small sample theory, the generality of the
base density f(x) and the nonlinearity between the data {xi, i=1,...,N} and
f(x) and (x) require us to again rely on approximate, large sample results.
However, as indicated above, we focus on the impact of smoothing by
considering the behavior of the estimators for fixed bandwidth h. There is
certainly no theoretical reason to choose this theory over one with shrinking
bandwidths, only the intuitive notion that (x), f'(x) and (x) may behave in
line with the simple averages that comprise them.
In particular, standard laws of large numbers imply that
(3.1) plim f(x) = E[f(x)]
(3.2) plim f'(x) = E[f'(x)]
and with additional assumptions, standard central limit theory could be
invoked to show that f(x) and '(x) are t-N consistent, asymptotically normal
estimators of their expectations. Moreover, Slutsky's theorem implies
(3.3) plim (x) = E
E[f(x)]
and we could invoke the delta method to show that (x) is a A-N consistent
and asymptotically normal estimator of its limit.
We base our analysis on these consistent limits. Taking the expectation
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of (2.1) and changing variables (c.f. Silverman(1986)) gives
(3.4) E(f(x)) = X(u) f(x-hu)du
and for (2.2), including integration-by-parts,
(3.5) E(f'(x)) = J X(u) f'(x-hu)du
The intuition behind the argument is that because of Jensen's
inequality, E[(f(x)] will tend to be "flatter" that f(x), which can cause
measured slopes to be too small in absolute value. A simple, though somewhat
inaccurate picture, may help drive this point home. In Figure 1 we have drawn
a density and its derivative, as well as expectations consistent with (3.4),
(3.5) (or equivalently, Jensen's inequality). Obviously, E[lf'(x)] is smaller
in absolute value than f'(x) everywhere except for the tails. The value of
the ratio E[f'(x)]/E[f(x)] is not discernable from the picture; E[f'(x)] and
E[f(x)] are both smaller than f'(x) and f(x) in the central range, both larger
in the tails, with an obvious downward bias only in the regions between center
and tails.
A clearer understanding of the impact of smoothing is obtained by
reinterpreting (2.1) and (3.4) as convolutions. As indicated in Manski(1988),
f(x) is the density of Z = X + hu, where X is distributed as the empirical
distribution of the data {xi, i=1,...,N}, and u is distributed with density
X(u), independently of X. Likewise, suppose that z = x + hu, where x is
distributed with density f(x), independently of u, which is distributed with
density X(u). Then it follows immediately that the density h(Z) of z is
given by the formula
(3.6) Oh(Z) = J X(u) f(z-hu)du = E[f(z)]
15
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Moreover, under assumption 2.4, we have that
(3.7) Oh (z) = I X(u) f' (z-hu)du = E[f' (z)]
From (3.3), we conclude that
h'(z) aln 4h(Z)
(3.8) plim e(z) = - hl(Z) A= Ah(Z)
hz
Therefore, for given h; f, f' and estimate the density, derivative and
score of the density of z = x + hu, or the density of the data contaminated by
the independent noise hu. While this noise vanishes as h-- 0, in a small
sample with a finite bandwidth, it may be imprudent to ignore it.
For concreteness, we now consider an example where matrix proportionality
between Ah(X) and (x) holds exactly. In particular, suppose that x is
distributed multivariate normally with mean px and covariance matrix Zx and
that X(u) is the spherical normal density, with mean 0 and variance I. The
kernel estimator f(x) estimates the density h(X) of (3.6), which is a normal
density with mean px and variance + h I. In this case the true score is
x
x x
whereas (x) estimates the contaminated score
(3.10) Ah(x) = (x + hI)- 1 (x - x ) = Ah (x)
where Ah = (z + h2 I) -1x is the matrix factor of proportionality. If x ish x x
further assumed to be spherical normally distributed; namely with = x 2I,
x x
then a symmetric componentwise underestimation occurs; namely we have Ah
[x2/( 2+h2)] I above, with
x x
16
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x
(3.12) Xh () 2 2 e(x)
0 +h
x
This formula illustrates the potential severity of the bias problem; if h is
set to the standard deviation of the components of x, then (x) will estimate
half the value of (x) for any x.6
This matrix proportionality certainly does not exist generally, although
in some cases it may provide a useful approximation. For instance, consider
when f(x) is a mixture of normals with equal covariance structures. Let f(x)
denote the multivariate normal density with mean 1 and covariance matrix Zx,
and f2(x) denote the normal density with mean 2 *1 and covariance matrix
Z. With 0 < p < 1, suppose that x is distributed with density f(x) = pf1(x)
+ (1-p)f2(x), so that the mean and covariance matrix of x are x = Pl +
(1-P) 2 and Zx, respectively. Suppose, as above, that (u) is a spherical
normal density, with mean 0 and variance I. In this example, it is easy to
verify that
(3.13) e(x) = x w(x)(x-pl) + Ex [1-w(x)](x-P2)
where w(x) = pfl(x)/[pfl(x) + (1-p)f2(x)]. If 1 and 2 represent the
normal densities with means p1 P2 and common covariance matrix EZ + h2I,X
then the density h is easily seen to be
(3.14) Oh(X) = p 01(X) + (l-p) 2(x)
The score Ah(X) is
(3.15) Ah(x) = (E+h I) w(x)(x- 1) + ( +h 2 I)-1 [1-(x)](x-P2 )
where o(x) = p 1(X)/[pol(x) + (1-P)k 2(x)]. Therefore, the impact of
smoothing is to induce matrix downweighting (Z to ( + h2I)- ), andflatten" the r lative weighting fromw(x) to 
"flatten" the relative weighting from (x) to o(x). In particular,
17
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(3.16) Ah(x) - Ahe(x) = w(x)[(x)( x+h I) ] ( 2-P1)
where Ah = ( x + h2I) -1 as before. If the variation in the weight functionx
w(x) - (x) is minor, then the difference (3.16) will likewise be small, and
will be a decreasing function of the bandwidth h.7
It appears difficult to establish general multivariate results on the
impacts of smoothing for an arbitrary density f(x). We now discuss several
properties, focusing first on the comparison between f(x) and h(X), and then
on the relative sizes of Ah(X) and e(x). Recall that we have assumed X(.) to
be symmetric with mean 0.
Since h is the density of z = x + hu, where x and u are independent,
it is easy to compare the moment structure of h to that of f. Each displays
the same mean p = xf(x)dx = I xOh(x)dx. With I uu T(u)du = I, we have the
covariance matrices
T
S(x-A)(x-A) f(x)dx E 
X
(3.17)
S(x-A)(x-A)T h(x)dx = Z + h2I
so that h displays a larger (matrix sense) covariance matrix, with smaller
correlations between components. If f and h are univariate (or if we
consider marginal densities implied by f and h ) then it is easy to verify
that h displays the same third moment as f, and larger even moments of all
orders;
S(x-p)30 (x)dx = (x-p) f(x)dx
(3.18)
(x-p)roh(x)dx > (x-p)rf(x)dx; r 4, r even.
provided the moments of f exist. The equality of third moments implies that
0h displays less skewness than f.
18
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Some properties are available from studies of the concavity properties of
convolutions. If X is log-concave and f is quasi-concave,8 then h is
quasi-concave (Ibragimov(1956)). If f is further assumed to be log-concave,
then h is log-concave (Prekopa(1973).9
However, if f and X are only assumed to be unimodal, then it is not true
in general that h is unimodal (Gnedenko and Kolmogorov(1954)), unless f is
symmetric about its mean. For f univariate, we can establish an analogy
between the extrema structure of h and f by limiting the bandwidth value h.
This relation then implies a result on the relative sizes of the derivatives
of h and f.
We make the following additional assumptions.
Assumption 3.1: The univariate density f(x) has a finite number of local
maxima ml,..., md and local minima bl,..., bd-1' with m1 < b < m2 < ... <
bd_1 < md.
Assumption 3.2: The kernel X(u) has support S = [-1.1].
The similarities between f and h are given as:
Lemma 3.1: Under Assumptions 2.1, 2.3, 2.4, 3.1 and 3.2,
1. The support S of h(X) is convex and Sf c S. Oh is a
twice continuously differentiable density on int(S ), and ~h(X) = 0
for x on the boundary, x aS .
2. If f(x) is symmetric about a point mf, then h is symmetric about mf.
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Suppose h (O,hO] (where h is specified in the proof).
3. If f(x) is unimodal with mode mf, then h is unimodal with mode m ,
and f(mf) > h(m).
4. If f(x) has modes mi, ..., md and local minima bl, ..., bdl, then Oh
has associated modes mi, ... , md and local minima b, ..., bd_1, where
Oh(m) < f(mj) for j = 1,...,d, and h(bj) > f(bj) for j = 1,...,d-1.
This lemma implies the following result, which verifies the intuition of
Figure 1 on density derivatives.
Theorem 3.1: Under Assumptions 2.1, 2.2, 2.4, 3.1 and 3.2, if h (, h ]
(3.19) L If'(x)ldx > Lh 1 fh(x)ldx
Theorem 3.1 states in broad terms how h' will be smaller than f', or how
smoothing causes an underestimation of density derivatives. The limitation on
the bandwidth size is essential for Lemma 3.1, however it seems natural that
that (3.19) will obtain for larger bandwidths. In particular, smoothing away
modes of f (with h having a smaller number of local extrema than f) should
exacerbate the average underestimation of derivatives.
The comparison of the relative sizes of the scores h(X) and (x) is
more complicated. One type of comparison is available from efficiency theory,
as follows. Pretend for the moment that the data consisted of observations
(xi,hui), i=1,.. . ,N, distributed with density (u)f(x-0), with true value
00=0. Here x is sufficient for the estimation of 8, and under standard
regularity conditions the maximum likelihood estimator 8 - argmax E n f(x.-8)
1
has asymptotic variance
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(3.20) [J x)ex)Tf(x)dx
which is the asymptotic Cramer-Rao bound. Alternatively, we could use the
data {zi = x+hu, i=1,...,N} to estimate 8, namely by 8 =
argmax E in h(Zi-O), which has asymptotic variance
-1
Standard Cramer-Rao theory asserts that Ah1 - is positive
semi-definite, or equivalently that - ZAh is positive semidefinite. In
this sense, Ah(X) is generally smaller that (x) in absolute value, but this
sense is not exactly suited for the purposes at hand. In particular, since
our argument is that Ah(X) appears instead of (x), a better comparison would
be of Ze to EAh = Ah(X)Ah(x) f(x)dx. It is not immediately apparent how to
establish that -e Zh is positive semi-definite for arbitrary f(x). Again,
such a result is not contrary to intuition; if the components of Ah(x)Ah(x)T
increase with Ix - l (for instance if h were log-concave), the fact that
f(x) displays smaller variance that h(X) would be consistent with e - ZAh
positive semi-definite.
The pointwise relation between Ah and is intimately connected to the
concavity properties of ln(oh/f), since ln(h/f)/ax x = (x) - h(X). For
instance, if f is univariate and symmetric and ln(h/f) is quasi-convex,
then It(x)l IAh(x)l for all x. The normal example described above has
ln(4 h/f) convex, consistent with this observation. However, even when X and f
are log-concave, ln(h/f) is the difference between two concave functions,
and it is not obvious how to characterize the primitive conditions under which
this difference is quasi-convex over a region of substantial probability.
We close with one result for the univariate case.
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Theorem 3.2: Given Assumptions 2.1, 2.3, 2.4, 3.1 and 3.2, if
i) f(x) is three times differentiable, symmetric and unimodal with
mode mf,
ii) e(x) is an increasing convex function on (-,mf].
iii) h e (O,ho], and for x [mf-h,mf), a (-h,h),
-f'''(x+a) f t(x) f"(x+a)
then
(3.22) E(le(x)l) > E(IXh(x))
where E(le(x)l) - I e(x)lf(x)dx and E(lAh(x)l) SIAh(x)lf(x)dx.
Theorem 3.2 opens the possibility that AhI is smaller le(x)I in general, but
is based on very restrictive conditions. While the symmetry and unimodality
are needed in the proof, as before they are certainly not necessary for (3.22)
to hold. In particular, the proof suggests that these conditions may suffice
for ln(Oh/f) to be quasi-convex; if so then (3.22) is a weak implication of
the pointwise dominance Ie(x) 2 A h(x) a.e. (f). It is useful to note that
Theorem 3.2 covers the (univariate) normal example above, where the score e(x)
is linear in x.
4. Smoothing Bias in Regression Derivatives
We can derive an analogous depiction of the consistent limits of the
derivatives of a kernel regression function, although cast in a different
language.1 In particular, smoothing induces an "errors-in-variables" problem.
Since we have analyzed f(x) above, we turn our attention to c(x) of
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(2.4,5). We have that
(4.1) plim c(x) = E[c(x)]
and from a standard change of variables
(4.2) E[c(x)] = f y [ K(u) F(y,x - hu)dul dy
= I Y %h(y,x) dy
As above, the density h is interpreted as a convolution. Namely, if (y,x) is
distributed independently of u, with density X(u), then h(y,z) is the joint
density of y and z = x + hu. Since E[f(z)] = 0h(Z) is the marginal density of
z = x + hu, we have that
E[c(x)] y h(y,x)dy
(4.3) plim g(x) = = - th(X)
E[f(x)] Oh(X )
where (z) is the regression function E(ylz), with z = x + hu. Moreover,
given assumption 2.4, we have that
(4.4) plim g'(x) = h (x)
In summary, for fixed bandwidth h, the regression estimator g estimates the
regression h of y on x + hu, and the derivative g' estimates the associated
derivatives ho' As such, local smoothing induces an "errors-in-variables"
problem, namely by measuring the regression of y conditioned on x + hu instead
of x.
It is natural to conjecture that this causes a downward bias in g'(x) as
an estimator of g'(x), in analogy with the downward bias (toward zero)
imparted to the least squares coefficient of a linear model when the regressor
is measured with error. In addition, the structure here permits several
specializations of a general nonlinear "errors-in-variables" setting; for
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instance, by choosing a product kernel (u) = X(u1,...,) - n k(uj), we could
enforce a symmetric diagonal covariance structure for the "errors" hu.
Nevertheless, as in the last section, it is not obvious how to establish a
result on the direction of smoothing bias based on sufficiently primitive
regularity assumptions (on only f, g, X and h). We now discuss a couple of
the basic issues involved, and then give a full characterization of the
smoothing bias when the regressors are normally distributed and a
spherical normal kernel is used.
The connection of g to h can be described via two effects; the
displacement of the argument at which the function g is evaluated, and the
alteration of the nonlinear functional form. In rough terms, the following
decomposition reflects these issues; suppose y = g(x) + c, where c is
independent of x, then
(4.5) Th(Z) = E[g(z - hu)lz]
= E{g[z - hE(ulz) - h(u-E(uz)]z}
The central argument of g is shifted from z to z-hE(ulz), and the functional
form is altered by averaging across the departures u-E(ulz).
The "argument shift" depends solely on the distribution of (z,u), making
relevant the position of the density of z: for instance, in the univariate
case, if z is in the right tail of the density it is natural to expect that
E(ulz) > O, implying a leftward shift, and if z is in the left tail of the
density, it is likewise natural to expect E(ulz) < O, implying a rightward
shift. The alteration in the functional form is difficult to assess unless g
is linear, where h(Z) = g[z-hE(ulz)]. Jensen's inequality only permits
one-sided comparisons; namely h(Z) < g[z-hE(ulz)] if g is concave, or h(Z) >
g[z-hE(ulz)] if g is convex; and the "tightness" of these inequalities for
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different z values depends on how the distribution of u-E(ulz) varies with z.
With normally distributed regressors and a normal kernel, these effects
are sufficiently pinned down to permit a complete characterization of the
average smoothing bias of derivative estimates. This characterization is
presented as Theorem 4.1, after a couple of simple motivating examples.
As before, suppose that x is normally distributed with mean x and
covariance matrix x' and that X is a normal density with mean 0 and variance
I. Here z = x+hu and u are joint normally distributed, which implies that z
and u-E(ulz) are independently distributed normal variables. It is easy to
verify that hE(ulz) = (I-AhT)(z-px), where Ah = (x + h I) 1x as before.
Suppose now that y follows a normal regression model; y = a + b x + ,
2
where c is normally distributed with mean 0 and variance . The true
E
regression is
T(4.6) g(x) = a + bx
with derivatives g'(x) = b, and the regression of y on z = x + hu is
(4.7) 7h(z) E(ylz) = [a + (b-Ahb) Tx] + (Ahb)Tz
with derivatives h' (z) = Ahb. Therefore, g'(x) will estimate Ahb for each x,
2
and is a downward biased estimator of g'(x) = b. If = - I, then
x x
2 2 2plim g'(x) = [1 - v] b, where v = h /(ax +h2) reflects the familiar
x
"noise/total variation" downward bias of OLS coefficients with
errors-in-variables. With reference to the above discussion, the shift from
z to z - hE(ulz) = z - (I-Ah T)(z-p) is a shift toward the mean that flattens
the slope of h relative to g: Figure 2 illustrates this for the case of a
single regressor.
When the function g is nonlinear, the independence of z and u-E(ulz) is
important. For simplicity suppose that g is quadratic
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(4.8) g(x) = a + bx + cx2
where x is now a univariate normal variable, x (px,x2). Here h(Z) is
(4.9) 7h(Z) = [a + bvAx + cv2 2 + ch 22ul + [b(l-v) + 2cvh - 2cv2LX I z
+ [c - 2cv + cv2] z2
using the facts that hE(ulz) = v (z- x), h E(u 21z) = v (Z-px) + h z , with
2 2 2 2
v = h /(- +h ) as before, and a'uz a (positive) constant. Here h is a
shifted quadratic function, and h is concave (convex) if and
only if g is concave (convex). Since
(4.10) h' (Z) = [b(1-v) + 2cvwx - 2cv 2x] + 2 [c - 2cv + cv2 ] zh x x
g'(z) = b + 2c z
the relative values of h' (z) and g'(z) depend on the position of the
regressor density (through x), h (through v) and z. Nevertheless, the
average value of h' differs from that of g' by a familiar factor; we have
(4.11) E[h'(x)] = b(1-v) + 2c(1-v)px
= (1-v)[b + 2cjx] = (1-v)E[g'(x)]
so that the mean of h' is biased downward by the same factor (1-v) that
applies to coefficients of a linear model with errors-in-variables.
The full characterization of the average bias of derivatives in the
normal case is
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Theorem 4.1: Suppose x N(px,Zx), X(u) is the spherical normal density,
and that y = g(x) + c, where c is is distributed with mean 0, independently
of x. Suppose further that for any normally distributed variable v and
scalar , we have a/a {Ev[g(v+a)]} = Ev[g'(v+a)]. Then
(4.12) Ex[ h' (X)] = AhEw[g'(w)]
where w - (x,Zx[I - Ah(I-Ah)]), and Ah = (x+h2I) 1 x as before.
For the case where = 2I, with v h 2/( +h2), this result specializes to
x x x
(4.13) Ex[ h'(x)] = (1-v)Ew[g'(w)]
2
where w A(p x,o- I [1 - v(1-v)]).
x
Consequently, the impact of smoothing is to induce the overall shrinkage
factor Ah (or 1-v), as well as tighten the density over which g' is averaged.
For the linear and quadratic examples, the latter effect is inconsequential.
5. Mean Bias Correction via Average Derivatives
The performance of the slope estimators noted in Section 2 suggests a
mean correction for the derivative biases, that we now discuss. These
corrections are supported by the normal examples above, although whether
they are generally useful is an open question.
In particular, when estimating the score from a normal population, we
argued that e(x) estimates Ah(X) = Ah (x), with Ah = ( +h2I) -1 The
leading term of the indirect slope estimator, Mh x = [N 1 (xi)(x i - x)li] -1
consistently estimates {Cov[Ah(x),x)]} = Ah above. Consequently, the
slope formulation corrects the indirect estimator for proportional bias, as in
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d = Mhx61. Moreover, we could correct the estimated scores as
(5.1) (x) Mhx (x) 
For this example, the correction is exact, with plim (x) = l(x),
with either h fixed or shrinking.
For the linear model with normal regressors in Section 4, the
same sort of correction is applicable. The leading term of the direct slope
-1 e1 1 1I
estimator Mdh = [N E (ax/x)(x.i)l.]- estimates [E(aE(xlz)/az)] - = Ah 1 so
that the slope formulation corrects the direct estimator for proportional
bias, as in d = Mdh 6d . Moreover, for the linear example we could correct
the pointwise estimators as
(5.2) g'(x) Mdhx g'(x)
which implies that plim g'(x) = b = g'(x), regardless of whether h is held
fixed or shrinks to 0 in the limiting theory. Moreover, given that the same
matrix Ah dictates bias in these examples, we could use Mdh X in (5.1) or Mh x
in (5.2) for the same proportional correction.
The final example, namely the quadratic regression function with a normal
regressor, shows how these mean corrections can fail to be pointwise
corrections. In particular, for this case Mdhx estimates 1/(1-v) =
(x +h2)/r 2 as above, but the "mean corrected" derivatives obey
(53)plm 'x)- '() 2v x x
This difference has mean zero, but equals zero only when x = x'
Consequently, it is not possible to show that these simple mean corrections
will suffice for correcting pointwise smoothing bias in general.
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6. Conclusion
This paper has attempted to raise the possibility that nonparametric
derivative estimates may contain substantial downward biases, due to local
smoothing. We have not established completely general characterizations of
the direction of derivative biases, presenting instead various
interpretations, examples and partial results. The examples do show how
downward biases of substantial size can arise, and in the author's view, these
features are not pathological. In addition to seeking more general results
on smoothing bias, the analysis suggests many subsequent issues for future
research.
To begin with, the entire analysis is based on (fixed window) kernel
estimators. This posture contains several advantages; for instance, we have
obtained concrete formulations of what functions the estimators will measure
when finite bandwidths are used. However, it is an open question whether the
same types of derivative biases will arise with truncated series expansions,
or other types of nonparametric approximations. As all such estimators can be
written as some form of local average (usually with positive and negative
local weights), there is at least the possibility of a general downward
smoothing bias for derivative estimators.
It is also important to consider smoothing biases when bandwidths are
chosen automatically, for instance by cross validation. With such a rule one
could in principle characterize the extent of bias as it varies with sample
size. As such, our examples only illustrate how a bias exists for every
finite bandwidth, leaving aside any comment on whether the bias is large in
samples of 100, 1000 or a million observations. Also, for a given bandwidth,
the examples exhibit a comparable bias regardless of the dimension of x.
However, in higher dimensional problems, larger bandwidths are typically used,
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which induces a cost of dimensionality of a familiar type.
Finally, there is the general question of how to correct for smoothing
biases. We have discussed and criticized a "mean correction" motivated by
results of average derivative estimators, which will be exact when
biases are uniformly proportional across the sample. As such, this correction
reflects little more than the conclusion of Villas-Boas and Stoker(1990) that
slope estimators of average derivatives are preferable to the "direct" or
"indirect" average estimators, because of their superior performance. There
is a clear need for further research on specific pointwise corrections.
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Appendix: Proofs of Theorems
Proof of Lemma 3.1:
1. That h is twice differentiable follows from the twice differentiability of
f and Assumption 2.4. The remaining points are immediate, with Sf = [a,b]
implying S = [a-h,b+h].
2. f(x) is symmetric about mf if f(x) = f(2mf-x). We have
Oh(X) = SX(u)f(x-hu)du = X(u)f(2mf-x+hu)du = SX(u)f(2mf-x-hu)du = h(2mf-x)
by the symmetry of X(u).
3. Suppose I = {x; w(x,mf], f"(w) < O} = [wl,W2], where w <mf<w2 by
continuity of f". Set h = (1/2) min {mf-w 1,w2-mf}. From (3.7), we have
Ch (x) > 0 for x E (-,mf -h and h'(X) 0 for x [mf+h,w). Suppose h has
two modes ml,m2 [mf-h, mf+h], m1 < m2, m1. Then 0 = SX(u)[f'(m -uh)-f'(m2-uh)
= SX(u)[(m2-m )f"(g(u))du = (m2-m )f"(9), where the second equality is the
mean value theorem, with (u)E[ml-h, m2+h] and the third inequality is the mean
value theorem for integrals, with E[mf-2h,mf+2h]. But since h h,
f"(9) < O, so that m = m2, with h unimodal. Since f(mf) = sup f(x) and mf
is unique, by (3.6) we have h(m~) < f(mf).
4. For each local mode, define I = {x; w(x, m ], f"(w) < 0} = [wjl, wj2]
hj = (1/2) min mj-wjl,wj2-mf}. For each local minimum, define
Ii = {x; w(x, bj] f"(w) > O} = [wj ,wJ ] and h = (1/2) min {b.-w j,w -bj}.
' ' 3j 3 
,Define h = (1/2) min {hji,j=l,...,d, h, =l,...,d-l}, and note that h > by
the continuity of f". By an argument analogous to that given in 3 for
unimodality, we conclude that h has a unique mode mj in [mj-h,mj+h], for each
j=1,...,d, and a unique local minimum b in [bj-h,bj+h], j=l,...,d-1. The
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remaining properties follow from the fact that the supremum of f(x) over
[mj-2h,mj+2h] is f(m ), and that the infimum of f(x) over bj-2h, b+2h] is
f(bj). QED Lemma 3.1
Proof of Theorem 3.1: f'(x) and h'(X) alternate in sign: f'(x); 0, x 
(-,m 1); f' (x) O, x [m 1,b ] ; .. .; f' (x) O, x e [m -c); and Wh (x) O,
x e (-,m1); hp(x) W O, x [mlbl];...; f'(x) s O, x [md,-).
Consequently,
L (f'(x) - h '(x)l)dx = 2 C [f(mj)-h(mm)] + 2 E [h(bj)-f(bj)] > 
by Lemma 3.1. QED Theorem 3.1.
Proof of Theorem 3.2: Since f is symmetric and unimodal (with mode mf), 'h is
symmetric and unimodal with mode mf, by Lemma 3.1. Consequently, f'(x) and
Ch (X) are asymmetric about mf (namely f'(x) = -f'(2mf-x), etc.), as are (x)
and Xh(X). Thus
hE(Ie(x)I) - E([Ch(x)I) = L Ie(x)[ - [h(X) d
= 2 f f(x)dx
co ax ax
For b < mf, apply integration by parts as
mf ain f aln h f(mf) f(b)
I- hf(x)dx = in f f(m) -in f(b)
Jb [ax ax h(mf) f(mf) - b)
mf f(x)
b h f'(x) dx
b (x)
.n
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f(mf) f( n h(b) __(_
= In h(mf) -In i f(mf) + I f(b) In h ) f(b )(b) f c)
where the latter equality follows from the mean value theorem for integrals,
with C E [b,mf]. If h(x)/f(x) is a monotonically decreasing function of x,
then the theorem follows from taking the limit as b -a (note that the
inequality is strict; since h(mf)/f(mf) < 1, h(x)/f(x) constant would
violate the fact that h(X) is a density function).
To show that h(x)/f(x) is decreasing, differentiate as
h = (u) f'(x-hu) f'(x) du
ax f(x)8  ~ f- f(x) f(x-hu) du
-1
1 1
X(u) f'(x-hu) + f'(x+hu) - ff(x) -hu) + f(x+hu) du
fx f(x) J0
by the symmetry of X. If the term in brackets is less than or equal to zero,
then so is the integral, and the result follows. This occurs if
(*) f'(x-hu) + f'(x+hu) - [f(x-hu) + f(x+hu)]f(x)
For x mf-h, define w(x,hu) f(x-hu)/[f(x-hu)+f(x+hu)], and note that
w(x,hu) (1/2) since f(x) is decreasing for x ' mf. Therefore
f'(x-hu) + f'(x+hu) f'(x-hu) f'(x+hu)
f(x-hu) + f(x+hu) f(x-hu) f(x+hu)
f'[x + (1-2w)hu] f'(x)
fix + (1-2w)hu] f(x)
since (x) = - f'(x)/f(x) is convex, and increasing in x, proving (*). Now
suppose x E [mf-h,mf) Condition (iii) implies that
f'(x)
v(a) = f'(x+a) fx) f(x+a)f(x)
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is a concave function in a e (-h,h), and (*) is implied by
(1/2)v(-hu) + (1/2)v(hu) v(O) = 0.
QED Theorem 3.2.
Proof of Theorem 4.1: Since u and z = x+hu are joint normal variables,
we have hE(ulz) = (I-Ah T)(z-p), and if e = hu - hE(ulz), then e is normally
distributed with mean 0 and covariance matrix h2AhT, and e and z are
independent. Therefore,
h(Z) = E [g(z - E(hulz) - e)] = Ee{g[AhTz + (I-AhT)p - el}
Moreover, by the conditions of the theorem
T T
h'(z) = AhEe{g'[Ah z + (I-Ah )x - e]}
Further, since e is independent of the argument z, by evaluating at z = x and
taking expectations we have
Ex[Th x)] = AhExEe{g[Ah x + (I-Ah )x ell]} =AhEe[g' (W)]
where w = AhTx + (I-AhT)Px - e. w is normally distributed with mean x and
covariance matrix AhT Z Ah + h2Ah = Z[I - Ah(1-Ah)], where the latter
equality uses the symmetry of Ah. QED Theorem 4.1
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Notes
1 See Lau(1986), Barnett and Lee(1985) and Elbadawi, Gallant and Souza(1983)
for references to this literature.
2 See Silverman(1986), Prakasa-Rao(1983) and Hrdle(1990) for references to
this literature.
3The log density derivative (x) is the score vector appropriate for the
estimator of location in the model f(xle) = f(x-8), with true location value
8 = 0.
While the positive kernel is not consistent with the asymptotic normality
results above, Powell, Stock and Stoker(1989) and Stoker and Villas-Boas(1990)
find that a positive kernel gives superior small sample performance.
Moreover, a positive kernel is used in the remainder of the exposition, so
that the results reported are relevant.
5 The PSS estimator is the slope estimator using f' (xi) as an instrumental
variable instead of (xi) as in the "indirect slope" estimator (2.10); see
Powell, Stock and Stoker(1989).
6This does not go the whole way toward explaining the results of Tables 1 and
2, which would predict that the indirect estimator components should measure
.5 for the linear model, and .08 for the probit model.
It can also be verified that if the densities f and f2 have different
covariance structures, then a further term is added to the difference (3.16).
A function R(x) is quasi-concave if R[ax1+(l-a)x2] ' min[R(x1),R(x2)], and
is log-concave if In R is concave.
9These properties were suggested to the author by A. Caplan and B. Nalebuff,
and are reviewed in Prekopa(1980) and Caplan and Nalebuff(1990). Some related
properties can be found in the theory of majorization; c.f. Marshall and
Olkin(1979).
1 0A recent paper by Gasser and Engel(1990) criticizes the use of
Nadaraya-Watson weights in regression estimation, as in (2.4), for different
reasons than discussed here. However, some aspects of their analysis are
similar, such as noting the sensitivity of g(x) to the density of x.
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