ABSTRACT
Introduction
Many panel data models assume that observations across individuals are independent. However, there could be common shocks that affect all individuals. Often economic theories also predict that agents take actions that lead to interdependence among themselves. For example, the prediction that risk-averse agents will make insurance contracts allowing them to smooth idiosyncratic shocks implies dependence in consumption across individuals. If observations are dependent across individuals, estimators that are based on the assumption of cross sectional independence may be inconsistent. Since contrary to time series data, there is no natural ordering for cross sectional indices, i, appropriate modeling and estimation of cross sectional dependence can be difficult, in particular if the dimension of cross sectional observations, N , is large and the time series dimension, T , is small. Therefore, it is appealing to first test for cross sectional dependence before one attempts to incorporate cross sectional dependence into a model.
There are essentially two approaches to test for cross sectional dependence. One is to postulate a "connection" or "spatial" matrix, then test if the coefficient of this spatial matrix is zero, e.g. Moran (1948) , Kelejian and Prucha (2001) . Although under the null of no cross-correlations the coefficient of spatial matrix is zero no matter how this matrix is postulated, the power of this kind of test presumably will depend on the choice of the spatial matrix. Moreover, the computation of the spatial regression model is quite complicated, see Kelejian and Prucha (1999) and Lee (2002) .
Another approach to testing cross sectional dependence is to directly test if the cross-correlations of the errors are zero. For example, Breusch and Pagan's (1980) Lagrangian multiplier (LM) test is based on the average of the squared pair-wise correlation coefficients. However, the mean of the squared correlation coefficients is not correctly centered when T is small. When N is large, the incorrect centering of the squared correlation coefficients is likely to be accentuated, resulting in significant size distortions. Pesaran, Ullah and Yamagata (2006) have proposed a bias-adjusted normal approximation version of the LM test for linear regression models with strictly exogenous regressors and normal errors. Small sample evidence based on their Monte Carlo experiments suggests that the bias adjusted LM tests successfully control the size. However, if the model is nonlinear, it does not appear feasible to derive the exact mean and variance based, for example, on the work of Ullah (2004) .
As an alternative to the test based on the square of the error correlation coefficients, Pesaran (2004) proposes to use the simple average of all pair-wise correlation coefficients of the least squares residuals from the individual linear regressions in the panel, which is closely related to the C AVE by Frees (1995) . The advantage of Pesaran cross section dependence test (CD test) is that it is correctly centered for fixed N and T under the null of cross section independence assuming that the errors are symmetrically distributed.
In a recent paper, Ng (2006) employs spacing variance ratio statistics to test the severity of cross section correlation in panels by partitioning the pair-wise cross-correlations into groups from high to low. The proposed statistics are intended as agnostic tools for identifying and characterizing correlations across groups. However, they cannot be used as diagnostic tests of cross section independence that underlie the standard analysis of panel data. Such tests are important as parameter estimates may be inconsistent if cross section correlation of errors is not accounted for at the estimation stage. It is, therefore, important to establish whether the cross section error independence can be maintained prior to estimation and inference.
This paper explores the use of the LM and CD tests for nonlinear panel data models. In such models, the calculation of the errors is not as straightforward as in linear models. We consider two approaches to estimate the errors. The first estimate of the errors is the deviation of the observed dependent variable from its expected value, and the second estimate is to predict the errors conditional on the observed dependent variable, the so called generalized residual, see e.g. Gourieroux, Monfort and Trognon (1985) . Based on the estimated residuals we introduce the LM and CD test statistics for nonlinear panel data model and, using Monte Carlo experiments, we examine the small sample performance of the tests for the probit and the Tobit model. Using data on voting in the U.S. Congress and campaign contributions by political lobby groups previously analyzed by Wawro (2001) we demonstrate the application of the test.
The next section introduces the nonlinear panel data model. Section 3 discusses the estimation of the residuals and the tests for cross section dependence. The small sample performance is evaluated using Monte Carlo experiments in Section 4, and the tests are applied to the data on voting in the U.S. Congress in Section 5. Finally, Section 6 provides some concluding remarks. Technical details are provided in Appendices A and B, and a bootstrap procedure to approximate the finite sample distribution of the CD test is discussed in Appendix C.
The nonlinear panel data model
Suppose that the latent variable, y * it , is generated by the following nonlinear panel data model,
where x it is a k × 1 vector of exogenous variables, θ i is a q × 1 vector of parameters, ε it is a scalar disturbance, N is the number of cross section observations, and T is the number of observations in time. The variable y it is observed, which is related to the latent variable via the link function g(·),
This general model encompasses many econometric models. Examples include binary choice models where 
The disturbances are assumed to be potentially contemporaneously correlated, ε t ∼ (0, Σ), where ε t = (ε 1t , ε 2t , . . . , ε N t ) . This paper focuses on testing Σ = D against Σ = D, where D is a diagonal matrix . Such an error structure could arise, for example, from the presence of unobserved common factors
where γ i is the vector of factor loadings, f t ∼ iid (0, Σ f ), and e it ∼ iid 0, σ 2 e .
3 Testing for cross section independence Pesaran (2004) has suggested two approaches to test for cross section dependence using the pair-wise correlation coefficients of the residuals in the regression equations of the i th and j th unit,ρ ij . One is the LM test of Breusch and Pagan (1980) 
The other is the CD test
It is clear that, in contrast to the LM test, the CD test requires the cross section correlation to be different from zero on average to detect deviations from cross-section independence. While we believe that this is not a restrictive assumption for most real life situations, this limitation should be borne in mind when applying the CD test.
For linear models residuals are estimated directly from the underlying linear regressions. For nonlinear models the concept of a residual is ambiguous and can be defined in a number of different ways. One possibility would be to define the disturbances of the nonlinear models analogous to the linear case as the deviation of the observed dependent variable from its expected value
with an estimated counterpart, the residual, given bỹ
whereθ i is a consistent estimator of θ i under the null of cross section independence. For the probit model, for example, this deviation is given bỹ
and for the Tobit model it is
, and φ(·) is the standard normal probability density function (pdf), and Φ(·) is the standard normal cumulative distribution function (cdf). For many models, the residuals will be heteroskedastic. One can transform them into homoskedastic residuals by dividing the estimated residuals by their estimated standard errors. In the case of the probit model the "standardized residual" is defined as
and, in the case of the Tobit model, it is
The derivations of the residuals and their variances is given in Appendix A. Alternatively, the computation of ρ ij can be based on the generalized residual proposed by Gourieroux, Monfort, and Trognon (1985) , Gourieroux, Monfort, Renault, and Trognon (1987) , and Chesher and Irish (1987) . The generalized residuals are defined as
where E 0 (.) is the expectation operator under the null hypothesis of no cross section dependence. In contrast to the residual (8), the expectation of the generalized residuals in (14) is conditional on the observed dependent variable,
Using equation (15), the "generalized residual" for the probit models is given byũ
For the Tobit model we havẽ
whereσ i is the estimated standard deviation of the error term (Chesher and Irish (1987) ). The generalized residual is also heterskedastic for many models. In Appendix A we give the variances for the probit and the Tobit model, which could be used to obtain standardized versions of the generalized residuals. However, in line with the literature we will use the residuals (16) and (17) below.
In general ρ ij can be estimated using any of the residuals defined above. For example, using the residuals,ũ it , we havẽ
The estimated correlation coefficient,ρ ji , is then used in equations (6) and (7) to obtain the LM and CD test statistics. For large Tū i will tend to zero and could be ignored but for better small sample performance the mean correction might be desirable. Under the null hypothesis and for T sufficiently large,ρ ji p → 0, for each i and j. However, the probability limit ofρ ji will differ from zero in the presence of cross section dependence. Under the null of cross section independence and for sufficiently large N and T , the CD statistic tends to a standard normal variate. See Appendix B for a proof and precise mathematical conditions. 6 4 Small sample properties: Monte Carlo evidence
Data generating process
The Monte Carlo experiments are based on the following data generating process (DGP) for the latent variable,
where i = 1, 2, . . . , N , t = 1, 2, . . . , T, and r, r = 1, 2, . . . , R, denotes the replication index in the Monte Carlo experiments with R = 1000, β = 1. The regressors are generated as
it ∼ iid N(0, 1), and f
∼ iid N(0, 1). Hence, the setup covers the case, where the individual specific effects are allowed to be correlated with the explanatory variables. This is an important consideration in the analysis of micro panels, as noted, for example, by Chamberlain (1980) .
The estimation of β under a probit specification only makes use of y
, and under the Tobit specification y
. Hence, without loss of generality the variance of the error term, u
it , may be set equal to unity. To allow for correlation across the errors of different cross section units we adopt the following standardized one-factor structure it , ε
In the experiments reported below we use γ Using the artificial data, β i , (and σ i in the case of the Tobit model) are estimated under the assumption of cross section independence by maximum likelihood for each i, separately. Then,ρ ij is computed using the two alternative residuals,ũ * it andũ g it , and the CD and LM test statistics are then calculated with mean corrections given in (18). Table 1 presents the size and power of CD and LM tests for the probit models, and Table 2 presents the size and power of CD and LM tests for Tobit model. The results in these tables suggest the following.
Results
(i) There are substantial size distortions for the LM test even when N or T or both are large.
(ii) The empirical size is close to the nominal size for the CD test even for N and T as small as 10. This result holds generally and does not require the fixed effects and the regressors to be uncorrelated.
(iii) The power of CD test improves as either N or T increases. However, the power improves much faster when N increases than when T increases. When T = 20 and N = 100, the power is about 0.9. On the other hand, when N = 20 and T = 100, the power of CD test is about 0.6 ∼ 0.7.
(iv) The test results are robust to the way residuals from the nonlinear models are computed.
(v) Even when the LM test has the correct size, as in the case where T = 100 and N = 10, the CD test continues to exhibit a higher power.
Application to an analysis of campaign contributions and roll-call votes
We illustrate the use the use of the CD test by re-analyzing the data on voting and campaign contributions of Wawro (2001) . Using a panel probit model Wawro analyzes the influence of campaign contributions of a business lobby group, the US Chamber of Commerce (USCC), and a labor lobby group, the American Federation of Labor-Congress of Industrial Organizations (AFL-CIO), on the voting behaviour of members of the US Congress with the unemployment rate in the constituency of each member of Congress as an additional explanatory variable. The data set, which is available from Prof. Wawro's web page 1 , contains data for a selections of the roll-call votes for each session of the 102th, 103rd and 104th Congress, where the selected roll-call votes are those that The Table reports the percentage of rejections of the null of no cross-section dependence for the CD-statistic (7) and the LM-statistic (6) from the standardized and the generalized residuals at the 5% significance level for 1000 repetitions of the experiment. The specification of the observed dependent variable is given in (5). Otherwise see footnote of Table 1 .
the lobby groups themselves deemed important. We test for cross section independence in the sessions of the 104th Congress for the roll-call votes suggested by the USCC, which has the largest number of votes of the data sets. We exclude members of Congress that do not change their vote more than three times as the estimation of the regression equation for each individual separately would otherwise be computationally unstable. This leads to two data sets with M = 19 each, and N = 139 for the first session and N = 145 for the second session, where M is the number of motions that are put before Congress and are recorded in Prof. Wawro's data set-as the timing of the votes is not obvious we refer to the different motions for which the roll-call votes were recorded as m = 1, 2, . . . , M instead of t. Wawro (2001, p.570 ) includes a motion-specific intercept to account for the particular political context around the roll-call votes. We do not include such a motion-specific intercept. However, if the political context around a motion influences the voting behaviour, then omitting a motion specific intercept is tantamount to introducing cross-correlation among the residuals. The CD test can therefore be interpreted as a test for the necessity to include a motion-specific intercept.
We proceed as follows. We estimate the parameters of the probit model by maximizing the likelihood
where y im is a binary indicator for the votes of the member of Congress ("aye" or "nay"), x im contains an intercept, the contributions of the USCC, the contributions of the AFL-CIO, and the unemployment rate of the constituency of the member of Congress. Note that this model is more general than the random effects model estimated by Warwo (2001) as we also allow the slope parameters to vary between individuals. Using the parameter vectorβ i , we calculate the conditional generalized residual as given in equation (16) and the unconditional residual of equation (12). From these we obtain the pairwise correlation coefficient. The average correlation coefficient for the conditional residuals are 0.283 for the first session and 0.310 for the second session. For the unconditional residuals, they are 0.286 and 0.310.
Using pairwise correlation coefficients we can calculate the CD test statistic. However, both panels are unbalanced as some observations are missing and, therefore, the statistic has to be adjusted to
where M ij is the number of motions where observations on votes are available for both i and j. The results for the subset of motions only use motions with less than 90% unanimity, which excludes two motions of each session of Congress. The bootstrap critical values were computed using 1000 iterations. The first number gives the 2.5% lower critical value and the second number the 2.5% upper critical value.
While the Monte Carlo results suggest that the CD test has the correct size for all combinations of N and T , it might be worthwhile to double check that the results for possible departures from the asymptotic test results. Hence, we also calculate critical values of the CD test using a bootstrap procedure, the details of which are given in Appendix C.
The upper half of Table 3 reports the results for the CD test for the entire sample. The test statistics are very large and clearly reject the null of cross section independence. The values in brackets are the 5% critical bootstrap values. The bootstrap test results are generally in line with asymptotic test results, and confirm the existence of statistically significant evidence of cross section error correlations in Warwo's application.
In order to address the question of whether our test results are driven by a few motions with near unanimity of the votes, we eliminated the motions where more than 90% of the votes are in agreement. This reduces the number of motions being considered, M, from 19 to 17 for each of the two sessions. We apply the CD tests to this subset and report the results in the lower half of Table 3 . While the test statistics are reduced in size, they remain statistically highly significant. The CD test therefore still rejects the null hypothesis of cross section error independence in this empirical application.
Conclusion
In this paper, we have generalized Pesaran's (2004) CD test for cross section independence to nonlinear models. Our Monte Carlo studies show that there are substantial size distortions of the Lagrangian multiplier type tests. On the other hand, CD tests perform well even in small N and T cases. The empirical size of the CD test is close to the nominal size. The test also has good power, in particular when N is large, even when T is relatively small.
The CD test is simple to implement. As is well known in panel data literature when T is small and N is large, the presence of individual-specific effects introduces the classical incidental parameter problems (Neyman and Scott 1948) . The estimation of structural parameters are often entangled with the estimation of incidental parameters. To obtain a consistent estimator of structural parameters, one often has to impose stringent conditions on the data and the estimation becomes complicated (see e.g. Hsiao 2003) . The problem can only become more unwieldy if there exist cross section dependence. A nice feature of Pesaran CD test is that one can estimate model parameters under cross section independence and the presence of individualspecific effects (possibly correlated with the regressors) does not affect the performance of the test because each cross sectional unit parameter is estimated using that unit's time series observation alone.
In cases, such as the application in this paper, where cross section error independence is rejected, one may wish to investigate the nature of the dependence, possibly along the lines of Ng (2006) . Also the estimation of the structural parameters in the model will need to take the cross section dependence into account. While these two topics are beyond the scope of the current paper and are left for future research, this paper proposes a simple yet powerful test for the detection of cross section error dependence, which is the starting point for any such endeavor.
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Appendix A: Derivations of the residuals
The unconditional residual for the probit model
where for notational convenience the fact that the moments are conditional on x it and the parameters is not stated explicitly. The variance is
The generalized residual for the probit model u g it = E(u it |y it ) = E(u it |y it = 1)y it + E(u it |y it = 0)(1 − y it )
The variance of the generalized residual is
The unconditional residual for the Tobit model u it = y it − E(y it ) = y it − E(y it |y it > 1)Pr(y it > 1) − E(y it |y it = 0)Pr(y it = 0) 
where α it = β it /σ i , v it = u it /σ i ∼ N(0, 1), and we used the fact that
Substituting α it into (22) gives the variance in (13).
The generalized residual for the Tobit model For the variance we have,
Appendix B: Limiting distribution of CD test for nonlinear models
In this appendix we show that the limiting distribution of Pesaran (2004) CD test holds for nonlinear panel data models. We consider a nonlinear model of the form
where θ i is a p × 1 vector of unknown parameters for cross section unit i. We denote the true value of θ i by θ i0 , and make the following assumptions.
