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Solving the latency problem in Real-time GNSS Precise Point 
Positioning using open source software 
 ABSTRACT 
Real-time Precise Point Positioning (PPP) can provide the Global Navigation Satellites 
Systems (GNSS) users with the ability to determine their position accurately using 
only one GNSS receiver.  
The PPP solution does not rely on a base receiver or local GNSS network. However, 
for establishing a real-time PPP solution, the GNSS users are required to receive the 
Real-Time Service (RTS) message over the Network Transported of RTCM via 
Internet Protocol (NTRIP). The RTS message includes orbital, code biases, and clock 
corrections.  
The GNSS users receive those corrections produced by the analysis center with some 
latency, which degraded the quality of coordinates obtained through PPP. In this 
research, we investigate the Support Vector Machine (SVR) and RandomForest (RF) 
as machine learning tools to overcome the latency for clock corrections in the CLK11 
and IGS03 products. A BREST International GNSS Services permanent station in 
France selected as a case study. BNC software implemented in real-time PPP for 
around three days. Our results showed that the RF method could solve the latency 
problem for both IGS03 and CLK11. While SVR performed better on the IGS03 than 
CLK11; thus, it did not solve the latency on CLK11. This research contributes to 
establishing a simulation of real-time GNSS user who can store and predict clock 
corrections accordingly to their current observed latency. 
The self-assessment of the reproducibility level of this study has a rank one out of the 
range scale from zero to three according to the criteria and classifications are done by 
(Nüst et al., 2018). 
 
  
V 
 
 KEYWORDS 
Real-time Precise Point Positioning  
Global Navigation Satellite systems 
Latency 
International GNSS Services products 
Support Vector Regression 
RandomForest  
Clock corrections predictions 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
VI 
 
 ACRONYMS 
APC - Antenna Phase Center 
CART - Classification and Regression Tree 
CV - Cross-Validation 
DLR - German Aerospace Center 
ECEF - Earth Center Earth Fixed 
GBM - Geodetic Benchmark 
GNSS - Global Navigation Satelite System 
ITRF - International Terrestrial Reference Frame  
MC - Mass Center 
MSC - Master Control Station 
NTRIP - Network Transported of RTCM via Internet Protocol  
PPP - Precise Point Positioning 
RBF - Radial Base Function 
RETICLE - Real-Time Clock Estimation 
RF - RandomForest 
RINEX - Receiver Independent Exchange Format 
RMS- Root Mean Squared 
RSS - Residual Sum of Squares 
RTC - Real-Time Correction 
RTK - Real-Time Kinematic 
RTS -  Real-Time Services 
SP3 - Standard Product #3 
SSR - State-Space Representation 
SVC - Support Vector Classifier 
VII 
 
SVM - Support Vector Machine 
SVR - Support Vector Regression  
TEC - Total Electron Content 
TVEC - Total Vertical Electron Content 
UHF - Ultra-Higher Frequency 
VRS - Virtual Reference Station 
WP - Work Packages 
 
 
 
  
 
 
 
 
  
  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
VIII 
 
 INDEX OF THE TEXT 
Acknowledgments ..................................................................................................... III 
ABSTRACT ............................................................................................................... IV 
KEYWORDS ............................................................................................................... V 
ACRONYMS ............................................................................................................. VI 
INDEX OF THE TEXT ........................................................................................... VIII 
INDEX OF TABLES ................................................................................................... X 
INDEX OF FIGURES ............................................................................................... XI 
Chapter 1 Introduction ............................................................................................. 1 
1.1 Motivation ...................................................................................................... 1 
1.2 Research Question ......................................................................................... 3 
1.3 Thesis Organization ....................................................................................... 5 
Chapter 2 Background ............................................................................................. 6 
2.1 Literature review ............................................................................................ 6 
2.2 GNSS Measurement background ................................................................... 8 
2.3 Cycle slip ..................................................................................................... 11 
2.4 Ambiguity resolution ................................................................................... 12 
2.5 GNSS errors ................................................................................................. 12 
2.6 Precise Point Positioning ............................................................................. 21 
2.7 Machine learning ......................................................................................... 23 
2.8 BNC Software overview .............................................................................. 28 
2.9 Python and complementary libraries ........................................................... 29 
Chapter 3 Research Methodology .......................................................................... 30 
3.1 WP1 General reviewing ............................................................................... 30 
3.2 WP2 IGS products and stations ................................................................... 30 
3.3 WP3 Data preparation .................................................................................. 32 
3.4 WP4 Machine learning ................................................................................ 34 
3.5 WP5 Visualization ....................................................................................... 36 
3.6 WP6 Statistical assessment .......................................................................... 36 
Chapter 4 Results and discussions ......................................................................... 38 
4.1 Latency values ............................................................................................. 38 
4.2 Support vector regression parameter ........................................................... 38 
4.3 Support vector regression R2 score and different kernel ............................. 41 
4.4 Support vector regression and RandomForest in real-time simulation ........ 42 
Chapter 5 Conclusion and Future works................................................................ 59 
IX 
 
5.1 Conclusion ................................................................................................... 59 
5.2 Future works ................................................................................................ 61 
References .................................................................................................................. 62 
 
            
 
 
   
X 
 
 INDEX OF TABLES 
Table 2-1 IGS Clock products (The International GNSS Service, 2013) ............................................. 13 
Table 2-2 IGS Orbit products (The International GNSS Service, 2013) .............................................. 14 
Table 3-1 Brest coordinates (IGS, 2020) .............................................................................................. 31 
Table 3-2 sample of the data in the created CLK data frame ................................................................ 33 
Table 3-3 the final CLK data frame with latency values ...................................................................... 34 
Table 4-1 IGS03 and CLK11 statistical summary of latency values .................................................... 38 
Table 4-2 C and gamma values ............................................................................................................. 39 
Table 4-3 results of C and gamma for the IGS03 corrections ............................................................... 40 
Table 4-4 results of C and gamma for the CLK11 corrections ............................................................. 41 
Table 4-5 R2 score values for different kernels IGS03 ......................................................................... 42 
Table 4-6 R2 score values for different kernels CLK11 ........................................................................ 42 
Table 4-7 IGS03 SVR statistical assessment for GPS satellites ........................................................... 45 
Table 4-8 IGS03 SVR statistical assessment for GLONASS satellites ................................................ 46 
Table 4-9 IGS03 SVR statistical assessment for GPS satellites ........................................................... 47 
Table 4-10 IGS03 SVR statistical assessment for GLONASS satellites .............................................. 48 
Table 4-11 CLK11 SVR statistical assessment for GPS satellites ........................................................ 49 
Table 4-12 CLK11 SVR statistical assessment for GLONASS satellites ............................................. 50 
Table 4-13 IGS03 RF statistical assessment for GPS satellites ............................................................ 53 
Table 4-14 IGS03 RF statistical assessment for GLONASS satellites ................................................. 54 
Table 4-15 CLK11 RF statistical assessment for GPS satellites ........................................................... 56 
Table 4-16 CLK11 RF statistical assessment for GLONASS satellites ................................................ 57 
Table 5-1 IGS03 SVR statistical assessment summary ........................................................................ 59 
Table 5-2 IGS03 SVR statistical assessment summary ........................................................................ 60 
Table 5-3 CLK11 SVR statistical assessment summary ....................................................................... 60 
Table 5-4 IGS03 RF statistical assessment summary ........................................................................... 60 
Table 5-5 CLK11 RF statistical assessment summary .......................................................................... 60 
 
XI 
 
 INDEX OF FIGURES 
Figure 1-1Vale coordinates residual for CLK11 with 10-15 seconds latency  ....................................... 4 
Figure 1-2 Vale coordinates residual for IGS03 with 35-40 seconds latency  ........................................ 4 
Figure 2-1 Range measurement timing relationships .............................................................................. 9 
Figure 2-2 Positioning determination in 3-dimensional space .............................................................. 10 
Figure 2-3 Phase measurements illustration  ........................................................................................ 11 
Figure 2-4 Along-track, cross-track and radial orbital components ...................................................... 14 
Figure 2-5 IGS conventional Antenna Phase Center in Satellite Fixed reference frame  ..................... 15 
Figure 2-6 Receiver and monument centers  ........................................................................................ 16 
Figure 2-7 Multipath Error  .................................................................................................................. 17 
Figure 2-8 Ionosphere and troposphere layer........................................................................................ 18 
Figure 2-9 Overview of GNSS errors ................................................................................................... 21 
Figure 2-10 The solid black line defined the hyperplane separated the two classes of data ................. 24 
Figure 2-11 The support vectors use for maximal margin hyperplane  ................................................ 25 
Figure 2-12 SVM margin ...................................................................................................................... 27 
Figure 2-13 Effect of using different values of gamma  ....................................................................... 27 
Figure 2-14 BNC Software interface  ................................................................................................... 29 
Figure 3-1 Brest station receiver mount point ...................................................................................... 31 
Figure 3-2 Brest station location ........................................................................................................... 32 
Figure 3-3 CLK11 text file CLK11....................................................................................................... 33 
Figure 3-4 CLK coordinates and latency value text file ....................................................................... 34 
 Figure 3-5 Potentiality of SVR in solving latency ............................................................................... 35 
 Figure 3-6 Real-time simulation .......................................................................................................... 36 
Figure 3-7 Statistical assessment of simulation phase .......................................................................... 37 
Figure 4-1 SVR with default parameters .............................................................................................. 39 
Figure 4-2 SVR with predefined parameters ........................................................................................ 40 
Figure 4-3 IGS03 30 seconds of latency effect on the satellite G01 ..................................................... 43 
Figure 4-4 CLK11 10 seconds of latency effect on the satellite G01 ................................................... 44 
Figure 4-5 IGS03 SVR model for satellite G01 .................................................................................... 51 
Figure 4-6 IGS03 histogram of the differences obtained by the SVR method for satellite G01 ........... 51 
Figure 4-7 CLK11 SVR model for satellite G01 .................................................................................. 52 
Figure 4-8 CLK11 histogram of the differences obtained by the SVR method for satellite ................. 52 
Figure 4-9 IGS03 RF model for satellite G01 ....................................................................................... 55 
Figure 4-10 IGS03 histogram of the differences obtained by the RF method for satellite G01............ 55 
Figure 4-11 CLK11 RF model for satellite G01 ................................................................................... 58 
Figure 4-12 CLK11 histogram of the differences obtained by the RF method for satellite G01 .......... 58 
1 
 
Chapter 1 Introduction 
1.1 Motivation 
The number of operational navigation satellites has been increased by the last decade. 
In December 2019, the GNSS consisted of 108 operational satellites. Further 
information about current constellations status can be found in (European GNSS 
Service Centre, 2020; Information and Analysis Center, 2020). 
The navigation users relay on those operational satellites to calculate their position. 
However, PPP is one of many position techniques, has been used for positioning 
determination. It is driven by cost reduction as a consequence of using one receiver 
and the availability of using this method in a global scope. This resulted in widespread 
using PPP in many areas and applications. Many studies sought potential areas where 
this method can be used. (Barker, Lapucha, & Wood, 2002) discussed the potential 
areas where the usage of PPP will take place, like offshore and sea construction; these 
areas suffer from lack of coverage of nearby base GNSS stations, or they are not 
covered by GNSS network solution or Virtual Reference Station (VRS). These isolated 
areas or regions with fewer infrastructures can take advantage of this technique. 
(Bezcioglu, Yigit, & El-mowafy, 2019) examined the PPP methods in the Antarctic 
regions. On the contrary, traditional GNSS methods have limitations to use in those 
regions due to the fact of the high initialization cost and maintenance difficulties 
because of the harsh weather conditions.  
Increasing world population results in a huge urban expansion; therefore, the demand 
for building megastructures like dams, bridges, and skyscrapers is also increasing. 
Monitoring such structures is crucial to protect lives and prevent economic losses. 
Structural monitoring using real-time PPP  has been sought by many researchers 
(Beskhyroun, Wegner, & Sparling, 2011; Hristopulos, Mertikas, Arhontakis, & 
Brownjohn, 2007; Kaloop, Elbeltagi, Hu, & Elrefai, 2017; Khoo, Tor, & Ong, 2010; 
Rizos & Cranenbroeck, 2010). Real-time PPP for bridge monitoring done by (Tang, 
Roberts, Li, & Hancock, 2017). 
Climate change and the greenhouse effect bring high rainfall storms; therefore, the 
frequency of occurring the landslides incidents event increased as well; real-time PPP 
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for landslide monitoring investigated by (Capilla, Berné, Martín, & Rodrigo, 2016; 
Cina & Piras, 2015; Şanlıoğlu, Zeybek, & Özer Yiğit, 2016). 
Different studies investigated real-time PPP in the domain of deformation monitoring 
(Martín, Anquela, Dimas-Pagés, & Cos-Gayón, 2015; Piras & Roggero, 2009; Shi, 
Xu, & Guo, 2013; Zhiping Liu, 2016). The requirements, challenges, and benefits of 
establishing the early warning system for Tsunami and earthquake researched in 
(Blewitt et al., 2009; Labrecque, Rundle, & Bawden, 2018; Wächter et al., 2012). A 
simulation study done by (Capilla et al., 2016) showed the possibility of using real-
time PPP for establishing an early warning system. Real-time PPP for natural hazard 
warning system sought by (El-Mowafy, 2019; El-Mowafy & Deo, 2017).     
Clocks, orbits, and other real-time corrections are essential to perform real-time PPP. 
The IGS began the real-time Pilot project in 2007. The following analysis centers 
participate in this pilot project: BKG, CNES, DLR, ESA/ESOC, GFZ, GMV, NRCan, 
and Wuhan University. The project aims to maintain and track real-time GNSS 
network stations, as well as compute and broadcast clock and orbit corrections for real-
time users. Since 2013 IGS RTS have been disseminated for real-time users. 
Additionally, the multi GNSS Experiment and pilot project (MGEX) disseminate the 
Real-Time Correction (RTC) for all GNSS signals (The Multi-GNSS Experiment and 
Pilot Project (MGEX), 2016). IGS and MGEX freely disseminate the RTC products 
through NTRIP (Weber, Dettmering, & Gebhard, 2005). Other company solutions 
such as VERIPOS, TerraStar, OmniSTAR, RTX, and StarFire can be found in (Fugro, 
2016; NovAtel, 2015; Trimble, 2012). Real-time corrections disseminate from 
analysis centers suffer by some latency values, the values of latency vary, and it 
increases remarkably for combined products. 
Currently, the IGS and other analysis centers still provide real-time corrections which 
are received by the GNSS users with latency vary between 5-10 seconds for individual 
products; however, it could reach around 30 seconds for the combined products.  
The novel contribution to this research is to use the support vector regression and 
RandomForest as a machine learning tool to overcome the latency problem in CLK11 
and IGS03 products. The methodology applied to this research is also applicable to 
other IGS products. 
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1.2 Research Question 
The International GNSS services, as well as the analysis centers disseminating Real-
time service to implement corrections for GNSS observations. However, those 
corrections arrived at real-time GNSS users with some seconds of latency. The latency 
can define as a delay in receiving the corrections from the analysis centers, and this 
time delay could be around a couple of tens seconds. 
The research question in this thesis research is, “How can the Machine learning solve 
the latency problem in real-time products?” 
The linear model joint with the periodic term is a classic model used for predicting the 
clock corrections. The improvement of this model to adapt different GPS clock 
satellites done by (G. W. Huang, Zhang, & Xu, 2014). (Martín, Hadas, Dimas, & 
Anquela, 2013) concluded that the quality of coordinates obtained by real-time PPP is 
highly correlated with latency values. Figures 1.1 and Figure 2.1 show the differences 
between the true coordinates of the Vale station with respect to the observed 
coordinates -those differences called a coordinate residual-, the residual  of Vale 
station in Valencia are shown in terms of: North, East ,and up (height). Figures 1.1 
and Figure 2.1 show the effect of 10-15 and 35-45 seconds of latency respectively.  
In order to find an answer to this research question, the support vector regression, and 
RandomForest as a machine learning tool could be extended to extrapolate the clock 
corrections without concerning about the type of the navigation satellite system. 
Solving latency problems in real-time services will improve the accuracy of the 
position obtained by real-time PPP users. Consequently, it will open the doors for the 
PPP method for more involvement in different applications and areas. 
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Figure 1-1Vale coordinates residual for CLK11 with 10-15 seconds latency  (Martín et al., 
2013) 
 
Figure 1-2 Vale coordinates residual for IGS03 with 35-40 seconds latency (Martín et al., 
2013) 
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1.3 Thesis Organization  
This is a complete overview of the thesis dissertation organization. The dissertation is 
composed of five chapters. 
Chapter 2 is a background chapter. It starts with state-of-the-art, including relevant 
research on the field, followed by definitions of terms and concepts that are used 
throughout the dissertations. 
Chapter 3 is the methodology chapter that contains explanations of the different steps 
performed in this research. The explanations will be abstracted and explained in text 
and flow charts. 
Chapter 4 is the results chapter that contains explanations, discussions, and statistical 
assessments of the results obtained in this research. This chapter includes an 
illustration of the results with numerical tables and graphical figures.     
Chapter 5 is the concluding chapter that contains summarized tables and a comparison 
between the methods used in this research, and it ends with recommendations, 
suggestions, and for future works.  
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Chapter 2 Background  
This chapter aims to provide a general idea of the topics included in this research, a 
brief description of the mathematical equations has been developed in GNSS, a 
summary of pseudoranging methods, as well as descriptions to different sources of 
errors in GNSS system. Moreover, an overview of the PPP method and BNC software 
can found in the middle of this chapter. This chapter ends with an explanation of the 
machine learning tools used in this research.  
2.1 Literature review 
The GNSS is widely used for positioning determination. Different techniques, such as 
stand-alone positioning, PPP, and differential GNSS, which includes real-time 
kinematic,  static, and virtual reference stations, have been implemented for 
positioning determination (Blewitt, 2019). Consequently, the quality of the determined 
position, observation period, and the quality of used GNSS receivers are varied among 
different techniques. 
The advent of the PPP method allows the GNSS users to reach sub decimetre accuracy 
using only a single GNSS receiver, taking into account this method can use on a global 
scale. The PPP method was firstly introduced by  (Zumberge, Heflin, Jefferson, 
Watkins, & Webb, 1997). GNSS users can implement the PPP method in real-time and 
post-process. In order to reach such accuracy in real-time; the PPP method requires 
precise orbit corrections, codes and phases biases, and clock corrections. The 
International GNSS Services and different analysis centers are responsible for the 
generation and broadcasting of high accurate GNSS data and products. Those products 
include orbits and clock corrections, earth orientation, Tropospheric, and Ionospheric 
parameters besides the code and phase biases (Johnston, Riddell, & Hausler, 2017). 
The IGS products serve both real-time and post-process GNSS users. In 2013 the 
International GNSS Services launched real-time services to provide  GNSS users with 
real-time corrections (The International GNSS Service, 2013). 
The performance of real-time PPP was sought by (Chen et al., 2013).In this research, 
the analysis of the collected data during one month concluded that real-time clock 
corrections products could meet the correctness of IGS ultra repaid (IGU). 
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The satellite clock corrections are suffering from a high variation; according to the 
changing of satellite locations and temperature variation. (Yao, He, et al., 2017) 
studied the evaluation and comparison of the satellite clock offsets using the estimation 
of real-time clock offset with a linear model after resolving the initial clock bias. The 
stability of IGS clock products in terms of daily bases variation sought by (Senior, 
Ray, & Beard, 2008). 
A precision of 20 cm and 15 minutes converging time was achieved by (L. Wang et 
al., 2018). In this study, the CLK93 was used for orbital and clock corrections. The 
IGS03 products were used for performing real-time PPP. A precision of sub-decimetre 
with 20 minutes conversion time obtained by (Alcay & Turgut, 2017).(Shi et al., 2013) 
concluded that the centimeter to a sub-decimetre level of precision with 10 minutes 
conversion time can be achieved using CLK90 product. Additionally, (Shi et al., 2013) 
made a comparison between CLK93 with final IGS products determined that 4.57 cm 
and 0.5 ns a three-dimensional orbit and clock accuracy repetitively can be achieved 
in real-time.  
Different real-time products are assessed by (Z. Wang, Li, Wang, Wang, & Yuan, 
2018). In this recent study, the assessment done by linking the difference between 
different real-time products and Geodetic Benchmark (GBM).   
The effect of Ionospheric impact on real-time PPP was investigated by (Erdogan & 
Karlitepe, 2016). In this study, CLK91 was used for establishing real-time PPP; the 
result found the considerable difference of obtained coordinates for one IGS station 
located in the tropical region occurred in the mid-day period affected by strong 
ionospheric influence. The Enhancement of real-time PPP and post-process PPP by 
implemented different techniques sought by (Juan et al., 2012; Yao, Peng, Xu, & 
Cheng, 2017). 
The sinusoid as aperiodic function joint with the linear model has been chosen as a 
model for many researchers, and different clock types are deployed in GPS satellites, 
Consequently (G. W. Huang et al., 2014) improved the conventional model to adapt 
the variation resulting from using different types of clocks. The same clock model used 
to predict the clock corrections for a long timestamp by (El-Mowafy, 2019; El-
Mowafy, Deo, & Kubo, 2017). The two studies proved the efficiency of using the 
conventional clock model to accommodate periods of absence of internet 
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communication. Kalman filter is another method for predicting clock corrections 
studied in the research done by (G. Huang & Zhang, 2012). The dataset obtained from 
129 stations during 2015 used to model the daily variation of the inter-frequency clock 
bias, with one centimeter level of prediction accuracy (Yuan et al., 2018).  The effect 
of the different intervals of updating the clock offset investigated (Yang, Xu, & Gao, 
2019). The evaluation of real-time products in terms of latency and availability 
examined by (Hadas & Bosy, 2014). 
Additionally, Hadas remarked that latency affects remarkably the combined IGS 
products. Hadas made a comparison which conducted between REal-Time Clock 
Estimation (RETICLE) with IGS combined product. The German Aerospace Centre is 
responsible for the dissemination of the RETICLE service used for clock and orbit 
corrections. The latency effect IGS combined product more than products obtained 
individually by different analysis centers; subsequently, the combined product did not 
lead to better outcomes rather than RETICLE (Martín et al., 2015). 
 The investigation research on latency for real-time PPP done by using both of the 
CLK11 and the IGS03; accordingly, the latency with 10 and 40 seconds is introduced 
repressively to both products. The accuracy of the obtained results showed a high 
correlation with latency (A.Martin, T Hadas, Dimas, & Anquela, 2013). Different 
computational methods examined by(Ge, Chen, Douša, Gendt, & Wickert, 2012) to 
reduced real-time clock corrections computational time. The current research 
investigates the ability to predict clock corrections using machine learning tools.   
2.2 GNSS Measurement background 
GNSS is a timing measuring system, in other words, the GNSS users need to know the 
transmitted and received time of the GNSS signals, different types of clocks are 
deployed on GNSS satellites and GNSS receivers. Knowing the signal travel time and 
the speed of the travel signal, consequently, the distance between the satellite and user 
can be calculated, and it symbolized as pseudorange. Knowing the exact locations and 
distances of GNSS satellites, thus the GNSS users can determine their locations. 
The GNSS satellites transmit their signals in the L band. The L band is a part of the 
Ultra-Higher Frequency (UHF) spectrum. GPS L1, GLONASS G1 and Galileo E1 
signals are located in the band 1559-1610 MHz, GPS L2, GLONASS G2, and Galileo 
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E2 signals are located in the band 1215-1350 MHz, where GPS L5, GLONASS G5, 
and Galileo E5 signals are located in the band 1164-1215 MHz (Enge & Misra, 2011).  
2.2.1 Code Pseudorange 
The elementary measurement of the GNSS receiver is the measuring of the time 
difference between transmitted and received time of the arrival signals. This is done 
by aligning the code generated locally inside the receiver with the arrived signals via 
the correlation method (Enge & Misra, 2011). The precision of the calculated 
pseudorange is around 1% of the chip length (Wells, 1999). For example, in the GPS, 
according to the type of code, the pseudorange precision varies between 0.3 to 3 meters 
(B.Hoffmann-Wellenhof & H.Lichtenegg, 2001). The pseudorange measurement 
suffering mainly with clock biases due to the reality both of the satellite and receiver 
clock are not synchronized concerning the common time system (Enge & Misra, 
2011). The following equations and figure show the pseudorange calculations. 
 
 
Figure 2-1 Range measurement timing relationships(Kaplan & Hegrat, 2006) 
∆𝑡 = 𝑇𝑈 − 𝑇𝑆 = [𝑇𝑈 + 𝑡𝑈] − [𝑇𝑆 + ẟ𝑡]      2.1 
Where 𝑇𝑆 and 𝑇𝑈 denote respectively the transmitted and received time for the GNSS 
signal, ẟ𝑡 is the satellite clock bias with respect to common reference time GNSS 
system, 𝑡𝑈 is the receiver clock bias.  
𝜌 = 𝑐[𝑇𝑈 + 𝑡𝑈] − [𝑇𝑆 + ẟ𝑡]. 
𝜌 = 𝑐(𝑇𝑈 − 𝑇𝑆) + 𝑐(𝑡𝑈 − ẟ𝑡). 
𝑟 = 𝑐(𝑇𝑈 − 𝑇𝑆) = 𝑐 ∗ ∆𝑡. 
𝜌 = 𝑟 + 𝑐(𝑡𝑈 − ẟ𝑡)         2.2 
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Where 𝜌 denote the pseudorange, 𝑟 is the geometric distance between the satellite 
and the GNSS user, while the speed of light denoted as 𝑐. 
The last pseudorange equation can be modified by introducing the error influence by 
the troposphere and Ionosphere, and other types of errors (Kaplan & Hegrat, 2006), 
more information about GNSS errors can be found in the error section in this chapter.  
𝜌 = 𝑟 + 𝑐(𝑡𝑈 − ẟ𝑡) + 𝐼𝜌 + 𝑇𝜌 + 𝜉𝜌        2.3   
Where 𝐼𝜌 and 𝑇𝜌 denote respectively the propagation of the GNSS signals through the 
ionospheric and tropospheric layer, and 𝜉𝜌 denote other sources of error. 
The minimum number of GNSS satellites required for positioning determination is 
four satellites to solve the position in three-dimensional space (Polland, 2009). Figure 
2.2 shows four GNSS satellites uses for positioning determination. 
 
Figure 2-2 Positioning determination in 3-dimensional space(Polland, 2009) 
2.2.2 Phase Pseudorange 
Reaching a precision of 0.3 to 3 meters in pseudorange is not acceptable in some 
applications (NovAtel Inc, 2015). Sub centimeter precision is achievable by 
implementing the carrier phase measurement (Wells, 1999). By counting the total 
number of the full carrier phase with a fractional cycle between satellite and user. 
Consequently, the range can obtain by multiplication that number with a wavelength 
of the carrier (Polland, 2009). The following figure illustrates the principle of phase 
measurement. 
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Figure 2-3 Phase measurements illustration (Polland, 2009) 
𝐷 = (𝑁 ∗ 𝜆) + (𝜙 ∗ 𝜆)        2.4 
Where 𝐷 is the pseudorange between the satellite and GNSS users, 𝑁 is the number of 
the complete cycles between the satellite and user, 𝜆 denote the wavelength of the 
arrival signal, and 𝜙 is the fraction of the cycle measured by the GNSS receiver. 
The main two weaknesses of this method that firstly, the receiver cannot know the 
exact number N of the complete cycle between the satellite and user. This is the reason 
behind calling it the ambiguity number. Secondly, the receiver needs to keep count 
and track the arrival phase, which some time suffers from cycle slips (Wells, 1999). 
PPP and Real-Time Kinematic (RTK) use a different technique for solving the 
ambiguity number for reaching the level of centimeter accuracy (NovAtel Inc, 2015). 
The influence of tropospheric and Ionospheric layers affects the pseudoranging 
equation. Thus the last equation can be modified as:  
𝜙 = 𝜆−1[𝑟 + 𝐼𝜙 + 𝑇𝜙] +
𝐶
𝜆
(𝛿𝑡𝑢 − 𝛿𝑡𝑠) + 𝑁 + 𝜉𝜙     2.5 
Where 𝜙 represent the number of carrier cycle between GNSS satellite and GNSS user 
, 𝜆 is the carrier wavelength, while 𝐼𝜙, 𝑇𝜙 denote respectively the ionosphere and 
troposphere propagation delay in meter, 𝑁 is the integer number of carrier cycles, 
𝛿𝑡𝑢, 𝛿𝑡𝑠 denote respectively the GNSS receiver and satellite clock biases, 𝐶 is the speed 
of light, and 𝜉𝜙 denote other sources of noise. 
2.3 Cycle slip  
As mentioned before, one of the weaknesses of phase carrier measurement is the 
occurrence of the cycle slip. Through the tracking period, the GNSS receiver needs to 
keep counting the fractional of the carrier cycle. On every occasion, the fractional 
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phase fluctuates from 360 to 0 degrees, one cycle will add to the initial cycle counts 
(B.Hoffmann-Wellenhof & H.Lichtenegg, 2001). The cycle slip can define as ”a jump 
of the number of integer cycles“ (NovAtel Inc, 2015). These jumps may occur 
according to the surrounding environmental conditions such as tree leaves, buildings, 
and power lines. Receiver hardware manufacturing quality besides the software 
capabilities could also lead to the occurrence of cycle slip (B.Hoffmann-Wellenhof & 
H.Lichtenegg, 2001). 
2.4 Ambiguity resolution 
The elementary four unknowns in GNSS measurements are the user position (X, Y, Z) 
in three-dimensional space plus the receiver clock bias.  New unknown in equation 
2.5,  N which indicate the integer number of cycles between the GNSS user and 
satellite (NovAtel Inc, 2015) called ambiguity, different approaches for solving the 
ambiguity are implemented such as single frequency, dual-frequency, dual-frequency 
combining code and phase measurements and triple frequency (B.Hoffmann-
Wellenhof & H.Lichtenegg, 2001). All the pre mention approaches are depending on 
running two GNSS receivers simultaneously. The length between both receivers called 
the baseline; the precision of a determined position is highly dependent on baseline 
length, and it is recommended not to exceed 20 Km (Enge & Misra, 2011). 
Development in solving the ambiguity number can be found in (Geng, 2016; Juan et 
al., 2012).     
2.5 GNSS errors 
The GNSS measurements suffer from three types of error. Firstly blunders or outliers 
and those measurements must be removed from the sample of measurements. 
Secondly, systematic errors that follow the environmental or physical low; thus, this 
type of error can be removed by applying measurement modeling. Finally, the random 
error, which is small quantities of errors remains after eliminating blunders and 
systematic errors (Wolf & Wiley, 2006). During military activates, errors are 
intentionally introduced to the system (NovAtel Inc, 2015). This error called in GPS 
selective availability (El-Rabbany, 2002). Code and phase measurements together are 
affected by these errors (B.Hoffmann-Wellenhof & H.Lichtenegg, 2001). 
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2.5.1 Satellite clock errors 
Atomic clocks, mainly Rubidium or Cesium, are deployed on-boarded GNSS 
satellites. Frequency drift and frequency offset affected the clock oscillator (Wells, 
1999). An error of 10 Nanoseconds can results in about 3 meters in pseudorange 
measurement (Polland, 2009). The equation 2.6 shows the corrections of the satellite 
broadcasted time (Wells, 1999).  
𝑑𝑡 = 𝑎0 + 𝑎1(𝑡 − 𝑡0) + 𝑎2(𝑡 − 𝑡0)
2       2.6 
Where 𝑡0 and 𝑡 denote respectively the reference and current epoch, the terms 𝑎0 ,  𝑎1 
and 𝑎2 denote respectively the satellite clock time offset, the fractional frequency 
offset, and the fractional frequency drift.  
The Master Control Station (MCS) is responsible for calculating and transmitted the 
clock equation coefficients for each satellite (Kaplan & Hegrat, 2006). Consequently, 
the satellite rebroadcast them to the user through the navigation message. The IGS 
provides to GNSS users with different clock products. Those products can be used in 
real-time or post-process. Table 2.1 shows different clock products available on the 
IGS platform. 
Table 2-1 IGS Clock products (The International GNSS Service, 2013) 
  Type Accuracy Latency Updates Sample Interval 
Broadcast 
~5 ns    RMS 
real-time -- daily 
~2.5 ns SDev 
Ultra-Rapid 
(predicted half) 
~3 ns    RMS 
real-time at 03, 09, 15, 21 UTC 15 min 
~1.5 ns SDev 
Ultra-Rapid 
(observed half) 
~150 ps RMS 
3 - 9 hours at 03, 09, 15, 21 UTC 15 min 
~50 ps SDev 
Rapid 
~75 ps RMS 
17 - 41 hours at 17 UTC daily 
15 min 
5 min 
~25 ps SDev 
Final 
~75 ps RMS 
12 - 18 days every Thursday 
15 min 
Sat.: 30s 
~20 ps SDev Stn.: 5 min 
 
2.5.2 Satellite orbital errors 
The MCS in a process called orbital determination responsible for calculating and 
predicting the trajectories for all satellites. Subsequently, the prediction of satellite 
location is broadcasted to the user through the navigation message. Alternatively or 
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additionally, the IGS provides orbital corrections to the user, and Table 2.2 illustrates 
different orbits products available through the IGS platform.  
The satellite location information is known as Ephemeris. The Ephemeris information 
is suffering from some errors due to environmental conditions such as atmospheric 
drag, additionally variation of gravitational force caused by Sun, moon, and earth; 
that’s results in orbital variations. The errors describe satellite location can be 
categorized into three different categories radial, along-track, and cross-track. Figure 
2.4 shows depict those errors (Wells, 1999). 
 
Figure 2-4 Along-track, cross-track and radial orbital components(Sundaramoorthy, Gill, 
Verhoeven, & Bouwmeester, 2010) 
Table 2-2 IGS Orbit products (The International GNSS Service, 2013) 
  Type Accuracy Latency Updates 
Sample 
Interval 
Broadcast ~100 cm real-time -- daily 
Ultra-Rapid 
(predicted half) 
~5 cm real time at 03, 09, 15, 21 UTC 15 min 
Ultra-Rapid 
(observed half) 
~3 cm 3 - 9 hours at 03, 09, 15, 21 UTC 15 min 
Rapid ~2.5 cm 17 - 41 hours at 17 UTC daily 15 min 
Final ~2.5 cm 12 - 18 days every Thursday 
15 min 
Stn.: 5 min 
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2.5.3 Satellite and receiver phase wind-up error 
The satellite geometry changes to maintain the orientation of solar panels and antenna 
in the direction of the sun. Thus measuring the carrier phase depends on the orientation 
of both satellite and receiver antenna. The magnitude of one cycle affects the 
measuring carrier phase. This error called phase wind-up, and it mitigated through the 
differential GNSS techniques and PPP software (Kouba & Héroux, 2001; Wu, Wu, 
Hajj, Bertiger, & Lichten, 1992). The phase variation due to satellite geometry change 
has no impact on code measurement. Adjustment of the wind-up error is recommended 
for high accuracy GNSS applications (Sanz Subirana, 2013).  
2.5.4 Satellite’s antenna phase center error 
The offset between the GNSS Satellites Mass Centre (MC) and Antenna Phase Centre 
(APC) results in the satellite antenna phase center error. The IGS disseminate precise 
satellites orbits and clock products with respect to the MC (Sanz Subirana, 2013). 
While the APC is broadcasted through the navigation message. (Kouba & Héroux, 
2001) Consequently, the GNSS users need to adjust this offset when they use precise 
orbits and clock products. Figure 2.5 illustrates the offset between the center of mass 
and antenna phase. Since 2006 IGS has been linked the Standard Product #3 (SP3) 
with ANTEX files to correct the Antenna phase center (Sanz Subirana, 2013).  
 
Figure 2-5 IGS conventional Antenna Phase Center in Satellite Fixed reference frame 
(Kouba & Héroux, 2001) 
2.5.5 Receiver antenna phase center and variation error 
The elevation angle, frequency, and azimuth of the arrival signal cause variation 
between the receiver geometry center and antenna phase center. A correction for this 
offset can be found in the IGS ANTEX files or with information provides by the 
receiver manufacturing sheet. IGS by 2006 approve the relative absolute antenna phase 
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center (Schmid, Steigenberger, & Gendt, 2007). Additional information about 
calibration factors can be found in the National Geodetic Survey website (National 
Geodetic Survey, 2019). Figure 2.6 illustrates the location of the antenna phase center 
and the receiver geometry center (Sanz Subirana, 2013). 
 
Figure 2-6 Receiver and monument centers  (Sanz Subirana, 2013) 
2.5.6 Receiver Clock error 
The GNSS receivers are equipped with an inexpensive crystal clock to reduce the 
manufacturing expenses. Those clocks are less precise and accurate than those 
deployed in GNSS satellites (El-Rabbany, 2002). The receiver clock is suffering from 
noise, frequency drift, and bias (Wells, 1999). Receiver clock error is an additional 
unknown, and it can be solved using code or phase equations; additionally, applying 
ambiguity resolution with triple frequency can mitigate this error. 
2.5.7 Multipath error   
The code and phase measurement represents the direct measurement between the 
satellite and the user. The arrival signal could arrive at the GNSS receivers through 
direct or indirect paths (Enge & Misra, 2011). Signals arrive at the receiver through 
indirect paths due to reflection for obstacles like skyscrapers, buildings, or water 
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bodies (Wells, 1999). The multipath error disturbs both code and phase measurements 
(Kaplan & Hegrat, 2006). Reducing the effect of the multipath error can be done 
through carefully picking the GNSS stations or by using a good quality receiver 
antenna, which is an additional solution for reducing multipath errors (B.Hoffmann-
Wellenhof & H.Lichtenegg, 2001; Polland, 2009). Figure 2.7 shows direct and indirect 
paths for the satellite signal.  
 
Figure 2-7 Multipath Error (El-Rabbany, 2002) 
2.5.8 Atmospheric error  
The earth's atmosphere consists of several layers. The variation of temperature defines 
the border between the adjacent layers (Noël, 2012). Through the signals journey from 
satellite to the earth, the signals exposed to travel through different layers. This affects 
the GNSS signals to exposed delay; the speed of the signals is slowing down and 
bending due to the variation of the atmospheric refractive index (Dodson, 1986; Sanz 
Subirana, 2013). The ionosphere and troposphere have a major influence on GNSS 
signals (El-Rabbany, 2002). Figure 2.8 shows the extent of both layers. 
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Figure 2-8 Ionosphere and troposphere layer 
2.5.9 Ionosphere error  
The Ionospheric layer lay from 50 to 1000 km above the earth's surface. The 
interaction between atmospheric molecules and electromagnetic radiation takes place 
in this layer (El-Rabbany, 2002). Consequently,  the ionization interaction release 
positive and negative charges (Sanz Subirana, 2013). The influence of free negative 
charges, which denoted as Total Electron Content (TEC). (B. Hoffmann-Wellenhof & 
H.Lichtenegg, 2001)Defined TEC as “The total electron content along the signal path 
between the satellite and the receiver.” TEC impacts both the speed and the path of the 
coming GNSS signals. The phase refractive index 𝑛𝑝ℎ and the group refractive index 
𝑛𝑔𝑟 , can be determined by the equations 2.7 and 2.8. 
𝑛𝑝ℎ = 1 −
40.3
𝑓2
∗ 𝑁𝑒          2.7 
𝑛𝑔𝑟 = 1 +
40.3
𝑓2
∗ 𝑁𝑒          2.8 
Where 𝑁𝑒 denote the electron density in (e-/m3), 𝑓 represents the frequency for the 
GNSS signal passing through the ionospheric layers. 
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The ionosphere delayed code measurement and speedup the group phase velocity (El-
Rabbany, 2002). Therefore the computed range between the satellite and the user 
experiences a range error due to ionosphere delay ∆𝐼𝑜𝑛𝑜 (B.Hoffmann-Wellenhof & 
H.Lichtenegg, 2001). ∆𝐼𝑜𝑛𝑜 value varies from 5-150 meters depending on solar activity 
and satellites elevation angels (Wells, 1999). 
∆𝐼𝑜𝑛𝑜= ±
40.3
𝑓2
∗ 𝑇𝐸𝐶           2.9                                 
Where ∆𝐼𝑜𝑛𝑜 represents the ionospheric refraction, and 𝑇𝐸𝐶 represents the total 
electron content in a defined cylindrical path construct between the satellite and user.    
The geographical location of the GNSS user, observation time, season, and solar flares 
activities affect the density of the TEC (NovAtel Inc, 2015). The ionospheric delay, as 
mentioned before, highly correlated to the frequency and the geographic location. 
Therefore the differential GNSS mitigate this error using a pair of GNSS receiver 
located in the same region (with 20 km baseline). Dual-frequency GNSS receivers can 
take advantage of the different impacts of the ionosphere on diverse frequencies 
(Wells, 1999). Equations 2.10 and 2.11 shows the ionosphere free combination (Sanz 
Subirana, 2013). While the single frequency receiver can use Klobucher model, 
NeQuik Model or other ionospheric corrections disseminated from a network of GNSS 
receivers (El-Rabbany, 2002; Sanz Subirana, 2013)  
𝜑𝐼𝑜𝑛𝑜−𝑓𝑟𝑒𝑒 =
𝑓12∗𝜑1−𝑓2
2∗𝜑2
𝑓12−𝑓22
                  2.10 
𝑅𝐼𝑜𝑛𝑜−𝑓𝑟𝑒𝑒 =
𝑓12∗𝑅1−𝑓2
2∗𝑅2
𝑓12−𝑓22
                  2.11 
Where 𝜑 denote the phase measurements, 𝑅 denote the code measurements, while 𝑓 
represent different frequencies disseminated from the GNSS satellite.  
The variation of the GNSS signals path is negligible for satellites that have 5 degrees 
elevation angle or more (El-Rabbany, 2002). However, satellite elevation angles must 
be taken into account with the Total Vertical Electron Content (TVEC). Equation 2.12 
shows the relation between the ionospheric delay corresponding with TEVC and zenith 
angle z՝  (B.Hoffmann-Wellenhof & H.Lichtenegg, 2001). 
∆𝐼𝑜𝑛𝑜= ±
1
cos z՝
40.3
𝑓2
∗ 𝑇𝑉𝐸𝐶                              2.12 
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Where ∆𝐼𝑜𝑛𝑜 represents the Ionospheric delay, and 𝑇𝑉𝐸𝐶 represents the vertical total 
electron content in predefined cylindrical path between the satellite and user, and 𝑧 
denote the zenith angle between GNSS satellite and GNSS user. 
2.5.10 Troposphere error  
The earth's atmosphere consists of many layers. The first layer, which is adjacent to 
the earth's surface, called the troposphere layer (NovAtel Inc, 2015). This layer ranges 
from 0-50 km (El-Rabbany, 2002). Unlike the ionosphere layer, the troposphere is a 
neutral medium. The troposphere affects phase and code measurements with the same 
amount of delay. Since it a non-dispersive medium for L band frequency, which is less 
than 15 GHz (Sanz Subirana, 2013). Dry and wet components affect the tropospheric 
delay (Wells, 1999). The refractive index of the air in equation 2.13 divide into two 
categories hydrostatics and wet. Oxygen and Nitrogen are examples of dry gases, while 
rain, cloud and water vapor are examples of a wet category (Sanz Subirana, 2013). 
𝑁 = 𝑁ℎ𝑦𝑑𝑟 + 𝑁𝑤𝑒𝑡                     2.13 
The tropospheric dry delay participates with 90% of the total delay, which leads to 
range error that could vary between 2.3 – 10 meters. While the wet delay participates 
with 10% of total delay with a few tens of centimeters (Sanz Subirana, 2013; Wells, 
1999).The amount of tropospheric delay depends on many factors such as atmospheric 
pressure, temperature, Humidity, satellite zenith angle, and receiver height above the 
sea level (Wells, 1999). The ionosphere free combination cannot mitigate the 
tropospheric delay as the tropospheric delay impact both frequencies with the same 
amount (Sanz Subirana, 2013). As a matter of fact, the differential GNSS can mitigate 
tropospheric delay with a realistic amount, especially if the weather conditions along 
the baseline are identical. Many models provide corrections for the tropospheric delay. 
The Hopfield, Mapping of Niell, Saastamoinen model, and other models used to 
mitigate tropospheric error (B.Hoffmann-Wellenhof & H.Lichtenegg, 2001; Niell, 
1996). All the GNSS errors are summarized in Figure 2.9.  
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Figure 2-9 Overview of GNSS errors 
2.6 Precise Point Positioning 
Determining position with centimeters level of accuracy can be achieved using 
differential GNSS methods such as statics and RTK; which, mitigating the common 
errors along the baseline by using two or more receivers (local GNSS networks). To 
reach the same accuracy level on a global scale using only a single receiver, it is 
necessary first to use The International Terrestrial Reference Frame (ITRF) to 
determine the coordinates globally (International Earth Rotation and Reference 
System Service, 2013). Thus the crustal deformation, variation of coordinates due to 
the sun and moon gravitational force, ocean tides, atmospheric pressure, and snow 
cover have been implemented in the ITRF. More about ITRF and ITRF correction 
models can be found in (Kouba & Héroux, 2001). Secondly, it is essential to provide 
GNSS users with corrections through internet links or satellite communications (Enge 
& Misra, 2011). Those corrections are calculated and disseminated by global GNSS 
networks such as IGS. Through Networked Transport of RTCM via 
Internet Protocol  (Weber et al., 2005), IGS provides the RTS to the GNSS users, RTS 
disseminating as RTCM State-Space Representation (SSR) correction streams (RTCM 
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Special Committee, 2016). The following equations describe the computational 
method of PPP in real-time.  
1. The range and phase Iono-Free equations 2.10 and 2.11 used to determine the 
pseudorange.  
2. The corrections in RTCM_SSR are divided into three categories. The first 
category concerns to radial, along-track, and cross-track corrections for the 
satellites' locations. The second category of corrections is concerned about the 
rate of correction for radial, along-track, and cross-track. The last category uses 
to solve the satellite clock's biases.  
  Δssr(t0,IODE)=(δOr,δOa,δOc;δO˙r,δO˙a,δO˙c;C0,C1,C2)            2.14  
Where δOr, δOa and δOc are the correction components in radial, along-track, 
and cross-track directions respectively, δO˙r, δO˙a, δO˙c denote the correction 
rates respectively in radial, along-track, and cross-track directions, C0, C1, C2 
terms are the polynomial coefficient terms of real-time satellite clock 
corrections. 
3. The Transformation of the satellite corrections from orbital coordinates to 
Earth Center Earth Fixed (ECEF) coordinates systems.  
δXt ≡  [
δx
δy
  δz  
] = R ⋅   [
δOr
δOa
 δOc 
]               2.15 
Where δx, δy, δz are the correction components in the X, Y, and Z directions 
for epoch t. 
4. The corrections of the broadcasted satellites coordinates: 
The corrections (δx, δy, δz) from the last step will add to the broadcasted 
satellite coordinates.  
     
 
  [
Xprec
Yprec
  Zprec  
]  =
  
[
Xbrdc
Ybrdc
  Zbrdc  
] 
      
− [
δx
δy
  δz  
]
     
                  2.16 
5. The corrections of broadcasted satellites time: 
The transmitted and receiving times are very crucial for navigation solutions to 
correct the broadcasting time. The following equation shows the formula used to 
correct the broadcasting time.  
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tsprec = tsbrdc − δCc                2.17 
      δCc = 𝐶0+𝐶1(𝑡 − 𝑡0) + 𝐶2(𝑡 − 𝑡0)
2                         2.18 
Where tsprec denote the precise satellite time, and tsbrdc denote the broadcasted 
satellites time, while δC is the corrections of satellites time depending on the 
coefficients C0, C1, and C2. 
2.7 Machine learning  
Machine learning, Artificial Intelligent, and deep learning are involved more and more 
in our daily life. Learning from the data, data understanding, and data visualization is 
essential for better data modeling, data classification, and prediction. Machine learning 
is used to solve many problems in GNSS domain such as multipath detection, 
predicting troposphere and ionosphere and others (Dong et al., 2018; Hsu, 2017; 
Sánchez-Naranjo, González, Ramos-Pollán, & Solé, 2016; Shamshiri, Motagh, 
Nahavandchi, Haghshenas Haghighi, & Hoseini, 2020). This section shows the 
theoretical background for the Support Vector Machine and RandomForest.   
2.7.1 Support Vector Machine (SVM)  
The SVM is considered as the most successful method in machine learning due to the 
conventional formulation and simple formation (Clarkson, Hazan, & Woodruff, 
2012). The SVM is used to expand the Support Vector Classifier (SVC) to adapt to a 
higher-dimensional space (Parang, Wiebe, & Knaus, 2012). The kernel trick is using 
to transform the data into a higher separable dimensional space. Different examples of 
the kernel, such as polynomial, Radial Base Function (RBF), and others can find in (I. 
Guyon, B. Boser, & V. Vapnik, 1993). Giving a data set contains {(𝑥𝑖, 𝑦𝑖, 𝑖 =
1,2, … … , 𝑚)} where 𝑥𝑖 ∈ 𝑅
𝑛 and the label are 𝑦𝑖 ∈ (+1, −1) .SVC defind the 
hyperplane “In a p-dimentional space, a hyper plane is a flat affine surface of 
dimentional P-1”. Figure 2.10 shows the hyperplane separate a two dataset (Parang et 
al., 2012).  
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Figure 2-10 The solid black line defined the hyperplane separated the two classes of 
data(Parang et al., 2012) 
In reality, many hyperplanes can be used to classify any datasets. (I. Guyon et al., 
1993) introduced the idea of defining a hyperplane with maximal margin using only a 
few amounts of data near to the hyperplane surface, which called the support vectors 
(Kumar, Bhattacharyya, & Gupta, 2014). Figure 2.11 shows the support vectors and 
maximal margin hyperplane. 
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Figure 2-11 The support vectors use for maximal margin hyperplane (Parang et al., 2012) 
The formulation equation describes the soft margin SVM are given by (SMOLA, 
2004): 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑤,𝑏,𝜉 =
1
2
𝑤𝑇𝑤 + 𝐶 ∑ 𝜉𝑖
𝑚
𝑖=1                2.19 
Subjected to 𝑦𝑖(𝑤
𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖, 𝜉𝑖 ≥ 0,      𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑚 
Where 𝑤 denote the width of the margin, 𝑏 denote the bias, 𝜉 denote the slack variable 
allowing some instant or blunders to fall in the margin, and 𝐶 denote the trade-off 
margin width. 
2.7.2 Decision Tree and RandomForest  
Solving classification and regression problems can be done using many machine 
learning methods. Classification and Regression Tree, also known as (CART), is a 
supervised machine learning. The decision tree draw upside down where the roots up 
and the leaves are down. Containing different parts edges, root, and terminal nodes or 
leaves (Quinlan, 1986). Data prediction for continuous variables done by calculating 
the mean, while for categorical problems, it has been done by calculating the mode 
(Parang et al., 2012).The mathematical idea behind the decision tree is to split the data 
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into different classes. Consequently, this splitting minimized the Residual Sum of 
Squares (RSS) and increased the gain of information from that class. 
For data 𝑋1, 𝑋2 , 𝑋3, … … … … , 𝑋𝑝 are split into different regions 
𝑅1, 𝑅2, 𝑅3, … … … . , 𝑅𝐽  
The aim is to construct different classes that minimize RSS  
∑ ∑ (𝑦𝑖 − 𝑦𝑅𝑗
^ )2𝑖∈𝑅
𝐽
𝑗=1                  2.20 
Increasing the random splitting regions will lead to having more homogeneous groups 
of data, while this can lead to overfitting problems. (Buntine & Niblett, 1992) 
concluded that random splitting is not improving classification precision. Pruning and 
bagging have been used in construction decision trees to reduce the variances (Parang 
et al., 2012). 
The Random Forest is a way to improve the execution off single tree decisions. The 
sample with replacement techniques used to build different trees. In other words, each 
time a decision tree needs to build by using a different random sample from the original 
dataset (Breiman, 2001). Consequently, highly decorrelated trees will create, thus, a 
significant reduction in variance (Parang et al., 2012). The RandomForest can use as 
decision trees for both classification and regression problems (Breiman, 2001). 
2.7.3 Cross-Validation (CV) and GridSearchCV 
The CV is the way to test machine learning classification or regression. To perform an 
un-bias test, the original data has to split into the train and test dataset. Different 
validation algorithms have been developed to perform CV (Parang et al., 2012). 
However, the general procedures for those algorithms firstly are to fit the model by 
using the train data. 
Consequently, the model created from the fitting phase used to classify the test data in 
classification problems. While for non-categorical data, the model created in the fitting 
phase is used as a Regressor.  Different metrics such as confusion matric are used to 
evaluate the ability of the model to classify the test data well, while the Root Means 
Squared error (RMS) is a matric use to evaluate models for continuous data. 
Figure 2.11 shows the maximum margin can be defined to separate the blue and purple 
datasets. This figure shows the hard margin SVM when the margin constructs without 
adapting any errors. Where the soft margin SVM, which shows in equation 2.19, has 
the term C and 𝜉 to adapt permitting of errors. Thus the SVM allows some violation. 
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Due to the reasonability of adapting violation of some points. Thus the margin does 
not shrink to adapt all the points (Awad & Khanna, 2015). Figure 2.12 illustrates the 
concept of hard and soft margin. 
 
 
Figure 2-12 SVM margin (“Math behind SVM(Support Vector Machine),” 2019) 
The use of the kernel trick aids in making the data more separable. In this research, the 
RBF used as a kernel for SVM. Consequently, it essential to tune the parameters for 
this kernel. The gamma  𝛾  parameter plays a major role in interpolating, extrapolating, 
and define the Gaussian shape (Mongillo, 2011). 
𝛾 = 0.4 𝛾 = 1 𝛾 = 3 
  
 
Figure 2-13 Effect of using different values of gamma (Mongillo, 2011) 
As it mentions, the gamma and C values controlling the SVR, thus to conclude, C 
controls the cost of misclassification. Consequently, a large C value gives low bias and 
high variance. On the contrary, small C, values give a higher bias with low variance. 
While small values of gamma for RBF means have a wide Gaussian shape with high 
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bias and low variance. And on the contrary, the small gamma value sharps the edges 
of the Gaussian, and that leads to low bias and high variance (Parang et al., 2012). 
The RF as the SVR has many parameters to tune, such as the forest trees number, the 
maximum number of features to allow the node to split, the maximum depth for 
defining how much the tree should grow, and the method of sampling and replacement. 
More about the RandomForest parameters can found in (Scornet, 2017). 
Finally, there is no such way to define the parameters for all regression and 
classification cases. Thus the GridSearchCV for both RandomForest and Support 
Vector Machine has been used for parameter tuning. Different values are assigned 
randomly for those parameters. Consequently, the outcome error from different 
combinations calculated. GridSearchCV assigns a high score for those combinations 
that results in the minimum amount of error. The recommendation from the machine 
learning community is to refine the parameters through multiple iterations. 
2.8 BNC Software overview 
The BNC is an open-source program developed by Bundesamtes für Kartographie und 
Geodäsie (BKG). Different setup versions are available to download for different 
operating system https://igs.bkg.bund.de/ntrip/download. The BNC is mainly used for 
real-time, and post-process GNSS data streams through NTRIP (Weber et al., 2005). 
The BNC works with data streaming coming from EUREF, MGEX, IGS, and other 
GNSS network. BNC contains many tools such as the SP3 comparison tool; the SP3 
file contains satellite orbital information.  Broadcast correction tools mainly used to 
store and read corrections files disseminated from different analysis centers. PPP tools 
used for real-time and post-process GNSS data, and Receiver Independent Exchange 
Format (RINEX) converting tool. Figure 2.14 shows different BNC tools (Georg 
Weber, Leoš Mervart , Andrea Stürze , Axel Rülke & Stöcker, 2016). 
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Figure 2-14 BNC Software interface (Georg Weber, Leoš Mervart , Andrea Stürze , Axel 
Rülke & Stöcker, 2016) 
2.9 Python and complementary libraries 
Understanding the capability of python libraries. In fact, there are numbers of libraries, 
which can be used to deal with massive data, prediction, data visualizing, and data 
classification. For example, Matplotlip, Seaborne, and Plotly are dedicated to data 
visualization. Pandas and Numpy deal with math functions and series analysis. SciKit-
learn library for machine learning in python software (Matplotlip, 2012; Plotly, 2018; 
python organization, 2016; SciKit-Learn, 2016; Seaborn, 2012). 
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Chapter 3 Research Methodology 
This chapter presents the method carried out in this research. The work in this research 
organized in different Work Packages (WP), which is designed to cover all different 
steps performed on this research, this chapter contains two methodologies, and the first 
one represents different steps performed to assess the performance of different SVR 
kernels. The second methodology represents different steps implemented to perform 
the real-time simulation for a GNSS user. The first methodology includes the SVR 
method, while the second methodology includes the SVR and the RF. Followed by 
statistical assessments investigated the performance of the applied machine learning 
tools.  
3.1 WP1 General reviewing      
3.1.1 Literature Review  
In this research, the literature review includes a review of related studies and 
researches on the PPP field, including the different evaluation and assessment of clock 
and orbital products. Investigations about the current accuracy achieved using real-
time PPP. A review of the different sources of errors affects the GNSS system. 
Consequently, an investigation of various methods applies to error mitigation. 
Explained the significance and importance of solving the latency problem. The first 
work package includes a review of BNC software as a tool for solving real-time PPP. 
After that, a search and review of machine learning prediction models as a tool for 
solving latency problems.  
3.2 WP2 IGS products and stations     
3.2.1 IGS Brest station  
Currently, The IGS operates and tracks around 500 stations. The Brest station in 
France is piked as it provides an RTS stream for real-time PPP. Nowadays, The Brest 
station is operating with Trimble 57971 receiver. More information about the Brest 
station can found in the log file on the IGS website. In fact, the applied methodology 
in this research applies to any station that provides real-time data streaming. Figures 
3.1 and 3.2 show the receiver mount point in Brest and the location of Brest station, 
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respectively (IGS, 2020). Table 3.1 shows the polar and Cartesian ITRF coordinates 
of Brest station.  
Table 3-1 Brest coordinates (IGS, 2020) 
Coordinates components Coordinates values 
X coordinate (m) 4231162.000 
Y coordinate (m) -332747.000 
Z coordinate (m) 4745131.000 
Latitude (N is +) +482249.79 
Longitude (E is +) -0042947.76 
Elevation (m,ellips.) 65.5 
 
   
Figure 3-1 Brest station receiver mount point(IGS, 2020) 
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Figure 3-2 Brest station location(IGS, 2020) 
3.2.2 Products and Analysis centers 
In this research The CLK11 and IGS03 correction files used as RTS streams, German 
Aerospace Center (DLR) provide a CLK11; CLK11 contains the orbital, clock, and 
code bias corrections for both GLONASS and GPS. While, IGS03 which is a 
combined product from different analysis centers, provide orbital and clock 
corrections for GLONASS and GPS. 
3.3 WP3 Data preparation      
3.3.1 Data cleaning  
In this phase, pandas, numpy, and python are used to read the correction files. 
Consequently, the clock corrections with the timestamp for each satellite are added to 
the numpy array. Then, the numpy array was converted to the pandas data frame. The 
final output of this phase is two data frames; one for CLK11 and the other for IGS03. 
The resulted CLK data Frame contains 52 columns with 51774 rows. However, the 
IGS03 data Frame contains 52 columns with 25881 rows. In fact, the difference in 
rows number is due to different sampling intervals, which is 10 seconds in the IGS03 
while it is 5 seconds in the CLK11. Each data frame contains the time stamp as an 
index, and each column represents the clock corrections belong to one satellite. Figures 
3.3 and Table 3.2 shows the original text file and the final data frame for CLK11 
product. Where letter G indicates the GPS satellite and letter R indicates the 
GLONASS satellite. 
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Figure 3-3 CLK11 text file CLK11 
Table 3-2 sample of the data in the created CLK data frame 
 G01 G02 R01 R02 Ticks 
13/12/2019 09:26:00 2.5617 2.1467 3.9201 1.4676 0 
13/12/2019 09:26:05 2.5597 2.15 3.9271 1.4574 1 
13/12/2019 09:26:10 2.5597 2.1498 3.9162 1.465 2 
13/12/2019 09:26:15 2.5587 2.1495 3.9132 1.4399 3 
3.3.2 Data Preparation 
The choice of downloading the latency information was enabled during the PPP; the 
BNC software in this phase creates a text file that contains the solved coordinate’s 
values of Brest station. Simultaneously, the BNC software recorded the latency values 
during the implementation of real-time PPP. Consequently, a bunch of python code 
lines is used to add that information to the main data frame. It is worth to mention here 
a different sampling interval of written the latency values used by BNC. Thus, to keep 
consistency, the latency values rounded to the nearest 5 seconds in the CLK data frame, 
while the 10 seconds rounded values are used on the case of the IGS03 data frame. 
Figure 3.4 and Table 3.3 show the original text file contains latency information, and 
the field contains the latency information in the final data frame.  
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Figure 3-4 CLK coordinates and latency value text file 
Table 3-3 the final CLK data frame with latency values 
 G01 G02 R01 R02 Ticks 
final 
latency 
13/12/2019 09:26:00 2.5617 2.1467 3.9201 1.4676 0 5 
13/12/2019 09:26:05 2.5597 2.15 3.9271 1.4574 1 5 
13/12/2019 09:26:10 2.5597 2.1498 3.9162 1.465 2 10 
3.4 WP4 Machine learning 
The fourth work package contains two main tasks; the first task is concerned about the 
potentiality of using the Support Vector Regression as a tool for solving the latency 
problem, the SVR with different kernel type is examined. However, the second phase 
is concerned with the simulation of real-time GNSS users. Real-time GNSS applies 
the SVR, or the RF as a Regressor to predict the clock corrections.  
3.4.1 The potentiality of SVR in solving latency 
In this phase, the BNC software was used in real-time PPP from around 9:00 o’clock 
on 23/10/2019 till 12:00 o’clock on 24/10/2019. The BNC produced CLK11 and 
IGS03 correction files. Thus an investigation of the potentiality of using SVR to 
overcome the latency problem conducted through the following steps. Firstly in Cross-
validation, the data was split for train and test data. Secondly, the GridSearchCV 
conducted to tune the hyperplane best parameters. Thirdly SVR was used to fit the 
train data with polynomial, RBF, and sigmoid Kernel. Finally, the R square score 
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calculated on the test data. Figure 3.5 shows an overview of the methodology used for 
this phase. 
 
Figure 3-5 Potentiality of SVR in solving latency 
3.4.2 Real-Time GNSS user simulation  
In this phase, the BNC software was used in real-time PPP from around 9:26 o’clock 
on 13/12/2019 till 9:20 on 16/12/2019, the simulation for real-time scenarios is done 
by defining the concept of a sliding window. The data collected in the first minute used 
as ground truth and no prediction conducted on it. However, the new observation 
stored on the sliding window of data, as the old was dropped to maintain the same size. 
Meanwhile, the latency for the new observation is stored and used to define the offset 
span of prediction. Simultaneously the GridSearchCV conducted every 3.5 hours to 
define the best parameters in the case of the SVR. Consequently, the SVR and the RF 
used to predict the clock corrections according to the latency. Figure 3.6 shows the 
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illustration of real-time simulation. In this method, the GridSearchCV was not used to 
pick the best parameter of RF; thus, the RF was used with default parameters. 
  
Figure 3-6 Real-time simulation 
3.5 WP5 Visualization  
In this work package, both Plotly, Matplotlip, and Seaborn visualization libraries are 
used to shows both original values with prediction values obtained from both SVR and 
RF prediction models. Additionally, the histogram is used to show the distribution of 
the differences obtained among the original and prediction values.(Matplotlip, 2012; 
Plotly, 2018; Seaborn, 2012)    
3.6 WP6 Statistical assessment   
In fact, the correction file produces by the analysis center is not affected by latency. 
On the contrary, due to the processing and communication time, the GNSS user 
experienced around 10 seconds of latency in the CLK11 product and around 30 
seconds latency in the IGS03 product. Thus, new datasets from the original data are 
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created with 10 and 30 seconds of simulated latency for CLK11 and IGS03, 
respectively. Then statistical assessment including range, mean, standard deviation, 
and R square value calculated on for the difference between the original values and 
latency shifted values. Consequently, the same statistical analysis was done for the 
differences of the values among the original and prediction values for both machine 
learning methods the SVR and the RF. Figure 3.7 shows the overview of steps 
performed in the statistical assessment phase.    
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Figure 3-7 Statistical assessment of simulation phase 
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Chapter 4 Results and discussions  
This chapter aims to provide the obtained results in this research. This chapter is 
divided into four main parts. The first part explains the latency values obtained from 
the BNC software. However, the second part explains the potentiality of applying SVR 
with different kernels for solving latency. Finally, the third part of this chapter focuses 
on the results obtained from the real-time simulation phase.  
4.1 Latency values  
The corrections provided with the IGS03 and the CLK11 products suffering from some 
latency values, which have slight fluctuations because of the processing and the 
internet speed. Table 4.1 shows the latency value in terms of mean, minimum, and 
maximum. BNC was recording the latency values during real-time PPP 
implementation for the IGS03 and the CLK11.  
Table 4-1 IGS03 and CLK11 statistical summary of latency values 
 IGS03 latency values CLK11 latency values 
Mean of latency values  31.68 seconds  7.51 seconds  
Maximum of latency values 32.21 seconds 9.76 seconds 
Minimum of latency values 31.34 seconds 6.20 seconds 
4.2 Support vector regression parameter 
The onboard satellite clocks act like data generators. The GNSS satellites disseminate 
signals stamps with transmission time generated individually by each satellite clock. 
However, the GNSS satellites have been launched with different blocks. Each block 
of satellites share more or less the same manufacturing components, signal structures, 
onboard clock, type of antenna, …., etc. This research focuses on two GNSS systems 
the GPS and GLONASS. The current blocks on the GPS system are (IIF, III, IIR and, 
IIRM), while the GLONASS system contains M and K blocks. 
Consequently, different types of clocks are implemented in each block with different 
characteristics in terms of frequency stability and frequency drift. Cesium and 
Rubidium deployed onboard GNSS satellites. More information about the types of 
clocks deployed in GLONASS and GPS can be found in (Cernigliaro, Valloreia, 
Galleani, & Tavella, 2013; P. Daly, 1990; U.S.Department of Homeland security, 
2020). 
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As mentioned, C and gamma values play a major role in the SVR model. Thus, the 
GridSearchCV method implemented to opt the best C and gamma combination. 
Figures 2.12 and 2.13 show the effect of those values in the SVR model. The following 
table shows the C and gamma values used to define the search parameters. 
Table 4-2 C and gamma values 
C values 0.1 1 10 100 1000 
Gamma values 1 0.1 0.01 0.001 0.0001 
Figures 4.1 and 4.2 show the effect of C and gamma values on the behavior of the SVR 
model. The following figures are obtained from data collected for around one day, 
between midnight on the 23rd of October, till midday on the 24th of October. The 
upper part of the figures shows the original values with respect to the prediction ones. 
While the lower part shows the difference in meters between the prediction and 
original values. 
  
Figure 4-1 SVR with default parameters 
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Figure 4-2 SVR with predefined parameters 
The same dataset, which is used in the figures above, was divided into train and test 
datasets; through the cross-validation phase, the GridSearchCV implemented to pick 
the best gamma and C value combination for all satellites. Tables 4.3 and 4.4 show the 
best combination of C and gamma for all satellites in both the CLK11 and IGS03 
correction files. The data on the following tables are grouped by different satellites 
block for both GLONASS and GPS systems. 
Table 4-3 results of C and gamma for the IGS03 corrections 
Satellites  and  Blocks C Gamma 
IIF(G01,G03,G08,G24) 1000 0.001 
IIF(G01,G03,G08,G24) 1000 0.0001 
IIF(G06,G09,G11,G26,G27,G30,G32) 1 0.0001 
IIR(G02,G11,G13,G16,G19,G21,G22,G23) 1 0.0001 
IIR(G14,G28) 10 0.0001 
IIR(G20) 100 0.0001 
IIRM(G07,G12,G15( 1 0.0001 
IIRM(G05,G29) 10 0.0001 
IIRM(G17) 100 0.0001 
IIRM(G31) 1000 0.0001 
IIF(G320( 10 0.0001 
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Table 4-4 results of C and gamma for the CLK11 corrections 
Satellites  and  Blocks C Gamma 
IIF(G01,G03,G08,G24,G30) 1000 0.0001 
IIF(G09,G10,G25) 10 0.0001 
IIF(G06,G10,G26,G27) 1 0.0001 
III(G04) 1 0.1 
IIR(G13,G14) 1000 0.0001 
IIR(G02,G11,G20,G23) 1 0.0001 
IIR(G16,G19,G21,G22) 10 0.0001 
IIRM(G05) 1 0.0001 
IIRM(G12,G29) 100 0.0001 
IIRM(G07,G15) 10 0.0001 
IIRM(G17,G31) 1000 0.0001 
K(R09) 100 0.0001 
M(R01,R02,R08,R16,R18,R19R20,R21,R23) 100 0.0001 
M(R03) 10 0.01 
M(R05,R12,R13,R14,R15,R17,R22,R24) 1000 0.0001 
M(R07) 100 0.01 
4.3 Support vector regression R2 score and different kernel  
The Scikit-Learn library implements the SVR with a different type of kernels. Thus, 
the methodology chapter in section 3.4 investigated different types of kernels.4th and 
6th order polynomial, sigmoid, and Radial Base Function kernels. Consequently, the 
R2 score is calculated to provide a sign of the quality of fitting; equation 4.1 shows the 
mathematical formula of the R2 score.  
𝑅2(𝑦, ?̂?) = 1 −
∑ (𝑦𝑖−?̂?𝑖)
𝑛
𝑖=1
∑ (𝑦𝑖−𝑦)
𝑛
𝑖=1
2        4.1 
The equation 4.1 can result in infinite values varies between 1 and -1. However, as 
much as a result comes closer to 1. That indicates that the developed model performs 
well  (SciKit-Learn, 2016). The following tables show the R2 score values obtained for 
both the IGS03 and CLK11; represent the performance R2 score for each block of 
satellites.  
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Table 4-5 R2 score values for different kernels IGS03 
GPS block  Sigmoid  4th polynomial  6th order polynomial  RBF  
IIF -0.0143 0.6287 0.7143 0.7457 
IIR -0.0072 0.5679 0.6867 0.8759 
IIRM -0.0047 0.4276 0.6278 0.8849 
Table 4-6 R2 score values for different kernels CLK11 
GNSS block  Sigmoid  4th polynomial  6th order polynomial  RBF  
IIF -0.130490 0.871593 0.894979 0.986946 
III -0.430304 -0.128156 -0.127727 -0.430304 
IIR -0.124568 0.895931 0.917406 0.991701 
IIRM -0.164269 0.898718 0.917707 0.993447 
K -0.129862 0.866212 0.873549 0.991689 
M -0.094499 0.749322 0.813649 0.990985 
4.4 Support vector regression and RandomForest in real-time 
simulation  
The one-minute sliding window is implemented in a real-time scenario for both the 
IGS03 and CLK11. Due to the difference in sampling intervals, the IGS03 sliding 
window contains six entities, whereas the CLK11 sliding window contains twelve 
entities. After one minute of data storing, the SVR and the RF predict real-time 
observation according to the stored latency value stored by the real-time GNSS user. 
As mentioned before, the real-time user will use in the first minute the same correction 
values, where those values suffer from some latency, and no prediction conducted in 
the first minute.  
Consequently, the statistical assessment with terms of mean, standard deviation, range, 
and R2 score is conducted to investigate the performance for both SVR and RF.  On 
one hand, the investigations were done by calculating the differences between the 
original and the prediction values. On the other hand, by calculating the differences 
between the original and latency values.  
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The following figures show the latency effect on both IGS03 and CLK11 products. 
The upper part of the figures shows the effect on the whole time-span of the dataset. 
While the lower part is the zoom cover around the first 40 minutes to show the latency 
effects in a closer zoom. 
 
Figure 4-3 IGS03 30 seconds of latency effect on the satellite G01 
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Figure 4-4 CLK11 10 seconds of latency effect on the satellite G01 
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The following tables show the statistical assessment of IGS03 corrections using the SVR 
method. 
Table 4-7 IGS03 SVR statistical assessment for GPS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
G01 -0.0001 0.0000 0.0113 0.0070 0.9972 0.9989 0.6205 0.3274 IIF 
G02 0.0000 0.0000 0.0224 0.0153 0.9880 0.9943 0.8641 0.4744 IIR 
G03 0.0000 0.0000 0.0103 0.0067 0.9936 0.9973 0.6067 0.3538 IIF 
G05 0.0000 0.0001 0.0330 0.0229 0.9748 0.9878 0.7442 0.4118 IIRM 
G06 -0.0001 0.0001 0.0143 0.0090 0.9988 0.9995 1.1732 0.7420 IIF 
G07 0.0001 -0.0001 0.0248 0.0169 0.9959 0.9981 0.8709 0.4885 IIRM 
G08 0.0000 -0.0001 0.0338 0.0229 0.9976 0.9989 2.2258 1.7026 IIF 
G09 0.0000 -0.0001 0.0103 0.0086 0.9963 0.9974 0.7048 1.1413 IIF 
G10 0.0001 -0.0001 0.0089 0.0059 0.9985 0.9993 0.4918 0.2681 IIF 
G11 0.0000 -0.0003 0.0246 0.0321 0.9969 0.9947 1.3221 4.3078 IIR 
G12 0.0000 0.0000 0.0285 0.0196 0.9788 0.9899 0.4325 0.2523 IIRM 
G13 -0.0001 0.0001 0.0206 0.0142 0.9854 0.9930 0.4720 0.2844 IIR 
G14 -0.0001 0.0000 0.0209 0.0146 0.9897 0.9950 0.3849 0.2190 IIR 
G15 0.0000 0.0000 0.0227 0.0156 0.9894 0.9950 0.9703 0.5850 IIRM 
G16 0.0000 0.0000 0.0270 0.0187 0.9895 0.9950 0.7205 0.4266 IIR 
G17 0.0001 -0.0002 0.0335 0.0599 0.9963 0.9882 2.4437 12.2479 IIRM 
G19 0.0000 0.0000 0.0227 0.0159 0.9889 0.9945 0.3508 0.1840 IIR 
G20 0.0000 0.0000 0.0240 0.0167 0.9728 0.9866 0.7112 0.4809 IIR 
G21 0.0000 -0.0001 0.0325 0.0225 0.9805 0.9906 1.0143 0.6841 IIR 
G22 0.0000 0.0000 0.0230 0.0162 0.9809 0.9904 0.3534 0.2069 IIR 
G23 0.0000 0.0000 0.0218 0.0147 0.9871 0.9941 1.0757 0.5593 IIR 
G24 0.0003 0.0000 0.0597 0.1863 0.9979 0.9798 5.3156 35.6869 IIF 
G25 -0.0001 0.0000 0.0102 0.0064 0.9975 0.9990 0.7411 0.4512 IIF 
G26 0.0000 0.0000 0.0086 0.0058 0.9974 0.9989 0.3563 0.1809 IIF 
G27 0.0000 0.0000 0.0102 0.0065 0.9976 0.9990 0.7045 0.4642 IIF 
G28 0.0000 0.0001 0.0393 0.0906 0.9978 0.9886 3.7002 17.5401 IIR 
G29 -0.0001 0.0000 0.0276 0.0187 0.9924 0.9965 1.5745 1.1266 IIRM 
G30 0.0000 0.0000 0.0119 0.0075 0.9981 0.9992 0.9810 0.6016 IIF 
G31 0.0000 0.0000 0.0248 0.0195 0.9881 0.9927 1.4787 2.2783 IIRM 
G32 0.0000 0.0000 0.0107 0.0069 0.9964 0.9985 0.7018 0.4114 IIF 
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Table 4-8 IGS03 SVR statistical assessment for GLONASS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
R01 -0.0001 -0.0023 0.0484 0.0419 0.9867 0.9902 1.1643 4.4143 M 
R02 0.0000 -0.0007 0.0551 0.1015 0.9982 0.9938 3.7414 18.6735 M 
R03 0.0000 -0.0005 0.0395 0.0501 0.9968 0.9950 1.8283 9.2806 M 
R05 0.0000 0.0000 0.0370 0.0579 0.9946 0.9870 2.5240 10.5458 M 
R07 -0.0001 0.0022 0.0444 0.0490 0.9937 0.9923 1.6680 5.4284 M 
R08 0.0002 0.0007 0.0684 0.1528 0.9989 0.9943 5.9380 31.1214 M 
R09 0.0001 -0.0002 0.0373 0.0514 0.9976 0.9955 2.8167 7.5229 K 
R11 -0.0003 0.0009 0.0424 0.0281 0.9973 0.9988 1.5080 1.4093 M 
R12 0.0003 0.0005 0.0355 0.0566 0.9983 0.9956 2.5162 9.1016 M 
R13 0.0004 0.0004 0.0643 0.0487 0.9970 0.9986 3.9650 4.4662 M 
R14 -0.0001 -0.0006 0.0400 0.0258 0.9939 0.9974 1.4249 1.2633 M 
R15 -0.0001 -0.0003 0.0283 0.0177 0.9965 0.9987 1.1495 0.6464 M 
R16 -0.0001 -0.0007 0.0480 0.0850 0.9981 0.9941 2.8507 12.7612 M 
R17 0.0000 -0.0012 0.0422 0.0328 0.9840 0.9903 1.1271 1.8113 M 
R18 0.0003 -0.0012 0.0510 0.0358 0.9984 0.9992 2.8527 2.3408 M 
R19 0.0002 0.0006 0.0399 0.0338 0.9944 0.9960 1.1674 2.8863 M 
R20 -0.0002 0.0020 0.0472 0.0667 0.9909 0.9820 1.9188 12.5743 M 
R21 0.0000 -0.0002 0.0330 0.0536 0.9981 0.9950 2.2598 10.9902 M 
R22 -0.0003 0.0012 0.0558 0.0725 0.9987 0.9978 3.9306 12.6076 M 
R23 0.0002 -0.0022 0.0511 0.0408 0.9959 0.9974 1.1816 2.0152 M 
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The SVR method developed some outliers. Thus, the threshold was constructed to 
detect them; consequently, whenever the prediction value had a 2-meter magnitude or 
more, real-time GNSS users will use the current observation value instead of the 
predicted one. Tables 4.9 and 4.10 are a repetition of tables 4.7 and 4.8 after resolving 
the outliers. 
Table 4-9 IGS03 SVR statistical assessment for GPS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
G01 -0.0001 0.0000 0.0113 0.0070 0.9972 0.9989 0.6205 0.3274 IIF 
G02 0.0000 0.0000 0.0224 0.0153 0.9880 0.9943 0.8641 0.4744 IIR 
G03 0.0000 0.0000 0.0103 0.0067 0.9936 0.9973 0.6067 0.3538 IIF 
G05 0.0000 0.0001 0.0330 0.0229 0.9748 0.9878 0.7442 0.4118 IIRM 
G06 -0.0001 0.0001 0.0143 0.0090 0.9988 0.9995 1.1732 0.7420 IIF 
G07 0.0001 -0.0001 0.0248 0.0169 0.9959 0.9981 0.8709 0.4885 IIRM 
G08 0.0000 -0.0001 0.0338 0.0229 0.9976 0.9989 2.2258 1.7026 IIF 
G09 0.0000 0.0000 0.0103 0.0098 0.9963 0.9966 0.7048 1.3036 IIF 
G10 0.0001 -0.0001 0.0089 0.0059 0.9985 0.9993 0.4918 0.2681 IIF 
G11 0.0000 0.0000 0.0246 0.0188 0.9969 0.9982 1.3221 1.7365 IIR 
G12 0.0000 0.0000 0.0285 0.0196 0.9788 0.9899 0.4325 0.2523 IIRM 
G13 -0.0001 0.0001 0.0206 0.0142 0.9854 0.9930 0.4720 0.2844 IIR 
G14 -0.0001 0.0000 0.0209 0.0146 0.9897 0.9950 0.3849 0.2190 IIR 
G15 0.0000 0.0000 0.0227 0.0156 0.9894 0.9950 0.9703 0.5850 IIRM 
G16 0.0000 0.0000 0.0270 0.0187 0.9895 0.9950 0.7205 0.4266 IIR 
G17 0.0001 -0.0002 0.0335 0.0233 0.9963 0.9982 2.4437 2.0780 IIRM 
G19 0.0000 0.0000 0.0227 0.0159 0.9889 0.9945 0.3508 0.1840 IIR 
G20 0.0000 0.0000 0.0240 0.0167 0.9728 0.9866 0.7112 0.4809 IIR 
G21 0.0000 -0.0001 0.0325 0.0225 0.9805 0.9906 1.0143 0.6841 IIR 
G22 0.0000 0.0000 0.0230 0.0162 0.9809 0.9904 0.3534 0.2069 IIR 
G23 0.0000 0.0000 0.0218 0.0147 0.9871 0.9941 1.0757 0.5593 IIR 
G24 0.0003 -0.0001 0.0597 0.0401 0.9979 0.9990 5.3156 5.2552 IIF 
G25 -0.0001 0.0000 0.0102 0.0064 0.9975 0.9990 0.7411 0.4512 IIF 
G26 0.0000 0.0000 0.0086 0.0058 0.9974 0.9989 0.3563 0.1809 IIF 
G27 0.0000 0.0000 0.0102 0.0065 0.9976 0.9990 0.7045 0.4642 IIF 
G28 0.0000 0.0003 0.0393 0.0255 0.9978 0.9991 3.7002 2.7079 IIR 
G29 -0.0001 0.0000 0.0276 0.0187 0.9924 0.9965 1.5745 1.1266 IIRM 
G30 0.0000 0.0000 0.0119 0.0075 0.9981 0.9992 0.9810 0.6016 IIF 
G31 0.0000 0.0000 0.0248 0.0207 0.9881 0.9918 1.4787 2.2649 IIRM 
G32 0.0000 0.0000 0.0107 0.0069 0.9964 0.9985 0.7018 0.4114 IIF 
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Table 4-10 IGS03 SVR statistical assessment for GLONASS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
R01 -0.0001 -0.0016 0.0484 0.0403 0.9867 0.9909 1.1643 3.3201 M 
R02 0.0000 -0.0002 0.0551 0.0392 0.9982 0.9991 3.7414 3.0990 M 
R03 0.0000 -0.0003 0.0395 0.0312 0.9968 0.9980 1.8283 2.8267 M 
R05 0.0000 -0.0001 0.0370 0.0251 0.9946 0.9975 2.5240 2.7477 M 
R07 -0.0001 0.0008 0.0444 0.0330 0.9937 0.9965 1.6680 2.0547 M 
R08 0.0002 0.0000 0.0684 0.0521 0.9989 0.9993 5.9380 5.8922 M 
R09 0.0001 0.0001 0.0373 0.0258 0.9976 0.9989 2.8167 2.1808 K 
R11 -0.0003 0.0009 0.0424 0.0281 0.9973 0.9988 1.5080 1.4093 M 
R12 0.0003 0.0003 0.0355 0.0268 0.9983 0.9990 2.5162 3.3305 M 
R13 0.0004 0.0011 0.0643 0.0468 0.9970 0.9987 3.9650 4.9324 M 
R14 -0.0001 -0.0006 0.0400 0.0258 0.9939 0.9974 1.4249 1.2633 M 
R15 -0.0001 -0.0003 0.0283 0.0177 0.9965 0.9987 1.1495 0.6464 M 
R16 -0.0001 -0.0006 0.0480 0.0455 0.9981 0.9983 2.8507 3.6038 M 
R17 0.0000 -0.0005 0.0422 0.0361 0.9840 0.9882 1.1271 2.0152 M 
R18 0.0003 -0.0012 0.0510 0.0358 0.9984 0.9992 2.8527 2.3408 M 
R19 0.0002 0.0001 0.0399 0.0316 0.9944 0.9965 1.1674 2.3588 M 
R20 -0.0002 0.0013 0.0472 0.0375 0.9909 0.9942 1.9188 2.2181 M 
R21 0.0000 -0.0003 0.0330 0.0236 0.9981 0.9990 2.2598 2.2978 M 
R22 -0.0003 0.0005 0.0558 0.0459 0.9987 0.9991 3.9306 4.7456 M 
R23 0.0002 -0.0015 0.0511 0.0451 0.9959 0.9968 1.1816 1.9870 M 
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The following tables show the statistical assessment of CLK11 corrections using the SVR 
method. 
Table 4-11 CLK11 SVR statistical assessment for GPS satellites 
 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
G01 -0.0001 0.0001 0.0066 0.0087 0.9999 0.9998 0.6157 0.3018 IIF 
G02 0.0000 0.0000 0.0105 0.0165 0.9996 0.9990 0.9073 0.4571 IIR 
G03 0.0000 0.0000 0.0061 0.0082 0.9999 0.9997 0.6016 0.3532 IIF 
G05 0.0000 0.0001 0.0150 0.0246 0.9993 0.9981 0.7136 0.4761 IIRM 
G06 -0.0001 0.0001 0.0087 0.0091 0.9998 0.9998 1.4514 1.0874 IIF 
G07 0.0000 0.0000 0.0118 0.0182 0.9997 0.9994 0.7864 0.4013 IIRM 
G08 0.0000 -0.0001 0.0182 0.0238 0.9996 0.9993 2.2007 1.7567 IIF 
G09 0.0000 0.0000 0.0062 0.0082 0.9999 0.9998 0.7078 0.2744 IIF 
G10 0.0000 0.0000 0.0052 0.0077 0.9999 0.9998 0.4943 0.2530 IIF 
G11 0.0000 0.0000 0.0117 0.0179 0.9998 0.9994 1.3365 0.6209 IIR 
G12 0.0000 -0.0001 0.0128 0.0213 0.9996 0.9987 0.4893 0.2620 IIRM 
G13 0.0000 0.0001 0.0100 0.0159 0.9997 0.9992 0.4367 0.2328 IIR 
G14 0.0000 0.0001 0.0098 0.0164 0.9997 0.9992 0.4811 0.2421 IIR 
G15 0.0000 0.0000 0.0109 0.0174 0.9995 0.9986 0.9718 0.7666 IIRM 
G16 0.0000 0.0000 0.0122 0.0203 0.9997 0.9991 0.6185 0.1994 IIR 
G17 0.0000 -0.0001 0.0166 0.0216 0.9991 0.9985 2.4014 0.9427 IIRM 
G19 0.0000 0.0001 0.0104 0.0177 0.9997 0.9991 0.3356 0.1945 IIR 
G20 0.0000 0.0000 0.0110 0.0188 0.9996 0.9987 0.7361 0.5390 IIR 
G21 0.0000 -0.0001 0.0147 0.0237 0.9991 0.9977 1.1309 0.4174 IIR 
G22 0.0000 0.0001 0.0103 0.0180 0.9997 0.9991 0.3049 0.1931 IIR 
G23 0.0000 0.0001 0.0104 0.0160 0.9996 0.9992 1.0675 0.2619 IIR 
G24 0.0001 -0.0001 0.0332 0.0470 0.9993 0.9986 5.2809 8.4630 IIF 
G25 0.0000 0.0001 0.0060 0.0079 0.9999 0.9998 0.6938 0.3696 IIF 
G26 -0.0001 0.0001 0.0051 0.0080 0.9999 0.9998 0.3571 0.4239 IIF 
G27 0.0000 0.0001 0.0061 0.0083 0.9999 0.9998 0.7030 0.5045 IIF 
G28 0.0000 0.0002 0.0208 0.0177 0.9997 0.9998 3.8039 0.4870 IIR 
G29 0.0000 0.0001 0.0135 0.0187 0.9991 0.9982 1.5520 0.8010 IIRM 
G30 0.0000 0.0000 0.0070 0.0085 0.9998 0.9997 0.9766 0.5250 IIF 
G31 0.0000 0.0000 0.0122 0.0188 0.9996 0.9990 1.5132 1.3180 IIRM 
G32 0.0000 0.0000 0.0063 0.0081 0.9999 0.9998 0.7064 0.2903 IIF 
 
 
50 
 
Table 4-12 CLK11 SVR statistical assessment for GLONASS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency SVR Latency SVR Latency SVR Latency SVR 
R01 0.0000 -0.0019 0.0281 0.0263 0.9983 0.9985 1.1437 1.3172 M 
R02 0.0000 -0.0009 0.0328 0.0380 0.9996 0.9994 3.6820 3.4736 M 
R03 0.0000 -0.0007 0.0225 0.0262 0.9993 0.9994 1.7044 2.6058 M 
R05 0.0000 0.0002 0.0215 0.0232 0.9990 0.9988 2.5159 2.1690 M 
R07 0.0000 0.0012 0.0263 0.0243 0.9991 0.9993 1.6672 0.8312 M 
R08 0.0001 0.0010 0.0397 0.0452 0.9994 0.9993 5.9137 5.7046 M 
R09 0.0000 0.0001 0.0210 0.0266 0.9995 0.9993 2.8091 2.2349 K 
R11 -0.0001 0.0013 0.0267 0.0257 0.9997 0.9997 3.5225 1.9625 M 
R12 0.0001 0.0000 0.0202 0.0198 0.9995 0.9995 2.5288 1.3204 M 
R13 0.0001 0.0023 0.0379 0.0378 0.9995 0.9995 4.8305 2.3716 M 
R14 0.0000 -0.0013 0.0230 0.0217 0.9995 0.9996 1.4032 1.3037 M 
R15 0.0000 -0.0003 0.0162 0.0173 0.9998 0.9997 1.1296 0.7181 M 
R16 0.0001 -0.0006 0.0279 0.0306 0.9995 0.9994 2.8219 2.9444 M 
R17 0.0000 -0.0012 0.0243 0.0216 0.9987 0.9990 1.1255 0.7575 M 
R18 0.0001 -0.0016 0.0297 0.0239 0.9996 0.9998 2.8272 1.0490 M 
R19 0.0001 0.0008 0.0234 0.0221 0.9991 0.9992 1.1371 1.2331 M 
R20 -0.0001 0.0012 0.0275 0.0305 0.9987 0.9984 1.9539 1.7621 M 
R21 0.0000 -0.0003 0.0189 0.0196 0.9991 0.9990 2.2431 1.5262 M 
R22 -0.0001 0.0013 0.0323 0.0379 0.9996 0.9994 3.9373 8.9434 M 
R23 0.0001 -0.0025 0.0299 0.0303 0.9990 0.9991 1.1330 1.6672 M 
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In the following figures, the SVR model with respect to the original data, as well as 
the histogram, are used to show the distribution of the differences for both IGS03 and 
CLK11 corrections files. The GPS satellite PRN G01 is picked as representer of all the 
datasets of satellites.  
The upper part of the figure shows the SVR model with original values for satellite 
G01, with respect to the prediction values obtained with SVR for the IGS03 correction 
file, while the lower part shows the difference in meter between original and prediction 
values.   
 
Figure 4-5 IGS03 SVR model for satellite G01 
 
Figure 4-6 IGS03 histogram of the differences obtained by the SVR method for satellite G01 
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Figure 4-7 CLK11 SVR model for satellite G01 
The upper part of Figure 4-7 shows the SVR model with original values for satellite 
G01, with respect to the prediction values obtained with SVR for the CLK11 correction 
file, while the lower part shows the difference in meter between original and prediction 
values. 
   
Figure 4-8 CLK11 histogram of the differences obtained by the SVR method for satellite 
G01 
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The following tables show the statistical assessment of IGS03 and CLK11 corrections 
using the RF method. The following figures show the RF model with respect to the 
original data, as well as the histogram, which are used to show the distribution of the 
differences for both IGS03 and CLK11 corrections files.  
Table 4-13 IGS03 RF statistical assessment for GPS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 Latency RF Latency RF Latency RF Latency RF 
G01 -0.0001 0.0000 0.0113 0.0023 0.9972 0.9999 0.6205 0.1568 IIF 
G02 0.0000 0.0000 0.0224 0.0040 0.9880 0.9996 0.8641 0.1726 IIR 
G03 0.0000 0.0000 0.0103 0.0019 0.9936 0.9998 0.6067 0.1429 IIF 
G05 0.0000 0.0000 0.0330 0.0060 0.9748 0.9992 0.7442 0.1438 IIRM 
G06 -0.0001 0.0000 0.0143 0.0024 0.9988 1.0000 1.1732 0.2552 IIF 
G07 0.0001 0.0000 0.0248 0.0043 0.9959 0.9999 0.8709 0.1499 IIRM 
G08 0.0000 0.0000 0.0338 0.0061 0.9976 0.9999 2.2258 0.4474 IIF 
G09 0.0000 0.0000 0.0103 0.0020 0.9963 0.9999 0.7048 0.1403 IIF 
G10 0.0001 0.0000 0.0089 0.0018 0.9985 0.9999 0.4918 0.1357 IIF 
G11 0.0000 0.0000 0.0246 0.0041 0.9969 0.9999 1.3221 0.2760 IIR 
G12 0.0000 0.0000 0.0285 0.0051 0.9788 0.9993 0.4325 0.1434 IIRM 
G13 -0.0001 0.0000 0.0206 0.0039 0.9854 0.9995 0.4720 0.1198 IIR 
G14 -0.0001 0.0000 0.0209 0.0039 0.9897 0.9997 0.3849 0.1149 IIR 
G15 0.0000 0.0000 0.0227 0.0041 0.9894 0.9997 0.9703 0.2063 IIRM 
G16 0.0000 0.0000 0.0270 0.0048 0.9895 0.9997 0.7205 0.1439 IIR 
G17 0.0001 0.0000 0.0335 0.0054 0.9963 0.9999 2.4437 0.4808 IIRM 
G19 0.0000 0.0000 0.0227 0.0042 0.9889 0.9996 0.3508 0.1303 IIR 
G20 0.0000 0.0000 0.0240 0.0043 0.9728 0.9991 0.7112 0.1756 IIR 
G21 0.0000 0.0000 0.0325 0.0057 0.9805 0.9994 1.0143 0.2126 IIR 
G22 0.0000 0.0000 0.0230 0.0041 0.9809 0.9994 0.3534 0.1194 IIR 
G23 0.0000 0.0000 0.0218 0.0039 0.9871 0.9996 1.0757 0.2030 IIR 
G24 0.0003 0.0000 0.0597 0.0098 0.9979 0.9999 5.3156 1.0483 IIF 
G25 -0.0001 0.0000 0.0102 0.0018 0.9975 0.9999 0.7411 0.1366 IIF 
G26 0.0000 0.0000 0.0086 0.0018 0.9974 0.9999 0.3563 0.0945 IIF 
G27 0.0000 0.0000 0.0102 0.0019 0.9976 0.9999 0.7045 0.1404 IIF 
G28 0.0000 0.0000 0.0393 0.0063 0.9978 0.9999 3.7002 0.8969 IIR 
G29 -0.0001 0.0000 0.0276 0.0047 0.9924 0.9998 1.5745 0.3114 IIRM 
G30 0.0000 0.0000 0.0119 0.0022 0.9981 0.9999 0.9810 0.2251 IIF 
G31 0.0000 0.0000 0.0248 0.0043 0.9881 0.9996 1.4787 0.2883 IIRM 
G32 0.0000 0.0000 0.0107 0.0020 0.9964 0.9999 0.7018 0.1797 IIF 
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Table 4-14 IGS03 RF statistical assessment for GLONASS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency RF Latency RF Latency RF Latency RF 
R01 -0.0001 -0.0003 0.0484 0.0073 0.9867 0.9997 1.1643 0.2409 M 
R02 0.0000 -0.0002 0.0551 0.0096 0.9982 0.9999 3.7414 0.7376 M 
R03 0.0000 -0.0001 0.0395 0.0062 0.9968 0.9999 1.8283 0.3625 M 
R05 0.0000 0.0001 0.0370 0.0063 0.9946 0.9998 2.5240 0.4985 M 
R07 -0.0001 0.0002 0.0444 0.0071 0.9937 0.9998 1.6680 0.3289 M 
R08 0.0002 0.0001 0.0684 0.0098 0.9989 1.0000 5.9380 1.1796 M 
R09 0.0001 0.0000 0.0373 0.0067 0.9976 0.9999 2.8167 0.5587 K 
R11 -0.0003 0.0002 0.0424 0.0065 0.9973 0.9999 1.5080 0.2974 M 
R12 0.0003 0.0000 0.0355 0.0057 0.9983 1.0000 2.5162 0.5026 M 
R13 0.0004 0.0002 0.0643 0.0114 0.9970 0.9999 3.9650 0.9997 M 
R14 -0.0001 -0.0002 0.0400 0.0062 0.9939 0.9999 1.4249 0.3029 M 
R15 -0.0001 0.0000 0.0283 0.0049 0.9965 0.9999 1.1495 0.2265 M 
R16 -0.0001 0.0000 0.0480 0.0073 0.9981 1.0000 2.8507 0.5609 M 
R17 0.0000 -0.0002 0.0422 0.0067 0.9840 0.9996 1.1271 0.2247 M 
R18 0.0003 -0.0002 0.0510 0.0075 0.9984 1.0000 2.8527 0.5618 M 
R19 0.0002 0.0001 0.0399 0.0070 0.9944 0.9998 1.1674 0.2637 M 
R20 -0.0002 0.0002 0.0472 0.0075 0.9909 0.9998 1.9188 0.3814 M 
R21 0.0000 0.0000 0.0330 0.0055 0.9981 0.9999 2.2598 0.4472 M 
R22 -0.0003 0.0002 0.0558 0.0079 0.9987 1.0000 3.9306 0.7807 M 
R23 0.0002 -0.0003 0.0511 0.0082 0.9959 0.9999 1.1816 0.2286 M 
 
The upper part of Figure 4-9 shows the RF model with original values for satellite 
G01, with respect to the prediction values obtained with RF for the IGS03 correction 
file, while the lower part shows the difference in meter between original and prediction 
values. While Figure 4-10 is the histogram that shows the frequency and the 
distribution of the differences.    
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Figure 4-9 IGS03 RF model for satellite G01 
 
Figure 4-10 IGS03 histogram of the differences obtained by the RF method for satellite G01 
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The following tables show the statistical assessment of CLK11 corrections using the RF 
method. 
Table 4-15 CLK11 RF statistical assessment for GPS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency RF Latency RF Latency RF Latency RF 
G01 -0.0001 0.0000 0.0066 0.0013 0.9999 0.999995 0.6157 0.2112 IIF 
G02 0.0000 0.0000 0.0105 0.0018 0.9996 0.999987 0.9073 0.3638 IIR 
G03 0.0000 0.0000 0.0061 0.0013 0.9999 0.999993 0.6016 0.2104 IIF 
G05 0.0000 0.0000 0.0150 0.0021 0.9993 0.999987 0.7136 0.2834 IIRM 
G06 -0.0001 0.0000 0.0087 0.0022 0.9998 0.999989 1.4514 0.5805 IIF 
G07 0.0000 0.0000 0.0118 0.0021 0.9997 0.999992 0.7864 0.2800 IIRM 
G08 0.0000 0.0000 0.0182 0.0039 0.9996 0.999980 2.2007 0.8761 IIF 
G09 0.0000 0.0000 0.0062 0.0013 0.9999 0.999995 0.7078 0.2827 IIF 
G10 0.0000 0.0000 0.0052 0.0009 0.9999 0.999998 0.4943 0.1611 IIF 
G11 0.0000 0.0000 0.0117 0.0024 0.9998 0.999990 1.3365 0.4985 IIR 
G12 0.0000 0.0000 0.0128 0.0018 0.9996 0.999991 0.4893 0.1810 IIRM 
G13 0.0000 0.0000 0.0100 0.0014 0.9997 0.999994 0.4367 0.1378 IIR 
G14 0.0000 0.0000 0.0098 0.0014 0.9997 0.999995 0.4811 0.1623 IIR 
G15 0.0000 0.0000 0.0109 0.0019 0.9995 0.999984 0.9718 0.3886 IIRM 
G16 0.0000 0.0000 0.0122 0.0018 0.9997 0.999993 0.6185 0.2191 IIR 
G17 0.0000 0.0000 0.0166 0.0037 0.9991 0.999957 2.4014 0.9561 IIRM 
G19 0.0000 0.0000 0.0104 0.0014 0.9997 0.999995 0.3356 0.0668 IIR 
G20 0.0000 0.0000 0.0110 0.0017 0.9996 0.999989 0.7361 0.2965 IIR 
G21 0.0000 0.0000 0.0147 0.0027 0.9991 0.999971 1.1309 0.3857 IIR 
G22 0.0000 0.0000 0.0103 0.0013 0.9997 0.999995 0.3049 0.0594 IIR 
G23 0.0000 0.0000 0.0104 0.0019 0.9996 0.999988 1.0675 0.3621 IIR 
G24 0.0001 0.0000 0.0332 0.0084 0.9993 0.999956 5.2809 2.0991 IIF 
G25 0.0000 0.0000 0.0060 0.0013 0.9999 0.999995 0.6938 0.2779 IIF 
G26 -0.0001 0.0000 0.0051 0.0015 0.9999 0.999994 0.3571 0.3395 IIF 
G27 0.0000 0.0000 0.0061 0.0013 0.9999 0.999994 0.7030 0.2792 IIF 
G28 0.0000 0.0000 0.0208 0.0060 0.9997 0.999976 3.8039 1.5210 IIR 
G29 0.0000 0.0000 0.0135 0.0028 0.9991 0.999960 1.5520 0.6165 IIRM 
G30 0.0000 0.0000 0.0070 0.0016 0.9998 0.999989 0.9766 0.3905 IIF 
G31 0.0000 0.0000 0.0122 0.0025 0.9996 0.999982 1.5132 0.6042 IIRM 
G32 0.0000 0.0000 0.0063 0.0013 0.9999 0.999994 0.7064 0.2419 IIF 
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Table 4-16 CLK11 RF statistical assessment for GLONASS satellites 
S
a
tellite #
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
S
a
tellite B
lo
ck
 
Latency RF Latency RF Latency RF Latency RF 
R01 0.0000 0.0002 0.0281 0.0077 0.9983 0.99987 1.1437 0.4505 M 
R02 0.0000 0.0001 0.0328 0.0084 0.9996 0.99997 3.6820 1.4709 M 
R03 0.0000 0.0001 0.0225 0.0080 0.9993 0.99995 1.7044 1.5692 M 
R05 0.0000 -0.0001 0.0215 0.0057 0.9990 0.99993 2.5159 1.0036 M 
R07 0.0000 -0.0002 0.0263 0.0071 0.9991 0.99994 1.6672 0.6660 M 
R08 0.0001 -0.0001 0.0397 0.0111 0.9994 0.99996 5.9137 2.3543 M 
R09 0.0000 0.0000 0.0210 0.0059 0.9995 0.99997 2.8091 1.1203 K 
R11 -0.0001 -0.0001 0.0267 0.0083 0.9997 0.99997 3.5225 1.4066 M 
R12 0.0001 0.0000 0.0202 0.0054 0.9995 0.99997 2.5288 1.0082 M 
R13 0.0001 -0.0002 0.0379 0.0094 0.9995 0.99997 4.8305 1.9179 M 
R14 0.0000 0.0002 0.0230 0.0063 0.9995 0.99996 1.4032 0.5572 M 
R15 0.0000 0.0000 0.0162 0.0042 0.9998 0.99998 1.1296 0.4452 M 
R16 0.0001 0.0000 0.0279 0.0076 0.9995 0.99997 2.8219 1.1251 M 
R17 0.0000 0.0001 0.0243 0.0065 0.9987 0.99991 1.1255 0.4485 M 
R18 0.0001 0.0001 0.0297 0.0082 0.9996 0.99997 2.8272 1.1209 M 
R19 0.0001 -0.0001 0.0234 0.0059 0.9991 0.99994 1.1371 0.4181 M 
R20 -0.0001 -0.0001 0.0275 0.0074 0.9987 0.99990 1.9539 0.7767 M 
R21 0.0000 0.0000 0.0189 0.0049 0.9991 0.99994 2.2431 0.8931 M 
R22 -0.0001 -0.0001 0.0323 0.0091 0.9996 0.99997 3.9373 1.5703 M 
R23 0.0001 0.0002 0.0299 0.0083 0.9990 0.99993 1.1330 0.7347 M 
 
The upper part of the Figure 4-11 shows the RF model with original values for satellite 
G01, with respect to the prediction values obtained with RF for the CLK11 correction 
file, while the lower part shows the difference in meter between original and prediction 
values. While Figure 4-12 is the histogram that shows the frequency and the 
distribution of the differences.    
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Figure 4-11 CLK11 RF model for satellite G01  
 
Figure 4-12 CLK11 histogram of the differences obtained by the RF method for satellite G01 
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Chapter 5 Conclusion and Future works  
5.1 Conclusion  
This study introduces two machine learning tools to overcome latency in correction 
products. The SVR and RF are used to solve the latency in the CLK11 and IGS03 
correction files. The evaluation of the performance for the used machine learning tools 
was achieved by recreating the original correction files with simulated latency of 10 
and 30 seconds for CLK11 and IGS03, respectively, which more or less the same 
latency experienced by the GNSS users. 
Consequently, the differences are calculated between correction values produced by 
the analysis centers, which are free of latency with the correction values recreated with 
simulated latency, which simulates the GNSS user who is suffering from the latency. 
Simultaneously, the differences between prediction values produced by the machine 
learning tools are calculated with respect to the value produced by the analysis centers. 
Thus, the mean, standard deviation, maximum, minimum, and R2 score are used to 
evaluate the performance of SVR and RF. The following tables represent the overview 
of the statistical assessment phase. However, the SVR columns represent the Support 
vector regression solution, and RF columns represent the RandomForest solutions; 
each row represents the statistical values for each GNSS block.  
Table 5-1 IGS03 SVR statistical assessment summary 
S
a
tellite 
B
lo
ck
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
Latency SVR Latency SVR Latency SVR Latency SVR 
IIF 0.0000 0.0000 0.0167 0.0233 0.9972 0.9971 1.2186 3.5276 
IIR 0.0000 0.0000 0.0253 0.0247 0.987 0.9924 0.9972 2.3061 
IIRM 0.0000 0.0000 0.0278 0.0247 0.988 0.9926 1.2164 2.4843 
K 0.0001 -0.0002 0.0373 0.0514 0.9976 0.9955 2.8167 7.523 
M 0.0000 -0.0001 0.0459 0.0553 0.9953 0.9944 2.3535 8.123 
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Table 5-2 is a repetition of Table 5-1 after removing the outliers. 
Table 5-2 IGS03 SVR statistical assessment summary 
S
a
tellite 
B
lo
ck
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
Latenc
y 
SVR Latency SVR Latency SVR 
Latenc
y 
SVR 
IIF 0.0000 0.0000 0.0166 0.0112 0.9972 0.9986 1.2185 1.0051 
IIR 0.0000 0.0000 0.0253 0.0175 0.9870 0.9937 0.9972 0.724 
IIRM 0.0000 0.000 0.0278 0.0196 0.9879 0.9939 1.2164 1.0295 
K 0.0001 0.0001 0.0373 0.0258 0.9976 0.9989 2.8167 2.1808 
M 0.0000 -0.0000 0.0458 0.0351 0.995284 0.9971 2.3534 2.7942 
Table 5-3 CLK11 SVR statistical assessment summary 
S
a
tellite 
B
lo
ck
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
Latency SVR Latency SVR Latency SVR Latency SVR 
IIF 0.0000 0.0000 0.0096 0.0128 0.9998 0.9996 1.2324 1.2169 
IIR 0.0000 0.0001 0.012 0.0181 0.9996 0.999 1.0145 0.3496 
IIRM 0.0000 0.0000 0.0133 0.0201 0.9994 0.9986 1.204 0.7097 
K 0.0000 0.0001 0.021 0.0266 0.9995 0.9993 2.8091 2.2349 
M 0.0000 -0.0001 0.0268 0.0275 0.9993 0.9993 2.4853 2.2979 
Table 5-4 IGS03 RF statistical assessment summary 
S
a
tellite 
B
lo
ck
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
Latency RF Latency RF Latency RF Latency RF 
IIF 0 0 0.0167 0.003 0.9972 0.9999 1.2186 0.2586 
IIR 0 0 0.0253 0.0045 0.987 0.9996 0.9972 0.2332 
IIRM 0 0 0.0278 0.0048 0.988 0.9996 1.2164 0.2463 
K 0.0001 0 0.0373 0.0067 0.9976 0.9999 2.8167 0.5587 
M 0 0 0.0459 0.0073 0.9953 0.9999 2.3535 0.4803 
Table 5-5 CLK11 RF statistical assessment summary 
S
a
tellite 
B
lo
c
k
 
Mean(m) 
Standard 
deviation(m) 
R2 Score Range(m) 
Latency RF Latency RF Latency RF Latency RF 
IIF 0 0 0.0096 0.0022 0.9998 0.9999 1.2186 0.4958 
IIR 0 0 0.0119 0.0021 0.9996 0.9999 0.9972 0.3703 
IIRM 0 0 0.0132 0.0024 0.9994 0.9999 1.2164 0.4728 
K 0.0001 0 0.0210 0.0059 0.9995 0.9999 2.8167 1.1202 
M 0 0 0.0267 0.0073 0.9992 0.9999 2.3535 1.0493 
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From this study, we conclude that:  
 For the RF method, the results were showing that the RF reduced the standard 
deviation as well as the range difference for both correction files. Besides, the 
mean of the differences calculated with respect to the prediction values is closer 
to zero. Furthermore, the R2 score performed much better in comparison to the 
latency solution.  
 For the SVR, the results were showing that the SVR reduced the standard 
deviation as well as the range difference for the IGS03 file. In addition, the 
SVR behaves similarly to the RF with respect to the R2 score and the mean of 
the differences. However, for the CLK11, the SVR did not reduce the standard 
deviation, as well as the mean values, remain the same more or less, but the 
range differences are reduced significantly for the CLK11. This indicates that 
the SVR was able to reduce the dispersion or, in other words, the range even if 
it slightly increase the standard deviation. 
5.2 Future works  
It is recommended to reapply the proposed methodology in this research with different 
sliding windows intervals, as well as applying the GridSearchCV for SVR with 
different search parameters. In this research, the RF implements with default values, 
and it is suggested to reapply the RF method with GridSearchCV in order to tune the 
RandomForest Regressor. 
We propose to apply different machine learning tools such as neural networks to solve 
the latency problem. The BNC software can run the PPP with post-process mode. Thus 
it is recommended to rerun the BNC in post-processing mode, with the prediction 
values obtained by the SVR or the RF, to examine the quality of the coordinates with 
the influence of the prediction models. We also propose to apply this research to solve 
latency in other IGS products such as CLK93, CLK51, IGS01, and IGS02… etc. 
Besides the statistical assessment done in this research, it is recommended to 
investigate the prediction values with Wilcoxon signed ranks test or another statistical 
test to check if there is a significant difference between latency and prediction values.  
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