The top level is the session level, in which statistics of interest include session duration, type, and arrival rate. The next level is the function level, in which we're interested in each function type's frequency of occurrence and arrival process, as well as the popularity of certain terms in search requests. Finally, the bottom layer characterizes the workload in terms of HTTP requests. Important statistics at this level include the arrival process of HTTP requests and the analysis of long-range dependencies in the arrival stream.
Once we properly understand and characterize a workload, we must assess its effect on the site's quality of service (QoS), which is defined in terms of response time, throughput, the probability that requests will be rejected, and availability (see Figure 1) . We can assess an e-commerce site's QoS in many different ways. One approach is by measuring the site's performance, which we can determine from a production site using a real workload or from a test site using a synthetic workload (as in load testing). 2 Another approach consists of using performance models.
Performance Models
A computer system performance model is a way to estimate the value of performance metrics based on a workload model -a synthetic representation of the actual workload -and on the values of the system's configuration parameters (see Figure 2) . Examples of configuration parameters include the maximum number of TCP connections at each Web server and the number of threads at the Web and application servers.
A performance model fulfills several purposes. During an e-commerce site's design phase, for example, it can help compare competing alternatives (for example, should you build a site with a few powerful servers or many low-capacity ones).
Performance models also can help during production for capacity-planning purposes. 3 For medium-to long-term time horizons (on the order of months), such models can help designers predict if any parts of the site won't meet QoS requirements under different scenarios. An example would be how the site's response time might vary when the new marketing campaign (which is expected to double the site's visitors) launches.
Another use of performance models is in the short-term (on the order of minutes) automatic reconfiguration of an e-commerce site to preserve its QoS goals. Many reasons demonstrate the necessity of a site's being able to automatically change its configuration parameters to meet those goals:
• The site's architecture is complex, with multiple tiers of servers, each of which can have many components. 4 • As Figure 3 shows, an e-commerce site's workload is bursty in nature, especially at fine timescales (for example, minutes).
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• Humans cannot react quickly enough to the workload's fast variations to determine the values of the numerous configuration parameters that could optimize the QoS for a given workload's intensity.
Let's look at the approach my colleagues at George Mason and I took that uses performance models in the design and implementation of an automatic QoS controller for e-commerce sites.
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A Dynamic QoS Control Approach
We designed a QoS controller that continuously monitors an e-commerce site's workload and determines the configuration that best meets the site's QoS goals (see Figure 4 , next page). At regular intervals-called controller intervals-the QoS controller executes an algorithm that takes into account the observed workload, the desired QoS levels, and performance data from the site's various resources (such as utilizations of CPUs and disks) to determine the best values of the configuration parameters.
Metrics
We must first define a metric for the QoS controller to use as an optimization goal. This metric should
• aggregate several individual QoS metrics such as response time, throughput, and probability of rejection in a way that is independent of the units used to measure these metrics; • be a single number with no units;
• allow the e-commerce site managers to assign different importance levels to the various individual QoS metrics; • take into account the desired upper or lower bounds of the individual QoS metrics; and • increase as the value of an individual metric improves with respect to its bound and decrease as the value of an individual metric deteriorates with respect to its bound.
The following metric satisfies these properties:
where n is the number of QoS metrics being aggregated, w k is a relative importance weight assigned by site management to QoS metric k (all weights sum to 1), ∆ k is a relative deviation of the QoS metric k defined in a way that the relative deviation is positive when the QoS metrics exceeds their goal and negative otherwise, and f k () is an increasing function of ∆ k . Expressions for relative deviations of response time (R), throughput (X), and probability of rejection (P), respectively, are
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The QoS controller algorithm executes a combina- is the value of the site's i-th configuration parameter. Combinatorial optimization algorithms traverse the search space in a nonexhaustive manner seeking the point with the optimum or close-tooptimum value of some function associated with each point. In our case, we associate the aggregated QoS metric described in Equation 1 as the function of a point that the algorithm must optimize. The controller algorithm essentially tries to find the configuration tuple that maximizes the QoS metric's value for the workload intensity value observed in the preceding measurement interval or intervals. Equation 1's QoS metric uses the QoS deviations in Equations 2 through 4, which rely on the lower and upper bounds of the QoS metrics and on measured values for those metrics. During the combinatorial optimization algorithm's execution, we must replace QoS metric measurements with QoS metric predictions for each point of the search space that the algorithm evaluates. This prediction is done through the use of analytic performance models based on queuing networks (QNs).
3,4 These models can be solved very efficiently and therefore lend themselves to being used by a combinatorial optimization algorithm to quickly evaluate the quality of each point in the search space.
The QoS controller's QN model must be able to capture the impact of the configuration parameters' values on the site's QoS. Because these parameters include software elements such as number and maximum queue size for threads, the QN model must be able to capture contention for both software and hardware resources. Figure 5 shows an example of a QN that models an e-commerce site's software aspects and hardware resources. The top part of the figure shows a Web server process and its various threads. Requests that require the execution of an e-business function (for example, search or add to cart) are sent to a queue of application server threads. If an application server thread needs data from a database, a DB server thread queues that request for service. The figure also illustrates that the various software queues might have limited sizes. When these limits are reached, requests are rejected as indicated by the red arrows in the figure.
The bottom part of Figure 5 shows the various machines used to support the software servers. Each machine has one or more CPUs and one or more disks. This type of QN model takes into account the interaction of software and hardware resources and requires specific solution techniques. 7 Each time the QoS controller algorithm runs, it computes the QN model's parameters by using system performance measurements accumulated during the previous controller interval. Once the QoS controller reaches a desired configuration vector, it must send commands out to the site's various servers to instruct them to change their configurations.
Conclusion
We experimented with this approach by implementing an e-commerce site compatible with TPC-W 8 and a QoS controller that uses an aggregate metric that included response time, probability of rejection, and throughput. We used the hill-climbing combinatorial optimization algorithm, which is a very simple and easy-to-implement algorithm that at each point selects the neighbor with the best QoS to continue the traversal of the search space. The search stops if no improvement in QoS is obtained or if a maximum number of steps is reached.
Despite the fact that the hill-climbing algorithm could generate local optima instead of moving to a global optimum, it produced very good results. As the site's workload intensity steadily increased, the QoS controller was able to keep the aggregate QoS at much higher levels than when the controller was disabled. Without the controller, the QoS metric became negative, showing that at least one of the individual QoS metrics did not meet its goal. 
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