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ABSTRACT
Disturbances in space weather can negatively affect several fields, including aviation and
aerospace, satellites, oil and gas industries, and electrical systems, leading to economic and
commercial losses. Solar flares are the most significant events that can affect the Earth’s at-
mosphere, thus leading researchers to drive efforts on their forecasting. The related literature
is comprehensive and holds several systems proposed for flare forecasting. However, most
techniques are tailor-made and designed for specific purposes, not allowing researchers to
customize them in case of changes in data input or in the prediction algorithm. This paper
proposes a framework to design, train, and evaluate flare prediction systems which present
promising results. Our proposed framework involves model and feature selection, randomized
hyper-parameters optimization, data resampling, and evaluation under operational settings.
Compared to baseline predictions, our framework generated some proof-of-concept models
with positive recalls between 0.70 and 0.75 for forecasting ≥ M class flares up to 96 hours
ahead while keeping the area under the ROC curve score at high levels.
Key words: Sun: flares – sunspots – methods: data analysis – Sun: activity – Sun: X-rays,
gamma rays – techniques: miscellaneous
1 INTRODUCTION
The Sun has a very active atmosphere, featuring several events that
directly impact all bodies in the solar system. Affected aspects in-
clude the solar wind, the near-Earth space, and the Earth’s atmo-
sphere. Those events can damage several fields, including aviation
and aerospace, satellites, oil and gas industries, and electrical sys-
tems, leading to economic and commercial losses (NRC 2009). So-
lar flares are one of the most significant events since they compre-
hend sudden releases of radiation and particles that can affect the
Earth’s atmosphere in a few hours or minutes. Mostly related to
active regions (ARs) (Canfield 2001), solar flares are releases of
x-rays of 1 to 8 Ångström (Å) measured in watts per square me-
ter (W/m2) (Messerotti et al. 2009). Such events are classified in a
scale ranging from A, B, C, M, and X, in which each class has a
peak flux ten times higher than its predecessor (Table 1).
Each class of flare also varies in a linear scale from 1 to 9,
which represents the flare intensity. Then, flares are described by
the product of its intensity factor with the x-ray peak value of its
class.
Because of the several solar flares effects reported, it is critical
to design systems to forecast such events. We are currently facing
a hot topic that became recurrent in research agendas recently.
⋆ E-mail: tiago.cinto@pos.ft.unicamp.br
Table 1. Solar flares classes.
Class
Peak Flux in W/m2
Between 1Å and 8Å
A <10−7
B ≥10−7 to <10−6
C ≥10−6 to <10−5
M ≥10−5 to <10−4
X ≥10−4
1.1 Flare Forecasting Efforts
Many researchers propose the use of photospheric magnetic
data to investigate ARs and their relationship with solar activity
(McAteer et al. 2010). Others, in turn, focus their studies on the
investigation of ARs photospheric features (McIntosh 1990) and
magnetic topologies (Hale et al. 1919) concerning solar flares
productivity. Regardless of the guiding principles, researchers
have proposed a lot of methods to forecast the occurrence of solar
flares. Here, the most notable examples include, but are not limited
to: linear discriminant analysis (Barnes et al. 2007; Leka et al.
2018), Bayesian statistics (Wheatland 2005; Yu et al. 2010b;
Zhang et al. 2011), neural networks (Qahwaji & Colak 2006, 2007;
Wang et al. 2008; Colak & Qahwaji 2009, 2007; Ahmed et al.
2013; Li & Zhu 2013; Shin et al. 2016; Hada-Muranushi et al.
c© 2019 The Authors
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2016; Nishizuka et al. 2018; Huang et al. 2018; Park et al. 2018;
Domijan et al. 2019), decision trees (Yu et al. 2009, 2010a;
Zhang et al. 2011; Huang et al. 2010; Huang & Wang 2013), radial
basis functions (Colak & Qahwaji 2007; Qahwaji & Colak 2007,
2006), learning vector quantization (Yu et al. 2009; Li & Zhu
2013), unsupervised learning vector quantization (Li et al. 2011),
Poisson statistics (Gallagher et al. 2002; Falconer et al. 2011;
Bloomfield et al. 2012; Falconer et al. 2014; McCloskey et al.
2018), support-vector machines (Qahwaji & Colak 2007; Li et al.
2008; Yuan et al. 2010; Yang et al. 2013; Bobra & Couvidat 2015;
Muranushi et al. 2015; Raboonik et al. 2016; Nishizuka et al.
2017; Sadykov & Kosovichev 2017; Domijan et al. 2019),
superposed epoch analysis (Mason & Hoeksema 2010), re-
gression models (Lee et al. 2007; Song et al. 2009; Yuan et al.
2010; Muranushi et al. 2015; Anastasiadis et al. 2017), Ad-
aBboost (Lan et al. 2012), random forest (Liu et al. 2017c;
Domijan et al. 2019), image-case-based prediction (Liu et al.
2017b), multi-model prediction (Liu et al. 2017a), relevance-
vector machine (Al-Ghraibah et al. 2015), the least abso-
lute shrinkage and selection operator (Benvenuto et al. 2018;
Jonas et al. 2018), multiple linear regression (Shin et al. 2016),
k-nearest neighbors (Li et al. 2008; Huang & Wang 2013;
Winter & Balasubramaniam 2015; Nishizuka et al. 2017), ex-
tremely randomized trees (Nishizuka et al. 2017), unsupervised
fuzzy clustering (Benvenuto et al. 2018), linear classifiers
(Jonas et al. 2018), ensemble methods (Huang et al. 2010;
Guerra et al. 2015), and expert systems (Miller 1988; McIntosh
1990).
Most of the aforementioned papers had something in com-
mon, the use of a machine learning or statistical technique to build
their prediction models. Machine learning is a computer science
branch aimed at learning from data and at making predictions on
new observations, which is defined by the so-called classification
supervised learning task (Han & Kamber 2006). In classification,
the user provides the learning algorithm with data examples (train-
ing samples) and their corresponding classes representing the exis-
tence of a particular event (in this case, flare or non-flare).
Despite the high levels of performance and improvements
achieved by these learning systems, such techniques are most of the
times tailor-made and designed for specific purposes, not allowing
researchers to flexibly customize them in case of data input changes
or the need for new prediction algorithms, for instance. Thus, we
propose a framework in an attempt to standardize the process of
designing and evaluating solar flare predictors. Recently, few pa-
pers focused on such standardization to generate new forecasting
models. To name some, we can cite Muranushi et al. (2015) and
Leka et al. (2018).
Leka et al. (2018) proposed the Discriminant Analysis Flare
Forecasting System (DAFFS). DAFFS evaluates the magnetic
fields on the Sun for evidence of stored energy and for magnetic
complexity known to be associated with flare productivity and his-
tory. DAFFS uses near-real-time vector magnetic data along with
reports from the National Oceanic and Atmospheric Administra-
tion (NOAA) Geostationary Operational Environmental Satellite
(GOES). This tool comprehends an operational forecasting system
that runs twice a day and make predictions just before 00:00 and
12:00 UT for several event definitions and validity periods (to name
some, prediction of ≥C1.0, ≥M1.0, ≥ X1.0 flares with cadences
of 24 and 48 hours, and 24 hours of validity).
DAFFS trains new and custom forecasting models on-demand
considering as much data as possible, thus always using the pe-
riod between 2012 and the most recent month. In addition, DAFFS
provides some tweaks concerning the forecasting models trained,
such as the definition of a custom flare magnitude threshold, the
possibility of choosing the type of prediction (if it will be full-
disk or AR-by-AR), and the adjustment of the precision vs. re-
call trade-off threshold. Although flexible, DAFFS presented some
disadvantages such as being restricted to the discriminant analysis
technique, it did not treat imbalanced data scenarios, and it did not
adjust the complexity of models to avoid over-fitting.
Muranushi et al. (2015), in turn, proposed the Universal Fore-
cast Constructor by Optimized Regression of Inputs (UFCORIN),
which was a generic time series predictor by definition. Their sys-
tem could be set to predict any time series variable from an arbitrary
set of input time series using linear regression. Thus, UFCORIN al-
lowed users to flexibly change the input and the corresponding tar-
get parameters when more advanced data became available or when
the need for building new models with different targets arose.
However, the design of UFCORIN had some disadvantages,
such as it only used linear regression as the prediction model. Ba-
sically, their pipeline could easily allow the change of time series
inputs and targets outputs to generate new regression models flexi-
bly.
1.2 Aims and Scope
Here we propose a framework aiming to overcome the afore-
mentioned restrictions and comprehend several advances in the
proposal of creating some standardization when training predic-
tion models for solar flares. Aspects like automated feature se-
lection, hyper-parameters fine-tuning, imbalanced data resampling
and spot-check of distinct models are some of the most notable con-
tributions of our paper. Then, this research will present a framework
created to design, train, and evaluate flare forecasting systems un-
der operational settings with flexibility and performance.
We divided this paper into six sections. In Section 2, we detail
the dataset prepared to evaluate the framework proposed as well
as our flare catalog and parameters. In Section 3, we explain the
proposed framework, providing details of each step performed and
techniques employed. In Section 4, we underlie our results and
show how the framework has improved the forecasting systems
proposed. In Section 5, we will position our forecast performance
within the literature. Finally, in Section 6, we underlie the conclu-
sions of this study.
2 DATASET
We collected data from the repositories maintained by the Space
Weather Prediction Center (SWPC)1. SWPC is one of the nine cen-
ters aimed at climate prediction in the US and is associated with
NOAA, which focuses on oceanic and atmospheric conditions. It
provides real-time monitoring of solar events that impact naviga-
tion, telecommunications, satellites, and other systems. Data col-
lected by NOAA/SWPC are freely available for study and research
purposes.
We gathered and integrated data from two NOAA/SWPC’s
repositories2: Daily Solar Data (DSD), which observes the Sun’s
daily behaviors, and Sunspot Region Summary (SRS), including
the sunspots magnetic classes recorded in DSD.
1 http://www.swpc.noaa.gov
2 ftp://ftp.swpc.noaa.gov/pub/warehouse/
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The data referred to the period between January 01, 1997 and
January 15, 2017. We obtained 7,320 records comprehending data
from 17 different attributes, such as radio flux, sunspot number and
area, x-ray flux, 3 identifiers representing the year, month and the
day when data were collected, 3 features representing the amount
of each flare class occurred, and also 7 binary attributes represent-
ing the existence in the photosphere of the most common magnetic
classes of sunspots on a given day (Hale et al. 1919). We explain
these features as follows:
• Year: self-explanatory, identifier attribute.
• Month: self-explanatory, identifier attribute.
• Day: self-explanatory, identifier attribute.
• X class flares: number of X class flares occurred.
• M class flares: number of M class flares occurred.
• C class flares: number of C class flares occurred.
• Radio flux: the solar radio flux at 10.7 cm (2800MHz) is a
solar activity index. Also called the F10.7 index, it is one of the
longest solar activity running records. Radio emissions originate
high in the chromosphere and low in the solar atmosphere corona3 .
• Sunspot area: it refers to the sum of all observed sunspots ar-
eas and is measured in millionth units of the solar hemisphere3.
• X-ray flux: it corresponds to the daily average background x-
ray flux measured by the NOAA/SWPC primary GOES satellite. To
calculate this value, sensors record 24 x-ray measures for a given
day (one for each hour) and three groups with periods of eight hours
are created with them. Then, the NOAA/SWPC records the lowest
flux values of each group and calculates the average between the
first and third group minimum values. Finally, they compare the
resultant mean value with the second minimal value and report the
lowest measurement as the x-ray background flux3.
• Sunspot number: it refers to the number of sunspots computed
on a given day. Also called Wolf’s number of sunspots, it is given
by R = k(10g+ s), where k is a scalable factor representing the
combined effects of observation conditions, g is the number of
observed ARs, and s is the number of sunspots inside the ARs3.
Here we clarify that the sunspot number is the one found within
the DSD dataset (the SRS data also include the sunspot number
of each NOAA numbered region; however, this is not the Wolf’s
sunspot number)3.
• Magnetic classes: based on the Mt. Wilson’s Taxon-
omy (Hale et al. 1919), these classes describe sunspots according
to their magnetic complexity into some distinct categories. We en-
coded these categories into 7 binary attributes (Sarkar et al. 2018)
representing the existence of the most common magnetic classes of
sunspots on a given day. We decided to use only the most frequent
classes based on the reports of Jaeggli & Norton (2016), who ana-
lyzed the years between 1992 and 2015 and created a summary of
magnetic classes occurrence that comprehended most of the data
period we are using. We describe the magnetic classes considered
as follows:
– Alpha: a unipolar sunspot group;
– Beta: a bipolar sunspot group that has both positive and neg-
ative polarities with a simple division line between them;
– Gamma: a sunspot group with positive and negative polari-
ties irregularly distributed (it is not possible to classify this group
as bipolar);
3 ftp://ftp.swpc.noaa.gov/pub/indices/old_indices/README
– Beta-gamma: a bipolar spots group so complex that it is not
possible to represent the separation line between the spots with
opposite polarities;
– Beta-delta: a spots group with beta class and also with one
or more delta class spots;
– Beta-gamma-delta: a sunspot group with beta-gamma class
as well as with one or more delta class sunspots;
– Gamma-delta: a spots group with a gamma magnetic con-
figuration, that has one (or more) delta sunspots.
2.1 Data Preparation
This section describes some aspects we had to deal when prepar-
ing the dataset to deliver more refined data to our framework. We
needed to employ two distinct techniques for dataset preparation:
missing data imputation and data standardization.
We chose to input missing data through a k-Nearest Neighbors
model (k-NN) (Han & Kamber 2006), a technique that inputs data
considering the similarity between tuples (from now on, let a tuple
be a dataset entry holding all the aforementioned features).
By default, the k-NN algorithm uses the Euclidean distance as
the proximity coefficient and can thus only be applied to numeric
attributes. However, the assembled dataset held binary attributes
along with the numeric ones. Thus, we coded the k-NN to use the
Gower’s distance (Gower 1971), a distance metric appropriate to a
mixed-attribute scenario.
The Gower’s coefficient defines two distinct calculations, one
for numeric attributes and one for the binary ones. The mean value
of both calculations gives the distance score. We can calculate the
nominal distance through Equation 1.
Si j =
1
p
p
∑
i=1
Si (1)
where Si j is the similarity between objects i and j; Si = 1 is at-
tributed when data of objects i and j match; Si = 0 is attributed
when data of objects i and j are different; and p is the number of
variables.
In turn, we calculate the distance between numeric attributes
in Gower’s schema through the normalized Manhattan distance,
given in Equation 2.
Si = 1−
∣
∣
∣
∣
yik−y jk
max(yk)−min(yk)
∣
∣
∣
∣ (2)
where yik is the object i k-th variable value; y jk is the object j k-th
variable value; max(yk) is the k-th variable maximum value; and
min(yk) is the k-th variable minimum value.
In addition to missing data imputation, the dataset also held
some discrepancy issues in features data ranges. For instance, while
the sunspot number and area, and radio flux data were ranging be-
tween
[
0,401
]
,
[
0,5690
]
, and
[
65,298
]
, respectively, x-ray flux data
ranged between the interval
[
10−7, 2×10−5
]
. Those discrepancy
issues are known to severely damage the performance of predictors,
thus leading us to perform z-score normalization with the numeric
attributes (Han & Kamber 2006).
Also known as the standard score, z-score is a technique that
transforms data based on their interval mean and standard devia-
tion. Some papers argue in favor of using the standard score instead
of an ordinary min-max normalization since it positively affects the
predictive performance (Nishizuka et al. 2017).
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2.2 Sliding time window
Aware of the benefits of including the data evolution in time series,
we also decided to re-organize our data in a more appropriate way.
This section will describe some aspects of the sliding time window
we designed.
Learning systems that must deal with data evolution over a
period of time and make forecasts in a sequential and supervised
fashioned way are called short-term predictors (Yu et al. 2009). To
design data for these classifiers, one should use the sliding time
window schema, whose nature represents the data evolution n days
before some event occurrence. Several papers focus on proving the
benefits of using this time window combined with flares forecasting
models, such as Yu et al. (2009), Yu et al. (2010b), and Huang et al.
(2010).
The main principle of the sliding time window relies on the
solar data observation at the t instant (from now on, let the t in-
stant be any day) and some days before t, i.e., [t−∆t]. The interval
between t and [t−∆t] is the sliding time window.
A key issue of such schema is to choose a reasonable win-
dow length. If the window is too short, data represented may not
be enough. On the other hand, useless data may be inputted in case
of longer windows. Radio flux emissions last from 3 to 5 days, so
it is reasonable to consider this period when adjusting the window
length (Yu et al. 2009). Hence, we designed our data stream 4 days
before the t instant:
• sunspost number
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• sunspost area
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• x-ray flux
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• radio flux
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• alpha class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• beta class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• gamma class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• beta-gamma class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• beta-delta class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• beta-gamma-delta class
[
t−4d, t−3d, t−2d, t−1d, t
]
;
• gamma-delta class
[
t−4d, t−3d, t−2d, t−1d, t
]
.
We use the time window to forecast the flares existence some
periods ahead of the t instant (forecasting times or horizons). Our
target feature is defined as the occurrence of at least one M- or X-
class flare event within the next 24, 24-48, 48-72, and 72-96 hours
ahead of the t instant4. Besides, as the NOAA/SWPC DSD dataset
holds aggregated flare data (i.e., the amount of flares in each class
summed across all numbered sunspot regions), our models will pro-
vide binary full-disk flare forecasts regardless of which active re-
gion produced the event.
This approach for previewing flare events is similar to what
The Met Office Space Weather Operations Centre (MOSWOC) at
the United Kingdom employs (Murray et al. 2017). Using a hybrid-
forecasting technique, they make full-disk forecasts based on the
Poisson probabilities of the McIntosh (1990)’s classes and predic-
tions are adjusted by human experts. However, they predict specific
classes of flares in the next 24, 24-48, 48-72, and 72-96 hours in-
stead of flares above a magnitude threshold as in this paper.
The horizons we proposed also matched the set up used by
NOAA/SWPC, except for 72-96 hours (Crown 2012). Besides, as
argued by Jonas et al. (2018), predicting if there will be a flare event
4 Data prepared in this section is available from
https://doi.org/10.5281/zenodo.2597637
Figure 1. Test sets reservation schema.
in a certain period ahead of the t instant is a much more realistic
problem than predicting flares exactly after t.
3 PROPOSED FRAMEWORK
After dealing with those data preparation issues, it is worth talking
about how we designed our framework to support the flare forecast-
ing systems design.
The first framework process comprehends a data split into test
and validation sets (data that will be further investigated). At the
beginning, we perform a randomized, stratified 5-fold split accord-
ing to Figure 1, which guarantees an equally distributed positive
and negative classes ratio over all the test and validation sets. We
also put the test sets aside and never use them again until the end,
when the output model has its prediction error assessed, which is
its generalization error over unseen data. Splitting data into 5 folds
is common in literature since it reduces the predictors variance and
consequently leverage their performance (Hastie et al. 2009).
According to Figure 1, we perform the next framework stage
(model selection) over each validation set individually, one at a
time. After model selection, several other processes are carried
out in each validation set: feature selection, hyper-parameters opti-
mization, and data resampling. We use the output of each process
to decide which aspect we will have in the final classifier (features,
algorithm, fine-tuning, and other aspects).
3.1 Model Selection
After dealing with the initial splitting of subsets, the focus is to
pick models that best fit data and can minimize the validation error
without major adjustments, namely the model selection process.
We now evaluate some distinct machine learning algorithms
on validation sets, as shown in Figure 2. We assess their per-
formance through a repeated randomized, stratified 5-fold cross-
validation strategy over each validation set. The repetition of the
k-fold cross-validation is used to produce a more reliable estimate
of performance, since it reduces the data variance (the mean of all
iterations gives the overall performance) (Hastie et al. 2009).
The criterion is to pick the algorithm that maximizes the true
skill statistics (TSS) quality score (Jolliffe & Stephenson 2003)
among all validation sets (Figure 2). This score ranks the model
performance over a scale ranging from −1 (all predictions incor-
rect) to 1 (all predictions correct). As shown in Equation 3, the TSS
Journal 000, 1–18 (2019)
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Figure 2. Model selection schema.
combines the positive and negative outcome classes individual suc-
cess rates, which is considered one of its strengths.
TSS = TPR+TNR−1 (3)
where TPR (Han & Kamber 2006; Jolliffe & Stephenson 2003)
is the true positive rate – also known as recall – and mea-
sures the number of positive samples correctly predicted. In turn,
the TNR is the true negative rate and accounts for the num-
ber of negative samples correctly predicted (Han & Kamber 2006;
Jolliffe & Stephenson 2003). Equation 4 shows how to calculate the
TPR.
TPR=
TP
TP+FN
(4)
where TP refers to the true positives (positive samples predicted as
positive) and FN comprehends the false negatives (positive samples
that were incorrectly classified) (Han & Kamber 2006). We mea-
sure the TPR on a scale ranging from 0 to 1 where higher values
are better. Similarly to the TPR, the TNR is also scored in the scale[
0,1
]
, as Equation 5 shows.
TNR=
TN
TN+FP
(5)
where TN refers to the true negatives (negative samples predicted as
negative) and FP corresponds to the false positives (negative sam-
ples that were incorrectly classified) (Han & Kamber 2006).
3.1.1 Decision Trees Ensembles
The models trained during model selection are ensembles, i. e. al-
gorithms that combine the output of several individual models to
optimize the predictive performance. Since some classifiers are bet-
ter than others in specific scenarios, it is rather important to have
some cooperation between them to minimize the noise of weak
models (Witten et al. 2011). Ensembles reduce the data variance
when combined with the bagging strategy, which is complementary
to the repeated k-fold cross-validation strategy in reducing variance
(James et al. 2013).
We evaluated four types of decision trees ensembles, all of
them with bagging as the sampling strategy: gradient tree boost-
ing (Hastie et al. 2009), AdaBoost (Zaki & Junior 2013), random
forest (James et al. 2013) and bagging classifier (Han & Kamber
2006). At the beginning, the base learners are 60 classification and
regression decision trees (CART) for all ensembles (Breiman et al.
1984).
The bagging classifier is a meta-algorithm that creates several
individuals of the same type for an ensemble by training each of
them on a different sampling of data (bagging strategy). By sam-
pling with replacement, this method allows to reduce variance and
consequently increases performance. The individual classifiers re-
sults combination can be done according to a majority voting strat-
egy (hard voting) or by averaging the individual probabilities out-
puts (soft voting).
The random forest classifier is also a meta-algorithm that fits
several individual classifiers (decision trees) on distinct data sam-
ples drew through the bagging strategy. It uses soft voting to com-
bine the trees probabilities outputs to improve the predictive per-
formance while controlling over-fitting (James et al. 2013). Other
authors that effectively used random forest in flares forecasting are
Liu et al. (2017c).
Unlike the two aforementioned meta-algorithms that indepen-
dently fit several models and aggregate the results at the end with-
out preference for any individual classifier, boosting is a strategy in
which every individual model drives the samples on which the next
models will focus. The AdaBoost is the algorithm that introduced
the boosting strategy (Zaki & Junior 2013).
AdaBoost comprehends a meta-estimator that begins by fit-
ting a single learner on the original dataset, thus fitting additional
copies of this learner focusing on the incorrectly classified sam-
ples. Hence, AdaBoost focuses on the most challenging samples
(Zaki & Junior 2013). Other authors that effectively used AdaBoost
to forecast flares are Lan et al. (2012).
In turn, the gradient tree boosting is another algorithm that
relies on the boosting strategy. This model also trains several in-
dividuals gradually and sequentially. The main difference between
AdaBoost and a gradient tree boosting schema is while the for-
mer identifies the weakness of base classifiers by adjusting weights
in samples hard to predict, the latter optimizes its loss function
(Hastie et al. 2009) – in this research, a deviance loss function. To
the best of our knowledge, this is the first time gradient tree boost-
ing models are employed in flares forecasting.
The rationale for using decision trees instead of other robust
models like neural nets (Witten et al. 2011) or support-vector ma-
chines (SVMs) (Zaki & Junior 2013) is mainly because they have
a natural skill for handling mixed data and have robustness for out-
Journal 000, 1–18 (2019)
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liers (Hastie et al. 2009). In general, while the predictive perfor-
mance of trees may be slightly worse than neural nets and SVMs,
we manage to handle this disadvantage with the use of ensembles.
3.2 Feature Selection
After dealing with the selection of a model that best fits data with-
out significant refinements, the framework picks the features that
best contribute to the previously chosen model. This section will
further describe which aspects we have to cope with during the fea-
ture selection process.
The chosen ensemble is re-evaluated on the validation sets us-
ing the same repeated randomized, stratified 5-fold cross-validation
strategy. However, some analyses on selecting and discarding fea-
tures are carried out before those re-evaluations, as shown in Fig-
ure 3.
Mostly because solar flares forecasting systems must deal with
right input data, designing efficient and accurate models is not usu-
ally an easy task. Moreover, when working with such systems, one
must pay careful attention to the input data since inputting noisy or
useless features into those systems can lead to poor results (poor
system performance) (Han & Kamber 2006). Besides, getting rid
of weak features is also a natural way of reducing the data input
dimensionality that decreases the learner performance. Thus, fea-
ture selection analyses are useful tasks used to select only the best
attributes
We chose two strategies to measure features usefulness and
support discarding some of them: a filter method combined with a
wrapper schema (Guyon & Elisseeff 2003). While the former uses
a proxy measure to score features subsets and creates ranks of fea-
tures importance (for instance, the Pearson’s correlation coefficient
(Han & Kamber 2006)), the latter uses a predictive model to score
those sets (for instance, several features subsets are used to train a
baseline model and have their performance evaluated). In this pa-
per, we used a univariate feature selection schema provided with the
F-score calculation (Bobra & Couvidat 2015) as the filter method
and the chosen ensemble as the wrapper.
3.2.1 Univariate Feature Selection
Univariate feature selection schemas do not account for the corre-
lation between the input space elements during their analyses. In-
stead, they assume that features are independent at the same time
they test their complimentary nature. This nature means that one
feature may be a poor predictor alone; however, it can be strong if
combined with others. Thus, complimentary features do not nec-
essarily comprehend a correlated relationship (Guyon & Elisseeff
2003).
Besides, as shown by Bobra & Couvidat (2015), the flare pre-
dictors literature had already proved the benefits of selecting fea-
tures through univariate schemas provided with the F-score calcula-
tion. Equation 6 shows how to calculate the F-score (Chang & Lin
2008).
F(i) =
(x¯+i − x¯i)
2+(x¯−i − x¯i)
2
1
n+−1 ∑
n+
k=1(x
+
k,i− x¯i)
2+ 1
n−−1 ∑
n−
k=1(x
−
k,i− x¯i)
2 (6)
where the numerator refers to the inter-class variance; the denom-
inator corresponds to the variance sum within each class; x¯−i and
x¯+i are the negative and positive samples mean values, respectively;
x¯i corresponds to the samples mean values; and n− and n+ are the
number of negative and positive samples, respectively.
For each validation set, we calculate the F-score of all 55 fea-
tures and organize the output rank in descendant order, as shown in
Figure 3. Then, we pick the two best elements available and eval-
uate the chosen ensemble with them through repeated randomized,
stratified 5-fold cross-validation. We repeat this process from the
two best features until their total amount, always increasing the
number of the picked best features by 1 and recording the TSS of
each iteration.
This approach allows us to pick the five best features sets over
all the validation sets at the end, i.e., the ones which led to the
highest TSS scores. Then, we intersect between the elements in
those five best features sets and keep the ones that are common to
all of them. Finally, we re-evaluate the chosen ensemble over all the
validation sets using this intersection of features through repeated
randomized, stratified 5-fold cross-validation.
3.3 Hyper-parameters Optimization
This section describes which aspects we have to cope with during
the hyper-parameters optimization process. Given that we have an
affordable features subset, it is now time to adjust how the chosen
ensemble behaves to better leverage its generalization skills.
A typical learning algorithm aims to train a model M that
minimizes a loss function L (X (val);M ) on X (val) validation data
samples. Typical loss functions include the mean squared error for
regression problems and the error rate for the classification ones.
Model M is fit with an algorithm A and some X (tr) training data.
Usually, this algorithm A is provided with a λ hyper-parameters
set, M = A (X (tr);λ ), commonly optimized (adjusted) to reduce
the loss function (Claesen & De Moor 2015).
Besides minimizing its loss function, the model M must have
an appropriate complexity level. Complex models poorly general-
ize unseen data (over-fitting). On the other hand, excessively sim-
ple models may not appropriately learn the data patterns (under-
fitting).
The model complexity also affects the bias-variance trade-
off, i.e., complex models usually have high variance, while the sim-
ple ones are somehow biased. Therefore, learning algorithms also
provide their hyper-parameters in an attempt to balance the bias-
variance trade-off (Claesen & De Moor 2015). Nonetheless, hyper-
parameters are usually involved in a search process that seeks a set
of them (λ ⋆) that yield an optimal model, as Equation 7 defines
(Claesen & De Moor 2015).
λ ⋆ = arg min
λ
L (X (val);A (X (tr);λ ))
= arg min
λ
F (λ ;A ,X (tr),X (val),L )
(7)
where the F function uses some hyper-parameters and outputs the
loss value provided that the X (tr) training data, the X (val) validation
data and the L loss function are given.
3.3.1 Randomized Hyper-parameters Search
Common techniques for carrying out hyper-parameters search in-
clude the grid search and the random search. While the former takes
a grid of parameters along with their corresponding data ranges and
searches all the combinations, the latter also takes this grid; how-
ever, the parameters values are randomly sampled over the available
ranges.
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Figure 3. Feature selection schema.
Figure 4. Hyper-parameters optimization schema.
Although simple to code and effective, grid search is compu-
tationally expensive when there are high dimensional input spaces
– as this paper. Random search, in turn, can be as effective as the
grid-based technique. Random-based searches are equally efficient
since not all parameters are important to tune and not all input di-
mensions are useful to search (Bergstra & Bengio 2012). Hence,
we proposed the use of a random search process provided with the
following hyper-parameters grid:
• the ensembles inner trees amount;
• the ensembles inner trees max depth;
• the samples minimum amount required to split inner trees
nodes;
• the samples minimum amount needed at a leaf node;
• the features amount used when looking for the inner trees best
splits;
• the samples amount used to fit the inner trees (bagging).
The aforementioned parameters are common to all the consid-
ered ensembles. Also, we carry out the hyper-parameters search to
minimize the error rate when forecasting the positive samples. This
approach consequently increases the recalls of models.
As Figure 4 shows, we perform a randomized search over the
validation sets to look for the hyper-parameters set up that most
increases the recall in each of them. Here, we use recall instead of
TSS, since increasing the former is a way to naturally increase the
latter.
Then, we pick the parameters optimal set (the one that most
increased recall over all the validation sets) and re-evaluate the cho-
sen ensemble provided with this set over each validation set using
repeated randomized, stratified 5-fold cross-validation.
3.4 Data Resampling
Besides choosing the appropriate features and adjusting the cho-
sen ensemble complexity, one should also consider the scenario of
fitting learning models in imbalanced datasets. This section will de-
scribe the rationale behind dealing with this issue and also how we
manage to minimize its effects.
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Figure 5. Data resampling schema.
Usually, datasets used in real-world forecasting problems have
imbalanced class ratios. Negative samples are much more common
than positive ones. In our dataset, before splitting the test sets, there
was approximately 17.47% of data representing the positive class
(i.e., 1279 examples from January 01, 1997 to January 15, 2017 had
at least one M- or X-class flare occurring) while the rest accounted
for the negative class (6041 examples, 82.53%).
Fitting models on imbalanced data have a high cost and create
over-fitted classifiers concerning the majority class, i.e., classifiers
that cannot generalize well minority samples, thus only being able
to forecast majority samples (Chawla et al. 2002). A straightfor-
ward way to deal with imbalanced data is to change how classifiers
report their performance. Instead of only using the biased accuracy
score to measure the classifier effectiveness, one can use individ-
ual metrics to verify performance when forecasting the individual
classes (for instance, the positive – TPR – and negative – TNR –
class hit rate) (Batista et al. 2004).
The verification of the individual performance may not be
enough when we also want to increase predictive performance.
The literature also addresses the class imbalance issue in other
ways, such as by assigning penalty costs to training exam-
ples (Bobra & Couvidat 2015) and by resampling the dataset
(Chawla et al. 2002) – as we did in this paper.
3.4.1 Combined Method for Data Resampling
We chose the SMOTE-ENN technique (Batista et al. 2004) to deal
with the imbalanced data ratios in our flares catalog. This ap-
proach combines the Synthetic Minority Over-sampling Technique
(SMOTE) (Chawla et al. 2002) with the Wilson’s Edited Nearest
Neighbor (ENN) rule (Wilson 1972).
Instead of randomly duplicating with replacement the mi-
nority class samples as ordinary random over-sampling methods,
SMOTE creates synthetic minority class samples by interpolat-
ing between positive class samples that lie together (Chawla et al.
2002). This interpolation helps spread the positive class decision
boundary over the majority class space, so the bias produced by a
simple random over-sampling duplication with replacement is re-
duced (Batista et al. 2004).
Regarding SMOTE-ENN, the dataset is first over-sampled
with SMOTE, and then the ENN rule is carried out over it
(Batista et al. 2004). Conversely to SMOTE, ENN is an under-
sampling technique. Instead of randomly deleting majority class
samples that can lead to important data loss, ENN removes sam-
ples from the training set that are misclassified by its 3-nearest-
neighbors algorithm.
As Figure 5 shows, we resample each validation set with
SMOTE-ENN, and the output sets are used to fit the optimized
set up from Section 3.3. Thus, we create five models of the same
type (i.e., the same algorithm, features, and hyper-parameters), fit-
ted over each individual validation set. Those models are used to
forecast their corresponding test sets reserved at the beginning.
At this point, it is worth noting that, in this work, we have
empirically defined the pipeline order of inner processes. We are
aware that the final solution may not be the optimal classifier (i.e.,
changing the order we carry out feature selection, hyper-parameters
optimization, and data resampling might somehow alter the output
model), but at least the proposed pipeline leads to a high-quality
one.
Obtaining the optimal classifier could be possible, provided
that we try all possible pipeline arrangements. However, the nature
of this search would be exhaustive and probably unfeasible in prac-
tice.
In fact, the rationale for carrying out data resampling, in the
end, refers to SMOTE-ENN, which creates a lot of synthetic sam-
ples – despite having an under-sampling step – and this signif-
icantly increases the dataset size. If we have considered resam-
pling in the beginning, other processes could become significantly
slower, especially because of the repeated randomized, stratified 5-
fold cross-validations.
However, as we treat our inner processes as blocks with well-
defined inputs and outputs, changing the proposed order of pro-
cesses to other desired arrangement could be done with little effort.
To justify our rationale, we can cite the research by Zhang et al.
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(2017), which observed some effects of inverting machine-learning
design processes.
In this sense, Zhang et al. (2017) investigated what happens
when a resampling approach – in their case, under- and over-
sampling – is used before feature selection and vice versa. They
designed experiments with nine feature selection methods, six re-
sampling approaches, three well-known classifiers, and 35 datasets.
Accordingly, Zhang et al. (2017) compared the performance
of their models in terms of accuracy, balanced accuracy, and f1-
scores. Overall, they concluded that there is not any winner be-
tween both process arrangements. In essence, researchers can test
both to derive the best classifiers (sometimes the earlier use of data
resampling outperforms the later feature selection and vice versa).
This conclusion corroborates our argument for suggesting other
pipeline arrangements when needed.
3.5 Test Sets Evaluation
Besides forecasting with data resampling output models on the test
sets, we also fit five baseline models over the validation segments
before their resampling and forecast their corresponding test sets.
The baseline models have the same set up as the chosen ensemble
during the model selection process. We fit the baseline models to
verify the framework decision-making process effectiveness, i.e.,
how the predictive performance changed from the baseline to the
framework proposed intervention.
4 RESULTS
This section will present the results of each framework stage, em-
phasizing how performance changed. In addition to TPR, TNR, and
TSS, we will use other metrics to report the performance, such as
the area under the receiver operating characteristic (ROC) curve
(AUC) (Zaki & Junior 2013) and accuracy (ACC) (Han & Kamber
2006).
The AUC is a score that measures the two-dimensional area
underneath the ROC curve (Zaki & Junior 2013). The ROC analy-
sis plots the TPR score (y-axis) against the false positive rate (FPR)
(x-axis) (Zaki & Junior 2013) for increasing decision thresholds.
The calculated area is always positive and ideally should be greater
than 0.5.
Also called the probability of a false detection (POFD), the
FPR calculates the probability of detecting false alarms among the
negative predictions. Equation 8 shows how to calculate the FPR.
FPR=
FP
TN+FP
(8)
where FP is the number of false positives and TN is the number of
true negatives.
By combining TPR and FPR, the AUC represents the clas-
sifiers skill to discriminate between positive and negative events.
Thus, it can be used to indirectly analyze the number of false alarms
predicted, i.e., the higher the probability of those elements occur,
thus leading to higher FPRs, the more the AUC score value de-
creases.
Therefore, best classifiers score the AUC next to the left-hand
corner (FPR = 0 and TPR = 1). On the other hand, worst classifiers
score next to the bottom right-hand corner (FPR = 1 and TPR = 0).
The accuracy, in turn, is the well-known metric that accounts
for the correct forecasts (positive or negative) divided by the total
Table 2. Model selection results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours
Bagging 0.85 0.25 0.97 0.85 0.22
RandomForest 0.84 0.25 0.97 0.85 0.22
AdaBoost 0.84 0.34 0.95 0.84 0.29
GradientTreeBoosting 0.85 0.35 0.95 0.85 0.30
24-48 hours
Bagging 0.84 0.20 0.98 0.83 0.18
RandomForest 0.84 0.21 0.97 0.83 0.18
AdaBoost 0.84 0.29 0.95 0.82 0.24
GradientTreeBoosting 0.84 0.30 0.96 0.83 0.26
48-72 hours
Bagging 0.84 0.15 0.98 0.81 0.13
RandomForest 0.84 0.16 0.98 0.81 0.14
AdaBoost 0.83 0.23 0.96 0.80 0.19
GradientTreeBoosting 0.83 0.24 0.96 0.81 0.20
72-96 hours
Bagging 0.83 - 0.13 0.98 0.80 0.11
RandomForest 0.83 0.14 0.98 0.80 0.12
AdaBoost 0.83 0.21 0.96 0.79 0.17
GradientTreeBoosting 0.83 0.22 0.96 0.80 0.18
Table 3. Feature selection results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours GradientTreeBoosting 0.85 0.35 0.95 0.85 0.31
24-48 hours GradientTreeBoosting 0.84 0.31 0.96 0.83 0.26
48-72 hours GradientTreeBoosting 0.83 0.25 0.96 0.81 0.20
72-96 hours GradientTreeBoosting 0.83 0.23 0.96 0.80 0.19
amount of them. Unfortunately, ACC only reports reliable results
when there are balanced class ratios; however, we chose to keep
this metric for completeness since most researchers use it.
4.1 Model Selection Results
Table 2 shows the results from model selection. Results refer to the
mean scores values among all validation sets and cover all forecast-
ing periods we designed.
Overall, we can see reasonable ACC values along with high
TNR values and low TPR values for all models and forecasting
periods. This is common when there are extremely imbalanced data
samples. It means that classifiers are not able to correctly forecast
the positive class while they perform well with the negative one,
which increases ACC by definition.
We can also observe the false positives occurrence in the AUC
score since all models achieved values close to 0.8. Provided that
the ROC curve will generate a perfect AUC = 1 when FPR values
are next to zero, we can see that false alarms did occur in some
way since the AUCs decreased on average by about 0.22. Besides,
the gradient tree boosting models scored the best TSS values for all
forecasting horizons, and thus were kept through next stages.
Finally, Table 2 also shows decreasing score values among all
classifiers as we increase the forecasting time. For instance, the gra-
dient tree boosting model TSS score decreased by 0.04 when the
forecasting horizon changed from next 24 to 24-48 hours and by
0.06 for 48-72 hours. Nevertheless, this is an expected behavior
since we try to preview flares more days ahead and the difficulty
substantially increases, thus damaging the models performance.
4.2 Feature Selection Results
Table 3 shows the feature selection results. Results refer to the fea-
tures intersection set (Section 3.2) re-evaluated over all the valida-
tion sets.
Compared with the model selection results shown in Table 2,
we can see subtle increases of TSS (next 24 and 72-96 hours) and
TPR (24-48, 48-72, and 72-96 hours). Overall, the feature selection
increased these metrics by 0.01.
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Table 4. Hyper-parameters optimization results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours GradientTreeBoosting 0.82 0.41 0.91 0.80 0.32
24-48 hours GradientTreeBoosting 0.81 0.36 0.90 0.77 0.26
48-72 hours GradientTreeBoosting 0.80 0.32 0.91 0.75 0.23
72-96 hours GradientTreeBoosting 0.80 0.31 0.91 0.76 0.22
Table 5. Data resampling results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours GradientTreeBoosting 0.91 0.93 0.88 0.93 0.81
24-48 hours GradientTreeBoosting 0.92 0.94 0.88 0.95 0.82
48-72 hours GradientTreeBoosting 0.94 0.97 0.89 0.98 0.86
72-96 hours GradientTreeBoosting 0.94 0.98 0.89 0.98 0.86
Although increases may look small at first, it is worth empha-
sizing that besides increasing the predictive performance, feature
selection also reduces the input dimensionality since it discards fea-
tures that do not contribute in a significant manner. Therefore, fea-
ture selection is rather important in the framework pipeline since it
defines the sliding time window length of features while adjusting
models bias by discarding irrelevant elements.
4.3 Hyper-parameters Optimization Results
Table 4 shows the hyper-parameters optimization results. Results
refer to the parameters set that best increased the TPR (Section 3.3)
re-evaluated over all the validation sets.
Compared with the feature selection results shown in Table 3,
we can see increases in the TPR absolute values over all the fore-
casting horizons. For instance, the highest TPR increases were 0.08
for 72-96, and 0.07 for 48-72 hours.
Besides increasing the TPR values, the hyper-parameters op-
timization also increased the TSS scores (except for 24-48 hours).
The TSS values increased despite the TNR scores decreases over
all the forecasting horizons. We also verified some decreases in the
AUC scores, which means that the false positives amounts were
slightly higher despite the higher TPR values.
Despite the benefits, there is still room for further improve-
ments. For instance, the model still has high TNR scores compared
with the TPR ones, which is explained by the imbalanced data na-
ture that we did not previously cope with. We will make the im-
provements regarding the resampling of class ratios by the next and
last framework stage.
4.4 Data Resampling Results
Table 5 shows the data resampling results. These results refer to
the chosen ensemble evaluated over each resampled validation set
along with the fine-tuned parameters and features previously se-
lected.
The models now do not suffer from over-fitting regarding the
original majority class. The ACC is high for all forecasting periods,
and so are the TPR and TNR. Since both TPR and TNR are high,
the models also increased their TSS scores.
Besides, the AUC values show the false positive amount de-
crease since these scores achieved values close to 1 for next 24,
24-48, 48-72, and 72-96 hours. We can also see lower TNR val-
ues compared with TPR (before data resampling, the TNR val-
ues were higher than the TPR ones). This happens since SMOTE
causes a natural trend inversion in learning models, and this
consequently reverses the bias in favor of the original minority
class (Chawla et al. 2002).
Table 6. Baseline models evaluation over test sets results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours GradientTreeBoosting 0.85 0.35 0.95 0.85 0.30
24-48 hours GradientTreeBoosting 0.84 0.30 0.96 0.83 0.26
48-72 hours GradientTreeBoosting 0.83 0.23 0.96 0.81 0.19
72-96 hours GradientTreeBoosting 0.83 0.21 0.97 0.80 0.18
Table 7. Framework output models evaluation over test sets results.
Forecasting Time Model ACC TPR TNR AUC TSS
next 24 hours GradientTreeBoosting 0.71 0.75 0.70 0.79 0.46
24-48 hours GradientTreeBoosting 0.65 0.70 0.64 0.71 0.34
48-72 hours GradientTreeBoosting 0.70 0.75 0.69 0.79 0.44
72-96 hours GradientTreeBoosting 0.69 0.73 0.68 0.78 0.42
Despite the trend inversion, the TPR and TNR values are high
and show that models can now predict flare or non-flare events with
high confidence over all validation scenarios. Therefore, we can
use the refined models fit with data resampling to forecast unseen
samples of test data.
4.5 Test Set Results
In addition to forecasting with data resampling output models on
test sets, we also verified the predictive performance of five baseline
models as described in Section 3.5. Table 6 shows the results of
the baseline predictions while Table 7 shows the results from the
framework output models.
We observe increases in the TPR scores, which raised from
0.35, 0.30, 0.23, and 0.21 to 0.75, 0.70, 0.79, and 0.78, respectively,
for the next 24, 24-48, 48-72, and 72-96 hours. Followed by the
TPR increased values, the TSS ones also raised considerably.
The TNR, in turn, decreased over all the scenarios, mostly be-
cause the models trend inversion caused by SMOTE previously de-
scribed. This behaviour also indirectly explains why the TSS scores
did not have significant increases as the TPR ones. Since the TSS
can be understood as a direct relation between TPR and TNR, both
of them must be high at the same time to push the TSS to higher
levels.
The models kept the AUC scores values close to the baseline,
which means that the false positive numbers were kept at similar
levels, except for 24-48 hours that had the AUC decreased by 0.12.
It is noteworthy that the framework did produce significant positive
effects in the models skill to forecast the positive class while it did
not notably change their precision, which would result in more false
alarms.
Besides, we managed to increase TPRs without touching
on algorithms’ decision thresholds. Adjusting those thresholds
would naturally increase TPR but also produce a high number
of false positives (the false alarm ratio (FAR), as defined by
Jolliffe & Stephenson (2003)), thus decreasing AUC, as several au-
thors are used to do to leverage their recall. Thus, we kept our de-
cision thresholds constant during the whole design process, notice-
ably at the default level (0.5).
Finally, by comparing the relationship between ACC, TPR,
and TNR in Tables 6 and 7, we can see that models changed from
over-fitted versions that favored the original negative class to ver-
sions that could forecast the positive or negative class without any
preference.
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5 LITERATURE ANALYSIS
In this section, we will position our forecast performance within
the literature. To further detail the involved papers, we shall de-
scribe how authors designed their systems, emphasizing how they
assembled their dataset and features, and estimated their prediction
errors under unseen data (Sections 5.1 and 5.2).
Barnes & Leka (2008) and Barnes et al. (2016) concluded
that, unless the datasets are identical, there is not enough meaning
in comparing metrics from different methods directly. Examples
of characteristics that prevent direct comparisons include different
data segmentation strategies into training and test sets, how authors
designed their forecasts (target features), and also the prediction
type (i.e., whether it is full-disk or AR-by-AR).
The characteristics mentioned earlier introduce uncertainty
when directly comparing TSS and other metrics from distinct mod-
els. It does not become clear whether observed differences in results
are due to used methods or to differing datasets (Barnes & Leka
2008; Barnes et al. 2016).
Furthermore, we shall drive this section to separate systems
between two distinct groups: operationally-evaluated (evaluated
without any bias) and not-operationally-evaluated (evaluated under
some bias). In fact, biased results are not wrong, but they refer to
systems evaluated under specific scenarios that can mask their real
generalization skills in real operational settings. Henceforth, let us
use the following four criteria to distinguish between operationally-
and not-operationally-evaluated approaches:
(i) Evaluation without truly unseen data: as argued by Ahmed et al.
(2013), several flare forecasting authors do not test their systems
with real test data, i.e., unseen data. Working on how some data
subsets can be removed from the training process gives a true es-
timate of systems performance while distinguishing between flare
and non-flare unseen samples. For instance, Ahmed et al. (2013)
proposed to split their datasets into years of training and testing
data. On the other hand, we proposed the framework with the
random-based test data splitting right at the beginning, before any
treatment used for designing the output model. Hence, proposals
that do not explicitly use unseen data to report their results will be
considered not-operationally-evaluated.
(ii) Use of magnetograms with ARs near the solar disk center only:
some authors only include magnetograms with ARs near the solar
disk center when picking examples for their datasets, i.e., within a
defined radius. However, this approach raises uncertainty about the
reported scores and weakens the interpretation of their results for
operational purposes, since in real operational environments their
systems must behave with ARs at any location in the disk, includ-
ing far from the center (at the limb) (Nishizuka et al. 2017). There-
fore, those proposals shall also be considered not-operationally-
evaluated.
(iii) Use of magnetograms with ARs linked to≥C1.0 flares only: some
authors only include magnetograms with ARs producing ≥ C1.0
flares and distinguish samples linked to ≥M1.0 events as the pos-
itive class. However, this criterion also raises uncertainty about the
reported scores and weakens the interpretation of their results for
operational purposes, since in real operational environments their
systems must behave with ARs that are not linked to any sort of
flare (Bloomfield et al. 2012). Hence, those proposals will be con-
sidered not-operationally-evaluated.
(iv) Lack of enough data during models designing: some authors only
include few data samples while fitting their models, which would
affect their systems generalization skill in operational settings, i.e.,
under-fitting. Models designed with a reduced number of samples
are not as effective as those designed over more representative
datasets. Adding more samples to datasets leads to representative
training sets, thus allowing finer discrimination between feature
values (Pyle 1999). Those proposals shall also be considered not-
operationally-evaluated.
In this sense, for results agreement between distinct papers,
operationally-evaluated systems will take our test set results as a
reference, which are free from any bias, whereas not-operationally-
evaluated ones (biased) will use our data resampling results for ref-
erence.
Noteworthily, we will highlight our literature research over the
last ten years because we want to give an in-depth look at the state-
of-the-art. Nevertheless, we may also include some seminal papers.
Last, but not least, for scope definition purposes, our literature
research shall include:
• Systems able to forecast ≥M flares only.
• Systems designed for exact 24, 48, and 72 hours of prediction,
and also the next 24, 24-48, 48-72, and 72-96 hours.
• Features, despite their origin (i.e., photospheric magnetic data,
ARs photosferic features, among others)
• Algorithms, despite their nature (i.e., SVMs, ensembles, deci-
sion trees, among others)
• Results from human predictions at forecast centers.
5.1 Not-operationally-evaluated Systems
Table 8 shows the results of our case study with the gradient tree
boosting models along with other papers. We divided this table
into two parts: the upper-hand part represents not-operationally-
evaluated models, while the lower-hand has the operationally-
evaluated ones.
Yang et al. (2013)’s paper used photospheric AR vector mag-
netic data from the Solar Magnetic Field Telescope, located at the
Huairou Solar Observing Station in China. Their models input fea-
tures included but were not restricted to the mean planar magnetic
shear angle, the vector magnetic field mean shear angle, and the
mean absolute vertical current density. Then, Yang et al. (2013)
proposed a support vector classifier (SVC) using 10-fold cross-
validation over the whole set of data.
Since Yang et al. (2013)’s paper only included magnetograms
with ARs that were within 30◦ from the solar disk center, we did
classify their approach as a biased one. Nevertheless, they scored
a TPR, TNR, ACC, and TSS score of 0.41, 0.96, 0.90, and 0.48,
respectively, for 24 hours, and 0.43, 0.95, 0.86, and 0.53, for 48
hours.
Liu et al. (2017a), in turn, proposed another case study that
only included magnetograms with ARs within 30◦ from the disk
center. The authors used a mixed scenario of input features: on
the one hand, they picked several magnetic field data, such as the
neutral line length, the maximum horizontal gradient, and the sin-
gular points number from magnetograms taken by the Michelson
Doppler Imager (MDI) (Scherrer et al. 1995) instrument aboard the
Solar and Heliospheric Observatory (SOHO); on the other hand,
they picked the McIntosh (1990) class of each AR in the sunspot
catalog from the National Geophysical Data Center (NGDC).
Liu et al. (2017a) then designed a multi-model integrated
learner (MIM) by fitting several distinct base learners, such as
neural networks, naïve classifiers, and SVMs. Base learners out-
puts were combined through linear sum, with weights adjusted by
a genetic algorithm. As Yang et al. (2013) did, Liu et al. (2017a)
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Table 8. Literature state-of-the-art.
Forecasting Time Authorship Operationally-evaluated ACC TPR TNR TSS
0-24 GradientTreeBoostinga no 0.91 0.93 0.88 0.81
24-48 GradientTreeBoostinga no 0.92 0.94 0.88 0.82
48-72 GradientTreeBoostinga no 0.94 0.97 0.89 0.86
72-96 GradientTreeBoostinga no 0.94 0.98 0.89 0.86
0-24 Yang et al. (2013)b no 0.90 0.41 0.96 0.48
0-48 Yang et al. (2013)b no 0.86 0.43 0.95 0.53
0-48 Liu et al. (2017a)c no - 0.64 0.83 0.47
0-24 Liu et al. (2017c)d no 0.76 0.74 0.78 0.53
0-48 Liu et al. (2017b)e no 0.75 0.76 0.74 0.50
0-48 Li & Zhu (2013)f no 0.82 0.69 0.83 0.52
0-48 Li et al. (2011)g no 0.74 0.69 0.75 0.44
0-48 Huang & Wang (2013)h no 0.72 0.72 0.71 0.71
0-48 Zhang et al. (2011)i no - 0.75 - -
0-48 Yu et al. (2009)j no - 0.82 0.84 0.66
0-48 Yu et al. (2010a)k no 0.92 0.94 0.91 0.86
0-48 Yu et al. (2010b)l no - 0.85 0.87 0.72
24 Bobra & Couvidat (2015)m no 0.92 0.83 0.92 0.76
48 Bobra & Couvidat (2015)m no 0.94 0.86 0.94 0.81
0-48 Raboonik et al. (2016)n no 0.94 0.97 0.88 0.85
0-24 Muranushi et al. (2015)o no 0.7 0.85 0.67 0.52
0-24 Jonas et al. (2018)p no - - - 0.81
0-48 Huang et al. (2010)q no - 0.91 0.87 0.78
0-24 Huang et al. (2018)r no 0.81 0.85 0.81 0.66
0-48 Huang et al. (2018)r no 0.81 0.81 0.81 0.62
0-24 Sadykov & Kosovichev (2017)s no 0.87 0.89 0.86 0.76
0-24 Nishizuka et al. (2017)t no 0.99 0.90 0.99 0.90
0-24 GradientTreeBoostinga yes 0.71 0.75 0.70 0.46
24-48 GradientTreeBoostinga yes 0.65 0.70 0.64 0.34
48-72 GradientTreeBoostinga yes 0.70 0.75 0.69 0.44
72-96 GradientTreeBoostinga yes 0.69 0.73 0.68 0.42
0-24 Bloomfield et al. (2012)u yes 0.83 0.70 0.83 0.53
0-24 Kubo et al. (2017)v yes 0.84 0.60 0.90 0.50
0-48 Devos et al. (2014)w yes 0.88 0.37 0.97 0.34
0-24 Shin et al. (2016)x yes - 0.61 0.76 0.37
0-24 Leka et al. (2018)y yes 0.89 0.20 0.99 0.19
24-48 Leka et al. (2018)y yes 0.87 0.03 1.00 0.03
48-72 Leka et al. (2018)y yes 0.87 0.06 1.00 0.05
0-24 Nishizuka et al. (2018)z yes 0.86 0.95 0.86 0.80
0-24 Hada-Muranushi et al. (2016)aa yes 0.82 0.39 0.88 0.27
0-24 Crown (2012)ab yes 0.97 0.56 0.98 0.53
0-24 Anastasiadis et al. (2017)ac yes - - - 0.25
0-24 McCloskey et al. (2018)ad yes - - - 0.47
0-24 Falconer et al. (2011, 2014)ae yes 0.95 0.31 - 0.47
0-24 Falconer et al. (2014)af yes 0.95 0.38 - 0.49
a Our model.
b Results collected from Table 4. TPR treated as frequency of hits (FOH). TNR defined as frequency of correct nulls
forecasts (FOCN) (Yang et al. 2013).
c Results collected from Tables 3 and 4. Authors did not inform the ACC. TSS calculated over TPR and TNR (Liu et al.
2017a).
d Results collected from Table 4 (Liu et al. 2017c).
e Scores collected from Table 6. TSS calculated over TPR and TNR (Liu et al. 2017b).
f Results collected from Table 2. ACC is treated as CORR. Results refer to the w = 0 column. TSS calculated over
TPR and TNR (Li & Zhu 2013).
g Results collected from Table 3. ACC is treated as correctness. Results refer to the KM-LVQ column. TSS calculated
over TPR and TNR (Li et al. 2011).
h Scores computed over the confusion matrix of Table 3 (Huang & Wang 2013).
i Score gathered from Table III. Authors did not inform the TSS, TNR, and ACC. Results refer to the C4.5 col-
umn (Zhang et al. 2011).
j Scores gathered from Table 3. TSS computed over TPR and TNR. Results refer to the LVQ (w = 45) column (Yu et al.
2009).
k Scores computed over the confusion matrix of Table 4. Results refer the MODWT_DB2_Red model (Yu et al.
2010a).
l Scores collected from Table 5. TSS computed over TPR and TNR. Results refer to the BN_F column (Yu et al.
2010b).
m Results collected from Table 3 (Bobra & Couvidat 2015).
n Results collected from Table 3 (Raboonik et al. 2016).
o Scores calculated over the confusion matrix of Figure 5. Results refer to a full-disk forecast (Muranushi et al. 2015).
p The TSS refers to the highest score of Figure 14 (24 h prediction task, features included: HMI and flare hist). Authors
did not inform ACC, TPR, and TNR (Jonas et al. 2018).
q Approximated scores from Figure 5 (in the graph, refer to the number of base prediction models equals 11). TSS
calculated over TPR and TNR. Authors did not provide ACC (Huang et al. 2010).
r Scores calculated over the confusion matrix of Table 4 (Huang et al. 2018).
s Scores computed from the TP, TN, FP, and FN values available at page 7 (Sadykov & Kosovichev 2017).
t Results computed over the confusion matrix of Table 3. Results refer to the k-NN model (Nishizuka et al. 2017).
u Scores collected from Table 4. TNR computed over TSS and TPR. Results refer to the optimum TSS en-
try (Bloomfield et al. 2012).
v Results collected from Table 4. TNR calculated over TSS and TPR (Kubo et al. 2017).
w Results collected from Table 3. TNR calculated over TSS and TPR (Devos et al. 2014).
x Scores collected from Tables 6 and 10. Results refer to the MLR1 model. TNR calculated over TPR and
TSS (Shin et al. 2016).
y In Figure 13, authors provided full-disk and AR-by-AR scores, however, these results refer to the full-disk perfor-
mance for a more concise reference (Leka et al. 2018).
z Scores calculated over the confusion matrix of Figure 5 (Nishizuka et al. 2018).
aa Scores calculated over the confusion matrix of Table 5 (Hada-Muranushi et al. 2016).
ab Scores calculated over the confusion matrix of Table 4 (Crown 2012).
ac Approximated TSS value from the graph of Figure 8 (TSS peak at a threshold of 0.15) (Anastasiadis et al. 2017).
ad TSS collected from the graph of Figure A.1 (p = 0.08 in the evolution line). Author did not inform TPR, TNR, and
ACC (McCloskey et al. 2018).
ae Scores collected from the Table 2 of Falconer et al. (2014) (Present MAG4 entry).
af Scores collected from the Table 2 of Falconer et al. (2014) (Next MAG4 entry).
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also evaluated their MIM learner through 10-fold cross-validation,
which made them to score TSS = 0.47.
Similarly to Liu et al. (2017a)’s methodology, Liu et al.
(2017b) used the same criterion to select MDI magnetograms
for their dataset, i. e. they only included samples with ARs lo-
cated within 30◦ from the disk center. Instead of a multi-model
learner, the authors used image-case-based reasoning to predict
flares within 48 hours, which led them to score TSS = 0.5.
In turn, in Liu et al. (2017c)’s paper, the focus was to eval-
uate the performance of a random forest algorithm to predict M-
and X-class flares over Helioseismic and Magnetic Imager (HMI)
magnetograms (Bobra et al. 2014) with a forecasting horizon of 24
hours. Using an imbalanced dataset with 24% of positive samples,
the authors chose downsample to treat this undesirable nature of
their data. However, they did not reserve test sets at the beginning.
Instead, they randomly downsampled 100 subsets until the positive
and negative sample ratios were equal.
Then, Liu et al. (2017c) performed repeated 10-fold cross-
validation in each downsampled subset, which ended up by show-
ing a mean TNR of 0.78 and TPR of 0.74 (TSS = 0.53). Besides not
properly reserving test sets, they also only picked magnetograms
with ARs within 70◦ of the Sun’s central meridian. Therefore, their
system was classified as not-operationally-evaluated.
As well as Liu et al. (2017a), Li & Zhu (2013) also used 10-
fold cross-validation to evaluate the performance of their model
(multi-layer perceptron). Regarding 48 hours of prediction, the ini-
tial assembled dataset held samples spanning from April 1996 to
December 2008. Besides, they also included features similar to ours
(the sunspots area, magnetic classes, and x-ray fluxes) and designed
them through the sliding time window approach.
Because of the long records period, Li & Zhu (2013)’s dataset
naturally suffered from imbalanced class ratios. To tackle this unde-
sirable issue, they proposed a k-means based undersample, further
detailed in Li et al. (2011). However, they performed the under-
sampling process before reserving the 10-fold cross-validation test
sets, thus leading us to classify their results as having some bias,
even though their neural network scored 0.69, 0.83, and 0.82 for
TPR, TNR, and ACC, respectively.
The unsupervised under-sampling process used by Li & Zhu
(2013) is detailed in Li et al. (2011)’s paper, whose focus is also to
propose a flare forecasting model, namely a learning vector quanti-
zation (LVQ) classifier. Regarding the resampling schema, Li et al.
(2011)’s methodology focused on dividing their dataset into posi-
tive and negative samples. The negative part was then inputted into
a k-means algorithm with the k value set to be the same number of
flaring samples.
Then, Li et al. (2011) picked the clusters centroids and com-
bined them with the positive samples before performing 10-fold
cross-validation with their model. As Li & Zhu (2013) suffered
from some bias in their results for not reserving test data at the
beginning, so did Li et al. (2011).
Despite Li et al. (2011) and Li & Zhu (2013)’s papers scored
equal TPR results (0.69), their TNR differed: whereas the former
scored 0.75, the latter equaled 0.83. This could be used to explain
the difference of 0.08 between their TSS values, since this index
can be interpreted as a direct response to TPR and TNR.
In addition to only including magnetograms with ARs near
the disk center, the papers of Li & Zhu (2013), Li et al. (2011),
Liu et al. (2017a), and Liu et al. (2017b) also fall in the third cri-
terion to be classified as not-operationally-evaluated. Thus, they
designed the negative class differently from our models. While we
consider the M- or X-class flares existence to flag a positive ex-
ample and C-class events or the flares nonexistence to represent a
negative one, those authors only consider the existence of C-class
flares as the negative example.
Another paper that employed the same design to negative ex-
amples and also only picked magnetograms with ARs within 30◦
from the disk center was proposed by Huang & Wang (2013). Us-
ing features based on data from highly stressed longitudinal mag-
netic fields taken from MDI magnetograms, the authors designed a
single decision tree to forecast ≥M1.0 flares 48 hours ahead.
Similarly to Huang & Wang (2013), Zhang et al. (2011) also
only picked magnetograms with ARs linked to ≥C1.0 flares to be
in their dataset and included samples within 30◦ from the disk cen-
ter. Using features such as the magnetic field and texture distribu-
tion, and the largest sunspot group fractal dimensional, the authors
designed a single C4.5 decision tree to forecast ≥ M1.0 flares 48
hours ahead. The performance of their system was evaluated by
10-fold cross-validation, with only a reported TPR of 0.75.
Yu et al. (2009), Yu et al. (2010a), and Yu et al. (2010b) pro-
posed other papers that also only picked magnetograms with ARs
linked to ≥ C1.0 flares to be in their datasets and discarded sam-
ples far from the disk center. The authors calculated the maximum
horizontal gradient, the neutral line length, and the singular points
number over ARs taken from MDI magnetograms and used them
as features for all papers. Besides, all of them used the sliding time
window schema to represent data evolution. However, the authors
differed regarding the algorithms used: in Yu et al. (2009), a C4.5
and a LVQ model were used; in Yu et al. (2010b), the model was a
Bayesian network; and in Yu et al. (2010a), they used the C4.5 tree
again. Following this trend, Huang et al. (2010) pointed out to use
the same data selection criteria for picking ARs samples as Yu et al.
(2009), which also made them to be classified as having some bias.
Bobra & Couvidat (2015)’s paper, in turn, treated positive and
negative classes differently from Yu et al. (2009), Yu et al. (2010a),
Yu et al. (2010b), Li & Zhu (2013), Li et al. (2011), Liu et al.
(2017a), Liu et al. (2017b), and Huang & Wang (2013). They used
≥M1.0 x-ray measures to flag positive samples while defining C-
class flares and the events nonexistence as the negative cases. Their
dataset included 303 positive samples and 5000 randomly selected
negative examples taken from HMI magnetograms, which repre-
sented a imbalanced case of class ratios.
To cope with their imbalanced data nature, Bobra & Couvidat
(2015) used the cost function of a SVM classifier instead of a re-
sampling schema. Hence, they assigned different weights to their
positive and negative classes to guarantee the classifier did not give
much emphasis to the negative samples. To validate their model,
they used repeated random subsampling, thus splitting their data
into training (70%) and test (30%) sets at each iteration.
In fact, what Bobra & Couvidat (2015) did was to verify how
their TSS changed in the test sets according to the weights varia-
tion between positive and negative classes. Then, they picked the
optimal weight value so they could in their own words maximize
the TSS in the test sets.
However, Bobra & Couvidat (2015)’s rationale for adjusting
the TSS came out with the bias of producing tailored results regard-
ing the test sets used, i.e., their proposal fell in the first criterion of
not-operationally-evaluated systems. Besides tayloring the results
for their test sets, Bobra & Couvidat (2015) also only included AR
samples within 68◦ of the disk center. In addition, because their
dataset only held about 300 positive examples, this could affect
their model generalization skill in real operational settings.
Jonas et al. (2018) designed a time series dataset to forecast
the M- and X-class flares existence within the next 24 hours along
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with linear classifiers. Their dataset referred to the same HMI data
period as Bobra & Couvidat (2015). To evaluate their models, they
tried different combinations of features using repeated random sub-
sampling schema, splitting samples into training (80%) and testing
(20%) data.
Jonas et al. (2018)’s aim was to report the best features sub-
set, i.e., the one that best increased the TSS over the test sets.
Since the authors used test data for decision-making instead of to
play the role of unseen samples, we classified their results as not-
operationally-evaluated. Test data samples were used as validation
data in fact (Hastie et al. 2009).
Raboonik et al. (2016) proposed another model that used a re-
duced dataset during training as Bobra & Couvidat (2015) did. De-
spite authors achieved high scores with their SVM for predicting
flares 48 hours ahead (TPR = 0.97, TNR = 0.88, ACC = 0.94, and
TSS = 0.85), they included in their dataset only 85 positive and 208
negative class samples. As previously commented, reduced datasets
weaken the interpretation of how systems behave in an operational
sense, since the number of examples is too small and models prob-
ably would not generalize well if put into an operational setting
(Pyle 1999).
Besides proposing the UFCORIN engine for fitting regres-
sion predictors over time series, Muranushi et al. (2015) also car-
ried out a case study to prove their pipeline effectiveness. Thus,
they assembled a time series involving several features calculated
from HMI magnetograms. However, the authors only picked AR
samples within 69◦ of the disk center. Other papers that also in-
cluded ARs near the center are Huang et al. (2018) (30◦) and
Sadykov & Kosovichev (2017) (68◦).
Nishizuka et al. (2017), in turn, were the first authors that
included magnetograms with ARs beyond the limb at their
models. From 2010 to 2015, they calculated about 60 features
from full-disk HMI magnetograms, including those proposed by
Bobra & Couvidat (2015) and several others related to UV bright-
ening and flare history. Then, they compared the performance of
some machine learning methods, such as k-NN, SVM, and ex-
tremely randomized trees, through repeated random subsampling
based on a data split into training (70%) and test (30%) sets to find
the best algorithm regarding the mean TSS.
However, Nishizuka et al. (2017)’s rationale for picking the
best model relying on the mean TSS of test sets was similar to
Bobra et al. (2014)’s and Jonas et al. (2018)’s, who also used the
test sets for decision-making. Thus, we classified their paper as
not-operationally-evaluated for not reserving real unseen data and
keeping them aside from the evaluation process while fitting their
models. Despite, their k-NN model had an ACC, TPR, TNR, and
TSS equaling 0.99, 0.90, 0.99, and 0.90, respectively.
5.2 Operationally-evaluated Systems
Conversely to the previous papers that had some bias during their
performance evaluation, Bloomfield et al. (2012)’s paper presented
a methodology that was free from this undesirable issue. Using data
from the sunspot region summaries provided by the NOAA/SWPC,
they used Poisson statistics to calculate the flaring probabilities of
each McIntosh (1990) class. To evaluate their model, they split their
dataset into years: the period between 1988 and 1996 was used as
the training set while 1996 to 2010 was their test set. Considering
24 hours of ≥M1.0 flares prediction, they scored 0.70, 0.83, 0.83,
and 0.53, respectively, for TPR, TNR, ACC, and TSS.
Similarly to Bloomfield et al. (2012), McCloskey et al. (2018)
also used Poisson statistics over the McIntosh (1990) classes. How-
ever, they used the evolution of such classes in sunspot groups
instead of focusing on static point-in-time observations. Their
method training period was the years between 1988 and 1996, with
more recent samples from 1996 to 2008 used as test data.
Shin et al. (2016), in turn, designed an AR-by-AR predic-
tion schema using multiple linear regression. For the ARs in
the NOAA/SWPC sunspot region summaries, they calculated the
weighted mean flare rate of each McIntosh (1990) class and mag-
netic configuration, as well as the previous day weighted total flare
flux. Then, they randomly sampled several C-, M-, and X-class
events from January 1996 to December 2004 for training their
model while using all flare events from January 2005 to Novem-
ber 2013 for testing.
Although we previously classified Muranushi et al. (2015)’s
results as not-operationally-evaluated for only including magne-
tograms with ARs near the solar disk center in their dataset, there
was an attempt to deploy an operational system designed by their
UFCORIN engine recently, as described in Hada-Muranushi et al.
(2016). Instead of a regression model, authors rewrote the UF-
CORIN to fit a long-short term memory neural network (LSTM)
upon wavelet features calculated over HMI images.
Falconer et al. (2011) presented another system that was al-
ready deployed into an operational setting, namely the Magne-
togram Forecast Forecasting Tool (MAG4). This tool was respon-
sible for monitoring and forecasting astronauts radiation exposure
levels by predicting M- and X-class flares, coronal mass ejections,
and solar energetic particle events. MAG4 was built over a dataset
of 40.000 magnetograms from 1.300 active regions taken by the
SOHO/MDI instrument.
Although MAG4 was used within a deployment environment,
it was designed to include only ARs within 30◦ of the solar disk
center. For predictions beyond this radius, the tool warned reduced
performance. Although operationally ready, there is uncertainty
about the reported scores (ACC = 0.95, TPR = 0.31, and TSS =
0.47).
More recently, using the same data as Falconer et al. (2011),
there was an attempt to improve MAG4 performance by using pre-
vious flare history with features that characterize free-energy in
ARs (Falconer et al. 2014). This approach increased the tool origi-
nal TPR and TSS scores by 0.07 and 0.02, respectively.
Finally, using the same data period as Nishizuka et al. (2017)
but splitting the period from 2010 to 2014 for training and reserving
2015 for testing, Nishizuka et al. (2018) designed a convolutional
neural network (CNN) to predict ≥M class flares within 24 hours.
5.3 Space Weather Prediction Centers Forecasts
The last class of papers included in Table 8 comprehends human-
based forecasts from space weather prediction centers. Here, we
included three proposals found regarding ≥ M class flares fore-
casting, namely Crown (2012), Kubo et al. (2017), and Devos et al.
(2014).
At NOAA/SWPC, fromwhich we based our input features and
forecasting horizons, the TSSwas 0.49 for predictingM-class flares
and above in the next 24 hours as pointed out by Crown (2012)
in the solar cycle 23 (May 1996 to December 2008). In turn, the
ACC, TPR, and TNR were 0.97, 0.56, and 0.98, respectively, with
the FAR = 0.57.
The second paper we cited is from the SWPC of Japan Na-
tional Institute of Information and Communications Technology
(NICT), where human forecasters scored TSS = 0.5 to predict ≥M
class flares within 24 hours. In turn, their ACC and TPR were, re-
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spectively, 0.84 and 0.60 in the period between 2000 and 2015.
However, their FAR = 0.42 (Kubo et al. 2017).
Finally, at the Solar Influences Data Center (SIDC) of the
Royal Observatory of Belgium (ROB), the TSS was 0.34 for pre-
dicting flares within the next 48 hours during the period from June
2004 to December 2012 (Devos et al. 2014). Besides, their human-
generated forecasts did score TPR = 0.37 and TNR = 0.97, respec-
tively. Their FAR, in turn, was only 0.35.
5.4 Remarks from the Literature Analysis
As we can see, papers mentioned earlier differed a lot concerning
their forecasting horizons, features, and algorithms, even though
their main goal was to predict at least M-class events. Therefore, re-
sults commented in the next subsections should not be considered
direct comparisons of scores between different systems. Instead,
we shall analyze systems according to some identified interplay ef-
fects involving accuracy, recall, precision, and the number of false
alarms, seeking over-fitted systems.
5.4.1 Remarks from the Not-operationally-evaluated Systems
Analysis
Except for the papers by Zhang et al. (2011) and Jonas et al.
(2018), whose authors did not provide any other metric than TSS
or TPR, we managed to distinguish models within this section into
groups comprehending with or without over-fitting.
Regarding models forecasting events in the next 24
hours, the group without over-fitting included our model,
Liu et al. (2017c); Muranushi et al. (2015); Huang et al. (2018);
Sadykov & Kosovichev (2017); and Nishizuka et al. (2017). As
they scored high ACCs (
[
0.70,0.99
]
), TPRs (
[
0.74,0.93
]
), and
TNRs (
[
0.67,0.99
]
), we could not note any over-fitted performance
here.
However, despite having achieved high TPRs (
[
0.85,0.89
]
),
papers by Muranushi et al. (2015); Huang et al. (2018); and
Sadykov & Kosovichev (2017) have output many false alarms in
their predictions, noticeably, FAR = 0.63, 0.90, and 0.76, respec-
tively. The precision of their classifiers might have caused those
mispredictions.
Directly related to TPR, the precision – as defined by
Zaki & Junior (2013) – represents the accuracy for predicting pos-
itive events. While the former represents the number of positive
events correctly predicted, the latter accounts for the skill to pre-
dict positive events.
Often, there will be a trade-off between recall and precision.
For instance, as argued by Zaki & Junior (2013), it would be rather
easy to score TPR = 1 by merely predicting all testing samples as
positive. However, the precision would be rather low, thus highly
increasing the number of false alarms.
Conversely, we could highly increase the precision provided
that we predict only a few testing samples as positive (for instance,
the samples about which our model has the most confidence). In
this sense, the recall would be low, and thus the number of false
alarms would also be low.
In fact, what we argue here is that by trying to boost TPR,
the authors outputting high FAR numbers may have harmed the
precision of their systems, thus increasing the number of predicted
false alarms.
If, on the one hand, we had several examples that did not over-
fit to a specific class when forecasting within the next 24 hours,
on the other hand, we had only one model composing the group of
classifiers that over-fitted, namely the Yang et al. (2013)’s classifier.
The authors have achieved both ACC (0.90) and TNR (0.96) at high
levels simultaneously. Their TPR, in turn, only scored 0.41. Thus,
we could suggest over-fitting in favor of the negative class.
Regarding models forecasting events in the next 48 hours,
the group of classifiers without over-fitting included Liu et al.
(2017a,b); Li & Zhu (2013); Li et al. (2011); Huang & Wang
(2013); Yu et al. (2009, 2010a,b); Raboonik et al. (2016);
Huang et al. (2010); and Huang et al. (2018). For having scored
high ACCs (
[
0.72,0.94
]
), along with TPRs (
[
0.64,0.97
]
) and
TNRs (
[
0.71,0.91
]
), also at high levels, we could also not note any
over-fitted class here.
However, as we had some models observing false alarms for
predictions in the next 24 hours, so did we for the next 48. De-
spite scoring high TPRs (
[
0.72,0.94
]
), papers by Huang & Wang
(2013); Yu et al. (2010a,b); and Huang et al. (2018) experienced
false alarms to some extent in their predictions, namely, FAR =
0.70, 0.29, 0.28, and 0.84, respectively. Those mispredictions might
have been caused again by the precision of their classifiers, that is,
the precision-recall trade-off, which directly affected FAR.
Finally, the remainder of not-operationally-evaluated clas-
sifiers included those designed for other forecasting horizons,
such as our models for 24-48, 48-72, and 72-96 hours, and
Bobra & Couvidat (2015)’s, with forecasts exactly after 24 and 48
hours. For those classifiers, we did not need any distinguishment
since all of them did not over-fit.
However, Bobra & Couvidat (2015)’s classifiers have output
false alarms to some extent, probably because of the precision-
recall trade-off. Despite scoring TPR = 0.83 (exact 24 hours)
and 0.86 (exact 48 hours) and not providing their FAR values,
Bobra & Couvidat (2015) reported harmed precision scores, no-
ticeably PPV = 0.41 (exact 24 hours) and 0.50 (exact 48 hours).
5.4.2 Remarks from the Operationally-evaluated Systems
Analysis
For predictions in the next 24 hours, the group of models
that over-fitted to a specific class included Leka et al. (2018),
Hada-Muranushi et al. (2016); and both models by Falconer et al.
(2014). On the one hand, as Hada-Muranushi et al. (2016) and
Leka et al. (2018)’s TPRs varied over
[
0.20,0.39
]
and TNRs[
0.88,0.99
]
, those systems could not generalize positive samples
well, that is, their ACCs corroborate the existence of over-fitting
(
[
0.82,0.89
]
). Besides, we could also note a high number of false
alarms with Hada-Muranushi et al. (2016) (FAR = 0.68), which di-
rectly suggests low precision.
On the other hand, Falconer et al. (2014) only provided their
ACCs (both models equaled 0.95) and recall scores (TPR = 0.31
and 0.38). In this sense, we could suggest here high TNRs since
they scored high ACCs. In fact, what we argue is that this sce-
nario indirectly suggests over-fitting, since ACC is highly influ-
enced by over-performing with a specific class and they have low
TPRs. Besides over-fitting, their models also had their precision
skills harmed because of the high numbers of false alarms (FAR =
0.5 and 0.48).
In turn, the group of models without over-fitting for forecast-
ing in the next 24 hours included our model, Shin et al. (2016),
Bloomfield et al. (2012); and Nishizuka et al. (2018). Given the
ACCs in a high interval (
[
0.71,0.86
]
) with both TPRs and TNRs
simultaneously at high levels (
[
0.61,0.95
]
and
[
0.70,0.86
]
, respec-
tively), we could not suggest over-fitting. However, despite this
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absence, some models did have their precision skills harmed be-
cause of the high numbers of false alarms, noticeably Shin et al.
(2016) (FAR = 0.78), Nishizuka et al. (2018) (FAR = 0.82), and
Bloomfield et al. (2012) (FAR = 0.82).
For longer forecasting horizons, namely 24-48 (our model and
Leka et al. (2018)’s), 48-72 (our model and Leka et al. (2018)’s),
and 72-96 hours (our model), we could only observe over-fitting
with Leka et al. (2018)’s classifiers. Both scored TNR = 1 and ACC
= 0.87, along with low TPRs (0.03 and 0.06). Finally, regarding the
remainder of papers, classifiers by Anastasiadis et al. (2017) and
McCloskey et al. (2018) did not provide any other metric than TSS.
6 CONCLUSIONS
Searching for accurate models for solar flares forecasting and look-
ing for an attempt to create some standardization when designing
them, we proposed a framework to deal with the most common as-
pects coped by literature while designing such systems. Our frame-
work includes feature selection, hyper-parameters fine-tuning, eval-
uation under operational settings, imbalanced dataset resampling
and selection between distinct models.
Therefore, this paper presented a framework to design, train,
and evaluate flare forecasting systems with flexibility and perfor-
mance. Framework flexible aspects include:
(i) Event magnitude adjustment: we set the prediction to be over
≥ M class flares in our case study. However, depending on
the features set used, the event magnitude could be changed
to other thresholds or even to allow the forecasting of specific
flare classes.
(ii) Inner scores optimization: TSS is not the only option avail-
able to optimize between inner processes. Other available
scores would be AUC, precision, positive recall, f1-score, etc.
(iii) Prediction vs. recall threshold shifting: although we did not
set up a custom prediction threshold while distinguishing
events as positives or negatives, this could be done by adjust-
ing the output of algorithms – in our case, we set our models
thresholds to the default level, 0.5.
(iv) Custom algorithms: provided that new algorithms are sup-
plied with their corresponding hyper-parameter grids, new
forecasting models would be designed, trained, and validated.
Thus, we did not restrict our framework to the case study al-
gorithms, since they are treated as “black boxes”.
(v) Forecasting other events than solar flares: since models out-
put can be changed with ease (i.e., by providing other target
features), the framework can be used to forecast other events,
such as coronal mass ejections, and mass and speed of solar
energetic particles, which make it have a broader application
in solar weather research.
(vi) Resampling method: we did not restrict our framework to
SMOTE-ENN. In this sense, the algorithm for coping with
imbalanced datasets would be changed with ease, i.e., other
feasible techniques include random over- or under-sampling,
a simple SMOTE, or even other advanced resampling algo-
rithms.
(vii) Feature selection: although we did propose a univariate fea-
ture selection method provided with the F-score, other algo-
rithms could be used in the framework pipeline, such as the
Pearson correlation analysis.
(viii) Search for hyper-parameters: instead of randomly searching
for hyper-parameters, searching the whole parameters grid is
also possible.
(ix) Criteria for supporting the inner cross-cutting decisions: for
instance, to pick the representative features, intersecting be-
tween those with the highest TSSs was solely our case study.
We could have considered other approaches for picking the
representative set, i.e., pick the features set with the highest
score among all validation sets.
(x) Custom pipeline flow: since our framework treats its in-
ner processes as blocks with well-defined input and output
elements, several other machine-learning techniques other
than model selection, feature selection, hyper-parameters op-
timization, and data resampling could be used with ease (for
instance, processes to adjust classifiers cut-off points or to
cope with cost-sensitive learning).
To validate our framework, we assembled a dataset based
on NOAA/SWPC daily aggregated data from the Sun’s behaviors,
which comprehended several distinct predictive features, including
the sunspot number and area, radio flux, x-ray background flux, and
the most common ARs magnetic classes. We aimed at forecasting
major solar flares (M class and above) up to 4 days ahead, namely
the next 24, 24-48, 48-72, and 72-96 hours ahead. We also designed
our input predictive features to be always observed five days before
the forecasting periods.
Concerning the framework effectiveness, the gradient tree
boosting schemas designed under our pipeline increased their re-
call scores over simulated operational scenarios by 0.40 (the next
24 and 24-48 hours), 0.53 (48-72 hours), and 0.57 (72-96 hours)
while keeping their AUCs at high levels (those results refer to in-
creases over baseline predictions). Besides, we could also observe
that our models changed from over-fitted systems that used to favor
the original negative class to versions that could forecast positive
and negative classes without any preference.
In turn, the TSS of models increased by 0.16, 0.8, 0.25, and
0.24 over our baseline level for the next 24, 24-48, 48-72, and 72-
96 hours, respectively. Those increments were not higher since we
had TNR considerably decreased by the chosen hybrid resampling
method.
We also argue that our models could be used along with hybrid
prediction schemas, such as the one employed at NOAA/SWPC,
which has predictions at first calculated by an expert system and
then forecasts are confirmed/adjusted by experts. Also, such as the
one at MOSWOC/SWPC, which has their first forecast estimates
made by Poisson statistics and then experts confirm/adjust them.
This is needed to mitigate some climatology effects that may influ-
ence predictions made over extended validity periods as ours, i.e.,
how ARs evolve while transversing the disk or which ARs may be
leaving or returning to the disk in the next few days (Murray et al.
2017).
As future research, we plan to carry out other experiments
with the framework focusing on refining its inner techniques to
improve the output model performance and deploy it into a real
operational setting. Since we based our training dataset mainly
upon DSD data, we can think of an operational system that follows
NOAA/SWPC’s periodicity to update this data product.
According to NOAA/SWPC’s readme file3, DSD data are al-
ways updated at 02:25, 08:25, 14:25, and 20:25 UT. Thus, our de-
ployment environment is expected to run with a cadence of four
times a day. At each run, the system shall collect the last five days
of records available in DSD, integrate with SRS data, and then fore-
cast the existence of M+X flares up to four days ahead.
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