We introduce a rank selection criterion for non-negative factorization algorithms, for the cases where the rank of the matrix coincides with the inner dimension of the matrix. The criteria is motivated by noting that provided that a unique factorization exists, the factorization is a solution to a fixed point iteration formula that can be obtained by rewriting nonnegative factorization together with singular value decomposition. We characterize the asymptotic error rate for our fixed point formula when the non-negative matrix is observed with noise generated according to the so-called random dot product model for graphs.
Introduction
Non-negative factorization of a matrix whose columns are sub-probability vectors We consider an n × p non-negative matrix X such that the rank of X is r and
where W , H ≥ 0, 1 W = 1 ∈ R r , and 1 H ≤ 1 ∈ R p . Note also that 1 X ≤ 1 . We call the integer r the inner dimension of the decomposition W H. In general, a non-negative factorizable matrix can be transformed to a form stated in (1) by way of the so-called "pull-back" map (c.f. [1] ). Given such X, generally speaking, finding the pair (W , H) is known to be an NP-hard problem (c.f. [2] and [3] ), and even validating the uniqueness of the factorization remains a challenging task (c.f. [4] and [5] ). As such, one is often interested in an algorithm for obtaining such a factorization approximately by numerically solving the following optimization problem: 
where D is some measure of discrepancy between X and the product W H. For example, one can iterate until X − W H F is sufficiently small. For data encountered in practice, the error made by estimates W and H can not be known because true W and H are unknown. For more detailed discussion on non-negative factorization beyond a brief summary of the topic in this section we refer the reader to [1] . We now introduce a rank estimation criterion expressed in terms of deviation of W and H from their respective fixed points together with X − W H F . Let ε( W , H) := X − W H F , ε( W ) := F ( W , H) F , and ε( H) := G( W , H) F , where X = U ΣV is a singular value decomposition of X, and
Definition 1.1. Let W and H be non-negative matrices such that W H is an n × p non-negative matrix. Then, the fixed-point information criteria (FIC) is
We denote by r the inner dimension used to obtain an approximate nonnegative factorization ( W , H). In general, the bigger the value of r is, the smaller ε( W , H) is. On the other hand, it can be argued that for r > r, the rth singular value approximates zero, and as such, ε( W ) and ε( H) are expected to be a large number if not infinity. It motivates our formulation behind our FIC formula. In Lemma 2.1 and 2.2, we motivate functions in (3) and (4) .
Our analysis to come will depend on the following assumption (Condition 1) which reduces our problem to estimating the inner dimension of the nonnegative matrix. Under Condition 1, if the matrix is observed When there is no noise, then one can see that for r > r, ε(W ) = ε(H) = ∞ and ε(W, H) = 0, Hence, for such simple cases, while the exact analysis of r ≤ r with respect to its FIC value remains elusive, our FIC will always suggest r ≤ r.
Condition 1.
A non-negative matrix X is a rank r matrix, and there exists a unique non-negative factorization W H with inner dimension r.
Related works
The choice for the inner dimension is often left to the practitioner's discretion with little guiding principles for an informed choice. Previous related works of the model selection aspect of using NMF include [6] , [7] and [8] . In [6] , so-called core consistency metric is introduced for a PARAFAC tensor model. In [7] and [8] , the core consistency is used to estimate the model dimension. It has been shown in [9] that there is a close relationship between non-negative matrix factorization and K-means clustering. Since the rank of a matrix is the number of non-zero singular values, a reasonable and popular approach, especially for noisy data, is to find the "effective" number of non-zero singular values. For examlpe, in [10] , an automatic "elbow" finding algorithm has been proposed, and their theory is developed based on the theory of multivariate normal random vectors.
Fixed Point Error Criterion
Note that whenever the inverses of HH and W W exist, we have that
where X = U ΣV is a singular value decomposition. Note that the indexes of the extreme points of the rows of U match the indexes of the extreme points of the rows of W , and similarly, the indexes of the extreme points of the rows of V match the indexes of the extreme points of the columns of H. This interplay between singular value decomposition and non-negative factorization has been exploited, for example, in [11] and [4] as we do in this paper as well.
Lemma 2.1. Under Condition 1,
Proof. Since the rank of W must be r, U W and W U are full rank square matrices, whence their inverse exist. Next, we observe that
and by rearranging non-singular matrices, it follows that HH = (U W )
Hence, we have (HH ) −1 = (U W ) Σ −2 U W . Next, we note that W HH = U ΣV H , and therefore,
By a similar argument, we can see that
Lemma 2.2. Under Condition 1, any pair (W, H) of n × r and r × p nonnegative matrices that satisfies (8) and (9) replacing the pair (W , H) is such that their product yields X.
Proof. Consider the problem of finding a pair (W, H) such that
where Z := W H. First, we write Z = U Σ (V ) . Then, note the following equations:
where (13) is obtained from (12) by left and right multiplying X and Z to (12) . Then, simplifying (13) with singular value decomposition, we have
Therefore, we have I = ΣV Z U Σ −2 , or equivalently, Σ = V Z U . Hence,
On other hand, since both X and Z have rank r, it follows, from Z = U U Z + (I − U U )Z, that the rank of (I − U U )Z must be zero, or equivalently, Z = U U Z = X as desired.
Combining Lemma 2.1 and 2.2, we have an if-and-only-if statement, and we list Theorem 2.1 for future reference:
Theorem 2.1. Under Condition 1, X = W H is a non-negative factorization with inner dimension r if and only if (W, H) is a solution to the fixed point problem specified by (8) and (9) and the product W H is of rank r.
Our next result in Theorem 2.2 gives an upper bound on the fixed point error ε(W ) when W may be different from W , which will be used in the proof of Theorem 3.1. Note that we do not explicitly state the error bound associated with H, but by symmetry, i.e., by transposing the matrix X, one can obtain a similar bound. Theorem 2.2. There exist γ 1 , γ 2 , γ 3 and γ 4 , depending only on X, such that for any rank r matrix X = U ΣV = W H with inner dimension r decomposition,
Proof. Let M := X(X) (U Σ −2 U ), and note that using the singular value decomposition,
where the fact that W , H, W and H are of rank r is used for the identity. Now,
Then, we let E = U − M U , and note that
Also, we have
Hence, using the triangular inequality,
Application to Random Dot Product Graphs
In this section, we consider our fixed point error ε(W ) with respect to a case where instead of observing X exactly, a noisy version of X is observed. To this end, we consider a random dot product graph model, which was originally introduced in [12] . Definition 3.1. Let E be a subset of R r such that, for all ω, ω ∈ E, 0 ≤ ω, ω ≤ 1. For any given n ≥ 1, let Y be a n × d matrix whose rows
are elements of E. The adjacency matrix A of a random dot product graph (RDPG) with latent positions Y is a random n × n symmetric non-negative matrix such that its entries take values in {0, 1} and
Given an n × d matrix of latent positions Y , the random dot product model generates a symmetric (adjacency) matrix A whose edges {A ij } i<j are independent Bernoulli random variables with parameters {P ij } i<j where P = Y Y . Random dot product graphs are a specific example of latent position graphs [13] .
Our analysis in this section is an asymptotic one in which the number n of rows is taken to infinity. As such, to indicate this explicitly, we may write, for example, ε n (W ) instead of ε(W ). But, for the most parts, to simplify our notation, we suppress our notation's dependence on n.
Let A be an n × n random matrix such that
of Y form a sequence of independent and identically distributed random probability vectors, i.e., Y 1 = 1, and conditioning on Y , each A ij is an independent Bernoulli random variable. Let Y be the adjacency spectral embedding of A at rank r. That is, given that A = U Σ V is the singular value decomposition with its singular values in the decreasing order, Y = U + Σ [14] and to the references therein.
The following condition is a key assumption in [14] to which we make references for several inequalities used in the proof of Theorem 3.1. Our discussion on estimation of the rank for non-negative factorization connects to the random dot product model by a simple observation that even if n × r matrix Y is not non-negative, if P = Y Y is a non-negative matrix with rank r, then there exists an n × r non-negative matrix W such that P = W W (c.f. [4] ). Our next condition is a stronger version of this observation.
Condition 3.
Suppose that for each n, there exists an orthogonal matrix Q such that
Condition 4. P = U ΣU is the eigenvalue decomposition, where Σ is a nonsingular r × r diagonal matrix whose diagonal values are in decreasing order. There exists a constant ξ 0 < ∞ such that almost surely, for all n,
Our next result characterizes the asymptotic error rate for our fixed point formula:
Theorem 3.1. Let {a n } be a sequence such that lim n→∞ log(n)/a n = 0. Under Condition 1, 2, 3 and 4, almost surely,
where ε n (·) denotes the fixed point error for X := P/n = Y Y /n with W :
Proof. Note that 1 Ae j ≤ n for all j = 1, . . . , n. First, by Proposition 4.5 and Theorem 4.6 in [14] , for each ε > 0, for all sufficiently large values of n, with probability 1 − ε,
where C is the constant in Remark 3.7 of [14] which depends only on the (common) distribution of Y i and δ r denotes the smallest eigenvalue of the second moment matrix ∆ = E[Y i Y i ]. Now, since X = P/n and P = U ΣU , X = U (Σ/n)U is an eigenvalue decomposition of X. Now, we write U = U and Σ = Σ/n. Note that using/adapting the equations (16) and (17) from the proof of Theorem 2.2,
where we implicitly used the fact that Σ = Σ/n to , for example, simplify
F . Appealing Proposition 4.5 of [14] once again, we also have that
where · denotes the spectral norm, i.e., the largest singular value of the matrix. Therefore, we have the following inequality from which our claim follows:
4 Numerical Experiments
Computing environment
For non-negative factorization during our numerical experiments, we have used nmf function from the NMF package from R 3.0.1 (64-bit) and nnmf, FastConicalHull and FastSepNMF from Matlab R2013b 8.2.0.701 (64-bit) under Mac OS X 10.9 on an Intel Core i5 @ 1.3 GHz machine with 4 GB RAM.
For Near Separable Cases experiments, we use FastConicalHull and FastSepNMF which are implementations of the so-called "Xray" algorithm in [11] respectively, and the linear programming algorithm in [15] where 1 W = 1 and 1 H = 1 , and α, β ≥ 0 are chosen appropriately. More specifically, the particular numerical algorithm solving the aforementioned problem for our experiment is known as pattern-expression non-negative factorization (c.f. [16] ). Unless said otherwise, we set α = 0 and β = 1.
Near Separable Cases
A case where the rank and inner dimension coincide but errorfully observed Using the example in [17] , we conduct a Monte Carlo simulation comparing the so-called "Xray" algorithm in [11] and the algorithm in [15] . In particular, for each Monte Carlo simulation, we randomly generate a 50 × 100 matrix M . To do this, we sample the entries of 50 × 10 non-negative matrix W uniformly from [0, 1] independently, and subsequently, we normalize the column so that each column is a probability vector, i.e., W ← W diag(1 W ) −1 . Then, we generate a 10 × 100 matrix H by sampling each column from a Dirichlet distribution whose parameter is sampled uniformly from [0, 1] 10 . Then, M = W H. Then, the observed matrix X is obtained from M by adding normally distributed errors:
where N ij is a normal random variable with mean zero and standard deviation 1, the matrix |N | = (|N ij | : i, j), and ε > 0. If X ij < 0 after adding noise, then we set the value of X ij to zero to enforce the non-negativity. The results are reported in Table 1 and Table 2 respectively. The results are comparable. We also mention that using the usual L 2 minimization results in a poor performance; our experiment results in r = 1 for all 100 Monte Carlo experiments for all ε = 0.1, 0.2, 0.3.
Swimmer Data Sets
The swimmer data set is a often-tested data set for bench-marking NMF algorithms (c.f. [18] and [17] ). In our present notation, each column of 220 × 256 data matrix X is a vectorization of a binary image, and each row corresponds to a particular pixel. Each image is a binary images (20-by-11 pixels) of a body with four limbs which can be each in four different 
positions. It is known that the matrix X is 16-separable while the rank of X is 13. such, Condition 1 is not met, and application of our FIC criteria using FastConicalHull and FastSepNMF yields the estimated r as 13 while using nnmf yields r = 1.
Not Separable & Not unique Cases
In this experiment, using the parameters for the example considered in [4] and [5] , we generate Monte Carlo samples of the matrix X whose expected value is parametrized by κ ∈ [0, 1] and λ ∈ (0, ∞). To this end, we let X be a matrix of independent Poisson random variables such that
where Λ = λI,
It can be shown that W H is uniquely factorizable if and only if κ ∈ [0, 0.5) (c.f. [4] ). In particular, by changing κ from 0 to 1, we can gradually transition from a uniquely factorizable model to one that can be decomposed into more than two distinct but equally viable solutions.
We focus on correctly estimating r = 3 from X diag(1 X) −1 . In Table  3 and Table 4 we consider the problem of estimating r while fixing κ = 0.1 and κ = 0.5. We perform our experiments while varying the event intensity λ from 10 to 10000. For given λ, i.e, each row, each entry counts the number of times out of 100 Monte Carlo experiments that resulted in choosing r as the inner dimension based on the baseline method and our FIC criteria. For each γ, we conduct 100 Monte Carlo simulation experiments for performance of choosing r achieving the minimum FIC value. For comparison, we use as the Table 3 : The baseline procedure "dimSelect • svd" is used for choosing r for each of 100 Monte Carlo simulation experiments. The true rank r is 3. For κ = 0.1, the baseline procedure performs well for all values of λ, but for κ = 0.5, the baseline procedure performs poorly. Table 4 : FIC is used for choosing r for each of 100 Monte Carlo simulation experiments for each γ. The true rank r is 3. Performance of the procedure is behind that of dimSelect o pca for κ = 0.1 but better for κ = 0.5, demonstrating robustness. baseline method the procedure of "dimSelect • svd" for selecting the underlying dimension (or rather estimating the rank of the matrix), where the baseline method first computes the singular values of X and then, use the "elbow" finding method in [10] to estimate the rank. The result is reported in Table 3 , and we note that the performance of our method is more robust than the baseline method, with respect to non-uniqueness of the underlying factorization.
Sensor Network Data
We next consider data collected over six hours and thirty minutes from a group of 19 actors working in an office. Each actor is equipped with one or more Bluetooth device(s) that detect other Bluetooth devices when in proximity. The overall idea behind collecting such data is similar to the one in [19] . There are 22 sensors in total, and they are associated with office staffs (doctors and nurses) as well as stationary objects such as a desk and a room. Three individuals were associated with two sensors and the rest are given a single sensor. The original Figure 1 : A tale of two motifs. The first motif occurs during the first few hours of the day and the second motif dominates during the rest of the day. Bob, Ali and Chu wear two badges, the first one in the front and the second on the back. Each of all the other workers wear one badge, and some stationary objects (desks and break-rooms) are also equipped with a badge. The darker a square is, the stronger the association between entities, meaning that given that a new interaction is occurred, the probability of the interaction being between i and j is higher if the square is darker. The data matrix whose rank is estimated is an n × p non-negative matrix X = X diag(1 X) −1 , where X ,t is the number of times that sensor i detected sensor j during tth interval and = 22 × (i − 1) + j. Specifically, n = 22 × 21 = 462 and p = 13.
As displayed in Table 5 , the best choice in terms of FIC for rank r was 2. The values of ε( X) decreases monotonically while the graphs of the values of ε( W ) and ε( H) exhibit convexity in r. In Figure 1 , the basis elements from fitting the rank r = 2 is illustrated in an "adjacency" matrix-like layout. An inspection of H for r = 2 yields that the estimated model is nearly separable, where the first pattern in Table 5 dominates during the first few hours in the morning, and the second pattern in Table 5 dominates during the rest of the day. Table 5 : Selecting r for sensor network data. FIC suggests that r = 2 and this coincides with the suggestion made by using "dimSelect • svd". 
