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ABSTRACT
The purpose of this thesis is to study vector-valued
mathematical programmes by a scalarization approach. Two
types of optimality are considered and they are defined by a
cone. General sufficient conditions, which guarantee that a
feasible solution solves a programme if it is a minimal of
the associated Lagrangian function with some specific
multipliers, are derived. By means of this and a new first
order sufficient condition for locally Lipschitz functions in
terms of Clarke's generalized gradient, special sufficient
conditions for the vector programme are obtained. Neccessary
conditions in terms of the Lagrangian function and Clarke's
generalized gradients are studied and results without
requiring the image space of the object function to be finite
dimensional are shown. These results are applied to solve a
concrete programme with the objective function being a
vector-valued function from CR to 1 and to discrete-time
control systems. Finally, a new scalar equivalence for
finite dimensional vector-valued mathematical programme is
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INTRODUCTION
In this thesis, we consider the following vector-valued
mathematical programme:
Optimize the objective function:
where and are Banach spaces, subjected to the constraint
set:
where Z is a Banach space, g
With regard to a cone A of if (cf. definition 2.1) and
its interior, we define two types of optimality of f over .ft.
Thus the above programme gives rise to two optimization
problems, namely (P) and (P). For details, see section 1.
We make use of the scalarization approach to
investigate problems (P) and (P). More precisely, we1 2
consider the relation between the two problems and the
Lagrangian function of the programme, that is,
where (See definition 1.3 for
further details.)
In section 2, we study some properties of cone and its
dual cone (see definition 2.2). Then in section 3, making
use of proposition 2.7 (a) and proposition 2.6 (b)





solvesMoreover, if in addition, O
(See theorem 3.1 and theorem
The above is a general sufficient condition. Its merit
contains in the fact that a vector-valued programme can be
solved by solving an unconstrained one with scalar
real-valued function. We call it a general sufficient
condition for (P) and (P) because any result which is
±2
sufficient for a scalar progrmme can be applied here under
suitable conditions. For example, if is the space of real
number and L(,X ,j ,K) is twice differentiable, then we canO O
apply classical sufficient conditions, say, involving second
order derivatives, to L(-,X. ,}J ,K).O O
Clarke's theory of generalized gradient for locally
Lipschitz functions (c.f. section 0) is also a main tool in
our investigation. To our knowledge, sufficient condition
for extrema of locally Lipschitz functions in terms of
Clarke's generalized gradients has not been studied. Section
4 is the presentation of a first order sufficient condition
for extrema in Clarke's theory. As an example of
application, sufficient conditions for problems (P±) and (P2)
in terms of this first order sufficient condition is derived
in section 5.
Then we turn to necassary condition and study it by
means of Clarke's theory. In Clarke's theory, if a locally
Lipschitz function J has an extremal point at x, then we have
0 e dJ(x) (See proposition 0.8). Thus in order to be a
useful neceassary condition for problems (PJ and (p2) we
expect to obtain the following result:




When 'tf and Z are finite dimensional spaces, necessary
conditions which implies the conclusion 0= d L(x ,X ,j ,K)X o o o
and guarantees the multipliers and fj being not both zeroO O
have been obtained in [3, pp.227-231], [9] and (10] among
others. The purpose of section 7 is to obtain a necessary
condition of the same conclusion but does not require Y? and Z
to be finite dimensional. Our result( c.f. theorem 7.1)
covers the results obtained by the above mentioned works and
also the conclusion that if is a finite dimensional space,
then Y? and Z can be infinite dimensional spaces satisfying
certain properties which are satisfied by Hilbert spaces.
Besides Ekeland's e-variational principle and Clarke's proof
in [3, pp.229-230], the generalized gradient of a special
type of maximum function which is derived in section 6 is
also essential in the proof of theorem 7.1.
We then try to refine theorem 7.1 in section 9.
Firstly, in addition to the conditions of theorem 7.1, we
introduce a constraint qualification such that the
conclusion of theorem 7.1 holds with X A{0} (c.f.
theorem 9.1). Secondly, for optimal solutions of we
generalize and extend Henig's result (c.f. [7]) on cones in
section 8 and thus introduce a condition on f and A by
which, together with the conditions in theorem 9.1, we obtain
the conclusion of theorem 7.1 with X.= int(A).
Finally, an example in vector-valued programme is given
in section 10 where the objective function f is a
vector-valued function from R to 1. The set of ail feasible
solutions which solves the programme in the sense of intA-
minimization is obtained. In section 11, we apply the
results in preceeding sections to discrete-time control
problems. From this, we obtain a series of results extending
some of the previous ones obtained by other researchers
recently (c.f. section 11, [12] and [13]).
Finally, in section 12, we characterize finite
dimensional vector-valued programmes by some specific scalar
programmes. More precisely, we obtain scalar equivalences
for vector-valued programmes. Scalar equivalence for Pareto
optimal have been reported in [2] and [4] among others. Here
we derive a new scalar equivalence for weak-Pareto optimal
(c.f. definition 12.1 and theorem 12.1). Some computational
aspects are also presented.
In this section, we shall list some preliminary
definitions and results which will be used in the sequal.
They are mainly on Clarke's theory of generalized gradients
of locally Lipschitz functions and Skeland's -variational
principle. For details, one should refer to [3, chapter 2]
and [53.
Throughout this section, is assumed to be a real
Banach space and W will denote its dual space. We begin by
defining the term locally Lipschitz.
Definition 0.1
A function J from to [R is said to be locally
Lipschitz at a point x= if there exists a neighborhood N
of x and a constant K 0 such that for any x', x= N,X X
Moreover, J is said to be locally Lipschitz on a subset
S of if it is locally Lipschitz at any point in S.
Remark of definition 0.1:
The constant K is called a Lipschitz constant of J atX
x and J is said to be Lipschitz of rank K at x.
Definition 0.2 (See [3, pp.25-27])
Let J be a function from to R which is locally
Lipschitz at a point x= Then
0. Preliminaries
(i) The generalized directional derivative of J at x in the
direction v is defined to be:
(ii) The generalized gradient of J at x is defined to be:
J(x):={ C«: C, v J° (x; v) for all v= 2K}.
Definition 0.3 (See [3, pp.30-33])
Let and Y? be two real Banach spaces, F:-» Y? be a
mapping and x€ Then
(a) F is called Gateaux differentiable at x if there exists
an element, denoted by DF (x), in, the space of
continuous linear operators from W to Y?, such that for
each v= the following holds:
(b) F is continuously differentiable at x if F is Gateaux
differentiable on a neighborhood of x and DF(•) is
continuous at x as a mapping from to, equipped
with the operator norm.
(c) F is called strictly differentiable at x e if there
exists an element, denoted by D F(x), in suchw
that for each v «e X,
holds and converges uniformly for v in compact sets.
Remark of definition 0.3:
When X= Y?= IR, then F is Gateaux differentiable at x
if and only if F is differentiable at x in the classical
sense. Also, F is continuously differentiable at x if and
only if F is C in the classical sense.
Proposition 0.1 (See [3, p.33])
Let be a function. Then
(i) If J is strictly differentiable at x, then J is locally
Lipschitz at x and dJ(x)= {D J(x)},
s
(ii) If J is locally Lipschitz at x with dJ(x) being a
singleton {O then J is strictly d i f ferent iable at x
and D J(x)= C-
s N
Proposition 0.2 (See [3, pp.30-34])
Let x= and J: K be a function. ThenI
r
(i) If J is locally Lipschitz and Gateaux differentiable at
x, then DJ(x) e dJ(x),
(ii) If J is continuously differentiable at x, then J is
strictly differentiable at x and thus locally Lipschitz
at x with aj(x)= {D J(x)}={ D J( x)}.
s
Remark of proposition 0.2:
It follows from (ii) and the remark of definition 0.3
that if W= R and J is C1 in the classical sense, then we
have dj(x)= (J'(x)}.
Let C be a subset of We denote by d: X+ R the
function dr,(x):= inf{ llx- ell: c e C}. It is easy to seew
that d is locally Lipschitz on Then we have the
following definition.
Definition 0.4 (See (3, pp.50-51])
Let C be a subset of and x e )R.
(a) The tangent cone of C at x is defined to be:
(b) The normal cone of C at x is defined to be:
N(C;x)= v 0 for all v e T(C;x)},
We then have the following properties and results.
Proposition 0.3 (See [3, pp.29-30])
Let J be a function from to K which is locally
Lipschitz of rank K at a point x «e W. Then





-cluster point of Then C= 'J( x)




Proposit ion 0.4 (see [3, p.51])
Let C be a subset of and x
where cl denotes the closure.
Proposition 0.5 (see [3, p.29])
Let F and G be two nonempty ,)-closed convex
subsets of«. Then F£ G if and only if for any v e
sup
Proposition 0.6 (See [3, p.39])
Let X.= R and J. be functions from to R which are
all locally Lipschitz at x. Then
Proposition 0.7 (see [3, pp.42-45])
Let and Z be two real Banach spaces, F: Z- X be a
mapping which is strictly differentiable at z= Z and
J: W•+ R be a function which is locally Lipschitz at F(z).
Then J°F is locally Lipschitz at z and
where
Proposition 0.8 (See [3, p.38])
Let J be a function from to R which is locally
Lipschitz at x.. Suppose that J attains a local minimum or
maximum at x. Then 0 e dJ(x).
The following result is derived from the corollary of
proposition 2.4.3 and its proof in [3, p.51].
Proposition 0.9 (See [3, pp.51-52])
Let C and J be a function from W to R which is
locally Lipschitz at x with Kx 0 being a Lipschitz
constant. Suppose that J attains a minimum over C at x.
Then for all K
The following result can easily be derived.
Proposition 0.10
The function
locally Lipschitz at any and
where b= W. is fixed, is
We now introduce the following important definition.
Definition 0.5 (See [3, p.39])
Let J: [R be a function. J is said to be regular
(i) For all the following limit exists:
(ii) For all
Then we have the following results.
Proposition 0.11 (See [3, p.40])
Let J-» ER be locally Lipschitz at x«= Then
(1) If J is strictly differentiable at x, then J is regular
at x,
(2) If J is convex, then J is regular at x,
(3) A finite combination (by nonnegative scalars) of
functions regular at x is regular at x.
The following result can easily be proved based on
Clarke's result in [3, pp.48-49],
Proposition Q.12
be real Banach spaces. Suppose
is a function which is regular
that
Let!
In order to introduce the mean value theorem, we adopt
the following notations which will be used throughout the
thesis:
(i) Suppose that A and B, we denote:
(0.1)and
(ii) Suppose that x, y we denote:
(0.2)and
Actually, [x;y] and (x;y) can be considered as the
closed and open straight line segments in with endpoints x
and y respectively.
Theorem 0.1 (Lebourg's mean value theorem, see [3, p.41])
Suppose x, y«= and J is a function from to K which
is locally Lipschitz on an open set containing [x;y]. Then
there exists an u e (x;y) such that
Finally, we need the following result.
Theorem 0.2 (Ekeland's £-variational Principle,
see [5, pp.324-326])
Let y be a complete metric space with associated metric
d and F: V- K u {+oo be lower semicontinuous function which
is bounded below.
Suppose that u= V with F(u) +oo and F(u) inf F+£




( i i i For all w v in V, we have
1. Vector-valued Mathematical Programming
The main purpose of this thesis is to investigate
vector-valued mathematical programmes. It is natural enough
that for a vector-valued mathematical programme, different
types of optmality for vector-valued functions will give rise
to different optimization problems. The task of this section
is to state and define the vector-valued mathematical
programme and the two optimalization problems entailed by two
different types of optimality which will be discussed in this
thesis.
We begin by defining a cone A of a real Banach space
as a subset of which satisfies the condition XA A for any
X 0. Further properties of cone will be discussed in the
next section.
Definition 1.1
Let W and be two real Banach spaces. Suppose that
S is a subset of, A is a cone of and h:- W is a
vector-valued function. Then
(a) x e S is said to A-minimize h over S if there does not
exist x e S such that h(x)- h(x) s A{0}. Moreover,
x is said to A-minimize h over S locally if there
exists a neighborhood N of Xq such that x A-minimizes
h over the set N n S.
(b) x e S is said to intA-minimize h over S if there does
not exist x= S such that h(x)- h(x) e intA.O
Moreover, x is said to intA-minimize h over S locallyO u
if there exists a neighborhood N of x such that x
O O
intA-minimizes h over the set N n S.
Remark of Definition 1.1:
(i) It is obvious that x A-minimizes h over S implies that
x intA-minimizes h over S.
O
(ii) If= =[Rn for some natural number n and A is the1 z
set{ (x, x, x) e IRn: x. 0}, then the notion± Z n v
A-minimality becomes the famous Pareto optimality
and the notion intA-minimality becomes weak Pareto
optimality. For instance, see [3, p.230], [43, [9]
and [11].
From now on, in this thesis, (,11-11), (,11-11) and
(Z, ll-ll-) are assumed to be real Banach spaces. For the sake
of simplicity, they will be written as and Z. We denote
by W, Y? and Z their dual spaces equipped with sup-norms
respectively.
7 and g be two vector-valued
functions. Now we define the following constraint set:
(1.1)where C and A are subsets of X and Z respectively.
Suppose that A is a cone of?. Then we have the
following two problems:
(P) To A-minimize f over R.








x is said to solve (P) if x A-minimizes f over R.
o 1 o
Moreover, x is said to solve (P) locally if xO 1 o
A-minimizes f over X locally.
x is said to solve (P) if x intA-minimizes f over R.
o 2 o
Moreover, x is said to solves (P) locally if x
o 2 o
intA-minimizes f over X locally.
i
Also, we need the following definition.
Definition 1.3
Posit all the above notations and definitions. Define
a real-valued function L:
for all
L is called the Lagrangian function of (P) and (P) and any1.
tfx Zx R is called a set of Lagrangian
multipliers.
2. Some Results in Cones
In this section, we shall state and derive some basic
properties and results of cones of a real Banach space and
their dual cones which will be very useful in later sections.
However, for the sake of completeness and interest, it
contains more than what are needed. When W is a finite
dimensional space, some of the results in this section have
already been treated in [14].
Detinition 2.1
Suppose that A is a nonempty subset of Then
(i) A is called a cone of if XA£ A for all X 0,
(ii) A is called a convex cone (or closed cone) if it is
both a cone and a convex (or closed) subset of
(iii) Moreover, a cone A is called pointed if A n (-A)= {0}.
The following result can easily be proved.
Proposition 2.1
Let A be a cone of X. Then
(a) cl(A) is a cone,
(b) A is convex if and only if A+ A£ A,
(c) If A is convex, then intA is also convex,
(d) If A is convex, then intA+ A£ intA.
In order to proceed further, we need the following
definition.
Definition 2.2
Suppose that A and B are subsets of and
respectively. We define:
and
for all 7? e B}
We denote (A) by A and call A and A the dual
cone of A and the bidual cone of A respectively.
Remark of Definition 2.2:
(i) The notation of B (w.r.t.) and B may be ambiguous
and not so natural. We adopt them here since we shall
mostly use B in our discussion. We hope that the
context itself will make this clear.
(ii) It is easy to show that A and A are closed convex
cones of and W respectively. Also, A£ A always
holds.
(iii) If A 5 and B£ respectively, then
In the following discussion, except for some slight
differences, proposition 2.2 and 2.3 have been proved and
stated in [6, pp.33-34].
Proposition 2.2 (See [6, pp.33-35])





If B is a subset of X such that A B, then B£ A,
where w-cl means the weak closur,
where A are subsets of and I is
Proof of proposition 2.2:
any index set.
(b), (c) and (d) are obvious. To prove (a), consider
any cluster point rj1 of A. Then for any v
there exists 77 in A such that
then follows from the definition of A that
Hence we have Thq result follows.
A,
It
Now we denote the convex hull of a set by conv(•).
Proposition 2.3 (See [6, pp.33-34])
Let A be a cone of Then
Moreover, if A is also w-closed and convex, then A= A,
Remark of proposition 2.3:
Note that for a convex set, its w-closure is equal to
its norm-closure.
Proposition 2.4
Suppose that A is a cone of Then
(a) If intA is nonempty, then A is pointed,
(b) If int(A) is nonempty, then A is pointed and hence A
is also pointed.
Proof of proposition 2.4:
We start by proving (a). For any p e A n (-A), we
have p, v= 0 for all v A. Since intA is nonempty,
there exists an v in intA. Thus we can find an A 0 such
that v+ AB£= A. Then p, v+ Ax= 0 for all x s B.
However, by p, v= 0 and A 0, we have p, x= 0 for
all x e B. Thus p= 0. Consequently, A n (-A)£ {0}.
Since the reverse inclusion is obvious, the result follows.
For part (b), the conclusion that A is pointed can be
proved by a similar argument. The conclusion that A is
pointed follows from the relation:
Proposition 2.5
Let A be a cone of Then
(a) If intA is nonempty, then A
(b) If A is convex and intA 0, then A= (intA).
Proof of proposition 2.5:
We prove (a) first. [int(A)]= [{int(A)) u {0}]
follows immediately from proposition 2.5 (a). By remark of
definition 2.2 and our assumption, A is a convex set with
int(A) 0. From convex analysis, cl(int(A))= cl(A),
(see (8, p.163]). Consequently, by proposition 2.2 (c), we
have
For (b), since now A is a convex set with nonempty
interior, the conclusion follows from the same line of
argument in (a). WBB
We are now going to prove the main results of this
section.
Proposition 2.6
Let A be a cone of X. Then
(a)
(b)
Proof of proposition 2.6:
For (a), if intA is empty, then the result follows
trivially. If intA is nonempty, then, by proposition 2.4
(a), A is pointed. Now suppose the contrary, then there
4t
exists an t) e A {0} with 7}, v'= 0 for some v€ intAO O
(since rt, v' 0 always hold). Also, we can choose anO
v e A such that n, v 0 (for otherwise r), v= 0O O O o
for all v e A and this will imply n« A n (-A)= {0} whichO
is not possible). Since v' e intA, there exists sufficiently
small t 0 such that v'- tv e A. HenceO
This is not possible.
To prove (b), we suppose the contrary. Then there
exists an v e intA with r), v= 0 for some n s A {0}.
o o o o
By part (a), we have v 0 for all v« intA. Hence
v a intA. As a result, we arrive at a contradiction.
O
Proposition 2.7
Let A be a cone of)£. Then
(a)
(b)
Proof of proposition 2.7:
By the remark of definition 2.2, A£ A. So the first
inclusion in (a) and the second inclusion in (b) follow
immediately. The second inclusion in (a) and the first
inclusion in (b) can be proved along the same line of proof
of proposition 2.6 (a) and (b) respectively. i
We now give conditions under which the inclusions in
the above two propositions become equalities.
Theorem 2.1
Let A be a convex cone of X. with intA x 0. Then
(a)
(b)
Proof of theorem 2.1:
For (a), by proposition 2.6 (a), it suffices to prove
that
Suppose the contrary, then there exists such that
(2.1)
(2.2)
for all v« intA
and
By So actually,
As A is convex with
nonempty interior, by proposition 2.5 (b), A= (intA). As a
Thus there must exists an v1 e intA
0. This contradicts (2.1).
result, r) O
such that
For (b), by proposition 2.6 (b), it suffices to prove
intA.that
Suppose this is not true. Then there exists v e such thatO
(2.3)
(2.4)and
Due to (2.4) and the fact that A is convex with intA being
nonempty, we can apply the separation theorem, see (8, pp.
163-164]. Then there exists p= S£{0} such that
(2.5)
Clearly the inequality in (2.5) holds for all v e cl(intA).
As A is convex with nonempty interior, cl(intA)= cl(A), see
[8, p.163]. Hence
(2.6)
As cl(A) is a cone, by proposition 2.1 (a), we have
for any v e cl(A) and t 0.
This is possible only when for all
Thus p[ cl (A)] {0}. By proposition 2.2 (c)(
Finally, taking v= 0 in (2.6), we have p, v
result, it has been shown that p e A {0} and
This contradicts (2.3).
Theorem 2.2
Let A be a cone of with intA being nonempty. Then
Moreover, if A is also closed and convex, then
for all
Proof of theorem 2.2:
Since the last assertion follows immediately from the
first assertion and proposition 2.3, we just need to prove
the first assertion.
For the first assertion, by proposition 2.7 (a), it
suffices to prove that
Suppose the contrary, then there exists v e W such that
(2.7]
(2.8)and
As proposition 2.5 (a) tells us that A= [int(A)], we have
from (2.8). Since, from (2.7),
4t•
we have v lint (A)]. As a result,
some T)1 e int(A). This contradicts (2.7).
for
Finally, under some stronger conditions, we derive the
following result.
Theorem 2.3
Suppose that W is a reflexive space and A is a cone of
with intA being nonempty. Then
Moreover, if A is also closed and convex, then
Proof of theorem 2.3:
As in theorem 2.2, we just need to prove the first
assertion. By proposition 2.7 (b), it suffices to prove that
Suppose the contrary, then there exists 77€ such thatO
T), v 0 for all v€ A{0} (2.9)O
and r) int(A). (2.10)O
Due to (2.10) and the fact that A is convex with nonempty
interior, we can apply the separation theorem, see (8, pp.
163-1641. That is, there exists a non-zero element of
which separates 77 and int(A). As is reflexive, thereO
always exists v e i{0} such that 77, v 77, v forO O OO
all 7) e int(A). This implies that 77, v 77, vO OO
for all 77 e cl[int(A)]. By result in convex anslysis, we
have cl[int(A)]= cl(A), see [8, p.1631. As A is always
closed, we have
77, v 77, v for all 77€ A. (2.11)O OO
4
As A is a cone, for any 77€ A,
t 77, v= t77, v 77, v for all t 0.O O OO
This implies 77, v 0. As v 0, we have v€ A {0}.
r O O O
By taking 77= 0 in (2.11), 77o, vq 0. Consequently, we
have proved that v€ A {0} and 77, v t. 0. This
contradicts (2.9). ma
As an immediate application, we have the following
useful result.
Proposition 2.8
Let be a reflexive space and A be a closed convex
cone of W with int(A) being nonempty. Suppose that D is a
cone of and A{0}£ intD. Then D{0}£ int(A).
Proof of proposition 2.8:
By proposition 2.6 and the fact that A{0}£ intD, we
have
From our assumptions, we can apply theorem 2.3. Then the
last inclusion in (2.12) is actually equal to int(A). Hence
the result follows. mm
(2.12)
3. General Sufficient Conditions
In this section, we shall apply results in section 2 to








Then x solves (P) locally© i J
Remarks of theorem 3.1:
(1) As we shall see in the following proof, if the word
locally is dropped in (ii), then the same word can
also be dropped in the conclusion.
(2) There is no condition imposed on f, g, A and A except
the fact that A is a cone.
Proof of theorem 3.1:
By (ii), there exists a neighborhood N of x such that
On the other hand, for all






So, by proposition 2.7 (a)
(3.4)
Actually (3.4) tells us that there does not exist x e X. n N
such that f(x)- f(xq) e A{0}. Thus the result follows.
Theorem 3.2
Let x




Then x solves (P) locally.
o 2
Proof of theorem 3.2:
We can apply the proof of theorem 3.1 up to (3.3).
That is, we have:
Thus, by proposition 2.6 (b),
(3.5)
Actually (3,5) tells us that there does not exist x« Jl n N
such that f(x)- f(x)€= intA. This completes the proof.
In section 5, we shall derive further sufficient
conditions for (P) and (P) under different assumptions.
4• A First Order Sufficient Condition for Bxtreroa in
Clarke's Theory of Locally Lipschitz Functions
Let and be the open and closed unit balls of a
real Banach space respectively. Suppose that J: X- R is
a function which is locally Lipschitz at a point x e If J
attains a local maximum or minimum at x, then we have, by
proposition 0.4, 0€ £J(x). It is well known that the
condition H0 e dJ(x)H is not sufficient. So we have the
problem: to find a nontrivial sufficient condition for the
extrema of J. I£ X= R and J is differentiable in the
classical sense, one approach Is to make use of the higher
order derivatives. However, to define higher order
generalized gradients of locally Lipschitz functions is not a
easy matter. But there are indeed nontrivial first order
sufficient conditions in the classical theory, see [1,
p.206]. Is it possible to find a sufficient condition for
extrma of locally Lipschitz functions in term of Clarke's
(first order) generalized gradient? The answer will be shown
to be affirmative and this is what we want to do in this
section.
Throughout the whole thesis, for any A and x
the notation A, x 0 will stand for the following:
a, x 0 for all a e A.
and A, x 0 will stand for the following:
a, x 0 for all a e A.
( 4 .1:
(4.2)
The notations A, x 0 and A, x 0 are defined
similarly. Also, we shall denote the set{ v e: IfvH= 1}
by B(B).
Lemma 4.1
Let J be locally Lipschitz at x€ and x e
Suppose that there exists an c e (0,+ooJ such that
Then
Remark of lemma 4.1:
It will be seen from the following proof of this lemma
that if the sign is changed to w In the condition,
then the same will happen in the conclusion.
Proof of lemma 4.1:
Firstly, we choose an open ball B(x) centred at x such
that J is locally Lipschitz on B(x) and for any£ e (0,;),
[x;x+ B(X). It then follows from Lebourg's mean
value theorem, see theorem 0.1, that
for some
for some it follows from
the hypothesis that
it follows from (4.2) that This
As
proves the lemma.
The following result can be proved similarly.
Lemma 4.2
Let J be locally Lipschitz at
Suppose that there exists an
Remark of lemma 1.2:
Same remark as that of lemma 4.1.
Then J(x
As an immediate applications of lemma 4.1 and 4.2, we
have the following result.
Corollary 4.1




Then either J is constant on a neighborhood of x or J does
not attain local extremum at x. Moveover, if£ can be taken
o
to be +oo, then either J is a constant function or J does not
attain extremum at x.
We are now going to derive first order sufficient
conditions.
Theorem 4.1
Let J be locally Lipschitz at x Suppose that
there exists an such that for any
for all u
Then x minimizes J locally. Moveover, if£ can be taken asO
+oo, then x minimizes J.
Remark of theorem 4.1:
(i) It follows easily from remark (1) of lemma 4.1 and the
following proof that if the sign n in the condition
is changed to then J is minimized, either
locally or not, strictly in the conclusion.
(ii) Note that if£ can be taken as +co, then J must beO
locally Lipschitz on
Proof of theorem 4.1:
By lemma 4.1, we have for any u
Hence the result follows.
Lastly, we have the following correponding results for
maximization. They can be proved by following the same lines
of arguments in the above results.
Theorem 4.2
Posit all the hypotheses of theorem 4.1 except that the
Then x maximizes J locally.is changed tosign 1
Moveover. if£ can be taken as +oo, then x maximizes J.O
Remark of theorem 4.2:
If the sign in the condition is changed to,
then J is minimized, either locally or not, strictly in the
conclusion.
5. Further on Sufficient Condition
In this section, we shall make use of the results of
section 3 and section 4 to obtain further suffient conditions




r Suppose that there exists
such thatand
(i)
(ii) is locally Lipschitz at x and there
exists an such that for all
for all
Then x solves (P) locally. Moreover, if c can be taken asO 1 O
Remark of theorem 5.1:
If c can be taken as +oo in (ii), then
must be locally Lipschitz on
Proof of theorem 5.1:
It follows from theorem 4.1 and condition (ii) that Xq
minmizes L(,X rfj ,K) locally. Thus all the conditions ofO O
theorem 3.1 are satisfied. Hence x solves (P4) locally.O 1
The last remark follows similarly from theorem 4.1 and remark
(1) of theorem 3.1. sm
Similarly, we obtain the following theorem.
Theorem 5.2




Then x solves (P) locally. Moreover, if c can be taken as
o 2 o
is locally Lipschitz at x and there
exists an such that for all
Remark of theorem 5.2:
Same remark as in theorem 5.1.
6. The Generalized Gradient of a Special Type of Maximum
Function
In this section, we shall derive a result which is
needed in the proof of necessary condition for problems (P)
and (P) in next section.
2
Let be a real Banach space, T be a topological space
and h:- R be a family of functions parametrized by r e T.
Also, we suppose that each h is locally Lipschitz at some
point x e These assumptions and notations will be used
o
throughout this section.
We denote by the following set:
-cluster point of C.}
and we introduce the following definition:
Definition 6.1 (See [3, p.863:
The set-valued mapping I
We first derive the following result which will be
useful later.











For all i we havej
-topology. As
we have
Now we are going to prove an interesting theorem. To
this end, we need the following hypotheses:
(a) T is a sequentially compact space.
(b) There exists a neighborhood N of x such that for everyO
y e N, the mapping r i-» hT(y) is upper semicontinuous.
(c) Each h, r e T, is Lipschitz of rank K' on N and the set
is bounded.
Also, we define h: X- R by h(y):= max{hT(y): r e T}.
Remark: Suppose that hypotheses (a), (b) and (c) hold. Then
the followings are true:
(i) (a) and (b) imply that h is well-defined and finite on
N since the maximum is attained under these conditions.
(ii) (c) implies that h is Lipschitz of rank K' on N.
Denote M(y) If hypotheses
(a) and (b) hold, then M(y) is always nonempty for y s N,
Lastly, we introduce the following hypothesis:
(d) M(y) is a singleton for each y e N, that is, we can
write M(y)= {r(y), where r(y) e T.
Now we are going to prove the following theorem in the
spirit of theorem 2.82 in [3, P.86]. Note that our
assumptions are different from that theorem due to the
special setting here.
Theorem 6.1
Suppose that hypotheses (a), (b), (c) and (d) hold.
Then
Proof of theorem 6.1:
By Banach-Alaoglu theorem, a weak -closed and
norm-bounded subset of a Banach space is weak -compact. Now
-closed by definition and is also
norm—bounded by hypothesis (c) and proposition 0.3 (b),
-compact.
By proposition 0.3 (c) and proposition 0.5, it suffices
to show that
be sequences such that
for
(6.1)
In view of hypothesis (d), we can denote
then we have
(6.2)
As N for i large enough, by Lebourg's
mean value theorem, theorem 0.1, there exists
such that where
Mow from hypothesis (c) and proposition 0.3 (b), we
have
-compact, there exists a y(X ,)-cluster point I
is
of
S incefor all i.
{C)• Together with the sequentially compactness of T, we
1
can find subsequences of {t} and without relabelling,
such that' for some and
Consequently,
by definition. Now, it remains to
By hypothesis (d), it suffices to
we have C O
prove that
prove that
For any r e T, we have as
Then, together with hypothesis (c), we have
for sufficiently large i,
(6.3
As the last term is equal to h (x), hence r «e M(x) and theTo o
result follows.
Ba
Finally, by hypothesis (b) and (6.3), we conclude that
Finally, the following corollary follows immediately
from the above theorem and definition 6.1.
Corollary 6.1




In this section, we shall derive a necessary condition
which guarantees the existence of Langragian functions with
'nontrivial' multipliers for both problems (P±) and (P£)•
A. Some definitions
In this section, we need some concepts which will be
introduced by the following definitions.
Definition 7.1
Let (X, I'R) be a Banach space. Then,
(a) is said to be a strictly convex space if for any
distinct x and y in
HxB= Hyfl= 1 implies H(l2)-(x+ y) B 1.
(b) W is said to satisfy property (u) if the closed unit
ball of is -sequentially compact.
(c) W is said to satisfy property(?) if for any sequence
{f} in with f -fin -topology,
n ri
II f II- U f B implies f f in norm-topology.
n n
Remark of definition 7.1:
We have the following facts:
(1) if is a reflexive space, then X satisfies property
(co).
(2) if is a separable space, then satisfies property
( 03).
(3) If is a Hilbert space, then is a strictly convex
spaces satisfying both conditions (o) and {(3).
(4) As a special case of (3), is a strictly convex space
satisfying both properties (o) and ((3) if it is finite
dimensional.
Now suppose that
Banach spaces. Then (tf x W
where we adopt the norm
is also a Banach space
are two
Note that we have
for any
(7.1)
From the above, it is not hard to prove that the
following results hold.
Proposition 7.1
Let W and be two Banach spaces. Then,
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(i) If and W are strictly convex spaces, then1 2
is also a strictly convex space.
(ii) If X and W both satisfy property (w), then£ 2
also satisfies property (co),
(iii) If X and both satisfy property {(3), then1 2
also satisfies property {(3).
B. The main result
From now on, we write II• II for all the norms involved as
their reference spaces will be clear from the context.
Then we need the following assumption and hypotheses.
Assumption (L)
For any x e C, there exists 0 and a neighborhood
N of x such that:
Hypothesis A




Then we have the following important theorem for
problem (P2).
Theorem 7.1
Suppose that x e Jt and posit the following conditions:
(1) Assumption (L) is satisfied,
(2) Either Hypothesis A or Hypothesis B holds,
(3) YT and 2 are strictly convex spaces,
(4) A is a closed convex cone of YT with intA 0,
(5) A is a closed convex cone of 2,
(6) C is a closed subset of
If x e solves (P) or (P) locally, then thereO 1 2
exists a constant K 0 such that for all K K, there
o O





Remark of theorem 7.1:
It will be shown in the proof, we may take
C. The proof of theorem 7.1
In order to prove theorem 7.1, it suffices for us to
prove the case x solves (P) locally because x solves (P)
r o 2 o i
locally implies that it also solves (Plocally. Indeed, we
only need to prove the case x solves (P) globally because
if x solves (P) locally, then there exists an 6 0 such
o 2
that x intA-minimizes f over n (x+• Thus we mayO°
consider the program with the set constraint C n
The same conclusion will follow since d(J(-)+ Kdc(-))(xo is
equal to d(J(-)+ Kd
w








Take arbitrary c 0, v e IntA and define F:+ IR as
follows:
By the co -compactness of U, F(x) is well-defined on W.
We proceed by steps and lemmas.
Step One
Lemma 1
Proof of lemma 1:
By Assumptions (L), for all x s C, there exists 0
and a neighborhood N of x such that for all x f x€




Proof of lemma 2:






Since A is a cone, for all Thus
that A
But condition (5) and proposition 2.3 tell us
Hence g(x) e A. This means that x=
Repeat the same argument above for arbitrary
S incewith IIXII =1, we have
A is a cone, the inequality holds for all X.= A. As a
result, f (x)- f(x)=£+ A. It then follows fromO O
condition (4), proposition 2.3 and proposition 2.1 (d) that
£)+ A-£+ A intA. Hence f(x)- f (x)€ intA. Then
O O°
we have the contradiction that either x does not solve (P)O
or 0 e intA.
Lemma 3
There exists a closed subset 3F of W such that C S int
and the followings hold:
(i) F() is locally Lipschitz on
Proof of lemma 3:
For any x e C, by lemma 1, there exists an 6' 0 such
that F(•) is Lipschitz on x+ 25iL-. Clearly, F(•) is also
continuous at x. By lemma 2, there exists an 6 0 such




F(•) is locally Lipschitz on
and for all
Now we take Clearly is a
subset
and (ii) hold. Since
thus (7.5) and (7.6) imply that (i)
C int«y holds.
Lemma 4
Suppose that x e F. Then the followings hold:
(i) If F(x)= (X','), (f(x)-f(x )-c v, g(x)) for some
(Xf,jL')€ U, then 3 Xf ll2+= 1.
(ii) There exists a unique (X ,yt) es U such that
F (x)= (X ,j), (f(x)-f(x)- v, g( x)).
Proof of lemma 4:
Suppose that (i) is false. Then HX'B+ 1.
Choose an 5 0 such that (1+ 6)(X',j') Thus we have
(1+ 5)F(x) F(x). Consequently, F(x) 0. But lemma 3
(ii) tells us that this is not possible.
Now for (ii), the existence of has alreadly
been shown by the fact that F(•) is well-defined. So we only
need to prove the uniqueness. Suppose the contrary, then
there exists distinct (X. ,fj) and in U such thatXX
(7.7)
By part (i), we have
Denote Then by
condition (3) and proposition is a strictly
convex space. Thus by definition 7.1 (a),
But it is easy to see that
and hence
contradiction.
We arrive at aby part (i).




Then by lemma 4 (i), we have
and
Lemma 5
Proof of lemma 5:







result, Hence the result follows.
Using lemma 5 and taking we have
By lemma 2, F(x)=£ 0 and inf F(x) 0. As a result, we
° -
x=C
have F(x) inf F(x)+£. By Ekeland's e-variational
° x-eC
principle, (cf. theorem 0.2), there exists x e C such that
(7.12)
(7.13)
By lemma 1, F(•) is locally Lipschitz on C and thus for
all points near x, we can take K= 2K as a local
r o o x
o
Lipschitz constant. Thus by (7.13) and proposition 0.9, we
have for all K K, for sufficiently smallO
0€= (F(•)+•- x 11+ Kdc())(x). (7.14)
By propositon 0.6 and proposition 0.10, we have
for sufficiently small£. (7.15)
Step Two
Now we choose an 6 0 such that and, by










Hence by (7.10) and lemma 3 (i)
and locally Lipschitz on
Suppose that there exists a subset T of U such that T
is a sequentially compact metric space, this will be shown
very soon. Then we define h():= r, H(-)+ Kd(-) for
all r e T. It follows from Assumption (L) that h(•) is a
family of functions parametrized by r€ T with each of its
member being locally Lipschitz on f. It is easy to see that
each h is Lipschitz of rank
As T S U, for any x s {h_(-): t e T} is clearly bounded.
With respect to these definitions and notations, hypothesis
(c) of theorem 6.1 is satisfied for any
is continuous for anyAs
hypothesis (b) of theorem 6.1 is then also satisfied for any
Hence we can define h(-):= max on
Note that and thus
if and only if
where M(x) is defined as in section 6. (7.19)
With the above notations and definitions, we want to
apply theorem 6.1 for points in 3? n (x+ 5Bv„). By the above
o 2a
discussion, in order to apply the theorem, it suffices for us
to find the above T, which we have promised, and to check
hypotheses (a) and (d) only.
For the case when Hypothesis A holds:
We take T= U and introduce the metric
Since i? and Z are in this case finite dimensional
spaces, U is then compact and hence (T,dT) is a sequentially
compact metric space. Then hypothesis (a) o.f theorem 6.1 is
satisfied. Also as r(x), H(x)= max r, H(x) for all
T €=LJ
x€ and by lemma 4 (ii), we have M(x)= fr(x)}. Hence
hypothesis (d) of theorem 6.1 is satisfied for all x e P.
For the case when Hypothesis B holds:
Now we take T
follows from lemma 4
(7.20)
We introduce the metric dT on T by defining
Hence T is a metric space.
Taking an arbitrary sequence {r.} in T, we can write.I
by definition, r.:= r(x.) for some x. e (x+ 5lL,) n
v v. o
Because is a finite dimensional space, by Hypotheses B (2),
is then norm-sequentially compact. As a reult,
and a subsequencethere always exists an
of {x.}, without relabelling, such that
in norm topology. (7.21)
As F(•) is continuous on 3? by lemma 3 (i), we have
that is,
(7.22)
By Hypotheses B (1) and proposition 7.1 (ii), If x Z
satisfies property (co). Since U is a co -closed subset of
I U is then -sequentially compact. Hence there
if x Z'








where the inequality and the last equality follow from
Assumption (L) and (7.21) reapectively. By (7.21), we have
(7.26)
(7.22)But we have already evaluated these two limits, see
and (7.24). Consequently, we have
(7.27)
By (7.27) and lemma 4 (ii), we have r(x)= r. This
implies r= T. As (7.20) tells us that HrH= HrJI= 1, we
have Ht B- Br H. Now by Hypotheses B (1) and proposition
7.1 (iii), V x Z satisfies property (ft). Together with the
fact that i
other words,
sequentially compact metric space. This means that
hypothesis (a) of theorem 6.1 is satisfied.





Now consider any x g( xo+ n, as T£= U, we have
max r, H(x)= t(x), H(x)= max r, H(x). (7.28)
Thus{ r(x)}£ M(x) by (7.19). However, by lemma 4 (ii),
M(x)={ t(x)}. Hence hypothesis (d) of theorem 6.1 is
satisfied for all points in (x0+'
In the above discussion, we have shown that in either
cases, all the hypotheses of theorem 6.1 are satisfied for
all points in( Xq+ 5B) n Even T is different in both
cases, M (x)={ r(x)} for all x in (x+ 5iL,) n P. In




Let (T,d) be the metric space in either of the two
cases above. Then the set-valued mapping (t,x)!- dhtx) is
cr()Xr W)-closed at any (t,x) e T x in the sense of
definition 6.1.
Proof of lemma 6:
It suffices to prove that
since the latter is y(,)-closed convex and the converse
inclusion is obvious.
-cluster point of£.} dh (x) (7.30)
Indeed, note that,
(7.31)
The first and the last inclusions follow from proposition 0.6
and proposition 0.3 (b) respectively. By proposition 6.1 and
the fact that d (t.,t)= IIt.-tB. we have
T i. v.
Hence the result follows.
As a result, by (7.29) and lemma 6 (cf. corollary 2.1),
we have
for sufficiently small£. (7.33)
Step Three
Lemma 7
Proof of lemma 7;
for sufficiently small£.
Firstly, we recall that
Since by lemma 3, (x+ (52)B) n C (x+ (52)B) n (int).u o X o 2K
Thus we have for any x e (xq+ (62)B) n C, there exists a
neighborhood N(x) of x such that N(x) (x+ and
because the generalized gradient is locally determined. In
particular, we have
for sufficiently small£.
Now it follows from (7.15) that
for sufficiently small g.
Hence by (7.33), we have
Lemma 8
Let (T,d} be the metric space in either of the two
cases considered in Step Two. Then
Proof of lemma 8:
Now in both cases considered in Step Two,
sequentially compact and{ r(x)}£ T for sufficiently small
g. This implies that there exists an t e T and a
without relabelling, such that





Letting g- 0, the last term tends to 0. Hence
and by lemma 4 As a result,we have
Finally, by lemma 7, lemma 8 and proposition 6.1, we
have
The last equality follows from proposition 0.6.
(7.36)
The
fact that, fj) 82= 8((x)) 82= 1 implies (c)
o o o o
Lastly, (b) follows from lemma 5. m
Now taking follows.
8. Cone Approximation
This section, similar to section 2, provides results
for application in later sections and at the same time is
also self-contained. More precisely, we shall show that
every closed convex cone of a real Banach space so does
the interior of its dual cone, under suitable conditions, can
be approximated by sequences of cones with certain special
properties. Also, we shall see that if the Banach space
considered is of finite dimension, a cone separation theorem
can be given. Here we extend some of the results of Henig
[7] where the case= (Rn was considered.
Theorem 8.1
Let A be a cone of Then there exists (E.}. a
v LXD




Moreover, if int(A) is nonempty, we have
(d) intE 0 and thus E.{0} 0 for sufficiently large i.L
Indeed, we may take each E. to be the following set:
Remark of theorem 8.1:
It is easy to see that each E can be written as:
Proof of theorem 8.1;
Define E as stated. It is obvious that each E is a
v i
closed cone of W and (a) follows immediately. By using
triangle inequality, the convexity of E. can be proved
easily. For (b), consider u e E.{0}, then
Hence As a result, E.{0}£ intE..1. 1 4-4
For (c), as U S [int(A)] u {0} follows from (a)
l o
easily, it suffices to prove the converse inclusion. For any
77 e int(A), take an k 0 such that
Consequently, 77= E. Since always hold, we have
The result follows.
Now if int(A) 0, by (c), there exists an£
with£ 0. That is, there exists I 0 such that IO




Let A be a closed convex cone of with intA and
int (A) being nonempty. Then there exists {I}i0 a sequence






Indeed, we may take D.- (E.) for each i, where E is
x- x. i.
defined as in theorem 8.1.
Proof of theorem 8.2:
Define each D. as stated. Remark (ii) of proposition
2.2 tells us that each is closed convex cone of W. From
theorem 8.1 (b), we have E. E. By the same remarkL L+l
mentioned, we have D.= (E.) (E.)= D. and thus (i)V-ML 1.-HL V X.
follows.
As int(A) 0, by proposition 2.5, remark (ii) of
definition 2.2 and theorem 8.1 (a), we have
Thus intA£ intD.. As intA 0, (ii) follows.X.
As each D. is convex and intD. p 0, by theorem 8.1, weV X
have intD={ v: 77, v 0 for all 77 e (D.) {0}.X. X.
Since each D is closed convex and by proposition 2.3 (takingi
2% as in the statement), (D.)= (E.) (w.r.t. W)- E..X. x. x.
Hence, we have, for each i,
(D.)= E.
X. v
and intD={ v g X: 77, v 0 for all 77« E.{0}}
i x'
(8.1)
By (8.1), we have (D)= E. and thus intfDJ= intE,.
But theorem 8.1 (d) tells us that intE 0 for sufficiently
large i. Hence, (iii) follows.
Now take any y e A{0}. Then for all n e E{0}, wei
have, by definition of E.,
.-ail.
and thus
Now choose an such that y 0 (This is always
possible, since otherwise y== {0}). By (8.2),
77, y- (1i)• U 77 H• y 0.
By (8.1), we have y= intD.. Hence (iv) follows.I
By theorem 8.1 (c), U E.= [int(A)] u {0}. It thenV
L 0
follows from proposition 2.2 (d), proposition 2.3 and
proposition 2.5 that
By (8.1), (D.)= E.. As each D. is a closed convex cone ofl t V.
we have by proposition 2.3 that (E.)= (D.)= D.. As aILL
result, together with (8.3), (v) follows._
As an immediate application, we have the following cone
separation theorem for the case when is a finite
dimensional space. This result is given by Henig in [7]
also.
Theorem 8.3 (Henig, [7])
Let be a finite dimensional space, C be a closed cone
of W and A be a closed convex cone of with intA and int(A)
being nonempty. Suppose that C n A= {0}.
Then there exists {D.} a sequence of closed convex
cones of which possesses proporties (i) to (v) in theorem
8.2 such that C n D.= {0} for sufficiently large i.
Proof of theorem 8.3:
Appling theorem 8.2, we have {D.} a sequence of
oo
closed convex cones of W which possesses proporties (i) to
(v) stated in the theorem. Now suppose that there exists an
e C n D. for each i and we want to draw a contradiction.
Since C and D. are cones, we can assume without loss of
generality that H£.B= 1. By theorem 8.2 (v), we have -e C
n A for all i. Thus for all i,
As is finite dimensional,{ v s: ilvll,= 1} is then
compact. As C and A are closed sets, 9C is also compact. As
compact and sequentially compact is equivalent in the finite
dimensional case, there exists a subsequce of without
relabelling, and C« such that CL K• Then£ s C n A and
£ s 0 which contradicts our assumption. Hence we have shown
that there must exists an I 0 such that C n D= {0}. By
o
theorem 8.2 (i), we have C n= {0} for all i Iq. Hence
the result follows. Hi
9• Further on Necessary Condition
In this section, we want to derive necessary conditions
for which the resulting Lagrange multiplers satisfy the
properties required in theorem 3.1 or theorem 3.2. In order
to do this, we need stronger conditions than those posited in
theorem 7.1 or theorm 7.2. In this section, we follow all
the notations in section 7.
Theorem 9.1
Suppose that x e and posit conditions (1) to (6) ofO
theorem 7.1. In addition, assume the following Constraint
qualification 1:
(7) For all e A{0}, there exists d e T(C;x) O
such that[ fj, g(•) ]°(x ;d) 0.O
If x solves (P) or (P) locally, then the conclusionO 12
of theorem 7.1 holds with X e A {0}.O
Proof of theorem 9.1:
As the conditions of theorem 7.1 are satisfied, the
conclusion of theorem 7.1 holds. It suffices to show that
X 0. If }J= 0, then X 0 by (c) of the conclusion. So
o o o
we can assume u 0. Now 0 e d L(x ,X ,K) implies that
o X o o o
0€ d[ x, f(-)] (x)+ d[ fj, g(-) ](x)+ N (C; x)o o O o o
by proposition 0.4 and proposition 0.6. Hence there exists
C e a[ X, f() ](x), K« l M g('))
o o°°
and r) e N(C;x) such that C+ K+ r?= 0.O
Condition (7) and proposition 0.3 (c) implies that there
exists d e T(C;x) such that
By definition 0.4 (b), rj, d 0. Hence we have
(9.1)
Thus X 0 for otherwise d[, f(-) ](x)= {0} will
imply C, d= 0 which contrdicts (9.2). This completes
the proof
Now we pay our attention on problem (p±) In this
case, as we shall see, stronger condition is needed. The
following definition and proposition are useful.
Definition 9.1
For the cone A of and any i 0, we define
Remark of definition 9.1:
Note that£. u {0} is actually the set E. defined in
theorem 8.1. Thus we can apply theorem 8.1 and theorem 8.2
under suitable conditions. Also, we denote E.:= u {0}
here.
Definition 9.2
Let x' e X.. Then f is said to satisfy condition(£) at
x' with respect to A if there exists a neighborhood N of x'
and an i 0 such that for any x e N n X. and 77= int(A),
the following implication holds:
7), f (X) -f(x') 0 7?€.
Remark of definition 9.2
We denote Bi
for some x= N n X} (9.3)
Then it is easy to see that the condition (g) can be
formulated as follows:
if there exists a neighborhood N of xf and an
(9.4)0 such that
Proposition 9.1
Let x e J, and A be a closed convex cone of if with intAO
and int(A) being nonempty. Suppose that x A-minimizes f
o
over X. locally and f satisfies condition(£) at x withO
repect to A. Then there exists a closed conex cone D of Y?
such that:
(a) intD 0 and int(
(b)
(c) x D-minimizes f over locally.
Proof of proposition 9.1:
As x A-minimizes f over R, there exists a neighborhood
O
N of x such that for all y e N n Jt,
(9.5)
As A is closed convex and int(A) 0, by proposition 2.5 (a)
and proposition 2.3, we have A= [int(A)]. By (9.5), we
have for all y« N n R
Now, by (9.6), we have for any y N n X., either
or there exists 77 e int(A) such that
If it is the latter case, condition (g) implies 77= 3.
Thus 77 s S u {0}= E.. Hence, combining with the first
case, we have
(9.7)
As already pointed out by the remark of definition 9.2,
we can apply theorem 8.1 and theorem 8.2 because all the
conditions required by the two theorems are satisfied now.
Note that we have D.= (E.). By theorem 8.2 (i) and (9.7),
we can find some i such that
(9.8)
By theorem 8.2 (iii), we can choose an such that
int[(D)] 0. We denote this D, by D. Then int(D) 0.
By theorem 8.2 (ii), intD 0. Hence (a) follows. Also
(9.8) tells us that
f (x)- f (x) e D{ 0} for all x€= N n (9.9)
Thus, by (9.9), there does not exist x e N n X such that
f (x)- f (x) e D {0}. Hence x D-minimizes f over X..
Consequently, (c) follows. Lastly, (b) follows from theorem
8.2 (iv). H
Now we derive the following necessary conditions for
problem (P)
Theorem 9.2
Suppose that x s Ji. and posit conditions (1) to (6) ofO
theorem 7.1. In addition, assume the following conditions:
(7) V is a reflexive space and int(A) 0,
(8) f satisfies condition(£) at x with respect to A.O
If x solves (P) locally, then the conclusion ofo 1 u
theorem 7.1 holds with X. e [int(A)3 u {0}.O
Proof of theorem 9.2:
Conditions (4) and (7) tell us that:
A is a closed convex cone of 'tf with
(9.10)
Owing to (9.10), condition (8) and the fact that Xq
solves (P) locally, we can apply proposition 9.1. Hence
there exists a closed conex cone D of V such that:
intD 0, int(D) 0 A intD,
and x D-minimizes f over R locally. (9.11)
O
Note that (9.10), (9.11) and condition (4) tell us that
A is a closed convex cone of the reflexive space with
int(A) and D is a cone of with A{0}= intD. Thus we can
apply proposition 2.8. As a result we have:
(9.12)
Now consider the following new problem:
-v
(P±) To D-minimize f over (9.13)
Note that the conditions of theorem 7.2 concerning
about the cone A are only (1), (4) and (5). By (9.11) and
(9.12), it is easy to see they are also satisfied by D.
Also, (9.11) tells us that x does solve (P) locally. Hence
we can apply theorem 7.2 on• So the conclusion of
theorem 7.1 holds with se D. Finally, by (9.12), we have
[int(A)] u {0}. This completes the proof. M
Finally, we shall derive the following important
necessary condition which guarantees the existence of the
type of multipliers required by theorem 3.1. i
Theorem 9.3
Suppose that x€ and posit conditions (1) to (6) ofO
theorem 7.1. In addition, assume the following conditions:
3ft
(7) f is a reflexive space and int(A) 0,
(8) f satisfies condition(£) at x with respect to A,O
(9) For all fj A{ 0}, there exists d= T(C;xq)
If x solves (P) locally, then the conclusion of theorem 7.1O 1
3ft
holds with A e int(A).O
Proof of theorem 9.3:
Firstly, we apply theorem 9.2 since all conditions
required by theorem 9.2 are satisfied here. Then the
3ft
conclusion of theorem 7.1 holds with A«= [int(A)] u {0}.
By condition (9) and following the same line of argument in
the proof of theorem 9.1, we have X 0. Hence the result
10. An Example in Vector-Valued Mathematical Programming
We define the vector-valued function f: OR- I2 by
(10.1)
where Also, we define the function g
(10.2)




In this example, we want to solve the following problem
locally:
(H) To intA-minimize f over
If we denote ®ft( H):={ x X.: x solves (H) locally}, then
our task is to determine this set.
In order to apply theorem 7.1 and theorem 5.2, we
should interpret the terms according to those defined in
2
section 1. We only need to notice that, in our case, t?- 1,
Hi lbert space, we have (1)- 1. Thus it is easy to see
that j
Also, by definitions of f, g and the inner product of 1, the
Lagrangian function is given as follows: (cf. definition 1.3
and note that dc(•)= 0)
(10.5)
where X:= {V}. It is easy to see that L(-,,u) is C°° and
thus it follows from the remark of proposition 0.2 that
(10.6)
Now we are going to check the conditions of theorem
7.1. Firstly, conditions (4), (5) and (6) are satisfied
immediately. As I2 is a Hilbert space and R is of finite
dimensional, it follows from remarks (3) and (5) of
definition 7.1 that conditions (2) and (3) are satisfied.
Finally, condition (1) is also satisfied because A, f(-)
and fj, g(•) are actually C and thus Assumption (L) holds
due to proposition 0.2 (ii) and its remark.
Now take an arbitrary x' in Of(H). By theorem 7.1,




By (i) and (10.6), we have
(10.7)
If ij.= 0, then by (10.7), we have
(10.8)
But (iii) tells us that not all X.= 0. Thus (10.8) implies
that x 0. However, g(x) 0 for all x 0. Hence x must
be zero. On the other hand, if 0, then, by (ii), we have
X»(X»- a) =0. Thus x' is equal to a or 0. As a result,
Now we substitute Then we have
But this is not possible because the multiplers are not
%trivial', cf. (iii), a is positive. As a result, we have
DA(H) S {0}.





i f n= 0
if n even and n 0
if n odd.
(10.9
Clearly Thfn fnr 3 n v y= K.
(10.10)
(10.11)
In order to apply theorem 5.2, note that (B)-{ ±1} and
choose an£ (0,+co).O
Then for all= (0,£), O
and
Hence condition (ii) of theorem 5.2 is satisfied. As
condition (i) of the theorem is obivously satisfied, it
follows from theorem 5.2 that 0«= Dp,{ H).
Consequently,£,( H)= {0}
11• Application to Discrete-Time Control Problem
In this section, we suppose that QJ, and V are real
Banach spaces and denote
(a) Problem Statement
Suppose that A is a cone of If and
vector-valued functions with
introduce the following state contraints:
Then we
are
where X. and U. are closed sets,
Suppose that§: is a vector-valued function. Then we
consider, in this section, the following two problems:
To A-minimize (x) subjected to(),
To intA-minimize $(x) subjected to(
Also, we call those
feasible solutions.
sat is fying
In order to apply results in sections 1-9, we consider
(11.1)and
in these sections, (cf. part (a) of section 7 for the notion
of product spaces.) Also, we adopt the following notations:
and
Also, note that as all X. and U are closed,'. u
such that:
since the functions concerned are all nonnegative. (11.2)
if and only if
if and only if
Now we denote
also holds. (11.3;
Then we consider the following two problems
To A-minimize f over.
and
To intA-minimize f over X.
Hence, the Lagrangian function for (P) and (P) is given by
Also, it is easy to show that
(11.4)






Because of (11.3), we may regard A (cf. section 1) as
In
this section, we consider A as {0}. Thus
By (11.4), we have the following result which is a
direct translation of theorem 3.1 and theorem 3.2.
Theorem 11.1
be a feasible solution.Let












By theorem 11.1, we have the following corollaries
which are weaker than the theorem but may have some pract ic~:
advantages.
Corollary 11.1
Posit all the assumptions of theorem 11.1 except










Then the conclusion of theorem 11.1 holds.
i
Proof of corollary 11.1:
By (11.4) and the definition of we have
(11.6)
Then the result follows from the fact that condition (ii) of
theorem 11.1 is implied by conditions (ii), (iii) and (iv) of
this theorem. H
Remarks of corollary 11.1:
(1) Sufficient conditions for problems (DT) and (DTz) when
$ is a real-valued function and the spaces involved are
finite dimensional have been derived by some authors,
for instance, see [13, theorem 2.1]. Actually, the
results given by them are included in the corollary.
(2) The notation H.(x.,u.) will be used in the rest of this111
section.
Corollarv 11.2
Posit all the assumptions of theorem 11.1 except




are locally Lipschitz at
respectively, where
Moreover, there exists an 0 such thatO






Then the conclusion of theorem 11.1 holds.
Proof of corollary 11.2:
It follows from theorem 1.1 that conditions (ii)- (v)
implies conditions (ii)-(iv) of corollary 11.1. Hence the
result follows.
Now we introduce the following lemma.
Lemma 11.1
Let and be two real Banach spaces. Suppose that
is a function such that
where h: is a function which is locally Lipschitz at
Proof of Lemma 11.1:
By assumption, it suffices for -us to prove that









inclusion, we take an(
we have, C £h(x). Hence the result follows
is a Banach space, it is easy
As a result
for all k s R.
Thus
to see from (11.7) that
Then we derive the following result
Corollary 11.3
Posit all the assumptions of corollary 11.2 except
condition (v) is changed as follows:
(v)
Then the conclusion of theorem 11.1 holds.
Proof of corollary 11.3:
By lemma 11.1, proposition 0.6 and the fact that
we have
Hence the result follows from corollary 11.2.
Corollary 11.4
Posit all the assumptions of theorem 11.1 except (ii)
is changed as follows:
andis locally Lipschitz at(ii)
there exists an£ 0 such that
Then the conclusion of theorem 11.1 holds.
Proof of corollary 11.4:
Theorem 4.1 tells us that condition (ii) implies that
of theorem 11.1. Hence the result follows. —a
Remark of Corollary 11.4:
Actually, the corollary may be considered as direct








(i) For any x e), there exists K 0 and a neighborhood N







and are finite dimensional spaces.
Hypothesis B
(1) Y? satisfy properties (03) and (f3),
(2) X and QJ are finite dimensional spaces.
Translating theorem 7.1 in our situation, we have:
Theorem 11.2
Suppose that is a feasible
solution and posit the following conditions:
V
(1) Assumption (L) is satisfied,
(2) Either Hypothesis A or Hypothesis B is satisfied,
(3) and Z are strictly convex spaces,
(4) A is a closed convex cone of tf,







Proof of theorem 11.2:
Note that Assumption (L) and Hypothesis B imply%
Assumption (L) and Hypothesis B of theorem 7.1 respectively.
Also, Hypothesis A is a direct translation of Hypothsis A of
theorem 7.1. As condition (6) of theorem 7.1 are satisfied
trivially in our case and conditions (3)—(5) are direct
translations of that of theorem 7.1, we can apply theorem 7.1
in our situation. Hence the result follows.
As in section (b), we derive the following corollaries.
Corollary 11.5
Posit all the conditions in theorem 11.2.





Proof of corollary 11.5:
By (11.6) and proposition 0.6, we have
for all
(11.8)
By lemma 11.1, we have
and
By the above, the result follows and conclusion (a) of
theorem 11.2.
Corllarv 11.6
Posit all the conditions in theorem 11.2.




Proof of corollary 11.6:
rne result roiiows oy using conclusion (aj or
corollary 11.5, proposition 0.6, lemma 11.1 and the fact that
Cor1larv 11.7
Posit all the conditions in theorem 11.2 and, in
addition, assume that
(6)





Proof of corollary 11.7:
By condition (6) and proposition 0.12, we have
for all i Hence the result follows from
corollary 11.6.
Theorem 11.3





(i) The conclusions of theorem 11.2, corollary 11.5 and
corollary. 11. 6 hold with «e A {0},
(.ii) If, in addition, condition (6) of corollary 11.7 is
satisfied, then the conclusion of corollary 11.7 holds
Proof of theorem 11.3:
Condition (6) is actually a direct translation of
condition (7) of theorem 9.1 in our situation. Hence (i) and
(ii) follow from theorem 9.1 and the preceeding results in
this section. h
Theorem 11.4
Posit all the conditions of theorem 11.2 and, in
addition, assume that
3ffc
(6) Y? is a reflective space and int(A) 0,
3it 9f£
(7) There exists an neighborhood N of x and an i 0N
3ft 3ft
such that for any x e N n .ft and for any 7) e int(A),
the following implication holds:
3ffr
where S is as defined in definition 9.2 and ft is
3ft
defined as the set:
is a feasible solution}.
Then:
(i) The conclusions of theorem 11.2, corollary 11.5 and
corollary 11.6 hold with X [int(A)3 u {0}.
(ii) If, in addition, condition (6) of corollary 11.7 is
satisfied, then the conclusion of corollary 11.7 holds
Proof of theorem 11.4:
It is easy to show that condition (7) is actually a
translation of condition (8) of theorem 9.2 in our situation.
Consequantly, (i) and (ii) follow from theorem 9.2 and the
preceeding results in this section. SH
Finally, the following result follows easily from
theorem 11.3 and theorem 11.4.
Theorem 11.5
Posit all the conditions of theorem 11.4 and, in
addition, assume that
(8) Condition (6) of theorem 11.3 holds.
Then:
(i) The conclusions of theorem 11.2, corollary 11.5 and
corollary 11.6 hold with X.€ int(A).
(ii) If, in addition, condition (6) of corollary 11.7 is
satisfied, then the conclusion of corollary 11.7 holds
with X= int(A).
12. A New Scalar Equivalence for Weak-Pareto Optimal
Solutions
(a). Introduction
In this section, we present another scalarization
approach which is different from what we have done in
preceding sections. More precisely, we want to characterize
vector-valued programmes by some specific scalar programmes.
Suppose that X is a set and f is a mapping
and denote f where f.'s are the component
functions. We first introduce the following definition which
is actually a restatement of remark (ii) of definition 1.1.
Definition 12.1
Suppose that S is a subset of X. Then x= S is said
to be:
(i) a Pareto minimial of f over S if there does not exist
an x s S such that f(x) f(x) and f.(x) f.(x) for
all i= l,...,p. In this case, f(x) is called a
Pareto minimial value of f over S.
(ii) a weak-Pareto minimal of f over S if there does not
exist an x S such that f.(x) f (x) for allI
i= l,...,p. In this case, f(x) is called a
weak-Pareto minimial value of f over S.
Various methods for computing Pareto optimal solutions
have been reported in [2, chapter 4 and chapter 6], [4] and
[10] among others. They are usually based on the
characterization of the original programme by some specific
scalar programmes. The Proper Equality Constraint Method,
see [10] and [2, pp. 146-148], and the Weighted Constraint
Method, see [4] and [2, pp.148-150], are typical examples.
However, similar methods for weak-Pareto optimal solutions
are not so common. Thus, in this section, we are going to
present a result which completely characterizes the
weak-Pareto optimal solutions of a programme by some specific
scalar programmes. Moreover, a method for computation is
also indicated. i
(b). Some notations
Let us introduce the following programme:
(P): Weak-Pareto minimize f(x)
subject to x e S.
Also, we denote P:={ x «s S: x solves (P)}. The purpose
of this section is to derive results and a method to compute
the set P.




We denote : solves P. [a]}





(c). The main results
Lemma 12.1




Proof of lemma 12.1:
Suppose that the conclusion is false. Then there exist
an y e S such that
(12.3)
and
It follows from 0 for all
for all i,
However, definition 12.1 (ii) tells us that this is
contradictory to the hypothesis.
Theorem 12.1
Let x= S. Then x solves (P) if and only if x
solves
Proof of theorem 12.1:
] for any
If we define u(x):= f. (x), then it is easy to see that
is actually the problem P[u,xj. Hence the
necessity follows from lemma 12.1. Now we suppose that the
sufficiency is false. Then there exists an y€ S such that
(12.4)
Choose k={ l,...,p} such that
(12.5)
Then it follows from (12.5) that
(12.6)
Hence y is a feasible solution of P,[?, (x)]. By hypothesis
we have But this is contradictory to (12.4).
(d). A computational Procedure
Theorem 12.1 tells us that P is completely determined
by the solutions of a certain class of scalar programmes.
Thus, theoretically speaking, P can be computed by solving
the scalar programmes involved. However, as the scalar
programmes depend also on the elements which solve them, (cf.
the phase x solves [?(x)]), a method for computation
is needed. The purpose of this section is to present the
following:
A method for computation of
Denote:
(12.7)
Then by theorem 12.1, we have
know how to compute.
So we only need to




solve P [(3.] formally, that is, toi v
(3). Compute
(4). Then






Solution of example one:
Computation of:






( 2) For any (3
it is easy to calculate that
























Remark of example one: Actually, x= -1 is the only Parteo
minimal of the programme.






Solution of example two:
Computation oi Note that
and thus:
(1)
(2) For any , consider
Minimize
subject to














if and only if
V
and thus






Remark of example two: Note that x= 0 is a weak-Pareto
minimial but not a Pareto minimal.
[1] Bartle, R. G. and Sherbert, D. R., Introduction to Real
Analysis, Wiley, New York, 1982.
[2] Chankong, V., and Haimes, Y. Y., Multiobjective Decision
Making: Theory and Methodology, North-Holland, New York,
1983.
[33 Clarke, F. H., Optimization and Nonsmooth Analysis, A
Wiley-Interscience Publication, John Wiley and sons, New
York, 1983.
[4] Corley, H. W., New Scalar Equivalence for Pareto
Optimization, IEEE Transact ions on Automatic Control
i
AC-25, No.4, pp. 829-830, Aug. 1980.
[5] Ekeland, I., On the variational principle, Journal of
Mathematical Analysis and Application, Vol. 47, pp.
324-353, 1974.
[6] Girsanov, I. V., Lectures on Mathematical Theory of
Extremum Problems, Springer-Verlag, New York, 1972.
[7] Henig, M. I., A Cone Separation Theorem, Journal of
Optimization Theory and Applications, Vol. 36, pp. 451-
455, 1982.
[83 Iofee, A. B., Theory of Extremal Problems, North-
Holland, Amsterdam, 1979.
[9] Ishizuka, Y. and Shimizu, K., Necessary and Sufficient
Conditions for the Efficient Solutions of
Nondifferentiable Multiobjective Problems, IEEE
Transactions on Systems, Man, and Cybernetics, Vol.
Re ferences
SMC-14, No.4, JulyAugust 1984.
[10] Lin, J. G., Multiple-Objective Problems: Pareto-Optimal
Solutions by Method of Proper Equality Constraints, IEEE
Transactions on Automatic Control AC-21, No.5,
pp.641-650, Oct. 1976.
[11] Minami, M., Weak Pareto Optimality of Multiobjective
Problem in a Banach Space, Bulletin of Mathematical
Statistics, Research Association of Statistical
Sciences, Vol. 19, No.3~4, 1981.
[12] Nahorski, Zbigniew, Ravns, Hans. F. and Vidal, Rene. V.
V., Optimatization of Discrete Time Systems: The Upper
Boundary Approach, Springer-Verlag, New York, 1983.
[13] Vidal, R. V. V., On the Sufficiency of Linear Maximumi
Principle for Discrete-Time Control Problems, Journal of
Optimization Theory and Applications, Vol. 54, No.3, pp.
451-455, Sept. 1987.
[14] Yu, P. L., Cone Convexity, Cone Extreme Points, and
Nondominated Solutions in Decision Problems with
Multiobjectives, Journal of Optimization Theory and
Applications, Vol. 14, pp. 319-377, 1974.


