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Of the two main objectives we pursue in this paper, the first one consists in the studying
operators of the form (∂t−i4Γ)α, α = 1/2,−1/2,−1, . . . ,where 4Γ is the Laplace-Beltrami
operator. These operators arise in the context of nonreflecting boundary conditions in
the pseudo-differential approach for the general Schro¨dinger equation. The definition of
such operators is discussed in various settings and a formulation in terms of fractional
operators is provided. The second objective consists in deriving corner conditions for a
rectangular domain in order to make such domains amenable to the pseudo-differential
approach. Stability and uniqueness of the solution is investigated for each of these novel
boundary conditions.
I. INTRODUCTION
In this article, we consider the problem of construction of nonreflecting boundary condition for
the general two dimensional Schro¨dinger equation. In particular, we consider the following initial
value problem (IVP):
i∂tu + 4u + φ(x, t, |u|2)u = 0, (x, t) ∈ R2 × R+,
u(x, 0) = u0(x), x ∈ R2.
(1)
where R+ denotes the non-negative real numbers (R) and the initial data is assumed to be supported
within the computational domain, Ωi, i.e., supp u0 ⊂ Ωi. Let the boundary of the computational
domain be denoted by Γ. Further, we assume that the potential function, φ, is real-valued. This
problem has been treated by several authors1–10. Exact formulations of the transparent boundary
condition (TBC) for the free Schro¨dinger equation on convex domains, Ωi, with smooth boundary
was provided by Scha¨dle4 in terms of a single and a double layer potential. The special case of a
circular domain was treated by Han and Huang5. Earlier attempts to derive an exact TBC for a rect-
angular domain by Menza proved to be problematic on account of the presence of corners1,2. This
problem is resolved in a recent work by Feshchenko and Popov8. For the spatially discretized free
Schro¨dinger equation, TBCs on a rectangular domain have also been recently reported by Ji et al.11
where exact form of the Green’s function was obtained on a purely discrete level to construct the
discrete TBCs. The stability analysis of these discrete TBCs is carried out in Ref. 12. On account of
the lack of integrability, these techniques cannot be applied to the general Schro¨dinger equation and
one has to turn to approximate methods (see Refs. 13 and 14 for a comprehensive literature survey).
For the approximate methods, we restrict ourselves to the pseudo-differential approach (in par-
ticular, the gauge transformation strategy14) for constructing approximate nonreflecting bound-
ary conditions referred to as the absorbing boundary conditions or artificial boundary conditions
for various types of computational domains. Our goal is to understand operators of the form
(∂t − i4Γ)α, α = 1/2,−1/2,−1, . . . , which appeared in the works of Menza1,2 and Antoine et al.6,9.
Several aspects of such artificial boundary conditions (ABCs) which comprises these operators are
not quite well understood; we discuss these issues which motivate the present work in the subse-
quent paragraphs.
Contrary to the existing belief that the aforementioned operators can only be implemented via
a Pade´ approximation15 of a monomial of fractional degree α, i.e., zα, it is shown in various set-
tings that this operator can be expressed in terms of fractional operators. For arbitrary functions
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2f (x, t), (x, t) ∈ R ×R+, the operation (∂t − i4x)α f (x, t), α = 1/2,−1/2,−1, . . . , requires the knowl-
edge of the function over its entire support. If suppx f (x, t) ⊂ Γx, ∀t ≥ 0 or f (x, t) is periodic
with respect to x and it can be uniquely defined by its values at x ∈ Γx for all t ≥ 0, then it is
shown that a formulation particularly convenient for expressing the TBCs/ABCs for the IVP in (1)
can be developed16. Let us remark that the numerical implementation of such operators is not be-
ing presented in this paper; however, it can be easily seen that the formulation developed in this
paper makes these operators amenable to convolution quadrature17. It might be expected that the
new scheme affords improvement in accuracy over the existing Pade´ approximation based method18
reported in Refs. 10 and 19.
Further, it is well known that the pseudo-differential approach cannot be applied to computational
domains with corners. This precludes the rectangular domain which happens to be a very convenient
choice of the computational domain. The ABCs involving the operators of the form (∂t − i4Γ)α can-
not be adapted to the rectangular domain in a straightforward manner; however, the ABCs obtained
as local approximations (with respect to x) or, equivalently, the high-frequency approximations of
this operator admit of the possibility of constructing the so-called corner conditions. We demon-
strate this possibility for the free as well as the general Schro¨dinger equation given by (1). Our
approach is closely related to the ideas presented in Refs. 20 and 21.
Another program that we have followed in this paper is of obtaining the well-known “energy”
estimate which can be introduced as follows: In the context of electromagnetic fields, the square of
the L2-norm is related to the total energy, E(t), of the field given by
E(t; Ω) =
∫
Ω
|u(x, t)|2d2x = ‖u(·, t)‖2L2(Ω), ∀t ≥ 0. (2)
The total energy, E(t;R2), remains constant in a conservative system which is also true of (1) given
that φ is real-valued. If the initial field is supported in Ωi, the fact that the energy content of the field
in Ωi, at any later time t > 0, cannot exceed that of the initial field is expressed by the inequality
E(t; Ωi) ≤ E(0; Ωi) or, equivalently,
‖u(·, t)‖L2(Ωi) ≤ ‖u0‖L2(Ωi), ∀t > 0, (3)
for the IVP in (1) with TBCs/ABCs as boundary conditions involving operators of the form (∂t −
i4Γ)α or high-frequency approximations of it22. Under the assumption that the solution exists, this
inequality guarantees the stability as well as the uniqueness of the solution of the equivalent ini-
tial boundary-value problem (IBVP). In certain cases, this result can be obtained by resorting to a
general construct such that for any pseudo-differential operator, P, and a function u ∈ C∞0 (Ω) we
have
2 Re〈u|Pu〉 = 〈u|Pu〉 + 〈u|P†u〉, (4)
where P† is adjoint of the operator P, Re stands for real part and 〈u|v〉 = ∫
Ω
u∗vdΩ. Given the symbol
σP of P, the symbol of the adjoint, σP† , can be computed using the following general formula: Let
Nn denote the n-ary Cartesian power of set of non-negative integers. Assuming y ∈ Rn and ζ the
covariable of y, we have
σP† (y, ζ) ∼
∑
α∈Nn
1
α!i|α|
∂αζ [∂
α
yσ
∗
P(y, ζ)], (5)
where σ∗P stands for complex conjugate of σP (complex conjugate of z ∈ C is also denoted by z).
A more detailed discussion of this approach is provided in the Appendix A. Let us note that (5)
determines σP† as an asymptotic series; therefore, the energy estimates obtained by retaining only
the leading order terms in (5) holds only in a asymptotic sense. Given that it is usually a formidable
task to demonstrate the stability of the IBVP involving TBCs/ABCs, it appears to be a more realistic
goal to establish this “weak” form of stability23.
The discussion of the primary results in this paper is broadly divided into two sections: Sec-
tion II deals with the free Schro¨dinger equation while Section III deals with the general Schro¨dinger
equation. For each of these problems, we consider two types of domains, namely, the rectan-
gular domain (or, infinite strip with periodic boundary condition along the unbounded direction)
3and convex domains with smooth boundary. The basic definition of the operator (∂t − i4Γ)α, α =
1/2,−1/2,−1, . . . , is discussed in various settings. Two families of ABCs are considered in this pa-
per: first one obtained via the standard pseudo-differential approach and the second one obtained as
the high-frequency approximation of the former. The derivation of corner conditions and the study
of stability and uniqueness of the solution are carried out separately for each of these problems in
the subsections.
II. FREE SCHRO¨DINGER EQUATION
Let us start our discussion with the linear case of the equation (1) with null-potential, i.e.,
i∂tu + 4u = 0, (x, t) ∈ R2 × R+,
u(x, 0) = u0(x), x ∈ R2.
(6)
The problem of constructing transparent boundary condition can be exactly treated for the case of
compactly supported initial data for a computational domain Ωi with a general smooth boundary4,
say, Γ. The basic approach involves solving the initial boundary value problem on the exterior
domain which is defined by Ωe = R2 \ Ωi. It is known that a boundedness condition at infinity
does not ensure that a unique solution of the IVP in (6) exists; one additionally needs to impose
a Sommerfeld-like radiation condition at infinity in order to exclude all the incoming waves from
infinity. This condition reads as
lim
|x|→∞
√
|x|
(
∇u · x|x| + e
−i pi4 ∂1/2t u
)
= 0. (7)
Using the decomposition of u(x, t) ∈ L2(R2) = L2(Ωi) ⊕ L2(Ωe) and introducing the fields v(x, t) and
w(x, t) we have 
i∂tv + 4v = 0, (x, t) ∈ Ωi × R+,
v(x, 0) = u0(x), x ∈ Ωi;
i∂tw + 4w = 0, (x, t) ∈ Ωe × R+,
u(x, 0) = 0, x ∈ Ωe,
lim
|x|→∞
√
|x|
(
4w · x|x| + e
−i pi4 ∂1/2t w
)
= 0;
v(x, t)|Γ = w(x, t)|Γ, ∂nv(x, t)|Γ = ∂nw(x, t)|Γ.
(8)
Construction of the nonreflecting boundary conditions involves solving the exterior problem exactly.
In the following sections, we first consider a infinite strip as computational domain (or periodic
boundary condition in the direction it extends to infinity) then extend the results to a rectangular
domain.
A. Infinite strip
In this section, we restrict ourself to the case of an infinite strip with the boundary parallel to one
of the coordinate axes, or, rectangular domain with a periodic boundary condition along one of the
coordinate axes. Let the coordinate axes be labelled as e1 and e2. For the infinite strip, say, with a
boundary parallel to the axis e2, we assume that suppx1 u0(x) is bounded. The derivation of the TBCs
for the infinite straight boundary is particularly simple and can be obtained using Laplace transform
in time and a Fourier transform in space. Let us consider the IVP in (6) where the domain is defined
by the infinite strip between x1 = xl and x1 = xr (see Fig. 1). For the TBC on the right boundary, one
must consider the IBVP on the right exterior domain Ωr = (xr,∞)×R. Let the covariables of (x1, x2)
4e1
e2
(xr, 0)
Γr
(xl, 0)
Γl Ωi
FIG. 1. The figure shows the computational domain, Ωi, which is an infinite strip with boundaries parallel to
the axis e2. This domain can be replaced by a rectangular domain if we assume periodic boundary condition
along the unbounded direction.
be denoted by (ζ1, ζ2), respectively. We introduce the notationFx1 f (x1, x2, t) = Fx1 [ f ](ζ1, x2, t) for
one dimensional Fourier transform with respect to x1 (similarly Fx2 f (x1, x2, t) = Fx2 [ f ](x1, ζ2, t)
for Fourier transform with respect to x2). For denoting the Laplace transform of a function of t, we
useLt f (t) = Lt[ f ](s) = F(s).
Let us denote the Fourier transform with respect x2 of w(x1, x2, t) by w˜(x1, ζ2, t) and Laplace
transform with respect to t of w˜(x1, x2, t) by W˜(x1, ζ2, s), i.e.,
w˜(x1, ζ2, s) = Fx2 w(x1, x2, t),
W˜(x1, ζ2, s) = Ltw˜(x1, ζ2, t).
(9)
For the case of compactly supported initial data, we have
(∂2x1 + α
2)W˜(x1, ζ2, s) = 0, x1 ∈ (xr,∞), (10)
where α =
√
is − ζ22 such that Im(α) > 0. The solution can be worked out as follows: observing
∂x1 W˜(x1, ζ2, s) = iαW˜(x1, ζ2, s),
L −1[∂x1 W˜(x1, ζ2, s)] = L
−1[iα−1] ?L −1[α2W˜(x1, ζ2, s)],
where ‘?’ represents the convolution operation, we have
∂x1 w˜(x1, ζ2, t) = e
ipi/4e−iζ
2
2 t∂−1/2t e
iζ22 t
[
i∂tw˜(x1, ζ2, t) + ˜(∂2x2 w)(x1, ζ2, t)
]
. (11)
It is also easy to verify
∂t
[
e−iζ
2
2 t∂−1/2t e
iζ22 tw˜(x1, ζ2, t)
]
= e−iζ
2
2 t∂−1/2t e
iζ22 t∂tw˜(x1, ζ2, t). (12)
Let
G(x2, t) = e
−ipi/4
√
4pit
ei
x22
4t , t ∈ R+, (13)
so that its Laplace transform reads as G˜(ζ2, t) = e−iζ22 t. Now, taking the inverse Fourier transform
in (11), we obtain the Dirichlet–to–Neumann map as2
5∂x1 w(x, t) =
eipi/4√
pi
∫ t
0
∫
R
[
i∂τw(x1, x′2, τ) + ∂
2
x′2
w(x1, x′2, τ)
] G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ
= −(∂t − i∂2x2 )
e−ipi/4√
pi
∫ t
0
∫
R
w(x1, x′2, τ)
G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ,
(14)
This map can be expressed compactly if we employ the notation
(∂t − i∂2x2 )−1/2 f (x2, t) =
1√
pi
∫ t
0
∫
R
f (x1, x′2, τ)
G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ, (15)
where f ∈ C∞(R ×R+) belongs to the Schwartz class with respect to x2. On account of the singular
nature of the symbol, it is not a pseudo-differential operator. However, away from the points satis-
fying ξ + ζ22 = 0, it can be microlocally regarded as a pseudo-differential operator with a symbol
(iξ+ iζ22 )
−1/2, with the branch cut defined by −pi ≤ arg (iξ + iζ22 ) < pi where (ζ2, ξ) are the covariables
of (x2, t). Further, if we take the operator (∂t − i∂2x2 )1/2 to be defined by
(∂t − i∂2x2 )1/2 f = (∂t − i∂2x2 )[(∂t − i∂2x2 )−1/2 f ], (16)
then
∂x1 w(x, t) + e
−ipi/4(∂t − i∂2x2 )1/2w(x, t) = 0, (17)
for (x, t) ∈ Ωr × R+.
Next, we would like to obtain a more local approximation of this boundary condition valid for
small times. To this end, let us consider
L −1[iα−1] =
1
2pi
∫
(is − ζ22 )−1/2estds. (18)
Setting ξ = st, we have
L −1
[ i
α
]
=
t−
1
2
2pi
∫
a+iR
1 − ζ22 tiξ
− 12 eξdξ√
iξ
(a > 0)
∼ t
− 12
2pi
∫
a+iR
 1
(iξ)
1
2
+
ζ22 t
2(iξ)
3
2
+
3ζ42 t
2
8(iξ)
5
2
+ . . .
 eξdξ
∼ e
ipi/4
Γ( 12 )
t−
1
2 +
e−ipi/4
2Γ( 32 )
t
1
2 ζ22 −
3eipi/4
8Γ( 52 )
t
3
2 ζ42 + . . .
Taking the inverse Fourier transform, we obtain the asymptotic expansion as
∂x1 w + e
−ipi/4∂1/2t w − eipi/4
1
2
∂2x2∂
−1/2
t w = 0 mod (∂
−3/2
t ). (19)
For the periodic case, we may take the computational domain to be Ωi = (xl, xr) × (0, 2pi) so that
w(x1, x2, t) =
∑
m∈Z
w˜m(x1, t)eimx2 ,
W(x1, x2, s) =
∑
m∈Z
W˜m(x1, s)eimx2 ,
(20)
with W˜m(x1, s) = Ltw˜m(x1, t). We also recall x1 ∈ (xr,∞) whereby a limiting procedure can be used
to obtain the BCs at x1 = xr. For the sake of simplicity, we demonstrate the procedure for the m-th
6Fourier component. The complete result, then, follows by superposing all the components. Putting
αm =
√
is − m2, the following results can be obtained in the same manner as before:
∂x1 w˜m(x1, t) = e
ipi/4e−im
2t∂−1/2t e
im2t
[
i∂tw˜m(x1, t) − m2w˜m(x1, t)
]
. (21)
Following the steps in the previous case, we have
∂t
[
e−im
2t∂−1/2t e
im2tw˜m(x1, t)
]
= e−im
2t∂−1/2t e
im2t∂tw˜m(x1, t),
and
e−im
2t∂−1/2t e
im2t
[
i∂tw˜m(x1, t) − m2w˜m(x1, t)
]
= ie−im
2t∂1/2t e
im2tw˜m(x1, t). (22)
Introducing
G(x2, t) =
∑
m∈Z
eimx2−im
2t, (23)
which is defined only in a distributional sense and using the relations above, we obtain an expression
similar to (14) as follows:
∂x1 w(x, t) =
eipi/4√
pi
∫ t
0
∫ 2pi
0
[
i∂τw(x1, x′2, τ) + ∂
2
x′2
w(x1, x′2, τ)
] G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ
= −(∂t − i∂2x2 )
e−ipi/4√
pi
∫ t
0
∫ 2pi
0
w(x1, x′2, τ)
G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ.
(24)
For periodic functions, the operator defined in (15) becomes
(∂t − i∂2x2 )−1/2 f (x2, t) =
1√
pi
∫ t
0
∫ 2pi
0
f (x1, x′2, τ)
G(x2 − x′2, t − τ)√
t − τ dx
′
2dτ, (25)
where the kernel is defined by (23). We now turn our attention to obtaining a form of the operator
(∂t − i∂2x2 )1/2 which can be numerically implemented. Using the relation in (22), we may write
∂x1 w(x, t) = −e−ipi/4
∑
m∈Z
e−im
2t∂1/2t
[
eim
2tw˜m(x1, t)eimx2
]
,
= −e−ipi/4∂1/2t′
∑
m∈Z
[
e−im
2(t−t′)w˜m(x1, t′)eimx2
]
t′=t
.
Introducing the auxiliary function ϕ(x1, x2, t, t′) such that
ϕ(x1, x2, t, t′) =
∑
m∈Z
[
e−im
2(t−t′)w˜m(x1, t′)eimx2
]
,
∂x1 w(x, t) = −e−ipi/4∂1/2t′ ϕ(x1, x2, t, t′)
∣∣∣
t′=t .
(26)
In order to determine all the values of the function needed to compute the non-local fractional
derivative, consider the IVP given by
[i∂τ + ∂2x2 ]ϕ(x1, x2, τ, τ
′) = 0, (τ, x2) ∈ (τ′, t] × (0, 2pi),
ϕ(x1, 0, τ′, τ′) = ϕ(x1, 2pi, τ′, τ′), τ ∈ (τ′, t],
ϕ(x1, x2, τ′, τ′) = w(x1, x2, τ′), x2 ∈ (0, 2pi).
(27)
The solution of this IVP must be obtained for all τ′ ∈ [0, t]. This process is schematically depicted in
Fig. 2 where we note that the history of the field is needed along the vertical line up to the diagonal
in the (τ, τ′)-plane.
7τ
τ ′
(t, t)
FIG. 2. In this figure, a schematic is shown illustrating how the auxiliary equation (27) will be solved in order
to provide the history of the field needed in the TBCs. The field is known along the diagonal which serves as
the initial conditions to obtain the values of the field needed in the TBCs (arrow in the line depicts the evolution
direction in time).
Remark II.1. Such a procedure can be used to compute the action of any operator of the form
(∂t − i∂2x)−n/2, n = 1, 2, . . . , on any function periodic in x ∈ R, say, f (x, t). Introducing an auxiliary
function ϕ(x, t, t′) such that
ϕ(x, t, t′) =
∑
m∈Z
[
e−im
2(t−t′) f˜m(t′)eimx
]
t′=t
,
(∂t − i∂2x)−n/2 f (x, t) = ∂−n/2t′ ϕ(x, t, t′)|t′=t.
(28)
The associated IVP is given by
[i∂τ + ∂2x]ϕ(x, τ, τ
′) = 0, (τ, x) ∈ (τ′, t] × (0, 2pi),
ϕ(0, τ, τ′) = ϕ(2pi, τ, τ′), τ ∈ (τ′, t],
ϕ(x, τ′, τ′) = f (x, τ′), x ∈ (0, 2pi),
(29)
which needs to be solved for all τ′ ∈ [0, t].
1. Stability and uniqueness
An equivalent formulation of the IVP (6) on the computational domain Ωi = (xl, xr)× (0, 2pi) with
periodic boundary condition along the axis e2 is given by
i∂tu + 4u = 0, (x, t) ∈ Ωi × R+,
u(x, 0) = u0(x) ∈ L2(Ωi), supp u0 ⊂ Ωi,
u(x1, x2 + 2pi, t) = u(x1, x2, t), t > 0,
∂nu + e−ipi/4(∂t − i∂2x2 )1/2u = 0, x ∈ Γl ∪ Γr, t > 0.
(30)
Setting dς = en|dx| and assuming that the solution u(x, t) exists, we have∫
Ωi
(∂t |u|2)d2x = 2 Re
∫
Γl∪Γr
(u∗i∇u) · dς, (31)
8so that
‖u(·,T )‖2L2(Ωi) − ‖u0‖2L2(Ωi) = Re
∫ T
0
dt
∫
Γl∪Γr
(u∗i∇u) · dς,
where for x ∈ Γ. Further, noting u˜m(x1, ·) ∈ H1/4([0,T ]) (denotes the Sobolev space W1/4,2([0,T ])),
we have
IR = −2 Re
∫
R+
dt
∫
Γr
(
u∗eipi/4
√
∂t − i∂2x2 u
)
dx2,
= −4piRe
∑
m∈Z
∫
R+
dt
(
u˜m(xr, t)e−im
2t
) (
∂1/2t u˜m(xr, t)e
−im2t) ,
= −2
∑
m∈Z
∫
R−
dξ|ξ|1/2
∣∣∣∣Ft [u˜m(xr, t)e−im2t] (xr, ξ)∣∣∣∣2 ≤ 0.
Similarly, it can be shown that
IL = −2 Re
∫
R+
dt
∫
Γl
(
u∗eipi/4
√
∂t − i∂2x2 u
)
dx2 ≤ 0.
Therefore, we have
‖u(·,T )‖L2(Ωi) ≤ ‖u0‖L2(Ωi).
This result also guarantees the uniqueness of the solution.
B. Rectangular domains
Let us consider a rectangular domain given by
Ωi = {(x1, x2) : xb < x2 < xt, xl < x1 < xr}, (32)
and denote the boundaries as Γl,r = {(x1, x2) ∈ ∂Ωi : x1 = xl,r}, respectively and Γb,t = {(x1, x2) ∈
∂Ωi : x1 = xb,t}, respectively. Assuming supp u0 bounded in Ωi, the TBCs for the infinite strip can-
not be taken to be the transparent boundary operators at the straight edges because the corresponding
operator requires knowledge of the entire support of the field along the tangential direction at the
boundary. This clearly cannot be achieved because after a certain time the field would have spread
outside the domain defined by any segment of the rectangular domain, say, Γr. This issue can be
resolved in the following way: Using the same notation as in the last section and observing that
∂x1 w˜(x1, ζ2, t) = e
ipi/4e−iζ
2
2 t∂−1/2t e
iζ22 t
[
i∂tw˜(x1, ζ2, t) + ˜(∂2x2 w)(x1, ζ2, t)
]
,
∂x1 w˜(x1, ζ2, t) = −e−ipi/4∂1/2t′ e−iζ
2
2 (t−t′) w˜(x1, ζ2, t′)
∣∣∣
t′=t ,
and introducing the auxiliary function
Fx2ϕ(x1, x2, t, t
′) = e−iζ
2
2 (t−t′)w˜(x1, ζ2, t′) (33)
so that
∂x1 w(x1, x2, t) = −e−ipi/4∂1/2t′ ϕ(x1, x2, t, t′)
∣∣∣
t′=t . (34)
It is easy to verify that ϕ satisfies the IVP given by
[i∂τ + ∂2x2 ]ϕ(x1, x2, τ, τ
′) = 0, ∈ (τ′, t],
ϕ(x1, x2, τ′, τ′) = w(x1, x2, τ′),
(35)
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(xl, 0)
Γl
(xr, 0)
Γr
(0, xb)
Γb
(0, xt) Γt
Ωi
FIG. 3. The figure shows a rectangular domain with boundary segments parallel to one of the axes.
τ
τ ′
(t, t)
τ
τ ′
(t, t)
FIG. 4. A schematic depiction of the evolution of the auxiliary field ϕ(x1, x2, τ, τ′) in the (τ, τ′)-plane is provided
in this figure where the plot on the left corresponds x ∈ Γr∪Γl and the plot on the right corresponds x ∈ Γt∪Γb.
The filled circles denote the evolution of any arbitrary point that belongs to the boundary. The empty circles are
relevant only when the point under consideration is a corner point. The evolution over the interior of the domain
is carried either above or below the diagonal starting from the diagonal values (where direction of evolution is
depicted by the arrow head). In contrast, the corner points are evolved on either side of the diagonal. Note that
the vertical/horizontal lines where the arrows end corresponds to the history of the auxiliary field needed for
TBCs in the current time (t). The TBCs for auxiliary field require the history of the auxiliary field at the corner
points, depicted by broken lines; these values are taken from the adjacent segment of the boundary.
which needs to be solved for τ′ ∈ [0, t] over Γr. The boundary conditions at the endpoints of the
segment Γr are not known because the original problem is defined on the infinite domain x2 ∈ R.
However, it can be shown that the restriction of the auxiliary function ϕ(x1, x2, τ, τ′) to x1 = xr at
τ = 0 is compactly supported (with respect to x2). This would allow one to impose the transparent
boundary conditions at the endpoints of Γr. To this end, let us consider the IVP defined by (6), it
can be solved using Fourier transform in (x1, x2). Putting u˜0(ζ) = F(x1,x2)u0(x), we have
F(x1,x2)u(x, t
′) = e−i(ζ
2
1 +ζ
2
2 )τ
′
u˜0(ζ),
ϕ(x1, x2, τ, τ′) =
1
(2pi)2
∫
R2
eiζ·x−iζ
2
1 t
′−iζ22τu˜0(ζ)d2ζ.
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Therefore, suppx2 ϕ(xr, x2, 0, τ
′) ⊂ [xb, xt] and
[i∂τ′ + ∂2x1 ]ϕ(x1, x2, τ, τ
′) = 0, τ′ ∈ (τ, t],
ϕ(x1, x2, τ, τ) = w(x1, x2, τ), τ ∈ [0, t].
(36)
Hence, the boundary condition at (x1, x2) ∈ ∂Γr is given by
∂x2ϕ(x1, x2, τ, τ
′) ± e−ipi/4∂1/2τ ϕ(x1, x2, τ, τ′) = 0, (37)
where the sign is determined by x2 ∈ {xt, xb}, respectively. This requires the knowledge of
ϕ(x1, x2, τ, τ′) at (x1, x2) ∈ ∂Γr and 0 ≤ τ ≤ τ′. The algorithm can be explained by means of
the Fig. 4. There are two IVPs for the auxiliary field ϕ(x1, x2, τ, τ′) each of which evolve the field
either above or below the diagonal in the (τ, τ′)-plane starting from the values at the diagonal in their
respective domains. The filled circles denote the evolution of any arbitrary point of the boundary
and the arrows denote the direction of evolution. All diagonal points are evolved along τ or τ′-axis
in order to provide the history needed for TBCs in the current time step (represented by horizontal
or vertical line in (τ, τ′)-plane). The empty circles are only relevant for the corner points. The
values of the auxiliary field at the corners are needed for the TBCs satisfied by the auxiliary fields;
this relationship is depicted by the broken lines. Note that these values at the corners can be taken
from the adjacent segment of the boundary where it is already being computed.
Remark II.2. From the discussion above, we obtain the following useful definition of the operator
(∂t − i∂2x)1/2:
(∂t − i∂2x)1/2 f (x, t) =
1
2pi
"
dζdx′e−iζ(x−x
′)[∂1/2t′ e
−iζ2(t−t′) f (x′, t′)]t′=t, (38)
for (x, t) ∈ R×R+. This definition makes it explicit that one has to consider the function f (x, t) over
its entire support with respect to x ∈ R in order to compute the expression; however, in special cases
this can be avoided. Similarly, a formal definition of the operator (∂t− i∂2x)−m/2, (x, t) ∈ R×R+, m >
0, for any arbitrary function f (x, t) with sufficient smoothness property can be given. This operator
can be defined as
(∂t − i∂2x)−m/2 f (x, t) =
1
2pi
"
dζdx′e−iζ(x−x
′)[∂−m/2t′ e
−iζ2(t−t′) f (x′, t′)]t′=t. (39)
The integration with respect to ζ can be easily performed. Defining the convolution kernel K(x, t)
by
K(x, t) =
 e
−ipi/4
2
√
piΓ(m/2) t
− m+32 exp
[
i x
2
4t
]
, t > 0,
0, t < 0,
(40)
we obtain
(∂t − i∂2x)−m/2 f (x, t) =
"
dx′dt′K(x − x′, t − t′) f (x′, t′). (41)
From this definition, it is clear that the operator cannot be defined on a compact domain with respect
to x for arbitrary functions. Let us introduce ϕ(x, t, t′) defined by
ϕ(x, t, t′) =
1
2pi
"
dζdx′e−iζ(x−x
′)e−iζ
2(t−t′) f (x′, t′), (42)
so that
(∂t − i∂2x)−m/2 f (x, t) = ∂−m/2t′ ϕ(x, t, t′)|t′=t, (43)
where the auxiliary field satisfies the IVP given by
i∂τϕ(x, τ, τ′) + ∂2xϕ(x, τ, τ
′) = 0, τ ∈ (τ′, t],
ϕ(x, τ′, τ′) = f (x, τ′).
(44)
Again, the solution of the IVP must be obtained for all τ′ ∈ [0, t]. If f (x, τ) has a bounded support,
Ω, with respect to x for all τ ∈ [0, t], then the IVP above can be solved under the Dirichlet boundary
condition on ∂Ω (which is not a significantly different situation that the periodic case discussed in
Remark II.1)
11
1. High-frequency approximation
The high-frequency approximation affords the possibility of simplifying the TBC by making them
“local” in terms of the spatial variable. The asymptotic expansion worked out in (19) can be carried
out for each of the edges of the rectangular domain to obtain the following ABCs:
∂nu + e−ipi/4∂1/2t u − eipi/4
1
2
∂2x2∂
−1/2
t u = 0, x ∈ Γr ∪ Γl,
∂nu + e−ipi/4∂1/2t u − eipi/4
1
2
∂2x1∂
−1/2
t u = 0, x ∈ Γb ∪ Γt.
(45)
These boundary conditions become problematic at the corners of the rectangular domain. This
aspect can be illustrated by the considering the weak formulation of the original IVP as follows:
Consider a test function ψ(x) ∈ W1,2(Ωi) (Sobolev space); taking the inner product with the equa-
tion (6), we have∫
Ωi
(i∂tu + ∇2u)ψd2x = i∂t
∫
Ωi
uψd2x −
∫
Ωi
(∇u) · (∇ψ)d2x +
∫
∂Ωi
ψ(∇u) · dς.
Let us consider the top and right boundaries. The boundary integrals are given by∫
Γr
ψ∂x1 udx2 +
∫
Γt
ψ∂x2 udx1
= −e−ipi/4
∫
Γr∪Γl
ψ∂1/2t u +
1
2
eipi/4
[∫
Γr
ψ∂2x2∂
−1/2
t udx2 +
∫
Γt
ψ∂2x1∂
−1/2
t udx1
]
= −e−ipi/4
∫
Γr∪Γl
ψ∂1/2t u +
1
2
eipi/4
[
ψ∂x2∂
−1/2
t u
∣∣∣xt
x2=xb
+ ψ∂x1∂
−1/2
t u
∣∣∣xr
x1=xl
]
− 1
2
eipi/4
[∫
Γr
(∂x2ψ)(∂x2∂
−1/2
t u)dx2 +
∫
Γt
(∂x1ψ)(∂x1∂
−1/2
t u)dx1
]
.
Consider the terms which correspond to the top-right corner in the above equation:(
∂x2∂
−1/2
t u + ∂x1∂
−1/2
t u
)
Γr∩Γt = ∂
−1/2
t
(
∂x2 u + ∂x1 u
)
Γr∩Γt . (46)
They are problematic on account of the fact that the BCs in the current form cannot be used to
evaluate them. In order to evaluate these terms, we carry out the fractional integration, ∂−1/2t , of the
evolution equation in (6) so that
i∂1/2t u + (∂
2
x1 + ∂
2
x2 )∂
−1/2
t u = 0, (x1, x2) ∈ Γr ∩ Γt. (47)
Here, the fact that the field is zero at the corner at t = 0 is explicitly used to arrive at the fractional
derivative. Using BCs in (45) and the last equation, we obtained the following corner condition:
∂x1 u + ∂x2 u +
3
2
e−ipi/4∂1/2t u = 0, (x1, x2) ∈ Γr ∩ Γt. (48)
A similar procedure can be used to the construct corner conditions for the other corners of the
rectangular domain:
∂nu|Γi + ∂nu|Γ j +
3
2
e−ipi/4∂1/2t u = 0, (x1, x2) ∈ Γi ∩ Γ j, (49)
where i , j and i, j ∈ {r, t, l, b}.
12
2. Stability and uniqueness
Let us write the equivalent formulation of the IVP (6) for a rectangular domain Ωi using the TBCs
derived in the last section:
i∂tu + 4u = 0, (x, t) ∈ Ωi × R+,
u(x, 0) = u0(x) ∈ L2(Ωi), supp u0 ⊂ Ωi,
∂nu + e−ipi/4(∂t − i∂2x2 )1/2u = 0, x ∈ Γl ∪ Γr,
∂nu + e−ipi/4(∂t − i∂2x1 )1/2u = 0, x ∈ Γb ∪ Γt, t > 0.
(50)
Assuming that the solution u(x, t) exits for t ∈ [0,T ], we have
‖u(·,T )‖2L2(Ωi) − ‖u0‖2L2(Ωi) = 2 Re
∫ T
0
dt
[∫
Γl∪Γr
(u∗i∇u) · dς +
∫
Γb∪Γt
(u∗i∇u) · dς
]
. (51)
In the above equation, the fields in the boundary integral can be extended to R+ without changing
the value of the integral by setting them identically to zero outside the interval [0,T ]. For the right
boundary, we have
IR = −2 Re
∫ T
0
dt
∫
Γr
(
u∗eipi/4
√
∂t − i∂2x2 u
)
dx2. (52)
Again, without changing the value of the integral with respect to x2, the fields can be extended to
whole line by setting them identically to zero outside Γr. We these considerations in mind, one can
write
IR = −1
pi
Re
∫
R+
dt
∫
R
dζ2
(
u˜(xr, ζ2, t)e−iζ
2
2 t
) (
∂
1
2
t u˜(xr, ζ2, t)e
−iζ22 t
)
,
= − 1
2pi2
∫
R−
dξ
∫
R
dζ2|ξ| 12
∣∣∣∣Ft [u˜(xr, ζ2, t)e−iζ22 t] (xr, ζ2, ξ)∣∣∣∣2
so that IR ≤ 0. Similarly, it can be shown that the other boundary integrals namely IL, IB and IT
corresponding to the left, bottom and top boundary, respectively, also satisfy the same inequality as
that of IR. Therefore, we have
‖u(·,T )‖L2(Ωi) ≤ ‖u0‖L2(Ωi).
Since T ∈ R+ is arbitrary, one replace T with t in the above inequality. This result also guarantees
the uniqueness of the solution.
For the high-frequency approximation, we have the following equivalent formulation on Ωi:
Putting Γ = ∂Ωi and ΓC , the set of four corner points, denote the Laplace-Beltrami operator by
4Γ so that 
i∂tu + 4u = 0, (x, t) ∈ Ωi × R+,
u(x, 0) = u0(x) ∈ L2(Ωi), supp u0 ⊂ Ωi,
∂nu + e−ipi/4∂1/2t u − eipi/4
1
2
4Γ∂−
1
2
t u = 0, x ∈ Γ \ ΓC ,
∂nu|Γi + ∂nu|Γ j +
3
2
e−ipi/4∂
1
2
t u = 0, x ∈ Γi ∩ Γ j, t > 0,
(53)
where i , j, and i, j ∈ {r, t, l, b}. Taking equation (51) and following the standard approach, we have∫
Γ
(u∗i∇u) · dς = −eipi/4
∫
Γ
u∗∂
1
2
t u|dx| −
1
2
e−ipi/4
∫
Γ\ΓC
u∗(4Γ∂−
1
2
t u)|dx|
= −eipi/4
∫
Γ
u∗∂
1
2
t u|dx| +
1
2
e−ipi/4
∫
Γ\ΓC
(∂Γu)∗(∂Γ∂
− 12
t u)|dx|
+
3
4
i
(
|u(xr, xt)|2 − |u(xl, xt)|2 + |u(xl, xb)|2 − |u(xr, xb)|2
)
.
Taking the real part and plugging the result back into equation (51) yields
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‖u(·,T )‖2L2(Ωi) − ‖u0‖2L2(Ωi) = 2 Re
∫ T
0
dt
[
−eipi/4
∫
Γ
u∗∂1/2t u|dx| +
1
2
e−ipi/4
∫
Γ\ΓC
(∂Γu)∗(∂Γ∂−1/2t u)|dx|
]
= 2
∫
R−
dξ
∑
Γi
∫
R
dζ
(
−|ξ|1/2 + 1
2
|ξ|−1/2|ζ |2
)
|FtFς[u(x, t)]|2,
where ς is taken as the tangential variable to the boundary so that ∂Γ = ∂ς. In the region defined by
|ξ| ≥ |ζ |2/2, i.e., under the high-frequency approximation, we obtain
‖u(·,T )‖L2(Ωi) ≤ ‖u0‖L2(Ωi).
III. GENERAL SCHRO¨DINGER EQUATION
Let us consider the IVP corresponding to the general Schro¨dinger equation given by
i∂tu + 4u + φ(x, t, |u|2)u = 0, (x, t) ∈ R2 × R+,
u(x, 0) = u0(x), x ∈ R2.
(54)
The potential function, φ, is assumed to be real valued. Define
Φ =
∫ t
0
φ(x, t′, |u(x, t′)|2)dt′. (55)
The linear Schro¨dinger equation with time-dependent potential and the nonlinear case are treated in
the same fashion in this section.
eτ
en
x = χ(s)
Γ
Ωi
FIG. 5. The figure shows the parametrization of the boundary Γ of a convex domain Ωi. Here, en and eτ denote
the normal and the tangent vectors, respectively.
A. Convex domain with smooth boundary
The computational domain is taken to be a convex set Ωi ⊂ R2 with a smooth boundary Γ = ∂Ωi.
Let χ(s) be the parametrization of the curve Γ where ‘s’ is the length along the curve. Introducing
the tangent vector eτ, also a function of s only, and taking into account the convexity of the domain
we have
dx = dren + (1 + rκ)dseτ, (56)
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where κ is the curvature of the boundary Γ given by
κ(s) =
∣∣∣∣∣deτds
∣∣∣∣∣ = | det(χ′,χ′′)||χ′|3 , (57)
and h = (1+rκ). The initial data is assumed to be compactly supported in the computational domain
Ωi. Carrying out the gauge transformation u = veiΦ where Φ is defined by (55), the evolution
operator L ≡ i∂t + 4 + φ in the curvilinear system is given by
L(r, s, t, ∂r, ∂s, ∂t) = i∂t + ∂2r + A∂r + h
−2∂2s + B∂s + C, (58)
where A = (2iΦr + h−1κ), B = (2ih−2Φs + h−1∂sh−1) and C = i4Φ − (∇Φ)2. The pseudo-differential
approach, which uses a Nirenberg-type factorization24, allows us to construct various order ABCs
given by3,6
ABC1a : ∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu = 0; (59)
ABC2a : ∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu
+
1
2
κu + e−ipi/4ΦseiΦ(∂t − i∂2s)−1/2∂s(e−iΦu) +
1
2
iκeiΦ(∂t − i∂2s)−1∂2s(e−iΦu) = 0, (60)
where
(∂t − i∂2s)1/2 f (s, t) = (∂t − i∂2s)(∂t − i∂2s)−1/2 f (s, t), (61)
assuming f (s, 0) = 0.
Remark III.1. For the field u(x, t), the action of operators of the form (∂t−i∂2s)α, α = 1/2,−1/2,−1, . . . ,
can be easily computed by observing that the field can be given a periodic extension in terms of
the parametrization variable, s, so that the method discussed in Remark II.1 can be employed. The
smoothness of the boundary is, therefore, a necessary condition for this method to be applicable.
From the previous sections, we know that the operator represented by (∂t − i∂2s)−m/2, where m is a
positive integer, is defined as
(∂t − i∂2s)−m/2 f (s, t) =
1
2pi
"
dζ ds′ eiζ(s−s
′)[∂−m/2t′ e
−iζ2(t−t′) f (s′, t′)]t′=t. (62)
Let Fs f (s, t) = f˜ (ζ, t), then the operation (∂t − i∂2s)−m/2 involves the inverse Fourier transform of
f˜ (ζ, t′)e−iζ2(t−t′) with respect to ζ. Therefore, if f (s, t) is of the Schwartz class (with respect to s ∈ R)
then so is f˜ (ζ, t′)e−iζ2(t−t′), so that (∂t− i∂2s)−m/2 f (s, t) will also be of the Schwartz class (with respect
to s ∈ R). Further, it is straightforward to show that (∂t − i∂2s)−m/2 f (s, t) is continuous at t = 0.
Next, our aim is to define the operator (∂t − i∂2s)−m/2 for tempered distributions f (s, t) such that
suppt f ⊂ [0,∞). To this end, let us observe that the transpose [(∂t − i∂2s)−m/2]ᵀ is given by
[(∂t − i∂2s)−m/2]ᵀg(s, t) =
1
2pi
"
dζ ds′ eiζ(s−s
′)[(∂−m/2t′ )
ᵀe−iζ
2(t−t′)g(s′, t′)]t′=t, (63)
where (∂−m/2t′ )
ᵀ denotes the Weyl fractional integral. The domain of definition of this operator is
evident. Now, for any g(s, t) ∈ S(R × R) with suppt g ⊂ [0,∞), the operation (∂t − i∂2s)−m/2 f (s, t)
for distributions f (s, t) ∈ S′(R×R) with suppt f ⊂ [0,∞) can be defined by introducing a Schwartz
class function g1(s, t) such that it agrees with [(∂t − i∂2s)−m/2]ᵀg(s, t) for t ∈ [0,∞) so that
〈g, (∂t − i∂2s)−m/2 f 〉 = 〈[(∂t − i∂2s)−m/2]ᵀg, f 〉 = 〈g1, f 〉. (64)
Therefore, (∂t − i∂2s)−m/2 f (s, t) is also tempered such that suppt (∂t − i∂2s)−m/2 f (s, t) ⊂ [0,∞). Note
that any function of the tangential variable, s, can be extended periodically on the whole line. Thus,
periodic functions being a tempered distribution can be easily included in the domain of definition
of (∂t − i∂2s)−m/2. It is interesting to observe that by applying the Leibniz formula for the fractional
integrals one can obtain local approximation of the ABCs with respect to s:
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(∂t − i∂2s)−m/2 f (s, t) =
1
2pi
"
dζ ds′ eiζ(s−s
′)[∂−m/2t′ e
−iζ2(t−t′) f (s′, t′)]t′=t
=
1
2pi
"
dζ ds′ eiζ(s−s
′)
∑
j∈N
(−m/2
j
)
(∂ jt′e
−iζ2(t−t′))∂−m/2− jt′ f (s
′, t′)

t′=t
=
1
2pi
"
dζ ds′ eiζ(s−s
′)
∑
j∈N
(−m/2
j
)
(−iζ2) j∂−m/2− jt f (s′, t)

=
∑
j∈N
(−m/2
j
)
(i∂2s)
j∂
−m/2− j
t f (s, t).
(65)
The second family of various order ABCs are obtained under high-frequency assumption with
respect to the temporal frequency. These are given by
ABC1b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu = 0; (66)
ABC2b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu +
1
2
κu − 1
2
eipi/4
(
κ2
4
+ ∂2s
)
eiΦ∂−1/2t e
−iΦu = 0; (67)
ABC3b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu +
1
2
κu − 1
2
eipi/4
(
κ2
4
+ ∂2s
)
eiΦ∂−1/2t e
−iΦu
+
i
2
[
κ3 + ∂2sκ
4
− ∂nφ
2
+ ∂s(κ∂s)
]
eiΦ∂−1t e
−iΦu = 0. (68)
1. Stability and uniqueness
In order to study the stability property of the solution of the IVP defined by (54) with boundary
condition ABC1a and ABC2a, respectively, we start with the relation:
‖u(·,T )‖2L2(Ωi) − ‖u0‖2L2(Ωi) = 2 Re
∫ T
0
dt
∫
Γ
(u∗i∇u) · dς.
Realization of the boundary operators require an appropriate Fourier representation with respect to
the tangential variable, s. To this end, one may either employ the Fourier series representation by
extending the field periodically for all s ∈ R or Fourier transform representation by extending the
field to all s ∈ R by setting it zero outside Γ. The result for the first order ABCs, ABC1a, can be
obtained by observing that the boundary integral
I1 = −eipi/4
∫ T
0
dt
∫
Γ
(ue−iΦ)
√
∂t − i∂2s(ue−iΦ)ds, (69)
satisfies ReI1 ≤ 0 so that
‖u(·,T )‖L2(Ωi) ≤ ‖u0‖L2(Ωi).
For the second order ABCs, ABC2a, the energy estimate cannot be obtained for a general potential
function. A special case of interest is when ∂sφ = 0 so that ABC2a is given by
∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu +
1
2
κu +
1
2
iκeiΦ(∂t − i∂2s)−1∂2s(e−iΦu) = 0. (70)
Define the boundary integrals
I2 = − i2
∫ T
0
dt
∫
Γ
κ(s)|u|2ds,
I3 = 12
∫ T
0
dt
∫
Γ
κ(s)(ue−iΦ)(∂t − i∂2s)−1∂2s(ue−iΦ)ds.
(71)
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It follows that ReI2 = 0. Define the symbol σP = (1/2)κ(s)(iξ + iζ2)−1(−ζ2) so that the symbol for
the adjoint operator σP† works out to be
σP† ∼ −i2
∑
k∈N
1
k!ik
(∂ksκ)∂
k
ζ
(
ζ2
ξ + ζ2
)
.
Let 2Q = P + P† so that
2σQ ∼ i2
κζ2
ξ + ζ2
+
−i
2
∑
k∈N
1
k!ik
(∂ksκ)∂
k
ζ
(
ζ2
ξ + ζ2
)
= −1
2
(∂sκ)∂ζ
(
ζ2
ξ + ζ2
)
+ . . . ,
and putting ψ = ue−iΦ, we have
ReI3 = 1(2pi)2
$
dζdξdsFtFs[ψ(s, t)]σQ(s, ζ, ξ)Ft[ψ(s, t)]e−iζs.
From the asymptotic expansion, to the zeroth order, we have ReI3 ≈ 0 (for constant curvature
boundary, this result is exact). The energy estimate can thus be approximately established for the
special case when ∂sφ = 0.
For the ABCs obtained in the high-frequency approximation, it is evident that the first order
ABC, ABC1b, satisfies the energy estimate. For the higher-order ABCs, one requires an additional
conditions, ∂sφ = 0 in order to obtain the energy estimate. In ABC2b, the term with the factor κ/2
can be ignored as it leads to a purely imaginary quantity. Putting ψ = ueiΦ, consider the following
boundary integrals
I1 = −e
ipi/4
2
∫ T
0
dt
∫
Γ
ψ∗(s, t)
[
2∂
1
2
t − i∂−
1
2
t ∂
2
s
]
ψ(s, t)ds,
I2 = −e
−ipi/4
8
∫ T
0
dt
∫
Γ
ψ∗(s, t)κ2∂−
1
2
t ψ(s, t)ds.
(72)
The first integral, I1, can be dealt with in the manner done before. The second integral can be
dealt with in the manner described in the appendix. Defining σP = −e−ipi/4κ2(iξ)−1/2 so that σP† =
−eipi/4κ2(−iξ)−1/2. Putting 2Q = P + P†, we have σQ = −κ2 cos[pi/4 + pi sgn(ξ)/4]. The boundary
integral can now be written as
ReI2 = − 116pi
"
dξds[κ(s)]2|ξ|−1/2 cos[pi(1 + sgn(ξ))/4]|Ft[ψ(s, t)]|2,
so that ReI2 ≤ 0.
For ABC3b, we define the following boundary integrals
I3 = 18
∫ T
0
dt
∫
Γ
ψ∗(s, t)[(κ3 + ∂2sκ)∂
−1
t ]ψ(s, t)ds,
I4 = 12
∫ T
0
dt
∫
Γ
ψ∗(s, t)[(∂sκ∂s)∂−1t ]ψ(s, t)ds,
I5 = −14
∫ T
0
dt
∫
Γ
ψ∗(s, t)[(∂nφ)∂−1t ]ψ(s, t)ds.
(73)
Defining σP = (κ3 + ∂2sκ)(iξ)
−1 so that
σQ = (κ3 + ∂2sκ)|ξ|−1 cos[pi sgn(ξ)/2].
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From the above equation, it follows that I3 is purely imaginary. Carrying out an integration by parts
in I4 with respect to s, we have
I4 = −12
∫ T
0
dt
∫
Γ
[∂sψ∗(s, t)]κ(s)∂−1t [∂sψ(s, t)]ds
= − 1
2pi
∫ T
0
dξ
∫
Γ
κ(s)(iξ)−1|Ft[∂sψ(s, t)]|2ds.
Therefore, I4 is purely imaginary. The discussion of the last integral, I5, is more involved. Define
the symbol σP = −(∂nφ)(iξ)−1 so that the symbol for the adjoint operator σP† works out to be
σP† ∼ −
∑
k∈N
1
k!ik
(∂kt ∂nφ)∂
k
ξ(−iξ)−1.
Now
2σQ ∼ −(∂nφ)(iξ)−1 −
∑
k∈N
1
k!ik
(∂kt ∂nφ)∂
k
ξ(−iξ)−1
= −(∂t∂nφ)(ξ)−2 + . . . .
Therefore, the contribution from this last integral can be ignored on account of the lower order
leading term in the above asymptotic expansion. Note that an alternative technique is to symmetrize
the operator corresponding to I5 as suggested in Ref. 9:
− i sgn[∂nφ]
4
√|∂nφ|eiΦ∂−1t ( √|∂nφ|e−iΦu) = − i∂nφ4 eiΦ∂−1t e−iΦu mod (∂−2t ).
While the order of the error term is the same for both alternatives, the unsymmetrized and the
symmetrized version, the numerical conditioning of the symmetrized version is superior because I5
becomes purely imaginary9. Thus the energy estimate
‖u(·,T )‖L2(Ωi) ≤ ‖u0‖L2(Ωi).
can be established (at least in the “weak” sense) for the ABC-family: ABC jb, j = 1, 2, 3. Let us note
that only the second and third order ABCs require ∂sφ = 0 in order to establish the energy estimate.
B. Domains with straight boundary: infinite strip
The ABCs for the straight boundary can be written by setting the curvature κ to zero:
ABC1a : ∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu = 0; (74)
ABC2a : ∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu + e−ipi/4ΦseiΦ(∂t − i∂2s)−1/2∂s(e−iΦu) = 0. (75)
Along the direction in which the strip extends to infinity, we impose the periodic boundary condi-
tion. Note that an exact representation of the boundary operators is possible in this case which is
based on the observations made in earlier sections. The energy estimate for the first order ABCs is
easy to obtain; however, for the second order ABCs this result is not available. The high-frequency
ABCs work out to be
ABC1b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu = 0; (76)
ABC2b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu − 1
2
eipi/4∂2s
(
eiΦ∂−1/2t e
−iΦu
)
= 0; (77)
ABC3b : ∂nu + e−ipi/4eiΦ∂1/2t e
−iΦu − 1
2
eipi/4∂2s
(
eiΦ∂−1/2t e
−iΦu
)
− i∂nφ
4
eiΦ∂−1t e
−iΦu = 0. (78)
The energy estimate for the general case is not available for such ABCs.
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C. Rectangular domains: corner conditions
Continuing with the rectangular domain as defined in Sec. II B, let us consider the possibility of
extending the results obtained in Sec. II B 1 to the nonlinear/variable potential case. We confine
our attention to the high-frequency ABCs only. We demonstrate the possibility of constructing the
corner condition at the corner defined by Γr ∩ Γt. Consider the ABC2b given by
∂x1 u + e
−ipi/4eiΦ∂1/2t e
−iΦu − 1
2
eipi/4∂2x2
(
eiΦ∂−1/2t e
−iΦu
)
= 0, x ∈ Γr, (79)
and
∂x2 u + e
−ipi/4eiΦ∂1/2t e
−iΦu − 1
2
eipi/4∂2x1
(
eiΦ∂−1/2t e
−iΦu
)
= 0, x ∈ Γt. (80)
Let us consider the weak formulation of the IVP given by
i∂tu + 4u + φu = 0, (x, t) ∈ Ωi × R+,
u(x, 0) = u0(x), x ∈ Ωi, supp u0 ⊂ Ωi. (81)
Let ψ(x) ∈ W1,2(Ωi) be a test function so that∫
Ωi
(i∂tu + ∇2u + φu)ψd2x =
∫
Ωi
[i∂tu − (∇u) · (∇ψ) + φu]d2x +
∫
Γ
ψ(∇u) · dς. (82)
Focusing on the top and right boundary, the boundary integrals are given by
∫
Γr
ψ(∂x1 u)dx2 +
∫
Γt
ψ(∂x2 u)dx1
= −e−ipi/4
∫
Γr∪Γl
ψeiΦ∂1/2t e
−iΦu +
1
2
eipi/4
[∫
Γr
ψ∂2x2
(
eiΦ∂−1/2t e
−iΦu
)
dx2 +
∫
Γt
ψ∂2x1
(
eiΦ∂−1/2t e
−iΦu
)
dx1
]
= −e−ipi/4
∫
Γr∪Γl
ψeiΦ∂1/2t e
−iΦu +
1
2
eipi/4
[
ψ∂x2
(
eiΦ∂−1/2t e
−iΦu
)∣∣∣∣xt
x2=xb
+ ψ∂x1
(
eiΦ∂−1/2t e
−iΦu
)∣∣∣∣xr
x1=xl
]
− 1
2
eipi/4
[∫
Γr
(∂x2ψ)∂x2
(
eiΦ∂−1/2t e
−iΦu
)
dx2 +
∫
Γt
(∂x1ψ)∂x1
(
e−iΦ∂−1/2t e
−iΦu
)
dx1
]
.
(83)
From here, it is evident that the corner condition must provide the value of the following expression
at Γr ∩ Γt:
∂x1
(
eiΦ∂−1/2t e
−iΦu
)
+ ∂x2
(
eiΦ∂−1/2t e
−iΦu
)
= i(Φx1 + Φx2 )e
iΦ∂−1/2t e
−iΦu − ieiΦ∂−1/2t
[
(Φx1 + Φx2 )e
−iΦu
]
+ eiΦ∂−1/2t e
−iΦ(∂x1 u + ∂x2 u). (84)
For the linear case with variable potential, the last term in the above equation must be computed
from a corner condition. However, for the nonlinear case, Φ is supposed to be dependent on some
known field while our final intent is to restore its nonlinear dependence. In this light, the above
equation cannot be made free of the derivatives of u at the corner as the equation is nonlinear.
Nevertheless, we may derive a condition at the corner which can be combined with the ABCs and
eventually be solved by an iterative scheme. Putting u = ψeiΦ in the evolution equation (81), we
have
i∂tψ + 4ψ + 2i(∇Φ) · (∇ψ) + (e−iΦ4eiΦ)ψ = 0. (85)
Carrying out the operation eiΦ∂−1/2t on both side of the equation above, we have
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ieiΦ∂1/2t ψ + e
iΦ∂−1/2t 4ψ + 2eiΦ∂−1/2t (i∇Φ) · (∇ψ) + eiΦ∂−1/2t (e−iΦ4eiΦ)ψ = 0,
ieiΦ∂1/2t ψ + e
iΦ∂−1/2t 4ψ + 2eiΦ(i∇Φ) · ∂−1/2t (∇ψ) + (4eiΦ)∂−1/2t ψ + . . . = 0,
(86)
which simplifies to
ieiΦ∂1/2t e
−iΦu + 4
(
eiΦ∂−1/2t e
−iΦu
)
= 0 mod (∂−3/2t e
−iΦu). (87)
This equation combined with the ABCs gives the following corner condition
CC1 : ∂x1 u + ∂x2 u +
3
2
e−ipi/4eiΦ∂1/2t e
−iΦu = 0, (88)
or, equivalently,
CC1 : eiΦ∂
−1/2
t e
−iΦ(∂x1 u + ∂x2 u) +
3
2
e−ipi/4u = 0. (89)
Similarly, for ABC3b one has the following corner condition
CC2 : ∂x1 u +∂x2 u +
3
2
e−ipi/4eiΦ∂1/2t e
−iΦu− i∂x1φ + ∂x2φ
4
eiΦ∂−1t e
−iΦu = 0 mod (∂−5/2t e
−iΦu), (90)
or, equivalently,
CC2 : eiΦ∂
−1/2
t e
−iΦ(∂x1 u + ∂x2 u) +
3
2
e−ipi/4u − i∂x1φ + ∂x2φ
4
eiΦ∂−3/2t e
−iΦu = 0 mod (∂−5/2t e
−iΦu).
(91)
D. Special case: φ = φ(t)
For time-dependent potentials with no spatial variation, the quantity Φ is purely time-dependent
and the ABCs for different domains types can be simplified considerably. It must be remarked that
the exact form of the transparent boundary condition is only obtainable for an infinite-strip with
periodic boundary condition in the unbounded direction or rectangular domains. At the appropriate
segments of the boundary, it reads as
∂nu + e−ipi/4eiΦ(∂t − i∂2s)1/2e−iΦu = 0. (92)
For rectangular domains, we consider this problem in more detail. At the boundary Γr, we have
∂x1 u + e
−ipi/4eiΦ(∂t − i∂2x2 )1/2e−iΦu = 0. (93)
The auxiliary function, ϕ(x1, x2, t, t′) as defined in Sec. II B in the present case is given by
Fx2 [ϕ(x1, x2, t, t
′)] = e−iζ
2
2 (t−t′)−iΦ(t′)Fx2 [u(x1, x2, t
′)], (94)
so that ϕ(x1, x2, t, t) = u(x1, x2, t)e−iΦ(t). Putting u˜0(ζ) = F(x1,x2)u0(x), we have
F(x1,x2)u(x, t
′) = e−i(ζ
2
1 +ζ
2
2 )t
′+iΦ(t′)u˜0(ζ),
ϕ(x1, x2, t, t′) =
1
(2pi)2
∫
R2
eiζ·x−iζ
2
1 t
′−iζ22 tu˜0(ζ)d2ζ.
(95)
From here is follows that the IVPs satisfied by this auxiliary field is not different from that described
in Sec. II B.
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IV. CONCLUSION
In this paper, we have discussed the formulation of the operator (∂t−i4Γ)α, α = 1/2,−1/2,−1, . . . ,
in terms of the fractional operators in various settings. This allows the TBCs/ABCs for the free
Schro¨dinger equation and general Schro¨dinger equation formulated on various types of computa-
tional domains to be expressed in a natural way. In particular, two families of ABCs within the gauge
transformation strategy are studied in this paper: the ABCs obtained with the pseudo-differential
approach and those obtained as a high-frequency approximation of the former. For the rectangular
domains, we have developed various order corner conditions for the family of ABCs obtained in
the high-frequency approximation. Each of these families of ABCs (along with corner conditions)
are also investigated for stability and uniqueness of the solution of the resulting initial-boundary
value problem. Further, we expect that the results presented in this paper can be easily extended to
the pseudo-differential approach within the direct strategy9. Finally, let us remark that the ABCs
obtained in this article can be readily discretized using the convolution quadrature. These issues
will be addressed in a forthcoming paper.
Appendix A: Some properties of the pseudo-differential operators
Let us consider the symbol space SmM(Y ×Rn) of M-quasi homogeneous symbols25 where Y is an
open subset of Rn and M = (µ1, µ2, . . . , µn) is an n-tuple of numbers µi > 0. Let P be a pseudo-
differential operator with the symbol p(y, ζ) ∈ SmM(Y × Rn) so that
Pu(y) =
∫
p(y, ζ)eiζ·yu˜(ζ)dnζ
=
"
p(y, ζ)eiζ·(y−y
′)u(y′)dy′dζ,
(A1)
where u(y) ∈ C∞0 (Y) and dζ = dζ1dζ2 . . . , dζn, dy = dy1dy2 . . . , dyn. The adjoint of this operator,
denoted by P†, can be defined as
P†u(y) = (2pi)−n
"
p∗(y′, ζ)eiζ·(y−y
′)u(y′)dy′dζ. (A2)
This operator belongs to a more general class of pseudo-differential operators defined by
Pu(y) =
"
p(y, y′, ζ)eiζ·(y−y
′)u(y′)dy′dζ, (A3)
where the symbol p(y, y′, ζ) ∈ C∞(Y × Y × Rn) lies in SmM(Y × Y × Rn). The adjoint of this operator
is defined by the symbol
p†(y, y′, ζ) = p∗(y′, y, ζ). (A4)
Note that the primed variable is to be integrated over. These new operators do not have unique
symbols but they do admit of a representation in terms of the former kind of operators as P =
OP(σP(y, ζ))+R where σP(y, ζ) ∈ SmM(Y×Rn) and R is an operator with kernel KR(y, y′) ∈ C∞(Y×Y)
such that
σP(y, ζ) −
∑
α∈Nn, |α|<N−1
1
α!i|α|
∂αζ [∂
α
y′ p(y, y
′, ζ)]y′=y ∈ Sm−µNM (Y × Y × Rn), (A5)
where N > 0 and µ is smallest element of M. The relationship in equation (A5) defines the asymp-
totic expansion of the symbol and we write
σP(y, ζ) ∼
∑
α∈Nn
1
α!i|α|
∂αζ [∂
α
y′ p(y, y
′, ζ)]y′=y. (A6)
21
This determines σP(y, ζ) only up to a smoothing operator. The formula expressing σP† (y, ζ) in terms
of σ∗P(y
′, ζ) can be obtained by writing
p∗(y′, y, ζ) − σ∗P(y′, ζ) ∈ S−∞M (Y × Y × Rn), , (A7)
and using the asymptotic expansion (A6)
σP† (y, ζ) ∼
∑
α∈Nn
1
α!i|α|
∂αζ [∂
α
y′σ
∗
P(y
′, ζ)]y′=y, (A8)
where R being a smoothing operator does not show up in the asymptotic expansion. The adjoint can
be used to write the Fourier transform of Pu(y) by noticing that (P†)† = P so that
Pu(y) = (2pi)−n
∫ (∫
σ∗P† (y
′, ζ)e−iζ·y
′
u(y′)dy′
)
eiζ·ydζ. (A9)
Consider the inner product defined by 〈u|v〉 = ∫ u∗vdy. An expression of the form Re〈u|Pu〉 arises
in establishing the stability of the ABCs. This can be computed by observing
2 Re〈u|Pu〉 = 〈u|Pu〉 + 〈u|P†u〉. (A10)
Define 2Q = (P + P†) and using Plancheral’s theorem, we have
Re〈u|Pu〉 = (2pi)−n
"
dζdy′u˜∗(ζ)σQ(y′, ζ)u(y′)e−iζ·y
′
. (A11)
If σQ(y, ζ) is independent of y, then
Re〈u|Pu〉 = (2pi)−n
∫
dζ |u˜(ζ)|2σQ(ζ). (A12)
The sign of this expression can solely be decided by the sign of σQ(ζ). If σQ(y, ζ) = φ(y1)σ(ζ˜)
where y˜ = (y2, y3, . . . , yn) ∈ Rn−1 and ζ˜ = (ζ2, ζ3, . . . , ζn) ∈ Rn−1 then
Re〈u|Pu〉 = (2pi)−(n−1)
"
dy1dζ˜ |Fy˜u(y1, y)|2φ(y1)σ(ζ˜). (A13)
On account of the ambiguity in the knowledge of the exact symbol, the conclusion remains valid
only up to an infinitely smoothing operator (except for the special cases where the symbol is of
principle type). Some relevant examples are discussed below.
• Fractional operators with symbol p(t, ξ) = η(iξ)α (where t ∈ R with covariable ξ ∈ R \ {0}):
σQ(ξ) ∼ 12[η(iξ)
α + η∗(−iξ)α]
= |η||ξ|α cos
[
piα
2
sgn(ξ) + arg η
]
.
(A14)
• Let σP = ηφ(x)(iξ)α with real valued function φ(x) > 0,∀x ∈ R where the meaning of the
variables is same as that of the last example. Then
σQ(x, t, ζ, ξ) ∼ 12[ηφ(x)(iξ)
α + η∗φ(x)(−iξ)α]
= |η|φ(x)|ξ|α cos
[
piα
2
sgn(ξ) + arg η
]
,
(A15)
so that
Re〈u|Pu〉 = |η|
2pi
"
dξdx|Ft[u(x, t)](x, ξ)|2φ(x)|ξ|α × cos
[
piα
2
sgn(ξ) + arg η
]
. (A16)
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• Operators with symbol p(x, t, ζ, ξ) = η(iξ + iζ2)α (where (x, t) ∈ R2 with covariables (ζ, ξ) ∈
R2 \ {(ξ, ζ) ∈ R2 : ξ + ζ2 = 0}):
σQ(ζ, ξ) ∼ 12[η(iξ + iζ
2)α + η∗(−iξ − iζ)α]
= |η||ξ + ζ2|α cos
[
piα
2
sgn (ξ + ζ2) + arg η
]
.
(A17)
In the first two examples, if −pi/2 ≤ (piα/2) sgn(ξ) + arg η ≤ pi/2, it is easy to show that the sign of
σQ remains fixed. In the last example, the same is true if −pi/2 ≤ (piα/2) sgn(ξ + ζ2) + arg η ≤ pi/2.
These examples are treated exactly in the main body of the paper without resorting to the properties
of the pseudo-differential operators (i.e. the ambiguity resulting from the lack of knowledge of the
exact symbol is circumvented).
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