ABSTRACT. In this paper, a new compounding distribution, named zero truncated Lindley-Poisson distribution is introduced. The probability density function, cumulative distribution function, survival function, failure rate function and quantiles expressions of it are provided. The parameters estimatives were obtained by six methods: maximum likelihood (MLE), ordinary least-squares (OLS), weighted least-squares (WLS), maximum product of spacings (MPS), Cramér-von-Mises (CM) and Anderson-Darling (AD), and intensive simulation studies are conducted to evaluate the performance of parameter estimation. Some generalizations are also proposed. Application in a real data set is given and shows that the composed zero truncated Lindley-Poisson distribution provides better fit than the Lindley distribution and three of its generalizations. The paper is motivated by application in real data set and we hope this model may be able to attract wider applicability in survival and reliability.
INTRODUCTION
The one parameter Lindley distribution was introduced by Lindley (see, Lindley 1958 and 1965) as a new distribution useful to analyze lifetime data, especially in stress-strength reliability modeling. Suppose that T 1 , . . . , T M are independent and identically distributed random variables following the one parameter Lindley distribution with probability density function and distribution function written, respectively, as:
(1)
where t > 0 and θ > 0. 
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For a random variable with the one parameter Lindley distribution, the probability density function, (1) , is unimodal for 0 < θ < 1 and decreasing when θ > 1 (see Fig. 1-a) . The hazard rate function is an increasing function in t and θ (see Fig. 1 -b) and given by: Aim to offers more flexible distributions for modeling lifetime data set, in this paper, is proposed an extension of the Lindley distribution. We consider that T j , j = 1, . . ., M is a random sample from the one parameter Lindley distribution and that our variable of interest is defined as:
. . ., T M ) and (ii) Y = max (T 1 , . . ., T M )
representing, respectively, the first and the last failure time of a certain device subject to the presence of an unknown number M of causes of failures. Furthermore, we consider that M has a zero truncated Poisson distribution, M ∼ PoissonT runc (λ), λ > 0, and that T j , j = 1, . . ., M, and M are independent random variables, leading to the composed zero truncated Lindley-Poisson distribution. The process of composition using the zero truncated Poisson distribution has been fairly used in the literature. In Kuş (2007) The paper is organized as follows: in Section 2 the zero truncated Lindley-Poisson distribution is formulated. In Section 3 six estimation methods are presented. A simulation study is introduced in Section 4. The Section 5 brings a real data application. And finally, conclusions are presented in Section 6.
MODEL FORMULATION
In the theory of competing risks and complementary risks the number of risk factors (or causes) that may lead to the event of interest, is known and denoted as M. However, in models of distributions composition is assumed that M is unknown. Therefore, there is a number M of latent risk factors competing to cause the event of interest. In what follows, let us consider the situation where an individual or unit is exposed to M possible causes of death or failure, such that the exact cause is fully known (David & Moeschberger, 1978) . The model for lifetime in the presence of suchcompeting risks structure or complementary risks structure is known as model of composition distributions. If T j , j = 1, . . . , M denote the latent failure times of a individual subject to M risks, which are independent of M, what is observed is the time to failure Y = min (T 1 , . . . , T M ). Given M = m, under the assumption that the latent failure times T j , j = 1, . . . , M are independent and identically distributed random variables with the distribution function (2), the probability density function and the cumulative distribution function are written, respectively, as:
It is important to note that (4) and (5) are uniquely determined by the distribution function of the minimum, that is,
Now, assuming the number of causes of death or failure, M, is a zero truncated Poisson random variable with probability mass function given by:
where m = 1, 2, . . . and λ > 0, Rezaei & Tahmasbi (2012).
The marginal probability density function, f min (y | θ, λ), the marginal cumulative distribution function, F min (y | θ, λ), and the marginal hazard rate function,
are given, respectively, by:
where θ > 0, λ > 0 and y > 0, which defines the zero truncated Lindley-Poisson distribution in the competing risks scenario. Taking the λ = 0 we have the one parameter Lindley distribution as a particular case. Note that
and f min (∞ | θ, λ) = 0. For all θ > 0 and λ > 0, the probability density function, (7), is decreasing or unimodal (see Fig. 2 ). For values of λ close to 1, the curve resembles the one parameter Lindley distribution, while when λ −→ 0 the curve tends to be symmetric.
The hazard rate, (9) , is increasing, increasing-decreasing-increasing and decreasing (see Fig. 3 ). Is easy to see that
and
Now, under the same assumptions and considering a complementary risks scenario, (Basu, 1981) , where Y = max (T 1 , . . ., T M ) is observed, the marginal probability density function, f max (y | θ, λ), the cumulative distribution function, F max (y | θ, λ), and the hazard rate function, h max (y | θ, λ), are given, respectively, by:
where θ > 0, λ > 0 and y > 0.
and f max (∞ | θ, λ) = 0. For all θ > 0 and λ > 0 the probability density function (10) , is decreasing or unimodal (see Fig. 4 ). For values of λ close to 1, the curve resembles the one parameter Lindley distribution, while when λ −→ ∞ the curve tends to be symmetric.
For all θ > 0 and λ > 0, the hazard rate function, (12) , is increasing (see Fig. 5 ). Is easy to see that
and f (y|θ,λ) function and its derivative η (y). Because of the complexity of such studies, this work only presents the functions η (y) and η (y). Considering the hazard rate functions (9) and (12), we have:
and its first derivatives are:
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Therefore, the hazard rate function behavior properties of the zero truncated Lindley-Poisson distribution follows from the results in Glaser (1980) and Chechile (2003).
Quantile function
The quantile function of the zero truncated Lindley-Poisson distribution is given by: Our approach may be generalized in some different ways, for instance, it is important to note that for any probability density function f 1 (y | θ), θ = θ 1 , . . . , θ p , and M ∼ PoissonT runc (λ) as the discrete distribution, the general marginal probability density function can be written as:
where
From (15), the cumulative distribution, survival and hazard functions for
can be generically written as:
1−e −λF 1 (y|θ) .
ESTIMATION METHODS
In this section, considering the distribution obtained by the composition of distributions we describe six methods used to estimate λ and θ. For all methods we consider the case when both λ and θ are unknown. This is also considered in the simulation study presented in Section 4. Note that the methods were presented for a general baseline function f 1 (y | θ).
Maximum Likelihood
Let y = (y 1 , . . . , y n ) be a random sample of n size from the distribution obtained by the composition of distributions with parameters λ and θ, the likelihood and log-likelihood function are, respectively:
where:
The maximum likelihood estimates of θ and λ, θ M L E and λ M L E respectively, can be obtained numerically by maximizing the log-likelihood function (17) . In this case, the log-likelihood function is maximized by solving numerically 
Ordinary Least-Squares
Let y 1:n < y 2:n · · · < y n:n be the order statistics of a random sample of n size from a distribution with cumulative distribution function F (y). It's well known that:
For the distribution obtained by the composition process, the least square estimates θ O L S and λ O L S of the parameters θ and λ, respectively, are obtained by minimizing the function:
when Y = min (T 1 , . . ., T M ), and minimizing
when
, these estimates can also be obtained by solving the nonlinear equations:
2 (y i:n |θ, λ) = −S 1 (y i:n |θ)e −λS 1 (y i:n |θ)
Note that 1 and 2 are derivative from first order distribution function for parameters θ and λ, respectively.
Weighted Least-Squares
The weighted least-squares estimates θ W L S and λ W L S of the parameters θ and λ, respectively, are obtained by minimizing the function:
if Y = min (T 1 , . . ., T M ), and minimizing
if
The correction factor w i is given by:
Therefore, if Y = min (T 1 , . . ., T M ), these estimates can also be obtained by solving the nonlinear equations:
where 1 (y i:n |θ, λ) and 2 (y i:n |θ, α) are given by (25) and (26), respectively.
where 1 (y i:n |θ, λ) and 2 (y i:n |θ, α) are given by (29) and (30), respectively.
Maximum Product of Spacings
Cheng & Amin (1979, 1983) introduced the maximum product of spacings (MPS) method as alternative to MLE for the estimation of parameters of continuous univariate distributions. Ranneby (1984) independently developed the same method as an approximation of Kullback-Leibler measure of information. In what follows, let y 1:n < y 2:n < · · · < y n:n be an ordered random sample drawn from the general model of composition distribution. Are defined as the uniform spacings of the sample the quantities:
There are (n + 1) spacings of the first order.
Following Cheng & Amin (1983), the maximum product of spacings method consists in finding the values of θ and λ which maximize the geometric mean of the spacings, the MPS statistics, is given by:
The estimates for θ and λ can be found solving, respectively in θ and λ, the nonlinear equations:
where is the first order difference operator.
Cheng & Amin (1983) showed that maximizing H as a method of parameter estimation is as efficient as MLE estimation and the MPS estimators are consistent under more general conditions than the MLE estimators.
, the estimatesθ M P S andλ M P S can be obtained by solving the nonlinear equations:
Minimum distance methods
In this subsection we present two estimation methods for θ and λ based on the minimization of the goodness-of-fit statistics. This class of statistics is based on the difference between the estimate of the cumulative distribution function and the empirical distribution function (Luceño, 2006).
Cramér-von-Mises
The Cramér-von-Mises estimates of the parameters θ C M and λ C M , respectively, are obtained by minimizing, in θ and λ, the function:
These estimates can also be obtained by solving the nonlinear equations:
where 1 (·|θ, λ) and 2 (·|θ, λ) are given, respectively, by (25) and (26) if Y = min(T 1 , . . . , T M ) and, respectively, by (29) and (30) if Y = max(T 1 , . . . , T M ).
Anderson-Darling
The Anderson-Darling estimates of the parameters θ AD andλ AD , respectively, are obtained by minimizing, with respect to θ and λ, the function:
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SIMULATION STUDY
In this section we present results of some numerical experiments to compare the performance of the different estimation methods discussed in the previous section. We have taken sample sizes n = 20, 50, 100 and 200, θ = 1.0 and λ = 0.5, 1.0, 2.0, 3.0 and 5.0. For each combination (n, θ, λ) we have generated B = 500, 000 pseudo random samples from the zero truncated Lindley-Poisson distribution.
The estimates were obtained in Ox version 6.20 (Doornik, 2007) using MaxBFGS function in MLE, OLS, WLS, MPS, CM and AD methods. For each estimate we computed the bias, the root mean-squared error, the average absolute difference between the true and estimate distributions functions and the maximum absolute difference between the true and estimate distributions functions, respectively, as:
In Tables 1, 2 In Tables 6, 7 In general, the MPS method proved to be the best method to estimate the parameters of the zero truncated Lindley-Poisson distribution to Y = max(T 1 , . . . , T M ). The MLE method showed the worst results even for the large sample size. For future work, further study the zero truncated Lindley-Poisson distribution to Y = max(T 1 , . . . , T M ) to understand why the MLE method was not as good would be very relevant.
For λ = 0.5 and 1.0 the MPS method had the highest rank and AD method the second. For λ = 3.0 and 5.0 the AD method was the best, the MPS rank was the second one, only when n = 20 the MPS was better, and for λ = 2.0, the MPS was better for n = 20 and 50 while the AD was better for n = 100 and 200. 
REAL DATA APPLICATION
In this section we fit the zero truncated Lindley-Poisson distribution (LP) to a real data set. For comparison, we also have considered four alternative models: the one parameter Lindley distribution (L) f (y| θ) = θ 2 1+θ (1 + y) e −θ y , the weighted Lindley distribution (WL) Qtd: measures (52)- (55) The data set was extracted from Lee & Wang (2003) and refers to remission times (in months) of a randomly censored of 137 bladder cancer patients. Out of 137 data points, 9 observations are right censored. We considered (y 1 , y 2 , . . . , y n ) the observed values from Y = min (T 1 , . . . , T M ).
In Table 11 we present, for all models, the maximum likelihood, maximum product of spacings, ordinary least-squares, weighted least-squares, Cramér-von-Mises and Anderson-Darling estimates for θ and λ and its respectivally standard errors estimates. The maximum likelihood estimates were obtained in SAS/SEVERITY procedure (SAS, 2011) and others estimates were (52)- (55) obtained in R version 2.15, using the "fitdist", "max.Lik" and "nls" functions. The dotted in Table 11 indicates is not possible to calculate standard errors estimates to the Cramér-von-Mises and Anderson-Darling methods.
From Table 11 , it is observed that all estimation methods were effective to estimate the parameters θ and λ, in addition, the standard errors there were small. The SAS/SEVERITY procedure can fit multiple distributions at the same time and choose the best distribution according to a specified selection criterion. Seven different statistics of fit can be used as selection criteria. They are log likelihood, Akaike's information criterion (AIC), corrected Akaike's information criterion (AICC), Schwarz Bayesian information criterion (BIC), Kolmogorov-Smirnov statistic (KS), Anderson-Darling statistic (AD) and Cramér-von-Mises statistic (CvM). The calculed values of theses statistics are report in Table 12 . In Figure 6 is possible to see similar fit for the five models applied to the data set. A close examination of Table 12 reveals that the zero truncated Lindley-Poisson model is the best choice among the competing models, since it has the lowest AIC, AICC and others statistics. This is also supported by the survival curves in Figure 6 . 
CONCLUDING REMARKS
In this paper we proposed the composed zero truncated Lindley-Poisson distribution, which was obtained by compounding an one parameter Lindley distribution with a zero truncated Poisson under the first and last failure time when a device is subjected to the presence of an unknown number M of causes of failures. Both alternative distributions have the one parameter Lindley distribution as a particular case. For the first distribution we assume we have a series system and observe the time to the first failure, Y = min(T 1 , . . . , T M ) while for the second distribution we assume we have a parallel system and observe the time to the last failure of the device, Y = max(T 1 , . . . , T M ).
We compared, via intensive simulation experiments, the estimation of parameters of the zero truncated Lindley-Poisson distribution using six known estimation methods, namely: the maximum likelihood, maximum product of spacings, ordinal and weighted least-squares, Cramér-von Mises and Anderson-Darling. In general, the methods of estimation showed to be efficient to estimate the parameters of the zero truncated Lindley-Poisson distribution. Motivated by application in real data set, we hope this model may be able to attract wider applicability in survival and reliability. For possible future works, there the interest of authors in studies of the Fisher information matrix, Confidence intervals, Hypothesis test and Bayesian estimates.
