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A B S T R A C T
This research is concerned with the empirical 
verification of the assumptions necessary to ensure 
an unambiguous test of the arbitrage pricing model 
for the London Stock Exchange. More specifically, the 
purpose of this study is threefold :
First, to test the normality assumption regarding the 
distributions of security returns and the intertemporal 
stationarity assumption of the security mean returns and 
the covariance (correlation) matrix of security returns. 
Second. to verify whether the number of common factors 
determining the security returns is the same across 
various groups of securities having different sizes and 
across different security groups having the same size. 
Third, to test whether the number of common factors 
affecting the security returns remain unchanged across 
various time periods for the same group of securities 
and across various time periods for different groups 
of securities.
The research findings indicate that the distributions 
of security monthly returns are approximately normal and 
they are ..not intertemporally stationary. The correlation 
matr.ix of security returns seems to be stationary through 
time and thus the correlation matrix has to be used for 
the arbitrage pricing model's tests.
Furthermore the number of factors changes as the 
group size changes. Such results highlight that the
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methodology used for testing the arbitrage pricing model 
is not the appropriate one, and previous tests of the 
arbitrage pricing model are not necessarily tests of the 
model. The arbitrage pricing model may be held, but 
the existing statitistical methodology does not provide 
an unambiguous test of thé model for the London Stock 
Exchange .
Finally, the number of factors changes across various 
time periods for the same group of securities and for 
different security groups. These findings suggest that 
the security returns generating model of the arbitrage 
pricing theory cannot be used for making predictions. 
These results, however,do not constitute evidence 
against the arbitrage pricing model. The arbitrage 
pricing model may be held, but the present state of 
the statistical methodology cannot be utilized to 
provide an unambiguous test of the model for the London 
Stock Exchange.
-IV-
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1.1 Portfolio Theory ; Some Basic Models
The modern portfolio theory began in 1952 with the 
pioneering work of Harry Markowitz. The portfolio theory 
describes how an investor should develop a set of efficient 
portfolios and then select the portfolio most suitable to his 
preference. A portfolio is said to be efficient if :
(i) No other portfolio with the same expected return can have 
lower variance of return.
(ii) No other portfolio with the same or lower variance of 
return can have higher expected return.
The original Markowitz model requires enormous computational 
resources to trace out the efficient frontier when a large 
number of securities are considered. In consequence index 
models have been developed to reduce the computational problems 
of the Markowitz formulation.
The capital market theory is built on the Markowitz 
portfolio theory. The objective of the capital market theory 
is to extend portfolio theory to a model that can be utilized 
to price all risky assets in the market. The final product was 
a model derived by Sharpe (196^), Lintner (1965) and Mossin 
(1966) known as the capital asset pricing model. The capital
-2-
asset pricing model presents for securities or portfolios an 
equilibrium relationship between expected return and risk.
A considerable amount of effort has been expended in 
testing the capital asset pricing model. However, Roll (1977) 
pointed out that the major problem concerning the empirical 
examination of the capital asset pricing model is the problem 
of identifying the market portfolio. The model may be valid 
but it cannot be tested because the market portfolio is 
unobservable.
An alternative model for pricing risky assets is the 
arbitrage pricing model developed by Ross (1976, 1977).
The arbitrage pricing model is not subject to the criticisms 
of the capital dsset pricing model and thus it has received 
repeated attention in the literature.
This study is not concerned with linear models which have 
been based on three moments of investment return distributions - 
the expected return, the variance of return and the skewness 
of return (see Kraus and Litzenberger(1976) and Becker (1977) ). 
Also the study does not deal with the extensions of the original 
equilibrium model produced by relaxing some of their initial 
assumptions (see Litzenberger and Ramaswany (1979), Levy (1978), 
Mayors D. (1972, 1973) and Stapleton and Subrahraanyam (1978)) .
Figure 1.1 presents a summary of the most important models 
in portfolio theory.
■3-
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1.2 The Objective of the Study
The Capital Asset Pricing Model (C.A.P.M.) is an elegant 
and simple model for pricing risky securities. Unfortunately 
the C.A.P.M. has been under strong criticism because the market 
portfolio has not been identified and thus tests of its 
empirical validity cannot be constructed.
An alternative approach to characterization of expected 
returns on risky securities is the Arbitrage Pricing Model 
(A.P.M.) proposed by Ross (1976, 1977).
Several empirical studies have been concluded that the 
A.P.M. can be verified empirically. Gerh (1978), Roll and 
Ross (1980), Chen (1981), Reinganum (1981), Johnson (1981) 
and Hughes (1982) provided some evidence of testing the A.P.M. 
These tests, however, are based on a number of empirical 
assumptions concerning the structure of data whose validity 
cannot be always guaranteed. Unfortunately the studies 
mentioned previously assumed that these empirical assumptions 
are met, and no special tests were made to verify the 
assumptions. Therefore these tests of the A.P.M. may be 
characterized as incomplete and so it cannot be inferred that 
the A.P.M.. has been tested in an unambiguous fashion.
The objective of this study is to provide a first test 
of the assumptions necessary to ensure an unambiguous test 
of the A.P.M., for the London Stock Exchange.
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More specifically, the objective of this study is threefold : 
First, to test the normality assumption regarding the 
distributions of security returns and the intertemporal 
stationarity assumption of the security mean returns and 
the.covariance (correlation) matrix of security returns.
Second, to verify if the number of factors which affect security 
returns remains the same across various groups of securities 
having different sizes and across different security groups 
having the same size.
Third, to test if the number of common factors having influence 
on security returns remains unchanged across various time periods 
for the same group of securities and across various time periods 
for different groups of securities.^
The A.P.M. alone provides no empirical hypothesis and 
thus the tests concerning its empirical validity require the 
ultilization of time series data and the employment of 
multivariate statistical techniques.
The empirical verification of these assumptions is very 
important, since initially it is examined whether security 
returns can be described by a single factor or a multi-factor 
linear model which is stationary through time. Furthermore, 
the number of factors determining the security returns is 
investigated. This investigation is of great importance 
because a large number of factors affecting the security returns 
would severely inhibit the practical applications of the model.
1. Since this work was started a number of studies have 
appeared touching on topics dealt with in this study 
(see Gibbons (1981), Johnson (1981), Kryzanowski and 
Chau (1982) and Dhrymes, Friend and Gultekin (1982)).
-6 -
It is also important to examine empirically these assumptions, 
for if one or more of such assumptions are violated the usual 
tests for statistical inference are invalid. As a consequence 
the conclusions about the empirical validity of the A.P.M. will Le 
highly suspect and hence the practical applications of the model 
will be questionable.
Therefore it is necessary before drawing any conclusion 
regarding the validity of the A.P.M. to verify empirically 
these assumptions. A violation of these assumptions does 
not constitute evidence against the A.P.M. - it simply shows 
that the multivariate statistical procedure employed to test 
the A.P.M. is not the appropriate procedure.
1.3 Limitations of the Study
In this empirical work there exist the following limitations
(1) No attempt is made to determine the number of common factors 
which are "priced" .
(2) There is no attempt to identify the common factors.
1.1 An Overview of the Study
This study is organized into 12 chapters.
Chapter 2 summarizes the Markowitz’s normative expected 
return-variance theory and it concentrates on the most important
linear models built on the Markowitz concept.
Chapter 3 deals with the empirical evidence related to the
-7-
linear models of portfolio theory and it highlights the 
criticisms of the well-known C.A.P.M.
Chapter 1 describes the A.P.M. and it proves such a 
model by using a weaker "no arbitrage" condition from that 
of Ross.
Chapter 5 is entirely devoted to the comparison of the 
C.A.P.M. and the A.P.M.
Chapter 6 reviews the empirical evidence of the A.P.M.
Chapter 7 is concerned with the applications of the 
factor analytic techniques to portfolio theory.
Chapter 8 presents the U.K. samples and the research 
methodology employed in this empirical work.
Chapter 9 examines the type of the joint probability 
distribution of security monthly returns and applies the 
appropriate methodology to test the intertemporal stationarity 
of the security mean returns, the covariance matrix of security 
returns and the correlation matrix of security returns.
Chapter 10 adopts the appropriate methodology to 
investigate empirically the relationship between the number 
of factors having influence on security returns and the group 
.size being factored.
Chapter 11 employs the appropriate methodology to verify 
whether the number of factors which affect the security returns 
changes across various time periods.
Chapter 12 contains a summary of the conclusions of the 
study and gives some suggestions for further research.
_CHAPTER_ 2_
MARKOWITZ MODEL ; SIMPLIFICATIONS AND EXTENSIONS
Three decades ago, Markowitz (1952) developed a theory 
which provides a framework of risk reduction through 
diversification. Markowitz showed that if risk Is measured 
by the standard deviation of return and securities are not 
perfectly positively correlated then the investors can always 
reduce risk, while maintaining returns,by holding a portfolio 
of securities instead of holding a single security.
The original Markowitz model is extremely complex when 
applied in practical situations involving a large number of 
securities. Index models, therefore, have been developed 
to simplify its computational complexity .
The Markowitz’s portfolio selection model can be 
generalized to a theory of equilibrium in capital markets.
The most notable contribution to the theory of equilibrium 
in capital markets comes from the works.'of Sharpe (196^), 
Lintner (1965), Mossin (1966), Fama (1968) and Black (1972).
This chapter summarizes the Markowitz model and its 
simplifications and gives a brief overview of its major 
extensions.
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2.1 The Markowitz Model
The modern theory for the intelligent selection of 
optimum portfolios under conditions of risk was developed 
by Markowitz (1952) and it is referred to as portfolio theory.
Under a number of assumptions concerning investors’ 
behaviour Markowitz’s formulation proceeds basically in 
three steps :
(a ) Formation of the risk-return characteristics of N 
individual securities, where N is a finite positive integer.
(B) Computation of the efficient frontier of risky securities.
(C) Selection of an efficient portfolio that maximizes the 
investor’s expected utility.
Markowitz’s analysis has been couched in terms of the 
first two moments of return distributions - the expected return 
and the variance of returns. However, it pays no attention 
to the implications of assuming that security returns are 
random "drawings" from a normal distribution. These 
implications were extensively examined by Fama and Miller 
(1972) and Fama (1976).
2.2 • Portfolio Risk and Securitv Risk
For an individual security or portfolio considered in 
isolation, an appropriate risk measure is the standard 
deviation of return.
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Within a diversified portfolio, however, a different 
risk measure is important, that is the contribution of an 
individual security to the variance of the portfolio. 
Therefore within a diversified portfolio an appropriate 
measure of a security’s risk is the covariance between the 
return on the security and the return on the portfolio 
(see Fama(1976,pp.$8-62) ) .
2.3 The Single Index or Diagonal Model
A major disadvantage of the Markowitz model is that it 
requires a large number of calculations - pairwise 
covariances - when a high number of securities are 
available for consideration by the investor. To reduce 
the number of calculations, a model was suggested by 
Markowitz (1959, p. 100.) and later developed by Sharpe (1963) 
that relates linearly the return on a security and the return 
on a market index. That is :
where
4- T_
the (actual) t return on security i. The tilde "^ " 
indicates that R^^ is a random variable - at the 
beginning of period t.
R^ \^  = the (actual) t^^ return on the market index, 
a^ = the expected return of the component of the
I
security i s return that is independent of 
changes in the market index .
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= a measure of the responsiveness of the return on 
security i to changes in the return on the market 
index.
= the disturbance term, with zero expected return
and a constant variance. It is also assumed that
^ ^  thare uncorrelated with and the i security's
s are independent with any other security's <5 ' s.
Under this model the portfolio selection procedure can be 
achieved by following the same steps as in Markowitz's model. 
But this time the steps (A) and (B) require many fewer 
computations.
2.4- Multi-Index Models
The single index model assumes that the returns of 
securities are related only through a common market index.
But one may choose a market index, say M, that has a low 
coefficient of determination (the coefficient of determination 
can be interpreted as the proportion of the variance of R^^ 
that can be attributed to the relationship between R^^ and 
R^^ ) . In this case it would be preferable to introduce a 
multi-index model which might explain a high proportion of the 
security return's variability.
Cohen and. Pogue (1967) presented the following two 
multi-index models:
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(l) Multi-Index Model - The Covariance Form
This model requires the market to be segmented into m^  
security groups, where m^= l,2,...,m . Then it assumes the
following linear relationship :
Rit a^ + ^i2^I2t ^^'"+^im%Imt+ ®it (^.2)
where
= the return on security i in period tR
Rfm ^=the return on index m^in period t, m^= 1,2,,..,m
a^ = the expected return of the component of the security 
i*s return that is independent of changes in the 
indices.
b. = a measure of the responsiveness of the return ofimj_
security i to changes in the return on the index m^ 
m^  ^ 1,2,«««,m »
®it ~ distrubance term, with zero expected return and
a constant variance. It is also assumed that *e"^^
are uncorrelated with R^^ ^, ,m^=l,2,...,m ,and the
th ^i security's e's are independent with any other
security's e's.
By assuming such a multi-index model, portfolio selection 
can proceed by following the same steps as in Markowitz 
formulation. Here also the steps (A) and (B) require many 
fewer computations.
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(II) Multi-Index Model - The Diagonal Form
This model has the same basic structure as the covariance 
form. In addition, it assumes that there exists a linear 
relationship between each index and a general market index.
In this case also the portfolio selection procedure is 
much simpler that this of Markowitz.
Elton and Gruber (1981) proved that any multi-index model 
with correlated indices can be reduced to a multi-index model 
with orthogonal indices. They called such a model a general 
multi-index model. They also showed that the diagonal form 
of Cohen and Pogue's (19 67) multi-index model is a special 
case of the general multi-index model (pp. 150-155).
2.5 The Market Model
The main disadvantage of the single index model is due to 
the assumption of independence among the disturbance terms of 
individual securities. It has been pointed out,however, by 
Fama (1968) that there is not consistency between this 
assumption and the use of the market portfolio as the factor 
affecting security returns. Fama proposed an index model with 
an independent variable the return of a common factor which 
affects the returns of all securities.
Furthermore, Jensen (1969, fn 24, p.178)pointed out that 
Fama's comments applied even though the return on the common 
factor is an average of all security returns.
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Thus, another model having the same form as the single­
index model and avoiding the assumption of independence among 
the disturbance terms is needed. The market model serves this 
requirement.
The market model embodies the following assumption :
(l) The joint distribution between any security's return and 
the return on the market portfolio is bivariate normal.
The market portfolio is a huge portfolio containing all 
the market risky securities - i.e. commodities, art objects, 
coins, shares, bonds, real estates, land, houses and anything 
else that can be given in terms of money - weighted according 
to their relative value in the market.
By means of assumption (I) the following linear 
relationship is implied for each security or portfolio :
%8t = (2.3)
where
= the (actual) return on security or portfolio s
during the period t. The tilde ' "  indicates that 
R  ^ is a random variable at the beginning of period 
t.
R^^ = the (actual ) return on the market portfolio during 
the period t.
covariance between the Q”
 ^ _ returns on s and M =
s
variance of returns _ 2
on M M
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a = r -b r,, , with r ,r,, be the one-period expected s s s . M  s M  ^ ^
returns on s and M respectively.
= the disturbance term with zero expected return and 
constant variance. 6.st also independent with 
the return on M.
Fama (1973, 1976) gives a complete discussion of the 
market model.
If M is a market proxy, and if the joint distribution 
between any security's return and the market proxy's return 
is bivariate normal, then one can produce a relationship 
analogous to that described by equation (2.3). In this case 
it can also be used a market proxy whose return is 
a weighted average of the security returns in the sample.
2.6 Single-Index Model versus Market Model
Below is presented a comparison between the single-index 
model and the market model.
(i) The single-index model assumes that security returns are 
related linearly to the market index's return and the specific 
return. (By specific return is meant that part of security's 
return that is not dependent on the market index's return).
The market model assumes that the joint distribution between 
any security's return and the market portfolio's return is 
bivariate normal. This assumption in turn implies that
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security returns are related linearly to the market return 
and the specific return.
(ii) The single-index model assumes that the market 
portfolio’s return and the disturbance term are uncorrelated. 
This, however, does not imply that they are independent.
The market portfolio’s return and the disturbance term are 
independent if the following two conditions are satisfied :
(a) The joint distribution between any security's 
disturbance term and the return on the market portfolio 
is bivariate normal.
(b) There is no correlation between the market portfolio's 
return and the disturbance term.
The market model's assumption (I) implies that the market 
portfolio's return and the disturbance term are independent 
and hence uncorrelated,
(iii) The single-index model assumes that there are not 
interdependencies among the disturbance terms of different 
securities.
In the market model, always the disturbance terms are related 
linearly.
(iv) In the single-index model the independent variable's 
return can be neither the market portfolio's return nor a 
weighted average of all security returns.
In the market model the independent variable's return can be 
the market portfolio's return.
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2.7 Capital Market Theory
The Capital Market Theory (C.M.T.) is one of the major 
extensions of the Markowitz two-parameter portfolio analysis 
model.
The C.M.T. describes how capital assets are priced in 
the market if all investors are Markowitz diversifiers 
and if there are equilibrium conditions in the market.
The main contribution to the C.M.T. is due to Sharpe 
(1964), Lintner (1965), Mossin (1966), Fàma (1968) and 
Black (1972). Among the questions investigated by these 
authors were the following :
(a ) What is the equilibrium relationship between return 
and risk for efficient portfolios ?
(B) What is the equilibrium relationship between return
and risk for individual securities or inefficient portfolios ?
(C) What is the appropriate measure of risk for individual 
securities implied by the portfolio selection in the context 
of market equilibrium?
2x8 The Capital Market Line and the r^-Model
By introducing a set of simplified assumptions,
Sharpe, Lintner and Mossin have shown that the expected 
return-standard deviation efficient frontier of all 
investors in the market could be described by only two funds
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the market portfolio containing only risky securities 
and the riskless security. This efficient frontier, called 
the Capital Market Line (C.M.L.), presents a linear ex-ante 
equilibrium relationship between return and risk for 
efficient portfolios only. Moreover Sharpe, Lintner and 
Mossin derived a linear ex-ante equilibrium relationship 
between return and risk for securities or portfolios (efficient 
or not) called the r^-model.
(I) Assumptions Underlying the Capital Market Line and
the r^-Model 
____ L______
Let us denote by^jT— the population of all risky 
securities in the market place. The C.M.L. and the 
rp-model depend on the following assumptions :
(A) Assumptions about investor behaviour
(1) Investors assume that the joint distribution on the 
single period security returns can be well approximated 
by a multivariate normal distribution, or their single 
period utility function of terminal wealth is a quadratic 
approximation.
(2) Investors prefer more expected portfolio return to less.
(3) Investors are risk averse.
(4) All investors have in common a single period investment
horizon and identical expectations about the distributions 
of the security returns at the end of this horizon.
(5) Investors are expected utility of terminal wealth
maximizers.
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(B) Assumptions about the market
(6) Short sales of risky securities are not permitted.
(7) There exists a risk-free rate security such that 
investors may borrow or lend any amount at the 
risk-free rate.
(8) No inflation and no charge in the level of the 
risk-free rate exist.
(9) The capital market is perfect - that is :
(a) There are no transaction costs.
(b) Securities are infinitely divisible.
(c) Information is costless and available to every 
investor.
(d) No single buyer or seller of securities is large 
enough to affect their market price.
(IQ) There are no taxes.
(11) Security markets are in equilibrium.
(12) All securities are marketable.
(C) Mathematical assumption
(13) The covariance matrix of security returns is not singular 
(II-) Tbe Equation of the Capital Market Line
In view of the above assumptions, it can be shown that 
in equilibrium the expected return on an efficient portfolio 




r^ = the equilibrium one-period expected return on an 
efficient portfolio.
r^ = the equilibrium one-period expected return on the 
market portfolio.
rp = the one-period rate of return on the riskless security.
CT^ ,0^  = the standard deviations of q and M, respectively.
(see figure 2.1).
(ill) The Equation of the r^-Model
Making use of the previously mentioned assumptions, it is 
possible to prove theoretically the efficiency of the market 
portfolio. The efficiency of the market portfolio is then 
a necessary condition for the validity of the ex-ante 
equilibrium linearity relationship between the return on a 
security or portfolio (efficient or not) and its risk in the 
market portfolio. That is the market portfolio's efficiency 
implies the following exact linear relationship for each s :
= ^F + (^M - ^F^^’s (2.5)
where
rg = the equilibrium one-period expected return on a 
security or portfolio (efficient or not).
rj^ = the equilibrium one-period expected return on the 
market portfolio.
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optimal portfolio for strongly risk-averse investor 
optimal portfolio for middly risk-averse investor.
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b „ = the relative risk of s in M sM
2.9 The r^-Model
Black (1972) considered the case where investors cannot 
borrow or lend at the risk-free rate. By taking into account 
a set of simplified assumptions, he arrived at the conclusion 
that the expected return-standard deviation efficient frontier 
of all investors in the market could only be described by two 
funds : the market portfolio and another minimum variance
portfolio chosen to be orthogonal to the market portfolio.
Black also produced an ex-ante equilibrium relationship 
among return and risk of securities or portfolios, irrespective 
of whether they are efficient or not,c&lled the r^-model .
(I) Assumptions Underlying the r^-Model
Let _TLbe the population of all risky securities in the 
market place. The r^-model rests upon the assumptions 
(1) - (5) and (9) - (13) of the r^-model and on the following 
assumption :
(I) There is unrestricted short selling of risky securities.
(II) The Equation of the r^-Model
■ With the aid of the r^-model's assumptions the efficiency 
of the market portfolio can be proved theoretically. The 
efficiency of the market portfolio is then a necessary 
condition for the validation of the ex-ante linear 
equilibrium relationship between the return on a security 
or portfolio (efficient or not) and its risk in the market
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portfolio. It follows that, for each security or portfolio 
the following equation is a consequence of the efficiency of 
the market portfolio :
’'s = ^ZM + (fM-fZM^ts (2.6)
where
^ZM ~ equilibrium one-period expected return on the
minimum standard deviation portfolio, whose return 
is uncorrelated with the return of the market 
portfolio.
The r^-model and the r^-model are the two versions of the 
well known C.A.P.M.
2.10 r^-Model versus r^-Model
A simple comparison between the r^-model and the r^-model 
shows that :
(l) Each model is based on a set of assumptions made about 
the investors and the market. Both sets contain the same 
assumptions except ;
(a) The r^-model assumes the existence of a riskless 
security, where investors can borrow or lend any 
amount of money.
The r^-model does not assume the existence of the 
riskless security.
(b) The r^-model does not require short selling of risky 
securities,
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The r^-model assumes unrestricted short selling 
of risky securities.
(2) The assumptions of the r^-model imply the following :
(a) All investors must perceive the same expected return - 
standard deviation efficient frontier of risky 
securities.
(b) In market equilibrium only one portfolio of risky 
securities is considered. This portfolio is 
determined by the point of tangency between the 
efficient frontier of risky securities and the 
straight line passing through the riskless rate of 
interest. Such portfolio is the market portfolio.
The implications of the r^-model’s assumptions are stated 
as follows :
(a) In market equilibrium the market portfolio is a 
convex linear combination of expected return- 
standard deviation efficient portfolios chosen 
by investors,where' each investor's portfolio is 
weigthed by the ratio of his invested wealth 
to the total invested wealth of all investors.
(b) A portfolio is a*- minimum standard deviation
portfolio if, and only if, it is a convex linear 
• conbination of m other distinct minimum standard 
deviation portfolios,where ra^2. The market 
portfolio is a convex linear combination of m other 
distinct efficient portfolios (hence minimum standard 
deviation portfolios).So the market portfolio is 
a minimum standard deviation portfolio. But the 
market portfolio’s weights are positive real numbers 
and thus the market portfolio is an expected return- 
standard deviation efficient.
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Therefore the assumptions of each model imply the 
theoretical location of the market portfolio on the 
efficient frontier of risky securities. However, when 
the r^-model assumptions are taken into account, the method 
of proving theoretically the efficiency of the market portfolio 
is different from the method used when the r^-model’s 
assumptions are taken into consideration.
(3) In theory., both models are discussed in terms of 
populations of securities and both rely on the efficiency 
of the market portfolio.
(4.) Both models are equilibrium models.
The rp-model explains the equilibrium linear relationship 
between expected return and risk of :
(a) Each risky security in the market.
(b) Each expected return-standarâ deviation efficient 
portfolio . These portfolios are linear combinations 
of the market portfolio and the riskless security.
These portfolios have returns which are perfectly 
positively correlated with the market portfolio’s 
return.
(c) Each expected return-standard deviation inefficient 
portfolio. Each of these portfolios is a linear 
combination of the riskless security and a minimum 
standard deviation portfolio generated by risky 
securities. Each portfolio is defined by a vector 
of positive weights and it has expected return less
than the expected return on the market portfolio.
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On the other hand the r^-model explains the equilibrium 
linear relationship between expected return and the risk of :
(a) Each risky security in the market,
(b) Each minimum standard deviation portfolio. These 
portfolios are linear combinations of the market 
portfolio and its minimum standard deviation 
orthogonal portfolio. None of these portfolios 
has a return that is perfectly correlated with the 
return on the market portfolio.
(c) Each expected return-standard deviation portfolio which 
is not a member of the minimum standard deviation 
portfolio set of risky securities.
(5) The optimal portfolio for a risk-averse investor must be 
expected return-standard deviation efficient. Therefore the 
Tp-model's assumptions imply that risk-averse investors hold 
portfolios whose returns are perfectly positively correlated, 
whereas the r^-model’s assumptions imply that risk-averse 
investors hold portfolios whose returns are not perfectly 
correlated.
(6) The r^-model in the expected return-beta plane is 
described by a straight line. This straight line has a 
positive slope and it intersects the expected return axis 
at. Pp.
The r^-model in the expected return-beta plane is also 
represented by a straight line. Such a line has a positive 
slope and it intersects the expected return axis at r^.
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If the assumption (6) of the r^-model is substituted 
with the short selling assumption of the r^-model it can be 
concluded that r^ = r^^. Only in this case it can be 
produced an r^-model which is identical to the r^-model.
2.11 Capital Asset Pricing Model versus Market Model
Comparing the C.A.P.M.and the market model one observes :
(1) The C.A.P.M. is an ex-ante model which highlights a 
cross-sectional equilibrium relationship between expected 
return and risk.
The market model is not an equilibrium model. It is mainly 
concerned with explaining the return generating process of 
securities. Consequently it is an e%-post model.
(2) The C.A.P.M. is based on the multivariate normality 
assumption which is consistent with the joint normality 
assumption underlying the market model.
(3) The C.A.P.M. has price of risk implications : that is
it indicates the extra return that can be gained by increasing 
the measure of risk (beta) on a security or portfolio 
(efficient or not) by one unit.
The market model has no price of risk implications.
Hence it may be inferred that the C.A.P.M. is generally 
distinct from the market model. Only in an efficient 
market, when all the regression assumptions are satisfied 
and the underlying process is stationary through time, 
the ex-post form of the C.A.P.M. is the same as the market 
model’s form, (see section 3.2.2).
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2.12 Beta as a Measure of Risk
Assuming that the joint probability distribution of 
security returns is multivariate normal, it may be inferred 
that the joint distribution between any security's return 
and the market portfolio's return is bivariate normal.
In this case the equation of the market model is valid.
p
The coefficient b of the market model is equal to CT.,/(%.s  ^ sM M
and it measures the risk of s in M relative to the risk 
of the market portfolio M. So b^ is called the relative 
risk of s in the market portfolio.
There are three main justifications behind the use of beta 
as a measure of risk. These are :
(l) By means of the market model, the variability of future 
returns on a security s (i.e. its riskiness) can be broken 
into two components!
(a) A systematic component generated by the market and thus 
called systematic risk.
(b) An unsystematic component generated by the &'s and 
hence called unsystematic risk.
When securities are combined in a well diversified portfolio,
the unsystematic components become relatively unimportant, 
leaving, the component generated by the market as the major 
contributor to the portfolio risk. Therefore, the risk of 
a well diversified portfolio will be comprised of the 
systematic risk only. Since the risk of the market portfolio, 
as measured by the standard deviation of return, is a constant 
with respect to all securities, b^ measures the contribution
of the security's s risk to the total riskiness of the
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diversified portfolio.
(2) Beta is a useful measure of risk for an individual 
security and it can be utilized when is added a new 
security to a portfolio. In fact :
(a) If bg -C 1,then s can be used to lower the variance 
of M.
(b) If bg l,then s cannot be used to lower the variance 
of M. (Babcock (1972) )
(3) The r^-model can be written as
(2-7)
where
r^ - rp= the expected excess return on the s^^ security.
~ expected excess return on the market
portfolio.
The last equation shows that in equilibrium b^ is the constant 
of proportionality between the expected excess return on 
the s^^ security and the expected excess return on the market 
portfolio (Blume (1971) ).
The same conclusion also holds for the r^-model.
2.13 The Sharpe Multi-Beta Model
Sharpe (1977) gave to the C.A.P.M. a multi-beta 
interpretation. He assumed that the market portfolio 
is generated by N risky securities and that the market
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portfolio in turn is used to generate k portfolios.
Then he argued that the relative risk of a security
in the market portfolio can be represented as a convex
linear combination of the quantities b . /b... . That is8J Mj
^sM = > u. ----  (2.8)^ ' J "hi
j=l
where
s = 1,2,...,N .
k
^  •
Covariance of the security s's 
Cov(R R.) return with that of the portfolio j 
b . -^-*3--------------------------------------
sj 2/p \ Variance of the return on the
 ^ portfolio j .
P /p p Covariance of the market portfolio's
^ M j) return with that of the portfolio j.
2 - 





W. the total proportion of the market value invested in
J
portfolio j.
Rj = the rate of return on portfolio j.
Next Sharpe pointed out that factors as inflation, 
taxation considerations, etc., affect the returns on the 
N securities and thus will also affect the return on the
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market portfolio. Therefore he assumed that the security 
returns are determined by .f observable factors and that the 
return on the market portfolio can be expressed as :
g = l
where
Fi » . . . »F.g = the returns on the observable factors
affecting the security returns, 
g ~ the sensitivity of the market portfolio's 
return to fluctuations in the common 
factor g .
= the (random) difference between and 
the proportion of R^ attributable to 
the factors.
Then by taking into account the assumption that the 
variance of approaches to zero he asserted that the 
relative risk of a security in the market portfolio is 
(approximately) related to b^^(= the relative risk of
in the portfolio ^) .
In this case the results obtained earlier can now
be ,applied. By interpreting R^  in equation (2.9) as
the value of factor j and W^. as the sensivity of R^ to
a change in factor j, then equation (2.8) states that
the relative risk of the security in the market portfolio




Consequently the r^-model can be rewritten as :
+ (r^^rp) > |----\ b_, (2.10)
Equation (2.10) represents a "multi-beta” interpretation 
of the r^-model. The identification of the factors 
affecting the return of the market portfolio can only be 
achieved if one identifies the market portfolio itself. 
However, it will be explained in section 3.3 that portfolio 
models based upon the market portfolio's identification 
reveal the lack of empirical validity.
2.14 Conclusions
Markowitz was the first who developed a theory which 
discusses the rules for the systematic selection of 
optimum portfolios under conditions of risk.
To facilitate practical application to the original 
Markowitz model, Markowitz suggested and Sharpe developed 
the single-index model. The single-index model assumes 
that the security returns are linearly related only to 
the reburn of a common factor to all securities.
Multi-index models introduce beyond the market index 
some extra indices in the hope of capturing further 
information.
The market model has the same form as the single-index
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model, but it avoids one very strong assumption of the 
single-index model.
The C.M.T. is the major extension which is built on the 
Markowitz portfolio theory. The C.M.L. is an ex-ante 
equilibrium relationship that expresses linearly return 
and risk of efficient portfolios only. The r^-model 
and the r^-model are two distinct ex-ante equilibrium 
relationships. Each one relates linearly return and 
risk for securities or portfolios (efficient or not).
Both are generally distinct from the market model.
A security’s or portfolio’s risk, in isolation, 
is measured by the standard deviation of return. The 
risk of an efficient portfolio is also measured by the 
standard deviation of return. A security's risk within 
a diversified portfolio is measured by the covariance 
between the return on the security and the return on the 
portfolio. Finally, the beta coefficient measures the 
systematic risk of a security or portfolio (efficient or 
not) relative to the risk of the market portfolio.
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cha:^er_ 3
PORTFOLIO SELECTION MODELS: THE EMPIRICAL EVIDENCE
Chapter 2 described the Markowitz model, its simplifications 
and some of its extensions. The purpose of this chapter is to 
review the most important empirical studies of these portfolio 
selection models.
This chapter begins with a brief review of the empirical 
evidence concerning the original Markowitz model and its 
simplifications. Then it provides a summing up of the 
statistical methodology used in an attempt to test the 
C.A.P.M.'s versions. Finally, it discusses the criticisms 
of the C.A.P.M., especially those stated by Roll (1977) and 
points out the differences between the C.A.P.M. and the sample 
risk-return exact linear relationship.
3.1 Empirical Tests of the Markowitz Model and its Simplifications
The empirical studies concerned with the expected return- 
standard deviation Markowitz model and its simplifications can 
be divided into two groups.
(I) Those which tested the model as proposed by Markowitz.
A study of this type was performed by Farrar (1967).
(II) Those which tested several index models which developed
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to simplify the inputs of the original Markowitz model. 
Empirical work in this area was offered by King (1966),
Mayers (1973), Fertuck (1975), Cohen and Pogue (1967),
Elton and Gruber (1973), Farrel (1974), Wallingford (1967), 
Alexander (1978, 1977), Aber (1976) and Livingston (1977).
The empirical studies of the second group can be divided 
into the following subgroups :
(i) Those which examined if industry effects are a significant 
determinant of security returns (King, Mayers and Fertuck).
(ii) Those which compared directly single-index models with 
multi-index models (Cohen and Pogue, Elton and Gruber, Farrel, 
Wallingford, Alexander, Aber and Livingston).
A brief review of. these empirical investigations now 
f ollow s ;
Farrar, (1967) examined if actual portfolios of mutual funds 
approximate to optimal portfolios constructed as proposed by 
Markowitz. By taking into account a population made from 
industries and asset groupings and employing principal 
component analysis techniques, he formed a revised population 
consisting of eleven variables. As a next step he used the 
population of the ten variables and he computed the efficient 
frontier of optimal portfolios by solving a number of quadratic 
programming problems. He also made use of a sample of mutual 
funds and he compared their risk-return combination against his 
efficient frontier. His conclusions can be summarized as 
follows :
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(1) Funds tended to cluster into groups.
(2) Funds were located close to the efficient frontier.
(3) Funds that claimed to be risky were located close to the
high-risk efficient portfolios, while balanced funds were
located close to the low-risk efficient portfolios.
King (1966) was the first who questioned the existence of
important covariance between security returns beyond those 
attributable to an overall market factor. He attempted to 
determine how much of the variability of security returns 
was attributable to overall market fluctuations, and how much 
could be attributed to industry factors. He used factor 
analysis techniques and he concluded that on average for his 
overall sample period, 52 per cent of the total variation 
in stock's returns was accounted for by a market factor.
After removing the market factor and employing cluster analysis 
he deduced that, on average over his overall sample period,
10 per cent of the variance of return was explained by industry 
factors.
King's results indicated that industry factors are important 
factors affecting security returns. Moreover his findings 
indicated that security returns are also affected by other 
factors beyond the market factor and his industry factors.
Mayers (1973) subsequently demonstrated that King's results 
overstate the role of industry factors in the market. Using 
principal component analysis techniques he reported empirical 
evidence that confirmed the findings of King regarding market 
influence and the importance of industry analysis. However, 
he inferred that there are industries different from those
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studied by King, which did not have significant effect on 
returns as the ones that King studied.
Fertuck (1975) attempted to resolve the contradictions between 
King's and Mayer's results. He used three digit standard 
industrial classification (S.I.C.) industry indices to account 
for variance in monthly returns. His findings showed that an 
industry index can be used to explain 11.5 per cent of the 
variance of the return. He argued, however, that these results 
cannot be generalised to all industries. To support his 
argument he showed that there are industries for which the 
S.I.C. codes explain only 1.4 per cent of the variance of return 
Fertuck inferred that :
"It is necessary to be very careful when deciding whether 
to use an industry index to remove systematic movements.
In some industries, the industry effect is trivial and can 
be safely ignored. In others, it can be as large as a 
third of the market effect" (p.847).
According to the studies and King, Mayers and Fertuck, it is 
reasonable to expect that a multi-index model can be used to 
simplify the computational requirements of the original 
Markowitz model. In view of these studies, however, no 
conclusions can be drawn regarding the importance of industry 
factors, since King's findings are not supported by the studies 
of Mayers'and Fertuck.
Cohen and Pogue (1967) made a direct comparison of efficient 
portfolios generated by a single-index model and a multi-index 
model ; they found that the former produces more efficient
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portfolios than the latter. Cohen and Pogue attributed this 
result to the fact that only common stocks were used and that 
their high intercorrelations made the group more amenable to a 
single-index model.
Elton and Gruber (1973) also constructed a study for the 
comparison of a single-index model and a multi-index model.
Their findings were similar to those of Cohen and Pogue : 
their single-index model dominated their multi-index model 
in approximating the Markowitz model's efficient frontier.
Farrel's (1974) aim was to form homogeneous groups and to use 
them as inputs to a multi-index model. He pointed out that 
the results of Cohen and Pogue were due to the high correlation 
between the indices used as inputs to their multi-index model. 
Hence the utilization of homogeneous groups as inputs to the 
multi-index model is necessary. Farrel -tested for extra effects 
in common stock returns related to growth, cyclical and stable 
groups. He separated stocks into groups based on the correlation 
in their residual returns and he found that four homogeneous 
groups emerged from his analysis : growth, cylical, stable
and oil. Regression analysis results indicated that these 
stock groupings explained on average 14 percent of the variance 
of returns., on stocks in the sample. Farrel concluded that it 
is necessary to add a fourth factor to those suggested by King 
as explaining the variance of returns on a common stock.
Farrel also examined the residual correlation matrices produced 
by his single-index and four-index models. He found that his 
single-index model produced a correlation matrix with significant
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entries while his four-index model did not. Hence he 
deduced that his multi-index model does a better job of 
approximating the Markowitz model than the single-index model.
Wallingford (1967) performed a study similar to Cohen and Pogue. 
His results contradicted those of Cohen and Pogue - i.e. two- 
index model.generated efficient portfolios that dominated those 
obtained with a single-index model.
Alexander (1978) tried to locate the main reason for the 
conflicting results produced by Cohen and Pogue and Wallingford. 
He documented results showing the superiority of the single­
index model to the multi-index model. His results were in 
contrast to the results of Wallingford. He attributed this 
discrepancy to the choice of the indices. He noted that, when 
he used indices computed from the sample itself, the single-index 
model did not outperform the multi-index models. So his results 
lent support to the Cohen and Pogue conclusions.
Alexander's (1977) study was concerned firstly with forming 
efficient portfolios and secondly with comparing single and 
multi-index models when heterogeneous securities (i.e. common 
stocks, preferred stocks, corporate bonds and U.S. Government 
bonds) were taken into consideration. His results made him 
deduce that his multi-index model generated more efficient 
portfolios than those of his single-index model.
Aber (1976) compared a single-index model, an industry-based 
multi-index model and two non-industry-based multi-index models.
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In his study he examined the correlations among the 
residuals for each model. On the base of his evidence 
he concluded that the multi-index models are superior to the 
single-index model, since the former produced independent 
residual terms, while the latter produced dependent residual 
terms. In addition, he inferred that his industry-based 
multi-index model was outperformed by his non-industry-based 
multi-index models.
Finally, Livingston (1977) examined the following implication 
of the single-index model;
The correlation between the returns on any two securities after
removing the market effect is zero.
He pointed out that the same implication was examined by other 
researchers, but their results were conflicting. In his study 
Livingston showed the superiority of the regression techniques 
to the factor analysis techniques. His.reported evidence can 
be summarized as follows ;
(1) There exist correlations between security returns after 
the market factor is removed.
(2) Diversification can be achieved by selecting securities 
from different industries.
(3) Multi-index models, having as inputs non-orthogonal 
industry indices, explain more fully the intercorrelations 
among securities than a single-index model.
From the results presented previously it may be concluded 
that there is not an unambiguous answer concerning the performance 
of the multi-index models relative to the single-index models.
The most surprising outcome is the ability of the single-index
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model to outperform some multi-index models. Although 
every study has provided some justification concerning 
this surprising outcome, no special tests have been made 
to confirm that such an outcome is not due to the violation 
of the basic assumptions of the statistical method used.
3.2 Empirical Tests of the Capital Asset Pricing Model's Versions
This section begins with a series of testable implications 
regarding the C.A.P.M.'s versions.
3.2.1 Testable Implications of the Capital Asset Pricing 
Model's Versions
Each version of the C.A.P.M. has the following testable 
implications :
(1) The relationship between the expected return on a security 
or portfolio is linear to its relative risk , in the market 
portfolio.
(2) A security's or portfolio's relative risk in the market 
portfolio is the only measure of risk that affects its expected 
return.
(3) In a market of risk-averse investors, the relationship 
between a security's or portfolio's expected return and its
,relative risk in the market portfolio is positive.
3.2.2 Testing Ex-ante Models with Ex-post Data
Since ex-ante measures generally cannot be observed.
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ex-ante models are tested by using ex-post data. There 
are two main points to be considered when ex-post data are
used to test ex-ante models. These are :
(l) The assumption of the market efficiency. In efficient 
markets, the differences between expectations and realizations 
should average out to zero over reasonably long periods of time 
This assumption implies that, over long periods of time, 
ex-post magnitudes can be used as proxies for ex-ante 
magnitudes.
(2 ) Since ex-ante models are always cast in terms of 
expectations, for testing purposes they must be transformed 
to ex-post relationships. For each version of the C.A.P.M., 
this can be achieved if a model is specified that relates 
ex-post returns to ex-ante returns. Such a model can be
derived with the help of the market model, which is an
ex-post model. It is assumed that the joint distribution
of security returns is multivariate norm&l and stationary
through time. Then the market model holds in each period 
(Fama (1976), Ch. 3). That is :
^st = + V M t +  ^st (3-1)
where
s — 1,2,...,N . 
t = 1,‘2,...,T «
E( “ 0 for each t
E( 6 gt^Mt^ ~  ^for each t
E( , ) = 01  ^ for each t
2(65 St ?st+l^  = ° each  ^ .
E = the expectation operator.
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The use of ex-post data implies the substitution of an 
ex-ante distribution by an ex-post distribution. Thus it 
has to be ensured that the ex-post and ex-ante returns on 
securities follow distributions of the same type. More 
precisely the r^-model requires multivariate normality.
This is perfectly consistent with the joint normality 
assumption on which the market model is heavily based.
Equation (3.1) implies that the expected return on s 
from period t to period t+1 is given by :
where
^Mt ~ expected return on the market portfolio from
period t to period t+1 .
Subtracting equation (3.2) from equation (3.1) and rearranging 
terms it follows that :
Equation (3.3) relates the t period realized return on s with 
its next period expected return. Expressed differently 
equation (3.3) relates ex-post measures with ex-ante measures. 
If the joint distribution of securities’ returns is stationary 
through time, it can be assumed that the following relationship 
holds across securities in every period:
^st  ^^Ft (^Mt “ ^Ft^^s (3.4)
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where
s = 1,2,...,N 
t = 1,2,...,T •
If the joint distribution of and R^^ is bivariate normal,
then the beta coefficient produced by the market model is 
identical to the beta coefficient of the C.A.P.M. (Fama (1973) ) 
Thus substituting equation (3.4) into equation (3.3) and 
simplifying, one takes
^st  ^^Ft ^s ^^Mt " ^Ft^  ^ ^st (3.5)
Equation (3.5) is the ex-post form of the r^-model.
The non-autocorrelation assumption of the market model implies 
that over time the E^^s of a security add up to a value close 
to zero. Hence equation (3.5) can be summed over T and 
averaged to derive
''s = V  (3.6)
where the bars indicate average returns over T .
Similarly one can produce the ex-post form of the 
r^-model. That is
^st " ^Zt ^s^^Mt " ^Zt) ^st (3.7)
and thus to take
"45 ”
3.2.3 Statistical Methods used to Test the Capital Asset
Pricing Model’s Versions and Conclusions of the Tests
There have been several attempts to test the implications 
of the r^-model or/and the r^-model. Studies by Lintner 
(in Douglas (1968), p.36), Jacob (1971), Miller and Scholes
(1972), Black, Jenson and Scholes (1972), Blume and Friend
(1973) and Fama and MacBeth (1973) constitute some of the 
more rigorous empirical tests.
In each of these studies a sample of securities with 
observed returns over a specific sample period has been 
utilized and a test of the implications of the r^-model or/and 
the r^-model has been carried out. A brief of the statistical 
methods used in these empirical tests, is provided below..
To examine empirically the first implication concerning 
the return-beta linearity the following two testing 
methodologies have been adopted :
(1) A two stage cross-section methodology.
(2) A time series methodology.
The two stage cross-section methodology followed a 
three-step procedure;
STEP .1 For each security or portfolio in the sample the 
beta coefficient was estimated.
STEP 2 Cross-sectional regressions between security or 
portfolio average realised returns and betas, or 
between security or portfolio realized returns and 
betas were run.
-46-
STEP_3 The coefficients of the cross-sectional regressions 
were compared with the risk free rate (the zero beta 
portfolio's mean return) and the mean excess on the 
market index respectively.
This methodology was adopted by Jacob (1971), Black,
Jenson and Scholes (B.J.S.) (1972), Blume and Friend (B.F.) 
(1973) and Fama and MacBeth (F.M.) (1973).
Jacob for her tests used securities, while B.J.S., B.F. 
and F.M. aggregated securities into portfolios and they used 
portfolios for testing purposes. The major reason for working 
with portfolios rather than individual securities is to reduce 
the errors in estimates of betas so that consistent estimates 
may be obtained from the cross-sectional regression. This is 
true because, by combining securities that are less than 
perfectly positively correlated, diversification can be 
achieved. As a consequence, the specific risk on portfolios 
is smaller than the specific risk on individual securities.
(By specific risk is meant that part of a security's or 
portfolio's total risk that cen be diversified away).
Hence the errors in portfolio betas are smaller than those 
of individual securities.
Jacob and B.J.S. used the ex-post form of the r^-model 
to estimate security betas, while B.F. and F.M. used the 
market model. The ex-post form of the r^-model was utilized 
to estimate betas, because Roll (1969) demonstrated that, 
if the risk free rate fluctuates over time and if it is
•“4-7 -
correlated with the return on the market portfolio over time, 
then biased results will occur in the estimates of the beta 
coefficients of the market model.
B.J.S., B.F. and F.M. used similar grouping procedures 
and they generated 10,12, and 20 portfolios respectively.
B.J.S. estimated portfolio betas by utilizing the ex-post 
form of the r^-model. B.F. estimated portfolio betas with 
the help of the market model. Lastly F.M. estimated each 
portfolio's beta by averaging the individual security betas
in the portfolio; the individual security betas were estimated 
with the aid of the market model.
The cross-section methodology is not the only methodology 
adopted to test the C.A.P.M.'s versions. B.J.S. presented 
an additional methodology called the time series methodology. 
With this methodology in mind the following procedure was 
adopted :
STEP__1 For each portfolio in the sample, the coefficients 
alpha and beta of a time series regression between 
portfolio realized returns and realized excess 
returns on the market index were calculated.
STEP_2 The vector with entries the alpha coefficients was 
compared with the zero vector.
To investigate empirically the second implication of the
C.A.P.M.'s versions a three-stage methodology was used :
STEI^J^ For each portfolio in the sample the beta coefficient
and the specific risk were estimated.
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STEI^ _2 A portfolio's average realized return or porfolio's
realized return was used as dependent variable and was 
cross-sectionally regressed against two independent 
variables : the estimated portfolio beta and the
estimated portfolio specific risk.
_STEP_3 The coefficients of the cross-sectional regressions
were compared with the risk-free rate, the mean excess 
return on the market index and the number zero, 
respectively.
This methodology was adopted by Lintner, Miller and Scholes 
(M.S.) and F.M. Lintner and M.S. used securities in their 
tests, while F.M. used portfolios. Lintner and F.M. employed 
the market model to estimate security betas and security specific 
risks. M.S. employed, for the same purpose, the ex-post of the 
r^-model. F.M. estimated each portfolio's beta by averaging 
the individual security betas in the portfolio and each 
portfolio's specific risk by averaging the individual security 
specific risks in the portfolio.
Finally, the third implication of the C.A.P.M.'s versions 
can be verified by examining the sign of the second coefficient 
of the cross-sectional regressions employed to investigate 
empirically the first and the second implications.
The results of the C.A.P.M.'s versions tests are summarized 
in table 3.1 .
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3.3 Roll's Criticisms
The conclusions for accepting or rejecting the versions 
of the C.A.P.M. were carried out until Roll's criticisms 
appeared in the literature.
Roll (1977, 1978) pointed out that :
(1) Tests of the C.A.P.M. are impossible and invalid.
(2) There are difficulties in testing the efficiency
of the market proxy.
(3) When a market proxy is used as a benchmark, superior
performance will be undetected.
Roll's main conclusion can be summarized as follows :
Assume a given number of N risky securities. A portfolio, 
call it Ml, is mean-standard deviation boundary (i.e.it has a 
minimum standard deviation at each level of mean return) 
if, and only if, there exists an exact linear relationship 
represented by the following equation :
V%M1
K = 2^X1+ (^ Ml -   /3.9)
where
R = the (N X 1) column vector of mean returns.
V = the (N X N) covariance matrix of returns,
i = the (N X 1) unit vector.
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Xmi = a (N X l) decision column vector of investment 
proportions defining the portfolio Ml.
^M1 ~ (scalar) mean return of portfolio Ml.
2
- the (scalar) variance of portfolio Ml.
r%Mi “ the (scalar) mean return on a boundary portfolio
whose return is uncorrelated with the return on Ml.
Roll's conclusion holds in the population of securities 
in the market as well as in any sample drawn from this 
population. The two mathematical assumptions on which this 
conclusion is based are :
(1) The covariance matrix of returns on the securities is 
non-singular.
(2) The mean return vector contains at least two distinct 
entries.
These assumptions are not additional assumptions. The 
derivation of the C.A.P.M. relies on the non-singularity 
of the covariance matrix of security returns. . Furthermore, 
there are two securities in the whole population of securities 
in the market with different returns. However, these 
assumptions are made when one wishes to prove Roll's main 
conclusion for a given sample of securities.
The consequences of Roll's conclusion, are very important. 
In fact it was stated previously that the market portfolio's 
efficiency and only the market portfolio's efficiency will 
imply the C.A.P.M. In addition the converse proposition is 
true ; that is the validity of the C.A.P.M. implies the market
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portfolio’s efficiency. Then, in view of this result, 
it may be concluded that the ex-ante efficiency of the 
market portfolio and the validity of the C.A.P.M. are 
joint hypotheses. Consequently the only way to test the 
C.A.P.M. directly is to test the following implication :
(l) The market portfolio is mean-standard deviation
efficient. __
But the true market portfolio contains all the market risky 
securities in proportion to their relative value in the market 
place. This implies that one can test the C.A.P.M. directly 
if given all the securities that comprise the market portfolio 
and the equilibrium proportions of each security in the market 
portfolio. Since it is not possible to identify all the 
market securities and hence to compute their weights in the 
market portfolio, it is impossible to identify the market 
portfolio itself. Therefore it is impossible to validate 
a model whose testability relies upon the identification and 
use of an unobservable portfolio.
All the above mentioned studies are based on a sample 
of risky securities with observed returns over a sample 
period and a proxy which was supposed to represent the 
market portfolio. But by using a proxy nothing can be 
deduced about the C.A.P.M. Furthermore, since the market 
portfolio is unobservable no inference can be made for a 
given proxy, that it is a good or bad approximation of the 
market portfolio. In this case two conclusions can only 
be drawn. Firstly, if the proxy is efficient during the 
sample period, it can be concluded the validity of an exact 
sample risk-return relationship during this period, whether
-53-
or not the market portfolio is mean-standard deviation 
efficient. Secondly, if it is found that a sample risk- 
return linearity holds exactly using a market proxy, it can 
be inferred that during the sample period this proxy is a 
member of the sample mean-standard deviation efficient 
frontier. But this does not mean that the market portfolio 
is also a member of the mean-standard deviation efficient 
frontier.
Unfortunately, all the studies which tried to test the 
C.A.P.M. paid little attention to this crucial point.
It would, therefore, be extremely misleading to draw any 
conclusions about the validity of the C.A.P.M. itself.
In fact, these studies provide nothing more but tests of 
the mean-standard deviation efficiency of the market proxy.
Consequently it can be deduced that the problem of the 
market portfolio identification implies that both versions of 
the C.A.P.M. are only theoretical models.
The same conclusion applies for the Sharpe multi-beta 
model, since it also takes into consideration the market 
portfolio.
'Next attention is given to the difficulties which may 
appear when the efficiency of the market proxy is tested. 
Indeed :
(l) By testing directly the mean-standard deviation efficency 
of the market proxy, there are computational problems. In
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this case one has to compute the efficient frontier and to 
infer whether the market proxy lies on the frontier. Such a 
procedure, however, requires the inverse of the covariance 
metrix of all securities in the sample.
(Il) By testing the efficiency of the market proxy with the
aid of the return-heta linear relationship it can be
alleviated the problem concerning the computation of the
covariance matrix's inverse. However, some other statistical
problems arise. Namely there exists a number of inefficient
portfolios for which the usual statistical tests of the
equation R-r^i = +(r^^ - r^)  ^will *give
Ml
Ag = Û, where s is a portfolio formed from securities contained 
in the sample and £ is a zero vector.
This is true since the vector A contains some positive ands ^
some negative entries and thus its mean would be equal to zero. 
Consequently the efficiency of the market proxy may be 
accepted when the market proxy is not efficient.
Finally, with regard to the portfolio performance.
Roll concluded :
(l) If the selected proxy is ex-post efficient, then all 
individual securities and portfolios (efficient or not) 
would, lie on a straight line derived from the efficiency of 
the proxy. Hence all the individual measures of performance 
will be zero. Therefore, in this case, it will be impossible 
to find a security or portfolio (efficient or not) with superior 
or inferior performance.
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(2) If the selected proxy is not ex-post efficient, the 
efficient set mathematics implies that there is not an 
exact linear risk-return relationship. Thus there exist 
non-zero individual measures of performance. But another 
ex-post inefficient proxy will also give non-zero individual 
measures of performance. In such a case there is not a method 
to find out which proxy has to be used.
To distinguish between the C.A.P.M., which applies to 
the whole population of securities in the market and the risk- 
return exact linear relationship, which applies to a sample of 
securities the latter is termed Sample Risk-Return Exact Linear 
Relationship (S.R.R.E.L.R.).
3.4- Capital Asset Pricing Model versus Sample Risk-Return 
Exact Linear Relationship
If one compares the C.A.P.M. and the S.R.R.E.L.R. the 
following is observed :
(1) The C.A.P.M. requires all the population of the risky 
securities in the market to be included in the market portfolio 
The S.R.R.E.L.R. considers a sample of the population of the 
risky securities in the market to be included in the market 
proxy.
(2) The C.A.P.M. arises from the expected return-standard 
deviation efficiency of the market portfolio.
The S.R.R.E.L.R. is a consequence of the expected return-
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standard deviation efficiency of the market proxy.
(3) The C.A.P.M. can be viewed as a model which applies 
equally to all investors.
The S.R.R.E.L.R. can be considered as a model which applies 
to an individual investor'.
(4-) The C.A.P.M. is an ex-ante equilibrium model.
The S.R.R.E.L.R. is an ex-ante mathematical model.
(5) The C.A.P.M. is a unique model in the sense that it holds 
for the market portfolio and only the market portfolio.
The S.R.R.E.L.R. holds for an infinite number of expected 
return-standard deviation efficient market proxies.
(6) The market portfolio is a theoretical portfolio and it 
cannot be identified . Hence the C.A..P.M. is not testable.
The market proxy can be identified and thus the S.R.R.E.L.R. 
may be tested.
3.5 Some Other Criticisms of the Capital Asset Pricing 
Model's Tests
In all the empirical studies mentioned in Section 3.2 
samples were used and time series regressions were run to 
estimate the beta coefficients. The estimating method 
employed was the Ordinary Least Squares (O.L.S.) method.
A major justification for using the O.L.S. method to estimate 
the linear regression is the following :
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The least square estimates of a linear regression are 
Best Linear Unbiased Estimators (B.L.U.E.s) of the true 
population parameters.
The properties of B.L.U.E.s were important for the 
empirical investigations of the C.A.P.M. (S.R.R.E.L.R.) 
of section 3.2,because such investigations were based upon 
the estimation of linear regressions. If the properties
of B.L.U.E.s were violated, biased sample estimators would be 
derived and so standard formulae and tests for statistical 
inference would be invalid.
The estimation of a linear regression by O.L.S. is subject 
to a set of assumptions, which in turn implies that the O.L.S. 
estimators are B.L.U.E.s. These assumptions are :
(1) The Normal Distribution Assumption : The random 
disturbance term is normally distributed.
(2) The Zero Expected Value Assumption : The expected value 
of the disturbance term is equal to zero.
(3) The Homoscedasticitv Assumption : The variance of the 
disturbance term is intertemporally stationary.
(4) The Non-Autocorrelation Assumption : The value which
•the,disturbance term takes in one period is independent
of its value in any other period.
(5) The Assumption of Independence : The disturbance term 
is independent of the explanatory variable.
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Unfortunately no attention was given to these 
ssumptions by any study mentioned in section 3.2. Only 
Miller and Scholes (1972) examined the homoscedasticity 
assumption, but they did not find evidence to support it. 
However, there is evidence in the literature which rejects 
the simultaneous validity of these assumptions. Brown (1977) 
used the data of Fama and MacBeth (1973) for the period 1961 
to 1968. His empirical evidence showed heteroscedasticity 
for securities at the one percent level of significance and 
for portfolios at the five percent level of significance.
Bey and Pinches's (1980) results also supported the 
existence of heteroscedasticity when individual securities 
were used. In addition they arrived at the same conclusion 
when they employed the single-index model using portfolios 
instead of individual securities.
Belkaoui’s (1977) findings also indicated evidence of 
heteroscedasticity.
Schwartz and Whitcomb (1977) examined empirically the 
non-autocorrelation assumption. Their reporting evidence 
showed autocorrelation between the residuals.
Theobald (1980) investigated empirically the assumptions 
of non-autocorrelation and homoscedasticity using U.K. data. 
In view of his findings he deduced that during his sample 
period both assumptions were violated.
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On the other hand the empirical studies of the C.A.P.M.
(S.R.R.E.L.R.) utilized cross-sectional regressions.
Unfortunately, the cross-sectional regression’s assumptions
under which the B.L.E.U.s' properties of the estimators
are insured have been left untested. For example Fama and
MacBeth (1973) in their footnote 10, p.627, stated :
"If one makes the Gauss-Markow assumptions that the
underlying disturbances of (11) have zero means, are
uncorrelated across p, and have the same variance for all 
„ 1P
In another paper Fama and MacBeth (1974) in their footnote 20, 
p.867, stated :
"There is, however, ample evidence in (7) that the 
assumptions of the Gauss-Màrkow Theorem are not by the 
of (8). In particular, CT^ (/v^ )^ is an increasing 
function of b^, and there ià-^ a'-slight amount of cross­
correlation among the . This implies that to obtain
Rzt - o^t coefficients of (8) must be estimated by
2generalized least squares" .
Recently Chen (1981) demonstrated that the effect of 
portfolio diversification cannot be achieved if a portfolio 
is comprised of securities among which a large number have 
het.eroscedastic residual risk over time.
In another study Chen (1980) concluded that the O.L.S. 
method is not an appropriate method for use in estimating 
beta, since the disturbance terms of the ex-post form of the
C.A.P.M. did not satisfy the assumption of homoscedasticity.
1 Their equation (11) was a second pass cross-sectional 
regrssion used to test the C.A.P.M.
2 Their equation (7) was the C.A.P.M. ,while treir equation 
(8) was a second pass cross-sectional regression used
to test the C.A.P.M.
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He proposed the use of the generalized least squares method 
to estimate the beta coefficients and the disturbance terms.
By employing the method of the generalized least squares he 
re-examined the Lintner’s (in Douglas (1968), p.36) results 
and he deduced that average security returns were not 
significantly related to the specific risk.
Lastly the one-period C.A.P.M. (S.R.R.E.L.R.) derived 
without invoking the assumption that the joint distribution 
of security returns is intertemporally stationary. But 
this assumption is required when one uses time series data 
to test the model,because it is a necessary condition to 
derive the ex-post form of the C.A.P.M. (S.R.R.E.L.R.) and 
to estimate the security beta coefficients and the security 
specific variances by the O.L.S. method. (More will be said 
about such an assumption in Chapter 9).
Although the intertemporal stationary assumption is very 
important for the empirical examination of the C.A.P.M. 
(S.R.R.E.L.R.), it has been left untested. There are only 
some indirect tests in the literature concerning the empirical 
verification of the security variance.
Blume (1975) and King (1966) found that the variance 
of security returns on the New York Stock Exchange decreased 
from the pre-war to the post-war period.
Also Blattberg and Conedes (1974) reported evidence 
indicating that the individual security variance is not 
intertemporally stationary.
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However, when one examines empirically one-period 
asset pricing models he is concerned with the joint 
probability distribution of security returns and not only 
with the intertemporal stationarity of the individual 
security variances. Consequently before cc
test of the C.A.P.M. (S.R.R.E.L.R.) it is necessary to 
verify empirically the assumption concerning the 
intertemporal stationarity of the security mean returns 
and the covariance matrix of security returnsi
3.6 Criticisms of Some Assumptions of the Capital Asset 
Pricing Model
Below are summarized some criticisms about the set of 
assumptions of the C.A.P.M.
(l) The C.A.P.M. puts restrictions on the type of the joint 
probability distribtion of returns on securities (e.g. 
multivariate normal) or on the type of the investor’s 
utility function of portfolio returns (e.g. quadratic)..
The assumption of the multivariate normal, distribution 
of security returns has been questioned in the literature.
A number of studies have examined series of daily price 
changes. The results indicated that such price changes 
are %iot normally distributed, see Fama (1965), Lintner (1972), 
Mandelbrot (1963), Officer (1972), Press (1964), Rosenberg
(1973) and Teichmoeller (1971).
The assumption of the quadratic utility function has also 
been questioned, see Mossin (1966) and Pratt (I964).
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(2). The C.A.P.M, assumes that all securities in the market 
are marketable. However this assumption cannot be justified 
in practice because there are securities which cannot be traded 
in the market. Human capital is an example of such a security 
You may rent your skills in return for wages, but it is 
forbidden by law to sell yourself or buy anyone else.
Thus the human capital of an investor constitutes one of the 
risky securities contained in his portfolio.
Since the human capital of an investor cannot be owned by 
another investor, one may conclude that investors hold 
different portfolios of risky securities. This is contrary 
to the C.A.P.M. implication which states that all the
investors in the market hold the same portfolio of risky
... 1securities
(3) The C.A.P.M. uses at the most two factors that affect 
security returns. There is, however, -empirical evidence 
which shows the existence of more factors. (See King (1966), 
Parrel (1974), Aber (1976), Roll and Ross (1980) and Hughes 
(1982) ).
3.7 Conclusions
. Empirical evidence indicates that there are cases where 
a multi-index model outperforms a single-index model and cases 
where a multi-index model is outperformed by a single-index 
model. There are not however,unambiguous answers regarding
1. Mayers D. (1972, 1973) derived the C.A.P.M. by relaxing 
the assumption that all securities in the market are 
marketable.
- 63-
the performance of the multi-index models relative to the 
single-index models.
On the other hand both versions of the C.A.P.M. are only 
theoretical models and they cannot be tested, because the 
market portfolio cannot be identified. Hence all the tests 
performed were simply tests of the mean-standard deviation 
efficiency of the chosen market proxy.
Lastly, the S.R.R.E.L.R. is not an appropriate tool for 
for assessing investment performance.
The C.A.P.M. is vulnerable to criticisms, particularly 
that concerning its testability. So attention has to be 
given to other models that relate linearly expected return 
and risk. The S.R.R.E.L.R. has the advantage over the
C.A.P.M. that it avoids the problem of the market portfolio's 
identification ; hence it may be tested. But it also has
some disadvantages as against the C.A.P.M. It is a purely
mathematical relationship which cannot be considered as an 
equilibrium relationship. It is valid for any minimum
standard deviation portfolio in a sample, provided that the
covariance matrix of security returns is non-singular and 
there exist at least two securities with different expected 
returns. Therefore it may be deduced that the S.R.R.E.L.R. 
cannot be regarded as a good substitute for the C.A.P.M.
What is needed is a multi-factor model which : .
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(1) Overcomes the criticisms of the C.A.P.M. and S.R.R.E.L.R.
(2) Relates linearly security expected returns and risks as 
measured by the sensitivities of the security returns to 
the fluctuations in common factors,
A model which fulfils these required conditions is the 
arbitrage pricing model, developed by Ross (1976, 1977).




THE ARBITRAGE PRICING THEORY
According to Roll (1977) the C.A.P.M. cannot be tested 
because the market portfolio cannot be identified.
Another alternative to the C.A.P.M., which has recently 
attracted a great deal of interest, is the Arbitrage Pricing 
Model (A.P.M.), presented by Ross (1976, 1977).
Ross' model is an approach to general equilibrium 
theory that overcomes most criticisms of the C.A.P.M. 
and especially the problem of the market portfolio's 
identification.
This chapter discusses in detail the Arbitrage Pricing 
Theory (A.P.T.). It also proves that the A.P.M. holds- 
under a weaker "no arbitrage" condition than that of Ross.
4-.1 Notation
Suppose there are in an economy N risky securities, 
where N 6 ^  n : n is a large integer ^  . In this chapter 
the following notation is adopted, unless otherwise stated 
or implied :
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R : the (Nxl) column vector with components the actual 
returns on the N securities at period t.
R^: the (Nxl) column vector with components the single 
period expected returns on the N risky securities.
: the value of an unknown common factor affecting the 
security returns during the period t, K = 1,2,...,k .
S : the (Kxl) column vector whose components are cÇ,
K = 1,2,...,k
: the (Nxl) column vector with components the security 
response coefficients to changes in a common factor.
< KB : the (NxK) matrix whose columns are the (Nxl) vectors b
b^: the (Nxl) column vector with components the security
i's response coefficients to changes in the common 
factors 1,2,...,k .
e : the (Nxl) column vector with components the security 
specific disturbances.
i : the (Nxl) unit vector.
I : the (NxN) identity matrix.
0_ : the-(Nxl) zero vector.
0 : the (NxN) zero matrix.
E : the expectation operator.
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4.2 Assumptions Underlying the K-Factor Arbitrage Pricing Model
The K-Factor Arbitrage Pricing Model relies upon the 
following assumptions :
(A) Assumptions about investors
(l) The Generating Process of Security Returns Assumption :
Investors believe that the (Nxl) column vector of
security's ex-post return in period t is described by
the following equation : ^
R = Rg + B<r + e (4.1)
where the tilde " ^ " indicates that the entries of
each vector are random variables.
It is also assumed that :
(i) The single period expected values on the factors
cT^ , cf^ , . . . , c/^  are zero. That is E( ) = £.
(ii) For each security i, the expected value of the
0
distribution of e. conditional on «3'^, for all K, is1 /«V A
zero. That is E(e^/ ) = 0, for all K .
(iii) The entries of 'e are commonly distributed. The
disturbance of a security is independent of any other
security's disturbance and each disturbance has finite
variance, say G~ , i = 1,2,...,N, That is
i
E(ee') = U, where U is an (NxN) diagonal matrix with
2 1 the variances CT along the diagonal.
, _________________®i_____________________________________________________________________________________________________________
1(a) In the remaining part of this study transposition 
of vectors or matrices will be denoted " " .
(b) In contrast to the theory behind the C.A.P.M. the theory 
behind the A.P.M. does not require the use of the 
variance. Consequently for the theoretical validity 
of the A.P.M. the assumption conç_,ernmg the independence 
of the random disturbances and , . . . , is not
necessary.
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(2) "ni_e _Exp£ct^_Re_tur^ Preference Assumption :
Investors prefer higher expected return to lower.
(3) Ihg. ^ l8jc-^versi^u_ ^ sumption : Investors are
risk-averse.
(4) The One-Period Assumption : Investors are assumed
to have a one-period investment horizon.
(B) Assumptions about the Market
(5) '5ie_^hortj-Selling_.^s^mpt:^on : Short-selling is 
unrestricted.
(6) '^ e_ Perf ec't^  C^iJ:al_Mark_e'^ Assumption : The capital 
market is perfect in the sense discussed in Chapter 2
(7) The_Taxles_s_Assumption : There are no taxes.
(8) The "no_arbitj:’age"_Condy::^on Asjun^ tjj^ on : Investors 
cannot earn in the market a positive return with no 
risk and without using their own wealth.
(C) Mathematical Assumptions
(9) E x 2 ^  UI'P2  Assumption :
There are at least two securities among the N
• securities with different expected returns.
Stated in another way the rank of the (Nx2) matrix 
(R i) is equal 2.
(10) The JNfui^er_of î^ a£tor_s _AspumptijDn : There are K
distinct and no perfectly correlated factors which 
influence security returns. Viewed differently
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the rank of the Nx(K+l) matrix (B i) is K + 1^
4«3 Implications of the Assumptions of the K-Factor 
Arbitrage Pricing Model
From equation (4.1) one observes that in the economy 
the t^^ period ex-post return on any security, say i, is 
represented by the following equation :
^it = ""i + (4.2)
Equation (4.2) shows that R i s  described linearly in terms 
of K-random variables common to all securities, called factors, 
and a random variable specific to security i, called the 
idiosyncratic risk of i.
Since R ., is related to random variables, it is a random 
variable itself. The random variables ^^t'''*^^t
and e^ .^  can be thought of as governed by a probability 
distribution. In A.P.T. there is no specific assumption 
about the type of the probability distributions of
0 ' ®2t****' ^Kt ®it * It is only assumed that
such distributions have well defined variances. Therefore 
except for equation (4.2) there is no other restriction 
on ,the type of the probability distribution of R^.^. . 
Furthermore, the distribution of R^^ has a well defined 
variance, since the distributions of , . . . , ^ Yit
and e^ .^  have well defined variances.
1. Although the assumptions (9) and (10) were not mentioned 
by Ross it will be shown (Appendix A) that they are 
necessary.
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In view of equation (4.2) the variability of future
returns on i (i.e. its riskiness) is dependent on the
r\ n
variabilities of ^  ^2t* ' ' ' * ^ Kt ®it *
other words, from equation (4.2) it is clear that the 
extent to which the security i’s return fluctuates is 
dependent on the extent to which * ^2t***** ^ K t
and fluctuate. Consequently, the risk of the
individual security i can be separated into two components 
a systematic component due to the movements in the common 
factors, called systematic or factor risk and the 
unsystematic component due to the movements in e's (the 
idiosyncratic risk)^ .
In equation (4.2) a typical element b^^ of the vector 
b^ measures the sensitivity of the security i's return to
fluctuations in the common factor o ^ . b^^ is called the
security i's response coefficient to fluctuations in the
common factor , or the K-factor beta coefficient for the
. th . .1 security.
The restriction K ^  1 requires that there exists at 
least one common factor that accounts for the correlation 
between the N risky securities. There are also two 
justifications behind the assumption K N . These are :
(i) To transform the A.P.M. into a testable relationship.
The A.P.M. can be tested by using factor analysis techniques, 
which in turn assume K N .
1. Since by assumption (liii) the disturbances are independent 
of each other one may infer that 'e^  ^generates the
idiosyneratic risk of the security i.
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(ii) To ensure that it is dealt with a satisfactory model.
The A.P.M. would be characterized as a satisfactory model 
if there exist few common factors having influence on security 
returns and these factors'variability explains a large 
portion of the total variabilities on securities.
All the factors , . . . , ^Kt have to be
actual security portfolios. For example some of the factors 
might be:the inflation rate, the gross national product, 
the unemployment rate, changes in interest rates, etc..
Equation (4.2) describes a stochastic model that relates 
ex-post returns to ex-ante returns on the i^^ security.
Such an equation is called a stochastic (or random) security 
returns generating model .
On the other hand equation (4.2) and the assumptions 
(li) and (lii) imply that, on average, the expected 
return on the security i is equal to its realized return.
Thus, according to equation (4.2) the return on a security 
is a fair gain. In effect there is no way to use the 
ex-post return on a security i available at a point in time 
t to earn an expected return greater than r^ . Hence 
large arbitraging profits cannot be obtained, which is 
consistent with the assumption (8).
The assumption that the disturbance of a security is 
independent of any other security's disturbance implies that 
there are no factors beyond ^qq» ^2t*’**' ^Kt
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account for the correlation between the returns on any two 
securities.
Next an immediate implication of assumption (6) is 
that at any point of time one price of the individual 
security i is ruled in the market. This is perfectly 
consistent with equilibrium situations of the market.
Moreover, the perfect capital market assumption is 
consistent with the "no arbitrage" condition assumption. 
Indeed if a security has two different prices in the market 
at a point of time t, then investors could purchase the 
security at the lower price and sell the same security at 
the higher price. This means that at the point of time t 
there exist arbitrage conditions in the market. The 
previously mentioned discussion also shows that the 
existence of the " no arbitrage" condition in the market 
is also consistent with market equilibrium situations.
Next the security return generating model is a pure 
mathematical relationship on which relies the A,P.M. .
In this case the assumption (6), that is investors cannot 
earn in the market a positive return with no risk and without 
using their own wealth, gives to the A.P.M. an economic 
content. This implies that the A.P.M. is not a pure 
mathematical relationship and thus it has an empirical 
content.
Lastly since the capital market is perfect there are no 
transaction costs. Thus if there exists a riskless secuity 
then the riskless rate of borrowing and the riskless rate of
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lending are equal. This can be explained as follows : 
suppose an investor borrows an amount from a borrower 
and there is a broker who charges a fee from both the
borrower and the lender. Then the borrower does not
realize the full amount of the loan and the lender has to
pay the broker a fee in addition to the face value of the loan
Hence in this case the riskless borrowing rate is greater 
than the riskless lending rate^ .
If is a (Nxl) column vector of investment proportions,
defining a portfolio pi then in view of equation (4.1) one 
takes :
^plt" %pl% " ^pl ®pl"^ ®plt (4.3)
where
= the return on portfolio pi in period t. 
r^^ = the one period expected return on pi, with
r = (4.4)pi pi E
V  = V  (4-5)
/Ny  /
e = X /e (4.6)pit pi
x' 1 = 1 (4.7)
1. The implications of the remaining assumptions will be 
explained further in this chapter and in Appendix A.
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Equation (4*3) indicates again that is a random
variable. Here also the essential restriction on the
probability distribution of R . is equation (4.3). The
n rdistributions of à a tt+ ®-i+ have wellKt
defined variances and so the distribution of Rpqq has a well 
defined variance. Equation (4.3) is also a fair game and 
thus it is consistent with the assumption (8). The risk 
of the portfolio pi can be broken into two components : 
a common factor component generating by the common factors
and a specific factor component generated by the epit"
The development of the theory of the A.P.M. is started 
by setting down the following definitions :
DEFINITION 4.1 An arbitrage portfolio,call it al,is defined 
or characterized by a non-zero (Nx1) column vector y^^ with
y^ii = 0
Since short-selling is permitted (see assumption (5) ) the 
investors can sell some of their securities and use the 
proceeds to buy others. Hence one can always define a 
(Nxl) vector satisfying the last equation. For example, 
for an equally weighted arbitrage portfolio generated by N 






where the number of the positive weights is equal to the 
number of the negative weights.
DEFINITION 4.2 An arbitrage portfolio comprised of N
securities, whose returns are generated by the K-factor 
model is called a zero-systematic risk portfolio if :
y'lB = 0
it is always possible to choose a non-zero vector y^^, such 
that :
= 0
and y'qB = 0
This is true since :
(i) K ^  N
(ii) The rank of the Nx(K+l) matrix (B i) is K + 1 .
It also becomes clear that if either K = N o r K = N - l  
it cannot be found an (Nxl) non-zero vector y^^ such that 
yapi=0 and y^^B=0 .
DEFINITION 4*3 A portfolio whose return is given by
equation (4.3) can be classified as a well diversified 
portfolio if :
(i) it contains a large number of securities.
(ii) its security disturbances are mutually independent.
That is E(e^ .j.e^ .q) = 0 for all pairs of securities i = 1,2,...,N 
and j = 1,2,...,N, but i 5^ j .
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DEFINITION 4--4- An arbitrage portfolio containing N
securities whose return are generated by the K-factor 
model is called riskless if :
(i) it is a zero-systematic risk portfolio.
(ii) its idiosyncratic variance approaches to zero.
DEFINITION ^.5 In an economy there is a "no arbitrage"
condition if each riskless arbitrage portfolio has a zero 
expected return.^
With the aid of assumptions (l) - (10) the following 
equation may be derived :
where
i = 1,2,...,N .
^LK ~ expected return on a portfolio with
systematic risk equal to one on factor K and no 
risk on the remaining factors K-1 . . 
r^ = the expected return on a portfolio that is
orthogonal with each portfolio LK, for each K. 
bfK = the K-factor beta coefficient for the i^^ security
1. Huberman (1981) pointed out that Ross (1976) did not give 
'an explicit definition of arbitrage. Huberman defined 
arbitrage as the existence of a subsequence of arbitrage 
portfolios which have an infinite return and zero variance 
as the number of securities in the portfolios approaches 
to infinity.
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Equation (^.9) shows that the expected return on the 
security i is approximately a linear combination of K-factor 
beta coefficients. Equation (4-.1) indicates that the risk 
of the security i can be divided into systematic and 
idiosyncratic risk. Then the A.P.M. proves that systematic 
risk is the only important ingredient in determining returns 
and that the idiosyncratic risk plays no important role.
This is true since the idiosyncratic risk can be 
diversified and hence the market will not offer any 
compensation to the investor for bearing this type of 
risk.
Let it be assumed that the total risk of a security is 
measured by the variance of returns. Then it can be inferred 
that the variance of returns does not affect the security's 
expected return. Expected security returns can only be 
affected by that risk which cannot be- eliminated by portfolio 
diversification.
A factor K which has a risk that cannot be diversified 
away will earn a risky return in the market. Hence, 
according to equation (4-.1), the security returns are 
dependent upon this risky return. If the factor K is 
"priced” in the market the equation of the A.P.M. will 
contain a non-zero element called the risk premium on 
factor K .^  That is a risk premium on factor K is equal 
to the difference between the expected return on K and the 
expected return on the orthogonal portfolio of K multiplied
1. A non-priced factor may be necessary to explain a security's 
stochastic return, but not necessary to explain the 
security's expected return.
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by the K-factor beta coefficient. The A.P.M. assumes 
that investors are risk-averse. Therefore a risk premium 
on factor K is the additional required expected return by 
the risk-averse investor, to compensate him for undertaking 
an additional risk due to the riskiness of the factor K.
The A.P.M. also implies that in a market of risk-averse 
investors, higher risk should always be associated with 
higher expected returns.
Equation (4-*9) defines asymptotically a. hyperplane in a(K+l)' 
dimensional space,called the K-arbitrage pricing hyperplane.
Equation (4-*9) is equivalent to the following equation :
r^ ^  ^ ^ " ^ i l ’ ^ i 2 ” * * * " ^ i K ^ ^ Z ' ^ ^ i l ^ L l ' ^ ^ i 2 ^ L 2 ' ^ *  ' • ' ^ ^ i K ^ L K  ( ^ - 1 0 )
In words equation (4-.10) states that the expected return 
on the security i can be approximately expressed as a 
linear combination of the expected returns on K + 1 
portfolios .
Next let pi be a portfolio defined by a (Nxl) column 
vector Xp]_* Then equation (4.9) produces :
^pI^^Z^^pl(^Ll"^z)^^p2(^L2"^z)^' * '^tpK^^LK'^z) (4-.ll)
where





k = 1,2,...,K .
Equation (4.11) shows that the expected return on the 
portfolio pi can be approximately represented by a linear 
combination of the factor beta coefficients »^p2» * *•»^pK
Lastly a special case of equation (4.9) is the case 
where there exists only a single common factor affecting 
the security returns. In such a case equation (4.9) 
becomes :
where
i = 1,2,...,N .
Furthermore if the whole population of securities in the 
market is taken into consideration then one can use the same 
procedure as above to prove :
fj. #  (''M - z^'> (4-13)
where
b^^ = the security i's response coefficient to fluctuations 
in the market portfolio, 
r^ = the expected return in the market portfolio.
1. Since the A.P.M. relies on a return generating model having 
unobservable factors and since the market portfolio is 
unobservable it can be assumed a single return generating 
model with the market portfolio as a common factor, 
pro vided that the whole population of securities in the 
market is used.
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Equation (4.13) shows that the expected return on the 
security i is approximately linear to the security i's 
response coefficient to fluctuation in the market portfolio. 
It is important to note that equation (4.13) is not the 
expected return standard deviation C.A.P.M., but it is the 
single factor arbitrage pricing model with common factor the 
unobservable market portfolio (more will be said in the next 
chapter).
4.4 A Weaker "no arbitrage" Condition and its Implications
Using the following "no arbitrage" condition :
(1) All portfolios that use a positive amount of wealth
and have the same risk earn the same expected return.
A special case of this "no arbitrage" condition can be 
described as follows :
(2) All portfolios that use a positive amount of wealth and
have zero risk earn the same expected return.
The "no arbitrage" condition (2) is weaker than the Ross'
"no arbitrage" condition. This is true because Ross'
"no arbitrage" condition can be applied when there exists 
only one arbitrage riskless portfolio, while the "no arbitrage" 
condition (2) cannot be applied in this case.
The "no arbitrage" condition (2) is called a weaker "no 
arbitrage" condition.
There is another difference between these two "no 
arbitrage" conditions. Ross' "no arbitrage" condition
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takes into account arbitrage portfolios, whereas the 
weaker "no arbitrage" condition does not take into 
consideration arbitrage portfolios.
The following conclusion can now be proceeded with : 
Conclusion 4.4.1 The Ross' "no arbitrage" condition
implies the weaker "no arbitrage" condition^.
If the assumption of the weaker "no arbitrage" condition 
substitutes the assumption (8) of the A.P.M. it can be shown 
that the A.P.M. is still valid. If Ross' "no arbitrage" 
condition is fulfiled there is not any difference, since, 
according to conclusion 4.4.1» one can derive the A.P.M. 
by using Ross' "no arbitrage" condition or the weaker "no 
arbitrage" condition.
On the other hand the violation of the Ross' "no 
arbitrage" condition does not necessarily imply the 
theoretical invalidity of the A.P.M., since it can be derived 
by assuming the weaker "no arbitrage" condition.
A violation of Ross' "no arbitrage" condition is due 
to the absence of arbitrage portfolios, or the absence of 
(arbitrage) riskless portfolios. However, it cannot be 
concluded definitely that the weaker "no arbitrage" condition 
always can be used to solve the problem, since no riskless 
portfolios may exist.
Consequently the idea of introducing the weaker "no 
arbitrage" condition is to offer a possible alternative
1. The proof of this conclusion is given in Appendix A.
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when Ross* "no arbitrage" condition is violated.^
4.5 Some Criticisms of the Arbitrage Pricing Model
The A.P.M. has received the following criticisms :
(1) The return generating model on which relies the
A.P.M. contains a fixed number of distinct factors which 
cannot be observed.
(2) The A.P.M. is proved by applying the law of large
2
numbers' which guarantees that a weighted average of 
security idiosyncratic risks will approach zero in the 
limit as the number of securities including in the 
arbitrage portfolio becomes very large. But such an 
approximation does not imply that every security's 
idiosyncratic risk approaches to zero'. Considering 
an average over a large number of security idiosyncratic risks 
can produce some faulty predictions. For example, 
the A.P.M. could not be a good approximation for the 
expected returns on some securities if all others were 
exactly priced. This shows that the A.P.M. does not 
necessarily hold identically for all the N. securities 
contained in an arbitrage portfolio.
(3) The A.P.M. provides a better approximation as the 
number of securities whose returns satisfy the linear 
generating model becomes very large. Therefore by testing
1. For the proof of the A.P.M. under the weaker "no 
arbitrage" condition see Appendix A.
2. See Appendix A.
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the A.P.M. even in large capital markets (where there 
exists a large number of securities), it is not clear 
if the subset of securities which satisfy the return 
generating model is large enough to produce a reasonable 
approximation describing the security expected returns.
4.6 Conclusions
The A.P.M. was developed as an alternative model 
to the C.A.P.M. whose major disadvantage was the identification 
of the market portfolio. The A.P.M. rests upon a much 
simpler set of assumptions than the C.A.P.M. and it does not 
involve the use of the market portfolio.
The A.P.M. can also be derived by taking into account a 
weaker "no arbitrage" condition than.that assumed by Ross.
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CHAPTER 5
THE COMPARISON OF THE EXPECTED RETURN-STANDARD DEVIATION 
CAPITAL ASSET PRICING MODEL (SAMPLE RISK-RETURN R % A C f ^  
LINEAR RELATIONSHIP } WITH THE ARBITRAGE PRICING MODEL
This chapter is devoted to the comparison between the 
C.A.P.M, (S.R.R.E.L.R.) and the A.P.M. Firstly it examines 
a "no arbitrage" condition behind the C.A.P.M. (S.R.R.E.L.R.) 
and it discusses if this "no arbitrage" condition is necessary 
for its deviation. It next describes the differences and 
similarities of the models before comparing the market model 
with the K-factor security return generating model of the A.P.M 
There follows a discussion of the relationship between the 
C.A.P.M. (S.R.R.E.L.R.) and the A.P.M. and a statement with 
reference to misunderstandings about the relationship between 
the C.A.P.M. (S.R.R.E.L.R.) and the A.P.M. The chapter closes 
with a discussion about the empirical applications of the A.P.M
5.1 "No arbitrage" Condition and Expected Return-Standard 
Deviation Portfolio Models
\n : n i;Let N be a number of risky securities, where N€^ 
a finite integer ^ ,and F^ be the set of expected return-standard 
deviation feasible portfolios. That is :
Fg = C X = (x^yXg, . . . ,x^ ) : X i = 1
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where
i = the (Nxl) unit vector.
By definition, the set of feasible portfolios does not 
contain arbitrage portfolios. Therefore it cannot be 
obtained a "no arbitrage" condition in the sense that riskless 
arbitrage portfolios have zero expected returns. It is possible, 
however, to observe a "no arbitrage" condition similar to the 
"no arbitrage" condition (l) or (2) presented in Chapter 4»
That is :
(la) All the expected return-standard deviation portfolios
which use a positive amount of wealth and have the same 
risk in a Boundary Portfolio (B.P.), other than the Global 
Boundary Portfolio (G.B.P), measured relative to the 
risk of the B.P. earn the same expected return.^
A special case of the condition (la) is the following :
(2a) All the expected return-standard deviation portfolios
which use a positive amount of wealth and have zero risk
in a B.P., other than the G.B.P., measured relative to
the risk of the B.P. earn the same expected return.
The validity of the "no arbitrage" condition (la) or (2a) can
2be proved by using the boundary portfolio set mathematics.
Therefore ‘it may be deduced that behind the C.A.P.M. (S.R.R.E.L.R.) 
there‘is a "no arbitrage" condition which cannot be classified
as an assumption, while this does not happen with the A.P.M._____
1.( a ) The definition of a B.P. is given in page 50 .
(b)Between the B.P.'s there exists one with a least standard, 
deviation called the global boundary portfolio. The G.B.P. 
is excluded, since every portfolio(boundary or not) has the 
same risk in the G.B.P. measured relative to the risk of 
the G.B.P.
2. See Appendix B.
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Furtherniore this "no arbitrage" condition can be utilized 
to produce the C.A.P.M, (S.R.R.E.L.R.), provided that the market 
portfolio (market proxy) is expected return-standard deviation 
efficient. On the other hand it can be used to validate the 
expected return-standard deviation efficiency of the market 
portfolio (market proxy) provided that the C.A.P.M. (S.R.R.E.L.R.) 
holds.^
Since the C.A.P.M. (S.R.R.E.L.R.) can be derived by adopting 
for example the method presented by Roll (1977) or the method 
presented by Diacogiannis (1979) it can be deduced that such 
"no arbitrage" condition is not necessary for its derivation.
This is in contrast to the A.P.M. which is based upon a 
"no arbitrage" condition.
5.2 Capital Asset Pricing Model versus Arbitrage Pricing Model 
Comparing the C.A.P.M. and the A.P.M. it can be seen that:
(1) The C.A.P.M. is derived by considering the whole population 
of securities in the market.
The A.P.M. is derived by considering a large subset of the 
population- of securities in the market.
(2) The C.A.P.M. rests primarily on the assumption that the 
distribution of security returns can be well approximated
by a multivariate normal distribution or the utility function 
of portfolio returns is a quadratic approximation. Each
1. See Appendix B.
- 87-
assuraption implies decisions on the basis of means and 
variances of returns only. The theoretical validity of the 
C.A.P.M. does not rest either upon a generating model of security 
returns or upon Ross' "no arbitrage" condition.
Under the multivariate normality assumption of security returns 
a single factor generated model of security returns is implied 
(see equation (2.3) ). But the theoretical form of the C.A.P.M. 
can be proved independently of such a model. Even if one could 
prove that the C.A.P.M. relies greatly upon such a model it 
proves nothing new. It has only proved that the C.A.P.M. is 
relying greatly upon the bivariate normality assumption 
between the return on each security and the return on the 
market portfolio.
On the other hand the quadratic utility assumption cannot 
produce any generating model of security returns or to ensure 
a condition similar to Ross' "no arbitrage" condition. Even 
if one assumes a multi-factor security return generating model 
the C.A.P.M. derivation can be achieved without taking into 
consideration such a model.
The A.P.M. does not require any restriction on the type of the 
joint distribution of security returns or on the type of 
utility function of portfolio returns . For the theoretical
validity of the A.P.M. it is not necessary to,assume that the 
joint probability of security returns is multivariate normal.
It can be another distribution with well defined variance. 
Moreover for the A.P.M.'s theoretical validity the assumption 
of the quadratic approximation is not necessary. Another type 
of utility function of portfolio returns can be assumed 
provided that it is concave.
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The only assumption of the A.P.M. about the joint 
probability distribution of security returns is the 
stochastic return generating model.
(3) The theory behind the C.A.P.M. requires the homogeneous 
anticipation assumption - all investors agree about both the 
expected return vector and the covariance matrix of security 
returns. Therefore the C.A.P.M. can be viewed as a model 
which applies equally to all investors.
The theory behind the A.P.M. does not require that investors 
have homogeneous anticipations. Namely investors may have 
the same ex-ante expectations, but still believe in different 
return generating models. Hence the A.P.M. can be considered 
as a model that applies to an individual investor.
(4) Both are static (one-period) models.
(5) The C.A.P.M. assumes that all securities in the market are 
are marketable.
The A.P.M. does not need such an assumption, because it can 
always be chosen a subset of the whole population of securities 
which contains only marketable securities.
(6) It can be proved that behind the C.A.P.M. there exists a 
"no arbitrage" condition (see Appendix B). The theoretical 
validity of the C.A.P.M., however, can be proved independently 
of this "no arbitrage" condition.
The A.P.M.'s basic set of assumptions contains the "no 
arbitrage" condition assumption. The theoretical validity 
of the A.P.M. relies upon such an assumption.
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(7) The C.A.P.M. relies on the assumption of the market 
wide general equilibrium.
Since the A.P.M. is based on the assumption of the "no 
arbitrage" condition it does not need a market wide general 
equilibrium.
(8) The C.A.P.M. is an exact linear pricing ex-ante 
relationship.
The A.P.M. holds for large subsets of securities if there 
exists a well diversified arbitrage portfolio. In this case 
the law of large numbers can be applied, so that the 
idiosynciatic risk of the arbitrage portfolio approaches to 
zero. In consequence the arbitrage portfolio’s expected 
return approaches to zero and hence the A.P.M. is an 
approximate linear pricing ex-ante relationship.
(9) The C.A.P.M. is an exact linear ex-ante relationship.
Thus it holds identically for each security including in the 
market portfolio.
However, as it was explained in section the A.P.M. does
not necessarily hold identically for all the N securities 
contained in an arbitrage portfolio
(iQ) Both-models have some common assumptions. These are 
the riskraversion assumption, the short-selling assumption, 
the perfect market assumption and the taxless assumption.
(ll) The C.A.P.M. uses only the market portfolio and it 
arises from the expected return-standard deviation efficiency 
of the market portfolio. It is a linear model relating
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the expected return of a security or portfolio (efficient 
or not) to its relative risk in the market portfolio. So 
it has only one risk premium. Graphically in the plane 
(expected return-beta) the C.A.P.M. is a straight line.
The A.P.M. uses more than one factor, none of which needs to
be the market portfolio. In addition it does not arise from
the expected return-standard deviation efficiency of the 
factors. It is a linear model, relating the expected return 
of a security (portfolio) to measures of the sensitivities 
of the return on the security (portfolio) to variations
in the factors. Thus it has more than one risk premium.
The A.P.M.defines asymptotically in a (K + l)-dimensional 
space a hyperplane.
(12) The C.A.P.M. specifies the market portfolio’s return 
in the risk premium. The A.P.M. does not specify the 
underlying factors in the risk premiums.’
(13) In the C.A.P.M. the coefficient b^ measures the 
sensitivity of the security i’s return to fluctuations in 
the market portfolio and it can be expressed as ,
where C l i s  the covariance between the return on the iM
iM' M 
2security and the return on the market portfolio and G^j 
is the variance of the return on the market portfolio.
In A.P.M. ’ *^iK coefficient measuring the
sensitivity of the security i’s return to fluctuations in 
the common factors , ^2t'***' ^Kt' respectively.
Under the assumptions of the A.P.M. mathematical formulae 
which represents such coefficients cannot be derived.
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However, if in addition one assumes that :
(a) The factors ^2t**’*' ^  Kt independent
with each other .
(b) The disturbance terms are independent with each of the 
common factors .
(c) The joint distribution of security returns is multivariate 
normal.
then mathematical formulae for the K-factor beta coefficients 
can be derived.
Indeed if is a common factor affecting the security returns
then equation (4.2) implies :
Cov(R^^, cT^ {-) = C o v ( r ^  ■^^il‘^ lt'^’• -S ^ ’'*'^ iK ^ t +  ®it '




Cov(R . , , iii)
b. = ------------------------------------ (5.1)
It is evident that equation (5.1) has the same form as beta 
in the C.A.P.M, However, equation (5.1) is derived with the 
help of three additional assumptions which are not required 
by the A.P.T. These assumptions are only necessary to give 
to the A.P.M. an empirical content (see also section 6.1.2).
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(14) The market portfolio cannot be identified . Hence the 
C.A.P.M. cannot be tested empirically.
The factors that generate security returns cannot be identified. 
However, there are multivariate analysis techniques which help 
us to find the number of factors that influence security returns 
Hence the A.P.M. may be tested. .• There are studies which claim 
that provided tests of the A.P.M. : . Gehr, (1975), Roll and 
Ross (1980), Chen (1982), Reinganum, Hughes (1982) and Johnson- 
(1981). But these tests are incomplete because they left 
untested the assumptions required to ensure that the A.P.M. 
can be tested unambiguously.
The previously stated comparison between the C.A.P.M. and 
the A.P.M. indicates that the models are not only quite 
distinct, but the latter cannot be regarded as an extension 
of the former.
Ross (1977) argued that if the 1-factor generating model 
of security returns is used, where the factor is the market 
portfolio, the C.A.P.M. can be proved. This proof is based 
on the extra assumption of the existence of "no arbitrage" 
condition in the market as defined by Ross. As noted earlier 
the C.A.P.M. can be proved even if this assumption is not 
fulfiled.- Without this assumption the argument of Ross 
does-not produce the C.A.P.M. However, Ross (1977) stated : 
"... but it should be emphasized that in a strict sense 
the underlying assumptions of the arbitrage theory and 
mean-variance theory are distinct. On purely theoretical 
grounds, then, it cannot be asserted that mean-variance 
theory is a special case of arbitrage theory..." (p.206)
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The differences (2), (4), (6), (12) and (13) between the 
C.A.P.M. and the A.P.M. can also be recognised when the 
S.R.R.E.L.R. and the A.P.M. are compared. In this case it 
can be further observed the following :
(1) Since generally expectations are unobservable the S.R.R.E.L.R 
alone provides no empirical hypothesis. To test it one may 
require an 1-factor return generating model, whose factor is 
specified.
The A.P.M. embodies a return generating model.
(2) To test the S.R.R.E.L.R. it is firstly estimated for each 
security in the sample the beta coefficient by using both the 
returns on the security and the returns on the market portfolio. 
To test the A.P.M. it is firstly estimated the factor beta 
coefficients for the securities in the sample by using the 
covariance (correlation) matrix of returns.
The conclusions about the relationship between the 
S.R.R.E.L.R. and the A.P.M. are the same as those regarding 
the relationship between the C.A.P.M. and the A.P.M.
5.3 Market Model versus K-Factor Security Returns 
Generating Model
Comparing the market model and the K-factor security 
returns generating model it is evident that ;
(l) The market model is heavily dependent on the assumption 
of the bivariate normality between each security’s return
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and the market portfolio’s (market proxy’s) return. Under 
this assumption the disturbance terms cannot be assumed to 
be independent. In addition this assumption implies that 
the market portfolio’s (market proxy’s) return is independent 
of the disturbance term for each security.
The K-factor security returns generating model places no 
restriction on the joint probability distribution between 
each security’s return and the factors. This model assumes, 
however, that there are not dependencies among the disturbance 
terms. The K-factor security returns generating model does 
not need, in principle, the assumption of independence 
between factors and disturbance terms.
(2) Theoretically both are assumed to be static (one-period) 
models.
(3) The market model assumes that there' exists a specific 
factor that generates security returns, namely the market 
portfolio (market proxy).
The K-factor security returns generating model assumes that 
there are K underlying factors that generate security returns, 
but it does not specify these factors.
5.4 Capital Asset Pricing Model versus Arbitrage Pricing 
Model : Some Common Misunderstandings
In spite of the clear differences between the C.A.P.M 
and the A.P.M. it still appears that there is a certain 
degree of confusion in the academic literature about the 
two models.
- 95-
Schalheini and DeMagistris (1980) for example, attempt 
to test the C.A.P.M. in a fashion similar to Fama and 
MacBeth (1973). The difference between their procedure and 
that of Fama and MacBeth is in the method that they employed 
to estimate the cross-sectional's regression coefficients. 
However, some of their conclusions are misleading. Indeed, 
they stated :
"In light of the criticisms of the C.A.P.M. by Roll,the 
. empirical tests in this paper may really be a test of 
the Arbitrage Pricing Model as derived by Ross. The 
form of the Arbitrage Pricing Model that coincides with 
the C.A.P.M. is the single-factor model", (p.65)^ 
Schalheim and DeMagistris used an observable market proxy 
to test a risk-return exact linear relationship and they 
asserted that they tested the 1-factor A.P.M. But the 
A.P.M. does not specify the underlying factor (s) behind the 
premium(s), while the C.A.P.M. (S.R.R.E.L.R.) specifies 
the market portfolio's (market proxy's) return. For this 
reason, when the A.P.M. is tested techniques of factor 
analysis are used, which do not depend implicity on the 
underlying factor(s).
Furthermore, they noted that the 1-factor A.P.M., where the 
single factor is the market portfolio, is equivalent to the 
C.A.P.M. • However, it was explained previously that behind 
these models there are different assumptions and hence the 
two models are distinct.
1. Although they took into consideration Roll's criticisms 
they concluded that "Thus, our results substantiate the 
robustness of the F.M. conclusions in support of the 
C.A.P.M." (p.64).
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Weston (198I) agreed with Schalheim's and DeMagistris' 
conclusions by saying :
"From equation (5), Schalheim : and DeMagistris also 
summarize from the Ross "Return, Risk and Arbitrage" 
paper the two-parameter or Black model..." (p.8).
Since Roll (1978) casts doubts on Jensen's portfolio
performance measure within a C.A.P.M. framework, snell,
Skerratt and Taylor (1979) tried to interpret Jensen's 
procedure within an arbitrage pricing theory framework. 
Unfortunately, their argument may be criticized since they 
misunderstood the relationship between the C.A.P.M. and the 
A.P.M. In fact they stated :
"The role of the C.A.P.M. in the arbitrage approach to 
evaluating fund performance is clearly coincidental - 
more accurately a C.A.P.M. based approach gives the same 
results in the single factor case. ■ Where there is more 
than one systematic element (factor) in security returns 
the C.A.P.M. is misleading... And to the extent that the 
C.A.P.M. is an imperfect arbitrage model for adjusting 
for risk", (p.386).
"...Furthermore, C.A.P.M. - based tests can be viewed as 
special cases of the arbitrage approach..." (p.387). 
Their .argument that the C.A.P.M. is inconsistent with a 
multi-factor model cannot be justified. The C.A.P.M. may 
be consistent with a multi-factor model. This is also 
supported by the fact that the market model does not assume 
interdependencies among the disturbance terms for different 
securities.
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Also their conclusion concerning the tests of the C.A.P.M. 
as a special case of the arbitrage approach receives the 
same criticisms as Schalheim and DeMagistris' conclusion.
The same criticisms regarding the work of Pé^ oCsnell, Skerratt 
and Taylor were also made by Appleyard, Strong and Walker (1982) 
In addition they correctly pointed, out that R^oCsnell, Skerratt 
and Taylor's arbitrage procedure for testing the mutual fund 
performance, using the Jensen measure, was based upon the 
presence of arbitrage opportunities. This is firstly 
inconsistent with equilibrium situations in the capital market 
and secondly it violates one of the major assumptions on 
which the A.P.M. is heavily based.
The relationship between the C.A.P.M. and the A.P.M. was 
also misunderstood by Langetiqg(1978). According to 
Langetieg :
"In the special case where a security's return generating 
process depends on only a market factor and a second 
uncorrelated factor, Ross' no arbitrage model reduces to 
Black's zero-beta model. If a riskless asset also exists, 
Ross' no arbitrage model reduces to the Sharpe - Lintner 
model (p. 3 6 8 ) .
Next,-Chen (1981) noted that :
"It is immediately apparent from (l) and (5) that the 
market model (see Fama (10) p.37) is a special case of 
the A.P.T."(p.6). ^
and
"An alternative proof of the C.A.P.M. is to note that the
1 His equation (l) is the K-factor security returns 
generating model,while his equation(5) is the A.P.M.
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multivariate normal distribution assumption implies via
the above analysis, the market model (i.e. equation (l)
with K=l, j^=r^-E^) hence equation (6) " (footnote 7 p.31)^
Moreover he asserted :
"Another model that is consistent with (5) is the Kraus
and Litznberger (23) Skewness preference model. By
taking f\=r -E and 6 =(f - E )^ , we obtain their1 m m  2 m m
equation (6) ( (23 ),p.l090) " (p.8)^.
The security return generating model is a linear model, so
r ^  2
it cannot be taken d =(r -E ) . Even if one could take2 m m
^^n=(r_-E )^  the expected return of is not equal to zero,2 m m   ^ 2 ^
as the assumptions of the security return generating model
3
require.
Finally, Copeland and Weston (1983) stated :
"If Eq.(7.45)^ is interpreted as a linear regression 
equation (assuming that the vectors of returns have a joint 
normal distribution and that the factors have been linearly 
transformed so that their transformed vectors are 
orthogonal) then the coefficients, b^^, are defined in
exactly the same way as beta in the capital asset pricing
1. His equation (6) is : E - 1>1 o ^ ^
^  =Jo" —  Cov(rp,r^)
G ^m
2. (a) His equation (5) is E =0 +(E- )V"^ Cov(r ,r )p o *0 p
(b) The equation (6) of Kraus and Litznberger is the
ex-post form of the three moments C.A.P.M. and it is 
a quadratic return-risk relationship.
3. If E( S ) = E(r -E )^  = CT^=Q then the market portfolio
HI ITl HI
(market proxy) should be riskless, which is totally 
impossible.
4. Their equation (7.45) is the A.P.M.
“9 9 “
model...Hence, the C.A.P.M. is seen to be a special 
case of the A.P.T...." (p.214).
Here also there exists a misunderstanding concerning the 
relationship between the C.A.P.M. and the 1-factor A.P.M.
As it was explained previously (see section 5.2) the factor 
beta coefficients of the security returns generating model 
can be described by mathematical formulae only if some 
additional conditions are assumed. But the theoretical 
derivation, of Ross' A.P.M. does not require these additional 
assumptions. Thus,the conclusion of Copeland and Weston 
about the relationship between the C.A.P.M. and the 1-factor 
A.P.M. is incorrect.
5.5 Using the Arbitrage Pricing Model for Empirical 
Implementations
The A.P.M. was introduced in the literature as an alternative 
model to the expected return - standard deviation C.A.P.M.
Since Roll exposed the fundamental problems regarding the 
tests of the C.A.P.M. substantial interest has focused on 
Ross' A.P.M. The A.P.M. rests upon a much simpler set of 
assumptions than the C.A..P.M. and it has the merit of avoiding 
the criticisms of the C.A.P.M.
Despite this fact the A.P.M. has a major disadvantage, 
namely it does not specify the identity of the factors which 
influence security returns. Without identifying the factors 
on which the A.P.M. is based, it is difficult to see how the 
A.P.M, can be used for empirical implementations .
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Previous empirical work on the A.P.M. has relied on 
techniques of factor analysis, where a set of security 
returns is analyzed in order to generate a number of 
unobservable factors that affect security returns. The 
results showed that there does exist a small number of 
underlying factors determining the returns on securities.
What then do these findings tell us about the practical 
implications of the A.P.M. ?
(1) Can the A.P.M. be used as a benchmark to distinguish 
profitable from unprofitable investments ?
(2) Can the A.P.M. be utilized to incorporate risk into 
capital budgeting decisions ?
(3) Can the A.P.M. be employed to measure portfolio 
performance ?
(4) Can the A.P.M. be used for predictive purposes ?
Unfortunately these findings tell us nothing, because the 
empirical assumptions required to ensure an unambiguous 
test of the A.P.M. have been left untested.
If for example the factors which affect the security returns 
are not the same through time then the A.P.M. cannot be used 
for making predictions.
This is likely to happen since a factor can be found 
which has an important influence on security returns in one 
period but an unimportant influence on returns in the next 
period (a factor associated with a political crisis, oil 
crisis, etc.). Even if the same factors are relevant during 
various time periods there still exist some doubts about the
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predictive usefulness of the A.P.M.
Friend (1981) expressed his opinion about this point 
as follows :
"Moreover, in the absence of an explicit description of the 
factors show that they can be used for attempted predicted 
purposes, there seems to me to be danger that statistically 
estimated factors may represent statistical artifact, 
resulting perhaps from our inability to specify rigorous 
significance tests." (p.352)
Chen (1981) listed a number of applications of the G.A.P.M. 
which can follow under the A.P.M. Theoretically, it is 
possible to prove these results. However, before any definite 
answer can be given concerning these applications, the 
assumptions which ensure an unambiguous test of the 
A.P.M. must be empirically verified (this point will be
examined in greater details in Chapters 10 and 11 ).
There is a considerable body of study concerning either the
theoretical and the empirical validity of the A.P.M. or some
extensions of the A.P.M., but to my knowledge, as yet no study 
has been undertaken to examine empiricall^all the assumptions 
which ensure that the A.P.M. can be tested unambiguously using 
time series data. If the A.P.M. cannot be used for empirical 
implementations then its introduction to the literature as an 
attractive alternative to G.A.P.M. is rather questionable.
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5.6 Conclusions
The expected return-standard deviation C.A.P.M. (S.R.R.E.L.R.) 
and the A.P.M. are two distinct models and neither is a special 
case of the other. Also, the market model is distinct from 
the K-factor security returns generating model.
The importance of verifying the assumptions which ensure an 
unambiguous test of the A.P.M. becomes apparent when topics 
involving its applications are approached.
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ÇHA_PTEP^ 6_
ARBITRAGE PRICING MODEL : THE EMPIRICAL EVIDENCE
The A.P.M. has been proposed as a testable alternative 
to the C.A.P.M. Therefore it has received recently widespread 
attention . Several empirical investigations concerning the 
A.P.M. have been presented in the literature. This chapter 
reviews the empirical studies of the A.P.M. performed by 
Gehr (1978), Roll and Ross (1980), Chen (1982), Reinganum (1981), 
Hughes (1982), Johnson (1981), Gibbons, (1981) ,
Kryzanowski and Chau (1982) and Dhrymes,Friend and Gultekin(1982)
6.1 The Empirical Evidence of the Arbitrage Pricing Model
There are several empirical studies of the A.P.M. performed 
.in the time domain mainly for the U.S. market. These studies 
can be classified into two categories :
(1) Those which tested the empirical validity of the A.P.M. 
by examining the consistency between the observed data and the 
A.P.M. ; studies of this type were conducted by Gehr, Roll and 
Ross, Chen, Reinganum, Hughes and Johnson.
(2) Those which tested some of the assumptions of the A.P.M. 
in order to ensure that the A.P.M. can be unambiguously tested 
using time series data. Studies in this area were offered by 
Johnson, Gibbons » Kryzanowski and Chau and Dhrymes,Friend and 
Gultekin .
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6.1.1 Procedure for Testing the Arbitrage Pricing Model
To test the A.P.M., all the previously mentioned studies
employed a basic methodology that consisted of two steps.
STEP 1 Factor analysis techniques were employed to estimate
the sensitivities of security or portfolio returns to 
the movements in the common factors (factor loadings).
STEP 2 Tests of the validity of the cross-sectional relationship 
between security or portfolio average returns and factor 
loadings, estimated from step 1, were constructed.
6.1.2 Transformation of the Arbitrage Pricing Model into 
a Testable Relationship
Besides the assumptions which embody the theoretical 
form of the A.P.M., there are some additional assumptions 
which give to it an empirical content.
The theoretical form of the A.P.M. can be set up as a 
relationship which applies to an individual investor. Hence, 
in order to transform it into a testable relationship one 
has to assume that all investors in the market have 
homogeneous beliefs on the security expected returns and 
factor beta coefficients.
There are also other assumptions necessary for the 
multivariate statistical procedures employed to test the 
A.P.M. Since factor analysis methods are primarily used
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to estimate the factor loadings from time-series data on 
security or portfolio returns, the assumption of the 
particular factor analytic method are required, 
î'or example, if Rao’s factor analysis or maximum likelihood 
factor analysis is employed then the following has to be 
assumedi
(1) The joint distribution of. security returns is 
multivariate normal and intertemporally stationary.
(2) The covariance or correlation matrix of security returns 
is non-singular.
(3) The factors » . • • » are independent with each
other and each factor is independent with the 
disturbance terms of the security returns generating 
model.
These assumptions are also needed in tests for statistical 
inference. For example, the test of the goodness of fit 
of the factor model.
The above mentioned assumptions are necessary for the 
examination of the empirical validity of the A.P.M., but 
they are not required by the underlying theory of the A.P.M.
6.2 .Tests of Gehr
The purpose of Gehr (1978) study was to establish whether 
there exists a multi-factor security returns generating model 
and, if so, what the number of pricing factors is.
- 1 06 —
The data he utilized is shown in Table 6.1. His test 
procedure was divided into two steps :
STEP 1 He grouped the entire sample period into three
subperiods of equal length and he employed factor 
analytic techniques for each sample using the entire 
period and each subperiod,
STEP__2 He tested whether the mean returns on the indices 
were related to the beta coefficients produced by 
regressing the realized returns on the indices 
against the factors emerged using the 4-1 industry 
stocks.
For the first step factors corresponding to eigenvalues 
greater than one or less but very close to one were selected 
His findings indicated that in the case of the indices there 
are two, or at most three, common factors that explain a 
large but no predominant portion, of the variance on indices 
He also deduced for the case of the stocks that there are 
at least two factors having influence on stock returns.
For the second step of his study, he initially 
regressed the realized returns on the indices, against the 
factors created using the excess returns on the 4-1 industry 
stocks. The slope coefficients obtained from his first 
regression were then used as the independent variables 
in a regression equation which had the mean return on each 
industry index as a dependent variable. His empirical 
evidence indicated only one significant factor in the 
pricing relationship.
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Table 6.1 Gehr’s data
Source : Center of Research in Securiry Prices 
Graduate School of Business 
University of Chicago 
Monthly Returns File
Sample Period
Length : 30 years
Sample Size






Industry Indices: (i) Each index must contain at least 
five companies in a two digit
• industry group.
(ii)A stock is included in the index 
if it has remained in the same 
industry for the entire sample 
period.
Selectoin Criteria
of the Stocks: (i) Each stock must remain in the 
same industry for the entire 
sample period.
(ii)Each stock must be different 








Summing up, the general conclusion of Gehr’s study 
are stated as follows :
(1) There exist two or three factors explained a large 
portion in variation in returns.
(2) There exists only one significant factor in the 
pricing relationship.
6.3 Tests of Roll and Ross
The objective of Roll and Ross’ (1980) study was to 
investigate the existence of a multi-factor security returns 
generating model and the significance on the factors in the 
pricing relationship.
Their data are presented in Table 6.2. In order to 
test the A.P.M. they initially followed two steps :
STEP_1 They listed the 1260 securities into alphabetical
order and they generated 4-2 groups of 30 individual 
securities. Then, for each group, they employed 
factor analysis techniques to estimate the factor 
loadings and then they performed a testing 
hypothesis about the number of factors.
STEP__2 They tested the following null hypothesis :
there exist non-zero constants 1 * 2 ' * ’ * K
such that
E.-E = /  ^.b.. for each i
1 o 1 ij
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Table 6.2 Roll and Ross’ data
Source : Center of Research in Security Prices 
Graduate School of Business 
University of Chicago 
Daily Returns File
Sample Period: July 1962 - December 1972
Maximum Sample 
Size per 
Security : 2619 daily returns
Selection 
Criterion : Each security must be listed on the 
New York or American Exchange on 




Securities : 1260 (4.2 groups of 30 each)
Basic Data 
Unit : Returns adjusted for all changes 
and including dividents,if any, 
between trading days.
Source : Roll and Ross(1980) , Table I p.1086
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against the alternative hypothesis :
there exist no non-zero constants ^ 1 ' 2 ' ' * * K
such that
E.-E = / A .b.. for each i1 o 4_>li ij
The number of groups was chosen to be large in order 
to improve the statistical power of the tests. For the 
first step for each group the covariance matrix was computed 
and a maximum likelihood factor analysis was performed on 
this matrix. In order to test the hypothesis about the 
number of factors, they used the likelihood ratio 
principle. Their results showed that 32 groups out of 
4-2 had at least an even chance that five factors were 
enough (see Roll and Ross, table II, p.1088).
For the second step the significance of the constants 




a (30 X l) column vector of security excess mean 
returns.
B = a (30 X 5) matrix of factor loadings estimated in 
step 1.
a (5 X l) column vector with entries the risk 
premiums on factors.
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= a (30 X 1) column vector of security disturbances, 
having zero means and being dependent of one 
another.
Initially it was assumed ^ q~ ^  percent. Their findings 
made them conclude that three or four factors were "priced" 
Next the constant was estimated by using the regression
equation (6.1). In this case they found that there exist 
a small number of groups which produce at least three or 
four factors. Roll-and Ross deduced that these findings 
were probably due to the incorrect choice of the zero beta 
return 4 .
In addition they examined empirically :
(a) The A.P.M. against a specific alternative.
(b) The existence of a constant intercept across groups.
For the first test the following cross-sectional 





Rj = the arithmetic mean return on security j over the 
sample period. 
b^j= the security j’s loading on factor K.
- the regression coefficient.
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Sj = the individual security j’s total standard
deviation of daily returns during the sample period
^  = the security j's specific disturbance with zero 
mean and a non-zero variance.
In this case they found that in 19 groups out of 4-2 the 
estimated coefficient was statistically significant at
the 95% level of confidence. An F-test was also used to 
test the significance of the overall linear relation given 
by equation (6 .2). Their findings indicated that the 
overall linear regression represented by equation ( 6^ 2) 
was significant in only 12 groups out of 4.2. These
results made them doubtful about the validity of the A.P.M.
However, before starting to conclude anything about the 
validity of the A.P.M., they examined the distribution of 
security returns. This examination was made because 
skewness can lead to spurious correlations between security 
mean return and security standard deviation.
Indeed it was found that 1213 securities out of 1260 were
positively skewed. In order to resolve many of the 
statistical problems produced by skewness they adopted 
the following procedure :
(l) Daily observations 3, 9» 15, 21,... were, used and
five-factor loadings b^^, were estimated
.for. each security in each of the 4-2 groups.
1. Miller and Scholes (1972, p.72) concluded that if there is 
skewness the cross-sectional regression will show a 
correlation between the mean return and the "own" 
standard deviation of return even though there is no 
such a correlation.
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(ll) Daily observations 5, 11, 17, 23,...were taken into 
consideration and the standard deviation of return 
was computed for each security.
(ill) Daily observations 1, 7, 13» 19, ...were utilized 
and the following cross-sectional regression was 
run for each group g : ' •
jogt+ ^ lgt6ij + --'+^ 5gt65j+j6gtSj+ Jjt 
where j = 1,2,...,10.
On the basis nf the results Roll and Ross deduced that 
in only 3 out of 4-2 groups the estimated coefficient ^  
was statistically significant at the 95% level of 
confidence. Consequently they supported the A.P.M.
To examine the existence of a constant intercept, they 
ed, by u 
hypothesis :
test sing Hotelling T^- statistic, the following
H
Their results constituted evidence to conclude that the 
intercept terms were not different across groups.
Roll and Ross’ general conclusions emerged from their 
tests can be summarized as follows :
(1) There are five statistically significant factors having 
influence in daily security returns.
(2) Three or four factors are "priced" in the market.
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(3) The constant intercept of the A.P.M. is the same 
across different groups.
6.4 Tests of Chen
The purpose of Chen's (1982) study was to validate 
empirically the A.P.M.
The data used is presented in Table 7.3. His initial
test of the A.P.M. consisted of two steps :
He used his own techneque and he estimated the 
factor loadings for all securities in each sample.
STEP 2 He tested the following null hypothesis :




against the alternative hypothesis:




If one divides the number of securities into groups, 
there is no guarantee that the factors of one group are the 
same as the factors of another group. Therefore he argued
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Table 6.3 Chen’s data
Source : Center of Research in Security Prices 
Craduate School of Business 
University of Chicago 
Daily Returns File
Sample Period : 1963-1978 inclusive. The entire period 




Criterion : All the securities that do not have 
missing data during each subperiod 
and whose average daily return in 




Securities : Subperiod Total Sample 





Unit : Return adjusted for all capital 
changes and including dividends.
Source : Chen(l982), Table 1
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that it would be preferable if all the factor loadings 
corresponded to the same set of common factors. For this 
purpose he stated and proved the following :
Suppose N assets are given, having returns R^, where 
i =. l,2,...,h + 1,h + 2,...,N. Assume that the returns 
on the first h + 1 assets are linearly independent. If 
one knows :
(i) The factor loadings of the h + 1 linearly independent 
assets, and
(ii) The Gov (Rp,R^ .), where p = h + 2,...,N, j = l,2,...,h + 1, 
then he can determine uniquely the factor loadings of the 
assets h + 2 , . . . ,N.
Before attempting to apply this result, he selected for each 
subperiod the first 180 stocks in the sample and he computed 
their sample covariance matrix. Next the first 10 factor 
loadings for each of these stocks were -estimated via maximum 
likelihood factor analysis. As a next step a linear 
programming procedure was utilized and 5 portfolios of 
equally weighted securities were created. Lastly, making 
use of the previously mentioned result, he estimated the 
first 5 factor loadings for every stock in each subperiod.
He selected 5 common factors since other previous empirical 
studies -confirmed that the number of factors is probably 
not - greater than 5 (e.g. Roll and Ross (1980) ).
In the second step the significance of the c o n s t a n t s J ^ ^ , 
..., was tested by running for each subperiod the
following multivariate cross-sectional regression:
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o l^il +• • •+  ^ + <^i
where
r^ = the mean return on security i computed on the 
even days of each subperiod.
biK = the factor loading of security i on factor K,
K = 1,2,...,5»
^ j = the excess return of the factor K over the
mean return on a portfolio that is orthogonal 
with each factor.
= a disturbance term with zero mean and a non-zero 
variance.
His results showed a significant F - statistic at least 
at the 1-level of significance for every period (Chen(1982), 
Table 3A).
He also tested the A.P.M. against the "own variance"effect. 
His test method was different from the method used by Roll and 
Ross for the same purpose. His method can be briefly 
explained as follows :
For each subperiod the variance of each security was computed 
by using even days divisible by six. Then for each subperiod, 
all the securities were divided into two groups. One group 
was comprised of securities whose "own variance" was above 
the medium variance and the other was comprised of securities 
below. The next stage was to form two portfolios from the
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groups such that :
(i) Each security, say i, in the portfolio has a weight x^, 
where x^'^0,x^— f l/N, N is the number of the securities
in the portfolio.
(ii) Both portfolios have the same factor loadings.
Since one of the portfolios contains securities with high 
variance and the other those with low variance, it is clear 
that the A.P.M. should be valid if both portfolios had the 
same expected return.
The results of this test led Chen to argue that the "own 
variance" is not "priced". This implies that the expected 
security returns can only be affected by that risk which 
cannot be eliminated by portfolio diversification.
Therefore Chen concluded that the A.P.M. is a reasonable 
model for explaining cross-sectional variations in security 
returns.
6.5 Tests of Reinganum
Reinganum (1981) tested whether a parsimonious A.P.M. 
could explain the differences in average returns between 
small firms and large firms.
Table 6.4 describes his data. His procedure for testing 
the A.P.M. was divided into two steps :
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Table 6.4 Reinganum’s data
Source: Center for research in Security Prices
Graduate School of Business 
University of Chicago 
Daily Returns File
Sample Period: 1963 - 1978
Selection
Criteria: (i) The initial trading date for
the security must be before 
the beginning of the year,
(ii)The last trading date must 
be after that year ( except 
for 1978).
(iii) During the calendar year the 
security needs at least one 
hundred one-day returns.
(iv)Year-end common share and 
price data has to be 
available in order to compute 
the market value of the 
common stock .
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STEP__1_ He estimated in year t - 1, t = 2,3,...,l6, the
factor loadings for all the securities in the sample 
by using the technique of Chen  ^and he formed 
control portfolios - that is portfolios containing 
securities with similar factor loadings. Then in 
year t, t = 2,3,...,l6, he computed excess security 
returns by subtracting the daily control portfolio 
returns from the daily security returns.
He ranked securities with regard to the market value 
of their common stock at the end of year t - 1, 
t = 2,3,...,16 and he formed according to this ranking 
10 market value portfolios. He then tested the 
following implication of the A.P.M. If the A.P.M. 
holds, then the average excess return on the 10 
portfolios should be equal.
In step 1 for each year the number of securities was 
divided into thirty portfolios and the (30 x 30) covariance 
matrix was estimated. The factor analysis.was then performed 
on this matrix and the technique of Chen to estimate the 
factor loadings was ued. Next control portfolios were 
constructed by taking into consideration three, four and 
five factors. Lastly for each t, t = 2,3,...,l6, the 
excess security returns were calculated.
For step 2 he ranked securities on the basis of the 
market value of the common stock at the end of the year 
t - 1, t = 2,3,...,l6 and he divided them into 10 portfolios.
1. See Section 6.4.
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thFor each portfolio the t year excess return was computed 
by applying equal weights to the t^^ year excess security 
returns, t = 2,3,...,l6. Therefore if the A.P.M. was valid, 
then the excess returns on the market value portfolios should 
be equal to zero. His findings, however, indicated that 
uhe 10 average excess returns were not equal to zero.
Consequently he rejected the A.P.M. as a preferable 
alternative to the C.A.P.M.
6.6 Tests of Hughes
The objective of Hughes' (1982) study was to examine 
the validity of the A.P.M. and the existence of a constant 
intercept equal to the riskless rate of interest when a 
security's expected return is described in terms of the 
risk premiums on the factors.
Her data is summarized in Table 6.5. Her test concerning 
the A.P.M. comprised of two steps :
She divided the number of 220 securities into two 
groups and she factor analysed each group to 
estimate the factor loadings.
ST;^ P_ 2 ..She tested the following null hypothesis :
: there exist non-zero constants ^ K
such that :
’’i = jo i each i
J
against the alternative hypothesis:
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Table 6,5 Hughes’ data
Source : Wood Gundy Ltd,(Canada)
Sample Period: January 1971 - December 1978
Sample Size 
per Security: 120 monthly returns
Selection 
Criterion : Each security must be listed 
on the Toronto Stock Exchange 





Unit : Returns were adjusted for 
stock splits and dividends.
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: there exist no non-zero constants * ' * ' » %
such that :
= j o  " X  i
j
For step 1 two groups of 120 securities were formed and 
the "minimum residuals". (Minres) method was used to estimate 
the factor loadings and the factor scores for each group.
The following two justifications were behind the size of her 
groups :
(i) Since in factor analysis the factors cannot be identified, 
there is n.o method to ascertain whether the factors of one 
group are identical to the factors of another group.
Hence as the number of groups increases the problem of the 
intepretation of the results also increases. Thus the 
fewer groups used the fewer problems of interpretation occur.
(ii) The size of each group.has to be smaller than the 
number of observations, since if the number of variable 
exceeded the number of observations the resulting covariance 
or correlation matrix should be singular.
Gibbons (1982) found that the correlation matrix of 
security returns was stationary through time and the 
covariance matrix was not intertemporally stationary.
In view of Gibbons' results Hughes concluded that the 
correlation matrix should be factor analyzed. Therefore 
by using the Minres factor analytic method she extracted 
12 factors from each correlation matrix. Next the significance
of the constants ^ q * 1 ' * * ’ ' 1 2  was tested by adopting a
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method introduced by Litzenberger and Ramaswany (1979).
This method produces estimates of the constants ^  q ' 1 ' *  * * *^12
equivalent to the generalized least squares estimators 
employed by Roll and Ross (1980). This method can be 
briefly described as follows :
For each constant ^ ^ , ^l'***'^12 be estimated an
unbiased and asympotically efficient estimator^. Such 
an estimator is the expected return of a minimum variance 
arbitrage portfolio whose investment proportions vector 
can be defined by the constrained minimization problem :
Min X'U u'x
Subset to b X = C
where
U = a (110x110) summetric matrix with unknown diagonal 
elements Uj,j = 1,2,...,110 .
b = (B,i^) is a CL10x 13) matrix, where B is the (110x12)
matrix of factor loadings and i^ is the (12x1) unit 
vector.
C = a (13x1) column vector containing an entry equal to 
one and 12 entries equal to zero.
By solving for each group 12 constrained minimization problems, 
similar to that described above, she computed for each group 
12 matrices of minimum variance arbitrage portfolio weights.
1. An estimator is called asymptotically efficient if it is 
an asympotically unbiased estimator having the smallest 
asympotic variance among a group of asymptotically 
unbiased estimators.
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Then she estimated the constants by using
the following equation :
|it 4 r.. - F., (6.3)jt it
where
i = 1,2,...,12 .
Fit = the value of common factor i estimated via Minres 
factor analytic technique.
Finally making use of the student t-statistic she came 
to the conclusion that in each group three or four factors 
were "priced".
In addition to the A.P.M.'s test she empirically 
investigated the following hypotheses :
(a) There exists a coefficient which is constant for all 
securities and equal to the riskless rate of interest.
(b) The constants ^ q » • • • » j? ]_2 estimated by utilizing
one security group, can be used to explain the variation 
in security returns for the second group of securities.
For the first ,test she initially estimated for each group 
the intercept ^^ for each security in each month by using 
the following equation :
o^,j,t j^t it^ ^     it
where  ^ ^
i = 1,2,...,110 . 
t = 1,2,...,120 .
^ is estimated with the aid of equation (6.3).
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Then for each group the following null hypothesis was 
tested :
 ^0,1 0,2 • • • ^  0,110
1
2
by using Hotelling T - statistic. Based upon her
results she inferred that for each group there exists
a constant intercept across securities. Furthermore
2
she used Hotelling T - statistic to test for each group 
the following null hypothesis :
®o • 0,1 ^ 0,2 ••• ^ 0,110
where
j O.j " j|o,- -j F , j = 1,2,...110 .
r^ = the mean return on 90-day treasury bills or the 
mean return on 30-day banker’s acceptances.
Her result revealed that the intercept term was equal to 
the risk free rate.
To test the second hypothesis she regressed monthly 
security returns for each firm in group A (B) on monthly 
estimates of ^ '* * *’ 12t group B (A). In the
light of her results, she argued that the estimated 
^ It'***' ^ 12t from one group of securities,, explained a 
large proportion of variation in security returns for a 
second group of securities.
Her general conclusions may be summarized as follows :
(l) Three or four factors are "priced" in the market.
1 The bars indicate average values over hér sample period.
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(2) There exists a constant intercept for all securities 
and it is equal to the riskless rate of interest.
6.7 Tests of Johnson
The purpose of Johnson's (1981) study was to form 
orthogonal indices which can be utilized as inputs to a 
multi-factor model and to investigate the empirical validity 
of the A.P.M. using security indices. Johnson's study is 
the only study which verifies empirically the A.P.M. using 
U.K. data.
Johnson's data are briefly described in Table 6.6 below. 
Three of the most important steps in his work can be 
summarized as follows :
_ST^ P__1_ He examined different methods to form orthogonal
indices (factors) which may be used as inputs to 
a multi-factor model.
S_^ _^_2_ . He tested the A.P.M.
STEP_3 He tested the relationship between the number of
factors which have a direct effect upon security
returns and the size of groups being factored.
To form orthogonal indices he used two methods. Firstly,
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Table 6.6 Johnson’s data
Source: London Share Price Database 
Graduate Business School 
University of London 
Monthly Returns File








per Index: 89 monthly returns
Sample Size 
per Security: 89 monthly returns
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he analysed the data of 32 indices, via principal component 
analysis and he deduced that 6 homogeneous groups emerged 
from his analysis. Secondly, he regressed the returns of 
the 32 indices against the return of the F.T.A. index and 
he estimated the beta coefficient. Then he adopted the 
procedure of Black, Jensen and Scholes (1972) and he formed 
according to his beta values 7 homogeneous risk groups.
To examine empirically the validity of the A.P.M. he 
used as basic data the monthly returns on 33 indices.
Then a factor analytic technique was adopted to estimate 
the factor loadings and statistical analysis techniques 
were employed to test the cross-sectional pricing conclusions 
of the A.P.M. By specifying the number of factors to be 
equal four he concluded that his results supported the A.P.M.
Johnson tested the relationship between the relevant 
number of factors and the group size by utilizing the 
sample of securities and employing two different procedures. 
Initially the whole number of securities was divided into 
5 samples and for each security the beta coefficient was 
estimated by using the single-index model. Then each 
sample was divided into 9 subsamples according to the 
formed beta distributions. His reported evidence showed 
that the number of factors is not the same across various 
samples. Johnson also formed random portfolios comprised 
of twenty securities. Again his results indicated that 
different number of factors are assigned to each sample of 
twenty securities. Unfortunately Johnson did not state
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the method that he used to test the goodness of fit of 
the factor models.
The conclusions derived by Johnson can be summarized 
as follows :
(1) There are six or seven components that account for the 
total variance of a group of 32 indices.
(2) By using the data of the indices the A.P.M. cannot 
be rejected.
(3). The number of factors is not the same across 
different security groups.
6.8 Tests of Gibbons
Gibbons (1981) examined empirically the return 
generating process of the A.P.M. by utilizing stock and 
bond portfolios.
Table 6.7 below presents Gibbons’ data. In his study 
Gibbons tested :
(1) The adequacy of a K-factor model for generating the 
portfolio returns and the relevance of industry factors 
h&ving a direct influence upon portfolio returns.
(2) The intertemporal stationarity of the covariance and 
correlation matrices.
(3) Whether the number of factors is sensitive to the 
type of securities included in the sample.
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Table 6.7 Gibbons’ data
Source : Center of Research in Security Prices 
Graduate School of Business 
University of Chicago 
Monthly Returns File
Sample Period January 1953 - July 1971
Sample Size 
per Security: 224- monthly returns
Selection 
Criteria : (i) Each security must be 
listed continuously on
the New York Stock Exchange 
for the entire sample period.
(ii) Each security must maintain 
the same industry 











To determine the relevant number of factors required 
to describe the covariance structure of the 4-1 stock portfolios 
he used the appropriate likelihood ratio technique.
His findings implied that more than 8 factors are needed to 
explain portfolio returns. His evidence contrasted with 
Roll and Ross’ (1980) findings which showed that 4 to 5 
factors may be adequate. Since each portfolio in his 
sample was constructed from securities belonging to the 
same industry, a particular industry’s factor loading is 
non-zero for the security in that industry. Hence he 
tested for zero security factor loadings. His results 
made him deduce the inadequancy of the breaking down a 
security’s or portfolio’s return into a market and industry 
factor.
For his second test the entire sample period of the 
224 months was divided into two equal subperiods. Then 
the appropriate likelihood ratio test was employed for the 
homogeneity of the covariance matrix across the two 
subperiods for the following cases :
(i) Given 41 stock portfolios.
(ii) Given 9 bond portfolios.
(iii) Given 41 stock and 9 bond portfolios.
His results rejected the intertemporal stationarity of the 
covariance matrix for each case. Gibbons also investigated 
empirically the homogeneity of the correlation matrix across 
the two subperiods for the above mentioned cases. This 
time he made use of a chi-square statistical test suggested
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by Jennirch (1970). His evidence supported the 
intertemporal stationarity of the correlation matrix 
for each case. Therefore he concluded that for an 
empirical investigation of the A.P.M. the correlation 
matrix should be factor analyzed.
Finally, he used the same likelihood ratio technique, 
as he used in his first test, to determine the number of 
factors which affect :
(i) The return on the 41 stock portfolios.
(ii) The return on the 9 bond portfolios.
(iii) The return on the 41 stock and 9 bond portfolios.
In view of his evidence he concluded that analyzing together
stock and bond portfolios additional factors, common to 
both groups, had influence on returns. These factors, 
however, were not found when he analyzed only one group 
of securities.
6.9 Tests of Kryzanowski and Chau
Kryzanowski and Chau (1982) empirically tested whether 
the,number of factors is dependent upon the number of 
securities included in a group or upon the sample size in 
terms of time period.
The data they utilized are summarized in Table 6.8. 
Kryzanowski and Chau tested :
(l) The relationship between the number of factors that
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Table 6.8 Kryzanowski and Chau’s data
U.S. DATA
Source : Center of Reasearch in Security Prices 
Graduate School of Business 
University of Chicago 
Monthly Returns File
Sample Period: January 1948 - December 1977 
For each security six samples in terms 




Criterion : Each security must be listed on the 
New York Stock Exchange continuously 
during the entire sample perion.
Number of 
Selected 
Securities : 550( 11 groups of 50 each )
Basic Data 
Unit : Returns adjusted for all capital 
changes and including dividend.
CANADIAN DATA
Source : Jones Reward and Cie (Canada)
Sample Period: January 1962 - December 1971
For each security two samples in terms
of time periods were generated: 1.1962-
66,11.1967-71
Selection 
Criterion : Each security must be listed on the 
Torondo Stock Exchange continuously 
during the entire sample period.
Number of 
Selected 
Securities : 180 ( 3 groups of 60 each )
Basic Data 
Unit : Returns adjusted for all capital 
changes and including dividend.
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affect security returns and the sample size in terms 
of time periods.
(2) The relationship between the number of factors that 
affect security returns and the size of the group 
being factored.
For the first test both Rao and alpha factor analysis 
were used to determine in each of the six time intervals 
the relevant number of factors that related to security returns 
Both Rao and alpha factor analytic techniques showed that the 
larger the sample size in terms of time periods, the simpler 
is the factor structure in terms of the number of factors 
associated with security returns. Therefore they concluded 
that,On average,the number of factors associated with 
security returns remained approximately the same across 
various samples of the same size and across various time 
intervals.
For the second task they randomly drew from the first 
group of securities four subgroups containing 10, 20, 30 and 
40 securities respectively. To determine for each of the 
four subgroups the relevant number of factors that account 
for the security intercorrelations they also employed Rao 
and alpha factor analysis. Both factor analytic methods 
showed that the number of relevant factors increases with the 
group size.
Comparing the results with those of Roll and Ross (1980) 
they stated that their findings may be due to the use of a 
smaller sample size per security (360 observations against
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1260 observations of Roll and Ross).
Finally, they applied the alpha and Rao’s factor 
analytic methods to the three samples of Canadian 
securities. Their conclusions were similar to those 
derived by utilizing the eleven samples of U.S. securities
6.10 Tests of Dhrymes, Friend and Gultekin
The objective of Dhrymes, Friend and Gultekin’s (1982) 
study was to re-examine the evidence presented by Roll and 
Ross (1980) and point out some criticisms concerning their 
tests. Dhrymes, Friend and Gultekin utilized the data used 
Roll and Ross.
Three of the most important issues that they examined 
empirically are summarized as follows
(1) The relationship between the number of factors 
determining the security returns and the group 
size being factored.
(2) The existence of multiple factors which generate 
security returns.
(3) The existence of a constant intercept across various 
groups which is equal to the riskless rate of interest.
For the first test they randomly drew from a group 
containing 90 securities 4(overlapping) subgroups containing
15, 30, 45 and 60 securities,respectively. Then by employing
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the maximum likelihood factor analytic technique they 
performed a testing hypothesis concerning the number of 
factors. Their findings indicated a positive relationship 
between the number of factors and the group size. In 
view of these findings they questioned Roll and Ross’ 
result that security returns are determined by 5 factors. 
Dhrymes, Friend and Gultekin noted that a possible explanation 
of Roll and Ross’ result may be due to missing daily return 
observations. According to Dhrymes, Friend and Gultekin :
"In the RR sample, there are several securities with more 
than 800, and one with more than 1400, missing 
observations. Using these securities would have 
eliminated much more than half of the observations 
in joint tests." (Ft. 3, p.58)
The results of their second test showed that, in terms 
of explanatory power, a five-factor returns generating 
model is superior to a one-factor returns generating model.
Finally, they adopted Roll and Ross’ methodology and 
they tested the existence of a constant intercept across 
various groups. According to their results they concluded 
that the intercept terms, on average, are equal across 
various-groups. On the other hand, they tested the 
hypothesis that all intercept terms are equal to zero.
Their empirical evidence revealed that, on average, the 
intercept terms are insignificantly different from zero 
for nearly all groups. This result made them to cast 
some doubts on the usefulness of the A.P.M.
Table 6.9 summarizes the conclusions of the empirical 
studies of the A.P.M.
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Table 6.9 Summary results of the arbitrage pricing model’s 
tests .

























(1) Accept the A.P.M.




(1) Accept the A.P.M.
(2) There exists a constant intercept 







It is possible to form orthogonal 
indices(factors) and use them 
as inputs in a multi-:index model. . 
Accept the A.P.M.
The number of factors which affect 
security returns is not the same 
across different (nonovelapping) 
groups of securities.
The number of factors having 
influence in stock portfolio 
returns is larger comparing with 
this concluded by Roll and Ross.
In the A.P.M. *s tests the- 
correlation matrix of returns 
should be factor analyzed.
The number of factors emerged by 
analyzing together stock and bond 
portfolios is larger than the number 
of factors emerged by analyzing 
only one group of portfolios. -
(1) In average, the relevant number of 
factors which require to describe ■ 
the correlation stucture on 
securities returns remains 
approximately the same across 
variuos groups of the same size and 
across various time periods of 
equal or different sizes.
(2) The relevant number of factors 
which affect security returns 
increases with the group size.
(1) The relevant number of factors 
determining the returns on securities 
increases with the group size.
(2) The intercept terms are equal 
across various groups,but they are, 
on average ,insignificantly 
different from zero.
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6.11 Necessary Assumptions for an Unambiguous Test of the 
Arbitrage Pricing Model
It was pointed out earlier that the transformation of 
the theoretical A.P.M. into a testable relationship requires 
some additional assumptions. These asssumptions can be 
summarized as follows :
(1) The distributions of returns on securities are normal.
(2) The distributions of security returns are
intertemporally stationary.
(3) The number of common factors which influence the
security returns is the same across various security 
groups having different sizes and across different 
security groups having the same size.
(4) The number of common factors which affect the
returns on securities is stable across various 
time periods for the same group of securities and 
across various time periods for different groups 
of securities.
(5) The same common factors generate the security returns
in groups of different sizes and in groups of equal size
(6) The same common factors influence the security returns
■ across various time periods for the same group of
securities and across different time periods for 
different security groups.
(7) The factor beta coefficients are intertemporally
stationary.
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If the previously mentioned assumptions were needed 
for the theoretical derivation of the A.P.M., the validity 
of the A.P.M. would have to be determined by testing its 
predictions and not its assumptions. However, these 
assumptions are necessary when the A.P.M. is empirically 
tested using time series data, but they are not required 
by the theory behind the model. Therefore the empirical 
verification of such assumptions is very important in order 
to determine whether or not time series security returns can 
be utilized to test unambiguously the A.P.M.
It can be also noted that the validation of these 
assumptions will not imply the validity of the A.P.M. 
Furthermore the violation of one or more of such assumptions 
will not constitute evidence against the A.P.M. It will 
simply show that the present statistical methodology cannot 
be used to provide an unambiguous test of the model.
Assumption 1 A large number of statistical tests are based 
upon the assumption of normality. Some of these tests are 
robust under normality (e.g. the maximum likelihood test for 
the goodness of fit of the factor model) and other are 
sensitive to violations of the normality assumption (e.g. 
a chi-square test for the homogeneity of two covariance 
matrices of security returns) . If the assumption of 
normality is violated the tests of the second group may 
produce biased results. Since an unambiguous verification 
of the A.P.M. requires the intertemporal stationarity of 
the covariance or correlation matrix and the statistical 
tests of such issues are very sensitive to departures
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from normality (see Mardla (1971) ) it is necessary to 
perform a test for normality.
Gibbons performed two tests which are sensitive 
to violations of the normality (a chi-square test for the 
homogeneity of two covariance matrices of security returns 
and a chi-square test for the homogeneity of two correlation 
matrices of security returns). However, he did not 
examine empirically the normality assumption of the 
distributions of portfolio returns.
Assumption 2 The A.P.M. describes an approximate linear 
relationship between expected returns on securities and 
factor beta coefficients. Neither of these expected 
returns on securities nor the factor beta coefficients 
are directly observable. Consequently, the A.P.M. is 
tested with the aid of ex-post data. The use of ex-post 
data implies the substitution of ex-post distributions for 
ex-ante distributions. Thus it is necessary to assume 
that the security returns obey a stationary multivariate 
distribution during the sample period. Under this 
assumption realized distributions of security returns can 
treated' as sample observations of the ex-ante joint 
distribution of security returns.
Furthermore, the K-factor security returns generating 
model and the A.P.M. are static (single period) models, 
although for testing purposes they are treated as if they 
hold intertemporally. This is a necessary condition
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because the validity of the A.P.M. is verified by 
utilizing time series data. There is no guarantee, 
however, from the arbitrage pricing theory that the 
joint distrubtion of security returns is stationary 
during the sample period.
Lastly the intertemporal stationarity of the security 
mean returns is compatible and gives strength to the 
assumption concerning the investors homogeneous beliefs 
on the security expected returns. As it was stated 
in Section 6.1.2 the latter assumption is necessary 
to make the A.P.M. suitable for empirical tests.
From the previous discussion it is clear that direct 
empirical tests of the intertemporal stationarity of the 
distributions of returns on securities are required before 
to empirically validate the A.P.M. in, an unambiguous 
fashion.
The normality assumption is necessary for testing the 
second assumption because :
(1) It implies that testing the intertemporal stationarity 
distribution of security returns is equivalent with testing 
the intertemporal stationarity of the security mean returns 
and covariance matrix of security returns.
(2) Some of the tests require to verify the second assumption 
are sensitive to departures from normality (e.g.the 
chi-square test for the homogeneity of two covariance 
(correlation) matrices of security returns).
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Gehr, Roll and Ross , Chen, Reinganum, Hughes and 
Johnson left unverified the assumption of the intertemporal 
stationarity distribution of security returns. Therefore 
there tests of the A.P.M. may be characterized as 
incomplete on this ground alone.
Only Gibbons tested the intertemporal stationarity of 
the covariance (correlation) matrix by utilizing portfolios. 
Although he adopted the appropriate multivariate statistical 
techniques his results reveal lack of statistical power, 
because he only used two groups of portfolios.
Lastly Hughes noted that she used the correlation 
matrix, because Gibbons concluded that the correlation 
matrix should be factor analyzed. However, the results 
obtained by utilizing data from different international 
stock markets do no necessarily coincide. Thus Hughes 
justification for using the correlation matrix is left 
behind the rigorous theory.
Assumption 3 The theoretical derivation of the A.P.M. 
is based upon the existence of the security returns 
generating model. Such a model describes linearly the 
returns of a large group of securities in terms of K 
common factors and a specific factor. That is from the 
theoretical point of view one considers a large number 
of securities, say N, and he assumes a fixed number of 
K-factors having influence on security returns, where 
K <  N .
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The security returns generating model assumption is 
one of the most important assumption of the A.P.M.
Hence it is necessary to verify empirically such an 
assumption and then proceed to examine the validity of 
the A.P.M.
The security returns generating model assumption has 
to be empirically examined for the following reasons :
(l) To estimate the number of factors explaining the 
variation in security returns. Such an estimation 
firstly shows whether there exist multiple factors 
which generate the returns on securities. Secondly 
it is very important when the empirical applications 
of the model are considered. The A.P.M. requires the 
set of securities to be large, i.e., large enough so 
as to assure the application of the law of large numbers. 
Hence the A.P.M. has to be tested by utilizing large 
samples of securities. But the joint analysis of a 
large number of securities becomes computationally 
impossible. Consequently, it is necessary to divide 
the entire sample of securities into different groups 
and factor analyze each group separately. However, 
if the number of factors determining the security returns 
is .positively related to the group size, then by 
considering a large number of securities the number of 
factors could be so large that it severely inhibited the 
application of the model.
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(2) Given the existing methodological procedure of 
testing the A.P.M., one also has to investigate the 
existence of a unique security returns generating model 
across the various groups. The importance of this point 
can be explained as follows :
Suppose the number of factors determining the security returns 
is positively related to the group size. Then an obvious 
question arises ; which is the appropriate group size that 
has to be used in order to test the A.P.M. unambiguously ? 
However, the A.P.T. does not provide any help in selecting 
the appropriate security returns generating model, because 
it assumes a unique generating model consisting of a fixed 
number of unobservable factors. Therefore by considering 
a given group size and producing a linear model that 
describes the security returns, there is no way to 
ascertain whether such a model is the unique model upon 
which relies the A.P.M. As a conséquence the methodological 
procedure employed to test the A.P.M. does not necessarily 
result in tests of the model. In such a case it can be 
concluded that the A.P.M. cannot be tested unambiguously.
Although the assumption concerning the relationship 
between the number of factors and the group size is very 
important for an unambiguous test of the A.P.M. such an 
assumption left untested or partial tested.
Gehr, Roll and Ross, Chen, Reinganum and Hughes did 
not empirically verify such an assumption. However, each 
of these studies found the existence of multiple factors 
affecting the security returns.
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Gehr used a rule of thumb and he selected only factors 
with eigenvalues greater than one or less but very close 
to one. But the eigenvalue-one rule of thumb is not a 
reliable criterion. According to Rummer (1970) ;
"Small data errors, applying one distributional
transformation versus another, unequally skewed 
distributions, and various design decisions can 
shift the eigenvalues that are close to unity from 
above-one acceptability to below-one acceptability , 
and vice versa." (p.363).
Roll and Ross, Reinganum and Hughes tested the goodness 
of fit of the factor model.
Roll and Ross generated 4-2 groups of 30 individual 
securities and they concluded that five factors were 
sufficient in explaining the intercorrelations in daily 
returns. However, if the number of factors is positively 
related to the group size, then the methodological 
procedure used by Roll and Ross is inappropriate. This
is true since the consideration of their whole sample of
securities could produce more factors than those which they 
claimed to influence the security returns.
Reinganum generated 30 portfolios and he inferred that 
more than five factors were needed for adequate factoring. 
Roll and Ross and Reinganum utilized U.S. data, but they 
considered different sample periods. This implies that 
the number of factors is not the same across different time
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periods. However, Reinganum did not give any explanation 
concerning the comparison of his results with those of Roll 
and Ross.
Hughes formed groups of large size (110 securities) and 
she deduced that more than 12 common factors are needed to 
explain security returns for the Toronto Stock Exchange.
She justified the large number of factors by notifying 
that Kryzanowski and Chau found for the Toronto Stock 
Exchange a positive relationship between the number of 
factors and the group size being factored. But 
Kryzanowski and Chau found that there were,on average,
18 relevant factors by factor analyzed groups of 60 securities 
Therefore from her groups should be emerged a large number 
of factors and hence the empirical applications of the 
model for the Toronto Stock Exchange should be rather 
questionable. However, Hughes did not provide any 
discussion about this important point.
Chen did not test the goodness of fit of the factor ' 
model, but he decided to select five factors because Roll 
and Ross’ results indicated that five factors are 
appropriate. However, if the number of factors is 
positively related to the group size, his choice to 
select the first five factors emerged from a group 
containing 180 securities is a grave error.
Lastly Johnson chose arbitrarily four factors 
determining the returns for the London Stock Exchange.
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Gibbons only tested whether the number of factors 
is the same across different groups of portfolios, while 
Kryzamowski and Chau and Dhrymes, Friend and Gultekin 
empirically examined whether the number of factors is 
related to the group size. These studies reveal lack 
of statistical power because Gibbons used only three 
groups of portfolios, whereas Kryzamowski and Chau and 
Dhrymes, Friend and Gultekin utilized one group of 
securities and four (overlapping)subgroups of different 
sizes generated from this group.
Finally, Johnson used disjoint security groups (i.e. 
security groups which do not contain common securities) 
to test the relationship between the number of factors and 
the group size being factored.
However, it is preferable to utilize different groups 
of securities and generate from each group various security 
subgroups. In this case it is possible to compare the 
number of factors between :
, (l) Groups of different sizes containing some securities 
in common.
(2) Groups of the same size which do not contain common 
.securities.
(3) Groups of different sizes which do not contain common 
securities.
As it can be seen the testing design of Johnson is a special 
case of the previously mentioned testing design.
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Assumption 4 and Assumption 6 In principle the security 
returns generating model is a static model. A usual 
assumption made when a time series data is used to test 
the A.P.M. is that the security returns generated model 
holds in each required time interval (e.g. month, year) 
of the sample period. In this case except of the 
assumption regarding the intertemporal stationary distributions 
of returns is needed an additional assumption which is also 
necessary to make the A.P.M. suitable for empirical 
verifications. This assumption is that the common factors 
affecting the security returns remains unchanged across the 
various time intervals of the sample period.
Due to the identification problem of the factors,there is no 
good way to ascertain whether the factors having influence 
on security returns are replicable across various time 
periods. The only way to reject this assumption is to 
verify whether the number of factors affecting the security
returns remains Unchanged across variuos time periods for the 
same group of securities and across various time periods for 
different security groups. If the number of factors is not 
stable true time then maybe exist few common factors which 
are the same from period to period,while the entire set of the 
common factors is not replicable across various time periods.
There is also another major importance of examining 
the stability of the number of factors across various 
time periods. Indeed if the number of ;.'f actors is not
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the same from period to period then there is no hope 
concerning the empirical implementations of the A.P.M.
(see Section 5.5).
. This important assumption has not been verified in 
the literature. Only Kryzamowski and Chau tested whether 
the number of factors remains unchanged across various 
time periods for the same group of securities ( see Section
7.9 ) . -
Assumption 5 The discussion concerning this assumption 
is very similar to the discussion stated for the assumption 
3. That is if there are not the same factors across 
different security groups then the A.P.T. does not provide 
the means in concluding which are the relevant factors 
affecting the security returns. Therefore the tests of 
the A.P.M. may be questioned because the relevant factor 
structure of security returns can not be identified (see 
also assumption 3).
The present assumption will not be valid if the number 
of factors which affect the security returns, changes 
across various groups of different sizes and across 
various,groups of the same size. Once more the present 
assumption was only partially tested.
Roll and Ross and Hughes tested only the existence 
of a constant intercept, equal to the risk free rate 
across different groups of the same size.
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Chen and Reinganum used only one group of securities 
and they estimated the first five factor loadings. Then 
with the help of these estimated factor loadings they 
computed the first five factor loadings for every 
security in the sample. They concluded that this technique 
produces the same set of common factors across the securities 
in the sample. But the problem of the factors 
identification implies that empirically it is not known 
whether the five factors emerged from the first group 
are the most important factors having influence on the 
remaining security returns.
Assumption 7 One can proceed to test this assumption 
if the common factors affecting the security returns 
are the same across various time periods. Indeed if 
the previous assumption is valid then one has to test 
the present assumption before to apply the A.P.M. for 
predictive purposes. Furthermore, this assumption is 
a necessary condition for estimating the factor loadings 
and factor scores using a common factor analytic technique.
Lastly, the intertemporal stationarity of the factor 
beta coefficients is compatible and gives strength to the 
assumption regarding the investors homogeneous beliefs 
for the factor beta coefficients. As it was mentioned 
in Section 6,1.2 the latter assumption is required to 
transform the A.P.M. into a testable relationship.
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The present assumption, however, has been left 
untested.
If the previously mentioned assumptions are not 
verified it seems dangerous to derive conclusions concerning 
the validity of the A.P.M., because some conclusions may 
be implied from the violation of one or more assumptions.
It is evident that the results of Gehr, Roll and Ross,
Chen, Reinganum, Hughes and Johnson would be more 
powerful and reliable if they first tested empirically 
such assumptions. Without verifying these assumptions 
their tests are not complete and they should be 
interpreted with caution.
Furthermore, Gibbons, Kryanowski and Chau and Dhrymes, 
Friend and Gultekin verified empirical some of these 
assumptions. However, their results should be 
statistically powerful if they utilized more groups 
of portfolios (securities).
Consequently, given the importance of these assumptions 
the the incompleteness of the previous tests the empirical 
part ,of this study is concerned with an investigation of 
such assumptions for the London Stock Exchange.
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6.12 Conclusions
Since the theoretical formulation of the A.P.M., 
there have been a number of empirical tests concerning 
its validity and/or the verification of some basic 
assumptions required to ensure an unambiguous test of 
the model.
The first group of tests are incomplete, because 
they did not verify the basic assumptions of the A.P.M. 
The second group of tests reveal the lack of statistical 
power .
This study is concentrated.upon an empirical 




FACTOR ANALYTIC TECHNIQUES AND THETR APPLICATION TO 
PORTFOLIO THEORY
Since the factor analytic techniques have been 
utilized by a number of studies in portfolio theory and 
since a large part of this empirical examination uses 
factor analysis, the present chapter briefly presents 
the theory of factor analysis. The chapter begins 
by introducing the factor analysis model. ,Next it 
provides a comparison between the principal component 
analysis and the factor analysis and it presents 
some criticisms concerning the factor analytic methods. 
Finally, it discusses the 'factor analytic techniques 
utilized in testing the A.P.T.
7.1. The Factor Analysis Model^
Factor analysis is a multivariate statistical technique 
which attempts to explain the correlations between a large 
set of observable random variables in terms of a minimal 
number of unobservable factors.
If a population of T time periods and N random variables 
are taken into consideration, where N ^  T, the factor 
analysis model initially assumes the existence of K underlying
1. The present section and the following three sections are
largely based on Harman (1967) and Jb'reskog and Sbrbon (1979).
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common factors, where K N, and the following linear 
relationship :
^it ^il^it '°i2^ 2t +'''+bi%fKt^®it (7.1)
where
i = 1,2 , . . . ,N .
t = 1,2,...,T .
= the value of the random variable i, for observation t
bii>...»biK = the factor loadings of the random variable
i on the common factors 1,2,...,K respectively
f^^,...,f^^ = the values of the common factors 1,2,..,K
respectively for observation t. These 
values are called factor scores.
^it ” value of the specific factor to variable i,
for observation t.
The factor analysis model is based upon the following 
assumptions :
(l) The distributions of fit'^2t''"''^Kt ®it .^re
multivariate standarized normal and hence the joint 
distribution of the random variables z%t*%2t*''''^Nt
is multivariate standarized normal.
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(2) The distributions of fqt'^2t'''''^Kt ®it 
are stationary through time and thus the joint 
distrubtion of Zit'Z2t'"'''^Nt stationary 
through time.
(3) The covariance (correlation) matrix of the variables 
^lt'^2t'"''*^Nt non-singular.
(4-) The common factors are the same across various 
time periods.
(5) The factor loadings are stationary through time.
(6) The expected values on the common factors and the
specific factors are equal to zero.
(7) The values of the common factors are independent 
of one another.
(8) The values of the specific factors are independent of
one and another and of the values of the common factors
From these assumptions it can be seen that there exist 
some additional assumptions to those required for the 
theoretical validity of the A.P.M. These additional 
assumptions are necessary conditions for the factor analysis 
procedure employed to test the A.P.M.







i = 1,2,...,N .
CT.^  = the variance of the variable z.. .1 it
= the variance of the specific factor e\^
and
V  f -
Plh " ^  (7-3)
t=l j=l
where
i,h = 1,2,...,N, i / h .
p^^ = the correlation between the variable and z^^
K 2
The quantity ^ b.. is called the communality of the 
-
variable z^^ and it represents the portion of the total variance 
of the variable that is accounted for by the common factors.
The variance (T represents the portion of the total variance
®i




b.. is the total amount of the variance
i=l
in the population accounted for by the factor j, where 
j = 1,2,...,K, while the quantity b../N is the proportion
of the population variance accounted for by the factor j, 
where j = 1,2,...,K .
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K N
Lastly ^  is the proportion of the total
i-l- Isi
population variance accounted for all the common factors 
1,2,...,K.
If "2L and P are the covariance and correlation matrices 
of the variables »"^ 2t " * * ’ *"^ Nt * respectively then equations 
(7.2) and (7.3) can be rewritten in matrix notation as :
X  = BB' + Y  (7.4)
and
P = BB' (7.5)
where
B = the (NxK) matrix,of factor loadings and b'is.the 
transpose matrix of B
g u i i a x  U J O . OJ .  X A  w x u i i  ^  ~
the diagonal.
V  = the (NxN) dia on l matrix ith 0^  ,i=l,2,...,N, along
i
Equation (7.5) indicates that the common factors explain 
the off-diagonal elements of P (namely the correlations) exactly
In practice it is assumed that a random sample of 
observations,where /L T , is drawn from the population 
of the-T observations. The number of the random variables 
under consideration has to be less than T ,^ because if the 
number of random variables exceeds T^ then the resulting 
correlation matrix becomes singular.
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If S and R are the unbiased estimates of the matrices 
and P, respectively, then the factor analysis problem is
A
to estimate the factor loadings matrix A  and the diagonal
 ^ A Û
matrix Y from S or R ; that is to estimate A and i 
satisfying at least approximately the following equation :
A A
or
s = A A ^ + V  (7.6)
R = A A '  (7.7)
7.2 Principal Component Analysis versus Common Factor Analysis
The main differences between the Principal Component 
Analysis (P.O.A.) and the Factor Analysis (F.A.) can 
be described as follows :
(1) The P.C.A.’s objective is to reproduce the total variance 
of a group random variables.
The F.A.'s objective is to reproduce the intercorrelations 
of a group of random variables.
(2) In P.O.A. all the components are needed to reproduce exactly 
the correlations among the variables. Few components, however, 
are required to explain a large portion of the total variance
in the data.
In F.A., there exists by definition, a small number of factors 
that reproduce exactly the intercorrelations among the random 
variables. These factors, however, do not explain the same 
portion of variance as does the same number of principal
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components .
(3) The P.O.A. does not assume a definite linear statistical 
model between the random variables and the common and specific 
factors .
The F.A. assumes a linear statistical model between the random 
variables and the common and specific factors.
(4-) From the principal component analytic method the emerging 
components are linear combinations of the random variables. 
From the factor analytic method the emerging factors 
are not linear combinations of the random variables.
(5) The P.O.A. does not require any assumption concerning the 
joint distribution of the random variables.
The F.A. assumes that the joint distribution among the 
random variables is multivariate normal.
(6) The P.O.A. assumes correlations among the specific 
factors of the random variables and it is concerned with 
the magnitudes of the specific factors.
The- F.A. assumes zero correlations among the specific 
factors of the random variables and it is not concerned 
with the magnitudes of the specific factors.
(7) In P.O.A. the components are intercorrelated.
In F.A. there are no correlations among the factors.
(8) The principal component analytic method is not scale 
invariant .
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There exist some methods between the factor analysis 
methods which are scale invariant (e.g. the maximum likelihood 
method, Rao’s factor analytic method).
(9) In P.O.A. the components are unique in the sense that 
they stay the same as the number of the considered components 
is varied.
In F.A. the factor loadings are not unique in the sense that 
they change values as the number of factors changes.
(10) The P.O.A. can proceed if the covariance (correlation) 
matrix is singular.
The most factor analytic methods require,a non-singular 
covariance (correlation) matrix.
7.3 Criticisms of the .Factor Analytic Methods
The most important drawbacks of the factor analytic 
methods can be stated as follows :
(1) There exists a large number of assumptions behind the 
factor analysis model.
(2) The factor analytic techniques do not provide
a method to specify the underlying factors. Consequently, 
the factor analytic methods may produce factors which 
represent only statistical artifacts.
(3) The number of underlying factors, say K, is unknown in
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practice. In order to estimate the number of factors 
different values of K may be tried sequentially 
starting with K = 1. But different values of K give 
different factor loadings. That is the factor loadings 
are not unique. Even if it was possible to identify the 
underlying factors of an experimental design, then an 
additional problem would exist : the factor loadings
change as the method of rotation changes.
In view of the drawbacks of the factor analytic 
methods Lawley and Maxwell (1971) noted :
"It should always be kept firmly in mind that, except 
in artificial sampling experiments, the basic factor 
model is, like other models, useful only as an 
approximation to reality, and it should not be taken 
too seriously." (p.38).
The B.C.A. relies upon less restrictive assumptions from 
those of the F.A. Furthermore the P.O.A. is computationally 
simpler than the F.A. Thus a number of studies in the ■ 
field of multivariate analysis concluded that the P.O.A. is 
preferable to the F.A.
It should be noted however, that the empirical 
examination of Ross’ A.P.M. can be performed only by using common 
factor analytic methods. This is true since the A.P.M. 
assumes a security returns generating model in a similar 
fashion to the F.A. which assumes an underlying 
statistical linear model. Furthermore, a major assumption 
of the A.P.M.’s security returns generating model is the
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assumption regarding the independencies among the specific 
factors. This is a sufficient condition for the validity 
of the law of the large numbers, which in turn is needed to 
produce Ross’ A.P.M. The F.A. also embodies the 
assumption concerning the independencies among the specific 
factors, while the P.O.A. does not require such an assumption.
Chen and Ingersoll (1982) proved that the A.P.M. can be 
an exact linear pricing ex-ante relationship if the assumption 
of the independence among the specific factors is relaxed.
Even in this case the problem of identification of the 
components can not be avoided.
7.4- Factor Analytic Methods Used in Testing the Arbitrage 
Pricing Model • -
There are several factor analytic techniques 
available in the literature. The factor analytic techniques 
used in the A.P.T. are the following :
(1) The maximum likelihood factor analysis.
(2) Rao’s or canonical factor analysis.
(3) The minres factor analysis. ^
(4.) The alpha factor analysis.
The maximum likelihood method is usually preferable for 
the following reasons :
(i) It is scale invariant. That is the same interpretable 
factors and the same number of factors would be extracted
-16 4- -
regardless of the matrix scaling techniques applied to the 
data and regardless of whether the covariance or correlation 
matrix were used.
(ii) The estimating factor loadings are asymptotic 
efficient. That is they are asymptotically unbiased 
estimators having the smallest asymptotic variance among 
a group of asymptotically unbiased estimators.
(iii) The estimating factor loadings are consistent.
That is they converge in probability to the population 
parameters being estimated as the sample size becomes larger.
(iv) There exists a chi-square test for the goodness of 
fit of the factor model.
The estimates obtained by Rao's .factor analysis have been 
derived from principles other than the maximum likelihood 
principles. However, they satisfy the maximum likelihood 
equations and hence the previously mentioned statistical 
properties. Therefore they constitute another, set of 
maximum likelihood estimates.
The minres factor analysis has less desirable properties 
than the maximum likelihood factor analysis. For example, 
it is not scale invariant and it only factor analyzes the 
correlation matrix. However, the solutions of the minres 
and maximum likelihood factor analysis are equivalent.
Lastly the solutions of the alpha and the maximum 
likelihood factor analysis are not equivalent. The main
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difference between Rao’s factor analysis and the alpha 
factor analysis can be described as follows :
Rao’s factor analysis assumes that the given sample includes 
the entire randam variables and that the statistical inference 
about the estimation of the common factors of a population 
of observations is being made from a random sample of 
observations taken from the population.
The alpha factor analysis does not make statistical inference 
to a population of observations. Assuming that the variables 
are observed over a given population of observations, the 
alpha factor analysis is a method which enables us to make 
statistical inference about the estimation of the common 
factors of a population of variables from a random sample 
of variables taken from the population.
Roll and Ross (1980), Chen (1982), Reinganum (1981)
Gibbons (1981) and Dhrymes, Friend and Gultekin (1982) 
adopted the maximum likelihood factor analysis because it 
has the previously mentioned statistical properties.
Hughes (1982) utilized the minres factor analytic 
technique because its solution is equivalent to the maximum 
likelihood solution and its computational procedure is 
simpler than this of the maximum likelihood factor analysis.
Rad’s factor analysis utilizes a statistical test for the 
goodness of fit of the factor model, while the alpha factor 
analysis uses the eigenvalue-one rule of thumb in testing 
the relevant number of factors. Therefore in order to 
compare the results derived by using a statistical test
-l66 -
and the results derived by utilizing the rule of thumb 
Kryzanowski and Chau (1982) employed both Rao’s and 
alpha factor analytic techniques.
Table 7.1 describes in summary the various factor models 
used in testing the A.P.T.
7.5 Conclusions
The P.C.A. and the F.A. have been used by a number 
of studies in portfolio theory, to investigate the structure 
of security (portfolio) returns. The P.C.A. and the F.A. 
are two similar approaches but they have different objectives. 
However, the superiority of the P.C.A. over the F.A. has
been pointed out by a large number of studies.
The A.P.M. can be only tested by employing the techniques 
of the F.A. An effort of reformulating the theory of the 
A.P.M. and employing C.P.A. is useless since the identification 
problem of the components continues to exist.
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DATA SAMPLES AND METHODOLOGY
This chapter describes the methodology followed in this 
study. The first section states the specific research objectives, 
while the second, third and fourth sections are devoted to the 
nature and source of data, the sample period length and sample 
size, the selection criteria of the samples, the formation 
criteria of the groups and subgroups, respectively.
The fifth section presents the subperiods used in this study, 
whereas the rest of the chapter describes the statistical 
method employed in testing the desired assumptions.
8,1 Research Objectives
This study investigates empirically the validity of some 
important assumptions, necessary for unambiguous test of the 
A.P.M. using time series data from the London Stock Exchange
(L.S.E.).
More specifically, it investigates the empirical validity 
of the following five assumptions :
(l) The distributions of security returns are normal ; the
security mean returns and the covariance matrix of
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security returns are intertemporally stationary.
(2) The number of factors affecting security returns
is the same across various groups of different sizes.
(3) The number of factors which influence security returns 
is the same across various groups of the same size.
(4-) The number of factors which affect security returns remains 
unchanged across various time periods for the same 
group of securities.
(5) The number of factors determining security returns remains un­
changed across various time periods for various groups 
of securities.
8.2 Nature and Source of Data
The data used in this study was taken from the 
London Business School Share Price Database. Among other 
financial information the database contains monthly prices 
of the most ordinary shares (securities) that have traded 
in the London Stock Exchange (L.S.E.) from January 1955 
to December 1981 (324- monthly observations).
From the London Share Price Database a file containing 
monthly log-returns on those securities was selected.
The (nominal) monthly rate of return on a security i 





= the month t rate of return for security i 
assuming continuous compounding.
In = the natural logarithm operator.
Pit = the last traded price for security i in month t.
= the dividend for security i declared xd during
month t adjusted to a month-end basis.
P^^  ^ = the last traded price of security i in month
t-1 adjusted to the same base.
The logarithmic transformation is justified on two 
grounds :
(1) It approximates monthly price changes under continuous 
compounding.
(2) It improves the normality in the distribution of 
security-returns since it reduces the skewness of the 
distribution.
8.3 Sample Period Length and Sample Size
Operationalization of the above mentioned tests
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requires the ulilization of time series data and the 
employment of multivariate statistical techniques. 
Consequently, the size of the sample and the sample 
period should be so that it fulfils the following 
requirements :
(i) Test Design Requirement : In order to test these
assumptions a large sample, in terms of number of securities, 
and a large sample in terms of time periods are required.
The second assumption is equivalent in testing the 
relationship between the number of factors and the group 
size . Such a relationship can be described clearly if 
one considers a large number of security groups having 
different sizes. Thus the larger the sample size the 
larger the number of security groups will be.
For the fourth and fifth assumptions a large number of 
observations is required so that to allow the entire 
set of observations to be divided into several different 
subperiods.
(ii) 'Hie Approximation of Ex-Ante Expectations with 
Ex-Post Measures Requirement : Since ex-ante models are 
derived and defined wholly with expectations, for testing 
purposes ex-post data is used in the place of ex-ante 
measures. Hence when the security market is efficient 
it is 'not unreasonable to consider ex-post returns as 
approximations to ex-ante returns. In an efficient market 
the difference between ex-post and ex-ante measures 
should average out to zero over reasonably long time 
lengths. So from this point of view the larger the time 
period the better will be the approximation among ex-post
-172-
and ex-ante magnitudes.
(iii) Statistical Requirement : When a statistical
hypothesis is tested the chief aim is to make a clear 
inference about an unknown population parameter (some 
unknown parameters of different populations) from a 
sample statistic (from statistics of different samples) 
that can be measured. For this reason it is necessary 
to take into consideration a large sample of securities 
and hence a high number of groups so that to increase 
the statistical power of the tests.
Moreover, it is well known that if the number of observations 
is sufficiently increased then the probability of finding 
linearly dependent security returns approaches to zero.
Stated differently, if one increases sufficiently the 
number of observations then he reduces the multicollinearity 
between security returns. This is necessary since the 
multivariate statistical techniques which are used in this 
study require a non-singular correlation matrix.
Lastly when the correlation matrix of security returns 
is estimated using a large number of observations 
per security, then more efficient estimates of its 
entries are produced.
Comparing these three requirements it was initially 
decided to consider a large number of securities and a 
sample period comprised from a large number of observations. 
Unfortunately the data of the London Business School 
Share Price Database could not fulfil simultaneously all 
three requirements.
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By examining different time periods it was found that 
the number of securities with continuous monthly data 
was decreased as the length of the time period was increased. 
Consequently the final decision was to take into account 
two. different samples :
(1) A sample containing a large number of securities with 
observable returns over a relatively short time period.
(2) A sample containing a relatively small number of 
securities with observable returns over a long time period.
The consideration only of a sample containing a large 
number of securities with observable returns over a 
relatively short time period implies that it can be generated 
a large number of security groups and thus the statistical 
power of the tests will be increased. But the time period 
utilized in testing the intertemporal stationarity of the 
number of factors maybe produce multicollinearity 
problems. As a consequence the estimated covariance 
(correlation) matrix of security returns would be 
singular and hence the statistical techniques for testing 
the desired assumptions would be not applicable. The 
possible problems of multicollinearity may be solved 
by taking into consideration a sample containing securities 
with observable returns over a long time period. This 
sample will be comprised of a small number of securities 
and thus the statistical power of the tests concerning 
the relationship between the number of factors and the 
group size will be reduced.
- 17 hr -
However, by considering two different samples the 
disadvantages affecting the statistical tests of this 
study can be greatly minimized.
.4- Selection of the Time Period and Selection Criteria 
of the Samples
The total firms which quoted in the L.S.E. since 
January 1955 are more than 3,500. The first sample period 
was selected to satisfy two objectives :
(i) To produce a large number of securities.
(ii) To contain enough observations so that to allow the 
entire sample period to be divided into two non­
overlapping periods.
In view of these two objectives it was decided to 
choose a 10 year period, 120 monthly observations for each 
security. The first sample period begins on January 1st. 
1972 and it ends on December 31st. 1981.
Initially a firm to qualify for inclusion in the first 
sample had to satisfy the following criterion :
(1) To be listed continuously on the L.S.E. during the 
10 year period.
From the whole number- of the firms only 899 firms had 
a continuous data during the 10 year period. The 899 firms 
constitute about 2 6 per cent of the total number of firms 
quoted in the L.S.E. since 1955.
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The first sample criterion probably introduces a 
survival bias in the sense that it has only included 
firms in existence during the 10 year period. This is, 
however, a natural consequence of all studies of this 
type, working with a time series data which has a fixed 
length.
Unfortunately among those firms there were firms whose 
securities had at least one month with no recorded trade.
Dimson (1979) pointed out that such non-trading securities 
have high auto-correlation of returns. Auto-correlated 
security returns imply fewer degrees of freedom in the 
sample and hence biased estimated variances of security 
returns. The biased security variances will produce 
a biased covariance (correlation) matrix of security 
returns. The tests of this study utilize the covariance 
(correlation) matrix of security return's. Thus, if a 
biased covariance (correlation) matrix is used then the 
producing results will be biased.
Consequently it was necessary to consider a further 
criterion for inclusion of a firm in the sample. That is :
(2) Over the entire sample period of 120 monthly observations, 
.securities having in more than three months no recorded 
trade are excluded.
It was decided to include securities having in two or 
three months no recorded trade over the 10 year period, 
because there were only few securities having in two or
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three months no recorded trade and such months were 
not appeared suquentially.
From the 899 firms only 672 firms satisfied the second 
criterion.^ The last chosen number of firms constitutes 
about 19 per cent of the whole population of securities 
quoted in the L.S.E, since 1955.
In this case the new sample may be biased by the 
deletion of the securities which had in more than three 
months no recorded trade. However, such a bias may be 
infinitesimally small.
The first sample utilized in this study is described 
in Table 8.1.
The second sample period was selected to satisfy the 
following two goals :
(i) To increase as much as possible the number of 
observations than the previous sample period.
(ii) To produce a reasonable number of securities with 
continuous monthly data for the entire sample period
1. The London Business School Share Price Database contains 
for each monthly return an equivalent non-trading 
indicator. This basically indicates the number of
days'before the end of the month that the last trade
occurred. The number 32 associated with a particular
month indicates that such a share was not traded this
month.
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London Share Price Database 
Graduate Business School 
University of London 
Monthly Returns File
January 1972 - December 1981
120 monthly observations
(i) Securities must be 
continuously listed 
on the London Stock 
Exchange for the 
entire sample period
(ii)Securities must have 
no less than 117 
trading months out 





Unit : Log-returns adjusted, to 
a month-end basis.
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With the aid of these two goals it was selected 
the sample period from November 1st. 1956 to 
December 31st. 1981, that is 302 monthly observations 
from each security.
The securities which have continuous monthly data 
during the second sample period are 200 only. In this 
case it is only considered about 6 per cent of the entire 
number of securities quoted in the L.S.E. since 1955.
By considering 200 securities the number of securities 
of the first sample was decreased by 30 per cent.
Moreover it is notified that the results which will be 
presented in the following chapters, by using the second 
sample probably contain a survival bias.
The second criterion which imposed upon the first sample 
was not necessary to be imposed upon the second sample, 
because almost all the firms of the second sample, are 
large firms having frequently traded securities.
Table 8.2 describes the second sample used in 
this study.
8.4-.1 The Groups
The number of the securities of each sample was 
initially divided into several random master groups 
of equal size. Before deciding the size of the master 
group the following were taken into consideration :
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Table 8.2 Description of sample B .
Source : London Share Price Database 
Graduate Business School 
University of London 
Monthly Returns File
Sample Period: November 1956- December 1981
Sample Size 
per Security: 302 monthly returns
Selection 
Criterion : Securities must be 
continuously listed 
on the London Stock 






Unit : Log-returns adjusted to 
a month-end basis.
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(i) It is necessary to formulate a substantial number 
of master groups to provide grounds for statistical 
inference of the designed tests.
(ii) In order to increase the statistical power of the 
test concerning the relationship between the number 
of factors and the group size it is necessary to 
generate from each master group a considerable 
number of subgroups.
(iii) The half size of the sample in terms of time periods 
has to exceed the size of the master groups. If 
the number of variables is greater than the number
of observations then the resulting covariance 
(correlation) matrix is singular. But the empirical 
examination of the stated assumptions requires non­
singular covariance (correlation) matrix.
Having in mind these three requirements it was decided 
the size of the master groups of the first sample to be 
equal to 4-2. Such a size produces enough master groups 
and each master group can generate enough subgroups. Lastly, 
42 is smaller than 120/2 and hence one of the cases to 
derive a singular covariance (correlation) matrix is 
excluded;
Similarly for the second sample it was decided the 
size of the master groups to be equal to 40.
The 672 (200) company numbers were listed in ascending
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order and 16 (5) groups .each consisting of 42 (40) 
securities were drawn. By forming the master groups 
following this procedure a randomly selection of the 
members of each group is achieved.
From each master group of the first (second) sample 
were formed 7 subgroups containing 5, 10, 15, 21, 26,
31 and 36 (5, 10, 15, 20, 25, 30 and 35 ) securities, 
respectively. Each subgroup contains the first 5 ( ^ ),
where ^ = 5, 10, 15, 21, 31, 36 ( =  5, 10, 15, 20,
25, 30, 35 ), securities of the corresponding master group.
8.5 The subperiods
The subperiods in each sample were chosen to satisfy
the following criteria :
(1) To be non-overlapping. This requirement is extremely 
important for our analysis. Indeed by utilizing 
non-overlapping subperiods,the possibility to derive 
replicable factors having influence on security returns 
during the time period covered by a sommon length of 
the subperiods is excluded.
(2) To have equal lengths so that the performed tests are 
equally affected by the sample size in terms of time 
periods.
(3) To contain a number of return observations that is 
greater than the size of the master group so that 
to exclude one of the possibilities to derive a
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singular covariance (correlation) matrix.
According to these requirements the entire period of 
the 120 monthly observations was divided into two non­
overlapping subperiods of 60 observations each. On the 
other hand the entire period of the 302 observations was 
divided into two different sets of subperiods. The 
first set is made from three non-overlapping subperiods 
of 100 observations each, while the second set is generated 
from two non-overlapping subperiods of 151 observations 
each.
Table 8.3 describes the chronological division of 
each sample.
8.6 Statistical Tests
Since for each assumption is necessary to perform more 
than one statistical test. Table 8.4 gives a summary of the 
various tests.
Below it is noted some general remarks concerning the 
tests of..Table 8.4 (see page 184 ) .
The.test of normality is necessary because the tests 
regarding the intertemporal stationarity of the covariance 
or correlation matrix are very sensitive to departures 
from normality. The second, the third and the fourth tests 
are concerned with the intertemporal stationarity of the 
security mean returns. However, if one considers samples
-183-
Table 8.3 The subperiods
TIME INTERVAL 



















Table 8.4 Assumptions and statistical tests.
ASSUMPTION STATISTICAL TESTS
(l) The security mean 
returns,the 
covariance matrix 
of security returns 
and the correlation 




(2) The number of
factors affecting ' 
security returns 
is the same across 
various groups of 
different sizes.
(3) The number of 
factors which 
influence security 
returns is the 
same across various 
groups of the same 
size.






periods for the 
same group of 
securities




across various time 
periods for various 
groups of securities 
of different sizes.
(i) A test for normality.
(ii) A test of the homogeneity 
of two security variances.
(iii) A test for the difference 
between two security means 
when the populations have 
common variances.
(iv) A test of the difference 
between two security means 
when the populations have 
unequal variances.
(v) A test of the homogeneity 
of two covariance matrices 
of security returns.
(vi) A test of the homogeneity 
of two correlation matrices 
of security returns.
(vii) A test for a complete 
independence of the 
correlation matrix of 
security returns.
(viii)A test for the goodness
of fit of the factor model 
across different groups 
of various sizes and 
across different groups 
of the same size.
(ix) A test for a complete 
independence of the 
correlation matrix of 
security returns.
(x) A test for the goodness
of fit of the factor model 
across various time 
periods for the same 
group of securities 
and for different groups 
of securities.
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of equal sizes in terms of time periods then the second 
test is unimportant, because the third and fourth tests 
produce equal testing statistics (more details are given 
in Section 8,10) .
Finally the sixth test will be performed if the 
covariance matrix security returns is not intertemporally 
stationary. In this case if the correlation matrix is 
intertemporally stationary such a matrix will be used 
in the remaining tests.
8.7 First Test ; A Test for Normality
s^£T£mj)y.on_ of_'yi_e _Test^
For each security a set of observations represents a 
sample of independent observations in the sense that the 
occurrence (or nonoccurrence) of one observation of the 
set cannot influence (or be influenced by) the occurrence 
of another observation of the set.
Descri_pticm_of the Test
This test examines whether the monthly observations of 
security returns are drawn from a normal population of 
observations.
In this case the null and the alternative hypothesis may 
be expressed.in the following form :
1. For a detailed description of this test, see David, 






R^ = the random return on a security i.
2
N( ^  , 0 ) = a symbol indicating that the random
variable R^ is normally distributed
2
with mean and variance CT 
The test statistic is shown in equation (8.1) below;
max(R^) - min(R^)
SR =   (8.1)
'«1 '
where
SR = studentized range.
max(R^) = the maximum value of the secirity i's 
monthly return over the sample period
min(R^) = the minimum value of the security i’s 
monthly return over the sample period
Sj^ = the estimated standard deviation of the return 
of the i^^ security.
The null hypothesis that the security returns can 
be considered as drawings from a normal disrtibution is
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accepted if :
SR <SR (f.T^) (8.2)
where
SR(f,T^) = the fractile of the distrubtion of the 
studentized range in samples of size 
T^, with denoting the total number 
of return observations. By definition, 
a fractile, is a value below which a 
speci fied fraction of the data must lie.
8.8 Second Test : Test for the Homogeneity of two Variances
Assumption^ o^f_ _t_h^
(1) For each security can be generated two equally size
random samples of return observations, drawn from two
normally distributed populations with unknown means.
2 #2
variances, |^ , , 01 ,CT , respectively.
(2) For each security the two random samples of return 
observations are independent.
Description of the Test
This test determines whether or not the variance of the return 
on a^security is intertemporally stationary.
1. The statistical theory underlying this test is given 
in Blalock (1972).
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Thus the following hypothesis is tested
H : Cr.^  =
0 1 1
against
The test statistic is given by ;
F, = (8.3)
where
Fn has an F-distribution with (Tg-l,Tg-l) degrees of1
freedom.
T^ = the size of each random sample in terms of time 
periods.
2
s^ = the variance of returns on the security i, 
estimated using the first T^  observations.
8^^= the variance of returns on the security i, 
estimated using the second T^  observations.
_ 2 2





F m -, m -I = a critical value of the test statistic
a = a level of significance.
.9 Third Test ; Test for the Difference between two
Means when the Populations have Common 
Variance
Assumptions of the Test^
(1) For each security can be formed two equally sized
random samples of return observations, drawn from two
normally distributed populations with unknown means
2 2and variances ^ ^ ,01 ,0^  , respectively.
(2) The unknown populations variances ape equal, i.e.
2 *2 • 2 
C. =0. =0". , for each i.1 1 1
(3) For each security the two random samples of return 
observations are independent.
Description of ^he Tes^
This test examines the intertemporal stationarity of a 
security's mean when the security's variance of return 
is intertemporally stationary.
The null and the alternative hypotheses are set up as 
follows :





The following equation represents the test statistic
r. - rr 1 1
where
t^ has a t-distribution with 2(T2-l) degrees of 
freedom.
(8.5)
T^ = the size of each random sample in terms of 
time periods.
r^= the mean return onthe security i,estimated 
by utilizing the first T^  observations.
r^= the mean return on the security i,estimated 
by utilizing the second T^ observations.
1 1
s . = = a best and unbiased estimator of (7. .
The hull hypothesis that there is no difference between 
^  and is accepted if :
<^a.2(T2-l)
where
a= a level of significance.
(8.6)
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8.10 Fourth Test ; Test for the Difference between two
Means when the Populations have 
Unequal Variances.
Assumptions of the Test^
(1) For each security can be generated two equally size 
random samples of return observations, drawn from two 
normally distributed populations with unknown means 
and variances ^ ,01^,Of^,respectively .
(2) The unknown populations variances are not equal.
(3) For each security the two random samples of return 
observations are independent.
De_s^ rÿ)td^ on_of_■yie _T_est
This is test is concerned with the examination of the 
intertemporal stationarity of a security's mean when the 
security's variance of return is not intertemporal stationary 
In this case the null and the alternative hypotheses are 




Sinoe the populations have unequal variances the statistic 
t^ cannot be computed as it was computed in the previous case
Instead the following approximation of t^ is considered :
1. The details of this test are presented in Blalock (1972).
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In such a case the test statistic t^, will be approximately 
distributed as a t-distribution with degrees of freedom 
given by ; _
{si + s f ) ( l 2 - l )  
df =---- i----f-- (8.8)
(s2)2 + (s*2)2
It is evident that the t-statistic given by equation (8.5)
and the t-statistic (8.7) are the same. This is implied
because it was assumed samples having equal numbers of
observations. In this case, the assumption of equal
populations variances is relatively unimportant. However,
the second test was performed in order to attain an idea
concerning the intertemporal stationarity of the security 
1variances.
.11 Fifth Test ; A Test for the Homogeneity of two
Covariance Matrices
2
Assumptions of the Test
(l) For each security can be formed two equally random 
samples of return observations, drawn from two
1. The computer programmes used in the second, third and 
fourth tests are contained in the Statistical Package 
for the Social Sciences (S.P.S.S.).
2. This statistical test is described in Morrison (1967)
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multivariate normally distributed populations with 
a known cavariance matrices ^ .g » and.^ .^ , respectively
(2) For each security the two random samples of return 
observations are independent.
Description of the Test
This test deals with the problem of investigating the 
intertemporal stationarity of the covariance matrix.
For this test the appropriate hypotheses would be :
“o : Ig= Ig
*
versus
' i  ■ ï . / h
The test statistic is described by the following equation :
* 2
C ■ =





C is approximately distributed as a chi-squared 
variate with p(p+l)/2 degrees of freedom.
p=the number of securities in the group.
■ T2=the size of each random sample in terms of time periods
In =the natural logarithm operator.
Sg = an unbiased estimate of the population covariance 
matrix T .L.P:
= an unbiased estimate of the population covariance
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^  * 
matrix >
The null hypothesis of the homogeneity of the
covariance matrices > and > is accepted if
^  g ^  g
where
a = a level of significance^.
8.12 Sixth Test : A Test for the Homogeneity of two
Correlation Matrices
2
Assumptions of the Test
(1) For each security can be chosen two equally size
samples which can be regarded as randomly drawings
from two multivariate normally distributed populations
with unknown correlation matrices P and P*,respectively
g g
(2) For each security the two random .samples of return 
observations are independent.
De_scr^tion of the Test
This,test provides a means of examining the intertemporal 
stationarity of the correlation matrix. Here the null and 
the hypotheses are stated as follows :
1. The computer programme for this test was developed by 
G. Thanassoulas.
2. This test was developed by Jennrich (1970).
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H P = P
against
«1 :  ^P
The test statistic can be expressed as :
G. = ètr(Z^) - dg(Z)S'4dg(Z) (8.11)
where
is distributed as a chi-squared variate with p(p-l)/2 
degrees of freedom.
p = the number of
z=\
"r + R*’ 
-S, ,g
1 2 _ 2 _











tr (,.) = the trace
S = I +
ij
-1
I = an identity matrix.
R + 
g g
r j = the entry of the matrix ---   appearing
in the i^^ row and the column.
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-1
- the entry of the matrix appearing
in the i  ^row and the j c o l u m n  .
dg(Z) - the vector whose entries are the diagonal 
elements of the matrix Z.
dg(Z) = the transpose of dg(Z).
The null hypothesis concerning the homogeneity of the 
correlation matrices and P^ is accepted if :
^lèp(p-l) (8-12)
where
a = a level of significance.^
8.13 Seventh Test ; A Test for the Complete Independence of the
Correlation Matrix
p
Assumptions of the Test
(1) For each security it can be drawn a random sample
from a multivariate normally distributed population
with a known correlation matrix P .
g
(2) The correlation matrix is non-singular.
1. The computer programme for this test was. developed by 
G. Thanassoulas.
2. This test was suggested by Bartlett (1950).
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P e_s c of_th_^_T es t
This test examines the suitability of the correlation 
matrix for factor analysis. Here the null and the 
alternative hypotheses are presented as follows :
Ho = Pg = I
versus
where
I = an identity matrix.
The test statistic has the following form
2p+5 , ,
C2 = -(Ti-1 )ln|Rg| (8.13)
where
is approximately distributed as a chi-squared 
variate with èp (p-l) degrees of freedom.
p = the number of securities in the group.
T^= the size of the random sample in terms of time 
periods.
In = the natural logarithm operator.
= an unbiased estimate of the population
correlation matrix P .g
The null hypothesis of the complete independence is 
accepted if :
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r / y Z  (8-14)
2 ^ a,èp(p-l)
where
■ a = a level of significant
8.14 Eighth Test : Test for- the Goodness of Fit of the
Factor Model across Different Groups of 
Various Sizes and across Different 
Groups of the Same Size
It was explained in the previous chapter the superiority 
of the maximum likelihood factor analytic method versus 
other factor analytic methods. It was also pointed out 
that the estimates derived from Rao’s factor analysis 
constitute another set of maximum likelihood estimates.
Furthermore, the algorithm developed by Jorestog to 
solve the maximum likelihood estimation equations is 
extremely sensitive to the ill-condition of the 
correlation matrix (i.e. to a correlation matrix that 
has a very small determinant). When the correlation 
matrix 6if security returns has a very small determinant 
the maximum likelihood factor analysis cannot be done.
For these reasons it was decided to employ in this 
study the factor analyitic method of Rao.
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8.14.1 Rao's Factor Analytic Method
The operating principle of Rao*s factoring methods 
is the estimation of a factor solution which maximizes 
the. squared canonical between a set of hypothesized
factors and the set of variables (securities).
Rao's factor analysis model fits the description of 
the general factor analysis model described in Chapter 7. 
'Rao's model assumes that the number of common factors 
is specified in advance to be equal K, where K is an 
integer number, K ^ N  and N is the number of securities 
under consideration.
Under Rao's factoring method the first order conditions 
for the maximum value of the squared canonical correlation 
between the set of hypothesized factors and the set of 
variables (securities) can be written as :
|bb' - a^R 1 = 0 .. (8.15)
where
B = the (N X K) matrix of factor loadings and B' 
denotes the transpose of B.
R = the (N X N) estimated correlation matrix of 
security returns.
2
a = the square of the canonical correlation coefficient 
between the set of hypothesized factors and the 
set of variables.
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Since Rao’s factor analysis is scale invariant 
the estimation equations of the factor loadings can be 
expressed in terms of the correlations rather the 
covariances. That is :
R = BB' + V (8.16)
where
Y = the (N X N) estimated diagonal matrix with the 
variances of the specific factors along the 
diagonal.
Substituting equation (8.I6) into equation (8.15) 
and rearranging terms one produces :
R - I = 0 (8.17)
where
1
A  ------  , with a^ / 1
1 - a2
Since is a diagonal matrix it is possible to write
Y "  4 = Y ‘  ^ (8.18)
With the aid of equation (8.18) equation (8.17) can be 
expressed as :
Y'^R Y  I = 0 (8.19)
where
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I = the (N X N) identity matrix.
Equation (8,19) indicates that the desired 
eigenvalues ^ are the eigenvalues of the (N x N) 
symmetric matrix '1^ ”  ^ .
The correlations between a security's return and the 
values on the common factors are functions of the first 
K eigenvectors, where K < N, and each correlation is 
equal to the factor loadings to the security returns 
on the corresponding factor. Consequently, one can 
express the diagonal element of  ^as
gi = \j + ( j2-l)a2i+... + (j)K-l)aKl +  ^ (8.20)
where
i = 1,2,...,K ,K + 1,...,N .
1^* ^ 2* * * * * ^ first K largest eigenvalues
of equation (8.18).
■^ m” ^ ^ml'^m2 ' * ' * *^mN ^ eigenvector corresponding-
to the eigenvalue ^^^m=1.2,...,K.
Equation (8.19) can be rewritten as
|gRG 1 = 0 (8.21)
where
G=f-^
Kao pointed out that a better approximation of the 
diagonal elements of G is given by the following
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f ormula:
il p i 2 p / K p





where is given by equation (8.20)
In practice the diagonal elements of G and the factor 
loadings are both unknown. Thus their computation 
requires the employment of an iterative process.
Such a process contains the following steps :
(1) Compute the (N x N) correlation matrix of security 
returns and its inverse.
(2) Calculate the N eigenvalues of the correlation 
matrix and the corresponding eigenvectors to those 
eigenvalues.
(3) Estimate the diagonal entries of the matrix G by 
utilizing equation (8.22).
(4.) Compute the N eigenvalues of the symmetric matrix 
GRG*.
(5) Calculate a new diaganol matrix, call it G^, by using 
equation (8.22), and the first K largest eigenvalues and 
their corresponding eigenvectors obtained from the 
previous iteration (see step 4-)» where K N .
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(6) Estimate the N eigenvalues of the symmetric matrix
GfROi.
(7) Compute a new diagonal matrix, call it G^ , by 
employing equation (8.22), and the first K largest 
eigenvalues and the corresponding eigenvectors obtained 
from the previous iteration (see step 6), where K N .
(8) Estimate the N eigenvalues of the symmetric matrix 
G2RG2.
(9) Repeat the iteration process until it is found that 
the maximum values of two successive estimates, computed 
with the aid of equation (8.22) , do not defer by more
than some predetermined real number.
(10) Compute the factor loadings by making use of the 
following equation :
where
B^= the (N X K) matrix of factor loadings.
G^= the (N X N) diagonal matrix estimated from the
final iteration.
/\^ = the (N X 1) column vector with entries the 
eigenvalues of the symmetric matrix G RG
i = the (N X 1) unit vector. The square root is
referred to each entry of the vector - i .
A^= the (K X N) matrix with rows the eigenvectors of 
the symmetric matrix G RG
-2 04 -






i — 1,2,...,N •
. thb^ j^  = the m-entry of the i row of the matrix B-, .
8.14.2 A Test for the Goodness of Fit of Rao's Factor Model
One of the main advantages of Rao's factor analysis 
is that it provides a test for the relevant number of 
factors. Indeed using Rao’s factor analytic technique 
the following hypothesis is tested :
versus
The test statistic is described by the following equation
C =(T
 ^ 6 3




is distributed as a chi-squared variate with 
è |^ (N - K)^-N - k J degress of freedom.
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= the size of the random samples in terms of 
time periods.
In = the natural logarithm operator.
N = the number of securities.
K =a given number of factors.
K + i » • • • » ^  = the least (N - K) characteristic
roots of equation (8.21) at any 
stage of iteration.
The null hypothesis that there exist exactly K factors 
is accepted if :
^3^ (N - K)2-N-K (8.25)
where
a = a level of significance.
The idea behind this test is that by "removing” the 
first K largest characteristic roots of the square matrix 
GRG the equality of the remaining N - K  roots can be 
examined. If the remaining N - K  roots of the matrix 
GRG are equal, then there is no point in trying to extract 
any more factors.




This research utilizes two different samples. The 
first sample contains 672 securities with no missing 
observations for the period January 1972 - December 1981. 
The second sample is comprised of 200 securities for 
which there was a complete history of monthly return 
data from November 1956 - December 1981.
This study employs 10 statistical tests in order 
to examine whether the A.P.M. can be tested unambiguously 
by using a time series data taken from the L.S.E.
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CHAPTER 9
THE DISTRIBUTION OF SECURITY RETURNS : SOME EMPIRICAL
EVIDENCE.
Empirical validation of the A.P.M. is based on the 
premise that security returns are drawn from normal 
distributions and these distributions are stationary 
through time. This chapter examines the assumption 
of the normal distribution of security monthly returns 
and investigates the assumption regarding the intertemporal 
stationarity of the distributions of security returns.
These assumptions are verified empirically by 
utilizing the following statistical tests, respectively :
(1) The studentized range test for normality.
(2) A t-square test for the intertemporal stationarity 
of security mean returns and a chi-square test
for the intertemporal stationarity of the covariance 
(correlation) matrix of security returns.
Béfore presenting the empirical results of the 
preceding tests the characteristics of the joint 
distribution of security returns are estimated.
Table 9.1 and 9.2 summarize the characteristics 
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using samples A and B, respectively.
Table 9.1 shows that utilizing sample A, the 
average of the security means over the first sample 
period is .008, the average of the security variances 
is .00014 and the average of the security standard 
deviations is ,11 .
The results of Table 9.2 reveal that using sample 
B, the average of the security means over the second 
sample period is .001, the average of the security 
variances is .0001 and the average of the security 
standard deviations is .91 .
9.1 Statistical Testing Procedure for the Studentized 
Range Test and the Empirical Results
The studentized range test for normality is 
separately adopted for each of the two samples (A and B) 
considered in this work. Such a test requires the 
following three-step procedure.
(1) For each security in the sample the range and the 
standard deviation of its distribution are calculated.
(2) For each security in the sample the studentized 
range given by equation (8.1) is computed.
(3) Each value of the studentized range is compared with 
the .995 fractile of the distribution of the studenized 
range in sample of size T^ (the total number of return
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observations per security) and a decision concerning 
the validity of the normality assumption is made.
Table 9.3 summarizes the results of the studentized 
range test for sample A, using two nonoverlapping 
subperiods of 60 monthly observations each.
The empirical findings of the studentized range test 
for sample B using three nonoverlapping subperiods of 
100 monthly observations each and two nonoverlapping 
subperiods of 151 monthly observations each are summarized 
in Table 10.4 .
The results shown in Table 9.3 indicate that when 
one uses the subperiod 1/1972 - 12/1976 (1/1977 - 12/1981)
71 (86.1) per cent of the securities did not exceed the 
value (6.09) of the .995 fractile of the distribution of the 
studentized range in samples of 60 observations from a normal 
distribution. Therefore these results support that for 
the subperiods of sample A the monthly security returns 
are close enough to normal. Similarly from Table 9*4 
can be inferred that the security monthly returns are 
approximately normal. Such an approximation is much 
closer to normal when the subperiods 11/1956 -2/1965,
3/1965 - 6/1973 and 11/1956 - 5/ 1969 are examined.
The different results for the subperiods 7/1973 - 10/1981 
and 6/1969 - 12/1981 can be attributed to the abnormal 
market behaviour during the 1974 - 1975 period. During 
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of returns on securities compared with the distributions 
of other subperiods.
The approximately normal distributions of security 
returns imply that it is safe to apply the common 
statistical tests, especially those which are sensitive 
to departures from normality.
Brealy (1979), however, reported evidence shown that 
the distributions of the daily U.K. security returns are 
non-normal. His conclusions are different to those 
presented in this work. This is probably due to the 
fact that daily returns fluctuate less than monthly 
returns so that the distributions of daily returns are 
more peaked about their means and the relative frequencies 
of the extreme daily returns are greater than those of the 
monthly returns. As a consequence daily security returns 
are more leptokuitic relative to monthly security returns.
9.2 Statistical Testing Procedure for the Intertemporal 
Stationary Distributions of Security Returns and the 
Empirical Results
To test the intertemporal stationarity of the 
distributions of security returns tests 2 to 6 described 
in Table 8.6 are used ; that is, a test of the 
homogeneity of two security variances, a test for the 
difference between two security means when the populations 
have common (unequal) variances and a test for the 
homogeneity of two covariance (correlation) matrices
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of security returns. The above tests are operationalized 
separately for each of the two samples (A and B) under 
consideration in this study.
Sample A of 672 securities is broken down into 
sixteen random master groups of size 42 and from each 
group are drawn two subgroups containing 21 and 10 
securities respectively. The first sample period of 
120 months is divided into two nonoverlapping 
subperiods. These subperiods are from January 1972 
until December 1976 and from January 1977 until 
December 1981.
The sample B consisting of 200 securities is broken 
down into five random master groups of size 40 and from 
each master group are drawn two subgroups containing 
20 and 10 securities respectively. 'From the second 
sample period of the 302 months six subperiods are 
generated. The subperiods are from November 1956 
until January 1963, February 1963 until April 1969,
May 1969 until July 1975, August 1975 until October 
1981, November 1956 until May 1969 and June 1969 
until December 1981.
Homogeneity of two Security Variances
The test is conducted by following a three-step 
procedure :
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(1) A desired level of confidence is selected.
(2) For each security in the sample the F-statistic 
shown in equation (8.3) is calculated .
.(3) Each F-statistic value is compared with the critical 
test value and the acceptance or rejection of the hypothesis 
concerning the homogeneity of the variances is decided.
The Difference between two Security Means, Populations 
with Common Variance
The testing process is :
(1) A desired level of confidence is selected.
(2) For each security in the sample the t-statistic 
represented by equation (8.5) is computed.
(3) A simple comparison between each value of the 
t-statistic and the critical test value is performed 
in order to decide the validity of the hypothesis 
regarding the intertemporal stationarity of the security 
means .
The_Di-ff erence_ be_tween_1^o _§ejquri^y_Means^ Z^ P_l_^ i4.ons_ 
wij)h JJne^ ijp.l_y_aj7i_ance_s_
Since it is assumed equal number of observations the 
t-statistic of this test is equal to the t-statistic to 
the previous test (see Section 8.10). Therefore in 
this case such a test was not performed.
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Hoiwg^^eity_ Çova^iai^c^ ^ '^i£e_s_ of _Secur_i^_R^'^ur^^
The testing process is as follows :
(1) A desired level of confidence is selected.
(2) For each master group of securities, each subgroup and 
each subperiod, a sample covariance is computed.
(3) For each group of securities and each subgroup, 
the chi-square statistic described in equation (8.9), 
is estimated.
(4) By comparing in each master group and in each 
subgroup the estimated chi-square statistic with the 
critical test value a conclusion concerning the 
intertemporal stationarity of the covariance matrix 
is derived.
Homogeneity of two Correlation Matrices of Security Returns
The testing process can be described as follows :
(1) A desired level of confidence is chosen.
(2) For each master group of securities, each subgroup 
and each subperiod, a sample correlation matrix is 
calculated.
(3) For each group of securities and each subgroup 
the chi-square statistic, given by equation (8.11) 
is computed.
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(4) By comparing in each master group and in each 
subgroup the computed chi-square statistic with a 
critical test value a decision concerning the acceptance 
or rejection of the intertemporal stationarity of the 
correlation is produced.
Table 9-5 shows the percentage of securities having 
stationary variance through the sample period 1/1972 - 
12/1981 and the percentage of securities having stationary 
mean returns through the same sample period.
Table 9.6 (9.7) presents the percentage of securities 
having stationary variances through the sample period 
11/1956 - 10/1981 (11/1956 - I2/I98I) and the perecentage 
of securities having stationary mean returns through the 
same sample period.
Table 9.8 provides the chi-square test values for 
the intertemporal stationarity of the covariance matrix, 
using sample A,while Tables 9.9 and 9.10 give the results 
of the chi-square test for the intertemporal stationarity 
of the covariance matrix utilizing sample B.
Finally, Table 9.11 lists the results’ of the chi-square 
for the intertemporal stationarity of the correlation matrix 
using sample A, whereas Tables 9.12 and 9.13 contain the 
results of the chi-square test for the intertemporal 
stationarity of the correlation matrix utilizing sample B.
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9.3 Description of the Empirical Results
The results of Table 9.5 indicate that about half 
of the securities have stationary variance -during- the 
sample period 1/1972 - 12/1981, while all the 
securities have stationary mean returns during 
the same period. Therefore one may conclude the 
intertemporal stationarity of sample A 's security 
mean returns.
Furthermore from Table 9-6 (9.7) one observes 
that more (less) than half of the securities have 
stationary variance during the sample period 
11/1956 - 10/1981 (11/1956 - 12/1981) , whereas 
all the securities have stationary
mean returns during the same period. Consequently 
the security mean returns of sample B are intertemporally 
stationary.
The difference percentage concerning the stationarity 
of security variance may be due to the abnormal fluctuations 
of the security returns during the 1974 - 75 period.
It was mentioned in Section 8.10 that the assumption 
of equal population security variances is relatively 
unimportant when the test of the difference between 
two security mean returns assumes equal number of 
observations. However, t-tests for the intertemporal 
stationarity of the security mean returns were performed
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by assuming unequal number of observations. The 
results showed again that the security mean returns 
are intertemporally stationary.
Table 9.8 shows that the chi-square statistics 
calculated by using groups of 10, 21 and 42 securities 
are greater than the critical values for the chi-square 
distribution at the 99% level of confidence. These 
findings indicate that the covariance matrix of security 
returns is not stationary during the sample period 
1/1972 - 12/1981. It is also clear that such conclusion 
is independent of the number of securities included in 
the groups.
The results reported in Tables 9.9 and 9.10, 
derived by using groups of 10, 20 and 40 securities, 
indicate that the calculated chi-square values are 
greater than the critical values for the chi-square 
distribution at the 99% level of confidence. Therefore 
it can be deduced that the covariance matrix of security 
returns is not stationary during the sample period 
11/1956 - 12/1981. Also it is inferred that such a 
conclusion is independent from the number, of securities 
included in the group and from the number of observations 
per security.
Although the samples A and B use different securities 
per group and different sample sizes per security the 
results of Table 9.7 are in line with the results of 
Tables 9.9 and 9.10.
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Frora Table 9.11 one notes that the chi-square statistics 
calculated by utilizing groups of 10, 21 and 42 securities 
are not significant at the 99% level of confidence. As a 
consequence the correlation matrix of security returns 
is stationary during the sample period 1/1772 - 
12/1981, and this conclusion is independent of the 
security group size.
The empirical results of Tables 9.12 and 9.13 show that 
the chi-square statistics computed by using groups of 10,
20 and 40 securities are not significant at the 99% level 
of confidence. Thus the correlation matrix of security 
returns is stationary during the sample period 1/1956 - 
12/1981 and this conclusion is independent of the security 
group size and from the number of observations per security.
The results of Table 9.11 taken in conjunction with 
those of Tables 9.12 and 9.13 seems to indicate quite 
convincingly that the correlation matrix is intertemporally 
stationary despite the fact that both samples use different 
securities and different sample sizes per security.
Lastly, the results of the Tables 9.8, 9.9 and 9.10 
contrast sharply with the results on the intertemporal 
stationarity of the correlation matrix shown in Tables 
9.11, 9.12 and 9.13.^__________________________________________
1. The intertemporal stationarity of security mean returns,
the covariance matrix of security returns and the correlation 
matrix of security returns was also examined for the 
sample B and the subperiods 11/1956 - 2/1965 and 3/1965 - 
6/1973, 3/1965 - 6/1973 and 7/1973 to 10/1981. The
results also indicated the intertemporal stationarity 
of the mean returns, the intertemporal stationarity of 
the correlation matrices, but the intertemporal 
non-stationarity of the covariance matrices.
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The conclusions of the assumption concerning the 
intertemporal stationary distributions of security returns 
was derived utilizing a large number of groups of different 
sizes and subperiods of 60, 100 and 151 monthly observations 
Thus by taking into consideration both samples the reported 
results are more powerful and reliable.
Finally, the conclusions derived by verifying 
empirically the intertemporal stationarity of the security 
return distributions can be summarized as follows :
(1) The security mean returns are intertemporally 
stationary.
(2) The covariance matrices of security returns are not 
intertemporally stationary.
(3) The correlation matrices of security returns are 
intertemporally stationary.
9.4 The Implications of the Empirical Results
Although the assumption about the intertemporal 
stationarity of security return distrubtions was assumed 
by all the studies involved empirical examinations of 
asset pricing models, only one study provided direct 
empirical results of such an assumption.
Gibbons (1981) investigated empirically the intertemporal 
stationarity of the covariance and correlation matrices 
utilizing one group of industry portfolios and one group
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of bond portfolios. Even though his results apply for 
the New York Stock Exchange he also rejected the 
intertemporal stationarity of the covariance matrix 
and he accepted the intertemporal stationarity of the 
correlation matrix. Gibbons, however, did not examine 
the intertemporal stationarity of the portfolio mean returns.
When the covariance matrix of security returns is not 
intertemporally stationary the assumption of the stationarity 
in the joint distribtution of security returns is violated.
In this case by factor analyzing the covariance matrix , 
heteroscedastic specific variances are produced.
This implies the asympotic inefficiency of the factor 
loadings and thus questions are raised concerning the 
results based on the estimated factor loadings.
Fortunately, the heteroscedastic security specific 
variances can be corrected by utilizing the correlation 
matrix of security returns. This can be achieved since 
the entries of the correlation matrix are not dependent 
on the security specific variances (see equation(7.5)) .
Furthermore factor analysis can be performed on the 
correlation matrix. By factor analyzing an 
intertemporal stationary correlation matrix the estimated 
factor loadings will fulfil all the desired properties 
(see Section 7.4). Consequently tests for statistical 
influence based on these estimates will be valid .
However, the violation of the intertemporal stationary 
distribution of security returns assumption has more general 
implications for the portfolio theory. These are :
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(A) Markowitz Model
Tests concerning the original Markowitz model are 
based upon estimates of a covariance matrix of security 
returns. Such tests rely on the assumption that ex-ante 
distributions can be well approximated by ex-post 
distributions. However, if the covariance matrix of 
security returns is not intertemporally stationary 
this assumption is violated.
In the absence of the intertemporal stationarity in 
the distribution of security returns the ex-post efficient 
frontier in mean-standard deviation space will be either 
shifted to the right or to the left of the ex-ante 
efficient frontier. In this case the following 
consequences emerge :
(1) The risk of the efficient portfolios will be either 
over estimated or under estimated and hence the investors 
will have a misleading picture regarding the,expected 
risk of their portfolios.
(2) Inefficient portfolios may be identified as effecient 
and vice-versa.
(B) Capital Asses Pricing Model
Fama (1976) pointed out that the intertemporal stationary 
distribution assumption is compatible and gives strength
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to the assumption of homogeneous expectations on which is 
based the C.A.P.M. (see Fama (1976) p.344).
In view of the homogeneous expectation assumption all 
investors in the market agree about the expected return 
and the variability of the returns on all securities at 
the end of some period of time which is also identical 
for all investors. That is all investors face the same 
ex-ante efficient frontier. This in turn implies that 
the problem of choosing a portfolio of risky securities 
is independent of their attitude towards risk (Separation 
Theorem). Hence the absence of intertemporal stationarity 
in the distribution of security returns shows that the 
homogeneous expectation assumption and its implications 
are not sensible approximations to the real world.
Specifically, Rosenberg and Ohlson (1976) stated :
"It is unfortunate that the assumptions of separability 
and of stationarity and serially independent returns 
do not appear to be sufficiently rich to admit 
realistic conclusion on asset price behaviour" (p.401).
Roll (1977) proved that the (N x l) investment 
proportions vector defining an arbitrary minimum standard 
deviation portfolio, call it M^, can be expressed as :
= V  ^ (R i )A
where
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V = the (N X N) covariance matrix of security returns
R = the (N X l) column vector of security expected
returns .
i = the (N X l) unit vector.
A = a (2 X 2) information matrix whose entries are
dependent on V,R and i.
r^ = the expected return of the portfolio
If V changes through time, then Xw changes through time.
^1
Thus it is possible to identify a portfolio (proxy) , as 
ex-ante efficient while it is not. In this case it should 
be falsely accepted the validity of an ex-ante exact 
linear relationship. On the other hand, one may identify 
a portfolio as ex-ante inefficient whi^e it is not. In 
such a case it should be incorrectly concluded the rejection 
of an ex-ante exact linear relationship.
The violation of the stationary distribution assumption 
may also produce a minimum standard deviation portfolio 
which is ex-post uncorrelated with the proxy, while in 
reality there exists a different portfolio which is 
ex-ante uncorrelated with the proxy. Therefore the 
violation of the intertemporal stationary distribution 
assumption produces problems in testing the efficiency 
of a market proxy. If the market portfolio was 
observable then the same problems would emerge if the
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distributions of security returns were not stationary 
through time.
Roll (1976) expressed his view concerning this point 
as follows :
"The concern throughout will be with the ex-ante 
efficiency of a particular pre-selected vector of 
investment proportions. This is primarily a small- 
sample problem because the sample efficient set 
approaches the population efficient set asympotically.
Of course, there must be an implicit assumption of 
stationarity of the population. If the ex-ante means 
and covariances are changing as fast as the sample 
size,no test of market proxy efficiency would be 
unambiguous." (p.45).
Although the importance of the intertemporal stationarity 
of security returns was recognised by many studies, it is 
surprising to see only one direct empirical test in the 
published literature.
(C) Market Model and Ex-Post Form of the Capital Asset 
' Pricing Model
The assumption of the intertemporal stationarity of 
security returns has also played an important role 
in the estimation of the security beta coefficients and 
the security specific variances. In fact this assumption
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constitutes the necessary condition to estimate the 
security beta coefficients and the security specific 
variances by the ordinary least squares method (O.L.S.M.).
All the previous tests of the C.A.P.M. and some tests 
concerning the efficiency of the capital market utilized 
the market model or the ex-post form of the C.A.P.M. 
and the O.L.S.M. to estimate the beta coefficients and 
the security specific variances. The market model and the 
ex-post form of the C.A.P.M. are static models. Therefore, 
when such models are employed to test thèse hypotheses using 
time series data, it is necessary to rely on the intertemporal 
stationarity distribution assumption. Unfortunately, 
the previous tests were based on the intertemportal 
stationarity distribution assumption, but no attempt was 
made to empirically examine such an assumption. If this 
assumption is violated the following consequences occur :
(1) The procedure employed to derive the ex-post of the 
C.A.P.M. is incorrect and thus by following such a procedure 
one cannot transform the C.A.P.M. (S.R.R.E.L.R.) into a 
testible relationship.
(2) The ordinary least squares estimates tend to be less 
accurate and hence standard statistical tests of significance 
are invalid.
Therefore empirical tests assuming stationary probability 
distributions of security returns in a non-stationary world 
should be intrepeted with caution. In my knowledge the 
majority the U.K. tests, concerning the empirical 
investigation of the C.A.P.M., the estimation of the beta
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coefficients, the security specific variances and the 
efficiency of the capital market iraplicity assumed the 
stationarity distrubtion assumption. However, none 
of these tests have taken into consideration the 
consequences of non-stationary probability distributions
If the parameters of the distributions of security 
returns are not stationary through time then attention 
has to be given to models with non-stationary parameters. 
Such models can be found in studies by Barry and Winkler 
(1976), Barry (1978), Fabozzi and Francis (1978),
Brenner and Smibt (1977), Chen (1981c), Lee and Chen 
(1980), Chen and Keown (1981a, 1981b), Alexander and 
Benson (1982) and Sunber (1980).
9.5 Conclusions
The rejection of the intertemporal stationarity of the 
covariance matrix of security returns and the acceptance 
of the intertemporal stationarity of the correlation matrix 
leads to the conclusion that the correlation matrix has to 
be used in the A.P.M.'s tests. In addition the results 
derived by invoking the intertemporal stationary distribution 
assumption, when such an assumption is violated, must be 
interpreted with caution.
Finally, the O.L.S.M. is not an appropriate method 
to be used to estimate the beta coefficients and the 
specific variances if the joint distribution of security 
returns is not intertemporally stationary.
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_GHAPTER_ig
THE RELATIONSHIP BETWEEN THE NUMBER OF COMMON FACTORS AND 
THE GROUP SIZE
This chapter empirically investigates whether the 
number of factors affecting the security returns is the 
same across various groups of different sizes and across 
various groups of the same size.
The chapter begins by presenting the statistical 
procedure employed and it reports the empirical results 
This is followed by describing the empirical results 
and discussing some possible explanations of the results. 
Finally, the implications of these empirical findings are 
presented .
To test the relationship between the number of common 
factors and the group size tests 7 and 8 described in 
Table 8.4 are utilized. That is, a test for the complete 
independence of the correlation matrix of security returns 
and Rao’s test for the goodness of fit of the factor model. 
The former test is a precondition of the latter; If 
the correlation matrices contain significant non-diagonal 
entries then one continues to perform the latter test.
The two previously mentioned tests are separately
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adopted for each of the two samples (A and B) considered 
in this study.
Sample A of 672 securities, used to generate sixteen 
random master groups of size 42 and each master group is 
broken down into seven subgroups containing 5, 10, 15» 21, 
26, 31 and 3 6 securities, respectively.
Furthermore the 200 securities of sample B are randomly 
classified into five master groups of size 40 and from each 
master group are drawn seven subgroups containing 5, 10, 15, 
20, 25, 30 and 35 securities respectively.
10.1 Statistical Procedure and the Empirical Results
To examine the adequancy of the correlation matrix 
for factor analysis and the relationship between the number 
of factors and the group size the necessary testing 
procedures were followed. Below is provided a description 
for each procedure.
Complete Independence of t_he_ Non-Diagonal Entries of the 
Correlation Matrix
This test requires a four step procedure. That is :
(1) A desired level of confidence is chosen.
(2) For each group of securities the correlation matrix is
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estimated and its determinant is calculated.
(3) For each group of securities the chi-square test 
statistic is calculated by virtue of equation (8.13).
(4) A comparison between the chi-square value and the 
critical test value is made and a conclusion concerning 
the acceptance or rejection of the hypothesis is presented
R^ oj_s_Tesjb the Goodness of Fit of the Factor Model
When Rao’s test for the goodness of fit of the factor 
model is employed, there are two different methods of extracting 
the number of factors.
The first method suggested by Rao and it can be briefly 
explained as follows :
Initially an arbitrary number of factors, say K, is specified 
and the solution for Rao's factor analysis, conditional on 
the correlation matrix generated by exactly K factors is 
derived . If the chi-square value (see equation (8.24 )) 
is not significant then more than K factors are required 
to explain the variability of security returns. In this 
case the process is terminated when a significant chi-square 
value is found.
The second method for estimating the number of common 
factors considers different values of K sequentially 
starting with K = 1.
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There are cases, however, where Rao’s procedure gives 
misleading conclusions. To illustrate a case one must 
consider a subgroup of size 10 and apply both the 
sequential and Rao’s procedure. Indeed Table 10.1 shows 
that the sequentially procedure implies the existence of 
three factors having influence on security returns, while 
Rao’s procedure implies the existence of five. Since the 
aim of factor analysis is to explain the intercorrelations 
between a large number of variables (security rate of returns) 
by introducing a minimal number of factors it can be deduced 
that the sequential pricedure is most appropriate.
Therefore for testing the relationship between the number of 
factors and the group size the sequential procedure is adopted.
To test the goodness of fit of the factor model using the
sequential procedure, the following steps are followed :
(1) For a group of individual securities the number of factors 
is set equal to 1. Then Rao’s factor analytic method is 
performed on the symmetric matrix GRG generated by
exactly one common factor and a chi-square value is
obtained (G = a diagonal matrix whose diagonal entries
are given by equation (8.22) and R is the sample correlation 
matrix).
(2) If the value of the chi-square is not significant,
a single-factor model is required to explain the variability 
of the security returns into this group.
If it is significant, the number of factors is set
equal to 2. Then Rao’s factor analytic method is performed
-243 -










FOR THE X DISTRIBUTION 





- 5 13.1 5
* 2
15.0
1 158.3 35 57.3
Sequential
Procedure 2 61.3 26 45.6
3 24.6 18 34.8
1 The size of the group used is 10.
2 The null hypothesis is that K factors are required to
. explain the variability of security returns. Asterisks 
indicate that the null hypothesis is accepted at the 
99% level of confidence.
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on the symmetric matrix GRG generated by exactly 
two factors and two chi-square values are computed.
(3) If the second value of the chi-square is not 
significant two factors are required to expalin the 
security returns in the group.
If it is significant the number of factors is increased 
one by one until a model is found that gives a 
satisfactory fit with the minimum number of factors.
If the only aim of the research is a test of the 
significance of the number of factors then the 
sequentially procedure requires a small number of 
iterations. To illustrate the case one can utilize 
a group containing 21 securities and apply Rao’s factor 
analyitic technique by considering different numbers 
of iterations. Indeed Table 10.2 shows that the 
conclusion regarding the appropriate number of factors 
is independent of the number of iterations.
From Table 10.2 it is clear that if the hypothesis 
concerning the appropriate number of factors is accepted 
when the number of iterations is small, then it will be 
definitely accepted as the number of iterations increases 
For the factor analytic tests of this study the number 
of iterations is set equal to 25.
Next Table D.l in Appendix D indicates that the 
correlations between the security returns of sample A 
are significantly different from zero .
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Table 10.2 Chi-square test and the number of iterations.
DEGREES OF 
FREEDOM : 99
CRITICAL VALUE FOR THE x^ DISTRIBUTION 
AT THE 99% LEVEL OF CONFIDENCE : 134.6









.1 The size of group used is 21 .
-2 4-6 -
Moreover, Table D.2 shows that the off-diagonal elements 
of the correlation matrices of security returns of sample B 
are significantly different from zero.
Consequently the correlation matrices estimated by using 
samples A and B are appropriate for factor analysis.
Using sample A it can be seen in Table 10.3 the 
number of factors emerging via .Rao's factor analysis 
as the group size of securities increases.
Utilizing sample B, Table 10.4 presents the number of 
factors emerging via Rao's factor analysis as the group size 
increases . ^
Finally, the plottings of the number of factors against 
the group size are presented in Figures 10.1 and 10.2 .
10.2 Description of the Empirical Results
By utilizing sample A and considering each master group 
with its subgroups. Table 10.3 shows that the appropriate 
number of factors changes as the group size changes in 92 cases 
out of 100 ( i.e. 410 cases out of 448). In these cases the 
number of factors increases with the group size. Even if one 
averages the number of factors it is evident that in almost 
all the cases the number of factors does not remain the same 
as the group size increases.
1. A more detailed representation of the results of Tables
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Figure 10.1 Graphical representation between the 
number of factors and the group size 
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Figure 10.2 Graphical representation between the 
number of factors and the group size. 
Sample B: Period:11/1956-12/1981, 
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Consequently by making use of sample A it can be inferred 
that the number of factors having influence on security 
returns is not the same across various security groups of 
different sizes.
For the groups of sample A the number of factors is 
ranged from 1 to l6. Moreover if the number of factors 
is considered as a function of the group size, then there 
is not an explicit mathematical formula of such a function.
Table 10.3 also provides some evidence of the number of 
factors yielding from security groups of the same size.
Such evidence shows that, in general, the number of factors 
is not the same across various groups of the same size.
For example compare the first group of 31 securities 
yielding 7 factors with the fourth group of 31 securities 
yielding 12 factors. Furthermore, if One compares the 
number of factors emerged from groups of the same size, 
it can be found that the higher variability concerning the 
number of factors occurs when groups of size 36 are factor 
analyzed.
The results of Table 10.3 also indicate that the number 
of factors changes as the group size changes, even if groups 
contain.no common securities. In this case the number of 
factors do not always increase with the group size.
For example, compare the first group containing 15 securities 
and emerging 6 factors with the third group containing 21 
securities and emerging 3 factors.
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In Table 10.3 are also presented for each security group 
the commutative percentage of total variance accounted for 
by the common factors. In most of the cases the commutative 
percentage of total variance accounted for by the common 
factors increases as the group size increases. The higher 
increase occurs when the master group 4 is considered. In 
this case the group of size 5 yields one factor and the 
proportion of the total variance accounted for by this 
common factor is 49.9 » while the group of size 42 yields 
16 factors and the proportion of total variance accounted 
for by these common factors is 85.9 .
For each group of securities of sample A the first factor 
explains the larger proportion; of ;the variance accounted for 
by all the relevant common factors. Table 10.5 gives an 
example indicating the importance of the first common factor.
The results show that the proportion of total variance accounted 
for by the first factor decreases as the,group size increases. 
Moreover the proportion of total variance accounted for by 
each of the remaining common factors decreases as the group 
size increases. However, the decrease in the former case 
is greater than the decrease in the latter cases.
This in turn explains the positive relationship between 
the number of factors and the group size.
Nekt as shown in Table 10.4 if one uses sample B and 
considers each master group with its subgroups, the number 
of factors changes as the group size changes in 93 cases out 
of 100 (i.e. 130 cases out of 140). In such cases the number 
of factors increases as the group size increases. By 
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the same size it is clear that the number of factors increases 
with the group size.
Therefore the utilization of sample B shows that the number 
of factors which determine the security returns, is not the 
same across various security groups of different sizes.
For the groups of sample B the number of factors is in 
the range 1 to 10. Furthermore there is not a specific 
mathematical formula to represent the relationship between 
the number of factors and the group size.
The empirical findings of Table 10.4 also indicate that 
the number of factors is not the same across various groups 
of the same size. As examples, the first group of 30 
securities yields 7 factors while the fifth group of 30 
securities yields 4 factors. The higher variability 
regarding the number of factors is obtained when groups 
of size 35 or groups of size 40 are factor analyzed.
Table 10.4 also compares the number of factors and 
the size of groups which contain no common securities.
Such comparison shows that the number of factors changes 
as the group size changes, but the number of factors does 
always increase with the group size. As examples, from 
the first group of 25 securities 6 factors are emerged, 
whereas from the fifth group of 30 securities 4 factors 
are emerged.
The results of Table 10.4» concerning the relationship 
between the number of factors affecting the security returns
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and the group size, are in line with the results of Table 
10.3. However, the number of factors determining the security 
returns of sample B is smaller than the number of factors 
affecting the security returns of sample A. For example 
the sixth group of 36 securities yields 12 factors (see 
Table 10.3), while the third group of 35 securities yields 
7 factors (see Table 10.4).
From Table 10.4 it is clear that in most of the cases 
the commulative percentage of total variance accounted for 
by the common factors increases as the group size increases.
The higher increase can be observed when the master group four 
is considered. In such a case the group of size 5 yields 
one factor and the amount of the total variance accounted 
for by this common factor is 45.2, while the group of size 
40 yields 10 factors and the amount of total variance 
accounted for by these common factors is, 65.1.
For each security group of sample B the first factor is the 
most important and it explains the larger proportion of the 
variance accounted for by the relevant common factors. An 
example indicating the importance of the first factor is 
shown in Table 10.6.
From Table 10.6 several observations could be made. First, 
the importance of the first extracted factor decreases when 
moving from groups of size 5 to groups of size 10. Second, 
the importance of the remaining common factors decreases 
after group size increases. However, the decrease in the 
first case is greater than the decrease in the second case.
This in turn justifies the existence of the positive 
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Third, the results of Table 10.6 are similar to those of 
Table 10.5.
One possible way to obtain a clear description 
concerning the relationship between the average number 
of factors and the group size is to run a cross-sectional 
regression having as dependent variable the average number 
of factors and as independent variable the group size.
For each sample the results of the cross-sectional 
regression are shown in Table 10.7.
These findings reveal positive and significant relationships 
between the average number of factors and the group size. 
Moreover the results indicate that more than 94-^  of the 
variation in the average number of factors is explained 
by the group size.
Figures 10.3 and 10.4 show the least' squares regression 
lines fitted to data on group size and average number of 
factors,using samples A and B respectively.
Next, a comparison of the total results produced by 
utilizing samples A and B gives :
(l) The invalidity of the assumption that the number of 
factors is the same across various groups was derived using 
sample A comprised of 128 groups and sample B comprised 
of 40 groups. Therefore by considering the number of groups 
of both samples the results concerning the present assumptions 
are more powerful and reliable.
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Table 10.7 Cross-sectional regressions of the average 
































Y^= the average number of factors.
X^= the group size.
a,b= the regression coefficients. 
e^= the error term.
2 The regression parameters a and b estimated by using 
the ordinary least squares method.
3 t-statistics appear in the parentheses.
The null hypothesis is that the regression coefficient 
is equal to zero. Asterisks indicate that the null hypothesis 
is accepted at the 99^ level of confidence.
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(2) The invalidity of the present assumption also occurs 
by considering sample B, which contains securities with 
observable returns over a long time period. Thus under 
these circumstances the invalidity of the present 
assumptions is not due to the consideration of a small 
number of observations per security.
Finally, summarizing the conclusions derived from the 
results of Tables 10.3 and 10.4-» it can be stated :
(1) The number of factors affecting the security returns 
is not the same across various groups of different 
sizes.
(2) The number of factors determining the security returns 
is not the same across various groups of the same size
10.3 Comparison with Previous Studies
There are only three previous studies which have 
investigated the relationship between the number of factors 
and the group size.
Kryzanowski and Chau(1982) used only one master group 
of securities and four (overlapping) subgroups and they 
concluded that the number of relevant factors is an 
increasing function of the size of the group being factored
They arrived at their conclusion by employing both Rao’s 
and alpha factor analytic techniques. Moreover they
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found that both techniques produced the same number of 
factors .
Initially their conclusions can be criticized by the 
lack of statistical power. By considering only one group 
of securities does not mean that the other groups will 
produce the same results. The empirical findings of the 
present chapter indicate that the number of factors is 
positively related to the group size, but there are cases 
where the number of factors does not increase with the 
group size.
Also they concluded that the eigenvalue-one criterion 
of the alpha factor analysis gives the same results with the 
statistical test of Rao's factor analytic method. However, 
the eigenvalue-one rule of thumb is not a reliable criterion 
In this study the eigenvalue-one criterion was violated in 
90 cases out of 100. There were few cases where Rao's 
chi-square test produced relevant factors with eigenvalue 
greater than one, as well as cases where such a test 
produced relevant factors with eigenvalues less than one.
For the second group of cases, there were factors producing 
significant chi-square values although their corresponding 
eigenvalues were in the range of .85 - .90 .
Therefore it can be inferred that it seems dangerous to 
apply the eigenvalue-one criterion to choose the relevant 
number of factors.
Another empirical investigation of the relationship 
between the number of factors and the group size is
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offered by Dhrymes, Friend and Gultekin (1982). By 
utilizing one master group of securities and four 
(overlapping) subgroups, they deduced that the number of 
relevant factors is an increasing function of the group 
size being factored.
The results of Dhrymes, Friend and Gultekin, as those 
of Kryzanowski and Chau, reveal the lack of statistical 
power.
Kryzanowski and Chau used to test the goodness of fit 
of the factor model Rao’s factor analytic technique ; 
while Dhrymes, Friend and Gultekin utilized for the same 
purpose the maximum likelihood factor analysis. It was 
pointed out,however, in Section 7.4- that both methods 
use different algorithms to estimate the factor loadings 
and factor scores, and both algorithms produce factor 
loadings and factor scores that constitute maximum 
likelihood estimates.
Therefore, by taking together the findings of Kryzanowski 
and Chau and Dhrymes, Friend and Gultekin it seems that 
both factor analytic techniques imply a positive relationship 
between the number of factors and the group size. However, 
this conclusion would be more reliable if Kryzanowski 
and Chau.and Dhrymes, Friend and Gultekin used more master 
groups of securities.
Johnson (1981) also examined the relationship between 
the number of factors and the size of groups containing 
no common securities. Johnson’s testing design is only
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a special case of the testing design employed in this study. 
According to his results he concluded :
"There was no clear evidence to support the hypothesis
that the number of factors is a function of the number 
of companies included in the groups. As examples, 
compare group 5 in sample 1 containing 52 companies 
and yielding 7 factors with group 1 in sample 5 having
15 companies and yielding 6 factors ". (p.38).
His conclusion that the number of factors changes across 
different non-overlapping security groups is similar with 
the conclusion on the same point of this study. But the 
number of factors that he found is less than the number of 
factors observed in this work. (He found that the number of 
factors is ranged from 3 to 11). Unfortunately Johnson 
did not state the method used to derive at these results. 
However, if he utilized the eigenvalue-one criterion his 
results are misleading,since it was explained previously 
that, such a criterion is not reliable when U.K. data 
are utilized.
10.4 Some Possible Explanations of the Results
It was found that the number of factors affecting the 
security returns changes with the group size. One potential 
explanation of this result could be the violation of the 
normal distribution of security returns assumption. 
However, the results of the previous chapter show that this 
is not the case, because the joint distribution of security 
monthly returns can be approximate a multivariate normal
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distribution .
Furthermore, if the joint distribution of security monthly 
returns deviates from a multivariate normal distribution, 
Joreskbg (1963) concluded that the chi-square test for the 
goodness of fit of the factor model is robust to non­
normality .
Another possible explanation of the results probably 
due to the limited number of security monthly observations 
for the London Stock Exchange and hence to the utilization 
of small sample sizes in terms of time periods. This may 
be true since the value obtained by equation (8.24) 
approximates a chi-square distribution only if the number 
of observations is large. A small number of observations 
may imply high correlated returns which in turn increase 
the value obtained by equation (8.24). Therefore more 
factors will be required to produce a vàlue that approximates 
a chi-square distribution. This point will be considered 
further in the next chapter.
Next a major disadvantage of the sequential procedure 
is that the critical value of the test criterion is fixed, 
while the null hypothesis of the number of factors is being 
tested in- sequence and thus different chi-values are produced 
As a-consequence the number of factors will increase with 
the group size. If this is the case, factors will be 
emerged which represent only statistical artifacts and 
hence the produced results will be unrealistic. This in 
turn would indicate the inability of the factor analysis 
solutions to describe security returns generating models.
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The possible explanations stated previously are concerned 
with the mathematical model's assumptions used to test the 
relationship between the number of factors and the group 
size. However, these explanations are not the only
explanations of the results.
To test the assumption that the number of factors is 
the same across different groups two random samples of 
securities were utilized. These random samples generated 
a large number of random groups. Therefore some of the 
groups may contain securities of the same industry, while 
others may be comprised of securities from different industries 
As a result the number of factors changes across different 
security groups of the same size. Moreover, if one adds in 
a group which contains securities of some particular industry, 
new securities belonging to other industries, the number 
of factors will increase.
Also there are factors which account for by a large 
proportion of the variability on some securities, but their 
influence on other securities is negligible. Changes in 
technology, political crises in some foreign countries, 
increase in borrowing rates are some examples of factors 
found to affect some security returns, while the influence 
of these, factors on other securities is negligible.
Since the securities of the groups in this study were chosen 
randomly, it is possible to find groups of securities 
whose return are not highly affected by those factors, 
whereas for other groups of securities such factors are 
important in determining the returns. As a result the
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number of factors changes across various groups of the same 
size and across various groups of different sizes.
Also, it can be found factors which influence the 
security returns over short time periods, while they are 
unimportant over long time periods. A political crisis, 
an oil crisis, a war scare, etc., are factors found to be 
important over short time periods, but unimportant over long 
time periods. This may be considered as a potential 
justification of the result that the number of factors which 
influence the security returns of sample B (302 observations 
per security) is smaller than the number of factors affecting 
.the security returns of sample A (120 observations per security)
Finally, it is noted that a factor may be needed for the 
explanation of the random security returns, but not for the 
explanation of the expected return on securities. Therefore 
when there exists a large number of factors determining the 
security returns only few factors may be "priced”.
Hughes (1982) found that there are more than 12 factors 
affecting the security returns for the Toronto Stock Exchange, 
but only three or four factors were "priced".
10.5 The Implications of the Empirical Results
The validity of the A.P.M. is relied upon a unique 
security returns generating model in the sense that the 
returns of a large number of securities are affected by a
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small number of relevant factors and each security return 
is determined by the same factors. Unfortunately, the 
theory behind the A.P.M. does not specify the number of the 
relevant factors which impact on security returns, as well 
as the identity of these factors. Hence the security returns 
generating model of the A.P.M. is an unobservable model.
As a consequence, the empirical examination of the A.P.M. 
is performed by utilizing techniques depending only 
implicitly on the underlying factors.
Moreover for the A.P.M.’s test there exist computational 
restrictions with regard to the number of securities that can 
be handled at one time. Therefore it is necessary to split 
the securities of the sample into different groups and perform 
factor analytic techniques separately for each group.
In view of the results reported in this chapter it can 
be concluded that Rao's factor analytic technique produces 
for the London Stock Exchange, different returns generating 
models for security groups of different sizes as well as for 
security groups of the same size. It was explained in 
Section 10.4 that such results may be due either to Rao's 
factor analytic technique or to the existence of different 
factors affecting the returns on securities of the randomly 
chosen groups. In either cases the following problems can 
be seen :
(1) The identification of the unique security returns 
generating model of the A.P.M.
(2) The absence of an explicit description of the factors
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produced by factor analyized various security groups.
(3) The existence of different security returns generating 
model emerged by factor analyzed various groups of securities 
of different sizes and various security groups of the same size.
According to these problems it can be inferred that:
(i) There is no way to ascertain which is the appropriate 
group size that has to be utilized in order to investigate 
empirical the validity of the A.P.M. By using security 
groups having a given size it cannot be ascerted that the 
producing security returns generating model is the unique 
model of the A.P.M., since if such a model exists it is 
unobservable.
(ii) The basic assumption of the A.P.M. concerning the 
uniqueness of the security returns generating model 
is violated. Thus the A.P.M. cannot be tested 
unambiguously using time series data from the London 
Stock Exchange. As a consequence one may challenge 
the introduction of the A.P.M. into the literature 
as a testible alternative to the C.A.P.M.
It is evident that these disturbing situations do not 
imply necessarily the invalidity of the A.P.M. They simply 
show our inability to provide a rigourous statistical 
methodology to test the model.
The conclusions derived in this section about the empirical 
tests of the A.P.M. are very similar to those of Roll's (1977) 
concerning the testability of the C.A.P.M. As it was notified 
in Section 3.3 Roll pointed out that the C.A.P.M. may be
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valid, but it cannot be tested unambiguously since there 
exists the market portfolio identification problem.
Given a mean-standard deviation portfoloio there is not a 
method to assess whether it provides a good proxy of the 
market portfolio. The tests performed by utilizing a 
market proxy and employing the appropriate statistical 
techniques are not tests of the C.A.P.M. They are 
simply tests of the mean-standard deviation efficiency 
of the chosen market proxy.
Similarly in the case of the A.P.M. without a specific 
delineation of what the security returns generating model 
is, it seems that there exists also an identification 
problem. Furthermore the employment of factor analytic 
techniques produced a positive relationship between the 
number of factors and the group size. Hence given a 
pre-specified group size there is no way to ascertain 
whether the security return generating model produced 
via factor analytic techniques is the unique generating 
model of the A.P.M. As a result the tests performed by 
using such a generating model are not necessarily tests 
of the A.P.M.
In the"mean-standard deviation theory each mean- 
standa'rd deviation efficient portfolio produces a 
security return-risk linear relationship having the same 
form with the C.A.P.M., but it is not the C.A.P.M.
Similar situations are obtained in the A.P.T.^. since 
from security groups of different sizes different security 
returns generating models are emerged; each security
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return generating model may produce a security return-risk 
linear relationship having the same form as the A.P.M., 
but such a relationship may not be the A.P.M.
The previously mentioned conclusions regarding the 
empirical examination of the A.P.M. are similar to the 
conclusions of Shanken (1982). Shanken considered two 
equivalent sets of securities in the sense that the 
portfolios emerging by combining the securities of the 
second set have equal rate of return with the securities 
of the first set. According to the A.P.M. such equivalent 
security sets should yield the same security returns 
generating model as well as the same security pricing 
relationship. However, Shanken proved theoretically 
that equivalent security sets yield different security 
returns generating models and hence different return-risk 
linear relationships.
In view of his theoretical findings and the identification 
problem in factor analysis he argued that the relevant 
security returns generating model is unobservable and his 
argument is similar to this of Roll’s concerning the 
empirical examination of the C.A.P.M. According to Shanken : 
"Roll argues that empirical investigations of the C.A.P.M. 
which use proxies for the true market portfolio are 
really tests of the mean-variance efficiency of those 
proxies, not tests of the C.A.P.M. The C.A.P.M. implies 
that a particular portfolio, the market portfolio, is 
efficient. The theory is not testable unless that portfolio 
is observable and used in the tests.
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Sirailarly, it is argued h&re that factor-analytic 
empirical investigations of the A.P.T. are not 
necessarily tests of that theory. In the case of 
the A.P.T., we are confronted with the task of 
identifying the relevant factor structure, rather 
than the true market portfolio. Whereas we have 
a reasonably clear notion of what is meant by "the 
true market portfolio," it is not clear in what 
sense, if any, a uniquely "relevant factor structure" 
exists. We noted in Secion II that there are, in 
general, many factor structures corresponding to 
equivalent sets of securities. The A.P.T. does not 
appear to provide a criterion for singling out one 
structure as the "relevant" one", (p.p.1135-1136).
10.6 Conclusions
By utilizing Rao’s factor analytic technique this chapter 
presented evidence indicating that the number of factors is 
not the same across various groups of the same size and across 
various groups of different sizes.
These findings reveal that the existing methodology for 
the A.P.M.’s tests is not the appropriate one, and 
previous tests of the A.P.M. are not necessarily tests 
of the model.
The A.P.M. may be held, but the existing statistical 
methodology does not insure unambiguous tests of the model 
for the London Stock Exchange.
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CHAPTER 11
THE. STABILITY OF THE NUMBER OF FACTORS ACROSS VARIOUS TIME 
PERIODS
This chapter empirically investigates whether the number 
of factors determining the security returns regains unchanged 
across various time periods for the same group of securities 
and across different time periods for different groups of 
securities.
The chapter begins with a presentation of the 
statistical procedure followed and it reports the 
empirical findings. Then it describes the empirical 
results and it discusses some possible explanations of 
the results. The chapter closes by presenting the 
implications of the empirical findings.
To verify empirically that the number of factors 
remains unchanged through time the tests 9 and 10 
described in Table 8.6 are adopted. That is a test for 
the complete independence of the correlation matrix of 
security returns and Rao's test for the goodness of fit of the 
factor model. The first test is preconditioned for the 
second • Thus the second test will be performed only 
if the correlation matrices contain significant 
non-diagonal entries.
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The above mentioned tests are separately employed 
for each of the two samples (A and B) considered in this 
work.
From sample A of 672 securities, sixteen random master 
groups of size 42 are generated and from each master 
group two subgroups of 10 and 21 securities, respectively, 
are drawn. The first sample period of 120 monthly 
observations is divided into the following non-overlapping 
subperiods : January 1972 to December 1976 and
January 1977 to December 1981.
The sample of 200 securities is broken down into five 
random master groups of size 40 and from each master group 
two subgroups are selected containing 10 and 20 securities, 
respectively. From the second sample period of the 302 
monthly observations the following subperiods are 
generated : November 1956 - February 1965, March 1965 - 
June 1973, July 1973 - October 1981, November 1956 - 
May 1969 and June 1969 - December 1981.
The statistical testing procedure is the same as this 
of the previous chapter, so its description is omitted.
Next, Tables E.1,E.2 and E.3 in Appendix E, show that 
the chi-square values always exceed the corresponding 
critical test values. Therefore the correlations 
between security returns estimated over the subperiods
1/1972 - 12/1976, 1/1977 - 12/1981, 11/1976 - 2/1965,
3/1965 - 6/1973, 7/1973 - 10/1981, 11/1956 - 5/1969
and 6/1969 - 12/1981 are significantly different from zero.
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As a consequence the correlation matrices are appropriate 
for factor analysis and thus one can proceed to examine 
empirically the stability of the number of factors through 
time .
Table 11.1 presents the number of factors affecting 
the returns of A’s securities during the subperiods 
1/1972 - 12/1976 and 1/1977 - 12/1981.
Table 11.2 contains information on the number of 
factors determining the returns of Sample B's securities 
during the subperiods 11/1956 - 2/1965, 3/1965 - 6/1973
and 7/1953 - 10/1981. Lastly,Table 11.3 gives the 
empirical evidence about the number of factors which 
influence the returns of sample B’s securities during 
the subperiods 11/1956 - 5/1969 and 6/1969 - 12/1981.^
The empirical results of Tables 11.2 and 11.3 
are further illustrated in Figures 11.1 snd 11.2 
respectively.
11.1 Description of the Empirical Results
•The,results of Table 11.1 indicate that, by taking 
into consideration sample A, the number of factors does not 
remain unchanged across the subperiods 1/1972-12/1976 and 
1/1977 - 12/1981 ; for group size of 10 securities only 
9 cases out of 16 are having the same number of factors,
1 A detailed representation of the findings of Tables 
11.1,11.2 and 11.3 is given in Appendix E .
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Table 11.1 Number of factors across two nonoveDlapping 
subperiods for the same group of securities 
Sample A : Period :1/1972-12/1981 ,
Number of securities : 672 .
GROUP SIZE 10 GROUP SIZE 21
SUBPERIOD NUMBER ' COMMULATIVE NUMBER COMMULATIVE
OF PERCENTAGE OF PERCENTAGE
FACTORS OF TOTAL FACTORS OF TOTAL
VARIANCE VARIANCE
ACCOUNTED ACCOUNTED
FOR BY THE FOR BY THE
COMMON COMMON
FACTORS FACTORS
1/1972-12/1976 1 65.1 5 76.7
2 73.1 5 77.1
1 55.2 5 74.6
1 51.1 8 83.4
2 67.0 4 67.0
1 57.4 8 84.4
1 67.8 4 68.1
1 49.5 5 72.6
1 43.6 4 64.3
1 44.6 3 59.7
1 51.4 5 76.6
2 70.1 5 76.4
2 69.7 5 74.9
2 71.3 4 74.2
1 56.4 4 71.8
1 49.6 ' 5" 69.4
1/1977-12/1981 2 62.5 3 57.5 .
2 57.1 3 53.5
1 42.4 3 52.2
1 35.5 7 73.0
1 44.1 3 53.3
2 58.1 ■ 2 49.9
1 68.2 3 56.2
2 50.1 4 58.6
1 37.4 3 53.2
1 41.6 3 54.2
1 42.7 3 52.3
/■ 1 38.6 4 6l. 6
1 41.6 3 52.3
1 55.3 3 56.5
1 52.4 4 64.4
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Graphical representation between the 
number of factors and the group size 
for three nonoverlapping subperiods. 
Sample B : Subperiods: 11/1956-2/1965, 
3/1965-6/1973 and 7/1973-10/1981, 
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Graphical representation between the 
number of factors and the group size 
for two nonoverlapping subperiods. 
Sample B: Subperiods: 11/1956-5/1969 
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while for group size of 21 securities in only 2 cases out 
of 16 the number of factors remains unchanged .
As examples, for the first group of 21 securities required
5 factors to explain the variation in the returns during 
the subperiod 1/1972 - 12/1976, while for the same group 
only 3 factors are necessary to explain the validity in 
the returns during the subperiod 1/1977 - 12/1981.
It can also be seen that as the size of group increases 
the number of cases with the same factors across the subperiods 
decreases.
Therefore by using sample A it can be inferred that the number 
of factors does not remain unchanged across the two subperiods 
for the same group of securities .
Furthermore, from Table 11.1 it is clear that the
number of factors is not the same across the subperiods 
1/1972 - 12/1976 and 1/1977 - I2/I98I for various groups 
of securities of different sizes. As examples compare 
the first group containing 10 securities and yielding 
for the subperiod 1/1972 - 12/1976 one factor with the 
fourth group containing 21 securities and yielding for 
the subperiod 1/1977 - 12/1981 7 factors.
The results of Table 11.1 also reveal that the number 
of factors having influence on security returns does not remain 
unchanged across various security -groups- of different sizes and 
across various security groups of the same size. These 
results accord with the results of the previous chapter.
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Hence they provide some additional evidence against the 
assumption that the same number of factors is emerged 
from various security groups of different sizes and from 
various security groups of the same size.
Comparing, however, the number of factors which affect 
the security returns during the total sample period 1/1972 
- 12/1981 and the subperiods 1/1972 - 12/1976 and 1/1977 - 
12/1981 it can be observed that there are cases where the 
relevant number of factors decreases as the number of 
observations increases. As examples,compare the fourth 
group containing 21 securities and emerging 5 factors 
responsible for the variation in the security returns during 
the entire sample period 1/1972 - 12/1981 (see Table 10.3), 
with the same group of securities which emerge 8 (7) factors 
responsible for the returns variability during the subperiod 
1/1972 - 12/1976 (1/1977 - 12/1981).
In Table 11.1 are also reported for each security group 
the commulative percentage of total variance accounted for 
by the common factor. The results of Table 11.1 show for 
groups of size 10 the following :
(1) For the subperiod 1/1972 - 12/1976 the amount of the 
total variance accounted for by the common factors is
ranged from 43.6 to 73.1.
(2) For the subperiod 1/1977 - 12/1981 the amount of the 
total variance accounted for by the common factors is ranged
from 37.4 -to 68.1
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For groups of size 21 it can be asserted :
(1) For the subperiod 1/1972 - 12/1976 the proportion
of the total variance accounted for by the common factors 
is in the range 59.7 to 84.4 .
(2) For the subperiod 1/1977 - 12/1981 the proportion
of the total variance accounted for by the common factors 
is in the range 49.9 to 78.5 .
It is noticed from Table 11.1 that the percentages of total 
variation of returns which account for the common factors 
emerging during the subperiods 1/1972 - 12/1976 and 1/1977 
12/1981 are different from the same group of securities.
For each security group of sample A the first extracted 
factor in the subperiods 1/1972 - 12/1976 and 1/1977 - 
12/1981 is the most important and it explains a large 
portion of the total security variance. Table 11.4 
presents an example indicating the importance of the 
first factor in each subperiod. The findings show that 
for each group size the first extracted factor during 
the subperiod 1/1972 - 12/1976 explains a larger portion 
of the security variance than it explains during the 
subperiod 1/1977 - 12/1981.
Referring'again to Table 11.4, each of the remaining 
common factors during the first subperiod explains a 
smaller portion of the total security variance than it 
explains during the second subperiod. It can also be seen 
from Table 11.4 that the proportion of total security 
variance which can be explained by the first factor 
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the proportion of total variance which can be explained 
by each of the remaining common factors decreases as the 
group size increases but the decrease in this case is 
smaller than the decrease in the previous case.
These results justify the positive relationship between 
the number of factors and the group size and hence they are 
consistent with the result of Tables 10.5 and 10.6.
Next, in view of the findings in Table 11.2 it can 
be observed that by utilizing sample B, the number of 
factors changes across the subperiods 11/1956 - 2/1965, 
3/1965 - 6/1973 and 7/1973 - 10/1981 ; for groups 
containing 10 securities only one case out of l6 
is having the same number of factors, while for groups 
containing 40 and 20 securities there is not a single case 
which producas the same number of factors. As examples 
for the third group of 40 securities 7 factors are 
necessary to explain the variation in the returns during 
the subperiod 11/1956 - 2/1965, 9 factors are needed 
to explain the variability in the returns during the 
subperiod 3/1965 - 6/1973 and 10 factors are required 
to explain the variation in the returns during the 
subperiod' 7/1973 - 10/1981.
Consequently on the basis of these results it can be 
deduced that the number of factors does not remain unchanged 
across various subperiods for the same group of securities .
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Another conclusion derived from the results of Table
11.2 is that the number of factors changes across the 
three subperiods as the group size changes. For example 
the first group containing 20 securities yields for the 
subperiod 11/1956 - 2/1965 3 factors, whereas the first 
group containing 40 securities yields for the subperiod 
3/1965 - 6/1973 10 factors.
In addition the results of Table 11.2 confirm that 
in almost all the cases the number of factors which 
influence the security returns changes across various 
security groups of different sizes and across various 
security groups of the same size for the same subperiod. 
These results are similar to the results of the previous 
chapter.
There are, however, some cases where'the relevant 
number of factors decreases as the observations per 
security increase . For example, compare the second 
group containing 40 securities and yielding 9 factors 
affecting the security returns during the period 11/1956 - 
12/1981 (see Table 10.4) with the same group of securities 
yielding 12 factors which influence the security returns 
during the. subperiod 7/1973 - 10/1981.
The results of Table 11.2 are in line with the corresponding 
results of Table 11.1.
Table 11.2 also reveals for groups of size 10 the 
following :
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(l) For the subperiod 11/1956 - 2/1965 the proportion 
of total variance accounted for by the common factors 
is ranged from 44.0 to 53.8 .
(2) For the subperiod 3/1965 - 6/1973 the proportion 
of total variance accounted for by the common factors 
is ranged from 39.3 to 61.7 .
(3) For the subperiod 7/1973 - 10/1981 the proportion 
of total variance accounted for by the common factors 
is ranged from 58.6 to 70.3 .
For groups of size 20 once can state the following :
(1) For the subperiod 11/1956 - 2/1965 the amount of 
total variance accounted for by the common factors is 
in the range 40.5 to 58.4 .
(2) For the subperiod 3/1965 - 6/1973 the amount of 
total variance accounted for by the common factors is 
in the range 45.3 to 50.9 .
(3) For the subperiod 7/1973 - 10/1981 the amount of 
total variance accounted for by Ithe common factors is 
in the range 54.3 to 69.2
Lastly, for groups of size 40 it can be observed,the 
following :
(1) For the subperiod 11/1956 - 2/1965 the proportion of 
total variance accounted for by the common factors is 
ranged from 56.8 to 66.9 .
(2) For the subperiod 3/1956 - 6/1973 the proportion of 
total variance accounted for by the common factors is 
ranged from 55.2 to 70.1 .
— 3 0 0 -
(3) For the subperiod 7/1973 - D/1981 the proportion
of total variance accounted for by the common factors is 
ranged from 60.3 to 78.4 .
From these results it can be seen that the precentages of the 
total variability in returns that account for the common 
factors affecting the security returns during the three 
subperiods are different for the same group of securities. 
These results are in accordance with the corresponding results 
derived by utilizing the first sample.
The first extracted factor for each security group of 
sample B and in each subperiod is the most important and 
it explains a large proportion of the total security 
variance. An example indicating the importance of the 
first factor is shown in Table 11.5 . For each group 
size the proportion of total variance which can be 
explained by the first factor during the subperiod 7/1973 - 
10/1981 is larger than the proportion of total variance 
accounted for by the first factor during the subperiods 
11/1956 - 2/1965 and 3/1965 - 6/1973.
In addition, each of the remaining common factors during the 
first and second subperiods explains a larger proportion 
of the total security variance than it explains during 
the third subperiod. The results displayed in Table 11.5 
also show that the proportion of total security variance 
accounted for by the first factor decreases as the group 
size increases. Moreover the proportion of the total 
security variance that can be accounted for by each of 
the remaining common factors decreases as the group size 
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is smaller than the decrease in the former case.
With the aid of these results it can be justified
the positive relationship between the number of factors
the group size and hence to conclude the similarity 
of the results with those presented in Tables 10.3,
10.6 and 11.4 .
Next the results given in Table 11.3 show that by 
considering sample B, the number of factors does not remain 
unchanged across the subperiods 11/1956-5/1969 and 6/1969 
- 12/1981 ; for group size of 10 securities only
3 cases out of 5 are having the same number of factors,
while for groups containing 20 and 40 securities there 
is not a single case in which the same number of factors 
is produced. For example the third group of size 40 
yields 7 factors affecting the security returns during 
the first subperiod whereas the same group yields 11 
common factors determining the security returns during 
the second subperiod.
According to these results it can also be concluded 
that the number of factors does not remain unchanged across the 
two subperiods for the same group of securities.
The results of Table 11.3 also indicate that the 
number of factors changes across the two subperiods 
for various groups of securities of different sizes.
For example the first group containing 20 securities 
yields for the subperiod 11/1956 - 5/1969 ^ factors.
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while the first group containing 40 securities yields 
for the subperiod 6/1969 - 12/1981 10 factors.
The findings illustrated in Table 11.3 are against 
the validity of the assumption that the number of factors 
affecting the security returns remains unchanged across various 
security groups of different sizes and across various 
security groups of the same size. These findings are 
consistent with the results of the previous chapter.
A comparison of the number of factors determining 
the security returns during the total sample period 11/1956 - 
12/1981 and the subperiods 11/1956 - 5/1969 and 6/1969 - 
12/1981 also shows that there exist cases where the 
relevant number of factors decreases as the number of 
observations decrease. For example, compare the second 
group containing 20 securities and yielding 3 factors 
affecting the security returns during the entire period 
11/1956 - 12/1981 (see Table 10.4), with the same group 
of securities yielding 5 factors having influence on 
security returns during the subperiod 11/1956 - 5/1969.
Comparing the results of Tables 11.2 and 11.3 it can 
be also seen that for some cases the relevant number of 
factor's decreases as the number of observations increase. As
examples, compare the second group containing 40 securities 
and producing 9 factors which affect the security returns 
during the subperiod 11/1956 - 2/1965 with the same group 
of securities producing 7 factors affecting the security 
returns during the subperiod 11/1956 - 5/1969.
-3 04 -
In addition Table 11.3 gives the following 
information for groups of size 10.
(1) For the subperiod 11/1956 - 5/1969 the percentage 
of total variance accounted for by the common factors 
is in the range 35.8 to 46.8 .
(2) For the subperiod 6/1969 - 12/1981 the percentage 
of total variance accounted for by the common factors 
is in the range 53.9 to 67.9 .
Also for groups of size 21 it can be stated the following
(1) For the subperiod 11/1956 - 5/1969 the percentage 
of total variance accounted for by the common factors 
is ranged from 39.9 to 65.9 .
(2) For the subperiod 6/1969 - 12/1981 the percentage 
of total variance accounted for by the, common factors 
is ranged from 52.8 to 65.8 .
Lastly for groups of size 40 it can be observed :
(1) For the subperiod 11/1956 - 5/1969 the percentage 
of total variance accounted for by the common factors 
is in the range 52.0 to 63.7 .
(2) For the subperiod 5/1956 - 12/1981 the percentage 
of total variance accounted for by the common factors 
is in the range 67.2 to 75.9 .
These results show that the percentages of total variation 
of returns which account for the common factors affecting 
the security returns during the subperiods 11/1956 - 
5/1969 and 6/1969 - 12/1981 are different for the same
-305-
group of securities.
Utilizing each security group of sample B it was found 
that the first extracted factor during the subperiods 
11/1956 - 5/1969 and 6/1969 - I2/198I is the most important 
factor and it explains a large proportion of the total 
security variance. Table 11.6 reports the results of an 
example indicating the importance of the first factor 
in each subperiod.
For each group size the first factor extracted in the 
subperiod 6/1969 - 12/1981 explains a larger proportion 
of the total security variance that it explains in 
the subperiod 11/1956 - 5/1969. Furthermore, each of 
the remaining common factors during the first subperiod 
explains a larger proportion of the total security variance 
than it explains during the second subperiod. The results 
of Table 11.6 also reveal a negative relationship between 
the proportion of the total security variance accounted 
for by the first factors and the group size. In addition 
there exists a negative relationship between the proportion 
of the total security variance accounted for by each of the 
remaining common factors and the group size. However, 
the amount of the total security variance accounted for 
by the first factor decreases with the group size more 
than the amount of the total security variance accounted 
for by each of the remaining common factors.
This justifies the positive relationship between the 
number of factors and the group size and it shows the 
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10.5, 10.6, 11.5 and 11.6.
Next comparing the results of samples A and B a number 
of points are worth noting :
(i) The invalidity of the assumption that the number of factors 
remains unchanged across various time periods for the
same group of securities and for different security groups 
was obtained by using different subperiods comprised of 
60, 100 and 151 monthly observations. Hence the 
consideration of the subperiods of both samples implies 
that the produced results about the present assumptions 
are more powerful and reliable.
(ii) By utilizing sample A,the subperiods 1/1972 - 12/1976 
and 1/1977 - 12/1981 and groups of 42 securities it was 
found that the existence of a multi-factor linear model
is rejected for each value of K (= number of factors).
This may be attributed to the multicollinearity between 
the returns on securities, because it contains securities 
with observable returns over a long time period. Indeed 
Tables 11.2 and 11.3 show that for security groups of 
size 40 there exist multi-factor linear models describing 
the security returns.
Summarizing the conclusions from Tables 11.1, 11.2 
and 11.3 it can be inferred that :
(l) The number of factors which influence the security 
returns changes across various time periods for the 
same group of securities and for different security
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groups.
(2) The number of factors affecting the security returns 
changes across various groups of different sizes 
and across various groups of the same size for the 
same subperiod.
11.2 Some Possible Explanations of the Results
■ The findings derived in Section 11.1 by using sample A 
produce the following procedural bias ;
There are cases where the security returns generating 
model is rejected for any positive degrees of freedom.
A possible explanation of this bias could be the 
deviation from normality in the joint distribution 
of security returns. However, the findings of Chapter 
9 reveal that this is not the case, because the joint 
distribution of security monthly returns is close to 
normal. Moreover, if the joint distribution of security 
monthly returns deviates from .a normal distribution Jbreskog 
(1963) provided evidence inticating that the chi-square test 
for the goodness of fit of the factor model is fairly 
robust against such moderate departures.
Another potential explanation of this bias can be 
attributed to Rao's factor analytic procedure employed 
in this study. In the following pages this argument 
will be explained.
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(I) Rao's Factor Analysis and the Extreme Values of the 
Correlation Matrix's Determinant
The determinant of the correlation matrix is always 
in the range one to zero. It attains the maximum value 
of one if all the non-diagonal elements of the correlation 
matrix are zero ; while it attains the value of zero if all 
the non-diagonal elements of the correlation matrix are 
equal to plus unity (perfect positive correlation).
The aim of factor analysis is to explain the correlations 
between a large set of variables by introducing a minimal 
number of underlying factors that account for the correlations 
So, if all the non-diagonal elements of the correlation 
matrix are zero (or close to zero) then the data are not 
suitable for factor analysis (see also the ninth test for 
the complete independence of the correlation matrix of 
security returns). However, in this work it was found 
that the non-diagonal entries of the correlation matrices 
are significantly different from zero. Thus the 
determinants of the correlation matrices are different 
from one.
On the other hand, if all the non-diagonal elements 
of the correlation matrix are equal to plus unity, then 
only one factor can be extracted from the correlation 
matrix. This can be shown as follows :





1. . . 1
1... 1
This matrix is singular with rank equal to one.
Furthermore the characteristic equation of can be 
expressed as :
det (R, - j.l) = 0
where
i = 1,2,...,N.
A the i^^ characteristic root of R. 1
I = (N X N) unit matrix.
The last equation can be written equivalently as follows :
- N) = 0
Equation (11.l) has N-1 characteristic roots equal to 0 
and only a single eigenvalue different from zero. Hence 
there exists only a single factor extracted from the 
correlation matrix R^.




= the (N X K) matrix of the factor loadings and 
B^ is the transpose of B^.
Equation 11.2 implies
rank (R^ ) = rank (B^ B^ )^
But the rank of the product of the two mutual transpose 
matrices B^ and B^ is equal to the rank of B^. Hence 
it can be concluded that the rank of the matrix B^ is 
equal to 1. Therefore, in view of equation 11.2 the 
factor loadings of the variables on the single factor 
are equal to one.
Finally, the proportion of total variance accounted 




bii = the factor loading of the variable i on the 
single factor.
However, in this study all the variables are less than 
perfectly positively correlated and hence the correlation 
matrices have determinants different from zero.
If R = (pu^), where i,j = 1,2,...,N, is the correlation 
matrix of security returns, then in view of the previous 
mentioned analysis it can be inferred that the importance 
of the first extracted factor increases as p^^, where 
i / j, increases. This argument may be a possible
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explanation of the results of Tables 11.4, 11.5 and 11.6, 
where the proportion of total security variance accounted 
by the first factor in the subperiods 1/1972 - 12/1976, 
7/1973 - 10/1981 and 6/1969 - 12/1981 respectively, is 
larger than the proportion of total security variance 
accounted for by the first factor in other subperiods.
(II) The Sample Size in Terms of Time Periods and the 
Correlation Matrix's Determinant
Since the correlation matrix's determinant attains 
the maximum value when the non-diagonal elements of the 
correlation matrix are zero, it can be inferred that 
the determinant magnitude decreases as the non-diagonal 
entries of the correlation matrix increase. Viewed 
in another way the magnitude of the correlation matrix's 
determinant is dependent on the magnitudes of the correlations 
among the security returns. If the security returns are 
highly correlated (multicollinear) then the value of the 
determinant is very small and it is greater than zero.
Moreover, if the security returns are not highly correlated 
the value of the determinant is not small and it is less 
than one t
On the other hand, the magnitude of the determinant 
of the correlation matrix, in general, may be dependent 
on the following two factors :
(l) The dimension of the correlation matrix.
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(2) The length of the sample period over which the 
entries of the correlation matrix are estimated.
In this study it was found that the correlation 
determinant's magnitude was an increasing function 
of the group size. Table 11.7 presents an example 
of such a situation by considering the first master 
group of sample A and its (overlapping) subgroups.
It was also found that, in general, the magnitude of 
the correlation matrix's determinant increases with the 
length of the sample period. There were, however, few 
cases where the determinant of the correlation matrix 
was decreased as the sample period's length was increased.
But it was always observed for the sample period of the 
smallest length (i.e. 60 security monthly return observations), 
that the determinants of the correlation matrices were 
very small. This was due to the high correlations between 
the security returns. For example, there were cases where 
the correlations among security returns were in the range 
of .75 to .86 .
(ill) The Sample Size in Terms of Time Periods and Rao's 
Test for Goodness of Fit of the Factor Model
It is noted that the correlation matrix's determinant 
is equal to the product of its eigenvalues. Therefore, 
a small determinant indicates that some of the eigenvalues 
of the correlation matrix are very small.
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Table 11.7 An example indicating the relationship 
between the group size and the 
magnitude of the correlation matrix’s 
determinant.
Sample A : Period : 1/1972-12/1981.
NUMBER OF OBSERVATIONS PER SECURITY : 120












An equivalent expression of equation (8.24) is 
given by
C^(T -1- — - K )ln
 ^ 6 3
jK+1"*• Û N




Since the chi-square distribution is always positive the





has to be .
This quantity is oos,/' ye if ^^ + 1 *** J) N >
A K+1+ ' *
N-K
N - K
Furthermore when the sample period’s length is small 
and the group size is large (e.g. 60 monthly observations 
per security and a group size of 42 ) the determinant of 
the correlation matrix is very small. For example, the 
determinant of the first master group of sample A, when 
60 security return monthly observations are taken into 
account, is .1041 - 21.
The determinant of the symmetric matrix GRG is equal 
to the product of the determinants ]G j , |R |and [g |
(G = a diagonal matrix whose diagonal elements are given 
by equation (8.22) and R is the sample correlation matrix 
of security returns).
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Therefore the determinant of the matrix GRG is also very 
small. But a known property of determinants gives :





GRG = the determinant of the matrix GRG.
^ ^  = the K largest characteristic roots of 
the matrix GRG.
Consequently, a small GRG 
Moreover the quantity
produces a very small product





b>']'y)odl which in turn implies a very value of the fraction
\ K + 1'' N
+ + 'I n n -k
/Ik +1 '" >In
N - K
and hence a high value of
C^( see equation (8.24)) • That is a high value of
0-, is imolied from a low correlation matrix’s determinant • 3
and a low correlation matrix’s determinant is implied
from a small number of observations per security and a 
large group size . Thus a high value of is implied
when the difference between the sample size per security
and the group size is very small. In such a case the
value of cannot approximate a chi-square distribution
and hence no admissible value of K (=number of factors)
gives a satisfactory fit. An example of this situation
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is shown in Table 12.5. For this example the first 
master group of sample A is utilized. Such a group 
cannot produce more than 33 factors since the chi-square 
statistic requires positive degrees of freedom.
Thus,in view of the foregoing discussion, it can be 
inferred that the bias presented in this chapter may be 
attributed to the inability of Rao’s factor analytic 
procedure to cope with small samples in terms of time 
periods. This implies large values of C^,and thus 
in order to produce a value of which approximates a 
chi-square’s distribution value a larger number of 
factors is required.
By taking into consideration the analysis of this 
section it can be concluded that the chi-square distribution 
of can be probably trusted if :
T^  ^  N + 40
where
T^ = the sample size in terms of time periods.
N = the number of securities per group.
By using sample A and B it was found that the number 
of factors changes across the various time periods.
This may be due to disadvantages of the sequential 
procedure ; in view of such a procedure the critical 
value of the test criterion is fixed, while the null 
hypothesis regarding the number of factors is being
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Table 11,8 An example indicating the rejection 
of a K-factor model for all values 
K(= number of factors).
Sample A: Period 1/1972-12/1981 .
NUMBER OF OBSERVATIONS PER SECURITY : 60
NUMBER OF 
FACTORS




THE 99% LEVEL OF 
CONFIDENCE
6 1044.0 624 709.1
7 950.1 588 670.7
8 894.5 553 633.3
9 834.8 519 596.8
10 782.7 486 561.4
11 763.3 454 527.0
12 699.5 423 493.5
13 667.2 393 461.1
14 623.0 364 429.7
15 593.3 336 399.2
16 554.4 309 369.7
17 521.0 283 341.2
18 485.3 258 313.7
19 458.7 234 287.2
20 401.3 211 261.1
21 382.4 181 237.1
22 359.1 168 213.5
23^ 318.3 148 190.9
24 281.6 129 170.4
25 260.4 111 149.7
26 240.0 94 128.8
27 212.2 78 109.9
28 186.7 63 92.0
, 29 172.0 49 74.9
• 30 147.7 36 58.6
31 127.6 24 42.9
32 108.1 13 27.6
33 88.0 3 11.3
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tested in sequence. As a result different chi-square 
values are produced and thus factors representing only 
statistical artifacts are emerged. In such a case 
the derived results are unrealistic.
Except for the possible explanations regarding the 
mathematical procedure followed for testing the stability 
of the number of factors across various time periods, 
there are also some other possible explanations of the 
results. In the real world it is possible that some 
of the factors found to affect the security returns in one 
period to be unimportant in the following period. In 
this case the number of factors determining the security 
returns changes through time. A political crisis, an 
oil crisis, a war scare,etc., are some examples of factors 
found to be critical in one period but unimportant in 
the following period.
The reported results in this chapter indicate that 
for the subperiods which include the 1974 - 1975 period, 
security groups yield a larger number of factors relative 
to the number of factors yielding in other subperiods.
This may be attributed to the existence of some important 
factors., affecting the security returns during the period 
1974 -, 1975 (e.g. oil crisis), but having no influence 
on the security returns during other periods.
Furthermore, it is likely to be found in the real 
world that there are some factors determining the security 
returns over short time periods, while they are unimportant
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over long time periods. This is a possible explanation 
of some of the results presented in this chapter, where 
the relevant number of factors decreases as the number 
of observations per security increase.
Finally, the consideration of a large sample in terms 
of time periods probably implies that the number of factors 
determining the security returns for the same security 
groups are influenced by different economic cycles.
As a consequence different factors will affect the 
security returns across various time periods.
11.3 Comparison with Previous Studies
The stability of the number of factors across 
different time periods for the same group of securities 
has been empirically investigated by Kryzanowski and 
Chau (1982). Their results indicated that, on average, 
the number of factors does not change substantially 
across various samples in terms of different period 
lengths for the same group of securities. Moreover 
the larger the sample size in terms of different period 
lengths-, the smaller the number of factors which affect 
the security returns.
Kryzanowski and Chau attributed their latter results to 
Rao's factor analytic method that they used. But they 
did not give a clear explanation of the reasons that 
produced their results. Their latter results are very 
similar to the results reported in this study.
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However, they utilized in some of treir tests groups 
containing 60 securities and sample sizes per security 
equal to 60 observations. In this case they found a 
large number of factors compared with the number of factors 
emerged from cases where they used a larger number of 
observations. The discussion mentioned in the previous 
section can be considered as a possible justification 
of their results.
Furthermore, Kryzanowski and Chau reported cases 
where the average number of relevant factors was equal 
to 20. These findings, however, does not imply that 
every group in their sample produced 20 factors. There 
could be groups yielding a number of factors greater than 
20. If this was the case it may also be justified by 
the small number of observations used relative to the 
group size.
Finally, Hughes (1982) used two groups containing 
110 securities and a sample size of 120 observations.
Her tests can be criticized because she utilized a 
large group size relative to the number of observations 
per security. Hughes stated :
"The number of factors extracted was increased from 
five to twelve and the chi-square statistic 
continued to indicate that many additional factors 
were needed for adequate factoring ”. (p.l6).
But,the number of factors increases with the group size 
and the chi-square test she used requires a large number 
of observations relative to the size of group. Therefore
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in her case the K-factor generating model could probably 
be rejected for every possible value of K ( = the number 
of factors).
11.4 The Implications of the Empirical Results
In the light of the results presented in this chapter 
it can be deduced that Rao's factor analytic technique 
yields for the London Stock Exchange different security 
returns generating models across various time periods 
for the same group of securities. It was pointed out 
in Section 11.2 that such results may be due either 
to Rao's factor analytic method or to the existance 
of some factors affecting the security returns in one 
period but being unimportant in the following period.
The results derived in this chapter indicate that 
the security returns generated model cannot be used for 
forecasting purposes.
Since it was found different returns generating models 
across various time periods for different security groups, 
it can be asserted the violation, of the A.P.M.'s 
assumption about the uniqueness of the security returns 
generating model across various time periods for the 
same group of securities or for different security groups. 
In view of the identification problem of the security 
returns generating model of the A.P.M., however, there is
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no way to ascertain which is the appropriate time 
length that has to be used in order to examine empirically 
the validity of the A.P.M. By utilizing a given sample 
period it cannot be asserted that the producing security 
returns generating model is the unique model of the A.P.M., 
since if such a model exists it cannot be identified.
Furthermore, the instability of the number of factors 
through time shows the violation of a major assumption 
required to transform the A.P.M. into a testible relationship 
Therefore it can be inferred that the A.P.M. cannot be 
tested unambiguously using time series data for the 
London Stock Exchange. As a consequence the introduction
of the A.P.M. into the literature as a testible alternative
to the C.A.P.M. may be challenged.
On the other hand, the utilization' of a small sample
in terms of time periods implies that there is not a 
linear model describing the returns on securities. This 
shows a fundamental weakness of the test for the goodness 
of fit of the factor model and reveals the inability of 
Rao’s factor analysis solutions to describe security 
returns generating models.
• Finally, it may be stated that a test concerning the 
intertemporal stationarity of the factor beta coefficients 
will be useless, since the factors affecting the security 
returns are not the same across various time periods for 
the same group of securities.
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11.5 Conclusions
The number of factors does not remain unchanged across 
various time periods for the same group of securities and 
for various security groups of different sizes. Consequently 
the security returns generating model can not be used for 
forecasting purposes.
Moreover the A.P.M. cannot be tested unambiguously 
using time series data from the London Stock Exchange.
Finally, in order to rely on Rao's factor analytic 
results the difference between the number of observations 
and the group size must be at least equal to 40.
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CHAPTER 12
SUMMARIZED CONCLUSIONS OF THE RESULTS AND SUCCESTTCNS
fdrturttter research
This chapter gives a summary of the results and 
conclusions derived from an empirical examination of the 
assumptions required to produce an unambiguous test of the 
A.P.M. for the London Stock Exchange. It is also concerned 
with some recommendations for future research.
12.1 Summary and Conclusions
The present study has concentrated upon an empirical 
verification of the assumptions which ensure an unambiguous 
test of the A.P.M. using time series data from the London 
Stock Exchange.
The first assumption maintains that, the distributions 
of security monthly returns are normal, as well as the 
security mean returns and the covariance or correlation 
matrix of security returns are stationary through time 
The results of this research indicate that the distributions 
of security monthly returns are approximately normal during 
the various subperiods studied. Moreover it was found 
that the security mean returns are stationary through time.
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Lastly, the reported findings failed to support the 
intertemporal stationarity of the covariance matrix of 
security returns, but they supported the intertemporal 
stationarity of the correlation matrix of security 
returns.
As a consequence the distributions of security returns are 
not intertemporally stationary and thus for the tests of the 
A.P.M. the correlation matrix of security returns should be 
factor analyzed.
Also it is noted that previous U.K. studies relied upon 
the assumption concerning the intertemporal stationarity of 
the joint distribution of security returns should be 
interpeted with caution .
The second and third assumptions maintain that, the 
number of factors affecting the security returns remains 
unchanged across security groups of different sizes and
across various security groups of the same size.
The evidence presented in this study reveals that the 
utilization of Rao’s factor analytic technique produces 
different number of factors across various groups of 
different sizes and across various groups of the same size. 
Hence, in view of the identification problem of the unique 
security returns generating model of the A.P.M., tests of 
the A.P.M. utilizing U.K. data are not necessarily tests 
of the model. The A.P.M. may be held, but the employment 
of the existing methodology does not ensure an unambiguous 
test of the model for the London Stock Exchange.
The fourth and fifth assumptions maintain that, the
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number of factors affecting the security returns remains unchanged 
across various time periods for the same group of securities 
and across various time periods for security groups of 
different sizes.
The reported results show that Rao’s factor analytic method 
yields different number of factors across various time 
periods for the same group of securities and across various 
time periods for security groups having different sizes.
Therefore the security returns generating model cannot be 
utilized for predicting purposes.
In addition according to the identification problem of the 
unique security returns generating model of the A.P.M., 
tests of the A.P.M. utilizing a given number of monthly 
security returns observations from the London Stock Exchange 
are not necessarily tests of the model. The A.P.M. may 
be valid,but the utilization of the existing methodology 
does not ensure an unambiguous test of the model using 
time series data from the London Stock Exchange.
12.2 Recommendations for Future Research
The empirical results and the conclusions presented 
in this study have pointed to a number of possibilities 
where further -research can be carried out. The aim of 
this section is to summarize these research possibilities
1. In the present study the security master groups 
were formed randomly;the securities were listed in 
ascending order and then they were ordered into master
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groups of 4-2 securities. However, it was pointed out in 
this study that the positive relationship between the 
number of common factors and the group size may be arise 
because of the way in which the samples of securities were 
ordered, (see Section 10.4). Therefore future research 
should attempt to test the assumption concerning the 
relationship between the number of factors and the group 
size by ordering securities according to their industry 
classification.
2. The A.P.M. does not specify whether the security 
returns have to be nominal or real . Since real 
returns help to eliminate nonstationarities due to 
changes in the rate of inflation, further research 
should be carried out in order to verify whether the 
A.P.M. can be tested unambiguously by using real rates 
of returns.
3. Development and testing of a model which overcomes 
the criticisms of the C.A.P.M.,especially the market 
portfolio’s identification problem, and contains observable 
factors determining the security returns.
A multi-factor linear regression model with beta coefficients 
moving randomly through time may be a satisfactory model 
explaining the variation in security returns. Such a 
model is called a random coefficient multi-factor model 
and it has been first developed by Theil and Mennes(l959) 
and subsequently axtended by Swamy(1970)..
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Hence by taking into considaration the following:
(i) The problems emerging from the utilization of an 
unobservable security returns generating model,and
(ii) A security returns generating model would be 
considered as a satisfactory model if there exist few 
common factors determining the security returns and 
these factors’ variability explains a large proportion 
of the total variabilities on security returns.
it can be suggested a model comprised of five common 
factor.
The common factors might be:
(1) A market index.
(2) A industry index.
(3) A bond index.
(4) The gross national product.
(5) The inflation rate.
Assuming that the security returns are affected by these 
common factors and using the methodology of Theil and 
Mennes and Swamy it can empirically examined the following:
(l) Whether the common factors provide enough information 
to explain the intercorrelations among the security returns
(l) Whether this multi-factor security returns generating 
model does a better job than a single-index security 
returns generating model.
(lll)Which are the equilibrium implications of this
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multi-factor security returns generating model.
(IV) If such a security returns generating model implies 
an asset pricing model then empirically one should verify the 
assumptions which ensure an unambiguous test of the model 
using a time series data.
Finally,it can be noted that in testing a model of the 
type described previously there may exist some problems, 
e.g. the existence of some multicollinear factors .
However, it is worthwhile to try out the above idea which 
seems more promising than testing the realism and potencial 
usefulness of a model relied upon an unobservable number 
of factors. •
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i. L  2  2_N JL_L_^ _A_
The Proof of the Arbitrage Pricing Model
This appendix presents the mathematical proof of the 
A.P.M. under Ross’ "no arbitrage" condition and under the 
weaker "no arbitrage" condition. The appendix begins 
with some results from the linear algebra field.
Let (V^,f) be an N-dimensional real inner product space 
over the set of real numbers IR,where.
f : V^xV^ >IR :
N =a finite integer.
Let C and be two proper and non-empty subsets of such 
that;
C = ^i, ^b, ^b, . . . , ^b
Mjj.ll -K+l-^ S.ipb.^ b ’^beC
The conclusion that follows gives a very important property 
of S^.
1 In this appendix transposition of vectors or matrices are 
denoted by ’’ ' " .
2 i is'the' (Nxl)'unit vector, IN is the set of finite 
integers and the determinant of the (K+l)x(K+l)
matrix [^ j^ ij •
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Conclusion A.l is a (K+l)-dimensional subspace of .
Proof
1 2  Kis the set of all linear combinations of i, b, b,..., b,
1 2 K 1where i, b, b,..., b6V^. Hence S^is a subspace of V^.
Next it is proved that B^= ^Zi2'Z21''""^Ktll^>  ^basis
of S^,where , k=l,2,...,K+l .
Suppose
^11^11^ d^l%21^'''+ ^K+ll^K+11 " ° ■ (A.l)
where ^11*^21* ** *^^Ktll^*
Equation (A.l) can be rewritten as
^ll^ J^  11^ +b A^^)+ ^21^^21^ BA2i) + .'"+d% + iiC^%+2ii+Bd%+^^)=0
It is easily establish, by manipulating the last equation, 
that
l^lJ^  11^ 2^1^  21^ ' ' '^ ^^  + 11 J^ K+ll)i^ (^ ll/\ 11+^ 21^ 2^1^ ' ' '+^ K+ll\ + ll^ ^
= 0
But the rank of the matrix [b ij is K+l (see assumptions 
of the A.P.M.). Therefore it can be concluded that
..^11^11+^21^21+ " '+^K+11^ K+11 " °
^11^^11+^21 ^ 21+'"+ ^K + ll^K+11 " ° 
or,equivalently
= 0 (A-2)




D = a 1x (K+1) column vector with elements the real numbers
^11*^21" • * '^K+11'
The (K + 1)x (K+1) matrix is nonsingular. Hence the linear
homogeneous system represented by equation A.2 has the trivial
solution D = Û ,where Q. is the lx(k+l) zero vector.
Therefore the vectors Zqq*Z21''""^K+ll linearly independent.
Next it is shown that each vector in S^,which is not a member
of Bg,can be obtained by a linear Combination of the vectors
in B . That is each z .EEL,where z B ,has the form s . ml 1 ml s
^ml^^ll^ll+^21^21+'*'+&K+1%K+1 (A.3)
with gii»g]_2’* * *' K^ + 11^ ^  .
Notice that
^11^11+^21^21+* *•+^K + 11^K + 11
" & l l (  ^  1 1 ^ + B  ^ 1 1 ^ + 2 2 1 ^  ^ 2 1 + ^  ' ^ 2 1 ^  +  * * ' + & K  +  l l ( ^ K  +  l l + B  ^ K  +  1 1 ^
fll^ll+22lj)21 +'''+&K + ll^K + ll)i
+ (gll/lll+g21 ^ 21+* * •+^K+11'^K+11^®
Since one can set
®J.lA 2]/'""+&K+114 K+11 " Ami
®11 /t ll'''®21 A ai'*' • • • +2K+11A K+11 " Ami
The last K+l equations can be considered as a linear system 
of equations having K+l unknowns. Since^0,k=l,2,...,K+l, 
such a system has a unique non-zero solution. That is z^^can 
be expressed as a lineal combination of the vectors in B^.
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Thus is generated(or spanned) by . As a consequence
B^  is a basis of S^. Hence is a (K+l)-dimensional 
subspace of .
Q.E.D.
The orthogonal complement of in is defined by 
= ^ x e v ^  : for all
The dimension of is N-(K+l) . Furthermore the
orthogonal complement of in is defined by
S+^-Hhev^ : V x  =0 for all x £
Since the vector space has a finite dimension it can be 
inf erred
S i © S ^ =  (A.A)
S^ -*- = (A.5)
The next theorem proves the A.P.M.
THEOREM A.l Under the assumptions of the KrFactor A.P.M. 
the expected return vector,Rg, can be approximately 
expressed as a linear combination of i and B. That is
^E ^  ^ 11^
where and the members of the (Kxl) column vector A are
non-zero real numbers.
Proof
Assume that al is a well diversified arbirtage portfolio ,
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Name ly
y^li = 0 (A.6)
Without loss of generality it can be assumed that y^^ can 
be expressed as in equation (4.8). If équation (4.1) be 
premultiplied by y^^ the addiotional return that can be 
gained from the arbitrage portfolio al may be written by 
means of equation (A.7) below
= ^ a A  + (A.7)
The portfolio al is a well diversified portfolio. So in
view of Definition 4.3 (see page 75 ) N is large and
the members of the vector e are mutually independent.
Moreover by means of the A.P.M.'s assumption (l)^^^ the
elements of the vector e are commonly distributed with
expectations equal to zero. Then one may apply the law
1
of large numbers to conclude
y'l® = 0  ^ (A.8)
The variance of the term y^^e is equal to zero. This can 
be proved as follows:
1 a/
Var(y^l6.)= --  Var( %  )
N^
1 y  Q-2
 --  e^^  ( Since the security disturbances
_____ _______________are mutually independent)_______
1 The law of large numbers can be stated as follows:
If S. is a sequence of mutually independent variâtes with a
common disrtibution and if the expectation ^ = E(S^) exists, 
then for every 0 as N-~?oothe probability
1— -Pr \
( Kendall and Buc
S^+S^t...+Sj
kland (1978)).
2 Equation (A.8) indicates that y^^e approaches to zero,but it 
is not exactly equal to zero. If y^.e was equal to zero
then it should exist interdependencies^ among the disturbances 
of different securities^. This is'not consistent with the




(T = the variance of e . , .
®it a/





Hence as N grows large
Var(y'ie 0
Viewed in another way, as N grows large the idiosyncratic
risk of the portfolio al can be eliminated.
Next suppose that y'^ is selected so that the following
condition is met
= 0 (A.9)
By virtue of equations (A.8) and (A.9) equation (A.7) 
can be written in the form
•» y^l^E (A.10)
The portfolio al uses no wealth and it Was selected so 
that to have no risk (i.e. it has neither systematic nor 
idiosyncratic risk ). Accordingly by the A.P.M.'s 
assumption (8) it can be deduced that the portfolio al 
has to have an expected return approaching to zero.
That'is ■
y'lRE~0 (A.11)
Therefore it has been proved that the equality
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Hence and y^^Rg 0. As a result the definition
of can be used to infer that Rg is a member of "4
Bearing in mind equation (A.$) one concludes that 
Rg is also a member of S^. Consequently Rg is generated
by C = ^ i ,^b^b , . . . , ^ b ^  . Thus the following
approximation is asserted
Q.E.D.
The proof of the A.P.M. is suffered from the following 
problem: According to the linear algebra Rg is a member 
of if y^^Rg is exactly equal to zero. However, in
the previous mentioned proof y^^^E &PPro&ches to zero.
An immediately result of Theorem A.l is,the following:
COROLLARY A. 1 Suppose that L^,L2 ,...,Lg are K portfolio;
defined by the (Nxl) column vectors >^ l2'* *’'^LK
respectively,with
X'i =1^ (A.12)
X B = I (A.13)
where.
i^=the (Kxl) unit vector.
X = the (NxK) matrix whose columns are »^ l2’* * *'^LK*
1 Roll(l977) proved Theorem A.I. In this appendix the 
proof of Ross was presented in a more detailed fashion.In 
this proof the well diversified arbitrage portfolios played 
an important role,because in such a case the law of large 
numbers is applicable. Huberman,however,demostrated that
it is not necessary to use a well diversified portfolio 
as a tool to prove the A.P.M. He argued that one can 
use a portfolio, which is defined by a column vector that 
satisfies two orthogonality conditions (pp.6-7).
-338-
Then the expected return vector can be descrided as follows:
Rg^rzi + B(^R - r^i^)
where
rz=the expected return on a portfolio,with
XgB = 0 1 (A.14)
^R=the (Kxl) column vector with elements the
expected returns on portfolios L1,L2,...,LK .
Proof
Premultiplying equation (A.12) by it can be seen that
X^Rg'^jJllX'i + XgBA (A. 15)
Since xCB=0 and X-Kl .equation (A.15) can be expressed as
Substituting from equation(A.16) into equation (A.12)
it can be established that
Rg-% r^l t BA . (A.17)
Premultiplying both sides of equation (A.17) by X it 
follows immediately that
x'Rglü TgX'i + x 'b (a .18)
However,since X^i = i^ and X^B = I equation (A.18) can be 
rewritten as
________________ r%ij + A________________________________U.19)
1 If there exists a riskless security, then r^ is the 
riskless rate of interest.
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Solving for A in equation (A.19) gives
^  23  ^ (A.20)
Finally by means of equation (A.20) it is evident that 
equation (A.17) is expressible as
Rg %  Tgi + B(^R - Tgi^) (A.21)
The next corollary follows directly from corollary A.l .
COROLLARY A.2 Suppose pi is a portfolio whose return 
is given by equation (4.3) . Then




Multiplying equation (A.21) by and using equation
(A.23) one can easily produce equation (A.22).
Q.E.D.
Next.it.is proved the A.P.M. under the weaker "no arbitrage" 
condition.
THEOREM A.2 Suppose that the assumption of Ross'
"no -arbitrage" condition is substituted by the weaker 
"no arbitrage" condition. Then Rg can be approximately
expressed as follows:
1 The risk aversion assumption of the A.P.M. implies that
investors require greater returns from more risky portfolios 
Concequently the elements of the vector /\ are positive.
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where and the elements of the (Kxl) column vector A are
non-zero real numbers.
Proof
Suppose that and X^^ s-re the investment proportions
vectors defining two well diversified portfolios pi and 
p2,respectively,where
Xp^i = 1 (A.24)
x'i = 1 (A.25)
Equations (A.24) and (A.25) easily produce









”3 4 1 “
where the number of the positive weigths is taken equal 
to the number of the negative weights.
Premultiplying both sides of equation (4.1) by yields
x'r = XpRj, + (x 'b )X + Xp6 (A.29)
An application of the law of large numbers shows that
x %  0
and hence
Var(X e)%SO
So equation (A.29) can be written in the following manner
+ ( V B  - V B )  (A.30)
Furthermore choose X . and X « such thatpi p2
%^^B = x'gB = ^elR+ ^
which in turn is equivalent to
x 'b = 0 (A.31)
Accordingly making use of the weaker "no arbitrage" 
condition it may be concluded
x'R? %  0 (A.32)P Hj
By taking into consideration equations (A.26),(A.31) and 
(A.32) and repeating the algebraic argument used in Theorem 
A.l, it is clear that
_______________________ ^ E ^ j u i  + BA_____________________________ _
 ^ro+ is the set of the non-negative real numbers, 
o
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where and the elements of A are non-zero real numbers.
Q.E.D,
The proof of Theorem A.2 includes the proof of the following 
conclusion.
Conclusion A.2 The "no arbitrage" condition of Rbss* 
implies the weaker "no arbitrage" condition.
Finally by making use of the weaker "no arbitrage" 
condition one can easily prove the Corollaries A.l and A.2 .
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A P P E N D I X  B
The "no arbitrage" Condition of the Capital Asset Pricing 
Model( Sample Risk-Return Exact Linear Relationship]
This appendix proves the existence of a "no arbitrage" 
condition behind the C.A,P,M.(S,R.R.E.L.R.). It also
derives the C.A.P.M.(S.R.R.E.L.R.) by making use of such 
a "no arbitrage" condition.
Notation and Properties
Let N be a finite number of risky securities,where 
N€^n^: n^ is a finite integer ^  . Throughout the 
present appendix the following notation will be used:
V, the (Nxl) covariance matrix of returns on N securities.
R, the (Nxl) column vector of mean returns,
i, the (Nxl) unit vector.
X^^, a (Nxl) decision column vector of investment
proportions defining an arbitrary portfolio Ml
^Ml’’ (scalar) mean return on a portfolio Ml .
2
the(scalar) variance of return on a portfolio Ml.
the (scalar) standard deviation of return on a 
portfolio Ml.
“3 4 4 ”
^ , the (scalar) covariance of returns for any pair
^M1 M2
of portfolios Ml and M2 .
The following statements are stated without proof:
Mean-variance (mean-
standard deviation) B.P.^: V~^(R i)A~^ ^ (B.l)
Variance of a B.P. :
Covariance between 
the returns on two 
portfolios when one 
at least is a B.P.
where 
A=
R V'^R R V"^i a b










The following conclusion is required:
Conclusion B.l All expected return-standard deviation
portfolios which use a positive amount of wealth and
2
have the same risk in a B.P. (other than the G.B.P. )
1 For the definition of a B.P. see page 50.
2 For the definition of the G.B.P. see page 85 .
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measured relative to the risk of the B.P. earn the same 
expected return.
Proof
Without loss of generality it can be assumed that two 
portfolios,call them gl and g2 ,have the same risk in 
a B.P.,call it Ml,measured relative to the risk of Ml.
That is
*^1 Ml *^2 Ml
% 1  0*M1
The portfolios gl and g2 are not both B.P.'s since by 
the constuction of the boundary portfolio set there are 
no two B.P.'s with the same expected return.
By simplifing equation (B.5) gives
(B.5)
^gl Ml °g2 M2 (B.6)
Hence in light of equation (B.4) equation (B.6) 
becomes
a - Bfgl - b^ Ml + °^ gl^ Ml “ - B^ g2 - B^ MI + °^ g2^ Ml
2 2 ac - b ac - b
After a short manipulation the last equation yields
^gl = ^g2
Q.E.D
A special case of conclusion B.l is the following:
-34-6 -
Conclusion B.2 All the expected return-standard deviation 
portfolios that use a positive amount of wealth and have 
zero risk in a B.P. (other than the G.B.P.) measured 
relative to the risk of the B.P. earn the same expected 
return.
The following conclusion is an application of Condition(l) 
given in Section .
Conclusion B.3 All portfolios that use a positive 
amount of wealth and have risk in a B.P. (other than 
the G.B.P.) measured relative to the risk of the B.P. 
equal to l,earn the same expected return.
Proof
Consider two portfolios gl and g2 such that
Bgl Ml ^ 2  M2
------  =   = 1 (B.7)
"^1
According to Condition(l), given in section 4.5, one 
has r^^= r^2 • Equation (B.7) implies
^ 1  Ml" ^ 1  (B.8)
When equations (B.3),(B.4) and (B.8) are taken into 
account and obvious simplifications are made, the following
equation is observed
(rMl-fgl)(B - cfMl) = °
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Since the portfolio Ml is different than the G.B.P, 
one can infer that r^^  ^b/c ( where b/c is the 
expected return of the G.B.P. ). Therefore the last 
equation gives r^^ = r^^ .
Q.E.D.
Conclusion B.2 is helpful in proving the next lemma.
LEMMA B.l For any mean-standard deviation portfolio 
Ml,other than the G.B.P. , the following statements 
are equivalent:
(i) Ml is a B.P.
(ii) There exists an exact linear relationship between 
the mean return vector R and the covariance vector VXMl
Proof
(i)=^(ii) Assume that Ml is a B.P., other than the G.B.P.
Then in view of Conclusion B.2 all the portfolios that 
are uncorrelated with Ml have the same mean return.
Suppose and are two distinct (Nxl)
investment proportions vectors defining two portfolios
A
and Z^^,respectively,where
Xy (VX..) = 0 (B.9) '
^M1
Xÿ (VX..) = 0 (B.IO)
^M1
with
Xy i = 1 ' (B.ll)
^M1
X* 1 = 1 (B.12)
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Moreover holds
J.' R = X ^ R  (B.13)
Equations (B.9),(B.IO),(B.ll),(B.12) and (B.13) easily 
give
y ^"m1
(X„ - X- )   = 0 (B.14-)
^M1 ^M1 ^  2
^M1
(X_ - X^ )i = 0 (B.15)
^M1 ^M1
(X_ - Xÿ )R = 0 (B.16)
"^ Ml ^M1
From equations (B.14),(B.15) and (B.l6) it can be 
observed that the vectors VX^^,i and R are orthogonal
9
to the vector (X„ - X^ ) . Therefore the application
^M1 "^ Ml
of the algebraic argument used in Chapter 4 produces
A A """Ml ' 
where J 2 and 9-^ ® real numbers.
(ii)^^(i) To obtain a contradiction,suppose equation 
(B.17) implies that Ml is not a B.P. From equation 
(B.17) it is evident that
-j ■ * ‘' M  ■ % i ’
where j is an individual security.
If Ml is not a B.P. , then always exists a B.P.,call it M2,
2 2
such that and >  ®m2 '
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Since Ml is a B.P. one can prove
^M1
“■mI
Since r^ ^^  = r^^ it may be concluded that 01^^= ^M2*
Thus a direct comparison between equations (B.18) and 
(B.I9) confirms that
This is a contradiction . Hence Ml is a B.P.
Q.E.D,
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A P P E N D I X  C
Tests for the Intertemporal Stationarity of the Security 
Variances and Mean Returns
The present appendix contains some details of the 
F-test concerning the intertemporal stationarity of the 
security variances and a t-test regarding the intertemporal 
stationarity of the security mean returns.
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Table C.l An F-test for the intertemporal stationarity 
of the security variances and a t-test for 
the intertemporal stationarity of the security 
mean returns using two nonoverlapping subperiods 
of length 60.^
Sample A : Period :1/1972-12/1981 ,
Number of securities : 672 .
NUMBER OF 
SECURITY





-0.5 32 2.3* -0.3
2 1.9 -0.4 33 1.7 -0.7
3 2.5 -0.5 34 2.2 -1.3
k 2.0 -1.6 35 1.6* -0.3
5 2.6 -0.9 36 5.0 -1.2
6 1.9* -2.0 37 2.6 -0.9
7 2.3 -1.1 38 1.7* -0.5
8 2.3 -1.8 39 1.3* -0.8
9 2.3 -1.2 40 3.4 -1.8
10 2.8 -0.7 41 1.8* -1.0
11 2.9
*











-0.5 46 3.7 -0.9
16 1.0 0.6 47 3.5 -0.4
17 2.8 -1.0 48 2.8 -1.0
18 2.7 -0.8 49 2.8 -0.9
19 1.0* -0.8 50 2.6 -1.0
20 2.5 -0.9 51
*
1.0 -0.3
21 2.2 -0.7 52
*
1.7 -0.5
22 ' 2.4 -1.4 53 2.2
*
-1.2
- 23 , 1.5 -0.5 54 1.7 -0.1
24 1.6* -1.8 55 4.3 -0.8
25 2.0 -1.4 56
*
1.5 -1.4
26 2.1 -0.3 57 3.1 -1.4









-0.3 60 2.6 -1.1
30 1.1 
, *
-0.8 61 2.6 -0.1






F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE
63 1.7* -1.1 101
*
1.4 -0.6
64 2.7 - 0.4 102 1.4 -0.8
65 3.1 -1.6 103 1.4 - 0.4
66 2.3 -1.6 104 1.0 0.3
67 2.2 -0.9 105 2.1 -0.9
68 2.8 -1.5 106 2.4 -2.2
69 1.5* -0.2 107
*
1.8 -0.9
70 1.8* -1.7 108 1.7* -0.2
71
*
1.0 0.8 109 1.4* -1.2
72 2.4 -0.3 110 2.3 -1.6
73
*
1.2 ; -0.8 111 2.4 -1.2






76 4.2 -0.8 114 3.8 -1.1
77 2.1 -0.7 115 1.8* -0.9
78 2.9 - 0.4 116 3.4 -1.3
79 2.0 -1.1 117 1.8* -0.8
80
*
1.0 -0.2 118 2.9 -2.0
81 2.0 -0.3 119 2.4 -1.1
82
*
1.4 -1.4 120 2.3 -1.3
83
*
1.3 -1.4 121 2.6 -0.1
84 1.5* -2.1 122
*
1.7 -2.1
85 1.9* -0.7 123 2.7
1.7
-0.6






88 1.8* -1.7 126
*
1.4 -0.3
89 1.6* -0 .7 127 2.3
1.6*
-1.7
90 2.8 -0.8 128 -2.0
91 2.5 -0.8 129 2.0 -0.8
' 92
*
1.8 - 0.4 130 2.4 -1.1
93 3.2 -0.9 131 2.7*
1.1
-1.3
94 2.7 -0.7 132 -0.8
95 2.4 -1.2 133 2.0 -0.7
96 1.6* -0.7 134 2.9 -0.7








99 2.0 -1.8 137 2.5 -1.2






F-VALUE T-VALUE NUMBER OF 
SECURITY .
F-VALUE T-VALUE





140 3.4 -2.3 178 -1.2





















































151 2.0 -1.1 189 3.8 - 0.4
152 3.0 -0.8 190 1.3* -0.9
153 2.7 -0.9 191 1.6* ' -0.5
154 2.0 - 0.4 192 2.3 - 0.4
155 3.6 -1.0 193 2.1 -0.6
156 1.3* 0.7 194 2.1 -0.9
157 1.7* -0.3 195 2.0 -0.6
158 2.4 -0.9 196 1.9* -1.1
159
*
1.7 -1.2 197 2.3 -0.3
160
*
1.8 . -1.1 198 2.1 -1.5
161 2.3 -1.3 199 1.7* ■ -0.5




































168 1.4 -1.4 206 2.8 -1.9
169 2.2 -0.9 207 2.2 -1.2
170 2.8 -0.9 208 2.9 -0.2
171 2.1 -1.7 209 3.4 -1.1














175 2.7 -2.0 213 1.5* -0.8
176
*























1.9 -0.6 255 2.9 -0.8
218 2.8 -1.0 256 2.2 -1.2
219 2.7 -0.6 257 2.7 -1.2
220 2.3 -0.5 258 3.5 -1.6





222 3*.0 -1.5 260 0.6
223 3.0 -1.8 261 -0.2
224 2.5 -1.3 262 1.9* -0.8
225 2.9 ' -1.5' 263 1.8* -0.7
226 2.0 -1.2 264 1.5* -1.5
227
*
1.0 0.5 265 3.6 -0.9
228 2.2 -1.2 266 2.6 -1.7
229
*
1.0 -0.4 267 2.2 -0.9
230
*
1.3 -0.2 268 2.0 -1.3
231 2.8 -0.4 269 1.5* -1.7
232 2.6 -1.3 270 1.6* -0.9
233
*
1.8 -2.1 271 2.8 -0.2
234 2.4 -2.3 272 1.9* -1.7
235 1.6* -0.2 273 2.0 -1.7
236 2.3 -0.5 274 1.1* -1.0
237 1.2 -0.4 275 3.2 -0.7
238 2.2 -0.8 276 2.2 -1.2
239 1.6* -1.7 277 2.5 0.4
240 1.7* 0.3 278 2.2 — 2.2
241 4.5 -1.0 279 7.9 -1.7
242
*
1.5 -1.7 280 2.3 -0.9 .
. 243
*























1.8 -0.8 285 2.2 -0.5
248 4.0 -0.6 286 4.1 -0.5
249 1.1* -1.0 287 2.7 -1.9
250 6.1 -1.5 288 1.5 -0.9
251 2.1 -0.5 289 3.3 -1.3
252
*






F-VALUE T-VALUE NUMBER OF 
SECURITY.
F-VALUE T-VALUE
291 3.1 -0.7 329 2.6 -0.7






294 1.1 -1.7 332 1.2 -0.8
295 4.3 -0.7 333 2.4 -0.8
296 1.4 -0.6 334 2.0 -0.6
297 4.9 -0.4 335 1.8* -0.8
298
*
1.4 0.3 336 2.3 -1.3
299 2.3 -1.0 337 2.4*
1.3
-0.8
300 2.3 -0.5 338 -1.2
301
*
1.7 -1.3 339 1.6* -1.0
302 2.2 -1.7 340 4.3 -0.6
303 2.6 0.3 341 1.6* -1.0
304 1.0 -1.2 342 1.8* -0.6
305
*
1.2 -0.9 343 1.0* -1.6
306 2.0 -1.2 344 1.1* -1.5
307
*
1.1 -0.8 345 2.7 -0.4
308
*
1.0 -1.1 346 2.3*
1.2
-0.5
309 2.5 -1.5 34-7 -1.2
310 2.1 -0.9 348 1.1 -1.0
311 3.0 -1.1 349 2.5 -1.0
312
#
1.1 -0.1 350 2.5 -1.4
313
*
1.2 -0.3 351 1.6 -1.9
314
*
1.1 -1.1 352 1.9 -1.4
315 2.6 -1.0 353 2.8 -0.6
316 2.2 -1.6 354 1.1 -1.8
317 3.1 0.6 355 2.5 -1.0
318
*
1.0 -1.6 356 2.5 -0.6
. 319
*
1.1 0.5 357 2.1 -0.6
320
*
1.1 -0.6 358 2.5 -0.8
321 2.1 -0.9 359 1.8 -1.1
322 2.0 -0.6 360 2.4 -1.0
323 1.3* 0.1 361 1.8**
1.8
-0.5
324 1.6* 0.3 362 -0.8
325 2.0 -0.1 363 1.3* -0.2
326 2.1 -0.9 364 2.4 -1.0
327 3.3 -1.4 365 2.9 -0.5
328
*






F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE
367 4.0 -1.1 405 2.0 -1.7
368 4.0 -1.4 406 2.1*
1.2
-1.0
369 3.9 -1.1 407 -0.2
370 3.1 -0.7 408 2.9 -1.3
371 1.2 -0.7 409 2.3 -0.8
372 2.6 -1.5 410 2.4 -0.6
373 2.3 -0.5 411 2.7 -1.1




376 1.2 -0.6 414 1.5 0.4
377 1.8* -1.2 415 2.0 -0.6
378 1.4* -1.2 416 1.2* -0.2
379 1.5* -0.3 417 2.9 0.9
380 2.0 -0.1 418 1.0* -1.0
381
*






383 1.7 -0.1 421 1.0 -0.1
384 2.8 -1.2 422 3.7 -0.9
385 2,6 -2.5 423 1.3* -1.1
386 4.6 -0.8 424 2.4 -0.8
387
*
1.4 -0.6 425 2.3 -1.2
388 2.1 -0.1 426 2.5 -0.5
389 2.8 -0.4 427 1.2* -1.3
390
*
1.1 -1.4 428 2.1 -1.4





393 1.9 -1.1 431 1.7 0.4







397 1.9 -0.7 435 1.8 -1.3









401 1.4 -1.4 439 1.1 -0.2




403 1.6 0.8 441 -0.7






F-VALUE T-VALUE NUMBER OF 
SECURIT Y
F-VALUE T-VALUE
443 2.3 -1.0 481 2.4 -1.1
444 2.3 -0.8 482 1.6* -1.1
445 4.8 -1.0 483 2.6 -1.2
446 2.8 -1.6 484 1.4* -1.2








449 1.7 -0.8 487 1.2 -1.1
450 2.6 0.1 488 1.9 -1.1
451 1.2 0.8 489 3.4*
1.5
-0.9
















458 1.3 — 0.4 496 1.7 -0.2
459 3.5 -1.3 497 1.2* -0.8
460 2.0 -1.2 498 1.7* -1.2
461 3.1 -1.0 499 2.9 -0.5
462 2.6 - 0.4 500 3.7 -0.2
463 2.1 -0.1 501 1.5* -1.6
464 3.3 -0.6 502 1.6* -0.6
465 2.9*




467 1.2 - 0.4 505 1.5 -1.6
468 1.7* -0.7 506 3.9 -1.2





. 471 1.6 -2.1 509 1.2 0.4
472 1.6* -1.8 510 2.1 -1.0
473 2.2 -1.6 511 1.9* -1.2
474 3.2 -0.8 512 2.0 0.1
475 1.2 -0.5 513 1.9 -0.9
467 2.5
¥ r
- 0.4 514 1.5* -0.1
477 1.9 -1.1 515 1.0 0.6
478 4.3 -0.7 516 1.5* -2.1
479 3.3 -0.6 517 3.6 0.2






F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE
519 3.2 -1.3 557
*
1.1 -0.9
520 1.2 -0.7 558 1.0 0.1
521 1.3 -1.1 559 2.0 - 0.4







524 -0.2 562 2.3
*
-0.7
525 1.3 -1.3 563 1.6 -1.7
526 1.5
1.8
-1.8 564 2.7 -0.5
527 -0.5 565 2.2 -1.5
528 2.1 -1.0 566 2.6 -1.1
529 4.6 -1.0 567
*
1.8 -1.3
530 1.6* 0.3 568 2.9 -0.1
531 2.9 -1.4 569 2.3 -1.0
532 2.1 -1.4 570 1.2 -1.2
533 1.3* -0.8 571 4.9 -0.8
534 6.4 -0.3 572 5.2 - 0.4
535 3.3 -1.0 573 3.6 -0.8
536 2.5 -0.7 574 1.1 -0.4
537 3.5 -0.7 575 2.5 -0.3
538 2.3 -0.8 576 3.1 -0.1
539 2.6 -0.7 577 3.0*
1.8
- 0.4
540 5.0 -0.6 578 -0.8
541 2.4 -0.7 579 2.0 -0.9




544 1.8 -0.4 582 1.4 1.3
545 3.3 -0.9 583 1.1*
-0.7
54.6 1.8 -1.3 584 1.9 111 -




549 1.7 -1.3 587 1.4 0.5
550 2.5 -0.5 588 5.1 -0.7
551 2.2 -1.0 589 2.0 -1.0
552 2.2 -0.7 590 1.0* -1.3
553 2.4*
1.2
-0.6 591 5.3 -0.8
554 -0.8 592 2.2 -2.0
555 4.1*
1.1
-0.5 593 2.2 - 0.9






F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE





597 1.8 -0.7 632 1.0 -1.0
598 2.5 -1.0 633 2.8 -1.1
599 1.7**
0.9 634 2.0# 0.1
600 1.5 -0.2 635 1.3 - 0.4
601 2.8 -1.0 636 1.6* -1.0
602 1.5* -2.2 637 3.3 -1.2






605 1.5 -1.8 640 1.3 -1.4
606 1.0* -0.6 641 1.0 -1.1








609 1.9 -0.2 644 1.0 -0.8









612 1.0 -0.6 647 1.4 -0.9
613 2.8 -1.2 648
*
1.9 0.3
614 2.1 -1.0 649
*
1.1 -0.3
615 2.1 -1.1 650
*
1.5 -0.7







618 1.3 -0.1 653 1.9 -0.2
619 2.6 -1.2 654
*
1.4 -1.0
620 1.2* -1.9 655 2.5 -1.0







-0.9 658 1.7 -2.4
624 1.4 -1.0 659 1.0 - 0.4
625 2.8 -0.1 660 1.4* -0.5
626 2.5 -0.6 661 1.6* -0.9
627
*
1.9 -1.7 662 2.0 -0.9
628 2.1 -1.2 663 1.0* -0.2



















667 1.7 0.8 671 1.1 -0.1
668 2.3 -1.4 672 2.8 -0.1
1 Subperiods 1/1972 - 12/1976 and 1/1977-12/1981 .
2 The null hypothesis is that the security variance 
is intertemporally stationary . Asterisks denote 
that the null hypothesis is rejected at the 99# 
level of confidence .
3 The null hypothesis that the security mean return 
is intertemporally stationary is accepted in all 
the cases at the 99# level of confidence .
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Table G.2 An F-test for the intertemporal stationarity 
of the security variances and a t-test for 
the intertemporal stationarity of the security 
mean returns using four nonoverlapping subperiods 
of length 75.
Sample B: Period:11/1956-12/1981,






































































































































































































































67 1.2 1.4 104 1.3 0.1
68 2.0 -0.4 105 1.7* 1.1



















74 1.5 1.2 111 1.3
*
-0.7
75 1.2 0.7 112 1.4 -0.1
76 2.1 -0.4 113 2.2 0.6








-0.4 116 1.5 0.2


























87 1.5 0.4 124 1.1¥r 0.7
88 1.1 1.1 125 1.0 1.7
. 89 2.2 1.5 126 1.6* 0.1









93 1.2 -0.9 130 1.1* 0.9
94 1.5 -1.0 131 1.5 -1.5
95
*















































1.7 -1.1 176 1.0 0.9
140
*










































































































































1.2 1.5 199 1.7* 0.3 ■














SUBPERIODS: 5/1969-7/1975 and 8/1975-10/1981
NUMBER OF 
SECURITY
F-VALUE Ï T-VALUE 2 NUMBER OF 
SECURITY
F-VALUE T-VALUE
1 2.0 -0.6 38 1.6* -1.8
2 1.1* 0.7 39
*
1.1 -2.3





1.8 -0.1 41 2.0 -0.8





-0.4 43 1.5 -I.4
7 -0.9 44 3.0 -0.8





1.0 -1.3 46 2.5 -0.9
10 2.4 -1.4 47
■X-
1.7 - 0.4
11 2.3 -0.4 48 2.0 -0.5
12 2.0 -0.3 49 1.8* -1.3
13
*



























20 3.6 -0.5 57
*
1.8 -2.0
21 1.6* -0,4 58 3.5 -0.7
22 2.0 0.2 59 2.1 -0.5
23 1.7* -0.9 60 2.2 -0.1
24 1.5* -0.7 61
*
1.2 -0.1













28- 2.1 -1.1 65
*
1.5 -1.4
29 1.3 0.3 66 2.4 -1.4
30 2.4 -0.6 67 1.7 -1.0
31 1.6* -1.8 68 1.7 -0.7
32 1.1* 0.9 69 5.3 -0.5
33
*
1.5 0.4 70 1.0* -0.8
34
*

























76 2.6 -0.5 113 1.8* -2.5
77 1.3 -1.1 114 1.0*
1.6*
-0.2
78 2.8 0.9 115 -1.3
79
*
1.2 -0.6 116 2.4 -0.9
80
*











83 2.4 -0.3 120 1.4* -0.3
84 1.2* -1.2 121
*
1.8 -1.3
85 1.6* • 0.4 • 122
*
1.4 -0.5
86 1.7* -0.2 123 2.0 -0.1





1.1 -0.6 125 2.3 -0.3
89
*
1.4 -0.6 126 1.0* -1.3








1.2 -0.4 129 1.0 -0.6
93 3.0 -0.1 130 1.8* -0.2
94 1.6* -0.9 131 2.4 -0.1






97 1.0 -1.2 134 1.2 -1.8
98 2.0 -0.6 135 1.2* 0.4
99
*
1.1 0.3 136 1.6* -0.6
100
*






102 1.4* -0.4 139
*
1.8 -0.3
















1.7 0.1 144 1.3*
1.6*
-1.1
108 1.8* -0.6 145 -0.8
109 1.7* -1.6 146 2.6*
1.4#
-0.7
110 2.3 -0.7 147 -0.3




NUMBER OF F-VALUE T-VALUE NUMBER OF F-VALUE T-VALUE
SECURITY SECURITY
149 1.2* -1.2 175 1.2* -0.9
150 1.0* 0.6 176 1.6* -0.6
151 1.7* -2.4 177 1.2 -0.3
152 1.6 0.3 178
*
1.4 -1.3
153 2.8 -1.5 179 2.0 -0.2
154 1.0* 0.5 180 2.3 -0.5
155
*
1.2 -0.8 181 2.4 -1.2





1.7 0.3 183 2.2 -1.4
158 1.8 -0.8 184
*
1.3 -0.2
159 3.0 0.2 185
*
1.2 -1.1








1.0 -0.8 188 2.4 -0.3
163
*
1.0 -0.6 189 1.6* -0.3
164
*
1.0 0.3 190 1.2* 0.4
16$ 2.0 -1.3 191 1.9* -0.6
l66 1.7* -0.9 192
if
1.7 -0.3
167 3.3 -0.2 193
if
1.3 -0.6
168 2.1 -0.7 194 1.5 0.1
169 1.6* -0.8 195
if
1.3 — 0.4
170 1.0* 1.6 196
if
■ 1.2 -0.7
171 1.5* -0.2 197
if
1.3 -1.7










1.3 0.3 200 1.1 -0.6
1 The null hypothesis . is that the security variance is 
intertemporally stationary. Asterisks denote that 
the null hypothesis is rejected at the 99# level of 
conf idence.
2 The null hypothesis that the security mean return,is 
intertemporally stationary is accepted in all the 
cases at the 99# level of confidence.
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Table C.3 An F-test for the intertemporal stationarity 
of the security variances and a t-test for 
the intertemporal stationarity of the security 
mean returns using two nonoverlapping subperiods 
of length 151. ^
Sample B: Period: 11/1956-12/1981,
Number of securities :200 .
NUMBER OF 
SECURITY



















1.8 0.9 36 1.4 0.6
4 2.1 0.9 37 2.9 0.1




















9 2.7 0.9 42 2.3 0.6
10 5.1 0.5 43 2.3 0.4










































19 1.7* 0.9 52 1.6* 0.7
20 4.4 -0.9 53 2.6 0.7












































































F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE




68 1.0 1.1 105 1.9 0.4
69 1.3* -0.1 106 2.1 0.8
70 1.7* 0.9 107 2.6 -0.1
if
71 1.3 0.9 108 1.7 0.4
72 2.4 1.5 109 2.6 0.1
73 1.5 0.5 110 2.0 0.8
74 2.2 1.9 111 1.5* -0.3
75 2.2 1.0 112 1.9* 0.2
76 5.4 0.9 113 1.0* 1.3* if
77 1.4 0.8 114 1.0 0.2




79 1.7 -0.6 116 1.9 0.8
80 3.7 0.1 117 1.0* -1.6
81 2.5 0.7 118 1.9* 0.3
if
82 1.2 -0.1 119 1.7 0.3
83 2.1 1.0 120 1.0* 1.4
84 2.3 2.1 121 2.7 0.4
85 1.7* -0.1 122 2.0 -0.3
86 1.4* 1.1 123 2.2 0.6if if
87 1.7 0.6 124 1.1 1.0
88 2.3 0.8 125 3.2 0.9
89 2.3 0.4 126 2.1 0.4
90
if
1.8 -0.6 127 2.0 1.5
91 2.4 1.0 128 2.2 0.7
92 2.1 0.6 129 3.4 0.5
93 3.4 -0.3 130 2.5 0.2
9^.. 2.2 -0.7 131 1.5* 0.4 •
95 2.5 -0.8 132 1.9* 0.3
96 2.1 0.7 133 1.6* -0.2
97
if
1.2 0.6 134 3.6 0.5
98 1.4 0.2 135 2.2 0.5
99 3.6 0.9 136 2.2 1.9
100 2.2 1.2 137 2.4 0.5
101 3.6 0.4 138 1.7* 0.2
102 2.2 -0.5 139 1.8* -0.1






F-VALUE T-VALUE NUMBER OF 
SECURITY
F-VALUE T-VALUE
141 1.7* 0.5 171
*
1.9 -0.8
142 1.4* 1.2 172
*
1.4 -0.1
143 1.8* 0.5 173 2.5 -0.7






146 2.5 0.2 176 2.1 0.5
147 2.5 0.2 177 2.1 1.6
148 2.6 -0.7 178 2.8 0.3
149 2.2 0.3 179 2.2 0.5
150 2.7 1.1 180 1.4 1.0
151 4.7 -0.3 181
*
1.3 0.7
152 1.0* -0.6 182 1.9* 0.8
153 1.3* 1.3 183 2.4 -1.1






156 2.0 0.8 186 2.8 -0.2
157 1.8* 0.1 187 1.5* 0.5
158 1.9* 0.8 188 3.4 0.2
159 2.4 1.3 189' 1.7* 0.4
160 1.1* 0.2 190 2.4 0.5
I6l 2.3 1.0 191
*
1.5 0.7
162 1.0 0.3 192 2.4 -0.3
163 1.7 0.7 193 1.6* 0.8
164 2.1 0.4 194 1.2* -0.2
163 2.3 0.3 195 2.1 0.3
166 2.3 0.6 196 2.8 0.5
167 2.8 0.3 197 ■ 3.0 -0.3
168 1.6* 0.4 198
*
1.4 0.3
169 1.0 -0.6 199
*
1.4 0.3
170' 2.8 0.9 200 2.5 0.2
1 Subperiods* 11/1956-3/1969 arid 6/1969-12/1981.
2 The null hypothesis is that the security variance is 
intertemporally statioanary. Asterisks denote that the 
null hypothesis is rejected at the 99# level of confidence
3 The null hypothesis that the security mean return is 
intertemporally stationary is accepted in all the 
cases at the 99# level of confidence.
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A P P E N D I X  D
Test for the Relationship between the Number of Factors 
and the Group Size
This appendix presents in details the results of the 
test concerning the empirical verification of the assumption 
that the number of factors determining the security returns 
remains the same across various groups of different sizes 
and across various groups of the same size.
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Table D.l A chi-square test indicating the adequancy
of the correlation matrix for factor analysis. 
























1 268 .6 1287.0 4755.6
2 119.5 1062.3 4317.7
3 237.9 981.9 3826.8
4 146.2 881.8 4377.9
5 145.6 816.6 3862.3
6 158.7 1028.5 3866.7
7 318.4 1429.8 4083.0
8 128.7 880.3 3886.6
9 178.4 730.0 3828.7
10 141.5 752.8 3729.2
11 230.7 825.1 4005.0
12 329.7 1106.4 4057.5
13 314.9 980.0 4983.8
427.9 1327.8 4665.7
'l5 412.0 1114.4 4657.3
16 194.4 526.3 2913.4
1 The null hypothesis that the correlation matrix of 
security returns is equal to the identity matrix 
is rejected in all the cases at the 99# level 
of confidence.
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Table D.2 A chi-square test indicating the adequancy
of the correlation matrix for factor analysis.
























1 584.1 1945.9 6372.5
2 329.0 1351.3 4972.7
3 290.3 1397.8 5214.7
4 235.7 1189.2 5113.5
5 270.1 1398.1 5615.4
1 The null hypothesis that the correlation matrix of 
security returns is equal to the identity matrix 
is rejected in all the cases at the 99# level 
of confidence.
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Table D.3 A chi-square test indicating the relationship 
between the appropriate number of common 

















AT THE 99# 
LEVEL OF 
CONFIDENCE
1 5 1 3.2 5 15.0
IQ. 3 24.6 18 34.8
15 6 48.8 30 50.8
21 6 122.7 99 134.6
26 7 198.1 164 209.0
31 7 321.5 269 325.8
36 10 357.2 315 376.3
42 13 440.5 393 461.1
2 5 1 11.9 5 15.0
10 2 43.1 26 ' 45.6
15 2 99.8 76 107.5
21 4 164.3 132 172.7
26 6 221.5 184 231.5
31 9 265.1 222 273.9
36 12 310.3 264 320.3
42 15 382.9 336 399.2
3 5 1 3.5 5 15.0
10 1 39.9 35 57.3
15 1 113.7 90 124.1
21 3 179.8 150 193.2
26 6 219.5 184 231.5
31 8 289.5 245 299.4
36 11 337.3 289 347.8




















AT THE 99# 
LEVEL OF 
CONFIDENCE
4 5 1 11.5 5 15.0
10 1 40.5 35 57.3
15 2 103.9 76 107.5
21 5 148.3 115 153.2
26 8 175.3 145 187.5
31 12 199.9 159 203.4
36 15 238.8 195 243.8
42 16 350.2 309 369.7 ---1
5 5 1 9.5 5 15.0
10 2 31.4 26 45.6
15 3 75.9 63 92.0
21 3 173.9 150 193.2
26 6 212.9 184 231.5'
31 6 345.7 294 353.3
36 8 424.3 370 436.2
42 11 519.8 454 527.0
6 5 1 3.6 5 15.0
10 1 43D 35 57.3
15 4 68.6 51 77.3
21 4 126.0 132 172.7
26 6 212.9 184 231.5
31 10 241.5 200 255 .2
36 12 314.2 264 320.3



















AT THE 99% 
LEVEL OF 
CONFIDENCE
7 5 2 1.1 1 6.6
10 2 42.3 26 45 .6
15 3 79.6 63 92.0
21 3 183.5 150 193.2
26 6 216.8 184 231.5
31 9 272.1 222 275.0
36 11 330.4 289 347.8
42 15 387.4 1 336 399.2
8 5 1 1.7 5 15.0
10 1 38.6 35 57.3
15 1 113.0 90 124.1
21 . 3 176.1 150 193.2
26 5 243.0 205 255.0
31 6 347.3 294 353.3
36 8 424.8 370 436.2
42 11 518.1 1 454 527.0
,9 5 1 11.4 5 15.0
10 1 33.9 35 57.3
15 1 102.4 90 124.1
21 3 170.1 150 193.2
26 4 271.61 227 279.4
31 8 282.6 245 299.4
36 11 340.5 289 347.8




















AT THE 99% 
LEVEL OF 
CONFIDENCE
10 5 1 1.1 5 15.0
10 1 37.7 35 57.3
15 1 100.5 90 124.1
21 3 190.2 150 193.2
26 5 252.0 205 255.0
31 7 318.5 269 325.8
36 9 400.1 342 405 .7
42 12 484.3 1 423 493.5
11 5 1 4.3 5 15.0
10 1 50.1 '35 57.3
15 2 93.5 76 107.5
21 3 183.7 150 193.2
26 5 250.0 205 255.0
31 7 317.9 269 325.8
36 8 420.4 370 436.2
42 12 481.3 423 493.5
12 " 5 1 2.2 5 15.0
10 2 32.7 26 45.6
15 2 81.6 76 107.5
21 3 184.3 150 193.2
26 7 195.0 164 209.0
31 7 323.3 269 325.8
36 8 432.8 370 436.2



















AT THE 99% 
LEVEL OF 
CONFIDENCE
13 5 1 4.7 5 15.0
10 2 25.2 26 45.6
15 3 78.9 63 92.0
21 4 162.2 132 172.7
26 7 199.5 164 209:0
31 7 314.0 269 325.8
36 7 459.1 399 467.6
42 11 510.4 454 527.0
14 5 1 12.3 5 15.0
10 2 73.4 35 45.6
15 3 81.4 63 92.0
21 3 173.2 150 193.2
26 3 283.8 250 304.9
31 4 408.7 347 411.2
36 6 486.7 429 500.0
42 9 581.6 519 596.8
15 ' 5 1 5.7 5 15.0
10 1 42.4 35 57.3
15 2 104.8 76 107.5
21 4 164.5 132 172.7
26 6 222.9 184 231.5
31 9 263.2 222 275 .0
36 12 313.9 264 320.3




















AT THE 99% 
LEVEL OF 
CONFIDENCE
16 5 1 9.7 5 15.0
10 1 46.9 35 57.3
15 1 102.9 90 124.1
21 4 169.7 132 172.7
26 4 259.2 227 279.4
31 4 398.7 347 411.2
36 6 470.1 429 500.0
42 8 621.8 553 633.3
-379-
Table D.4 A chi-square test indicating the relationship 
between the appropriate number of common 
factors and the group size .
Sample BrPeriod:11/1956-12/1981,Number of 



























































































































































FOR THE y? 
DISTRIBUTION 
AT THE 99% 
LEVEL OF 
CONFIDENCE
4 5 1 5.5 5 15.0
10 2 38.0 26 45 .6
15 3 82.3 63 92.0
20 5 122.6 100 135.8
25 6 204.2 165 210.1
30 6 304.3 270 326.9
35 8 384.4 343 406.8
4-0 8 544.6 488 563.6
5 5 2 1,9 1 6.6
10 2 39.2 26 45.6
15 3 78.7 63 92.0
20 3 161.0 133 173.8.
25 4 249.5 206 255.0
30 4 367.8 321 382.9
35 5 493.4 430 501.1
"
40 7 586.2 521 599.0
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A P P E N D I X  E 
Test for the Intertemporal Stability of the Number of Factors
The present appendix gives in details the results of 
the test regarding the empirical verification of the 
assumption that the number of factors affecting the 
security returns remains unchanged across various time 
periods for the same group of securities and for 
different security groups.
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Table E.l A chi-square test indicating the adequancy 
of the correlation matrix for factor 
analysis.




10 SECURITIES SECURITIES SECURITIES
DEGREES DEGREES DEGREES
OF FREEDOM :45 OF FREEDOM :2I£ OF FREEDOM:86l
CRITICAL CRITICAL CRITICAL
SUBPERIOD VALUE:69.9 VALUE: 260.6 VALUE: 930.3
1/1972 - 12/1976 323.3 593.5 1993.1












405.5 658.4 , 2014.3
269.0 513.5 1917.8
134.3 412.8 1431.4
















1 The null hypothesis that the correlation matrix of 
security returns is equal to the identity matrix 
is rejected in all the cases at the 99% level of 
conf idence.
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Table E.2 A chi-square test indicating the adequancy 
of the correlation matrix for factor 
analysis.
Sample B : three nonoverlapping subperiods 






































1 The null hypothesis that the correlation matrix of 
security returns is equal to the identity matrix 
is rejected in all the cases at the 99% level of 
confidence.
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Table E.3 A chi-square test indicating the adequancy 
of the correlation matrix for factor 
analysis.
Sample B : two nonoverlapping subperiods




























6/1969 - 12/1981 631.2 1392.2 4271.2
372.5 1059.3 3524.4
252.7 1104.5 3463.2
154.3 945.3 ■ 3502.2
180.6 1104.4 3839.6
1 The null hypothesis that the correlation matrix of 
security returns is equal to the identity matrix 
is rejected in all the cases at the 99# level of 
confidence, i
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Table E.4 A chi-square test indicating the intertemporal 
stability of the number of factors.
Sample A: subgroups of size 10 and two 













1/1972-02/1976 1 50.6 35 57.3
2 42.7 26 45 .6
1 38.0 35 57.3
1 41.7 35 57.3
2 37.3 26 45.6 .
1 30.3 35 57.3
1 49.6 35 57.3
1 49.8 35 57.3
1 50.9 35 57.3
1 42.4 35 57.3
1 46.2 35 57.3
2 37.7 26 45.6
2 28.2 26 45.6
2 40.4 26 45 .6
1 45.3 35 57.3
1 46.5 35 57.3
1/1977-12/1981 2 32.3 26 45 .6
2 32.5 26 45.6
1 46.9 35 57.3
1 42.6 35 57.3
1 32.8 35 57.3
2 48.7 26 45 .6
1 35.1 35 57.3
2 35.2 26 45.6
1 41.0 35 57.3
1 35.8 35 57.3 '
1 33.5 35 57.3
1 40.0 35 57.3
1 50.8 35 57.3
1 42.3 35 57.3
1 34.8 35 57.3
1 38.0 35 57.3
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TableE.5 A chi-square test indicating the intertemporal
stability of the number of factors.
Sample A: subgroups of size 21 and two 













1/1972-1^976 5 149.7 115 154.3
5 141.6 115 154.3
5 147.8 115 154.3
8 95.7 70 100.4
4 169.9 132 172.7
8 96.6 70 100.4
4 164.8 132 172.7
5 147.1 115 154.3
4 156.7 132 172.7
3 170.3 150 193.2
5 149.2 115 154.3
5 145.4 115 154.3
5 141.1 115 154.3
4 160.1 132 172.7
4 159.7 132 172.7
5 149.2 115 154.3
1/1977-12/19 81 3 179.9 150 193.2
3 175.1 150 193.2
3 190.5 150 193.2
7 93.6 84 117.0
3 185.6 150 193.2
2 208.9 169 214.6
3 177.4 150 193.2
4 161.3 132 172.7
3 179.7 150 193.2
3 186.9 150 193.2
3 162.5 150 193.2
4 166.5 132 172.7
3 178.6 150 193.2
3 164.6 150 193.2
4 168.1 132 172.7
8 97.4 70 100.4
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Table E.6 A chi-square test indicating the intertemporal 
stability of the number of factors.
Sample B : subgroups of size 10 and three 













11/1956-2/19 65 1 22.5 35 57.3
1 42.6 35 57.3
1 28.6 35 57.3
2 39.2 26 45 .6
2 40.3 26 45.6
3/1965-6/1973 2 39.5 26 45.6
1 50.1 35 57.3
2 35.6 26 45.6
1 38.1 35 57.3
1 42.4 35 57.3
7/197 3-10/1981 2 30.2 26 45.6
1 42.4 35 57.3
2 41.9 35 45.6
2 25.0 26 45.6
2 37.6 26 45.6
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Table E.7 A chi-square test indicating the intertemporal 
stability of the number of factors.
Sample B: subgroups of size 20 and three 













U/1956-2/ 19 65 3 145.8 133 174.9
4 132.9 116 154.3 .
2 166.4 151 194.3
2 184.3 151 194.3
2 190.7 151 194.3
3/1965-6/19 73 2 176.0 151 194.3
3 170.8 133 174.9
3 154.5 133 174,9
3 159.8 133 174.9
2 178.4 151 194.3
7/1973-10/1981 4 147.1 116 154.3
' 2 181.3 151 194.3
4 142.1 116 154.3
2 175.5 151 194.3
3 159.4 133 174.3
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Table E. 8 A chi-square test indicating the intertemporal
stability of the number of factors.
Sample B : subgroups of size 40 and three 













] 1/1956-2/196 5 9 517.1 456 529.1
9 521.3 456 529.1
7 591.4 521 599.0
8 555.1 488 563.6
7 587.3 521 599.0
3/1965^6/1973 10 483.1 425 495.7
10 490.6 425 495.7
9 503.4 456 529.1
7 587.4 521 599.0
6 626.5 555 635.4
7/197 3-10/1981 9 522.3 456 529.1
12 422.9 366 431.8
10 475.5 425 495.7
8 558.9 488 563.6
7 584.8 521 599.0
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Table E.9 A chi-square test indicating the intertemporal
stability of the number of factors.
Sample B: subgroups of size 10 and two 













] 1/1956-5/ 1969 1 44.5 35 57.3
1 41.7 35 57.3
2 38.1 26 45.6
1 42.6 35 57.3
1 39.4 35 57.3
6/1969-12/19 8 1 2 33.9 26 45.6
1 40.6 35 57.3
" 2 38.5 26 45.6
1 49.6 35 57.3
2 45.5 26 45.6
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Table E.IO A chi-square test indicating the intertemporal 
stability of the number of factors.
Sample B: subgroups of size 20 and two 













11/1956-5/196 9 3 150.0 133 174.9
5 121.4 100 135.8
3 139.0 133 174.9
- 4 144.1 116 154.3
2 163.9 151 194.3
6/19 69-12A981 4 152.5 116 154.3
4 147.6 116 154.3
" 4 150.8 116 154.3
2 181.1 151 194.3
3 168.9 133 174.9
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Table E.ll A chi-square test indicating the intertemporal
stability of the number of factors.
Sample B: subgroups of size 40 and two 













11/1956-5/1969 9 509.5 456 529.1
7 570.4 521 599.0
7 569.1 521 599.0
6 624.9 555 635.4
6 647.2 555 635.4
6/1969-12/1981 10 488.2 425 495.7
9 518.1 456 529.1
11 450.9 395 463.3
8 551.1 488 563.6
7 586.2 521 599.0
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