The problem of estimating the size of a backtrack tree is an important but hard problem in the computational sciences. An efficient solution of this problem can have a major impact on the hierarchy of complexity classes. The first randomized procedure, which repeatedly generates random paths through the tree, was introduced by Knuth. Unfortunately, as was noted by Knuth and a few other researchers, the estimator can introduce a large variance and become ineffective in the sense that it underestimates the cost of the tree. Recently, a new sequential algorithm called Stochastic Enumeration (SE) method was proposed by Rubinstein et al. The authors showed numerically that this simple algorithm can be very efficient for handling different counting problems, such as counting the number of satisfiability assignments and enumerating the number of perfect matchings in bipartite graphs. In this paper we introduce a rigorous analysis of SE and show that it results in significant variance reduction as compared to Knuth's estimator. Moreover, we establish that for almost all random trees the SE algorithm is a fully polynomial time randomized approximation scheme (FPRAS) for the estimation of the overall tree size.
Introduction
The problem of estimating the total cost of a backtrack tree is an important but hard problem from both a theoretical and practical point of view. Consider a tree with node set V, where a cost c(v) is associated with each node v ∈ V. In many practical situations it is important to find the total cost of the tree, v∈V c (v) .
For large trees the direct computation of this cost using tree traversal is expensive in terms of computation effort. Hence, a Monte Carlo approach can be beneficial. Knuth (1975) introduces a randomized algorithm that gives an unbiased estimator for this problem. The proposed algorithm repeatedly generates a random walk from the tree root to a leaf and counts the encountered node degrees (a more detailed explanation will be provided in the next section).
The main disadvantage of Knuth's approach is a large variance of the estimator that can occur for some tree instances. A few attempts were made to improve Knuth's algorithm. For example, Pudrom's partial backtracking algorithm (Purdom 1978) allows more than one child to be explored by the random walk. This multiple children exploration is achieved by returning to the same node and choosing a different path to continue. Pudrom's method, which employs an importance sampling approach (Rubinstein and Kroese 2008), can offer an improved efficiency. Nevertheless, Chen (1992) showed that in this case it is also hard to achieve a significant variance reduction without considerable computational effort. Chen (1992) introduced another approach to handle the tree cost estimation problem by using a stratified sampling method. Chen's algorithm has proven performance guaranty for some randomly generated instances.
The general problem of estimating the cost of a tree belongs to the complexity class called #P (Valiant 1979) . This complexity class consists of the set of counting problems that are associated with a decision problem in NP (non-deterministic polynomial time), e.g., how many solutions does a propositional formula have (#SAT)? The #P-complete complexity class is a sub-class of #P consisting of those problems in #P to which any other problem in #P can be reduced via a polynomial reduction. #SAT, for example, is #P-complete. Interestingly, various #P-complete problems are associated with an easy decision problem, i.e., the corresponding decision problem is in P (polynomial time), such as satisfiability of propositional formulas in Disjunctive Normal Form (DNF).
For some #P-complete problems there are known efficient approximations. For example, Karp and Luby (1983) introduced a FPRAS for counting the solutions of DNF satisfiability formulas. Similar results were obtained for the knapsack and permanent counting problems by Dyer (2003) and Jerrum et al. (2004) .
Unfortunately, there are also many negative results. For example, (Dyer et al. 1999; Vadhan 1997) showed that counting the number of vertex covers remains hard, even when restricted to planar bipartite graphs of bounded degree or regular graphs of constant degree. The theoretical importance of this counting problem follows from the fact that finding an efficient algorithm (for example FPRAS) to some specific problems will result in the collapse of polynomial hierarchy. For example, it was showed in (Liu and Lu 2013) that there is no efficient approximation algorithm capable to count vertex covers if some vertex can appear in 6 clauses unless NP=RP, where RP stands for the Randomized Polynomial Time complexity class (Motwani and Raghavan 1995). The findings of Liu and Lu are not very encouraging, since there is a direct correspondence between counting combinatorial objects and their associated backtrack trees. For example, we can define c(v) = 1 for every v ∈ V that corresponds to a valid vertex cover. Thus, the estimation of a backtrack tree is at least as hard as the estimation of the number of vertex covers.
