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Spin triplet nematic pairing symmetry and superconducting double transition in
U1−xThxBe13
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Motivated by a recent experiment on U1−xThxBe13 with x = 3%, we develop a theory to narrow
down the possible pair symmetry to consistently describe the double transition utilizing various
theoretical tools; group theory and Ginzburg-Landau theory. It is explained in terms of the two
dimensional representation Eu with spin triplet. A symmetry breaking causes the degenerate Tc to
split into the two. The low temperature phase is identified as the cyclic p wave: ~d(k) = xˆkx+εyˆky+
ε2zˆkz with ε
3 = 1 while the biaxial nematic phase: ~d(k) =
√
3(xˆkx − yˆky) is the high temperature
one. This allows us to simultaneously identify the uniaxial nematic phase: ~d(k) = 2zˆkz − xˆkx− yˆky
for UBe13, which breaks spontaneously cubic symmetry of the system. Those pair functions are fully
consistent with the above and existing data. We comment on the accidental scenario in addition to
this degeneracy scenario and the intriguing topological nature hidden in this long-known material.
PACS numbers: 74.20.Rp, 74.70.Tx, 74.20.-z
It is generally quite difficult to uniquely identify the
pairing symmetry among abundant possible states in ex-
otic superconductors and superfluids [1, 2]. This is par-
ticularly true for the spin-triplet pairing, compared with
the spin-singlet one because the lenlarged degrees of free-
dom in a pair function consisting of the spin and orbital
components are doubled to the singlet case where the
former freedom is absent. Among many unconventional
heavy fermion superconductors whose pairing symmetry
is largely undetermined precisely, UPt3 is a rare case to
identify a triplet pairing function. This is partly because
of the double transition at H = 0 and the multiple phase
in the H vs T plane. In order to explain the multiple
phase in UPt3 it is obvious that the pairing function must
belong to a multi-dimensional representation, namely a
two-dimensional one E1u [3, 4] or E2u [5, 6] in D6h whose
orbital degeneracy can be lifted by an external or internal
symmetry breaking perturbation, that is, the antiferro-
magnetism in this case, giving rise to the double transi-
tion at Tc1 and Tc2.
There is the other well-known double transition super-
conductor (U1−xThx)Be13 for a narrow doping region:
2% < x < 4% (see Fig. 1) whose pairing symmetry has
not been identified yet [7] since its discovery in 1985 [8].
This long-standing mystery remains unexplored because
the difficulty of high quality single crystal synthesis pre-
vents its detailed investigations. Almost all experiments
on this system are done by using poly-crystalline mate-
rials except for a few example [9–11].
Recently a remarkable experiment [12] has been re-
ported by using single crystalline (U0.97Th0.03)Be13 with
optimal doping. The unprecedented field angle resolved
specific heat experiment reveals the following new facts
which prompt us to renew the view accumulated so far:
(1) The gap structure is nodeless for the low tempera-
ture phase which is the same as in the parent compound
UBe13 reported earlier [13].
(2) Under applied fields, the two transition lines start-
ing at the two transition temperatures, Tc1=0.6K and
Tc2=0.4K do not exhibit a crossing (see the inset of Fig.
1) as coinciding with the poly-crystalline experiment with
the comparable doping level by Kromer et al [14]. We
call A (B) phase for the high (low) temperature phase in
the H vs T plane. This is sharply contrasted with UPt3
where in the H vs T plane the phase diagram consists of
the three subphases. This contrast results in important
consequences in choosing the possible pair function be-
cause as we will see shortly, the orbital degenerate state
in cubic symmetry generically removes the crossing in a
fundamental way deeply rooted into the group theoretical
structure for Oh, differing from D6h in UPt3 [3, 4, 6, 15].
Thus the two phases A and B in the H vs T plane are
inevitable in Oh.
(3) The H vs T phase diagram is almost independent of
the field orientation, thus enabling us to trust the phase
diagram constructed by poly-crystalline samples [14].
(4) The field angle resolved specific heat experiment ex-
hibits a different orientational dependence for A and B
phases, unambiguously indicating that A and B phase are
different superconducting states with its own gap struc-
tures assigned for each phase.
Let us now start out by examining the possible pairing
state to explain the facts (1)-(4) consistently. In order
to naturally explain the two phases A and B, we need
a pair function belonging to a higher dimensional rep-
resentation, at least two dimensional one, which is the
minimal dimension. We call it the degenerate scenario.
If we choose the pair function from the one dimensional
representation, say for A phase, we must select the other
for B phase belonging to a different irreducible repre-
sentation. We call it the accidental scenario, which is
extensively studied earlier [16].
As mentioned, B phase must be nodeless. For A phase
it is a different gap structure from this because they re-
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FIG. 1: (color online) Schematic phase diagram in T -x
plane of U1−xThxBe13. A: the biaxial nematic state ~d(k) =√
3(xˆkx−yˆky), B: the cyclic p state ~d(k) = xˆkx+εyˆky+ε2zˆkz,
C: the uniaxial nematic state ~d(k) = 2zˆkz− xˆkx− yˆky for Eu.
The inset shows schamatic phase diagram for 2% < x < 4%
in H-T plane. The A-B boundary never touchs the Hc2 line
generically.
sponds differently to external fields. According to µSR
experiment [17], B phase is a time reversal broken state
while A phase is an unbroken state. Previously the origin
of this spontaneous appearance of the internal magnetic
field was assigned to a spin density wave state [17–20].
The later extensive search in the reciprocal space of the
magnetic Bragg peaks by neutron experiments [21] fails
to find it. This proposal is no longer applicable to the
present system. Thus we must consider the double tran-
sition as arising the successive phase transition between
different superconducting states. In retrospect, it is obvi-
ous that the second transition at Tc2 is a superconduct-
ing transition because Hc1 is enhanced below Tc2 [17],
meaning that the superconducting condensation energy
is gained at lower temperatures by going into a more sta-
ble superconducting state.
Another crucial µSR experiments [10, 11] done by sin-
gle crystals on undoped and 3% Th-doped systems show
a clear decrease of the Knight shift below the supercon-
ducting transition. In both cases χs/χN tends to ∼ 0.5
with χs (χN) spin susceptivity in the superconducting
(normal) state in common to lower temperatures. In the
doped system χs exhibits a clear anomaly at Tc2, signal-
ing that A and B phases have a different spin structure.
Thus A and B phases possess not only different orbital
structures, but also different spin structures in the pair
symmetry.
This result can be interpreted by the two ways: The
triplet pair case can explain this decrease of the spin
susceptibility χs → 0.5χN towards T → 0 if the d-
vector consists of three components, such as in super-
fluid 3He B phase where the pair function is described
by ~d(k) = xˆkx + yˆky + zˆkz with χs → 23χN at T = 0.
Note that χs → 0.3χN in the actual B phase because
of the Fermi liquid correction [22]. Thus our B phase
should have multiple d-vector components under the sin-
gle domain assumption, which we assume in the following
arguments.
Characteization of the phases
phase d-vector gap χs/χN
A (BN)
√
3(xˆkx − yˆky) point nodes 1/2(H ⊥ z) 1(‖ z)
B (Cyclic) xˆkx + εyˆky + ε
2zˆkz points & full 2/3
C (UN) 2zˆkz − xˆkx − yˆky full gap 2/3
TABLE I: BN: biaxial nematic, UN: uniaxial nematic, Cyclic:
p wave cyclic
The singlet pair case might also explain this because
χs/χN → a finite value by assuming the impurity ef-
fect, which gives rise to a finite residual density of states.
However, it is rather strange to see the similar values
χs → 0.5χN for the completely different systems, un-
doped and 3% Th-doped systems. We support the for-
mer interpretation, namely the triplet pair case which is
fully backed up by the arguments followed.
In the x-T phase diagram of (U1−xThx)Be13 shown in
Fig. 1, we can assign each phase to A, B, and C. Here we
assume that the phase boundaries are all second order.
Under pressure P for x = 2.2% Zieve et al [23] found
that the four lines meet at a point in the P -T plane.
According to the 2D degenerate scenario which we advo-
cate here, the two components of the 2D representation
corresponding to A and C, and its linear combined state
to B phase. Then it is logical to consider that the high
doping phase above x > 4% must be C phase, exhausting
all possible combinations allowed by the 2D degenerate
scenario. That is, the undoped UBe13 and higher Th
dopings must be the identical phase C. This is a “mini-
mal” phase diagram. Note a piece of supporting evidence
that the undoped and 6% Th doped systems are a time
reversal symmetry unbroken state, different from B, but
same as A phase [17]. This 2D degenerate scenario fun-
damentally differs from the accidental scenario, where
generically the higher doping phase is not necessarily the
same as in the undoped UBe13 from the logical point of
view. That is, it could be a D phase in the accidental
scenario because there is no internal constraint here.
Let us now to go on along this line to further narrow
down possible pairing symmetry. The group theoretic
classification under cubic symmetry Oh, which has been
done by several groups [7, 24–26]. Among the 2D rep-
resentations Eg for singlet state and Eu for triplet state,
we first examine the triplet case; ~l1(k) =
√
3(xˆkx − yˆky),
~l2(k) = 2zˆkz − xˆkx− yˆky with the standard notations [7]
where l1(l2) is known to be the biaxial (uniaxial) ne-
matic state. Those break the cubic symmetry down
3to C2. A combination of ~l1(k) + i~l2(k) is casted into
~d(k) = xˆkx + εyˆky + ε
2zˆkz with ε
3 = 1. We call
it the cyclic p wave state, which is a so-called inert
state, namely generically stable state against parameter’s
change of a system [24].
Analogously, we can find the corresponding singlet
state, namely ls1(k) =
√
3(k2x − k2y), and ls2(k) = 2k2z −
k2x − k2y. with a linear combination ls1(k) + ils2(k), giving
rise to ψ(k) = k2x + εk
2
y + ε
2k2z . This is the cyclic d wave
state. Here we examine those comparatively.
The gap structure of the cyclic p wave, which is a non-
unitary state, is easily calculated: One branch has point
nodes at (111) direction and its equivalent directions, and
the other branch is a full gap. Since the Fermi surface is
absent along the (111) direction according to band cal-
culations [27, 28], this state is actually no node on the
Fermi surface. This is fully consistent with Shimizu’s ex-
periment [12]. The cyclic d wave state has point nodes
at (111) direction, just the same as the above, it is also
a candidate for B phase. However, ls1(k) and l
s
2(k) have
line nodes, one of which is going to identify C phase,
thus it is not a candidate pairing state because UBe13 is
a full gap. Thus Eg degenerate scenario does not hold
anymore. We are left with the Eu degenerate scenario,
which we consider from now on.
The Ginzburg-Landau free energy density F for the 2D
representation is written down F = α(T )(|~l1|2 + |~l2|2) +
β1(|~l1|2+ |~l2|2)2+β2(~l1~l∗2−~l∗1~l2)2 with α(T ) = α0(Tc−T ).
The degenerate transition temperature Tc can be split
into two Tc1 and Tc2 whose origin is unknown at present.
We will discuss a possible origin later. The condition
of β1 > 0 is required for the stability and if β2 < 0, it
is easy to see that l1(k) + il2(k), or the cyclic p wave
state is stable in lower temperatures as a ground state.
Thus this time reversal broken state is realized. The
weak coupling estimate for p wave case [26] shows that
β1 : β2 = 1 : (−1/3).
Thus ~l1(k) first appears at Tc1 as A phase (the biaxial
nematic) and ~l1(k) + i~l2(k) with χs/χN=2/3 for all field
directions appear at a lower Tc2 as B phase (the cyclic p
wave) via a second order transition. Logically in the x-
T plane the remaining C phase (uniaxial nematic) must
be ~l2(k). This identification is quite appealing because
~l2(k) = 2zˆkz − xˆkx − yˆky is full gap independent of the
Fermi surface topology and χs/χN=2/3 for all field di-
rections. For A phase ~l1(k) =
√
3(xˆkx − yˆky) has two
point nodes at the poles with χs/χN=1/2 for H ‖ x and
y. Those spin structures of A, B and C phases are fully
consistent with the µSR results [10, 11]. So far there is
no experimental information on the precise gap structure
for A phase.
Several researchers have explored and been character-
izing the nature of the identified triplet states in a dif-
ferent context: All those states belong to the so-called
3P2 superfluid phase (S = 1, L = 1, J = 2) which is
thought to be realized in the neutron-rich inner core of
the neutron stars [29, 30]. Those have all topologically
rich structure since the two nematic states are classi-
fied to DIII in the topological table [31] and are similar
to superfluid 3He B phase where the surface Majorana
mode exists [2]. The cyclic p state has the Weyl nodes
in general whose surface Majorana arc structure is dis-
cussed [32]. We also point out that the recent so-called
“nematic superconductors”, which spontaneously break
the rotational symmetry down to C2, such as AxBi2Se3
(A=Cu, Sr, Nb) [33–35] are discussed in terms of the
p wave pairing state [36] similar to the present nematic
states, sharing the same physics.
Now we consider the H-T phase diagram. It can be
discussed by the following GL free energy density F for
2D representation in Oh [37]:
F =K1{|Dx(−l1+
√
3l2)|2+|Dy(l1+
√
3l2)|2+|Dz(2l1)|2}
+K2{|Dx(
√
3l1+l2)|2+|Dy(−
√
3l1+l2)|2+|Dz(2l1)|2}
+Σi=1,2αi(T )|li|2 (1)
with αi(T ) = α0(T − Tci). The covariant derivative ~D =
(∂x, ∂y,−2iAz(x, y)) with ~ = c = e = 1 and Az(x, y) =
H(−x sin θ + y cos θ) for the magnetic field H applied in
the x-y plane and θ is the angle from the x-axis. Then,
the total free energy F is given
F =
∫
∞
−∞
du{(K1 + 3K2)(dl1
du
)2 + 4K1u
2l21
+(3K1 +K2)(
dl2
du
)2 + 4K1u
2l22
−2
√
3(K1 −K2) cos 2θ(dl1
du
)(
dl2
du
) + Σi=1,2αi(T )|li|2} (2)
From this form it is clear that because of the bilinear
coupling between l1 and l2 the two transition lines H
(1)
c2
and H
(2)
c2 starting at Tc1 and Tc2 respectively never cross
generically. It is interesting to note that K1 = K2 is
rather a special case because the gradient coupling term
above vanishes and the initial slopes of the twoHc2 curves
become same, so they are exactly parallel in the H-T
plane. Thus within this scenario the two Hc2 curves do
not cross to each other in general. This is the case where
according to Kromer et al [14] all the experimental phase
diagrams for various dopings show no crossing. They are
more or less parallel shifted [38].
When K1 6= K2, the second transition at Tc2 becomes
a crossover differed from the true second order at H = 0
simply because below Tc1 the second component l2 is
always induced by l1 via the bilinear coupling above.
Therefore, to keep the second order transition for H 6= 0
the conditionK1 ≃ K2 is desirable. It can be derived [37]
when Tc1=Tc2 the following in-plane Hc2(θ) anisotropy
4Hc2(θ)
Hc2(0)
=
[
2(K1 +K2) + |K1 −K2|
2(K1 +K2) + |K1 −K2|
√
1 + 3 cos2 2θ
]1/2
.
(3)
When K1 = K2, this in-plane anisotropy vanishes. The
two Hc2 curves are parallel in the H-T plane and com-
pletely no in-plane anisotropy, both of which are second
order.
The expression for K1/K2 is given in terms of the
Fermi velocity average over the Fermi surface, K1/K2 =[
4〈v4z〉+ 2〈v2z〉〈v2x〉
]
/6〈v2zv2x〉. For the Fermi sphere
model, 〈v2z〉 = 1/5 and 〈v2zv2x〉 = 1/15, thus K1/K2 =
13/6 = 2.2 far from unity. However, if we approximate
the octahedron Fermi surface with holes along (111) di-
rection at the Γ point [27, 28] to a complete regular octa-
hedron, we obtain K1/K2 = 1. The continuous deforma-
tion of this octahedron might changeK1/K2 = 1 towards
K1/K2 = 2.2 for the sphere. Thus it is not unreasonable
to expect K1/K2 ≃ 1, which assures the second order
like transition at Tc2 for H 6= 0. Experimentally there
is no indication of the first order transition or crossover
phenomenon at Hc2 [12].
Let us briefly compare the UPt3 problem in hexagonal
D6h with the present cubic Oh. In the former the gradi-
ent terms consist of the four independent invariants [4]
with the coefficients K1, K2, K3, andK4 where the latter
two terms cause the gradient coupling. To explain the ob-
served crossing, ultimately giving rise to the three phases
in the H-T plane of UPt3, K3 and K4 need a fine tuning
to be K3=K4=0. In UPt3 the spin degeneracy scenario
seems to be more natural [39, 40] than the orbital one.
In Oh case here, since there are only two independent pa-
rameters K1 and K2, the gradient coupling is inevitable
except for the special point K1 = K2. Therefore the two
Hc2 curves intrinsically avoid each other without any fine
tuning.
So far we focus on the 2D representation Eu and Eg.
There are two three dimensional representations both for
triplet and singlet cases [7]. But it is clear that no ap-
propriate state is found in light of our criteria: nodal
structure and time reversal broken state for B phase.
Moreover, there are many other redundant states more
than the observed A, B and C phases by combing the
three components. Thus we do not pursue this possibil-
ity, concluding that the present Eu is the best choice.
Let us move to the accidental scenario which has been
discussed extensively by Sigrist and Rice [16]. Since as
mentioned we obtain new information as for the nodal
structure of undoped and doped systems, we can advance
their argument and narrow down the possible pair sym-
metry out of the huge numbers of the possible combina-
tions. As for the singlet case, we start with the simplest
A1g, namely the s wave state at x = 0 as C phase, which
is nodeless. Upon doping another singlet state such as
A2g appears whose Tc1(x) curve has a dome shape as
seen from Fig. 1. Thus at x = 3% where Tc1(x) exhibits
a local maximum the A2g appears at Tc1, then below Tc2
A1g+iA2g is realized as the broken time reversal state B.
This scenario seems appealing and looks natural among
vast numbers of possible combinations, but the classified
A2g is given by ψ(k) = (k
2
x − k2y)(k2y − k2z)(k2z − k2x), too
high a angular momentum state [7], which is unlikely. A
simplest alternative is to select a d wave state, instead of
A2g which is quite ad hoc, then s+ id could be B phase.
Note that all phases are full gap, completely independent
of the Fermi surface topology, which is another appealing
point. But there is no logical necessity for d-wave.
The corresponding triplet case seems more plausible:
Starting with the simplest and most symmetric A1u,
namely ~d(k) = xˆkx + yˆky + zˆkz with full gap as C phase
at x = 0. As increasing x, A2u ~d(k) = xˆkx(k
2
y − k2z) +
yˆky(k
2
z−k2x)+ zˆkz(k2x−k2y) appears to form A1u+iA2u as
B phase. Again those states are all full gap independent
of the Fermi surface topology. The argument is appeal-
ing because at x = 0 the most symmetric A1u is realized.
Then the doping induces the higher angular momentum
A2u by breaking some symmetry at x = 0, such as lattice
distortion etc.
In those accidental scenarios there is no gradient cou-
pling by construction. Depending on the GL parameters,
the two transition lines starting at Tc1 and Tc2 could be
crossed. There is no reason to avoid this crossing. Thus
the H-T phase diagram inevitably consists of three sub-
phases, which is not observed. Another demerit of this
scenario is arbitrariness of the choice of the two possible
independent irreducible representations A1u and A2u.
As for the origin of the double transition, we assume
some unidentified symmetry lowing perturbation to split
Tc into Tc1 and Tc2. One possible origin is crystal distor-
tion caused by Th doping. If we consider that the distor-
tion monotonically increases with doping, we can not ex-
plain the non-monotonic variation of Tc2(x). A fact [14]
that the resistivity maximum temperature Tmax(x) just
above the transition temperature decreases with Th dop-
ing, pointing to the Tc2(x) maximum at xcr = 3% is quite
suggestive because the normal state properties exhibit a
critical behavior such as quantum critical point at xcr.
In summary, we have narrowed down possible pair
symmetry realized in (U,Th)Be13. The double transition
is interpreted in terms of the 2D degeneracy scenario in
Eu. The low and high T phases are identified as the cyclic
p wave state ~d(k) = xˆkx + εyˆky + ε
2zˆkz and the biaxial
nematic state ~d(k) =
√
3(xˆkx − yˆky) respectively. This
leads us to simultaneously identify the uniaxial nematic
state ~d(k) = 2zˆkz − xˆkx − yˆky for undoped UBe13. Both
orbital or gap structure and spin structure of the pairing
functions for A, B, and C phases are fully consistent with
the recent [12] and the µSR [10, 11] experiments. We also
put forth the accidental scenario previously proposed [16]
further and evaluated both scenarios critically.
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