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By a topological dynamical system, we mean a pair (X, f ), where X is a compactum and
f is a continuous self-map on X . A system is said to be null if its topological sequence
entropies are zero along all strictly increasing sequences of natural numbers. We show
that there exists a null system which is distributionally chaotic. This system admits open
distributionally scrambled sets, and its collection of all maximal distributionally scrambled
sets has the same cardinality as the collection of all subsets of the phase space. Finally
such system can even exist on continua.
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1. Introduction
Chaotic behavior is a qualitative characterization of the complexity of a dynamical system. As far as we know, the ﬁrst
topological deﬁnition of chaos ever introduced was Li and Yorke’s from 1975 [12]. Since then, the research on chaos has
had a great inﬂuence on natural sciences, including applied mathematics, computational physics and computer science.
Furthermore, various extensions of Li–Yorke chaos were developed. A very important one is distributional chaos, which was
introduced by B. Schweizer and J. Smítal [16] in 1994.
Entropy, as a basic numerical invariant, is a quantitative measurement of the complexity of a dynamical system. In 1965,
Alder et al. [1] provided the notion of topological entropy which measures the maximal exponential growth rate of orbits
for a dynamical system. Systems with positive topological entropy are random in certain sense, and systems with zero
topological entropy are said to be deterministic. There are several ways to distinguish deterministic systems. One of them
is to establish the concept of topological entropy along a strictly increasing sequence of natural numbers. The topological
sequence entropy was investigated by Goodman [8]. A system is said to be null if all topological sequence entropies are
zero.
The relationships between chaos and topological entropy captured the attention of some authors long time ago. In 1986,
Xiong [17] constructed a Li–Yorke chaotic map on interval with zero topological entropy. Conversely, Blanchard et al. [2]
obtained a remarkable and general result, that is, positive topological entropy implies Li–Yorke chaos. It is proved in [16]
that for interval self-maps, positive topological entropy is equivalent to distributional chaos. For more general spaces, this
statement doesn’t hold. There exists a system which exhibits distributional chaos and have zero topological entropy [13],
and there also exists a system with positive topological entropy which is not distributionally chaotic [15].
What are the relationships between chaos and topological sequence entropy? Franzová and Smítal [7] have found that
for interval self-maps, Li–Yorke chaos is identical to positive topological sequence entropy along some sequence. Later Forti
et al. [6] pointed out that there exists a null triangular map which is Li–Yorke chaotic with only a two-point scrambled set.
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entropy along some sequence. Now, someone would ask if any distributionally chaotic system must have positive topological
sequence entropy along some sequence. It’s somewhat surprising that the answer is yet negative. In this paper, following
the idea of Example 8 in [15], we will show that there exist many systems which are distributionally chaotic and have zero
topological sequence entropies along all strictly increasing sequences of natural numbers, i.e., are distributionally chaotic
and null systems. Among them there are some systems on continua.
Null systems are widely studied on various spaces, such as in [4,5,9]. From their deﬁnitions, they can be regarded justiﬁ-
ably as a class of deterministic and simple systems. But inside these systems there still appears strong chaotic phenomena,
such as distributional chaos. In other words, systems with distributional chaos can be simple. Our examples numerically
state that some distributionally chaotic systems don’t display chaotic behaviors as expected. Even though distributional
chaos is stronger than Li–Yorke chaos, using distributional chaos alone to describe the complexity of a dynamical system
is still far from enough. This suggests that we should explore more dynamical properties as well as chaos. It helps us to
improve our comprehension of the complexity of a dynamical system.
It is well known that the topological entropy of a dynamical system is concentrated on its non-wandering set. But it
is not true for topological sequence entropy. Such counterexample on a countable compactum has been offered by Ye and
Zhang [18]. To verify the nullness of a system, some concepts, such as sequence entropy tuple or independence set, are
needed. We will present all these deﬁnitions in the next section.
This paper is organized as follows. In Section 2 we introduce some deﬁnitions and results of chaos and topological se-
quence entropy. Section 3 is devoted to our main results. We show that there exists many systems which are distributionally
chaotic and null. In the following section, we discuss some properties of the distributionally scrambled sets of these systems.
Finally, phase spaces are shifted from compacta to continua.
2. Preliminaries
A compactum is a nonempty compact and metrizable space, and a continuum is a connected compactum. By a topological
dynamical system (TDS for short) we mean a pair (X, f ), where X is a compactum with metric d and f : X → X is a
continuous map. Z+ , N denote the set of positive integers and natural numbers respectively, and A the cardinality of
set A. Denote k(X) = {(x, x, . . . , x) ∈ Xk | x ∈ X}, k 2.
Let (X, f ) be a TDS. We write Orb(x) = {x, f (x), f 2(x), . . .} and call it the (positive) orbit of x. We say that a point x ∈ X
is a non-wandering point of f if for each neighborhood U of x in X , there exists n ∈ Z+ such that f n(U ) ∩ U = ∅. The set
of non-wandering points of f is denoted by Ω( f ). A ⊂ X is said to be invariant for f if f (A) ⊂ A. For x ∈ X , ε > 0, put
B(x, ε) = {y ∈ X | d(x, y) < ε}.
Let (X, f ) and (X1, f1) be two TDSs. If there is a continuous onto map φ : X → X1 with φ ◦ f = f1 ◦ φ, we will say that
(X1, f1) is a factor of (X, f ), and (X, f ) is an extension of (X1, f1). The map φ is called a factor map between (X, f ) and
(X1, f1).
2.1. Chaos
A subset A ⊂ X containing at least two points is said to be a Li–Yorke scrambled set of f if any two different points
x, y ∈ A satisfy
limsup
n→∞
d
(
f n(x), f n(y)
)
> 0, lim inf
n→∞ d
(
f n(x), f n(y)
)= 0.
Such a pair (x, y) is said to be Li–Yorke pair of f . A pair (x, y) with
lim
n→∞d
(
f n(x), f n(y)
)= 0
is said to be asymptotic.
Write
F (n)xy (t) = {i | d( f
i(x), f i(y)) < t, 0 i  n − 1}
n
.
Similarly, a subset A ⊂ X containing at least two points is said to be a distributionally scrambled set of f if any two different
points x, y ∈ A satisfy
F ∗xy(t) = limsup
n→∞
F (n)xy (t) ≡ 1, for all t > 0,
and there exists t0 > 0 such that
Fxy(t0) = lim inf
n→∞ F
(n)
xy (t0) = 0.
Such a pair (x, y) is said to be a distributionally chaotic pair of f .
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set (distributionally scrambled set respectively).
Obviously, distributional chaos is stronger than Li–Yorke chaos.
2.2. Topological sequence entropy
Denote by S the set of all strictly increasing sequences of N. For S = {a0 < a1 < · · ·} ∈ S and a ﬁnite open cover U of X
deﬁne
hS( f , U) = limsup
n→∞
1
n
logN
(
n−1∨
i=0
f −ai (U)
)
,
where N(C) is the minimal cardinality among all cardinalities of subcovers of C . The topological sequence entropy of (X, f )
along S is hS ( f ) = supU hS ( f , U), where supremum is taken over all ﬁnite open covers of X . If S = N we recover the
standard topological entropy.
We say that a TDS (X, f ) is null if hS( f ) = 0 for each sequence S ∈ S .
The following lemma from [9] plays an important role in constructing new null systems from old ones.
Lemma 2.1. The property of nullness of a dynamical system is stable under factor maps and countable products.
Deﬁnition 2.2. Let (X, f ) be a TDS and k  2. A tuple (x1, . . . , xk) ∈ Xk\k(X) is said to be a sequence entropy tuple if,
whenever U1, . . . ,Ul are closed mutually disjoint neighborhoods of the distinct points in the list x1, . . . , xk , there exists
S ∈ S such that hS( f , {Uc1, . . . ,Ucl }) > 0.
The set of sequence entropy tuples of length k 2 is denoted by SEk(X, f ), and it is denoted by SE(X, f ) when k = 2. It
was shown in [9] that SE(X, f ) = ∅ if and only if (X, f ) is null.
In [11], Kerr and Li introduced the notions of independence set and IN-tuple.
Deﬁnition 2.3. Let (X, f ) be a TDS. For a tuple A = (A1, . . . , Ak) of subsets of X , we say that a subset J ⊂ N is an indepen-
dence set for A if for any nonempty ﬁnite subset J1 ⊂ J , we have⋂
i∈ J1
T−i As(i) = ∅
for any s ∈ {1, . . . ,k} J1 .  J is said to be the length of the independence set J .
Obviously, if J is an independence set for A, so is any nonempty subset of J .
Deﬁnition 2.4. Let (X, f ) be a TDS. We call a tuple x = (x1, . . . , xk) ∈ Xk an IN-tuple (or an IN-pair in the case k = 2) if for
any product neighborhood U1 × · · · × Uk of x the tuple (U1, . . . ,Uk) has independence sets of arbitrarily ﬁnite length.
We denote the set of IN-tuples of length k by INk(X, f ). Kerr and Li [11] proved that sequence entropy tuples are exactly
non-diagonal IN-tuples.
Proposition 2.5. Let (X, f ) be a TDS. Let (x1, . . . , xk) be a tuple in Xk\k(X) with k  2. Then (x1, . . . , xk) is a sequence entropy
tuple if and only if it is an IN-tuple.
Deﬁnition 2.6. Let (X, f ) be a TDS. A subset K with K  2 is a sequence entropy set if each tuple with coordinates in K and
with at least two different coordinates is a sequence entropy tuple.
The lemma below tells where sequence entropy sets are located. It comes from [18], or follows directly from Proposi-
tion 2.5.
Lemma 2.7. Let (X, f ) be a TDS. If A is a sequence entropy set, then A ⊂ Ω( f ).
3. Construction of examples
We start with a general construction, which is once utilized in [10].
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in X × Y we get a compactum denoted by X∇x0Y . At the same time, f × IdY naturally induces a continuous self-map on
X∇x0Y , denoted by g . Thus (X∇x0Y , g) is also a TDS.
Let φ : X × Y → X∇x0Y be the factor map between these TDSs. For x ∈ X , y ∈ Y , denote Qx = φ({x} × Y ), Q y =
φ(X × {y}). Note that Qx0 is a one-point set. For simplicity, we will sometimes identify Qx0 with its single point.
Lemma 3.1. Let (X, f ), (Y , IdY ) be TDSs, and x0 ∈ X be a ﬁxed point of f . If there exists some point x ∈ X such that (x, x0) is a
distributionally chaotic pair of f , then Q x is a distributionally scrambled set of (X∇x0Y , g). Furthermore, if Y is uncountable, then
(X∇x0Y , g) is distributionally chaotic.
Proof. First we prove the following claim.
Claim. Suppose { f nk (x)} converges, where {nk} is a subsequence of N. Then { f nk (x)} converges to x0 if and only if {gnk (v)} converges
uniformly to Q x0 for all v ∈ Qx.
Proof. Suppose f nk (x) → x0. It is easy to see that ( f × IdY )nk (x, y) → (x0, y) for any y ∈ Y . We have φ ◦ ( f × IdY )nk (x, y) →
φ(x0, y) = Qx0 , that is, gnk ◦ φ(x, y) → Qx0 for any y ∈ Y . So {gnk (v)} converges to Qx0 for any v ∈ Qx .
Assume that the convergence is not uniform. Then there is a neighborhood U of Qx0 in X∇x0Y such that corresponding
to each nk there exists v˜nk ∈ Qx with gnk (v˜nk ) /∈ U . As Qx is compact, {v˜nk } has a convergent subsequence. Without loss
of generality, we may suppose that {v˜nk } converges to a point v˜ ∈ Qx . So for all nk , gnk (v˜) /∈ U (we may choose U to be
smaller when necessary). By the construction of X∇x0Y , there is a neighborhood V of x0 in X such that φ(V × Y ) ⊂ U .
Then f nk (x) /∈ V for all nk , which contradicts that { f nk (x)} converges to x0.
The contrary is obvious. Thus the claim holds. 
Since each point y in Y is ﬁxed under IdY , the system (X∇x0Y , g) restricted to each slice Q y is a “copy” of (X, f ), that
is, the orbits of all points of Qx are synchronously close to or escaping from Qx0 with the same time set. In more details,
for any distinct v1, v2 ∈ Qx and any ε1 > 0, by the claim, there is ε2 > 0 such that{
i
∣∣ d2(gi(v1), gi(v2))< ε1}= {i ∣∣ d( f i(x), x0)< ε2},
where d2 is the metric on X∇x0Y .
Therefore, if (x, x0) is a distributionally chaotic pair of f , then Qx is a distributionally scrambled set of (X∇x0Y , g). 
We have the following main theorem.
Theorem 3.2. Let (X, f ) be a null TDS with a ﬁxed point x0 , and (Y , IdY ) be a TDS with Y uncountable. If there exists some point
x ∈ X such that (x, x0) is a distributionally chaotic pair of f , then (X∇x0Y , g) is a distributionally chaotic and null TDS.
Proof. It is immediate by Lemma 2.1 and Lemma 3.1, as (Y , IdY ) is null. 
Now we are in a position to construct in R2 a simple TDS (H,h) which satisﬁes the conditions of (X, f ) in Theorem 3.2.
Denote I = [0,1] = {x ∈ R: 0 x 1}, and
In =
{
1
n
}
× I, I∞ = {0} × I,
where n ∈ Z+ .
Put
r0 = 0, s1 = 2, r1 = s1.
Then deﬁne inductively, when n 1,
sn+1 = 2nrn, rn+1 = rn + sn+1 =
(
2n + 1)rn.
For each n ∈ Z+ and each j, rn−1  j < rn , deﬁne u j ∈ R2 as follows (Fig. 1):
u j =
⎧⎨
⎩
( 1n ,
j−rn−1
sn
), if n is odd,
( 1 ,1− j−rn−1 ), if n is even.n sn
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Let H be the closure of {u j} j∈N in R2. In fact,
H = {u j} j∈N ∪ I∞.
H is said to be the winding space with respect to {sn}.
Put
h(u j) = u j+1, ∀ j ∈ N and h(u) = u, ∀u ∈ I∞.
Let ρ be the sup metric on R2, that is,
ρ(x, y) = max{|x1 − y1|, |x2 − y2|},
where x = (x1, x2), y = (y1, y2) ∈ R2.
Since lim j→∞ ρ(u j,u j+1) = 0, it is easy to see that h : H → H is continuous. The resulting TDS (H,h) is said to be the
winding system with respect to {sn}.
Remark. h can be made to be a homeomorphism. Namely, it is enough to add the negative orbit {u−i}i∈Z+ of u0 under h
such that {u−i}i∈Z+ converges to a ﬁxed point.
Below we will prove that (H,h) is as desired.
Denote O = (0,0), O 1 = (0,1). O is a ﬁxed point of h. Factually, any point of I∞ is ﬁxed.
Proposition 3.3. (u0, O ) is a distributionally chaotic pair of h.
Proof. For any t > 0, by the continuity of h, when k > 1t , we have
ρ(ui, O ) < t for each r2k  i 
(
2k + 1)r2k
and
ρ(ui, O 1) < t for each r2k+1  i 
(
2k + 1)r2k+1.
Write pk = (2k + 1)r2k , qk = (2k + 1)r2k+1.
On the one hand, we have
F (pk)u0,O (t) =
{i | ρ(hi(u0),hi(O )) < t, 0 i  pk − 1}
pk
= {i | ρ(ui, O ) < t, 0 i  pk − 1}
pk
 2
kr2k
(2k + 1)r2k =
2k
2k + 1 → 1, k → ∞.
Namely, F ∗ (t) ≡ 1, ∀t > 0.u0,O
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F (qk)u0,O
(
1
4
)
= {i | ρ(h
i(u0),hi(O )) <
1
4 , 0 i  qk − 1}
qk
= {i | ρ(ui, O ) <
1
4 , 0 i  qk − 1}
qk

qk − {i | ρ(ui, O 1) < 14 , 0 i  qk − 1}
qk
 r2k+1
(2k + 1)r2k+1 =
1
2k + 1 → 0, k → ∞.
Namely, Fu0,O (
1
4 ) = 0. So (u0, O ) is a distributionally chaotic pair of h. 
Proposition 3.4. (H,h) is a null TDS.
Proof. As Ω(h) = I∞ , by Lemma 2.7, it suﬃces to check (u′,u′′) is not a sequence entropy pair for any distinct u′ =
(0, t1),u′′ = (0, t2) ∈ I∞ .
Let L = |t1 − t2| > 0, ε < L8 , and U = B(u′, ε), V = B(u′′, ε). Denote D(U , V ) = inf{ρ(u, v) | u ∈ U , v ∈ V }. Clearly
D(U , V ) = 3L4 > 6ε. Since sn+1 = 2nrn , there is an N ∈ N such that rn < εsn+1 for all n N .
Claim. Let J ⊂ N be any independence set for (U , V ). Then there is no subset {i1, i2, i3} of J with i1 < i2 < i3 and i3 − i2 > rN .
Proof. We prove the claim by contradiction. Assume that there is a subset {i1, i2, i3} of J with i1 < i2 < i3 and i3 − i2 > rN .
Let l = i2 − i1 and k = i3 − i2 > rN . Consequently,
U ∩ h−l V ∩ h−(k+l)U = ∅, (3.1)
V ∩ h−lU ∩ h−(k+l)V = ∅. (3.2)
In particular,
U ∩ h−kV = ∅, V ∩ h−kU = ∅.
Hence there is u j1 ∈ U , u j2 ∈ V such that hk(u j1 ) ∈ V , hk(u j2 ) ∈ U . Without loss of generality, we may suppose that j2 > j1
and hk(u j1 ) falls into an orbit segment [urm ,urm+1) for unique m N , that is, rm  k+ j1 < rm+1. Note that rm+1 = rm + sm+1
and rm < εsm+1, so k < (1+ ε)sm+1.
Suppose u j2 falls into an orbit segment [urt ,urt+1).
Case 1: t > m. Since hk(u j2 ) ∈ U , D(U , V ) > 6ε and sm+1 < εst , we have k > 6εst > (1 + ε)sm+1. This contradicts that
k < (1+ ε)sm+1.
Case 2: t <m. Since j2 − j1 < j2 < rm < εsm+1 and D(U , V ) > 6ε, we have hk(u j2 ) = h j2− j1 ◦ hk(u j1 ) /∈ U , which contra-
dicts that hk(u j2 ) ∈ U .
Thus t = m which means that u j2 falls into the same orbit segment [urm ,urm+1), as shown in Fig. 2. Then we have
6εsm+1 < k < (1+ ε)sm+1.
Fig. 2. Null winding system.
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mula (3.2), we have l < rm < εsm+1. This is a contradiction. Therefore, {i1, i2, i3} is not an independence set for (U , V ). So
the claim is valid. 
By the claim, (U , V ) has no independence sets of arbitrarily ﬁnite length. This means that (u′,u′′) is not a sequence
entropy pair by Proposition 2.5. 
4. Distributionally scrambled sets
In this section, we will discuss some properties of distributionally scrambled sets of these systems under conditions of
Lemma 3.1.
In [3], Blanchard et al. have given a survey of the topological size of Li–Yorke scrambled sets. They analyzed maximal
Li–Yorke scrambled sets and showed that there exists in the unit square a triangular map which has an open Li–Yorke
scrambled set. As for our examples here, we deal with the distributionally scrambled sets.
Proposition 4.1. The following properties hold.
1) (H∇O Y , g) admits open distributionally scrambled sets.
2) (H∇O Y , g) has no invariant Li–Yorke scrambled set of g, a fortiori invariant distributionally scrambled set.
Proof. 1) In fact, for each j ∈ N, {u j} × Y , open in H∇O Y , is distributionally scrambled set of g .
2) Note that (v, g(v)) is always an asymptotic pair for any v ∈ H∇O Y . 
Proposition 4.2. (X∇x0Y , g) has at least 2a maximal distributionally scrambled sets with cardinality a, where a = Y .
Proof. Let v1, v2 ∈ X∇x0Y . If one of (v1, v2), (g(v1), v2), (v1, g(v2)) and (g(v1), g(v2)) is a distributionally chaotic pair, so
are the others. 
Remark. If Y is uncountable, then the collection of all maximal distributionally scrambled sets of g has the same cardinality
as the collection of all subsets of the phase space X∇x0Y .
5. In the setting of continua
In this section, we say that X∇x0Y in Theorem 3.2 can be adjusted to include some continua. Usually even when Y is
connected, X∇x0Y does not have to be connected. So we need to make a little change in the process of construction.
Let (X, f ), (Y , IdY ) be TDSs, x0 ∈ X be a ﬁxed point of f and y ∈ Y . Collapsing {x0} × Y ∪ X × {y} in X × Y , we get
another compactum, denoted by X∇x0 yY . As before, f × IdY naturally induces a continuous self-map on X∇x0 yY , denoted
by g1. Thus (X∇x0 yY , g1) is also a TDS.
The following lemma is obvious, for example see [14].
Lemma 5.1. If in addition Y is connected, then X∇x0 yY is connected. Thereby X∇x0 yY is a continuum.
Combining Theorem 3.2 and Lemma 5.1, we have
Theorem 5.2. Let (X, f ) be a null TDS with a ﬁxed point x0 and (Y , IdY ) be a TDS with Y nontrivial continuum. If there exists some
point x ∈ X such that (x, x0) is a distributionally chaotic pair of f , then g1 is distributionally chaotic and null on the continuum
X∇x0 yY .
We can take (H∇O0 I, g1) for example. H∇O0 I is a continuum, and g1 is distributionally chaotic and null on H∇O0 I .
Certainly, (H∇O0 I, g1) also have the properties parallel to Propositions 4.1 and 4.2.
Remark. A system (X, T ) is said to be transitive if for any nonempty open subsets U , V of X , there is n ∈ Z+ such that
U ∩ T−nV = ∅. It is obvious that the system (X∇x0Y , g) we present is not transitive. Can a distributionally chaotic and null
system be transitive? It is still an open problem, but we conjecture that it is negative. Recall that Huang et al. [9] have
raised a similar open problem whether there exists a transitive non-minimal null system.
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