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Abstract
The SR factorization is a key step for some important structure-preserving eigenproblems. In this work, we
introduce symplectic Householder transformations and show their main features. Furthermore, we construct
a new algorithm for computing the SR factorization, based on these transformations. The new algorithm is the
analogous of the classical QR factorization, via Householder transformations. Unlike the latter, it involves
free parameters. We show how to choose these parameters in an optimal way and derive an algorithm imple-
menting this. Some illustrating numerical experiments, comparisons and computational aspects are given.
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1. Introduction
Let A be a 2n × 2n real matrix. The SR factorization consists in writing A as the product
SR, where S is symplectic and R =
[
R11 R12
R21 R22
]
is such that R11, R12, R22 are upper triangular
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and R21 is strictly upper triangular [6,7,10,15]. This decomposition is a key step for constructing
structure-preserving methods in order to solve the eigenproblem of an important class of structured
matrices, or to preserve geometric properties of some matrix functions [13].
It can be seen as the equivalent of the classical QR factorization, when instead of an Euclidean
space, we consider a linear space, equipped with a skew-symmetric inner product (see for example
[17] and the references therein). The space is then called symplectic and its orthogonal group is the
symplectic group. In contrast with the Euclidean case, the symplectic group is not compact. Thus,
the Iwasawa decomposition for symplectic matrices is useful for highlighting the link between the
symplectic and orthogonal groups: it gives the unbounded part of a symplectic matrix. An efficient
computational method using QR factorization has recently been proposed by Benzi and Razouk
[3]. A numerical determination of canonical form for symplectic matrices has been derived by
Godunov and Sadkane [11].
In the Euclidean case, computing the QR factorization is currently handled by two types of
algorithms. The first one is done via a Gram–Schmidt orthogonalization process whereas the
second uses Householder transformations [12,16,21]. The second algorithm is accurate up to the
machine precision since it is obtained via a product of orthogonal matrices. The first is more
sensitive to numerical errors. However, the modified version improves the performance of such
an algorithm, see [4,5] for more details.
In the symplectic case, the SR factorization can be performed via symplectic Gram–Schmidt
(SGS) algorithms. More results on numerical aspects of SGS algorithms can be found for exam-
ple in [17,18] and references therein. These algorithms and their modified versions are usually
involved in structure-preserving Krylov subspace-type methods [2], for sparse and large structured
matrices.
Another method, based on two elementary transformations that are both symplectic and orthog-
onal, was proposed in [15,20] for computing a Schur decomposition or approximating all the
eigenvalues of a Hamiltonian matrix. As shown in [7], for a general matrix, the SR factorization
could not be carried out by using only these symplectic and orthogonal transformations. To fill
this gap, a third symplectic but non-orthogonal transformation was added by Bunse-Gerstner and
Mehrmann [8] and an algorithm (named SRDECO, in [8]), based on the three transformations
was derived that generalizes Paige and Van Loan’s method [15]. SRDECO is well indicated to be
used in the SR algorithm [8], for which it represents the most important part, but would be very
expensive in another context (as explained below).
From linear algebra point of view, the SR factorization via SRDECO algorithm does not
correspond to the analogue of Householder QR factorization. To our knowledge, such analogue
does not exist in the literature.
This paper focuses on constructing the analogues of Householder transformations and then
the analogue of Householder QR factorization, when the usual scalar product is replaced by
a specified indefinite inner product. Thus, we are led to the form of symplectic Householder
transformations, following linear algebra analysis. Then, the main features are highlighted and we
show that the solution of the mapping problem is such that the construction of the desired algorithm
is possible. The algorithm for computing the SR factorization using symplectic Householder
transformations is then presented in detail. Unlike for Householder QR factorization, the new
algorithm involves free parameters and advantage may be taken from this fact. We demonstrate
how these parameters can be determined in an optimal way that allows us to derive an optimal
version of the algorithm (SROSH). To some extent, the contribution of this work enriches the
SR factorization with new linear algebra results, it presents a new algorithm and fills certain
gaps. We also give some illustrating numerical experiments and computational aspects, offering
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comparisons between SROSH and the most known SR factorization methods (SRDECO and
SGS). As expected, the superiority of SROSH over symplectic Gram–Schmidt is clear. It is less
clear which of SROSH and SRDECO ought to be preferred, but we briefly discuss the advantages
and disadvantages of both algorithms.
The remainder of this paper is organized as follows. In Section 2, symplectic Householder
transformations are introduced, from an algebraic point of view. The main results and properties
are detailed. The mapping problem is solved. In Section 3 the SR factorization algorithm, via
symplectic Householder transformations is described. Section 4 deals with the construction of an
optimal version of the new algorithm by determining its free parameters. The strategy is based
on numerical stability considerations. Section 5 is devoted to illustrating numerical experiments
and computational aspects. A general conclusion is given in Section 6.
2. Symplectic Householder transformations
Two type of orthogonal and symplectic matrices has been described by Paige and Van Loan in
[15]. The first type has the form
H(k,w) =
(
diag(Ik−1, P ) 0
0 diag(Ik−1, P )
)
, (2.1)
where
P = I − 2wwT/wTw, w ∈ Rn−k+1.
Furthermore, H(k,w) is a direct sum of two “ordinary” n-by-n Householder matrices [21].
The second type is
J (k, θ) =
(
C S
−S C
)
, (2.2)
where
C = diag(Ik−1, cos θ, In−k) and S = diag(0k−1, sin θ, 0n−k).
J (k, θ) is a Givens symplectic matrix, that is an “ordinary” 2n-by-2n Givens rotation that rotates
in planes k and k + n [21].
These transformations are introduced as elementary symplectic transformations for zeroing
vector prescribed entries, in a structure-preserving QR-like algorithm (see [15,20]). The advantage
of such transformations is of being both orthogonal and symplectic.
In [7], Bunse-Gerstner showed that SR factorization exists for arbitrary matrices, up to a set of
zero measure. Furthermore, Bunse-Gerstner and Mehrmann pointed out [8] that SR factorization
can not be performed for a general matrix by using the sole H(k,w) and J (k, θ) transformations.
A third type is needed and is given by
G(k, ν) =
(
D F
0 D−1
)
, (2.3)
where k ∈ {2, . . . , n}, ν ∈ R and D,F are the n × n matrices
D = In +
(
1
(1 + ν2)1/4 − 1
)
(ek−1eTk−1 + ekeTk ),
F = ν
(1 + ν2)1/4 (ek−1e
T
k + ekeTk−1).
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The matrix G(k, ν) is symplectic and non-orthogonal. The SRDECO algorithm is then derived for
computing SR factorization for a general matrix. It uses n(n − 1)/2 Givens (J (k, θ)) transfor-
mations, 2(n − 1) symplectic and orthogonal Householder (H(k,w)) transformations, and n − 1
non-orthogonal and symplectic transformations G(k, ν), if the matrix to be factored is of dimen-
sion 2n. Indeed, the SRDECO algorithm is used in SR algorithm and is well indicated in particular
when the matrix to be factored, is already reduced to its J -Hessenberg form [8]. However, in some
important cases, SRDECO could be very expensive both in storage and computational costs (see
Section 5.3).
In the sequel, we present a linear algebra approach that lead us to an appropriate definition
of a symplectic Householder transformation. The latter will serve to construct, in the symplectic
case, the analogue of the Euclidean Householder QR factorization. In [19], it is highlighted that
there is no need to distinguish between H(k,w) and J (k, θ).
2.1. A linear algebra approach
Let J2n (or simply J ) be the matrix
J2n =
(
0n In
−In 0n
)
. (2.4)
The linear space R2n when equipped with the indefinite inner product
(x, y)J = xTJy (2.5)
is called symplectic. In that case, the orthogonality is denoted by ⊥′, i.e. for x, y ∈ R2n, x ⊥′ y
stands for (x, y)J = 0. The symplectic adjoint xJ of a vector x, is defined by
xJ = xTJ. (2.6)
The symplectic adjoint of M ∈ R2n×2k is defined by
MJ = J T2kMTJ2n. (2.7)
Definition 2.1. A matrix S ∈ R2n×2k is called symplectic if
SJ S = I2k. (2.8)
The symplectic group (multiplicative group of square symplectic matrices) is denoted S.
Definition 2.2. A transformation T : Rν −→ Rν is a transvection if it satisfies
∃v ∈ Rν, ∀x ∈ Rν, T (x) = x + ϕ(x)v, (2.9)
where ϕ is a linear form.
An orthogonal transvection T is commonly called Householder transformation and is given by
T = I − 2vvT, where v ∈ Rν, vTv = 1. (2.10)
Since the orthogonal group associated to a symplectic linear space is the symplectic group, we
are led naturally to the following definition:
Definition 2.3. A symplectic transvection is called symplectic Householder transformation.
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We get
Lemma 2.4. A transvection T is symplectic iff T is of the form
T = I + cvvJ , where c ∈ R, v ∈ Rν (with ν even). (2.11)
The vector v is called the direction of T .
Proof. Since T is symplectic (T is an isometry with respect to (, )J ), we have
∀x ∈ R2n, ∀y ∈ R2n (T (x), T (y))J = (x, y)J .
Simplifying by xJ y and using vJ v = 0, we get
∀x ∈ R2n, ∀y ∈ R2n ϕ(x)vJ y = ϕ(y)vJ x.
Let y0 ∈ R2n be such that vJ y0 /= 0. One obtains ϕ(x) = ϕ(y0)vJ y0 v
J x. Thus, ∃c ∈ R such that
T = I + cvvJ .
Reciprocally, I + cvvJ is obviously a symplectic transvection. 
Property 2.5. The symplectic Householder transformation T = I + cvvJ satisfies T J = I −
cvvJ .
2.2. The mapping problem
Let T1(R2n) denote the set of symplectic transvections given by (2.11). It can be noted
that the algebraic expressions of orthogonal and symplectic transvections are basically different.
Therefore, the mapping problem in the Euclidean case satisfies
Theorem 2.6. There exists an orthogonal transvection such that x is mapped onto y if ‖x‖2 =
‖y‖2. The direction is y − x.
In the symplectic case, the mapping problem is given by
Theorem 2.7. There exists a symplectic transvection such that x is mapped onto y if x = y or
xJ y /= 0. The direction is y − x. Moreover, if xJ y /= 0, the transvection is given by
T = I − 1
xJ y
(y − x)(y − x)J .
Proof. The case x = y is trivial. Suppose that x /= y and set
T = I + c(y − x)(y − x)J .
Thus,
y = T x ⇔ y − x = c(y − x)(y − x)J x = c(y − x)yJ x.
We deduce c = 1
yJ x
= − 1
xJ y
. 
It can be remarked that the mapping problem is different between Euclidean and symplectic
spaces. The following contrasts the features of orthogonal and symplectic transvections.
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Theorem 2.8. Each non-null vector x can be mapped onto any non-null vector y by a product of
at most two symplectic transvections.
Proof. If x = y or xJ y /= 0, we get the result from Theorem 2.7. Otherwise, x /= y and xJ y =
0. We choose z such that zJ x /= 0 and yJ z /= 0. In fact, if 〈x〉⊥′ = 〈y〉⊥′ then z can be cho-
sen outside of 〈x〉⊥′ . If 〈x〉⊥′ /= 〈y〉⊥′ , consider u ∈ 〈x〉⊥′ \ 〈y〉⊥′ and w ∈ 〈y〉⊥′ \ 〈x〉⊥′ . Then,
for z = u + w we obtain xJ z = xJw /= 0 and yJ z = yJ u /= 0. From Theorem 2.7, there exists
T1, T2 ∈T1(R2n) such that T1x = z and T2z = y. 
This theorem has no analogue in Euclidean spaces. We also have
Theorem 2.9. All symplectic transvections T are rotations, i.e. det(T ) = 1.
Proof. Set Tc = I + cvvJ . From T Jc Tc = I , we get det(Tc) = ±1. Then, since Tc = (T c2 )2, we
obtain det(Tc) = 1. 
We give without proof, the following result.
Theorem 2.10. The symplectic group S is generated by symplectic transvections.
We mention that this section, translates into matrix language, some of the results given by
Artin in his book [1], in an abstract algebraic language. An update of similar results in a general
scalar product spaces is proposed in [14]. Algebraic and geometric features of a generalized sym-
plectic transvections can be found in [19]. In the sequel, the terminology symplectic Householder
transformations is used instead of symplectic transvections.
3. SR factorization, via symplectic Householder transformations
We show here how the analogue of the QR factorization via Householder transformations, can
be constructed in the symplectic case. To that purpose, we first need some useful properties.
3.1. Properties
Lemma 3.1. Let U,V,W be subspaces of R2n such that
V = U ⊕ W with U ⊥′ W. (3.1)
Let σ1 : U −→ U(respectively σ2 : W −→ W) be a symplectic isometry.
The map σ1 ⊥′ σ2 : V −→ V defined by
∀u ∈ U, ∀w ∈ W, σ1 ⊥′ σ2(u + w) = σ1(u) + σ2(w) (3.2)
is a symplectic isometry.
Proof. Letu1, u2 ∈ U andw1, w2 ∈ W and set v1 = u1 + w1, v2 = u2 + w2 and σ3 = σ1 ⊥′ σ2.
We have
σ3(v1)
J σ3(v2) = σ3(v1)TJσ3(v2) = (σ1(u1) + σ2(w1))TJ (σ1(u2) + σ2(w2)).
From (3.1), we obtain
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σ1(u1)
TJσ2(w2) = σ2(w1)TJσ1(u2) = 0.
Thus
σ3(v1)
J σ3(v2) = σ1(u1)TJσ1(u2) + σ2(w1)TJσ2(w2).
Since σ1, σ2 are symplectic isometries, we have
σ1(u1)
TJσ1(u2) = u1TJu2 and σ2(w1)TJσ2(w2) = w1TJw2.
Then we get
σ3(v1)
J σ3(v2) = uT1Ju2 + wT1 Jw2 = (u1 + w1)TJ (u2 + w2) = vJ1 v2. 
Let us consider the particular case U = 〈e1, en+1〉, where e1 and en+1 are respectively the first
and then + 1th canonical vectors ofR2n. ThenW = 〈e1, en+1〉⊥′ is given byW ={(0, xT, 0, yT)T,
x ∈ Rn−1, y ∈ Rn−1} = 〈e1, en+1〉⊥.
Let T˜ be a symplectic Householder defined on R2n−2 and given by
T˜ = I2n−2 + cv˜v˜J with v =
(
u
w
)
∈ R2n−2.
Let us define T˜ on the linear space W by
∀(x, y) ∈ Rn−1×2, T˜
⎛⎜⎜⎝
0
x
0
y
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0
T˜ x
0
T˜ y
⎞⎟⎟⎠ .
It then follows that
T˜ = IW + cvvJ
with v = (0 uT 0 wT)T.
From Lemma 3.1, the transformationT = IU ⊥′ T˜ is a symplectic Householder transformation
and satisfies
∀(α, β) ∈ R2, ∀(x, y) ∈ Rn−1×2, T
⎛⎜⎜⎝
α
x
β
y
⎞⎟⎟⎠ =
⎛⎜⎜⎝
α
T˜ x
β
T˜ y
⎞⎟⎟⎠ . (3.3)
We here highlight an important step that is to be involved in the algorithm. Let e1 and en+1 be
respectively the first and (n + 1)th canonical vectors of R2n. Let [a, b] ∈ R2n×2. Let ρ,μ, ν be
arbitrary scalars. We seek a symplectic Householder transformation T1 such that a is mapped onto
ρe1, i.e.
T1(a) = ρe1.
The existence of T1 is guaranteed by Theorem 2.7. Thus, if aJ e1 /= 0 (aJ e1 = −an+1, where
an+1 is the (n + 1)th component of a), then T1 is given by
T1 = I − 1
aJ ρe1
(ρe1 − a)(ρe1 − a)J .
We then seek a symplectic Householder transformation T2 such that the vector T1(a) = ρe1
remains unchanged and the new vector T1(b) is mapped onto μe1 + νen+1, i.e.
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T2(e1) = e1 and T2T1(b) = μe1 + νen+1.
The solution of this problem is not straightforward. We proceed by necessary conditions.
Since T1, T2 are symplectic isometries, we get
(T2(T1(a)), T2(T1(b)))J = (T1(a), T1(b))J = (a, b)J = aJ b
and
(T2(T1(a)), T2(T1(b)))J = (ρe1, μe1 + νen+1)J = ρν.
It follows
ρν = aJ b. (3.4)
Thus, we assume that the condition (3.4) is satisfied. At this stage there are only two free param-
eters. Indeed, from Theorem 2.7, the transformation T2 is necessarily given by
T2 = I − 1
(T1(b))J (μe1 + νen+1) [μe1 + νen+1 − T1(b)][μe1 + νen+1 − T1(b)]
J .
We now verify that suchT2 keeps e1 unchanged. In fact, settingv = μe1 + νen+1 − T1(b), we have
vJ (ρe1) = νeJn+1ρe1 − [T1(b)]J ρe1 = −νρ − (T1(b), T1(a))J = −νρ − bJ a = −νρ + aJ b =
0. It follows that T2(e1) = e1. We summarize this in
Theorem 3.2. Let [a, b] ∈ R2n×2 and ρ,μ, ν be arbitrary scalars satisfying ρν = aJ b. Setting
c1 = − 1
aJ ρe1
, v1 = ρe1 − a,
c2 = − 1
(T1(b))J (μe1 + νen+1) , v2 = μe1 + νen+1 − T1(b)
and
T1 = I + c1v1vJ1 , T2 = I + c2v2vJ2 , (3.5)
then T1, T2 satisfy
T1(a) = ρe1, T2(T1(a)) = T1(a), T2(T1(b)) = μe1 + νen+1. (3.6)
3.2. The SRSH algorithm
We here present the new algorithm (to which we refer as SRSH) for performing the SR
factorization via symplectic Householder transformations. An SR factorization is often used for
square matrices. However, for some applications, it is needed for non-square matrices. We here
provide a general version.
Let A = [a1, . . . , ap, ap+1, . . . , a2p] ∈ R2n×2p. Let r11, r1,p+1, rp+1,p+1 be arbitrary scalars
satisfying r11rp+1,p+1 = aJ1 ap+1.
First step:
• Find a symplectic Householder transformation T1 such that
T1(a1) = r11e1.
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• Find a symplectic Householder transformation T2 such that
T2(T1(a1)) = T1(a1) and T2T1(ap+1) = r1,p+1e1 + rp+1,p+1en+1.
As explained above, this step involves two free parameters. The action of T2T1 on A is as
follows:
T2T1A =
⎛⎜⎜⎝
r11 r(1, 2 : p) r1,p+1 r(1, p + 2 : 2p)
0 A(2)11 0 A
(2)
12
0 r(p + 1, 2 : p) rp+1,p+1 r(p + 1, p + 2 : 2p)
0 A(2)21 0 A
(2)
22
⎞⎟⎟⎠ .
• Set
A˜(2) =
(
A
(2)
11 A
(2)
12
A
(2)
21 A
(2)
22
)
.
Second step:
• Let r22, r2,p+2, rp+2,p+2 be arbitrary scalars with A˜(2)(1, :)J A˜(2)(p, :) = r22rp+2,p+2.
• Apply the first step to A˜(2) i.e.
• Find T˜3 and T˜4 such that
T˜4T˜3A˜
(2) =
⎛⎜⎜⎝
r22 r(2, 3 : p) r2,p+2 r(2, p + 3 : 2p)
0 A(3)11 0 A
(3)
12
0 r(p + 2, 3 : p) rp+2,p+2 r(p + 2, p + 3 : 2p)
0 A(3)21 0 A
(3)
22
⎞⎟⎟⎠ .
• Set T˜3 = I2n−2 + c3v˜3v˜J3 with v˜3 =
(
u3
w3
)
∈ R2n−2.
• Set T˜4 = I2n−2 + c4v˜4v˜J4 with v˜4 =
(
u4
w4
)
∈ R2n−2,
• Set T3 = I2n + c3v3v3J with v3 =
⎛⎜⎜⎝
0
u3
0
w3
⎞⎟⎟⎠ ∈ R2n.
• Set T4 = I2n + c4v4v4J with v4 =
⎛⎜⎜⎝
0
u4
0
w4
⎞⎟⎟⎠ ∈ R2n.
• From (3.3), T3, T4 are symplectic Householder transformations and
T4T3T2T1A =
⎛⎜⎜⎜⎜⎜⎜⎝
r11 r12 r(1, 3 : p) r1,p+1 r1,p+2 r(1, p + 3 : 2p)
0 r22 r(2, 3 : p) 0 r2,p+2 r(2, p + 3 : 2p)
0 0 A(3)11 0 0 A
(3)
12
0 rp+1,2 r(p + 1, 3 : p) rp+1,p+1 rp+1,p+2 r(p + 1, p + 3 : 2p)
0 0 r(p + 2, 3 : p) 0 rp+2,p+2 r(p + 2, p + 3 : 2p)
0 0 A(3)21 0 0 A
(3)
22
⎞⎟⎟⎟⎟⎟⎟⎠ .
• Step j follows along the same lines as step 2.
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• At the last step (pth step), we obtainT2pT2p−1 · · · T4T3T2T1A =
(
R11 R12
R21 R22
)
= R ∈ R2n×2p
with R11, R12, R22 upper triangular and R21 is strictly upper triangular. R is called J -upper
triangular. For example, with n = p = 3, we have
T6T5 · · · T4T3T2T1A =
⎛⎜⎜⎜⎜⎜⎜⎝
r11 r12 r13 r14 r15 r16
0 r22 r23 0 r25 r26
0 0 r33 0 0 r36
0 r42 r43 r44 r45 r46
0 0 r53 0 r55 r56
0 0 0 0 0 r66
⎞⎟⎟⎟⎟⎟⎟⎠ = R.
• We get A = SR with S = T J1 T J2 · · · T2p−1T J2p.
It is important to remark that, unlike the Householder QR factorization, this algorithm involves
free parameters. Moreover, at each iteration j , two of the three parameters rjj , rj,p+j , rj+p,j+p
can be chosen freely.
4. SR factorization via optimal symplectic Householder transformations
We here present new results that are useful for constructing an optimal version of the algorithm.
4.1. The symplectic Householder transformation condition number
Lemma 4.1. Let Tv be the non-trivial (α /= 0 and v /= 0) symplectic Householder transformation
Tv = I − αvvJ .
The 2-norm condition number of Tv is given by
κ2(Tv) =
2 + α2‖v‖42 +
√
α4‖v‖82 + 4α2‖v‖42
2
,
and is minimized whenever α2‖v‖42 is.
Proof. T = I − αvvJ being symplectic, this implies T −1 = J TT TJ and then κ2(T ) = ‖T ‖22.
Minimizing the condition number of T is therefore equivalent to minimizing the norm of T . The
latter can be determined by noting that
T TT = I + αvvTJ T + αJvvT + α2‖v‖22JvvTJ T (4.1)
is unitarily similar to
K =
⎡⎣ 1 α‖v‖22 0α‖v‖22 1 + α2‖v‖42 0
0 0 I
⎤⎦ .
The unitary similarity is of the form
Q = [v/‖v‖2 Jv/‖v‖2 Q3] .
The above matrix K has the simple eigenvalues
δ1 =
2 + α2‖v‖42 −
√
α4‖v‖82 + 4α2‖v‖42
2
< 1,
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and
δ2 =
2 + α2‖v‖42 +
√
α4‖v‖82 + 4α2‖v‖42
2
> 1,
while 1 is an eigenvalue of multiplicity 2n − 2. It follows that κ2(T ) = δ2 which is clearly
minimized when α2‖v‖42 is minimized. 
Remark 4.2. The eigenvalues δ1, δ2 satisfy δ1δ2 = 1.
4.2. Optimal free parameters
The algorithm is a sequence of TA products, where T = I + cvvJ is the current symplectic
Householder transformation and A the updated matrix. The symplectic group is not compact,
contrarily to the orthogonal group. The nearer T is to be orthogonal, the more the TA product is
to be numerically stable [9]. TransformationT keeps the hyperplane 〈v〉⊥′ invariant, has 1 as eigen-
value of geometric multiplicity 2n − 1 and coincides with the identity I over the hyperplane 〈v〉⊥′ .
Moreover, 1 is of algebraic multiplicity 2n. Thus, T can never be orthogonal (except for the trivial
case c = 0) but may be as near to be orthogonal as its 2-norm condition number is near to be 1.
The symplectic Householder transformation
T1 = I − 1
aJ ρe1
(ρe1 − a)(ρe1 − a)J
is such that a1 is mapped onto ρe1. The parameter ρ is free. Then we ask the question of what a
good choice of such parameter could be.
From a numerical point of view, the value of the free parameter ρ that minimizes the 2-norm
condition number of T1 is an optimal choice.
Lemma 4.3. The 2-norm condition number of T1 is minimum for ρ = sign(a1)‖a‖2, where a1 is
the first component of a.
Proof. From Lemma 4.1, the 2-norm condition number of T1 is minimum when ρ minimizes
g(ρ) = 1
ρ2(aJ e1)2
‖a − ρe1‖42.
Assuming a − ρe1 /= 0 (non-trivial case), we get
g′(ρ) = −2‖a − ρe1‖
2
22(a1 − ρ)[ρ2(aJ e1)2] − ‖a − ρe1‖42[2ρ(aJ e1)2]
[ρ2(aJ e1)2]2
= 2‖a − ρe1‖
2
2ρ(a
J e1)2[−2(a1 − ρ)ρ − ‖a − ρe1‖22]
[ρ2(aJ e1)2]2 .
Thus,
g′(ρ) = 0 ⇐⇒ −2(a1 − ρ)ρ − ‖a − ρe1‖22 = 0 ⇐⇒ ρ2 = ‖a‖22 ⇐⇒ ρ = ±‖a‖2.
Since g(ρ) = 1
ρ2(aJ e1)2
((a1 − ρ)2 +∑2ni=2 a2i )2, then the global minimizer is reached for ρ =
sign(a1)‖a‖2. 
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Setting u = T1(b) and ui for its ith component, i = 1, . . . , 2n, the condition (3.4) becomes
equivalent to ν = un+1. The remaining free parameter μ in T2’s expression may be chosen so
that the condition number of T2 is minimum. Let ξ =
√
u22 + · · · + u2n + u2n+2 + · · · + u22n, we
obtain
Lemma 4.4. The 2-norm condition number of T2 is minimum for μ = u1 ± ξ.
Proof. The transformation T2 can be written as T2 = I + 1(μ−u1)un+1 v2vJ2 with v2 = μe1 +
un+1en+1 − u. Setting h(μ) = 1[(μ−u1)un+1]2 [(u1 − μ)
2 + ξ2]2, we look for μ minimizing h. The
derivative of h is given by
h′(μ) = 2[(μ − u1)
2 + ξ2]
[(μ − u1)un+1]2
(μ − u1)2 − ξ2
μ − u1 .
It follows that h admits two global minimizers μ = u1 ± ξ and we get h(u1 ± ξ) = 4ξ2
u2n+1
. 
We summarize these results below
Theorem 4.5. Let [a, b] ∈ R2n×2. Setting
ρ¯ = sign(a1)‖a‖2, c¯1 = −
1
ρ¯aJ e1
, v¯1 = ρ¯e1 − a, T 1 = I + c¯1v¯1v¯J1 ,
then T 1 has minimal 2-norm condition number and satisfies
T 1(a) = ρ¯e1. (4.2)
Setting
u = T 1(b), ν¯ = un+1, ξ = ‖u − u1e1 − un+1en+1‖2, μ¯ = u1 ± ξ,
c¯2 = − 1±ξun+1 , v¯2 = μ¯e1 + un+1en+1 − u, T 2 = I + c¯2v¯2v¯
J
2 ,
then T 2 has minimal 2-norm condition number and satisfies
T 2(e1) = e1 and T 2(u) = μ¯e1 + ν¯en+1. (4.3)
We refer to T 1, T 2 as optimal symplectic Householder transformations.
4.3. The SROSH algorithm
The so-called optsymhouse1 procedure returns the coefficient c¯1 and the vector v¯1 for an
input vector a. It determines the optimal symplectic Householder transformation T 1 of Theorem
4.5. It is written in a pseudo-MATLAB code. Procedure optsymhouse2 is given in a similar way
and determines the optimal symplectic Householder transformation T 2.
Note that the product of a symplectic Householder matrix T = I + cvvJ with a given vector
a can easily computed without explicitly forming T itself since
T a = a + cv(vJ a).
It follows that, if A ∈ R2n×2p is a matrix, there is no need to form T explicitly if we have
to compute the product TA. This product is performed using 4np flops. It can be written as
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TA = A + cv(vJA) = A + cv(vTJA) = A + cvwT with w = −ATJv. Hence, A is updated
by a rank-one matrix.
We here give simple versions (break and near breakdown are not treated) for computing T 1, T 2.
The SROSH procedure performs the SR factorization via optimal symplectic Householder
transformations. Let A ∈ R2n×2p and assume that p  n. Let A([j : m, k : 2n], [j ′ : m′, k′ :
2p]) (with j  m  k  2n and j ′  m′  k′  2p) denote the submatrix obtained from A
by deleting all rows except rows j, . . . , m and k, . . . , 2n and all columns except j ′, . . . , m′ and
k′, . . . , 2p.
Algorithm 4.1. function [c¯1, v¯1] = optsymhouse1(a)
% computes the optimal symplectic Householder transformation T 1 = I + c¯1v¯1v¯J1
% such that T 1a = ρ¯e1.
den = length(a); n = den/2; J = [zeros(n), eye(n); −eye(n), zeros(n)];
if a(n + 1) = 0
display(‘division by zero’);
return
else
ρ¯ = sign(a1)‖a‖2; v¯1 = a; v¯1(1) = a1 − ρ¯; c¯1 = 1ρ¯a(n+1) ;
% T 1 = (eye(den) + c¯1 ∗ v¯1 ∗ v¯′1 ∗ J );
end
Algorithm 4.2. function [c¯2, v¯2] = optsymhouse2(u)
% computes the optimal symplectic Householder transformation T 2 = I + c¯2v¯2v¯J2
% such that T 2e1 = e1 and T 2u = μ¯e1 + ν¯en+1.
den = length(u); n = den/2; J = [zeros(n), eye(n); −eye(n), zeros(n)];
if n = 1
v¯2 = zeros(den, 1); c¯2 = 0; % T 2 = eye(den)
else
I = [2 : n, n + 2 : den]; ξ = norm(u(I ));
if ξ = 0
v¯2 = zeros(den, 1); c¯2 = 0; % T 2 = eye(den);
else
ν = u(n + 1); aux = un+1 ∗ ξ ; % μ = u1 + ξ ; no need to compute μ;
if aux = 0
display(‘division by zero’)
return
else
v¯2 = u; v¯2(1) = −ξ ; v¯2(n + 1) = 0; c¯2 = 1/aux;
% T 2 = (eye(den) + c¯2 ∗ v¯2 ∗ v¯′2 ∗ J );
end
end
end
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Algorithm 4.3. function[S,R] = SROSH(A)
[den, dep] = size(A);
n = den/2;p = dep/2;
v¯ = zeros(den, 1);
JJ = [zeros(n), eye(n);−eye(n), zeros(n)];
S = eye(den);
for k = 1 : p
J = [zeros(n − k + 1), eye(n − k + 1);−eye(n − k + 1), zeros(n − k + 1)];
% Computing T˜ 2k−1:
a = A([k : n, n + k : den], [k]);
[c¯,˜¯v] = optsymhouse1(a);
% T˜ = eye(den − 2 ∗ k + 2) + c¯ ∗ ˜¯v ∗ ˜¯v′ ∗ J ; % T˜ not formed explicitly.
% Updating A:
A([k : n, n + k : den], [k : p, p + k : dep]) = T˜ ∗ A([k : n, n + k : den], [k : p, p + k :
dep]);
% Computing T 2k−1 :
v¯(k : n) = ˜¯v(1 : n − k + 1);
v¯(k + n : den) = ˜¯v(n − k + 2 : 2 ∗ (n − k + 1));
% T J = (eye(den) − c ∗ v¯ ∗ v¯′ ∗ JJ ); % T J not formed explicitly;
% Updating S:
S = S ∗ T J ;
% Computing T˜ 2k:
u = A([k : n, n + k : den], [p + k]);
[c¯,˜¯v] = optsymhouse2(u);
% T˜ = eye(den − 2 ∗ k + 2) + c¯ ∗ ˜¯v ∗ ˜¯v′ ∗ J ; % T˜ not formed explicitly.
% Updating A:
A([k : n, n + k : den], [k : p, p + k : dep]) = T˜ ∗ A([k : n, n + k : den], [k : p, p + k :
dep]);
% Computing T 2k:
v¯(k : n) = ˜¯v(1 : n − k + 1);
v¯(k + n : den) = ˜¯v(n − k + 2 : 2 ∗ (n − k + 1));
% T J = (eye(den) − c ∗ v¯ ∗ v¯′ ∗ JJ ); % T J not formed explicitly;
% Updating S:
S = S ∗ T J ;
end
R = A;
5. Numerical experiments and computational aspects
The motivation behind introducing symplectic Householder transformations is on the one hand,
to build for the symplectic case, the equivalent (from a linear algebra point of view) of Householder
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QR factorization. On the other hand, the aim is also to construct an efficient algorithm, that can
be used profitably, for computing an SR factorization. The difficulties are:
1. Symplectic transformations are basically non-orthogonal (the orthogonal group is compact
while the symplectic group is unbounded).
2. The SR factorization cannot be performed using only orthogonal transformations and hence
symplectic transformations have to be involved in the process.
3. For these reasons, the numerical stability of the process is not guaranteed.
However, since the free parameters can be chosen to make the symplectic transformations as
near as possible to be orthogonal, an acceptable behaviour of the algorithm is to be expected.
Numerical experiments confirm this fact.
The new SROSH algorithm is compared to SRDECO and SGS.
SGS is typically used to reduce the size of a sparse and large structured matrix in structure-
preserving Krylov subspace-type methods (see for example [2]). Different versions (SGS1, SGS2,
SGS3) were studied in [17]. These methods may yield a computed factor S does not satisfy the
symplecticity conditions up to an acceptable relative accuracy. Their modified versions (MSGS1,
MSGS2, MSGS3) significantly improve this relative accuracy [17]. Algorithm MSGS2 is the best
one the three.
SRDECO algorithm [8] is a generalization of a method introduced in [15] and is well indicated
for the SR algorithm.
The following numerical experiments are done using MATLAB 6.5.
5.1. Comparisons between SROSH and SGS algorithms
Here, the SROSH algorithm is compared with those based on symplectic Gram–Schmidt and
their modified versions. The SROSH computed factor S satisfies the symplecticity condition up to
a very good relative accuracy. In Fig. 1, the loss of symplecticity (related to the relative accuracy
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Fig. 1. pascal(12).
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Fig. 3. pascal(18).
for the computed factor S) is of order 10−8 for SROSH, while it is of order 10−6 at best for SGS
algorithms. Thus, an improvement by a factor 10−2 is realized by SROSH. In Fig. 2, the loss of
symplecticity is of order 10−10 for SROSH, while it is of order 10−4 at best for SGS. Notice that
we have a relative accuracy of order 10−10.
In Fig. 3, the loss of symplecticity is of order 10−8 for SROSH, while it is completely lost for
SGS-type algorithms. It is of order 1 for the best of them. We again have a relative accuracy of
order 10−8.
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5.2. Comparisons between SRDECO and SROSH algorithms
Example 1. We consider
A =
(
M11 M12
M21 M22
)
with M11 = rand(n, n);M12 = rand(n, n);M21 = rand(n, n);M22 = rand(n, n), where rand is
the MATLAB random function (see Table 5.1).
Example 2. We consider
A =
(
M11 M12
M21 M22
)
withM11 = eye(n);M12 = eye(n);M22 = diag(e1/2, . . . , ej/2, . . . , en/2), where eye is the MAT-
LAB identity function (see Table 5.2). M21 is bi-diagonal
M21 =
⎛⎜⎜⎜⎝
1
0.01 1
.
.
.
.
.
.
0.01 1
⎞⎟⎟⎟⎠ .
The numerical results provided by SROSH and SRDECO are sensibly the same, with a slight
advantage for SROSH for Examples 1 and 2 and with a slight advantage for SRDECO for Example
3 (see Table 5.3). Both are very satisfactory and accurate to machine precision.
Example 3. We consider
A =
(
M11 M12
M21 M22
)
,
Table 5.1
Example 1
n ‖SJ S − I‖SROSH2 ‖SJ S − I‖SRDECO2 ‖A − SR‖SROSH2 ‖A − SR‖SRDECO2
5 1.110232e−016 3.330717e−016 9.218443e−016 1.986029e−015
6 5.551362e−017 3.330717e−016 9.218443e−016 1.791009e−015
7 5.551362e−017 3.330717e−016 9.218443e−016 7.108903e−015
8 5.551362e−017 3.330717e−016 9.218443e−016 7.108903e−015
9 5.551362e−017 3.330717e−016 9.218443e−016 1.589101e−014
10 5.551362e−017 3.330717e−016 9.218443e−016 5.684385e−014
11 5.551362e−017 3.330717e−016 2.842193e−014 5.684385e−014
12 2.237726e−016 3.330717e−016 1.139087e−013 8.038889e−014
13 2.363557e−016 3.330717e−016 1.139087e−013 1.136871e−013
14 2.363557e−016 3.330717e−016 2.273737e−013 2.542115e−013
15 2.363557e−016 3.330717e−016 2.291432e−013 2.542124e−013
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Table 5.2
Example 2
n ‖SJ S − I‖SROSH2 ‖SJ S − I‖SRDECO2 ‖A − SR‖SROSH2 ‖A − SR‖SRDECO2
2 4.906539e−018 3.330919e−016 5.809590e−018 7.850580e−016
3 1.110257e−016 3.330782e−016 1.029438e−017 9.255023e−016
4 5.551341e−017 3.330717e−016 9.979914e−016 9.257832e−016
5 1.110232e−016 3.330717e−016 9.218443e−016 1.986029e−015
6 5.551362e−017 3.330717e−016 9.218443e−016 1.791009e−015
7 5.551362e−017 3.330717e−016 9.218443e−016 7.108903e−015
8 5.551362e−017 3.330717e−016 9.218443e−016 7.108903e−015
9 5.551362e−017 3.330717e−016 9.218443e−016 1.589101e−014
10 5.551362e−017 3.330717e−016 9.218443e−016 5.684385e−014
11 5.551362e−017 3.330717e−016 2.842193e−014 5.684385e−014
Table 5.3
Example 3
n ‖SJ S − I‖SROSH2 ‖SJ S − I‖SRDECO2 ‖A − SR‖SROSH2 ‖A − SR‖SRDECO2
10 9.534571e−016 9.153265e−016 6.560965e−014 6.680139e−014
11 9.534571e−016 9.153228e−016 8.341842e−014 5.871233e−014
12 9.534571e−016 9.153234e−016 3.746661e−013 1.101471e−013
13 9.645544e−016 9.153235e−016 2.847379e−013 1.289957e−013
14 2.536469e−015 9.153235e−016 3.345447e−012 2.833831e−013
15 2.600067e−015 9.153235e−016 3.492721e−012 5.219440e−013
16 1.817581e−014 9.153235e−016 3.570286e−012 1.032855e−012
17 2.055614e−014 9.153235e−016 1.047136e−011 1.149983e−012
18 4.209277e−014 9.153235e−016 1.440730e−009 1.532907e−012
19 4.122771e−014 9.153235e−016 1.440059e−009 3.767960e−012
20 2.090500e−013 9.153235e−016 1.440059e−009 4.420549e−012
where M11 = eye(n);M22 = diag(e1/2, . . . , ej/2, . . . , en/2) and
M12 =
⎛⎜⎜⎜⎝
1
0.01 1
.
.
.
.
.
.
0.01 1
⎞⎟⎟⎟⎠ , M21 =
⎛⎜⎜⎜⎝
1
1 1
.
.
.
.
.
.
1 1
⎞⎟⎟⎟⎠ .
5.3. Some computational aspects
There is more to be said about the computational aspects of the SROSH algorithm, such as
the different ways of its implementation, cost of storage and flops, situations where it performs
better than other methods for computing SR factorization. A forthcoming paper will be devoted to
treat such considerations in details. We here restrict ourselves to mentioning some advantageous
properties of SROSH:
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1. It uses only 2n − 1 symplectic Householder transformations.
2. As in the Euclidean case [12], A can be overwritten with R and the involved symplectic
Householder transformations vectors. In other words, these vectors can be recorded in the
zeroed portion of A. Thus, we get A = SR in its factored form, i.e. S is not computed explicitly
(usually, it is not necessary to compute S explicitly). The factored form presents also flops
economies. Notice that the SR factorization via SRDECO when used in its factored form,
would need an extra vector storage of dimension n − 1.
3. In some applications, it is necessary to compute S. As in the Euclidean case, forward
and backward accumulation algorithms (see [12, pp. 212–213]) can be used for computing
the symplectic Householder product matrix S = T1T2 · · · T2p−1T2p. The latter is cheaper.
4. An important example of Situation 3 is the symplectic Householder Arnoldi algorithm (for the
Euclidean case, see [16, pp. 150–152]).
In floating point arithmetic, MSGS algorithms are more reliable than SGS. However, there are
cases where cancellations are so severe that even MSGS is not acceptable (see Fig. 3, for example).
From a numerical point of view, the most reliable methods for computing SR factorization are
SRDECO and SROSH. In the symplectic Arnoldi algorithm, the column vectors of the matrix X
to be factored are not available. For this reason, one needs to store all the elementary symplectic
transformations involved in symplectic Householder Arnoldi algorithm. More precisely, only
2n − 1 symplectic Householder transformations have to be stored if one uses SROSH, while it
has to be the case for 2(n − 1) sort of symplectic and orthogonal Householder transformations,
(n − 1) ∗ n/2 Givens transformations and n − 1 symplectic but non-orthogonal transformations
when using SRDECO.
Since symplectic Householder Arnoldi algorithm is used in structure-preserving reduction
model methods, for large and sparse structured matrices, SRDECO could be very expensive in
storage and computations. Symplectic Householder Arnoldi algorithm via SROSH reveals to be
a successful alternative.
6. Conclusion
This study has addressed the problem of constructing, in the symplectic case, the analogue of
Householder QR factorization. To this aim, symplectic transvections have been defined and their
main features highlighted. New results are given. We then focus on the possibility of solving the
factorization problem. We show how it is possible to build such an algorithm. Unlike the House-
holder QR factorization, the new algorithm involves free parameters. We show how much advan-
tage can be taken from these free parameters. An optimal SR factorization algorithm (SROSH) is
then derived. The new SROSH algorithm reveals to be a successful alternative in some important
cases. It is easy to implement and competitive. It uses only 2n − 1 symplectic Householder
transformations and presents significant advantage in term of storage and computation.
Some computational aspects are reported. The numerical results, as expected, are very satis-
factory. Numerical and detailed computational aspects (as round-off properties, storage, imple-
mentation details, . . .) will be the aim of a forthcoming paper.
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