Estimating the rates at which bacterial genomes evolve is critical to understanding major 37 evolutionary and ecological processes such as disease emergence, long-term host-38 pathogen associations, and short-term transmission patterns. The surge in bacterial 39 genomic data sets provides a new opportunity to estimate these rates and reveal the 40 factors that shape bacterial evolutionary dynamics. For many organisms estimates of 41 evolutionary rate display an inverse association with the time-scale over which the data are 42 sampled. However, this relationship remains unexplored in bacteria due to the difficulty in 43 estimating genome-wide evolutionary rates, which are impacted by the extent of temporal 44 structure in the data and the prevalence of recombination. We collected 36 whole genome 45 sequence data sets from 16 species of bacterial pathogens to systematically estimate and 46 compare their evolutionary rates and assess the extent of temporal structure in the absence 47 of recombination. The majority (28/36) of data sets possessed sufficient clock-like structure 48 to robustly estimate evolutionary rates. However, in some species reliable estimates were 49 not possible even with "ancient DNA" data sampled over many centuries, suggesting that 50 they evolve very slowly or that they display extensive rate variation among lineages. The 51 robustly estimated evolutionary rates spanned several orders of magnitude, from 10 -6 to 10 -52 8 nucleotide substitutions site -1 year -1 . This variation was largely attributable to sampling 53 time, which was strongly negatively associated with estimated evolutionary rates, with this 54 relationship best described by an exponential decay curve. To avoid potential estimation 55 biases such time-dependency should be considered when inferring evolutionary time-56 scales in bacteria. 57 58 Estimating the rate of molecular evolution is critical for understanding a variety of 59 evolutionary and epidemiological processes. Rates of molecular evolution are the product 60 of the number of mutations that arise per replication event, the frequency of replication 61 events per unit time, and the probability of mutational fixation. These rates are determined 62 by a variety of factors including background mutation rate, the direction and strength of 63 natural selection, generation time and population size. Both generation time and population 64 size have been shown to scale negatively with the substitution rate in a range of organisms 65 (Bromham 2009). For example, because of differences in generation time, spore-forming 66 bacteria evolve more slowly over time than those that do not form spores (Weller and Wu 67 2015). Similarly, lineages undergoing adaptive evolution are expected to accumulate 68 substitutions more rapidly than those subject to purifying selection (Eyre-Walker and 69 Keightley 2007). 70 71 Despite the wealth of sequence data, genome-wide rates of evolutionary change in bacteria 72 are often uncertain. At one end of the spectrum, rates as high as ~10 -5 nucleotide 73 substitutions site -1 year -1 have been reported for Neisseria gonorrhoeae (Pérez-Losada et al. 74 2007). In contrast, genome-wide rates of only ~10 -9 substitutions site -1 year -1 have been 75 observed in Mycobacterium tuberculosis (Comas et al. 2013). Importantly, however, these 76 estimates are not always readily comparable because they use different methods and 77 sources of data. Furthermore, most previous studies have not investigated the degree of 78 temporal structure (i.e. clock-like behaviour) in the data, such that their reliability is 79 uncertain. The increasing availability of genomic data means that it is now possible to 80 estimate substitution rates with sequences collected over a number of years (i.e. tip-date 81 calibration), not just for rapidly evolving pathogens, such as RNA viruses, but also in some 82 DNA viruses and bacteria (Biek et al. 2015). The rates at which bacteria evolve, the strength 83 of clock-like signal in the data, and the determinants of any rate differences observed have 84 not been investigated. However, these are of importance for both the accurate interpretation 85 of outbreak investigations that may depend on the reliable estimation of the time-scale of 86 putatively linked transmission cases, and for revealing the long-term time-scales over which 87 bacteria have been associated with specific hosts.
INTRODUCTION
corresponds to the age of the calibration or the sampling time-frame (Molak and Ho 2015;  We also assessed temporal structure with a Bayesian date-randomisation test (Duchêne et 139 al. 2015a; Ramsden et al. 2009 ). We used BEAST v1.8 (Drummond et al. 2012) to estimate 140 the rate of evolution according to the optimal molecular clock model selected using the 141 marginal likelihoods. Our comparison of clock models included the strict clock, which 142 assumes that the rate of evolution is constant across lineages, and the uncorrelated 143 lognormal relaxed clock that treats the rate across lineages as a random variable. Most 144 bacterial data sets favoured a relaxed molecular clock, indicating there is evidence for rate 145 variation among lineages (Supplementary material). We then conducted ten date-146 randomisations replicates per data set, which is sufficient to assess temporal structure in 147 bacterial data (Murray et al. 2015) . We classified the degree of temporal structure in each 148 data set according to the number of randomisations whose 95% highest posterior density 149 (HPD) overlapped with that obtained using the correct tip-dates. This analysis suggested 150 that 28 data sets had strong to moderate temporal signal (defined as ≤5 randomisations 151 with 95% highest posterior density (HPD) overlapping with 95% HPDs estimated with the 152 correct tip-dates) ( Fig. 2 and Supplementary material). Only one (M. leprae) of the 15 153 bacterial species analysed (excluding N. meningitidis which was already discarded because 154 of the large number of recombinant sequences) had no data sets displaying moderate to 155 strong temporal signal. However, five of eight species represented by two or more data 156 sets displayed a mix of both weak signal and strong-moderate temporal signal (Fig. 2) , Figure 1 . Regressions of the root-to-tip distance (expected nucleotide substitutions site -1 ) 164 as a function of sampling time (year) for 35 bacterial data sets. Each point corresponds to 165 an individual sampled genome (SNP sequence in the alignment), and the red dashed line is 166 the linear regression using least squares; the R 2 coefficients are also shown. Shading 167 corresponds to degree of temporal structure according to the date-randomisation test in 168 BEAST; blue indicates strong temporal structure, while orange and red indicate moderate 169 and low temporal structure, respective. Substitutionratesubssite -1 year -1 10 -9 10 -8 10 -7 10 -6 10 -5 10 -4
Bacterialdataset
We also investigated whether rate estimates based on root-to-tip regression were 211 consistently biased compared to those obtained using the Bayesian approach in BEAST 212 ( Fig. 3 ). If the estimates from the two methods are the same, then they should fall along the 213 line y=x when plotted against each other. Notably, most points fell above the regression 214 line, indicating that the mean Bayesian estimates (y-axis) were higher than those from the 215 regression (x-axis). A likely cause of this pattern is that deep branches in the phylogenetic 216 trees are over-represented in the regression method. If substitution rates do indeed vary in 217 a time-dependent manner (Duchêne, Ho, et al. 2015; see below) , such that higher rates are 218 observed toward the present, then rate estimates obtained using regression would be 219 expected to exhibit a downward bias, as observed in Fig. 3 . The exceptions were three 220 Klebsiella pneumoniae data sets (CC258), only one of which had sufficient temporal 221 structure for reliable estimation, which yielded a mean rate estimate using BEAST of 2.99 × 222 10 -7 substitutions site -1 year -1 (95% HPD: 9.51 × 10 -8 -5.65 × 10 -7 ), while that using 223 regression was 9.24 ×10 -6 substitutions site -1 year -1 (95% confidence interval, CI: 1.03 × 10 -7
224
-5.07 × 10 -7 ); and Bordetella pertussis, with a mean rate of 1.74 × 10 -7 substitutions site - 1 225 year -1 using BEAST (95% HPD: 1.53 × 10 -7 -1.94 × 10 -7 ), and of 2.15 × 10 -7 substitutions 226 site -1 year -1 (95% CI: 2.24 × 10 -7 -2.78 × 10 -7 ) using regression.
228
Modelling time-dependent rates of evolution 229 For those data sets with strong to moderate temporal structure, we investigated the 230 relationship between evolutionary rate and sampling time, considered as the time span 231 between the youngest and oldest samples in each data set. To this end we fitted a linear 232 regression for the rate estimates as a function of sampling time on a log 10 scale, which 233 revealed a significant negative association between rate and time with slope = -0.701 (95% 234 CI: -1.04 to -0.37 and P = 0.0003; Fig. 4 ). However, the linear regression method does not 235 provide a realistic description of such time dependency, which has been suggested to 236 follow an exponential decay curve (Ho et al. 2011; Penny 2005 reported previously, such as those for Helicobacter pylori (Kennemann et al. 2011 ) and N. pestis is consistent with a much higher substitution rate in this bacterium, at ~10 -7 296 substitutions site -1 year -1 (Rasmussen et al. 2015) , in contrast to the data presented here and previously (Morelli et al. 2010; Cui et al. 2013) . Why these data sets differ so 298 fundamentally in estimated substitution rate is clearly an important area for future study.
299 300 Nearly all bacterial species investigated here displayed genome evolution that was 301 measurable over a period of 10-100 years. Data sets with sampling times spanning fewer 302 than 10 years were largely unreliable. Importantly, for several species the strength of 303 temporal signal varied substantially between data sets, and a lack of temporal signal in one 304 data set could not be taken as a general indication of overall lack of signal for the species. contain deleterious mutations yet to be purged by purifying selection and substitutional 312 saturation is increasingly apparent over time. As such, these estimates are expected to be 313 much higher than those for samples obtained over longer time-scales. For example, based 314 on our data (Figure 4) , we would predict the evolutionary rate estimated for a given bacterial 315 species or clade over a sampling frame of 10 years to be more than an order of magnitude 316 higher than that estimated for the same bacteria sampled over a period of 100 years. 317 Conversely, the longer-term (and lower) evolutionary rates of the type inferred here would 318 tend to over-estimate the time-scale of bacterial transmission when applied to outbreak 319 data. To this end, the relationship between evolutionary rate and sampling time can be 320 used to assess the extent to which extrapolating rates of evolution over different time-321 scales will lead to a bias in estimates of divergence times. and cytosine) content also contribute to rate variation between bacteria (Rocha et al. 2006) . 330 Given the time dependency of rate estimates we observed, we suggest future studies of 331 bacterial evolutionary dynamics would best addressed by studies that compare multiple independent replicate sample sets for each species, collected over matched time spans. 333 Overall, our analyses show that genome evolution can now be reliably measured in bacteria 334 and establish a genomic framework for understanding long-term evolutionary dynamics in 335 bacteria. 336 337
MATERIALS AND METHODS

338
Data collection 339 We collected 35 whole genome nucleotide SNP alignments from previously published 340 studies (Schuenemann et al. 2013; Wagner et al. 2014; Eldholm et al. 2015; Bratcher et al. 341 2014; Zhou et al. 2013; Bart et al. 2014; Holt et al. 2008; Merker et al. 2015; Croucher et al. 342 2011; Marvig et al. 2013; Zhou et al. 2014; Stinear et al. 2014; Gaiarsa et al. 2015; Holt et al. 343 2013; Devault et al. 2014; Baines et al. 2015; Uhlemann et al. 2014; Davies et al. 2015; Holt 344 et al. 2016; Holden et al. 2013; Howden et al. 2013; Schultz et al. 2016; Ward et al. 2014 ; Importantly, we removed all genomic regions with evidence of recombination using 363 Gubbins v1.4.2 (Croucher et al. 2014) , and verified these results using RDP4 (Martin et al. 364 2015). For RDP4 we removed sequences with significant evidence of recombination 365 according to six of the methods implemented in the program; Bootscan (Salminen et al. 366 1995), Geneconv (Padidam et al. 1999) , Maxchi (Smith 1992) , Siscan (Gibbs et al. 2000) , RDP (Martin and Rybicki 2000) , and 3Seq (Boni et al. 2007 ). We also visually checked that 368 the alignments were free of additional obviously recombining regions. Our final data set 393 We estimated ML trees using PhyML v3.1 (Guindon et al. 2010) consists of repeating the analysis while assigning the sampling times randomly to the 420 sequences (Firth et al. 2010) . In all cases we used the best-fit combination of demographic 421 and clock model, described above. We conducted ten randomisation replicates per data 422 set to generate an expectation of the rate estimates in the absence of temporal structure. 423 Two criteria have been proposed to assess temporal structure. One method, known as CR1 424 used an approach in which the regression is conducted using a single randomly chosen 451 data point from each species. We repeated this procedure 1,000 times and verified that the 452 range of slope estimates with random subsamples did not include zero, and we report the Table S1 . Information on the bacterial data sets used in this study, including parameter estimates and the corresponding references.
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