This paper presents a lattice algorithm for pricing both European-and American-style moving average barrier options (MABOs). We develop a finite-dimensional partial differential equation (PDE) model for discretely monitored MABOs and solve it numerically by using a forward shooting grid method. The modeling PDE for continuously monitored MABOs has infinite dimensions and cannot be solved directly by any existing numerical method. We find their approximate values indirectly by using an extrapolation technique with the prices of discretely monitored MABOs. Numerical experiments show that our algorithm is very efficient.
Introduction
Options on the moving average price 3 (MAP) are widely used in corporate finance. For example, moving average call options are often used to design a poison pill, a strategy in business that increases the likelihood of negative results over positive ones against a party that attempts any kind of takeover. The moving average calls, issued to existing shareholders, would be triggered by the event of a hostile takeover. The French investment bank Compagnie Financiére Indosuez and the French construction company Bouygues have, for example, successfully issued such options/warrants to protect themselves against potentially unfriendly investors, see e.g., Bouaziz, Briys and Crouhy (1994) .
Options on the MAP are currently traded as part of structured products in the overthe-counter financial markets. They are particularly welcome by investors who believe in technical analysis 4 . Those investors use the MAP as a measure of market inertia who predict the future trends of a stock with information from its historical MAPs. Therefore, it is very natural to include the MAP as an element in designing financial products to attract such investors. For instance, an investor might make a trading rule that he will buy a stock whenever its 50-day MAP rises above a target level and sell it whenever the MAP drops below this level. A financial institution could issue to the investor an up-and-in call and a down-and-in put triggered by the event that the MAP has hit the target level, which serves as a barrier. Like the normal average in regular Asian options, using the MAP could also effectively alleviate the impact of short-term price fluctuation and protect investors from price manipulation. 3 The moving average price is computed based on the current price and on those in the most recent periods over a fixed length, denoted as D in equation (1) in this paper. 4 The usefulness of technical analysis has been well justified in the finance literature. For example, Lo, Mamaysky and Wang (2000) find that technical analysis has added value to the investment process based on their novel approach comparing the distribution conditional on technical patterns, such as headand-shoulders and double-bottoms, with the unconditional distribution. Zhu and Zhou (2009) analyze the widely employed moving average trading rule from an asset allocation perspective. They show that technical analysis adds value no matter if stock returns are predictable.
There are a few different ways to use MAP in designing exotic options. The simplest one would be the moving average barrier option (MABO), the up-and-in call and down-and-in put discussed above. The MABO has a regular European option payoff, but is triggered by the event that the MAP hits a prescribed barrier level. The MAP can also be used as an underlying asset in designing options with American, lookback and reset features. A European option on MAP reduces to a known product of a forward starting Asian option or an Asian tail option. In this paper, we focus on the pricing of MABOs and leave the pricing of other MAP-related options for future research.
The study on pricing regular barrier options has a long history. Merton (1973) first studied the price of a down-and-out call option. Conze and Viswanathan (1991) derived the pricing formulas of the up-and-out call and down-and-out put by applying the joint distribution of historical extremum and terminal stock price. Rubinstein and Reiner (1991) provided formulas for many other barrier options. Gao, Huang and Subrahmanyam (2000) proposed an alternative approach for pricing and hedging American barrier options using the decomposition technique. Dai and Kwok (2004) derived analytical formulas for knockin American options. These papers dealt with continuously monitored barrier options.
However, in practice, many barrier options traded on markets are discretely monitored.
Broadie, Glasserman and Kou (1997) proposed a continuity correction for the discretely monitored barrier option and justified the correction both theoretically and numerically. Kou (2003) extended the results by covering more cases and giving a simpler proof. To resolve the pricing issue of discretely monitored barrier options fully, one has to use a numerical approach. Zvan, Vetzal and Forsyth (2000) presented an implicit method for solving PDE models of contingent claims prices with general algebraic constraints on the solution. Examples of constraints include barriers and early-exercise features. Recently, the literature has evolved into pricing barrier options in a more complicated economy. Roger and Shi's (1995) transformation uncovered the symmetry of the problem so that they could reduce the problem by one dimension, but it was still nontrivial to solve the resulting 1+1 dimensional PDE numerically (see Zvan, Forsyth and Vetzal (1998) for flux limiting techniques). Zhang (2001) observed that one difficulty in solving Roger and Shi's PDE came from the singularity embedded in the initial condition.
He used a novel approach to remove the singularity in the manner of the perturbation method and obtained highly accurate numerical values of continuous average rate options.
The problem indeed has a quasi-analytical solution in a few different forms. Geman and Yor's (1993) analytical expression required calculating inverse Laplace transformations of a confluent hypergeometric function, which was shown by Geman and Eydeland (1995) In this paper, we derive the PDE model and implement the forward-shooting grid method (FSGM) to price discretely monitored MABOs. However, we emphasize that it is not straightforward to apply the FSGM to price continuously monitored MABOs. The reason is that the FSGM essentially relies on a PDE model, but no PDE models are available for continuously monitored MABOs. To overcome the difficulty, we make use of an extrapolation technique together with the prices of discretely monitored MABOs to provide an approximation to that of the continuously monitored counterpart. Numerical results are presented to demonstrate the efficiency of our method. In addition, we show that the approximation formula proposed by Heritage (2002) The rest of this paper is organized as follows. Section 2 presents PDE formulations for discretely monitored MABOs and explains why PDE models are not available for continuously monitored MABOs. Numerical algorithms are introduced in Section 3. We conduct an extensive numerical study to investigate the performance of our algorithms in Section 4. Section 5 concludes with a short summary.
PDE models for MABOs
As usual, we assume that the risk-neutral process of the underlying asset price, S t , is governed by
where r and σ represent the riskless rate and the volatility, respectively, and W t is a standard one-dimensional Brownian motion.
Without loss of generality, we consider an up-and-out moving average barrier call option with maturity T and strike price X. Let H = S 0 e b be the predetermined barrier level and D = T /M be the rolling time window for averaging, where M is a positive integer. At time t, the arithmetic MAP, J(t), is defined as
Let T be the set of monitoring time instants at which whether or not the MAP exceeds the barrier level is monitored. If J(t) ≥ H for some t ∈ T , the option is called a "knock-out"
and expires worthless; otherwise, the option has the same payoff as a vanilla call option.
The terminal payoff of the option can thus be written as
where 1 is the indicator function.
We assume regular intervals between adjacent monitoring instants. Let F be the monitoring frequency per window and denote
We consider the following cases:
i) discrete monitoring with F = 1 : the monitoring instants are D, 2D, · · · , T, i.e.,
; ii) discrete monitoring with F = 2 : the monitoring instants are
Let us first consider the case of F = 1.
Discrete monitoring with frequency F = 1
This case has been considered by Heritage (2002) using a probabilistic approach to obtain an approximate analytical formula. We aim to provide a PDE model and efficient numerical methods.
To establish a PDE model, we introduce the following path-dependent variable:
for each k = 1, 2, · · · , M . It is worthwhile pointing out that J 1 (t) is piecewise continuous.
It is continuous within the interval (t k−1 , t k ) and discontinuous at t k .
By definition, at monitoring time t k , the option becomes worthless if
option value is thus a function of S, J 1 and t, denoted as
From (2), we know that
In terms of the Black-Scholes (1973) analysis, it is not difficult to obtain the following governing PDE for European MABOs:
It remains to prescribe a matching condition at t k . Apparently,
On the other hand, when J 1 < H, by continuity we have
which, combined with J 1 (t
Combination of (6) and (7) gives the matching condition at t k :
Equations (4), (5) and (8) form a complete pricing model for European up-and-out call MABOs.
For American style options, due to the early exercise feature, (4) is replaced by a variational inequality
, and equations (5)- (8) 
Discrete monitoring with frequency F = 2
Now we consider the case of F = 2. In addition to J 1 (t) given in (2), it is necessary to introduce another path-dependent variable
It is worth pointing out that when
, there is only the last monitoring time, t k = T , remaining and the option value is nothing but
as given in the case of F = 1. As a result, we only need to take into consideration the
and denote the option value by
Apparently, we have the terminal condition
Let us derive the governing equation. Consider time interval (t k−1 , t k ) at which dJ 1 is given by (3) and
Again, using the Black-Scholes (1973) analysis, we are able to obtain the governing PDE for V 2 (S, J 1 , J 2 , t) as follows:
, k = 1, 2, ..., M ; and
Similarly, we need matching conditions at
Using the same argument as in the case of F = 1, we have
Equations (9)- (13) form a complete model for discretely monitored European MABOs with F = 2. As in the case of F = 1, the extension to the American counterpart is straightforward.
Discrete monitoring with frequency F and continuous monitoring
Let us look at the general case of discrete monitoring with frequency F where
In this case, we need to introduce
where
well as S and t. By using a similar argument as above, we can thus formulate the pricing problem as an F + 2 dimensional PDE problem. The details are omitted.
However, the pricing problem of continuously monitored MABOs cannot be formulated as a finite dimensional PDE, because, at time t, the option value depends on all past underlying prices in the rolling time window, i.e., S τ , τ ∈ [t − D, t). In fact, it is easy to see
As a result, a continuously monitored MABO can be regarded as the limit case of discretely monitored MABOs as F tends to infinity. The value function of a continuously monitored MABO has to involve an infinite number of state variables.
In the subsequent section, we combine extrapolation techniques with FSGM to price the continuously monitored MABOs.
Numerical methods
Due to the lack of closed-form solutions to the PDE models, we resort to numerical solutions.
FSGM for discretely monitored MABOs
We use the case of F = 1 to illustrate how the FSGM works. To simplify the notation, the average variable, J 1 , is denoted by A. For a given ∆t, we fix
Here, K is an integer and 1/K represents a quantization parameter for spacing in the average direction. Denote t n = n∆t, n = 0, 1, · · · , N, and let the discrete values of the asset price, S, and the average price, A, be given by 
Thus, the binomial tree method can be expressed as
. Usually, the values of A k ± may not exactly fall on the discrete nodes of the lattice. We therefore utilize the following linear interpolation:
is the nearest lattice value less than or equal to
At maturity and the monitoring time points, we prescribe the same terminal and matching conditions as given in the PDE model. This is the so-called FSGM.
The above algorithm can be readily extended to the case of F > 1. However, as a lattice algorithm, the FSGM has an amount of computation that explodes as F increases. In the We would like to point out that if a quadratic interpolation is adopted in (17) , then it suffices to take constant K to achieve the first-order consistency. However, as studied by Forsyth, Vetzal and Zvan (2002), the FSGM with quadratic interpolation is no longer a monotonic scheme and its convergence would be problematic.
An extrapolation technique for continuously monitored MABOs
Due to the moving feature of the averaging window, the pricing function of a continuously monitored MABO involves an infinite number of state variables, which makes the FSGM infeasible. To obtain an approximate price of a continuously monitored MABO, we will combine extrapolation techniques with FSGM.
Our idea is based on the fact that a continuously monitored MABO can be thought of as the limit of discretely monitored MABOs as the monitoring frequency goes to infinity. Let V F , F = 1, 2, · · · be the prices of discretely monitored MABOs with monitoring frequency F , and let V be the price of the continuously monitored counterpart. It is obvious that
which implies that we can approximate V by V F , for some big enough F . Unfortunately, it is extremely time consuming to compute V F for a big F using a lattice method. This motives us to adopt a two-point Richardson (1910) extrapolation to accelerate the convergence:
where V 1 and V 2 are computed from the FSGM. An alternative choice 6 is the three-point
Richardson extrapolation,
Generally, the Richardson extrapolation is designed to approximate the limit of function
, where G(y) has an asymptotic expansion of the form
for small y, with constants G 0 , α k and β k (β k = 0) independent of y. 
as y → 0, 6 One can also use Aitken's ∆ 2 -process extrapolation that requires four points, see e.g., Sidi (2003) . 7 For illustration, α k and β k are confined to be real numbers.
we can choose the three-point extrapolation (19) to achieve an O(y
The selection of extrapolation method relies on the characteristics of the sequence to be accelerated. Unfortunately, it is intractable to analyze the asymptotic behavior of the {V F , F = 1, 2, · · · } sequence as F goes to infinity. We will employ numerical experiments to test the performance of the two-point extrapolation method (18). 8 
Numerical Results
We carry out extensive numerical experiments to investigate the performance of our newly proposed numerical algorithms. As before, up-and-out MABO calls are considered.
Numerical results for the discretely monitored MABOs with frequency, F = 1
We start with the discretely monitored MABOs with frequency, F = 1. In this case, the length of the monitoring interval is the same as that of the averaging window.
To examine the convergence of the FSGM, we present in Table 1 To ensure the accuracy of the benchmark, our MC simulations are 8 We have also verified the efficiency of the three-point extrapolation (19) and Aitken's ∆ 2 -process by using European MABO prices obtained from Monte Carlo simulation. 9 As defined in Section 2, the relative barrier level is the logarithm of the ratio between the barrier level, H, and the initial stock price, S 0 , i.e., b = ln H S0 . 10 For brevity, we omit the subscript 0 in S 0 in presenting our results in this Section.
conducted with a large number of paths and time steps (10 6 paths, 500,000 plus 500,000 antithetics, and 2,000 time steps in each simulation). The standard errors of the MC simulations are smaller than 0.0001. In Table 1 paths (500,000 plus 500,000 antithetics) and 2,000 time steps in each simulation.
Heritage (2002) derived an approximate pricing formula, i.e., equation (6), in his paper,
for European-style MABOs in terms of a regular barrier option price plus a first-order correction. To investigate the accuracy of our FSGM and Heritage's formula, we present in Table 2 , we observe that the prices computed using our FSGM are almost identical to the MC results for a wide range of all parameters. Our newly proposed lattice algorithm, 12 One reason for the downward bias of the LSM in pricing American-style barrier options is that the LSM is sensitive to the number of time steps, N . As an experiment, we applied the LSM to pricing regular American-style calls and American-style up-and-out calls without the moving average feature. We observe that the LSM works well for the regular American-style options, but not for the American-style barrier options. The American-style barrier option prices obtained using the LSM tend to the benchmark values obtained with a standard binomial tree method as N increases, but the convergence rate is very slow. Because the regression in the LSM with a large N leads to an unacceptable amount of computation, we conclude that a simple extension of the LSM does not work well for regular American-style barrier options and American-style MABOs. To enhance the performance of the LSM in pricing American-style MABOs, In Table 5 , we present values of the continuously monitored American-style MABOs,
i.e., F = ∞, from the two-point Richardson extrapolation with the discretely monitored American-style MABO prices computed using our FSGM. Since the error of the extrapolation method for the continuous European-style MABOs has been justified in Table 4 one should be very careful, at least we believe, in choosing the basis functions.
and the error of our FSGM for the discrete American-style MABOs with F = 1 has been justified in Table 1 , it would be reasonable to believe that the values of the continuous American-style MABOs presented in Table 5 are as accurate as those of the continuous European-style MABOs in Table 4 , i.e, the relative errors are within 3%. To the best of our knowledge, no one has presented the values of the continuous American-style MABOs before in the literature due to the difficulties in numerical computation.
It is of interest to explore the performance of our method when the spot price, S, is close to the barrier level, H, i.e., when b = ln(H/S) is small, because the regular barrier option pricing formula has a singularity (the first-order derivative of the option price with respect to b becomes +∞) at b = 0. In Table 6 , we present some numerical results as the 
Concluding Remarks
This paper is concerned with the pricing of an exotic barrier option, known as the moving average barrier option (MABO), which is triggered by the moving average of the underlying asset price hitting a prescribed barrier level. When the barrier is discretely monitored, we develop a PDE model that allows us to design an efficient numerical scheme. However, no PDE models are available when the barrier is continuously monitored.
In the case of discrete monitoring, we extend the forward shooting grid method (FSGM) to numerically solve the corresponding PDE model. In the case of continuous monitoring, we make use of extrapolation techniques in combination with the prices of discretely monitored MABOs with F ≤ 2 computed from the FSGM. Numerical results demonstrate the reliability and efficiency of our methods.
Finally, we emphasize that it is straightforward to extend our approach to pricing other structured products associated with the moving average. Since the FSGM is essentially equivalent to a certain explicit finite difference scheme, to further improve accuracy, we may design implicit difference schemes that possess better convergence and stability.
Appendix
A First-order consistency conditions for the FSGM in the PDE model
Let us take European-style MABOs as an example. First, we ignore the effect of interpolation, and assume that U (S, A, t) is smooth enough and satisfies
) .
It follows that
Now, we examine the effect of the interpolation error. Let V (S, A, t) be a smooth function satisfying
For linear interpolation Π A , we have,
Combining (20)- (23) gives
As a result, to ensure the first-order consistency of FSGM to the PDE, we need to take MC, values computed using Monte Carlo simulations with 10 6 paths (500,000 plus 500,000 antithetics) and 2, 000 time steps in each simulation.
