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Abstract. Different variants of a Bell inequality, such as CHSH and CH, are known to
be equivalent when evaluated on nonsignaling outcome probability distributions. However,
in experimental setups, the outcome probability distributions are estimated using a finite
number of samples. Therefore the nonsignaling conditions are only approximately satisfied
and the robustness of the violation depends on the chosen inequality variant. We explain
that phenomenon using the decomposition of the space of outcome probability distributions
under the action of the symmetry group of the scenario, and propose a method to optimize the
statistical robustness of a Bell inequality. In the process, we describe the finite group composed
of relabeling of parties, measurement settings and outcomes, and identify correspondences
between the irreducible representations of this group and properties of outcome probability
distributions such as normalization, signaling or having uniform marginals.
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Figure 1. Simulated tests of variants of Bell inequalities modeled after the 2015 loophole-free
experiment of Shalm et al. [9]. The behavior of the system is represented by the distribution
pab|xy, estimated using Pexp(ab|xy) = N(abxy)/N(xy). Due to finite sample effects, ~Pexp violates
the nonsignaling constraints, rendering CH and CHSH inequivalent (the inequalities have been
rescaled to allow comparison, and Opt is the optimal variant obtained in Section 3). The
histogram represents 200’000 runs of the experiment, each run including the same number of
trials as in [9]; while the average value of the Bell expression Iexp is the same, the variance
differs significantly.
1. Introduction
The structure of physical systems can be probed by observing relations between the
measurement outcomes of their subsystems. When the subsystems are spacelike separated,
special relativity forbids faster-than-light communication; then the outcome probability
distributions obey the linear nonsignaling constraints [1, 2, 3]. Additionally, when subsystems
obey the locality principle, the outcome probability distributions respect linear constraints
known as Bell inequalities [4]. The CHSH [5] and CH [6] Bell inequalities were introduced
by Clauser et al., along with experimental proposals to test the violation of the locality
principle by quantum mechanics. Later on, the CHSH and the CH inequalities were shown
to be equivalent [7, 8] provided the outcome probability distributions satisfy the nonsignaling
constraints.
Quantum systems respect the nonsignaling constraints; thus, in theory, the CHSH and CH
inequalities should be equivalent. However, in practice, experimental probability distributions
are estimated using a finite set of samples, and the nonsignaling constraints are only satisfied
approximately due to statistical fluctuations. Thus, supposedly equivalent Bell inequalities
exhibit differing statistical properties, as hinted by Knill et al. [10] and Gill [11]. In particular,
the standard deviation of the reported Bell inequality violation is affected, as shown in
Figure 1 for the CHSH and CH inequalities. With this observation, we can look for the
optimal variant of a given Bell inequality. To do so, we decompose the inequality into a
nonsignaling subspace (left untouched) and a signaling subspace to be optimized. While
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several ways to decompose a Bell inequality have already been proposed [3, 12, 13], we
show the existence of a unique decomposition that satisfies the requirements of the device-
independent framework [14, 15, 16].
Expanding on our earlier investigations [13], our method rests on the study of the
symmetries of Bell scenarios. In the device-independent approach, nonlocal behaviors are
studied without attributing a particular meaning to the parties, the measurement settings and
the outcomes, which are, for all purposes, abstract labels — no assumptions are made about
the inner workings of devices. Likewise, the set of Bell inequalities is defined up to the
relabeling of parties, settings and outcomes [17, 18]. Quite naturally, the symmetry group of
those relabelings collects Bell inequalities into families [19, 20, 21, 22, 23, 13]. However, in
the current work, we assume that we already selected the representative of a Bell inequality
to be violated in an experimental setup, and merely optimize its signaling subspace.
The required decomposition of the inequality coefficients into subspaces follows
straightforwardly from the structure of the action of the relabeling group: for example, a
nonsignaling probability distribution stays nonsignaling after an arbitrary relabeling. The
same phenomenon holds for other properties, such as being properly normalized or having
uniformly random marginals. These three properties correspond to invariant subspaces of
the probability distribution coefficients; a complete list of these subspaces is given by the
irreducible representations of the relabeling group.
The present paper has two goals. First, we present a practical method to optimize the
Bell inequality variant used in an experiment. Second, we enumerate all the irreducible
representations of the relabeling group present in outcome probability distributions and
associate them to physical properties. Accordingly, we organize our paper as follows. In
Section 2, we introduce the relabeling equivalence principle motivating our decomposition.
We describe our optimization process in Section 3 and illustrate it with simulations of two
recent loophole-free Bell experiments. Together, these two sections form a self-contained
description of our optimization method. In Section 4, we list all the invariant subspaces
appearing in the outcome probability distributions of a bipartite scenario with binary settings
and outcomes.
1.1. Definitions used through out the present work
A Bell scenario is described by the triple (n,m, k), where n is the number of parties, each with
m measurement settings and k measurement outcomes per settings [24]. We write (x, y, ...) the
measurement settings used by the parties, and (a, b, ...) the obtained measurement outcomes.
In a Bell scenario, a setup is a concrete or gedanken experiment, whose behavior is described
by the joint conditional probability distribution pab...|xy.... Using a suitable enumeration of the
coefficients, this distribution can be written as a vector ~P ∈ Rd, where d = (mk)n.
When a quantum setup can be modeled precisely, the distribution pab...|xy... is exactly
given by the Born rule. In experimental situations, however, the distribution ~P is estimated
by an experimental run recording the outcomes of a certain number of trials in the counts
N(ab...xy...). From these counts, the outcome probability distribution ~P is approximated
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Figure 2. An experiment testing the CHSH inequality in the (2,2,2) scenario in a given labeling
convention. Below, the same experiment using a different labeling convention, along with a
relabeling map ρ ∈ G. Note that ρmay exchange a = 0 with a = 1 when x = 0∗ and do nothing
when x = 1∗.
using the relative frequencies pab...|xy... ≈ N(ab...xy...)/N(xy...). A recent example is given
by the loophole-free Bell test of Shaml et al. [9] (Supplemental Material): in the scenario
(2, 2, 2), the authors present the event counts of six experimental runs, each run collecting
approximately 2 · 108 trials.
2. The label equivalence principle and representations
We first derive a general principle from the device-independent framework which motivates
our introduction of elements of representation theory in the study of nonlocality. For
simplicity, in this paper, we will restrict ourselves to the (2,2,2) scenario in which the CHSH
inequality is tested. Our results generalizes straightforwardly [25]. In that scenario, the
behavior of a setup is described by pab|xy with a, b = 0, 1 and x, y = 0∗, 1∗ (the asterisk is
purely cosmetic to distinguish settings and outcomes). The same probability distribution is
interchangeably written as the vector ~P ∈ V = Rd=16.
However, to write the probability distribution pab|xy above, a certain labeling convention
has to be used, deciding who is Alice (a, x) and Bob (b, y), and which measurement setting
(respectively measurement outcome) corresponds to 0∗ and 1∗ (respectively 0, 1). The
transformation between labeling conventions is given by the relabeling group Gnmk, written G
when no confusion is possible. It is fully described in Appendix C and contains the relabelings
of the parties, the settings, and the outcomes: a specific relabeling is given in Figure 2. In a
given scenario, the labels of parties, settings, and outcomes are purely abstract and have no
physical meaning. This leads to the following principle:
Definition 1 (Label equivalence principle). In the study of nonlocality and device-independent
protocols, all labeling conventions are equivalent.
This principle is already present in all study of nonlocality. As an example, let us consider
the constraints satisfied by nonsignaling probability distributions. All probability distributions
are nonnegative:
∀a, b, x, y, pab|xy ≥ 0, (1)
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and normalized:
∀x, y,
∑
ab
pab|xy = 1. (2)
In addition, the nonsignaling probability distributions satisfy:
∀x, y, a,
∑
b
pab|xy = pa|x and ∀x, y, b,
∑
a
pab|xy = pb|y. (3)
Taken as sets of constraints, each of Eqs. (1)-(3) satisfy the label equivalence principle.
To understand the deeper phenomenon at play here, let us make an analogy. In special
relativity, the Lorentz group specifies the transformations between reference frames, and
in turn, the physics of a relativistic system is contained in the representations of the
Lorentz group. Similarly, a natural description of quantum behaviors should be given by
the representations of the relabeling group G. Already, V 3 ~P is a representation of
G, as the linear action of G is to permute the coefficients of the probability distribution
pab|xy. We then decompose V into the invariant subspaces corresponding to irreducible
representations of G [26], and match the resulting subspaces to physical properties. Some
of these properties are readily identified: under G, properly normalized distributions stay
normalized and nonsignaling distributions stay nonsignaling. The full decomposition of V
into irreducible representations is presented in Section 4. To achieve our goal of optimizing
the coefficients of a Bell inequality, a coarser-grained decomposition into three orthogonal
subspaces is sufficient: the first subspace corresponds to the normalization conditions Eq. (2),
the second to nonsignaling content satisfying Eq. (3), the last to the signaling content of the
probability distribution. This decomposition is the unique one respecting the label equivalence
principle.‡
3. Constructing the optimal variant of a Bell inequality
Having motivated our decomposition of ~P ∈ V into normalization, nonsignaling and signaling
subspaces, we look to optimize the statistical properties of a given Bell inequality. We
consider a bipartite nonsignaling setup. This setup can be either a classical or quantum
experiment, or even a gedanken experiment simulated on a computer. Because we study the
nonlocal properties of the setup, we immediately forget about the description of the physical
system and measurements to only remember the probabilities p setupab|xy that define it. As the
distribution p setupab|xy is nonsignaling, it satisfies Eqs. (1)-(3).
‡ Let us make a side remark. What is the most fundamental object in the study of nonlocality? On the one
hand, we can argue that pab...|xy... is the fundamental object. The composition of the relabeling group G follows
from the nonsignaling constraints: nonnegativity Eq. (1) prescribes a permutation representation on ~P ∈ V = Rd,
so that G is isomorphic to a subgroup of the symmetric group Sd. The exact subgroup is the one preserving the
normalization Eq. (2) and nonsignaling Eq. (3) constraints, recovering G. On the other hand, the relabeling group
G can be taken as the fundamental object, whose irreducible representations provide directly the components of
~P respecting the nonsignaling principle. However, there are other irreducible representations of G that do not
appear in the decomposition of V 3 ~P. It is an open question whether they play a role in the study of nonlocality.
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Figure 3. Variants of Bell inequalities ~β, which only differ by their component ~βSI
over the signaling subspace. These variants are equivalent when evaluated on nonsignaling
probability distributions. The letters L, Q, C represent respectively the sets of local, quantum,
nonsignaling probability distributions [3].
When the setup exhibits nonlocality, the probability distribution p setupab|xy violates a Bell
inequality. This Bell inequality can be written using coefficients βabxy along with a local
bound u such that
I =
∑
abxy
βabxy pab|xy = ~β · ~P
local≤ u, (4)
is satisfied when the distribution pab|xy is local. In the above equation, we also write βabxy as a
vector ~β ∈ V = Rd such that the computation of the inequality value is an inner product. Our
method is based on the following proposition, which is a simplified version of the Theorem
presented in Section 4:
Proposition. V splits into three orthogonal subspaces V = VNO ⊕ VNS ⊕ VSI invariant under
G. Accordingly, the coefficient vectors of probability distributions ~P and Bell inequalities ~β
can be decomposed into orthogonal vectors:
~P = ~PNO + ~PNS + ~PSI, ~β = ~βNO + ~βNS + ~βSI. (5)
In this decomposition, ~PNO, ~PNS and ~PSI correspond to the normalization, the nonsignaling
content and the signaling content of the probability distribution ~P, with the following
relations:
(i) ~PNO = 14~1 for all probability distributions, where ~1 = (1, 1, ..., 1)
> (normalization),
(ii) ~PSI = ~0 for all nonsignaling probability distributions.
Proof. See Section 4 and Appendix C. 
This decomposition can also be deduced from Section 2. Indeed, the Eq. 2 and 3 are
linear conditions on ~P, which can be directly translated into equations about a projection of ~P.
Here Eq. 2 and 3 respectively correspond to (i), over projection ~PNO, and (ii), over projection
~PS I . The last component ~PNS , which is not constrained by normalization and nonsignaling
(and then contains all the physical information), is defined as ~PNS = ~P − ~PNO − ~PS I .
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Using that proposition and the orthogonality relations, we rewrite the scalar product
Eq. (4) :
I = ~β · ~P = (~βNO · ~PNO)
= cte
+ (~βNS · ~PNS) + (~βSI · ~PSI)
=0 if nonsignaling
local≤ u, (6)
enabling the following transformations of a Bell inequality:
• The local bound u of the inequality can easily be translated by modifying the coefficients
~βNO,
• The inequality can be rescaled by multiplying both ~β and u by the same positive factor.
• The coefficients ~βSI can be set to an arbitrary value.
We see from the first two transformations that a comparison of the violation I across Bell
inequality variants is only possible if the variants are first rescaled such that each of their local
and quantum bounds match. Such a rescaling has no physical meaning and is pure convention.
What happens with the third transformation is more surprising§. In experiments, the standard
deviation σ of the violation Iexp = ~β · ~Pexp has a dependence on ~βSI, and thus the component
~βSI can be optimized.
3.1. Spurious signaling due to finite statistics
In an experimental run, the distribution p setupab|xy is estimated by repeating measurements for
a certain number N of trials. For each trial, a setting pair (x, y) is selected and the outcomes
(a, b) of the corresponding measurements are recorded. Writing N(abxy) the number of events
corresponding to settings (x, y) and outcomes (a, b), we estimate:
p runab|xy =
N(abxy)
N(xy)
. (7)
We saw that ~P setupSI = ~0. However, because ~P
run is estimated using a finite number of samples,
statistical fluctuations lead to signaling outcome probability distributions: for a particular run,
we generally have ~P runSI , ~0. Still, by construction, the normalization component ~P
run
NO is always
constant. By the central limit theorem, ~P run is well approximated by a multivariate normal
distribution N(~µ,Σ), where the mean vector ~µ = ~P setup and the covariance matrix Σabxy,a′b′x′y′
could be computed from the multinomial distribution. In practice, the Monte-Carlo estimation
of Σ performs well.
For each run, we can compute the Bell violation I run = ~β · ~P run. If we were to perform
infinitely many trials in each run, the average value 〈I run〉 of the Bell inequality would be
given by I setup, as the average signaling component
〈
~P runSI
〉
would be zero. However, a run
is composed of a finite number of trials, creating statistical fluctuations. The variance σ of
the Bell violation I run = ~β · ~P run is given by σ2 = ~β> Σ ~β: it depends on ~βSI, which can be
optimized.
§ Some papers report the ratio s = (Iexp − u)/σ representing the magnitude of the violation as the number of
standard deviations above the local bound. This ratio s is invariant under translation and scaling.
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3.2. Construction of the optimal variant
Finding the optimal variant of a Bell inequality boils down to the minimization of σ over the
variables ~βSI. We prove in Appendix D.1 that the variant of the inequality ~β∗ whose value has
minimal variance is given by:
~β∗ =
(
Π¯ − Π
(
Π Σ Π + Π¯
)−1
Π Σ Π¯
)
~β, (8)
where Π is the orthogonal projection over the signaling space VSI (given in Appendix D.1
and Table C4) and Π¯ = 1 − Π. If the matrix
(
Π Σ Π + Π¯
)
is not invertible, the inverse can be
replaced by the Moore-Penrose pseudo-inverse.
Note that the implementation of Eq. 8 , which is the solution to a minimization problem
of a quadratic function (standard problem in optimization), can be done easily and efficiently.
3.3. Implementation on simulated loophole-free Bell experiments
To illustrate the impact of our method, we study the robustness the CH, CHSH and Eberhard
inequalities to the effects of finite statistics. Then, we derive the optimal Bell inequality. The
original expressions have been shifted and rescaled so that the local bound is at 0 and the
maximal quantum violation at 2(
√
2 − 1). Specifically:‖
• The CHSH inequality ([27]) is shifted by −18~1. We consider ~βCHS H = ~βCHS H[27] −
1
2
~1.
~βCHS H =

0.5 −1.5 0.5 −1.5
−1.5 0.5 −1.5 0.5
0.5 −1.5 −1.5 0.5
−1.5 0.5 0.5 −1.5

• The CH inequality ([6]) has its marginal terms pAa|x and pBb|y interpreted as pAa|x =
∑
b pab|x0
and pBb|y =
∑
b pab|0y, respectively. To obtain the same maximal violation, the inequality
is scaled by: ~βCH = 4~βCH
[6] .
~βCH =

−4 −4 4 0
−4 0 0 0
4 0 −4 0
0 0 0 0

• The EH inequality ([9]) corresponds to the CH inequality with marginal terms interpreted
as pAa|x =
∑
b pab|x1 and pBb|y =
∑
b pab|1y. It is scaled by ~βEH = 4~βEH[9] .
~βEH =

0 0 0 −4
0 4 0 0
0 0 0 0
−4 0 0 −4

‖ Our convention is ~β =

β000∗0∗ β010∗0∗ β000∗1∗ β010∗1∗
β100∗0∗ β110∗0∗ β100∗1∗ β110∗1∗
β001∗0∗ β011∗0∗ β001∗1∗ β011∗1∗
β101∗0∗ β111∗0∗ β101∗1∗ β111∗1∗
 .
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Figure 4. a. Violation of Bell inequality for ~P(1) ([27]). We observe same average violation
〈I〉 = 0.302 but different standard deviation σCHSH = 0.211 and σCH = 0.464. b. Violation
of Bell inequality for ~P(2) ([9]). We observe same average violation 〈I〉 = 1.25 × 10−5 but
different standard deviation σCHSH = 5.65× 10−6, σCH = 1.20× 10−5, σEH = 3.72× 10−6 and
σ opt = 2.60 × 10−6. In both cases, we renormalized the inequalities such as the bound for the
violation is 0 (and not 2 for CHSH) and such as the maximal quantum violation is the same.
To illustrate our method, we simulate two types of experiments. The first simulation is
inspired by the experiment described in [27]. We suppose that the source deterministically
provides pairs of entangled photons. In this configuration, the vacuum component is
negligible. For the second case, we assume that the source is based on the spontaneous
parametric down conversion process, as employed in [9]. In this last case, the vacuum
component is predominant. As described in Appendix A, we use the features given in [9, 27]
to generate the following probability distributions:
~P(1) =

0.39 0.09 0.35 0.13
0.08 0.44 0.12 0.40
0.39 0.09 0.10 0.38
0.08 0.44 0.37 0.15
 ~P(2) =

1 − 4.0 × 10−5 1.0 × 10−5 1 − 9.8 × 10−5 8.7 × 10−6
9.7 × 10−6 2.0 × 10−5 6.7 × 10−5 2.2 × 10−5
1 − 9.8 × 10−5 6.8 × 10−5 1 − 1.8 × 10−4 9.0 × 10−5
8.3 × 10−6 2.2 × 10−5 8.9 × 10−5 4.7 × 10−7
 (9)
To see the effect of the finite number of trials on the violation, we performed a Monte-
Carlo type simulation. Given a number of trials, the algorithm returns a simulated number
of detection events for the sixteen combinations of settings and outcomes.
The histogram distributions obtained for the two experiments after 200’000 simulated
runs are given in Figure 4. The Figure 4a shows the violation distribution obtained when we
perform 245 steps with the probability distribution ~P(1) given in Eq. (9). The CHSH and CH
inequalities give the same amount of violation in average without the same standard deviation.
As CHSH and CH only differs on their signaling component, this clearly show the influence
of the signaling part on the statistical fluctuations around the mean violation. In this case,
because the distribution obeys a particular symmetry (up to experimental imperfections), the
inequality variant with minimal variance is CHSH (see Appendix D.2).
We also observe this effect with a non-maximally entangled photon pair source described
by the probability distribution ~P(2) given in Eq. (9). Figure 4b shows the violation distributions
obtained for 176 × 106 steps. As before, we obtain for the three inequalities, CHSH, CH, and
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EH, the same amount of violation in average with different standard deviations. Moreover,
by using Eq. (8), we found an inequality that exploits the noise correlation between the
probabilities to reduce the influence of the statistical error. This optimal inequality is:
~βopt =

0 −1.5 0 −0.5
−1.5 1 −2.5 1
0 −2.5 0 0.5
−0.5 1 0.5 −3
 (10)
As expected, we see in Figure 4b that this inequality gives the same average violation with an
improved standard deviation. This upgrades the violation, from 1.0σ with CH and 3.4σ with
EH (considered in [9]) to 4.8σ with the optimal inequality.
4. Physical properties of scenarios naturally emerge from the symmetry group
We saw in Sec. 2 that the description ~P of a device-independent setup is made using an
arbitrary labeling convention. Moreover, there exists a group G of transformations, the
relabelings, between those conventions and V 3 ~P is a representation of that group. In
the following, we decompose it into irreducible components and identify each irreducible
component with a corresponding physical property. By construction, those properties are
independent from the labeling convention in use (for an introduction to representation theory,
see Appendix B).
Theorem. In the scenario (2, 2, 2), the representation V of G is reducible, with orthogonal
irreducible nonequivalent components:
V = VNO1 ⊕ VNO2 ⊕ VNO3 ⊕ Vmarg ⊕ Vcorr ⊕ VSI coarse=graining VNO + VNS + VSI, (11)
where the subspaces have their bases and associated physical meanings given in Table 1. This
decomposition is unique as the finest decomposition that preserves the group structure. Any
vector ~P can be decomposed as:
~P = ~PNO1 + ~PNO2 + ~PNO3 + ~Pmarg + ~Pcorr + ~PSI
coarse
=
graining
~PNO + ~PNS + ~PSI, (12)
such that for any g ∈ G, we have ~Pg = ~PgNO1 + ~P
g
NO2
+ ~PgNO3 +
~Pgmarg + ~P
g
corr + ~P
g
SI with
~PLBL, ~P
g
LBL ∈ VLBL for all subspace labels LBL. In particular, ”~PLBL , 0” is independent
from the labeling convention. This can be seen as a confirmation of our intuition: ”the setup
contains the physical property LBL” is an assertion which is independent from the labeling
convention.
The same decomposition applies to the coefficient vector ~β of a Bell inequality.
Proof. The irreducible decomposition of V is constructed step by step in Appendix C. 
We now interpret the elements that appear in the decomposition, identifying them to
intuitive physical properties. We illustrate it with setups whose behavior ~P contain specific
physical behavior (Table 2):
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Vector subspace Basis Physical meaning dim
VNO ≡ VNO1 ⊕ VNO2 ⊕ VNO3 Normalization 4
VNO1 ~Q++++ Normalization 1
VNO2 ~Q+++−, ~Q++−+ Normalization 2
VNO3 ~Q++−− Normalization 1
VNS ≡ Vmarg ⊕ Vcorr Nonsignaling 8
Vmarg(≡ VAmarg + VBmarg) Marginals 4
(VAmarg) ~Q−+±+ Alice marginals 2
(VBmarg) ~Q+−+± Bob marginals 2
Vcorr ~Q−−±± Correlations 4
VSI(≡ V→BSI + V→ASI ) Signaling 4
(V→BSI ) ~Q+−−± Signaling A→ B 2
(V→ASI ) ~Q−+±− Signaling B→ A 2
Table 1. Irreducible components appearing in the probability distributions of bipartite
Bell scenarios with their dimension and basis (Qi jkl(ab|xy) = ia jbkxly for i, j, k, l = ±1, see
Table C4).
• Normalization subspace VNO:
This subspace corresponds to the physical property “~P is properly normalized”,
corresponding to the four normalization conditions (2). For any normalized outcome
distribution, ~PNO1 =
1
4 and ~PNO2 = ~PNO3 = 0.
In the setup UNI (Table 2), Alice and Bob throw two unbiased coins for any setting. This
results in the uniform distribution ~PUNI ∈ VNO.
• Marginals subspace Vmarg:
This subspace corresponds to the marginals of Alice and Bob respectively independent
from Bob and Alice choice of setting. We further split it into Vmarg ≡ VAmarg + VBmarg
by discerning the roles of Alice and Bob, otherwise mixed by the group. The physical
property “Alice and Bob have uniform marginals” (pa|x = pb|y = 1/2) is preserved under
relabelings and corresponds to ~Pmarg = 0. In the correlator notation [3], it corresponds to
the
〈
Ax
〉
= 12
∑
aby(−1)a pab|xy and 〈By〉 = 12 ∑abx(−1)b pab|xy (providing that the distribution
of measurement settings is itself unbiased for signaling setups).
In the setup BIAS (Table 2), Alice throws a fair coin and Bob a 14/
3
4 biased coin for any
setting. We observe that ~PBIAS = ~PNO + ~Pmarg.
• Correlation subspace Vcorr:
This subspace corresponds to the correlation between Alice and Bob outcomes, i.e.
whether a = b. Outcomes distributions ~P = ~PNO + ~Pcorr are symmetric under relabeling of
all outcomes (a→ 1−a and b→ 1−b), and are optimally tested by CHSH (see Appendix
D.2). In the correlator notation, it corresponds to the elements
〈
AxBy
〉
=
∑
ab(−1)ab pab|xy.
In the setup BW (Table 2), an object with color either black or white (with equal
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Name Nonzero components pab|xy ~P
UNI VNO 14
1
4
~Q++++
BIAS VNO, VBmarg
1
2 .(
1
4δb=0 +
3
4δb=1)
1
4
~Q++++ − 18 ~Q+−++
SIG VNO, V→BSI
1
2δx=b
1
4
~Q++++ + 14 ~Q+−−+
BW VNO, Vcorr 12δa=b
1
4
~Q++++ + 14 ~Q−−++
PRBOX VNO, Vcorr 12δa+b=xy
1
4
~Q++++ + 18
∑
kl τkl ~Q−−kl
OPTQ VNO, Vcorr p
ψ−,th
ab|xy
1
4
~Q++++ + 18√2
∑
kl τkl ~Q−−kl
NOISE Vmarg, Vcorr, VSI ab|xy = p
exp
ab|xy − psetupab|xy ~marg, ~corr, ~SI
Table 2. List of setups used to identify the physical properties corresponding to irreducible
representations, with NOISE corresponding to the statistical fluctuations studied in Sec. 3.
For each, we list the nonzero components, their probability distribution pab|xy and its
decomposition on the subspaces (using Qi jkl(ab|xy) = ia jbkxly, see Appendix C). Here τkl = −1
if k = l = −1 and τkl = +1 otherwise. For the last line, one has ~Pexp = ~Psetup + ~.
probability 12 ) is cut it in two parts which are sent to Alice and Bob. The outcome
measured by Alice and Bob attributes a number a = 0, 1 and b = 0, 1 to the colors.
The resulting distribution, ~PBW = ~PNO + ~Pcorr, contains correlations but is nonsignaling
with uniform marginals.
• Signaling subspace VSI:
This subspace corresponds to the physical property “the outcome distribution is
signaling”. As for Vmarg, we discern the roles of Alice and Bob to split VSI ≡ V→BSI + V→ASI ,
representing respectively the signaling from Alice to Bob (when ~P→BSI , 0) and from Bob
to Alice (when ~P→ASI , 0). To be more explicit, ~P
→A
sign contains strictly the information
about the dependence of Alice’s outcome on Bob’s choice of setting.
In the setup SIG (Table 2), Alice measurement setting is Bob outcome and Alice throws
an unbiased coin. It contains only signaling from Alice to Bob. The resulting distribution
is purely signaling: ~PSIG = ~PNO + ~P→BSI .
Table 2 also contains the setup OPTQ corresponding to the optimal quantum violation of
CHSH and the setup PRBOX corresponding to the PR-box [2]. Neither setup has marginal or
signaling term. Their correlation terms ~Pcorr are collinear, with PRBOX more correlated than
OPTQ. The last line NOISE gives the decomposition of the statistical fluctuations present
when ~Psetup is estimated using a finite number of samples. In general, there is noise in each of
Vmarg,Vcorr and VSI.
This theorem, whose generalization to all (n,m,k) scenarios will be given in a future
note [25], is a direct proof of the unicity of the decomposition made in [13]. In this work,
Rosset et al. defined a projection on the nonsignaling subspace that commutes with the
relabelings. As shown here for the scenario (2,2,2), this projection is unique.
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5. Conclusion
The study of quantum nonlocality in the device-independent framework considers the labeling
of parties, measurement settings and outcomes as pure convention. Transformations between
labeling conventions are given by the relabeling group. We explored the structure of this
relabeling group and of some of its representations. In particular, the decomposition of the
coefficient space of a Bell inequality singles out the normalization and signaling subspaces.
Arbitrarily many variants of a Bell inequality can be generated by changing the vector
components corresponding to these subspaces; however, if the obtained inequalities are
equivalent on nonsignaling distributions, their statistical properties differ in experimental
use. We showed how to construct the inequality with minimal variance, which optimizes the
number of standard deviations above the local bound in experimental works. We simulated
the outcome distributions coming from two recent experiments [27, 9] and discussed the
optimality of variants such that CHSH, CH or Eberhard inequalities compared to our method.
Recently, several authors [28, 29] introduced formal statistical tests to reject the locality
hypothesis with a certain p-value threshold. These tests are heavily dependent on the
inequality variant considered. We leave the generalization of our method to these tests as
an open question.
To our knowledge, this work represents the first application of the representation
theory of finite groups to the relabeling group of Bell scenarios. Here, we described the
decomposition of the representation space corresponding to pab...|xy.... We leave the study of the
other irreducible representations to future work. If, as we conjecture, the relabeling group is
a fundamental object in the study of device-independent protocols, its representations should
play a major role in other protocols.
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Appendix A. Generation of the probability distributions
Appendix A.1. Deterministic entangled state sources
The probability distribution for the deterministic entangled state source is calculated from the
experimental parameters given in [27]. In this experiment, the authors entangled two NV
centers using the electronic spin as a two dimensional system with basis states denoted as
|↑〉 and |↓〉. They aim to prepare the two spins in a maximally entangled state of the form
|ψ−〉 = [|↑↓〉 − |↓↑〉] /√2, but due to imperfections in the state preparation, they generate a
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partially entangled state ρ described by the density matrix:
ρ =
1
2

λ 0 0 0
0 1 − λ V 0
0 V 1 − λ 0
0 0 0 λ
 , (A.1)
with λ = 0.022 and V = 0.873.
The measurement apparatuses perform an imperfect projection along the Z axis. To take
into account the measurement imperfections the projectors are defined by:
Πi0 = η
i
+Π+ + (1 − ηi−)Π−, Πi1 = (1 − ηi+)Π+ + (ηi−)Π−, (A.2)
where Π± = (1±σz)/2. The readout fidelities are equal to ηA+ = 0.954, ηA− = 0.994, ηB+ = 0.939,
and ηB− = 0.998 for the measurement apparatuses of Alice and Bob. The outcome probabilities
are then pab|xy = Tr
[
(ΠAa ⊗ ΠBb )R(θAx , θBy )ρR(θAx , θBy )†
]
where R(θAx , θ
B
y ) is the rotation operator
with respect to Z applied on the two spins. The authors found that the maximal violation
of the CHSH inequality is obtained for the angles θA0 = 0, θ
A
1 = pi/2, θ
B
0 = −3pi/4 − , and
θB1 = 3pi/4 + , with  = 0.026pi. With this parameter we obtained the probability distribution
given in Eq. (9). As expected, this probability distribution gives the same violation (2.30)
of the CHSH-Bell inequality than the one they mention (corresponding to the shifted value
0.30 = 2.30 − 2 given in Figure 4a).
Appendix A.2. Nondeterministic entangled state sources
The nondeterministic entangled state source was inspired by [9], where two spontaneous
parametric down conversion processes are used to generate polarization entangled photon
pairs of the form |ψ〉 = 0.961 |HH〉 + 0.276 |VV〉. Here, the main difference with the previous
approach is that the source is based on a spontaneous processes. This means that most of the
time no photons are generated and rarely one or several pairs are. The nonlinear photon-pair
generation nonlinear process with a large number of modes is described by the operator:
Ci(µi) = e−
µi
2
4∑
n=0
µn/2i
n!3/2
(a†i b
†
i )
n, (A.3)
where µi is the mean number of photon pairs in the spatial modes a and b: the former
is given to Alice, the latter to Bob. To properly define the density matrix measured by
the authors, we need to take into account all the photon losses, which can be applied to
mode a via the loss operator: La(η) =
∑4
n=0(1 − η)n/2ηa†a/2 an√n! , where η is the transmission
probability. The complete source, i.e. with the two nonlinear processes and all the losses
over all the modes, is depicted by the density matrix of the form ρ = S |0〉〈0| S † with
S (µH, µV , ηA, ηB) = LbH (ηB)LbV (ηB)LaV (ηA)LaH (ηA)CH(µH)CV(µV). To simulate the source
proposed in [9], we used the parameters ηA = 0.747, ηB = 0.756, µV =
µ
1+r2 , and µH =
r2µ
1+r2
with r = 0.288 and µ = 4 × 10−4.
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For the detection, only one non-photon-number-resolving detector is used on each side
to measure the photons in the H mode. The detection events correspond to outcome 1 and
the non-detection to an outcome 0. The measurement apparatus (written here for Alice) is
described by the operators:
ΠA1 = (1 − |0〉〈0|)aH ⊗ 1aV ,bH ,bV , and ΠA0 = |0〉〈0|aH ⊗ 1aV ,bH ,bV . (A.4)
The probabilities given in Eq. (9) are obtained by pab|xy = Tr
[
(ΠAa Π
B
b )R(θ
A
x , θ
B
y )ρR(θ
A
x , θ
B
y )
†] for
the polarization measurement angles θA1 = −4.2◦, θA1 = 25.9◦, θB0 = −4.2◦, and θB1 = 25.9◦.
Appendix B. Introduction to representation theory
Here, we give a brief introduction to the theory of finite group representations and its main
results we use. For a more complete introduction, we adress the reader to [26].
A group of symmetries G corresponds to a finite set of transformations g with an
algebraic group structure: identity, inverse, composition in G.
In our case, these symmetries will be build from permutations of the settings, outputs and
parties.
While group G contains the abstract structure of the transformations, its concrete effects are
seen on a representation of G on a vector space V , for which any g ∈ G is associated with a
linear invertible transformation of V (v ∈ V 7→ vg ∈ V) where this association preserves the
structure of G.
For example, imagine we are interested in the Bell scenario ”Alice tosses a coin”, i.e. (1,1,2).
G is the group of transformations from one arbitrary labeling (e.g. Heads=0, Tails=1) of the
result to any possible labeling (G = S2 = {Id, ρ}, where Id is the identity map and ρ exchanges
0 and 1). Then G acts on V = R2 by: Id does nothing and ρ exchanges the coordinates (this
is called the natural representation).
W ⊂ V is said to be invariant by G if for any w ∈ W, g ∈ G, we always have wg ∈ W. Then,
if the only subspaces W ⊂ V invariant by G are {0} and V , we say that this representation is
irreducible and write: ”V is an irreducible representation of G”.
Back to Alice and her coin, it is easy to see that the representation is not irreducible: v =
(
1
1
)
is a counter example as vId = vρ = v.
We then have the following result, at the foundation of representation theory:
Theorem. If G is finite, there is a finite number of irreducible representations (W1,W2, ...).
Any representation V of G can be uniquely decomposed as an orthogonal sum of irreducible
representations V G= Wi1 ⊕ ... ⊕Wip .
At the level of the vectors, any v ∈ V can be uniquely decomposed as v = w1 + ... + wp with
wk ∈ Wik . Then ∀g ∈ G, vg = wg1 + ... + wgp with wgk ∈ Wik .
This result, which looks quite technical, has an important physical meaning. If our
formalism describes the physical reality in a vector space V , if this description is redundant
and if G contains the transformations between the different descriptions of the same physical
reality, then our formalism contains some degeneracy (being the choice of some specific
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(1,1,2)
0* 1*
0 1
0* 1*0* 1*
(1,2,2) (2,2,2)
(a) (b) (c)
Source
a if
a
x x y
1 10 0
if
a 1 10 0
if
b 1 10 0
Figure C1. Steps of the construction of the scenario (2, 2, 2) made in Appendix C. We
naturally go from scenario (1, 1, 2) to scenario (1, 2, 2) by adding two measurement settings,
and to (2, 2, 2) by adding two parties.
g ∈ G). Decomposing V into irreducible representations is a way to remove this degeneracy.
Most properties of v ∈ V are not universal. For example, ”first coordinate of v is 0” is often
an arbitrary property, as it usually depends on the choice of g ∈ G (in our case, the choice
of labeling). However, some properties of the wk components are universal: ”w1 = 0” is
independent of the choice of g ∈ G.
We adopt this notation: If V decomposes into W1 and W2 under G, we write V
G
= W1 ⊕W2.
With a (1,1,2) Bell scenario, there are two irreducible representations of dimension one,
W1 = t (trivial irreducible representation) and W2 = s (sign irreducible representation),
with ρ acting as Id over t and as −Id over s. Here V = t ⊕ s, with t generated by + =
(
1
1
)
and
s generated by − =
(
1
−1
)
. The two physical properties are the norm (t) and the bias of the coin
(s).
In the following, we apply these results to our specific case. The symmetry group is G,
the group of relabelings. We are then interested in the ”relabeling-independent” physical
properties of a Bell setup. As we will see, there are only four such properties: the norm, the
marginals, the correlations and the signaling contribution.
Appendix C. Step by step construction of the (2, 2, 2) scenario along with its symmetries
We prove here the Theorem of Sec. 4 by constructing the scenario, the symmetry group and
its representation. As presented in Figure C1, the construction is done piece by piece, adding
successively outcomes, settings and parties, while keeping track of the decomposition of the
representation into irreducibles. We start with the scenario (1, 1, 2) with two outcomes, then
add the settings to obtain the scenario (1, 2, 2) and lastly add parties, obtaining the full (2, 2, 2)
scenario. We give here the main ingredients of the proof, insisting on its physical meaning.
For more technical details and a complete inventory of the irreducible representations of
wreath products groups, see [30].
Let us first recall our theorem:
Theorem. In the scenario (2, 2, 2), the representation V of relabeling group G given by its
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Elements of G112 Id:
0→ 0
1→ 1 ρ:
0→ 1
1→ 0
Transformation of
0 1 0 1 1 0
Table C1. Tree representations of the action of elements of G112.
action on ~P is reducible, with orthogonal irreducible nonequivalent components:
V = VNO1 ⊕ VNO2 ⊕ VNO3 ⊕ Vmarg ⊕ Vcorr ⊕ VSI, (C.1)
where the subspaces have their bases given in Table 1.
As proved in the following, a basis for the above subspaces is given by the vectors ~Qi jkl,
defined as
Qi jkl(ab|xy) = ia jbkxly, i, j, k, l = ±1. (C.2)
Any distribution ~P writes:
~P =
∑
i jkl=±1
αi jkl ~Qi jkl, αi jkl =
1
16
∑
abxy
ia jbkxly pab|xy. (C.3)
While the individual basis vectors ~Qi jkl are arbitrary, the subspaces themselves are uniquely
specified by the action of the relabeling group.
Appendix C.1. First step: scenario (1,1,2)
We first start with a (1,1,2) Bell scenario, which corresponds to a physical device that outputs
 or , as represented in Figure C1 (a). We choose an arbitrary labeling, e.g.  ≡ 0 and
 ≡ 1, to define the probability pa of obtaining the result 0 or 1. Then the probability vector
is given by:
~P =
∑
a
paea =
(
p0
p1
)
∈ V112 ≡ R2, (C.4)
with e0 =
(
1
0
)
, e1 =
(
0
1
)
the canonical basis of R2. As represented in Table C1, the symmetry
group is G112  S2 = {Id, ρ}, where Id is the identity and ρ exchanges 0 and 1, i.e. exchanges
e0 and e1.
We now show how to express ~P in a more convenient way by giving the decomposition
of V112 into irreducible representations under G112. Defining ± = e0 ± e1, one can write ~P as
~P = ~PNO + ~Pphy where ~PNO = α++ is the normalization part of ~P (with α+ = 12 (p0 + p1) =
1
2 )
and ~Pphy = α−− is the physical part of ~P (with α− = 12 (p0 − p1)). ~Pphy is just the bias
between the two outcomes. The action of the elements of G112 over ~P is then very easy
to compute: Id does nothing, and ρ changes the sign of ~Pphy. Then, we write V112
G112
= t ⊕ s,
where t (respectively s) is the vector space generated by {+} (respectively {−}). The important
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Some elements of G122 ρ:
0∗ → 0∗
1∗ → 1∗
0→ 1
1→ 0 ρ:
0∗ → 1∗
1∗ → 0∗
if 0∗:
0→ 1
1→ 0
if 1∗:
0→ 0
1→ 1
Transformation of
0*
0 1
1*
0 1
0*
1 0
1*
1 0
1*
0 1
0*
1 0
Table C2. Tree representation of the action of two elements of G122.
properties of t and s are that they are stable under the action of elements of G112. More
precisely, t (the trivial irreducible representation of G112) is left invariant by any element of
G112 and s (the sign irreducible representation of G112) is such that ρ acts as − Id.
Appendix C.2. Second step: scenario (1,2,2)
As represented in Figure C1 (b), we extend our scenario to a (1,2,2) Bell scenario by adding
two additional settings (e.g. with the arbitrary labeling  ≡ 0 and  ≡ 1). When we label
the experiment, we may decide on the labeling of the outcomes depending on the choice of
measurement settings, which leads to eight possible labelings. After the labeling is chosen,
we can define the probability pa|x to obtain an outcome a given the setting x:
~P =
∑
ax
pa|x ea ⊗ e∗x =

p0|0∗
p1|0∗
p0|1∗
p1|1∗
 ∈ V122 ≡ R2 ⊗ R2
∗
 R4, (C.5)
where {ea}a=0,1 (respectively {e∗x}x=0,1) is the canonical basis of R2 (respectively R2∗). Note that
we changed the usual convention for the tensor product enumeration, changing the value of
subscript a first. Again, we use an asterisk for the inputs, to distinguish them from the outputs.
An element of G122 is defined by one permutation of the setting x, and two permutations of
the outcomes (one for each setting): two elements can be seen in Table C2. More formally,
G122 = S2 o S∗2 is the wreath product (written o) of G112  S2 (permutation of the settings)
with S∗2 (permutation of the outcomes) and V122 is the imprimitive representation constructed
from V112 (see Appendix E).
In order to decompose V122 into irreducible representations, we can first decompose it
under the action of G112 ⊂ G122 only:
R2 ⊗ R2∗ G112= (t ⊕ s) ⊗ R2∗ G112= (t ⊗ 0∗) ⊕ (t ⊗ 1∗) ⊕ (s ⊗ 0∗) ⊕ (s ⊗ 1∗), (C.6)
where t⊗ x∗ and s⊗ x∗ are generated by +⊗e∗x and −⊗e∗x, respectively. Then, to decompose
under the full group G122, one has to take into account all possible permutations of the setting.
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Element of G222 ρ:
A→ B if A 0∗ → 0∗
1∗ → 1∗
if 0∗:
0→ 1
1→ 0
if 1∗:
0→ 1
1→ 0
B→ A if B 0
∗ → 1∗
1∗ → 0∗
if 0∗:
0→ 1
1→ 0
if 1∗:
0→ 0
1→ 1
Transformation of
A
0*
0 1
1*
0 1
B
0*
0 1
1*
0 1
B
1*
0 1
0*
1 0
A
0*
1 0
1*
1 0
Table C3. Tree representation of the action of one elements of G222.
Finally, we find:
R2 ⊗ R2∗ G122= T ⊕ S ∗ ⊕ φ, (C.7)
where T ≡ t ⊗ t∗, S ∗ ≡ t ⊗ s∗ and φ ≡ s ⊗ 0∗ + s ⊗ 1∗ are generated by {+ ⊗ ∗+}, {+ ⊗ ∗−}
and {− ⊗ ∗+, − ⊗ ∗−}, respectively. As expected, those three spaces are globally unchanged
by any element ρ ∈ G122.
In this decomposition, ~P can be written as ~P = ~PNO1 + ~PNO2 + ~Pphy where ~PNO1 =
α++ + ⊗ ∗+ ∈ T and ~PNO2 = α+− + ⊗ ∗− ∈ S ∗ are the normalization parts and ~Pphy =
α−+ −⊗∗++α−− −⊗∗− ∈ φ is the physical part (with αik = 14
∑
ax iakx pa|x). Here α+− represents
the bias in the settings which is 0 for normalized probability vectors. In the physical part, α−+
is the sum of the outcome biases for the two possible settings while α−− is the difference of
the outcome biases for the two possible settings.
Appendix C.3. Last step: scenario (2,2,2)
To extend to a (2,2,2) Bell scenario, we consider two parties arbitrarily labeled as Alice and
Bob, as represented in Figure C1 (c). The symmetry group G222 of this scenario is composed
of 128 ways to relabel the setup: a specific element is represented in Table C3. For a specific
setup, we can define the probability pab|xy of obtaining the outcomes (a, b) given that the
settings are (x, y). The associated probability vector is given by :
~P =
∑
axby
pab|xyeAa ⊗eXx ⊗eBb ⊗eYy =

p00|0∗0∗
p10|0∗0∗
...
p01|1∗1∗
p11|1∗1∗

∈ V222 ≡ (R2⊗R2∗)A⊗ (R2⊗R2∗)B  R16. (C.8)
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Figure C2. Decomposition into irreducible representations of the full scenario. Each cell
represent an irreducible representation, under G122. Red arrows indicates which irreducible
representations are recombine under exchange of A and B. Then, the full decomposition of the
scenario under its relabeling group G222 has six irreducible nonequivalent representations
(Here again, similarly to Eq. (C.5), we chose a subscript enumeration different from the usual
one). More formally, G222 is a wreath product: G222 = G122 oSAB2 = S2 oS∗2 oSAB2 and V222 is the
primitive representation constructed from V122. In order to decompose V222 into irreducible
representations, we can first decompose independently each (R2 ⊗ R∗2) under G122:
V222 = (R2 ⊗ R2∗)A ⊗ (R2 ⊗ R2∗)B
G122
= (T ⊕ S ∗ ⊕ φ)A ⊗ (T ⊕ S ∗ ⊕ φ)B
G122
= (TA ⊗ TB) ⊕ (TA ⊗ S ∗B) ⊕ (S ∗A ⊗ TB) ⊕ (S ∗A ⊗ S ∗B)
⊕ (TA ⊗ φB) ⊕ (φA ⊗ TB) ⊕ (φA ⊗ φB) ⊕ (S ∗A ⊗ φB) ⊕ (φA ⊗ S ∗B)
G222 recombines those components by allowing the exchange between A and B. Thus, we
obtain:
V222
G222
= (
VNO1︷   ︸︸   ︷
TA ⊗ TB) ⊕ (
VNO2︷                  ︸︸                  ︷
TA ⊗ S ∗B + S ∗A ⊗ TB) ⊕ (
VNO3︷   ︸︸   ︷
S ∗A ⊗ S ∗B)
⊕ (TA ⊗ φB︸   ︷︷   ︸
VBmarg
+ φA ⊗ TB︸   ︷︷   ︸
VAmarg
) ⊕ (φA ⊗ φB︸  ︷︷  ︸
Vcorr
) ⊕ (S ∗A ⊗ φB︸   ︷︷   ︸
V→BSI
+ φA ⊗ S ∗B︸   ︷︷   ︸
V→ASI
) (C.9)
Figure C2 illustrates all the possible permutations of the six irreducible representations. Those
irreducible representation are clearly nonequivalent. In this decomposition, ~P can be written
as:
~P = ~PNO1 + ~PNO2 + ~PNO3 + ~Pmarg + ~Pcorr + ~PSI. (C.10)
Defining ~Qi jkl = i,A ⊗ ∗j,B ⊗ k,A ⊗ ∗l,B and αi jkl = 116
∑
abxy ia jbkxly pab|xy, we have:
~P =
∑
i jkl
αi jkl ~Qi jkl, (C.11)
The correspondence between Eq. (C.10) and Eq. (C.11) is direct and can be read in Table 1.
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~Q i + + + + + + - - - - - - + + - -
j + + + - - - + + - - - - - - + +
k + + - + + + + - + - + - - - + -
l + - + + + - + + + + - - + - - -
abxy
0000 + + + + + + + + + + + + + + + +
1000 + + + + + + - - - - - - + + - -
0100 + + + + - - + + - - - - - - + +
1100 + + + + - - - - + + + + - - - -
0010 + + - - + + + - + - + - - - + -
1010 + + - - + + - + - + - + - - - +
0110 + + - - - - + - - + - + + + + -
1110 + + - - - - - + + - + - + + - +
0001 + - + - + - + + + + - - + - - -
1001 + - + - + - - - - - + + + - + +
0101 + - + - - + + + - - + + - + - -
1101 + - + - - + - - + + - - - + + +
0011 + - - + + - + - + - - + - + - +
1011 + - - + + - - + - + + - - + + -
0111 + - - + - + + - - + + - + - - +
1111 + - - + - + - + + - - + + - + -
NO1 NO2 NO3 margB margA corr SI→B SI→A
Table C4. Coordinates of the orthogonal basis ~Qi jkl and corresponding subspaces, as detailed
in Eqs. (C.2) and (C.3). In this basis, ~P =
∑
i jkl αi jkl ~Qi jkl with αi jkl = 116
∑
abxy ia jbkxly pab|xy.
Here ”+” corresponds to ”1” and ”-” corresponds to ”-1”
Appendix C.4. Physical interpretation of the irreducible representations
We now interpret the subspaces of the Theorem present in the decomposition (C.10).
• Normalization subspace VNO:
Let ~PNO ∈ VNO be the component of ~P over the first three subspaces VNO1 , VNO2 and VNO3 .
As said in Section 4, it is easy to see that ~PNO is fixed by the four normalization conditions
on ~P,
∑
ab pab|xy = 1, which impose α++++ = 14 and α+++− = α++−+ = α++−− = 0. Then
~PNO characterizes the normalization of ~PNO only.
This can also be deduced from the way elements of G act over VNO. For M = A,B,
TM = (t⊗ t∗)M and S ∗M = (t⊗ s∗)M contain t, the trivial representation of the outcomes: the
subspaces containing only TM and S ∗M are not affected by any relabeling of the outcomes.
Therefore they correspond to a property of ~P which can be known even by someone who
has no access to the outcomes, so ~PNO can only be about the normalization of ~P.¶
¶ Those three components have an interpretation when this decomposition is directly applied to the statistics
of the experiment ~N = {N(abxy)}, before the normalization Eq. (7). In this case, they give information about
the N(xy). TA ⊗ TB is about the total number of steps N = ∑x,y N(xy), S ∗A ⊗ TB the bias on Alice’s setting
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• Marginal subspace Vmarg:
VBmarg = TA ⊗ φB contains TA = tA ⊗ t∗A. It is unchanged by any relabeling (setting or
outcome) on Alice’s side. Hence it corresponds to a property of ~P which can be known
by Bob if he does not communicate with Alice and which does not depends on her setting.
This can only be Bob’s marginals. We call ~PBmarg the projection of ~P over this subspace.
Likewise, VAmarg = φA ⊗ TB corresponds to Alice’s marginals. In terms of coefficients, we
have ~PAmarg = α−+++ ~Q−+++ + α−+−+ ~Q−+−+ and ~P
B
marg = α+−++ ~Q+−++ + α+−+− ~Q+−+−.
• Correlation subspace Vcorr:
~Pcorr contains the same information as the usual correlators. Indeed, the correlators〈
AxBy
〉
corresponds to the new orthogonal basis ~Exy =
∑
k,l kxly ~Q1k1l. In this basis, we
have:
~Pcorr =
∑
xy
Exy ~Exy, (C.12)
where Exy =
〈
AxBy
〉
.
Looking at the way elements of G act over Vcorr, we can show that it must correspond to
correlations. Let us consider the relabeling of outputs ρ ∈ G122 of only one party (which
exchange 0 and 1). This defines two relabelings of the (2, 2, 2) scenario, ρA (respectively
ρB), which acts on Alice’s (respectively Bob’s) side only. Hence, φA⊗φB has the property
of transforming the same way for ρA and ρB: if ~Pcorr is the component of ~P over Vcorr, we
have ~PρAcorr = ~P
ρB
corr. Now, as ρ = ρ−1 (with two settings/outcomes), (~P
ρA
corr)ρB = ~Pcorr. Then
~Pcorr corresponds to a property of ~P where the relationship between Alice’s and Bob’s
outcome is important, but the result of Alice by itself is not; this is the correlation part.
• Signaling subspace VSI:
V→BSI = S
∗
A ⊗ φB contains S ∗A = t ⊗ s∗, on which a permutation ρ∗A of the setting on
Alice’s side acts as −Id. Therefore, if ~PBS I is the component of ~P over this subspace,
(~PBS I)
ρ∗A
= −~PBS I . Hence Alice’s choice of settings has an influence on ~PBS I: as soon as
~PBS I , 0, Alice can signal to Bob. So this subspace must correspond to the signaling from
Alice to Bob. Likewise, V→ASI = φA ⊗ S ∗B corresponds to the signaling from Bob to Alice.
We have ~PASI = α−++− ~Q−++− + α−+−− ~Q−+−− and ~P
B
SI = α+−−+ ~Q+−−+ + α+−−− ~Q+−−−.
Appendix D. Optimal form of a Bell inequality
Appendix D.1. Derivation
Here, we prove formula Eq. (8). Remember that Π is the projector over the signaling subspace,
directly given by Π = 116
∑
i jkl∈SI ~Qi jkl ~Q>i jkl, where the ~Qi jkl are given in Table C4. We saw in
Section 3.1 that the mean of I run = ~β · ~P run is given by 〈I run〉 = I setup. We continue here with
the computation of the variance σ:
σ2 = ~β> Σ ~β = ~β>NOSΣ ~βNOS + ~β
>
SIΣ
~βSI + 2 ~β>NOSΣ ~βSI, (D.1)∑
x,y(−1)xN(xy), TA⊗S ∗B the bias on Bob’s setting
∑
x,y(−1)yN(xy) and S ∗A⊗S ∗B the correlations of the two biases∑
x,y(−1)x+yN(xy).
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where ~βNOS = ~βNO + ~βNS. With Π the orthogonal projector over VSI and Π¯ = 1 − Π, we have
~βSI = Π~β and ~βNOS = Π¯~β
Now, we search the Bell inequality variant with the minimal variance σ2. This
corresponds to finding the minimum ~β∗SI of the following function f over the space VSI:
f (~βSI) = σ2 = ~β>NOSΣ~βNOS + ~β
>
SIΣ
~βSI + 2~β>NOSΣ~βSI. (D.2)
As the covariance matrix Σ is positive semidefinite by construction, the minimum is obtained
by ∇~β∗SI f null over VSI i.e. Π∇~β∗SI f = 0. We obtain Π Σ ~β∗SI + Π Σ Π¯~β = 0. Then:
~β∗SI =
(
−Π
(
Π Σ Π + Π¯
)−1
Π Σ Π¯
)
~β, (D.3)
from which the optimal variant of the inequality can be reconstructed: ~β∗ = ~βNOS + ~β∗SI, which
leads to Eq. (8). In all our tests, the matrix (Π Σ Π + Π¯) was invertible; when this is not the
case, there are subspaces in VSI that do not contribute to the variance, and (Π Σ Π + Π¯)−1 can
replaced by the pseudoinverse.
Appendix D.2. Optimality of CHSH for symmetric setups
We prove here that in the case of a (2,2,2) setup physicaly symmetric in the two outputs (such
as the setup used in [27] in its noiseless idealization), we have, for any Bell inequality ~β
equivalent to CHSH:
~β>NOSΣ~βSI = 0. (D.4)
Then, the optimal solution to minimize ~β>SIΣ~βSI is to set ~β
>
SI = 0, ie CHSH is the optimal in-
equality.
Let ρ be the symmetry which exchanges 0 and 1 on Alice’s and Bob’s sides. As usual, it can be
seen as a relabeling of the outputs, ie a linear map ~βNOS
ρ7→ ~βρNOS, ~βSI
ρ7→ ~βρSI. It can also be seen
as a transformation of the experimental setup itself: This time, we apply the transformation
over the physical setup, transforming the physical state and the measurement operators. This
transforms the covarient matrix Σ
ρ7→ Σρ. Thus, we have ~βρ>NOSΣ~βρSI = ~β>NOSΣρ~βSI. Moreover, we
can show the following:
(i) For any Bell inequality ~β equivalent to CHSH (i.e. equal over the nosignaling subspace),
we have ~βρNOS = ~βNOS and ~β
ρ
SI = −~βSI.
Proof. We consider the decomposition given in the Theorem to decompose ~βNOS =
~βNO + ~βmarg + ~βcorr. As ~β is equivalent to ~βCHSH, we have ~βmarg = ~βCHSHmarg = 0. Sec. 4
gives that for any party M, ρ is Id over TM, S ∗M and −Id over φM. Then, considering
Figure C2, we see that ~βρNOS = ~β
ρ
NO +
~β
ρ
corr = ~βNO + ~βcorr = ~βNOS and ~β
ρ
SI = −~βSI. 
(ii) For any Bell setup symmetric in the two outputs, we have Σρ = Σ.
On the inequivalence of the CH and CHSH inequalities due to finite statistics 24
Proof. No matter what physical formalism is used to describe the Bell setup (classical,
quantum, etc.), the transformation ρ must have a meaning over the physical setup+. The
first setup is associated to a covarient matrix Σ, and the transformed one to Σρ. If this
transformation lets the setup invariant (which is the case in the idealized noise-less setup
[27]), we must have Σ = Σρ. 
Appendix E. Wreath product groups
Any given setup of a Bell scenario is represented by a vector ~P ∈ V , which is a representation
of a finite group G associated to the scenario. As we will see in the next section, this
group is build from an operation over groups, the wreath product o. Indeed, G is the
wreath product of the three groups of permutations of the outcomes, settings and parties:
G = Soutcomes o Ssettings o Sparties. The vector space V is a representation of this group. More
precisely, it is ”the Sparties-primitive representation of the Ssettings-imprimitive representation
of the Soutcomes-natural representation”.
Here, we will briefly introduce the notions of wreath product and primitive/imprimitive
representations in the case of permutation groups. Those structures are used in Appendix
C.
If Sp and S∗q are two permutation groups, their wreath product is a finite group G =
Sp oS∗q. Any element g ∈ G is defined by:
• an element ρ ∈ S∗q
• for each 0 ≤ k∗ ≤ q − 1, an element σk∗ ∈ Sp
From now, we will focus on the case q = 3 and p = 2 (generalization are straightforward).
Then, g ≡ (ρ, (σ0∗ , σ1∗ , σ2∗)). The internal product in G may be expressed formally. However,
here we introduce it by its most convenient interpretation, where elements of G are seen as
transformations of a tree. We consider a two level tree, the first level having three nodes
(labeled 0∗, 1∗, 2∗) and each of these nodes having two leaves (labeled 0, 1). Then, any g ∈ G
transforms the tree as follows:
• it permutes the first level with ρ∗.
• for each node number k∗ ∈ {0∗, 1∗, 2∗}, it permutes its leaves according to σk∗ .
Then, the product of g, g′ ∈ G is g′′, the transformation which result in the same tree than the
one obtained after successive map of the tree by g′ and g and the inverse can be defined in the
same way. This gives a group structure. A simple example g0, with its tree representation, is
given in Table E1.
+ For a usual quantum Bell test, it corresponds to a transformation of the setting state and a transformation of the
measurement operators. In this case, the probabilities are given by pab|xy = Tr
[
(ΠAa ⊗ ΠBb )R(θAx , θBy )ρR(θAx , θBy )†
]
and ρ is a transformation of ρ and the measurement operators ΠMm (with M = A, B and m = a, b). For the
idealized [27], this expression is unchanged by application of ρ.
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g0 ∈ S2 oS∗3 ρ:
0∗ → 1∗
1∗ → 0∗
2∗ → 2∗
σ0∗:
0→ 1
1→ 0
σ1∗:
0→ 0
1→ 1
σ2∗:
0→ 1
1→ 0
Transformation of
0*
0 1
1*
0 1
2*
0 1
1*
0 1
0*
1 0
2*
1 0
Table E1. Example of tree representation of an element g0 of S2 oS∗3.
Appendix E.1. Primitive and imprimitive representations
There are two natural ways to create representations of wreath product groups, the primitive
and the imprimitive representations. Again, the most convenient is to use the tree
representation.
• For the imprimitive representation, we consider that each path from the root of the tree to
a leaf is associated to some vector. Such a path can be labeled with two numbers j∗ and
i, and is associated to a vector ei ⊗ e j∗ . The basis vectors span Vprim  R2 ⊗ R∗3. Then,
we apply g to the tree and obtain a new vector. This gives the action of g over any basis
vector of Vprim. One can easily find that the basis vector e1 ⊗ e0∗ is mapped to e0 ⊗ e1∗
by g0.
0*
0 1
e1 ⌦ e0⇤
1*
0 1
2*
0 1
g−→
1*
0 1
0*
1
e0 ⌦ e1⇤
0
2*
1 0
Mathematically, an element (ρ, (σ0∗ , σ1∗ , σ2∗)) ∈ S2 o S∗3 acts on the basis as ei ⊗ e j∗ →
eσ j∗ (i) ⊗ eρ( j∗).
• For the primitive representation, we consider the eight possible choices of the position
of one leaf in each of the three groups of two leaves. Then, such a choice can be labeled
with three numbers i0∗ , i1∗ , i2∗ , and is associated to a basis vector ei0∗ ⊗ei1∗ ⊗ei2∗ . The basis
vectors span Vimprim  R2⊗R2⊗R2. Then, we apply g to the tree and obtain a new vector.
This gives the action of g over any basis vector of Vimprim. One can easily find that the
basis vector e1 ⊗ e0 ⊗ e0 is mapped to e0 ⊗ e0 ⊗ e1 by g0.
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0*
0 1
1*
0 1
2*
0 1
e1 ⊗ e0 ⊗ e0
g−→
1*
0 1
0*
1 0
2*
1 0
e0 ⊗ e0 ⊗ e1
Mathematically, an element (ρ, (σ0∗ , σ1∗ , σ2∗)) ∈ S2 o S∗3 acts on the basis as ei0∗ ⊗ ei1∗ ⊗
ei2∗ → eσρ−1(0∗)(iρ−1(0∗)) ⊗ eσρ−1(1∗)(iρ−1(1∗)) ⊗ eσρ−1(2∗)(iρ−1(2∗)).
These two natural representations are not irreducible.
References
[1] Cirel’son B S 1980 Lett. Math. Phys. 4 93–100
[2] Sandu P and Daniel R 1994 Foundations of Physics 24 379–385
[3] Brunner N, Cavalcanti D, Pironio S, Scarani V and Wehner S 2014 Rev. Mod. Phys. 86 419–478
[4] Bell J 1964 Physics 1 195–200
[5] Clauser J F, Horne M A, Shimony A and Holt R A 1969 Phys. Rev. Lett. 23 880–884
[6] Clauser J F and Horne M A 1974 Phys. Rev. D 10 526–535
[7] Mermin N D 1995 Ann. N. Y. Acad. Sci. 755 616–623
[8] Cereceda J L 2001 Found. Phys. Lett. 14 401–424
[9] Shalm L K, Meyer-Scott E, Christensen B G, Bierhorst P, Wayne M A, Stevens M J, Gerrits T, Glancy
S, Hamel D R, Allman M S, Coakley K J, Dyer S D, Hodge C, Lita A E, Verma V B, Lambrocco C,
Tortorici E, Migdall A L, Zhang Y, Kumor D R, Farr W H, Marsili F, Shaw M D, Stern J A, Abella´n C,
Amaya W, Pruneri V, Jennewein T, Mitchell M W, Kwiat P G, Bienfang J C, Mirin R P, Knill E and Nam
S W 2015 Phys. Rev. Lett. 115 250402
[10] Knill E, Glancy S, Nam S W, Coakley K and Zhang Y 2015 Phys. Rev. A 91 032105
[11] RPubs Richard Gill https://rpubs.com/gill1109 Accessed: 2016-06-27
[12] Collins D and Gisin N 2004 J. Phys. A: Math. Gen. 37 1775
[13] Rosset D, Bancal J D and Gisin N 2014 J. Phys. A: Math. Theor. 47 424022
[14] Acı´n A, Brunner N, Gisin N, Massar S, Pironio S and Scarani V 2007 Phys. Rev. Lett. 98 230501
[15] Bardyn C E, Liew T C H, Massar S, McKague M and Scarani V 2009 Phys. Rev. A 80 062327
[16] Pironio S, Acı´n A, Brunner N, Gisin N, Massar S and Scarani V 2009 New J. Phys. 11 045021
[17] Avis D, Imai H, Ito T and Sasaki Y 2005 J. Phys. A: Math. Gen. 38 10971
[18] Avis D, Imai H and Ito T 2006 Math. Program. 112 303–325
[19] Pitowsky I 1991 Math. Program. 50 395–414
[20] Fine A 1982 Phys. Rev. Lett. 48 291–295
[21] Werner R F and Wolf M M 2001 Phys. Rev. A 64 032112
[22] Masanes L 2003 Quantum Info. Comput. 3 345–358
[23] S´liwa C 2003 Phys. Lett. A 317 165–168
[24] All the Bell inequalities http://qig.itp.uni-hannover.de/qiproblems/1 Accessed: 2016-07-04
[25] Rosset D, Renou M O, Bancal J D and Gisin N in preparation
[26] Serre J P 1977 Linear Representations of Finite Groups Graduate texts in Mathematics (Springer)
[27] Hensen B, Bernien H, Dre´au A E, Reiserer A, Kalb N, Blok M S, Ruitenberg J, Vermeulen R F L, Schouten
R N, Abella´n C, Amaya W, Pruneri V, Mitchell M W, Markham M, Twitchen D J, Elkouss D, Wehner S,
Taminiau T H and Hanson R 2015 Nature
[28] Bierhorst P 2015 J. Phys. A: Math. Theor. 48 195302
[29] Elkouss D and Wehner S 2015 arXiv 1510.07233
[30] Ceccherini-Silberstein T, Scarabotti F and Tolli F 2014 Representation Theory and Harmonic Analysis
On the inequivalence of the CH and CHSH inequalities due to finite statistics 27
of Wreath Products of Finite Groups London Mathematical Society Lecture Note Series (Cambridge
University Press)
