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Abstract
We study the formation of steady waves in two dimensional fluids
under a current with mean velocity c flowing over a periodic bottom.
Using a formulation based on the Dirichlet-Neumann operator we es-
tablish the unique continuation of steady solution from the trivial
solution for a flat bottom, with the exception of a sequence of reso-
nant velocities ck. Our main contribution is the proof that at least
two steady solutions persist from a non-degenerate S1-orbit of steady
waves for a flat bottom. As a consequence, for near flat bottoms,
we obtain the persistence of at least two steady waves close to the
S1-orbit of Stokes waves bifurcating from the velocities ck.
Keywords: Nonlinear water waves, bifurcation theory, steady waves
AMS: 76B15; 47J15; 35S15; 76B07
1 Introduction
Stokes analysis of periodic water waves in a region of infinite depth heralded
much interest in the field of fluid dynamics. In the early twentieth century,
Nekrasov and Levi-Civita first proved rigorously the existence of these waves.
This result was extended afterwards by Struik to the case of flat bottoms.
Stokes waves are steady when viewed in a reference frame moving with speed
c. These waves appear as a bifurcation from the trivial solution for the
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resonant velocities ck. Stokes conjectured that the primary branch c1 is
limited by an extreme wave with a singularity at their crest forming a 2pi/3-
angle. While the first rigorous global bifurcation of traveling waves (Stokes
waves) was presented in [15], Stokes conjecture was proved only recently in
[1] and [20].
For varying bottoms, the Euler equation is not invariant by translations
anymore, i.e. the problem cannot be reduced to a steady wave in a moving
reference frame. On the other hand, for 2pi-periodic bottoms −h + b(x),
steady waves exist in a stream current of mean velocity c in a fixed reference
frame. The formation of steady waves in two-dimensional flows for near
flat bottoms (with small b) has been studied previously in [12], [18], [14]
and [21]. The first rigorous result [12] proves the existence of one steady
solution for bottoms with two extrema per period, except for the sequence of
resonant values ck := g
1
|k| tanh(h |k|), where g is the acceleration of gravity.
Under similar hypothesis, in [18] is proved that the top of the fluid follows
the bottom when c > c∗, but that it inverts when c < c∗. Those results
were extended in [14] to any near flat bottom and to general bottoms in the
case that c is large enough. Later on, the existence of steady solutions for a
three-dimensional fluid was analyzed in [21].
The purpose of this work is to investigate further the existence of two-
dimensional steady waves over a periodic bottom. We formulate the Euler
equation as a Hamiltonian system similarly to [22]. The work [17] contains
a short exposition of the different formulations of the Euler equation. We
formulate the Hamiltonian using the Dirichlet-Neumann operator and a mean
stream current with velocity c using similar methods to [9], [7] and [6]. Then
in Theorems 9 and 12 we recover and improve the result in [14] regarding
the unique continuation of the trivial solution bottoms with small b, except
for the sequence of resonant velocities ck (Figure 1).
The Hamiltonian of the Euler equation is S1-invariant for flat bottoms
b = 0, where the group S1 acts by translations in the periodic domain [0, 2pi].
The S1-invariance of the Hamiltonian implies that its Hessian at the triv-
ial solution has a two-dimensional kernel at velocities ck. The bifurcation
diagram is very complex near ck for small b because the kernel is still two-
dimensional but the Hamiltonian is not S1-invariant anymore. Indeed, even
to determine the splitting of linear eigenvalues for the Hessian near the reso-
nant velocities ck is a difficult task; for example, this phenomenon is analyzed
in [5]. On the other hand, the Hamiltonian formulation allow us to prove the
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Figure 1: Left: Illustration of the region (gray) of admissible parameters (b, c)
in Theorem 12. Each parameter (b, c) in this region has a unique solution ub
(red) that persist from the trivial solution u = 0. Right: Illustration of the
surface ηb (red) determined by the solution ub for small b.
persistence of solutions far from the resonant velocities. Specifically,
Main Result. In Theorem 16 we prove the persistence of at least two
steady waves near flat bottoms from a S1-orbit of steady waves with flat
bottom, as long as one knows a priori that the orbit is non-degenerate. This
theorem is proved applying a Lyapunov-Schmidt reduction in a Sobolev space
of 2pi-periodic function to solve the normal components near a non-degenerate
S1-orbit. The result is a consequence of the fact that the reduced Hamiltonian
(defined in the domain S1) has at leas two critical solutions.
To explain shortly the non-degenerate condition of a S1-orbit we recall a
result in [2] for a fluid of infinite depth. This article proves (using Babenko’s
formulation) that the Morse index of solutions along the primary branch
of Stokes waves bifurcating from c1 diverges as the branch approaches the
extremal wave (conjectured by Stokes). They use analytic methods to prove
that the primary branch, parameterized by λ, is non-degenerate except for
a countable number of values (λj)j∈N. Furthermore, the Stokes waves at
the values λj correspond to turning points (fold bifurcations) or to harmonic
3
Figure 2: Left: Bifurcation diagram of the family of S1-orbits of solutions uc
(Stokes wave). At least two solutions ub,1 (red) and ub,2 (blue) persist when
b is small, except for degenerate values such as c1 and c∗. Right: Illustration
of the surface ηb,1(x) (red) near the surface ηc(x) (Stokes wave).
bifurcation points. The numerical evidence indicates that only turning points
occur in the primary branch.
In the case of a flat bottom (b = 0), the numerical evidence presented in
[8] indicates that only turning points occur in the primary branch of Stokes
waves bifurcating from c1. Actually, it may be possible to extend the results
in [2] for a flat bottom using the Babenko-like formulation in [16]. In such a
case the primary branch consists of non-degenerate orbits except for a discrete
set of values λj. As a consequence, Theorem 16 implies the persistence of at
least two solutions close to the primary branch of Stokes waves, except for a
discrete set of waves in the branch (Figure 2).
The Hamiltonian formulation presented in this work can be used to study
other problems of interest such as the existence of steady waves in more
dimensions. However, for torus domains Tn it is necessary to add surface
tension to the problem in order to avoid the small divisor problem, see [7]
for details. In this case one can apply Lusternik-Schnirelmann category to
prove the persistence of at least n + 1 solutions from a non-degenerate Tn-
orbit of steady waves (Stokes waves). Lusternik-Schnirelmann category has
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been used to prove persistence of solutions in finite dimensional Hamiltonian
systems in [11].
The paper is organized as follows. In Section 2 we define the Hamiltonian
using the Dirichlet-Neumann operator and the field of mean velocity c. In
Section 3 we prove the continuation of the trivial solution for small b. In
Section 4 we prove the persistence of at least two steady waves near a non-
degenerate S1-orbit of steady waves for small b.
2 Formulation for two-dimensional water waves
We study the problem of steady waves in the periodic domain S1 = R/2piZ.
In this domain, we define the Sobolev space of 2pi-periodic continuous func-
tions u(x+ 2pi) = u(x),
Hs
(
S1;R
)
=
{
u =
∑
k∈Z
uke
ixk ∈ L2 : |u|2s =
∑
k∈Z
(
1 + k2
)s |uk|2 <∞} .
The free surface of the fluid is represented by the curve y = η(x), and the
bottom of the fluid by y = −h+ b(x), where b is a 2pi-periodic variation from
the mean deep −h. In the domain
D(b, η) =
{
(x, y) ∈ S1 × R : −h+ b(x) < y < η(x)} ,
the Hamiltonian for the Euler equation is given by H = K + E, where the
kinetic and potential energy are
K =
∫
S1
(∫ η
−h+b
1
2
∣∣∣∇Φ˜∣∣∣2 dy) dx, E = ∫
S1
1
2
gη2 dx,
see [4] for details. Therefore, steady solutions of Euler equation in the domain
D are critical solutions of the Hamiltonian ∇H(Φ˜, η) = 0.
Notation 1 The symbols Nη · ∇ and Nb · ∇ represent the external normal
derivatives (not normalized) at the top and bottom of the domain D,
Nη · ∇ = ∂y − ∂xη∂x, Nb · ∇ = −∂y + ∂xb∂x .
The notation b . a means that there is an independent constant C such that
b ≤ Ca for all a > 0 sufficiently small.
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2.1 Dirichlet-Neumann operator and field of mean ve-
locity c
The Dirichlet-Neumann operator is defined by
G(η; b)ξ = ∇Φ ·Nη, Nη =
( −∂xη
1
)
,
where Φ is the unique harmonic function in D that satisfies the boundary
condition ξ(x) = Φ(x, η(x)) at the top and Nb · ∇Φ = 0 at the bottom.
Theorem A.11 in [17] proves that the Dirichlet-Neumann operator
G(η; b)ξ : Hs+1 → Hs
is analytic as a function of (η; b) if |η|s+1 , |b|s+1 ≤ M and s > 1/2 (this fact
holds not only for small perturbations of the flat surface and flat bottom).
In the Appendix we construct an harmonic function Φb(x, y) in
Cb =
{
(x, y) ∈ S1 × R : −h+ b(x) < y} ,
that satisfies the boundary conditions limy→∞∇Φb(x, y) = 0 andNb·∇ (Φb + x) =
0 at y = −h+ b. We also prove that the analytic function Φb is bounded for
small b by
|Φb|C1 . |b|s+1 , |Φb(x, 0)|C∞ . |b|s+1 , s > 1/2.
Definition 2 We define
Ψc := c(Φb + x)
as the unique harmonic function in Cb with mean velocity c at infinite
lim
y→∞
∇Ψc(x, y) = (c, 0),
and zero Neumann boundary condition at the bottom
Nb · ∇Ψc = 0 , y = −h+ b.
Remark 3 The harmonic function Ψ1 = Φb + x generators the De Rham 1-
cohomology group H1(Cb) = R in the cylinder domain Cb. That is, H1(Cb) is
generated by the form Ω = −∂yΨ1dx+ ∂xΨ1dy that is closed, dΩ = ∆Ψ1dx∧
dy = 0, but not exact. The Hodge-Helmholtz decomposition implies that
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any vector field u in the domain Cb is decomposed into three components:
an irrotational component ∇Φ, an incompressible component J∇Ψ and an
harmonic component c∇Ψ1 representing the translation part,
u = ∇Φ + J∇Ψ + c∇Ψ1, J =
(
0 −1
1 0
)
.
The component ∇Ψ1 is harmonic in the sense that it is divergence-free ∇ ·
∇Ψ1 = ∆Ψ1 = 0 and curl-free J∇ · ∇Ψ1 = 0. For more dimensions, the
domain
Cb = {(x, y) ∈ Tn × R : −h+ b(x) < y} ,
has n fields ∇Ψj that generate H1(Cb) = Rn. These n fields correspond to
the translations in the different directions of the torus Tn.
2.2 The gradient of the Hamiltonian
The kinetic energy for Φ˜ = Φ + Ψc (where Φ is a perturbation of the field
generated by Ψc) is given by
K =
∫
S1
∫ η
−h+b
1
2
∣∣∣∇Φ˜∣∣∣2 dy dx = ∫
S1
∫ η
−h+b
1
2
|∇Φ +∇Ψc|2 dy dx.
We are ready to establish the formulation of the kinetic energy K in terms of
the variables (η, ξ) ∈ Hs+1 ×Hs+1 and the parameters b ∈ Hs+1 and c ∈ R.
Proposition 4 If b has zero-average, the kinetic energy in terms of the vari-
ables η(x) and ξ(x) = Φ(x, η(x)) is given by
K =
∫
S1
(
1
2
ξG(η; b)ξ + cξ (Nη · ∇Φb − ∂xη) + c
2
2
Φb (Nη · ∇Φb − 2∂xη)
)
dx+pihc2,
where Φb and Nη · ∇Φb are functions evaluated at y = η(x).
Proof. The kinetic energy is
K =
∫
D
1
2
∇Φ · ∇ (Φ + 2Ψc) +
∫
D
1
2
|∇Ψc|2 .
Since Φ and Ψc are harmonic functions, by the divergence theorem we have
K =
∫
∂D
1
2
Φ∇ (Φ + 2Ψc) ·N dS +
∫
D
1
2
|∇Ψc|2 ,
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where N is the normal to ∂D. Since ∇ (Φ + 2Ψc) is 2pi-periodic, then
K =
1
2
∫
S1
ΦNη · ∇ (Φ + 2Ψc)|y=η+ΦNb · ∇ (Φ + 2Ψc)|y=−h+b(x) dx+
∫
D
1
2
|∇Ψc|2 .
Given that Φ and Ψc satisfy Neumann boundary condition at the bottom,
and Nη ·∇Φ = G(η; b)ξ and Nη ·∇Ψc = c(Nη ·∇Φb−∂xη) at the top y = η(x),
the kinetic energy becomes
K =
∫
S1
1
2
ξG(η; b)ξ + cξ
(
(Nη · ∇Φb)y=η − ∂xη
)
dx+
∫
D
1
2
|∇Ψc|2 ,
where∫
D
1
2
|∇Ψc|2 =
∫
D
1
2
c2 |∇(Φb + x)|2 = c
2
2
∫
D
(∇Φb · ∇ (Φb + 2x) + 1) .
The conservation of mass implies that η has zero-avarage (for instance see
[3]), then ∫
D
1 =
∫
S1
(η(x) + h− b(x)) dx = 2pih.
Therefore, by the divergence theorem∫
D
1
2
|∇Ψc|2 =
∫
S1
c2
2
(Φb Nη · ∇ (Φb + 2x))y=η dx+ pihc2.
The result follows.
Corollary 5 We conclude that the Hamiltonian in (η, ξ)-coordinates is given
by
H(η, ξ; b, c) = K(η, ξ) + E(η) = Hˆ(η, ξ) + H˜(η, ξ), (1)
where
Hˆ(η, ξ; b, c) =
∫
S1
(
1
2
ξG(η; b)ξ − cξ∂xη + 1
2
gη2
)
dx,
H˜(η, ξ; b, c) =
∫
S1
(
cξNη · ∇Φb + c
2
2
ΦbNη · ∇Φb − c2Φb∂xη
)
dx,
where Φb and Nη · ∇Φb are functions evaluated at y = η(x).
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For a flat bottom b = 0, the Hamiltonian is
H(η, ξ; 0, c) = Hˆ(η, ξ; 0, c) =
∫
S1
(
1
2
ξG(η; 0)ξ − cξ∂xη + 1
2
gη2
)
dx.
The existence of traveling waves with speed c for flat bottoms (Stokes waves)
is studied with this Hamiltonian in [7].
Remark 6 It is important to mention that the Euler equation is equivalent
to the Hamiltonian system η˙ = ∂ξH(u; b, c) and ξ˙ = −∂ηH(η, ξ; b, c) only for
flat bottom b = 0, see [7]. The problem is that η and ξ are not conjugated
variables for b 6= 0 anymore. The conjugated variables can be obtained using
the Legendre transformation in the Lagrangian L = K−E. Nevertheless, the
solutions of ∇(η,ξ)H(η, ξ; b, c) = 0 correspond to steady solutions of the Euler
equation.
In next proposition we choose the space of definition for the gradient map.
Proposition 7 Let Hs0 =
{
u ∈ Hs : ∫
S1
u(x) dx = 0
}
. The gradient map
∇(η,ξ)H(η, ξ; b, c) : Hs+1 ×Hs+10 ×Hs+10 × R→ Hs ×Hs0
is well defined if |η|s+1 , |b|s+1 ≤M and s > 1/2.
Proof. By Corollary 5 and the computations in reference [5], we have that
∇(η,ξ)Hˆ(η, ξ; b, c) =
(
c∂xξ + gη +
1
2
|∂xξ|2 − (G(η;b)ξ+∂xη∂xξ)
2
2(1+|∂xη|2)2
−c∂xη +G(η; b)ξ
)
.
Moreover, the partial derivatives of H˜ are ∂ηH˜(η, ξ; b, c), which is a sum of
products of ξ, η, ∂xη and Φb and its derivatives evaluated at y = 0, and
∂ξH˜(η, ξ; b, c) = c (∂yΦb(x, η)− ∂xη∂xΦb(x, η)) .
The Dirichlet–Neumann operator G(η; b) is bounded from Hs+1 to Hs for
|η|s+1 , |b|s+1 ≤ M and s > 1/2. Therefore, by the Banach algebra property
of Hs+1 for s > 1/2 and the analyticity of Φb, the gradient operator
∇(η,ξ)H(η, ξ; b, c) : Hs+1 ×Hs+1 ×Hs+10 × R→ Hs ×Hs
9
is well defined.
The Hamiltonian satisfies H(η, ξ) = H(η, ξ+ξ0) for all ξ0 ∈ R because the
harmonic function Φ is determined up to a constant ξ0 ∈ R. Then ∂ξ0H = 0
and it is sufficient to take variations respect ξ ∈ Hs+10 . It only remains to
prove that ∂ξH ∈ Hs0 . This fact follows from the divergence theorem,∫
S1
∂ξH dx =
∫
S1
∂ξK dx =
∫
S1
G(η; b)ξ + c (Nη · ∇Φb − ∂xη)y=η dx
=
∫
S1
(∇Φ +∇Ψc)y=η ·Nη dx =
∫
D
∆ (Φ + Ψc) = 0.
Remark 8 It is possible to formulate the problem of traveling waves with
non-flat bottoms traveling with the same speed that the wave. In this case
η(x, t) = η(x + ct), ξ(x, t) = ξ(x + ct) and b(x, t) = b(x + ct). Since the
bottom is moving with the wave, there is no interaction with the bottom and
the Hamiltonian is Hˆ(η, ξ; b, c), where the term cξ∂xη represents the momen-
tum map, i.e. H˜(η, ξ; b, c) does not appear in the Hamiltonian. The main
theorems of our paper can be applied to this case as well.
3 Continuation from the trivial solution
In order to simplify the notation we denote
H(u; b, c), u = (η, ξ).
The gradient ∇H(u; 0, c) has the trivial solution u = 0. However, the Hamil-
tonian H = Hˆ + H˜ depends on b through the term H˜(u; b, c) that represents
the interaction with the bottom b. Since H˜ contains terms of order u, then
u = 0 is not a trivial solution for b 6= 0. In this section we prove that the
trivial solution can be continued for small b in the case that the Hessian
D2H(0; 0, c) is invertible.
In the first part, we continue the solution for c 6= ck by an application of
the implicit function theorem. In the second part, we estimate the domain
of parameters (b, c) where the trivial solutions can be continued.
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3.1 Continuation theorem
In [9] and [7] the asymptotic expansion of Hˆ(u; 0, c) is computed at second
order terms,
Hˆ =
∫
S1
(
1
2
ξG(0; 0)ξ − cξ∂xη + 1
2
gη2
)
dx+O(|u|3),
where the linear operator G(0; 0)ξ is given by
G(0; 0)ξ =
∑
k∈Z
|k| tanh(h |k|)ξkeikx,
in Fourier components ξ(x) =
∑
k∈Z ξke
ikx.
Theorem 9 For each regular velocity c such that c 6= ck for k ∈ Z\{0},
where
ck := g
1
|k| tanh(h |k|),
there is a unique steady wave ub(x) ∈ Hs+1 that is the continuation of the
trivial solution u = 0 in a neighborhood of b = 0.
Proof. We have that ∇H(0; 0, c) = 0 for all c ∈ R. Since Φ0 = 0, then
H˜(u; 0, c) = 0 and
D2H(0; 0, c) = D2Hˆ(0; 0, c) = L(c),
where
L(c) :=
(
g c∂x
−c∂x G(0; 0)
)
.
In Fourier components u(x) =
∑
k∈Z uke
ikx, the operator L has the represen-
tation L(c)u =
∑
k∈ZAkuke
ikx, where
Ak =
(
g ick
−ick |k| tanh(h |k|)
)
.
Since L(c) is a map from Hs+1 × Hs+10 to Hs × Hs0 , the only eigenvalue
corresponding to the 0th Fourier component is λ0 = g.
For k ∈ Z\{0} the matrix Ak has determinant
detAk(c) = g |k| tanh(h |k|)− (ck)2.
11
Since detAk(c) = 0 at c = ck, then the operator L(c) = D
2Hˆ(0; 0, c) is
invertible if c 6= ck. For a fixed c 6= ck, the implicit function theorem gives
the unique solution ub(x) of the equation ∇H(u; b, c) = 0 in a neighborhood
of (u; b) = (0; 0).
This theorem recovers the continuation result in [14] for a near flat bot-
tom. However, this result does not give a description of the neighborhood of
b = 0 where the implicit function theorem can be applied. Notice that the
result is not uniform in c because λk → 0 when c→ ck.
3.2 Estimation of parameters
In this section we refine Theorem 9 to give an estimate of the region of
parameters where the solution exists.
Lemma 10 The expansion of H˜ in homogeneous powers of u = (η, ξ) is
given by H˜ = H˜1 + H˜2 +O(|u|3), where
H˜1 =
∫
S1
c(∂yΦb + c∂xΦb)ξ +
c2
2
(
(∂yΦb)
2 + (∂xΦb)
2) η dx,
and
H˜2 =
∫
S1
c∂xΦb η∂xξ +
c2
2
(
1
2
Φb∂
3
yΦb +
3
2
∂yΦb ∂
2
yΦb
)
η2
− c
2
2
(∂xΦb∂yΦb + Φb∂xyΦb + 2∂yΦb) η∂xη dx,
where the function Φb and all its derivatives are evaluated at y = 0.
Proof. Since
Φb(x, η) = Φb + ∂yΦbη +
1
2
∂2yΦbη
2 +O(|u|3),
and
Nη · ∇Φb(x, η) = ∂yΦb +
(
∂2yΦb η − ∂xη ∂xΦb
)
+
(
1
2
∂3yΦb η
2 − ∂xη ∂xyΦb η
)
+O(|u|3),
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then
Φb(x, η)∂xη = Φb∂xη + ∂yΦb η ∂xη +O(|u|3),
ξ (Nη · ∇Φb(x, η)) = ∂yΦbξ +
(
∂2yΦb ηξ − ∂xΦb ξ∂xη
)
+O(|u|3),
and
Φb(x, η) (Nη · ∇Φb(x, η)) = Φb∂yΦb + Φb
(
∂2yΦb η − ∂xΦb ∂xη
)
+ (∂yΦb)
2 η
+ Φb
(
1
2
∂3yΦb η
2 − ∂xyΦb η∂xη
)
+
1
2
∂yΦb ∂
2
yΦb η
2
+ ∂yΦb
(
∂2yΦb η
2 − ∂xΦb η∂xη
)
+O(|u|3),
where the function Φb and all its derivatives are evaluated at y = 0.
The previous asymptotic expansions imply that
H˜1 =
∫
S1
c(∂yΦb)ξ +
c2
2
(
Φb∂
2
yΦb + (∂yΦb)
2) η − c2(1
2
Φb∂xΦb + Φb
)
∂xη dx.
Using the fact that Φb is harmonic, by the divergence theorem we have∫
S1
c2
2
Φb∂
2
yΦbη−c2
(
1
2
Φb∂xΦb + Φb
)
∂xη dx =
∫
S1
(
c2
2
(∂xΦb)
2 + c2∂xΦb
)
η dx.
The result for H˜1 follows.
Using the asymptotic expansions, we have
H˜2 =
∫
S1
c
(
∂2yΦb ηξ − ∂xΦb ξ∂xη
)
+
c2
2
(
1
2
Φb∂
3
yΦb +
1
2
∂yΦb ∂
2
yΦb + ∂yΦb∂
2
yΦb
)
η2
− c
2
2
(∂xΦb∂yΦb + Φb∂xyΦb + 2∂yΦb) η∂xη dx.
The result for H˜2 follows from the identity∫
S1
c
(
∂2yΦb ηξ − ∂xΦb ξ∂xη
)
= c
∫
S1
∂xΦb η∂xξ.
This proposition shows that the gradient ∇H˜(0; b, c) = ∇H˜1(0; b, c) and
the Hessian D2H˜(0; b, c) = D2H˜2(0; b, c) depend on b ∈ Hs+1 only through
the analytic function Φb and its derivatives. By the Banach Algebra property
of Hs+1 we can deduce the following.
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Corollary 11 Let s > 1/2. We have the following uniform estimates for all
c ∈ [0, c∗], ∣∣∣∇H˜(0; b, c)∣∣∣
s+1
. |b|s+1 ,
∥∥∥D2H˜(0; b, c)∥∥∥ . |b|s+1 .
Theorem 12 Let δ > 0. There is a ε0 such that for each ε < ε0 and
(b, c) ∈ Hs+10 × R such that |b|s+1 ≤ ε2(1+δ) and |c− ck| ≥ ε for all k ∈ N,
there is a unique continuation ub of the trivial solution u = 0 in the ball
|ub|s+1 ≤ ε1+δ .
Proof. The Hessian is D2H(0; b, c) = L(c) + T (b, c), where
L(c) =
(
g c · ∂x
−c · ∂x G(0; 0)
)
, T (b, c) = D2H˜(0; b, c)+
(
0 0
0 G(0; b)−G(0; 0)
)
.
Since G(0; b) is analytic in b ∈ Hs+1, then ‖G(0; b)−G(0; 0)‖ . |b|s+1 and
the operator T (b, c) : X → Y is bounded by ‖T (b, c)‖ . |b|s+1.
For k ∈ Z\{0}, the eigenvalues of the matrix Ak(c) are given by
λ±k (c) =
1
2
(g + |k| tanh(h |k|))± 1
2
√
(g − |k| tanh(h |k|))2 + 4 (ck)2.
The eigenvalues λ+k satisfy
∣∣λ+k ∣∣ & |k|. The eigenvalue λ−k (c) is zero only at
c = ck. Actually, the derivative of λ
−
k (c) satisfies
lim
k→∞
∂cλ
−
k (ck) = 4 lim
k→∞
ckk
2√
(g − |k| tanh(h |k|))2 + 4c2kk2
= 4.
Therefore, there is a constant γ1 independent of k such that
∣∣λ−k (ck)∣∣ ≥ γ1ε
for c ∈ [0, c∗] with |c− ck| ≥ ε. Then the operator L(c) is invertible with
uniform bound ‖L(c)−1‖ ≤ 1
γ1ε
. Since ‖T (b, c)‖ ≤ γ2 |b|s+1 for c ∈ [0, c0], by
Neumann series the Hessian D2H(0; b, c) = L(c) + T (b, c) is invertible with
bound ∥∥D2H(0; b, c)−1∥∥ ≤ 1
γ1ε− γ2 |b|s+1
≤ 2
γ1ε
, |b|s+1 ≤ ε2+2δ.
We can use the contracting mapping theorem to solve the equation
∇H(u; b, c) = ∇H(0; b, c) +D2H(0; b, c)u+O(|u|2) = 0,
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as a fixed point of the map
Tu = D2H(0; b, c)−1
(∇H(0; b, c) +O(|u|2)) : Hs+1 → Hs+1.
By Corollary 11 we have |∇H(0; b, c)|s+1 . |b|s+1 ≤ ε2+2δ . Since
|Tu|s+1 .
1
ε
(
ε2+2δ + ε2+2δ
) ≤ εδ (ε1+δ) ,
then T maps the ball |u|s+1 ≤ ε1+δ into itself if ε < ε0. Since
‖∂uTu‖ .
∥∥D2H(0; b, c)−1∥∥ |u|s+1 . 1εε1+δ = εδ,
then T is a contraction if ε < ε0. Therefore, the map T has a unique fixed
point ub(x) in the ball |u|s+1 . ε1+δ.
Remark 13 This theorem holds uniform in the region of parameters (b, c) ∈
Hs+10 × R such that |c− ck|2+2δ ≥ |b|s+1. Therefore, the domain of continu-
ation of solutions for small b is the exterior of the parabolas determined by
|c− ck|2 = |b|s+1 (see Figure 1).
Remark 14 By continuity of eigenvalues λk(b) of the Hessian of H(ub; b, c)
respect b, the continued solution ub preserves the linear stability property of
the trivial solution u = 0 for small b.
4 Continuation from non-degenerate steady
waves
For a flat bottom b = 0, the Hamiltonian H(u; 0, c) is S1-invariant under the
action
ϕ · u(x) = u(x+ ϕ), ϕ ∈ G := S1.
This implies that the Hessian D2H(0; 0, ck) at the trivial solution u = 0
has a two-dimensional kernel. Using the Hamiltonian H(u; 0, c), the article
[7] proves the existence of local bifurcations of Stokes waves from (u; c) =
(0, ck). The S
1-equivariant degree in [13] may extend this result to a global
bifurcation.
The continuation for small b is a difficult task at the resonant velocities
ck due to the two-dimensional kernel of the Hessian. On the other hand, the
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Hamiltonian formulation allow us to prove the persistence of solutions far
from the points ck. If uc ∈ Hs+1 is an analytic solution of ∇H(uc; 0, c) = 0,
then the action of ϕ ∈ G on u ∈ Hs implies that the orbit G(uc) = {uc(x +
ϕ) ∈ Hs : ϕ ∈ S1} is a differentiable manifold. The tangent component to
the orbit manifold G(uc) at uc is ∂xuc and the tangent space to the G-orbit
at uc is TuG(uc) = {λ∂xuc ∈ Hs+1 : λ ∈ R}. Denote by
W s = {u ∈ Hs : 〈u, ∂xuc〉 = 0}
the orthogonal complement to the tangent space of the G-orbit of uc in H
s.
Definition 15 For a flat bottom b = 0, we say that the G-orbit of uc is non-
degenerate if uc is an analytic solution of ∇H(uc; 0, c) = 0 with the Hessian
invertible in the orthogonal complement to the tangent space at uc. That is,
uc is non-degenerate if∥∥D2wH(uc; 0, c)−1∥∥W s→W s+1 ≤M
with s > 3/2.
Theorem 16 If the G-orbit of uc is non-degenerate, then ∇H(u; b, c) = 0
has at least two solutions
ub,j(x) = uc(x+ θj) +O(|b|s+1), j = 1, 2,
for |b|s+1 ≤ ε , where θj represents a phase in S1 = [0, 2pi] and O(|b|s+1) is a
perturbation of order |b|s+1 in Hs+1.
Proof. By the Palais Slice Theorem [19], the orbit G(uc) has an invariant
neighborhood U diffeomorphic toG×W0, whereW0 is aG-invariant neighbor-
hood of 0 ∈ W0 ⊂ W s+1. Specifically, there is a unique map υ : G×W0 → U
defined in a neighborhood U ⊂ W s+1 of the orbit G(uc) such that υ(θ, 0) =
θ · uc for (θ, 0) ∈ G ×W0. The image S = {υ(0, w) ∈ U : w ∈ W0} is called
the slice and U is called a tube of the orbit G(uc).
The map υ provides slice coordinates (θ, w) of U with (θ, w) ∈ G ×W0.
That is, the Hamiltonian defined in coordinates (θ, w) is given by
Hb(θ, w) := H(υ(θ, w); b, c) : G×W0 → R.
Notice that H0(θ, w) is G-invariant where the natural action of G on G×W0
is ϕ · (θ, w) = (ϕ+ θ, w) for ϕ ∈ G. We denote by ∇wHb : G×W0 → W s the
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gradient taken with respect to the variables w ∈ W0. By G-invariance of the
Hamiltonian for b = 0, we have that∇wH0(ϕ, 0) = 0 for ϕ ∈ G. Furthermore,
since (0, 0) ∈ G × W0 corresponds to the point uc ∈ G(uc), the Hessian
D2wH0(0, 0) is invertible when restricted to the orthogonal complement W .
By G-invariance of H0, then the Hessian D2wH0(ϕ, 0) is invertible with the
same bound M for all ϕ ∈ G.
We make a Lyapunov-Schmidt reduction to express the normal variables
w ∈ W0 in terms of the variables along the orbit ϕ ∈ G. Specifically, since
D2wH0(ϕ, 0) is invertible with a bound M , the implicit function theorem
implies that there is an open neighborhood of ϕ, Uϕ ⊂ G, and εϕ > 0 such
that there is a unique map wϕ : Uϕ × {b ∈ Hs+10 : |b|s+1 < εϕ} → W0
satisfying ∇wHb(θ, wϕ(θ; b)) = 0 and wϕ(ϕ; 0) = 0. By compactness of G we
have that ε := minϕ∈G εϕ > 0. By uniqueness of wϕ(θ; b), we can glue the
functions wϕ(θ; b) together to define the map w(θ; b) = wϕ(θ; b) : G→ W for
|b|s+1 ≤ ε. Therefore
w : G× {b ∈ Hs+10 : |b|s+1 < ε} → W
is the unique map that solves
∇wHb(θ, w(θ; b)) = 0, |b|s+1 ≤ ε.
Notice that the map w(θ; b) satisfies w(θ; 0) = 0 for every θ ∈ G.
We define the reduced Hamiltonian by
hb(θ) = Hb(θ, w(θ; b)) : G→ R.
Since
∇θhb(θ) = ∂wHb(θ, w(θ; b))∂θw(θ; b) + ∂θHb(θ, w(θ; b)) = ∂θHb(θ, w(θ; b)),
then critical points of the reduced Hamiltonian hb corresponds to critical
points of Hb for |b|s+1 ≤ ε. Notice that h0(θ) = H0(θ, 0) = H(uc(x+ θ); 0, c)
is constant in θ. We obtain the result by using the fact that the reduced
Hamiltonian hb has at least two critical point in G = S
1: one maximum θ1
and one minimum θ2.
Remark 17 The slice coordinate υ(θ, w) does not need to be defined in the
orthogonal slice W ; the non-degenerate definition implies that the Hessian is
invertible in any complement to the tangent space TuG(uc). Polar coordinates
give explicit slice coordinates for some case, but that is not our case. For
other applications of slice coordinates consult [10] and references therein.
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Appendix: Construction of Φb
We construct the function Φb using methods developed in [6].
Define the domain
Cb =
{
(x, y) ∈ S1 × R : −h+ b(x) < y} .
Since the Green function in the domain (x, y) ∈ S1 × R is
Gper(x, y) =
1
4pi
ln
(
sin2 x+ sinh2 y
)
,
we can use the method of images to construct the Green function in C0. That
is, let y∗ = −y− 2h be the image of y reflected at the line y = −h. Then the
Green function in C0 with Neumann boundary condition at y = −h is
G(x− x′, y, y′) = 1
4pi
ln
(
sin2(x− x′) + sinh2(y − y′))
+
1
4pi
ln
(
sin2(x− x′) + sinh2(y + y′ + 2h)) .
We can construct the harmonic function Φb in the domain Cb, satisfying
the boundary conditions limy→∞∇Φb → 0 = 0 and
Nb · ∇Φb(x,−h+ b(x)) = −∂xb(x),
using the green function G in C0. Indeed, by Green’s identity, we have that
Φb(x, y) =
∫
Cb
G(x−x′,y,y′)4(x′,y′)Φb(x′,y′)−Φb(x′,y′)4(x′,y′)G(x−x′,y,y′) (2)
=
∫
S1 Φb(x
′,y′)Nb·∇G(x−x′,y,y′)−G(x−x′,y,y′)Nb·∇Φb(x′,y′) dx′|
y′=−h+b(x′).
Therefore the Green identity reads Φb = A[b] + B[b]Φb, where
A[b](x, y) =
∫
S1
G(x− x′, y,−h+ b(x′))∂x′b(x′) dx′, (3)
and
B[b]Φb =
∫
S1
Nb · ∇G(x− x′, y,−h+ b(x′))Φb(x′,−h+ b(x′)) dx′,
Theorem 18 If |b|C1 ≤ M , the function Φb = (I − B[b])−1A[b] is analytic
in a neighborhood of y = 0 and satisfies the estimates
|Φb|C1 . |b|C1 , |Φb(x, 0)|C∞ . |b|C1 .
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Proof. Since
G(x− x′, y,−h+ b(x′)) = 1
4pi
ln
(
sin2(x− x′) + sinh2(y + h− b(x′)))
+
1
4pi
ln
(
sin2(x− x′) + sinh2(y + h+ b(x′)) ,
we can find an analytic expression of the Green function
G(x− x′, y,−h+ b(x′)) =
∞∑
m=0
Am[b](x, y, x
′),
where Am[b] is a function of (x, y, x
′) that is homogeneous of degree m in b.
For example, we have that
A0[b] =
1
2pi
ln
(
sin2(x− x′) + sinh2(y + h)) ,
A1[b] = 0 and
A2[b] =
1
4pi
1− cosh 2(y + h) cos 2(x− x′)(
sinh2(y + h) + sin2(x− x′))2 b2(x′).
Therefore, we have
A[b](x, y) =
∞∑
m=0
∫
S1
Am[b](x, y, x
′)∂x′b(x′) dx′.
The normal derivative of the Green function is given explicitly by
Nb · ∇GD(x− x′, y, y′) = ∂x′b(x′)∂x′G(x− x′, y, y′)− ∂y′G(x− x′, y, y′) (4)
= − 1
2pi
b′(x′) sin 2(x−x′)
cosh 2(b−h−y)−cos(x−x′)−
1
2pi
b′(x′) sin 2(x−x′)
cosh 2(b+h+y)−cos 2(x−x′)
− 1
2pi
sinh 2(b(x′)−h−y)
cosh(b(x′)−h−y)−cos(x−x′)−
1
2pi
sinh(b(x′)+h+y)
cosh(b(x′)+h+y)−cos(x−x′) .
Then the power series of B[b] in terms of b is
B[b]Φb =
∞∑
m=0
∫
S1
Bm[b](x, y, x
′)Φb(x′,−h+ b(x′))dx′.
where
Nb · ∇GD(x− x′, y,−h+ b(x′)) =
∞∑
m=0
Bm[b](x− x′, y, y),
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and Bm[b] is a function of (x, y, x
′) that is homogeneous of degree m in b.
The Neumann boundary condition of the Green function G(x− x′, y, y′)
implies that expansion of (4) has B0[b] = 0. Therefore, the operator norm of
B[b] is bounded by
‖B[b]‖ . |b|C1 .
Moreover, by definition (3) we have that |A[b]|C1 . |b|C1 . Applying Neumann
series to the identity (I − B[b]) Φb = A[b], then |Φb|C1 . |b|C1 . The fact that
G is analytic in a neighborhood of y = 0 implies that Φb is analytic at y = 0
and the second estimate.
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