Conventional sub-trajectory clustering is used to identify similarities among multiple trajectories. Existing methods tend to overlook many of the relevant sub-trajectories; others require a road network as input; all are significantly slowed down considerably by large datasets. In this paper, we propose a novel approach to clustering sub-trajectory in which trajectories are transformed into a set of Hypercubes. The Hypercubes are pairwise-matched to find an intersection and then clustered accordingly. The performance of the proposed scheme was compared with that of grid clustering (i.e., constant time technique) in terms of memory usage, computational speed, and compared with a state-of-art method, TraClus, by assessing their accuracy. The experiment results show that Hypercube clustering can identify common sub-trajectories more swiftly and with less memory usage than grid clustering. The accuracy of Hypercube clustering is superior to TraClus.
I. INTRODUCTION
Trajectory clustering is used to find similar trajectories, whereas common sub-trajectory clustering is used to find similar segments in multiple trajectories. A trajectory may be presented as a series of Global Positioning System (GPS) points or a series of handwritten position marks. Sub-trajectory clustering has many applications, such as identifying optimal routes for ridesharing [14] , [34] and characterizing the behavior of hurricanes.
The following analysis is similar to the classical mathematical problem referred to as the travelling salesman problem. Note that this type of analysis generally requires a road network by which to map GPS trajectories. Alternative approaches (i.e., without a road network), such as Grid Clustering and TraClus [24] , tend to suffer in terms of efficiency and accuracy. The theoretical time complexity of Grid Clustering (O(1)) requires a vast array to store information, the initialization of which imposes significant time costs. The fact that grid clustering tends to overlook many common sub-trajectories greatly undermines accuracy. The low
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In this paper, we developed a novel scheme referred to as Hypercube clustering to improve search performance. The proposed scheme was inspired by Orthogonal Range Searching in computational geometry [2] . The essential data structure is a Hypercube that includes a sub-trajectory. A Hypercube is constructed by longitude, latitude, time, and direction. The direction of a Hypercube is computed according to the first and the last point within the Hypercube. Two sub-trajectories are within a cluster in cases where two Hypercubes intersect in the temporal and spatial domains and have a similar direction. Initially, a trajectory is transformed into a sequence of Hypercubes. Therefore, clusters can be identified from the intersection of the Hypercubes.
Hypercube, TraClus and grid clustering can be implemented without a road network, and are able to identify common sub-trajectories from a set of trajectories. In a performance comparison using the GeoLife GPS trajectory dataset as a benchmark, Hypercube clustering was shown to outperform grid clustering and TraClus in several aspects.
The contributions of this paper are listed the following:
• We propose an efficient method for finding the common of sub-trajectories specifically for ordered sequences.
• We propose an algorithm to identify representative subtrajectories.
The remainder of the paper is organized as follows. Section II provides a review of the literature pertaining to trajectory clustering. Section III outlines the definitions of common sub-trajectories. Section IV details the Hypercube clustering algorithm. Section V presents experiment results. Section VI provides some recommandation to select initial parameter. Section VII concludes this study.
II. LITERATURE REVIEW
In this section, we discuss previous studies related to trajectory clustering.
A. COMPUTATIONAL GEOMETRY
The rectangle intersection problem has been thoroughly investigated in computational geometry [2] . Buchin et al. [4] used computational geometry to find similar portions of a given trajectory while taking takes temporal data into account. They employed time-shifting to synchronize trajectories, and their method can also be used to find common subtrajectories. In some cases, this method can be implemented in linear time as long as the duration is fixed; however, it tends to be somewhat inefficient when applied to large sets of trajectories with numerous vertices.
B. METHODS OF FINDING COMMON TRAJECTORY
Methods based on curve similarity, such as Longest Common Sub-Sequence LCSS [30] , Edit Distance on Real sequence(EDR) [5] , Hausdorff distance [27] , and Dynamic Time Warping(DTW) [23] , [29] , were never intended for multiple common sub-trajectories. They can be used to measure the degree of shape similarity between two trajectories; however, they cannot be used to find common sub-trajectories. The computational cost of this approach is high due to the direct processing of GPS points without a points-reduction method. These methods are also easily influenced by noisy data, which can result in large Euclidean distances and eventual breakdown. Sub-trajectory clustering [10] , [24] divides a trajectory into line segments; however, the time cost to find common sub-trajectories can be high when dealing with intricate lines. Most of these methods consider only spatial data; i.e., they disregard spatiotemporal data [7] . Many recent advances in data clustering, such as ensemble clustering, have proven highly effective [18] - [22] in image clustering. One data clustering method designed specifically for trajectory clustering is Tra-Clus [24] . TraClus is a famous classical method in trajectory clustering [1] , [3] , [28] , which is evaluated in this study.
C. GRAPH-BASED METHODS
Graph-based methods, such as Network Hausdorff Distance(NHD) [8] , [9] , grid with road network information method [26] , and road network and feature vector [13] , use road network information to simplify the analysis of trajectories. Road network information is similar to the nodes and edges in the traveling salesman problem (TSP). Unfortunately, these methods function well only when they have the latest road network information, thereby necessitating frequent network updates. Nonetheless, graph-based methods are easy-to-use. Reducing the trajectory into a graph makes it possible to use approaches based on graph theory for analysis. In this study, we sought to develop a method that performs well without relying on a road network.
D. RIDESHARING SYSTEM AND THE GRID CLUSTERING
Previous studies on ridesharing systems [11] have enjoyed a good deal of success. Nonetheless, the taxi ridesharing and salient traffic problems also require road network information. The system [14] splits user trajectories into a number of segments (based on temporal distance) and matches them within a grid space of grid clustering. Grid clustering [14] , [16] is a well-known sub-trajectory clustering method in which trajectories are partitioned within a grid space by checking cells through which traces pass in order to derive a common sub-trajectory. Common sub-trajectories can be retrieved within the constant time in theory. However, the tendency of grid clustering to overlook many common sub-trajectories can lead to poor results. The paths through a particular block are regarded as potential common subtrajectories, whereas the trajectories through adjacent blocks are not, even when the gap between two paths is only a few centimeters. Figure 1 presents an example common sub-trajectory in which each symbol represents a GPS point. The average distance (spatial gap) between the two paths within the red circle is approximately 20 meters. Figure 2 shows the same trajectory in a three-dimensional (3D) space with temporal space as the vertical axis. This is also known as a three-dimensional Space-time continuum in special relativity of physics. Table 1 lists a number of important symbols used in this paper. Trajectory T is defined as a sequence of trajectory points, as follows:
III. THE DEFINITIONS OF COMMON SUB-TRAJECTORY
where n is the number of trajectory points in T . Each trajectory point p i = {x i , y i , t i } consists of three attributes: x i for longitude, y i for latitude, and t i for timestamp. We use p i .x, p i .y, and p i .t to represent the latitude, longitude, and timestamp of point p i , respectively. Trajectory T can be partitioned into subsequences, as follows:
in which s i denotes the i-th sub-trajectory of T . Two sub-trajectories, s i = {p 1 , p 2 , . . . , p n i } and s j = {q 1 , q 2 , . . . , q n j }, are referred to as ''common sub-trajectories'' if the set of trajectory points, 
. . , q n j }, satisfies the following three conditions:
IV. HYPERCUBE CLUSTERING ALGORITHM
In this section, we outline the details of the proposed Hypercube-clustering algorithm. It is presented in the form of pseudo-code for implementation in MATLAB and C++. The algorithm proceeds through three steps: 1) preprocessing raw data, 2) Hypercube-intersection, and 3) clustering. Each step is illustrated in the following subsections. The structure of Hypercube clustering is presented in Fig. 3 .
A. PREPROCESSING
In this step, a trajectory is transformed into a Hypercube sequence, and each Hypercube includes part of the trajectory. The points of the trajectory are sequentially scanned and grouped based on the range ( x , y ,τ ) of a Hypercube. The central position of a Hypercube is the center of the inside points. The direction of a Hypercube is computed according to the first and the last point within the Hypercube. The time complexity with this step is O(n) where n is the number of GPS points. Algorithm 1 outlines the details of this transformation. Input T is a trajectory in which p i .t is always larger than p i−1 .t, which is ordered temporally; x and y indicate the geographic size of a Hypercube; and τ is the temporal size. add p i into c until the range ( x , y , τ ) can not involve p i and new c ∈ C will be initialed. 4: end for 5: return C Initially, c 1 is created and then trajectory points are sequentially inserted into c j . A new Hypercube is created if one of the criteria in the range ( x , y ,τ ) is violated by the newly inserted p i . Figure 4 is visualization of cubes following transformation. This step is meant to prevent some basic problems associated with processing trajectories. For non-fixed point intervals, this step turns the points into fixed range Hypercubes. This step can also reduce computational costs by reducing the number of objects to be computed.
B. HYPERCUBE INTERSECTIONS
This step checks the intersection relation between two Hypercube sequences in four dimensions. First, the algorithm checks the intersection between two sequences in temporal space. If there is no overlapping in temporal space, there will be no intersection and the checking only costs constant time. Further examination begins at a temporal intersection if there is one. The examination includes temporal intersections, geographic intersections, and similarity in the relative direction of Hypercubes. The average time complexity with this step is O(n) where n is the number of Hypercubes.
Algorithm 2 shows the Hypercubes-Intersection method. If there is no temporal intersection, an empty set is output and only cost constant time complexity. The input is two sequences, C a and C b (in temporal order) and the output is information pertaining to the intersection. Lines 1 check whether C a and C b have intersect temporally. Figure 5 presents an example of a temporal intersection. If there is a temporal intersection, then the algorithm uses the fact that the points in a trajectory are always in ascending temporal order so as to accelerate the checking process. The algorithm sequentially checks the temporal intersections between Hypercubes.
Algorithm 2 Hypercubes-Intersection Method
Input: Hypercube series C a = {c a,1 , c a,2 , . . . , c a,m }, 3: if f (c a , c b ) then 4: Add (c a , c b ) to E AB . 5: end if 6: end for 7: return G AB Only Hypercubes with temporal intersections are checked for geographic intersections and the similar of directions. Equation (6) is used to check two temporally-intersected Hypercubes, c i and c j , in terms of geographic intersections and directional intersections. For direction checking, we define that two sub-trajectories have no intersection relation if their difference in angle exceeds threshold φ.
The output is information related to Hypercube intersections, which are stored in a bipartite graph data structure,
Each edge in G AB represents a pair of common sub-trajectories, because with proper normalization, it can be shown that two sub-trajectories satisfy the three conditions of common sub-trajectories, given in Eqs. (3), (4), and (5).
C. COMMON SUB-TRAJECTORIES CLUSTERING
In this stage, the Hypercubes are grouped. A Hypercube is grouped with other Hypercubes with which it shares an intersection. The grouped Hypercubes are then removed from the data on Hypercube intersections. This process is repeated until every remaining Hypercube has a number of intersection is smaller than a threshold. The algorithm is as 3.
In the input of this stage, clustering requires G, information related to the intersection of Hypercubes, and threshold p. G is merged from the results of Algorithm 3 using every pair Remove ∀s ∈ r i from V .
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Remove ∀(s, w) ∈ e i from E. 9: Add r i to R. 10 : end while 11 : return R of Hypercube sequences. One of the important parameters is threshold p, which represents a ratio the value of which can be any decimal between 0 and 1. p is the normalization of µ, which represents the minimal acceptable degree of v, where v is a Hypercube. deg(v) represents the degree of v, which is the number of trajectories sharing any Hypercubes intersection with v. Essentially, if p is 0.1, then only the 10% with the highest degree of V are considered.
The proposed algorithm is outlined in the following. The clustering algorithm first finds µ based on p. The algorithm then finds the vertex with the highest degree that is larger than µ in G. The algorithm then clusters v i and all of the vertices connected to v i . The longitude, latitude, time, and direction of all vertices in this cluster are averaged. The vertices and relative edges in the cluster are then removed from G. This process of finding-clustering-removing is repeated until the degree of each vertex is smaller than µ or no vertices remain in V . Any vertices that do remain in V are treated as outliers and disregarded. The output of the algorithm is a set of clusters, each of which has four attributes: longitude, latitude, time and direction. The entire process is described in Algorithm 3.
V. EXPERIMENTS
Our objective in experiment V-A was to determine whether the definitions of common sub-trajectories (3), (4), and (5) are satisfied. Experiment V-B compares Hypercube clustering with grid clustering in terms of effectiveness and performance. Experiment V-C was meant to compare the accuracy of the clustering results obtained using Hypercube clustering, grid clustering, and TraClus.
The dataset 1 contains 17,621 GPS trajectories with a total distance of 1,292,951 kilometers and a total duration of 50,176 hours by 182 users. Those trajectories were recorded by various GPS loggers and GPS-phones with various sampling rates. 91.5% of the trajectories are logged in a dense sampling rate, e.g. every 1∼5 seconds or every 5∼10 meters per GPS point. Each record in the 1 https://www.microsoft.com/en-us/download/details.aspx?id=52367 dataset contains the information of latitude, longitude, altitude and time-stamp. This dataset recorded a broad range of user movements, including everyday routines like going home, going to work, and some entertainments and sport activities such as shopping, sightseeing, dining, hiking, and cycling. To reduce variation, we only use the GPS points in Beijing city inside 6th Ring Rd.
The parameters ( = 100 meters, τ = 3600 seconds, or smaller values) will be used in the following experiments. The values are from the previous work [17] while we assume the maximal spatial gap between two paths where can share a ride is 100 meters, and the maximal time difference is assumed 3600 seconds to represent the maximal waiting time that the early one can wait.
The experiments were carried out under the following specifications:
• CPU: Intel Core i7-4790 3.6GHz The programming language used for TraClus is Python, 2 which differs significantly from C++. This makes it very difficult to compare TraClus with Hypercubes and Grid clustering in terms of efficiency. We had tried to do the same experiment, section V-B, on TraClus. After the software loaded the 1GB dataset, all of the computer memory was occupied. The software was crashed before getting a result. It is shown that the entire Geolife dataset is too big for the software. Thus, the time cost and memory usage of TraClus are not included in the comparison in experiment V-B.
A. VALIDATION OF HYPERCUBE
This experiment was meant to validate the correctness of the Hypercube; i.e., whether the definitions of common sub-trajectories (3), (4), and (5) are satisfied. Theoretically, the maximal geographic distance between two points in two Hypercubes with a common intersection is as follows:
To simplify the experiments, let x = y = , and use two sets of values ( = 20 meters, τ = 600 seconds) and ( = 100 meters, τ = 3600 seconds). After Hypercube intersection, Dynamic Time Warping (DTW) [23] , [29] was used to compute the pair-point distance between sub-trajectories in Hypercubes with an intersection relation. With = 20 and τ = 600, there is 92% of the pair-points are separated by less than = 20 meters. With = 100 and τ = 3600, there is 95% of the pair-points are separated by less than = 100 meters. Our results show that the distance of most of the common sub-trajectories was less than . In general, we can assume that represents the maximal geographic distance in a common sub-trajectory.
B. HYPERCUBE CLUSTERING VS. GRID CLUSTERING
We compared Hypercube clustering with grid clustering in terms of efficacy and performance. Nine test cases were generated using the following combination of parameters: = 24 meters, 50 meters, or 100 meters; and τ =10 minutes, 30 minutes, and 1 hour. The Geolife dataset is used as testing data.
1) EXPERIMENT DESIGN
The experiment process of Hypercube clustering is described as follow. Nine combinations of and τ were used in each experiment, and this experiment is performed nine times in other words. After preprocessing, every possible combination of paired trajectories was input into the Hypercube Intersection algorithm. The common sub-trajectory distance based on intersection information from the Hypercube intersection is summed up as a result.
We removed the direction constraint from Hypercube clustering in this experiment to ensure a fair comparison, as the major difference between Hypercube clustering and grid clustering is geographic and temporal space.
The experiment process of grid clustering is as follows. First trajectory in the dataset was set into the grid. The positions in the grid corresponding to each trajectory in the dataset were then checked to determine whether the grid was occupied by the first trajectory. The distance of the sub-trajectory is accumulated if the block in the grid was occupied. After the checking process, the grid space was initiated. The first trajectory was removed from the dataset. This process was repeated until no trajectories remained in the dataset, whereupon the accumulated distance was compared with the results from Hypercube clustering.
2) EXPERIMENTAL RESULTS
This experiment evaluated the clustering methods according to three metrics: computation time, memory overhead, and accuracy. Our results show that Hypercube clustering was able to accurately retrieve common sub-trajectories with less computation time and less memory usage. Figure 6 presents the common sub-trajectory distance of the two clustering methods. As can be seen, even when Hypercube clustering was implemented using the smallest combination of parameters, the resulting common sub-trajectory distance was longer than that of grid clustering.
One of the advantages of Hypercube clustering is that a reduction in temporal size is reflected in a reduction of computation time, as shown in Figure 7 . This is to be expected because a larger temporal size should provide a larger number of common sub-trajectories requiring computation. The situation is the opposite of grid clustering, which requires more computation time for grids of smaller size, as shown in Figure 8 . Figure 9 presents a number of comparisons used to check the intersections created by Hypercube clustering under various temporal sizes. Our results show that the number of comparisons decreased with temporal size. As mentioned in Section IV, the algorithm first checks the maximal time and minimal time of two Hypercube sequences. A smaller temporal size implies fewer Hypercube intersections in the time domain, thereby eliminating unnecessary checking. For each Hypercube, a reduction in the temporal size reduces the number of intersecting Hypercubes that must be checked.
The computation time of grid clustering revealed the opposite results. The smaller temporal size was shown to increase computation time. As shown in Figure 8 , the computational time of the case where = 24 meters and τ = 600 seconds was 4.5 times longer than the where case = 24 meters and τ = 3600 seconds. There are two reasons for this. First, the number of grid cells containing trajectories increases with a reduction in temporal size, thereby necessitating more computation. The second reason is that grid clustering requires to initialize the contents of grid cells which represented by a huge array. When the temporal size is smaller, the size of the array is larger, such that the time to initialize is long.
The total memory consumption of Hypercube clustering is significantly less than that of grid clustering. As shown in Figure 10 , Hypercube clustering requires less memory than does grid clustering. Furthermore, the memory usage of Hypercube clustering remains similar, regardless of the parameter combination.
C. ACCURACY OF CLUSTERING
The accuracy of Hypercube clustering was evaluated using Qmeasure. The test data included the number of trajectories generated from duplicated real trajectories. Note that each duplication was randomly shifted in the spatiotemporal space. The duplications were clustered using Hypercube, Grid, and TraClus to derive the real trajectory from the duplications. The formula used for Qmeasure [24] was Eq. (7), where T is a set of all real trajectories, p is a GPS point in t, C t is the set of clusters generated according to the real trajectory duplications, dist (p, c) is the point to line distance between a GPS point and a cluster. The transformation of each cluster into a line is based on its range and direction.
The real trajectories in this experiment were those associated with User 2 in Geolife. The number of duplicates varied according to the value of , as follows: 100 duplicates for = 100 meters, 25 for = 50, and 10 for = 25. The temporal parameter τ is not presented where the results showed no significant differences under three values of the parameter (1 hour, 30 minutes, and 10 minutes).
The experiment results are presented in Fig. 11 . The Hypercube method achieved the smallest Qmeasure in each , indicating the highest accuracy. Even with an increase in the value of , the accuracy of Hypercube remained high. All results obtained using Hypercube were less than 1, which is too small to be shown in the figure.
VI. SELECTION OF INITIAL PARAMETER VALUES
It is recommended that beginner users adopt a value equal to the size of a view divide by 20. Note that the view is also the range of the trajectories.
The example below illustrates the use of Hypercube clustering to identify trends in the tracking of hurricanes. The data set used in this experiment was drawn from hurricane trajectories near the east coast of the U.S. between 1950 and 2004. 3 The trajectory points in Figure 12 are raw data related to hurricane trajectories between days 171 and 200 (i.e., from the middle of June to the middle of July in each year). These 30 days had most of the hurricane trajectories. The blue arrows indicate the trend of the hurricanes. Each arrow is a sub-trajectory cluster. The hurricane trajectory (cyan points) with ''X'' symbols act as endpoints. The background was obtained from GPSVisualizer.com based on Google terrain. The size of the arrows varies according to the number of members represented by that cluster. A larger arrow indicates a stronger tendency.
The parameters in this example were as follows: x = 5, y = 5, δ = 30 degree, and τ = 30 days. p was set at 0.9999. The longitude range in Fig. 12 is 100; therefore, was set to 5. τ can be set to cover the entire range of the temporal space of trajectories. In the example, the temporal range of the data is 30 days; therefore, τ = 30. p can be set at 0.9999 to ensure the removal Hypercubes that do not share any intersections. However, it is strongly suggested that the user understands the meaning of the parameters in order to obtain the desired results.
The value of can be varied to obtain different results and show different graphs. If x and y are 10 in this application, then the resolution will be low, as shown in Fig. 13 . If x and y are 2, then the resolution will be high, as shown in Fig. 14. 
VII. CONCLUSION AND FUTURE WORKS
In this study, we adopted a novel approach to identifying common sub-trajectories. The proposed Hypercube clustering method is able to find common sub-trajectories from multiple trajectories within a spatiotemporal space. Experiment results demonstrate that this approach outperforms grid clustering in terms of identifying common subtrajectories. This method also generates far more usable information than that of other schemes, including temporal factors and direction. The first-stage ''Preprocessing'' algorithm and the second-stage ''Hypercubes-Intersection'' algorithm are easily performed using parallel computing to more efficiently deal with multiple trajectories. The MAT-LAB source code of our Hypercube method can be found at http://github.com/oscarhsu/TrajCubeClus, and the C++ source code can be found at http://github.com/oscarhsu/ TrajCubeClusCpp for both grid clustering and the Hypercube method.
