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Abstract
A new approach, identified as progressive genetic algorithm (PGA), is proposed for the solutions of optimization
problems with nonlinear equality and inequality constraints. Based on genetic algorithms (GAs) and iteration method,
PGA divides the optimization process into two steps; iteration and search steps. In the iteration step, the constraints of
the original problem are linearized using truncated Taylor series expansion, yielding an approximate problem with
linearized constraints. In the search step, GA is applied to the problem with linearized constraints for the local optimal
solution. The final solution is obtained from a progressive iterative process. Application of the proposed method to two
simple examples is given to demonstrate the algorithm. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Genetic algorithms (GAs) are relatively new combinatorial search techniques based on the
mechanics of natural selection and natural genetics, which combines artificial survival of the fittest
concept with genetic operations abstracted from nature [1]. The GA approach diers from other
optimization and search procedures in four distinct ways: (1) GAs typically use a coding of the
decision variable set rather than the decision variables themselves; (2) GAs search for optimal
solutions in a population of decision variable set, rather than a single decision variable set; (3)
GAs use the objective function itself, rather than derivative information on the objective function
and constraints; and (4) GAs use probabilistic transition rules rather than deterministic rules [2].
GAs were initially proposed by Holland [1]. Since then GAs have aroused intense interest, due to
the flexibility and versatility of the method in solving optimization problems, which traditional
optimization methods find dicult. Based on the fundamental principles of GA, a number of
improvements and extensions on mutation, selection, crossover, parallel computation were de-
veloped in the literature, to speed up the convergence and heighten the eectiveness of the method
[3,4].
GAs have been widely used in the solution of optimization problems, machine learning, op-
timal control and general search problems in numerous fields with considerable success [2,5].
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More recently, GAs were also applied in the fields of water resources and groundwater man-
agement [6–11]. As demonstrated in these studies, GAs provide an ecient and robust alternative
for solving complex and highly nonlinear optimization problems utilizing global search proce-
dures. However, GAs tend to be computationally expensive for the solutions of optimization
problems with nonlinear equality and inequality constraints, which occur frequently in problems
such as groundwater management. In order to solve problems with nonlinear constraints, heu-
ristic methods are commonly used in GAs [12]. In general, when GAs are used in solution of these
type of problems, two strategies may be adopted. One approach is to introduce a penalty term to
the objective function for the equality and inequality constraints, in order to transform the
problem into an unconstrained one with bounded search domain. In this case, it is very dicult
for the solution to satisfy the equality constraints, due to the fact that GA is a stochastic search
method. The second approach, is to solve a set of nonlinear algebraic equations for each member
in each generation. Obviously, this results in a significant increase in computational costs.
Therefore, exploration of new approaches is justified, in an eort to improve the eciency of the
method. In this paper, we propose a new solution strategy for the solution of optimization
problems with nonlinear equality and inequality constraints. These problems are commonly en-
countered in groundwater management problems [9,10,13]. In this paper we will not go into the
details of these applications since they would require an extensive review and discussion of
groundwater management topics, which is not the subject matter of this paper. In this paper our
purpose is to provide the mathematical outline of the proposed method and demonstrate the
procedure with two simple numerical examples. The proposed method is based on iteration and
GAs and identified as progressive genetic algorithm (PGA).
2. Genetic algorithms
Given an optimization problem,
max F  f X ; 1
X 2 X; 2
where X is a vector with n unknown decision variables, which may be continuous or discrete
variables, X is a solution space, F is a real value in a real area, f(X) is a map from solution space to
a real area. The purpose of optimization is to search for a solution X  2 X, which maximizes the
objective function given in Eq. (1).
The GA search of an optimal solution for this problem is straightforward. GA starts with an
initial population of members generated randomly. Three operators, identified as selection,
crossover and mutation, abstracted from biologically evolutionary process, are applied to this
population in improving the objective function value to form the new generation, in which the
members have higher ‘‘quality.’’ Each member in the population corresponds to a solution in the
solution space. Member’s quality is represented by its fitness associated with the objective
function value. The principle of ‘‘survival of the fittest’’ is taken as a rule in the search process.
Members of population are improved from generation to generation until an optimum condition
is satisfied [2]. These procedures are briefly described below for completeness.
Coding the problem: In GAs, the decision variables may be encoded as a binary strings. The bits
of the encoded variables are combined to simulate the biological chromosomes of a natural en-
vironment. Assuming that a k-bit binary variable is used to represent one variable xi. The integer
of the binary variable ranges from 0 to (2k ) 1), which can be mapped linearly into the solution
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space X. If xi is a continuous variable, whose solution space may be expressed as range
xi;min; xi;max, the variable range is discretized into 2k points and the discretization interval can be
given as,
Dxi  xi;max ÿ xi;min
2k ÿ 1 : 3
If the integer of binary variable is m, then the corresponding variable xi value can be given by
xi  xi;min  mDxi: 4
Forming the initial population: To start the solution, an initial population with m members is
created. For the vector X, integer values are generated randomly in the interval [0, 2k)1], with
uniform distribution to form the initial population. These integer values are then mapped to real
area of X using Eq. (4).
Evaluation of members of a population and choosing parents: The ‘‘quality’’ of the members of a
population is measured by their fitness values. The fitness of a member is a nonnegative function,
which is determined by the objective function value. Relative fitness or probability of selection
(psi) is defined by,
psi  fi=
Xm
i1
fi: 5
The probability of selection value may then be used to select strings from the current population
to form a mating pool. The larger the fitness is, the larger the probability that the corresponding
member is selected as parents. Thus, members with higher relative fitness values are more likely to
be selected for mating. The roulette wheel selection may be taken as a method for choosing
members of the mating pool.
Forming a new population: The next population is formed by using the three standard opera-
tions of GAs. These include direct selection, crossover and mutation. In direct selection operation,
the members with highest fitness directly enter the next population at some proportion. These
members may also be selected as parents to the mating pool. Thus, using this selection, the best
members are protected, and at same time this selection assures the monotone increase of the
objective function values of the best member during each generation. Crossover is the principle
genetic operation. It is the splicing of two parent members from mating pool, at a randomly
chosen point. Then by keeping the head substrings the same and exchanging the tail substrings,
two children strings, each made up of ‘‘genetic material’’ from both parents are generated.
Mutation operation randomly changes bits within newly created strings, based on a mutation
probability value. Mutation maintains variability in the population, and reduces the chance that
the population will prematurely converge on one possible suboptimal solution. These three op-
erations take place at dierent probabilities. In our applications, direct selection, crossover and
mutation probabilities were selected as 0.05, 0.95, 0.05 respectively. The three operations are
applied to the current population forming next population of X with higher quality. The steps
discussed above are repeated from generation to generation for a specified number of generation
or until some stopping criterion, such as convergence of the population to a single solution is
achieved.
The standard procedures of GAs described above are straightforward, and will not be elab-
orated any further [2,5]. These procedures yield a very eective solution strategy for optimization
problems, where the solution domain is bounded.
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3. Progressive genetic algorithm
Now lets define a general optimization problem with equality and inequality constraints,
max F  f X ; 6
s.t.
hX   0; 7
gX 6 0; 8
Xmin6X 6Xmax; 9
where X is a vector with n unknown decision variables, indicated as x1; x2; . . . ; xnT, f(X) is the
objective function; Xmin and Xmax are the bounds of X, h(X) and g(X) are vector functions, given
as,
hX   h1X ; h2X ; . . . ; hm1X T;
gX   g1X ; g2X ; . . . ; gm2X T:
10
hi(X) and gi(X) " i are first order continuous dierentiable functions, m1 and m2 are respectively
the numbers of the equality and inequality constraints. However, because of the equality con-
straints, only (n ) m1) variables in X are independent. Thus, X can be divided into X1 and X2,
where X1 is a vector with m1 unknown variables and X2 is a vector with (n ) m1) unknown
variables. Correspondingly, hX   hX1;X2 and gX   gX1;X2.
To solve this problem, one may choose an initial solution X
k
2 within the bounds of Eq. (9),
and solve Eq. (7) to obtain X
k
1 , where k is an iteration index. In the neighborhood of X
k
1 and
X
k
2 , one may define a truncated Taylor series expansion with second order accuracy for Eqs. (7)
and (8), as given below,
hX   hX k  DX   hX k  A11DX1  A12DX2  0; 11
gX   gX k  DX   gX k  A21DX1  A22DX26 0; 12
where DX1 and DX2 are the incremental variables of X1 and X2, the corresponding components
are represented as Dx1; j and Dx2; j, j is the index of the components, A11, A12, A21, A22 are the
Jacobian matrices with m1  m1; m1  nÿ m1; m2  m1 and m2  nÿ m1 elements,
which are defined as,
a11;i;j  ohiX
k
ox1;j
; i  1; 2; . . . ;m1; j  1; 2; . . . ;m1
a12;i;j  ohiX
k
ox2;j
; i  1; 2; . . . ;m1; j  1; 2; . . . ; nÿ m1
a21;i;j  ogiX
k
ox1;j
; i  1; 2; . . . ;m2; j  1; 2; . . . ;m1
a22;i;j  ogiX
k
ox2;j
; i  1; 2; . . . ;m2; j  1; 2; . . . ; nÿ m1
a11;i;j, a12;i;j, a21;i;j and a22;i;j indicate the elements at ith row and jth column in matrices A11, A12, A21
and A22 respectively. Defining,
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b1  ÿhX k;
b2  ÿgX k:
14
Eqs. (11) and (12) can be written as,
A11DX1  A12DX2  b1; 15
A21DX1  A22DX26 b2: 16
Assuming that A11 is composed of m1 linearly independent columns and is an invertible matrix,
DX1 can be computed by,
DX1  Aÿ111 b1 ÿ A12DX2: 17
Substituting Eq. (17) into Eqs. (15) and (16) and combining same terms yields,
A22 ÿ A21Aÿ111 A12DX26 b2 ÿ A21Aÿ111 b1: 18
Defining,
A  A22 ÿ A21Aÿ111 A12;
b  b2 ÿ A21Aÿ111 b1:
19
Eq. (18) is rewritten as,
ADX26 b: 20
We now introduce the slack variables si P 0; i  1; 2; . . . ;m2 into Eq. (20),
ADX2  S  b; 21
where S is a vector with m2 slack variables, defined as S  s1; s2; . . . ; sm2 T.
Therefore, the original problem with variables X and nonlinear constraints can now be written
in terms of variables DX and linear constraints as follows,
max F  f X k1  DX1;X k2  DX2 22
s.t.
DX2;min6DX26DX2;max; 23
DX1  Aÿ111 b1 ÿ A12DX2; 24
S  bÿ ADX2; 25
DX1;min6DX16DX1;max; 26
S P 0; 27
where
DX1;min  X1;min ÿ X k1 ;
DX1;max  X1;max ÿ X k1 ;
DX2;min  X2;min ÿ X k2 ;
DX2;max  X2;max ÿ X k2 :
28
We may now define DX2 as independent variables, which can be generated by GA, and DX1
and S as dependent variables, which can directly be computed from Eqs. (24) and (25). In this
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computational process the DX1 and S variables, computed from Eqs. (24) and (25), may not
satisfy Eqs. (26) and (27). To eliminate these members from the population, a penalty term may
be introduced to the objective function, Eq. (22), as shown below,
max F X   f X k1  DX1;X k2  DX2 ÿ a
Xm1
j1
/Dx1;j ÿ a
Xm2
j1
/sj; 29
where a is a penalty coecient with a large positive value related to f(X) such that the modified
objective function value becomes very small when the constraints (26) and/or (27) are violated; /
is the penalty term, defined by
/Dx1;j  minf0;Dx1;j ÿ Dx1;j;min;Dx1;j;max ÿ Dx1;jg2;
/sj  minf0; sjg2:
30
Notice that the dierence between this problem and the general linear constraint problem is in the
definition of the coecient matrices and the terms on right-hand side of Eqs. (15) and (16). These
terms are not constant and are functions of X
k
1 and X
k
2 in the nonlinear problem. Moreover, the
linearized problem is valid in the neighborhood of X
k
1 and X
k
2 . According to these character-
istics, we will use a progressive iterative procedure, which is incorporated in GAs, for the solution
of this problem. The computational steps may now be given as follows.
(i) Given the initial solution, X
k
1 , X
k
2 is computed from Eq. (7), the objective value is eval-
uated by Eq. (29), which is indicated as f k. This will initiate the iterative process (k 0).
(ii) Compute Jacobian matrices A11, A12, A21, A22 as well as b1 and b2 at point X
k to form
approximate model described by Eqs. (22)–(27).
(iii) Determine the neighborhood of point X
k
2 . Given a constant integer k1, divide the interval
of X2 into k1 sections as follows,
dx2;j  Dx2;j;max ÿ Dx2;j;mink1 
x2;j;max ÿ x2;j;min
k1
: 31
A simple method for defining the neighborhood of X
k
2 is to take a regular polyhedron with the
center at X
k
2 and length of each side as dx2;j,
Dx2;j;lower  maxfDx2;j;min;ÿ0:5dx2;jg;
Dx2;j;upper  minfDx2;j;max;0:5dx2;jg:
32
But if the gradients of objective function are available, a more ecient method can be developed
to determine the neighborhood of X2. As is well known, in gradient-based methods the gradient
direction is taken as the search direction because the objective value increases fastest along that
direction. But since this reflects only the local properties of the objective function, the gradient-
based methods may not often obtain the global optimal solution for nonlinear optimization
problems. This is one of the reasons that limit the application of gradient-based methods in
nonlinear optimization problems. In GAs this drawback will be largely improved using the
gradient information. If the objective function is continuous dierentiable function, its reduced
gradient is computed by,
5X2 f X k  5X2f X k2  ÿ Aÿ111 A12T 5X1 f X k1 ; 33
where,
5X2 f X k 
of X k
ox2;1
;
of X k
ox2;2
; . . . ;
of X k
ox2;nÿm1
 T
; 34
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5X1 f X k1  
of X k1 
ox1;1
;
of X k1 
ox1;2
; . . . ;
of X k1 
ox1;m1
" #T
; 35
5X2 f X k2  
of X k2 
ox2;1
;
of X k2 
ox2;2
; . . . ;
of X k2 
ox2;nÿm1
" #T
: 36
If of X k=ox2;j > 0, searching along increasing direction of x2;j is advantageous; if
of X k=ox2;j < 0, searching along decreasing direction of x2;j is advantageous; and if of X2=ox2;j
 0, x2;j is close to the optimal solution. The gradient direction may be taken in the direction of
x2;j and the search length is determined as follows,
Dx2;j;lower  maxfDx2;j;min;ÿkdxjg;
Dx2;j;upper  minfDx2;j;max;ldxjg;
37
where k l  1, values of k and l obey the principles: if of X k=ox2;j > 0, k < l; if
of X k=ox2;j < 0, k > l; if of X k=ox2;j  0, k  l. For example, based on Golden Section
Search in one dimension optimization [14], we can define k and l as,
k  0:382; l  0:618 if of X
k
ox2;j
> 0;
k  0:618; l  0:382 if of X
k
ox2;j
< 0;
k  0:500; l  0:500 if of X
k
ox2;j
 0:
38
Furthermore, in the iterative process, we may define a larger interval at the beginning of iteration,
and as iteration approaches to the optimal solution, we will gradually reduce the length of the
interval. Thus, we may define k and l as,
k  0:382eÿck; l  0:618eÿck if of X
k
ox2;j
> 0;
k  0:618eÿck; l  0:382eÿck if of X
k
ox2;j
< 0;
k  0:500eÿck; l  0:500eÿck if of X
k
ox2;j
 0;
39
where c is a constant with magnitude less than one, identified as interval contraction coecient.
The larger the c, the faster the search interval will be reduced. Generally, c may be chosen in the
interval [0.0, 0.1]. The subinterval defined above may be approximately regarded as the neigh-
borhood of X
k
2 , identified as [DX2;lower, DX2;upper]. Obviously it satisfies,
DX2;lower;DX2;upper  DX2;min;DX2;max: 40
The selection of an appropriate neighborhood is a complicated mathematical problem. The
method described above is a simplified approach. One may choose other approaches to determine
the initial neighborhood. Similar to other iterative methods, the selection of the neighborhood
may aect the final solution. In complex application, one may choose several k1 in Eq. (31) to
start the optimization computation and select the best solution as the final solution. Our nu-
merical experiments in the solution of complex groundwater management problems show that
k1 4–6 is a suitable range [13].
(iv) In this subinterval, GA’s operations described earlier, are used to improve the solution of
DX2, and DX1 and S are directly computed from Eqs. (25) and (26). This process continues until
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the local optimal solution is obtained. The resultant solution is indicated as DX1 and DX

2, and the
corresponding objective value is as fk1. The original variables Xk11 and X
k1
2 are computed
by,
X k11  X k1  DX 1 ;
X k12  X k2  DX 2 :
41
(v) The following condition may be defined to judge whether the solution has converged or not. If
max
j
jxk12;j ÿ xk2;j j6  42
then X
k1
1 and X
k1
2 are taken as final optimal solution. Where  is a preselected allowable error.
Otherwise, the iteration continues with the following substitutions,
X k1  X k1; X k2  X k12 ; f k  f k1; k  k  1 43
and the computation sequence goes to step (ii) and the above process is repeated until conver-
gence. This procedure is established based on iterative methods and conventional GAs and is
identified as PGA. In PGA, the optimization process is divided into two steps: iteration and
search steps. In the iteration step, an approximate problem with linearized constraints is derived
from the original one; in the search step, the GA works on the problem with linearized constraints
to search for the local optimal solution. The operations of GA are implemented for the incre-
mental variables within reduced intervals to decrease the number of infeasible solutions and
heighten the computational eciency. The final solution is obtained from this progressive iter-
ative process. Although PGA is derived for the problems with nonlinear constraints, it can cer-
tainly be used to solve problems with linear constraints.
PGA works on the derived optimization problem, with linearized constraints in a subdomain.
This reduces the computational eort significantly. This is especially important for large scale of
optimization problems. On the other hand, the linearization possibly results in computational
error. In PGA the gradient information of the objective function is not necessary, but if the in-
formation is available, one can take advantage of it, to further improve the computational e-
ciency of the algorithm. In addition, we must point out that PGA may converge to the local
solution, similar to other iterative methods. However, PGA has a higher possibility for obtaining
a global solution, since GA searches for optimal solution within the subdomain and not along
some direction. In practical engineering applications, there are numerous problems, where ob-
jective function or constraints are not given in terms of explicit expressions. Instead they are
embedded in some dierential equations. In solution of these problems, numerical simulations are
required at every step of the standard GA, which dominates the computational time significantly.
For such cases, PGA yields a very eective alternative solution process [10,13].
4. Numerical examples
In this section we present two simple examples, with equality and inequality constraints to
illustrate the application of the algorithms described above. For purposes of comparison, GA
with penalty function is also applied to these examples, which are changed into unconstrained
problems through introducing penalty function. In these applications, the population size, the
length of string bit for each variable, maximum reproduction generation and maximum allowable
computational error are defined as 50, 8, 100, 0.001 respectively. We first consider a simple op-
timization problem with linear equality and inequality constraints in Example I. In Example II we
will consider an optimization problem with nonlinear equality and inequality constraints.
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4.1. Example I
min F  x21  x1x2  2x22 ÿ 6x1 ÿ 14x2 ÿ 12x3
s.t.
x1  x2  x3  20; ÿx1  2x26 30; x1; x2; x3 P 0:
Table 1
Computational results for Example I
Variables Exact solution GA solution with penalty function PGA solution
a 10 a 100 c 0.01 c 0.1
x1 0.0000 0.0000 0.0000 0.0018 0.0011
x2 0.5000 0.8627 2.6667 0.4378 0.4900
x3 19.5000 19.6863 17.4902 19.5604 19.5089
F )240.5000 )243.8110 )230.5330 )240.4810 )240.4926
Fig. 1. Convergence curves in PGA solution for Example I with starting point (20.0, 0.0, 0.0).
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Take x1 as dependent variable, and x2 and x3 as independent variables. The bounds for x2 and x3
are taken as,
06 x26 20; 06 x36 20:
The corresponding A11, A12, A21, A22, b1, b2 can be determined. The computational results using
GA with penalty function and PGA are listed in Table 1.
From Table 1, we may note that GA solutions are very close to the true solution. In GA
solutions with penalty function in the 100th generation, the objective value is smallest in
penalty coecient a 10, but the equality constraint is violated with x1 + x2 + x3
20.5490 > 20. If the penalty coecient increases to a 100, the violation of equality constraint
is slightly improved with x1 + x2 + x3 20.1569 > 20. However, in this case the solution di-
verges from the true solution. This implies that if the penalty coecient is too lenient, the
result may include an infeasible solution with higher fitness than the feasible solutions. If the
penalty coecient is too harsh, the few solutions found may tend to dominate the population
pool and yield sub-optimal solution. PGA solutions, on the other hand, satisfy all constraints.
PGA with two dierent interval contraction coecients c 0.01 and 0.1 is applied to Example
I, starting from same starting point (20.0, 0.0, 0.0). The objective function values of iterations
are shown in Fig. 1. The search process and interval contraction routes are shown in Figs. 2
and 3. The convergence process with c 0.1 is faster than that with c 0.01. But one cannot
say that the larger c is better, because a large c may result in the convergence of the solution to
Fig. 2. Search process in PGA solution for Example I with c 0.01 and starting point (20.0, 0.0, 0.0).
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a local optimal solution rather than the global optimal solution. One should determine the c
value according to the characteristics of the problem. In general, the more independent vari-
ables, the larger the search region, the smaller c value should be taken, and vice versa. From
these figures, we may note that the number of infeasible solutions in each iteration decreases
significantly since the PGA searches within the subintervals to heighten the computational
eciency.
4.2. Example II
min F  x31  2x22x3  2x3
s.t.
x21  x2  x23  4; x21 ÿ x2  2x36 2; x1; x2; x3 P 0:
Similar to Example I, take x1 as dependent variable, and x2 and x3 as independent variables. The
bounded intervals for x2 and x3 are,
06 x26 4; 06 x36 2:
The computational results using GA with penalty function and PGA are summarized in Table 2.
Fig. 3. Search process in PGA solution for Example I with c 0.1 and starting point (20.0, 0.0, 0.0).
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Notice that the results obtained by PGA are exactly equal to the true solution and GA so-
lutions with penalty function in the 50th generation are also close to the true solution. GA so-
lutions with penalty function slightly violate the equality constraint with x21 + x2 + x
2
3
3.9738 < 4 for the a 10 case and x21 + x2 + x23 3.9964 < 4 for the a 100. PGA is applied to
Example II, starting from two dierent starting points (2.0, 0.0, 0.0) and (1.414, 1.0, 1.0) with
c 0.1, in order to analyze the eect of the starting point on the GA solution. The optimal so-
lutions are obtained using only five iterations. The convergence of iterations is excellent (Fig. 4)
and the initial starting point has no obvious eect on the optimal solution in this example. In
iterative methods, the starting point usually influences the final solution. However, the eect of
Table 2
Computational results for Example II
Variables Exact solution GA solution with penalty function PGA solution (c 0.1)
a 10 a 100 Starting point (2, 0, 0) Starting point (1.4, 1, 1)
x1 0.0000 0.5647 0.1098 0.0000 0.0000
x2 4.0000 3.6549 3.9843 4.0000 4.0000
x3 0.0000 0.0000 0.0000 0.0000 0.0000
F 0.0000 0.18035 0.00264 0.0000 0.0000
Fig. 4. Convergence curves in PGA solution for Example II with c 0.1.
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the starting point can be largely reduced in PGA because PGA uses GA as the algorithm’s core.
To avoid the local solution, one could test the solution by choosing dierent starting points in
practical applications. Figs. 5 and 6 show the search process and interval contraction route of
iterations.
From these two examples we may see that PGA yields a simple and ecient method for solving
optimization problems with equality and inequality constraints. In GA with penalty function, the
key question is how to choose the penalty coecient. If the penalty coecient is suitable, con-
ventional GA may also yield a good solution for the optimization problem with equality con-
straints. Although GA with penalty function seems to require fewer computations in the two
examples discussed above when compared with PGA solution, this solution does not satisfy the
equality constraints. Further analysis of the computational eciency of PGA is discussed in Ref.
[13].
5. Conclusions
Based on conventional GAs, a progressive genetic algorithm is proposed to solve optimization
problems with equality and inequality constraints. PGA takes GAs as a core process and pos-
sesses all properties of GAs. PGA is formed by combining GAs with the mechanism of iterative
methods. PGA uses truncated Taylor series expansion for the original problem near a given initial
Fig. 5. Search process in PGA solution for Example II with c 0.1 and starting point (2.0, 0.0, 0.0).
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solution in an eort to transform a complicated optimization problem with nonlinear constraints
into a series of simplified optimization problems with linearized constraints, which can be directly
solved by GA. PGA reduces an optimization problem with n unknown variables into an opti-
mization problem with (n ) m1) unknown incremental variables related to the original variables.
This results in significant saving of computation time. PGA works in the neighborhood or sub-
domain of the initial solution to reduce the number of infeasible solutions and heighten the
computational eciency of GAs. We must point out that PGA gains the above characteristics
under the condition of losing some properties of GAs, since PGA requires that the constraint
functions to be first-order continuously dierentiable. However, this condition is not dicult to
be satisfied in many practical applications. PGA is a general algorithm and can be used in the
solution of optimization problems with continuous constraint functions. Especially, PGA is
suitable for optimization problems in which the objective or/and constraint functions are not
explicitly given and instead they are embedded in a set of dierential equations. Such formulations
often appear in optimal design of groundwater remediation systems and also in groundwater
contaminant source identification problems.
Two simple examples are given here to illustrate the application of the procedures presented.
Other applications of this algorithm in groundwater management field, such as identification of
contaminant sources in heterogeneous aquifers and the optimal design of pump-and-treat re-
mediation system, also show that the PGA procedure yields a very eective algorithm [10,13].
Fig. 6. Search Process in PGA solution for Example II with c 0.1 and starting point (1.414, 1.0, 1.0).
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