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BAYERISCHE AKADEMIE DER WISSENSCHAFTEN 
KOMMISSION FOR INFORMATIONSVERARBEITUNG 
FESTKOLLOQUIUM 300 JAHRE DUALSYSTEM (21. MJS.RZ 1979) 
THE BINARY SYSTEM IN MODERN TIMES 
R, W, HAMMING 
I will begin by a digression on the general topic of ideas. 
I have long been interested in the process of discovering new 
ideas, in particular when is something first clearly understood. 
Perhaps the classic example in mathematics is Archimedes who in 
Alexandrian times did many integrations and found tangents to 
some curves. Had you asked him about it I am sure he could have 
given you the fundamental theorem of the calculus in a proper form 
along with a sketch of its proof without having to think very long. 
Yet we quite properly, I think, attribute the discovery of the 
calculus to Leibniz and Newton. 
This illustrates the great diff~rence between doing something 
and clearly understanding what you have done. Most mathematicians 
have had the experience of long knowing something in mathematics and 
then one day suddenly realizing what the result was in a deeper 
sense. 
A former boss of mine once observed that in these days it 
is easy to have many new ideas (at least for some people!) but 
what counts is the selection of what is worth doing and then 
adequately developing it and finally making it available to others. 
Clearly Leibniz recognized the importance of the dual (binary) 
system, developed many aspects of it, and published the results. 
He deserves full credit for this idea which these day has both 
great theoretical and great practical (engineering) consequences. 
You have already been told about the binary (dual) number 
system. For the integers, in one sense it is merely an alternate 
representation of the same things. Thus the number seventeen in 
decimal is written as 17 and in binary is written as 10001. 
It is an engineering fact that two·state devices like 11off 11 
and "on", hole or no hole, conducting or nonconducting circuits, 
a relay up or down, a magnetization N-S or S-N, etc. are comparatively 
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easy to make reliable, while multiple state devices are much harder 
to make reliable. Thus the binary number system is well adapted to 
modern engineering practice. It is increasingly used both for storage 
and for transmission of infonnation. 
As an example of the representation of information in the binary 
form we have the modern ASCII code which uses seven binary digits for 
each symbol. Since 27 = 128 there are 128 possible different symbols. 
They are used for the upper and lower case alphabet, the decimal digits, 
punctuation marks,mathematical symbols, and various control instructions 
like "end of message", "carriage return", etc. By carefully arranging 
that the equivalent numerical values for the alphabet are in the proper 
order we can sort alphabetic information by using the numerical processing 
equipment. Often the ASCII code uses an extra binary digit, making eight 
in all for each symbol; the added one is selected so that the total number 
of 1's in the eight positions is an even number. We will come back to this 
point later. 
For reliable transmission of infonnation we also are rapidly going 
to the binary system. Again we use the presence or absence of a pulse, 
(or possibly the positive or negative value of the pulse} to represent 
the two states. When, due to 11noise 11 and non-ideal transmission systems, 
the pulses begin to lose their shapes, then it is comparatively easy to 
detect them, reshape them, and send them on. Thus to a great extent the 
binary system can defeat 11noise 11 and other small errors in transmission 
of infonnation. 
For the processing of binary numbers the operations of addition 
and multiplication have simple tables, simple both to learn and to 
engineer in practical circuits. 
Addition 
0 + 0 = 0 
0 + 1 = 1 
1 + 0 = 1 
1 + 1 = 10 
Multiplication 
0 x 0 = 0 
0 )( 1 = 0 
1 x 0 = 0 
1 )( 1 = 1 
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However, when we come to numbers less than one in size then 
there are unsuspected traps for the unwary. You are all familiar 
with the fact that in the decimal representation of the fraction 
1/3 we get an unending sequence of J's. In practice we must settle 
for a finite string of J's. Thus we have 
1/3 = 0.333 ••• 3 
As a result when we add three of these numbers we do not get 1.0 
but rather 
0.999 ••• 9 
The number 2/3 is rounded off to 
2/3 = 0.666 ••• 7 
and the sum of three of them is 
2.000 ••• 1 




(where k, m and n are integers) give decimal representations that are 




are finite. As a result the number 1/10 = 0.0001100110011 ••• 
is an unending binary number. When rounded to a finite size adding ten 
of them will not give exactly one, but will be above or below depending 
on how the number is rounded off. 
These are practical details for the engineering design and use of 
computers; let us turn to the theoretical importance of the binary system. 
The strategy for winning the game of Nim, for example, uses the binary 
number representation of the number of items in each pile. Frequently, 
as in the Fast Fourier Transfonn, the binary representation of the 
indices has great theoretical importance. Mostly it is the binary 
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representation of the integers that one hears about, so let me turn 
to a fractional number A (which I chose in honor of the Academy) 
defined by 
A= 0.01101010001010001010 ••• 
where there is a 1 in the k-th place if k is a prime and a O 
otherwise. Thus the 17 th place is a 1. Using the "greatest integer 
in" notation [ • J we have the fonnula 
f(n) = n [c2nAl - 2c2n·lA1} 
which gives all the primes, or else 0 for nonprimes. It is a prime 
number generating formula. Common sense (meaning uncommon sense) says 
that it is all a fraud - you have to know the fact that some number 
is a prime before you can use the formula to generate it! But professional 
mathematicians will admit (at least most of them will) that the number 
A exists, and they will recognize that sometimes this can be used, 
along with some properties of the number A, to find new, and easier 
to use fo.rmulas for the primes. 
To summarize where we are at present, the binary number system 
is the basis for most large scale digital computers, both because of 
the ease of representing information and for the ease of processing it. 
The integrated circuit chips that you hear about these days fonn the 
basis for the computers which work in binary, even in the case of hand 
computers which appear to the user to work in decimal! We have also 
seen briefly the theoretical importance of the binary system. 
We now turn to a second binary system based on a different 
arithmetic. Because most people believe in the sacredness of the 
usual arithmetic, it is necessary to introduce any different arithmetic 
with some simple examples. Suppose you were in charge of the setting 
of a wall switch. Each time you receive a 0 you do nothing, but 
each time you receive a 1 you change the setting of the switch. 
At the end o.f the string of binary digits the switch measures the 
11oddness 11 or "evenness" of the number of 1's in the message, it 
measures the parity of the number of 1's in the sequence. We have 




0 + 0 = 0 
0 + 1 = 1 
1 + 0 = 1 
1 + 1 = 0 
It is the binary number system without the 11carry" to the next position. 
Shortly after I came to the Bell Telephone Laboratories in 1946 I 
met this system in the fonn called "W-Z 11 circuit. The name came from 
the labels the engineer happened to use when it was first drawn - no one 
ever bothered to give it a more sensible name! I tried to trace it back 
in history, but could not find out when it first arose in telephone 
practice. The W-Z circuit is simply a 11flip-flop 11 circuit which measures 
the parity of the pulses that come to it. If when circuit goes from flop 
to flip it emits a pulse that feeds into another W-Z circuit then we 
see the 11carry 11 being supplied, and a chain of these circuits will count 
the total number of pulses. Such systems are called "scalers" in physics 
and are widely used to count nuclear events in laboratories. 
Returning to the representation of infonnation, the ASCII code 
with the added digit to make an even parity in the total of eight positions 
is an example of an error detecting code. At the receiving end any single 
error can be detected because the total number of 11s in the message will 
then be of odd parity. Of course double errors cannot be detected. 
The famous 2-out-of-5 codes use two positions out of five possible 
ones to put 1's and the other three positions have O's. Again this is an 
error detecting code. Simple combinatorial arguments show that only 
10 possible symbols can occur, and thus conveniently it can be used for 
representing the decimal digits. A corresponding 3-out-of-7 van Duuren 
code is used in telegraphy. It has almost totally replaced the earlier 
Morse code which had in fact three states, dot, dash, and blank. The 
general rule for a simple error detecting code is that (n-1) positions 
are used for infonnation and a last single position (making n positions 
in all) is added, usually having an even parity over all the positions. 
We are soon led to consider how far apart are two messages in an 
error detecting code. How much do two different messages differ? If 
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they agree in some position then we use 0 and if they differ in the 
position then we use a 1, and the total distance is the sum of the 
1's. Thus when we add (or subtract, it is the same thing) two messages 
we use the arithmetic for parity counting given above, and apply it to 
each position of the two messages. We then apply the standard binary 
arithmetic to count the total distance. As noted before, such a system 
can locate single errors (indeed any odd number of errors) and cannot 
detect any even number of errors. 
I was using a 2-out-of-5 encoded machine that had the added 
feature that when it located an error it would try again; indeed 
it would try three times in all before giving up on a problem. It 
would also automatically try to do the next problem hoping that the 
troublesome circuitmight get unstuck or not be used at all. I had 
the use of the computer over the weekends, and would load up the 
machine with a lot of problems. Two Monday mornings in a row I found 
that shortly after leaving on Friday night the machine failed, and 
as a result I got nothing. The second time I was sufficiently angry 
that I said, "If the machine can find out that there is an error, why 
can it not locate its positions?" This was the start, in 1948, of the 
theory of error correcting codes. 
Notice the circumstances. I was well aware of the general theory 
behind error detecting, I was emotionally aroused so that I could think 
an unconventional idea, and finally I· had just enough wit to understand 
that the question made sense. It was a matter of a short time to answer 
the question. 
First notice that if ~verything is done three times and a 
majority vote is taken then an error correcting device can be built. 
It is, however, an expensive solution, three copies plus the comparison 
circuits. Comparatively little thinking will show that if the infonnation 
is arranged in a rectangle and a parity check is added to each row 
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and column, then the goal is attained. 
Any single error will cause a failure 
of parity in its row and column. If 
even parity checks are used then the 
corner one can be set either by the 
row or column check. A little more thinking 
will show that the number of extra digits 
that must be included with the original 
message will be smaller the closer the 
rectangle is to a square. 
I was reviewing this one 
morning while going in the company car to 
New York through north New Jersey. 
XX•• •X 0 
• • 
• • • 
0 0 • • • 0 0 
x = message 
o = check 
The scenery being not worth looking at, I was thinking intently upon 
my success in the matter, (one can learn more from one's successes than 
from one's failures contrary to the usual advice to learn from your 
mistakes) when suddenly it occurred to me that arranging the 
infonnation in the fonn of a triangle and using the diagonal for the 
checks would give a more favorable ratio of message to check digits. 
Once I saw this, it was illltlediately 
0 the question of what would be best. x x t x 
x x i 0 
~ 
"tt---*-)0 
x o row plus 
0 column check 
A few more miles and the idea of 
arranging the information in the fonn 
of a cube and applying the parity 
checks to whole planes would give 
about n3 digits of infonnation for 
3n digits of checks. 
Any mathematician presented with this observation will immediately 
ask, 11 If three dimensions are better than two, why not higher still?" 
Of course we do not intend to arrange the infonnation in those dimensions, 
it is only that we will calculate the parity checks as if they were. 
It soon becomes apparent that the higher the dimension the better. But 
even at the limit of a 2x2x2 ••• x2 cube with 2n+1 check digits it is still 
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not optimal, though it is a good clue. The best solution to the problem 
of assigning the parity checks is not hard to find. The same scheme has 
appeared on breakfast food box top prizes! 
In this model we picture the message as a string of O's and 1's, 
each message being a point in an n-dimensional space. In this space the 
earlier distance between messages acquires the following interpretation. 
If the minimum distance between any two legitimate messages is the given 









single error detection 
single error· correction 
single error correction plus 
double error detection 
double error correction 
This can be seen by noticing that any single error moves the point 
in the space exactly a distance of one. Thus if the minimum distance 
is three, a single error leaves the point closer to the right point 
than to any other point in the space of possible messages. 
In 1959 a new idea was introduced into the theory, namely that 
the binary digits are to be regarded not as points in space but as 
coefficients of a polynomial. In handling these polynomials we will 
use the same arithmetic with 1 + 1 = 0. Some friends have recently 
written a two volume work on error correcting codes, and another 
friend complained about all that they left out! Thus I suppose a four 
volume work could be written using this binary arithmetic as its 
main tool behind the corresponding algebra. In this algebra 
( x + 1)2 = x 2 + 1. 
Turning to the more theoretical aspects, suppose we think of 
the earlier number A as being a generating function of primes, and 
we square the number, using this arithmetic where 1 + 1 = 0. We 
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will find 1's corresponding to numbers where 2p is the position and 
p2 is the square of a prime. 
To sulllTlarize this of the talk: we see that the binary system 
where we use a different arithmetic, the logical "exclusive or", 
(one or the other but not both), has many useful applications both 
in engineering and in theory. 
There is a third form of the binary arithmetic. It is 
the "nonexclusive or", the table being 
0 + 0 = 0 
0 + 1 = 1 
1 + 0 = 1 
1 + 1 = 1 
It can be regarded as the logic of sets, where 1 means member of 
the set and 0 means not a member. Thus if we add a set to itself 
we still have the set. 
All three of these arithmetics occur in computers; the 
binary number arithmetic, the exclusive or, and the nonexclusive or. 
The exclusive or is used in error detecting and error correcting codes, 
as well as in dealing with general problems in logic. 
Leibniz also emphasized the importance of combinatorics, and 
we are in a period of a revived interest in it. One of the main tools 
of combinatorics is the generating function where the individual 
numbers of an ordered set of numbers are places as coefficients in 
a polynomial (as in error correcting code theory) or else as coefficients 
of an infinite series. Various mathematical operations are then performed 
on the generating function, and various combinations of the results are 
made, from all of which new relationships between the coefficients are 
obtained. Customarily in doing the operations we use conventional 
arithmetic, but as was observed with respect to the computation of the 
number A2 it is possible to use other arithmetics such as the order 
two we have discussed. This aspect is currently beginning to be 
developed more systematically. 
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If the binary system has so many assets why is it that humans 
generally do not use it? We seem to prefer m~ny more than two symbols. 
Thus our alphabets have between about 16 to 36 different letters, both 
upper and lower c~se. Our number systems have 10, 12, 20, and even 60 
as the number base. When we try to use the binary system we find it 
awkward to say the least. 
The answer must be found in evolution, because it is at tjuestion 
of why man is the way he is. Apparently early in the development of 
life nature used a nervous system with a signalling velocity of a few 
hundred meters per second. Now speed has an absolute sense only with 
respect to the force of gravity so far as evolution on this earth is 
concerned. Falling bodies are a danger to the individual and falling 
is also danger to the individual. When in the course of evolution 
more mature judgements were an asset to the survival of the individual, 
and hence the species, either a higher speed of signal1ing in the 
nervous system was required or else faster decision processes than 
a sequence of binary choices that the binary system seems to demand. 
Nature apparently chose to take the second path, and give the form 
of life the ability to make many way choices rapidly so that more 
complex actions could be taken in the same time limit. This is the 
only way I can imagine that our preference for many way choices 
arose in evolution rather than the logical simplicity of the binary 
system. It suggests that when we are forced to the fastest possible 
computers we may in our turn be fa.reed to multi-way decision .processes 
rather than to the simple binary choice that now dominates computers 
completely. 
To summarize the whole talk, there are several binary systems 
each having their individual arithmetics. They are the basis of 
modern digital computers, from the basic engineering to the highest 
applications of thinking about machines and their uses. The systems 
are also in constant use in inforination transmission (after all 
transmission in space is "sending information", while transmission 
in time is the 11 storage of information" so that the two have much 
in common). Thus the binary system is of increasing importance 
these days. 
