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A contribution for the assessment of the static and dynamic aerodynamic behavior of a 
generic UCAV configuration with control devices using CFD methods is given. For the CFD 
simulations the unstructured grid based DLR TAU-Code and the structured grid based 
NLR solver ENSOLV are used. The numerical methods are verified by experimental wind 
tunnel data. The current investigations should provide a contribution to assess the prediction 
capability of control device effectiveness using CFD methods. The presented computational 
results for the assessment will be validated by dedicated experimental data. Furthermore, it 
should support the understanding of the flow physics around the trailing edge control 
devices of highly swept configurations with a vortex dominated flow field. Design 
requirements should be able draw by analyzing the interaction between the vortical flow and 
the control devices. The present work is part of the NATO STO/AVT Task Group AVT-201 
on Stability and Control prediction methods.  
Nomenclature 
  = AoA, Angle of attack [] s = Half span [m] 
 = AoS, Angle of side slip [] x = Chord wise coordinate [m] 
 = Flap deflection angle [] z = Vertical coordinate [m] 
 = Pitch angle [] y = Span wise coordinate [m] 
 = Yaw angle []  = Density [kg/m3] 
V = On-flow velocity [m/s] p = Static pressure [N/m2] 
F = Frequency [Hz] q = Dynamic pressure [N/m2] 0.5V2 
T = Time [s] cp = Pressure coefficient [-] p-p /q 
K = Reduced frequency 2·f·cref /V cL = Lift coefficient [-] L/(q  A) 
DoF = Degree of Freedom cD = Drag coefficient (AE) [-] D/(q  A) 
CFRP = Carbon Fiber Reinforced Plastic cS = Side force coefficient (AE) [-] s/(q  A) 
MRP = Moment Reference Point [m] cm = Pitch moment coefficient (AE) [-] M/(q  A cref) 
AoA = Angle of Attack [] cl = Roll moment coefficient (AE)  [-] l/(q  As) 
AoS = Angle of Sideslip [] cn = Yaw moment coefficient (AE)  [-] n/(q  As) 
SA = Spalart-Allmaras turb. model cz = Normal force coefficient (MF) [-] Fz/(q  A) 
RSM = Reynolds-Stress turb. model cy = Side force coefficient (MF) [-] Fy/(q  A) 
A = Reference relation area [m2] cmx = Roll moment coefficient (MF) [-] Mx/(q  A cref) 
cref = Reference length [m] cmy = Pitch moment coefficient  (MF) [-] My/(q  A s) 
cr = Root chord [m] cmz = Yaw moment coefficient  (MF) [-] Mz/(q  A s) 
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LOB = Left Outboard Trailing Edge Flap  LE = Leading Edge 
LIB = Left Inboard Trailing Edge Flap  SLE = Sharp Leading Edge 
RIB = Right Inboard Trailing Edge Flap  RLE = Round Leading Edge 
ROB = Right Outboard Trailing Edge Flap  RLE-FT = Round Leading Edge – Fixed 
BL = Base Line (no CS deflection)   Transition 
CS = Control Surface CAWAPI = Cranked Arrow Wing 
AVT = Applied Vehicle Technology    Aerodynamics Project Intern.  
STO = Science and Technology Organization  SACCON = Stability And Control  
RTO = Research and Technology Organization   CONfiguration 
I. Introduction 
HE understanding and the prediction of the flow physics and stability and control behavior of modern fighter 
type configurations at medium and high AoA are and remain key to superior maneuverability and performance. 
Recent UCAV configurations and design studies use medium to highly swept wings with round or variable leading 
edge geometries. The performance and signature considerations often result in medium leading edge sweep angles 
of 45 – 60. The design constrains of future agile and low observable UCAV configurations are a compromise 
between a minimum cross section and an advanced flight performance to achieve long range with remaining agility.   
The plan form can vary from a pure delta to a diamond and even a lambda wing configuration. All of these 
configurations are more or less blended wing bodies with a relatively small thickness ratio of the inner 
wing/fuselage part. The aerodynamics of these configurations is characterized by a nonlinear aerodynamic behavior 
dominated by a complex vortical flow field on the upper side of the wing. The progression of these vortices depend 
on the sweep angle, the leading edge geometry, the plan form shape and the on-flow conditions such as angle of 
attack, Mach and Reynolds number.  
 
The challenge of the design is to achieve high agility and flight performance without any vertical tail plane to 
avoid the increase of the radar cross section. All control forces and moments should be provided by control effectors 
which do not especially change the radar cross section at all or only at points in the flight envelope where no threat 
could appear, during takeoff, landing or outside of the operating range. As long as no unconventional control 
devices are available it is necessary to look at conventional trailing edge devices for pitch, roll and yaw control. For 
flight conditions at small angles of attack these conventional trailing edge devices work quite well as applied in 
several configurations like the Boeing B2 aircraft. For medium to high angles of attack with a vortical flow field on 
the upper wing of the configuration these kinds of control surface setups might not work or are less efficient as in 
flight regimes with fully attached flow.  
 
 The understanding and prediction of the flow physics of delta wing configurations with round or variable leading 
edges is still challenging. Within the NATO Science and Technology Organization/Applied Vehicle Technology 
Panel (STO/AVT) Task Groups several configurations have been tested in the wind tunnel and numerical 
investigations have been performed to predict the overall flight physics and stability and control coefficients.  The 
progression and location of the vortical flow around delta wings with round leading edges has been investigated in 
the Vortex Flow Experiment 2 (VFE-2) within the NATO RTO/AVT-113 Task Group.1-3 The flow around a 65 
delta wing with sharp and round leading edges is analyzed by an integrated approach of experimental wind tunnel 
tests and numerical simulations. Among others, numerical results using the DLR TAU-Code have been described by 
Schütte and Lüdeke4 and summaries of lessons learned are given by Fritz and Cummings5 as well as by Luckring 
and Hummel.6 All results are published in the RTO Final Report by Lamar and Hummel et al.7 The result of the 
VFE-2 is a basic understanding of the vortical flow structure and aerodynamics of delta wing configurations with 
round leading edges. The report also draws out the prediction capability with CFD methods in comparison to 
experimental data as well as limitations regarding the prediction of the complex aerodynamics with CFD methods.  
A second configuration within the AVT-113 Task Group is a real fighter type configuration, the F-16 CAWAPI 
which was simulated with CFD RANS methods as well. The results are published in the final report of AVT-1137 
and among others by Boelens et al.8, Görtz et al.9 and Fritz et al.10 In addition, in Schütte and Boelens et al.11 results 
performed in the framework of the AVT-161 Task Group are simulating the X-31 configuration in comparison to 
experimental wind tunnel data. Several results are presented using the DLR-TAU and ENSOLV RANS CFD-Codes 
for both applications, the X-31 and the CAWAPI F-16XL configuration.  
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 Within the AVT-161 Task Group the plan form of the current UCAV configuration “SACCON” has been 
developed. In AVT-161 the Stability and Control prediction capabilities using CFD methods have been investigated 
for the configuration without control devices. The research group provided an extended experimental data base for 
computer code validation purposes12,13 to analyze the flow physics, aerodynamic behavior as well as the S&C 
parameters. The results are presented in the final report of the AVT-161 Task Group.14 The objectives and strategy 
of the research group are described by Cummings and Schütte.15 A detailed description of the flow physics and 
evaluation of the S&C prediction capabilities of the SACCON configuration is given by Schütte et al.16 and Frink et 
al.17 
In the follow on program within the NATO STO/AVT-201 Task Group on “Extended Stability and Control 
Prediction Methods for NATO Air Vehicles”18,19 the SACCON UCAV configuration has been modified and trailing 
edge control devices have been implemented. A description of the model configurations and experimental results 
from the wind tunnel tests are presented for the low speed tests by Huber et al.20 and Vicroy et al.21 and for the high 
speed investigations by Rein et al.22 
 
In this paper the prediction capabilities of high fidelity, Reynolds-averaged Navier-Stokes based CFD methods 
of the flow field and aerodynamic behavior of the SACCON configuration with control devices will be shown. The 
report starts with the prediction of the flow physics of the clean configuration (BL-no flap deflection) followed by a 
comparison between different control surface settings and the base line (BL) configuration without flap deflection. 
The differences between numerical simulations and experimental data will be discussed as well as sensitivities 
regarding the numerical approach, regarding the CFD method and applied turbulence models. Finally, comparisons 
between numerical and experimental simulations of dynamic pitch maneuvers will be presented and discussed. 
II. UCAV Model Configuration and Experimental Approach 
 
The DLR-F19 configuration is part of a model family based on the geometry of the generic UCAV configuration 
SACCON developed within NATO STO/AVT research activities. The DLR-F19 configuration, as shown in Figure 
1, has control surfaces located on the left and right hand side along the trailing edge of the outer wings and at the 
wing tips. The present investigation takes the configuration using the trailing edge control surfaces into account 
only. 
The hinch line of the trailing edge control surfaces is located at 75% of the outer wing cord cref and the control 
surface deflections for all control surfaces taken into account are  = -20, 0 and +20. The reference geometry 
parameters are shown in Figure 2. For the Reynolds number and the pitching moment the reference length is the 
outer wing chord cref and for the rolling and yawing moment the half span s. The point of rotation (PoR) for the 
static and dynamic measurement is located where the belly sting support is connected to the lower rear part of the 
model. All forces and moments are related to the moment reference point (MRP) at x=0.6m. A detailed description 
of the design process from the BL SACCON configuration to the DLR-F19 with control devices is given by Liersch 
and Huber.23 
 
Figure 1. DLR-F19 configuration. Figure 2. Reference geometry parameters for the DLR-F19 configuration.
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Static and dynamic forces, moments and surfaces pressure measurements have been performed in the DNW-
NWB24 low speed wind tunnel facility in Braunschweig with the DLR-F19 configuration. The wind tunnel tests 
have been performed in the closed tests section and the model was mounted on a belly sting support located on the 
lower side of the model, as depicted in Figure 3. The belly sting support is mounted on a 6 Degree-of-freedom 
(DoF) Model Positing Mechanism (MPM) setup within the DNW-NWB to allow for maneuver simulations within 
the wind tunnel.24 
Figure 4 shows the location of the pressure ports on the upper and lower side of the model as well as the sign 
convention of the control surface deflections. 
 
Figure 3. DLR-F19 generic UCAV wind tunnel model with 
trailing edge control devices. Belly sting support on the lower 
rear side of the model. 
Figure 4. Position of the pressure ports and sign convention 
for the deflection of the control surfaces. 
For comparisons between the numerical simulations and experiments a common static and dynamic test case 
matrix was defined in cooperation with the STO/AVT-201 Task Group. The matrix contains test cases for the base 
line configuration in comparison with cases where control surface deflections have been established. Both static and 
dynamic pitch and yaw maneuvers have been defined. A detailed description of the experiments and experimental 
results presented in this paper can be found in Huber et al.20 and Vicroy et al.21 
III. Numerical Approach 
Within the paper two different computational RANS methods have been applied. The DLR TAU-Code based on 
a cell-vertex scheme using hybrid computational grids and the NLR CFD solver ENSOLV based on a cell-centered 
scheme using a structured computational grid approach. 
A. DLR Flow Solver TAU 
One flow solver used in the present paper is the DLR TAU-Code, a CFD software developed by the DLR 
Institute of Aerodynamics and Flow Technology.25-28 The TAU-Code solves the compressible, three-dimensional, 
time-accurate Reynolds-Averaged Navier-Stokes equations using a finite volume formulation. The code is based on 
a hybrid unstructured-grid approach to be able to handle structured and hybrid computational grids, which makes 
use of the advantages offered by prismatic grid structures applied to resolve the viscous shear layer close to the wall, 
and the flexibility in grid generation offered by unstructured grids.  
The compressible equations in the TAU-Code in full conservation form are discretized in space by a second-
order accurate finite-volume method. The TAU-Code basic version is using a cell-vertex metric with a dual-grid 
approach in order to make the flow solver independent from the cell types used in the initial grid. Within the TAU-
Code a typical Jameson-type, Matrix dissipation and several upwind schemes can be used. For the current 
applications in all simulations the Matrix dissipation has been applied. 
The TAU-Code consists of several different modules. One of these modules is the motion module which allows 
generating any kind of rigid body motion as well as relative motion between different parts of the computational 
models. The motion can be described by polynomial and Fourier functions as well as by motion files provided by 
python based interfaces. 
The current simulations have been performed using the steady state and unsteady dual time-stepping approach. 
The dual time stepping approach was used for the dynamic maneuver simulations as well as for steady state 
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simulations by averaging over a certain time period. The latter was always applied in cases where no steady state 
solution could be achieved. 
For the numerical simulations two physical RANS models have been used. A first approach uses a version the 
one equation Spalart-Allmaras turbulence model29 SA-neg. The SA-neg version allows particularly negative values 
of the transport turbulence quantaties.30 This modification should lead to a more efficient solution of the equation 
without changing the dedicated aerodynamic solution. 
The main turbulence model used for the TAU-Code simulations is a Reynolds-Stress turbulence model 
(RSM).31,32 The RSM model actually applied is a modified SSG/LLR- model with a different formulation of the 
length scale variable  transferred to g = 1/. This transformation should provide a more stable solution close to 
the wall which leads i.e. to a reduced dependency of the computational grid at the wall. A first idea of this 
transformation can be found in a publication by Kalitzin.33, 34 
In the following the two specific turbulence model versions for the DLR TAU-Code will be abbreviated by SA 
and RSM respectively. 
B. NLR Flow Solver ENSOLV 
The flow solver ENSOLV, which is part of NLR’s in-house developed flow simulation system ENFLOW,35,36 is 
capable of solving the Euler, Reynolds-Averaged Navier-Stokes (RANS), Large Eddy Simulation (LES) and hybrid 
RANS-LES (XLES) equations on multi-block structured grids for arbitrary configurations. The configuration can be 
either fixed or moving relative to an inertial reference frame, and can be either rigid or flexible. The compressible 
equations in full conservation form are discretized in space by a second-order accurate, cell-centered, finite-volume 
method, using multi-block structured grids, central differences, and matrix artificial diffusion. The artificial 
diffusion consists of a blending of second-order and fourth-order differences with a Jameson-type shock sensor for 
the basic flow equations and a Total Variation Diminishing (TVD) discontinuity sensor for the turbulence model 
equations. 
The current simulations have been performed as steady flow simulations, for which the discretized time-
dependent system of equations is integrated toward the steady state solution using a five-stage explicit Runge-Kutta 
scheme. Local-time stepping and multi-grid acceleration techniques are applied.  
Several turbulence models are present in the flow solver ENSOLV, including the Turbulent Non-Turbulent 
(TNT) k-ω model,37,38 the Explicit Algebraic Reynolds Stress (EARS) model and a sub-grid model for simulation 
using the hybrid RANS-LES equations for eXtra-Large Eddy Simulation (XLES).39-40 The simulations presented in 
this paper have been performed employing the EARS model.  
C. Computational Grids  
C.1 Hybrid Grids 
 The hybrid unstructured grids used for the simulations with the DLR TAU-Code have been created with the 
hybrid grid generator Centaur, developed by CentaurSoft.41 Table 1 is listing the different cases to be discussed in 
this paper by using the CFD solver DLR TAU-Code. The belly sting support has been taken into account for most of 
the cases. In simulations where this is not the case it will be explicitly pointed out in the text.  
 
 LOB 
[] 
LIB 
[] 
RIB 
[] 
ROB 
[] 
No. of Grid Points No. of Elements No. of Prism 
Layers 
BL – Base Line 0 0 0 0 43.3106 105.6106 30 
LIB-RIB  0 -20 +20 0 42.6106 102.2106 30 
LOB-ROB -20 0 0 +20 42.2106 101.4106 30 
LOBLIB-RIBROB -20 -20 +20 +20 42.6106 102.6106 30 
LOBLIB -20 -20 0 0 42.3106 101.8106 30 
Table 1. Computational grid dimensions and configurations (DLR-TAU simulations) 
Figure 5 shows an example of the grid topology for the LIBLIB-RIBROB case. The prismatic layer is colored in 
red; further the refinement of the tetrahedral grid in the field can be seen. This refinement based on an 
approximation of the element size compared to vortex size is done using a field source and increases the grid 
resolution in the area above the upper wing where the vortices appear. The grid topology and refinement is done in 
the same way for all computational grids. Figure 6 shows the prismatic layer in the vicinity of the deflected control 
surface as well as the surface triangulation on the control device which is indicated in green. Looking at the numbers 
in Table 1 it can be seen that the differences of the control device setting cause only small differences in the overall 
number of grid points and elements. For all hybrid grids the spacing of the first prismatic layer normal to the wall is 
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0.005mm, resulting in a typical y+-value of approximately one. The boundary layer is fully resolved by 30 prismatic 
layers. Over the entire surface of the configuration the full 30 prismatic layers can be achieved therefor no chopping 
of the prismatic layer occurs. To generate the grids two approaches are applied. For all grids taking the belly sting 
into account a re-meshing for all CS deflections have been used. If the sting is not applied a modular grid approach 
is used. In this case the background grid was generated for one side and mirrored to achieve a complete symmetry 
for the majority of the computational grid beside the CS area. The CS grid parts can be exchanged as modules which 
are connected to the background grid using non matching boundaries.    
Figure 5. Hybrid unstructured grid with the prismatic layer 
in red and the tetrahedral field mesh, including grid refinement 
area. 
Figure 6. Detailed view of the prismatic layer, the 
tetrahedral field mesh and triangulation of the control devices 
on the right hand side. 
 
C.2 Structured Grids 
 The structured (multi-block) grids have been generated using NLR’s Cartesian grid mapping technique.42-43 The 
(semi-automatic) grid generation algorithms based on a Cartesian grid mapping technique have been developed at 
NLR and are part of NLR’s ENFLOW flow simulation system.  
 To enable study on various control surface settings (i.e. the elevons) on the DLR-F19 configuration, a modular 
approach for the geometric modelling of the control surfaces is adopted. According to this method, the different 
independently moving parts of a configuration are contained in separate computational domains. The only 
requirement among these computational domains is that the boundary surfaces are connected properly. Different 
from standard methods, the grid points on the boundary surfaces do not have to match each other. The method is 
therefore, also called “non-matching boundary” or “sliding boundary” method when relative motion between the 
domains exists. To allow communication between these computational domains an interpolation method is applied 
on the non-matching block boundaries.  
 For the DLR-F19 configuration the following domains can be distinguished (see also Figure 7 and Figure 8): 
i) a domain containing the main body of the DLR-F19 configuration without the control surfaces,  
ii) a domain containing the inner control surface (elevon) and  
iii) a domain containing the outer control surface (elevon).  
 Note that this method requires a small gap between the solid surface of the main DLR-F19 body and that of the 
control surfaces as well as between both control surfaces to allow for a “non-matching boundary” surface and a grid 
on both sides of this surface. For the domains with the control surfaces grids have been generated at control surface 
settings η equals -20°, 0° and 20°. Initially the domain containing the main body of the DLR-F19 configuration 
contains the half configuration. The full span configuration can be obtained by mirroring a half span configuration 
and adding the two half span configurations required using a “non-matching boundary” at the configuration mid 
plane.  
 Details on the grids can be found in Table 2. For these grids the spacing of the first grid point normal to the solid 
wall is 0.005mm, resulting in a typical y+-value of approximately one. 
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Figure 7. DLR-F19 half span configuration structured 
multi-block grid showing the domain for the inner control 
surface (red) at η = 0° and the outer control surface (blue) 
at η = 0°. 
Figure 8. Detail of the DLR F-19 half span configuration 
structured multi-block grid showing the domain for the 
inner control surface (red) at η = -20° and the outer control 
surface (blue) at η = 20°. 
 
 Short description Number of blocks Number of grid cells 
Domain 1 DLR-F19 main body (half 
configuration) 
662 24,924,160 
Domain 2 Inner control surface (elevon): η=-20, 
0 and 20° 
46 1,622,016 
Domain 3 Outer control surface (elevon): η=-20, 
0 and 20° 
46 1,622,016 
Table 2. Computational grid dimensions (NLR ENSOLV simulations). 
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IV. Computational Results 
A. Base Line Configuration 
First of all the flow physics of the Base Line (BL) configuration at symmetric and asymmetric on-flow condition 
will be discussed. The BL configuration is the reference case for all further discussions. In Figure 9 and Figure 10 
the aerodynamic coefficients predicted by the DLR TAU-Code in comparison to the experiments are shown for two 
different turbulence models. The on-flow Mach number as for all following examples is M = 0.15 and the Reynolds 
number Recref = 1.6106. The flow physics and the resulting aerodynamic behavior are already described in detail by 
Schütte et al.16 However some aspects should be discussed here again: the non-linearity in the slope of the pitching 
moment around an AoA of  = 15 and the prediction of the same coefficient at higher angles of attack beyond  = 
18. The non-linearity around  = 15 is caused by a sudden movement of the tip vortex towards the apex along the 
LE. The huge dual vortex structure is causing a larger load aft of the MRP than in front of it which results in the 
depicted dip of the pitching moment curve. At higher AoA the load distribution is moving towards the apex due to 
an increasing distance of the vortex system relative to the wing surface behind the MRP and by progressing vortex 
breakdown.  
 
 In the previous investigation using the SA turbulence model it has been shown that the lift and drag as well as 
the rolling moment can be predicted quite well. For higher AoA however the one equation model is not able to 
predict the vortex breakdown and structure correctly and the suction peaks caused by the vortices on the upper 
surface are over predicted, hence are too strong. Higher order turbulence models have to be applied to be able to 
predict the flow physics better. In Figure 10 the RSM turbulence model is applied and it can be seen that the 
overestimated pitching moment for AoA higher then  = 18 is still existent in comparison to the SA results, but on 
a lower level. This aspect will be discussed again regarding the pressure distribution and flow topology. 
 
Figure 9. CFD prediction in comparison to the experiment 
using the Spalart-Allmaras turbulence model. Lift, drag, 
pitching and rolling moment coefficient using. 
Figure 10. CFD prediction in comparison to the experiment 
using the Reynolds-Stress turbulence model. Lift, drag, 
pitching and rolling moment coefficient using. 
 
 Both approaches underestimate the pitching moment at lower AoA. One reason might be caused by the complex 
wake flow of the sting which is not predicted correctly either.  
 
 Figure 11 and Figure 12 show the pressure distribution at an angles of attack of  = 14 and  = 18. With 
respect to the upper side of the configuration the prediction of the surface pressure distribution matches qualitatively 
well for both turbulence models. However, it can be seen that the SA turbulence model overestimates the pressure 
suction peaks of the apex vortex largely. Even though the integral data matches better using the SA rather than the 
RSM approach the related pressure distribution is significantly off.  
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Figure 12 shows the reason for the overestimated pitching moment for both cases beyond an AoA of  = 18. 
For the SA approach it is caused by the overestimated suction of the apex vortex structure. This flow physic is much 
better represented by the RSM turbulence model. On the other hand the pressure distribution in the tip area is 
underestimated due to an too early predicted onset of vortex breakdown. 
 
 
Figure 11. Comparison of the surface pressure distribution between CFD and experiment at four different  
x = const. locations. AoA  = 14 SA (left) and RSM (right) turbulence model. 
 
 
 
Figure 12. Comparison of the surface pressure distribution between CFD and experiment at four different 
x = const. locations. AoA  = 18 SA (left) and RSM (right) turbulence model. 
 Figure 13 to Figure 16 show the corresponding flow topology on the upper side of the configuration. For  = 
14 and  = 18 the typical vortical flow topology is predicted by both turbulence models. For  = 14 the tip vortex 
remains at the outer wing span position and has moved towards the apex for  = 18. A difference between the two 
turbulence models can be observed comparing the vortex structure of the tip vortex for an AoA of  = 14. The SA 
model is predicting a well-structured stable tip vortex whereas for the RSM model onset of vortex breakdown can be 
assumed, which actually causes the weaker suction peak at the wing tip as depicted in Figure 11 on the right side. 
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Figure 13. Predicted flow topology on the upper side of 
the DLR-F19 configuration.  = 14, SA. 
Figure 14. Predicted flow topology on the upper side of 
the DLR-F19 configuration.  = 14, RSM. 
 For  = 18 a discrete two vortex system occurs for the RSM turbulence model whereas for the SA turbulence 
model simulation the apex vortex is more or less collected by the huge second downstream vortex.  
 The predicted flow physics using the RSM turbulence model is as well not completely accurate like for the SA 
turbulence model. However, it can be considered from previous investigations that for the complex nonlinear flow 
physics, like vortex breakdown, higher order turbulence models have to be applied. Consequently the RSM 
turbulence model will be applied in the following DLR TAU-Code simulations. 
Figure 15. Predicted flow topology on the upper side of 
the DLR-F19 configuration.  = 18, SA. 
Figure 16. Predicted flow topology on the upper side of 
the DLR-F19 configuration.  = 18, RSM. 
B. Control Surface Deflection 
 In the following section the flow physics and aerodynamic stability and control parameter for the configurations 
with control surface deflection will be discussed. The reference for all comparisons is the BL configuration. In this 
section symmetric on-flow conditions apply.  
 Firstly, the CFD results obtained by DLR and NLR for the full span configuration without modelling the belly 
sting support will be shown. Next, a method to reconstruct the full span integral data from the half span integral data 
will be briefly discussed. Finally, a third section will elaborate on the result obtained at DLR for the full span 
configuration with the belly sting support. 
 
 Symmetric on-flow conditions, full span, no sting B.1
The simulation results discussed in this section have been obtained using the DLR TAU-Code and NLRs flow 
solver ENSOLV on the grids discussed before, respectively. For these simulations, the full span configuration 
without the belly sting support has been used. The DLR TAU-code employs the Reynolds-Stress turbulence model 
(RSM), whereas NLRs flow solver ENSOLV uses the Explicit Algebraic Stress model (EARSM). 
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 In Figure 17 and Figure 18  the aerodynamic coefficients predicted by both CFD methods (at angles of attack 
α=10° and α=15°) in comparison to the experimental data are presented for two different control surface settings, i.e. 
the BL configuration in Figure 17 and the LOBLIB-RIBROB configuration in Figure 18. The results shown are 
completely in line with the results presented in section IV/A. The absence of the belly sting support results once 
more in an underprediction of the pitching moment by both methods. Both methods predict the rolling moment 
coefficient Cl quite well, though the DLR TAU-Code by use of a higher order turbulence model (RSM) is giving a 
slightly better prediction for this coefficient at α=15°. 
 Figure 19 and Figure 20 show the corresponding pressure distributions for the BL configuration and the 
LOBLIB-RIBROB configuration, respectively, at angles of attack α=10° and α=15° in comparison to the 
experimental data. Though for the BL configuration shown in Figure 19 both the configuration and the flow 
conditions are fully symmetric the experimental data shows an asymmetry in the surface pressure at the most 
rearward station (0.89s, perpendicular to the leading edge).  
 
Figure 17.  BL configuration: CFD prediction using DLR-
TAU (RSM) and NLR-ENSOLV (EARSM) (no sting 
support) in comparison to the experiment (with sting 
support). Lift, drag, pitching and rolling moment 
coefficient.  = var., β = 0. 
Figure 18.  LOBLIB-RIBROB configuration: CFD 
prediction using DLR-TAU (RSM) and NLR-ENSOLV 
(EARSM) (no sting support) in comparison to the experiment 
(with sting support). Lift, drag, pitching and rolling moment 
coefficient.  = var., β = 0. 
 
Figure 19. BL configuration: CFD prediction using DR-TAU (RSM) and NLR-ENSOLV (EARSM) (no sting support) in 
comparison to the experiment (with sting support). Pressure distribution.  = 10 and  = 15, β = 0. 
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Figure 20. LOBLIB-RIBROB configuration: CFD prediction using DLR-TAU (RSM) and NLR-ENSOLV (EARSM) (no 
sting support) in comparison to the experiment (with sting support). Pressure distribution.  = 10 and  = 15, β = 0. 
 The agreement between both methods and the experiment is fairly good. Both methods under predict the 
pressure suction peak from the apex vortex (at x/cr=45%) and show a more in board location of this vortex compared 
to the experiment. The pressure peak resulting from the leading edge vortices seems in general to be better predicted 
by NLRs flow solver ENSOLV with EARSM. The differences in the location and the strength of these suction peaks 
are the main reason of the differences in the integral forces. 
Finally, in Figure 21 the differences of the S&C values between the configuration with (LOBLIB-RIBROB) and 
without (BL) control surface deflection are plotted against each other.  
Both methods show a fair agreement with the experimental data, indicating that such a differential approach may 
well be used for the purposes of S&C database generation. 
 
         
Figure 21. Differences between LOBLIB-RIBROB and 
BL configuration: CFD prediction using DLR-TAU (RSM) 
and NLR-ENSOLV (EARSM) (no sting support) in 
comparison to the experiment (with sting support). Lift, 
drag, pitching and rolling moment coefficient.  = 10 and 
 = 15, β = 0. 
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 Symmetric on-flow conditions, half span, no sting B.2
 Instead of simulating the full span configuration at symmetric on-flow conditions to obtain the integral data this 
data may also be reconstructed from the half span integral data. This means that the integral data of two half span 
configurations representing the control surface deflections of a full span configuration are added. The gain in doing 
so is mainly a reduction of the computing time and computing costs by a factor two, however, at the cost of possibly 
less accurate integral data, especially for configurations with asymmetric flap deflections.  
  Table 3 shows both the DLR-F19 full span integral data (FS) as well as the reconstructed full span integral data 
based on a series of half span simulations (HSR) at an angle of attack of 10°. This data was obtained using NLRs 
flow solver ENSOLV. 
 The table clearly shows that for the lift coefficient CL, drag coefficient CD and pitching moment coefficient Cm, 
the agreement between both methods to obtain the integral data is very good. For the side force coefficient CS, the 
rolling moment coefficient Cl and the yawing moment coefficient Cn the agreement is less satisfactory. Especially 
the side force coefficient CS shows a large discrepancy. It should, however, be noted that the absolute value of both 
the side force coefficient CS and the yawing moment coefficient Cm are small compared to the other force and 
moment coefficients and are therefore more prone to computational errors.  Keeping these shortcomings in mind it is 
clear that this approach provides a quick and reasonably accurate method for estimating the integral force and 
moment coefficients for symmetric on-flow conditions early on in the process of S&C database generation. 
 
 
LOB 
η[°] 
LIB 
η[°] 
RIB 
η[°] 
ROB 
η[°] 
 CL CD CS Cm Cl Cn 
0 0 0 0 
FS 0.1452 0.0330 0.0000 0.0281 0.0000 0.0000 
HSR 0.1452 0.0330 0.0000 0.0282 0.0000 0.0000 
Δ 0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000 
Δ (%) 0.0 0.0 0.0 0.4 0.0 0.0 
           
-20 -20 0 0 
FS 0.3615 0.0301 0.0027 0.0438 -0.0334 -0.0052 
HSR 0.3612 0.0301 0.0051 0.0439 -0.0402 -0.0062 
Δ 0.0003 0.0000 -0.0024 -0.0001 0.0068 0.0010 
Δ (%) 0.1 0.0 88.9 0.2 20.4 19.2 
           
-20 -20 20 20 
FS 0.4129 0.0387 0.0027 0.0283 -0.0646 -0.0045 
HSR 0.4137 0.0390 0.0071 0.0272 -0.0796 -0.0063 
Δ -0.0008 -0.0003 -0.0044 0.0011 0.0150 0.0018 
Δ (%) 0.2 0.8 163.0 3.9 23.2 40.0 
Table 3. Integral data (at angle of attack α =10°) obtained using NLRs flow solver ENSOLV.  FS indicates the DLR-F19 full 
span configuration integral data. HSR indicates the reconstructed full span integral data based on a series of half span 
simulations. 
 
 Symmetric on-flow conditions, full span, with sting B.3
 Figure 22 shows CFD results of the static aerodynamic coefficients for the BL and for the LOBLIB-RIBROB 
configuration in comparison to the experiment with no CS deflection. For the CS case the simulation have only been 
done for AoA of  = 10 and  = 15. The deflection of the control surfaces has no effect on the lift and almost no 
effect on the pitching moment. The rolling moment however has changed to negative values. Further to note is that 
the effectiveness of the CS decreases with increasing AoA.  
 
 In Figure 23 the CS case CFD results are plotted against the corresponding experimental data. It can be seen that 
the trend of a reduction of the rolling moment with higher AoA is predicted correctly by the simulation however the 
CFD results predict a reduced effectiveness compared to the experiment. The CS deflections cause an anti-clockwise 
turn of the configuration which is under estimated by the CFD simulation represented by a less negative rolling 
moment.   
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Figure 22. CFD prediction in comparison to the experiment 
using the RSM: Lift, drag, pitching and rolling moment 
coefficient. Effect in rolling moment without and with CS 
deflection. CFD:  = 10 and 15, β = 0. 
Figure 23. CFD prediction in comparison to the experiment 
using the RSM: Lift, pitch, roll and yaw moment coefficient. 
CS (LOBLIB-RIBROB). CFD:  = 10 and 15, β = 0. 
 
 
 
 
 
Figure 24. Comparison of the surface pressure distribution between CFD and experiment at four 
different x = const. locations: BL and CS (LOBLIB-RIBROB) configuration,  = 10, RSM. 
 
 Figure 24 and Figure 25 show the experimental and simulated surface pressure distribution on the upper surface 
of the configuration without and with CS deflection at AoA of  = 10 and 15. For both cases the simulation fits 
quite well with the experiment, except for the flow physics in the wing tip area for  = 15. It’s interesting to point 
that even for the BL configuration small asymmetries occur. These asymmetries are also represented by the CFD 
simulations shown in Figure 22 indicated by the asymmetries in the rolling moment cl. 
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Figure 25. Comparison of the surface pressure distribution between CFD and experiment at four 
different x = const. locations: BL and CS (LOBLIB-RIBROB) configuration,  = 15, RSM. 
 If we have a look at the flow topology in the Figure 26 and Figure 27 it can be seen that the tip vortex is not 
interacting directly with the flow over the control surfaces. The incorrectly predicted tip vortex flow has probably 
more effect on the pitching moment than the flow over the control surfaces. This is indicated by the pressure 
distribution in Figure 25 on the right hand side and the tip flow topology in Figure 27 for  = 15 (LOBLIB-
RIBROB). 
Figure 26. DLR TAU-Code: Flow Topology on the upper side of the DLR-F19 BL and LOBLIB-RIBROB configuration:  
 = 10, RSM. 
 The suction peaks of the tip vortices in both cases are too low as seen in Figure 24 and Figure 25. This causes a 
reduced load in the wing tip area and thus a more rear loading pitching moment. With respect to the flow topology 
this means that the tip vortcies in Figure 27 for  = 15 are predicted too far upstream and an onset of vortex 
breakdown already occurs. 
 The flow over the control devices is significantly different between the two AoAs. For  = 10 the flow over the 
control devices is attached. The vortex from the apex is passing the control devices inboard. For  = 15 the apex 
vortex is bigger and is effecting the control devices inboard. The flow over the CS is dominated by vortical flow of 
the separated flow of the former attached flow area between the apex and the tip vortex. The streamlines interacting 
with the CS are more or less parallel to the hinch line or trailing edge respectively. This is reducing the dynamic 
pressure facing the CS and thus the effectiveness of the control surfaces. 
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Figure 27. DLR TAU-Code: Flow Topology on the upper side of the DLR-F19 BL and LOBLIB-RIBROB 
configuration:  = 15, RSM. 
C. Asymmetric on-flow conditions 
  
 In this section the prediction capability and flow physics 
regarding asymmetric flow conditions will be discussed. 
Figure 28 shows for the LOBLIB-RIBROB configuration 
the lift, pitching, rolling and yawing moment coefficient at an 
AOA  = 10 for three different angles of side slip β = -10, 
0 and 10 in comparison to the experiment. It can be 
observed that the overall trend of the aerodynamic 
coefficients is predicted quite well by CFD in comparison to 
the experimental data. The pitching moment is under 
predicted which have been already observed in the results for 
the BL configuration. In Figure 29 the surface pressure 
distribution is plotted for β = -10 and 10. For both AoS the 
pressure distribution predicted by CFD matches the 
experimental data very well.  
 
  
 
 
Figure 29. Comparison of the surface pressure distribution between CFD and experiment at four different  
x = const. locations: LOBLIB-RIBROB,  = 10, β = -10 and 10, RSM. 
 
  
 
Figure 28. CFD prediction in comparison to the 
experiment: Lift, pitching, rolling and yawing moment 
coefficient  = 10, β=10 and -10. CFD: RSM. 
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 Figure 30 and Figure 31 show the flow topology for both β = -10 and 10. In comparison to the symmetric 
flow conditions in Figure 26 the apex vortex on the windward side of the wing is vanished due to the reduced 
induced sweep angle. On the leeward side the structure of the apex vortex is stronger than in the symmetric case. 
Comparing the two AoS cases with each other there is not much difference in the pressure level even though the 
flow on the leeward side for β = -10 gets accelerated by the downward flap deflection in opposition to the β =  10 
case where the flow gets decelerated. 
 
 Overall the CFD simulation represents the experiments very well with respect to the integral values and the 
pressure distribution. 
 
  
 Figure 32 shows the CFD results of the LOBLIB-
RIBROB configuration in comparison to the experiment for 
an AOA of  = 14.7 and AoS of β = -3, 0 and 3. As for 
the previous cases the overall trend of the aerodynamic 
coefficients is predicted quite well by CFD in comparison to 
the experimental data. It can be seen that the rolling moment 
is slightly overestimated by the CFD simulations for β = -3, 
0. The lift and pitching moment is predicted quite well in 
comparison to the experimental data. The magnitude of the 
yawing moment is very small and is considered as not much 
relevant for this case. 
 
 Figure 33 shows the corresponding estimated pressure 
distributions in comparison to the experiment for β = -3 and 
3. For both AoS the pressure distribution is predicted in the 
front part correctly. The suction peaks of the tip vortex are on 
the left hand side slightly underestimated for both AoS. 
 
 Finally, in Figure 34 the flow topology for the two AoS 
is depicted. As already described in the previous example the 
apex vortex on the leeward side of the wing is stronger than on the windward side. Although the AoS is quite small 
the effect is relevant for the present AoA with respect to the roll stability. A positive side slip causes a negative 
stabilizing rolling moment. The AoS is small enough that the apex vortex is not vanished on the windward side of 
the wing in comparison to the previous case at an AoS of β = 10. 
Figure 30. DLR TAU-Code: Flow Topology on the 
upper side of the DLR-F19 configuration.  = 10, β = -
10, RSM. 
Figure 31. DLR TAU-Code: Flow Topology on the upper 
side of the DLR-F19 configuration.  = 10, β = 10, 
RSM. 
 
Figure 32. CFD prediction in comparison to the 
experiment: Lift, pitching, rolling and yawing moment 
coefficient  = 14.7, β = -3, 0 and 3 CFD: RSM. 
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Figure 33. Comparison of the surface pressure distribution between CFD and experiment at four 
different x = const. locations: LOBLIB-RIBROB,  = 14.7, β = -3 and 3, RSM. 
 
Figure 34. DLR TAU-Code: Flow Topology on the upper side of the DLR-F19 configuration.  = 14.7, β = -3 
and 3, RSM. 
 
 In the previous figures Figure 28 and Figure 32 the prediction capabilities have been discussed comparing CFD 
simulations taking the sting into account in comparison with the experiment. As discussed before one uncertainty is 
the prediction of the flow around the sting support. The support influences the prediction accuracy of the integral 
aerodynamic coefficients. If the wake flow and resulting pressure distribution on the lower side of the wing is not 
predicted correctly it might have significant influence on the prediction of the pitching moment.  
  
 In Figure 35 and Figure 36 the differences of the S&C values between the configuration with and without 
control device deflection are plotted against each other. It can be observed that the values of the differences in lift, 
pitching and yawing moment can be predicted sufficiently. The differences in the rolling moment are in a similar 
range although for the case at  = 10 and β = 3 the trend is not represented correctly. 
 
 In Figure 37 and Figure 38 the same values are plotted as in the Figure 35 and Figure 36 with the difference that 
now the sting support was not taken into account in the CFD simulations. The idea was using CFD simulations 
without sting might enhance the match between CFD and experiment. Hence it would reduce the computational 
effort by leaving out the sting support. Looking at the plot in Figure 37 for  = 10 and β = 10 almost no 
difference appears between both approaches. The differences in lift, rolling- and yawing moment are the same as in 
Figure 35. The pitching moment differences are slightly higher in the case without sting in Figure 37. Almost the 
same applies for the case in Figure 38 for  = 14.7, β = -3 and 3 and Figure 36 respectively. For this case the 
differences in the CFD simulations in the rolling moment are higher than for the case where no sting support is taken 
into account. 
 
 It seems to be that the sting support has slightly more influence on the overall flow physics than just on the flow 
around the lower rear part of the configuration. Hence, the differentials are not just neglecting the sting effect. 
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Figure 35. Differences in lift, pitching, rolling and 
yawing moment versus AoS between the LOBLIB-
RIBROB and BL configuration. CFD:  = 10, β = -10 
and 10, RSM (with sting support). 
Figure 36. Differences in lift, pitching, rolling and 
yawing moment versus AoS between the LOBLIB-
RIBROB and BL configuration. CFD:  = 14.7, 
β = -3 and 3, RSM (with sting support). 
  
 
 
 
 
Figure 37. Differences in lift, pitching, rolling and 
yawing moment versus AoS between the LOBLIB-
RIBROB and BL configuration. CFD:  = 10, β = -10 
and 10, RSM (no sting support). 
Figure 38. Differences in lift, pitching, rolling and 
yawing moment versus AoS between the LOBLIB-
RIBROB and BL configuration. CFD:  = 14.7, β = -3 
and 3, RSM (no sting support). 
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D. Dynamic Simulations 
 In this section the dynamic aerodynamic behavior will be discussed. The pitching motion of the BL and 
LOBLIB-RIBROB configuration in comparison to the experiment will be taken as an example to evaluate the 
dynamic prediction capability for low and medium range AoA. 
 For both simulations the motion frequency is 2Hz and the model is pitching around an AoA of 0 = 10 with an 
amplitude of  = 5. The model is pitching around an axis at 84% inner chord which is 24% behind the MRP. 
 In Figure 39 the numerical results in comparison to the experiment are shown for  = 14 with increasing and 
decreasing AoA motion. On the left hand side the CFD simulated pressure distributions are plotted in comparison to 
the experiment. For both upward and downward types of motion no significant difference can be observed. The 
comparison of the curves between the simulation and the experiment shows no difference in the normal force 
coefficient. Looking at the pitching moment differences can be observed very well. The normal force shows no 
hysteresis effects and both curve gradients are the same. The pitching moment on the other hand shows a hysteresis 
where both the shape and gradient of the hysteresis curve are different between the CFD simulation and the 
experiment. Nevertheless, the deltas in absolute values for both types of motion on the hysteresis for  = 14 are 
comparable to the deltas which have been observed in the steady state simulations.  
Figure 39. Pitching motion: 0 = 10,  = 5, f = 2Hz; CFD in comparison to the Experiment (BL configuration). 
Upper figures upward motion; lower figures downward motion. 
 
On the right hand side the simulated streamlines for both motions on the hysteresis for  = 14 are depicted. It 
can be observed that the topology of the vortex structure over the wing is the same but for the downward motion 
the apex vortex tends to be stronger and the tip vortex weaker due to the onset of vortex breakdown. This slight 
difference can also be observed for the apex vortex comparing the pressure distribution for upward and 
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downward motion. This causes a more positive rear loading pitching moment for the downward motion than for 
the upward one. The difference is small but the pitching moment is very sensitive due to the position of the MRP 
as discussed before. 
 
In Figure 40 the results for  = 10 for the upward and downward motion are depicted. For  = 10 the same 
effect occur as previously discussed for  = 14. 
 Overall it can be observed that the dynamic pressure distribution over the wing and the trajectory of the 
normal force can be predicted quite well by the numerical simulation. However, the shape and gradient of the 
pitching moment hysteresis is predicted differently, but the incremental differences at various pitch angles are 
comparable to the differences observed for the steady state solutions.  
 
Figure 40. Pitching motion: 0 = 10,  = 5, f = 2Hz; CFD in comparison to the Experiment (BL configuration). 
Upper figures upward motion; lower figures downward motion.
 
Figure 41 shows the results of the corresponding pitching maneuver of the LOBLIB-RIBROB configuration. As 
an example the case for an AoA  = 10 should be discussed for the upward and downward motion. As for the BL 
configuration the simulated surface pressure distributions matches the experimental data very well.  
With respect to the normal force it can be observed that there is again no difference between the CFD 
simulations in comparison to the experiment in the same way as for the BL configuration. For the pitching moment 
there is a significant hysteresis loop which matches much better with the experimental data for the present CS case 
than before for the BL configuration. This applies for the thickness of the loop and for the gradient too. 
On the right hand side of the Figure 41 the flow topology on the upper side of the wing is depicted. For the 
upward motion at  = 10 we have again more or less fully attached flow with a small apex vortex and a small 
vortical flow separation at the wing tips. For the downward motion the apex vortex is as well much stronger than the 
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tip vortices in comparison to the upward motion. In comparison to the BL configuration the location of the apex 
vortex on the left hand side is a little bit more inboard and the one on the right hand side a bit more outboard due to 
the control surface deflections.  
 
 
 
Figure 41. Pitching motion: 0 = 10,  = 5, f = 2Hz; CFD in comparison to the Experiment (LOBLIB-RIBROB 
configuration). Upper figures upward motion; lower figures downward motion. 
 
Both test cases without and with control surface deflection show a pretty good match of the dynamic behavior in 
comparison to the experimental data. There is a difference in the shape of the hysteresis loop of the pitching moment 
for both configurations and as well in the gradient of the loop for the BL configuration. Both pitching moment 
curves show significant non-linearities which have been already discussed regarding the steady state solution. An 
assessment how relevant the differences are for S&C estimations have to be done by substituting experimental by 
CFD data sets in the flight mechanics model. The differences comparing the system answer of the experimental 
based with the CFD based flight mechanics model is expected to be small in the linear regime. In the non-linear 
regime this might be not the case regarding the results presented in this paper. The assessment if the differences in 
the non-linear regime are acceptable for S&C predictions will be evaluated in the Task Group in the near future 
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V. Conclusion 
 
 In this paper the prediction capabilities with high fidelity CFD methods of the flow field and static and dynamic 
aerodynamic behavior of a generic 53° swept lambda wing configuration (DLR-F19) with and without trailing edge 
control surfaces have been shown. To this end simulations have been done using the unstructured grid based DLR 
TAU-Code and the structured (multi-block) grid based NLR solver ENSOLV. The simulation results have been 
compared among each other as well as to the available experimental data. Model configurations with and without 
control surface deflections have been evaluated as well as the effect of the model support. These comparisons lead to 
the following conclusions: 
 
 Both state-of-the-art CFD methods are well capable of predicting the dominant flow features on the DLR-F19 
configuration. The agreement between both methods is good.  
 To simulate the flow features at higher angles of attack realistically, i.e. α greater than 15°, more advanced 
turbulence models, such as the RSM turbulence model, are required. For angles of attack α smaller than 15°, more 
conventional turbulence models are sufficient, especially when these simulations are used for S&C database 
generation. 
 For symmetric on-flow conditions (AoS equals 0°) and low AoA the S&C database for the full span 
configuration may well be reconstructed from the half span integral data. This is applicable for the BL as well as for 
configuration with control surface deflections. This will reduce the computing time and costs by a factor two.  
 For an accurate comparison with wind tunnel data the modelling of the belly sting support is essential, since it 
was found that the sting support not only gives rises to an unsteady wake on the lower side of the configuration, but 
also has an effect on the flow on the upper side of the configuration. 
 First results of dynamic simulations, showing a fairly good agreement with the experimental data, have been 
presented. Future research will, in addition to better understanding and modelling the flow physics, focus more on 
such simulations and how they can efficiently be used to generate an S&C database. 
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