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Abstract
We prove that if the minors of degree k of a SobolevmapRd → Rd
are smooth then the map is smooth, when k, d are not both even.
We use this result to derive a simple, self-contained proof of the
famous Liouville theorem for conformal maps, under the weakest
possible regularity assumptions, in even dimensions which are not
multiple of 4. This is based on the approach taken in [1] by Iwaniec
and Martin. We also prove the regularity of W1,d/2 conformal maps
between Riemannian manifolds, under the additional assumption of
continuity.
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1 Introduction
1.1 Regularity via minors
Let d > 2, and let Ω be an open subset of Rd. Let 2 ≤ k ≤ d − 1 be a fixed
integer and let p ≥ 1. Consider the following question:
Let f ∈W1,p(Ω,Rd) satisfy either det d f > 0 a.e. or det d f < 0 a.e.
Suppose that
∧k d f ∈ End(∧kRd) is smooth. Is f smooth?
Here
∧k
R
d is the k-th exterior algebra ofRd, and for a linear map A : Rd →
R
d,
∧kA is its k-th exterior power, i.e. the endomorphism of∧kRd defined
via the formula
v1 ∧ · · · ∧ vk → Av1 ∧ · · · ∧Avk.∧kA encodes all the k-minors of the map A. For f ∈W1,p(Ω,Rd),∧k d f is a
map Ω→ End(∧kRd), which is defined a.e. on Ω. Our assumption is that
this map has a smooth representative. (Equivalently, the map Ω → R(dk)
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which takes x to all the k-minors of d fx has a smooth representative).
The motivation for studying this question is the following: There are
situations in which one has accessiblilty only to information about the
regularity of the k-minors of the differential of a Sobolev map, for some
specific value of k. It is then natural to examine what can be said about
maps having regular minors. In particular, this question arises in the
context of regularity of weakly conformal maps. We give a partial answer
to the question, namely:
Theorem 1.1 (Regularity via minors-invertible case) Let d > 2 and let Ω ⊆ Rd
be open. Let 2 ≤ k ≤ d − 1, p ≥ 1. Let f ∈ W1,p(Ω,Rd) and suppose that either
det d f > 0 a.e. or det d f < 0 a.e. and that
∧k d f ∈ GL(∧kRd) is smooth. If k, d
are not both even, f is smooth. If k is odd, the assumption on sgn(det d f ) can be
omitted.
Comment: The assumption
∧k d f ∈ GL(∧kRd) implies that d f ∈ GL(Rd) a.e.,
so we always have det d f , 0 a.e., even when we do not assume anything
on sgn(det d f ). The requirement det d f > 0 a.e. (or its weak counterpart
det d f ≥ 0 a.e.) is very common in the regularity theory of mappings
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(quasiregular, quasiconformal, of bounded distortion, etc.). Without it,
many of the results are no longer valid.
To learn something on a map from its k-minors, some non-degeneracy
conditions must be assumed; indeed, if f is a Sobolev mapwith rank(d f ) <
k a.e. then the k-minors vanish identically, hence do not provide any
information on f . Throughout the paper, we will examine conditions that
enable deducing properties of a map from properties of its minors. It
turns out that for the sake of applications, the invertibility assumption∧k d f ∈ GL(∧kRd) is too restrictive; after omitting it, we get the following
corollary of Theorem 1.1:
Theorem 1.2 (Regularity via minors) Let d > 2 and let Ω ⊆ Rd be open. Let
2 ≤ k ≤ d − 1, p ≥ 1. Let f ∈ W1,p(Ω,Rd) and suppose that either det d f > 0
a.e. or det d f < 0 a.e. and that
∧k d f ∈ End(∧kRd) is smooth. Then, if k, d are
not both even, f is smooth on an open subset of full measure in Ω. If k is odd, it
suffices to assume det d f , 0 a.e..
This version follows immediately from Theorem 1.1: Indeed, for every
linear map A : Rd → Rd, A is invertible if and only if ∧kA is invertible.
(this follows from the fact that the map A → ∧kA is multiplicative, i.e.∧kA ◦ B = ∧kA ◦∧k B, so (∧kA)−1 = ∧kA−1).
Define Ω0 = {x ∈ Ω |
∧k d fx ∈ GL(∧kRd)}. Ω0 is open, as it is an inverse
image of the open subset GL(
∧k
R
d) ⊆ End(∧kRd) via the continuous map
x → ∧k d fx. Since d fx is invertible a.e. ∧k d fx is invertible a.e., so Ω0 has
full measure in Ω. Now apply Theorem 1.1 to f |Ω0 . Other relaxations of
the rank assumptions will be studied in Section 5.
A proof sketch of Theorem 1.1 Under the given assumptions, the k-
minors of d f uniquely determine d f in a smooth way. In other words, the
map
ψ : A →
∧k
A
is an embedding. Composing the smooth map x → ∧k d fx with ψ−1 es-
tablishes the smoothness of f . In more detail: When k, d are not both
even,
∧k d f uniquely determines d f , since sgn(det d f ) is constant. Indeed,
if A,B ∈ GL+(Rd) or A,B ∈ GL−(Rd) and ∧kA = ∧k B, then A = B: To
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see this write S = AB−1. Then
∧k S = Id∧k
Rd
which implies S = ± Id.
The assumptions on k, d force S = Id. The delicate part is to understand
in what sense ψ : A 7→ ∧kA is a diffeomorphism; considering ψ as a
map GL+(Rd) → GL(∧kRd), we shall show it is a smooth embedding, so
ψ : GL+(Rd)→ Image(ψ) is a diffeomorphism.
1.2 Regularity of weakly conformal maps (Euclidean case)
The well-known Liouville theorem states the following:
Let f ∈ W1,d
loc
(Ω,Rd) be a weakly-conformal map, which is either
orientation-preserving or orientation-reversing almost everywhere,
that is
d f Td f = |det d f |2/d Id a.e.
and
det d f ≥ 0 a.e. or det d f ≤ 0 a.e.
Then f is either constant or a restriction to Ω of a Mo¨bius transfor-
mation of Rd. In particular, f is smooth.
This theorem has a long history, and was originally proved under much
stronger regularity assumptions; There are various proofs, none of them
trivial; see e.g. [2, 3, 4]. For a more thorough survey, and for a presentation
of various proofs under stronger regularity assumptions, see [5].
In the seminal paper [1], Iwaniec and Martin proved a stronger version of
Liouville’s theorem under weaker regularity assumptions. They showed
that when d > 2 is even,W1,d/2-conformal maps are smooth, and for every
1 < p < d/2, there exists weakly conformalW
1,p
loc
maps that are not smooth.
(p = d/2 is the critical exponent for this problem.)
The authors in [1] proved this stronger version by reducing it to the W1,d
case, which was already known. Their proof proceeds along the following
lines: They show that every differential form d f i1 ∧ d f i2 ∧ · · · ∧ d f id/2 , where
1 ≤ i1, . . . , id/2 ≤ d, is weakly harmonic, hence smooth. This immediately
implies det d f ∈ C∞, hence (using conformality) f ∈ W1,d. Note that the
forms d f i1 ∧ d f i2 ∧ · · · ∧ d f id/2 encode the d/2-minors of d f .
By reverting to the W1,d version of Liouville’s theorem, the authors in [1]
give up a lot of information: After establishing the smoothness of all the
5
d/2-minors (which constitute
( d
d/2
)
polynomial combinations of derivatives
of f ), they only use one specific corollary—that the Jacobian of f is smooth.
By doing this, they recover a non-trivial problem, whose proof is not
simple. This paper proposes an alternative approach for completing the
proof whereby every W1,d/2 conformal map is smooth, relying directly on
the smoothness of the d/2-minors.
Theorem 1.2 implies that when d is not a multiple of 4, everyW1,d/2 confor-
mal map f is smooth on an open subset of full measure, if we require the
slightly stronger assumption det d f > 0 (compared to det d f ≥ 0). A fur-
ther easy application of the Liouville’s theorem, which provides an explicit
formula for smooth conformal maps, allows us to deduce smoothness on
the entire domain.
The reduction made in [1] is very elegant, and quite elementary; it exploits
the conformal symmetry of the Hodge dual operator in even dimensions,
and only uses standard linear elliptic regularity results. The strategy is to
replace the non-linear first order equation of conformality, with second-
order equations which are ”linear in the minors of d f”. By combining
this reduction with Theorem 1.2, we offer a self-contained regularity proof,
which we hope would be more accessible to non-experts. Even though the
paper [1] is not short (53 pages), the part concerning the regularity result
is very short. To help bring this part into light, we reproduce in this paper
its main argument.
1.3 Regularity of weakly conformal maps (Riemannian case)
The regularity ofweakly conformalmaps has also been studied extensively
in the context of maps between Riemannian manifolds. The first result
seems to be [18], where it is proven that any conformal homeomorphism
between twoC∞ Riemannianmanifolds isC∞. In [12], [13], [14] it is proved
that aW1,d
loc
continuous conformalmapbetween twomanifoldswithCr metric
tensors is Cr+1. This was recently re-proved (using different methods) in
[11].
It is worth noting that even though all the previous works explicitly as-
sumed continuity in advance, it has been shown recently that this addi-
tional assumption (which wasn’t made in the Euclidean cases) is unnec-
essary when assuming det d f > 0 a.e. (and when the target manifold is
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compact): In [19] it is proven that anyW1,d(M,N) map of finite distortion is
continuous, if N is compact, (A map of finite distortion is a map satisfying
det d f > 0 or d f = 0 a.e.)
We improve the known results by proving the regularity of continuous,
W1,d/2 conformalmaps between d-dimensionalmanifolds, for even d. More
precisely, we prove the following theorem:
Theorem 1.3 Let (M, g), (N, h) be smooth oriented d-dimensional Riemannian
manifolds (d even). Let f ∈W1, d2 (M,N) be a weakly conformal continuous map.
Then f is smooth.
For simplicity, we assumed here that the metrics on M,N are C∞. We use
here the following definition of weakly conformal maps between mani-
folds:
Definition 1.4 We say that f ∈W1,s(M,N) is weakly conformal, if
d f Td f = |det d f |2/d IdTM a.e.
and
det d f ≥ 0 a.e. or det d f ≤ 0 a.e.
Comment: We view d f as a map TM → TN; for details, see [23].
To the best of our knowledge, this is the first regularity result regarding
W1,p weakly conformal maps between manifolds, when p < d.
We use the continuity assumption twice; one place is where we pass from
the smooth Theorem 3.2 to its weak version Theorem 4.4. The derivation
of the weak version from the strong one is implicitly based on the fact that
f can be approximated uniformly in the Sobolev sense via smooth maps.
To understand the main difference between the Riemannan case and the
Euclidean casewe briefly describe the key idea behind the Euclidean proof:
Aweakly conformal map pulls back closed and co-closed forms
to weakly closed and co-closed forms, which are known to be
smooth (elliptic regularity).
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When the target space is Euclidean, i.e. N = Rd (d = 2k), one can chooseω =
dyi1 ∧dyi2 ∧ · · ·∧dyik , where yi are the standard coordinates onR2k. Clearly,
ω is closed and co-closed, hence f ∗ω = d f i1∧d f i2∧· · ·∧d f ik is smooth. Thus,
the d/2-minors of f are smooth. When trying to adapt this argument to an
arbitraryRiemannian target space, we hit the followingproblem: Ageneric
Riemannianmetric does not admit ”higer-order” harmonic coordinates, i.e.
there are no local coordinates yi on (N, h) such that dy1 ∧ dy2 ∧ · · · ∧ dyk is
co-closed. For a proof see [20]. However, it turns out that all metrics have
a weaker property which we shall exploit: the existence of local frames for∧k T∗N, whose elements are closed and co-closed forms, for any 1 ≤ k < d.
Structure of this paper In Section 2 we prove Theorem 1.1. In Section 3
we present the reduction of the W1,d/2 regularity problem of conformal
maps to the W1,d case following [1], and explain where Theorem 1.1 can
be used in order to ”skip” the need to prove the W1,d-case separately. In
Section 4 we prove the regularity of conformal maps between Riemannian
manifolds (Theorem 1.3 ). In Section 5 we generalize Theorem 1.1, when
k is odd; we show that it is possible to smoothly reconstruct d f from its
k-minors, under relaxed rank conditions.
In Section 6 we present some open questions, which arise naturally from
this work. In particular, we discuss the necessity of the assumption
∧k d f ∈
GL(
∧k
R
d) and the case where k, d are both even, among some other points.
In Appendix Awe prove the local existence of closed and co-closed frames
of differential forms for arbitrary metrics.
2 Proof of regularity via minors (Theorem 1.1)
In this section we prove Theorem 1.1. We begin with a few lemmas.
Lemma 2.1 Let V,W be d-dimensional real vector spaces, and let 1 ≤ k ≤ d − 1
be an integer. If A,B ∈ GL(V,W) and∧kA = ∧k B, then A = ±B.
Proof : Write S = AB−1. Then,
∧k S = Id∧kW. This implies that every k-
dimensional subspace of Rd is S-invariant. Indeed, let v1, . . . , vk ∈ Rd be
linearly independent. Then Sv1 ∧ · · · ∧ Svk = v1 ∧ · · · ∧ vk, which implies
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span{v1, . . . , vk} = span{Sv1, . . . , Svk}. By Lemma B.1, S is a multiple of the
identity, i.e. S = λ Id for some λ ∈ R. Then,
Id∧k W =
∧k
S = λk Id∧k W ⇒ λk = 1⇒ λ = ±1.
■
Corollary 2.2 Suppose k, d are not both even. If
∧kA = ∧k B for A,B ∈ GL+(Rd)
or A,B ∈ GL−(Rd) , then A = B.
Proof : Write S = AB−1, hence
∧k S = Id∧k
Rd
. By the assumptions on
A,B it follows that S ∈ GL+(Rd). By Lemma 2.1, S = ± Id. Assume by
contradiction that S = − Id; ∧k S = Id∧k
Rd
implies that k is even, whereas
S ∈ GL+(Rd) implies that d is even. ■
We automatically obtain the following corollary:
Corollary 2.3 Define ψ : GL(Rd) → GL(∧kRd) by ψ(A) = ∧kA. ψ is a smooth
locally-injective homomorphism of Lie groups. In particular, ψ is an immersion.
When k is odd ψ is injective. When k is even and d is odd, the restrictions
ψ|GL+(Rd), ψ|GL−(Rd) are injective.
Proof : All the properties, except for the immersion property are obvious.
The fact thatψ is an immersion follows fromthe (elementary) fact that every
smooth locally-injective homomorphism of Lie groups is an immersion.
One way to see this is as follows: ψ has constant rank, so it must be an
immersion by the rank theorem (Theorems 4.12 and 7.5 in [6]). ■
Lemma 2.4 ψ : GL(Rd)→ GL(∧kRd) is proper.
Corollary 2.5 When k is odd ψ : GL(Rd)→ GL(∧kRd) is an embedding, and its
image H := Image(ψ) is a closed embedded submanifold of GL(
∧k
R
d). When k is
even, the same applies to the restrictions ψ|GL+(Rd), ψ|GL−(Rd).
Proof :[Of Corollary 2.5]
Suppose first k is odd. ψ is then a smooth injective immersion by Corol-
lary 2.3, and proper by Lemma 2.4. Every smooth injective proper immer-
sion is an embedding, by elementary topology. (See Proposition 4.22 in
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[6]). Moreover, every proper continuous map is closed (see Proposition
A.57 in [6]). In particular, the image H := Image(ψ) is closed. The proof
for the case of even k is the same. ■
Proof :[Of Lemma 2.4]
Let K ⊆ GL(∧kRd) be compact, and let An ∈ ψ−1(K). We shall prove An
has a convergent subsequence in ψ−1(K). It suffices to prove An converges
(modulo a subsequence) in Md(R); indeed, if An → A, then
∧kAn → ∧kA,
and the limit
∧kA must be in K. In particular, ∧kA ∈ GL(∧kRd) so A ∈
GL(Rd).
After passing to a subsequence, we may assume
∧kAn converges to some
element D ∈ GL(∧kRd).
Using singularvaluesdecomposition, wemayassume thatAn = diag(σ
n
1
, . . . , σn
d
)
is diagonal (since the orthogonal group is compact, the orthogonal compo-
nents surely converge after passing to a subsequence).
∧kAn is diagonal
with eigenvaluesΠk
r=1
σn
ir
, where all the ir are distinct. So, every such prod-
uct converges when n → ∞. Let 1 ≤ i , j ≤ d. Since k ≤ d − 1, we can
choose some 1 ≤ i1, . . . , ik−1 ≤ d all different from i, j. Since both products
(Πk−1r=1σ
n
ir
)σni and (Π
k−1
r=1σ
n
ir
)σnj
converge to positive numbers (since D is invertible) , so does their ratio
Cn
ij
=
σn
i
σn
j
. Now,
Πkr=1σ
n
r = Π
k
r=1σ
n
1
σnr
σn
1
= (σn1)
kΠkr=1C
n
r1
converges to a positive number. Since all the Cn
r1
converge, we deduce σn
1
also converges. Without loss of generality, the same holds for every σn
i
, so
An converges. ■
Now, we have all the preliminary results we need for proving the main
result:
Proof :[Of Theorem 1.1]
We prove this claim for the case where det d f > 0 a.e. The proof of the
other two cases, det d f < 0, and the odd k-case is similar.
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Recall that ψ : GL+(Rd) → GL(∧kRd) is given by ψ(A) = ∧kA. By Corol-
lary 2.5,ψ is a smooth embedding, andH := Image(ψ) is a closed embedded
submanifold of GL(
∧k
R
d). Thus, ψ : GL+(Rd)→ H is a diffeomorphism.
The map
φ : x→
k∧
d fx , φ : Ω→ GL
(∧k
R
d
)
is smooth by assumption, and its image is contained in H. Indeed, since
H is closed in GL(
∧k
R
d), φ−1(H) is closed in Ω. Furthermore, on a set of
full measure det d f > 0; for every x ∈ Ω where det d fx > 0 we clearly have
φ(x) ∈ H. This implies φ−1(H) is dense in Ω, hence φ−1(H) = Ω.
SinceH is an embedded submanifold of GL(
∧k
R
d), φ remains smooth after
restricting the codomain to H (See corollary 5.30 in [6]). Thus, the map
φ˜ : x→
k∧
d fx , φ˜ : Ω→ H
is smooth. Finally, since ψ : GL+(Rd)→ H is a diffeomorphism, we deduce
that the following map Ω→ GL+(Rd),
Ω : x 7→ ψ−1 ◦ φ˜(x) = d fx
is smooth. (More precisely, ψ−1 ◦ φ˜ is smooth and coincides with the weak
derivative d f almost everywhere). This establishes the smoothness of f .
Finally, we explain briefly why when k is odd the assumption on the sign
of the Jacobian can be omitted. In that case,
∧k d f uniquely determines d f ,
even if we do not know sgn(det d f ). Hence, the map GL(Rd)→ GL(∧kRd)
is invertible, after restricting the codomain to be its image. (See Corol-
lary 2.5). ■
3 Regularity of conformal maps - the Euclidean
case
3.1 Reduction from W1,d/2 to W1,d
In this section, we show the reduction of Liouville’s theorem from the
W1,d/2 case to the W1,d case; we essentially present the proof of [1] that all
the d/2-minors of f are smooth, phrased in a slightly different language.
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Their proof is based on a clever use of the conformal invariance of the
Hodge dual operator. The convenient setting for the proof, which makes
it more transparent, is that of Riemannian geometry. (This will also be
useful for later use, when we discuss the regularity of conformal maps in
the Riemannian setting, in section 4).
Let (M, g), (N, h) be smooth oriented d-dimensional Riemannianmanifolds.
We denote by Ωk(N) the space of smooth differential forms of degree k on
N.
Let δ : Ωk(N) → Ωk−1(N) be the adjoint of the exterior derivative; δ is given
by the formula
δ(ω) = (−1)dk+d+1 ⋆ d ⋆ ω, where ω ∈ Ωk(N).
Let f : M → N be smooth. Here is the idea of the proof:
Pullback by an arbitrary map commutes with the exterior derivative d.
Isometries commute with the Hodge dual operator (up to a sign, depend-
ing on whether or not they are orientation-preserving). Thus, isometries
commutewith δ, that is f ∗δω = δ f ∗ω. In particular, pullback by an isometry
preserves co-closedness of forms, that is δω = 0⇒ δ f ∗ω = 0.
Now we reach the crucial point of the argument: Since the Hodge dual
operator acting on forms of degree d/2 is conformally invariant, conformal
maps also preserve the co-closedness of forms at that degree. (from this
prespective, they ”behave like” isometries).
In more detail, let ω ∈ Ωk(N), and suppose that δω = 0, i.e. d⋆ω = 0. Then
d
(
f ∗(⋆ω)
)
= f ∗(d ⋆ ω) = f ∗0 = 0. (3.1)
Thus, if ω is co-closed, then f ∗(⋆ω) is closed. Now, suppose that f is an
isometry. Then f : M → N commutes with the Hodge dual operator, i.e.
f ∗(⋆ω) = ± ⋆ f ∗ω,
and the sign is determined according towhether f is orientation-preserving
or orientation-reversing. Writing explicitly the role of the metrics (which
determine the Hodge operators), we see that for every map f
f ∗(⋆hω) = ± ⋆ f ∗h f ∗ω.
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In particular, for conformal maps, we have f ∗h = λg for some λ ∈ C∞(M).
Now suppose that d is even, and that k = d/2. The Hodge dual is confor-
mally invariant in half the dimension, so if ω ∈ Ω d2 (N), then
f ∗(⋆hω) = ± ⋆ f ∗h f ∗ω = ± ⋆λg f ∗ω = ± ⋆g f ∗ω. (3.2)
Note this argument fails if λ = 0 at some point p, but then the conformal
equation implies d fp = 0, so both sides of (3.2) vanish at p.
If ω is co-closed, then by combining (3.1),(3.2) we obtain
δ( f ∗ω) = ± ⋆g d(⋆g f ∗ω) = ± ⋆g d f ∗(⋆hω) = 0. (3.3)
So, we proved the following:
Theorem 3.1 Let M,N be smooth oriented d-dimensional Riemannian manifolds
(d even), and let f : M → N be a smooth conformal map. Then for any co-closed
ω ∈ Ω d2 (N), f ∗ω is co-closed. The same result holds locally, that is we do not need
ω to be defined on all N; pullback of any co-closed form defined on an open subset
of N is co-closed.
Since any map pulls back closed forms into closed forms, we immediately
obtain the following corollary:
Theorem 3.2 LetM,N be smooth oriented d-dimensional Riemannian manifolds,
and let f : M→ N be a smooth conformal map. Then for any closed and co-closed
ω ∈ Ω d2 (N), f ∗ω is closed and co-closed.
Now, we would like to use an approximation argument, in order to obtain
a weak version of this theorem. However, as we shall immediately see, we
will have to restrict the class of closed and co-closed forms we pullback to
some very specific subclass.
The weak version of Theorem 3.2 we are aiming at would be something
like the following:
Let f ∈ W1, d2 (M,N) be a weakly conformal map which is ap-
proximable by smooth maps.
Then for any closed and co-closed ω ∈ Ω d2 (N), f ∗ω is weakly
closed and weakly co-closed. In particular f ∗ω is smooth.
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A crucial step in obtaining such a weak version from the smooth one,
is to establish universal properties, which hold for any Sobolev map, not
just conformal ones. The reason is that when we use an approximation
argument, we cannot assume the approximating sequence is composed of
conformal maps. Thus, we first prove some universal properties, and then
we ”plug in” the conformality property.
The first step is to prove a weak analogue of the fact that all smooth maps
pull back closed forms to closed forms:
Lemma 3.3 Let n, d ∈ N, and let Ω ⊆ Rn be open. Let f ∈ W1,s(Ω,Rd),
s ≥ k ∈ N. Let ω ∈ Ωk(Rd) be a constant k-form; that is ωq = α independently
of q ∈ Rd, where α is a fixed element in∧k(Rd)∗. Then f ∗ω is weakly closed.
Lemma 3.3 follows from the following
Lemma 3.4 (Sobolev approximation lifts to Lp convergence of the exterior powers)
Suppose that fn ∈W1,s(M,N) converges to f in W1,s, and that s ≥ k ∈N.
Then
∧k d fn converges to∧k d f in L1, i.e.
∫
Ω
∣∣∣∣∣∣∣
k∧
d fn −
k∧
d f
∣∣∣∣∣∣∣→ 0. (3.4)
Comment: To make sense of equation (3.4) when the target is not Euclidean Rd,
one needs to embed N isometrically into a higher-dimensional Euclidean space
R
D. (Since d f , d fn are linear maps between different vector spaces, their difference
is not defined without extrinsic embedding).
The proof of Lemma 3.4 is routine so we omit it. (In [1], the authors did
not even mention explicitly this middle-step, but instead remarked that
the weak analogue follows from a standard approximation argument).
Proof :[Of Lemma 3.3] Let fn ∈ C∞(Ω,Rd) satisfy fn → f in W1,s(Ω,Rd). We
need to show that for every compactly-supported k + 1-form σ ∈ Ωk+1(Ω)
∫
Ω
〈
f ∗ω, δσ
〉
= 0.
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Indeed, ∫
Ω
〈
f ∗ω, δσ
〉
= lim
n→∞
∫
Ω
〈
f ∗nω, δσ
〉
= lim
n→∞
∫
M
〈
d f ∗nω, σ
〉
= 0,
where in the last equality we used the fact that d f ∗nω = f
∗
ndω = 0, that is
pullback by smooth maps commute with the exterior derivative. We turn
to justify the first equality:
∣∣∣∣∣
∫
Ω
〈
f ∗ω, δσ
〉 − 〈 f ∗nω, δσ〉
∣∣∣∣∣ ≤
∫
Ω
| f ∗ω − f ∗nω||δσ| ≤ ‖δσ‖sup
∫
Ω
| f ∗ω − f ∗nω|.
Since
| f ∗ω − f ∗nω| ≤ |α|
∣∣∣∣∣
∧k
d f −
∧k
d fn
∣∣∣∣∣
op
(3.5)
we obtain∣∣∣∣∣
∫
Ω
〈
f ∗ω, δσ
〉 − 〈 f ∗nω, δσ〉
∣∣∣∣∣ ≤ |α|‖δσ‖sup
∫
Ω
∣∣∣∣∣
∧k
d f −
∧k
d fn
∣∣∣∣∣ .
The RHS tends to zero by Lemma 3.4.
The crucial point here is the estimate (3.5); let’s consider it more closely:
| f ∗ω − f ∗nω|(p) =∣∣∣∣∣ω f (p) ◦
∧k
d fp − ω fn(p) ◦
∧k
(d fn)p
∣∣∣∣∣ =∣∣∣∣∣α ◦
(∧k
d fp −
∧k
(d fn)p
)∣∣∣∣∣ ≤ |α| ·
∣∣∣∣∣
∧k
d fp −
∧k
(d fn)p
∣∣∣∣∣
op
.
(3.6)
The key point here is the fact ω is a ”constant” form - we used this in the
passage to the third line. Without it, we are leftwith estimatingω f (p)−ω fn(p).
Without uniform convergence fn → f , there is probably not much hope
that this quantity would converge to zero. Of course, such a uniform
convergence of a smooth sequence is possible if and only if f is continuous.
■
As an immediate consequence of Lemma 3.3 we have the following:
Corollary 3.5 Let ω ∈ Ωk(Rd) be a constant form. Let f ∈ W1,s(Ω,Rd) for
s ≥ d − k . Then f ∗(⋆ω) is weakly closed.
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Specializing to the conformal case, we deduce the following:
Proposition 3.6 Let ω ∈ Ω d2 (Rd) be constant, and let f ∈ W1,s(Ω,Rd) for s ≥ d
2
be weakly conformal. Then ⋆ f ∗ω is weakly closed, which implies that f ∗ω is
weakly co-closed.
Proposition 3.6 follows from Corollary 3.5 , using Equation (3.2).
For clarity, we spell again the argument behind the preservation of co-closed
forms by conformal maps:
ω is co-closed⇒ ⋆ω is closed⇒ f ∗(⋆ω) = ⋆ f ∗ω is weakly closed⇒ f ∗ω is
weakly co-closed.
Finally, by combining Lemma 3.3 and Proposition 3.6, we get:
Proposition 3.7 Let ω ∈ Ω d2 (Rd) be constant, and let f ∈ W1,s(Ω,Rd) for s ≥ d
2
be weakly conformal. Then f ∗ω is weakly closed and co-closed. In particular f ∗ω
is smooth.
(The smoothness follows from standard elliptic regularity results).
In [1], The authors use Proposition 3.7 as follows:
They take ω = dyi1 ∧ dyi2 ∧ · · · ∧ dyik , where yi are the standard coordinates
on R2k. (here d = 2k). Proposition 3.7 implies
f ∗ω = d f i1 ∧ d f i2 ∧ · · · ∧ d f ik
is smooth. At this point the authors proceed in the following way:
The smoothness of d f i1 ∧ d f i2 ∧ · · · ∧ d f ik implies the smoothness of
(d f 1 ∧ d f 2 ∧ · · · ∧ d f k) ∧ (d f k+1 ∧ · · · ∧ d f 2k) = det d f VolΩ, (3.7)
i.e., the Jacobian of f is smooth. Since for a conformalmap |d f |d = d d2 det d f ,
this implies |d f |d is smooth, and in particular locally integrable. Hence,
f ∈W1,d
loc
.
3.2 Completion of the regularity proof in the Euclidean
case
In the previous subsection, we showed that everyW1,d/2 weakly conformal
map is in W1,d
loc
. At this point, the authors of [1] invoke the previous
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known version of Liouville’s theorem, which states that everyW1,d
loc
weakly
conformal map is smooth.
The last step of the reduction involves a substantial loss of information.
The smoothness of all the d/2-minors is replaced by one specific corollary—
the smoothness of the Jacobian. By doing this, we revert to a non-trivial
problem, whose proof is not simple. Using Theorem 1.1, we can now use
the smoothness of the minors to deduce that f is smooth, in the case where
d is not a multiple of 4.
To be more precise, using the refined version Theorem 1.2 we can deduce
the following:
If f is W1,d/2
loc
-weakly conformal, and either det d f > 0 a.e. or
det d f < 0 a.e., then f is smooth on an open subset of full measure.
Note that this version of the theorem is slightly weaker than the version
stated in the beginning of Section 1.2:
• We needed to assume det d f > 0 instead of det d f ≥ 0. Indeed,
without any assumption on the rank of f , information on the minors
does not provide any information on f .
• We only deduce smoothness on an open subset of full measure. (Up
to this point; we shall extend the smoothness to the whole domain
below).
• We assumed d is not a multiple of 4.
Of course, ifwe somehowknew that the (smooth)minors of ourmap f were
everywhere invertible, we could use Theorem 1.1 and deduce smoothness
of f on the entire domain directly.
One particular case where this happens is when we have a quantitative
bound on the invertibililty of d f : Suppose that either det d f ≥ c a.e. or
det d f ≤ −c a.e. for some c > 0. Then we conclude f is smooth on all Ω.
Indeed, det d f ≥ c a.e. implies det∧k d f ≥ cr a.e., hence (by smoothness)
det
∧k d f ≥ cr everywhere, so∧k d f actually lies in GL everywhere. In this
situation Theorem 1.1 applies verbatim.
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We stress again that the slightly weaker consequence here was due to the
fact that Theorem 1.2 gives a weaker corollary. (Smoothness on an open
subset of full measure instead of the whole domain). Thus, it raises the
question whether or not this theorem can be strengthened. We discuss this
point in Section 6.1; we also discuss what happens when d is a multiple of
4 (where k, d are both even) in Section 6.2.
Even without assuming that the minors are everywhere invertible, we can
deduce that f is smooth on the entire domain, using the known expression
for C∞ conformal maps between Euclidean domains: (This is another form
of Liouville’s theorem, see [5], Theorem 2.3.1).
Indeed, with the same notations as above, define Ω0 = {x ∈ Ω |
∧k d fx ∈
GL(
∧k
R
d)}. Ω0 is open and has full measure in Ω, and we know, by
Theorem 1.1 that f |Ω0 is smooth. (This is essentially the proof of Theorem
1.2 ). By Liouville’s theorem, f |Ω0 has the form
f (x) = b + α
1
|x − a|ǫA(x − a),
where A is an orthogonal matrix, and ǫ ∈ {0, 2}, b ∈ Rn, α ∈ R, a ∈ Rn \Ω0.
We shall prove that f is smooth onΩ. The case where ǫ = 0 is trivial. Thus,
up to translations, rotations and dilations, the only non-obvious case to
handle is
f (x) =
x
|x|2 , 0 < Ω0. (3.8)
If 0 < Ω, (3.8) provides a smooth representative for f ∈ W1,d/2
loc
on all Ω.
(recall Ω0 is dense in Ω).
Assume by contradiction that 0 ∈ Ω. A direct calculation shows that
d fx(ei) =
ei
|x|2 −
2xix
|x|4 .
Thus |d fx(ei)| → ∞ when x → 0, which implies |d fx| → ∞. In particular,
since f is conformal det d f ≃ |d f |d tends to infinity, which contradicts the
already established fact that det d f is smooth on Ω. (This follows directly
from the smoothness of the d
2
-minors onΩ, see (3.7)). Thus, 0 < Ω, and f is
smooth.
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4 Regularity of conformal maps between Rie-
mannian manifolds
In this section we shall prove Theorem 1.3.
As mentioned in the introduction (Section 1.3), we shall rely in a crucial
manner on the fact that every Riemannianmetric locally admits a frame of
closed and co-closed forms. Since the proof of this result is technical (and
also in a different spirit from the rest of this paper), we shall delay it to
Appendix A.
Similarly to the Euclidean case, we will prove that pullbacks of certain
closed and co-closed forms by continuous weakly conformal maps are
also weakly closed and co-closed. We shall again need to approximate our
weakly conformal map by smooth maps. Unlike the Euclidean case, it is
not true that every Sobolev map between manifolds can be approximated
by smooth maps when p < d. (See [21]). However, every continuous
Sobolev map is approximable by smooth maps (See e.g. [21], Prop 2.2).
We now turn to state and prove the analogue of Lemma 3.3 for maps
between manifolds. Note that on an arbitrary manifold, there is no notion
of ”constant” form. Asmentioned at the end of the proof of Lemma 3.3, we
need to estimate ω f (p) − ω fn(p). This is where uniform convergence comes
into play.
Lemma 4.1 LetM be a Riemannian manifold, D ∈N, and let f ∈W1,s(M,RD)∩
C0(M,RD), s ≥ k ∈N. Let ω ∈ Ωk(RD) be closed. Then f ∗ω is weakly closed.
Proof : First, we note that being weakly closed is a local property (this fol-
lows by a partition of unity argument). Thus, we can restrict the codomain
to be an arbitrary open subset (this will force restriction of the domain also;
this is always possible due the continuity of f ).
In particular, we can assume without loss of generality that ω has finite C1 norm
(i.e. |Tω|sup, |ω|sup < ∞).
Since f is continuous, there exist anapproximating sequence fn ∈ C∞(M,RD),
fn → f in W1,s(M,RD), which converges uniformly to f . The rest of the
proof is identical to the proof of Lemma 3.3, except that we need to handle
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Estimate (3.5) with more care (see (3.6) to understand the subtlety):
| f ∗ω − f ∗nω|(p) =∣∣∣∣∣ω f (p) ◦
∧k
d fp −ω fn(p) ◦
∧k
(d fn)p
∣∣∣∣∣ ≤∣∣∣∣∣
(
ω f (p) −ω fn(p)
)
◦
∧k
d fp + ω fn(p) ◦
(∧k
d fp −
∧k
(d fn)p
)∣∣∣∣∣ ≤
|ω f (p) − ω fn(p)| ·
∣∣∣∣∣
∧k
d fp
∣∣∣∣∣ + |ω fn(p)| ·
∣∣∣∣∣
∧k
d fp −
∧k
(d fn)p
∣∣∣∣∣ ≤
|Tω|sup · | f (p) − fn(p)| ·
∣∣∣∣∣
∧k
d fp
∣∣∣∣∣ + |ω|sup ·
∣∣∣∣∣
∧k
d fp −
∧k
(d fn)p
∣∣∣∣∣ ≤
|Tω|sup · | f − fn|sup ·
∣∣∣∣∣
∧k
d fp
∣∣∣∣∣ + |ω|sup ·
∣∣∣∣∣
∧k
d fp −
∧k
(d fn)p
∣∣∣∣∣ L1→ 0,
(4.1)
where the first summand tends to zero in L1 by the uniform convergence,
and the second tends to zero by Lemma 3.4. ■
Even though Lemma 4.1 is an improvement compared to Lemma 3.3, we
still need a more generalized version of it, which allows for arbitrary
target manifolds. The naive problem with adapting the proof above is that
between manifolds, expression like
ω fn(p) ◦
∧k
d fp
are not defined. In order to carry out the generalization, we use a technical
lemma:
Lemma 4.2 LetM be a Riemannian manifold. Let ω ∈ Ωk(M) be a smooth closed
form, and let i : M → N be a smooth embedding. Then we can extend ω locally to
a closed form on N. More precisely, let q ∈ M; there exist a smooth closed k-form
ω˜ defined on some open neighbourhood of i(q) ∈ N, such that i∗ω˜ = ω.
Proof : By the constant rank theorem, we can assumeM = Rm,N = Rn, q = 0
and i(x1, . . . , xm) = (x1, . . . , xm, 0 . . . , 0). We define ω˜ as follows: First, we
define it on the i(M):
(ω˜(x1, . . . , xm, 0, . . . , 0))i1,...,ik = (ω(x1, . . . , xm))i1,...,ik ,
20
if 1 ≤ i1 < i2 < · · · < ik ≤ m, and (ω˜(x1, . . . , xm, 0, . . . , 0))i1,...,ik = 0 otherwise.
Then we extend ω˜ to be constant along the directions ”orthogonal” toM:
ω˜(x1, . . . , xm, xm+1, . . . , xn) = ω˜(x1, . . . , xm, 0, . . . , 0).
It is now straightforward to verify that ω˜ satisfies the requirements. ■
We are now ready to prove our generalized version of Lemma 4.1 between
manifolds:
Lemma 4.3 Let M,N be Riemannian manifolds. (We allow dimM , dimN).
Let f ∈W1,s(M,N) ∩ C0(M,N), s ≥ k ∈ N. Let ω ∈ Ωk(N) be closed. Then f ∗ω
is weakly closed.
Proof : Let i : N → RD be a smooth isometric embedding. By Lemma 4.2,
there exists a smooth closed form ω˜ on RD such that i∗ω˜ = ω. Define
f˜ = i ◦ f : M → RD. Then, by the definition ofW1,s(M,N), f˜ ∈W1,s(M,RD).
Thus, by Lemma 4.1,
f˜ ∗ω˜ = (i ◦ f )∗ω˜ = f ∗(i∗ω˜) = f ∗ω
is weakly closed. ■
At this point we have at our disposal Lemma 4.3 which is the analogue of
Lemma 3.3 for maps between manifolds.
From this point we can repeat the rest of the argument, regarding the
pullback property of weakly conformal maps. We spell again the idea:
ω is co-closed⇒ ⋆ω is closed⇒ f ∗(⋆ω) = ⋆ f ∗ω is weakly closed⇒ f ∗ω is
weakly co-closed.
Combininig this reasoning with Lemma 4.3 we finally obtain the following
result, which is the analogue of Proposition 3.7
Corollary 4.4 Let M,N be d-dimensional Riemannian manifolds (d even). Let
f ∈ W1,s(M,N) ∩ C0(M,N) for s ≥ d
2
be weakly conformal, and let ω ∈ Ω d2 (N)
be a locally-defined closed and co-closed form. Then f ∗ω is weakly closed and
co-closed. In particular f ∗ω is smooth.
We shall now prove the following proposition:
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Lemma 4.5 Suppose f ∈ W1,p(M,N) ∩ C0(M,N) have the following property:
for any locally-defined closed and co-closed ω ∈ Ωk(N), f ∗ω is smooth. Then the
k-minors of d f are continuous.
Proof : Let p ∈ M, and let xi be local coordinates on N around f (p).
For a given increasing multi-index I = (i1, . . . , ik), we write
dxI = dxi1 ∧ dxi2 ∧ · · · ∧ dxik .
dxI is a local k-form on N. According to Theorem A.1, there exist a local
frame ωJ for
∧k T∗N around f (p), consisting of closed and co-closed forms.
Since the ωJ form a frame, we can write, in some neighbourhood U ⊆ N
around f (p),
dxI = aIJω
J, where aIJ ∈ C∞(U).
Let ( f i)1≤i≤d be the component functions of f w.r.t the coordinates xi. Write
d f I := d f i1 ∧ d f i2 ∧ · · · ∧ d f ik . Then
d f I = f ∗dxI = (aIJ ◦ f ) f ∗ωJ. (4.2)
Since f ∗ωJ is smooth and f is continuous, equation (4.2) implies d f I is
continuous on f−1(U). Thus, we have shown that the map x → ∧k d fx is
continuous on f−1(U). Since continuity is a local property, it follows that
x→ ∧k d fx is continuous onM. ■
Comment: LetM,N be d-dimensional Riemannian manifolds (d even), and
let f ∈W1, d2 (M,N)∩C0(M,N) be a weakly conformal map. By Corollary 4.4
f satisfies the assumptions of Lemma 4.5 for k = d
2
. So, we have that
(d f 1 ∧ d f 2 ∧ · · · ∧ d f d2 ) ∧ (d f d2+1 ∧ · · · ∧ d f d) = det d f VolΩ,
is continuous. As before, conformality implies |d f |d = d d2 |det d f |, so |d f |d is
continuous, and so locally integrable. Hence, f ∈ W1,d
loc
, which implies f is
smooth on the whole domain by previous results. (In this regularity the
theorem is known). This proves Theorem 1.3.
Since the proofs of the conformal regularity in the W1,d-regime are not
easy, we shall now show how equation (4.2) can be used directly to obtain
smoothness of W1,
d
2 conformal maps on an open subset of full measure
(when assuming det d f > 0 a.e. instead of det d f ≥ 0 a.e). We phrase this
result in a slightly more general form:
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Proposition 4.6 Let d ∈ N, and fix a natural number 1 ≤ k < d; suppose that k, d
are not both even. Let M,N be d-dimensional Riemannian manifolds.
Suppose f ∈ W1,p(M,N) ∩ C0(M,N) satisfies det d f > 0 a.e or det d f < 0 a.e,
and also have the following property: for any locally-defined closed and co-closed
ω ∈ Ωk(N), f ∗ω is smooth. Then f is smooth on an open set of full measure inM.
If k is odd, the assumption on sgn(det d f ) can be omitted; i.e. it suffices to assume
det d f , 0 a.e.
Comment: We note again that some non-degeneracy requirement on the
rank of d f is certainly required; if rank d f < k a.e. then f ∗ω = 0 for any
k-form, so the other assumptions hold but the conclusion may not.
Proof : Since the claim is local, we can assume thatM,N are homeomorphic
to Rd; The problem is then reduced to establishing the smoothness of
continuous Sobolev maps maps (Rd, g) → (Rd, h). (i.e. the difference
between this problem and the Euclidean one is the metric structure, not
the topological one). So, we can regard d f as a map Rd → Rd.
We now treat the case where k is odd and det d f , 0 a.e.. The alternative
case, where k is even, d is odd, and det d f > 0 a.e or det d f < 0 a.e is treated
analogously (we are only using the possibility to ”reconstruct d f from its
k-minors”, which these conditions ensure).
Recall that Lemma 4.5 implies that the map x → ∧k d fx is continuous on
M. Define
Ω0 =
x ∈ M
∣∣∣∣∣∣∣
k∧
d fx ∈ GL(
k∧
R
d)
 .
The assumption det d f , 0 a.e. implies thatΩ0 is open andhas fullmeasure
in M. Furthermore, on Ω0, the continuity of the minors
∧k d f implies the
continuity of d f , via composition with ψ−1: The argument in the proof of
Theorem 1.1 implies that
∧k d f ∈ H = Imageψ everywhere, hence we can
apply ψ−1.
As in the proof of Lemma 4.5, let p ∈ M, and let xi be local coordinates on
N around f (p). Let ωJ be a local frame for
∧k T∗N around f (p), consisting
of closed and co-closed forms. The structure of equation (4.2) calls for an
inductive argument. To see this more clearly, recall that onΩ0,
∧k d f ∈ H =
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Imageψ, hence Equation (4.2) can be amplified to the following ”two-parts
system”:
d f I = (aIJ ◦ f ) f ∗ωJ, d f = ψ−1
( k∧
d f
)
. (4.3)
This is a recursive loop: Since
∧k d f encodes all the d f I in one ”bundle”,
Equation (4.3) implies that the regularity of d f ”equals” the regularity of
d f I which ”equals” the regularity of f . So, the regularity of d f is the same
as the regularity of f . This creates the loop.
In more detail, we shall prove inductively that f ∈ Cm ⇒ f ∈ Cm+1, by
using (4.3) combined with essentially the same argument presented in the
proof of Theorem 1.1. Suppose that f ∈ Cm. This implies that ∧k d f is Cm,
via equation (4.2). The image of the Cm map
φ : x →
k∧
d fx , φ : Ω0 → GL
(∧k
R
d
)
is in fact contained in H = Imageψ. The argument for that is identical to
the one in the proof of Theorem 1.1. (Here we use m ≥ 0, i.e. that∧k d f is
at least C0). φ remains Cm after restricting the codomain to H, i.e. the map
φ˜ : x →
k∧
d fx , φ˜ : Ω0 → H
is Cm. (This follows from the fact H is an embedded submanifold of
GL(
∧k
R
d). This is a variant of corollary 5.30 in [6]). Since ψ : GL(Rd)→ H
is a diffeomorphism, the map Ω0 → GL(Rd) given by x 7→ ψ−1 ◦ φ˜(x) = d fx
is Cm, hence f ∈ Cm+1. This establishes the smoothness of f on Ω0. ■
Open Questions In Corollary 4.4,Lemma 4.1, and Lemma 4.3 we as-
sumed f is continuous. It is natural to askwhether this continuity assump-
tion is really necessary. Even if it can be omitted, it does not immediately
imply that it is redundant also in Proposition 4.6, since its proof relied
directly on the continuity of f .
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5 Generalization of regularity via minors - odd k
When k is odd, the k-minors of A ∈ GL(Rd) uniquely determine A, with-
out any assumption on sgn(detA); due to Lemma 2.1, the minors of A
determine it up to a sign. Since k is odd this determines A unambiguously.
The philosophy of the ”regularity via minors” result (Theorem 1.1) was
roughly the following: Whenever the minors of a map are smooth, and
uniquely determine its differential, the map is smooth. Thus, it is natural
to checkwhat happens in the casewhere d f has low rank. Since in that case
we do not have the sign of the determinant as a distinguishing property,
we will have to restrict the discussion to odd k.
Aswe shall see, invertibility of a linearmap is not necessary for a uniquede-
terminationby its k-minors; aswealreadymentioned, somenon-degeneracy
conditions are necessary, since all the k-minors of a linear mapwith degree
less then k are zero. It turns out that the right condition is rank larger than
k. Wewill show various regularity results for Sobolev maps f with smooth
k-minors, and rank larger than k.
Structure of this section In Section 5.1 we prove the unique determina-
tion by minors, which is a linear algebraic result. In Section 5.2 we prove
some differential topological properties of the minors map A → ∧kA un-
der the constant rank assumption (i.e. fixed rank larger than k). In section
5.3we prove a regularity result formaps of constant rank. In Section 5.4we
discuss the various obstructions for generalizing the previous results be-
yond the constant rank case. In Section 5.5we give a regularity result when
f ∈W1,∞ has rank larger than k, relaxing the constant rank assumption.
5.1 The minors of a linear map determine it uniquely
Let V,W be d-dimensional real vector spaces, and let A,B ∈ Hom(V,W).
Fix 1 ≤ k ≤ d − 1. Consider the induced maps ∧kA,∧k B : ∧kV → ∧kW.
We want to characterise all the pairs (A,B) which satisfy
∧kA = ∧k B , 0.
Lemma 5.1 Suppose that
∧kA = ∧k B , 0. ThenkerA = kerBand Image(A) =
Image(B). Denote U := kerA = kerB, W˜ := Image(A) = Image(B), and let
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A˜, B˜ : V/U → W˜ be the quotient operators. Then∧k A˜ = ∧k B˜.
Proof : We begin by proving that kerA = kerB. Let v ∈ kerA and assume by
contradiction that Bv , 0. Since dim(ImageB) ≥ k, there existw1, . . . ,wk−1 ∈
ImageB such that Bv,w1, . . . ,wk−1 are linearly independent. Write wi = Bvi
for some vi ∈ V; Then
Bv ∧w1 ∧ · · · ∧wk−1 =
k∧
A(v ∧ v1 ∧ · · · ∧ vk−1) = 0,
which contradicts the linear independence of Bv,w1, . . . ,wk−1. This shows
kerA ⊆ kerB. The other direction follows by symmetry.
We turn to prove that ImageA = ImageB. Let w1 ∈ Image(A) be non-zero.
Complete w1 into a basis (w1, . . . ,wr) of Image(A), where r = rankA. Note
that
∧kA , 0 implies r ≥ k. Write wi = Avi for some vi. Then
Bv1 ∧ Bv2 ∧ · · · ∧ Bvk =
∧k
A(v1 ∧ · · · ∧ vk) = w1 ∧ w2 ∧ · · · ∧ wk , 0,
which implies span(Bv1,Bv2, . . . ,Bvk) = span(w1, . . . ,wk). Inparticular,w1 ∈
Image(B). Since w1 was an arbitrary element in Image(A) this implies
Image(A) ⊆ Image(B). The other direction follows by symmetry.
■
Corollary 5.2 Suppose that
∧kA = ∧k B, and that rank(A) > k. Then A = ±B.
If k is odd, then A = B.
Proof : By Lemma 5.1, the invertible quotient operators satisfy
∧k A˜ = ∧k B˜.
By Lemma 2.1, A˜ = ±B˜. (Note that rank(B˜) = rank(A˜) = rank(A) > k so the
conditions of Lemma 2.1 hold). ■
Comment: This result is optimal; we cannot require less restrictive assump-
tions on the ranks. When rank(A) < k,
∧kA = 0, so the k-minors do not
provide us any information.
When rank(A) = k, there is a large freedom: The condition
∧k A˜ = ∧k B˜, is
essentially a coordinate-free version of saying det A˜ = det B˜. (The deter-
minant is not really well-defined here as a number, since A˜, B˜ are not maps
from a vector space to itself; they are maps between two different spaces,
on which we did not choose preferred volume forms). Thus, given such
an element A, we essentially have a copy of SLk of elements with the same
k-minors.
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5.2 Some differential topological properties of the minors
map A → ∧kA
We have seen that the k-minors of a matrix uniquely determines it when k
is odd and the rank is larger than k. (Corollary 5.2). Thus, it seems natural
to study the differential topological properties of the minors map, when
the domain is the set of matrices of rank larger than k, analogously to what
we did in Lemma 2.4 and Corollary 2.5. In other words, at this stage we
might aim for a regularity theorem via minors, when the rank of the map
is a.e. larger than k. However, for various reasons there are some barriers
in the way of proving such a generalization, as we shall explain in detail
in Section 5.4.
It will turn out, however, that when restricting the discussion to a specific
prescribed rank r > k, everything works fine. This is why we focus in this
subsection on the constant-rank case.
Let V be a d-dimensional real vector space, and let 1 ≤ k ≤ d − 1 be fixed.
For given natural numbers r, s,we define
Hr = {A ∈ End(V) | rank(A) = r},
and
H˜s = {B ∈ End
( k∧
V
)
| rank(B) = s}.
It is well-known that Hr is an embedded submanifold of End(V) (and
similarly H˜s is an embedded submanifold of End(
∧kV)).
It is easy to see that for an element A ∈ End(V),
rank(
k∧
A) =
(
rank(A)
k
)
.
Indeed, this can be deduced by using SVD, which reduces the problem to
the diagonal case.
The next result generalizes Corollary 2.3.
Corollary 5.3 Let r > k, and define ψ : Hr → H˜(rk) by ψ(A) =
∧kA. ψ is a
smooth locally-injective map of constant rank, hence an immersion. When k is
odd is ψ is injective.
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Proof : Corollary 5.2 implies thatψ is locally-injective. We shall show below
that ψ has constant rank. The fact ψ is an immersion then immediately
follows from the rank theorem.
First, we observe that there is a natural action on Hr by GL(V) × GL(V),
given by
(A,B) · C = ACB−1.
As is well-known (and easy to prove) every two endomorphisms of rank
r lie in the same orbit under this action. (This is a coordinate-free way of
saying that every matrix of rank r is equivalent to a diagonal matrix, with
the first r diagonal elements 1’s, and all the rest zeros). In other words, the
action described above is transitive: All endomorphisms of a given rank r
form an orbit.
Now, note that there is a natural action by GL(V) × GL(V) on End(∧kV),
given by
(A,B) ·D =
∧k
A ◦D ◦
∧k
B−1.
It is immediate to see that our map ψ : Hr → End(
∧kV) is equivariant w.r.t
these actions. Since the rank of an equivariant map is constant on orbits,
we are done. (See Theorem 7.25 in [6]; this is essentially the chain rule). ■
The next result generalizes Lemma 2.4.
Lemma 5.4 Let r > k. Then ψ : Hr → H˜(rk) is proper.
The next result generalizes Corollary 2.5.
Corollary 5.5 Let r > k. If k is odd ψ : Hr → H˜(rk) is an embedding, and its image
H := Image(ψ) is a closed embedded submanifold of H˜(rk)
.
The proof is identical to the proof of Corollary 2.5.
Proof :[Of Lemma 5.4] The proof is essentially the same as the proof of
Lemma 2.4, with some natural modifications. For completeness, we pro-
vide here the full argument:
Let K ⊆ H˜(rk) be compact, and let An ∈ ψ
−1(K). We shall prove An has a
convergent subsequence in ψ−1(K). It suffices to prove An converges in
End(V); indeed, if An → A, then
∧kAn → ∧kA, and the limit ∧kA must
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be in K. In particular,
(r
k
)
= rank(
∧kA) = (rank(A)
k
)
, so rank(A) = r, that is
A ∈ Hr.
By using SVD, we can assume An = diag(σ
n
1
, . . . , σnr , 0, . . . , 0) is diagonal,
where the first r diagonal elements are non-zero, and the last d− r elements
are zero. (Since the orthogonal group is compact, the isometric components
surely converge after passing to a subsequence).∧kAn is diagonal, and its first (rk) elements are of the formΠks=1σnis , where all
the 1 ≤ is ≤ r are distinct. So, every such product converges when n → ∞
to a positive number. Indeed, ψ(An) =
∧kAn ∈ K ⊆ H˜(rk), so it converges
(after passing to a subsequence) to an element D ∈ K. Since rank(D) = (r
k
)
,
it follows that the products Πk
s=1
σn
is
must converge to positive numbers. (If
even one of them would converge to zero instead, the rank of the limit D
would be too low, which is a contradiction).
Now, let 1 ≤ i , j ≤ r. Since r ≥ k+1, we can choose some 1 ≤ i1, . . . , ik−1 ≤ r
all different from i, j. Since both products
(Πk−1s=1σ
n
is
)σni , (Π
k−1
s=1σ
n
is
)σnj
converge to positive numbers, so does their ratio Cn
ij
=
σn
i
σn
j
.
We know that
Πks=1σ
n
s = Π
k
s=1σ
n
1
σns
σn
1
= (σn1)
kΠks=1C
n
s1
converges to a positive number. Since all the Cn
s1
converge to positive
numbers, we deduce that σn
1
converges. Without loss of generality, the
same holds for every σn
i
, so An indeed converges (and we know the limit
must have the right rank). ■
5.3 Regularity result
The following theorem generalizes Theorem 1.1.
Theorem 5.6 (Regularity via minors (odd k)) Let d > 2, and let Ω be an open
subset of Rd. Let 2 ≤ k ≤ d − 1 be a fixed odd integer and let p ≥ 1, r > k.
Let f ∈W1,p(Ω,Rd) and suppose that∧k d f ∈ H˜(rk) is smooth. Then f is smooth.
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Comment: Note that the assumption
∧k d f ∈ H˜(rk) immediately implies that
rank(d f ) = r a.e., even before we deduce f is smooth.
Proof : The proof is essentially the same as the proof of Theorem 1.1, with
some natural modifications. For completeness, we provide the full argu-
ment here:
Recall that ψ : Hr → H˜(rk) is given by ψ(A) =
∧kA. By Corollary 5.5, ψ is
a smooth embedding, and its image H := Image(ψ) is a closed embedded
submanifold of H˜(rk)
. Thus, ψ : Hr → H is a diffeomorphism.
The map
φ : x →
k∧
d fx , φ : Ω→ H˜(rk)
is smooth by assumption, and its image is contained in H. Indeed, since
H is closed in H˜(rk)
, φ−1(H) is closed in Ω. Furthermore, on a set of full
measure rank(d f ) = r, and for every x ∈ Ω where rank(d fx) = r we clearly
have φ(x) ∈ H.
An alternative phrasing: φ is a smooth version of the (almost everywhere
defined) map x → ∧k d fx. Hence, we know that almost everywhere on
Ω, the image φ(x) lies in H (which is the subspace of all the endomor-
phisms
∧k
R
d → ∧kRd ”arising” from rank r-endomorphisms Rd → Rd,
via exterior powers).
This implies φ−1(H) is closed and dense in Ω, hence φ−1(H) = Ω.
Since H is an embedded submanifold of H˜(rk)
, φ remains smooth after
restricting the codomain to H (See corollary 5.30 in [6]). We then get that
the map
φ˜ : x→
k∧
d fx , φ˜ : Ω→ H
is smooth. Finally, since ψ : Hr → H is a diffeomorphism, we deduce that
the following map Ω→ Hr,
Ω : x 7→ ψ−1 ◦ φ˜(x) = d fx
is smooth. (More precisely, ψ−1 ◦ φ˜ is smooth and coincides with d f almost
everywhere ). This establishes the smoothness of f . ■
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5.4 Obstructions to generalization beyond constant rank
Consider again Theorem 5.6. We restricted the statement to the case where
f has constant rank larger than k, rather than formulating something which
works whenever f has rank larger than k, but not necessarily constant.
As we already said, it seems natural to only assume that rank(d f ) > k
a.e., or alternatively (in the smooth version) rank(
∧k d f ) > k; After all, the
k-minors of a map uniquely determines it whenever its rank is larger than
k.
However, the devil is in the details: even though the ”linear-algebraic” part
of unique determination still works, the differential-topological aspects of
the problem change when we leave the realm of constant rank maps. In
this subsectionwe describe ”what goeswrong”; along thewaywe describe
some phenomenon which seems to be interesting on its own.
First, some more notations: LetV be a d-dimensional real vector space. Fix
an odd 1 ≤ k ≤ d − 1. Define
H>r = {A ∈ End(V) | rank(A) > r}, (5.1)
and
H˜>s = {B ∈ End
( k∧
V
)
| rank(B) > s}. (5.2)
H>k is an open submanifold of End(V). Consider the smooth map
ψ : H>k → End
(∧k
V
)
, ψ(A) =
∧k
A.
Note that ψ(H>k) ⊆ H˜>k. Corollary 5.2 implies ψ is injective. It is possible
to prove that it is actually an immersion.
Comment: Proving that ψ is an immersion is harder than in the constant
rank case: We have more than one orbit for the action of GL(V) × GL(V)
on the domain H>k, and by general theory all we know is that the rank of
ψ is constant on each orbit. Hence we cannot use the rank theorem directly;
a not so short calculation is needed. (See Appendix C).
Suppose we wanted to prove the following generalization of Theorem 5.6:
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Conjecture 5.7 (Regularity via minors (odd k)) Let d > 2, and let Ω be an open
subset of Rd. Let 2 ≤ k ≤ d − 1 be a fixed odd integer and let p ≥ 1.
Let f ∈W1,p(Ω,Rd) and suppose that∧k d f ∈ H˜>k is smooth. Then f is smooth.
Following the footsteps of the proof of Theorem 5.6, we consider the map
ψ : H>k → H˜>k.
Wealready noted thatψ is an injective immersion. Recall that a crucial part
of our argument used the fact that the image ψ(Hr) was a closed embedded
submanifold of H˜(rk)
.
Denote H := ψ(H>k). In order to imitate the proof of Theorem 5.6, we need
H to be closed in H˜>k; Indeed, we now want to look at the map
φ : x →
k∧
d fx , φ : Ω→ H˜>k,
and claim Image(φ) ⊆ H. We know that φ−1(H) is dense in Ω. In our
previous case, H = ψ(Hr) was closed in the ambient space H˜(rk)
, hence
φ−1(H) was closed inΩ.
However, in the current case, it is not true that H = ψ(H>k) is closed in H˜>k.
Indeed, consider the following counter-example:
Let d = 5, k = 3, and set An = diag(n,
1√
n
, 1√
n
, 1√
n
, 1√
n
) ∈ H>3. Then
ψ(An) =
3∧
An = diag(1, 1, 1, 1, 1, 1, (
1√
n
)3, ( 1√
n
)3, ( 1√
n
)3, ( 1√
n
)3) ∈ H = ψ(H>3)
converges to D = diag(1, 1, 1, 1, 1, 1, 0, 0, 0, 0) ∈ H˜>3.
However, D < ψ(H>3) since it does not have the right rank:
rank(D) = 6 , andψ(H>3) = ψ(H4) ∪ ψ(H5) ⊆ H˜(43) ∪H(53) = H˜4 ∪ H˜10.
This is not the only problem with adapting the proof to this setting; there
is another obstacle for continuing the proof:
Even if we somehow knew that Image(φ) ⊆ H, the next step would be to
say that φ remains smooth after restricting the codomain to H. However,
it is no longer clear this is the case. The point is that the ”new” ψ, i.e. ψ
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considered as a map H>k → H˜>k, is not an embedding anymore. Indeed,
it is certainly not proper: our example above shows this directly; the
ψ(An) lie in the compact subset ∪n∈Nψ(An) ∪ D ⊆ H˜>3 but the An diverge.
Alternatively, we can use the fact that proper maps are closed, and we just
showed the image of our map is not closed.
With a little more work, we can see that ψ : H>k → H˜>k is really not an
embedding: Let d = 6, k = 3. Take
A = diag(1, 1, 1, 1, 1, 0) ∈ End(V).
Then
3∧
A = diag(1, . . . , 1, 0, . . . , 0) ∈ End(
3∧
V).
(10 times the value 1, and 10 times the value 0).
Let Br(A) ∈ H>3 be an open ball. Assume by contradiction that ψ(Br(A)) is
open in ψ(H>3), endowed with the subspace topology from H˜>3.
There exist an open set U ⊆ End(∧3V) such that ψ(Br(A)) = ψ(H>3) ∩ U.
Define
An = diag(n,
1√
n
, 1√
n
, 1√
n
, 1√
n
, 1√
n
).
Then
ψ(An) =
3∧
An = diag(1, . . . , 1, (
1√
n
)3, . . . , ( 1√
n
)3)
(10 times the value 1, and 10 times the value ( 1√
n
)3) lies in ψ(H>3) ∩ U =
ψ(Br(A)) for sufficiently large n. Since ψ is injective, An ∈ Br(A) for suf-
ficiently large n. This is a contradiction. To summarize, so far we have
proved that
Proposition 5.8 In general, ψ : H>k → H˜>k is not proper, and also not an
embedding. Also, its image is not closed in H˜>k.
Since ψ : H>k → H˜>k is not an embedding, its image H is not an embedded
submanifold of H˜>k. Thus, it is not clear that smooth maps into H˜>k whose
images lie in H, remains smooth after restricting the codomain to H.
All we know is that H is an immersed submanifold of H˜>k. In general,
it is not true that for arbitrary immersed submanifolds, restriction of the
codomain preserves smoothness. Immersed submanifolds which possess
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this special property are calledweakly embedded submanifolds (Some authors
call them initial submanifolds, or diffeological submanifolds).
Thus, the relevant question in our context, is:
Is H = ψ(H>k) a weakly embedded submanifold of H˜>k?
Weakly embedded here means that for every manifold Q and for every
smooth map h : Q → H˜>k, with h(Q) ⊂ H,the associated map h : Q → H is
also smooth. In other words, it is always valid to restrict the range.
The presence of certain algebraic structure implies a submanifold isweakly
embedded; e.g. every orbit of a Lie group action is weakly embedded (See
Theorem 5.14 in [8] or [9]). Here, however, H is the image of more than one
orbit under the natural action of GL(V) ×GL(V).
Finally, we note that a possible attempt to remedy the situation is to con-
sider as a range forψ, the subset∪d
r=k+1
H˜(rk)
, instead of H˜>k = ∪(
d
k)
i=k+1
H˜i. (That
is, take only the admissible ranks). In that case, the image of ψ is closed
in the range. However, the problem now is that the new range, which is
composed of unions of matrices of different ranks, with gaps between the
ranks, is no longer a submanifold of End(
∧kV). Thus tools fromdifferential
topology, like the inverse function theorem, are no longer available.
To summarize the problems of the map ψ : H>k → H˜>k:
• Its image is not closed in H˜>k.
• It is not clear whether or not the image is weakly embedded.
It turns out though, that there is something which could be done; in all
the ”problems” we encountered, there was a divergent series in the back-
ground. It turns out that when restricting the norm of the allowed endo-
morphisms, everything works fine. This leads to a regularity result for
maps inW1,∞, as we present in the next subsection.
5.5 Regularity via minors for f ∈W1,∞
We begin with the following lemma:
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Lemma 5.9 Let V be a d-dimensional real vector space, and let 2 ≤ k ≤ d − 1 be
a fixed odd integer. Let H>k, H˜>k be as in Definition 5.1 and Definition 5.2. Let
M > 0. Then
ψ : H>k ∩ BM(0)→ H˜>k
is proper, when BM(0) is the closed ball of radiusM in End(V), w.r.t some norm on
End(V) (all the norms on a finite-dimensional space are equivalent, so the norm
does not matter).
Proof : Let K ⊆ H˜>k be compact, and let An ∈ ψ−1(K). Since An ∈ BM(0) is
bounded, it converges after passing to a subsequence, soAn → A ∈ End(V).
Since
∧kAn → ∧kA ∈ K ⊆ H˜>k and (rank(A)k ) = rank(∧kA) > k, rank(A) > k,
i.e. A ∈ H>k. Since BM(0) is closed, it follows that A ∈ H>k ∩ BM(0) and we
are done.
■
At this stage we continue as in the previous two cases: Since ψ is proper
and an injective immersion (see Appendix C), it is an embedding and its
image is a closed embedded submanifold (this is again elementary topology,
as in Corollary 2.5). Thus, ψ is a diffeomorphism when restricted to its
image, etc. Hence, all the components required for the regularity theorem
are in place.
So, we can prove the same regularity result under the assumption |d f | is
essentially bounded, i.e. d f ∈ L∞(Ω,Rd2). Since d f ∈ L∞(Ω,Rd2) implies
f ∈W1,∞ we arrive at the following version:
Theorem 5.10 (Regularity via minors (odd k, bounded case)) Let d > 2, and let
Ω be an open subset of Rd. Let 2 ≤ k ≤ d − 1 be a fixed odd integer.
Let f ∈W1,∞(Ω,Rd) and suppose that∧k d f ∈ H˜>k is smooth. Then f is smooth.
Proof : Since this is very similar to previous versions, we only describe a
sketch of the adaptation required. Consider again the map
φ : x →
k∧
d fx , φ : Ω→ H˜>k.
Write M = ess sup|d f | < ∞, and set H = ψ(H>k ∩ BM(0)) where ψ : H>k ∩
BM(0)→ H˜>k is the k-minors map. ThenH is closed inH>k. Hence φ−1(H) is
closed and dense inΩ, so φ−1(H) = Ω. The rest of the proof now continues
as before. ■
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6 Discussion
6.1 The necessity of the assumption
∧k d f ∈ GL(∧kRd)
In the proof of Theorem 1.1, we assumed that
∧k d f ∈ GL(∧kRd) every-
where on Ω. We used this assumption when we restricted the codomain
of the map x → ∧k d fx to H, (before composing it with ψ−1). Of course,
the weak condition det d f > 0 a.e. together with
∧k d f ∈ C∞ do not imply∧k d f ∈ GL(∧kRd); the rank can fall on a subset of measure zero, as the
following example shows:
f : R2 → R2 , f (x, y) = (x2 − y2, 2xy).
Then det d f = 4(x2 + y2) vanishes at (0, 0).
This raises the following open question:
Does Theorem 1.1 hold after removing the assumption
∧k d f ∈
GL(
∧k
R
d)?
By Theorem 1.2 we know that f must be smooth on an open subset of full
measure. The question is whether or not it must be smooth on the whole
domain. If not, perhaps one could say something about the Hausdorff
dimension of the singular set.
6.2 The case where k, d are even
Suppose that k, d are both even, and that all the other assumptions of
Theorem 1.1 hold. It is not clear whether f should be smooth in this case
as well; let A ∈ GL+(Rd). Since ∧kA = ∧k(−A) and both A,−A ∈ GL+(Rd),
the k-minors cannot distinguish between a map and its additive-inverse.
Theoretically, d f could “zig-zag” in some non smooth fashion. It is worth
noting, however, that d f cannot switch between a given fixed invertible
matrix A and its negative alone. Indeed, if the gradient of a non-affine
Sobolev function takes only the values A and B, then necessarily A− B is a
rank one matrix. (This is Proposition 2.1 in [22]).
Open question: Is there a counter example for smoothness in this case? i.e.
does Theorem 1.1 still hold?
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6.2.1 Reduction to powers of two
We note that the general case of even d, k can be reduced to values of k
which are powers of 2. Indeed, let us be a little more precise with the
notations:
Let d, k be even, 1 < k < d. Suppose k = 2rm, where m is odd. We shall
prove that if the k-minors are smooth, then so are the 2r-minors.
For a natural number s, define ψs : GL
+(Rd)→ GL(∧sRd) by ψs(A) = ∧sA,
and set Hs = Imageψs.
Consider the map P : H2r → Hk defined by the formula
∧2r
A→
∧k
A.
It is well defined, since if
∧2r A = ∧2r B then by Lemma 2.1 A = ±B. Since k
is even,
∧kA = ∧k B.
Furthermore, P is injective: By the same argument above, if
∧kA = ∧k B,
then A = ±B, so∧2r A = ∧2r B.
By Lemma 2.4 and Corollary 2.5, ψs is a smooth locally-injective proper
map, and Hs is a closed embedded submanifold of GL(
∧s
R
d).
P : H2r → Hk is a smooth bijective homomorphism of equidimensional Lie
groups, which is also an immersion. Thus it is a diffeomorphism.
Now, suppose f have all the properties assumed in Theorem 1.1. In partic-
ular,
∧k d f ∈ GL(∧kRd) is smooth. The argument in the proof of Theorem
1.1 showed that
∧k d f ∈ Hk and that
φ˜ : x→
k∧
d fx , φ˜ : Ω→ Hk
is smooth. Composing with P−1 we obtain that the map
φ˜ : x →
2r∧
d fx , φ˜ : Ω→ H2r
is smooth. Thus, if the k-minors for k = 2rm are smooth, then so are the
2r-minors.
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6.2.2 The case of continuous weak derivatives
Even though we do not have a full solution yet for the case of even k and
d, we have the following partial result:
Theorem 6.1 Let f ∈W1,p(Ω,Rd) and assume that det d f > 0 a.e. or det d f < 0
a.e. and that
∧k d f ∈ GL(∧kRd) is smooth. Assume in addition that the weak
derivatives of f are continuous. Then f is smooth.
Comment:
• Since the weak derivatives are continuous, the assumptions imply det d f ,
0 everywhere.
• Continuous weak derivatives imply C1.
Proof : Let x ∈ Ω. We shall prove f is smooth in a neighbourhood of
x. Repeating the proof of Theorem 1.1, we use the local injectivity of ψ
instead of its global injectivity, which no longer holds. In other words,
ψ is locally invertible, and the local inverse is smooth. Since x → d fx is
continuous, and in particularwell-defined at every point, we know ”which
branch of the inverse to choose”. ■
Corollary 6.2 Every possible counter-example to Theorem 1.1 in the case where
k, d are both even must have non-continuous weak derivatives.
6.3 Explicit inversion formula
Consider again
ψ : H>k → H˜>k ⊆ End(
∧k
V) , ψ(A) =
∧k
A.
We know this map is injective. It is natural to ask whether there exist an
explicit formula for ψ−1.
If we had such a closed form formula, we could deduce the smoothness of
the original mapwithout going through the detour of the abstract machin-
ery of differential topology. However, it seems that such a formula is only
available in some very special cases, as we now describe:
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Set k = d − 1. For A ∈ H>d−1 = GL(V), ψ(A) ∈ GL(
∧d−1 V) can be identified
with the cofactor matrix of A.
A well-known identity, relating the cofactor of a matrix to its determinant,
is
(CofA)T · A = detA · Id .
This identity implies Cof(CofA) = (detA)d−2A. Now, if CofA = B, then
CofB = (detA)d−2A, and det(B) = (det(A))d−1.
Since k = d − 1 is odd, det(A) = (det(B)) 1d−1 is the unique d − 1-th root of
detB. Thus,
A = (Cof)−1B = (detB)
2−d
d−1 CofB
gives the formula for ψ−1. This formula can also be adapted to the case
when k = d − 1 is even, assuming A ∈ GL+ (take the positive d − 1 root of
detB.)
Unfortunately, trying to generalize this derivation for general k hits a wall.
(although there is a partial generalization, when k is relatively prime to d,
see [10]).
A Local existence of closed and co-closed frames
In this section we prove the following theorem:
Theorem A.1 Let (M, g) be a smooth Riemannian manifold, and let p ∈ M. Let
1 ≤ k ≤ d. There exist an open neighbourhood U of p that admits a local frame for∧k T∗M consisting of closed and co-closed forms.
Comment: Globally there need not exist any non-zero harmonic forms in
general (there is a topological obstruction). This theorem shows that the
local situation is different.
Argument sketch For the Euclidean metric this is immediate: We have
the standard frame dxI. Since everymetric is locally close to beingEuclidean
in small neighbourhoods, the idea is to use an approximation argument:
Given a Riemannianmetric g, we denote the space of g-harmonic forms of
degree k by Hkg.
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WeviewHkg, as a subspace ofΩ
k(M)which is ”changing continuously”with
the metric. Suppose gǫ → g0 where g0 is the Euclidean metric; we shall
show that Hkgǫ → Hkg0 in a sense which will be described later. Since being
a frame is an open condition (this is essentially like being an invertible
matrix), this convergence will give us a frame consisting of elements ofHkgǫ
for gǫ sufficiently close to g0.
Even though the claim is local, and the approximation idea is also inspired
by a local phenomena, the implementation of the proof is based on a
combination of local and global arguments.
Here is the reason: On a closed manifold, being closed and co-closed
is equivalent to being harmonic. Moreover, the dimension of the space
of harmonic forms is a finite number which is a topological invariant of the
manifold; it does not depend on the chosen metric.
Thus, given a family of metrics gǫ → g0 on a closed manifold M, we
consider the behaviour of the finite-dimensional subspaces Hkgǫ (all of the
same dimension) as ǫ→ 0.
That is, we look at the map g → Hkg = ker∆g. As we shall see, this map
is continuous in some appropriate sense; this relies on a certain stability
property of kernels of linear operators. That is, we shall study in what sense
Tn → T implies kerTn → kerT. It turns out that a crucial factor in the
existence of such a stability phenomenon is the assumption that all the
kernels have the same finite dimension. The convergence of kernels does not
always hold when the dimensions are not equal or infinite.
This is the reason why we need to partially use a global perspective; a
purely local approach won’t work here, since locally, the space of closed
and co-closed forms is infinite-dimensional. (See [15]).
Since every metric is only locally close to being Euclidean, we shall need
to consider extension schemes for such ”locally close” metrics into global
metrics, while preserving their proximity. Due to a technical reason related
to the dimension ofHkg, the global topological manifold that we work with
is the Torus; i.e. we view a Riemannian metric in a small neighbourhood
as a metric on a small patch of the torus.
We now turn to implement the ideas just described. First, we need to
understand the behaviour of kernels of operators under perturbation. We
shall begin by formulating the exact stability result we have in mind; this
framing would then lead us to the right norms to choose.
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Structure of this section In Section A.1 we study the stability of kernels
of operators. In Section A.2 we study the sensitivity of harmonic forms
to metric changes. In Section A.3 we prove various results regarding
approximation of Riemannain metrics via Euclidean metrics. In Section
A.4 we combine the results of all the previous sections to prove Theorem
A.1.
A.1 Stability of kernels of operators
Throughout this section we shall use the following notation: X,Y are real
Banach spaces, andB(X,Y) is the space of bounded linear operatorsX → Y.
Given T ∈ B(X,Y) the modulus of T is defined to be
γ(T) := inf{ ‖Tx‖ | d(x, kerT) = 1}.
It is known that if the image of T is closed in Y, then γ(T) > 0, see e.g.
Theorem IV.1.6 in [16].
Proposition A.2 Let T ∈ B(X,Y) have a closed image, and suppose that Tn ∈
B(X,Y) is a sequence converging to T in the operator norm. Assume further that
dimkerTn = dimkerT < ∞, for every n. Then kerTn → kerT in the following
sense: There exist bases x1n, . . . , x
r
n for kerTn such that x
i
n → xi, and x1, . . . , xr
form a basis for kerT.
Comment: This proposition is false when we drop the assumption T has a
closed image, even when X = Y is a Hilbert space. A counter-example is
given here [17].
Proof : We begin with the following observation: Let (xn) be a bounded
sequence inX such thatTnxn = 0. Then some subsequence of (xn) converges
to an element of kerT.
Indeed, since Tn → T uniformly on bounded sets, Txn → 0. Since γ(T) > 0,
and ‖Tx‖ ≥ γ(T)d(x, kerT) this implies that d(xn, kerT) → 0. We can thus
choose yn ∈ kerT such that d(xn, yn) → 0. Since (xn) is bounded, so is (yn).
Since kerT is finite-dimensional, some subsequence of (yn) converges to
an element y ∈ kerT. The corresponding subsequence of (xn) then also
converges to y.
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Now, let r = dimkerT. For each n, choose a basis x1n, . . . , x
r
n of kerTn which
is ”almost orthonormal” in the sense that for each i, xin is a unit vector and
d(xin, span(x
1
n, . . . , x
i−1
n )) ≥ 1.
By our observation above, we may pass to a subsequence and assume that
for each i, (xin) converges to some x
i ∈ kerT. These xi will also be almost
orthonormal, and so in particular will be linearly independent and thus
form a basis of kerT.
Comment: Here is how we can choose a basis x1n, . . . , x
r
n of kerTn which is
”almost orthonormal”. The selection is made inductively: Having chosen
x1n, . . . , x
i−1
n , let y ∈ kerTn be some vector of distance 1 from their span.
Modifying y by an element of the span, we can assume that y is a unit
vector, which we then take to be xin. ■
A.2 Sensitivity of harmonic forms to metric changes
We shall now use the abstract machinery of Proposition A.2 in the context
of harmonic forms on a manifold.
Proposition A.3 Let (M, g0) be a smooth closed Riemannian manifold. Let gǫ be
a family of metrics on M, and suppose that gǫ → g0 in C1 when ǫ → 0. Then
Hgǫ → Hg0 in the following sense: There exist bases for Hgǫ which converge to a
basis of Hg0 in the uniform C
1 norm.
Proof : Let D be the subspace of smooth closed k-forms on M. We equip D
with the supremum- C1 norm:
‖ω‖C1,sup := max{‖ω‖sup, ‖Tω‖sup},
where all the norms are w.r.t g0.
Let δǫ be the adjoint of the exterior derivative d w.r.t the metric gǫ. We
consider δǫ as as family of bounded linear operators
δǫ : (D, ‖ · ‖C1,sup)→ (Ωk−1(M), ‖ · ‖sup)
where the target norm is again w.r.t g0.
We claim that the image of each δǫ is closed in Ω
k−1(M):
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Indeed, by the Hodge theorem
δǫ(Ω
k(M)) ⊇ δǫ(D) ⊇ δǫ
(
Image(d)
)
= δǫ(Ω
k(M)) = (Image(d) ⊕Hgǫ)⊥
so δǫ(D) = δǫ(Ω
k(M)) is closed in Ωk(M) w.r.t the L2 metric induced by gǫ
hence (since M is compact) also w.r.t to the the L2 metric induced by g0.
This implies it is closed w.r.t the uniform norm ‖ · ‖sup.
Also, it is easy to see that ‖δǫ − δ0‖op ≤ C(g0)‖gǫ − g0‖C1,sup, so δǫ → δ0 when
ǫ→ 0 (we assumed gǫ → g0 in C1).
Comment: Weneed themetrics to be C1-close since the operator δg depends
on the metric g and on its first derivatives; this is due to the presence of
the Hodge dual operator, whose expression in coordinates is
⋆(dxi1 ∧ ... ∧ dxik) =
√
det g
(n − k)! g
i1 j1 ...gik jk ε j1... jn dx
jk+1 ∧ ... ∧ dx jn .
Thus, we have a family of operators δǫ with closed images which con-
verge to an operator δ0, where all the operators in the family have finite-
dimensional kernels of the same dimension. By Lemma A.2, the kernels
converge in the required sense.
■
A.3 Metric Approximations and extensions
In order to use Proposition A.3, we need to study some problems of ex-
tension and approximation of Riemannian metrics. In particular, we shall
need metric approximations in the C1 sense. The key idea is that every
metric is locally C1-close to being Euclidean.
Proposition A.4 Let M = Td be the d-dimensional torus, and let p ∈ M. Let
U ⊆M be a neighbourhood of p, and let g be a Riemannian metric on U.
Then, there exist a family of neighbourhoods Uǫ ⊆ U around p, and a correspond-
ing family of smooth Riemannian metrics gǫ on M with the following properties:
1. gǫ|Uǫ = g|Uǫ .
2. ‖gǫ − g0‖C1 = O(ǫ) everywhere on Td,
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where g0 is a metric which is isometric to the standard flat metric induced on T
d
by the Euclidean metric on Rd (i.e. g = φ∗g0 where g0 is the standard flat metric
induced from Rd, and φ : Td → Td is a diffeomorphism).
In order to prove Proposition A.4 we shall need the following preliminary
lemmas:
Lemma A.5 Let Td be the d-dimensional torus. Let p ∈ M, and let U ⊆ Td be a
neighbourhood of p. Let g be a flat Riemannian metric defined on U.
Then, (after a possible shrinking of U) g can be extended to a smooth metric g˜ on
T
d which is isometric to the standard flat metric on Td induced by the Euclidean
metric on Rd.
Proof : Every flat metric is locally isometric to an Euclidean ball. So, there
exists a smooth isometry φ : (U, g) → (Rd, e) (perhaps after a possible
shrinking ofU). IfU is sufficiently small, we can consider φ(U) as a subset
of the flat torus, i.e. we now think of φ as an isometric embedding φ :
(U, g) → (Td, e). By a known result on extension of diffeomorphisms ([7],
Theorem5.5),φ can be extended to a bijective diffeomorphism φ˜ : Td → Td.
Themetric g˜ := φ˜∗e is then an extension of g that is isometric to the standard
metric e. ■
Lemma A.6 Let M be a smooth manifold, and let g0 be a Riemannian metric on
M. Let p ∈ M, and let U ⊆M be a neighbourhood of p. Suppose that g is a metric
on U, which satisfies ‖g − g0|U‖C0 < ǫ2, ‖g − g0|U‖C1 < ǫ.
Then there exists a metric g˜ onM which coincides with g on some neighbourhood
of p, such that ‖g˜ − g0‖C1 ≤ Cǫ( ǫdiam(U) + 1), where C is a universal constant.
Proof : Define g˜ = (1 − χ)g0 + χg, where 0 ≤ χ ≤ 1 is a smooth function that
is identically 1 on a neighbourhood of p and compactly supported on U.
This means that |dχ| ≈ 1
diam(U)
on average, so
|dg˜−dg0| ≤ |dχ||g−g0|+|χ||dg−dg0| ≤ 1
diam(U)
ǫ2+ǫ = ǫ(
ǫ
diam(U)
+1). (A.1)
Since for sufficiently small ǫ we also have
|g˜ − g0| = |χ(g − g0)| ≤ |g − g0| < ǫ2 < ǫ, (A.2)
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we deduce by (A.1) and (A.2) that ‖g˜ − g0‖C1 ≈ ǫ( ǫdiam(U) + 1).
■
Proof :[Of PropositionA.4] Consider the expansion of themetric g in normal
coordinates around p:
gi j = δi j − 1
3
Rik jl x
kxl + O(|x|3),
which implies
‖gi j − δi j‖C1 = O(|x|), ‖gi j − δi j‖C0 = O(|x|2), (A.3)
(where |x| is measured w.r.t g).
By Lemma A.5, δi j can be extended to a smooth metric g0 on T
d which is
isometric to the standard flat metric on Td. (It is possible that we will have
to shrink U before we extend).
Let Bǫ(p) be the ǫ-ball around p w.r.t. g. Then, (A.3) implies
‖g − g0|Bǫ(p)‖C1 = O(ǫ), ‖g − g0|Bǫ(p)‖C0 = O(ǫ2), (A.4)
so by Lemma A.6, there exists a metric gǫ onMwhich coincides with g on
some neighbourhood Uǫ of p, such that ‖gǫ − g0‖C1 = O(ǫ). ■
A.4 Proof of Theorem A.1
Proof : Since the claim is local, we can assume we just have a Riemannian
metric on some open neighbourhood U ⊂ Td around a given point p ∈ Td.
By Proposition A.4 there exist neighbourhoods Uǫ ⊆ U of p, and metrics
gǫ on T
d such that gǫ|Uǫ = g|Uǫ and ‖gǫ − g0‖C1 = O(ǫ) everywhere on Td.
(where g0 is a metric which is isometric to the standard flat metric induced
on Td by the Euclidean metric on Rd.)
Thus, we have gǫ → g0 in C1 when ǫ → 0. By Proposition A.3, there exist
bases ω1ǫ, . . . , ω
s
ǫ for Hgǫ which converge to a basis ω
1, . . . , ωs of Hg0 in the
uniform C1 norm. In particular ωiǫ(p)→ ωi(p). We now claim that the ωi(p)
form a basis for
∧k T∗pTd:
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Consider the evaluation mapHg0 →
∧k T∗pTd at p: This is a linear surjective
map (Since the projected dxI from Rd are a global basis for Hg0). The space
of harmonic k forms is isomorphic to the real k-th cohomology; in the case
of the torus, Hg0  H
k(Td,R) has the same dimension as
∧k T∗pTd. So, the
evaluation map at p is an isomorphism; in particular it maps a basis into a
basis.
Since ”being a basis” is an open condition, it follows that the ωiǫ(p) form a
basis for
∧k T∗pTd for sufficiently small ǫ. Furthermore, they stay a basis in
a neighbourhood of p, thus they form a local frame around p, as required.
■
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B Linear algebra miscellany
Lemma B.1 Let V be a d-dimensional real vector space. Let S : V → V be a
linear map, and let 1 ≤ k ≤ d − 1 be fixed. Suppose that every k-dimensional
subspace is S-invariant. Then S is a multiple of the identity.
Proof : Let v ∈ V and let X(v) be the collection of k-dimensional subspaces
of V that contain v. Then
〈v〉 =
⋂
W∈X(v)
W,
and since eachW is S-invariant, 〈v〉 is also S-invariant, reducing the prob-
lem to the well known-case k = 1. For completeness, we provide here the
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proof of this case: Let v,w be linearly independent. Then Sv = λvv, Sw =
λww, S(v + w) = λv+w(v + w). Thus
λvv + λww = λv+wv + λv+ww,
which implies λv = λw. ■
C A proof ψ : H>k → H˜>k is an immersion
LetV be a d-dimensional real vector space. Fix an odd 1 ≤ k ≤ d−1. Define
H>k = {A ∈ End(V) | rank(A) > k}. H>k is an open submanifold of End(V).
Consider the smooth map
ψ : H>k → End(Λk(V)) , ψ(A) =
∧k
A,
Corollary 5.2 implies ψ is injective. We will shows ψ is an immersion:
First, we observe that there is a natural action on H>k by GL(V) × GL(V),
given by
(A,B) · C = ACB−1.
As is well-known (and easy to prove) every two endomorphism of rank r
are lie in the same orbit under this action. (This is a coordinate-free way
of saying that every matrix of rank r is equivalent to a diagonal matrix,
with the first r diagonal elements are 1’s, and all the rest are zeros). In
other words, the action described above, has a finite number of orbits,
corresponding to the different ranks: All endomorphisms of a given rank
r form an orbit.
We now also note that there is a natural GL(V) × GL(V) on End(Λk(V)),
given by
(A,B) ·D =
∧k
A ◦D ◦
∧k
B−1.
It is immediate to see that our map ψ : H>k → End(Λk(V)) is equivariant
w.r.t these actions. Since the rank of an equivariant map is constant on
orbits, it suffices to prove thath dψ is injective at some canonical represen-
tative of each orbit (rank). We prove this in the following lemma:
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Lemma C.1 Let ei be a basis of V, and let r > k. Suppose that A ∈ End(V) is
given by the following formula:
Aei = ei for 1 ≤ i ≤ r, Ae j = 0 for r + 1 ≤ j ≤ d.
Then dψA is injective.
Proof : A ∈ H>k. Since H>k is an open submanifold of End(V), TAH>k =
TA End(V) ≃ End(V). Let B ∈ ker dψA ⊆ End(V). Let 1 ≤ i1 < i2 < · · · < ik ≤
d.
Then
0 = dψA(B)(ei1 ∧ · · · ∧ eik) =
k∑
s=1
Aei1 ∧ · · · ∧ Beis ∧ · · · ∧ Aeik
If ik ≤ r, then
0 = dψA(B)(ei1 ∧ · · · ∧ eik) =
k∑
s=1
ei1 ∧ · · · ∧ Beis ∧ · · · ∧ eik
Write Bei =
∑
j B
j
i
e j. Then we have
0 =
k∑
s=1
∑
j
B
j
is
ei1 ∧ · · · ∧ e j ∧ · · · ∧ eik
Gathering together all the coefficients of ei1 ∧ · · · ∧ eik together, we obtain∑k
s=1 B
is
is
= 0. So, we showed that for every sequence 1 ≤ i1 < i2 < · · · < ik ≤ r,∑k
s=1 B
is
is
= 0.
In particular, choosing i j = j, we obtain
∑k
s=1 B
s
s = 0. Since r > k, we can
also choose i j = j for 1 ≤ j ≤ k − 1, and ik = k + 1, so
∑k−1
s=1 B
s
s + B
k+1
k+1
= 0.
By subtracting the last two equalities, we deduce Bk+1
k+1
= Bk
k
. Repeating a
variation on this argument, we conclude that B
j
j
= Bi
i
for every 1 ≤ i, j ≤ r,
and
∑k
s=1 B
is
is
= 0 becomes kB1
1
= 0 . This implies B
j
j
= 0 for every 1 ≤ j ≤ r.
Now, let 1 ≤ i1 < i2 < · · · < ik ≤ r. Consider again the equation
0 = dψA(B)(ei1 ∧ · · · ∧ eik) =
k∑
s=1
∑
j
B
j
is
ei1 ∧ · · · ∧ e j ∧ · · · ∧ eik
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Let 1 ≤ t ≤ k. For every j , it, the coefficient of ei1∧· · ·∧eit−1∧e j∧eit+1∧· · ·∧eik is
B
j
it
. Indeed, we are in fact looking at the relevant coefficient of this element:∑k
s=1 ei1∧· · ·∧Beis∧· · ·∧eik . If s , t, then the summand ei1∧· · ·∧Beis∧· · ·∧eik
contains eit while ei1 ∧ · · · ∧ eit−1 ∧ e j∧ eit+1 ∧ · · ·∧ eik does not. Hence, we only
need to see what happens for the t-summand
ei1 ∧ · · · ∧ Beit ∧ · · · ∧ eik =
∑
j
B
j
it
ei1 ∧ · · · ∧ e j ∧ · · · ∧ eik .
So, B
j
it
= 0 for every 1 ≤ t ≤ k, and every j , it. Together with Bitit = 0,
we conclude that B
j
it
= 0 for every 1 ≤ j ≤ d and every 1 ≤ t ≤ k. Since
1 ≤ i1 < i2 < · · · < ik ≤ rwas arbitrary, this implies
B
j
s = 0, for every 1 ≤ s ≤ r and every 1 ≤ j ≤ d.
Since Bes =
∑
j B
j
se j, it follows that Bes = 0 for every 1 ≤ s ≤ r. Recall also
that Aes = 0 for every r + 1 ≤ s ≤ d.
Now, consider again
0 = dψA(B)(ei1 ∧ · · · ∧ eik) =
k∑
s=1
Aei1 ∧ · · · ∧ Beis ∧ · · · ∧ Aeik
If we take ik = t for some t > r, then since Aet = 0 all the summands except
the last one vanish, and the above equality reduces to
Aei1 ∧ Aei2 ∧ · · · ∧ Aeik−1 ∧ Bet = 0.
Now, if we take i1, . . . , ik−1 ≤ r, then this reduces to
ei1 ∧ ei2 ∧ · · · ∧ eik−1 ∧ Bet = 0,
which implies Bet ∈ span{ei1 , ei2 , . . . , eik−1}.
Since we can choose freely the indices i1, . . . , ik−1 this forces Bet = 0.
■
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