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F
ROM the first proposal in 1973, Ethernet has evolved very rapidly from providing short-distance connections between computers in local area networks (LANs) to cover campus-size distances and beyond in the 10-Gigabit Ethernet (10 GbE) standard (IEEE Standard 802.3ae). The main advantages of Ethernet are low cost, simplicity, high speed, and strong market penetration compared with other protocols such as Fiber Distributed Data Interface (FDDI) [1] . However, today, the connection beyond buildings and campuses is still performed over a combination of asynchronous transfer mode (ATM) and synchronous digital hierarchy (SDH) networks, usually by transporting layer 3 protocol data units, such as Internet protocol (IP) packets, rather than actual Ethernet frames. This will change, however, with the advent of 10 GbE, which allows point-to-point connections of up to 40 km, extending the reach of Ethernet to metropolitan-area distances. Such an implementation of Ethernet in the core may yield cost benefits through a less complex network design with fewer layers and provide a simpler, more scalable, homogenous campus-to-campus and metropolitan-area network (MAN) [2] . Inevitably, there are problems with the current versions of Ethernet as a protocol for the MAN. The legacy of Ethernet as a LAN protocol still prevails in the latest version of Ethernet (IEEE 802.3ae [3]), which does not support MAN functionality (e.g., resource allocation and advanced routing) and is still based on limited addressing and a maximum frame size of 1500 B, possibly too small for high-speed applications.
This paper investigates the key requirements to extend Ethernet networks to 100-Gigabit Metro Ethernet (100 GbME), in terms of scalability and functionality, beyond the existing metro Ethernet initiatives, such as the evolving resilient packet ring (RPR) standard [4] . The proposed 100 GbME for future MANs will be based on optical-ring architectures supporting new dynamic optical-routing transport protocols. Initially, the ring topologies are the preferred architecture by the network operators for implementing MAN networks because they are easier to deploy and manage than arbitrarily meshed network architectures. This paper shows that the next generation of Ethernet with a tenfold increase in channel speed of 100 Gb/s will require fundamentally different network design, taking into account increased bandwidth consumption and incorporating network control and 0733-8724/04$20.00 © 2004 IEEE management into the high-capacity MAN protocol. The essential elements of a medium-access control (MAC) protocol, required to control and manage these 100-GbME networks, are discussed in Section II. To achieve the required resource optimization and reuse, dynamic optical networking will be required, and four different architectures to fulfill these functions are proposed in Section III. Their performance is evaluated and compared in Section IV. The physical implementation aspects related to 100-GbME networks and physical interfaces (PHY) are discussed in Section V. The results of this study will not only be of interest for the design of 100 GbME but also yield valuable insights into the design of high-speed networks over moderate metro distances. It is likely that 100 GbME will be implemented first in the MANs, although it may subsequently be extended to long-haul distances, once technology is sufficiently mature to allow this.
II. ETHERNET OVERVIEW AND EXTENSIONS
Ethernet is a standard that defines a connectionless, routable, variable-packet-size data-link layer protocol and a series of physical-layer interfaces. It was originally developed to connect hosts in a LAN over short distances ( 100 m) over physical layers with a shared-bus architecture that had no loops in its topology and no central control system. As a connectionless protocol, it offers no guarantees as to packet loss, delay, or any other end-to-end characteristics. In more recent implementations, Ethernet has moved from contented shared-bus cabling to hub-based unshielded cabling and hub-based fiber. The shift to a hub-based architecture has meant that the actions of a hub now determine network capability and performance, as all contention over resources now lies within the hub. During this evolution, faster switching (in the electrical domain) and higher bandwidth physical links (converging on optical-only physical layers) have seen Ethernet move out from the LAN applications into the campus where technologies such as FDDI were typically used [1] .
Ethernet application in larger and more complex LANs has, however, identified limitations in the original design and required extensions to the original protocol to support new features. The introduction of filtering in hubs prevented packets from flooding every hub interface and allowed arbitrary physical topologies. The use of a spanning tree algorithm (IEEE Standard 802.1D [5] ) removed loops in the logical topology and, therefore, always formed a tree with a single shared route to each destination. Standard 802.1D also added the ability to monitor links and passively learn a table of accessible Ethernet hosts. Later, additional Ethernet switch (a filtering hub) features were introduced, such as the ability to aggregate multiple physical links between switches (IEEE Standard 802.3ad [6] ) to aid the scaling of capacity as well as traffic control extensions such as traffic prioritization (IEEE Standard 802.1p [7] ) and flow control between switches (IEEE Standard 802.3x [8] ). These extensions have all defined changes to switch behavior, but in IEEE Standard 802.3ac [9] , a new frame format added support for multiple Ethernet networks over the same physical links through the use of virtual LAN tagging. In a virtual LAN (VLAN), the Ethernet stations can be seen as a series of overlaid Ethernet topologies, each with their own routing and logical topologies (IEEE Standard 802.1s [10] ).
In contrast to LANs, metro networks impose fundamentally different demands, as discussed in [11] . They are expected to carry more than just best-effort data, as well as to support a very large number of end users and high-capacity links in a scalable manner. In addition, transport network features are expected, such as operations, administration, and maintenance (OAM) functionality, improved network resilience, and quality-of-service (QoS) guarantees. The main new features required of metro Ethernet are described hereafter.
Scalability: The nonhierarchical (nonsubnetworked) nature of MAC address (an Ethernet address) space does not allow for route aggregation in switches, and therefore, every switch must contain an entry for every Ethernet node, which can lead to very large tables (routing table scales linearly with network size). This can, however, become less significant by using layer 3 routing at the edge of the network, although it will require features, such as address translation, and increase the complexity. The second issue is that of effective network resource use and Ethernet's lack of load balancing. In the LANs, where link utilization is low with a tree-like logical layer (IEEE Standard 802.1D), simple routing with possible bottlenecks still give acceptable performance. However, MANs will need to support many multiplexed sources in the core and will require more flexible routing algorithms to efficiently distribute loads over alternative paths to maximize available capacity. Such load distribution and predictable routing can be achieved through the explicit teaching (rather than passive learning) of MAC table configuration. This would also mean a more centralized precalculated routing strategy would be required. This can be accommodated using advanced optical routing architectures, proposed in Section III and compared in Section IV.
Service-level guarantees: In the current LANs, overprovisioning and a relatively small number of users has meant that perceived levels of service are acceptable; however, this is not the case for metroscale networks. In core networks, careful policing of resources is required to prevent flows from interfering with each other and monopolizing resources. Soft guarantees may be achieved by careful dimensioning, routing, and traffic prioritization, but this requires complicated planning, management, and control of traffic sources, which would have to be done in the electrical layer (see RPR subsequently in the paper). Alternatively, harder guarantees can be achieved through the use of physical-layer constraints, such as the timeslot architectures proposed in Section III.
Resilience: In the case of node or link failure, the network must quickly recognize this and reconfigure to be able to continue transporting data. Current Ethernet spanning tree reconfigurations are too slow (IEEE Standard 802.1D takes 1 min while 802.1w takes 2-3 s [12] ) to provide the millisecond-scale protection switching expected of metro core networks. Existing metro Ethernet solutions like RPR provide protection against failure in less than 50 ms, in accordance with most telecom equipment specifications. This is sufficient for most current applications, although all dynamic routing algorithms must incorporate link failure restoration mechanisms and associated wavelength requirements.
OAM and signaling: Management and monitoring of Ethernet network devices is currently done through simple network management protocol (SNMP) and remote monitoring protocol (RMON) requests that are sent in-band within a layer 3 protocol packet (e.g., IP), and as such, the management is part of the actual data flow. Ideally, the data carried will not interfere with OAM signaling. A possible solution to this is to use special new frame types (in a similar way to PAUSE frames in IEEE Standard 802.3x flow control) that can be sent between adjacent switches.
Solutions to some of these problems already exist: the rapid ring spanning tree protocol (RRSTP) [13] is a proprietary spanning-tree replacement that attempts to provide protection switching (in about 400 ms) through the use of ring-based logical topologies. It provides little in the way of solutions for the other problems. A more complete attempt at providing metro-class Ethernet connectivity is RPR [4] , [14] , which uses a static ring of point-to-point fibers and sends Ethernet-like (frames are not directly compatible but are translatable to/from the original Ethernet format) frames around the ring. The use of a ring logical topology allows for fast protection switching (50 ms), while careful output queuing at the nodes provides fairness in resource use as well as a number of service quality classes. However, RPR uses hop-by-hop forwarding and optical links as channels only, not using optical routing or end-to-end wavelength connections, and is heavily dependent on electronic logic speeds.
Another issue with the use of Ethernet in the core and at high bit rates is that of frame size limitations. The original Ethernet standard allowed frames to be a maximum of 1500 B to minimize collisions in shared-bus networks. In new applications such as storage-area networks (SANs), it would be beneficial to be able to support much larger frame sizes: IPv4 supports a maximum packet size of 64 kB. To this end, 9000-B frames have been proposed (known as jumbo frames [15] ) to minimize the need for fragmentation and maximize throughput efficiency.
These challenges aside, the key factor in implementing Ethernet in the core is the optical architecture and the balance between optical-layer capability and layer 2 functions, such as whether protection should be performed in the optical layer or through some Ethernet extension or function. Similarly, should entire wavelength channels be dedicated to a point-to-point Ethernet link with soft QoS guarantees performed by queuing at the Ethernet switch or should the wavelength be time-division multiplexed and provide smaller, more manageable bandwidth units with hard guarantees on QoS? The answer depends on the exact requirements of the network and the electrical or optical equipment capabilities at the required line speeds. At one extreme are optical packet networks, where the wavelengths are simple static point-to-point lightpaths (wavelength channels) with the entire capacity of the wavelength channel used for the link. RPR is an example of such a system. At the other extreme are time-slotted architectures where the optical equipment must differentiate between channels (timeslots) and forward wavelengths accordingly. The static wavelength approach, while having simpler optics, requires electronics at least as fast as the line speed ( 100 Gb/s) for MAC lookups and packet queuing. Time-slotted architectures, on the other hand, reconfigure the entire network at the end of every timeslot and need sophisticated processing (e.g., packet and slot scheduling, packet buffering, and wavelength reconfiguration). The advantage, however, is in hard QoS guarantees and a finer granularity of capacity that can be dynamically grouped to adapt to demand.
In the next section, we will describe the network architectures considered in this study. In Section IV, we show how the hard QoS guarantees can be combined with efficient resource usage in dynamic ring-network architectures.
III. DESCRIPTION OF METRO-RING ARCHITECTURES
Four sample optical metro-ring architectures were considered in this paper, covering the range from completely static and slotted ring architectures to more advanced dynamic optical-burst-switched architectures, such as the following: 1) static wavelength-routed optical network (WRON) ring; 2) static slotted ring; 3) dynamic optical burst switching with a "just-enoughtime" signaling mechanism (OBS-JET) ring; 4) dynamic wavelength-routed optical-burst-switching (WR-OBS) ring. In line with conventional ring architectures, we have assumed that in all these architectures, traffic to the destinations outside of the ring network is routed via a single node, designated as the hub, as shown in Fig. 1 for a four-node sample ring network.
Architectures 1) and 2) correspond to static all-optical networks where the traffic matrix is known a priori and network resources are allocated accordingly before the start of the network operation. Architecture 1) allocates resources at the lightpath level while 2) multiplexes wavelengths between different connections, allowing a finer granularity than 1) in the resource allocation. Although this type of static network has zero blocking and is relatively simple to design and operate, its shortcomings are in either underutilizing resources at low loads (architecture 1)) or in maximum throughput achievable only for a reduced traffic load range (architecture 2)).
To evaluate the potential benefits of operating all-optical networks serving as the Ethernet backbone in MAN applications dynamically, more advanced architectures 3) and 4) were also considered in this paper. Both are burst-switched networks, but 3) uses a one-way resource reservation mechanism while 4) utilizes an end-to-end reservation scheme with acknowledgment.
Architecture 1) is the type of optical system that would be commonly used with Ethernet variants like RPR where the intelligence is not in the static optical layer but rather in the Ethernet layer. Architecture 2) is very common for the metro wavelengthdivision-multiplexing (WDM) ring networks already proposed [16] , and it can be seen as an example of a network with more intelligence in the optical layer. Architectures 3) and 4) extend this optical-layer intelligence to allow a traffic-demand-driven network reconfiguration.
A. Static WRON Ring
In a static WRON, lightpaths between network node pairs are allocated to accommodate the traffic demand matrix so wavelength collisions do not occur in the same fiber and the minimum number of wavelengths is used. Generally with this architecture, it is assumed that the traffic matrix does not change frequently and, before the network operation starts, lightpath allocation is performed and switches are configured accordingly. During network operation, data arriving at the electrical interface of an edge node is classified per destination, converted into the optical domain and allocated to a lightpath as shown in Fig. 1 (a lightpath allocation for a four-node ring for all node pairs using three wavelengths).
Because the task of allocating lightpaths in a static network is an NP-problem [17] , heuristics are used to perform lightpath allocation in networks of practical interest. The heuristic proposed in [18] was used here because it has been shown to achieve near-optimal results in a wide range of topologies. For the case of rings, the maximum and average wavelength requirement per link using this heuristic is given by and , respectively (where is the number of nodes) [18] , [19] . These expressions are obtained assuming that one lightpath is required between every pair of nodes and that the network is equipped with one bidirectional fiber link between adjacent nodes and transmitters and receivers per node.
B. Static Slotted Ring
This architecture considers unidirectional links between nodes and allocates resources using a finer granularity than a static WRON. To do so, lightpaths are not permanently established between all pairs of nodes. Instead, wavelengths are slotted and multiplexed in time over the different connections (node pairs). The wavelength/slot assignment scheme considered here is such that data directed to node must be transmitted using (the wavelength serves as a receiver address), which is slotted according to the traffic matrix. Thus, an -node ring requires wavelengths and, under the assumption of uniform traffic, is divided in slots. Fig. 2 shows the operation of this architecture under uniform traffic for a six-node ring for wavelength . Node can transmit data to node 6 only during slot . When slot finishes, node refrains from data transmission in wavelength until slot starts again. Each slot could be subdivided further into subslots for higher granularity. Assuming equidistant nodes on the ring network, the sub-slot size (in bits) can be calculated as where denotes the number of subslots, is the network diameter, the bit rate, the number of nodes, and the velocity of light in the optical fiber.
The architecture requires tunable transmitters (e.g., fast tunable lasers [20] or laser arrays [21] ) and receivers with fixed filters that can be implemented using components available today [this configuration is usually referred to as the tunable transmitter/fixed receiver (TT-FR)]. Although a laser array could be used as a transmitter, this is not necessary as slots are scheduled to avoid simultaneous transmission. In addition, for the slotted ring network the tunable laser represents the most efficient solution since 100 distributed feedback (DFB) lasers would be required for operation across the band, assuming 50-GHz channel spacing (as detailed in Section V).
With reference to the static WRON, it should be noted that the slotted ring network is equipped with significantly less total capacity (reduced in a factor of ) and a significantly lower number of transmitters and receivers per node (1 versus ). This decreases the amount of input traffic that can be accommodated, as shown in Section IV.
This particular slotted architecture was selected because it is representative of the type of metro-ring networks proposed in the last ten years [16] . Examples of unidirectional rings configured as TT-FR can be found in [21] - [29] , with several corresponding to demonstrators such as RINGO [21] , MAWSON [27] , [28] , and HORNET [29] . While the proposals using this architecture differ in the MAC protocol (preallocated slots, dynamically assigned slots, slot sensing, or random-access techniques), we have chosen to use a network where slots are preallocated. This ensures the ideal performance for a static traffic matrix. For compatibility with an Ethernet environment, it is proposed that the slot size is compatible with Ethernet frame sizes (i.e., 9000-B). Fig. 3 shows the slot size as a function of the network diameter (0-200 km) and the number of nodes (2-20) for a bit rate of 100 Gb/s and 100 subslots. The value for was chosen such that for the specified network diameter of 150 km, the minimum slot size would be larger or equal to one Ethernet frame, for 20 nodes. The overhead for all burst and slot sizes in this paper was assumed to be 70 ns for transmitter tuning and receiver clock recovery (details in Section V).
C. Dynamic OBS-JET Ring
OBS-JET [30] consists of sending bursts of information (electronically built from packets arriving at the edge of the network) through the optical core after a control packet has configured switches in a hop-by-hop basis (see Fig. 4 ).
Bursts must remain in the optical domain once released, and the core nodes do not have optical buffering capability. For this reason, the burst is kept for a period of time (called offset time) in the electronic buffer of the edge node, chosen to be long enough to allow for switches in the path to be configured by the control packet when the burst arrives. As bursts are assumed to be in the range of tens of kilobytes, there is no time for end-to-end path reservation. As a result, bursts can be dropped at any point along the path to the destination due to contention. To decrease the probability of contention, full wavelength conversion is compulsory in every node of the network; hence, wavelengths are used only as high-speed transmission channels rather than for routing.
D. Dynamic WR-OBS Ring
In WR-OBS [31] , as in OBS-JET, packets are electronically aggregated into bursts at the edge of the network according to their destination. Unlike conventional OBS, however, end-to-end lightpath reservation is required before sending a burst through the optical core (see Fig. 5 ). To do so, at some point of the aggregation process, a request is sent to the network control and management node to find and reserve resources for the burst. Once the lightpath has been reserved in the core, an acknowledgment with information on the reserved lightpath is sent to the edge node and then the burst can be transmitted. If a lightpath is not found, a negative acknowledgment is sent to the edge node, and the burst is dropped. End-to-end lightpath reservation means that bursts must be in the millisecond range (to allow time for lightpath acknowledgment, mainly determined by propagation delays) and that hard guarantees for QoS requirements such as latency can be provided.
WR-OBS can be designed in several ways according to the burst assembly mechanism and the routing and wavelength allocation (RWA) algorithm used. In this paper, a centralized WR-OBS architecture [32] is considered where the lightpath scheduler resides in a control node equipped with a "re-attempt" function. This means that if a request cannot successfully reserve a lightpath, it remains in the control node until resources become available or until a deadline expires [33] , when the request is rejected. This deadline, called maximum scheduling time is a key in providing end-to-end delay guarantees and decreasing the blocking probability.
IV. OPTICAL METRO RINGS: PERFORMANCE COMPARISON
The four ring architectures were evaluated and compared in terms of throughput, mean end-to-end delay, and required capacity in the context of the metro Ethernet requirements listed in Section II.
A. Modeling Assumptions
Ten assumptions were made in this paper. 1) Nodes, ranging from 8 to 20, are equally spaced around rings of 150-km diameter. 2) Uniform traffic distribution is used (the results of nonuniform traffic distribution can be found in Section IV-C). 3) Poisson-distributed arrivals of fixed-size data units (packets/frames in static networks and bursts in dynamic ones) are used, allowing for analytically tractable treatment. For static networks this is, however, an optimistic assumption as the size of arriving data units would generally not be fixed. For burst-switched architectures instead, the interarrival time of fixed-size bursts generated from packets arriving as a Poisson process is a Gamma distribution with a coefficient of variation 1.0. The assumption of a Poisson-distributed arrival process for burst-switched networks is, therefore, a worst-case scenario. For the slotted ring, it is assumed that a data unit fits exactly within one slot. 4) The burst transmission time is at least as long as the time required to allocate resources (efficiency criterion). This results in shorter bursts for OBS-JET (between 2 and 25 kB, approximately) than for WR-OBS (25 MB, approximately). Notice that, especially at low loads, there is an inevitable tradeoff between maximizing the throughput (hereafter referred to as efficiency criterion) and guaranteeing end-to-end delay (hereafter referred to as latency criterion). The efficiency criterion demands that the aggregation process continues until the minimum burst size is achieved to ensure minimum resource utilization. At low loads, however, this may lead to unacceptable delays. In such a situation, the latency criterion demands that a burst is sent irrespective of its current size to guarantee that the packets contained in the burst meet prespecified end-to-end delay deadlines (as applied, for instance, in [32] ). This may result in reduced throughput. The tradeoff between the latency and the efficiency criterion will be investigated in more detail later in this section. 5) Buffers are sufficiently large to neglect overflow effects. 6) The maximum input bit rate to buffers and maximum bit rate per wavelength are both 100 Gb/s. 7) In the OBS-JET ring, the shortest path (SP) is used to choose the paths and the first-fit with void filling (FF-VF) [34] is used to allocate wavelengths. 8) In the WR-OBS ring, the shortest path/first fit (SP-FF) is used to allocate lightpaths to requests; although this results in a higher blocking probability than for more complex algorithms, SP-FF was used because it is fast and allows a comparison with the RWA algorithm used in OBS-JET networks. 9) The lightpath request in WR-OBS is sent as soon as the first data unit arrives to the edge buffer 10) A maximum of 36 ms was considered for WR-OBS rings. In a WR-OBS ring configured to meet an end-to-end delay of 40 ms (significantly less than the limit of 100 ms established for time-critical applications [35] ), the difference of 4 ms would account for propagation delays.
B. Performance Metrics and Results
The network performance in the different architectures was compared using the following performance metrics and extending work in [36] .
1) Network Throughput:
The throughput is defined here as the mean value of the traffic load successfully delivered from source to destination, for all nodes.
For the static WRON, a maximum bandwidth of bits per second (wavelength bit rate) is allocated per connection, while the slotted ring network is dimensioned to carry to bits per second. As long as the input data rate does not exceed these bandwidth limitations, these networks are loss free. Therefore where is the offered load per connection. Notice the limited load range of the slotted ring compared with the static ring.
In contrast, in dynamic networks, resources are not preallocated to connections and, hence, contention may arise during network operation. This reduces the throughput due to bursts dropped (OBS-JET) or blocked (WR-OBS) to where is the offered load and is the probability of data not delivered at the destination node.
was evaluated through simulation. To validate the simulator, we compared simulation results with ones calculated analytically using the Erlang fixed-point model [37] for the OBS-JET ring simulations and the model presented in [38] for WR-OBS rings (with ). The comparison was performed for small-size rings (where the assumptions of the analytical models hold) and gave good agreement between simulation and analytical results. The results show that the static WRON rings exhibit the maximum achievable throughput followed very closely by WR-OBS. In spite of full wavelength conversion, OBS-JET exhibits a performance worse than WR-OBS, which highlights the benefits of introducing over wavelength conversion, especially at high loads. The slotted ring also achieves maximum throughput but only over a very limited load range (traffic load 0.14 and 0.05 for eight-and 20-node rings, respectively), due to the reduced bandwidth per connection. Results (not shown here) were also obtained for rings of 12 and 16 nodes (maximum 19 and 33 wavelengths per link, respectively), and the relative performance remained the same.
However, as the number of nodes increases, the performance difference between the investigated architectures reduces because of higher capacity provisioning.
2) Delay: The next performance parameter investigated was the mean end-to-end delay, denoted by , which corresponds to the mean time elapsed since the arrival of the first bit of a data unit at the transmission buffer until its successful reception at the destination node, that is where is the time that a data unit spends in the source transmission buffer before being transmitted, is the bit transmission time, and is the propagation time from the source to the destination node. At 100 Gb/s, ; hence, this time was neglected in the evaluation of .
For where is the number of nodes, and the diameter of the ring. In the slotted ring architecture was calculated by modeling each node buffer as an M/D/1 discrete queue [40] with service time equal to . The propagation time is given by , where because of the use of unidirectional links in slotted ring (instead of bidirectional ones in static WRON).
In OBS-JET, corresponds to , where is the mean burst aggregation time (dependent on the burst aggregation mechanism, for instance, used in [41] - [44] ) and the offset time. For the aggregation mechanism considered here (fixed-size bursts),
, where is the size of bursts, the bit rate, and the offered load. The offset time is given by the product of the time required to process the control packet per node and the number of nodes within the path. The time to process a control packet [to perform the wavelength lookup ] is dominated by the memory access time (we consider the use of an SRAM, with memory access times in the order of 1 ns as in current Pentium 4 processors [45] ) and switch configuration time (in the order of 1 s, using three-dimensional fast microelectromechanical systems (MEMS) [46] ). The propagation time is given by , where . Finally, in WR-OBS is given by , where is the mean burst aggregation time, is the time elapsed since the arrival of the first packet of a burst until the lightpath request is sent to the control node (assumed here as equal to zero), is the mean time for the request to be propagated to the control node and back to the edge node, and is the mean time the request remains in the control node to be allocated a lightpath (with an upper bound equal to ). The propagation time is given as , . Fig. 7(a) and (b) shows the calculated end-to-end delay as a function of the offered load for the eight-and 20-node rings, respectively. As before, the dynamic rings were equipped with the same capacity as the static ring. For static and slotted rings, the data unit size considered was equal to one frame. According to the efficiency criterion, bursts of about 2 and 25 kB were used for the OBS-JET rings of eight and 20 nodes, respectively. For WR-OBS rings, bursts of about 25 MB were used. The mean time requests spent in the control node in WR-OBS was obtained through simulation.
It can be seen that the static WRON architecture exhibits the lowest end-to-end delay. This is dominated by the propagation time and therefore does not change significantly with the number of nodes (as the network diameter was kept constant). The slotted ring can operate only at very low loads, and hence only one point is shown at the maximum load of 0.14 and 0.05 for the eightand 20-node rings, respectively. Slotted ring delay is mainly due to the propagation times, and therefore it is higher than WRON delay due to the use of unidirectional links. OBS-JET delay values are very similar to those of static WRON for the eight-node ring. For rings with higher node count, the OBS-JET delay increases slightly as paths with more hops result in higher offset time. This effect results in longer aggregation times, applying the efficiency criterion as defined in assumption 4); hence, bursts become longer for the 20-node ring. However, due to the low switching times considered ( 1 s), the delay introduced by the offset time is still negligible. WR-OBS exhibits the longest mean end-to-end delay due to the end-to-end reservation process, the aggregation mechanism (fixed-size bursts due to the efficiency criterion), and the processing time in the central node. At low traffic loads, it may take considerable time (tens of milliseconds) for a sufficiently large burst to build up in the edge router buffer, in order to allow high wavelength utilization, while at high loads the processing time per lightpath request in the central node (with upper-bound equal to ) contributes the most. For the considered load range (0.1-0.9), the end-to-end delay for all rings remains under 40 ms, well under the limit of 100 ms required for time-critical applications [35] . Results for rings of 12 and 16 nodes (not shown here) were also obtained, and the relative performance remained the same as shown in Fig. 7 .
The high delays shown in Fig. 7 can be avoided, however, if bursts are released into the core node as soon as a deadline expires (latency criterion), instead of waiting for a minimum burst size to build up (efficiency criterion). This deadline-based operation may lead to reduced throughput, however, highlighting a tradeoff between latency and throughput. To understand this, we now study the tradeoff between delay and load for an eight-node ring, which was configured to guarantee a maximum end-to-end delay of 40 ms. To do so, the maximum scheduling time at the control node was again set to 36 ms for a maximum 4-ms propagation delay and processing in the control node, but the burst is released into the optical core as soon as the acknowledgment from the control node is received at the edge node. Hence, bursts of smaller size than required by the efficiency criterion may be sent, but a maximum end-to-end delay is guaranteed. Fig. 8 shows the results for throughput and end-to-end delay for an eight-node ring configured as WR-OBS for the cases when the efficiency (lines with circles) or the latency criterion (lines with squares) is applied.
It can be seen that high resource utilization with near-optimal throughput performance can be achieved in the case of the efficiency criterion, but at the expense of delays as high as several tens of milliseconds when operating at low loads ( 0.3). With the deadline-based operation, the delay is much lower than the end-to-end delay target of 40 ms, but now the throughput performance degrades at high loads ( 0.7). From Fig. 8 , it can be seen that there is a value of traffic load at which the network must switch between the two burst aggregation schemes (efficiency and latency criterion) in order to achieve the best compromise between throughput and delay. In the case of the sample traffic used in this paper, this transfer happens at a value for the traffic load of 0.7. For traffic loads under this value, the best compromise between throughput and latency is given by the latency criterion, while the efficiency criterion is the best choice for traffic loads in excess of 0.7. 
3) Capacity:
The capacity required to satisfy the traffic demand in each of the architectures considered has been normalized to the capacity required in the WRON architecture, on a link-by-link basis, for all links. The capacity required for OBS-JET and WR-OBS was calculated under the requirement of a maximum blocking probability lower than , sufficient to ensure acceptable loss rates according to [35] . Fig. 9 (a) and (b) shows the calculated capacity for networks with eight and 20 nodes, respectively.
From the results, it can be seen that the WR-OBS network architecture requires significantly lower capacity than OBS-JET to achieve the same blocking probability and fewer wavelengths than the static WRON (and slotted ring) for loads up to 0.9. These results, along with those of delay and throughput, show that the WR-OBS architecture combines high throughput (comparable with static end-to-end connections) with low delay ( 40 ms for loads higher than 0.1) while requiring a minimum number of wavelengths, making it potentially the most cost-efficient architecture to deploy. Only the static WRON exhibits better performance in terms of throughput and delay, but it requires more wavelengths at low loads.
C. Impact of Nonuniform Traffic
While much research on network performance has been carried out under the assumption of uniform traffic matrices, realworld traffic distribution is highly nonuniform [47] , [48] . This has implications on the amount of network resources required to support a given demand. In this section, the impact of nonuniform traffic matrices applied to static WRON and WR-OBS ring network architectures is investigated in terms of the required capacity. We are no longer considering the slotted ring and OBS-JET architectures since, under uniform traffic conditions, their performance is suboptimal, as shown in the previous section. This choice is also supported by results reported in [49] , where end-to-end versus hop-by-hop reservation protocols were analyzed (in the context of ATM networks). The relative performance did not change when switching from uniform to nonuniform traffic. We apply the following model to describe nonuniformity, while, at the same time, allowing a comparison to the performance of a network operating under uniform input traffic conditions.
The total traffic load of the nonuniform traffic matrix is assumed to be the same as in the uniform case, equal to , where is the number of nodes and is the (uniform) offered load per node pair . The type of nonuniformity assumed is such that there is one node in the network, the hub , which is used as a sink for a fraction of the total network load. The remaining is uniformly distributed among the rest of the nodes. Therefore, traffic matrices (for uniform traffic) and (for nonuniform traffic) are defined as shown in Fig. 10, where  and . The level of nonuniformity varies from (uniform traffic case, ) to 1, where the hub concentrates the entire network traffic load. By way of an example, Fig. 11 shows the capacity requirement as a function of the level of nonuniformity for a total traffic load of for an eight-node ring. In the graph, ranges from 0.25 (uniform case) to 1 (all traffic load concentrated in the hub node). The required capacity has been normalized to the capacity required in the WRON architecture under uniform traffic, and the capacity required for WR-OBS was calculated under the requirement of a maximum blocking probability lower than . It can be seen that the capacity required in the static ring increases with the level of nonuniformity , except in the extreme case of when all traffic concentrates in some links, leaving others unused. The dynamic WR-OBS ring, however, required a capacity very close to 1 for all levels of uniformity, highlighting the potential of this architecture as a cost-effective and robust alternative.
V. IMPLEMENTATION OF 100 GbME
The extension of the existing Ethernet standards toward 100 GbME also raises a number of questions with respect to the physical implementation of such a scheme, and these are addressed here.
Ethernet has traditionally depended on the availability of large amounts of unallocated bandwidth, resulting in a network infrastructure that was easy to manage but capacity inefficient.
With channel data rates approaching 80 160 Gb/s, as envisaged for an implementation of 100 GbME, this assumption will no longer hold. Although the bandwidth of optical fiber exceeds tens of terahertz (from 1200-1700 nm), the usable part of this spectrum may be, for some time to come, limited by the bandwidth of erbium-doped optical fiber amplifiers (EDFA), typically covering the range 1530-1565 nm, roughly equivalent to a bandwidth of 4 THz.
Considering standard modulation formats for optical networks like the nonreturn-to-zero (NRZ) and return-to-zero (RZ), the channel spacing required for the envisaged data rates of 80 160 Gb/s would be 200 GHz minimum. Combined with the available EDFA bandwidth of 4 THz and wavelength requirements for static end-to-end connections of 50 wavelengths for a 20-node network (based on capacity calculations in Section IV-B), we note that the EDFA bandwidth is likely to prove insufficient to support this architecture for the following reasons.
1) Bandwidth in 100 GbME may become scarce when using standard telecom transmission fiber and technology (e.g., EDFAs), requiring additional fibers and amplifiers, or more complex amplifier technology such as -band amplifiers [50] . A more detailed discussion of the spectral efficiency of NRZ and RZ modulation and formats in the context of 100 GbME networks can be found in [51] . 2) Wavelength savings through dynamic allocation becomes key for the operation of future MANs, motivating the need for a capacity management component in the MAC protocol as discussed in Section II and dynamic network architectures as described in Section III. 3) 100 GbME would, therefore, benefit from the application of advanced modulation formats such as carrier-suppressed RZ (CS-RZ) as a spectrally efficient format for amplitude modulation or differential quadrature phaseshift keying (dQPSK) for phase modulation techniques [52] . Although it might be difficult to implement these advanced modulation techniques directly at high bit rates of 80 160 Gb/s, they could be useful when used as subchannels in a waveband format, as discussed hereafter. A key challenge in the design of 100 GbME is thus in the definition of the PHY for operation at high bit rates. Although integrated circuits (ICs) have already been demonstrated to be-in principle-operational for selected functionalities of electrical signals up to 100 Gb/s [53] , [54] , obstacles such as lack of amplification or modulation and bonding problems still prevail. It is, therefore, believed that in 100 GbME, all signals will be optical as direct modulation at 100 Gb/s is yet impractical, and a two-stage multiplexing technique is proposed, as shown in Fig. 12(a) for WDM and Fig. 12(b) for optical time-division multiplexing (OTDM). It is assumed in all cases that the minimum input bit rate into the multiplexer would be in the form of GbE signals. At the first multiplexing stage, ten of these signals would be electrically aggregated into a single 10-GbE stream, for which the technology already exists today. The novelty of the approach discussed here is to add a second optical multiplexing stage, which aggregates ten 10-GbE signals into the 100-GbME signal, via an optical multiplexer. This multiplexer could be based on WDM (which could be based on existing PHY of IEEE Standard 802.3ae) or OTDM.
The proposed WDM node is shown in Fig. 13 and consists of the multiplexing stage as described previously, as well as an optical multiplexing/demultiplexing unit and an switch for connection to the ring network. The optical multiplexer and demultiplexer are used to add/drop management information on the control channel with wavelength . If fixed wavelength addressing is used, the waveband associated with the node would be dropped, while all other wavelengths bypass the node. A switch is used to add information to any other waveband . All wavebands are aggregated together with the control channel at the output of the node.
The OTDM solution is shown in Fig. 14 ; the operational principle is the same as for the WDM source. The main difference in the transmitter and receiver are the optical multiplexing and demultiplexing units. The optical multiplexer would consist of a short pulse source 5 ps and separate delay lines for multiplexing lower bit rate signals into the 100-GbME stream. The key challenge of this scheme is the provisioning of a rapidly tunable pulse source 1 s , which generates sufficiently short pulses [55] .
The components and devices used for future dynamic network application will introduce an inevitable overhead for the operation of the network. The main contributions arise from the laser tuning times at the transmitter and clock recovery at the receiver. For fast tunable lasers, the switching between two lasers can be achieved in typically 50 ns when no active control is used, although it can be reduced to 5-10 ns when using active wavelength stabilization [56] .
Clock recovery is a critical function within the edge router receiver. Passive radio-frequency (RF) microwave bandpass filters with high factors are used for clock recovery since the acquisition time of phase-locked loops (PLLs) with approximately 500 ns is typically too large for fast burst and packet-switching operations [57] . When using passband filters, however, there is an inevitable tradeoff between the bandwidth of the filter, the rise time, and jitter (see, e.g., [58] ). As an example, at 10 Gb/s, a filter with a 50-MHz passband (3 dB) would show a rise time of approximately 20 ns. As a worst-case estimate, we assumed that the total overhead incurred would be approximately 70 ns.
VI. SUMMARY AND CONCLUSION
This paper discussed key aspects for the design and deployment of 100 GbME and the necessary modifications to enable its extension from LANs to MAN rings. This requires Ethernet to include network management functionality currently not required in the LAN and to adapt the frame size to make the best use of the high bit rates, while providing backward compatibility. Four different optical ring network architectures that could serve as a potential future Ethernet backbone under the 100 GbME were analyzed and their performance compared in terms of defined performance metrics, namely throughput, delay, and number of required wavelengths. It was shown that the highest throughput is achieved in the static WRON followed very closely by WR-OBS, but the WR-OBS architecture provided the largest wavelength savings for network loads less than 0.9. However, the WR-OBS trades off throughput for latency, reaching end-to-end delays of between 6 and 40 ms (as opposed to 0.7 ms for the static WRON ). The delay could be reduced by using a deadline-driven aggregation mechanism at the edge node but at the expense of reduced throughput at very high loads. However, it was also shown that both low delay and high throughput can be achieved by selecting the appropriate aggregation mechanism (deadline or burst-size driven) as a function of the input traffic load. Under nonuniform traffic, the WR-OBS architecture also offered wavelength savings with respect to static WRON. Since the WR-OBS architecture combines high throughput (comparable to static end-to-end connections) with acceptable delay ( 40 ms for loads higher than 0.1 for a burst-size-driven aggregation mechanism, which is much lower than the limit of 100 ms imposed to time-critical applications) while requiring a minimum number of wavelengths, it would potentially be the most cost-efficient architecture to deploy. The high capacity per channel in a ring configuration requires a bandwidth-limitation-aware MAC protocol when operating over a single-fiber/EDFA amplification infrastructure to accommodate all channels. Further wavelength savings could be achieved by the use of advanced modulation formats with high spectral efficiency ( 1 b/s/Hz) to allow cost-efficient operation within the band only, and possible physical implementation network nodes (edge and core) have been proposed.
The results of this study explain the requirements for the nextgeneration metropolitan network architectures and show the potential of extending the Ethernet to operate in a metropolitan environment. This paper shows the important role that dynamic OBS network architectures are likely to play in implementation of future networks and also points to key issues that must be addressed in the future standardization process.
