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Introduction
This paper describes work in progress in the development of an immersive virtual reality interface to a robot controlled by a simulation of a complex artificial neural network. We label this interface a "Homunculus". The term Homunculus derives from the Latin diminutive form of the word "Homo", literally meaning "little man" or "dwarf'. In the 16 th and 17 th centuries, medical scientists believed an exceedingly small body, called the homunculus, was contained in certain germinal cells, from which the human body formed [I] . Later JO THE INTERNATIONAL JOURNAL OF VIRTUAL REALITY Vol. I, No. I on, in discussions of mammalian vision, the concept of a homunculus was invoked to disprove the existence of a "neural screen" in the visual cortex [2] . If the vision system actually represented the visual scene as a 2-D image on a screen-like structure in the brain, then perception would require another "eye" within the brain to comprehend the neural image. This "inner eye" was attributed to a homunculus. Of course, this line of reasoning leads to infinite regress, since the homunculus would require yet another smaller homunculus within its head to view its "neural screen" and so on -ad infinitum.
In modem times the term is used in neural anatomy to refer to the mappings of the external senses and motor activity onto the cerebral cortex of the brain [3, 4] . For example, Fig.  I shows the mapping of the body's afferent sensory signals onto specific locations of the cortex, and the mapping of efferent motor signals onto the body's muscles. Note the distortion of portions of the body onto these regions, indicating variable allocation of cortical resources to important regions of the body's senses and musculature. The connection with the work described in this paper is established through the concept of representing a person within the brain, in our case, the robot's "brain".
In this paper we describe our work in developing the Homunculus virtual reality interface to a robotics system controlled by a complex software artificial neural network. The goals for our work in this environment are to I) extract
Sensory homunculus
Lateral Medial and refine engineering principles for the design of more advanced autonomous perceptual systems based on studies of artificial and biological systems, 2) design and simulate autonomous perceptual systems based on these principles and guidance from theoretical formalisms of neural computation [5] , 3) conduct extensive, controlled laboratory tests of the simulations using robotics systems that feature sensory and environmental interactions, and 4) explore human-computer interface issues associated with this application domain. We postulate that the Homunculus environment will expedite research in the field of autonomous perceptual systems, while simultaneously exposing many new research issues in the field of human-computer interfaces.
With virtual reality (VR) technology, the scientist can immerse his/her senses into a virtual environment that contains a representation of complex dynamical system [6] . When the VR system is interfaced to an autonomous robot, we can metaphorically think of this environment as an interface directly to the robot's "brain" (Fig. 2) . The interface will allow modification of the software code and configuration, the setting or adjustment of parameters, the monitoring of information flow, the visualization of intermediate computational results, the viewing of raw input and output data streams, and the performance of statistical analysis on sets of system variables. Within the virtual environment, multi-sensorial modalities can be used to represent and understand information. Why is the creation and study of such an interface necessary for the study of complex dynamical systems? A common direction of the fields of neural networks and neurobiology is to develop mathematically detailed models of the behaviors of biological neural systems. Due to their intrinsic complexity and nonlinearity, these studies are usually confined to simple animals such as marine mollusks and insects [7] . In principle, the knowledge produced in the study of simpler systems can, in tum, be used to deepen our understanding of more complicated biological systems and as an aid in the engineering of artificial neural systems. In practice, though, understanding the dynamics of even simple biological or artificial systems is currently very difficult, due primarily to the quantity, the temporal dynamics, and the high intrinsic dimensionality of the data.
To illustrate this point, we will discuss a class of artificial systems called autonomous perceptual systems. We define an autonomous perceptual system as an automatic sensor-based system that processes and combines multiple types of sensor data, provides task-based interpretations of the sensor data, and interacts with the environment to accomplish its overall objectives.
Later, we will present an example of a autonomous perceptual system under development, called the
Encepha/on.
Many examples of autonomous perceptual systems exists in the literature [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Bachelder and Waxman [18) have demonstrated on the robotics platform MAVIN, visual navigation of simplified 3-D environments and the learning of 2-D mappings that represent spatially distributed visual landmarks. A common characteristic of all of these systems is the bi-directional interaction of a macrocircuit of complex nonlinear neural modules with an uncertain sensory environment. In isolation, these neural modules can usually be represented and understood as either mathematical models or algorithms.
When combined into an autonomous perceptual system, the resulting system becomes difficult, if not impossible, to characterize mathematically, and therefore is usually studied empirically. This is particularly true when the system interfaces with the sensors and actuators of a real-world robot, adding new levels of nonlinear interaction and noise. In some cases, the combined system can lead to chaotic and unpredictable behaviors not found in the component modules [19) . Investigating and understanding the dynamics of complex, high dimensional systems is a major hurdle in the path between basic research and actual implementation of practical, robust autonomous perceptual systems.
The Homunculus will provide an efficient VR environment in which we can hypothetically conduct empirical studies of complex, interacting systems. Modules of the neural network (e.g. the Encephalon) will be represented in the Homunculus as 3-D Khoros-like glyphs [20) or icons, which can be developed external to the virtual environment on conventional computer workstations. A glyph in this context is an executable software process, represented in iconic form as part of a visual programming language in a graphical user interface. Glyphs are graphically connected together by lines representing information channels to produce programs. Information flow through the network will be represented in the virtual environment as graphical animations, allowing visual monitoring of the computation during execution. Auditory, haptic, and proprioceptive human sensory modalities, and telepresence will also be integrated into the virtual environment to aid in interpretation of the learned neural memories and the control and monitoring of the robot. The next section will introduce virtual reality technology. Sec. 3 will discuss the Khoros software engineering tool we are using for neural network system software integration and testing. Sec. 4 gives the details of the complex biologically motivated neural architecture called the Encephalon under development, illustrates how it is being coded in Khoros, and shows one possible 3-D representation in the Homunculus. In addition, this section will discuss the small robot to be controlled by the Encephalon and its operational environment. In Sec. 5 we will discuss how this approach blends the best of human perception and machine automation to better our comprehension of complex dynamical systems and multidimensional data. Several research issues and open problems generated by our approach are presented as well. Sec. 6 wraps up the paper with a summary.
Virtual Reality Interfaces
When software modules are connected into complex nonlinear systems, it can become very difficult to characterize and visualize their emergent behaviors. Typically, empirical methodologies are used to study these systems, leading to large numbers of numerical experiments with differing sets of parameters and input conditions. With complex macrocircuits of modules and high dimensional state spaces, specifying these experiments and presenting the results can be a daunting task with current computer interfaces and visualization tools.
In general, investigating and understanding the content of multidimensional information is a major impediment in the application of basic research results. The scientist remains separated from his/her data, with the computer acting as a recalcitrant intermediary. For example, as our understanding 12 THE INTERNATIONAL JOURNAL OF VIRTUAL REALITY Vol. 1, No. 1 of neuroanatomy has become more sophisticated, scientists have had to deal with more and more information in order to accurately understand and represent real biological systems. Complex, multi-dimensional data sets arise experimentally, from a variety of sensors or measuring devices, or computationally, from the results of computer calculations or models. Automated analysis techniques, such as pattern recognition, image segmentation, and marching cubes [21 ], designed to help with the analysis process, are not typically robust enough to automatically decipher this complex data. On the other hand, when human experts study a data set, they naturally focus-in on details important to their investigation and ignore irrelevant information. What is required of human computer interfaces is an approach that allows humans and machines to do what they each do best. We believe that future developments in experimental sciences will critically depend on the development of more effective human-computer interfaces that are designed to use significantly more of our natural human reasoning and perception in the analysis process.
Virtual reality provides a technological basis for such an improved human-computer interface. VR is defined as an advanced human-computer interface technology that embodies a sense of immersion, interactivity, navigation, and exploration of computer generated virtual worlds [22] . The immersion of human senses into data sets, improving a person's ability to explore, interact with, perceive, and understand computer-based information is one goal of VR technology development. VR systems typically involve high performance graphics computers, opaque head-mounted displays that provide real-time stereo views of the graphics, six degree-of-freedom head tracking, tracking of the hand and fingers or hand-held virtual tools, 3-D binaural sounds, and force or haptic feedback devices.
Current human-computer interfaces are functional but, in many ways, still primitive [23] . Almost all interaction takes place through 2-D screens, keyboard and mouse input, and window-based menus. For example, PCs and workstations provides a simple "desktop" interface that attempts to enable the same kind of functionality in software that is available on a real desktop, with folders and icons for different file types.
Although a big improvement over punch cards and paper tape, most t:omputer interface technologies available today are restrictive, unnatural and relatively inefficient for human use. In such an interface, the mapping of multi-dimensional data or real world inputs to the human senses is primarily 2-D visual, with interactivity restricted to the mouse or keyboard (see Fig. 3 ) .
In contrast, a virtual environment has the potential to allow the scientist to view, manipulate, model, analyze, and navigate through complex data sets and systems as though actually in the experimental domain.
Consider the dimensional richness in this interface, both for input and output (Fig. 4) . In. addition to the older methods of interaction, the user can now manipulate data and modify software architectures by gesturing with his/her hands or hand held virtual tools, moving his/her head or eyes, or perhaps most importantly, using speech. The user can view data in 3-D graphical representations via stereo head-mounted displays, hear sounds corresponding to 3-D events [24] , or feel the virtual world with tactile and force-feedback [25, 26] data sets and the control of sophisticated dynamical systems. For example, consider the case of a robot arm and accompanying control computer. In many applications, a robot arm is controlled using commands or sequences of commands typed from a keyboard or with numerous joysticks and buttons. Not only is this an unnatural interface, it is difficult to use, even for trained individuals. On the other hand, using head-mounted display, body tracking, and speech recognition in a virtual environment puts the computer in the domain of the user rather than the user in the domain of the computer. By mapping the movement of arm joints and end effectors to the position and orientation of the user's arm, hand, and fingers, the user can program the robot's arm as if it were his/her own [27] . Another form of interaction using speech recognition is being explored in the control of remote robots (called telepresence or telerobotics) for applications in toxic waste cleanup [28] . The efficiency of use of a computer t.,.:.ntat.� may be substantially improved through virtual environments that bring the computer and human together in an environment natural to the human. Given that VR offers a more natural interface to the computer, a software environment must be developed that takes advantage of the richness of this interface. The Khoros software development environment is one such tool.
The unnatural interface of today's computers is a significant bottleneck to efficient use in applications that involve interpretation of high dimensional spatio-temporal

Khoros 2.0 for Modular/Hierarchical Design
The virtual environment of the Homunculus offers a place to conduct empirical studies of complex software systems. To effectively use this environment, tools must be available to represent, modify, diagnose, and visualize the software system [6] . Khoros is such a tool that lends itself to this-application.
Khoros is an integrated software development environment for information processing and visualization. Khoros was developed at the Department of Electrical and Computer Engineering at the University of New Mexico between 1987 and 1993, and continues today at Khora! Research Incorporated.
The system includes a visual programming language, called cantata [29] , code generators for extending the visual language and adding new application packages to the system, an interactive user interface editor, interactive image display programs, surface visualization, an extensive library ( over 260 routines) of image processing, numerical analysis, signal processing routines, and 2-D/3-D plotting packages. In a networked environment, Khoros allows distributed computing and provides support for collaborative computing by allowing multiple users to simultaneously share data and workspaces. Fig. 5 shows a snapshot of cantata, the programming environment for the Khoros system user. Cantata is a general purpose programming language based on a data flow paradigm with additional support for conditionals, iteration, and sub procedures. The term "data flow" is used rather loosely here since it communicates the basic idea behind the cantata visual language but does not account for all of its features [29] . In cantata, coarse-grained UNIX processes are graphically represented as glyphs in a 2-D workspace and communicate through interconnection links to build application programs. Glyphs can communicate via several user selectable transport mechanisms, such as temporary files, sockets, or shared memory. Temporary files are the default transport, because all architectures support them and they provide data permanence. Permanence is important for saving the state of the visual program so that a program can be resumed after it has been stopped. In Khoros, the entire workspace, the data flow, and intermediate results can be saved and restored for later use. If the computer where Khoros is rt.Inning supports shared memory, then substantial processing speedup can be achieved. UNIX sockets are used for remote or distributed transport (file-to-file or shared memory-to-shared-memory) as well as for local transport without permanence.
During execution, glyphs and their input/output ports are highlighted as they are running to provide the programmer with an execution view. For example, in Fig. 5 the "active" glyphs (the ones that display data) are shown in reverse video. (These glyphs are considered "active" in the sense that they are still running UNIX processes). If an error occurs, the glyph is highlighted with an error icon, and the error message can be displayed on the screen. Since cantata supports permanent data transport, single stepping is provided. The user can execute one operator or glyph at a time. Break points can also be set using the flow control glyphs (if-then, trigger, etc.). For example, an if-then glyph inserted in the data flow path will block the flow of execution if the expression evaluated by the if-then statement is not true. After the execution is stopped, the user can view the latest state of data and control values at any node of the flow graph. Cantata allows an hierarchy of workspaces so that the visual complexity of large data flow graphs can be reduced. Multiple glyphs can be encapsulated into a cantata workspace which can be used as a regular cantata glyph at the next higher level of abstraction. This paradigm maps well onto the neural design principle of hierarchies and modularity [5, 30] . The visual hierarchy is not implemented as a "graphical grouping", as in some other systems, but as a sub-procedure that supports local and global data and variables. Clicking the mouse on the middle icon of a sub-procedure opens the sub-procedure workspace and allows a user to edit and execute glyphs in that workspace as usual. Another feature of Khoros is distributed computing. Applications that are built using Khoros tools will run as a network application, utilizing resources as appropriate.
These features of Khoros makes it an ideal software engineering tool to support the visualization of the neural network software within the Homunculus interface. We will now discuss how all these pieces fit together in the current prototype system under development.
Details of System Under Development
In this Section we shall discuss in more detail the Homunculus system under development at the University of New Mexico. The components of the prototype are shown in Fig. 6 , and are at varying stages of completion. They consist of a) the Encephalon neural architecture, b) the Khoros workstation environment for code development and specification of architectural configurations, c) an X protocol translator to allow communication between Khoros and the virtual environment, d) the virtual environment, where the human experimenter is immersed for the purpose of interacting with and visualizing the 3-D representation of the Encephalon, e) the robot and it's physical environment, and f) a video telepresence system to allow monitoring of the robot from within the virtual environment. We will now describe each of these components in greater detail. In this subsection, we present a neural-based autonomous perceptual system called the Encephalon [31] (Fig. 7) , a version of which will serve as the first complex software system to be represented in the Homunculus. The Encephalon makes extensive use of adaptive resonance theory (ART) artificial neural networks and their operational principles [32] . This is a hybrid system consisting of neural network modules for sensor processing, code compression, working memory, inference, control, and a 3-D model database. It is unique in that the major image understanding functions are all performed by the neural network modules. The system is multilevel, with a separate chain of modules for each individual sensor modality, except at the uppermost levels where information fusion takes place. The neural network modules are designed to function with other neural networks as system components for composite networks. Some of them have been investigated as stand-alone networks in other applications [33, 34) . The system modules are as follows, beginning at the sensor level and working up through the system. Each sensor ( e.g .. vision, range, sound) provides input to a Figure / Ground Separation Module (FGSM). This module pre-processes the raw data to provide the equivalent of object boundary contours and color and/or textural fill inside boundaries. Noise suppression, completion of partially formed features, and filtering of background clutter occurs at this level [35) . This is aided by feedback from the next higher level module in the sensor's individual multilevel chain. Each sensor's processing is isolated at this stage, except for the indirect influence of other sensors in the top-down feedback pathways. In the current visual channel the FGSM is an enhanced implementation of the CORT-X network, described in [36) . The CORT-X system is a multilayer network whose output layers represents an input image as a collection of noise reduced, spatially registered objects isolated from background.
The FGSM output activation pattern is input to the Where / What Invariance Module (WWIM) at the next higher level. The WWIM selects objects in a manner that is invariant to spatial location, scale, and orientation in the image [37) . It is a multilayer hierarchical network providing two major pathways to the Working Memory Module (WMM), where selected objects are recombined to form the highest-level abstraction representing the sensor image. The WWIM contributes to efficient object recognition by splitting the tasks of feature extraction and recognition into parallel channels. The extraction component is a multilayer neural network called the Feature Mass Detector [38) .
The Feature Mass Detector (FMD) is a neural architecture for efficient extraction of invariant features placed in arbitrary position, scale, and rotation in the field. The architecture provides versatility in invariant selection with minimal computation and storage requirements.
The FMD autonomously extracts fixed-size subsets of input pattern components based upon total activation (i.e .. "mass") in the receptive fields of detector nodes. (For example, mass could be defined as contrast density.) It extracts a subset of input pattern features by sampling a fixed number of nodes in the input pattern through any of a set of pre-defined subset selection masks (Fig. 8) . A mask is a set of connections from the input layer to the mass detection nodes, which are activated in proportion to the amount of input they receive. Each mask's coverage of the input pattern defines the scale at which it "sees" an object, somewhat mimicking the magnocellular and parvocellular circuits in mammalian vision systems [39) . All masks have the same, fixed number of connections to their respective detector nodes. Hence a large mask contracts the size of an object while a small mask expands the size, "zooming in" on the object. The FMD has both a "dumb" and a "smart" operating mode. "Dumb" is the nominal mode, in which mass activation determines the order in which features in the image are examined. The "Smart" mode occurs in active sensing; feedback from the higher pattern recognition systems operating upon working memory is used to guide the sequence of feature examinations. The mass sensitive nodes in the FMD can be activated preferentially or primed by feedback, based upon previous pattern recognition decisions. Alternatively, the examination of a preferred feature region can be boosted by feedback.
The current subset selection is based upon competition among the detector nodes, which are contained in multiple layers representing different object scales. The winning detector node has maximal activation, representing the currently most active set of masked nodes in the FGSM image. It primes an associated set of mask nodes. These act as relays, transmitting the currently-masked portion of the input pattern to an ART network when primed by a detector node. The ART network codes the object's feature, which is now centered and represented at a fixed scale in its input layer. The ART network's input layer has the same number of nodes as the fixed sample of each mask, relayed through the mask nodes. A coding node in the ART network represents the currently-recognized object feature through its activation, which is relayed to the WMM. The corresponding spatial location and scale is transmitted separately to the WMM by the active detector node. Rotation is also abstracted from the object before reaching the ART network.
Thus, the FMD is actually "grabbing" icons that are organized in hierarchies and coded by the output patterns of the ART modules. Each winning detector node in the FMD is stunned by a system analogous to the ART vigilance subsystem [32], once its input field region has been forwarded to the classification network. In "dumb" mode this allows the detector node with the next most active input field region to become the new winner and forward its portion of the input pattern through the mask layer. In this way a sequence of object features is masked and coded, with the codings and the corresponding spatial locations, scales, and rotations transmitted to the WMM. The WMM consists of a multiple layer system of self-excitatory working memory nodes. The self-excitation enables a working memory node, once excited, to remain so until deactivated by a signal from the inferencing network (the Laterally-Primed Adaptive Resonance Theory (LAPART) network [40] ) or the top-level Drive Module.
The WMM consists of a system of nodes representing each sensor's abstracted features, their locations, scales, and rotations within the sensor field, and the class to which each has been assigned by the associated ART network. Here the information is processed through the interaction of four modules: a LAPART inferencing system for hypothesis generation, a LAPART inferencing system for sensor and actuator control, a pre-programmed 3-D model database, and the top-most level Drive Module. The WMM patterns are interpreted by the first LAPART inferencer to form hypotheses that are placed back in the WWM. This action, combined with top-down feedback, leads to a chain reaction of hypothesis confirmation-disconfirmation cycles.
The second LAPART inferencer interprets the current state of the WMM and provides feedback through a controller to the appropriate actuators. For example, sensor pointing can be modified to improve registration of separately-identified objects, based upon an object hypothesis generated by the first LAPART. The pre-programmed database stores 3-D model based information to aid in hypothesis confirmation.
LAPART is a neural network architecture capable of recognizing sequences of patterns (LAPART is similar to ARTMAP in many ways [41] .) This architecture defines a class of networks that can be trained to associate classes of patterns appearing in a sequence. This is made possible by an adaptive neural inferencing mechanism that uses a pattern from a class in a learned sequence to predict the next class. The basis for the sequence recognition function of the LAP ART architecture is the coupling of two pattern classifier networks through a system of lateral interconnects. The interconnects implement a dual system of inference rules. The LAPART system learns the inferences during presentation of training pairs of patterns through (1) ART pattern classification involving synaptic learning within each classifier network, and (2) synaptic learning of the class-to class inferences through interconnects. A LAPART system can remain adaptive following training, continuing to learn from observed patterns.
Distinctly novel inputs are automatically classified separately from those encountered in the past. Loosely speaking, the network "knows" when it has encountered a pattern sequence that lies outside its trained generalization capability. LAPART has many potential applications, including supervised learning [40] .
The Drive Module is a network that provides top-down direction to the LAPART inferencers. Through a competitive interaction, a specific goal for the system is selected, based on bottom-up inputs and preprogrammed priorities. For example, competition between the drive for food (energy) and the drive for sleep (off-line learning) determines the extent and degree of top-down priming that will lead to either a "search for food" or a "return to home" behavior in the robot. An ART network serves this role in the current system.
THE ROBOT AND ITS WORLD
Because our research goals are focused on extracting and refining engineering principles for the design of more advanced autonomous perceptual systems, it is essential to capture the variability and noise of real sensor data. Therefore the Encephalon will be interfaced to a physical robot that is under development in our lab ( Fig. 9 ). Since we are not concerned at this time with free roaming behaviors in unstructured environments, no effort has been expended to make this robot computationally self-contained. It basically acts as a sensor and actuator platform, connected to the computer network and power source through a set of cables. In addition to simplifying the robot's design, this approach allows it to be physically small compared to its environment. The robot has two fixed wheels and one steerable powered caster. The sensors will ultimately consist of a CCD color camera, an acoustic ranger, four microphones, a gripper pressure sensor, and a set of whiskers around the base. Actuators will consist of caster motors, pan/tilt motors for the camera/acoustic sensors, and gripper control motors. In order to conduct highly controlled experiments on the Encephalon, the robot will be confined to a finite and structured world [42] , illustrated in Fig. 10 . This is a simple "blocks world", with the potential for introducing artificial day/night lighting cycles, sounds, and external objects. In experiments that involve the ramifications of imposed higher level "drives", such as foraging and nesting behaviors, "food" objects can be introduced into the robot's world at random locations and times. The primary requirement for this world is the ability to reliably reproduce the robot's sensory environment from experiment to experiment.
Since the experiments planned for the Encephalon and the robot are to be conducted from within the virtual environment of the Homunculus, a telepresence system will be used to monitor the actions of the robot. The device, pictured in Fig.  11 , is called a Molly from FakeSpace Inc. (Menlo Park, CA)., and consists of a pair of CCD cameras on a high torque pan/tilt/roll drive. Using head tracking information, the Molly servos the gaze direction of the cameras to match that of the user, allowing a stereoscopic view of the surrounding environment from within the immersive head-mounted display. One advantage of incorporating telepresence in the Homunculus is that the user may conduct experiments remotely from the robot lab. This will also allow the experimenter to observe the robot's behavior without "contaminating" the sensory inputs during a learning session. 
KHOROS 2.0 REPRESENTATION OF ENCEPHALON
A version of the Encephalon has been coded in Khoros and one possible graphical layout is shown in Fig. 12 . Each glyph represents a functional block in the algorithm as depicted in Fig. 7 , and the links between blocks represent data 18 THE INTERNATIONAL JOURNAL OF VIRTUAL REALITY Vol. 1, No. I flow pathways. The UNIX process represented by each glyph may be executed anywhere on a network of computers, which could include workstations, parallel computers, and special purpose hardware, such as vector processing systems.
THEX PROTOCOL INTERPRETER
The cantata graphical user interface for Khoros 2.0 is based on the X protocol client/server model [43) . This allows platform independent graphical user interfaces to be developed and interfaced with the basic system code of Khoros. In order for the VR environment to reflect changes in the cantata visual representation of the executing code, the normal client/server communication pathway of cantata must be tapped. A similar system has been developed at Sandia National Laboratories to make collaborative environments possible for design engineering [44) . We plan to use a variant of this technology to intercept X protocol requests and acknowledgments between the cantata client and server, parse the requests, and translate them into commands to the VR system. This approach decouples the VR system from Khoros, allowing for independent software development.
5 THE VR SYSTEM
Just as the desktop is used as a metaphor for today's computer interfaces, the Homunculus will initially use a 3-D "engine-room" model of the environment. Raw sensor data will be projected on the walls of the room, while the neural network software, represented as a blocky engine, will float in the middle of the room. A rendering of this can be seen in Fig. 13 . The experimenter will be able to navigate around the room with a set of diagnostic tools, for example, probing the neural network, while visualizing intermediate computational results and the resultant physical behavior of the robot.
There are many ways to represent software programs in virtual environments [6] just as there are in conventional interfaces. One possible form of the Encephalon is shown in more detail Fig. 14. In this model, rectangular boxes stand for Khoros-Iike glyphs with the interconnecting pipes representing data flow pathways.
Cantata workspace hierarchies are represented as nested rectangular boxes into which the user can navigate, allowing multiple levels of abstraction of the software. The flow of information through the system will be modeled after the cantata interface in Khoros. Blocks will change color as data enters and exits the module. The flow of data packets will be represented as moving blocks of color along the pipes. In addition, 3-D binaural sound will be incorporated into this environment. Operations of the program may be associated with sounds spatially stabilized within any block. The type and quality of the sound may code operational conditions of the algorithm. For example, the block may emit a resonant sound when operating normally, but become discordant when an error occurs or the data moves out of bounds.
This virtual environment is being designed to empower the experimenter to view, manipulate, model, diagnosis, analyze, and navigate through the robot's controlling neural network as though actually in the experimental domain, in this case, the robot's "brain". Considering the richness of this domain, we are faced with many questions as to how it should be best used. This will be further discussed in the next Section.
Discussion
Our understanding of autonomous perceptual systems is limited by the computational tools available today. Complex programs and multi-dimensional data sets frequently arise experimentally, from a variety of sensors or measuring devices, or computationally, from the results of computer calculations or models. Investigating and understanding the content of such information is currently a major roadblock between basic research and actual application of these results to future artificial neural systems. The scientist still remains separated from his/her simulations and data, with the computer acting as a recalcitrant intermediary.
In this paper, we have outlined an approach where the scientist will be able to view, manipulate, and move through the "brain" of a robot as though actually immersed in that abstract world. This approach blends the best of human perception and machine automation to better our comprehension of complex dynamical systems and multidimensional data sets.
Using this approach, an experimenter can fly through the virtual environment consisting of raw sensory data, observe inter-connectivity of blocks within the program, dissect individual elements from the code, and examine the resulting change in performance. As the experimenter moves closer to an element or group of software blocks, the volume could be augmented to include sub-components of the blocks and additional information on parameter settings. The multimedia feature of the environment will provide 3-D sound cues corresponding to operational activity.
In the virtual environment an experimenter would listen for synchrony to find blocks that drive other blocks with phase delays. Thus, he/she can discover nuances that make the circuitry function by listening, for example, for beat frequencies. Only in such an environment could these types of experiments and visualizations be effectively performed. As we develop this tool to improve our understanding of one domain, we inevitably expose a multitude of research questions in another domain. -Many research issues must be addressed before VR technology can be efficiently applied in the ways discussed above. Because these issues are not commonly presented, a number of them are listed here: a) Accurate Unobtrusive Position Tracking. Current VR position tracking systems are bulky, limited to roughly room sized volumes, and require "clean" environments for accurate operation. live raw data, such as video images, into a virtual environment and paste them onto the walls of a room? d) Efficient Graphics Render. Given the potential graphic complexity of the "engine room" metaphor combined with the requirement to display live data, how can we improve the efficiency of the graphics rendering engines? e) Representation of Tools in VR. Given the need for a set of virtual tools, how should we represent the tool boxes or menus within the virtual environment? Should we use a pallet, pull down menus, voice commands, or some combination? t) Coding of Information in Sound. What types of sounds are best for representing information, abstract or reality based, useful to the experimenter? g) Navigation Methodologies. An old issue in virtual environments: what is the best way to move your virtual head and body ( often referred to as your "avatar") around in the 3-D volume and not get lost or disoriented? h) Requirements for Avatar. How much of your body should be represented in the virtual environment, what should it look like, and how should it behave? i) Representation of Programs. Is a 3-D block glyph the best way to represent software modules? What other models are possible? j) Effectiveness of "Engine Room" Metaphor. How natural and effective will people find the engine room metaphor of the Homunculus? What room shapes and layouts are most efficient in getting the job done? k) Human 3-D Perception and Reasoning. How do we best match the optics in the displays to the characteristics of human vision, such as depth of focus, optical pupil size, and eye strain? What role will color play in the display of abstract information? I) Human Task Performance Measurement. How does VR technology affect a persons ability to understand the operation of complex dynamical systems? What types of tasks does it help or hinder? What system characteristics, such as computational time delays or position errors, affect measures of task performance? n) Human qualitative measurements. How do people perceive the Homunculus workplace? Given a choice, will they use it or revert back to older methods of flat screen interfaces? Do these factors effect the quality and quantity of their work? Finally, can these effects be quantitatively measured?
Clearly there is much research to be performed. The development of the Homunculus will provide a testbed for experimenting with many approaches to practical virtual reality as well as broaden our understanding of autonomous perceptual systems.
Conclusion
This paper has described ongoing research in the development of a immersive virtual reality interface to a robotics system controlled by a complex artificial neural network. The interface is referred to as a Homunculus in that it allows a person to move freely about and interact with the robot's "brain". The neural network will be represented in the Homunculus as 3-D Khoros-like glyphs, which can be developed externally in a conventional Khoros environment. Data flow through the network will be represented as graphical animations, allowing visual monitoring of the computation.
Auditory, haptic, proprioceptive, and telepresence modalities will also be integrated into the virtual environment to aid in interpretation of the learned neural memories and the control of the system. As a example, a complex biologically motivated neural architecture called the Encephalon was presented that makes extensive use of adaptive resonance theory networks. The Encephalon is a software perception system that autonomously learns object classification inference rules, and makes extensive use of the interplay between the bottom-up and top-down flow of information. A robot that will be interfaced to the Encephalon and its environment was also presented. In the end, we discussed the many research issues left to be addressed in the application of virtual reality interfaces to complex software simulations and as a place to conduct empirical studies.
