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a b s t r a c t
In a recent paper [J.L. López, Asymptotic expansions of Mellin convolution integrals, SIAM
Rev. 50 (2) (2008) 275–293], we have presented a new, very general and simple method
for deriving asymptotic expansions of
∫∞
0 f (t)h(xt)dt for small x. It contains Watson’s
Lemma and other classical methods, Mellin transform techniques, McClure and Wong’s
distributional approach and the method of analytic continuation used in this approach as
particular cases. In this paper we generalize that idea to the case of oscillatory kernels, that
is, to integrals of the form
∫∞
0 e
ict f (t)h(xt)dt , with c ∈ R, and we give a method as simple
as the one given in the above cited reference for the case c = 0. We show that McClure
and Wong’s distributional approach for oscillatory kernels and the summability method
for oscillatory integrals are particular cases of this method. Some examples are given as
illustration.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We are concerned with the asymptotic approximation of integrals of the form
I(x) :=
∫ ∞
0
eict f (t)h(xt)dt, c ∈ R, c 6= 0. (1)
The ideas developed in this paper may be generalized to complex x, but for the sake of clearness, we restrict ourselves to
positive values of x. Many integral transforms can be put in the form (1): Laplace, Fourier, Stieltjes, Hankel, Poisson, Glasser,
Lambert, . . . [1].
The non-oscillatory case c = 0 has been considered in [2], where a very general and simple method (the ‘‘sum and
subtract’’ method) for deriving asymptotic expansions of
∫∞
0 f (t)h(xt)dt for small x has been proposed. In this paper we
extend that idea to the oscillatory case (1).
In the following section we give some definitions and technical results. In Section 3 we introduce the main result of the
paper: a unified and simple method to obtain asymptotic expansions of I(x) for small x. Section 4 re-derives the theory of
McClure and Wong (M&W in the following) for the oscillatory case and the summability method as particular cases of the
fundamental theorem of Section 3. Some examples showing the applicability of the method are given in Section 5.
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2. Preliminaries
As is explained in [2] for the non-oscillatory case, only the asymptotic behaviour of f (t) at infinity and the asymptotic
behaviour of h(t) at the origin are relevant for the asymptotic approximation of I(x). The same is true in this case and, as
well as in [2], we require that f ∈ F and h ∈ H , where:
Definition 1. We denote by F the set of functions f ∈ L1Loc(0,∞) satisfying:
(i) f has an asymptotic expansion at infinity:
f (t) =
n−1∑
k=0
ak
tαk
+ fn(t), n = 1, 2, 3, . . . , (2)
where, for k = 0, 1, 2, . . . , {ak} and {αk} are sequences of complex and real numbers respectively with αk strictly increasing
and fn(t) = O(t−αn) as t →∞.
(ii) f (t) = O(t−a) as t → 0+ with a ∈ R.
Definition 2. We denote byH the set of functions h ∈ L1Loc(0,∞) satisfying:
(i) h has an asymptotic expansion at t = 0+:
h(t) =
n−1∑
k=0
bktβk + hn(t), n = 1, 2, 3, . . . , (3)
where, for k = 0, 1, 2, . . . , {bk} and {βk} are sequences of complex and real numbers respectively with βk strictly increasing
and hn(t) = O(tβn) as t → 0+.
(ii) h(t) = O(t−b)when t →∞with b ∈ R.
The parameters a, b, α0 and β0 must satisfy, without loss of generality, the relations: a− β0 < 1 < b+ α0 and−β0 < b
and a < α0 [2]. For later convenience we also need the following definition and lemma proved in [2].
Definition 3. Let g ∈ L1Loc(0,∞). We denote byM[g; z] theMellin transform of g ,
∫∞
0 t
z−1g(t)dt (when this integral exists),
or its analytic continuation as a function of z.
Lemma 1. For any n ∈ N⋃{0} ∃m ∈ N⋃{0} such that αn−1 − βm < 1 < αn − βm−1.
The main result of [2] is given in the following theorem.
Theorem 1. Let f ∈ F and h ∈ H . Then, for any n, m ∈ N such that αn−1 − βm < 1 < αn − βm−1,∫ ∞
0
h(xt)f (t)dt =
n−1∑
k=0
akM[h; 1− αk]xαk−1 +
m−1∑
j=0
bjM[f ;βj + 1]xβj +
∫ ∞
0
fn(t)hm(xt)dt. (4)
If αk − βj = 1 for some pair (k, j) then, in this formula, the sum of terms
akM[h; 1− αk]xαk−1 + bjM[f ;βj + 1]xβj
must be replaced by
lim
z→0
{
xβj
[
akx−zM[h; 1+ z − αk] + bjM[f ; z + βj + 1]
]}
= xβj
{
lim
z→0
[
akM[h; 1+ z − αk] + bjM[f ; z + βj + 1]
]− akbj log x} . (5)
The expansion (4) is an asymptotic expansion for small x:∫ ∞
0
fn(t)hm(xt)dt = O(xβm + xαn−1) when x→ 0 and αn 6= βm + 1 (6)
and ∫ ∞
0
fn(t)hm(xt)dt = O(xβm log x) when x→ 0 and αn = βm + 1. (7)
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It is shown in [2] that classical methods as Watson’s Lemma [3, Chap. 1, Sec. 5], the Mellin transform techniques
[3, Chap. 3], McClure andWong’s distributional method [3, Chaps. 5 and 6] and the method of analytic continuation used in
this approach [4,5] are particular cases of the ‘‘sum and subtract’’ method. The purpose of this paper is to generalize the ‘‘sum
and subtract’’ method to the case of oscillatory integrals (1) and to show that McClure and Wong’s distributional method
for the oscillatory case [3, Chap. 6, Sec. 3] and the summability method [3, Chap. 3] are particular cases of the ‘‘sum and
subtract’’ method for the oscillatory case.
We need the following two lemmas, the proofs of which are based on the proofs of the corresponding lemmas for the
case c = 0 [5, Lemmas 2.4 and 2.5].
Lemma 2. For every function f ∈ F and c 6= 0, theMellin transformM[f eic·; z] of eict f (t) exists and defines an analytic function
of z in the half planeRz > a. More precisely:
(i) In the strip a < Rz < α0,
M[f eic·; z] =
∫ ∞
0
tz−1eict f (t)dt. (8)
(ii) For n ∈ N, in the strip a < Rz < αn,
M[f eic·; z] =
∫ 1
0
tz−1eict f (t)dt +
n−1∑
k=0
ak
Γ (z − αk,−ic)
(ce−ipi/2)z−αk
+
∫ ∞
1
tz−1eict fn(t)dt. (9)
where 0(z, w) is an incomplete gamma function [6, Eq. 6.5.3].
(iii) For n ∈ N, in the strip αn−1 < Rz < αn,
M[f eic·; z] =
∫ ∞
0
tz−1eict fn(t)dt +
n−1∑
k=0
akeipi(z−αk)/2
Γ (z − αk)
cz−αk
.
Proof. Thesis (i) follows immediately from the definition of F and a < α0. The analyticity of the integral on the right-hand
side of (8) in the strip a < Rz < α0 follows from [7, pp. 240–241] (we will use it repeatedly without mentioning this
well-known result).
Then, in the strip a < Rz < α0:
M[f eic·; z] =
∫ ∞
0
tz−1eict f (t)dt =
∫ 1
0
tz−1eict f (t)dt +
∫ ∞
1
tz−1eict f (t)dt.
Introducing the expansion (2) in the last integral above we obtain equality (9) in the strip a < Rz < α0. The first integral
on the right-hand side of (9) defines an analytic function of z forRz > a, whereas the last integral on the right-hand side of
(9) defines an analytic function of z for Rz < αn. Therefore, the right-hand side of (9) defines the analytic continuation of∫∞
0 t
z−1eict f (t)dt to the strip a < Rz < αn. From here, thesis (ii) is evident. Thesis (iii) follows from (ii). Multiplying (2) by
tz−1eict and integrating we have that, forRz > αn−1:∫ 1
0
tz−1eict f (t)dt =
n−1∑
k=0
ak
γ (z − αk,−ic)
(e−ipi/2c)z−αk
+
∫ 1
0
tz−1eict fn(t)dt, (10)
where γ (z, w) is an incomplete gamma function [6, Eq. (6.5.2)]. Thesis (iii) follows from (9) by using (10) and γ (z, w) +
Γ (z, w) = Γ (z). •
Lemma 3. For every function h ∈ H and c 6= 0, the Mellin transform M[heic·; z] of eicth(t) exists and defines a meromorphic
function of z in the half planeRz < b. More precisely:
(i) In the strip−β0 < Rz < b,
M[heic·; z] =
∫ ∞
0
tz−1eicth(t)dt. (11)
(ii) For m ∈ N, in the strip−βm < Rz < b,
M[heic·; z] =
∫ 1
0
tz−1eicthm(t)dt +
m−1∑
k=0
bkγ (z + βk,−ic)
(
eipi/2
c
)z+βk
+
∫ ∞
1
tz−1eicth(t)dt. (12)
M[heic·; z] has simple poles at the points z = −βk, k = 0, 1, 2, . . . with residues bk.
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(iii) For m ∈ N, in the strip−βm < Rz < −βm−1,
M[heic·; z] =
∫ ∞
0
tz−1eicthm(t)dt +
m−1∑
k=0
bkΓ (z + βk)
(
eipi/2
c
)z+βk
.
Proof. Thesis (i) follows immediately from the definition ofH and−β0 < b. Then, in the strip−β0 < Rz < b:
M[heic·; z] =
∫ ∞
0
tz−1eicth(t)dt =
∫ 1
0
tz−1eicth(t)dt +
∫ ∞
1
tz−1eicth(t)dt.
Introducing the expansion (3) in the first integral above we obtain equality (12) in the strip−β0 < Rz < b. The last integral
on the right-hand side of (12) defines an analytic function of z forRz < b, whereas the first integral on the right-hand side of
(12) defines an analytic function of z forRz > −βm. Therefore, the right-hand side of (12) defines the analytic continuation
of
∫∞
0 t
z−1eicth(t)dt to the strip −βm < Rz < b. From here, thesis (ii) is evident. Thesis (iii) follows from (ii). Multiplying
(3) by tz−1eict and integrating we have, forRz < −βm−1:∫ ∞
1
tz−1eicth(t)dt =
m−1∑
k=0
bkΓ (z + βk,−ic)
(
eipi/2
c
)z+βk
+
∫ ∞
1
tz−1eicthm(t)dt. (13)
Thesis (iii) follows from (12) by using (13) and γ (z, w)+ Γ (z, w) = Γ (z). •
3. The ‘‘sum up and subtract’’ method in the oscillatory case
The main result of this paper is stated in the following two theorems.
Theorem 2. Let f ∈ F , h ∈ H and c ∈ R, c 6= 0. Then, for any n, m ∈ N such that αn−1 − βm < 1 < αn − βm−1,∫ ∞
0
eicth(xt)f (t)dt =
n−1∑
k=0
akBk(1− αk; x)xαk−1 +
m−1∑
j=0
bjAj(βj + 1)xβj +
∫ ∞
0
eict fn(t)hm(xt)dt, (14)
with
Bk(z; x) := M[hei(c/x)·; z] −
J(k)−1∑
s=0
bseipi(z+βs)/2Γ (z + βs)
( x
c
)z+βs
, (15)
Aj(z) := M[f eic·; z] −
K(j)−1∑
s=0
aseipi(z−αs)/2
Γ (z − αs)
cz−αs
,
J(k) is the index j for which αk − βj ≤ 1 < αk − βj−1 and K(j) is the index k for which αk−1 − βj < 1 ≤ αk − βj.
If αk − βj = 1 for some pair (k, j) then, in formula (14), the sum of terms
akBk(1− αk; x)xαk−1 + bjAj(βj + 1)xβj
must be replaced by
xβj lim
z→0
{
akBk(z + 1− αk; x)x−z + bj
[
Aj(z + βj + 1)− akeipiz/2Γ (z)cz
]}
= xβj
{
bj
[
Aj(βj + 1)− ak log x
]+ ak lim
z→0
[
B˜k(z; x)− bjz
]
− akbj
[
i
pi
2
− log c − γ
]}
, (16)
with
B˜k(z; x) := M[hei(c/x)·; z + 1− αk] −
j−1∑
s=0
bseipi(z+1+βs−αk)/2Γ (z + 1+ βs − αk) x
1+βs−αk
cz+1+βs−αk
. (17)
Proof. Define f0(t) = f (t) and h0(t) = h(t). From Lemma 1, for any k ∈ N⋃{0} it is always possible to find a j ∈ N⋃{0}
such that αk−1 − βj < 1 < αk − βj−1. For the given (k, j)we have that the following integral exists:∫ ∞
0
eict fk(t)hj(xt)dt. (18)
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We start at k = j = 0 (the inequalities α−1 − β0 < 1 < α0 − β−1 hold) and switch on the following algorithm which
increases (k, j) step by step from (0, 0) up to (n,m):
(a) For a given (k, j) satisfying αk−1 − βj < 1 < αk − βj−1 do the following: If αk − βj < 1 go to (b). If αk − βj > 1 go to (c).
If αk − βj = 1 go to (d).
(b) Use fk(t) = akt−αk + fk+1(t) in (18) and (iii) of Lemma 3:∫ ∞
0
eict fk(t)hj(xt)dt = akxαk−1Bk(1− αk; x)+
∫ ∞
0
eict fk+1(t)hj(xt)dt.
Go to (a) with k replaced by k+ 1.
(c) Use hj(xt) = bj(xt)βj + hj+1(xt) in (18) and (iii) of Lemma 2:∫ ∞
0
eict fk(t)hj(xt)dt = bjxβjAj(βj + 1)+
∫ ∞
0
eicthj+1(xt)fk(t)dt.
Go to (a) with j replaced by j+ 1.
(d) Use first fk(t) = akt−αk + fk+1(t) and then hj(xt) = bj(xt)βj + hj+1(xt) in (18):∫ ∞
0
eict fk(t)hj(xt)dt =
∫ ∞
0
eict
[
akt−αkhj(xt)+ bjxβj tβj fk+1(t)
]
dt +
∫ ∞
0
eicthj+1(xt)fk+1(t)dt. (19)
Define the function
Fk,j(z, t) := tz
[
akt−αkhj(xt)+ bjxβj tβj fk+1(t)
]
, z ∈ C .
Then, ∫ ∞
0
eict fk(t)hj(xt)dt =
∫ ∞
0
eictFk,j(0, t)dt +
∫ ∞
0
eict fk+1(t)hj+1(xt)dt.
On the one hand, hj(t) = bjtβj + O(tβj+1)when t → 0+. On the other hand, fk+1(t) = −akt−αk + O(t−αk−1)when t → 0+.
Hence, Fk,j(z, ·) ∈ L1[0,∞) for Max{αk−βj+1, αk−1−βj}− 1 < Rz < Min{αk−βj−1, αk+1−βj}− 1. Choose two numbers
z0 and z1 satisfying Max{αk − βj+1, αk−1 − βj} − 1 < z0 < 0 and 0 < z1 < Min{αk − βj−1, αk+1 − βj} − 1. Then, we have
that, for z0 ≤ Rz ≤ z1:
|Fk,j(t, z)| ≤ Gk,j(t) :=
{|Fk,j(t, z0)| for t ∈ [0, 1]
|Fk,j(t, z1)| for t ∈ [1,∞)
and that Gk,j(t) ∈ L1[0,∞). Using the Dominated Convergence Theorem we have that∫ ∞
0
eictFk,j(0, t)dt = lim
z→0
∫ ∞
0
eictFk,j(z, t)dt
= xβj lim
z→0
∫ ∞
0
[
aktz−αkx−zeict/xhj(t)+ bjtz+βjeict fk+1(t)
]
dt.
From αk = βj + 1 and from Lemmas 2 and 3 we have thatM[h; z + 1 − αk] andM[f ; z + βj + 1] have a common strip of
analyticity: a − βj − 1 < Rz < βj + b. We have that a − β0 − 1 < 0 < β0 + b and then the point z = 0 belongs to that
strip of analyticity. Therefore,∫ ∞
0
eict fk(t)hj(xt)dt = xβj lim
z→0
{
akx−zBk(z + 1− αk; x)+ bj
[
Aj(z + βj + 1)
− akeipiz/2Γ (z)cz
]}
+
∫ ∞
0
eicthj+1(xt)fk+1(t)dt.
Using x−z = 1− z log x+ O(z2)when z → 0, (15) and
M[hei(c/x)·; z + 1− αk] =
∫ ∞
0
tz−αkeict/xhj(t)dt = bjz + O(1) when z → 0
we find that the above expression can also be written in the form∫ ∞
0
eict fk(t)hj(xt)dt = xβj
{
bj
[
Aj(βj + 1)− ak log x
]+ ak lim
z→0
[
B˜k(z; x)− bjz
]
− akbj
[
i
pi
2
− log c − γ
]}
+
∫ ∞
0
eicthj+1(xt)fk+1(t)dt,
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with B˜k(z; x) given in (17). Go to (a) with k replaced by k+ 1 and j replaced by j+ 1.
This algorithm generates formulas (14)–(16). •
Observe that the coefficients Bk(1 − αk; x) =
∫∞
0 t
−αkeict/xhJ(k)(t)dt of the expansion (14) are functions of x and
then, the second sum on the right-hand side of (14) is a Poincaré expansion, whereas the first one is not. Nevertheless,
Bk(1− αk; x) = O(1)when x→ 0 and the right-hand side of (14) is a generalized asymptotic expansion of I(x).
Theorem 3. Assuming the hypothesis of Theorem 2, the expansion (4) is an asymptotic expansion for small x:∫ ∞
0
eict fn(t)hm(xt)dt = O(xβm + xαn−1) when x→ 0 and αn 6= βm + 1 (20)
and ∫ ∞
0
eict fn(t)hm(xt)dt = O(xβm log x) when x→ 0 and αn = βm + 1. (21)
Proof. It is parallel to the proof of theorem 2 of [2] introducing the factor eict in every integral. That proof is based on
introducing bounds for the integrand that are not affected by this factor whenever |eict | = 1. •
For the same reason, the error bounds for the remainder
∫∞
0 fn(t)hm(xt)dt derived in [2, Sec. 4] are also valid for the
remainder
∫∞
0 e
ict fn(t)hm(xt)dt in Theorem 2.
The above theorem applies also to integrals of the form
∫∞
u e
icth(xt)f (t)dt with 0 < u < ∞ and with the same
hypotheses for f and h except one concerning the asymptotic behaviour of f at t = 0:∫ ∞
u
eicth(xt)f (t)dt =
∫ ∞
0
eicth(xt)fu(t)dt
with fu(t) = f (t)χ(u,∞)(t), χ(u,∞)(t) being the characteristic function of the interval (u,∞): χ(u,∞)(t) = 1 if t ∈ (u,∞)
and χ(u,∞)(t) = 0 if t 6∈ (u,∞). In this case we have fu(t) = O(t−a) as t → 0+ with a < 0 and |a| as large as we wish. The
theorem also applies to integrals of the form
∫ v
u e
icth(xt)f (t)dt by writing:∫ v
u
eicth(xt)f (t)dt =
∫ ∞
u
eicth(xt)f (t)dt −
∫ ∞
v
eicth(xt)f (t)
and using the above consideration.
4. Corollaries
Corollary 1. The M&W’s method for Stieltjes transforms of oscillatory functions is given in Theorems 3 and 4 of [3, Chap. 6, Sec.
3]. It applies to the integral I(x) when αk = k + α, 0 < α ≤ 1 and h(t) = (1 + t)−1, a particular case of the more general
integral I(x) considered in Theorem 2 above. In fact, the expansions (3.19) and (3.26) given there are particular cases of (14).
Corollary 2. The summability method [3, Chap. 4] can also be deduced from Theorem 2. The summability method is given in
formulas (5.6) and (5.10) of [3, Chap. 4, Sec. 5]. It applies to the integral I(x) considered in Theorem 2 above when h and f satisfy
some more extra conditions [3, Chap. 4, Sec. 5, Theorem 6]:
(i) h(n)(t) is continuous on (0,∞) for some n ≥ 0.
(ii) The expansion (3) is n times differentiable.
(iii) The exponents αk in (2) are of the form αk = k+ α0 with α0 > 0.
(iv) t−α0h(j)(t) = O(t−1−) as t →∞ for j = 0, 1, 2, . . . , n and some  > 0.
On the other hand, instead of the oscillatory factor eict considered here, the factor eict
p
is considered [3, Chap. 4, Sec. 5,
Theorem 6] with p ≥ 1. For simplicity in the exposition we have not considered this more general case here, although the
generalization of Theorems 2 and 3 above to the more general situation p ≥ 1 is straightforward.
Consider the function f˜ (t) = e−t f (t). As well as f , this function belongs toF and has an asymptotic expansion at t = ∞
of the form (2) with ak = 0 ∀k and then f˜n(t) = f˜ (t). Therefore, from Theorem 1,∫ ∞
0
e(ic−)th(xt)f (t)dt =
m−1∑
j=0
bjAj (βj + 1)xβj +
∫ ∞
0
e(ic−)t f (t)hm(xt)dt, (22)
with
Aj (βj + 1) =
∫ ∞
0
tβje(ic−)t f (t)dt = M[f e(ic−)·;βj + 1].
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Using [3, Chap. 4, Sec. 1, Lemma 1] we have that
lim
→0
∫ ∞
0
e(ic−)th(xt)f (t)dt =
∫ ∞
0
eicth(xt)f (t)dt
and lim→0 Aj (βj + 1) = Aj(βj + 1). From [3, Chap. 4, Sec. 5, Theorem 6] we also have that
lim
→0
∫ ∞
0
e(ic−)t f (t)hm(xt)dt = O(xn),
withm the smallest positive integer such thatRβm+ 1 > n. Therefore, taking the limit  → 0 in (22) we obtain Eq. (5.6) in
[3, Chap. 4, Sec. 5] for p = 1:∫ ∞
0
eicth(xt)f (t)dt =
m−1∑
j=0
bjM[f eic·;βj + 1]xβj + O(xn), x→ 0.
5. Examples
Example 1. Consider the integral
F(x) =
∫ ∞
0
e(ic−x)t√
1+ t dt, c > 0,
that may be evaluated in terms of the complementary error function:
F(x) =
√
pi
x− ic e
x−icerfc
√
x− ic.
It is of the form considered in Theorem 2 with h(t) = e−t and f (t) = 1/√1+ t . Therefore, αk = k+ 12 , βj = j,
ak = (−1)
k
k!
(
1
2
)
k
, bj = (−1)
j
j! , M[he
i(c/x)·; z] = Γ (z)x
z
(x− ic)z
and
M[f eic·; z] = − cos(piz)Γ (2z − 1)Γ (3/2− z)
4z−1
√
pi
U
(
z, z + 1
2
;−ic
)
,
where U(a, b; c) is a confluent hypergeometric function. From Theorems 2 and 3, for n = 1, 2, 3, . . . ,
F(x) =
n−1∑
k=0
(−1)k
k!
[(
1
2
)
k
Bk(x)+ Ak
]
xk + O(xn), x→ 0,
with
Bk(x) = Γ (1/2− k)xk(x− ic)1/2−k −
k−1∑
s=0
(−1)s
s! Γ (1/2− k+ s)
(
eipi/2
c
)1/2−k+s
xs−k = O(1),
Ak = (2k)!Γ (1/2− k)
(−4)k√pi U
(
k+ 1, k+ 3
2
;−ic
)
−
k∑
s=0
(−1)s
s!
(
1
2
)
s
eipi(k−s+1/2)/2
Γ (k+ 1/2− s)
ck+1/2−s
.
Example 2. Consider the integral
F(x) =
∫ ∞
0
e(ic−x)t
1+ t dt, c > 0,
that may be evaluated in terms of an incomplete gamma function:
F(x) = ex−icΓ (0, x− ic).
It is of the form considered in Theorem 2 with h(t) = e−t and f (t) = (1 + t)−1. Therefore, ak = (−1)k, bj = (−1)j/j!,
αk = k+ 1, βj = j and
M[hei(c/x)·; z] = Γ (z)x
z
(x− ic)z , M[f e
ic·; z] = e−icΓ (z)Γ (1− z,−ic).
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From Theorems 2 and 3, for any n = 1, 2, 3, . . .,
F(x) =
n−1∑
k=0
xk
k!
{[
(−1)kAk − log x
]+ lim
z→0
[
(−1)kk!Bk(z; x)− 1z
]
− ipi
2
+ log c + γ
}
+ O(xn log x),
with
Bk(z; x) = Γ (z − k)x
z−k
(x− ic)z−k −
k−1∑
s=0
(−1)s
s! e
ipi(z−k+s)/2Γ (z − k+ s) x
s−k
cz−k+s
,
Ak = e−ick!Γ (−k,−ic)−
k−1∑
s=0
(−1)seipi(k−s)/2Γ (k− s)
ck−s
.
After straightforward manipulations we obtain
F(x) =
n−1∑
k=0
xk
k!
[
(−1)kAk − ixc(k+ 1)F
(
1, 1, k+ 2;− ix
c
)]
+ O(xn), x→ 0,
where F(a, b, c; z) is the Gauss hypergeometric function.
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