Abstract. Anderson and Qiu (1997) conjectured that the function log Γ(x+1)
Introduction
For x > 0 let Γ(x) and ψ(x) denote the Euler's gamma function, defined by
respectively. There is a vast literature on these functions and a good reference to this can be found, for example, in the recent paper [2] .
Anderson and Qiu showed that the function log Γ(x+1) x log x strictly increases from 1−γ to 1 as x increases from 1 to ∞, where γ = 0.577... denotes the Euler-Mascheroni constant. To do this, they investigated the function f (x) = ψ (1 + x) + xψ (1 + x) (1.1) and they found the representation
They proved, in a complicated way, that f (x) > 0 for x ∈ [1, 4) and formulated the following:
x log x is concave for x > 1.
In Section 2 we extend the inequality f (x) > 0 from [1, 4) to (−1, ∞) (this extension is evident for −1 < x ≤ 1). Then we derive also new inequalities for ψ(x) and ψ (x).
In Section 3 we prove the conjecture formulated above by Anderson and Qiu [3] .
We recall now the following two asymptotic representations [1, p. 260; 6.4.12, 6.4.13]:
which will be used only for real z's in the next sections.
New results
Our first result provides an extension of one proved by Anderson and Qiu [3] . Indeed, we prove, in a simple way, that f (x) is positive not only for x ≥ 1, but even for x > −1.
Proof. By the asymptotic formulas (1.3) and (1.4), we get
Hence, by the inequality
we find that
The proof is complete.
Now we use this result to derive the following

Theorem 2. Let the function g(x) be defined by
Then g(x) strictly decreases from ∞ to 0 on (−1, 0] and strictly increases from 0 to ∞ on [0, ∞).
Proof. By differentiation we get
where f (x) is defined in (1.1).
is decreasing for −1 < x ≤ 0 and is increasing for x ≥ 0. Clearly g(0) = 0, and by [1, 6.3 .16] we get
which tends to ∞ as x tends to −1 + . By [1, 6.3.5] and [1, 6.1.15] we get
By [1, 6.4 .12] the function in the first bracket tends to 1/2, and by Stirling's Formula [1, 6.1.37] the function in the third bracket tends to √ 2π, as x tends to ∞. Finally by [2, (2.1)], the middle term tends to 1/2 as x tends to ∞.
This completes the proof of Theorem 2.
Theorem 3. Let
Proof. The lower bound follows by Theorem 1 since h(x) = x 2 f (x). To prove the upper bound we define the function r(x) by
Clearly r(x) → 0 as x → ∞. Thus it is sufficient to show that r(x) > r(x + 1). Making use of the inequality 2
we obtain
The proof of Theorem 3 is complete. Hence
Remark. The inequality h(x) <
which leads to the inequality
This inequality is the same that we obtain using the fact that the second derivative of the function
is positive, a result which follows from the complete monotonicity property of S 0 (x) proved by Muldoon [5, Theorem 8].
Proof of the conjecture
We are going to prove that
To this end we distinguish two cases:
Proof of (3.1) in case a). We consider the infinite product representation [4, p. 37]
Taking the logarithm, we find log Γ(x + 1)
If for some x we prove that
then the inequality (3.1) holds for that value of x. Since f (x, 0) ≡ 0, we have
We are going to show the inequality ∂
To this end we show that
where
We observe that a( 
and we need to show that d(x) < 0. It is easy to check that
where d 1 (1) = 0, d 1 (2) = 9 − 12 log 2 = 0.682... > 0, and Since the polynomial on the right-hand side has no real zeros, we have Q(z 1 ) < 0. This shows that z 1 > z 0 and consequently Q(x) < 0, because by (3.5), x > z 1 . This completes the proof of the conjecture.
