ABSTRACT We propose a novel signal multiplexing and detection method for multiple-input multipleoutput (MIMO) communication systems, especially when the number of transmitting and receiving antennas is limited. Inspired by the idea of Compressive Sensing (CS) which can recover a given signal vector from a vector of measurements with less dimensions, our proposed CS-based multiplexing scheme can deliver a modulated data vector with length l via a MIMO system with fewer transmitting/receiving antennas than l, offering higher multiplexing gain. On the receiving side, our proposed detection scheme has two steps, which resort the BCS algorithm and a Deep-Learning algorithm to recover the original modulated data vector. Analytical and simulation results show that the proposed multiplexing and detection method can achieve larger multiplexing gain while reserving good bit error rate (BER), offering a novel research paradigm to improve the utility rate of multiple antennas.
I. INTRODUCTION
Future wireless communication networks must have to deal with the exponential growth in data traffic [1] - [3] , and in number of user terminals (UTs) such as machineto-machine communications, video streaming and so on, presenting a very significant challenge to designers of fifth-generation (5G) wireless communications systems [4] . MIMO technique that employs huge antenna arrays has been identified as a promising and distinct air interface technology to obtain higher capacity, sumrate and degree of freedom (DoF).
MIMO precoding technology can use the channel state information (CSI) to precode symbol vectors in the transmitter in order to remove multiple access interference and obtain the gains of capacity and BER. At the same time, in order to exploit the gains from precoding, the receiver must be able to efficiently detect the vector of transmitted symbols, many expensive detection schemes have been resorted to achieve the near-optimal error-rate performance. Hence, signal detection in MIMO system also plays a crucial role. The optimal algorithm in the sense of minimum joint probability of error for detecting all the symbols simultaneously is the maximum The associate editor coordinating the review of this article and approving it for publication was Guan Gui. likelihood detector [5] . It is implemented by a brute-force search over all of the possible transmitted vectors which is non-deterministic polynomial (NP)-hard and impractical for many applications. Other efficient approximate approaches such as sphere decoding (SD) [6] , semidefinite relaxation (SDR) [7] are also developed. Whether it is SD or SDR detection and the corresponding precoding schemes, they require a huge computational cost for transmission and reception processing that grows as a cubic or super-cubic function of the number of antennas, which is clearly not scalable with a large number of transmitting and receiving antennas. It is wellknown that MIMO beamforming or existing other precoding methods can only offer multiplex gain no more than the minimal number of transceiver antennas.
A. COMPRESSIVE SENSING
Compressive Sensing (CS) [8] , [9] is a novel technique that enables efficient sampling below Nyquist rate, without (or with little) sacrificing reconstruction quality. CS has widely used in modern communication in recent years due to its interesting theoretical nature and practical utility in a wide range of application, like spectrum sensing [10] and so on. It can recover the sparse signals from their projection onto a small number of random vectors. In this paper, we combine this signal processing strategy -CS into the signal multiplexing and detection scheme associated with MIMO system.
B. MACHINE LEARNING
In general, AI including DL and deep reinforcement learning (DRL) approaches, is a computation paradigm that endows machines with intelligence, aiming to teach them how to work, react, and learn like humans. The discipline of machine learning traces its origins 75 years back, when threshold logic was employed to produce a computational model for neural networks [11] . Lecun and Bengio subsequently proposed the now popular Convolutional Neural Network (CNN) architecture [12] , but progress stalled due to computing power limitations of systems available at that time. Following the recent success of Graphics Processing Units, CNNs have been employed to dramatically reduce the error rate in the Large Scale Visual Recognition Challenge. This has drawn unprecedented interest in DL and breakthroughs wide range of computer science areas.
Wireless communication and deep learning problems have been researched independently in most situations. Only recently crossovers between this two areas have emerged [13] , [14] . For example, [15] paints a comprehensive picture of the deep learning and wireless communication. Jiang et al. discuss the potential of applying machine learning to 5G network applications including massive MIMO and smart grids [16] . This work further identifies several research gaps between machine learning and 5G communication system that remain unexplored. Wang et al. [17] propose a deep learning-based method, combined with two convolutional neural networks (CNNs) trained on different datasets, to achieve higher recognition rate of modulation modes. Huang et al. [18] propose a fast beamforming design method using unsupervised learning, which trains the deep neural network (DNN) offline and provides real-time service online only with simple neural network operations. There are some works on the intelligent algorithms on wireless caching [19] - [21] , and intelligent Q-learning based algorithms to prevent the wiretap in the networks [22] - [24] . Embedding deep learning into the 5G mobile and wireless networks is well justified. In particular, data generated by mobile environments are increasingly heterogeneous, as these are usually collected from various sources, have different formats, and exhibit complex correlations [25] , [26] . This opens a new research direction toward embedding machine learning towards 5G era.
Deep learning is essentially a sub-branch of machine learning, the major benefit of deep learning over traditional machine learning is the automatic feature extraction, by which expensive hand-crafted feature engineering can be circumvented. The key aim of deep neural networks is to approximate complex functions through a composition of simple and predefined operations of units (or neurons). The operations performed are defined by a weighted combination of a specific group of hidden units with a nonlinear activation function, depending on the structure of the model. Such operations along with the output units are named ''layers''. The neural network architecture resembles the perception process in a brain, where a specific set of units are activated given the current environment, influencing the output of the neural network model.
C. OUTLINE
The motivation of our paper is to evaluate a new scheme to improve multiplexing gain. In traditional multiplexing schemes, the multiplexing gain is no more than the number of the transceiver antennas when the number of transmitting antennas equal to the number of receiving antennas, N t = N r . The main contribution of this paper is to propose a new CS-based multiplexing scheme, which offers higher multiplexing gain than the traditional multiplexing schemes.
In our CS-based scheme, the multiplexing is composed of two steps, among which a vector of modulated data is first mapped into a sparse signal vector, and then the sparse vector is compressed into a low-dimensional signal vector for transmission. On the receiving side, a two-step strategy is also proposed to detect the received signal vector. Firstly, BCS reconstruction algorithm is applied to reconstruct the sparse signal. Then, a NN model is used to demodulate the original data vector. Simulation results finally demonstrate the superiority of the scheme.
The remainder of this paper is organized as follows. The basic introduction of CS is described in Section II. The problem reformulation and CS-based multiplexing approach is analyzed in Section III. We discuss the detection scheme algorithm by DL in section IV, including the analyses of the uniqueness of the sparse solution. Experimental results are demonstrated in Section V. Finally, we conclude this paper in Section VI.
II. BRIEF REVIEW OF COMPRESSIVE SENSING
Since it is not necessary to invest a lot of power into observing the entries of a sparse signal which most of them are zero, CS can recover the original signals from their projection onto a small number of random vectors. It enables sampling below Nyquist rate without or with little sacrificing reconstruction quality, which based on exploiting the signal sparsity in some typical domains. A brief review on CS is given here.
A. UNIFORM UNCERTAINTY PRINCIPLE
Let θ = [θ 1 , θ 2 , · · · , θ m ] be a vector of finite-length, realvalued discrete signal with sparsity θ 0 = m s , where · 0 denotes the 0 -norm counting the number of nonzero items. Then θ can be transformed into a low dimensional signal, by taking n linear, nonadaptive measurement as below:
where A is the n × m measurement matrix with m s n < m, and e represents the noise vector. It has been proven that, as long as the measurement matrix A satisfies Uniform Uncertainty Principle (UUP), the successful recovery of θ VOLUME 7, 2019 from the observation y can be ensured. The definition of UUP is given as follows [9] .
Definition 1 (UUP): Let ⊂ {1, 2, · · · , m} and A be the submatrix of A consisting of the columns indexed by . The local isometry constant δ = δ (A) is the smallest number satisfying
for all coefficient vector θ . The (global) restricted isometry constant is then defined as
The matrix A is said to satisfy UUP if it has small restricted isometry constants, says δ ms (A) < 1/2. As all we know, there are many matrices which can satisfy the UUP, such as Gaussian random matrices, Bernoulli random Matrices, random partial Fourier matrices, incoherent measurements and so on [9] .
B. MINIMUM NUMBER OF MEASUREMENTS
The next problem is to determine the minimal number n of linear nonadaptive measurements that allows for stable reconstruction of the sparse signal θ that lies in a higher dimensional space. For example, a n × m random matrix with entries drawn from a standard Gaussian distribution will have small restricted isometry constant with overwhelming probability as long as
where
C. SIGNAL RECONSTRUCTION METHODS
Since the matrix A is a rectangular matrix and the measurements are likely to be contaminated by noise, how to solve this underdetermined equation becomes a main problem. The theory of CS proves that, as long as the signal vector θ is sparse and the matrix A meets UUP condition, the estimation of θ can be achieved by the following 0 -minimization problem:
where ξ is the expected noise and · 2 is the standard Euclidean norm. There are several types of algorithm to solve the equation above. The 1st one is based on greedy algorithm, such as Matching Pursuit (MP) [27] , and Orthogonal Matching Pursuit (OMP) algorithm [28] , etc. This kind of algorithm works iteratively by picking the atoms in a greedy way.
The 2nd approach is the Basis Pursuit (BP) algorithm which replaces 0 -norm by convex 1 -norm:
where θ 1 = m i |θ i | is the 1 -norm. Since there are conditions guaranteeing an equivalence between 0 -and 1 -norm, lots of improved versions have been presented, like 1 -magic algorithm [29] , weighting 1 -norm [30] .
The 3rd kind of algorithm is Bayesian-based scheme. In the Bayesian framework, model parameters of signal and noise are all treated as random variables. Bayesian Compressive Sensing (BCS) scheme estimates all parameters solely from the observation values, and also provides a fast reconstruction algorithm [31] .
Besides the three popular algorithms above, more other reconstruction methods are summarized in [32] .
III. CS-BASED MULTIPLEXING APPROACH
The general classic communication MIMO system architecture is constructed as a block structure as shown in the top half of Fig. 1 . Assume the system is equipped with N t transmitting and N r receiving antennas, respectively. The input symbols are modulated according to a given constellation set S. Then each group of N t modulated data will be transmitted simultaneously through N t transmitting antennas. At the receiver, channel estimation helps detection algorithms detect the signal vector. Finally, demodulation module can reconstruct the input symbols. These signal processing blocks are optimized individually to achieve reliable communication between the source and target destination.
In a flat fading MIMO channel, the traditional received signal can be modeled as: y = Hx + e, where x = [x 1 , x 2 , · · · , x l ] is the vector of modulated symbols, H is a N r × N t channel matrix, y is the received signal and e is the additive white Gaussian noise (AWGN) with zero-mean and covariance σ 2 I N r . The length of transmitted symbols is given by l = min{N t , N r }. That is to say, the N t ×N r MIMO pair can transmit at most l symbols at the same time. The traditional precoding technology find the appropriate precoding matrix in order to eliminate interference in advance. Our question is, can we transmit more symbols with the same MIMO setup?
To this end, we propose a CS-based multiplexing and detection method. As illustrated in the bottom half of Fig. 1 , instead of transmitting signals over the N t transmitter antenna directly, the modulated symbol vector x is first mapped into a sparse signal vector through sparsity module, and then the sparse vector is compressed by multiplying a measurement matrix, which the number of rows is less than the number of columns, in multiplexing module. At the receiver, our proposed detection algorithm recovers the vector of modulated symbols, and is described in Sect. IV.
A. SPARSE MAPPING OF SYMBOL VECTOR
The complete signal flow of our proposed CS-DL-based multiplexing and detection scheme is shown in Fig. 2 . The premise of CS is that the signal must be sparse, we need to map the signal x l×1 into a sparse vector in the sparsity module. In many signal and image processing applications, in order to substantially decreases the processing cost, it is desirable to find a representation basis which can represent the original data into a more compact and convenient form. However, how to select the appropriate basis, which is used to represent the x sparsely, is a crucial problem. The existing researches on this topic can be divided to two main categories: analytic-based studies [33] and learning-based studies [34] . Generally, the analytic-based dictionaries are appropriate for the signals with certain regularity, and learning-based dictionaries are hard to guarantee the sparse representation for arbitrary class of signals.
In this paper, we resort to a special redundant dictionary D. This dictionary D considers all possibilities of the vector of modulated symbols x. For example, as shown in Fig. 3 , the signal x = [+1, +1, −1] is made up of ±1. Obviously, the signal x is not sparse. Due to the fact that D is the redundant dictionary which considers all possibilities of a three-dimensional signal constituted by ±1, then the dictionary D with size of 3 × 8 is obtained. We choose the atom (every column of the dictionary is called an atom) d i which has the largest inner product with the signal x. The corresponding index position i of sparse vector θ is denoted as 1, and all other remaining positions are 0.
The redundant dictionary can transform a data vector x l×1 into a sparse signal vector θ m×1 . As shown in Fig. 2 , the sparse signal vector θ m×1 is then compressed into a lowdimensional signal vector z N t ×1 (N t < l), which is then transmitted by MIMO. It should be noted that the used redundant dictionary which consider all possibilities of the input signal can guarantee that the sparsity of θ is 1. If we use other kinds of dictionaries, the sparsity of 1 may not be satisfied, the original signal may require multiple atoms to be described more accurately.
B. CS-BASED MULTIPLEXING AND TRANSMISSION
As shown in Fig. 1 , the sparse signal θ is compressed through multiplexing module as follows:
The multiplexing matrix can be regarded as a special precoding matrix, the difference is that we need NO CSI. VOLUME 7, 2019 All matrices which satisfy the UUP can be selected as the multiplexing matrix. Here, is a N t ×m multiplexing matrix, z is the compressed vector with length N t . Here N t = ρ ·l, and ρ ∈ [0, 1] is defined as compression ratio, which can be used to measure how many antennas can be reduced. According to the principles of CS, the Gaussian matrix which satisfy the UUP with order m s can be chosen as multiplexing matrix as we do in this paper. The channel model is shown as follows:
Since H is a N r × N t channel matrix, with the CS signal reconstruction scheme, l symbols can be detected from only N r (N r = N t ) receiving antennas. The design of the communication systems significantly depends on practical channel conditions or is based on channel models that characterize real environments implicitly for mathematical convenience. These models struggle in complex scenarios with many imperfections and nonlinearities [35] , although they may capture some features in conventional channels. For example, the increased number of antennas in massive MIMO systems has changed channel properties [36] , and the corresponding channel models remain unknown. We assume that the channel follows the random Gaussian distribution for the sake of simplification.
It is noted that, via the MIMO channel above, the original symbol vector with length l can be transmitted by N t transceiver antennas, where N t < l. So, in our scheme, higher multiplexing gain is offered than traditional precoding methods.
IV. SIGNAL DETECTION SCHEME
In this section, we discuss the signal reconstruction at the receiver.
A. FEASIBILITY OF NEW SCHEME
It is interesting to find the similarity between (1) and (8), which both try to reconstruct sparse vector from less measurement y. Based on this similarity, we resort to the theory of CS to reconstruct the signal in MIMO system. At the receiver, the decoder can reconstruct the sparse signal θ according to H, and the received data y. Expressed in a different way, we can collect partial information about θ via (8) . As emphasized in section II, the measurement matrix of CS can be selected as Gaussian matrix which satisfy UUP with overwhelming probability. The entries of channel matrix H are also drawn from a standard Gaussian distribution. The matrix H can be demonstrated to satisfy UUP with the following lemma:
Lemma 1 (Theorem 2.2 in [37] ): Given two independent Gaussian densities x 1 , x 2 associated with the variable x with x = x 1 · x 2 , i.e., N (x|χ 1 , 1 ), and N (x|χ 2 , 2 ) where χ i and i (i = 1, 2) stand for the associated expectation and precision, respectively. Then the joint density of x is also a Gaussian distribution (supposed as N (x|χ 3 , 3 ) ), namely, N (x|χ 1 , 1 )N (x|χ 2 , 2 ) = N (x|χ 3 , 3 ) , (9) where the associated expectation and precision are given by χ 3 = −1 3 ( 1 χ 1 + 2 χ 2 ) and 3 = 1 + 2 . Based on this model, We can obtain the conclusion that new matrix A = H in (8) is still a Gaussian matrix which satisfies UUP, so we can transform Eq. (8) into a standard CS signal reconstruction problem, like Eq. (1).
B. RECONSTRUCTION OF SPARSE SIGNAL
As shown in Fig. 2 of our manuscript, to recover the transmitted signal vector, our detection scheme is composed of two steps, which are 1) reconstruction of sparse signal vector and 2) demodulation of sparse signal vector.
For the first step, lots of reconstruction algorithms could be used to solve Eq. (5), as discussed in Sect. II-C. Table 1 compares the three algorithms for reconstructing sparse signal vector. It shows that the BCS algorithm has the best balance between sparsity, speed and anti-noise. So in this paper, we use BCS algorithm to reconstruct the sparse signalθ . Once the estimationθ is found, we demodulate the sparse vector to recover the original symbol vector.
C. DEMODULATION BY DEEP LEARNING
When the original data vector x l×1 and the sparse signal vector θ m×1 can be mapped into a linear relationship,x can be easily reconstructed from the sparse signalθ by applying traditional demodulation scheme, like ML etc.. Such as in this paper, our chosen sparse mode seeks to represent a data vector as a linear combination of a small number of atoms from the redundant dictionary, which is given by x = Dθ .
Despite the success of such a linear model, it may not be as optimal as nonlinear measurements. Ref [38] tackles the issue in the context of continuous dictionaries by posing nonlinear sparse recovery as a sparse function program (SFP). SFPs are variational problems that seek sparsest functions, i.e., functions with minimum support measure. Ref [39] demonstrates nonlinear features extracted by deep neural network have better results in the task of dictionary learning. This work uses the deep neural network to convey raw samples to feature space, learns a nonlinear dictionary and develops the corresponding optimization algorithm.
The main trend now is to model the relationship between the input data vector and the sparse signal vector as nonlinear, in such situations we can't obtain D distinctly anymore. So resorting to the neural network is a good solution to recover x, especially in the more general situation when the relationship between x and θ is nonlinear. So in the second step, NN model is trained from a large number of samples to reconstruct the original data vector. This is the main motivation to solve the demodulation problem with artificial intelligence algorithm.
In mathematical terms, the architecture of deep neural networks is usually differentiable, therefore the weights of the model can be learned by minimizing a loss function using gradient descent methods through back-propagation, following the fundamental chain rule [25] . Fig. 4 gives the illustration of a Neural Network (NN) with m input neurons, l output neurons, q hidden neurons. The threshold of h-th hidden neuron is γ h , the threshold of j-th output neuron is κ j , the weight between the i input neuron and h hidden neuron is denoted as v ih , the weight between the h-th hidden neuron and j-th output neuron is denoted as w hj , the received input of the h-th hidden neuron can be denoted as
The output of the h-th hidden neuron is
σ (·) is the activation function, aiming at improving the nonlinearity and representability of the model. Here we use the commonly used activation function sigmoid as follows:
The received input of the j-th output neuron can be denoted as
where b h is the output of the h-th hidden neuron. For the training set (
where k denotes k-th pair of training set. Assume the output of NN isx
, so the MSE (mean square error) of this NN over the training set is
where 1/2 is the sake of the derivation. The weight can be adjusted as v ← v + v. By the gradient descent method, the negative gradient direction of the objective is adopted for the weight. Given the learning rate η,
The learning rate controls the updating step in each iteration. It tends to oscillate if it is large; and while it is small, the convergence will be too slow. In our paper, we set η = 0.1 by experiences.
The activation function-sigmoid function has a nice property:
Because ∂β j ∂w hj = b h , and
We let
And let
The last step is from (16) , then the updating formulas are shown as follows:
In forward propagation, a input is first processed by a convolutional layer, then output until the result is produced. During backward propagation, one computes the gradient of the loss function (14) over the weight of the last hidden layer, and updates the weight. The process is repeated and eventually the gradient descent will lead to a set weight that minimizes the (14) or meet certain conditions. NN model is trained by a large number of samples. The input is the sparse vectorθ and the output is the original signal which are from constellation set. This process is completed offline. We describe the details of the NN algorithm in Algorithm 1.
The whole detection scheme utilizes two steps to recover the original data vector x l×1 . During the 1st step, the BCS reconstruction algorithm is applied to reconstruct the sparse signalθ m×1 . During the 2nd step, the data vectorx l×1 is demodulated from the estimated sparse signal vectorθ m×1 . As shown in Fig. 2 , once we estimateθ by BCS, we then restore the original signal x l×1 through the neural network. A complete algorithm process is shown in Algorithm 2. Note that the neural network is trained by deep learning completely offline. So the computational complexity consists of BCS reconstruction and NN demodulation. Since the BCS algorithm is fast and NN model is determined offline, the computational complexity of the whole process is still low, and the computation is quite fast which is proved in our simulation.
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, the performance of the CS-based MIMO multilplexing and DL-based detection scheme will be demonstrated by computer simulations for some typical transmission scenarios. The entries of the MIMO channel are assumed independent and identically distributed, zero-mean, complex random variables, which indicates no correlation between antennas. We assume an uncorrelated block fading channel,
Algorithm 1
The NN Training Algorithm 1: Input: the training set (θ k , x k ) and the learning rate η.
2: Repeat:
Compute the outputx k ; 4: Compute the gradient of output neuron as (18); 5: Compute the gradient of hidden neuron as (19); 6: Update the v ih according to (20) ; 7: Update the threshold γ h according to (21); 8: Update the threshold κ j according to (22) ; 9: Update w hj according to (23); 10: Until the stop condition 11: Terminal: Output weights and threshold value of the NN.
Algorithm 2 The Multiplexing and Detection Algorithm
Input: the transmitted signal x, channel matrix H, the multiplexing matrix . which means that the channel is static during each symbol duration and there is no correlation between antennas. We also assume that the channel estimation is perfect at the receiver. For each setting, we run 50000 Monte Carlo simulations in to estimate the average probability of symbol/bit error. The SNR is defined as
where E s is the mean symbol energy of the constellation, the entry of noise vector is modeled as i.i. d CN (0, N o ) . For comparison, we also demonstrate several other MIMO precoding and detection approaches, namely (1) the ZF precoding and detector, (2) SDR detector realized by convex optimization toolbox [7] . In our CS-DL-based scheme, the detection algorithm is composed of BCS and NN, and the input symbols are chosen from either Binary Phase Shift Keying (BPSK) constellation set S = {+1, −1} or 16-order Quadrature Amplitude Modulation (16-QAM). Since 16-QAM is exactly a superposition of two independent and orthogonal 4-order Amplitude Shift Keying (4-ASK) signals. For simplicity, the performance of 16-QAM is represented by the performance of a real 4-ASK signal with constellation set S = {±1, ±3}.
A. SIMPLIFIED SEGMENT METHOD
In massive MIMO communication system there usually have a great number of antennas, if we consider the over-complete dictionary running all the possibilities of signal from the constellation set, the size of atom vector in dictionary D will be very large, and bring large calculation burden. For example, as shown in Fig. 2 , if l = 20 and BPSK modulation, then correspondingly m = 2 20 ≈ 10 6 makes θ m×1 very long and also complicates the construction of .
To reduce the computational complex problem mentioned above, we propose a simplified segment implemention of the CS-based multiplexing and detection scheme. As shown in Fig. 5 , for the transmitted symbol vector x with length l, we divide it into l/l equal-size groups,
For each x j ∈ R l ×1 , j ∈ {1, 2, · · · , l/l }, we represent it sparsely through a redundant dictionary D j with size m = S l 0 . For example, consider a MIMO system with the transmitting antennas N t = 12 and the receiving antennas N r = 12 for BPSK modulation. Suppose the size of original symbol vector is l = 20. We divide it into l/l = 4 groups, that is to say, l = 5 and x 1 , x 2 , x 3 , x 4 ∈ R 5×1 . D j runs through all of the available values from the constellation set S = {1, −1} randomly as the the redundant dictionary, and has the size of 2 5 . And as shown in Fig. 5 , we have now m = 2 5 = 128 rather than the big m ≈ 10 6 as shown in Fig. 2 . Through this method, we can get the training dataset (θ 32×1 , x 5×1 ). In our simulation, we set the number of samples is 1000. The NN is trained by back propagation (BP) algorithm [25] , and the activation function is shown in (12) . ∈ R 3×32 is the aforementioned multiplexing and precoding matrix which can reduce the dimension of θ . By cascading z j into one column vector z, the signal can be transmitted through MIMO channel. The compression ratio is ρ = 12/20 = 0.6. At the receiver, we still can reconstruct signal by groups as shown in Fig. 5 .
As for 16-QAM/4-ASK modulation, we consider a MIMO system with the transmitting antennas N t = 15 and the receiving antennas N r = 15. Suppose the size of original symbol vector is l = 20. We divide it into l/l = 5 groups, that is to say, l = 4 and x 1 , x 2 , x 3 , x 4 , x 5 ∈ R 4×1 . D j runs through all of the available values from the 4-ASK constellation set S = {±1, ±3} randomly as the the redundant dictionary, and has the size of 4 4 . Through this method, we can get the training dataset (θ 256×1 , x 4×1 ). The number of samples remains unchanged. ∈ R 3×256 is the aforementioned multiplexing and precoding matrix which can reduce the dimension of Another system with different compression ratio ρ = 0.375, 0.5, 0.625, 0.75 is also considered. The original symbol vector has l = 40. For example, when ρ = 0.5, we consider the transmitting antennas N t = 20 and the receiving antennas N r = 20. Similarly, we divide symbol vectors into four blocks, that is to say, x 1 , x 2 , x 3 , x 4 ∈ R 8×1 . Fig. 7 shows BER versus SNR performance. We have similar observation. As SNR is larger than 25dB, CS-(40ρ, 40ρ) * 40 has similar or better performance as ZF-(40, 40) * 40. Fig. 8 shows the BER of the proposed multiplexing approach versus SNR for the MIMO system using 16-QAM/4-ASK when the input symbol vector x l×1 has l = 20. Two compression ratios ρ = 0.5, 0.75 are considered. When ρ = 0.75, the transeiver antenna number is N t = N r = 15; When ρ = 0.5, N t = N r = 10. As shown in Fig. 2 , each symbol vector is divided into five blocks, i.e., x 1 , x 2 , x 3 , x 4 , x 5 ∈ R 4×1 . Fig. 8 shows ZF-(20, 20) * 20 has the best performance. Although the order of modulation is high, the BER performance of 16-QAM/4-ASK is not as good as BPSK. As for CS-based modulation, when the number of transeiver antennas increases, the performance of our scheme is getting better. It is clear that the performance of CS-(15, 15) * 20 is asymptotically approaching to ZF-(20, 20) * 20.
Another system with l = 40 for 16-QAM/4-ASK is also considered in Fig. 9 . Three compression ratios ρ = 0.4, 0.6, 0.8 correspond to N t = N r = 16, 24, 32 respectively. Each symbol vector is divided into eight blocks equally, i.e., x 1 , x 2 , · · · , x 8 ∈ R 5×1 . Fig. 9 shows that the performance of CS-(40ρ, 40ρ) * 40 approaches that of ZF-(40, 40) * 40 asymptotically. As SNR is as large as 25dB, CS-(40ρ, 40ρ) * 40 has almost the same performance as ZF-(40, 40) * 40.
All simulation results above demonstrate that the proposed CS-based multiplexing scheme can achieve higher multiplexing gain than traditional methods while reserving good BER performance.
VI. CONCLUSION
The proposed CS-based signal multiplexing and detection approach can reduce the number of transmitting and receiving antennas when transmitting the same data as the traditional approaches, while obtaining a similar BER performance. And the signal can be reconstructed by CS reconstruction algorithm and NN model. Under the condition of compressed transmission, the uniqueness of the sparsest solutions analyzed. The simulation results demonstrate that our scheme can provide a competitive BER.
On forward, there are many problems should be solved, such as the achieved BER, multiplexing gain and diversity gain should be analyzed. In communication system and image processing field, the hottest problem is how to represent a signal sparsely. We only consider the redundant dictionary which is the set of all possible transmitted signals in this paper, however, we conjecture that it is possible to find a better dictionary with better performance. DL may offer a bright alternative to train the signal sparsely. More efficient DL algorithms should be trained to generate sparse model. In the future works, we will consider some other wireless transmission schemes such as wireless caching [40] , [41] and physical-layer secure transmission schemes [42] to further enhance the system performance for the considered systems. 
