Complex functions have multiple uses in various fields of study, so analyze their characteristics it is of extensive interest to other sciences. This work begins with a particular class of rational functions of a complex variable; over this is deduced two elementals properties concerning the residues and is proposed one results which establishes one lower bound for the p-norm of the residues vector.
Choice of Theme
Consider the class of complex rational functions: Be the subclass of functions of (1):
Here, | | < 1 and ≠ 0. The pole of is = 0 1 and in such a case, the residue at the pole is calculated by: The form 4 is called the Laurent series (Churchill & Brown, 1992) .
On the other hand, if is an analytic function in | − J | < 2, it is said that has in J a zero of order U if = − J V W , where W is analytic in J and W J ≠
0.
Consider now a function that is analytic in an neighborhood of J , except possibly in the same J . This is, is analytical in the region 0 < | − J | < 2.
The point J is called an isolated singularity of . If lim 5→5 X = ∞, it is said that the point J is a pole v of (Ahlfors, 2013) . The coefficient ; < that multiplies − J < in the development given in 4 for , that is obtained from 5 making * = −1, it's called residue of in J :
; < = 234
In practice, (6) is calculated according to the order of the poles of the function.
In particular, if has a simple pole vi in J , then
If @ is a closed curve regular to pieces whose graph does not contain J , then where * @, J is defined by 7 (Ahlfors, 2013) . When * @, J = 1, the most frequent form of use is obtained:
In Complex Analysis, (9) and (10), they are known as the Cauchy integral formula.
On the other hand, the set ℂ = ℝ + Cℝ is the *-dimensional complex vector space that consists of all vectors _ =`+ Ca, where `, a ∈ ℝ and C is the usual imaginary unit that satisfies C = −1 (Scheidemann, 2005) . The points or vectors of ℂ can be written in the form _ = , … , =`+ Ca = B + CD , … , B + CD viii . Let b ∈ ℕ be a natural number ≥ 1. The following expressions define norms ix in ℂ :
, " , 11
‖_‖ L it is called maximum norm (or infinity) and ‖_‖ h is the b −norm (Scheidemann, 2005) . It can be proven that ‖_‖ L = lim h→L ‖_‖ h that for every
Justification of the study
Taking into account function (1) with the conditions (I) and (II), the subclass of functions where the denominator is of degree * = 2 satisfy the following result:
In effect, the function has two poles that depend on the coefficients and :
In this case, 
Consequently,
,; < , , > 1 | + 1| .
Similarly, it can be studied for −1 < < 0.
From (15):
Adding each residue squared:
Taking square root on both sides of the inequality:
Since o ; < + ; < = ‖v <w ‖ , where v <w = ; < , ; < , that is, the vector whose components are the residuals of function (14) at the poles and , is obtained:
The above shows that the norm of the residues vector of function (14) has a lower bound. Furthermore, ,; < , + ,; < , > + and from (12):
On the other hand, if ,; < " , > for ' = 1,2, then max
Therefore, the need to study which general properties meet the residuals of the class of functions (1) for a denominator with degree * is justified. In particular, the b-norm of the residues vector is analyzed for the function defined in (1) with conditions (I) and (II).
Limitations
Suppose we consider the function:
which satisfies (14) as a particular form of (1). In such a case, the residue vector is:
Calculating the norms it is observed that they are not fulfilled (17), (18) and (19):
It is clear that does not verify the condition (I), since
Nor is condition (II) fulfilled. In effect, calculating the poles of the function:
it is immediate that | | < 1 and | | < 1.
The results studied here have implications for the functions of form (1) that strictly satisfy conditions (I) and (II). They do not extend to these functions when they do not verify (I) and/or (II) nor to other complex functions.
Scope of Work
Consider an autoregressive model of order 4, {2 4 , with equation:
where { | is a white noise process with zero mean and constant variance, •{ | €~CCP 0, ‚ , the parameters } , } , … , }~ are the coefficients of the model and is a constant such that the mean ƒ of the model is:
The equation (20) can be written (Shumway & Stoffer, 2011) :
Doing " | = D | − results:
Using the operator, … † " | = " |< † with P ∈ ℤˆ :
Here ‰~ … = 1 − } … − } … − ⋯ − }~…~ is the autoregressive polynomial of order 4, which can be written in terms of the complex variable :
From (22) the complex operator of the model is obtained:
The process described by equation (20) is stationary when the roots of the equation 1 − } − } − ⋯ − }~ ~= 0 are outside the unit circle (Wei, 2006) .
For this to happen and the process to be stationary on average, of (21), it is sufficient that |}~| + ⋯ + |} | < 1. If in addition it is added as a condition that the roots of (23) (17), (18) and (19).
Objectives
As shown in (3) and (15), subclasses (2) and (14) of the general form (1), which satisfy (I) and (II), have residues with vector properties of interest.
Specifically, it is shown that the remainder of subclass (2) is such that ,; < , > 1 while the residues vector of subclass (14) verify (17), (18) and (19). We are looking, therefore, for a generalization that considers the norms of the residues vector of these complex functions for any degree of the denominator polynomial. In addition, it is important to show that these results are fulfilled in autoregressive models that are obtained as an explanation of the behavior of time series from real data.
Hypothesis
In the previous paragraphs it is shown that the complex functions considered here have associated residues vectors whose norms satisfy certain conditions for two particular cases. It is of interest, therefore, to formulate a conjecture that considers general orders for the residues vector norm. From the properties that meet the residuals of subclasses (2) and (14) of the complex functions of class (1) with conditions (I) and (II), the following result is proposed:
The vector v <w = ; < , ; < , … , ; < , where ; < " for ' = 1, … , * are the residuals at the poles " , of the function defined in (1) with conditions (I) and (II), satisfies the following inequalities:
and ‖v <w ‖ L > 1 * .
Material and methods
As previously indicated, the study focuses on the properties that verify the vector norms whose elements are the residues of complex functions that satisfy the definition (1) 
Results

Let be defined in (1) with conditions (I) and (II).
Suppose that Ω is a simply connected domain xi and that @ is a simple closed ,W " , = -1
Since xiii | | < 1, results:
The previous inequality is true for any in the domain of W " , in particular for " .
Therefore,
Raising to an exponent b ∈ ℕ:
Adding both sides for ' = 1, … , *: 
What is (25) 
Application
The complex functions of form (1) The operator (24) results:
This is subclass (2) of (1), where conditions (I) and (II) are satisfied. In such a case, = 0,599419 = } :
Clearly, the autoregressive process is stationary and is fulfilled (3).
Another example is the time series corresponding to the Consumer Price Index, IPC, in Greater Buenos Aires. Specifically, the percentage variation of the index with respect to the previous month, in the period from January 1993 to December 2006, is taken. In this case, an autoregressive model of order 4 = 2 is estimated:
The following graph shows the observed variable and the one estimated by the model:
In this case, the associated complex operator is
The function corresponds to the form (14) The residues vector is:
The norms verify (29) and (30): 
Conclusions
The first properties for the residuals of the complex functions (1) with the conditions (I) and (II), show for the subclass (2) that they are outside a circle of radius 1, while for (14) they remain outside a circle of radius . In addition, the results (25) and (30), establish that the norms of the vector of residues of these complex rational functions have a lower bound that depends on the degree * of the denominating polynomial and of the order b of the norm that is considered:
The 2-norm and the infinite norm, when combined with (13), show another result to be considered:
That is, both standards have a higher level.
As shown in the discussion of the previous section, the complex functions (1) when they are fulfilled (I) and (II) have direct applicability over the autoregressive processes. In particular, they model the complex operator of a stationary process on average. Although in practice, the most frequent cases are {2 1 and {2 2 processes, the results (25) and (30) establish very general conditions on these processes whatever their order of autoregressivity,
showing an alternative to study the stationarity of them. In other words, whenever a stationary autoregressive process has a complex operator that meets the conditions (I) and (II) of the rational class of complex functions of the form (1), will be met (25) and (30).
What is exposed in this paper points to an important connection between autoregressive processes and a certain class of complex rational functions. We will continue to investigate relationships that allow knowing alternative properties to those already known.
iii A set is open if it does not contain any of its border points.
iv The class of analytic functions consists of the complex functions of a complex variable that have a derivative wherever the function is defined. With the same meaning, the term holomorphic function is used (Ahlfors, 2013) .
v If in 6 , ; < ≠ 0 for some * but ; <V = 0 for all U > *, the point J it is called pole of order *. A pole of order 1 is usually called simple pole (Apostol, 2009 ).
vi For poles of order * see, among others, (Zill & Shanahan, 2009 ).
vii Region of the complex plane defined by | − E| < 2.
viii Fort he vectors _ and µ in ℂ the Euclidean norm and the internal product, respectively, are defined and used (Korevar & Wiegerinck, 2017) : ‖_‖ = | | + ⋯ + | | 1 p E*P _, µ = 〈_, µ · 〉 = " · + ⋯ + " · . Clearly, the Euclidean norm is a particular case of (12) when b = 2.
ix ℂ with the internal product (11) is a complex Hilbert space and the mapping ℝ × ℝ → ℂ , B, D → B + CD is an isometry. Thus, all metrics and topological notions in these spaces coincide. All rules define some topology in ℂ .
x The aforementioned bibliography can be consulted on this methodology. xi A simply connected domain is a domain such that every simple closed contour within it encloses only points of it. When it is not simply connected it will be called multiplely connected (Churchill & Brown, 1992) .
