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Zusammenfassung
Diese Arbeit befasst sich mit drei verschiedenen Aspekten der Quantendynamik kalter,
isolierter molekularer Systeme.
Im ersten Teil wird Effizienz von Resonator gestütztem Seitenbandkühlen theoretisch
untersucht. Infrarotübergänge zwischen zwei Ro-vibronischen Zuständen werden dabei
als geschlossenes Zwei-Niveausystem verwendet. Es wird angenommen, dass die Mo-
leküle entsprechend ihrer Ladung, in einer Ionenfalle oder einem optischen Potenzial
gefangen sind. Die Falle ist einem optischen Resonator hoher Güte positioniert, der die
Spontanemission verstärkt. Unter der Annahme realistischer Parameter wird der Kühl-
vorgang für zwei repräsentative Beispiele, COS und MgH+, simuliert. Es wird gezeigt,
dass es mit einem derartigen Aufbau möglich ist, Moleküle in den Grundzustand der
Falle zu kühlen.
Im zweiten Teil dieser Dissertation wird die Femtosekundenspektroskopie einzelner
gefangener MgH+-Ionen untersucht. Die Moleküle sind in einem Coulomb-Kristall aus
einigen Millikelvin kalten Mg+ Ionen eingebettet. Es wird die gezielte Fokusierung
von Femtosekunden Ultravioletten Laserpulsen auf einzelne Moleküle demonstriert und
die induzierten molekularen Prozesse untersucht. Die Simulation der Wellenpaketbe-
wegung der Kerne und die Dissoziation der Verbindung wurden verwendet, um das
experimentelle Parameterregime vorherzusagen und gegen die Laborergebnisse zu ver-
gleichen. Für diesen Zweck wurde ein Multiskalen-Modell entwickelt, dass die Wellen-
paketbewegung der Kerne und die in der Realität auftretende vibrationelle Erwärmung
auf einer Millisekunden Zeitskala berücksichtigt.
Im dritten Teil wird die SN2 Reaktion von Methyliodid und Chlorid in Gasphase un-
tersucht. Motiviert wird die Fragestellung durch die experimentellen Ergebnisse von
Roland Wester und seinen Kollegen [Mikosch et al., Science 319, 183 (2008)]. Die
Kollision der Reaktionspartner wird mit der zeitabhängigen Schrödingergleichung si-
muliert, die auf ab initio Potenzialflächen gelöst wird. Es kann ein Satz von reaktiven
Koordinaten identifiziert werden, der die grundlegenden Effekte der kollinearen Stoßre-
aktion gut reproduziert. Die internen, reaktiven Koordinaten werden in ein Reaktions-
pfad basiertes Modell transformiert, dass eine effiziente Beschreibung der Kerndynamik
ermöglicht. Der Energietransfer während des Stoßes wird analysiert und mit experimen-
tellen Befunden verglichen. Aus den daraus gewonnenen Erkenntnissen kann das Kon-
zept einer dynamischen Barriere abgeleitet werden. Des weiteren kann der Einfluss der
symmetrischen CH3-Biegeschwingung auf die Reaktion aufgeklärt werden.
Abstract
The thesis involves three different aspects of quantum dynamics in cold and isolated
molecular systems that are investigated theoretically with methods ranging from wave-
packet dynamics to density matrix propagation.
In the first part the efficiency of cavity sideband cooling of trapped molecules is
theoretically investigated for the case in which the infrared transition between two ro-
vibrational states is used as a cycling transition. The molecules are assumed to be trap-
ped either by a radio frequency or optical trapping potential, depending on whether they
are charged or neutral, and confined inside a high-finesse optical resonator that enhan-
ces radiative emission into the cavity mode. Using realistic experimental parameters and
Carbonyl sulfide as a molecular representative, we show that in this setup, cooling to the
trap ground state is feasible.
The second part investigates femtosecond pump-probe spectroscopy of single MgH+
ions confined in an ion trap. The molecular ions are embedded in a coulomb crystal
of atomic magnesium ions which are laser cooled to a few millikelvin. Single mole-
cules are addressed by femtosecond ultraviolet laserpulses and the induced molecular
processes are investigated. The simulations of the wave packet motion and dissociation
behavior were used to predict the experimental parameter regime and are compared di-
rectly to the laboratory results. For this purpose a multiscale model is developed which
involves the wave packet motion as well as the problem of vibrational heating occurring
on a millisecond time scale under laboratory conditions.
The third part investigates the gas phase SN2 collision reaction of chloride and me-
thyl iodine. Motivated by the experimental results of Roland Wester and co-workers
[Mikosch et al., Science 319, 183 (2008)], remaining questions were addressed. The
collision reaction is simulated by solving the time dependent Schrödinger equation on
ab initio potential energy surfaces. With the chosen reactive coordinates it is possible to
reproduce the basic features of the immediate collision reaction. The internal molecular
coordinates are transformed into reaction path based model which allows for an effici-
ent numerical description of the nuclear dynamics. The energy transfer in the system
is investigated and compared to the experimental results. From the new insight into the
process, an intuitive concept of a dynamical barrier can be derived. Moreover the role
of the spectator mode can be clarified.
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Einleitung
Die Quantenmechanik ist ein faszinierendes Arbeitsgebiet, das uns tiefe Einblicke in
die mikroskopische Welt bietet. Viele Gesetze, die in der makroskopischen Welt gelten
und uns aus alltäglichen Erfahrungen heraus vertraut sind, werden im Kleinen jedoch
von den Regeln der Quantenmechanik dominiert. Das Interessante und Herausfordernde
an dieser Domäne der Physik sind die kontraintuitiven Ergebnisse, die oftmals unserem
„klassischen Denken“ widersprechen. Während die Anfänge der Quantenmechanik be-
reits ein ganzes Jahrhundert zurückliegen und die Theorie inzwischen als gut verstanden
bezeichnet werden kann, so konnten einige Vorhersagen erst in den letzten 20 bis 30
Jahren experimentell überprüft werden. Auch wenn die Quantenmechanik und die aus
ihr hervorgegangenen Entwicklungen längst Einzug in unseren Alltag gefunden haben,
so bietet sie trotz allem noch Phänomene, die sich nur in Temperaturbereichen abspie-
len, die unter natürlichen Bedingungen nicht vorzufinden sind. Ein populäres Beispiel
für einen solchen lang vorhergesagten, aber spät bewiesenen Tieftemperatur Effekt ist
das Bose-Einstein-Kondensat [1]. Die Quantennatur der Teilchen wird in einem solchen
System, in dem sich die Teilchen alle im selben Zustand befinden, zu einem makrosko-
pisch beobachtbaren Effekt. Die Präparation solcher Zustände stellt immer noch eine
technische Herausforderung dar. In der Atomphysik sind die notwendigen Entwicklun-
gen bereits sehr weit fortgeschritten und ermöglichen inzwischen auch die Herstellung
kalter Fermionengase [2]. Die Präparation kalter und ultrakalter Moleküle ist hingegen
noch ein sehr junges Arbeitsgebiet. Aufgrund der zusätzlichen Rotations- und Schwin-
gungsfreiheitsgrade wird erwartet, dass Moleküle eine noch größere Vielfalt an Effekten
zu bieten haben. Unter den optimalen Bedingungen, die eine solche von der Umgebung
isolierte Probe bietet, werden neuartige Präzisionsmessungen möglich. Hier ist zu er-
warten, dass sich noch einige weitere theoretisch vorhergesagte Effekte, wie z. B. neu-
artige Quantenphasen dipolarer Moleküle, beobachten lassen [3].
Der erste Abschnitt dieser Arbeit leistet einen Beitrag zur Präparation kalter Molekü-
le. Hier werden die Möglichkeiten zum Resonator gestützten Seitenbandkühlen in einer
harmonischen Falle untersucht. Die Problematik, die bei der Laserkühlung von mole-
kularen Systemen zwangsläufig auftritt, ist, dass die bekannten Ansätze sich auf einen
geschlossenen Übergang verlassen. Aufgrund der Franck-Condon Faktoren stehen der
Spontanemission eine Vielzahl von möglichen Zerfallskanälen offen. Das Problem wird
umgangen, indem hier ein Infrarotübergang verwendet wird, der lediglich in verschiede-
ne Rotationszustände zerfallen kann. Die Effizienz der Seitenbandkühlung wird durch
einen Resonator hoher Güte weiter gesteigert. Das Schema wird für zwei Verbindungen
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simuliert, um der Frage nach der Machbarkeit von Grundzustandskühlen von Molekülen
nachzugehen.
In Ionenfallen ist es möglich MgH+-Ionen mittels sympathetischer Kühlung auf we-
nige Millikelvin zu bringen [4]. Unter diesen Umständen findet man Moleküle vor, de-
ren interne Freiheitsgrade nahezu vollständig von Umgebungseinflüssen abgeschirmt
sind [5]. Zudem sind die Ionen innerhalb weniger Mikrometer lokalisiert und können
über Zeiträume mehrerer Stunden betrachtet werden. Diese Systeme bieten einen Aus-
gangspunkt für Experimente unter idealen Bedingungen, wie sie weder in kondensier-
ter Materie, noch in Molekularstrahlen vorzufinden sind. Im zweiten Teil dieser Arbeit
wird die erstmalige Kombination von Femtosekunden Spektroskopie an Einzelionen de-
monstriert [6, 7]. Die Motivation für diese Untersuchung hat ihren Ursprung in der Ko-
operation innerhalb der Exzellenzinitiative „Munich Centre for Advanced Photonics“
(MAP) mit der experimentell arbeitenden Gruppe von Tobias Schätz, die dieses ein-
zigartige Modellexperiment in die Tat umgesetzt hat. Es wird die gezielte Fokusierung
von Femtosekunden Laserpulsen auf einzelne Moleküle demonstriert und die induzier-
ten molekularen Prozesse untersucht. Für die theoretische Beschreibung wird ein Mo-
dell des Pump-Probe Prozesses erstellt, das die besonderen Gegebenheiten in der Probe
berücksichtigt. Da die Moleküle unter experimentellen Bedingungen wiederholt vom
Laser angeregt werden, werden deren Schwingungsfreiheitsgrade aufgeheizt. Die Ein-
bettung der zeitabhängigen Schrödingergleichung in ein Ratengleichungssystem erlaubt
es, das Zusammenwirken der auf unterschiedlichen Zeitskalen auftretenden Effekte zu
beschreiben. Die theoretischen Vorhersagen gehen dabei in die experimentelle Planung
ein und erlauben eine zielgerichtete experimentelle Durchführung und die direkte Ge-
genüberstellung von Theorie und Experiment.
Betrachtet man chemische Reaktionen in isolierter Umgebung auf kurzen Zeitskalen,
so findet man ein Verhalten vor, das der alltäglichen Labor Erfahrung durchaus wider-
sprechen kann. Die dominierenden Effekte, die den Ablauf einer Reaktion bestimmen
werden, sind nicht mehr mit thermodynamischen und statistischen Argumenten zu er-
klären. Die Abwesenheit eines Lösungsmittels oder einer Umgebung mit der Energie
ausgetauscht werden könnte hat fundamentale Auswirkungen auf den Reaktionsverlauf.
Im dritten Abschnitt wird die Gasphasen SN2-Reaktion von Cl – +CH3I untersucht. Das
Fehlen einer Barriere lässt darauf schließen, dass die Reaktion ohne Zufuhr von exter-
ner Energie stattfindet. Die experimentellen Untersuchungen [8, 9] zeigen jedoch eine
deutliche Unterdrückung der unmittelbaren Stoßreaktion. Für genauere Untersuchun-
gen der Reaktion wird ein Reaktionspfad orientiertes Koordinatensystem entwickelt,
das eine effektive quantendynamische Beschreibung des Rückseitenangriffs erlaubt und
zugleich die Frage nach den relevanten reaktiven Koordinaten beantwortet. Untersucht
wird der Mechanismus der Reaktion auf der Femtosekunden Zeitskala und der damit
verbundene Energietransfer.
Kapitel 1
Allgemeine Grundlagen
Im folgenden Kapitel soll ein kurzer Überblick über die theoretischen Grundlagen und
Methoden gegeben werden, die im Rahmen dieser Arbeit zur Anwendung kommen.
Da die Quantendynamik molekularer Systeme untersucht werden soll, umfasst das Me-
thodenspektrum die zeitabhängige und die stationäre Schrödingergleichung (SG). Um
dissipative Prozesse erfassen zu können, kommen Dichtematrix Methoden in Form der
von Neumann-Gleichung und der Lindblad-Mastergleichung zur Anwendung. Für die
Beschreibung von Systemen zwischen deren Niveaus keinerlei Kohärenzen mehr auf-
treten, können vereinfachte Ratengleichungsmodelle verwendet werden.
1.1 Die molekulare Schrödingergleichung
Die stationäre SG für ein Molekül lautet [10]:
ĤmolΨ(x, r) = EΨ(x, r) (1.1)
Dabei ist Ĥmol der Hamiltonoperator des gesamten molekularen Systems, E der En-
ergieeigenwert und die Ψ(x, r) die molekulare Wellenfunktion. Die Koordinaten der
Elektronen werden durch den Vektor r und die Koordinaten der Kerne durch den Vektor
x gekennzeichnet.
Ĥmol = T̂K + T̂el + V̂K−el(x, r) + V̂el−el(r) + V̂K−K(x)︸ ︷︷ ︸
Ĥel
, (1.2)
wobei T̂K und T̂el die Operatoren der kinetischen Energie der Kerne bzw. der Elektronen
sind. Die Operatoren der potenziellen Energie V̂K−el, V̂el−el und V̂K−K repräsentieren
hier die jeweiligen Coulomb-Wechselwirkungen zwischen den Kernen und den Elek-
tronen. Unter der Annahme, dass die Born-Oppenheimer Näherung gilt [10], kann man
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die Bewegung der Kerne von der Bewegung der Elektronen separieren und die Wellen-
funktion als Produkt von Kern- ψnuc und elektronischer Wellenfunktion χel ausdrücken.
Ψ(x, r) = ψnuc(x)χel(x; r) (1.3)
Diese Näherung setzt voraus, dass die Bewegung der Kerne und der Elektronen – auf-
grund der unterschiedlichen Massen – auf verschiedenen Zeitskalen stattfindet. In die-
sem Fall können die Elektronen einer Änderung der Kerngeometrie instantan folgen.
Damit kann auch Gl. 1.1 in eine elektronische und eine nukleare SG separiert wer-
den. Die Lösung der elektronischen SG ist Gegenstand der quantenchemischen Metho-
den [11] und wird im nächsten Kapitel zusammengefasst.
Helχel(x; r) = Eelχel(x; r) (1.4)
Für die Lösung der molekularen SG kann man erst die elektronische SG für eine feste
Kerngeometrien x lösen und den erhaltenen Eigenwert Eel(x) aus Gl. 1.4 als Potenzial
in die nukleare SG einsetzen:V̂ (x) = Eel(x). Für die stationäre und zeitabhängige SG
der Kerne gilt somit: (
T̂K + V̂ (x)
)
ψ(x) = Enucψ(x) , (1.5)
i~
∂
∂t
ψ(x) =
(
T̂K + V̂ (x)
)
ψ(x) . (1.6)
1.1.1 Die elektronische Schrödingergleichung
Aufgrund der Coulomb Abstoßung der Elektronen Vel−el wird die SG für die Elek-
tronen zu einem hochdimensionalen Vielteilchen-Problem, für das keine exakte analy-
tische Lösung existiert. Die Quantenchemie befasst sich mit Näherungen zur Lösung
der elektronischen SG. Hier muss grundlegend zwischen der Dichtefunktionaltheorie
(DFT) [12] und den Hartree-Fock (HF)-basierten Methoden [11] unterschieden werden.
Hartree-Fock
Die elektronische Wellenfunktion eines Moleküls ist eine Vielteilchen-Wellenfunktion
von ununterscheidbaren Teilchen. Das Pauli-Prinzip verlangt, dass die Gesamtwellen-
funktion ihr Vorzeichen unter Vertauschung zweier Teilchen wechselt. Eine einfache
Produktbasis genügt diesen Anforderungen nicht. Die Darstellung mittels einer soge-
nannten Slater-Determinante berücksichtigt die Antisymmetrie unter der Vertauschung
zweier Elektronen und bildet so die Grundlage der HF-Wellenfunktion:
χHF (r) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
ζ1(r1) ζ1(r2) · · · ζ1(rN)
ζ2(r1) ζ2(r2) · · · ζ2(rN)
...
... . . .
...
ζN(r1) ζN(r2) · · · ζN(rN)
∣∣∣∣∣∣∣∣∣∣
. (1.7)
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Die Spinorbitale ζi(ri) der einzelnen Elektronen i setzen sich aus den Ortsorbitalen
ϕi(ri) und den Spinwellenfunktionen σi aller N -Elektronen zusammen:
ζi(ri) = ϕi(ri)σi . (1.8)
Für die Ortsorbitale wird eine Linearkombination aus Atom-Basisfunktionen angesetzt,
die dann die Molekülorbitale bilden (linear combination of atomic orbitals, LCAO).
Die HF-Gleichungen sind Eigenwertgleichungen der Form:
f̂iζi(ri) = εiζi(ri) . (1.9)
Der Fock-Operator
f̂i = −
~2
2me
∇2 −
M∑
A
ZA
4πε0riA
+ vHFi , (1.10)
besteht aus dem kinetischen Energieoperator der Elektronen, der Coulomb-
Wechselwirkung mit den Kernen und dem HF-Potenzial vHFi . Das HF-Potenzial enthält
die nicht lokalen Austauschwechselwirkungen und die Coulomb-Wechselwirkungen
der Elektronen untereinander. Die Korrelation von Elektronen mit entgegengesetztem
Spin wird vernachlässigt. Ein Elektron sieht somit das gemittelte Feld der anderen
Elektronen. Da der Fock-Operator von der Wellenfunktion abhängig ist, sind die HF-
Gleichungen nicht linear und werden durch ein iteratives, selbstkonsistentes Verfahren
gelöst.
Konfigurationswechselwirkung
Um die elektronische SG für angeregte Zustände zu berechnen und zur Verbes-
serung der Korrelationsenergie, kommen Konfigurationswechselwirkungsmethoden
(Configuration Interaction (CI)) zum Einsatz. Diese bauen auf dem HF-Verfahren auf
und werden deshalb auch Post-HF Methode genannt. Die elektronische Wellenfunktion
wird dabei als Linearkombination mehrerer Slater-Determinanten formuliert [11].
ΦCI = c0|χ〉+
∑
ar
cra|χra〉+
∑
a<b
r<s
crsab|χrsab〉+
∑
a<b<c
r<s<t
crstabc|χrstabc〉+ . . . (1.11)
Aus der Grundzustandswellenfunktion werden Elektronen von den besetzten
(a, b, c, . . .) in unbesetzte Molekülorbitale (r, s, t, . . .) verschoben. Permutiert man al-
le Anregungen durch, so erhält man die exakte, nicht-relativistische Energie bzw. die
exakte Wellenfunktion des Systems. Die mögliche Zahl der Konfigurationen in einem
Molekül mit 2K Spinorbitalen und N Elektronen pro Determinante ist jedoch durch
den Binomialkoeffizienten
(
2K
N
)
bestimmt. Da diese Zahl bereits bei kleinen Molekülen
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sehr groß wird, existieren abgewandelte Verfahren um die CI-Matrix auf eine Auswahl
relevanter Konfigurationen zu beschränken. Dadurch lässt sich der Rechenaufwand ver-
ringern und man kann eine, für viele Probleme ausreichend gute, Beschreibung erzielen.
Für die Energie des Systems gilt das Variationstheorem, wobei die Variation nach den
CI-Koeffizienten cji erfolgt und die Energie der Gesamtwellenfunktion minimiert wird.
〈E〉 ≤ 〈Φ
CI |Ĥ|ΦCI〉
〈ΦCI |ΦCI〉
(1.12)
Für den Energieerwartungswert können mithilfe von Auswahlregeln Matrixelemente
selektiert werden, die ungleich null sind. Hierzu gehören Determinanten, die Zustän-
de gleicher Symmetrie und Spinmultiplizität repräsentieren. Unter Verwendung des
Brillouin-Theorems und der Slater-Condon [11] Regeln lassen sich die Wechselwir-
kungen auf Zweielektronenanregungen beschränken. Einfachanregungen liefern keinen
Beitrag zur Korrelationsenergie des HF Grundzustands. Auf die Wellenfunktion und
davon abhängige molekulare Eigenschaften, wie zum Beispiel Dipolmomente, haben
diese jedoch einen wichtigen Einfluss.
Bei dem Complete Active Space Self Consistent Field (CASSCF) Verfahren defi-
niert man einen aktiven Raum von Orbitalen, in dem sämtliche Anregungen permutiert
werden. Da die CASSCF Methode ein Sonderfall des Multi Configuration SCF (MC-
SCF) Verfahrens ist, werden bei der Anwendung des Variationstheorems nicht nur die
CI-Koeffizienten optimiert, sondern auch die Molekül Orbital (MO)-Koeffizienten. Für
eine gute Beschreibung chemischer Reaktionen oder Potentialkurven bis in den Disso-
ziationsbereich sind meist nur die Valenzorbitale von Bedeutung, so dass sich die Zahl
der benötigen Determinanten für eine qualitativ gute Beschreibung der Wellenfunktion
stark einschränken lassen.
Eine Kombination aus direkten CI-Verfahren wie Configuration Interaction Singles
(CIS) und CI Singles Doubles (CISD) und dem CASSCF Ansatz stellt das Multi Re-
ference CI (MRCI) Verfahren dar. Man bildet mithilfe der CASSCF Methode einen
Satz an Slater-Determinanten. Diese Konfigurationen bilden einen Satz von Referenz-
funktionen. Ausgehend von diesen Referenzen werden dann mittels einer nachfolgen-
den MRCI Rechnung Ein- und Zweielektronenanregungen gebildet. In der endgültigen
Wellenfunktion werden dabei indirekt auch Mehrfachanregungen miteinbezogen. Bei
der Variation werden dann nur noch die CI-Koeffizienten berücksichtigt. Dies erlaubt
es, mit vertretbarem Rechenaufwand, die Beschreibung der Wellenfunktion weiter zu
verbessern und gute Anregungsenergien zu erhalten.
Møller-Plesset Störungstheorie
Eine gängige und performante Methode die Korrelationsenergie des elektronischen
Grundzustands zu verbessern, ist die Møller-Plesset (MP)-Störungstheorie [10]. Diese
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ist abgeleitet von der Rayleigh-Schrödinger Störungstheorie und beschreibt die konkre-
te Anwendung auf die HF-Gleichungen. Bei der MP2-Methode wird die Gesamtenergie
durch einen Störterm zweiter Ordnung korrigiert.
E
(2)
0 =
∑
a,b,r,s
|〈χrsab|Ĥ ′|χHF 〉|2
E
(0)
0 − E
(0)
ab,rs
(1.13)
Die Störanregungen sind dabei zweifach angeregte Slaterdeterminanten χrsab. Der Stör-
operator Ĥ ′ ist die Differenz aus dem (mean-field) HF-Hamiltonoperator ĤHF0 und dem
exakten Operator Ĥ .
Ĥ ′ = Ĥ − ĤHF0 (1.14)
Die MP Methode ist, im Gegensatz zu den zuvor angeführten Methoden, nicht variatio-
nell. Die berechnete Energie kann also unter dem exakten Wert liegen. Da die zugrunde
liegende Störungstheorie nur für nicht-entartete Systeme gilt, können auftretende Ent-
artungen von elektronischen Zuständen zu schweren Fehlern führen.
Dichtefunktionaltheorie
Bei der DFT wird über 3N − 3 elektronischen Koordinaten integriert, sodass man eine
Elektronendichte erhält, die durch drei Koordinaten ausgedrückt werden kann.
ρ(r) =
∫ ∫
· · ·
∫
χ∗(r1, r2 . . . rn−1)χ(r1, r2 . . . rn−1) dr1dr2 · · · drn−1 (1.15)
Durch die Reduktion auf drei Koordinaten wird die Beschreibung des elektronischen
Systems erheblich vereinfacht. Gemäß dem Hohenberg-Kohn Theorem sind alle Eigen-
schaften des Moleküls bereits durch die Elektronendichte festgelegt. Die Grundzustand-
senergie ist dann ein Funktional der Dichte:
E0 = F [ρ(r)] (1.16)
Da das exakte Funktional nicht bekannt ist, kommen hier unterschiedliche empirische
Näherungen zum Einsatz [12]. Die genäherte Grundzustandsenergie kann durch Varia-
tion des Funktionals nach der Dichte gefunden werden. Die DFT ist in der Lage sowohl
die Austauschkorrelation als auch die Korrelation zwischen Elektronen unterschiedli-
cher Spins gut zu beschreiben.
1.1.2 Aufhebung der Born-Oppenheimer Näherung
In Bereichen vermiedener Kreuzungen oder konischer Durchschneidungen verliert die
Born-Oppenheimer Näherung ihre Gültigkeit. Die Dynamik der Kerne und der Elek-
tronen kann nicht mehr separiert werden, sondern findet auf einer ähnlichen Zeitska-
la statt. Die Kopplung zwischen den elektronischen Zuständen kann mit Hilfe von
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nicht-adiabatischen Kopplungsmatrixelementen näherungsweise berücksichtigt werden
[13, 14]. Man betrachtet dazu die elektronischen Zustände im adiabatischen Bild. In
dieser Darstellung wechseln, in der Nähe der vermiedenen Kreuzung, die Wellenfunk-
tionen ihren Charakter. Für die Beschreibung dieses Effekts bleibt man weiterhin in der
Produktbasis der Born-Oppenheimer Näherung
Ψ =
∑
k
ψnuc,k(x)χel,k(x; r) (1.17)
und betrachtet die Wirkung des kinetischen Operators der Kerne
T̂K = −
∑
j
~2
2mj
∂2
∂x2j
, (1.18)
auf die elektronische Wellenfunktion:
ĤΨ =
(
T̂K + V̂ (x)
)∑
k
ψk(x)χk(x; r) . (1.19)
Der Index k kennzeichnet hier den elektronischen Eigenzustand in der Born-
Oppenheimer Näherung. Berücksichtigt man die entsprechenden Produktregeln bei der
Differentiation, so führt dies nach einigen Umformungen [13,15] zu einer modifizierten
Form der zeitabhängigen SG, die den Übergang zwischen den elektronischen Zuständen
k und l beschreibt:
i~
∂
∂t
ψk =
(
T̂K + V̂ (x)
)
ψk −
∑
j,l
1
mj
(
f
(i)
kl (x) +
1
2
g
(i)
kl (x)
)
ψk . (1.20)
Die beiden Terme f (j)kl (x) und g
(j)
kl (x) enthalten die erste und zweite Ableitung der elek-
tronischen Wellenfunktion χk nach den Kernkoordinaten:
f
(j)
kl (x) =〈χk(x)|
∂
∂xj
χl(x)〉 (1.21)
g
(j)
kl (x) =〈χk(x)|
∂2
∂x2j
χl(x)〉 . (1.22)
Wobei k und l die Indizes für die beiden Zustände sind, die miteinander gekoppelt sind
und j der Index für die jeweilige kartesische Koordinate ist. Der Ausdruck für die er-
ste Ableitung fkl der elektronischen Wellenfunktion kann mit Programmen wie z. B.
Molpro [16] numerisch bestimmt werden. Der Ausdruck für gkl(x) wird nicht explizit
berechnet, sondern indirekt genähert. Setzt man gkl(x) = 0 so ist der Kopplungsopera-
tor nicht mehr hermetisch. Mithilfe einer Symmetrisierung wird die Hermitizität wieder
hergestellt, und zugleich die zweite Ableitung g genähert [13, S.52].
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Der Kopplungsterm f wird durch die Summation über die kartesischen Komponenten
in die internen, massegewichteten Koordinaten q des Moleküls überführt.
f̃kl(q) =
∑
j
1
mj
f
(j)
kl (q) (1.23)
Gleichung 1.23 ergibt für ein zweiatomiges Molekül mir der reduzieren Masse µ und
dem Atomabstand R1 : f̃kl(R) = 1µfkl(R). Der hermetische Operator für die Kopplung
zwischen zwei elektronischen Zuständen K̂kl lautet:
K̂kl =
1
µ
(
0 1
−1 0
)(
f̃kl(R)
∂
∂R
+
1
2
(
∂
∂R
f̃kl(R)
))
. (1.24)
1.1.3 Lösung der zeitabhängigen Schrödingergleichung für
die Kerne
Die Dynamik eines Quantensystems ist durch die zeitabhängige SG gegeben:
i~
∂
∂t
Ψ(t) = ĤΨ(t) . (1.25)
Dabei ist Ĥ der Hamiltonoperator und Ψ die Wellenfunktion des betrachteten Systems.
Durch Trennung der Variablen, lässt sich Gl. 1.25 formal integrieren.
Ψ(t) = e
− i~
∫ t
t0
Ĥdt′
Ψ(t0) (1.26)
Wenn Ĥ keine Zeitabhängigkeit besitzt, kann man das Integral durch diskrete Zeit-
schritte ∆t = t − t0 ausdrücken. Der Propagator Û(t, t0) entwickelt das System vom
Zeitpunkt t0 zum neuen Zeitpunkt t.
Ψ(t) = Û(t, t0)Ψ(t0) = e
− i~ Ĥ∆tΨ(t0) (1.27)
Für zeitunabhängige Hamiltonoperatoren stellt Gl. 1.27 eine exakte Lösung der SG dar.
Ist der Hamiltonoperator zeitabhängig, stellt Gl. 1.27 eine näherungsweise Lösung dar.
In diesem Fall muss ∆t ausreichend klein gewählt werden, sodass der zeitabhängige
Anteil von Ĥ(t) gemäß des Nyquist-Shannon-Abtasttheorems [17] repräsentiert werden
kann. Wie die praktische Realisierung von Û aussieht hängt dabei von der Darstellung
des Hamiltonoperators ab.
Ĥ = T̂ + V = − ~
2
2m
∂2
∂x2
+ V (x) (1.28)
1Bei allgemeineren Koordinaten muss gegebenenfalls die Ableitung ∂∂xi entsprechend transformiert
werden
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Für Systeme, die in der Ortsdarstellung propagiert werden sollen, ist ein einfaches ex-
ponentieren des Hamiltonoperators aus Gl. 1.28 nicht möglich. Da T̂ und V̂ hier nicht
kommutieren, kann die Summe der Exponenten nicht einfach in die Produkte der e-
Funktionen umgeschrieben werden: eA+B 6= eAeB. Mithilfe der Split-Operator (SPO)
Methode [14, 18] können T̂ und V̂ getrennt voneinander berechnet werden.
Û(t, t0) ≈ e−
1
2
i
~ V̂∆te−
i
~ T̂∆te−
1
2
i
~ V̂∆t +O
(
∆t3
)
(1.29)
Diese Näherung hat jedoch einen Phasenfehler zur Folge, der sich mit jeder Anwendung
von Û(t, t0) akkumuliert. Die Zeitschritte ∆t müssen daher entsprechend klein gewählt
werden. Um den kinetischen Operator T̂ exponentieren zu können wird dieser mittels
der Fouriertransformation F von der Orts- in die Impulsdarstellung p = ~k überführt2:
F T̂ = ~
2
2m
k2 . (1.30)
Setzt man Gl. 1.30 in Gl. 1.29 ein und berücksichtigt zusätzlich noch die Transformation
der Wellenfunktion in den Impulsraum, so erhält man einen Propagator
Û(t, t0) ≈ e−
1
2
i
~ V̂∆tF−1e−i
~
2m
k2∆tFe−
1
2
i
~ V̂∆t , (1.31)
der für Darstellungen in kartesischen Koordinaten geeignet ist.
Hamiltonoperatoren, die mehrere, gekoppelte elektronische Zustände oder kinetische
Kopplungen involvieren, lassen sich nicht mehr auf eine einfache Art und Weise in Dia-
gonalgestalt bringen. In diesem Fall verwendet man Reihenenentwicklungen um den
Propagator zu nähern [14, 18]. Zu nennen wären hier das second order differencia-
ting scheme, welches auf einer Taylor-Reiheentwicklung basiert oder das Short Iterative
Lanczos Verfahren. Beide Methoden erfordern jedoch sehr kurze Zeitschritte. Eine effi-
zientere und präzisere Methode liefert der sogenannte Chebychev-Propagator [19].
ez = e−
i
~ Ĥdt =
N∑
n=0
anTn
(
− i
~
Ĥdt
)
(1.32)
Der Exponent wird dabei mithilfe rekursiver Chebychev-Polynome Tn in beliebig hohe
Ordnungen entwickelt. Die Koeffizienten an enthalten Besselfunktionen. Dieses Pro-
pagationsschema ist nicht auf kurze Zeitschritte angewiesen und formal exakt für un-
endlich große N . Da die Reihenentwicklung jedoch exponentiell konvergiert, kann eine
hohe Genauigkeit mit einem begrenzten Aufwand erreicht werden. Die Entwicklung ist
nur innerhalb der komplexen Ebene |z| < 1 definiert. Der Hamiltonoperator muss daher
entsprechend verschoben und skaliert werden, um diese Forderung zu erfüllen [19]. Die-
ser Propagator ist auch geeignet für nicht-hermitesche Operatoren wie z. B. imaginäre
oder absorbierende Potentiale [20].
2Fourier-Transformationsregel für Ableitungen: F ∂
n
∂xn = (ik)
n
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1.1.4 Stationäre Schrödingergleichung der Kerne
Um die Eigenfunktionen der nuklearen SG in den quantenchemisch berechneten Poten-
zialflächen zu erhalten, muss die entsprechende stationäre SG (Gl. 1.5) gelöst werden.
Die Relaxationsmethode ist ein einfaches, aber sehr universelles Verfahren um Eigen-
funktion in einem gebundenen Potential zu berechnen. Dazu betrachtet man die zeitliche
Entwicklung einer beliebigen Wellenfunktion und stellt diese in der Basis der Eigen-
funktionen ψi dar.
Ψ(t) =
∑
i
ciψie
−iWit (1.33)
Die komplexen Koeffizienten ci gewichten der Anteil der Eigenfunktion an der Gesamt-
wellenfunktion. Die EigenwerteWi sind die Eigenwerte des zugehörigen nuklearen Ha-
miltonoperators. Substituiert man die Zeit t durch eine imaginäre Zeit τ = −it, so wird
der Exponent real und beschreibt eine Dämpfung [21]:
Ψ(τ) =
∑
i
ciψie
−Wiτ . (1.34)
Die Wirkung dieser Ersetzung wird klar, wenn man sich die Entwicklung der einzelnen
Eigenfunktionen ansieht: Größere Eigenwerte Wi werden schneller gedämpft. Der Ei-
genvektor mit dem niedrigsten Eigenwert bleibt somit am längsten erhalten. Angeregte
Zustände erhält man, in dem man die berechneten Funktionen aus der Startwellenfunk-
tion Ψ(t = 0) ausprojiziert und erneut propagiert. Da die Dämpfung nur für Zeiten
t = ∞ vollständig ist, benötigt man entweder sehr lang Propagationszeiten oder erhält
nur Näherungen für die Eigenfunktionen. Mit dieser Methode lassen sich beliebig viele
Eigenfunktion bestimmen. Der Anteil einer Eigenfunktion ci an der Startwellenfunkti-
on ist nebensächlich. Aufgrund von numerischen Ungenauigkeiten ist ci in der Praxis
immer von null verschieden.
1.2 Dissipative Dynamik
Die zeitabhängige SG beschreibt die Dynamik eines einzelnen Teilchens oder die von
vielen Teilchen, die sich in exakt dem gleichen Zustand befinden. Möchte man nun
ein Ensemble von gleichen Teilchen betrachten, in dem sich die einzelnen Teilchen
in unterschiedlichen Quantenzuständen befinden, so muss man ein statistisches Modell
wählen. Ein möglicher Ansatz ist die Wahl eines statistischen Dichteoperators ρ̂ [14,22]:
ρ̂ =
∑
i
pi|ψi〉〈ψi| . (1.35)
Die Besetzung pi bestimmt die Wahrscheinlichkeit ein Teilchen im Zustand |ψi〉 vorzu-
finden. Die Summe läuft somit über alle möglichen im System vorkommenden Quan-
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tenzustände (müssen nicht zwingend Eingenzustände sein). Die Dichtematrix
ρ = 〈Ψ|ρ̂|Ψ〉 (1.36)
ρij = 〈ψi|ρ̂|ψj〉 , (1.37)
enthält nun nicht nur die Information über die Besetzung und Phase einzelner Zustän-
de, wie sie in einem komplexen Vektor beschrieben werden sondern auch ein Maß für
deren Kohärenz. Die Diagonalelemente ρii ergeben die Besetzungen pi, wobei für diese
folgende Normierung gilt:
Spur(ρ) = 1 . (1.38)
Die Außerdiagonalelemente enthalten die Phasenbeziehungen zwischen den Quanten-
zuständen im Ensemble. Der Grad an vorhandener Phasenbeziehung ist über die Rein-
heit eines Zustands definiert:
S = Spur(ρ2) ≤ 1 . (1.39)
Eine „reiner“ Zustand, wie ihn auch eine Wellenfunktion repräsentieren könnte, ist da-
bei eins. Zustände geringerer Kohärenz mit S < 1, bezeichnet man als „gemischte“
Zustände.
Die Zeitentwicklung der Dichtematrix lässt sich aus der zeitabhängigen SG herleiten
[22].
∂
∂t
|Ψ〉 = − i
~
Ĥ|Ψ〉 (1.40)
∂
∂t
〈Ψ| = i
~
〈Ψ|Ĥ (1.41)
Unter der Annahme, dass der Hamiltonoperator Ĥ hermitesch ist, lässt sich so die Zeit-
entwicklung des Bra- und des Ket-Vektors ausdrücken. Leitet man nun analog den Dich-
teoperator nach der Zeit ab, so erhält man:
∂
∂t
ρ̂ =
∂
∂t
∑
i
pi|ψi〉〈ψi|
=
∑
i
pi
[(
∂
∂t
|ψi〉
)
〈ψi|+ |ψi〉
(
∂
∂t
〈ψi|
)]
=
∑
i
pi
[
− i
~
Ĥ|ψi〉〈ψi|+
i
~
|ψi〉〈ψi|Ĥ
]
=− i
~
Ĥ
∑
i
pi|ψi〉〈ψi|︸ ︷︷ ︸
Ĥρ̂
+
i
~
∑
i
(|ψi〉〈ψi|) Ĥ︸ ︷︷ ︸
ρ̂Ĥ
(1.42)
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Fasst man die Terme aus Gl. 1.42 nun zusammen und schreibt sie mithilfe des Kom-
mutators, so erhält man die Von-Neumann-Gleichung, die nun die Zeitentwicklung der
Dichtematrix beschreibt:
∂
∂t
ρ̂ = − i
~
[
Ĥ, ρ̂
]
. (1.43)
Gleichung 1.43 beschreibt also ein geschlossenes System. Die Reinheit S der Dich-
tematrix bleibt unter der Zeitentwicklung der Von-Neumann-Gleichung konstant. Eine
unitäre Transformation, wie sie durch hermitesche Operatoren gegeben ist, kann S nicht
verändern [23]. Verwendet man den Begriff „Kühlen“, so ist dieser jedoch mit einer Ver-
größerung von S verbunden.
Zur Beschreibung eines offenen Quantensystems, das z. B. Energie an die Umgebung
abgibt, kommt die Lindblad Mastergleichung [24, 25] zur Anwendung:
∂
∂t
ρ = − i
~
[H, ρ] + LDρ (1.44)
LDρ ≡
∑
n
Γn
2
(
2CnρC
†
n − {C†nCn, ρ}
)
, (1.45)
wobei {., .} hier den Antikommutator kennzeichnet. Der Superoperator LD ist dabei im
Zustandsbild definiert und beschreibt Übergänge zwischen je zwei Niveaus, die durch
einen inkohärenten Umgebungseinfluss verursacht werden. Der Parameter Γn ist die
Rate mit der das System von einem Zustand |bn〉 in einen Zustand |an〉 übergeht. Die
Operatoren Cn und C†n sind die zugehörigen Leiteroperatoren, die den Zustandswechsel
beschreiben:
Cn = |an〉〈bn|, C†n = |bn〉〈an| . (1.46)
Um die Wirkung des Lindblad-Terms zu veranschaulichen, verwendet man exempla-
risch ein einzelnes Zwei-Niveausystem. Die zugehörigen Erzeuger und Vernichter in
Matrixdarstellung lauten:
C† =
(
0 0
1 0
)
, C =
(
0 1
0 0
)
. (1.47)
Die zugehörige Dichtematrix des 2× 2 Systems ist gegeben durch:
ρ =
(
ρaa ρab
ρ∗ab ρbb
)
. (1.48)
Ausgehend von diesen Definitionen kann man den Lindblad-Term LDρ aus Gl. 1.45 wie
folgt schreiben:
LDρ ≡
Γ
2
(
2ρbb 0
0 0
)
︸ ︷︷ ︸
2CρC†
−Γ
2
(
0 ρab
ρ∗ab −2ρbb
)
︸ ︷︷ ︸
{C†C,ρ}
. (1.49)
24 1 Allgemeine Grundlagen
Nimmt man nun an, dass die Zeitentwicklung unter dem Hamiltonoperator Ĥ deutlich
langsamer ist als die Dissipation, so kann man Gl. 1.49 bzw. Gl. 1.44 vereinfacht schrei-
ben
d
dt
(
ρaa ρab
ρ∗ab ρbb
)
= Γ
(
ρbb −12ρab
−1
2
ρ∗ab −ρbb
)
(1.50)
und erhält so die Zeitentwicklung der einzelnen Matrixelemente ρij . Der Zustand |b〉
zerfällt mit der Rate Γ in den Zustand |a〉 (Populationsrelaxation). Der Zerfall der Ko-
härenzen ρab findet hingegen mit Γ/2 statt (Phasenrelaxation). Aus Gl. 1.50 wird eine
weitere, allgemein gültige, Eigenschaft des Lindblad Superoperators deutlich: Die Spur
der Dichtematrix bleibt unter der Zeitwicklung der Mastergleichung erhalten. Die Rein-
heit S = Spur{ρ2} des Systems ist jedoch zusätzlich von den Außerdiagonalelementen
ρab abhängig und kann sich somit verändern. Dies ist eine wichtige Vorraussetzung,
wenn man Entropieänderungen bzw. Temparaturänderungen an einem Ensemble be-
schreiben will.
Mit der Lindblad-Mastergleichung können Markov-Prozesse beschrieben werden.
Das heißt, dass hier ein vollständig offenes System beschrieben wird – die Umgebung
hat kein Gedächtnis. Werden bei der Spontanemission Photonen in Moden des Frei-
raums abgegeben, so kann man davon ausgehen, dass diese das betrachtete System un-
widerruflich verlassen haben.
1.3 Ratengleichungen
Im Grenzfall einer vollständig inkohärenten Zeitentwicklung gehen die Bewegungs-
gleichungen der Lindblad-Mastergleichung in ein Ratengleichungssystem über und es
reicht aus, die zeitliche Entwicklung der Populationen pi in den einzelnen Zuständen zu
betrachten. Die Dynamik wird durch ein Ratengleichungssystem beschrieben:
dpi(t)
dt
=
N∑
j
Γijpj(t) , Γii = −
N∑
i6=j
Γji . (1.51)
Jede Zeile der Ratenmatrix Γ beschreibt einen Zustand i. Die Einträge in einer einzel-
nen Zeile stehen für die Raten, mit der Population von Zustand j nach i gelangt. Alle
Außerdiagonalelemente haben per Definition ein positives Vorzeichen. Die Diagonal-
elemente stellen die Raten dar, mit der Population den Zustand i verlässt. Diese müssen
die Spaltensumme der jeweiligen Spalte j ergeben und tragen somit per Definition ein
negatives Vorzeichen. Ist diese Bedingung erfüllt, so handelt es sich um ein geschlosse-
nes System, in dem die Gesamtpopulation konstant ist.
Eine Diagonalisierung der Ratenmatrix Γ liefert deren Eigenvektoren M und deren
Eigenwerte λk. Durch Multiplikation der inversen Eigenvektormatrix M−1 mit dem Po-
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pulationsvektor P läßt sich dieser in die Diagonalbasis überführen.
S(t) = M−1P(t) (1.52)
In der Eigenwertbasis lässt sich ein System unabhängiger linearer Differentialgleichun-
gen formulieren
d
dt
Sk(t) = λkSk(t) , (1.53)
welches durch Trennung der Variablen und Integration beider Seiten gelöst werden
kann.
Sk(t) = Sk(0)e
λkt (1.54)
Überführt man den Vektor S(t > 0) zum neuen Zeitpunkt t > 0 mithilfe der Eigenvek-
tormatrix M in die ursprüngliche Basis, so erhält man die Population des Systems zum
neuen Zeitpunkt t:
P(t) = MS(t) . (1.55)

Kapitel 2
Seitenbandkühlen in Resonatoren
Kalte Moleküle bieten ein breites Anwendungsspektrum um neue physikalische Phä-
nomene zu erforschen [3]. Während die Realisierung eines atomaren Bose-Einstein-
Kondensats (BECs) einen grossen Durchbruch in der Physik darstellte [1], so verspricht
ein BEC aus dipolaren Molekülen noch eine größere Vielfalt an Phänomenen [26]. Auf-
grund der zusätzlichen Vibrations- und Rotationsfreiheitsgrade besitzen Moleküle eine,
im Vergleich zu Atomen, ungleich komplexere Struktur. Ultra-kalte Moleküle bieten da-
her Möglichkeiten, um spektroskopische Messungen mit sehr hoher Auflösung durch-
zuführen und damit fundamentale physikalische Theorien zu überprüfen. Als Beispiel
ist die Paritätsverletzung chiraler Moleküle zu nennen, die durch sehr kleine Unterschie-
de der Spektren beider Enantiomere nachzuweisen sein sollte [27]. Aufgrund des hohen
Grades an Kontrolle über die Freiheitsgrade eines kalten molekularen Ensembles und
der Abwesenheit von Dekohärenzen sind kalte Moleküle gut geeignet um Quantengatter
zu realisieren [28–30].
Eine weitere interessante Domäne stellt die kalte Chemie dar. Wenn die thermische
Bewegung der Teilchen nahezu ausgefroren ist und somit die Kollisionsenergie unter-
halb der Energie intramolekularer Wechselwirkungen liegt, kommen Quanteneffekte
zum tragen [31]. Chemische Reaktionen verhalten sich in diesem Regime durchaus
kontraintuitiv, da das Verhalten durch Resonanzen und durch die Quantennatur der Mo-
leküle dominiert wird. So steigt bei einigen Reaktionen die Geschwindigkeit nahe des
absoluten Nullpunkts wieder an [32], was im Gegensatz zur klassischen Übergangszu-
standstheorie steht.
Die Bereitstellung kalter Moleküle ist im Vergleich zu kalten Atomen nach wie vor
eine große Herausforderung. Die bei der Erzeugung von BECs erfolgreichen Verfahren,
wie Doppler- und Verdampfungskühlung, lassen sich nicht ohne weiteres auf Moleküle
übertragen. Die etablierten Verfahren, die auf Laserkühlung basieren, benötigen einen
geschlossenen Übergang, zwischen dem Anregungs- und spontane Emissionsprozesse
wiederholt stattfinden können, ohne das Zwei-Niveausystem zu verlassen. Bei der Ver-
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dampfungskühlung muss sichergestellt sein, dass keine in-elastischen Stöße, wie z. B.
chemische Reaktionen, zwischen den Molekülen stattfinden.
Es existieren einige Vorschläge, die das Problem der geschlossenen Übergänge um-
gehen, in denen zweiatomige Moleküle diskutiert werden [33–35], die eine nahezu dia-
gonale Franck-Condon Matrix besitzen – so können Fluoreszenz-Prozesse, die übli-
cherweise eine Verzweigung in viele Zielniveaus aufweisen vermieden werden. Hierbei
handelt es sich meist um Verbindungen wie z. B. SrF, die niedrig liegende Anregun-
gen aus d-Orbitalen ermöglichen und somit keine bindenden Molekülorbitale in die
elektronische Anregung einbeziehen. Einige experimentell erfolgreiche Verfahren um-
gehen das Problem der direkten Kühlung, indem sie mit einer Probe von kalten Atomen
beginnen und die Moleküle über Fotoassoziationsprozesse erzeugen [36–38]. Mithilfe
dieser Verfahren sind die bisher kältesten Proben von Molekülen dargestellt worden. Ei-
ne neue und sehr aussichtsreiche Methode ist die Verwendung einer elektro-optischen
Falle [39, 40], die bereits in der Lage ist, CH3F auf 120 mK zu kühlen und mehrere
Sekunden lang zu speichern.
Eine andere indirekte Möglichkeit der Kühlung ist die sympathetische Kühlung,
bei dem die Moleküle mit einem kalten Puffergas thermalisieren [41, 42] und sowohl
die internen als auch die externen Freiheitsgrade gekühlt werden. Eine andere Klasse
von sympathetisch gekühlten Systemen stellt die indirekte Kühlung von Molekülion-
en dar [43–45]. Hier befinden sich die Moleküle zusammen mit Atomionen in einer
Ionenfalle und können ihre Translationsenergie über die Coulomb-Wechselwirkung an
die umgebenden Ionen abgeben. Die atomare Spezies wird in der Regel mithilfe der
Dopplerkühlung auf sehr niedrige Temperaturen gebracht.
Optische Resonatoren hoher Güte sind vorgeschlagen worden um die Translation zu
kühlen ohne sich dabei auf die Spontanemmision verlassen zu müssen [46,47]. Stattdes-
sen übernimmt der Resonator die Rolle des dissipativen Elements. Die Photonen werden
in die Resonatormoden gestreut und dann über Verlustprozesse an den Spiegeln in den
Freiraum abgegeben. Für Rb-Atome konnte ein ähnliches Schema bereits experimentell
demonstriert werden [48]. Außerdem wurde bereits experimentell gezeigt, dass es eben-
falls möglich ist, die Seitenbandkühlung von Ionen durch einen Resonator signifikant
zu verstärken [49].
Die meisten der angeführten Verfahren kühlen entweder nur die externen Freiheits-
grade oder simultan interne und externe Freiheitsgrade. Mittels spektral geformter La-
serpulse ist es jedoch auch möglich z. B. gezielt Vibrationszustände durch zyklisches
Pumpen zu kühlen [50]. Im Zusammenhang mit kalten molekularen Ionen ist es auch
bedingt möglich die Rotationszustände mithilfe der Schwarzkörperstrahlung zu küh-
len [51, 52]. In vorangehenden theoretischen Arbeiten konnte gezeigt werden, dass es
möglich ist, mittels eines Resonators gezielt die Rotations- und Vibrationszustände zu
kühlen [53, 54]. Bei dieser Methode werden mittels einer Resonatormode gezielt die
Anti-Stokes Übergänge in einem kohärenten Ramanprozess angesprochen.
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Als nächster logischer Schritt soll im Rahmen dieser Arbeit eine Methode zur
Kühlung gefangener Moleküle theoretisch untersucht werden. Ein resonatorverstärk-
tes Seitenbandkühlschema [55] wird auf Moleküle angewandt. Das benötigte Zwei-
Niveausystem wird dabei durch Vibrationsübergänge gebildet. Das Verfahren ist daher
unabhängig von den Franck-Condon Faktoren. Die untersuchte Methode wird auf, im
Gegensatz zu den meisten hier vorgestellten Verfahren – überwiegend nicht-metallische
Verbindungen angewendet.
2.1 Theoretische Grundlagen
2.1.1 Das Fallenpotenzial
In diesem Abschnitt werden die unterschiedlichen Fallentypen, die zum Fangen von
Molekülen diskutiert werden, kurz vorgestellt werden. Zwei unterschiedliche Klassen
sind hier von Relevanz: Das optische Potenzial ist für neutrale Moleküle geeignet. Die
Ionenfalle hingegen ist eine etablierte Standardmethode zum Fangen von geladenen
Teilchen und Molekülionen.
Beide Klassen von Fallen werden als Harmonischer Oszillator (HO) behandelt wer-
den. Zur Vereinfachung wird im Folgenden die Falle nur in einer Dimension betrachtet.
Die Schwerpunktsbewegung des Teilchens bzw. Moleküls ist unter dem Einfluss des äu-
ßeren Potenzials quantisiert und kann durch den folgenden Hamiltonoperator beschrie-
ben werden.
ĤT =
p̂2
2m
+
1
2
mν2x̂2 (2.1)
Wobei p̂ = i~
d
dx
der Impuls-, x̂ der Ortsoperator der Schwerpunktsbewegung, m die
Masse des Moleküls und ν die Fallenfrequenz ist. Unter der Verwendung der Auf- und
Absteigeoperatoren b† und b, lässt sich Gl. 2.1 auch kompakter Darstellen.
HT = ~ν
(
b†b+
1
2
)
(2.2)
Die bosonischen Leiteroperatoren sind dabei durch ihre Wirkung auf die Wellenfunktion
und ihren Kommutator definiert:
b̂†|n〉 =
√
n+ 1|n+ 1〉 (2.3)
b̂|n〉 =
√
n|n− 1〉 (2.4)
b̂†b̂|n〉 = n̂|n〉 = n|n〉 (2.5)[
b, b†
]
= 1 (2.6)
Zusätzlich existiert auch eine Beziehung mit dem Orts- bzw. dem Impulsoperator.
b =
ip̂+mνx̂√
2~mν
(2.7)
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Dieser Zusammenhang wird sich an späterer Stelle als sehr nützlich erweisen und ist
zudem allgemeingültig für das Modell eines harmonischen Oszillators.
Optisches Potenzial
Das optische Fangen und manipulieren von neutralen Teilchen basiert auf dem Rück-
stoß, den Photonen auf das Teilchen ausüben. Diese Methode hat ein breites Anwen-
dungsspektrum von der Atomphysik bis zur Biophysik, wo man sich diesen Effekt
für optische Pinzetten zunutze macht [56]. Mittels eines Lasers wird in einem Mole-
kül ein induziertes Dipolmoment erzeugt [57], welches wiederum mit dem elektrischen
Feld wechselwirken kann. Die Wellenlänge des Lasers ist dabei so zu wählen, dass nur
elastische Streuprozesse (Rayleighstreuung) stattfinden und somit keine internen Frei-
heitsgrade angeregt werden. Das dadurch ausgebildete Potenzial wird von der Stark-
Verschiebung bestimmt (siehe S. 38). In einer stehenden Welle bildet sich entlang der
Laserachse ein periodisches Potenzial aus [58]:
V (x) = −1
2
α|E(x)|2 (2.8)
Die molekulare Größe, welche die Tiefe es Potenzials bestimmt ist die (frequenzab-
hängige) Polarisierbarkeit α. Für das elektrische Feld E(x) wird vereinfacht nur die
Richtung entlang der Achse betrachtet. Setzt man hierfür nun eine Kosinus-förmige
Stehwelle ein, ergibt sich folgende Potenzialform:
V (x) = −1
2
αε2 cos
(
2π
λ
x
)2
, (2.9)
Die Amplitude des elektrischen Feldes ist dabei gegeben durch ε und die Wellenlänge,
welche die räumliche Breite bestimmt, ist λ. Für den Fall das α positiv ist, erhält man ein
attraktives Potenzial mit Minima an den Bäuchen der Welle. Um die Funktion weiter zu
vereinfachen entwickelt man das Potenzial um die Stelle x = 0 in eine Taylorreihe [59].
So erhält man für die kleinste Ordnung, die nicht null ist, einen quadratischen Term.
Eine solche Falle kann daher durch einen HO genähert werden (Abb. 2.1).
V (x) ≈ 2α
(πε
λ
x
)2
(2.10)
Für die Fallenfrequenz ν (in Einheiten der Winkelgeschwindigkeit) des HO mit der
Masse für ein Teilchen der Masse m ergibt sich somit
ν =
2πε
λ
√
α
m
(2.11)
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Abbildung 2.1: Darstellung des Stehwellenpotenzials in Abhängigkeit der axialen Position. Die
graue Linie zeigt den Verlauf der exakten cos2-förmigen Funktion (Gl. 2.9). Die schwarze ge-
strichelte Linie stellt den Verlauf des genäherten quadratischen Potenzials aus Gl. 2.10 dar.
Gleichung 2.11 lässt sich entsprechend umformen, sodass sie durch die Laserleistung P
und den Strahldurchmesser w0 ausgedrückt werden kann:
ν =
1
λ
√
32αP
c0ε0w20m
(2.12)
wobei c0 die Vakuumlichtgeschwindigkeit und ε0 die elektrische Feldkonstante ist. Eine
weitere charakteristische Größe ist die Tiefe des Potenzials, welche sich aus der Ampli-
tude des elektrischen Feldes ableitet.
Vd =
4αP
πc0ε0w20
(2.13)
Derartige, weit verstimmte Fallen sind z. B. für atomare Spezies mit CO2-Lasern im
Infrarot (IR) realisiert worden [58, 60]. Es existieren aber auch Vorschläge [61] mit
kurzwelligeren Lasern, bis hinein in den Bereich des sichtbaren Lichts, um deutlich
höhere Fallenfrequenzen zu erreichen. Optische Potenziale werden oft als Dipolfallen
bezeichnet. Wobei hier eine deutliche Abgrenzung getroffen werden sollte. Ist der Laser
nur wenige Linienbreiten von einer atomaren Resonanz verstimmt, so erhält man eine
Falle, in der aktives Dopplerkühlen über dissipative Prozesse möglich ist. Das hier be-
handelte Potenzial soll jedoch ein Potenzial sein, das eine konservative Kraft ausübt. Die
Besetzung angeregter Zustände durch den Fallenlaser wird durch eine nicht-resonante
Anwendung weitestgehend vermieden. Für eine Verwendung des optischen Potenzials
bei Molekülen ist dies besonders wichtig, da inelastische Streuvorgänge die internen
Freiheitsgrade, wie Rotationen und Vibrationen aufheizen. Im Extremfall würden da-
durch elektronisch angeregte Zustände zugänglich. Die Moleküle könnten unter diesen
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Umständen die Falle durch Streuprozesse verlassen, weiter aufgeheizt oder durch Dis-
soziation zerstört werden.
Ionenfalle
Ionenfallen stellen eine etablierte Technik dar um geladene Atomionen zu fangen und
mit Hilfe von Lasern zu kühlen [62]. Die Wechselwirkung elektrischer und magneti-
scher Felder mit der Ladung der Ionen stellt eine, im Vergleich zu den optischen Po-
tenzialen, viel stärkere Wechselwirkung dar. Das Earnshaw-Theorem [63] besagt, dass
es keine stabile Falle für elektrisch geladene Teilchen geben kann, die ausschließlich
mit statischen Feldern arbeitet. Zwei Fallentypen seien hier kurz erwähnt: Die Penning-
Falle [64], welche mit statischen elektrischen und magnetischen Feldern funktioniert
und die Paulfalle [65], die mit einem statischen Quadrupolfeld sowie einem oszillieren-
den elektrischen Feld arbeitet. Die Fallen können sehr gut harmonisch genähert werden
und sind im Vergleich zu den optischen Potenzialen um ein vielfaches tiefer.
2.1.2 Seitenbandkühlen
Die Schwerpunktbewegung der Moleküle ist aufgrund der Falle nun quantisiert und
kann im Zustandsbild eines harmonischen Oszillators beschrieben werden. Zunächst
soll das Energieniveauschema und die möglichen Übergänge betrachtet werden. Um die
Übergänge zwischen den Fallenniveaus als Seitenbänder zu beschreiben, ist ein Zwei-
Niveausystem interner Freiheitsgrade erforderlich, die einen dipolerlaubten Übergang
haben. Im Rahmen dieser Arbeit werden zwei Schwingungszustände eines Moleküls
gewählt. Diese beiden internen Freiheitsgrade werden mit |g〉 (Grundzustand) und |e〉
(angeregter Zustand) bezeichnet und sind um den Energiebetrag ~ω0 verschieden. Die
Eigenzustände der Falle |n〉 können zusammen mit den molekularen Eigenzuständen
durch Produktzustände ausgedrückt werden (Abb. 2.2 (a)). Eine wichtige Vorausset-
zung für die Darstellung in einer Produktbasis ist, dass die Fallenfrequenz ν deutlich
kleiner ist als die des molekularen Übergangs1 ω0. Im Spektrum (Abb. 2.2 (b)) erhält
man den senkrechten Übergang |g, n〉 → |e, n〉, welcher unverändert dem molekularen
Übergang entspricht. Die sogenannten Seitenbänder erster Ordnung sind nun um die
Fallenfrequenz ±ν gegenüber dem direkten Übergang verschoben. Treibt man gezielt
die Übergänge in das rote Seitenband |g, n〉 → |e, n−1〉 mithilfe eines Lasers und nutzt
die Spontanemission um das System in den molekularen Grundzustand |g〉 zurückkeh-
ren zu lassen, so endet dieser Prozess im Grundzustand des Systems |g, 0〉. Hierbei wird
eine wichtige Forderung deutlich – die Linienbreite γ des Übergangs muss deutlich
1Wenn gewährleistet ist, dass sich die Bewegung der Fallenzustände und der molekularen Frei-
heitsgrade auf unterschiedlichen Zeitskalen befinden, ist ein Separationsansatz – ähnlich der Born-
Oppenheimer Näherung – gerechtfertigt.
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|2〉
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ν
|g〉
|e〉
ω0 ⊗ −→
|g, 0〉
|e, 0〉
|g, 1〉
|e, 1〉
|g, 2〉
|e, 2〉
(b)
Frequenz
ω0 - ν
|g, n〉 → |e, n - 1〉
ω0
|g, n〉 → |e, n〉
ω0+ν
|g, n〉 → |e, n + 1〉
Abbildung 2.2: In (a) ist das kombinierte Niveauschema dargestellt. Die Molekülzustände |g〉
und |e〉 bilden zusammen mit den Zuständen der Falle |n〉 eine Produktbasis. In (b) ist das
zugehörige Spektrum schematisch gezeigt. In erster Näherung sind nur Übergange mit ∆n =
0,±1 erlaubt. Dadurch ergeben sich die sogenannten Seitenbänder, die um ±ν gegenüber dem
molekularen Übergang verschoben sind. Die Intensität ist um den Faktor η2 schwächer als der
direkte Übergang.
kleiner sein, als die Fallenfrequenz ν, da die Übergänge sonst nicht klar voneinander
unterschieden werden können.
Im nächsten Abschnitt soll kurz auf die theoretische Beschreibung der nötigen Über-
gangsmatrixelemente eingegangen werden. Die gesuchte Wechselwirkung lässt sich als
Dipolwechselwirkung formulieren:
〈g(r), n|V̂c|e(r), n′〉 =〈g(r), n|E(t, x)µ̂(r)|e(r), n′〉
=〈g(r), n|εmaxe−i(kx−ωt)µ̂(r)|e(r), n′〉 .
(2.14)
Das elektrische Feld des Anregungslasers E(t, x) wird dabei in komplexer Darstellung
in Abhängigkeit der Zeit t und der Schwerpunktskoordinate x ausgedrückt. Der Dipol-
operator µ̂(r) hingegen ist nur abhängig von der internen Koordinate r des Moleküls,
da r deutlich kleiner als die Wellenlänge des Anregungslichtes ist (Dipolnäherung). Mit
der Annahme dass die Fallenfrequenz sehr viel kleiner ist, als die Frequenz des internen
Übergangs, kann das Integral aus Gl. 2.14 in interne und externe Freiheitsgrade separiert
werden.
〈g(r), n|V̂c|e(r), n′〉 = εmaxeiωt〈g|µ̂|e〉〈n|e−ikx|n′〉 (2.15)
Das Dipolmatrixelement 〈g|µ̂|e〉 ist eine molekülspezifische Größe und kann im weite-
ren Verlauf als Konstante behandelt werden. Das Hauptaugenmerk liegt auf dem Ma-
trixelement Unn′ , welches mittels des ortsabhängigen Anteils der laufenden Welle e−ikx
zwei Zustände des HO koppelt.
Unn′ = 〈n|e−ikx̂|n′〉 (2.16)
Die Wellenlänge des Lichtes ist im Vergleich zur Ausdehnung der Grundzustandswel-
lenfunktion der Falle größer, aber nicht zu vernachlässigen. Die Dipolnäherung, wie sie
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bei molekularen Übergängen verwendet wird, ist nicht anwendbar. Die Ortsabhängig-
keit der Welle muss hier explizit berücksichtigt werden. Das Matrix-Element Unn′ wird
zu einem „Franck-Condon Faktor“ der Falle. Um einen auswertbaren Ausdruck für das
Integral Unn′ zu erhalten wird der Ortsoperator, wie in Gl. 2.7, durch Leiteroperatoren
ausgedrückt:
x̂ =
√
~
2mν
(b+ b†) . (2.17)
Ersetzt man den Ortsoperator x̂ durch Gl. 2.17 und substituiert die Vorfaktoren im Ex-
ponenten durch η = k
√
~
2mν
, so erhält man folgenden Ausdruck:
Unn′ = 〈n|e−iη(b+b
†)|n′〉 . (2.18)
Entwickelt man den Operator e−iη(b+b†) nach η in eine Taylorreihe [66] um die Stelle
η = 0 und bricht die Reihenentwicklung nach der ersten Ordnung ab, so erhält man:
e−iη(b+b
†) = û(0) + û(1) +O(η2) = 1− iη(b+ b†) +O(η2) . (2.19)
Betrachtet man nun das Matrixelement für das Glied nullter Ordnung,
U
(0)
n,n′ = 〈n|1|n
′〉 = δn,n′ , (2.20)
so erhält man aufgrund der Orthonormierung der HO Eigenfunktionen eine Eins als
Vorfaktor für die senkrechten Übergange mit ∆n = 0. Wertet man den Term der ersten
Ordnung aus, so führt dies unter Berücksichtigung der Regeln für die Aufsteige- und
Absteigeoperatoren (Gl. 2.4 und 2.3) zu:
U
(1)
n,n′ = 〈n| − iη(b+ b
†)|n′〉
= −iη
[√
n′δn,n′−1 +
√
n′ + 1δn,n′+1
]
.
(2.21)
Aus Gl. 2.21 wird deutlich, dass in erster Ordnung Übergänge mit ∆n = ±1, also zwi-
schen den benachbarten Fallenniveaus erlaubt sind. Der Parameter, der nun die Stärke
des Übergangs beschreibt, ist η, welcher als Lamb-Dicke (LD) Parameter [66] bezeich-
net wird. Betrachtet man Gl. 2.21 so liegt die Interpretation nahe, das η einen Feldgra-
dient beschreibt2. Die Reihenentwicklung liefert eine gute Näherung so lange η  1
(LD-Regime). Durch Umformung der in η vorkommenden Größen, lässt sich das Er-
gebnis auch noch anders formulieren [66]:
η =
√
εrec
ν
=
πa0
λ
. (2.22)
2Das erinnert an einen Infrarotübergang im Molekül, bei dem die Steigung des Dipolmoments entlang
der Schwingungskoordinate die Stärke des Übergangs charakterisiert
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So gibt η2 zum Beispiel das Verhältnis der Photonenrückstoßenergie εrec zur Fallen-
frequenz an. Außerdem wird die ursprüngliche Annahme, dass die Ausdehnung der
Grundzustandswellenfunktion a0 nicht verschwindend klein gegenüber der Wellenlän-
ge des Lichts λ ist direkt durch η quantifiziert.
Die Kühlgeschwindigkeit, die sich realisieren lässt, wird durch die Spontanemission
limitiert. Nimmt man an, dass der angeregte Zustand |e〉 durch Pumpen maximal zur
Hälfte besetzt werden kann, so ist die Rate, mit der man auf der harmonischen Leiter
hinabsteigen kann, begrenzt durch γ
2
.
Die Methode des Seitenbandkühlens ist eine etablierte Methode um gefangene Teil-
chen bis zum Grundzustand der Falle zu kühlen. Das erste Mal gezeigt wurde die Me-
thode an Quecksilber Ionen [67].
2.1.3 Feldquantisierung im Resonator
In einem optischen Resonator, der im einfachsten Fall aus zwei gekrümmten Spiegeln
besteht, können sich nur Stehwellen ausbilden, wenn die Länge des Resonators durch
die halbe Wellenlänge teilbar ist – es gilt die Randbedingung, dass die Welle an den
Spiegeln null sein muss. Im einfachen Fall lässt sich eine solche Resonatormode durch
eine normierte Modenfunktion mit gaussförmigen Profil beschreiben, welche eine Lö-
sung der Wellengleichung in drei Raumdimensionen darstellt [68–70].
Ψ(r) = sin
(
ωcz
c0
)
e
−x
2+y2
w20 (2.23)
Dabei ist w0 die transversale Modenbreite, ωc die Kreisfrequenz der Stehwelle und c0
die Vakuumlichtgeschwindigkeit. Das Volumen der Mode ist gegeben durch das Integral
über die Mode
V =
∫
|Ψ(r)|2dr (2.24)
Es lässt sich zeigen, dass der Energieinhalt einer Mode in Einheiten der Photonenener-
gie ~ωc quantisiert ist [71]. Der hierbei angewandte Formalismus der Feldquantisierung
führt zu einem harmonischen Oszillatormodell. Die Konsequenz daraus ist eine Null-
punktsenergie der Mode und ein nicht verschwindendes elektrische Feld im Grundzu-
stand – dem sogenannten Vakuumzustand.
Der zugehörige quantenmechanische Hamiltonoperator ĤC für eine Mode ist ent-
sprechend:
ĤC = ~ωc
(
a†a+
1
2
)
. (2.25)
Die Operatoren a und a† sind bosonische Leiteroperatoren, die ein Photon in der Mo-
de vernichten bzw. erzeugen. Die zugehörigen Eigenzustände von ĤC sind die soge-
nannten Fock-Zustände und werden mit |nc〉 bezeichnet. Eine entscheidende Folge der
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harmonischen Behandlung der Feldquantisierung ist die nicht verschwindende Energie
des Vakuumzustandes |0c〉. Ein Zustand mit null Photonen hat also die Energie ~ωc/2.
Mithilfe des Feldoperators ε̂ lässt sich zeigen, das ein solcher Zustand auch eine nicht
verschwindende Intensität des elektrischen Feldes hat [72, S. 292].
ε̂ = εcΨ(r)
i√
2
(
a− a†
)
, (2.26)
wobei εc das Vakkuumfeld ist. Betrachtet man zunächst den Erwartungswert des Feldes
〈ε̂〉 = εcΨ(r)
i√
2
〈nc|a− a†|nc〉 , (2.27)
so wird deutlich das dieser aufgrund der Orthonormierung der Photonenzustände ver-
schwindet, wie man es von einem oszillierenden Feld erwartet. Die Intensität des elek-
tromagnetischen Feldes ist jedoch proportional zum Quadrat des Feldes:〈
ε̂2
〉
= −1
2
ε2cΨ
2(r)〈nc|aa− aa† − a†a+ a†a†|nc〉 . (2.28)
Terme die zwei Quanten erzeugen oder vernichten (a2 und (a†)2) müssen verschwinden,
da diese wieder zu 〈nc| orthogonale Zustände erzeugen. Die Mischterme aa† und a†a
hingegen ergeben wieder den Ausgangszustand und sind somit von null verschieden.
Der Ausdruck aus Gl. 2.28 für die Intensität verhält sich analog zu den Energieeigen-
werten: 〈
ε̂2
〉
= ε2cΨ
2(r)
(
n+
1
2
)
(2.29)
Die Intensität der Mode steigt somit proportional zur Anzahl der Photonen. Für den
Vakuumzustand |0c〉 ergibt sich Intensität des Nullfeldes:
〈0c|ε̂2|0c〉 =
1
2
ε2cΨ
2(r) (2.30)
Infolgedessen wird εc, welches durch das Modenvolumen V und die Frequenz ωc be-
stimmt wird, auch als Vakuumfeld bezeichnet.
εc =
√
~ωc
V ε0
(2.31)
Jaynes-Cummings Modell
Ein einfaches Modell, dass die Wechselwirkung des quantisierten Feldes mit einem
Zwei-Zustandssystem beschreibt, ist das Jayes-Cummings Modell [73, 74]. Der ent-
sprechende Hamiltonoperator HJC setzt sich zusammen aus der Resonatormode ĤC ,
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den Molekülzuständen ĤM und einer Dipolwechselwirkung VI die beide Hilberträume
miteinander koppelt:
ĤJC =ĤC + ĤM + V̂I
=~ωca†a+
~
2
ω0
(
σ†σ − σσ†
)
+ ~g
(
a+ a†
) (
σ + σ†
) (2.32)
Die Operatoren σ† = |e〉〈g| und σ = |g〉〈e| sind die molekularen Auf-und Absteigeope-
ratoren. Bei ĤC wurde die Nullpunktsverschiebung aus Gl. 2.25 bewusst weggelassen,
da sich diese bei der Betrachtung der Übergänge aufhebt. Die Stärke der Kopplung wird
durch die Vakuum-Rabi-Frequenz g bestimmt
g =
εcµge
~
, (2.33)
die sich aus Gl. 2.31 ergibt. Das molekulare Übergangsdipolmoment ist hier mit µge
gekennzeichnet. Für die ortsabhängige Modenfunktion wird hier zur Vereinfachung an-
genommen, dass sich das Teilchen am Maximum befindet (Ψ(r) = 1). Formuliert man
HJC in der rotating wave approximation (RWA), so entfallen die schnell rotierenden
Terme aσ und a†σ†, die lediglich Korrekturen höherer Ordnung darstellen.
ĤJC = ~ωca†a+
~
2
ω0
(
σ†σ − σσ†
)
+ ~g
(
a†σ + aσ†
)
(2.34)
Im Kopplungsterm werden dann nur noch die folgenden Prozesse beschrieben: Absorp-
tion eines Photons und Anregung des Moleküls bzw. die Emission eines Photons und
Übergang in den molekularen Grundzustand. Gleichung 2.34 läßt sich auf elegante Art
und Weise in Diagonalgestalt bringen [71]. Das Ergebnis ist die sogenannte dressed sta-
te Darstellung der gekoppelten Eigenzustände von Molekül und elektromagnetischem
Feld. Die neuen Basisfunktionen |nc,±〉 lassen sich in Abhängigkeit der Produktzustän-
de |nc, e〉 und |nc + 1, g〉 schreiben:
|nc,+〉 = cos ϑ2 |nc, e〉+ sin
ϑ
2
|nc + 1, g〉 (2.35)
|nc,−〉 = − sin ϑ2 |nc, e〉+ cos
ϑ
2
|nc + 1, g〉 (2.36)
mit dem Mischungswinkel ϑ
ϑ = tan−1
(
2g
√
nc + 1
∆c
)
, (2.37)
und der Verstimmung zwischen der Resonatormode und dem molekularen Übergang
∆c = ω0 − ωc. In der neuen Basis lassen sich die gekoppelten Eigenzustände von Feld
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und Molekül |nc,±〉 somit kompakt ausdrücken, da jeweils nur zwei benachbarte Zu-
stände der Produktbasis miteinander wechselwirken. Die Eigenwerte der gekoppelten
Zustände werden durch eine Aufspaltung der ursprünglichen Zustände beschrieben.
E±(nc) = ~ωc
(
nc +
1
2
)
± 1
2
~
√
∆2c + 4g
2(nc + 1) (2.38)
Sind Molekül und Cavity in Resonanz so beträgt die Aufspaltung im Grundzustand der
Mode genau g, also die Nullfeldaufspaltung. Allgemein wird diese Aufspaltung auch
als Stark-Verschiebung bezeichnet.
Überhöhung der Spontanemission
Eine weitere wichtige Konsequenz, die aus dem Vakuum-Feld und der veränderten Mo-
denstruktur resultiert, ist die Modifikation der Spontanemission im Resonator [75]. Im
vorherigen Abschnitt wurde die Vakuumfluktuation eingeführt, die zu einem elektroma-
gnetischen Feld ohne Photonen geführt hat. Mittels dieses Feld ist es möglich, stimu-
lierte Emission eines angeregten Molekülzustandes auszulösen und somit ein Photon
in der Mode zu erzeugen. Das Modell des Resonators wird nun erweitert: Die Spie-
gel des Resonators verhalten sich nicht ideal, sondern die Photonen werden mit einer
Rate κ aus der Mode entfernt (durch z. B. Transmission, Absorption, etc.). Geschieht
dies schneller als das Molekül das Photon wieder absorbieren kann, so spricht man vom
Bad-Cavity-Regime. In diesem Fall kann die effektive, durch den Resonator modifizier-
te, Spontanemission γc mithilfe Fermis goldener Regel aus der Störungstheorie [76, S.
354] hergeleitet werden.
γc =
2π
~
ρ(ω)|VI |2 = 2π~g2ρ(ω) (2.39)
Die Zustandsdichte einer solchen Mode ρ(ω) im Frequenzraum kann durch eine
Lorentzfunktion (auch Breit-Wigner Verteilung genannt),
ρ(ω) =
~
2π
κ
κ2/4 + (ω − ωc)2
, (2.40)
beschrieben werden. Die Kopplung VI ist durch die Vakuum-Rabi-Frequenz g aus dem
Jaynes-Cummings Modell gegeben. Ist die Mode direkt in Resonanz mit einem Über-
gang, ergibt sich aus Gl. 2.39 die Streurate in den Resonator:
γc =
g2
κ
. (2.41)
Befindet sich also ein Molekül im angeregten Zustand im Resonator, so wird dieses
durch stimulierte Emission in den Grundzustand gebracht und dabei Photonen mit einer
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Rate γc erzeugt. Um ein Mass für diese Modifikation der Spontanemission zu erhalten,
vergleicht man γc mit dem Einstein Koeffiezienten [76, S. 356] der spontanen Emission
im Freiraum γ
γ =
ω30
3πε0~c3
|µge|2 . (2.42)
Das Verhältnis nennt man die Einteilchenkooperativität C1 [77].
C1 =
γc
γ
=
g2
κγ
(2.43)
Diese gilt für den Fall, dass ein einzelnes Teilchen in Resonanz mit einer Mode ist. Die
effektive Emissionsrate γeff , setzt sich dann aus der Spontanemission und der Streurate
in den Resonator zusammen [75, 77].
γeff = γ (1 + C1) (2.44)
In Abhängigkeit von der Resonatorgeometrie und der Verstimmung ist darüber hinaus
sogar eine Unterdrückung der Spontanemssion möglich [78].
2.2 Ergebnisse
2.2.1 Das Modell
Im folgenden Kapitel wird die Effizienz eines Resonator gestützten Seitenbandkühl-
schemas untersucht. Das folgende Modell sieht vor, dass ein Molekül mit der Masse M
in einem harmonischen Potenzial gefangen ist. Mittels der Ankopplung an einen Reso-
nator in Kombination mit einem Seitenkühlschema wird das Molekül in den Grundzu-
stand der Falle gekühlt. In Abb. 2.3 ist der schematische Aufbau gezeigt: Das Zentrum
der Falle wird mit einer Resonatormode überlagert und von einem Pumplaser angetrie-
ben. In Abb. 2.4 ist das Energieniveauschema skizziert. Zwei Schwingungszustände des
Moleküls bilden ein geschlossenes Zwei-Niveausystem. In Kombination mit der Fal-
le ergeben sich die Seitenbänder. Der Pumplaser wird dabei so verstimmt, dass dieser
nur noch den Übergang ins Seitenband anregt und das System in Richtung des Grund-
zustands treibt. Um einen gerichteten Populationstransfer zu erreichen, der nicht mehr
alleine von der Spontanemission des molekularen Übergangs abhängig ist, wird der Vi-
brationsübergang an die Mode eines Resonators angekoppelt. Die Linienbreite dieser
Mode wird dabei so gewählt, dass diese größer ist als die der anderen Prozesse, die
Photonen in die Mode streuen. Unter dieser Annahme (bad-cavity limit) kann die Cavi-
ty die meiste Zeit als leer betrachtet werden und damit die Rolle als dissipatives Element
übernehmen.
Die infrage kommenden Schwingungsübergänge liegen typischerweise im IR Fre-
quenzbereich (100-4000 cm−1) und haben in der Regel Linienbreiten kleiner als 1 kHz.
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Abbildung 2.3: Schematische Darstellung des Aufbaus. Ein in einem harmonischen Potenz-
tial gefangenes Molekül wird in einem Resonator positioniert. Der Übergang zwischen zwei
Schwingungsübergängen wird von einem Laser seitlich angeregt und streut Photonen in eine
quasi resonante Mode. Die Streuprozesse sind entsprechend abgestimmt um die Bewegung des
Moleküls zu kühlen.
Abbildung 2.4: Schematische Darstellung der zur Kühlung benötigten Streuprozesse. Die mo-
lekularen Schwingungszustände sind mit v = 0, 1 gekennzeichnet und Fallenzustände mit n.
Der Pumplaser regt den Übergang |v = 0, n〉 → |v = 1, n − 1〉 an. Das Photon wird in die
Resonatormode gestreut, die resonant mit dem molekularen Übergang ist (ωc = ω0). Durch den
Verlust der Photonen aus der Cavity wird die Schwerpunktsbewegung gekühlt.
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Der angeregte Zustand kann durch Spontanemission in unterschiedliche Rotationszu-
stände zerfallen. Dieser Effekt kann jedoch durch einen ausreichend guten Resonator
unterdrückt werden. Jeder weitere Verlust in andere Rotationszustände lässt sich prinzi-
piell mit Hilfe von Mikrowellenstrahlung zurück in den Zyklus pumpen. Die Anzahl der
möglichen Rotationszustände ist limitiert durch strikte Auswahlregeln. Die Betrachtung
des Schwingungsüberganges als geschlossenes Zwei-Niveausystem ist unter diesen Vor-
aussetzungen eine vernünftige Näherung.
Die harmonische Falle – oder annähernd harmonische Falle – kann auf verschiedene
Art und Weise realisiert werden. Für Molekülionen kommt eine Paul- oder Penningfalle
infrage in der die Moleküle sympathetisch mit Hilfe von Atomionen vorgekühlt wer-
den [4, 43, 44]. Für neutrale Teilchen ist ein optisches Potenzial [58, 61] oder eine
elektro-optische Falle [39] möglich. Das Vorkühlen kann z. B. auch mittels kohären-
ter Ramanstreuung in einem Resonator erfolgen [46]. Auch denkbar wäre eine jüngst
demonstrierte Dipolfalle für Ionen [79].
Die Voraussetzung, um ausgehend von dem angeführten Modell ein Seitenbandkühl-
schema zu realisieren, ist, dass das Molekül innerhalb der Wellenlänge des Pumplasers
lokalisiert ist. Diese Bedingung erfordert, dass der effektive LD-Parameter deutlich klei-
ner als eins ist.
η
√
2 〈n〉+ 1  1 (2.45)
Durch Vorkühlen kann diese Forderung erfüllt werden.
2.2.2 Theoretische Beschreibung des Modells
Im folgenden Abschnitt wird die theoretische Behandlung des Modells und Herleitung
der Kühlraten sowie der erreichbaren Temperaturen erläutert. Das zugrunde liegende
Modell wurde bereits von Zippilli et al. [55, 80] ausführlich diskutiert.
Die Zeitentwicklung des gekoppelten Systems, bestehend aus Schwerpunktsbewe-
gung des Moleküls, Zwei-Niveausystem und Resonatormode kann durch die von-
Neumann-Gleichung unter Hinzunahme der dissipativen Prozesse von folgender Ma-
stergleichung beschrieben werden.
∂
∂t
ρ =
1
i~
[
Ĥ, ρ
]
+ Lκρ+ Lγρ (2.46)
Die Dichtematrix ρ enthält die internen und externen molekularen Freiheitsgrade und
die Zustände der Resonatormode. Der Hamiltonoperator Ĥ berücksichtigt dabei die ko-
härente Zeitentwicklung des Gesamtsystems, bestehend aus Falle, Resonator und Mole-
kül im rotierenden Bezugssytems des Laserfrequenz ωL formuliert. Die Superoperato-
ren Lκ und Lγ sind Lindblad Terme, die den Spontanzerfall der Photonenzustände und
der molekularen Anregungen beschreiben. Der Hamiltonoperator kann als eine Summe
der einzelnen Hilberträume und ihrer Wechselwirkung dargestellt werden:
H = HM +HT +HC + VI . (2.47)
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Das Molekül wird durch ein zwei-Niveausystem, bestehend aus dem Schwingungs-
grundzustand |v = 0〉 ≡ |g〉 und dem ersten angeregten Zustand |v = 1〉 ≡ |e〉 der
gewählten Vibrationsmode ausgedrückt.
ĤM = −~∆|e〉〈e| (2.48)
Die Verstimmung ∆ ist dabei definiert als Differenz zwischen der Pump-Laser Frequenz
ωL und der Frequenz des molekularen Übergangs ω0 : ∆ = ωL − ω0. Die Falle wird
durch einen eindimensionalen harmonischen Oszillator angenähert.
ĤT =
P 2
2M
+
1
2
Mν2X2 = ~ν
(
b̂†b̂+
1
2
)
(2.49)
Für die bosonischen Erzeuger- und Vernichter Operatoren b̂† und b̂ gelten dabei die in
Abschnitt 2.1.1 genannten Regeln. Die Eigenzustände der harmonischen Falle sind |n〉.
Der Hamiltonoperator der Resonatormode mit der Frequenz ωc ist gegeben durch
HC = −~δcâ†â , (2.50)
wobei die Verstimmung zwischen dem Laser und der Resonatormode definiert ist als
δc = ωL − ωc. Die Operatoren â† und â erzeugen bzw. vernichten ein Photon in der
Mode. Die Eigenzustände der Cavity werden mit |0c〉, |1c〉, |2c〉, ... gekennzeichnet. Im
Folgenden soll die Annahme gelten, dass alle Prozesse, die ein Photon in der Cavity er-
zeugen deutlich langsamer sind als die Zerfallsrate des Resonators (bad-cavity regime).
Unter diesen Bedingungen befindet sich das System die meiste Zeit im Vakuum-Zustand
|0c〉 und kann auf die Zustände |0c〉 und |1c〉 reduziert werden.
Die Wechselwirkung zwischen den Freiheitsgraden des Moleküls, der Falle und des
Resonators werden durch den Operator VI beschrieben. Für die vorhandenen Wechsel-
wirkungen kann angenommen werden, dass die RWA gültig ist, da der Pumplaser eine
ausreichend schwache Wechselwirkung verursacht und somit die schnell rotierenden
Terme vernachlässigt werden können. Die Wechselwirkungsterme können durch eine
LD Entwicklung [55, 62, 66] ausgedrückt werden,
VI = V
(0)
L + V
(0)
C +
(
V
(1)
L + V
(1)
C
)
(b+ b†) +O(η2) , (2.51)
wobei die Reihenentwicklung hier nach der ersten Ordnung abgebrochen wird. Die
hochgestellten Indizes (n) geben dabei die Ordnung an. In der nullten Ordnung erhält
man die reine Wechselwirkung (∆n = 0) zwischen dem Laser und Molekül so wie die
Wechselwirkung zwischen Molekül und dem Resonator.
V
(0)
L = ~Ωσ̂ +H.c. (2.52)
V
(0)
C = gâ
†σ̂ cosφ+H.c. (2.53)
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Die Stärke des Pumplasers wird durch die Rabifrequenz Ω = µe←gεL/~ ausgedrückt
welche das Übergangsdipolmatrixelement µ der Vibrationsmode sowie die Amplitu-
de der elektrischen Feldstärke εL des Lasers enthält. Die Operatoren σ̂ = |g〉〈e| und
σ̂† = |e〉〈g| beschreiben die molekulare Anregung. Die Cavity wird durch die Vakuum-
Rabifrequenz g = µe←gεC/~ charakterisiert. Die Güte der Resonatoranordnung geht
hierbei durch die Vakuum-Feldstärke εc ein. Über den Phasenfaktor φ wird die relative
Lage des Teilchens bezüglich der Stehwelle im Resonator berücksichtigt. Die Wech-
selwirkungen in erster Ordnung enthalten die Übergänge zwischen den Fallenniveaus
(∆n = ±1) [55, 80].
V
(1)
L = ~ηiΩ cosΘLσ +H.c. (2.54)
V
(1)
C = −~ηga†σ cosΘC sinφ+H.c. (2.55)
Hier ist zusätzlich der Winkel zwischen der Ausrichtung der Falle und dem Laser ΘL
bzw. der Cavity Achse ΘC enthalten. Außerdem wird die Bedeutung des LD Fak-
tors η als Maß für die Übergangstärke zwischen den Fallenzuständen deutlich. Die
Superoperatoren aus Gl. 2.46 beschreiben die Dissipation durch die Spontanemission
der molekularen Freiheitsgrade sowie den Zerfall der Photonenzustände im Lindblad-
Formalismus [24, 25].
Lκρ = κ2
(
2aρa† − {a†a, ρ}
)
(2.56)
Lγρ = γ2
(
2σρ̃σ† − {σ†σ, ρ}
)
, (2.57)
wobei γ die Linienbreite des angeregten Vibrationszustandes ist und κ die Linienbreite
der Resonatormode. Gleichung 2.57 ist unter der Annahme gültig, dass die Spontan-
emission, im Vergleich zu allen anderen Prozessen, sehr langsam ist. Somit gilt die
Annahme, dass ρ̃ ≈ ρ. Andernfalls müsste die Diffusion im Impulsraum berücksich-
tigt werden [55], welche durch den Rückstoß ausgesandter Photonen verursacht wird.
Durch diese Näherung werden Terme in der Größenordnung η2γ vernachlässigt.
2.2.3 Ratengleichungen
Um die Zeitentwicklung des Gesamtsystems leichter charakterisieren zu können wird
die externe Dynamik, also die Schwerpunktsbewegung von der Entwicklung der in-
ternen Freiheitsgrade (Molekülschwingung und Resonatormode) separiert. Die interes-
sante Größe, die zur Beurteilung des Kühlvorgangs benötigt wird, ist die Besetzung der
Fallenniveaus pn, die man durch Ausprojizieren aus der Dichtematrix erhält:
pn = Spur{|n〉〈n|ρ} , (2.58)
Geht man davon aus, dass die interne Dynamik deutlich schneller ist als die Dynamik
der Fallenzustände, so lässt sich deren Zeitentwicklung in einem Ratengleichungssy-
stem ausdrücken. Dies ist der Fall, wenn man sich innerhalb des LD Regimes befindet
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(η  1). Es kann angenommen werden, dass sich in der gekoppelten Darstellung aus
Zwei-Niveausystem und Resonatormode ein Gleichgewichtszustand einstellt, der durch
die Dichtematrix %S beschrieben wird, welche eine Lösung der Gleichung L0%S = 0 ist.
Die Dynamik der Dichtematrix internen Freiheitsgrade % ist dabei durch
L0% = −
i
~
[
HM +HC + V
(0)
L + V
(0)
C , %
]
+ Lγ%+ Lκ% , (2.59)
beschrieben. Unter den genannten Annahmen nehmen die Ratengleichungen für die
Zeitentwicklung der Fallenzustände die folgende Form an:
d
dt
pn = −(nA− + (n+ 1)A+)pn + (n+ 1)A−pn+1 + nA+pn−1 (2.60)
Die Kühlrate A− und die gegenläufige Heizrate A+ können über einen Störungstheore-
tischen Ansatz bestimmt werden
A± = −2Re
[
Spur
{
V
(1)
I
1
L0 ∓ iν
V
(1)
I %S
}]
. (2.61)
Dieser Ansatz ist jedoch nur unter bestimmten Bedingungen gültig. Da hier eine Rate
bestimmt wird, die nur den Übergang vom Grundzustand des Moleküls in den ange-
regten Molekülschwingungszustand beschreibt, müssen allen anderen Parameter garan-
tieren, dass der Zerfall schneller als die Anregung ist. Dies ist z. B. der Fall wenn die
Rabifrequenz der kleinste Parameter ist (Ω  g, γ, κ, ν). Um die Gleichungen weiter
zu vereinfachen, wird eine effektive Kühlrate [66] eingeführt:
W = A− − A+ , (2.62)
Außerdem kann die mittlere Phononenzahl 〈n〉 =
∑∞
n=0 npn im Gleichgewichtszustand
geschrieben werden als
〈n〉st =
A+
A− − A+
. (2.63)
Gleichung 2.60 besitzt die folgende Lösung:
〈n〉 (t) = e−Wt [〈n〉 (t = 0)− 〈n〉St] + 〈n〉St (2.64)
Die effektive Kühlrate W beschreibt nun die Geschwindigkeit mit der das System zum
Gleichgewichtszustand der Falle 〈n〉St hin gedämpft wird.
2.2.4 Numerische Entwicklung der Mastergleichung
Da der analytische Ansatz aus Gl. 2.61 nur für kleine Werte von Ω gültig ist, soll die
volle Mastergleichung (Gl. 2.46) numerisch gelöst werden, um den Kühlvorgang zu
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simulieren. Zu diesem Zweck wird die Dichtematrix mit den internen Freiheitsgraden
zusammen mit den Fallenniveaus aufgestellt. Für die Resonatormode werden nur die
Zustände |0c〉 und |1c〉 in Betracht gezogen, da im bad-cavity regime maximal ein Pho-
ton im Resonator vorhandenen ist, bzw. sich die meiste Zeit im Vakuumzustand befindet.
Die Vibrationsmode kann hier zuverlässig als ein Zwei-Niveausystem betracht werden,
da aufgrund von Anharmonizitäten und der hohen Frequenzauflösung keine Anregun-
gen mit v > 1 zu erwarten sind. Der harmonische Oszillator, der die Falle repräsentiert,
wird durch eine begrenzte Anzahl von fünf Zuständen angenähert. Durch eine Konver-
genzkontrolle für eine steigende Anzahl an Zuständen lässt sich zeigen, dass die Wahl
ausreichend ist und das Ergebnis nicht signifikant beeinflusst. Die daraus resultierende
Dichtematrix hat somit 2× 2× 5 = 20 Zustände.
Durch ein Runge-Kutta-Schema vierter Ordnung [59] kann die Differenzialgleichung
2.46 in der Zeit entwickelt werden. Die Dichtematrix ρ(t) kann in diskreten Zeitschritten
∆t propagiert werden.
ρ(t+∆t) = ρ(t) +
1
6
(k1 + 2k2 + 2k3 + k4) (2.65)
mit
k1 = ∆tLρ(t) (2.66)
k2 = ∆tL
(
ρ(t) +
1
2
k1
)
(2.67)
k3 = ∆tL
(
ρ(t) +
1
2
k2
)
(2.68)
k4 = ∆tL (ρ(t) + k3) (2.69)
Der Superoperator L ist dabei der Liouville-Operator des Gesamtsystems einschließlich
der Dissipation aus Gl. 2.46. Um anschließend die reine Zeitentwicklung der Fallenni-
veaus zu erhalten wird die partielle Spur über die internen Freiheitsgrade gebildet.
ς(t) = SpurM,Cρ(t) (2.70)
Die reduzierte Dichtematrix ς(t) enthält die Besetzungen der Fallenniveaus. Damit die
Ratengleichungen anwendbar sind, müssen die Kohärenzen in ς verschwinden. Um die
effektive Kühlrate W und den Gleichgewichtszustand 〈n〉St zu erhalten, wird ange-
nommen, dass die Zeitentwicklung durch die Ratengleichungen (Gl. 2.60) beschrieben
werden kann. Dazu wird die aus Gl. 2.70 erhaltene Dynamik der Besetzung der Fal-
lenzustände an die Populationen aus Gl. 2.60 nach der Methode der kleinsten Fehler-
quadrate angepasst. Mit den daraus optimierten Parametern A− und A+ lässt sich der
Kühlvorgang quantitativ charakterisieren und daraus über Gl. 2.62 und 2.63 die effekti-
ve Kühlrate W und der Grundzustand 〈n〉St errechnen.
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2.2.5 Molekulare Kandidaten
Um die im vorherigen Abschnitt erläuterte Kühlmethode anhand eines Rechenbeispiels
zu zeigen, muss ein geeignetes Molekül gefunden werden. Der Kühlzyklus wird mithilfe
eines Schwingungsüberganges gebildet. Daraus leiten sich auch die notwendigen Forde-
rungen für die molekularen Eigenschaften ab: Um eine gute Ankopplung des Moleküls
an die Cavity zu erhalten, wird ein Übergang mit einem möglichst großen Übergangs-
dipolmoment gesucht. Zugleich sollte die Lebenszeit der angeregten Vibrationsmode
möglichst kurz sein um mithilfe einer moderaten Überhöhung durch den Resonator ei-
ne ausreichend hohe effektive Zerfallsrate zu erhalten. Darüber hinaus lassen sich einige
weitere, im Hinblick auf Realisierbarkeit, wünschenswerte Eigenschaften festlegen. Je
größer die Polarisierbarkeit eines neutralen Moleküls um so tiefer wird das Fallenpoten-
zial. Außerdem ist die Fallenfrequenz proportional zum Verhältnis von Polarisierbarkeit
zu Masse α
m
. Für Molekülionen ist die Polarisierbarkeit nicht von Bedeutung, da die Fal-
lenfrequenz und -tiefe nur durch die Parameter der Ionenfalle bestimmt werden. Für die
Suche werden kleinere nichtmetallische Verbindungen in Betracht gezogen. Im Gegen-
satz zu Verbindungen, bestehend aus Elementen der I. und II. Hauptgruppe, weisen or-
ganische Verbindungen aus den Gruppen III-VII ein wesentlich kleineres Verhältnis α
m
auf [81,82]. Da jedoch für diese Klasse von Verbindungen wenige Ansätze zum Kühlen
existieren ist eine genauere Betrachtung dennoch interessant.
Um eine geeignete und repräsentative Verbindung zu finden, werden mit Hilfe des
Programmpakets Gaussian [83] ein Satz von kleinen Molekülen auf deren Eignung hin
untersucht. Als quantenchemische Methode wurde das B3LYP Funktional [84] gewählt.
Um zuverlässige Werte für die Polarisierbarkeiten zu erhalten, wird ein Basissatz mit
diffusen Funktionen gewählt (aug-cc-pVTZ, [85–87]). Die Geometrien der Strukturen
werden optimiert und anschließend einer Frequenzanalyse unterzogen. Aus den Ab-
sorptionskoeffizienten A und den Schwingungsfrequenzen ν̃ können das Übergangsdi-
polmoment µ12 und die Spontanemissionsrate γ errechnet werden [88]:
µ12 =
√
12hc0ε0A
8π2NAν̃0
(2.71)
γ =
8πc0Aν̃0
NA
. (2.72)
Hierbei ist c0 die Vakuumlichtgeschwindigkeit, ε0 die elektrische Feldkonstante,NA die
Avogadrokonstante und h die Planck-Konstante. Die auf Basis der harmonischen Fre-
quenzanalyse gewonnen Daten stellen somit die Grundlage der Abschätzung dar. Des
Weiteren wurden zusätzlich aus den berechneten Tensoren der statischen Polarisierbar-
keit die isotropen Polarisierbarkeiten α(0) gebildet [89], da diese für das Fallenpotenzial
relevant sind.
α(0) =
1
3
(αxx + αyy + αzz) (2.73)
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Tabelle 2.1: Infrarot Übergänge ausgewählter Moleküle. Angegeben ist die Punktgruppe (PG)
der Struktur, die Irreduzieble Darstellung der gewählten Schwingung sowie deren Frequenz ν̃,
das Übergangsdipolmoment und die aus der ab initio Rechnung abgeschätzte Sponatemissions-
rate (1 au = 2.54Debye).
PG Irred. ν̃12[cm−1] µ12[au] γ[s−1]
CHBr3 C3v E 635 0.10 5.6
HCCCF3 C3v A1 1234 0.15 80
Trimethylamin C3v A1 2910 0.067 226
COS C∞v Σg 2108 0.15 424
CFI3 C3v A1 1038 0.087 17.1
CSCl2 C2v A1 1131 0.13 5.12
MgH+ C∞v Σg 1609 0.036 11
In Tab. 2.1 sind eine Auswahl an Molekülen mit einem großen Übergangsdipolmomen-
ten gezeigt. Die gefundenen Werte mit µ12 > 0.1 au sind die stärksten Übergänge, die
gefunden werden konnten. Ein weiteres wichtiges Kriterium ist die Rate der Spontan-
emission, welche proportional zu ν̃3 ist. Hier sind besonders COS mit γ = 424 s−1 und
Trimethylamin mit γ = 226 s−1 mit ihren auffällig grossen Linienbreiten hervorzuhe-
ben. Ein Vergleich mit experimentellen Spektren [90] bestätigt, dass bei den entspre-
chenden Frequenzen außerordentlich starke Übergänge vorhanden sind. In Tab. 2.2 ist
der vollständige Satz an Testkandidaten und deren Polarisierbarkeiten gezeigt. Wichtig
ist dabei die mögliche Fallentiefe, die von α(0) abhängt sowie das Verhältnis α(0)/m,
welches proportional zur Fallenfrequenz ist. Besonders auffällig beim Betrachten der
Tabelle ist die Tatsache, dass α(0)/m für alle gezeigten Verbindungen sich in der glei-
chen Größenordnung befinden. Den besten Wert weist das Trimethylamin auf. Da α(0)
tendenziell mit der Anzahl der vorhandenen Elektronen steigt, sind die größten Abso-
lutwerte für α(0) bei den mehrfach bromierten und iodierten Verbindungen zu finden.
2.2.6 Simulation für Carbonylsulfid
Das Carbonylsulfid wurde wegen seines außerordentlich guten IR-Übergangs ausge-
wählt. Außerdem gilt es zu erwähnen, dass COS bei der Bildung atmosphärischer Ae-
rosole eine Rolle spielt [91, 92] und somit als Verbindung von allgemeinerem Interesse
ist.
Für das Testbeispiel COS wird folgendes Szenario angenommen: Ein einzelnes Mole-
kül befindet sich im optischen Potenzial einer stehenden Welle, welches eine Fallentiefe
von ≈ 900 µK und eine Fallenfrequenz von ν = 2π × 350 kHz aufweist. Ein solches
Potential könnte zum Beispiel von einem Laser mit der Wellenlänge 532 nm mit ei-
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Tabelle 2.2: Isotrope Polarisierbarkeiten α(0) (1 au = 1.649 · 10-41 C2m2/J), Massen m und de-
ren Verhältnisse als Maß für die Fallenfrequenz.
α(0)[au] m [u] α
m
CHCl3 58 117,9 0,49
CHBr3 82 249,8 0,33
CHI3 122 393,7 0,31
CH3F 17 34,02 0,51
CH3Cl 30 49,99 0,60
CH3Br 38 93,94 0,40
CH3I 51 141,9 0,36
Trimethylamin 52 59,1 0,89
HCCCF3 38 94,0 0,41
HCCCCl3 81 141,9 0,57
HCCCBr3 105 273,8 0,38
COS 34 60 0,57
CFI3 123 411,7 0,30
CF3I 52 195,9 0,26
CSCl2 65 113,9 0,57
CHF3 19 70 0,27
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ner effektiven Leistung von 500 W erzeugt werden (fokusiert auf 50 µm, Gl. 2.12 und
2.13). Der LD Parameter für die Falle, zusammen mit der Anregungsfrequenz des IR-
Übergangs von 2108 cm−1, errechnet sich aus Gl. 2.22: η = 0.02. Da der LD Parameter
kleiner eins ist, kann angenommen werden, dass die Beschreibung des Seitenbandüber-
gangs eine gute Näherung darstellt (LD-Regime).
Um eine Beispielrechnung durchführen zu können, müssen für den gedachten, experi-
mentellen Aufbau einige weitere Annahmen getroffen werden. Die Achse der eindimen-
sionalen Falle soll so angeordnet sein, dass sie zusammen mit der Achse des Resonators
bzw. der Achse des Pump-Laser-Strahls einen Winkel von 45◦ bildet (ΘC = ΘL = 45◦).
Dadurch werden mechanische Effekte von der Cavity und dem Laser möglich. Außer-
dem soll sich das Zentrum der Falle zwischen einem Knoten und einem Bauch der
Resonatormode befinden (φ = 45◦). Das ermöglicht es einerseits die Cavity für die Ver-
stärkung des Spontanzerfalls zu nutzen, als auch Seitenbandübergänge zu treiben. Da
das Übergangsdipolmoment eine feste molekulare Größe ist, kommt als naheliegende
Wahl für die Güte der Cavity die Feldstärke des Vakuumzustandes infrage. Diese wä-
re im Experiment ein limitierender Faktor und wird hier mit εc = 150 V/m gewählt.
In der Literatur finden sich experimentell gemessene Feldstärken von ca. 80 V/m [72].
Die Linienbreite bzw. die Zerfallsrate der Photonen soll sein κ = 2π × 5 MHz. Um ei-
nen Eindruck über die Anforderungen zu bekommen, kann man die Kooperativität (Gl.
2.43) des Resonators betrachten. Die Kooperativität für ein einzelnes Teilchen, wie es
hier simuliert wird, ist C1 = 61. Dies zeigt, dass man sich im Bereich der starken Kopp-
lung befindet (C1  1), die benötigt wird, um eine ausreichend starke Überhöhung der
Spontanemission zu gewährleisten.
Im Folgenden sollen die Ergebnisse der Kühlsimulation diskutiert werden. Außerdem
werden zwei theoretische Lösungsansätze verglichen. Zum einen werden die Raten mit
Hilfe des analytischen Ansatzes aus Gl. 2.61 berechnet. Zum anderen werden die Ra-
ten aus der numerischen Lösung der Mastergleichung 2.46 und der Methode aus 2.2.4
bestimmt. Ein bedeutender Unterschied zu voran gegangen Arbeiten [80, 93] ist, dass
in diesem Fall eine deutlich kleinere Ankopplung an den Resonator verwendet wird
(g = 0.41 ν < Ω). Bedingt durch die Übergangsdipolmomente der molekularen Vi-
brationsübergange und die angenommenen experimentellen Parameter, wird daher ein
neuer Parameterbereich betrachtet.
In Abb. 2.5 sind die Kühlraten und Gleichgewichtszustand gegen die Laser-Molekül-
Verstimmung ∆ und die Cavity-Laser Verstimmung δc aufgetragen. In der obersten
Zeile, Abb. 2.5(a) und 2.5(b), sind die Ergebnisse der analytischen Rechnung gezeigt
gemäß Gl. 2.61. Bei der Betrachtung der Kühlrate fällt auf, dass diese für größere |δc|
immer weiter ansteigt. Das ist jedoch ein Widerspruch zur Erwartung: Verstimmt man
den Resonator gegen den Seitenbandübergang, so schwindet auch die Überhöhung der
Spontanemission und man nähert sich dem Seitenbandkühlregime an. In diesem Grenz-
bereich ist die Kühlrate durch die Spontanemission des molekularen Übergangs limitiert
(W < γ/2 [66]). In Abb. 2.5(a) ist jedoch deutlich zu erkennen, dass die Kühlrate in
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Abbildung 2.5: Isolinien Darstellung der Kühlraten (linke Spalte) und der zugehörigen Be-
setzungszahlen im Gleichgewichtszustand für das COS Molekül aufgetragen gegen die Laser-
Molekül Verstimmung ∆ und die Laser-Resonator Verstimmung δc. Es wird der Übergang der
asymmetrischen Streckschwingung verwendet (2108 cm−1). Die Parameter sind g = 0.41 ν,
κ = 14 ν, γ = 1.9 · 10-4 ν und ΘC = ΘL = 45◦. Die Teilabbildungen (a) und (b) sind die
Ergebnisse des störungstheoretischen Ansatzes aus Gl. 2.61 und für Ω = 0.05 ν. Die Teilab-
bildungen (c) und (d) sind mit den gleiche Parametern aber durch numerische Integration der
Mastergleichung Gl. 2.46 berechnet worden. Die Methode für die Teilabbildungen (e) und (f) ist
identisch mit (c) und (d) jedoch ist Ω = 0.1 ν.
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der Größenordnung von 10-2 ν liegt und den möglichen Wert von γ/2 = 10-4 ν deutlich
überschreitet. Der störungstheoretische Ansatz gilt in diesem Bereich nicht mehr, da der
Seitenbandübergang hier durch den Pumplaser gesättigt ist (ηΩ > γ/2) und der ange-
regte Zustand des Moleküls nicht mehr als leer betrachtet werden kann [80]. Zudem
wird dieser bei derart großen Verstimmungen zur Resonatormode nicht mehr effektiv
genug entvölkert.
In Abb. 2.5(c) und 2.5(d) sind die numerisch erhaltene Kühlrate und der zugehörige
Gleichgewichtszustand für die selben Parameter dargestellt. Die numerische Entwick-
lung der Mastergleichung behält ihre Gültigkeit im gesamten durchlaufenen Parameter-
bereich (∆t = 9.1 ns, Propagationsdauer 350 ms). So sieht man hier im Vergleich von
Abb. 2.5(a) und 2.5(c) einen deutlichen Unterschied in der Kühlrate:W besitzt nun zwei
Maxima bei δc = ±22 ν ∆ = -0.998 ν und fällt deutlich ab für größere Werte von |δc|.
Die maximale Kühlrate ist W = 2 · 103 s−1 und liegt somit im Bereich der Erwartung.
Die Sättigungseffekte werden im numerischen Ansatz korrekt berücksichtigt. Vergleicht
man die Gleichgewichtszustände in Abb. 2.5(b) und 2.5(d) beider Methoden, so fällt der
Unterschied hier weniger deutlich auf. Allerdings besitzen die numerisch bestimmten
Gleichgewichtszustände ein Minimum, welches mit dem entsprechenden Maximum der
Kühlrate identisch ist. Eine effiziente Kühlung findet man für Verstimmungen, die den
schmalen dressed state bestehend aus Resonatormode und Molekülzustand treiben. Für
große Resonatorverstimmungen |δc| → ∞ wird die Wirkung der Mode unwichtig und
das Schema geht in ein Seitenbandkühlschema im Freiraum über. In diesem Grenzbe-
reich nähert sich das Optimum entsprechend der Bedingung ∆ = −ν an.
Da mithilfe der Numerik auch die Sättigungseffekte beschrieben werden, kann nun
auch der Frage nachgegangen werden, wie sich die Kühlmethode mit steigender Pump-
Stärke verhält. In der Praxis wäre dies ein leicht zu variierender Parameter. In Abb.
2.5(e) und 2.5(f) sind die Raten und Gleichgewichtszustände für Ω = 0.1 ν dargestellt.
Dies entspricht einer Verdopplung im Vergleich zum vorherigen Abschnitt. Vergleicht
man nun die Bilder mit Abb. 2.5(c) und 2.5(d) so erkennt man, dass der Bereich ma-
ximaler Rate, aufgrund der höheren Pumpstärke, breiter in ∆ wird. Die erreichbaren
Kühlraten sind in diesem Fall größer, aber die erreichbare minimale Temperatur wird
ebenfalls erhöht. In Abb. 2.6 ist die Abhängigkeit der maximal erreichbaren Kühlrate
und dem zugehörigen Gleichgewichtszustand gegen die Pumpstärke aufgetragen. Die
Kühlrate skaliert hier annähernd linear mit der Rabifrequenz Ω. Auf Basis des analyti-
schen Ansatzes aus Gl. 2.61 würde man jedoch eine quadratische Abhängigkeit erwar-
ten. Das bedeutet, dass das betrachtete Intervall Ω ∈ [0.05;0.3] ν sich bereits jenseits
der Gültigkeit eines störungstheoretischen Ansatzes befindet. Eine größere Kühlrate ist
also durchaus noch möglich. Der zugehörige Gleichgewichtszustand hingegen skaliert
nicht linear, sondern exponentiell. Die Wahl der Pump-Stärke ist somit eine Abwägung
zwischen der Kühlgeschwindigkeit und der erreichbaren Endtemperatur. Eine denkbare
Optimierung an dieser Stelle wäre eine Variation von Ω in der Zeit. Man beginnt mit
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Abbildung 2.6: Skalierungsverhalten der Kühlmethode gegenüber der Pump-Stärke Ω. Die
schwarze Linie zeigt die maximale Rate in Abhängigkeit der Rabi Frequenz. Die graue Linie
zeigt den zugehörigen Gleichgewichtszustand der Falle.
größerer Pumpstärke um den Vorgang zu beschleunigen und verkleinert Ω am Ende des
Vorganges um einen möglichst niedrigen Endzustand zu erreichen.
2.2.7 Simulation für Magnesiumhydrid Kationen
Ein weiterer Anwendungsfall für die resonatorgestützte Kühlmethode sind Moleküli-
onen in einer Ionenfalle. Diese werden in der Regel über sympathetische Kühlung mit
Atomionen gekühlt [4, 44]. Die folgende Simulation für das Magnesiumhydridion soll
zeigen, dass es prinzipiell möglich ist, die Ionen direkt zu Kühlen.
Der erste Schwingungsübergang v0←1 im MgH+ ist mit γ = 11 s−1 im Vergleich
zum COS deutlich langsamer. Da Ionenfallen in der Regel aber sehr tiefe Potenziale
und deutlich längere Speicherzeiten bieten als Dipolfallen, ist die geringere Spontan-
emissionsrate kein Ausschlusskriterium. Die Annahmen für Anordnung die Geometrie
(ΘC , ΘL) und die Vakuumfeldstärke des Resonators sind identisch mit denen aus dem
vorherigen Abschnitt. Für die Fallenfrequenz kann hier jedoch ein deutlich größerer
Wert angenommen werden (ν = 2π × 1 MHz). In Kombination mit der Frequenz des
Schwingungsüberganges ν̃ = 1609 cm−1 ergibt sich ein LD-Parameter von η = 0.014.
Die Ankopplung des molekularen Übergangs an den Resonator unter der Annahme, dass
εc = 150 V/m ist g = 2π×0.045 MHz – also noch mal etwas schwächer als beim COS.
Die Zerfallsrate des Resonators ist κ = 2π×2.5 MHz und so gewählt, dass die Ankopp-
lung optimiert wird. Die Einteilchenkooperativität ergibt sich daraus zu C1 = 270. Die
Pumpstärke Ω = 2π × 0.05 MHz ist in einem identischen Verhältnis wie im vorherigen
Beispiel gewählt. Aufgrund der geringeren Spontanemission ist hier jedoch bereits mit
Sättigungseffekten zu rechnen. Die Kühlraten werden nur mit der numerischen Metho-
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Abbildung 2.7: Isolinien Darstellung für die Kühlraten (a) und Gleichgewichtszustände (b) von
MgH+ in einer Ionenfalle aufgetragen gegen die Laser-Molekül Verstimmung ∆ und die Laser-
Resonator Verstimmung δc. Die verwendeten Parameter sind g = 0.045 ν, η = 0.014, κ = 2.5 ν,
γ = 1.8 · 10-6 ν, und ΘC = ΘL = 45◦.
de bestimmt. Ein Zeitschritt von 3.2 ns lieferte für eine Gesamtdauer von 120 ms eine
stabile Zeitentwicklung der Dichtematrix.
In Abb. 2.7 sind die Kühlraten und Gleichgewichtszustände gegen die Verstimmun-
gen ∆ und δc aufgetragen. Die geringere Resonatorankopplung wird in 2.7(a) deutlich:
Die Aufspaltung in die dressed states ist nicht sichtbar. Statt dessen ist nur ein Maxi-
mum in der Kühlrate zu erkennen (W = 2 · 103 s−1). Das doppelte Maximum wie beim
COS in Abb. 2.5(c) und (e) ist durch die geringe Aufspaltung und die, im Vergleich zu
Fallenfrequenz, kleinere Linienbreite der Mode nicht mehr vorhanden. Betrachtet man
die genaue Lage des Maximums, so fällt auf, dass diese zu δc = -1 ν hin verschoben
ist. Damit entspricht das Modell sehr gut dem Anregungsschema in Abb. 2.4, das die
Anwesenheit von dressed states vernachlässigt. Die Resonatormode ist für ∆ ≈ −ν
und δc ≈ −ν in Resonanz mit dem senkrechten Übergang |e, n〉 → |g, n〉 während der
Pump-Laser resonant in das Seitenband einstrahlt: |g, n〉 → |e, n − 1〉. Der Mechanis-
mus ist in diesem Fall ein kohärenter Cavity verstärkter Ramanprozess. Der Gleichge-
wichtszustand in Abb. 2.7(b) zeigt ein deutliches Minimum von 1.4 · 10−5, das mit dem
Maximum der Kühlrate zusammenfällt. Die bereits diskutierte Asymmetrie bezüglich
der δc-Achse tritt in dieser Darstellung noch deutlicher zum Vorschein. Der Grundzu-
stand bei δc ≈ +ν liegt um fast eine Größenordnung höher als bei δc ≈ −ν. Bei den
Ergebnissen vom COS aus Abb. 2.5(b) und (d), ist ebenfalls eine leichte Asymmetrie
vorhanden, die aber in der Darstellung kaum zu erkennen ist.
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2.3 Zusammenfassung
In diesem Kapitel konnte mit Unterstützung numerischer Simulationen ein Konzept
aufgezeigt werden, dass es ermöglicht mithilfe Resonator-Verstärkter Seitenbandküh-
lung Moleküle in den Grundzustand einer harmonischen Falle zu kühlen. Es konnten
die nötigen Eigenschaften identifiziert und einige Testkandidaten gefunden werden. Für
neutrale Moleküle ist somit eine gute Polarisierbarkeit wichtig, um ein ausreichend tie-
fes optisches Potenzial generieren zu können. Das Verhältnis von Polarisierbarkeit zu
Masse, welches für die Fallenfrequenz wichtig ist, ist von der elektronischen Struktur
abhängig. Für die untersuchten nichtmetallischen Verbindungen liegt dies somit in der
gleichen Größenordnung. Um ein gute Ankopplung an den Resonator zu ermöglichen,
ist ein guter IR-Übergang mit einem möglichst großen Übergangsdipolmatrixelement
von Vorteil. Das Carbonylsulfid hat sich in diesem Zusammenhang als außerordent-
lich geeignet herausgestellt. Durch die Verwendung von Vibrationsübergängen mit sehr
kleinen Linienbreiten können die Seitenbänder gut aufgelöst werden. Bedingt durch das
gute Übergangsdipolmoment wird eine Ankopplung an den Resonator erreicht, der eine
Kühlung über dressed states erlaubt. Dadurch lässt sich die Methode leicht auf verschie-
dene Arten von harmonischen oder näherungsweise harmonischen Fallen übertragen.
Am Beispiel vom MgH+ konnte gezeigt werden, dass diese Art von Kühlung auch
auf Molekülionen anwendbar ist. Die gewählten Parameter des Resonators führen zu
einem Mechanismus der einem kohärenten Ramanprozess entspricht. Die dressed sta-
tes, die durch die Cavity Kopplung gebildet werden, haben hier nur eine untergeordnete
Bedeutung. Auf diese Weise wird eine direkte Kühlung der Molekülionen möglich. Die
Rechnungen zeigen, dass Grundzustandskühlen für Moleküle auf Millisekunden Zeit-
skala theoretisch möglich ist.
Kapitel 3
Pump-Probe Simulation an
Einzelmolekülionen
3.1 Einleitung
Ionenfallen [72] stellen ein universelles Werkzeug dar, um Einzelionen mit Sub-
Nanometer Präzision zu positionieren [94] und zu manipulieren. Die Translationsfrei-
heitsgrade können mittels Laserkühlung leicht auf wenige Millikelvin gesenkt wer-
den [66, 67]. Die Ionen ordnen sich in der Falle, als Folge des einschließenden Po-
tenzials und der repulsiven Wechselwirkungen zwischen einander, zu einem Coulomb-
Kristall [95]. Die Abstände der Teilchen zueinander sind in der Größenordnung von
Mikrometern. Molekülionen können mithilfe sympathetischer Kühlung indirekt über
die Coulomb Wechselwirkung ebenfalls gekühlt werden [4,43–45] (siehe auch Kap. 2).
In dieser Umgebung sind die internen Freiheitsgrade der Moleküle weitgehend abge-
schirmt von Umgebungseinflüssen [5, 52]. Derartige Aufbauten ermöglichen es, Mo-
lekülionen als isolierte Systeme zu studieren. Die dekohärenzarme Umgebung macht
Experimente unter idealisierten Bedingungen möglich.
Ultrakurze Laserpulse haben eine breite Anwendung bei der Untersuchung von der
Dynamik molekularer Systeme und chemischer Reaktionen [96,97]. Allgemein eröffnet
dies auch die Quantenkontrolle von molekularen Systemen [98].
Im folgenden Kapitel soll die Kombination beider Methoden vorgestellt werden.
Sympathetisch gekühlte MgH+-Ionen, die in einem Mg+-Ionenkristall gefangen sind,
werden mit Femtosekunden-Laserpulsen untersucht. Die vorliegende Arbeit behandelt,
die theoretische Beschreibung des Experiments, das im Rahmen einer Kooperation in-
nerhalb der Exzellenz Initiative Munich Centre for Advanced Photonics (MAP) in der
Gruppe von Tobias Schätz durchgeführt wurde [6, 7]. Das Besondere ist die erstmalige
Vereinigung beider Methoden. Im Gegensatz zur Lösung oder zu einem Festkörpersy-
stem [99] sind hier aufgrund der fehlenden Wechselwirkung mit der Umgebung extrem
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Abbildung 3.1: Anregungsschema des Pump-Probe-Experiments. Ein kurzer UV-Laserpuls
(≈ 285 nm, ≈ 4 fs) erzeugt ein Wellenpaket im elektronisch angeregten Zustand A. Die Be-
wegung des Wellenpaketes wird mit einem zweiten UV-Puls über den C-Zustand abgefragt und
dissoziiert darauf hin in ein neutrales Mg-Atom. Aufgrund der Steigung des C-Zustandes ist Dis-
soziationswahrscheinlichkeit vom gegenwärtigen Ort des Wellenpaketes abhängig. Die Ionen-
kristalle der verschiedenen Konfigurationen sind schematisch dargestellt. Ein MgH+-Molekülion
ist als dunkle Fehlstelle zwischen fluoreszierenden Mg+ zu erkennen (grauer Kreis). Findet ei-
ne Dissoziation in Mg + H+ statt, so schließt sich die Lücke im Kristall, da Protonen nicht im
Stabilitätsbereich der Falle liegen. Beim Zerfall in Mg+ + H hingegen wird das Magnesiumion
wieder sichtbar.
lange Kohärenzzeiten möglich. In der Gasphase oder einem Molekularstrahl hingegen
steht ein Molekül nur für eine sehr kurze Zeit zur Verfügung (für gewöhnlich kürzer
als das Repetetionsintervall des Lasers). Mit dem Experiment soll demonstriert wer-
den, dass Ultrakurzzeit-Spektroskopie an einzelnen Molekülen machbar ist. Dies ist
eine wichtige Grundlage für weiterführende Experimente, wie z. B. Strukturaufklärung
mit kurzen Röntgenpulsen an Biomolekülen.
3.2 Verbindung zum Experiment
Die speziellen experimentellen Bedingungen – in einem Ionenkristall fixierte Einzel-
moleküle unter der Einwirkung kurzer Ultraviolet (UV)-Laserpulse – müssen in das zu
entwickelnde Modell miteinbezogen werden.
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Das verwendete Pump-Probe (PP)-Schema ist in Abb. 3.1 skizziert. Das Molekül
wird mit einem Pumplaser vom elektronischen Grundstand X in den elektronischen A-
Zustand angeregt und erzeugt dort ein gaussförmiges Wellenpaket. Aufgrund der Ver-
schiebung der Potenzialkurven befindet sich das Wellenpaket nicht mehr im vibroni-
schen Grundzustand, sondern wird durch eine Superposition von Schwingungsniveaus
abgebildet und beginnt sich in der Zeit zu entwickeln. Die Zeitdauer der Oszillations-
periode ist durch die Schwingungsfrequenzen im A-Zustand bestimmt [14] und beträgt
hier ≈ 30 fs. Die Abfrage des Orts geschieht mittels eines Probepulses über den repul-
siven Zustand C. Die Anregungswahrscheinlichkeit variiert mit der ortsabhängigen En-
ergiedifferenz zwischen den Zuständen A und C. Die Dissoziationswahrscheinlichkeit
ist abhängig vom Ort des Wellenpaketes in A und somit von der Verzögerung zwischen
den Laserpulsen. Die hier verwendeten UV-Laserpulse haben Wellenlängen im Bereich
um 285 nm und eine Pulsdauer von ≈ 4 fs. Die Anregungswahrscheinlichkeit pro La-
serpuls beträgt ≈ 5 · 10−3 bei den verwendeten Intensitäten von ca. 60 GWcm−2. Die
Pulsparameter für den Pump- und den Probepuls sind identisch.
Die Probe besteht aus einer geringen Anzahl MgH+-Kationen (≈ 20), die in einem
Coulomb-Kristall aus Mg+ Ionen eingebettet sind. Bedingt durch die Fluoreszenz der
Dopplerkühlung der Mg+ Atomionen sind diese im Kamerabild sichtbar. Die Molekül-
ionen hingegen sind nicht direkt sichtbar. Da der Coulomb-Kristall aber eine definierte
Struktur hat, sind die MgH+ Ionen als Dunkelstellen im Kristall zu erkennen. Als Detek-
tionssignal wird die Bildung der Mg-Atome ausgewertet. Dissoziiert ein Molekül über
den C-Zustand, so zerfällt es in ein neutrales Mg und ein Proton. Da die Protonen aber
aufgrund ihres geringen Ladung zu Masse Verhältnis nicht im Stabilitätsbereich der Fal-
le liegen, verschwindet die Dunkelstelle im Kristall. Zusätzlich kann das Molekül über
sekundäre Anregungspfade in Mg+ und H zerfallen. Diese unerwünschten Prozesse lau-
fen über alternative Dissoziationskanäle ab. In diesem Fall wird aus einer Dunkelstelle
im Kristall wieder eine helle, fluoreszierende Stelle.
Eine Besonderheit dieses Experiments ist die Isoliertheit der Moleküle. Wird ein Mo-
lekül angeregt aber nicht dissoziiert, so kann es, bedingt durch die Franck-Condon Fak-
toren und die Verschiebung der Potenzialkurven, in verschiedene Vibrationsniveaus des
X-Zustands zerfallen. Bedingt durch die Repetitionsrate des Lasersystems von 3000 s−1
werden die Moleküle im Experiment wiederholt von Laserpulsen getroffen. Eine mehr-
fache Anregung ohne eine Dissoziation führt daher zum Aufheizen der internen Frei-
heitsgrade. Dies ist eine neue Anforderung an die theoretische Beschreibung der Pro-
zesse, da hier unterschiedliche Zeitskalen vom Sub-Femtosekunden Bereich bis hin zu
einigen Sekunden involviert sind.
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Abbildung 3.2: Potenzialkurven des MgH+-Ions. CAS(12/10)/MRCI/ROOS. Die Kerndynamik
findet im A-Zustand statt und wird über den C-Zustand abgefragt. Einzig die Dissozation über
den C-Zustand führt zu einem neutralen Mg-Atom. Die Form der Potenzialkurven deutet bereits
eine vermiedene Kreuzung zwischen den Zuständen C und D sowie D und F an. Die Zustände
G und H sind hier gezeigt, wurden aber in der PP-Simulation nicht mehr berücksichtigt.
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3.3 Quantenchemische Berechnungen
Um einen weiten Bereich an Wellenlängen zu testen, werden die ersten acht elektro-
nischen Zustände des MgH+-Ions in Betracht gezogen. Aufgrund der experimentellen
Gegebenheiten kommen Wellenlängen von 240 nm bis 300 nm in Betracht. Bezogen
auf zwei aufeinanderfolgende Anregungen bzw. einen Zwei-Photonen Prozess bedeu-
tet das, dass ein Bereich von ca. 8 eV bis 10.5 eV, bezogen auf den Grundzustand, als
aktiver Energie-Bereich für Kerndynamik und die Dissoziation der Moleküle in Frage
kommt. Mithilfe der CAS(12/10)/MRCI Methode werden daher die Potenzialkurven der
ersten zehn elektronischen Zustände des Moleküls mit dem Programm Molpro berech-
net [16]. Die Auswahl der aktiven Orbitalen für die Complete Active Space Self Consi-
stent Field (CASSCF) Rechnung, enthält 12 Elektronen in 10 aktiven Molekülorbitalen.
Durch Berechnung von zehn statt acht Zuständen kann sichergestellt werden, dass der
Betrachtungsbereich für die quantenmechanische Beschreibung der ablaufenden Dyna-
mik ausreichend groß ist. Da im gewählten Bereich auch zwei molekulare 1∆ Zustände
liegen, muss eine Basis gewählt werden, die Anregungen in d-Zustände des Magne-
siums korrekt beschreiben kann. Die ROOS Basis [100, 101] wurde für solche Fälle
entwickelt. Andere Basissätze liefern hier deutlich abweichende Ergebnisse (speziell
bei den 1∆ Zuständen). Zum Beispiel die d-Orbitalfunktionen der häufig verwendeten
Pople- und Dunning-Basissätze [10] sind darauf ausgelegt, als Polarisationsfunktionen
zur Verbesserung von Bindungswinkeln zu fungieren.
Potenzialkurven
Die resultierenden Potenzialkurven sind in Abb. 3.2 gezeigt. Die primär wichtigen Zu-
stände sind der Grundzustand X, das gebundene Potenzial des A-Zustandes und der
repulsive C-Zustand, der zur Abfrage der Kerndynamik dient. Das Minimum des A-
Zustandes ist um etwa 0.4 Å gegenüber dem Minimum des X-Zustandes verschoben.
Durch die Anregung eines Elektrons aus dem bindenden σ-Orbital in ein p-Orbital des
Mg wird die Bindung entsprechend gelockert. Der ungebundene B-Zustand liegt im
Franck-Condon Bereich oberhalb des A-Zustandes und wird im Idealfall weder mit ei-
nem Ein- noch mit einem Zwei-Photonen Prozess erreicht. Lediglich ein vibrationell
hoch angeregter Startzustand macht diesen für eine Laseranregung direkt zugänglich.
Oberhalb des C-Zustandes liegen noch vier weitere Potenzialkurven, die in Ausnahme-
fällen mit einer Zwei-Photonen Anregung zu erreichen sind. Der D-Zustand ist ein ge-
bundener Zustand, der aufgrund seiner vermiedenen Kreuzung mit dem C-Zustand nicht
als unabhängiger Eigenzustand der elektronischen Schrödingergleichung (SG) betrach-
tet werden kann. Ein Wellenpaket in D wird sich, bedingt durch die nicht-adiabatische
Kopplung, aufteilen und direkt über D in ein Mg+ dissoziieren bzw. indirekt über C in
ein Mg dissoziieren. Der darüber liegende F-Zustand ist in analoger Weise wiederum
mit dem D-Zustand gekoppelt. Die beiden E-Zustände E1 und E2 sind zwei, energetisch
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Tabelle 3.1: Berechnete Übergangsenergien im MgH+. Es sind berechneten Übergänge, basie-
rend auf den Quantenchemischen Rechnung und den Eigenfunktionen der Kerne, den Litera-
turwerten gegenübergestellt. In der harmonischen Näherung ist die Oszillationsperiode im A-
Zustand 28 fs (Lit. 30 fs). Die Dissozationsenergien der jeweiligen Zustände sind mit Di ge-
kennzeichnet. Die zu erwartende Zeit für ein Dephasieren und ein darauf folgendes rephasieren
des Wellenpakets aufgrund der Anharmonizität von ν01 − ν12 = 20 cm−1 ergibt sich zu 1.7 ps.
Übergang Berechnet [ cm−1] Literaturwerte [ cm−1]
|X, v = 0〉 → |X, v = 1〉 1615 1634.4 [102]
DX 16626 15600 bis 17000 [82]
|X, v = 0〉 → |A, v = 0〉 34552 35658 [102]
|A, v = 0〉 → |A, v = 1〉 1197 1119 [102]
DA 16295 16500 bis 18000 [82]
entartete 1∆ Zustände, die hier, trotz einer geringen Bindungsenergie, als ungebundene
Zustände betrachtet werden. Betrachtet man die Dissoziationskanäle, führen alle, bis
auf den C-Zustand, zu Mg+-Ionen. Darauf begründet sich die Wahl des C-Zustandes als
Detektionskanal.
Zusätzlich zu den Potenzialflächen werden die Eigenfunktionen und Eigenwerte der
Kerne im elektronischen Grundzustand X und im A-Zustand benötigt. Zu diesem Zweck
wird die Relaxationsmethode aus Kap. 1.1.4 angewandt und sowohl für den X-, als auch
den A-Zustand jeweils 20 Eigenzustände berechnet, die auf einem Ortsgitter mit jeweils
2048 Punkten repräsentiert werden. Die erhaltenen Eigenwerte werden experimentel-
len und theoretischen Ergebnissen aus der Literatur gegenübergestellt, um die Qualität
der Potenzialkurven zu prüfen (Tab. 3.1). Die höher liegenden Zustände C bis F sind
spektroskopisch nur ungenau oder gar nicht vermessen. Ein Vergleich mit theoretischen
Potenzialkurven [82] zeigt jedoch eine gute Übereinstimmung der Zustände B bis D.
Für die Zustande E und F sind keine Vergleichswerte vorhanden.
Übergangsdipolmomente
Zusammen mit den Potenzialkurven werden die, für die Laserkopplung benötigten,
Übergangsdipolmomente ebenfalls auf MRCI Niveau berechnet. In Abb. 3.3(a) sind
die ortsabhängigen Übergangsdipolmomente gezeigt, die für das PP-Schema benötigt
werden. Das Übergangsmoment µXA koppelt den Pumppuls an das Molekül und ist so-
mit für die Erzeugung der Dynamik verantwortlich. Mit einem Übergangselement von
1.6 au (4.1 Debye) im Franck-Condon Bereich stellt dies einen guten Übergang dar.
Die für die Kopplung der Probepulse nötigen Übergangsdipolmomente µAC(R) und
µAD(R) weisen sowohl im Franck-Condon Bereich als auch im äußeren Umkehrpunkt
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Abbildung 3.3: Übergangsdipolmomente. In (a) sind die direkt am PP-Prozess beteiligten Über-
gangsdipolmomente gezeigt: Schwarz µXA, grün µAC , blau µAD. Die Übergangsdipolmomen-
te zwischen A und C, sowie A und D werden stark von den nicht-adiabatischen Kopplungen
beeinflusst. Die Übergangsdipolmomente für die Sekundärprozesse in den Mg+ Kanal sind in
(b) gezeigt: Schwarz µXB , grün µAF , blau µAE2 . Die Dipolfunktion des A-F Übergangs weist
an der Stelle der nicht-adiabatischen Kopplung eine, nahezu sprungartige, Veränderung auf.
(1 au = 2.54 Debye)
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des Wellenpaketes bei 2.4 Å eine ähnliche Größe auf (≈ -2 au bis -1.5 au). Wegen der
vermiedenen Kurvenkreuzung zwischen den Zuständen C und D sowie D und F und
dem damit verbundenen Charakterwechsel der elektronischen Wellenfunktion, weicht
der Verlauf der Kurven deutlich von einem linearen Verhalten ab.
In Abb. 3.3(b) sind die Übergangsdipolmomente gezeigt, die für Kopplung an die,
im PP-Experiment störenden, Mg+-Kanäle verantwortlich sind. Das Übergangsdipol-
moment für den Übergang X-B ist hinreichend stark um im Fall „heißer Startzustande“
|X, v  0〉 einen nicht zu vernachlässigenden Konkurenzkanal öffnen. Ähnliches gilt
für die Übergänge A-F und A-E1, die den Probeprozess beeinflussen können. Weitere
Übergangsdipolmomente die auf den PP-Prozess einen geringeren Einfluss haben und
lediglich eine Korrektur darstellen, sind im Anhang A.2 zu finden.
Nicht-adiabatische Kopplungsmatrixelemente
Wie aus den Potenzialkurven bereits ersichtlich ist, gibt es zwischen den Zuständen C
und D, sowie E und F nicht-adiabatische Kopplungen, die berücksichtigt werden müssen
um eine zuverlässige Beschreibung zu gewährleisten. Eine gute Darstellung der höher
liegenden Zustände und deren Kopplungen ist wichtig um auch die Auswirkungen von
Laserpulsen mit kürzeren Wellenlängen (< 280 nm) studieren zu können. Eine diaba-
tische Beschreibung ist nicht zweckmäßig, da eine Diabatisierung nur zwischen zwei
Zuständen möglich ist und hier vier Zustände miteinander koppeln. Stattdessen wer-
den die adiabatischen Potenzialkurven verwendet (wie auch in Abb. 3.2 gezeigt) und
die Kopplung mithilfe nicht-adiabatischer Kopplungsmatrixelemente (NAKME) genä-
hert. Um die ortsabhängigen Kopplungsmatrixelemente fkl zwischen entsprechenden
Zuständen zu erhalten, wird die Ableitung der elektronischen Wellenfunktion χ nach
der Kernkoordinate R bestimmt. Die gesuchten Matrixelemente aus Gl. 1.21 werden
mit dem Programm MOLPRO [16] berechnet. Die Bestimmung der Ableitungen erfolgt
dabei numerisch mit der Methode der finiten Differenzen [103, 104].
Die numerische Bestimmung der nicht-adiabatischen Kopplungselemente funktio-
niert gut, wenn die Kopplungen isoliert sind und im betrachteten Bereich nur Kur-
venkreuzungen zwischen zwei Zuständen auftreten. Problematisch hingegen wird die
Berechnung, wenn Kreuzungen zwischen verschiedenen Zuständen dicht aufeinandner
Folgen. Hier kreuzt der G-Zustand in einem engen Bereich die Zustände F, D und C.
Um diese Schwierigkeit bei der Berechnung zu Umgehen, werden die Kopplungen in
der unmittelbaren Umgebung des Kreuzungsbereichs bestimmt und anschließend an
Gaussfunktionen (Anhang A.1) angefittet. Die NAKME zwischen C und D, sowie E
und F sind in Abb. 3.4 zusammen mit den gefitteten Funktionen dargestellt.
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Abbildung 3.4: Nicht-adiabatische Kopplungsmatrixelemente von MgH+. Dargestellt sind die
gefitteten Verläufe der Kopplungselemente zwischen C und D (grau, Karos) sowie zwischen D
und F (blau, Kreise) zusammen mit den errechneten Stützpunkten. (Für die zugehörigen Fitpa-
rameter siehe Anhang A.1)
3.4 Pump-Probe Simulation in isolierter Umgebung
Aufgrund der besonderen Umstände des Experiments sind in der theoretischen Be-
schreibung verschiedene Zeitskalen berücksichtigt: Die kohärente Zeitentwicklung
während eines einzelnen PP-Experiments liegt im Bereich von weniger als 100 fs. Der
Spontanzerfall aus dem angeregten Zustand A zurück in den Grundstand X findet auf
einer Nanosekunden Zeitskala statt. Die Spontanemission angeregter vibronischer Ni-
veaus innerhalb des elektronischen Grundstand X ereignet sich in einem Zeitraum we-
niger Hundert Millisekunden. Da die Repetitionsrate des Lasersystems ebenfalls im Be-
reich weniger KHz liegt, ist zu erwarten, dass eine Wiederholung der PP-Sequenz nicht
unbedingt im Grundzustand des Moleküls |X, v = 0〉 beginnt. Das Modell wird daher
in zwei Teile separiert. Im ersten Teil wird die kohärente Zeitentwicklung mittels der
zeitabhängigen Schrödingergleichung für verschiedene Initialzustände |X, v〉 berech-
net. Der eigentliche PP-Prozess und die Laserwechselwirkung können so bestmöglichst
erfasst werden. Der zweite Teil besteht aus einem Ratengleichungssystem, das die Er-
gebnisse der inkohärenten Zeitentwicklung involviert. Die Spontanemissionsprozesse
können damit gut beschrieben werden. Die Ergebnisse der zeitabhängigen SG werden
zusammengefasst und über die Repetitionsintervalle gemittelt. Auf der langen Zeitskala
wird somit nur noch die Auswirkung der Laserpulse betrachtet.
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3.4.1 Kohärente Zeitentwicklung
Die Bewegung der Kerne unter dem Einfluss der Pump- und Probe-Laserpulse wird
durch die zeitabhängige SG (Gl. 1.25) beschrieben. Der Hamiltonoperator für das Mo-
lekül inklusive der Laserkopplung und der nicht-adiabatisches Kopplungsmatrixelement
(NAKME), ist gegeben durch
Ĥ = T̂ + V̂ (R) + K̂CD(R) + K̂DF (R)− µ̂(R)εL(t) , (3.1)
wobei
T̂ =
~
2m
∂2
∂R2
(3.2)
die kinetische Energie der Kerne und
m =
mMgmH
mMg +mH
(3.3)
die reduzierte Masse von 24Mg1H+ ist. Der Operator der potenziellen Energie V̂ (R)
enthält auf der Diagonalen die Potenzialkurven der Zustände X bis E. Die Operatoren
K̂CD und K̂DF beschreiben die nicht-adiabatische Wechselwirkung zwischen den Po-
tenzialkurven C und D sowie D und F gemäß Gl. 1.24 im Bild der nicht-adiabtischen
Kopplung. Die im vorherigen Abschnitt gezeigten ortsabhängigen Kopplungselemen-
te gehen hier entsprechend ein. Die Wechselwirkung mit den Laserpulsen wird durch
−µ̂(R)εL(t) berücksichtigt. Das Gesamtsystem bestehend aus insgesamt acht elektro-
nischen Zuständen wird mit einem Chebychev-Propagations Schema [19] in der Zeit
entwickelt.
Laserwechselwirkung
Die Wechselwirkung zwischen dem Molekül und den Laserpulsen ist in der Dipolnähe-
rung durch den Operator −µ̂(R)εL(t) gegeben. Die Dipolmatrix µ̂(R) enthält alle orts-
abhängigen Übergangsdipolmomente die für eine Anregung relevant sind. Ausgewählt
werden dafür alle Übergänge die während des Prozesses mit den Laserpulsen aufgrund
des Energieunterschiedes der zugehörigen Potenzialkurven in Resonanz sein können.
µ̂(R) =

0 µXA µXB 0 0 0 0 0
µXA 0 µAB µAC µAD µAF µAE1 µAE2
µXB µAB 0 µBC µBD µBF µBE1 µBE2
0 µAC µBC 0 0 0 0
0 µAD µBD 0 0 0 0 0
0 µAF µBF 0 0 0 0 0
0 µAE1 µBE1 0 0 0 0 0
0 µAE2 µBE2 0 0 0 0 0

(3.4)
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In Gl. 3.4 ist die verwendete Matrix mit allen ausgewählten Übergangsdipolmomenten
gezeigt. Das Laserfeld εL(t) besteht aus einer Überlagerung zweier identischer Puls-
funktionen εP (t), die um eine Verzögerung τ gegeneinander verschoben sind.
εL(t) = εP (t) + εP (t− τ) = εPu(t) + εPr(t) (3.5)
Die Symbole εPu und εPr werden alternativ verwendet um explizit den Pump- oder
den Probepuls zu kennzeichnen. Für eine Annäherung an das Experiment ist es notwen-
dig, auf die Form der Pulse εP (t) genauer einzugehen. Im Idealfall kann angenommen
werden, dass die Pulse eine gaussförmige Einhüllende haben.
ε′P (t) = Emaxe
− 4 ln 2t
2
σ2 cos(ωLt) (3.6)
Ein solcher Puls wird charakterisiert durch die Amplitude Emax, die Halbwertsbreite σ
und die Zentralfrequenz ωL. Bei den verwendeten kurzen Pulsen mit einer Halbwerts-
breite von 4 fs bei der Wellenlänge von ≈ 300 nm führt jedoch bereits jede Reflektion
an einem Spiegel zu einer Modifikation der Phasenfunktion und somit zu einer Modifi-
kation in der Zeitdomäne. Um dieser Tatsache Rechnung zu tragen, wird eine simulierte
Phasenfunktion φ(ω) des Spiegelherstellers mit einbezogen.
εP (t) = F−1e−iφ(ω)Fε′P (t) (3.7)
Der Ursprungspuls ε′P (t) wird mittels einer Fouriertransformation F in die Frequenz-
domäne gebracht. In dieser Darstellung wird die Phase entsprechend appliziert und man
erhält nach einer Rücktransformation F−1 den modifizierten Laserpuls der in Gl. 3.5
eingesetzt werden kann.
Die verwendete Phasenfunktion ist zusammen mit dem Spektrum des Ausgangspul-
ses in Abb. 3.5 gezeigt. Der Verlauf der frequenzabhängigen Phase ist nahezu linear im
Bereich von 30000 bis 38000 cm−1. Bei 38000 cm−1 fällt die Funktion steil ab. In einer
ersten Näherung kann man die Kurve aus zwei Geraden zusammensetzen. Quadratische
Anteile sind hier offensichtlich nicht dominant. Für einen Puls, der dieser Phasenfunkti-
on unterzogen wird, bedeutet das, dass höher frequente Komponenten stärker verzögert
werden. Es sind somit entsprechende Subpulse zu erwarten.
Der zeitliche Verlauf eines modifizierten Pulses mit einer zentralen Wellenlänge von
285 nm und einer initialen Halbwertsbreite von 4 fs ist in Abb. 3.6 gezeigt. Der Hauptteil
des Pulses, der die höchste Intensität enthält, hat trotz der angewendeten Phase noch eine
Halbwertsbreite von ≈ 6 fs. Die Ausläufer des Pulses erstrecken sich hingegen über eine
Zeitspanne von ca. 50 fs. Da die Amplitude jedoch nur ca. ein Zehntel des Hauptpulses
beträgt sind nur kleinere Seiteneffekte zu erwarten. Alle folgenden Rechnung basieren,
sofern sie nicht explizit gekennzeichnet sind, auf dem im Abb. 3.6 gezeigten Funktion
für das elektrische Feld.
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Abbildung 3.5: Phasenfunktion der Spiegel und Spektrum des verwendeten Laserpulses mit
4 fs. Die Zentralfrequenz von 35000 cm−1 entspricht einer Wellenlänge von 285 nm. Die nä-
herungsweise lineare Steigung in der Phase ab ≈ 38000 cm−1 läßt darauf schließen, dass die
hochfrequenten Anteile stärker verzögert werden.
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Abbildung 3.6: Zeitlicher Verlauf des Laserfeldes mit der Phasenfunktion der Spiegel. Der
Hauptpuls ist in etwa eine Halbwertsbreite von 6 fs. Deutlich erkennbar sind auch die zeitlich
verzögerten Nebenpulse, die aufgrund der Phasenfunktion zustande kommen.
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3.4.2 Ratengleichungs Modell
Um den inkohärenten Anteil der Zeitentwicklung zu beschreiben, wird ein Ratenglei-
chungsmodell angewandt. Über die Femtosekundenzeitskala hinaus müssen der Spon-
tanzerfall aus dem elektronisch angeregten Zustand und der Spontanzerfall der vibroni-
schen Niveaus im elektronischen Grundzustand berücksichtigt werden. Die Intensitäten
der Laser sind so gewählt, dass diese eine schwache Wechselwirkung im Sinne der
Störungstheorie darstellen – das heißt die Anregung vom X- in den A-Zustand findet
mit einer geringen Wahrscheinlichkeit statt und skaliert in erster Näherung linear mit
der Intensität der Pulse. Die Dissoziation vom A-Zustand in einen der höher liegenden
Zustände mittels des Abfragepulses verhält sich analog. Die Dissoziationswahrschein-
lichkeit skaliert zusätzlich mit der Population im A-Zustand und bekommt dadurch ins-
gesamt eine quadratische Intensitätsabhängigkeit. Die Folge aus diesem Verhalten ist,
dass die Wahrscheinlichkeit größer ist, das Molekül im A-Zustand vorzufinden, als die
dissoziierten Fragmente zu beobachten. Um die Anregung durch die Laserpulse in die
Ratengleichungen einzubringen, wird deren Wirkung über die Repetetionsintervalle ge-
mittelt.
Für das Modell müssen vorhandenen Fakten berücksichtigt werden. Diese werden
im Folgenden kurz erläutert. Die Spontanemission aus dem elektronisch angeregten
A-Zustand ist deutlich schneller (τel ≈ 10 ns), als die Relaxation zwischen Schwin-
gungsniveaus innerhalb eines elektronischen Grundzustands X (τvib ≈ 100 ms). Die
Repetitionsrate Γrep des Lasersystems ist mit 3000 s−1 größer als die vibronischen Li-
nienbreiten und somit kann eine Aufheizung des Systems erwartet werden. Um eine
Aufheizung zu verhindern, muss die Repetitionsrate kleiner gleich der Relaxationsrate
sein. Die Beschreibung durch ein Ratengleichungsmodell ist möglich, da sich die kohä-
rente Zeitentwicklung und die Zeitskala der dissipativen Dynamik deutlich voneinan-
der unterscheiden. In der Zeit zwischen zwei Pulsen kehrt das System durch spontane
Emission in den elektronischen Grundstand zurück und somit sind keinerlei Kohärenzen
mehr vorhanden. Die Anregung durch den Laserpuls selbst wird als hinreichend klein
angenommen. Dadurch werden also auch keine Kohärenzen innerhalb des X-Zustands
aufgebaut. Eine PP-Pulssequenz findet das Molekül immer in einem einzigen Zustand
oder in einem gemischten Zustand minimaler Kohärenz vor.
Die RatenmatrixW enthält zwei grundlegend verschiedene Anteile. Die Wirkung der
PP-Laser wird durch Raten repräsentiert bzw. über die Zeit gemittelt und ist somit ab-
hängig von den experimentellen Gegebenheiten wie Pulsdauer, -intensität, Wellenlänge
und zeitlicher Verzögerung. Die Spontanemission hingegen ist nur abhängig von den
Molekülparametern. Die Einzelbeiträge der Raten sind in Abb. 3.7 schematisch darge-
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Abbildung 3.7: Schematische Darstellung der einzelnen Beiträge zum Ratengleichungsmodell.
Die Raten der Anregungen T ex und der Dissoziation TMg und TMg
+
werden aus den Lösungen
der zeitabhängigen SG gebildet. Das Signal zur Detektion der Wellenpaketbewegung geht dabei
aus TMg hervor. Der Spontanzerfall vom angeregten elektronischen Zustand Γel ist verantwort-
lich für das Aufheizen der vibronischen Freiheitsgrade. Die Zerfallsraten Γvib beschreiben den
Vorgang, der das Molekül aus den angeregten Schwingungszuständen in den Grundzustand zu-
rückführt.
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stellt.
W =

Γvib Γel 0 0
T ex 0 0 0
TMg 0 0 0
TMg
+
0 0 0
 (3.8)
Im Block Γvib sind die Einstein A-Koeffizienten (2.42) für die ersten 20 vibronischen
Niveaus des X-Zustands enthalten. Γvib hat obere Dreicksgestalt und deren Matrixele-
mente sind gegeben durch:
Γvibv,v′ =
(∆ωvib)
3
3πε0~c30
|〈X, v|µ|X, v′〉|2 . (3.9)
Der Block Γel hat ebenfalls obere Dreiecksgestalt und seine Matrixelemente beschrei-
ben die Übergangsraten der ersten 20 vibronischen Niveaus des A-Zustandes in die
ersten 20 vibronischen Niveaus des X-Zustandes.
Γelv,v′ =
(∆ωel)
3
3πε0~c30
|〈X, v|µ|A, v′〉|2 (3.10)
Hier ist ∆ω der Frequenzunterschied zwischen den beteiligten Niveaus, ε0 die elektri-
sche Feldkonstante und c0 die Vakuumlichtgeschwindigkeit.
Durch die Matrizen T ex, TMg, TMg+ wird die Wirkung der Laserpulse mit einbezo-
gen. Für jeden intitialen vibronischen Zustand |X, v〉 des Moleküls wird die zeitab-
hängige SG unter Einwirkung der Laserpulse gelöst und die Populationen der Schwin-
gungszustände in X und A bzw. der dissozierte Anteil ausgewertet. Da sich das Sy-
stem bei endlicher Temparatur bzw. unter Einwirkung der Wiederholung der Laserpulse
in unterschiedlichen Schwingungsniveaus des elektronischen Grundzustands X befin-
det, muss die kohärente Zeitentwicklung mehrmals für unterschiedliche Startzustande
berechnet werden (|X, 0〉 bis |X, 19〉 in diesem Fall). Die Anregungsraten T ex enthal-
ten die Übergänge |X, v〉 → |A, v′〉 und können mittels Projektion der Eigenzustände
|A, v′〉 auf die normierte Wellenfunktion nach Beendigung der PP-Sequenz zum Zeit-
punkt tE ermittelt werden.
T exv,v′ = |〈A, v′|Ψ(t = tE)〉|2Γrep (3.11)
Multipliziert man die Besetzung mit der Repetetionsrate des Lasersystems Γrep, so er-
gibt sich eine effektive Anregungsrate, welche die über ein längeres Zeitintervall ge-
mittelte Auswirkung der Laserpulse jenseits der kohärenten Zeitentwicklung beschreibt
(zwischen zwei PP-Sequenzen).
Die Raten der Dissoziation TMg und TMg+ lassen sich auf ähnliche Art und Wei-
se bestimmen. Hier werden die Anteile in den jeweiligen Zuständen ausgewertet und
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nach deren Dissoziationslimit geordnet. Dabei muss lediglich unterschieden werden ob
der Dissoziationskanal einem neutralen Mg oder einem Mg+ Kation entspricht. Da die
Propagation nach einer Zeit tE abgebrochen wird, ergeben sich die Zuordnungen der
Dissoziationskanäle aus zwei Anteilen: Die Dissozation während der Propagation und
nach Beendigung tE . Verlässt die Wellenfunktion Ψ(t) das Ortsgitter während der nu-
merischen Propagation, so müssen diese Anteile mittels einer Maskenfunktion1 Ĝ(r)
entfernt und bilanziert werden. Der entfernte Anteil der Aufenthaltswahrscheinlichkeit
entspricht der Differenz zwischen dem letzten und dem aktuellen Propagationsschritt.
Die Wahrscheinlichkeit für die Dissoziation Ξkv während der Propagation ergibt sich
durch Integration über die Dauer der Propagation t0 bis tE:
Ξkv =
∫ tE
t0
dt〈Ψ(t)|Ĝ†ĜÔk|Ψ(t)〉 − 〈Ψ(t−∆t)|Ĝ†ĜÔk|Ψ(t−∆t)〉 . (3.12)
Ξkv enthält die Dissoziationswahrscheinlichkeit des elektronischen Zustandes k für einen
Prozess mit der initialen Wellenfunktion Ψ(t = 0) ≡ |X, v〉. Der Operator Ôk projiziert
die Gesamtkernwellenfunktion Ψ auf die Kernwellenfunktion eines einzelnen elektro-
nischen Zustand: Ψk = ÔkΨ. Nach der Beendigung der Zeitentwicklung zum Zeitpunkt
tE werden die nicht dissoziierten Anteile auf die elektronischen Zustände projiziert und
deren Population ausgewertet:
Dkv = |〈Ψ(tE)|Ôk|Ψ(tE)〉|2 . (3.13)
Addiert man die beiden Anteile der Dissoziationswahrscheinlichkeit aus Gl. 3.13 und
3.12 und multipliziert mit der Repetitionsrate Γrep, so erhält man die Dissoziationsraten
T
{Mg,Mg+}
v für die einzelnen Kanäle:
TMgv = Γ
repPMgv = Γ
rep
ΞCv + ∑
k∈{C,D}
Dkv
 , (3.14)
TMg
+
v = Γ
repPMg
+
v = Γ
rep
∑
k/∈C
Ξkv +
∑
k∈{B,F,E1,E2}
Dkv
 . (3.15)
Der Anteil Ξkv wird entsprechend des Charakters des Zustands k entweder dem Mg
oder dem Mg+ Kanal zugeordnet (siehe Abb. 3.2). Für den Anteil Dkv wird Anhand der
Potenzialkurven abschätzt über welchen Zustand das Molekül dissoziieren wird und so
die Zuordnung getroffen. Für den Mg-Kanal sind das die Zustände C und D und für den
Mg+-Kanal die ungebundenen Zustände B, F, E1 und E2.
1Die Maskenfunktion wird durch eine Butterworth-Funktion mit den Parametern x0 = 18 au und
n = 30 realisiert (analog zu Anhang A.3).
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Setzt man nun die Ausdrücke der Raten aus Gl. 3.9, 3.10, 3.11, 3.14 und 3.15 in die
Ratenmatrix aus Gl. 3.8 ein, so wird die Zeitentwicklung des Populationenvektors p
durch das Differenzialgleichungssystem
d
dt
p = Wp , (3.16)
beschrieben. Die Lösung erfolgt wie in 1.3 beschrieben. Der Vektor p enthält 20 Vibrati-
onsniveaus des elektronischen Grundzustands X, 20 Vibrationsniveaus des A-Zustands
und zwei Zustände die die Dissoziation in Mg und Mg+ verfolgen.
Auswertung
Mithilfe der Ratengleichungen lässt sich die Dissoziation für beliebige Zeitpunkte vor-
hersagen. Im Zusammenhang mit dem Experiment kann man Vorhersagen, wie viele
Moleküle zu einem bestimmten Zeitpunkt noch vorhanden sein werden. Eine anschau-
lichere Beschreibung zur Darstellung des PP-Signals erhält man, wenn man die Dis-
soziationswahrscheinlichkeit pro PP-Pulsequenz errechnet. Damit die interne Tempe-
ratur der Moleküle entsprechend berücksichtigt werden kann, entwickelt man das Ra-
tengleichungssystem bis zu dem Zeitpunkt, bis sich im elektronischen Grundzustand
eine stationäre Verteilung der Schwingungszustände eingestellt hat2. Multipliziert man
die Populationen peqv aller vibronischen Niveaus des X-Zuständes mit den zugehörigen
Dissoziationswahrscheinlichkeiten aus Gl. 3.14, so erhält man die mittlere Dissoziati-
onswahrscheinlichkeit für eine einzelne PP-Sequenz.
ΠMg =
∑
v
peqX,vP
Mg
v (3.17)
Die Verwendung einer stationären Verteilung stellt eine Näherung dar. Es wird eine
kurze Zeitspanne vernachlässigt, in der sich die Vibrationen der ursprünglichen kalten
Moleküle aufheizen. Für den Vergleich mit dem Experiment ist die Vereinfachung je-
doch unerheblich, da die Moleküle unter Einwirkung der Laserpulse sehr schnell eine
konstante interne Temperatur erreichen und diese Phase nur einen Bruchteil der Expe-
rimentdauer betrifft. Berechnet man nun ΠMg für alle Pulsverzögerungen τ erhält man
daraus das PP-Signal. Des weiteren wird noch ein zusätzlicher Bearbeitungsschritt an-
gefügt. Da das PP-Signal Interferenzeffekte im Bereich der Trägerfrequenz des Lasers
enthält, wird das Signal zusätzlich mit einem Tiefpassfilter bearbeitet (Anhang A.3) um
nur die Wellenpaketbewegung zu erfassen. Die Zeitkonstante der hochfrequenten An-
teile liegt unter 0.5 fs. Da im Experiment über viele Messungen bei einer Verzögerung
gemittelt wird, kann davon ausgegangen werden, dass τ über eine vergleichbares Zeit-
intervall gemittelt (entspricht einem Tiefpassfilter).
2Stationär bedeutet in diesem Fall, dass sich die Form der Verteilung nicht mehr verändert. Durch die
vorhandene Dissoziation wird Gesamtpopulation im X-Zustand fortlaufend kleiner.
72 3 Pump-Probe Simulation an Einzelmolekülionen
0 10 20 30 40 50 60 70 80
0
1
2
3
x 10
−4
Pump-Probe Verzögerung τ [fs]
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Abbildung 3.8: Vergleich verschiedener Pulsformen. Dissoziationswahrscheinlichkeit in den
Mg-Kanal nach einer einzelnen PP-Sequenz. Grün: 4 fs, 285 nm, 20 GWcm−2(skaliert mit faktor
2 um unterschiedlicher Pulsenergie gerecht zu werden). Blau: zusätzlich mit Phasenfunktion der
Spiegel.
3.5 Ergebnisse
3.5.1 Einfluß der Pulsparameter
Um die optimalen Parameter für das Experiment zu bestimmen und störende Einflüsse
identifizieren zu können, werden verschiedene Pulsparameter und deren Einfluss auf das
Messsignal getestet. Hierzu wird ausschließlich das Dissoziationssignal ausgewertet,
welches die SG liefert. Für das PP-Signal werden die Dissoziationswahrscheinlichkeiten
P
{Mg,Mg+}
0 aus Gl. 3.14 und 3.15 ausgewertet. Heizeffekte werden entsprechend nicht
abgebildet.
Phasenfunktion
Wie in Abschnitt 3.4.1 erwähnt, werden die gaussförmigen Laserpulse durch die Pha-
senfunktion der Spiegel verändert. Ein Vergleich mit unmodifizierten Laserpulsen soll
zeigen, ob die Form des Dissoziationssignals grundlegend verändert wird. Für die Simu-
lation werden Pulse mit einer Wellenlänge von 285 nm einer Intensität von 20 GWcm−2
und einer Halbwertsbreite von 4 fs verwendet. In Abb. 3.8 sind die Dissoziationswahr-
scheinlichkeiten in den neutralen Mg Zustand für beide Pulse gegen die PP Verzö-
gerungen aufgetragen. Die Grundform des Signals bleibt erhalten – zu sehen ist eine
sin2-förmige Modulation der Dissoziationswahrscheinlichkeit. Durch den Einfluss der
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Abbildung 3.9: PP-Signal für 260 nm Pulse. (σ = 4 fs, I = 40 GWcm−2). Die Resonanz mit
höher liegenden Zuständen führt zu einer Reduzierung der Ortsabhängigkeit des Signals.
verzögerten Subpulse entstehen leichte, aber gut sichtbare Verzerrungen des Signals im
Bereich der Maxima. Die zugehörigen Mg+-Signale sind nicht gezeigt, da diese um
mehre Größenordnungen schwächer sind.
Wellenlänge
Deutlich empfindlicher reagiert das PP-Signal auf die Wellenlänge der Laserpulse. Eine
Verlagerung zu kürzeren Wellenlängen erscheint naheliegend, da diese im Experiment
gut zugänglich wären. In Abb. 3.9 ist das PP Signal für Laserpulse einer Wellenlän-
ge von 260 nm gezeigt. Der klare Zusammenhang zwischen dem Ort des Wellenpakets
und der Dissoziationswahrscheinlichkeit, wie er zuvor in Abb. 3.8 zu erkennen ist, geht
verloren. Aufgrund der stärkeren Beteiligung des höher liegenden D-Zustand ist eine
Überlagerung mehrerer Übergänge enthalten und die Dissoziation ist über einen brei-
ten Bereich von τ ähnlich wahrscheinlich. Die 260 nm Pulse eignen sich nicht um die
Wellenpaketbewegung zu detektieren.
Einfluß der Repetitionsrate
Die größte Auswirkung auf das Experiment ist bei der Variation der Repetitionsra-
te zu erwarten. Um deren Einfluß zu bestimmen, wird in den folgenden Abschnitten
das PP-Signal mithilfe der Ratengleichungen berechnet (Kap. 3.4.2). Der Pumppuls er-
zeugt ein Wellenpaket im A-Zustand. Dieses Wellenpaket wird nur mit einer geringen
Wahrscheinlichkeit dissoziiert (≈ 10−3). Dadurch bleibt ein signifikanter Anteil an Po-
pulation im A-Zustand zurück. Entsprechend der Franck-Condon Faktoren (Abb. A.2)
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wird diese Population bei der Spontanemission über mehrere Vibrationsniveaus im X-
Zustand verteilt und erzeugt dadurch einen, im Sinne einer Dichtematrix, gemischten
Zustand. Anfangs und im optimalen Fall startet das Experiment aus dem Grundstand
|X, v = 0〉. Die folgenden PP-Sequenzen starten aus verschiedenen Zuständen, die zum
einen eine andere Form des Signals liefern und zum anderen die Wahrscheinlichkeit
für den Übergang in den Mg+-Dissoziationskanal erhöhen. Für hoch angeregte Schwin-
gungszustände wird zusätzlich der B-Zustand in einem Einphotonenprozess zugänglich.
Die Dissoziation in den Mg-Kanal über den C-Zustand hingegen ist ein Zweiphotonen-
prozess und hat somit eine quadratische Abhängigkeit von der Intensität des Lasers. Es
zu erwarten, dass der Mg+-Kanal das PP-Signal dominiert wenn |X, v  0〉.
Das unmodifizierte Lasersystem liefert Pulse mit einer Rate von 3000 s−1. Vergleicht
man dies mit der Zerfallsrate des angeregten Schwingungsniveaus |X, v = 1〉 von
10 s−1, so wird deutlich, dass ein Aufheizen zu erwarten ist. Um dieses Verhalten quan-
titativ zu beschreiben, wird der Erwartungswert der Vibrationsquantenzahl 〈v〉 im X-
Zustand betrachtet:
〈v〉 =
∑
v
vpX,v . (3.18)
Die Summe läuft dabei über die Populationen pX,v der Vibrationsniveaus v. Es muss
beachtet werden, dass das Aufheizverhalten zusätzlich von der Verzögerung τ abhängt.
Da mit τ auch die Phasenbeziehung zwischen den Pulsen variiert, wird dadurch die
Richtung des, durch den Probelaser, ausgelösten Populationstransfers zwischen X und
A bestimmt. Die elektronische Kohärenz bestimmt, wie viel Population zwischen X und
A vom Probepuls zurück in den Grundzustand transferiert wird. Am inneren Umkehr-
punkt ist der Überlapp der Kernwellenpakete am größten und der Laser kann optimal
am oszillierenden Dipol angreifen [105]. Je mehr Population sich unmittelbar nach der
PP-Sequenz in A befindet, um so stärker wird sich das System aufheizen.
In Abb. 3.10 ist die mittlere Vibrationsquantenzahl gegen die Repetitionsrate auf-
getragen. Mithilfe der Ratengleichungen wurde das System für einen Zeitraum ent-
wickelt, nach dem die Schwingungsverteilung als stationär angesehen werden kann.
Zusätzlich zur Repetetionsrate ist 〈v〉 von der Pulsverzögerung τ abhängig. Um diese
Tatsache kompakter darzustellen wird jedem Wert von 〈v〉 (Γrep, τ) über ein Intervall
τ ∈ [0; 80] fs gemittelt und die Standardabweichung bestimmt (wird durch die Fehler-
balken angedeutet). Bei der Betrachtung des Diagramms fällt auf, dass 〈v〉 für kleine
Wiederholraten besonders schnell ansteigt. Für die experimentell zunächst zugängliche
Repetitionsrate von 3000 s−1 beträgt der Erwartungswert 〈v〉 bereits 2.8. Vergleicht man
diesen Wert mit der Temperatur im Modell des harmonischen Oszillators, so würde dies
einer Temperatur von etwa 8000 K entsprechen. Geht man von der Forderung aus, dass
die Ionen mit größter Wahrscheinlichkeit im Grundstand sind, d.h. 〈v〉 < 0.5, so ist das
der Fall für Γr < 400 s−1.
In Abb. 3.11 sind exemplarisch die Vibrationsverteilungen für drei verschiedene Re-
petitionsraten dargestellt. Abbildung 3.11(a) zeigt die Verteilung für Γrep = 10 s−1.
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Abbildung 3.10: Einfluß der Repetetionsrate auf das Aufheizverhalten. Aufgetragen ist die mitt-
lere Vibrationsquantenzahl 〈v〉 im stationären Zustand gegen die Repetitionsrate Γr. Die Fehler-
balken beziehen sich auf die Standardabweichung für verschiedene PP-Verzögerungen.
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Abbildung 3.11: Einfluß der Repetetionsrate auf das Aufheizverhalten. Verteilungen über die
Vibrationszustände im X Zustand bei verschiedenen Repetetionsraten im Gleichgewichtszu-
stand: (a) 10 s−1, (b) 117 s−1 (c) 3000 s−1. Die Fehlerbalken zeigen die Abweichungen für ver-
schiedene Pulsverzögerungen τ (Standardabweichung bzw. Mittelung über ein 80 fs Intervall).
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Abbildung 3.12: Dissoziationswahrscheinlichkeiten in Abhängigkeit von der intialen Wellen-
funktion |X, v〉. Die roten Punkte zeigen die Wahrscheinlichkeit nach der PP-Sequenz Mg-
Atome vorzufinden. Die Wahrscheinlichkeit das Molekül in Mg+ zu dissoziieren (schwarz) steigt
exponentiell mit dem Schwingungszustand.
Dies wäre eine optimale Repetitionsrate, da diese in etwa der Spontanemssionrate von
|X, v = 1〉 entspricht und somit die Abkühlrate noch größer ist. Die Heizrate ist propor-
tional zur Population in A. Über 95% der Population befinden sich hier im Grundstand
v = 0. In der Abbildung 3.11(b) ist die Verteilung für Γrep = 117 s−1 dargestellt. Diese
reduzierte Rate wurde in Anlehnung an das Experiment gewählt und stellt einen guten
Kompromiss zwischen Aufheizverhalten und Experimentdauer dar. Hier sind immer
noch 80% aller Moleküle in |X, v = 0〉. Ausserdem sind nur die ersten drei angeregten
Vibrationszustände Zustände nennenswert besetzt. Das Ergebnis für die ursprüngliche,
unmodifizierte Repetitionsrate von 3000 s−1 in Abb. 3.11(c) zeigt hingegen eine sehr
breite Verteilung, die sich über mehr als zehn Niveaus erstreckt. Lediglich 20% befin-
den sich im Grundzustand. Beachtet man die Tatsache, dass |X, v = 10〉 bereits einer
Energie von 12900 cm−1 überhalb dem Grundzustand |X, v = 0〉 entspricht, so wird
deutlich, das im PP-Prozess auch höher liegende Dissoziationskanäle beteiligt werden.
Der Dipolübergang von X nach B wird dadurch resonant. Dies führt, wie im Falle kür-
zerer Wellenlängen, zu einer Verzerrung des eigentlichen Signals und einer geringeren
Modulationstiefe. Außerdem ist durch die inkohärente Überlagerung mehrerer Anre-
gungspfade die Abhängigkeit von der Pulsverzögerung nicht mehr ausgeprägt.
Um den Einfluß der Repetitionsraten bzw. der Startzustände |X, v〉 auf das das Ver-
hältnis von Mg zu Mg+-Kanal quantifizieren zu können, betrachtet man die Dissozia-
tionswahrscheinlichkeit in Abhängigkeit vom Vibrationsniveau (Gl. 3.14 und 3.15). In
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Abbildung 3.13: PP-Signale für verschiedene Repetetionsraten. Schwarz 117 s−1, rot 3000 s−1,
Durchgezogene Linie Mg-Kanal, gestrichelete Linie Mg+-Kanal. Ein großes Mg+-Signal er-
schwert die Detektion mit wenigen Ionen, durch eine Überdeckung des Mg-Kanals.
Abb. 3.12 sind PMgv und P
Mg+
v logarithmisch gegen v aufgetragen. Für den Mg-Kanal
variiert die Wahrscheinlichkeit innerhalb der ersten fünfzehn Schwingungsniveaus be-
reits über eine Größenordnung. Für den Mg+-Kanal hingegen wächst die Wahrschein-
lichkeit bis v = 8 sogar exponentiell an. Aus dem Diagramm lässt sich klar ablesen,
dass nur Zustände mit v < 4 besetzt sein dürfen. Damit kann die Dissoziation in die
Mg+-Zustände um mindestens eine Größenordnung unterdrückt werden werden. Im Ex-
periment ist ein kleines Verhältnis PMg+/PMg von grundlegender Bedeutung. Will man
das Experiment mit wenigen Ionen durchführen, so ist jedes Mg+ Ereignis störend, da
es zum eigentlichen Signal nichts beiträgt.
Stellt man die Simulationen der PP-Signale für verschiedene Repetitionsraten gegen-
über, so kann der Unterschied klar herausgestellt werden. In Abb. 3.13 sind die Disso-
ziationswahrscheinlichkeiten pro PP-Sequenz für beide Dissoziationskanäle gegen die
Pulsverzögerung τ aufgetragen. Für Γrep = 117 s−1 zeigt sich ein deutlich modulier-
tes Mg-Signal. Der Anteil an Mg+ ist stark unterdrückt. Bei Γrep = 3000 s−1 ist das
Mg-Signal noch vorhanden, ist aber deutlich schwächer moduliert. Das Verhältnis vom
Maximum zum Minimum beträgt noch etwa zwei Drittel des ursprünglichen Wertes.
Das Mg+-Signal ist um das dreifache größer ist als das Mg-Signal und überdeckt so die
Messung des PP-Signals.
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Abbildung 3.14: Vergleich des PP-Signal aus dem Experiment [6, 7] mit der Simulation
Γr = 117 s−1. Die Maxima bzw. Minimas des PP-Signals entsprechen den äußeren und inneren
Umkehrpunkten des Wellenpakets. Die Abflachung an den Maximas ist auf die Anharmonizität
des A-Zustandes, sowie die Abflachung des C-Potenzials im Bereich des äußeren Umkehrpunkts
zurückzuführen.
3.5.2 Vergleich mit dem Pump-Probe-Experiment
Wie in den vorangegagenen Abschnitten diskutiert, müssen bestimmte Anforderungen
an die PP-Sequenz eingehalten werden, um das Experiment mit wenigen Ionen durch-
führen zu können. Aus Kap. 3.5.1 ergeben sich folgende günstige Parameter: Eine Wel-
lenlänge von 285 nm und eine Repetetionsrate von 117 s−1.
In Abb. 3.14 sind die experimentellen Daten zusammen mit der simulierten PP-Kurve
gezeigt. Im Experiment ist die wirksame Intensität der Laserpulse an den Ionen nicht
exakt bekannt. Das führt dazu, dass die Amplitude der theoretisch bestimmte Kurve ska-
liert werden muss. Anhand der durchgeführten Skalierung lässt sich abschätzen, dass die
wirksame Intensität in etwa 60 GWcm−2 beträgt. Die aus den Eigenwerten abgeschätzte
Umlaufzeit des Wellenpaketes von 30.4 fs findet sich sowohl im Experiment als auch in
der Simulation wieder. Die Wellenpaketbewegung läßt sich hervorragend reproduzieren.
Alle Datenpunkte liegen im Bereich von zwei Standardabweichungen [7]. Hier werden
die idealisierten Bedingungen deutlich: Die experimentellen Ergebnisse stimmen selbst
für sehr kleine Verzögerungen noch gut mit der Simulation überein. Eine Überdeckung
des Signals durch polarisierte Moleküle in der Umgebung, wie man es in kondensierter
Phase beobachtet, findet hier nicht statt. Außerdem bleibt die Kohärenz des Wellenpake-
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tes über die betrachteten 80 fs vollständig erhalten. Eine, durch die Umgebung bedingte
Dephasierung, ist nicht zu beobachten.
Kleinere Abweichungen der experimentellen Datenpunkte lassen sich auf eventuelle
Abweichungen des Laserspektrums von der angenommen Form der Laserpulse zurück-
führen. Die Tatsache, dass die experimentellen Daten im Bereich zwischen 0 und 10 fs
eine tendenziell größere Dissoziation aufweisen als erwartet, legt die Vermutung nahe,
dass die Pulse eine etwas größere Halbwertsbreite haben, als in der Theorie angenom-
men.
3.5.3 Schema für gezielte Kühlung mittels Pulssequenz
Anhand der gewonnenen Erkenntnisse lässt sich ein theoretischer Vorschlag machen,
wie das Aufheizen der Molekülionen effektiv unterdrückt werden kann. Eine einfache,
experimentell implementierbare Strategie würde es ermöglichen das Experiment mit ei-
ner höheren Repetitionsrate durchzuführen und somit die Dauer einer Messung erheb-
lich zu verkürzen. Bei genauerer Betrachtung des Problems stellt man fest, dass nach
Beendigung einer PP-Sequenz ein Teil des erzeugten Wellenpaketes im A-Zustand zu-
rückbleibt. Der darauf folgende Spontanzerfall und die daraus resultierende breite Ver-
teilung über die Vibrationsniveaus im Grundzustand sind die Ursache des Heizeffektes.
Eine mögliche Strategie dem entgegenzuwirken, könnte darin bestehen, das Sche-
ma um Dumppulse zu erweitern und die im System vorhandene Kohärenz zu nutzen.
Transferiert man das nach der PP-Sequenz im A-Zustand verbliebene Wellenpaket mit-
tels stimulierter Emission wieder in den Grundzustand |X, v = 0〉, so senkt sich damit
der Anteil der Population, der sich über Zustände |X, v > 0〉 verteilen kann. Die effekti-
ve Heizrate sollte sich so unterdrücken lassen. Um diese Forderungen zu erfüllen, muss
man Folgendes berücksichtigen. Sowohl der Pump- als auch der Probepuls erzeugen ein
Wellenpaket im A-Zustand. In erster Näherung erhält man, zwei Anteile, die sich un-
abhängig voneinander bewegen. Der Puls, der den Effekt des Pumppulses rückgängig
macht (D1), muss nach dem Probepuls kommen um den Abfrageprozess nicht zu un-
terdrücken oder zu stören. Der Überlapp des Wellenpaketes mit dem Grundzustand ist
maximal im Franck-Condon Bereich, also am inneren Umkehrpunkt. Im Fall des MgH+
beträgt die Zeit für einen vollen Umlauf T = 30 fs, d.h. D1 muss in etwa um ein ganz-
zahliges Vielfaches n dieser Umlauf Zeit verzögert werden. Zusätzlich muss T genau so
abgestimmt werden, dass die Phasenbeziehung zwischen beiden Pulsen zu einer stimu-
lierten Emission führt. Analoges gilt, um das Wellenpaket des Probepulses rückgängig
zu machen. Dieser Puls (D2) muss entsprechend um nT gegenüber dem Probepuls ver-
zögert werden. In Abb. 3.15 ist das notwendige Schema anhand des Populationsverlaufs
pA(t) gezeigt. Die Pump-Probe Verzögerung ist τ = 10 fs und so gewählt, dass die Pul-
se voneinander getrennt sind und der Populationsverlauf deutlich zu erkennen ist. Der
Pump und der Probepuls verursachen eine Absorption, die im gewählten Beispiel je ei-
nen Populationsanstieg in A um 7 · 10−3 verursacht. Die gewählten Dumppulse haben
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Abbildung 3.15: PP-Schema mit zusätzlichen Abregungspulsenpulsen. Im oberen Diagramm
ist die Population im A-Zustand während der Pulssequenzenz gezeigt. Pump- und Probepuls
bevölkern den Zustand schrittweise. Im unteren Bild ist die Pulssequenz abgebildet. Zusätzlich
sind dem Pump- und dem Probepuls je ein Dumppuls in einen festen zeitlichen Abstand T
zugeordnet (D1 und D2). D1 hat zusätzlich noch die Wirkung eines Probepulses. Von daher ist
das Signal abhängig von zwei Verzögerungen: τ und T − τ . Die Population in A wird dadurch
um ca. einen Faktor 20 unterdrückt.
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Abbildung 3.16: Einfluss der Repetitionsrate auf das Aufheizverhalten mit und ohne aktive Un-
terdrückung der Heizprozesse. Die Fehlerbalken beziehen sich auf die Standardabweichung für
verschiedene PP-Verzögerungen. Schwarze Kurve: Daten aus Abb. 3.10, ohne Unterdrückung
der Heizprozesse. Blaue Kurve: mit aktiver Unterdrückung der Heizprozesse.
den erwünschten gegenteiligen Effekt und depopulieren den A-Zustand schrittweise.
Die Population im A-Zustand ist nach Beendigung der Sequenz um etwa einen Fak-
tor 20 unterdrückt. Die Heizrate ist proportional zur Population und ist somit um 1/20
langsamer.
In Abb. 3.16 ist das Verhalten von 〈v〉 gegenüber der unmodifizierten Sequenz darge-
stellt. Das Laserfeld εL(t) enthält zusätzlich die entsprechenden Dumppulse. Der statio-
nären Vibrationsverteilungen sind mithilfe der Ratengleichungen ermittelt worden. Wie
erwartet ist die mittlere Anregung der Schwingungsniveaus deutlich geringer. Selbst
bei der maximalen Repetitionsrate von 3000 s−1 sind die Moleküle die meiste Zeit im
Grundstand |X, v = 0〉.
Die Modifikation der Pulssequenz legt nahe, dass sich das Dissoziationsverhalten ver-
ändert. Das Mg Signal besteht nun aus einer Überlagerung von zwei, in erster Näherung
unabhängigen, Anteilen: Dem ursprünglichen Signal des PP Experiments PMg(τ) und
einem weiteren PP Experiment PMg(T − τ) (siehe 3.15). Dieser neue Prozess ergibt
sich aus dem Probepuls und dem D1 Puls. Der D1-Puls fungiert wiederum als Ab-
fragepuls für das, vom Probepuls, erzeugte Wellenpaket. Im gewählten Beispiel sind
beide Signale aber symmetrisch zueinander, sodass der doppelte PP-Prozess nicht in
der Form des Signals sichtbar sein sollte. In Abb. 3.17 ist das veränderte PP-Signal des
Mg-Dissoziationskanals gezeigt. Die graue, gestrichelete Linie zeigt das PP-Signal un-
ter Hinzunahme von Dumpulsen nach einer Oszillationsperiode (wie im Schema in Abb.
3.15). Für τ > T , also wenn der Probepuls nachD1 eingestrahlt wird, ist das Signal aus-
gelöscht bzw. stark unterdrückt, da das Wellenpaket bereits aus dem A-Zustand entfernt
82 3 Pump-Probe Simulation an Einzelmolekülionen
0 10 20 30 40 50 60 70 80
0
1
2
3
4
x 10
−4
Pump-Probe Verzögerung τ [fs]
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Abbildung 3.17: PP-Signal mit Dumppulsen. Die graue Linie zeigt das Signal einer PP-Sequenz
mit Dumppulsen nach einer Oszillationsperiode. Für Verzögerungen größer 32 fs wird das Signal
ausgelöscht, da der Probepuls kein Wellenpaket im A-Zustand mehr vorfindet. Im Messintervall
zwischen 0 fs und 30 fs ist das PP-Signal zu erkennen. Dies besteht nun aus einer Überlagerung
zweier Signale: PMg(τ) und PMg(T − τ). Verlängert man die Verzögerung der Dumppulse auf
zwei Oszillationsperioden (schwarz), so verlängert sich auch das mögliche Messintervall.
wurde. Um das Messintervall für τ zu verlängern, können die Dumppulse um zwei Os-
zillationsperioden (2T ) verzögert werden. Die schwarze Linie zeigt, das Signal für ein
Dumpschema nach zwei Umläufen des Wellenpakets. Die Auslöschung des PP-Signals
findet hier entsprechend später statt (τ > 2T ). Prinzipiell ist die maximale Verzöge-
rung der Dumppulse durch die Anharmonizität des Potenzials limitiert (≈ 850 fs). Eine
Dephasierung des Wellenpakets reduziert die Effizienz der Dumppulse. Vergleicht man
den Verlauf der beiden Kurven z. B. mit Abb. 3.14 so erkennt man, dass die Detektion
der Wellenpaketbewegung unter dem Einfluß der Dumppulse weiterhin möglich ist. Der
sin2-förmige Verlauf des Signals bleibt Grundlegend erhalten. Des Weiteren sieht man
ein lokales Minimum bei 22 fs (grau, gestrichelete Line) bzw. 55 fs (schwarze Linie).
Dieser Effekt ist auf eine Interferenz zwischen dem vom Probepuls erzeugten Wellen-
paket und dem D1-Puls zurückzuführen. Das dissoziierende Wellenpaket im C-Zustand
und das zweite, vom Probepuls erzeugte Wellenpaket hat zum Zeitpunkt des D1-Pulses
einen Überlapp im Orts- und Impulsraum mit dem Wellenpaket im A-Zustand. Infolge-
dessen wird ein Teil der Population von der dissoziativen Potenzialkurve mittels stimu-
lierter Emission zurück in den A-Zustand transferiert.
Die vorgestellte Methode adressiert eine wesentliche Problemstellung des Experi-
ments und bietet eine einfache Lösung zur Verbesserung. Die Voraussetzung um diesen
Vorschlag umsetzen zu können, ist eine stabile und präzise zeitliche Ausrichtung aller
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Pulse. Um die nötige Phasenstabilität gewährleisten zu können, darf die Verzögerung
der Abfragepulse bei der hier verwendeten Wellenlänge nicht mehr als 0.2 fs abwei-
chen. Derartige Stabilitäten sind prinzipiell experimentell realisierbar [106].
3.5.4 Zusammenfassung
Die Kombination aus Experiment und Theorie konnte hier erfolgreich zeigen, dass sich
Einzelmolekülionen in einer Ionenfalle mit Femtosekunden Laserpulsen gezielt mani-
pulieren lassen. Die Wellenpaketbewegung des MgH+-Kations im angeregten elektroni-
schen Zustand konnte mithilfe der verwendeten ultrakurzen UV-Pulse sichtbar gemacht
werden. Das erstellte theoretische Modell konnte mit den experimentellen Befunden
sehr gut in Einklang gebracht werden. Die Simulation kommt, abgesehen von der nicht
genau bestimmbaren an der Probe wirksamen Laserintensität, ohne freie Parameter aus.
Die dekohärenzfreie Umgebung der Ionenfalle ermöglichte ein Experiment unter Be-
dingungen, wie sie oft nur in theoretischen Modellen unter der Annahme von Idealbe-
dingungen gegeben sind. Die Entkopplung der Moleküle von der Umgebung führt unter
realen Bedingungen auch zu neuen Herausforderungen. Durch die Lokalisierung in der
Falle werden die Ionen wiederholt von den Pulsen getroffen. Im Experiment, als auch in
der Theorie wurde gezeigt, dass die Laserpulse ein Aufheizen der Molekülionen verur-
sachen. Das im Rahmen dieser Arbeit entwickelte Modell geht über die zeitabhängige
SG zur Beschreibung der Wellenpaket Bewegung hinaus. Die Einbettung in ein Raten-
gleichungssystem ermöglichte eine Vorhersage unter realistischen Laborbedingungen.
Die gewonnenen Erkenntnisse und das Verständnis aller beteiligten Prozesse ermög-
lichten es, einen theoretischen Vorschlag für ein modifiziertes Anregungsschema zu
machen. Das vibrationelle Aufheizen der Moleküle kann dadurch effektiv unterdrückt
werden. Eine solche Möglichkeit ist hinsichtlich zukünftiger Experimente, die mit Ein-
zelmolekülionen in einer Falle arbeiten wollen, wichtig.
Das Experiment konnte erstmals zeigen, dass eine Anregung von Einzelionen mit ul-
trakurzen Laserpulsen in einem Coulombkristall möglich ist und stellt somit eine wich-
tige Grundlage für weitergehende Anwendung dar. Angedacht ist die Verwendung von
Röntgenpulsen für zeitaufgelöste Beugungsexperimente an z. B. einzelnen Proteinen.
Die idealen Verhältnisse in der Falle und der hohe Grad an Kontrolle über die internen
und externen Freiheitsgrade eröffnen auch neue Möglichkeiten um Moleküle als Basis
für Quantencomputer einzusetzen [107].

Kapitel 4
Quantendynamik der
Stossreaktion: Chlorid +
Methyliodid
Die SN2-Reaktion ist eine fundamentale Reaktion in der Chemie [108], die weitrei-
chende Anwendungsbeispiele im Bereich der organischen Chemie und der Biochemie
hat. Der Mechanismus dieser bimolekularen Substitutionsreaktion ist ein konzertierter
Angriff eines Nukleophils X unter Austausch einer Abgangsgruppe Y. Die einfachste
Variante dieser Reaktion ist:
X− + CH3Y −→ CH3X+Y− (4.1)
Eine Charakteristik dieser Reaktion ist die Umkehr der Konfiguration am C-Atom, die
sogenannte Walden-Inversion [109], welche im Falle eines chiralen C-Atoms zu einer
Inversion des Stereoisomers führt. Das Nucleophil greift dabei von der Rückseite, also
der Abgangsgruppe gegenüberliegenden Seite am Kohlenstoff, an und doniert Elektro-
nendichte in das antibindende Orbital der CY-Bindung und lockert diese. Dabei ändert
sich der Winkel der CH3-Gruppe bis diese am Übergangszustand Näherungsweise pla-
nar ist. Danach wird die Abgangsgruppe ausgestoßen und das C-Atom geht wieder in
einen sp3-hybridisierten Zustand über.
Ein wesentlicher Unterschied ergibt sich, wenn man den Verlauf der Reaktion in
Gasphase mit dem in Lösung vergleicht [110]. Verwendet man anionische Nucleophile,
so bildet sich in der Gasphase ein Anion-Dipol Komplex, der durch die Wechselwirkung
der negativen Ladung mit dem dipolaren Molekül stabilisiert wird. In Lösung hingegen
entfallen diese sogenannten Stoßkomplexe, da das Anion durch die umgebenden Lö-
sungsmittelmoleküle stabilisiert wird. Ein weiterer grundlegender Unterschied ergibt
sich aus der Wahl des Nukleophils und der Abgangsgruppe. Theoretisch und experi-
mentell sehr gut untersucht ist die symmetrische Reaktion Cl – + CH3Cl [111–114].
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Hier ist die Reaktionsenthalpie null und das Energieprofil weist eine Barriere auf, die
über der Energie der Edukte liegt. Dies steht im Gegensatz zur ebenfalls gut Untersuch-
ten asymmetrischen und exothermen Reaktion Cl – + CH3Br [112, 113]. Hier gibt es
keine netto Barriere, d.h. der Übergangszustand liegt energetisch unterhalb der Edukte.
Im Folgenden soll die Gasphasen Stoßreaktion
Cl− + CH3I −→ CH3Cl + I− , (4.2)
mithilfe quantendynamischer Simulation betrachtet werden. Motiviert werden diese Un-
tersuchungen durch Experimente aus der Gruppe von Roland Wester [8,9]. Die Reaktion
findet dabei in der Kreuzung zweier Molekularstrahlen mit definierter kinetischer Ener-
gie statt. Die dabei beobachteten Phänomene werfen Fragen zum Energietransfer wäh-
rend der Reaktion und zu den beobachteten Mechanismen auf. Im Rahmen dieser Arbeit
soll speziell der Rückseiten Angriff in der kollinearen Anordnung untersucht werden.
Der Einfluss der gewählten der reaktiven Koordinaten wird diskutiert, insbesondere die
CH3-Inversionsschwingung die in der Literatur als unterschiedlich einflussreich ange-
sehen wird [111, 112, 114]. Für die Quantendynamik werden eigens entwickelte reak-
tive Koordinaten verwendet, die darauf basieren, die Umgebung des Reaktions-Pfades
(IRC [115, 116]) effizient abzubilden. Darüberhinaus werden die Daten mit klassischen
Trajektorien verglichen, um der Frage nach der Quantennatur des Prozesses nachzuge-
hen.
4.1 Theoretische Grundlagen
4.1.1 G-Matrix Formalismus
Ein grundlegendes Problem in der Quantendynamik molekularer Systeme stellt die
Wahl der Koordinaten dar. Im einfachsten Fall ist der Hamiltonoperator in kartesischen
Koordinaten formuliert:
Ĥc = −
~2
2
3N∑
i=1
1
mi
∂2
∂x2
+ V (x) (4.3)
Da die Größe der Wellenfunktion jedoch exponentiell mit der Anzahl der Freitheitsgra-
de N skaliert, ist eine volldimensionale Beschreibung nur in Sonderfällen praktikabel.
Oftmals ist eine vollständige Darstellung nicht zwingend notwendig, da sich das Pro-
blem auf einige wenige reaktive Koordinaten [14] vereinfachen lässt. Dies erfordert
jedoch eine Darstellung des Hamiltonoperators in internen Koordinaten. Der Potenzia-
loperator kann leicht in jede beliebige Darstellung gebracht werden. Der Operator der
kinetischen Energie enthält jedoch die zweiten Ableitungen nach den Koordinaten und
erfordert eine gesonderte Behandlung. Eine mögliche Methode wurde bereits 1928 von
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Podolsky [117] vorgeschlagen. Die sogenannte G-Matrix Methode [118,119] liefert ei-
nen verallgemeinerten Ansatz um den Operator der kinetischen Energie in beliebigen
internen Koordinaten q darzustellen:
T̂q = −
~2
2
M∑
r
M∑
s
j−
1
2
∂
∂qr
[
jGrs
∂
∂qs
j−
1
2
]
. (4.4)
Der Ausdruck in Gl. 4.4 involviert ein reduziertes System von M internen Koordinaten.
Dabei ist j = det |Jkl| die Jakobi-Determinate der Koordinatentransformation, welche
die kartesischen Koordinaten x in die internen Koordinaten q überführt. Die Elemente
der Jakobi-Matrix
Jkl =
∂xk
∂ql
, (4.5)
sind durch die ersten Ableitungen gegeben. Die Elemente der Matrix G
Grs(q) =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
(4.6)
beschreiben die Koordinatentransformation durch die Ableitungen der kartesischen Ko-
ordinaten nach den internen Koordinaten. Die Summe läuft über alle 3N Freiheitsgrade
der Atome mit der Masse mi. Die G-Matrix ist symmetrisch: Grs = Gsr. Die vorkom-
menden Terme j und G sind prinzipiell von den internen Koordinaten abhängig. Führt
man nun die Näherung ein, dass die Jakobi-Determinate eine zu vernachlässigende Ko-
ordinatenabhängigkeit hat [119], so lässt sich Gl. 4.4 vereinfachen:
T̂q ' −
~2
2
∑
r
∑
s
∂
∂qr
Grs(q)
∂
∂qs
. (4.7)
Im Sonderfall dass G keine Koordinatenabhängigkeit besitzt kann T̂q weiter vereinfacht
werden:
T̂CGq ' −
~2
2
∑
r
∑
s
Grs
∂
∂qr
∂
∂qs
. (4.8)
Vergleicht man die Formulierungen aus Gl. 4.7 und Gl. 4.8 mit den Koordinaten für
z. B. ein kollineares System dreier Atome [14], so lässt sich diese direkt durch Gl. 4.8
ausdrücken. Diese Formulierung für T̂q ist sehr allgemein gehalten. Viele bekannte Aus-
drücke, wie z. B. der kinetische Operator des Wasserstoffatoms, lassen sich durch einfa-
che Umformungen im G-Matrix Formalismus darstellen. Im Gegensatz zum kinetischen
Operator in kartesischen Koordinaten treten hier gemischte Ableitungen auf1. Diese re-
präsentieren eine kinetische Kopplung, durch die eine nicht orthogonale Verknüpfung
1Trotz der auftretenden partiellen Einfachableitung ist T̂q hermitesch. Der entsprechende Beweis ist
in Anhang B.2 gezeigt.
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von kartesischen Komponenten zustande kommt. Das bedeutet, dass eine Bewegung
einen Energietransfer zwischen den internen Koordinaten verursacht.
Die Elemente von G können als inverse reduzierte Masse der neuen Freiheitsgrade
interpretiert werden. Ähnlich wie bei den Normalmoden der Molekülschwingung [118]
drücken diese eine reduzierte Masse, der an der Bewegung beteiligten Fragmente, aus.
Verallgemeinert kann man sagen, dass die Parameter der Koordinatentransformation
durch G ausgedrückt werden. Mit Gl. 4.7 erhält man einen flexiblen Ausdruck für die
kinetische Energie, der eine beliebige Wahl der internen Koordinaten molekularer Sy-
steme ermöglicht.
Berechnung der G-Matrix Elemente
Um die G-Matrix zu berechnen ist es, in der Regel praktikabler, in einem ersten Schritt
die inversen G-Matrixelemente zu bestimmen:
(G−1)rs =
3N∑
i=1
mi
∂xi
∂qr
∂xi
∂qs
. (4.9)
Durch diesen Schritt kehrt man die Abhängigkeit der Variablen um. Man stellt die kar-
tesischen Koordinaten somit in Abhängigkeit der gewählten internen Koordinaten dar.
In vielen Fällen bieten sich als reaktive Koordinaten Bindungsabstände oder -winkel an.
Eine einfache und direkte Methode um G−1 zu berechnen ist, z. B. eine entsprechend
parametrisierte Z-Matrix in die kartesische Darstellung umzuwandeln. Mithilfe finiter
Differenzen können so leicht die ersten Ableitungen bestimmt werden.
Bei der Wahl der reaktiven Koordinaten muss beachtet werden, dass die gewählte
Transformation eineindeutig – also bijektiv – ist. Das bedeutet, dass die Abbildung
zwischen den gewählten Koordinatensystemen umkehrbar sein muss. Ist dies nicht der
Fall, so ist G−1 nicht invertierbar2. Um die inneren Freiheitsgrade von den äußeren
Freiheitsgraden zu trennen, muss darauf geachtet werden, dass die sogenannten Eckart-
Bedingungen [118] eingehalten werden. Diese besagen, dass sich mit der Bewegung
der Atome weder der Schwerpunkt verschieben darf, noch dass das System einen Dreh-
impuls erhält. Um die Translation auszuschließen, müssen sich die Masse gewichteten
Skalarprodukte der Atompositionen xi(q) mit denen der Auslenkungsvektoren der Ato-
me aufheben xi(q+ dq):
N∑
i
mi (xi(q) · xi(q+ dq)) = 0 . (4.10)
2Polstellen in G(q) sind ein deutlicher Hinweis, dass die gewählte Transformation mangelhaft ist.
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Diese Bedingung lässt sich erfüllen, in dem man den Schwerpunkt des Systems stets in
den Koordinatenursprung verschiebt
x = x′ −
∑N
i mix
′
i∑
imi
. (4.11)
Der Vektor x bezeichnet dabei den Vektor aller 3N kartesischen Koordinaten. Die (kar-
tesischen) Atompositionen werden durch den Vektor xi ausgedrückt. Eine weitere For-
derung der Eckart-Bedingungen besagt, dass das Gesamtsystem keine Rotationsbewe-
gung ausführen darf:
N∑
i
mixi(q)× xi(q+ dq) = 0 . (4.12)
Das bedeutet, dass der Drehimpuls des Gesamtsystems verschwinden muss. Für eine
kollineare Bewegung, wie sie in den folgenden Kapiteln diskutiert wird, ist die Bedin-
gung immer erfüllt, und muss daher nicht explizit berücksichtigt werden.
4.1.2 Klassische Mechanik
Die klassischen Bewegungsgleichungen können hilfreich sein, um Abschätzungen über
das Bewegungsverhalten des Systems zu treffen. Die, im letzten Abschnitt, eingeführ-
ten kinetischen Kopplungen bedingen einen kontraintutiven Zusammenhang zwischen
Impuls und Bewegungsrichtung des Systems. Um einfache, genäherte Vorhersagen ma-
chen zu können und die Zusammenhänge besser verstehen zu können, ist eine klassische
Beschreibung von Vorteil. Eine logische Wahl in diesem Zusammenhang ist die Darstel-
lung im Phasenraum. Die Hamilton Gleichungen bieten hier eine gute Verknüpfung zur
Quantenmechanik. In dieser Darstellung lassen sich Zwangsbedingungen, wie sie sich
bei reaktiven Koordinaten ergeben, leicht formulieren.
Es soll kurz auf die Hamilton Funktion der klassischen Mechanik [120] und die Ver-
bindung mit der G-Matrix Methode eingegangen werden. Die Hamilton-Gleichungen
beschreiben die Bewegung direkt im Phasenraum:
∂
∂t
qi =
∂H
∂pi
(4.13)
∂
∂t
pi = −
∂H
∂qi
(4.14)
Dabei sind qi die Ortskoordinaten und pi die dazu konjugierten Impulse. Der quanten-
mechanische Hamiltonoperator des Systems lässt sich direkt in die analoge Hamilton-
funktion übersetzen [118]. Die Hamiltonfunktion H(q, p) setzt sich analog zu Ĥ aus
der Summe der kinetischen Energie T und der potenziellen Energie V zusammen.
H = T (q,p) + V (q) (4.15)
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Das Potenzial übt eine konservative Kraft aus und ist somit nicht vom Impuls abhängig.
Der kinetische Anteil ist im allgemeinen Fall abhängig von Ort und Impuls. Um die
klassischen Bewegungsgleichungen mit dem G-Matrix-Formalismus aus dem vorheri-
gen Abschnitt in Verbindung zu bringen, muss man T in generalisierten Koordinaten
ausdrücken [118, S. 289]. Das geschieht indem man Gl. 4.7 in sein klassisches Pendant
übersetzt. Die Ableitungen des Impulsoperators werden dabei durch die klassischen Im-
pulse p ersetzt. In Vektor-Darstellung lautet die klassische G-Matrix-Energie:
T =
1
2
pTG(q)p . (4.16)
Die Matrix G(q) ist ein Ergebnis der Koordinatentransformation und kann somit di-
rekt aus Gl. 4.7 übernommen werden. Gleichung 4.16 bildet die Grundlage um eine
quantenmechanische Zeitentwicklung gegen die klassische Mechanik, im gleichen Ko-
ordinatensystemen, zu vergleichen.
Um analytische Ausdrücke für einfache Abschätzungen zu erhalten, nimmt man nun
an, dass die Elemente von G konstant sind. Für ein System mit zwei reaktiven Koordi-
naten ergibt sich für die kinetische Energie somit:
T (p) =
1
2
(
G11p
2
1 +G22p
2
2 + 2G12p1p2
)
. (4.17)
Die Kopplung geht dabei als Produkt von p1 und p2 in den Energieausdruck ein. Un-
ter dem Einfluss einer kinetischen Kopplung sind Bewegungen entlang einer Richtung
nicht mehr unabhängig von den Impulsen in den restlichen Koordinaten. Das kann ver-
deutlicht werden, wenn man die Bewegungsgleichungen für ein freies Teilchen (V = 0)
betrachtet:
∂
∂t
q =
∂H
∂p
=
∂T (p)
∂p
, (4.18)
∂
∂t
p = −∂H
∂q
= −∂T (p)
∂q
= 0 . (4.19)
Da sich die Impulse eines freien Teilchens nicht ändern, entfällt Gl. 4.19. In die ver-
bleibende Bewegungsrichtung Gl. 4.18 kann man nun den Ausdruck der kinetischen
Energie aus Gl.4.17 einsetzen und erhält:
∂
∂t
q =
1
2
∂
∂p
(
G11p
2
1 +G22p
2
2 + 2G12p1p2
)
=
(
G11p1 +G12p2
G22p2 +G12p1
)
= Gp .
(4.20)
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Aus Gl. 4.20 wird die Wirkung der Kopplung klar ersichtlich: Die Komponenten der
Impuls- und Bewegungsvektoren sind nicht mehr unabhängig voneinander. Um eine
Bewegung entlang einer einzelnen Achse des Koordinatensystems zu erzeugen, müssen
beide Komponenten des Impulses berücksichtigt werden. Will man die Bewegung eines
Systems in die Komponenten seiner Koordinaten zerlegen, so muss man die Impulse
entsprechend deren Bewegungsrichtung im Ortsraum zuordnen. Zu diesem Zweck ist
es hilfreich p in Polarkoordinaten zu überführen:
p = |p|
(
cosφ
sinφ
)
. (4.21)
Der Impuls wird jetzt durch seinen Betrag und die Richtung φ ausgedrückt. Um den
Winkel zu bestimmen, der eine Bewegung entlang der q1-Achse erzeugt, fordert man,
dass in der q2-Richtung keine Bewegung stattfindet,
∂
∂t
q2 = G22p2 +G12p1 = 0 (4.22)
und erhält so ein festes Verhältnis zwischen p1 und p2. Mithilfe der Transformation von
kartesischen in Polarkoordinaten und Gl. 4.22 lässt sich φ anhand der G-Matrixelemente
bestimmen:
φ =

+arccos
[(
1 +
G212
G222
)− 1
2
]
für G12p1
G22
≤ 0
− arccos
[(
1 +
G212
G222
)− 1
2
]
für G12p1
G22
> 0 .
(4.23)
Mittels der Überführung der Impulse in Polarkoordinaten kann die Bewegung entlang
einer Achse entsprechend mit den Impulsen in Verbindung gebracht werden. Dieser
Zusammenhang wird sich an späterer Stelle als nützlich erweisen, wenn die kinetische
Energie der freien Bewegung, entlang einer dissoziativen Koordinate extrahiert werden
soll. Außerdem lässt sich damit die kinetische Energie, mit der sich zwei Fragmente
aufeinander zu bewegen eindeutig festlegen, ohne eine gekoppelte Bewegung zu erzeu-
gen. Der Zusammenhang mit der kinetischen Energie T ist dabei über Gl. 4.21 und Gl.
4.17 gegeben:
|p| =
√
2T
G11 cos2 φ+G22 sin
2 φ+G12 sinφ cosφ
. (4.24)
4.2 Ergebnisse
4.2.1 Quantenchemische Berechnungen
Für die Berechnung der Gasphasen-Reaktion von Cl – und CH3I werden die wichtigen
stationären Punkte mit der MP2-Methode bestimmt. Als Basissatz für Cl, C und H wer-
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Abbildung 4.1: Stationäre Punkte der Reaktion. Die angegebenen Enthalpien enthalten die Null-
punktsschwingungsenergie der Moleküle. Die Vergleichsdaten aus Ref. [123] sind in Klammern
angegeben.
den die Dunning Basen aug-cc-pVDZ [85, 86] gewählt. Die hier enthaltenen diffusen
Basisfunktionen verbessern die Beschreibung von anionischen Fragmenten wie sie im
Verlauf der Reaktion auftreten und ermöglichen die Delokalisierung der negativen La-
dung. Für das Iod kommt ein Pseudopotenzial (ECP46MWB [121]) zur Anwendung um
die relativistischen Effekte der kernnahen Elektronen entsprechend zu berücksichtigen.
Die Valenzelektronen werden mit einem Triple-Zeta Basissatz und zusätzlich diffusen
Basisfunktionen beschrieben [122].
Ein Vergleich mit ab initio Rechnungen auf G2(+) Niveau [123] zeigt, dass die ge-
wählte Methode eine hinreichend genaue Beschreibung der stationären Punkte erlaubt.
Betrachtet werden dabei die Energien der stationären Punkte sowie die Reaktionsenthal-
pie. Alle thermochemischen Daten werden auf 0 K bezogen, angepasst and die Tieftem-
peratur Bedingungen des Experiments. In Abb. 4.1 sind die stationären und der deren
Enthalpien gezeigt. Die Vergleichsdaten aus Ref. [123] sind jeweils in Klammern ange-
geben Im Gegensatz zur Reaktion in Lösung treten in der Gasphase sogenannte Anion-
Dipolkomplexe auf. Diese bilden einen schwach gebundenen Zustand in der Nähe des
Übergangszustandes und kommen in erster Line durch die attraktive Wechselwirkung
des negativ geladenen Anions mit dem neutralen aber dipolaren Methylhalogenid zu-
stande. Verfolgt man den Verlauf der Geometrien entlang des Rückseitenangriffs (inC3v
Symmetrie, Tab. B.1), so fällt auf, dass die CH-Bindungslänge sich während der Reak-
tion nicht signifikant verändert und somit in der Dynamik vernachlässigt werden kann.
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Abbildung 4.2: Reaktive Koordinaten der SN2-Reaktion in C3v-Symmetrie. Die primär wich-
tigen Koordinaten sind die Bindungsabstände der Halogenatome (Chlor, grün; Iod, rot) zum
Kohlenstoff rCCl und rCI . Die Inversionsschwingung der CH3-Gruppe verfolgt die Reaktion.
Der Winkel θ ist definiert als der Winkel zwischen den H-Atomen und der Ebene senkrecht zu
Symmetrieachse.
Die reaktiven Koordinaten sind entsprechend die Kohlenstoff-Halogenid-Abstände und
der Inversionswinkel der CH3-Gruppe.
4.2.2 Wahl der reaktiven Koordinaten
Zur Beschreibung der SN2-Reaktion müssen die entsprechenden reaktiven Koordina-
ten gewählt werden. Eine volldimensionale Beschreibung würde fünfzehn Freiheits-
grade (ohne Translation) beinhalten. In den folgenden Untersuchungen soll nur die
kollineare Anordnung betrachtet werden, d.h. es wird C3v Symmetrie eingehalten. In
Abb. 4.2 ist die Definition der Geometrie gezeigt. Um die Stoßreaktion zwischen dem
Chlorid-Anion und dem Methyliodid zu beschreiben, sind primär die Bindungsabstän-
de der beiden Halogenatome zum Kohlenstoff der Methylgruppe von Bedeutung. Wäh-
rend der Reaktion ändert sich der Winkel der H-Atome bzw. die CH3-Gruppe invertiert
ihre Konfiguration. Dazu wird der Winkel θ als Winkel zwischen den Wasserstoffato-
men und der Ebene die das C-Atom enthält, senkrecht zur Symmetrieachse, definiert.
Für das Methyliodid ergibt sich somit ein negativer Winkel ergibt. Die übrigen CH-
Streckschwingungen werden nicht betrachtet, da diese nicht direkt zur der Reaktion
beitragen. Zusätzlich fallen durch die Einschränkung auf eine lineare Anordnung mit
C3v Symmetrie die asymmetrischen CH3-Biegeschwingungen weg.
Mit der Festlegung auf die Koordinaten rCCl, rCI und θ ist prinzipiell eine quanten-
dynamische Beschreibung möglich. Die Potenzialfläche würde jedoch auch Bereiche
einschließen, die bei niedrigen Stoßenergien keine Relevanz haben wie z. B. separate
CH3-Fragmente. Um sich allein auf die konzertierte, bimolekulare Substitutionsreak-
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Abbildung 4.3: Darstellung der reaktiven Koordinaten gegenüber der Kohlenstoff-
Halogenabstände. Zu sehen ist der Verlauf des IRC Pfades (rote Linie) auf der Potenzialfläche
V (rCCl, rCI). Die berechnete Fläche (farbige Konturlinien) stellt die Umgebung des Reaktions-
pfades dar, der für die Reaktion relevant ist. An den Enden der berechneten Fläche wird deutlich,
dass die parallel verschobenen Pfade von q1, die gleiche Längen haben, zu einer Verzerrung in
der (q1, q2)-Ebene führen. Der eingesetzte Graph rechts oben zeigt das Energieprofil des IRC
Pfades. Gut zu erkennen sind hier die Anion-Dipolkomplexe neben dem Überganszustand.
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tion zu beschränken, liegt es nahe nur die Umgebung entlang des Pfades minimaler
Energie zu betrachten. Ein gängiges Konzept um diesen Reakationspfad zu erfassen, ist
die IRC-Methode [115], mit deren Hilfe sich eine eindimensionale Reaktionskoordinate
q1 ermitteln lässt. Die IRC-Methode basiert auf den klassischen Bewegungsgleichungen
und beschreibt den Pfad entlang eines Gradienten auf der Potenzialfläche in Richtung
eines Minimums. Dieser Pfad wird durch eine massegewichtete Koordinate parametri-
siert.
Das neue, Reaktionspfad basierte Koordinatensystem, soll durch eine invertierbare
Abbildung der reaktiven, internen Koordinaten, wie Bindungslängen und Winkel, auf
einen Satz neuer Koordinaten q abgebildet werden:
{rCCl, rCI , θ} ↔ {q1, q2, q3} (4.25)
Um dies zu erreichen, geht man wie folgt vor. Der, mit der IRC Methode berechnete,
Reaktionspfad wird als Koordinate q1 festgelegt. Dieser Pfad involviert somit die drei
internen Koordinaten (rCCl, rCI und θ). Um zusätzlich zwei weitere Koordinaten zu
definieren, welche die Umgebung des IRC-Pfades beschreiben, wählt man für q2 eine
Parallelverschiebung des IRC-Pfades in der {rCCl, rCI} Ebene (Abb. 4.3). Eine Ände-
rung in q2 führt somit direkt zu einer Veränderung der Bindungslängen rCCl und rCI :
r′CCl(q1, q2) = rCCl(q1) + q2 (4.26)
r′CI(q1, q2) = rCI(q1) + q2 . (4.27)
Der Winkel θ wird durch q2 jedoch nicht beeinflusst. Für die reaktive Koordinate q3 wird
die Abweichung vom Winkel θ der Inversionmode definiert.
θ′(q1, q3) = θ(q1) + q3 (4.28)
Somit hat q3 wiederum keine Auswirkung auf die Bindungsabstände. Eine wichtige Be-
dingung – unterschiedliche Pfade dürfen sich nicht kreuzen – ist dadurch erfüllt. Die
Parallelverschiebung des Reaktionspfades im Raum der ursprünglichen Molekülpara-
meter erzeugt somit eine invertierbare und eineindeutige Transformation.
Parametrisierung des Reaktionspfades
Aus der quantenchemischen Rechnung kann die Abhängigkeit der internen Koordinaten
vom IRC Pfad bestimmt werden. Führt man ausgehend vom Übergangszustand die IRC
Rechnung in Vorwärts- und Rückwärtsrichtung durch, so erhält man den Weg zwischen
den beiden Anion-Dipolkomplexen. Um die Dissoziationslimits zu erfassen, genügt je
ein IRC Pfad, ausgehend vom Produkt und dem Edukt, um den Pfad zu vervollständigen.
Mit den daraus erhaltenen Daten ist der Reaktionsverlauf bereits vollständig beschrie-
ben. Für die praktische Umsetzung benötigt man die Abbildung von q nach den inter-
nen Koordinaten {rCCl, rCI , θ} als kontinuierliche Funktion, um .z B. Geometrien für
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Abbildung 4.4: Molekulare Bindungsparameter in Abhängigkeit des Reaktionspfades. In (a)
ist der sigmoide Verlauf des Winkels der Inversionmode aufgetragen. Abbildung (b) zeigt die
Bindungsabstände rCI (schwarz) und rCCl (blau). Der Verlauf der SN2-Reaktion entlang dem
Pfad minimaler Energie (IRC) wird hier entsprechend abgebildet.
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Tabelle 4.1: Parameter für Abbildung des Reakationspfades auf die Bindungsparameter gemäß
Gl. 4.30 und Gl 4.29.
a qX,0 b rX,0/θ0
rC−Cl 1 0.827± 0.003 1.44± 0.02 3.406± 0.002
rC−I −1 0.357± 0.003 1.37± 0.02 4.062± 0.002
θ 0.6249± 0.0006 0.161± 0.005 2.04± 0.02 −0.3087± 0.0004
die Berechnung der Potenzialflächen zu generieren oder die initiale Kernwellenfunkti-
on zu konstruieren. Es müssen noch entsprechende Funktionen gefunden werden, an die
sich die Punkte der IRC Rechnung anpassen lassen. Die Funktion des Inversionswinkels
entspricht einem sigmoiden Verlauf:
θ(q1, q3) =
a
1 + e−b(q1−qθ,0)
+ θ0 + q3 (4.29)
Der Parameter a sorgt für die notwendige Skalierung des Winkels und b drückt die Steil-
heit des Verlaufs im Übergangsbereich aus. Der Winkel θ0 entspricht dem Winkel der
CH3-Gruppe im Methyliodid. Die angepasste Funktion ist in Abb. 4.4(a) abgebildet. Um
den Bindungsabstand rCI anzupassen, wird eine Funktion benötigt, die für q1 → −∞
gegen einen konstanten Wert konvergiert und für q1 → +∞ in eine Gerade einer Stei-
gung größer null übergeht. Für den Abstand rCCl gelten die gleichen Bedingungen. Die
Funktion muss lediglich gespiegelt werden (q1 → −q1). Im Grenzfall großer Abstände
ist jeweils ein Halogenatom in einem gebundenen Zustand, während sich das andere frei
bewegt. Die Stammfunktion des Integrals der Sigmoidfunktion aus Gl. 4.29 hat die ent-
sprechenden Eigenschaften. Drückt man dies mit den entsprechenden Parametern aus,
so erhält man eine Gleichung, mit der die Bindungsabstände entlang des IRC Pfades
beschrieben werden können:
rX(q1, q2) = −a(q1 − qX,0) +
1
b
ln
(
1 + eab(q1−qX,0)
)
+ rX,0 + q2 (4.30)
Dabei beschreibt b die Krümmung der Funktion im Übergangsbereich zwischen kon-
stantem Wert und Gerade. Die Lage des Übergangsbereichs wird durch qX,0 justiert.
Das Vorzeichen des Parameters a spiegelt die Funktion und ist -1 für rCI und 1 für rCCl.
Die Gleichgewichtsabstände der Bindungen CH3−X werden durch rX,0 festgelegt. Die
gefitteten Funktionen für rCl(q1) und rCI(q1) sind in Abb. 4.4(b) gezeigt. Die aus den
Fits ermittelten Parameter für diese Funktionen sind in Tab. 4.1 dargestellt.
4.2.3 Potenzialflächen
Ausgehend von der Wahl der reaktiven Koordinaten und der gewählten Parametrisie-
rung kann die dreidimensionale Potenzialfläche in Abhängigkeit von q1, q2 und q3 mit-
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Abbildung 4.5: Potenzialfläche entlang der Koordinaten q1 und q2 (q3 = 0). Die stationären
Punkte sind als Orientierungshilfe durch die zugehörigen chemischen Strukturen gekennzeich-
net. Produkte und Edukte der Reaktion können einfach am Vorzeichen von q1 unterschieden
werden. Der Übergangszustand befindet sich im Ursprung des Koordinatensystems. (Anzahl
Gitterpunkte: Nq1 = 1152, Nq2 = 240; Energie Bereich limitiert auf < 0.2 au)
hilfe der Quantenchemie berechnet werden. In Abb. 4.5 ist die Potenzialfläche in Ab-
hängigkeit der Koordinaten q1 und q2 gezeigt, welche die Variation der Bindungsab-
stände als aktive Freiheitsgrade beinhaltet. Hier wird der Vorteil deutlich, den der Re-
aktionspfad als gewählte Koordinate bietet: Die Edukte und Produkte sind über das
Vorzeichen von q1 definiert. Für negative Werte von q1 ist das System auf der Seite
der Edukte. Der Übergangszustand [Cl−−−CH3 −−−I] – wird zum Ursprung des Koordina-
tensystems. Für q1 > 0 befindet man sich auf der Seite der Produkte. Die Grenzwer-
te q1 → ±∞ repräsentieren jeweils die getrennten Komponenten CH3Cl + I – und
Cl – + CH3I. Der Reaktionspfad q1 beschreibt hier die Relativbewegung der Reaktan-
den zueinander. Die zweite Koordinate q2 nimmt in diesen Grenzwerten jeweils die
Bedeutung der CX Streckschwingung ein. Berechnet man die eindimensionalen Eigen-
funktionen in der Koordinate q2 bei q1 = ±15 au, so erhält man eine Abschätzung, wie
gut sich das Verhalten an den Grenzwerten nähern lässt. Für die CI-Streckschwingung
ergibt sich eine Grundfrequenz von 559 cm−1, welche nahe an dem Wert der harmoni-
schen genäherten Frequenzanalyse von 557 cm−1 (MP2 Niveau) liegt. Ähnliches gilt für
die CCl-Streckschwingung, für die eine Grundfrequenz von 752 cm−1 ermittelt wurde
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Abbildung 4.6: Potenzialfläche entlang der Koordinaten q1 und q3 (q2 = 0). In dieser Darstel-
lung wird das Verhalten der CH3-Biegeschwingung entlang des IRC-Pfades deutlich. (Anzahl
Gitterpunkte: Nq1 = 1152, Nq3 = 32)
(vgl. harmonisch, MP2, ν̃ = 749 cm−1). Die gewählten Grenzen für q1 von ±15 au sind
somit bereits ausreichend um die Produkte und Edukte der Reaktion zu beschreiben.
In Abb. 4.6 ist die Potenzialfläche für die Koordinaten q1 und q3 (für q2 = 0) dar-
gestellt. Aus diesem Bild geht hervor, wie sich die Abweichung des Winkels q3 vom
optimalen Winkel θ(q1) auf das Potenzial auswirkt. Der Pfad bei q3 = 0 enthält, wie in
Abb. 4.5, alle stationären Punkte der Reaktion. Zusätzlich wird deutlich, dass die CH3-
Biegeschwingung im Bereich der Anion-Dipolkomplexe ein deutlich weicheres Poten-
zial vorfindet. Die Ränder der Potenzialfläche bei q1 = ±15 au repräsentieren die CH3-
Biegeschwingung der Produkte und Edukte. Ein Vergleich der Schwingungsfrequenzen
in der q3 Koordinate bei q1 = ±15 au ergibt ν̃ = 1284 cm−1 für das Methyliodid (vgl.
harmonische Näherung, MP2, ν̃ = 1270 cm−1) und 1361 cm−1 für das Methylchlorid
(vgl. harmonische Näherung, MP2, ν̃ = 1368 cm−1). Die Daten der Schwingungsfre-
quenzen zeigen, dass die Wahl der Potenzialfläche und der Koordinaten eine konsistente
Beschreibung liefern.
G-Matrixelemente
Um die Dynamik in den reduzierten Koordinaten bestimmen zu können, muss zusätz-
lich zu den Potenzialflächen der kinetische Anteil des Hamiltonoperators bestimmt wer-
den. Der entsprechende Ausdruck für T̂ in generalisierten Koordinaten (Gl. 4.7) enthält
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Abbildung 4.7: G-Matrixelemente entlang des Reaktionspfades. In der q2-Richtung sind die
Matrixelemente konstant. Schwarz G11, blau G22, grün G12.
die koordinatenabhängigen G-Matrixelemente Grs(q) (Gl. 4.9). Zu diesem Zweck müs-
sen die kartesischen Koordinaten x der Atompositionen als Funktion von q ausgedrückt
werden. Mittels der Definition des parametrisierten Reaktionspfades (Gl. 4.29 und 4.30)
können die reaktiven Koordinaten in Bindungsabstände und -winkel umgerechnet wer-
den. Eingesetzt in eine entsprechende Z-Matrix können daraus die kartesischen Koor-
dinaten berechnet werden. Um die Translation des Gesamtsystems abzutrennen und die
Eckard-Bedingungen aus Gl. 4.11 einzuhalten wird der Schwerpunkt der kartesischen
Koordinaten in den Ursprung verschoben. Die Eckard-Bedingung für die Rotation muss
hier nicht weiter berücksichtigt werden, da Aufgrund der A1 Symmetrie (C3v) keine der
drei internen Bewegungen eine Molekülrotation erzeugt. Mittels finiter Differenzen [59]
lassen sich die für Gl. 4.9 benötigten Ableitungen ∂xi
∂qr
numerisch bestimmen. Die erhal-
tene inverse G-Matrix muss dann noch punktweise invertiert werden.
Die Elemente Grs sind nur abhängig von q1, nicht jedoch von der zweiten Koordi-
nate q2, da diese in einem linearen Zusammenhang mit den kartesischen Koordinaten
steht (siehe Gl. 4.6). In Abb. 4.7 sind die entsprechenden G-Matrixelemente für das
System zweier reaktiver Koordinaten q1 und q2 gezeigt (q3 = 0). Für große Halogen-
Kohlenstoffatomabstände (q1 → ±∞) konvergieren alle Matrixelemente gegen kon-
stante Werte, da sich hier nur noch entsprechend ein Bindungsabstand ändert und somit
ein linearer Zusammenhang besteht. Die kinetische Kopplung G12 (grün) zwischen bei-
den Freiheitsgraden wird null am Punkt q1 = 0 und wechselt ihr Vorzeichen.
In Abb. 4.8 sind die Abhängigkeit G-Matrixelemente von q1 und q2 im System der
reaktiven Koordinaten q1, q2 und q3 gezeigt. Die Koordinatenabhängigkeit von q2 ent-
fällt hier aus den selben Gründen wie im Vorherigen Abschnitt. Aufgrund der von Null
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verschiedenen Außerdiagonalelemente G12, G13 und G23 wird deutlich, dass alle drei
Koordinaten miteinander kinetisch gekoppelt sind.
4.2.4 Beschreibung mit zwei reaktiven Koordinaten
Im folgenden Abschnitt wird die Dynamik der SN2-Reaktion mit zwei reaktiven Ko-
ordinaten q1 und q2 betrachtet und mit den experimentellen Befunden verglichen. Bei
der Reduktion auf zwei aktive Koordinaten wird die Annahme gemacht, dass die CH3-
Inversionsschwingung lediglich als Beobachter fungiert, aber zum Verlauf der Reak-
tion einen vernachlässigbaren Beitrag leistet [114]. Aufgrund der geringen Masse der
Wasserstoffatome im Vergleich zu dem schwereren Kohlenstoff und Halogenatomen
erscheint diese Annahme sinnvoll.
Für die quantendynamische Berechnung wird der kinetische Operator aus Gl. 4.7, die
G-Matrixelemente aus Abb. 4.7 und die Potenzialfläche aus Abb. 4.5 verwendet:
Ĥ = −~
2
2
2∑
r=1
2∑
s=1
∂
∂qr
Grs(q1)
∂
∂qs
+ V̂ (q1, q2, 0) . (4.31)
Die zeitabhängige Schrödingergleichung (SG) wird durch eine Reihenentwicklung mit
dem Chebychev Propogationsschema gelöst (Kap. 1.1.3).
Initiale Wellenfunktion
Für die Wellepaketpropagation auf den Potenzialflächen wird eine geeignete Startwel-
lenfunktion benötigt. Die Anforderungen an die Anfangsbedingung einer Propagati-
on ergeben sich aus der experimentellen Situation: Das Methyliodid befindet sich im
Schwingungsgrundzustand und stößt mit einem Cl – . Das Cl – hat einen möglichst schar-
fen Impuls und einer begrenzte räumliche Ausdehnung. Das initiale Wellenpaket Ψ ist
also eine Produktfunktion aus dem Grundzustand der CI- Bindung ΦCI0 (rCI) und einem
Gausswellenpaket in der ungebundenen Koordinate, dem CCl-Abstand rCCl:
Ψ(rCI , rCCl) = Φ0(rCI)
√
2
σr
√
2π
exp
(
−(rCCl − r0)2
2σr
)
. (4.32)
Die Definition über die Bindungsabstände entspricht den vorliegenden physikalischen
Bedingungen. Die Eigenfunktion Φ0(q2) ≡ Φ0(rCI) kann direkt in internen Koordina-
ten mithilfe der Relaxationsmethode an der Stelle q1 = -15 au bestimmt werden. Die
Wellenfunktion Ψ(rCI , rCCl) ist noch in den internen Koordinaten formuliert und muss
in Abhängigkeit von q ausgedrückt werden. Zu diesem Zweck substituiert man den
CCl-Abstand durch den Ausdruck aus Gl. 4.30 und erhält so eine Wellenfunktion im
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Koordinatensystem des IRC-Pfad basierten Koordinatensystems.
Ψ(q1, q2) = Φ0(q1)
√
2
σr
√
2π
exp
(
−(rCCl(q1, q2)− r0)2
2σr
)
(4.33)
Der initale CCl-Abstand ist r0 = 8 a0 und die Breite σr ist 1 a0 was in etwa dem Ionen-
radius bzw. einer Ausdehnung von ca. 2 Å entspricht.
Mit der Wellenfunktion aus Gl. 4.33 hat man bereits die korrekten Ausgangsbedin-
gungen für zwei separierte Fragmente festgelegt. Um die Dynamik für verschiedene
Kollisionsenergien untersuchen zu können, muss das Wellenpaket noch einen Impuls
erhalten, sodass die Fragmente sich aufeinander zu bewegen. Aufgrund der kinetischen
Kopplung ist es nicht ausreichend, einen Impuls in Richtung von p1 zu erzeugen. Es
muss verhindert werden, dass die CI-Mode angeregt wird, daher muss die Richtung
des Impulses so gewählt werden, dass nur eine Bewegung in der q1 Koordinate erzeugt
wird. Diese Abschätzung wurde bereits auf Basis der klassischen Mechanik in Kap.
4.1.2 diskutiert. Gleichung 4.21 und 4.23 liefern einen Ausdruck für einen Impulsvek-
tor, der eine Bewegung entlang der q1-Achse erzeugt. Die Annahme, dass die Elemente
der G-Matrix konstant sind, ist für große Abstände zwischen den Edukten gerechtfertigt
(Abb. 4.7). Der so bestimmte Impuls p = ~k kann in Form einer ebenen Welle auf die
Startwellenfunktion angewendet werden:
Ψk(q1, q2) = e
ikqΨ(q1, q2) = e
i|k|(q1 cosφ+q2 sinφ)Ψ(q1, q2) (4.34)
Entsprechend Gl. 4.21 ist p in den Polarkoordinaten |p| und φ darstellt. Nach Gl. 4.23
ist φ = 62.2◦ für die Kollision von Cl – + CH3I. Die neue Wellenfunktion Ψk bewegt
sich geradlinig mit definierter kinetischer Energie in q1 auf den Übergangszustand zu.
Der Zusammenhang zwischen der kinetischen Energie T und dem Impuls bzw. dem
Wellenvektor k kann über den klassischen Ausdruck aus Gl. 4.24 abgeschätzt werden.
Die Propagation wird numerisch durchgeführt und daher können die Anfangsbedin-
gung für das Wellenpaket nicht bei beliebig großen Anion-Molekül Abständen liegen.
Entsprechend muss die Stoßenergie3 T0 um den Unterschied zur potenziellen Energie
im Dissoziationslimit korrigiert werden. Somit ergibt sich als Korrekturterm:
Tkorr = EEdukte − V (〈q1〉 , q2 = 0) . (4.35)
EEdukte = 0.9547 eV ist die Energie der Edukte und bezieht sich auf das Minimum der
Potenzialfläche. Die potenzielle Energie V (〈q1〉 , q2 = 0) ergibt sich aus dem Ortser-
wartungswert 〈q1〉 des initalen Wellenpakets. Diese Korrektur geht nicht direkt in die
Propagation selbst ein. Um die Vergleichbarkeit mit dem Experiment zu wahren, wird
T0 entsprechend um Tkorr korrigiert: T0 = T ′0 + Tkorr. In allen gezeigten Diagrammen,
die T0 als Variable enthalten, ist diese Korrektur enthalten.
3Im Experiment wird die Stoßenergie relative kinetische Energie genannt.
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Abbildung 4.9: Wahrscheinlichkeit der direkten Stoßreaktion in Abhängigkeit von der kineti-
schen Energie der Edukte für zwei reaktive Koordinaten (q1 und q2). Keine Schwingungsanre-
gung (Schwarz), Angeregte CI-Mode (v = 1: grün, v = 2: blau).
Reaktionswahrscheinlichkeit des Stoßes
Eine entscheidende Größe ist die Reaktionswahrscheinlichkeit in Abhängigkeit von der
Stoßenergie T0. Die Effizienz des Stoßes kann daraus direkt abgelesen werden. Für den
Vergleich mit dem Experiment, muss zwischen zwei Prozessen unterschieden werden,
die auf unterschiedlichen Zeitskalen stattfinden. Der unmittelbare Stoß der beiden Re-
aktionspartner führt dazu, dass ein Teil des Wellenpaketes reflektiert wird während der
andere Teil den Übergangszustand überwindet und die Produkte bildet. Bei diesem Vor-
gang halten sich die Reaktionspartner nur weniger als Hundert Femtosekunden im Be-
reich der Stoßkomplexe und des Übergangszustands auf. Auch die Impulse der Produkte
sind daher gerichtet. Führt ein Stoß nicht unmittelbar zur Reaktion, so besteht die Mög-
lichkeit, dass die Energie auf andere Moden des Moleküls umverteilt wird und z. B. ein
langlebiger Anion-Dipolkomplex entsteht, oder die Energie in Rotationsfreiheitsgrade
übertragen wird [8, 113, 114]. Dieser indirekte Prozess führt zu einer Lebensdauer, die
deutlich länger ist, als die Zeitskala der Rotation. Die Impulse der Produkte sind in
diesem Fall isotrop verteilt. Solche Prozesse können mit den gewählten reaktiven Ko-
ordinaten nicht erfasst werden. Im Experiment werden beide Mechanismen beobachtet.
Im Folgenden wird nur der direkte Mechanismus des kollinearen Rückseitenangriffs
betrachtet.
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In Abb. 4.9 ist die Reaktionswahrscheinlichkeit gegen die relative Stoßenergie aufge-
tragen. Obwohl der Übergangszustand in diesem System keine Barriere darstellt, wird
in etwa eine Stoßenergie von ca. 0.55 eV benötigt um 50% direkt reagieren zu las-
sen. Diese Ergebnisse können qualitativ mit dem Experiment verglichen werden [8, 9].
Die Theorie gibt den Trend des direkten Mechanismus wieder. Für Stoßenergien größer
0.5 eV wird der gerichtete Prozess im Experiment dominanter gegenüber der isotropen
Verteilung.
Angeregte Kohlenstoff-Iod Bindung
Hinsichtlich der Quantenkontrolle der Reaktion bietet sich die CI-Mode an. In der Si-
mulation startet man entsprechend nicht aus dem Grundzustand der gebundenen Ko-
ordinate (CI-Mode), sondern aus einer angeregten Eigenfunktionen ΨCIv . In Abb. 4.9
sind die Reaktionswahrscheinlichkeiten für die ersten beiden Anregungen v = 1 und
v = 2 gezeigt. Der Vergleich mit der Reaktionswahrscheinlichkeit des Grundzustands
zeigt speziell im Bereich niedriger Stoßenergien (< 0.6 eV) eine deutlich erhöhte Reak-
tionswahrscheinlichkeit. Die zugeführte Energie aufgrund der angeregten Schwingung
beträgt lediglich 0.069 eV bzw. 0.15 eV und liefert somit keine Erklärung für die star-
ke Überhöhung. Für größere Stoßenergien findet man ein gegenteiliges Verhalten. Hier
wird die Reaktionswahrscheinlichkeit unterdrückt. Dieser Effekt ist für v = 2 stärker
ausgeprägt. Ein ähnlicher, aber schwächerer Effekt wird für Cl – +CH3Br bei Anregung
der CBr-Mode beschrieben [124].
Die Erhöhung der Reaktionswahrscheinlichkeit bei kleinen Stoßenergien kann durch
die verbesserte Erreichbarkeit des Übergangszustandes erklärt werden. In Abb. 4.10 sind
Wellenpakete einer CI-Mode im Grundstand und im ersten angeregten Zustand v = 1
bei T0 = 0.14 eV gegenübergestellt. Die stärkere Delokalisierung in der CI-Koordinate
führt dazu, dass ein größerer Anteil in die Nähe des Übergangszustandes kommt und
somit leichter reagieren kann. Das Grundzustandswellenpaket hingegen wird fast voll-
ständig reflektiert. Die Überhöhung der Reaktionswahrscheinlichkeit bei kleinen Stoß-
energien ist also durch eine Verlagerung von Aufenthaltswahrscheinlichkeit in die Nähe
des Übergangszustands zu erklären.
Betrachtet man den Prozess bei Stoßenergien > 0.6 eV, so kehrt sich der Effekt
um. Der reflektierte Anteil steigt im Vergleich zum nicht angeregten Methyliodid. In
Abb. 4.11 ist ein Vergleich zweier Wellenpakete bei 1.2 eV dargestellt. Das Grundzu-
standswellenpaket hat bereits ausreichend Energie um den Übergangszustand mühelos
zu überschreiten. Eine Verlängerung der CI-Bindung bringt keinen Vorteil mehr. Der
Anteil des Wellenpaketes, der sich auf Grund der Delokalisierung im Bereich einer ver-
kürzten CI-Bindung befindet, wird hinderlich für die Reaktion.
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Abbildung 4.10: Wellenpakete (|Ψ|2) in der Nähe des Übergangszustands (T0 = 0.14 eV). Ge-
genübergestellt sind die Wellenpakete mit angeregter CI-Mode Φ1(rCI) (a) und dem Grund-
zustand Φ0(rCI) (b). Das Wellenpaket in (b) wird fast vollständig reflektiert (≈ 97%). In (a)
hingegen ist etwa Hälfte von |Ψ|2 zu größeren CI-Bindungsabständen verschoben und hat da-
durch einen besseren Zugang zum Übergangszustand. Hier reagieren hingegen ≈ 61%.
Abbildung 4.11: Wellenpakete (|Ψ|2) in der Nähe des Übergangszustands (T0 = 1.2 eV). Ge-
genübergestellt sind die Wellenpakete mit angeregter CI-Mode Φ1(rCI) (a) und dem Grund-
zustand Φ0(rCI) (b). Das Wellenpaket in (b) hat mit 1.2 eV ausreichend nahezu vollständig zu
reagieren (≈ 88%). In (a) ist etwa Hälfte von |Ψ|2 zu kleineren CI-Bindungsabständen verscho-
ben. Dieser Anteil wird zu einem großen Teil reflektiert. Im Vergleich zu (b) reagieren hier nur
≈ 61%. Die Delokalisierung die in Abb. 4.10(a) noch zu einer Erhöhung der Reaktionswahr-
scheinlichkeit führte, hat hier den gegenteiligen Effekt.
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Abbildung 4.12: Wahrscheinlichkeit der Rückreaktion I – + CH3Cl in Abhängigkeit der Stoß-
energie. Für die inverse, endotherme SN2-Reaktion müssen im Durchschnitt zusätzlich zum Po-
tenzialunterschied von 0.56 eV noch 2.2 eV aufgebracht werden. Der Energieübertrag ist dabei
noch ineffizienter, als bei der exothermen Reaktion Cl – + CH3I.
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Rückreaktion
Eine Vertauschung von Edukten und Produkten führt zu der endothermen Reaktion
I – + CH3Cl. Die Konstruktion der initialen Wellenfunktion erfolgt nach dem gleichen
Prinzip wie in Gl. 4.33 und 4.34. Die Wellenfunktion der gebundenen Koordinate wird
durch die Eigenfunktion der CCl-Streckschwingung ΦCCl0 ersetzt und entsprechend an
der Stelle (q1 = 15) der Potenzialfläche ermittelt. Die veränderte Richtung φ = -59.5◦
des Impulses ergibt sich aufgrund der veränderten G-Matrixelemente gemäß Gl. 4.23.
Vergleicht man die Rückreaktion mit der Hinreaktion, so stellt man fest, dass der
Energieübertrag der Rückreaktion ineffizienter ist . In Abb. 4.12 ist die Reaktionswahr-
scheinlichkeit gegen die Stoßenergie T0 aufgetragen. Die notwendige Energie für eine
50%ige Reaktionswahrscheinlichkeit liegt um etwa 1.4 eV höher (vgl. Abb. 4.9). Die
Reaktionsenthalpie beträgt jedoch nur 0.56 eV. Es müssen für die Reaktion also 0.82 eV
zusätzlich aufgewendet werden. Die Dynamik der Reaktion weist somit eine stärkere
Asymmetrie auf als erwartet.
4.2.5 Klassische Trajektorien
Um die Frage nach der Quantennatur des Prozesses zu beantworten, wird die Wel-
lenpaketpropagation mit einer semiklassischen Trajektorien Rechnung verglichen. An-
ders als in Referenz [8] soll allerdings nicht die volldimensionale Beschreibung mit
dem quantenmechanischen Modell in reduzierten Koordinaten gegenübergestellt, son-
dern die klassische Bewegung der Kerne ebenfalls im gleichen Koordinaten System
betrachtet werden. Dazu wird das Potenzial aus der quantenchemischen Rechnung in
den Koordinaten q1 und q2 verwendet und die klassischen Bewegungsgleichungen (Gl.
4.13, Gl. 4.14 und Gl. 4.16) mit Hilfe des Runge-Kutta Verfahrens gelöst. Zur direk-
ten Vergleichbarkeit mit der quantendynamischen Simulation werden die Anfangsbe-
dingungen der Trajektorien ähnlich zu denen der intialen Wellenfunktion formuliert.
Für jede relative Stoßenergie T0 der Edukte werden Trajektorien mit verschiedenen
Anfangskoordinaten berechnet, die die Ausdehnung des Wellenpakets nachbilden. Die
Anfangswerte sind gleichmäßig auf einem Gitter verteilt, so dass diese für beide Ko-
ordinaten innherhalb der Aufenthaltswahrscheinlichkeit der Startwellenfunktion liegen
(±2σ ⇒ ∆q1 = 0.65 au und ∆q2 = 0.16 au). Die Impulse werden genauso bestimmt
wie für die Startwellenfunktion (Gl. 4.21 und 4.23). Insgesamt ergeben sich damit für
jede relativ Energie 290 Trajektorien von der jede am Ende mit der Aufenthaltswahr-
scheinlichkeit der Wellenfunktion (Ψ(t = 0))2 gewichtet wird.
Die Reaktionswahrscheinlichkeiten in Abhängigkeit von der Stoßenergie T0 sind in
Abb. 4.13 zusammen mit den quantenmechanischen Ergebnissen aus Abb. 4.9 darge-
stellt. Vergleicht man die Reaktionswahrscheinlichkeiten miteinander, so stellt man fest,
dass die klassische Rechnung denselben Trend aufweist. Die Unterdrückung der Reakti-
on bei niedrigen Stoßenergien ist nahezu identisch mit den Ergebnissen der quantenche-
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Abbildung 4.13: Wahrscheinlichkeit der direkten Stoßenreaktion in Abhängigkeit der Stoßener-
gie (klassisch). Grau hinterlegt ist die quantendynamische Wahrscheinlichkeit aus Abb. 4.9. Je-
der Punkt der Kurve umfasst eine Mittelung über 290 Trajektorien.
mischen Simulation. Die Abweichung ist im Bereich 0.5 bis 1.0 eV am größten. Hier
zeigt sich im klassischen Fall eine Art Stufenverhalten. Die Reaktionswahrscheinlich-
keit ist zwischen 0.4 und 0.8 eV konstant bei ca. 45% und steigt danach wieder steil an.
Bei der Betrachtung einzelner Trajektorien fällt auf, dass bei niedrigen Stoßenergien
überwiegend die Anteile vom Rand der ursprünglichen Gaussverteilung zur Reaktion
führen. Die Anteile vom Maximum der Verteilung, die einer CI-Bindung am Gleichge-
wichtsabstand entsprechen, führen erst ab ca. 1.0 eV zur Reaktion.
Die qualitative Übereinstimmung der Reaktionswahrscheinlichkeit mit den quanten-
dynamischen Ergebnissen zeigt, dass der Energieübertrag von der CCl-Mode in die CI-
Koordinate in erster Näherung ein klassischer Effekt ist und auf die Form des Potenzials
zurückzuführen ist. Die potenzielle Kopplung in der Nähe des Übergangszustands ist
maßgeblich verantwortlich für das Verhalten der direkten Reaktion. Eine Betrachtung
der Wellenpaket Propagationen und der Trajektorien lässt allerdings darauf schließen,
dass nicht der Übergangszustand selbst die Reaktion beeinflusst, sondern der repulsive
Anteil der Potenzialfläche bei verkürzten CCl Abständen eine besondere Bedeutung hat.
Eine weitere Größe, die betrachtet werden kann, ist die sogenannte Barrieren Rück-
überschreitung (Barrier recrossing). Dabei wird ein Teil des Wellenpaketes der den
Überganszustand bereits überschritten hat (q1 > 0), wieder reflektiert. In der klassischen
Übergangszustand Theorie [125] wird diese Tatsache nicht berücksichtigt. Das Verhal-
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Abbildung 4.14: Anteile der Barrieren Rücküberschreitung für verschiedene Verfahren und Re-
aktionen. In der quantendynamischen Beschreibung der Reaktion Cl – +CH3I (schwarz) hat die
Rücküberschreitung eine verschwindend geringe Bedeutung. In den klassischen Trajektorien
(grau) hingegen wird besonders bei größeren Stoßenergien der überwiegende Teil auf der Seite
der Edukte reflektiert.
ten der Barrieren Rücküberschreitung ist in Abb. 4.14 gezeigt. Dieser Effekt ist in den
semiklassischen Trajektorien besonders ausgeprägt. Im Energiebereich T0 < 1.40 eV,
ist der Anteil, der temporär den Übergangszustand überquert bis zu zehn mal größer
als im quantenmechanischen Fall. Bei einer Stoßenergie von 1.8 eV befinden sich so-
gar 23% temporär auf der Seite der Produkte, bevor diese zu 100% zurückreflektiert
werden. Hierbei passieren einzelne Trajektorien auch mehrmals den Übergangszustand.
Dieser Effekt ist bei der Wellenfunktion, wegen der vorhanden Delokalisierung, nicht
zu beobachten. In Abb. 4.15 ist die Zeitentwicklung der Wellenfunktion den reflek-
tierten klassischen Trajektorien gegenübergestellt. Der Unterschied zwischen beiden
Methoden wird hier besonders deutlich: Während der Umkehrpunkt der Trajektorien
nahezu vollständig auf der Seite der Produkte liegt, so liegt der dominante Umkehr-
punkt der Wellenfunktion auf der Seite der Edukte. Eine Auswertung des integrierten
Wahrscheinlichkeitsflusses (Anhang B.6) durch q1 = 0 ermöglicht eine Abschätzung,
wie viel Wahrscheinlichkeitsdichte den Übergangszustand temporär überschritten hat.
In dem hier betrachteten Fall sind weniger als 1% an einer Rücküberschreitung beteiligt
Dieser Anteil kann durch die räumliche Ausdehnung der Wellenfunktion erklärt wer-
den. Das reflektierte Wellenpaket hat in der Nähe seines Umkehrpunktes eine geringe
Aufenthaltswahrscheinlichkeit bei q1 > 0
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Abbildung 4.15: Gegenüberstellung des Verlaufs der Wellenfunktion und der klassischen Tra-
jektorien (Stoßenergie T0 = 1.3 eV). Die farbige Konturfläche zeigt die, reflektierten Anteile
des über die Zeit integrierten Wellenpakets (
∫ tE
0 |Ψ(k1 < 0)|
2dt). Die weißen Punkte repräsen-
tieren die Trajektorien die nicht zur Reaktion führen. Zur Orientierung sind die Konturlinien des
Potenzials hinterlegt (schwarz). Der Hauptumkehrpunkt der klassischen Rechnung (a), hat in
der Lösung der SG nahezu keine Bedeutung. Hier ist der Hauptumkehrpunkt bei (b). Das Ver-
hältnis der Aufenthaltswahrscheinlichkeit der Wellenfunktion zwischen (a) und (b) ist ca. 1 : 10
(Farbcodierung spiegelt die Aufenthaltswahrscheinlichkeit nicht Massstabsgetreu wieder).
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Abbildung 4.16: Reaktionswahrscheinlichkeit unter der Hinzunahme der CH3-Inversionsmode
aufgetragen gegen die Stoßenergie (schwarz). Die Propagation beinhaltet die Koordinaten q1, q2
und q3. Die graue, gestrichelte Kurve zeigt Reaktionswahrscheinlichkeit des zweidimensionalen
Systems aus Abb. 4.9.
4.2.6 Einfluss der Inversionsschwingung
Im Folgenden sollen die Auswirkungen der Inversionsschwingung auf die Reaktions-
wahrscheinlichkeiten betrachtet werden. Dazu wird die Simulation des Stoßes mit drei
reaktiven Koordinaten q1, q2 und q3 beschrieben. Der dritte Freiheitsgrad q3 beschreibt
die Abweichung vom optimalen Winkel der CH3-Gruppe während des Reaktionsverlau-
fes. Die initiale Wellenfunktion wird um den Grundzustand der CH3-Biegeschwingung
des Methyliodids erweitert:
Ψ′(q1, q2, q3) = Φ
CH3
0 (q3)Ψ(q1, q2) . (4.36)
Die Wellenfunktion Ψ(q1, q2) ist das initiale Wellenpaket aus Gl. 4.33. Für große Cl – -
Abstände geht die reaktive Koordinate q3 in die symmetrische Biegeschwingung von
CH3I über (Φ
CH3
0 (θ) ≡ ΦCH30 (q3)).
In Abb. 4.16 sind die Reaktionswahrscheinlichkeiten der zwei- und dreidimensio-
nalen Rechnung gegenübergestellt. Die Inversionschwingung erleichtert die Reakti-
on bei kleinen Stoßenergien. Ähnliche Effekte werden für das symmetrische System
Cl – + CH3Cl beschrieben [111,114]. Die Walden-Inversion erleichtert in der Dynamik
den Zugang zum Übergangszustand. Die Reaktionswahrscheinlichkeit P (T0) verschiebt
sich im Mittel um 0.2 eV zu kleineren Stoßenergien T0. Die zuvor vernachlässigte Null-
punktsschwingungsenergie der CH3-Mode im Methyliodid ist 0.09 eV und liefert somit
einen Teilbeitrag. Die zusätzliche Ausdehnung der Grundzustandswellenfunktion, auf-
grund der geringen Masse der H-Atome, in der Inversionsmode liefert hier eine mögli-
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Abbildung 4.17: Reaktionswahrscheinlichkeiten für die Anregung einzelner Moden und de-
ren Kombinationen, aufgetragen gegen die Stoßenergie: Angeregte Inversionsmode ΦCI0 Φ
CH3
1
(schwarz), angeregte CI-Schwingung ΦCI1 Φ
CH3
0 (blau) und Anregung der Kombinationsmode
ΦCI1 Φ
CH3
1 (rot). Die Reaktionswahrscheinlichkeiten für den Grundstand aus Abb. 4.16 ist zum
Vergleich gezeigt (grau gestrichelt).
che Erklärung für einen weiteren Beitrag. Wie schon im vorherigen Abschnitt gezeigt
wurde, können Delokalisierungseffekte den Zugang zum Übergangszustand erleichtern.
Betrachtet man die interne Anregung der Produkte, so stellt man fest, dass die Bie-
geschwingung im CH3Cl-Produkt nach der Reaktion nur eine geringe Anregung hat.
Ein ähnliches Verhalten wurde ebenfalls für die symmetrische Reaktion Cl – + CH3Cl
berichtet [111]. Die im Vergleich zu Cl und I geringe Masse der CH3-Inversionsmode
führt dazu, dass die Mode der Reaktion lediglich folgt, aber nicht maßgeblich am Ener-
gietransfer teil nimmt.
Anregung von Kombinationsmoden
Mit der Erweiterung auf drei reaktive Koordinaten kann die Auswirkung von Anregun-
gen der CH3-Schwingung und der Kombinationsmode bestehend aus Inversionsschwin-
gung und CI-Mode betrachtet werden. In Abb. 4.17 sind die Reaktionswahrscheinlich-
keiten für die möglichen Einfachanregungen ΦCI0 Φ
CH3
1 , Φ
CI
1 Φ
CH3
0 und die Kombinati-
onsmode ΦCI1 Φ
CH3
1 gezeigt. Vergleicht man die Anregung der CI-Mode (blaue Linie)
mit der zweidimensionalen Simulation aus Abb. 4.9, so zeigt diese einen ähnlichen fla-
chen Verlauf. Regt man die CH3-Mode mit einem Quant an (schwarze Linie), so führt
dies zu einer leichten Erhöhung der Reaktionswahrscheinlichkeit von 5-10% bei Sto-
ßenergien unterhalb von 0.8 eV. Bei größeren Energien kehrt sich der Effekt um und
es kommt zu einer leichten Unterdrückung der Reaktion von etwa 10%. Im Vergleich
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zur Anregung der CI-Mode ist deren Einfluss jedoch gering. Betrachtet man die Anre-
gungsenergie der CH3 Schwingung von 1400 cm
−1 ≡ 0.17 eV so deutet dies auf einen
rein energetisch bedingten Effekt hin. Die Kurven der Reaktionswahrscheinlichkeiten
sind um einen ähnlichen Betrag gegeneinander verschoben.
Die Kombinationsschwingung aus Inversionsmode und CI-Schwingung, wird für die
symmetrische Reaktion Cl – + CH3Cl als besonders Einflussreich beschrieben [112].
Vergleicht man jedoch die Reaktionswahrscheinlichkeit in Abb. 4.17 mit denen der Ein-
fachanregungen, so ist hier kein deutlicher Effekt festzustellen. Der Verlauf der Kurve
ähnelt stark dem der reinen CI-Anregung. Lediglich eine leichte Unterdrückung der Re-
aktionswahrscheinlichkeit von < 10% bei mittleren Stoßenergien von 0.7 eV bis 1.2 eV
ist festzustellen.
4.2.7 Analyse des Energietransfers
Eine weitere Information, die aus den Rechnungen gewonnen werden kann, ist die En-
ergieverteilung in den Reaktionsprodukten. Hier ist der direkte Vergleich mit dem Ex-
periment möglich, da die Aufteilung zwischen der Energie, die in den internen Frei-
heitsgraden zurückbleibt und dem Anteil, der in Translationsenergie umgewandelt aus
den Messungen hervorgeht. Im Folgenden soll analysiert werden wie sich die Reakti-
onsenergie der Produkte auf die einzelnen Freiheitsgrade verteilt.
Zum Vergleich mit dem Experiment, werden die interne Energie 〈Eint〉 und der An-
teil an beim Stoß umgesetzter Energie fint betrachtet. Die interne Energie 〈Eint〉 ist
definiert als die Differenz zwischen der verfügbaren Energie und der relativen kineti-
schen (translatorischen) Energie der Produkte 〈TP 〉:
〈Eint〉 = T0 −∆H − 〈TP 〉 . (4.37)
Die verfügbare Energie die maximal umgesetzt werden könnte setzt sich dabei zusam-
men aus der Stoßenergie der Edukte T0 und der, in der exothermen Reaktion, freiwer-
denden Enthalpie ∆H = -0.53 eV. Der Anteil an umgesetzter Energie fint ist gegeben
durch:
fint =
〈Eint〉
T0 −∆H
. (4.38)
Um 〈TP 〉 zu erhalten, werden die Schwingungsfreiheitsgrade der CCl-Mode und der
CH3-Mode von der Dissoziation separiert. Durch Projektion geeigneter Basisfunktio-
nen ψ auf die Wellenfunktion der Produkte kann eine Auftrennung in die einzelnen
Freiheitsgrade erreicht werden. Die Basisfunktionen ψ werden dabei als Produktfunk-
tionen – bestehend aus der ungebundenen Koordinate und der Schwingungsmoden –
angesetzt:
ψk,v,v′ = Φ
CCl
v Φ
CH3
v′ Φk . (4.39)
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Die Eigenfunktionen ΦCClv und Φ
CH3
v′ bilden die Basis für die Schwingungsmoden.
Die Impulseigenfunktionen Φk werden aus ebenen Wellen gebildet und beschreiben
die Separationsbewegung der Produkte bzw. die Dissoziation. Wie bereits bei der Kon-
struktion der Startwellenfunktion, muss auch hier beachtet werden, dass die Richtung φ
des Impulsvektors aufgrund der kinetischen Kopplung entsprechend angepasst werden
muss. Mithilfe der Gleichungen aus Anhang B.4 können die Impulsbasisfunktion für
drei reaktive Koordinaten formuliert werden:
Φk = e
ik · q = eik(q1 cosφ cosϑ+q2 sinφ cosϑ+q3 sinϑ) . (4.40)
Der Betrag k der Impulse muss dabei so gewählt werden, dass man eine auf dem endli-
chen Ortsgitter orthogonale Basis erhält (für Details siehe Anhang B.5).
Mit den so konstruierten Basisfunktionen ψk,v,v′ können durch Projektion auf die Wel-
lenfunktion der Produkte Ψf die Verteilungen F über die verschiedenen Zustände der
Einzelnen Freiheitsgrade berechnet werden:
F (k) =
∑
v,v′
|〈ψk,v,v′|Ψf〉|2 (4.41)
F (v) =
∑
k,v′
|〈ψk,v,v′|Ψf〉|2 (4.42)
F (v′) =
∑
k,v
|〈ψk,v,v′|Ψf〉|2 . (4.43)
Da die Impulsbasis nicht normiert ist bzw. die Basis der Schwingungseigenfunktionen
nicht vollständig ist, erhält man nicht normierte Verteilungen, die entsprechend normiert
werden müssen. Die Wellenfunktion der Produkte Ψf ergibt sich aus der Wellenfunkti-
on zum Endzeitpunkt tE der Propagation und einer räumlichen Maskenfunktion ŵ(q1)
(siehe Anhang B.3), welche die Edukte entlang der q1 Koordinate entfernt:
Ψf = ŵ(q1)Ψ(q, t = tE) . (4.44)
Aus der Impulsverteilung F (k) kann mithilfe von Gl. 4.16 nun die mittlere kinetische
Energie der Produkte gebildet werden, die benötigt wird um 〈Eint〉 und fint zu bestim-
men:
〈TP 〉 =
∑
k
F (k)T (k) . (4.45)
In Abb. 4.18(a) ist die interne Energie 〈Eint〉 nach dem Stoß gegen die Stoßenergie T0
aufgetragen. Der Verlauf der Kurve weist eine leichte Modulation von etwa ±0.04 eV
auf, zeigt aber, dass im betrachteten Energieintervall der Energieübertrag in die CCl-
Schwingung nur geringfügig variiert. Betrachtet man den Anteil an verfügbarer Energie,
der in der Vibrationsmode zurückbleibt (Abb. 4.18(b)), kann man die Effizienz der Ener-
gieumwandlung abschätzen. Für die niedrigste Stoßenergie von 0.04 eV werden 0.45%
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Abbildung 4.18: (a) Interne Energie in Abhängigkeit von der reaktiven Stossenergie. (b) Ver-
hältnis von interner Energie zu verfügbarer Energie. Die Graue gestrichelte Linie zeigt jeweils
das Ergebnis unter Hinzunahme der Inversionsschwingung. Die experimentell bestimmten Da-
ten (blau) sind aus Referenz [9, Abb. 7.13] entnommen und mit 0.5 skaliert.
in interne Energie umgewandelt. Das bedeutet, der Energieübertrag ist bei kleinen rela-
tiv Energien am geringsten. Mit zunehmender Stoßenergie verbessert sich der Energie-
übertrag. Vergleicht man diese Ergebnisse mit dem Experiment [9], so findet man eine
gute Übereinstimmung im Kurvenverlauf. Die interne Energie ist in etwa um den Faktor
ein halb geringer als in den experimentell bestimmten Daten. Mögliche Ursachen sind
die Beschränkung des Modells auf eine kollineare Anordnung und die Vernachlässigung
der Rotationsfreiheitsgrade, sowie das fehlen des Stoßkomplexvermittelte Mechanis-
mus. Die deutlichere Abweichung des experimentellen Datenpunktes bei T0 = 0.4 eV
ist vermutlich ebenfalls auf den Stoßkomplexvermittelten Mechanismus zurückzufüh-
ren, da dieser bei Energien von T0 < 0.7 eV dominant ist. Die Inversionsmode der
CH3-Gruppe kann die Abweichung des Modells nicht erklären, ihre Hinzunahme hat
nur geringfügige Auswirkungen auf das Ergebnis (graue Linien in Abb. 4.18).
Aus der dreidimensionalen Rechnungen kann zusätzlich eine Abschätzung getroffen
werden über die Aufteilung der internen Energie in die Schwingungsfreiheitsgrade der
CCl-Mode und der CH3-Mode. Aus den Verteilungsfunktionen aus Gl. 4.42 und Gl.
4.43 kann Näherungsweise der Anteil der Energie in den beiden Moden bestimmt wer-
den. Dabei muss jedoch beachtet werden, dass aufgrund der kinetischen Kopplungen
die Produktfunktionen ΦCClv Φ
CH3
v′ keine Eigenfunktionen des CH3Cl-Systems sind
4. In
Abb. 4.19 sind die Energieanteile fCCl und der fCH3 der Vibrationsmoden gezeigt. Aus
4Die Separation der beiden Moden ist somit ungenauer als die Separation in die internen Freiheitsgra-
de und die kinetische Energie der Fragmente, da die Impulsbasisfunktionen Ψk die kinetische Kopplung
korrekt berücksichtigen.
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Abbildung 4.19: Aufteilung der internen Energie auf die Schwingungszustände des Produkts
ClCH3 in Abhängigkeit von der Stoßenergie T0. Mehr als 75% der internen Energie nach der
Reaktion befinden sich in der CCl-Mode (schwarz, blau: CH3-Mode ). Der geschätzte Fehler
aufgrund der Vernachlässigung der kinetischen Kopplungen ist ca. ±0.1.
der Abschätzung lässt sich entnehmen, dass der überwiegende Anteil an in interner
Energie in der CCl-Mode zurückbleibt bleibt.
4.2.8 Dynamische Barriere
Wie bereits in den vorhergehenden Abschnitten erwähnt, muss für den direkten Stoß ein
Energieüberschuss aufgewendet werden, um zu den Produkten zu gelangen. Das Fehlen
einer Potenzialbarriere auf dem Pfad minimaler Energie bedeutet für einen statistischen
Prozess, dass auch ohne äußere Energiezufuhr das System vollständig reagiert. Auf der
kurzen Zeitskala des direkten Stoßes folgt das Wellenpaket jedoch offensichtlich nicht
dem Pfad minimaler Energie.
In Abb. 4.20 ist der Verlauf des Ortserwartungswertes eines Wellenpaket mit einer
Stoßenergie von 0.84 eV gezeigt (schwarze Linie). Hier wird deutlich, dass der Pfad
nicht über den Übergangszustand verläuft (graue gestrichelte Linie). Darin liegt der
Hauptgrund für die niedrige Reaktionswahrscheinlichkeit bei kleinen Stoßenergien –
ein großer Anteil wird reflektiert und kann nicht in die CI-Mode einkoppeln. Betrachtet
man die Projektion auf das Energieprofil des Ortserwartungswerts auf den IRC-Pfad
(Abb. 4.20, Inset), so erhält man den effektiven Potenzialverlauf. Aus dieser Darstellung
erkennt man eine Potenzialbarriere von 0.6 eV.
Eine alternative Sichtweise auf die unterdrückte Reaktionswahrscheinlichkeit ist die
systematische Definition einer kinetischen bzw. dynamischen Barriere (ein ähnlicher
Begriff ist in [113] zu finden). Die dynamische Barriere E‡dyn(T0) ist das jeweilige Ma-
ximum des Potenzials V (〈q1〉 (t), 〈q2〉 (t)), den der Pfad des Wellenpakets überschreitet.
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Abbildung 4.20: Konzept der dynamischen Barriere. Die Schwarze Line zeigt den Verlauf des
Ortserwartungswertes eines Wellenpaketes mit T0 = 0.84 eV (nur Anteile mit p1 > 0). Zum
Vergleich ist der IRC-Pfad (grau, gestrichelt) dargestellt. Die Abweichung der tatsächlichen Be-
wegung vom Pfad der minimalen Energie wird hier deutlich sichtbar. Der Graph rechts oben
zeigt die potenzielle Energie der beiden Pfade in Abhängigkeit von der IRC Koordinate q1.
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Abbildung 4.21: Höhe der dynamischen Barriere E‡dyn aufgetragen gegen die Stoßenergie T0.
Der schwarze Graph zeigt die aus den Wellenpaketpropagationen extrahierten Daten. Der annä-
hernd lineare Verlauf kann an die Funktion einer Geraden (grau, gestrichelt) angepasst werden:
E‡dyn ≈ 0.72T0 − 0.05 eV.
In Abb. 4.21 ist die Höhe der dynamischen Barriere (bezogen auf die Edukte) gegen die
relativ Energie T0 aufgetragen. Aus der Kurve ergibt sich Näherungsweise ein linea-
rer Verlauf. Diese Barriere spiegelt das gemittelte Potenzialmaximum wieder, das der
transmittierte Teil des Wellenpaketes überschritten hat. Der reflektierte Anteil wird da-
bei nicht betrachtet, es gehen lediglich Komponenten mit k1 > 0 ein. Aus der Steigung
der angepassten Gerade ergibt sich, dass das mittlere Potenzial Maximum ≈ 72% der
relativ Energie T0 entspricht. Die Größe E
‡
dyn(T0) darf in diesem Zusammenhang je-
doch nicht wie ein Übergangszustand interpretiert werden, der üblicherweise einen Sat-
telpunkt darstellt. Die Berechnung von Reaktionsraten mithilfe der Übergangszustands-
theorie scheint in diesem Zusammenhang ebenfalls nicht sinnvoll [125]. Betrachtet man
den Unterschied T0 −E‡dyn(T0) so entspricht dieser 0.28T0, d. h. der Energiebetrag, um
den man die Barriere übertrifft, wird mit zunehmenden T0 entsprechend größer. Gleich-
zeitig steigt auch die Reaktionswahrscheinlichkeit entsprechend an (siehe Abb. 4.9).
Der Nullpunkt des Diagramms liefert eine konsistente Beschreibung im Zusammen-
hang mit der Reaktionswahrscheinlichkeit: Bei T0 = 0 entspricht E
‡
dyn = -0.05 eV und
liegt somit oberhalb des Übergangszustands, der eine Energie von -0.15 eV aufweist.
Die Abweichung vom Reaktionspfad zeigt, dass die Kurzzeitdynamik der Reaktion
sich nicht mehr über die stationären Zustände auf der Potenzialfläche charakterisieren
lässt. Der direkte Stoßmechanismus ist im Vergleich zum Anion-Dipolkomplex vermit-
telten Mechanismus nicht mehr durch ein statistisches Verhalten zu beschreiben.
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4.2.9 Zusammenfassung
Die Entwicklung des IRC-basierten Koordinatensystems ermöglicht eine effiziente
quantendynamische Beschreibung auf einem diskretisierten Ortsgitter. Die hier gewähl-
te Beschreibung der Geometrie in der Nähe des Reaktionspfades werden durch paral-
lel verschobene Pfade realisiert. Somit lassen sich die in diesem Falle wichtigen Ko-
ordinaten, wie die Halogen-Kohlenstoff-Bindungsabstände und der Winkel der CH3-
Inversionsmode abbilden. Das Prinzip der vorgestellten Koordinatensystemtransforma-
tion lässt sich für andere Reaktionen verallgemeinern. Grundlage ist, die Existenz eines
eindeutigen Pfads minimaler Energie. In Kombination mit der G-Matrix Methode er-
hält man so eine flexibel einsetzbare Vorgehensweise, die es ermöglicht auch komplexe
Reaktionspfade schnell und effizient für eine quantendynamische Beschreibung vorzu-
bereiten.
Es konnte gezeigt werden, das die unmittelbare Stoßreaktion von Cl – + CH3I bereits
sehr gut mit zwei reaktiven Koordinaten modelliert werden kann. Die beiden Halogen-
Kohlenstoff Abstände sind in der kollinearen Anordnung die Schlüsselgrößen, um den
Energietransfer und die Reaktionswahrscheinlichkeit zu erfassen. Ein Vergleich mit ex-
perimentellen Befunden zeigt, dass wesentliche Merkmale bereits in den zweidimensio-
nalen Rechnungen enthalten sind. So konnte gezeigt werden, dass der Energietransfer
bei kleinen Stoßenergien sehr ineffizient ist und die Reflexion des Wellenpaktes die Re-
aktion unterdrückt. Die in diesem Zusammenhang gemachten Beobachtungen führen
zu dem Schluss, dass der Übergangszustand nicht allein entscheidend ist. Vielmehr ist
die Form des repulsiven Potenzials im Bereich der verkürzten Bindungen wichtig: Das
Reflexionsverhalten des Wellenpakets legt die Verteilung auf Produkte und Edukte fest.
Weit weniger abhängig von der Stoßenergie ist die Energie, die in der Schwingungsan-
regung des Reaktionsproduktes CH3Cl zurückbleibt.
Die als „Zuschauer“ bezeichnete CH3-Inversionmode hat nur einen begrenzten Ein-
fluss auf den Reaktionsverlauf. In der zweidimensionalen Darstellung wurde diese Mo-
de lediglich passiv mitbewegt, aber nicht als aktiver Freiheitsgrad betrachtet. Nimmt
man diese Mode als aktiven Freiheitsgrad hinzu, so ergibt sich daraus eine Korrek-
tur der Reaktionswahrscheinlichkeit hin zu kleineren Stoßenergien. Die Hälfte dieser
Korrektur ergibt sich aus der, in der zweidimensionalen Rechnung vernachlässigten,
Nullpunktsschwingungsenergie der Inversionmode. Die andere Hälfte dieser Korrektur
ist auf die geringe Masse der H-Atome zurückzuführen: Die Ausdehnung der Grund-
zustandswellenfunktion in dieser Mode erleichtert den Zugang des Wellenpaketes zum
Überganszustand und stellt somit eine Korrektur dar. Außerdem ist aufgrund der kleinen
Masse die dieser Mode zugeordnet ist, der Einfluss auf den Energieübertrag klein. Die
Mode folgt dem Reaktionsverlauf lediglich.
Die Definition einer dynamischen Reaktionsbarriere, die abhängig von der Stoßener-
gie ist, ermöglicht ein anschaulicheres Bild, das sich mit der Darstellung eines dimen-
sionalem IRC-Pfades vergleichen lässt. Dieser dynamische Reaktionspfad zeichnet den
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Weg des Wellenpaketes auf der Potenzialhyperfläche nach und gibt somit Auskunft über
den tatsächlichen Reaktionsverlauf. Die identifizierte dynamische Barriere hat eine li-
neare Abhängigkeit von der Stoßenergie. Die Steigung dieser Geraden liefert ein Maß
dafür, wieviel Überschuss Energie für die direkte Reaktion benötigt wird.
Des weiteren lassen sich Vorhersagen über die Reaktion mit vibrationsangeregten
Edukten treffen. Die Anregung der CI-Bindung nimmt hier eine besondere Rolle ein.
Eine einfache Anregung reicht bereits aus um die Reaktion von der Stoßenergie unab-
hängig zu machen und um eine gleichmäßige Reaktionswahrscheinlichkeit zu erhalten.
Die Anregung der Inversionsmode beeinflusst die Reaktionswahrscheinlichkeit nur we-
nig.
Der Stoßkomplex vermittelte Mechanismus wurde im Rahmen dieser Arbeit nicht
untersucht. Die Einschränkung auf eine exakt kollineare Stoßgeometrie schließt eine
Stabilisierung des Anion-Dipolkomplexes aus. Die zu erwartende lange Lebensdauer
dieses Intermediates stellt zudem höhere Anforderungen an die benötigte Rechenzeit.
Prinzipiell ist es denkbar, den Stoßparameter, also die Abweichung von der kollinearen
Anordnung als aktive Koordinate in das Modell mit einzubeziehen und so auch diesen
Mechanismus näher zu betrachten.

Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurden unterschiedliche Prozesse in molekularen Systemen in
Abwesenheit von Umgebungseinflüssen untersucht. Es wurden Kühltechniken betrach-
tet, die zur Präparation von Molekülen in einer dekohärenzfreien Umgebung benötigt
werden. Außerdem konnte gezeigt werden, dass die Femtosekunden Dynamik moleku-
larer Prozesse unter der Abwesenheit von Umbegungseffekten interessante Effekte be-
reithält. Darüberhinaus stellen diese Prozesse eine Herausforderung für die theoretische
Beschreibung dar und benötigten individuelle Entwicklungen von speziellen Modellen.
Im ersten Teil dieser Arbeit konnte gezeigt werden, dass Grundzustandskühlen in ei-
ner harmonischen Falle auch für Moleküle möglich ist. Der Einsatz von Resonatoren
hoher Güte in Kombination mit Schwingungsübergängen, ermöglicht es, das System in
einem geschlossenen optischen Zyklus in Richtung des Grundzustandes der Falle zu
treiben. Das Konzept der Resonator gestützten Seitenbandkühlung wurde mittels nume-
rischer Simulationen an molekularen Kandidaten evaluiert. Die Einbeziehung konkreter
Verbindungen in die Untersuchung zeigt auch die Parameterbereiche auf, die unter ex-
perimentellen Bedingungen von Bedeutung sind. Die Polarisierbarkeit neutraler Mole-
küle ist eine wichtige Eigenschaft, um diese in einem optischen Potenzial einschließen
zu können. Für das Kühlschema selbst wird ein starker Infrarotübergang benötigt, der
für die Ankopplung an den Resonator verantwortlich ist. Das gewählte Carbonylsulfid
hat die entscheidenden Eigenschaften. Die asymmetrischen Streckschwingung ist ein
außerordentlich guter Infrarotübergang und erfüllt die Bedingungen für eine effiziente
Verstärkung der Spontanemission. Die große Polarisierbarkeit macht es zu einem geeig-
neten Kandidaten für die Anwendung in einem optischen Potenzial. Es konnte ebenfalls
gezeigt werden, dass das Prinzip der Kühlung auch auf MgH+ in einer Ionenfalle an-
wendbar ist. Eine solche Anwendung würde es ermöglichen, molekulare Ionen auch
ohne den Einsatz einer sympathetischen Kühlung in den Grundzustand der Falle zu
kühlen. Das gezeigte Prinzip beschränkt sich jedoch nicht auf die gewählten Beispiele.
Es ist ein grundlegendes Konzept für die Präparation kalter Moleküle. Die notwendigen
Anforderungen an die molekularen Eigenschaften wurden im Rahmen dieser Arbeit
herausgestellt.
Der zweite Teil der Arbeit zeigt mit der theoretischen Behandlung des Pump-Probe-
Experiment an MgH+ Einzelionen eine fortgeschrittene Anwendungsmöglichkeit kalter
Moleküle. Die erstmalige Kombination von Ultrakurzzeit Spektroskopie an Einzelio-
nen in einer Ionenfalle, stellt eine wesentliche Neuerung dar und zeigt ein grundlegen-
des Konzept auf. Die idealen experimentellen Bedingungen wie sie oft nur in theore-
tischen Modellsystemen vorliegen, bringen aber auch neue Herausforderungen für das
123
124 4 Quantendynamik der Stossreaktion: Chlorid + Methyliodid
Experiment und die theoretische Beschreibung des Prozesses mit sich. Der besonde-
re Umstand, dass lokalisierte, von der Umgebung abgeschirmte Moleküle, mehrfach
von ultrakurzen Laserpulsen im ultravioletten Spektralbereich angeregt werden kön-
nen, führt zu einer Aufheizung der Schwingungsfreiheitsgrade. Wird diese Tatsache im
Experiment vernachlässigt, führt dies zu einer Überlagerung unterschiedlicher Pump-
Probe-Signale. Eine Detektion der Wellenpaketbewegung wird so erschwert. Das ent-
wickelte Multiskalen-Modell ist in der Lage diese Situation korrekt zu beschreiben und
die obere Grenze bezüglich der Repetitionsrate des Lasers aufzuzeigen. Die Einbet-
tung der zeitabhängigen Schrödingergleichung in ein Ratengleichungsmodell berück-
sichtigt die kohärenten und inkohärenten Beiträge bestmöglichst. Die Simulationen des
Pump-Probe-Signals zeigen eine sehr gute Übereinstimmung mit den experimentellen
Messungen. Die Isolation der Ionen von Umgebungseinflüssen hat weitreichende Kon-
sequenzen, die auch für zukünftige Experimente dieser Art von Bedeutung sind. Es
wurde ein theoretischer Vorschlag erarbeitet, der es ermöglicht, durch eine einfache Er-
weiterung der Pulssequenz um Dumppulse die Population im angeregten Zustand zu
kontrollieren. Anhand von Simulationen konnte gezeigt werden, dass die Prozesse, die
zu einem Aufheizen der Ionen führen, durch dieses Verfahren signifikant unterdrückt
werden.
Das demonstrierte Pump-Probe-Schema konnte zeigen, dass die Wechselwirkung von
präzise positionierten (≈ µm) Teilchen mit ultrakurzen Laserpulsen möglich ist. Dar-
über hinaus stellt es eine wichtige Grundlage für weiterführende Experimente dar. Mit
der Verfügbarkeit von kurzen Röntgenpulsen eröffnen sich daraus neue Wege zur zeit-
aufgelösten Strukturaufklärung von chemischen Verbindungen. So können z. B. größere
Moleküle [43] oder Proteine in Coulomb-Kristalle eingebracht und dort direkt vermes-
sen werden. Die geringe Anzahl an benötigten Teilchen stellt einen Vorteil gegenüber
der – bei der Strukturaufklärung üblichen – Einkristall Methode dar und eröffnet damit
neue Perspektiven.
Die im dritten Teil der Arbeit untersuchte Gasphasen SN2-Reaktion von Cl – + CH3I
gibt Aufschluss über den Mechanismus des direkten Stoßes auf der Femtosekunden
Zeitskala. Es konnte gezeigt werden, dass die wesentlichen Merkmale, wie die unter-
drückte Reaktionswahrscheinlichkeit und die Umverteilung der Energie bereits mit zwei
reaktiven Koordinaten qualitativ korrekt erfasst werden kann. Die in diesem Fall ent-
scheidenden Freiheitsgrade beinhalten die Halogen-Kohlenstoff Abstände. Die unter-
drückte Reaktivität ist zurückzuführen auf eine limitierte Effizienz des Energietransfers
während der Reaktion. Ein Vergleich mit semiklassischen Trajektorien zeigt, dass für
diesen Effekt potenzielle Kopplungen verantwortlich sind. Der Energieübertrag von der
CCl-Bindung in die CI-Bindung wird durch das Potenzial vermittelt. Entscheidend ist
hier jedoch nicht der Übergangszustand der Reaktion selbst, sondern die Form der re-
pulsiven Anteile der Potenzialfläche bei einer verkürzten CCl-Bindung. Zusammen mit
der kurzen Verweildauer im Übergangsbereich führt dies zu einer Reflexion des Wel-
lenpaketes bei niedrigen Energien.
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Die Analyse, der Wellenpaket Propagationen zeigt, dass das einfache Bild eines ein-
dimensionalen Reaktionspfades dem Mechanismus der Stoßreaktion nicht mehr gerecht
wird. Betrachtet man den tatsächlichen Verlauf des Wellenpaketes auf dem Weg zu den
Produkten, so wird deutlich, dass dieser nicht direkt über den Übergangszustand ver-
läuft. Es wird abhängig von der kinetischen Energie der beiden Reaktionspartner ein
höheres Maximum auf der Potenzialfläche überschritten. Ausgehend von diesen Er-
kenntnissen kann eine dynamische Barriere definiert werden, die linear mit der Stoß-
energie skaliert. Damit lässt sich der Verlauf der Reaktion wieder auf ein einfaches
Energieprofil reduzieren.
Es konnte außerdem gezeigt werden, dass eine Hinzunahme der CH3-
Biegeschwingung zu den aktiven Koordinaten lediglich eine Korrektur darstellt.
Die in der Literatur oftmals als „Zuschauer“ bezeichnete Inversionsschwingung
verfolgt die Reaktion tatsächlich nur in einer passiven Rolle.
Zur quantendynamischen Beschreibung der Reaktion wurde ein Reaktionspfad ba-
siertes Koordinatensystem entwickelt, das eine effiziente numerische Behandlung er-
laubt. Die reaktiven molekularen Parameter – Bindungsabstände und -winkel – wurden
dabei in ein Reaktionspfad basiertes Modell transformiert, das auf der Idee der Re-
aktionskoordinate basiert. Die restlichen reaktiven Koordinaten beschreiben dabei die
relevante Umgebung des Pfades. In der Kombination mit der G-Matrix Methode [119],
die hier einen flexiblen Ausdruck für die kinetische Energie liefert, stellt diese Methode
einen allgemeineren Ansatz dar, der sich auf andere Systeme anwenden lassen sollte.
In den durchgeführten Rechnungen wurde der Rückseitenangriff mit der Einschrän-
kung auf eine kollineare Stoßgeometrie betrachtet, um die Dimensionalität des Pro-
blems zu reduzieren. Eine Erweiterung des Modells um zusätzliche Freiheitsgrade, wie
z. B. die Rotation des Methyliodids oder eine Abweichung von der kollinearen An-
ordnung, könnten Einblicke gewähren in weitere Phänomene wie den „Round-About-
Mechanismus“ [8]. Die vollständige quantendynamische Behandlung derartiger Pro-
bleme hat, nach dem heutigen Stand der Technik, ihre Grenzen jedoch bei drei bis vier
Freiheitsgraden erreicht. Die Herausforderungen bestehen zum einen darin, die Techni-
ken für die Reduktion der Dimensionalität weiter zu entwickeln. Zum anderen würde
eine größere Anzahl an Freiheitsgraden und eine Einführung semiklassischer Näherun-
gen für die Behandlung der Kerne (z. B. Hagedorn Wellenpakete [126]) eine quanten-
dynamische Untersuchung größerer Systeme ermöglichen. Im Hinblick auf die Chemie
von Stoßreaktionen [127], die eine Reihe von interessanten Phänomenen hervorbringen,
können theoretische Beschreibung auf quantendynamischen Niveau zum mikroskopi-
schen Verständnis beitragen.
Darüber hinaus zeigen die jüngsten Entwicklungen auf dem Gebiet der kalten Mole-
küle, dass die nötigen experimentellen Präparationstechniken [37, 40, 128] sich zuneh-
mend an die Grenzen theoretischer Vorschläge [53, 129] annähern. Um die damit auf-
kommenden Fragestellungen bewältigen zu können, ist auch hier die Weiterentwicklung
quantendynamischer Methoden gefragt. Angestrebte Anwendungen sind beispielsweise
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chemische Reaktionen im ultrakalten Regime [31]. Sie rücken zunehmend in den Fo-
kus experimenteller Realisierbarkeit und damit eröffnen sich neue Möglichkeiten, um
theoretische Vorhersagen zu verifizieren. Der hohe Grad an Kontrolle über die inneren
und äußeren Freiheitsgrade der bei den gegebenen tiefen Temperaturen erlangt wird,
eröffnet außerdem neue Perspektiven in Hinsicht auf die Realisierbarkeit von Schemata
zum molekularen Quantencomputing [30, 107].
Anhang A
Rechnungen Magnesiumhydrid
A.1 Nicht-adiabtatische Kopplungselemente
Die numerisch bestimmten Stützstellen für die nicht-adiabtatischen Kopplungsmatrix-
elemente aus Kap. 3.3 werden an eine Überlagerung zweier Gaußfunktionen gefittet:
fkl(R) = A
(
e−(R−R1)
2/σ21 + e−(R−R2)
2/σ22
)
. (A.1)
Die vom Kernabstand R abhängige Funktion fkl beschreibt dabei die nicht-adiabatische
Kopplung (ohne Massegewichtung) zwischen den elektronischen Zuständen k und l
gemäß Gl. 1.23. In Tab. A.1 sind die entsprechenden Parameter für die Kopplungen
zwischen den Zuständen C und D, sowie D und F angegeben.
Tabelle A.1: Parameter für Funktion aus Gl. A.1 der NAKME und deren Fitfehler. Der Parameter
A ist in atomaren Einheiten angegeben. Die Parameter R1, R2, σ1, σ2 sind in Å angegeben.
Parameter fCD fDF
A −0.571± 0.016 1.503± 0.016
R1 2.737± 0.016 2.3674± 0.0013
σ1 0.198± 0.021 0.0664± 0.0020
R2 2.842± 0.021 2.3640± 0.0022
σ2 0.370± 0.026 0.1803± 0.0024
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Abbildung A.1: (a) Übergangsdipolmomente µAB (schwarz) und µBC (blau) im MgH+. (b)
Übergangsdipolmomente µBD (schwarz), µBF (blau), µBE1 (grün) und µBE2 (rot)
A.2 Übergangsdipolmomente
In diesem Abschnitt werden die Dipolmomente gezeigt, die in die Lösung der
Schrödingergleichung (SG) für die Kerne eingegangen sind, aber eine untergeordnete
Rolle spielen. Die Übergänge zwischen den Zuständen A und B, sowie B und C (Abb.
A.1(a)) sind in der Regel nicht in Resonanz. Die Übergänge vom B-Zustand in die höher
gelegenen Zustände D,F und E (Abb. A.1(b)) sind über hochangeregte Vibrationszustän-
de |A, v  1〉 in einem Zwei-Photonenprozess via B zugänglich.
In Abb. A.2 und Tab. A.2 sind die Franck-Condon Faktoren zwischen den ersten
15 Schwingungseigenfunktionen der Zustände X und A angegeben. Eine Analyse
der Franck-Condon Matrixelemente, 〈X, 0|µXA(R)|A, v′〉, ergibt, dass der Übergang
|X, v = 0〉 → |A, v = 2〉 mit 0.79 au der stärkste Übergang ist. Betrachtet man den
Bereich der Vibrationszustände, die noch die halbe Übergangsstärke des Maximums
erreichen, so sind hier die Zustände |A, v = 0〉 bis |A, v = 5〉 zugänglich.
A.3 Tiefpassfilterung des Pump-Probe-Signals
Um eine bessere Vergleichbarkeit mit dem Experiment zu erhalten, werden alle Signa-
le S, die von der Pump-Probe (PP) Verzögerung τ abhängen gefiltert um die Effekte
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Abbildung A.2: Franck-Condon Faktoren |〈X, v|µ|A, v′〉| zwischen dem X und dem A-Zustand
in atomaren Einheiten ( 1 au = ea0 = 2.54 Debye).
130 A Rechnungen Magnesiumhydrid
Tabelle
A
.2:Franck-C
ondon
Faktoren
|〈X
,v|µ|A
,v
′〉|zw
ischen
dem
X
und
dem
A
-Z
ustand
in
atom
aren
E
inheiten
(
1
au
=
ea
0
=
2.54
D
ebye).
v
′
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
v0
0.544
0.756
0.791
0.717
0.593
0.462
0.344
0.249
0.176
0.123
0.085
0.059
0.040
0.028
0.019
1
0.976
0.760
0.274
0.156
0.421
0.529
0.528
0.469
0.388
0.306
0.234
0.175
0.129
0.095
0.070
2
1.128
0.073
0.564
0.605
0.328
0.003
0.256
0.397
0.443
0.426
0.377
0.317
0.256
0.203
0.158
3
0.938
0.756
0.592
0.083
0.484
0.500
0.292
0.033
0.180
0.312
0.371
0.376
0.349
0.306
0.259
4
0.564
1.104
0.267
0.680
0.281
0.211
0.447
0.417
0.241
0.033
0.139
0.253
0.310
0.324
0.310
5
0.228
0.854
1.053
0.098
0.560
0.463
0.043
0.292
0.408
0.344
0.191
0.025
0.111
0.202
0.251
6
0.046
0.376
1.035
0.950
0.308
0.384
0.508
0.220
0.122
0.325
0.360
0.279
0.151
0.022
0.081
7
0.005
0.058
0.468
1.151
0.881
0.391
0.226
0.479
0.316
0.018
0.217
0.319
0.305
0.225
0.123
8
0.004
0.023
0.029
0.489
1.230
0.891
0.374
0.107
0.425
0.351
0.115
0.115
0.251
0.287
0.253
9
0.001
0.005
0.049
0.050
0.416
1.269
0.995
0.270
0.019
0.379
0.347
0.170
0.036
0.179
0.243
10
0.000
0.004
0.003
0.066
0.170
0.221
1.222
1.175
0.069
0.067
0.363
0.314
0.193
0.017
0.116
11
0.000
0.001
0.006
0.026
0.042
0.285
0.110
0.996
1.356
0.236
0.196
0.407
0.248
0.201
0.042
12
0.000
0.000
0.004
0.000
0.053
0.056
0.286
0.505
0.485
1.363
0.590
0.406
0.551
0.115
0.220
13
0.000
0.000
0.001
0.006
0.024
0.035
0.193
0.046
0.714
0.275
0.946
0.775
0.636
0.813
0.153
14
0.000
0.000
0.000
0.005
0.007
0.042
0.074
0.185
0.367
0.367
0.823
0.088
0.446
0.574
1.015
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Abbildung A.3: Einfluß des Tiefpassfilters auf das Pump-Probe-Signal. Die schwarze Linie
zeigt das gefilterte Signal. Die graue Linie zeigt das originale PP-Signal. Hier sind die Inter-
ferenzen zwischen dem Pump und dem Probe Laser deutlich zu sehen. Im Bereich unter 10 fs
führt der Überlapp beider Pulse zur Interferenz der beiden Laserfelder. Für größere Verzögerun-
gen sind die Oszillationen durch Phaseneffekte zu erklären.
zu entfernen, die von der Trägerfrequenz des Lasers stammen. Unter den gegebenen
Laborbedingungen ist nicht zu erwarten, dass Interferenz- oder Phaseneffekte die auf
Zeitverzögerungen zwischen den Pulsen von kleiner 1 fs zu beobachten sind. Zu diesem
Zweck kommt in der Frequenz Domäne eine Butterworth Tiefpassfilter Funktion zum
Einsatz [17].
f(ω) =
1
1 +
(
ω
ωb
)2n (A.2)
Die Grenzfrequenz ωb wurde bei ca. der Hälfte der Laserfrequenz gewählt (entspricht
15 fs−1 oder 20000 cm−1). Die Filterordnung ist n = 10. Die Funktion f(ω) wird nach
einer Fouriertransformation F mit dem Signal multipliziert und anschließend wieder
zurück in die Zeitdomäne transformiert (F−1).
S(τ) = F−1 [f(ω)F (S ′(t))] (A.3)
In Abb. A.3 ist der Vergleich zwischen dem gefilterten und dem ungefilterten Signal
gezeigt. Die schnellen Oszillationen, die durch den Träger des Laserfeldes bedingt sind,
werden durch den Tiefpassfilter ausgemittelt.

Anhang B
Technische Daten zur
Stossreaktion
B.1 Quantenchemische Daten
Tabelle B.1: Bindungslängen und -winkel aus den Geometrieoptimierungen für die stationä-
ren Punkte. Der Übergangszustand weist eine Mode mit -441 cm−1 auf. In Klammer sind die
Vergleichswerte aus Ref. [123] angegeben. Alle Geometrien haben C3v Symmetrie.
rCCl[Å] rCI [Å] rCH [Å] θ[◦]
CH3I ∞ 2.13 1.08 -17.7
Cl – · · ·CH3I 3.05 (3.18) 2.17 (2.18) 1.08 (1.08) -17.4 (-17.7)
[Cl−−−CH3 −−−I] – 2.35 (2.41) 2.55 (2.59) 1.07 (1.07) 2.0 (2.7)
CH3Cl · · · I – 1.81 (1.80) 3.54 (3.74) 1.08 (1.09) 18.4 (18.9)
CH3Cl 1.78 ∞ 1.08 18.4
Einheiten der reaktiven Koordinaten
Die reaktiven Koordinaten q und die G-Matrix werden zu besseren Übersichtlichkeit in
Einheiten von au gehandhabt. Deren Umrechnung in SI-Einheiten wird im Folgenden
Definiert. Die Einheiten ergeben sich aus der Definition von q: Die Intrinsic Reaction
Coordinate (IRC)-Koordinate q1 ist eine Massegewichte Auslenkung [115] und trägt
somit die Einheit
q1 : [au] =
[ amu
bohr
]
=
[
1.66054×10-27 kg
5.29177×10-11 m
]
. (B.1)
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Tabelle B.2: Energien stationärer Punkte auf der Potenzialfläche (MP2/ECP/aug-cc-pVDZ), be-
zogen auf die freien Edukte.
∆E[eV] ∆H(0 K) [eV]
Cl – + CH3I 0 0
Cl – · · ·CH3I -0.501 -0.494
[Cl−CH3−I] – -0.183 -0.178
ClCH3 · · · I – -0.942 -0.901
CH3Cl + I
– -0.544 -0.509
Die Koordinate q2 ist bezeichnet eine Verschiebung und ist in bohr angegeben. Die Ko-
ordinate q3 beschreibt einen Winkel und trägt die Einheit des Bogenmaßes. Die Einhei-
ten der G-Matrixelemente leiten sich entsprechend aus den Einheiten der Koordinaten
und der Definition von G aus Gl. 4.6 ab:
G : [au] =

[
amu2
me
] [
amu
me
] [
amu
me
][
amu
me
] [
1
me
] [
1
me
][
amu
me
] [
1
me
] [
1
me
]
 , (B.2)
wobei me die Masse des Elektrons ist.
B.2 Hermitizität des G-Matrix Operators
Der kinetische Hamiltonian in G-Matrix Darstellung ist gegeben durch [119]:
T̂G = −
~2
2
N∑
r=1
N∑
s=1
∂qrGrs(q)∂qs = −
~2
2
[∑
r=1
Ar +
N∑
r=1
N∑
s>r
Brs
]
. (B.3)
Die Matrix G ist symmetrisch und reell:
Grs = Gsr; (Grs)
† = Grs . (B.4)
Im allgemeinen Fall muss angenommen werden, dass die Matrixelemente Grs von al-
len N Koordinaten qi abhängig sind und somit Grs und die partiellen Ableitungen ∂qi
nicht vertauschen. Wird nun angenommen, dass ∂qi nur auf quadratintegrable Funktio-
nen oder Funktionen mit periodischen Randbedingungen angewendet wird∫ ∞
−∞
Ψ∗Ψdq ∈ R; lim
qi→±∞
Ψ = 0 (B.5)∫ b
a
ψ∗ψ dq ∈ R; ψ(a) = ψ(b) , (B.6)
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so ergibt sich für die Adjungierte des Differenzialoperators [13]:
(∂qi)
† = −∂qi (B.7)
Es werden nun die Diagonalelemente Ar und die Außerdiagonalemente Brs von T̂G
getrennt voneinander betrachtet. Für die Adjungierte des Diagonalterms Ar aus Gl. B.3
unter Anwendung von Gl. B.7 gilt somit:
A†r = (∂qrGrr∂qr)
† = ∂†qrG
†
rr∂
†
qr = ∂qrGrr∂qr (B.8)
Die Bedingung A = A† ist also erfüllt – d.h. die Diagonalelemente der kinetischen
Energie sind hermitesch. Für die kinetischen Kopplungen, die durch die Außerdiago-
nalemente Brs beschrieben werden, macht man sich die Eigenschaft zu nutze, dass die
gemischten Ableitungen aufgrund der Doppelsumme immer paarweise auftreten. Für
die Adjungierte der Außerdiagonalemente Brs gilt somit:
B†rs = (∂qrGrs∂qs + ∂qsGsr∂qr)
†
= ∂†qsG
†
rs∂
†
qr + ∂
†
qrG
†
sr∂
†
qs
= ∂qsGrs∂qr + ∂qrGsr∂qs
= ∂qsGsr∂qr + ∂qrGrs∂qs
= Brs
(B.9)
Aufgrund der Symmetrie der G-Matrix sind also auch die Außerdiagonalemente hermi-
tesch. Infolgedessen ist T̂G immer ein hermitescher Operator.
B.3 Produktfilter
Die Definition des Koordinatensystems ermöglicht eine einfache Unterscheidung zwi-
schen Edukten und Produkten anhand der Koordinate q1. Für die Bestimmung der kine-
tischen Energie der Produkte müssen die Edukte entsprechend aus der Wellenfunktion
entfernt werden. Das Tukey-Fenster [17] stellt in diesem Zusammenhang einen guten
Kompromiss bezüglich mehrerer Forderungen dar. Die Funktion soll möglichst konstant
im Ortsraum sein und zugleich aber wenig Seiteneffekte im Impulsraum erzeugen. Sie
ist null außerhalb der Grenzen q1,min und q1,max, eins im zentralen Bereich. An den Rän-
dern des Zentralbereiches kommt eine Viertel Kosinuswelle der Breite s zum Einsatz:
ŵ(x) =

0 für q1 < q1,min ∧ q1 > q1,max
1 für q1 > q1,min + s ∨ q1 < q1,max − s
1
2
(
1 + cos
(
(q1−q1,min)π
s
− π
))
für q1 > q1,min ∨ q1 < q1,min + s
1
2
(
1 + cos
(
(q1−q1,max)π
s
− π
))
für q1 > q1,min ∨ q1 < q1,min + s
(B.10)
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Die verwendeten Parameter s = 2, q1,min = 4, q1,max = 14 (in atomaren Einheiten)
sind so gewählt, dass man die Wellenfunktion der Reaktionsprodukte erhält. Der Mini-
malwert q1,min = 4 sorgt dafür, dass der reaktive Bereich ausgeblendet wird, in dem die
G-Matrix Elemente keine konstanten Werte haben (siehe Abb. 4.7).
B.4 Wahl der Impulsvektoren in drei reaktiven Ko-
ordinaten
Für die Berechnungen mit drei reaktiven Koordinaten müssen die Impulse ebenfalls
mit der Bewegungsrichtung in Verbindung gebracht werden. Die Vorgehensweise ist
dabei die gleiche, wie sie in Kap. 4.1.2 bereits für zwei reaktive Koordinaten beschrie-
ben wurde. Für die Erweiterung auf drei Dimensionen wird der Impulsvektor somit in
Kugelkoordinaten ausgedrückt:
p = |p|
p1p2
p2
 = |p|
cosφ cosϑsinφ cosϑ
sinϑ
 (B.11)
Die Komponenten p1, p2 und p3 des Impulsvektors p sind die zu den Koordinaten q1, q2
und q3 konjugierten Impulse. Es soll nun die Richtung von p bestimmt werden, die eine
Bewegung entlang der q1-Achse erzeugt. Unter Verwendung der Bewegungsgleichun-
gen 4.13 und 4.16 kann die Forderung formuliert werden, dass keine Bewegung entlang
q2 und q3 stattfinden darf:
∂q2
∂t
=
∂T (q)
∂p2
= G22p2 +G12p1 +G23p3 = 0 (B.12)
∂q3
∂t
=
∂T (q)
∂p3
= G33p3 +G13p1 +G23p2 = 0 (B.13)
Durch Einsetzen von Gl. B.12 in Gl. B.13 und umgekehrt können Impulse p2 und p3 in
ein Verhältnis zu p1 gesetzt werden:
p2 = p1p
′
2 = p1
G13G23 −G12G33
G22G33 +G223
(B.14)
p3 = p1p
′
3 = p1
G12G23 −G13G22
G22G33 +G223
(B.15)
Das Verhältnis zwischen den Komponenten von p hängt dabei von den G-
Matrixelementen Gij und den darin enthaltenen kinetischen Kopplungen ab. Mithilfe
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Abbildung B.1: Schematische Darstellung der Impulsbasisvektoren. Das graue Gitter stellt das
diskretisierte Koordinatensystem im Impulsraum dar. Um orthogonale Basisfunktionen in Rich-
tung des Winkels φ zu erhalten, muss die Länge des Basisvektors k0 so gewählt werden, dass die
Spitze mit mindestens einem diskreten Impulswert ∆k1 oder ∆k2 zusammenfällt (rote Kreise).
von Gl. B.14, Gl. B.15 und einiger Transformationsregeln für Kugelkoordinaten kön-
nen die Winkel entsprechend aus den G-Matrixelementen bestimmt werden:
φ =

+arccos
(
1√
1 + p′22
)
für p1p′2 ≥ 0
− arccos
(
1√
1 + p′22
)
für p1p′2 < 0
(B.16)
ϑ = arcsin
(
p′23√
1 + p′22 + p
′2
3
)
(B.17)
Die initialen Bedingungen für sich aufeinander zu bewegende Edukte ergeben sich die
Winkel φ = -62.2◦ und ϑ = -1.1◦. Für die Auswertung der Impulsverteilungen der sich
auseinander bewegenden Produkte ergeben sich die Winkel φ = 59.5◦ und ϑ = -3.4◦.
B.5 Impulsbasis auf dem Gitter
Die ebenen Wellen auf einem Ortsraumgitter müssen so gewählt werden, dass sich eine
orthogonale Basis bilden lässt 〈Φn|Φm〉 = Aδnm. In der diskretisierten Darstellung müs-
sen dazu die Randbedingungen des Gitters beachtet werden. Es kann gezeigt werden,
dass in einem mehrdimensionalen Koordinatensystem nur die Randbedingung bezüg-
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lich einer Impulskoordinate eingehalten werden muss, um eine orthogonale Basis zu
erhalten. Die Impulsbasisfunktionen Φn sind gegeben durch
Φn = e
ik · q = ei|k|(q1 cosφ+q2 sinφ) = eink0(q1 cosφ+q2 sinφ) , (B.18)
wobei der Betrag des Wellenvektors |k| = |p|/~ in ganzzahligen Vielfachen n von
k0 diskretisiert ist. Die Richtung der Wellenvektoren k sind dabei in der Darstellung
der Polarkoordinaten gegeben (Gl. 4.21). Um nun orthogonale Basisfunktionen Φn zu
erhalten, muss das Integral
〈Φn|Φm〉 =
∫ L2
0
∫ L1
0
eink0(q1 cosφ+q2 sinφ)eimk0(q1 cosφ+q2 sinφ)dq1dq2
=
∫ L2
0
∫ L1
0
ei(m−n)k0(q1 cosφ+q2 sinφ)dq1dq2 ,
(B.19)
null werden. Die Integralgrenzen sind dabei gegeben durch die Längen L1 und L2 des
Gitters im Ortsraum. Mit der eulerschen Formel kann Gl. B.19 umgeschrieben werden:
〈Φn|Φm〉 =
∫ L2
0
∫ L1
0
[cos{(m− n) k0 (q1 cosφ+ q2 sinφ)}
+ i sin{(m− n) k0 (q1 cosφ+ q2 sinφ)}] dq1dq2 = 0 .
(B.20)
Das Integral über einen Sinus oder Kosinus verschwindet, wenn man über vollständige
Perioden integriert. Diese Bedingung lässt sich leicht erfüllen, wenn die Länge des Git-
ters L ein ganzzahliges VielfachesN der „Wellenlänge“ λ = 2π/|k| ist. Für das Integral
aus Gl. B.20 können somit zwei Bedingungen gestellt werden, die erfüllt sein müssen:
L1 = N1
λ1
2
=
N1π
(m− n)k0 cosφ
(B.21)
L2 = N2
λ2
2
=
N2π
(m− n)k0 cosφ
. (B.22)
(B.23)
Anhand von Gl. B.21 soll nun gezeigt werden, wie sich die Bedingung einhalten lässt.
Bedient man sich den Regeln der diskreten Fouriertransformation, so ergibt sich, dass
die Impulse in k1 in Einheiten von ∆k1 = π/L1 diskretisiert sind. Für die Länge des
Basisvektors k0 bedeutet das: k0 = ∆k1/ cosφ. Setzt man nun den Wert für k0 in Gl.
B.21 ein, so vereinfacht sich diese zu:
N1 = (m− n) . (B.24)
Da m und n ganze Zahlen sind, muss also auch N wieder eine ganze Zahl sein. Damit
wäre die Bedingung aus Gl. B.21 erfüllt. Die Integration in Gl. B.20 über q1 wird null.
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Verschwindet das integral in einer Dimension, so wird der Gesamtausdruck 〈Φn|Φm〉
null. Analog kann man für die Basislänge auch ∆k2 = π/L2 heranziehen und erhält
ebenfalls eine orthogonale Basis. Die grafische Darstellung in Abb. B.1 verdeutlicht die
Wahl der Basisvektoren schematisch. Folglicherweise lassen zwei sich unterschiedliche
Basissätze schreiben:
Φ1,n = e
in∆k1(q1+q2 tanφ) (B.25)
Φ2,n = e
in∆k2(q1 cotφ+q2) (B.26)
Man kann die Impulsbasis entweder in ∆k1 oder ∆k2 diskretisieren. Die Wahl ist dabei
abhängig von φ. Praktischerweise wählt man die Basis, die den kürzeren Vektor (k0)
liefert. Im Rahmen dieser Arbeit wurde ∆k1 als Basis verwendet.
B.6 Flussintegration
Um die Reaktionswahrscheinlichkeit zu analysieren, wird der integrierte Fluss der
Wahrscheinlichkeitsdichte von den Edukten zu den Produkten herangezogen. Der Vor-
teil ist, dass hierbei der Fluss durch eine Fläche betrachtet wird. Normverluste der
Wellenfunktion, wie sie beim Arbeiten mit Maskenfunktion am Rand eines diskreten
Ortsgitters auftreten, sind dabei unproblematischer zu handhaben. Auch können damit
z. B. temporäre Überschreitungen des Übergangszustandes leicht identifiziert werden.
Im Folgenden soll kurz erläutert werden, wie sich dieses Prinzip auf die gewählten re-
aktiven Koordinaten verallgemeinern lässt.
Der Fluss der Wahrscheinlichkeitsdichte beschreibt eine Rate, mit der Wahrschein-
lichkeitsdichte ein Volumen betritt oder verlässt. Um eine Formulierung für den inte-
grierten Fluss zu erhalten, der auch in generalisierten Koordinaten gültig ist, wird dieser
ausgehend von der entsprechenden Kontinuitätsgleichung [130] hergeleitet:
∂ρ
∂t
+∇· j = 0 . (B.27)
Gleichung B.27 besagt, dass die zeitliche Änderung der Wahrscheinlichkeitsdichte ρ der
Divergenz des Wahrscheinlichkeitsstroms j entsprechen muss. Integriert man Gl. B.27
über ein Volumen1V , so erhält man:∫
V
∂ρ
∂t
dV +
∫
V
(∇· j) dV = 0 . (B.28)
1Mit Volumen ist hier ein verallgemeinertes Volumen gemeint, das durch die Integration über alle
Koordinaten definiert ist.
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Nach dem Gaußschen’ Integralsatz [131] kann das Volumenintegral über die Divergenz
durch ein Flächenintegral ersetzt werden und man erhält so den Fluss der Wahrschein-
lichkeitsdichte F durch die Fläche S:
F =
∮
S
j · dS = − ∂
∂t
∫
V
ρdV (B.29)
Die Fläche S schließt das Volumen V ein und ist somit dessen Oberfläche. Es wird
entsprechend der Fluss durch S erfasst. Die in der Quantendynamik zugängliche Größe
ist die Wellenfunktion Ψ. Die zeitliche Änderung der Wahrscheinlichkeitsdichte ρ kann
durch die Wellenfunktion ausgedrückt werden:
∂ρ
∂t
=
∂
∂t
|Ψ|2 = ∂
∂t
(Ψ∗Ψ) . (B.30)
Setzt man in Gl. B.29 die zeitabhängige SG unter Berücksichtigung der Kettenregel ein,
so erhält man:
∂ρ
∂t
= Ψ∗
∂Ψ
∂t
+Ψ
∂Ψ∗
∂t
. (B.31)
Unter der weiteren Ausnutzung der stationären SG kommt man zu:
∂ρ
∂t
= − i
~
[
Ψ∗ĤΨ
]
+
i
~
[
ΨĤΨ∗
]
= − i
~
(
Ψ∗ĤΨ︸ ︷︷ ︸
c
−ΨĤΨ∗︸ ︷︷ ︸
c∗
)
.
(B.32)
Dieser Ausdruck lässt sich weiter vereinfachen, wenn der Hamiltonoperator Ĥ = T̂+V̂
ein hermitescher Operator ist. In diesem Fall bleibt nur der Imaginärteil von c erhalten.
Geht man weiter davon aus, dass das Potenzial V̂ ein rein reeller Operator ist, so entfällt
dieser Term. Übrig bleibt somit nur ein Term der den kinetischen Operator T̂ enthält:
∂ρ
∂t
=
2
~
Im{Ψ∗T̂Ψ} . (B.33)
Gleichung B.33 enthält nun den gesuchten Ausdruck für die Ableitung der Dichte nach
der Zeit. Eingesetzt in Gl. B.29 erhält man einen Ausdruck für den Fluss, der nur noch
die Wellenfunktion und den kinetischen Operator enthält:
F = −2
~
∫
V
={Ψ∗T̂Ψ}dV (B.34)
Diese verallgemeinerte Form ist auch in generalisierten Koordinaten gültig und kann
mit dem G-Matrix-Operator kombiniert verwendet werden. Die Integration über das
Volumen lässt sich über eine Maskenfunktion Ŵ realisieren. Es wird dabei der Bereich
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auf der Potenzialfläche definiert, der das gewünsche Volumen repräsentiert. Der Ope-
rator Ŵ (q) wird dabei so gewählt, dass das eingeschlossene Volumen eins ist und der
Außenbereich null ist.
F = −2
~
∫
Ŵ Im{Ψ∗T̂Ψ}dq (B.35)
Um die Gesamtwahrscheinlichkeit zu ermitteln, die sich in einem Volumenelement be-
findet, wird über die verstrichene Zeitdauer t integriert:
P =
∫ t
0
Fdt′ . (B.36)
Um in den Stoßsimulationen den Fluss durch den Übergangszustand zu errechnen,
wird die Maskenfunktion entsprechend über q1 definiert:
Ŵ =
{
1 für q1 > 0
0 für q1 ≤ 0
(B.37)
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