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Abstract
The paper presents a classification theorem for the class of flat connections
with triangular (0,1)-components on a topologically trivial complex vector
bundle over a compact Ka¨hler manifold. As a consequence we obtain several
results on the structure of Ka¨hler groups, i.e., the fundamental groups of
compact Ka¨hler manifolds.
1. Introduction.
1.1. LetM be a compact Ka¨hler manifold. For a matrix Lie group G the representa-
tion variety MG of the fundamental group pi1(M) is determined as
Hom(pi1(M), G)/G. Here G acts on the set Hom(pi1(M), G) by pointwise conjuga-
tion: (gf)(s) = gf(s)g−1, s ∈ pi1(M). A study of geometric properties of MG is of
interest because of the relation to the problem of classification of Ka¨hler groups (the
problem was posed by J.-P. Serre in the fifties). For a simply connected nilpotent
Lie group G every element ofMG is uniquely determined by a d-harmonic nilpotent
matrix 1-form ω on M satisfying ω ∧ ω represents 0 in the corresponding de Rham
cohomology group. It follows, e.g., from the theorem of Deligne-Griffiths-Morgan-
Sullivan on formality of a compact Ka¨hler manifold (see [DGMS]). The main result
of our paper gives, in particular, a similar description for elements ofMG with a sim-
ply connected solvable Lie group G. Our arguments are straightforward and based
on cohomology techniques only. As a consequence of the main theorem we obtain
several results on the structure of Ka¨hler groups. We now proceed to formulation
of the results.
It is well known that MGLn(C) is equivalently characterised as moduli spaces of
flat bundles over M with structure group GLn(C). In this paper we deal with a
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family of C∞-trivial complex flat vector bundles over M . Every bundle from this
family is determined by a flat connection on the trivial bundle M × Cn, i.e. by a
matrix valued 1-form ω on M satisfying
dω − ω ∧ ω = 0. (1.1)
Moreover, we assume that the (0,1)-component ω2 of ω is an upper triangular matrix
form. Denote this class of connections by Atn.
Remark 1.1 E.g., connections from Atn determine (by iterated path integration)
all representations of pi1(M) into simply connected real solvable Lie groups. (Here
according to Lie’s theorem we think of every such group as a subgroup of a complex
Lie group of upper triangular matrices.)
Let Tn(C) denote the complex Lie group of upper triangular matrices in GLn(C).
Then the group C∞(M,Tn(C)) acts by d-gauge transforms on the set Atn:
dg(α) = g
−1αg − g−1dg, (g ∈ C∞(M,Tn(C)), α ∈ Atn). (1.2)
Denote the corresponding quotient space by Btn. In this paper we study the structure
of Btn. Also our result gives a characterization of the subset of MGLn(C) consisting
of conjugate classes of representations determined by elements of Atn.
Let Un⊕ be a class of flat vector bundles overM of complex rank n whose elements
are direct sums of topologically trivial flat vector bundles of complex rank 1 with
unitary structure group. Note that every E ∈ Un⊕ should be constructed by a uni-
tary diagonal cocycle {cij}i,j∈I defined on an open covering {Ui}i∈I . All definitions
formulated below do not depend on the choice of such cocycle.
A family {ηi}i∈I of matrix-valued p-forms satisfying
ηj = c
−1
ij ηicij on Ui ∩ Uj (1.3)
is, by definition, a p-form with values in the bundle End(E). We say that such
form is nilpotent if every ηi takes its values in the Lie algebra of the Lie group of
upper triangular unipotent matrices. Since End(E) ∈ Un2⊕ , there exists a natural
flat Hermitian metric on End(E). Then, as usual, we construct by this metric a
d-Laplacian on the space of End(E)-valued forms. In what follows harmonic forms
are determined by this Laplacian. Denote by H1d(End(E)) the finite-dimensional
complex vector space of End(E)-valued harmonic 1-forms and by H2(End(E)) the
de Rham cohomology group of End(E)-valued d-closed 2-forms. Further, consider
the set Ht0(End(E)) ⊂ H1d(End(E)) of harmonic forms η satisfying
(i) (0, 1)− component η2 of η is nilpotent;
(ii) η ∧ η represents 0 in H2(End(E)).
Observe that Ht0(End(E)) is a complex affine subvariety of H
1
d(End(E)) defined by
homogeneous quadratic equations.
Let Auttf(E) be the group of triangular flat authomorphisms of E. Elements
of Auttf(E) are, by definition, locally constant sections of End(E) determined by
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(1.3) with ηi ∈ Tn(C) (i ∈ I). Clearly, Auttf(E) is a complex solvable Lie group.
It acts by conjugation on the space of End(E)-valued forms and commutes with
the Laplacian. In particular, it acts on Ht0(End(E)). Consider the quotient space
SnE := Ht0(End(E))/Auttf(E) and denote by Sn the disjoint union ⊔E∈Un⊕SnE . (Note
that according to Green-Lazarsfeld theorem [GL] if the dimension of the image of
the Albanese mapping of M ≥ 2 the set SnE with the generic E consists of a single
point.)
Theorem 1.2 There is a one-to-one correspondence between the sets Btn and Sn.
Using Theorem 1.2 for the case of flat connections corresponding to unipotent rep-
resentations of pi1(M) one can give alternative proofs of some results, e.g. due to
Campana (for references see [ABCKT]), Gordon and Benson [GB]. In the following
section we describe the above correspondence in more details.
1.2. We now formulate several geometrical applications of Theorem 1.2. They de-
scribe some properties of the set Sn(M) of representations of pi1(M) into GLn(C)
generated by connections from Atn.
Let T u2 denote the Lie group of upper-triangular (2 × 2)- matrices with unitary
elements on the diagonal. Further, denote by Su2 (M) a class of homomorphisms
ρ : pi1(M) −→ T u2 whose diagonal elements ρii satisfy: ρii = exp(ρ˜ii) for some
ρ˜ii ∈ Hom(pi1(M),C), i = 1, 2. (E.g., if H2(M,Z) is torsion free then each element
of Hom(M,T u2 ) belongs to S
u
2 (M).) In what follows f : M1 −→ M2 is a complex
surjective mapping of compact Ka¨hler manifolds and G′, G′′ denote the first and the
second commutant groups of a group G.
Theorem 1.3 Assume that for any τ ∈ Su2 (M1) there is τ ′ ∈ Su2 (M2) such that
τ = τ ′ ◦ f∗. Then for any ρ ∈ Sn(M1) there exists ρ′ ∈ Sn(M2) such that ρ = ρ′ ◦ f∗.
Remark 1.4 A result similar to Theorem 1.3 is also valid in the case of repre-
sentations generated by connections from Atn with nilpotent (0,1)-components. In
this case it suffices to assume that f induces an isomorphism of H1(M1,R) and
H1(M2,R), see [Br]. This assumption holds, e.g., for f being a smoothing of the
Albanese map αM of a compact Ka¨hler manifold M (here M1,M2 be a desingular-
izations of M and αM(M) ⊂ Alb(M), respectively). Then the analog of Theorem
1.3 implies (see, e.g. [ABCKT], Proposition 3.33):
Theorem (Campana). f induces an isomorphism of the de Rham fundamental
groups of M1 and M2.
Let us introduce now the class S of compact Ka¨hler manifolds M for which
∪n≥1Sn(M) separates elements of pi1(M).
Theorem 1.5 Assume thatM1∈S and f induces an isomorphism of pi1(M1)/pi1(M1)′′
and pi1(M2)/pi1(M2)
′′. Then f∗ imbeds pi1(M1) as a subgroup of a finite index in
pi1(M2).
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In a forthcoming paper we will demonstrate another application of Theorem 1.2.
Theorem. Assume that M ∈ S satisfies
(i) pi2(M) = 0;
(ii) dimCM ≥ 12rank(pi1(M)′′).
Then
(a) dimCM =
1
2
rank(pi1(M)
′′);
(b) pi1(M) is isomorphic to a lattice in a Lie group G which is a semidirect prod-
uct of Cm and R2k determined by a unitary representation R2k −→ Um(C). Here
2m+ 2k = rank(pi1(M)
′′) and 2m = rank(pi1(M)
′).
This gives, in particular, a classification of compact solvmanifolds admitting a
Ka¨hler structure.
At the end of the paper we will show that the results formulated above hold also
for the class of manifolds dominated by a compact Ka¨hler manifold.
2. Theorem 1.2: Principal Results.
2.1. Theorem 1.2 follows from results formulated below. In order to formulate
the first of them recall that any flat connection ω on a topologically trivial complex
vector bundleM×Cn (over a compact Ka¨hler manifoldM) is determined by equation
df = ωf (f ∈ C∞(M,GLn(C))), (2.1)
with ω satisfying (1.1) (the condition of local solvability). For a family {fi}i∈I of
local solutions of (2.1) defined on an open covering {Ui}i∈I the flat structure on
M × Cn is determined by locally constant cocycle {cij := f−1i fj}i,j∈I . Further, we
can rewrite (2.1) in the equivalent form
∂f = ω1f, (2.2)
∂f = ω2f, (2.3)
ω1 and ω2 being a (1,0)-form and a (0,1)-form, respectively, and ω = ω1 + ω2. As
follows from (1.1) the system (2.2)-(2.3) is locally solvable. It is worth pointing out
that the local solvability of each of these equations separately is equivalent to the
fulfillment of one of the corresponding conditions:
∂ω1 − ω1 ∧ ω1 = 0, (2.4)
∂ω2 − ω2 ∧ ω2 = 0. (2.5)
Our first result related to the following
Complement problem. Given ω2 satisfying (2.5), find ω1 for which the system (2.2)-
(2.3) is locally solvable.
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Theorem 2.1 Suppose that ω2 is a triangular (0,1)-form satisfying (2.5). Then
there exists a triangular (1,0)-form ω1 such that ω = ω1 + ω2 ∈ Atn, i.e., satisfies
(1.1). In addition, there exists a Tn(C)-valued d-gauge transform sending ω to a
triangular 1-form η = η1 + η2 such that
diag(η2) = −η1.
Here diag(φ) is the diagonal of φ, and φ denotes the complex conjugate of φ.
2.2. Let E be a flat vector bundle over M of complex rank n constructed by a
locally constant cocycle {cij}i,j∈I defined on an open covering {Ui}i∈I . Further, let
End(E) be the vector bundle of linear endomorphisms of E. According to (1.3) the
operators d and ∧ are well-defined on the set of matrix-valued 1-forms with values
in End(E). In particular, it makes sense to consider 1-forms satisfying an equation
similar to (1.1). Let h be a linear C∞-authomorphism of E determined by a family
{hi}i∈I (hi ∈ C∞(Ui, GLn(C))) satisfying
hj = c
−1
ij hicij on Ui ∩ Uj .
Then a d-gauge transform dEh defined on the set of matrix-valued 1-forms α with
values in End(E) is given by a formula similar to (1.2)
dEh (α) = h
−1αh− h−1dh.
Clearly, dEh preserves the class of 1-forms satisfying an End(E)-valued equation
(1.1). Let now E ∈ Un⊕ and h belong to Autt∞(E), the group of triangular
C∞-authomorphisms of E. Then dEh preserves also the class of End(E)-valued
1-forms with nilpotent (0,1)-components. Since E is a direct sum of topologically
trivial vector bundles M × C, the group Autt∞(E) is isomorphic to C∞(M,Tn(C)).
In what follows we identify these two groups.
We now proceed to describe the correspondence map from Theorem 1.2. We
let Eψ denote the class of connections from Atn such that diagonals of their (0,1)-
components equal ψ.
Proposition 2.2 (1) For every ∂-closed (0,1)-form ψ there is an invertible diagonal
matrix function hψ such that dhψ(Eψ) = Eψ˜, where ψ˜ is the harmonic component in
the Hodge decomposition of ψ.
(2) For every diagonal harmonic (0,1)-form ψ there are a vector bundle Eψ over M
and an injective mapping τψ of Eψ to the set of End(Eψ)-valued 1-forms such that
(a) Eψ ∈ Un⊕;
(b) τψ ◦ dg = dEψg ◦ τψ for every g ∈ C∞(M,Tn(C));
(c) τψ(Eψ) consists of forms with nilpotent (0,1)-components satisfying (1.1).
The proof of the proposition will also show that every element of Un⊕ coincides with
some Eψ.
According to the above proposition moduli space Btn of flat connections from Atn
is isomorphic to a similar moduli space of forms from τψ(Eψ).
5
Proposition 2.3 For every η ∈ τψ(Eψ) there is a transform dEψg with g ∈ Autt∞(Eψ)
such that
dEψg (η) = η˜1 + η˜2,
where ∂η˜1 = 0 and η˜2 is a d-closed nilpotent antiholomorphic form.
This result implies that η˜1 can be decomposed into the sum α + ∂h, where α
is its harmonic component in the Hodge decomposition. It is worth noting that
η˜2 and α belong to the space H
1
d(End(Eψ)) of d-harmonic forms determined in
Introduction (see Proposition 3.7 below). Moreover, condition (1.1) together with
the ∂∂-lemma (see Lemma 3.8 below) imply that [α+ η˜2, α+ η˜2] represents 0 in the
de Rham cohomology group H2(M,End(Eψ)). The converse of the latter statement
is also true. Namely, let α be an End(Eψ)-valued d-harmonic (1,0)-form and θ be a
d-harmonic nilpotent End(Eψ)-valued (0,1)-form.
Proposition 2.4 Let [α+ θ, α+ θ] represent zero in H2(M,End(Eψ)). Then there
exists a unique up to a flat additive summand section h such that (α + ∂h) + θ
satisfies (1.1).
Finally, to complete Theorem 1.2 we have to prove the following uniqueness
result.
Proposition 2.5 Let α1, β1 and α2, β2 be End(Eψ)-valued (1,0)- and (0,1)-forms,
respectively. Suppose that
(a) α1 + α2 and β1 + β2 belong to τψ(Eψ) and are d-gauge equivalent;
(b) α2, β2 are d-closed nilpotent forms;
Then the d-gauge equivalence is defined by a flat automorphism of Eψ.
In other words, η˜1 + η˜2 in Proposition 2.3 is unique up to conjugation by flat
automorphisms. We now summarize the above results.
The space Btn is isomorphic to disjoint union of the moduli spaces
Eψ/C∞(M,Tn(C)) with diagonal harmonic (0,1)-forms ψ. Further, the mapping
τψ defines an isomorphism between Eψ/C∞(M,Tn(C)) and τψ(Eψ)/Autt∞(Eψ). The
latter, in turn, is isomorphic to SnEψ := Ht0(End(Eψ))/Auttf(Eψ). This completes
the description of the correspondence of Theorem 1.2.
Remark 2.6 It was proved by Goldman and Millson [GM] and independently
by Simpson [S] that the representation varieties of Ka¨hler groups have at worst
quadratic singularities at reductive representations. Theorem 1.2 shows that this
“quadratic law” is also of global nature if we restrict ourselves to some naturally
determined subsets of MGLn(C).
3. Auxiliary Results.
3.1. Let D be one of the operators d, ∂ or ∂. If g ⊂ gln(C) is the Lie algebra of
a Lie group G ⊂ GLn(C) then we denote by AD(g) the space of locally integrable
D-connections in the principle bundle M ×G over M defined by
Df = ωf (f ∈ C∞(M,G)) (3.1)
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with a g-valued differential forms ω. The condition of integrabilty of a connection
is
Dω − ω ∧ ω = 0.
Let BD(g) denote the moduli space of AD(g), i.e., the set of D-gauge equivalent
classes of connections from AD(g). Further we introduce the class VD(G) of isomor-
phic G-topologically trivial vector bundles with D-trivial cocycles {cij} (this means
that the principle G-bundle constructed by this cocycle is topologically trivial and
Dcij = 0 for all i, j). In particular, {cij} is holomorphic for D = ∂, locally constant
for D = d, and antiholomorphic for D = ∂.
Then there exists bijection
iD : BD(g) −→ VD(G)
defined in the following way (see, e.g., [O], sect. 5, 6 for details). Let {Ui}i∈I be
an open covering of M and fi ∈ C∞(Ui, G) be a solution of (3.1) on Ui. If we set
cij = f
−1
i fj then {cij} is aD-trivial cocycle and so it determines an element of VD(G).
The construction is independent of the choice of the element of an equivalence class in
BD(g) and, therefore, it correctly defines the required mapping iD. For an ω ∈ AD(g)
we let [ω] ∈ BD(g) denote its D-gauge equivalence class.
Since each locally constant cocycle is holomorphic and antiholomorphc simulta-
neously, the identity mapping induces natural mappings
h : Vd(G) −→ V∂(G) and h : Vd(G) −→ V∂(G). (3.2)
Namely, if E is the sheaf of locally constant sections of a vector bundle E ∈ Vd(G)
then vector bundles h(E) and h(E) are determined by sheaves E ⊗C OM and
E⊗C OM , respectively.
It is worth noting that the moduli space of isomorphic vector bundles with
locally constant G-cocycles (flat bundles) is isomorphic to the quotient MG :=
Hom(pi1(M), G)/G of the space of representations of pi1(M) in G, by the action of
G given by conjugation (see, e.g., [KN], Ch.2, sect.9).
Proposition 3.1 Let ω2 ∈ A∂(gln(C)). Then the following statements are equiva-
lent:
(i) there exists a gln(C)-valued (1,0)-form ω1 such that ω = ω1 + ω2 belongs to
Ad(gln(C));
(ii) there exists an element E ∈ Vd(GLn(C)) such that
h(E) = i∂([ω2]).
Proof. Let Π0,1 : E1(M) ⊗ gln(C) −→ E0,1(M) ⊗ gln(C) be the projection from
the space of matrix-valued 1-forms defined on M onto the space of (0,1)-forms
induced by the type decomposition. Clearly, Π0,1 maps Ad(gln(C)) in A∂(gln(C))
and commutes with actions of the corresponding gauge transform groups. Denote by
Π˜0,1 : Bd(gln(C)) −→ B∂(gln(C)) the mapping induced by Π0,1. Then the required
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statement follows from the commutative diagram
Bd(gln(C)) Π˜0,1−→ B∂(gln(C))
id ↓ ↓ i∂
Vd(GLn(C)) h−→ V∂(GLn(C)) ✷
(3.3)
3.2. Below we denote by V the category of vector bundles equipped with one of the
following structures: C∞, holomorphic, antiholomorphic or flat. If E ∈ V then E
denotes the sheaf of its local sections determining the structure of E.
Let now E, E1, E2 belong to V.
Definition 3.2 E is said to be an extension of E2 by E1 if the sequence
0 −→ E1 −→ E −→ E2 −→ 0 (3.4)
is exact.
Extensions E of E2 by E1 and F of F2 by F1 are isomorphic in V if there exists a
commutative diagram
0 −→ E1 −→ E −→ E2 −→ 0
j1 ↓ j ↓ j2 ↓
0 −→ F1 −→ F −→ F2 −→ 0
(3.5)
where j1, j, j2 are isomorphisms of the corresponding V-bundles.
In the case of j1 = id and j2 = id these extensions are called equivalent.
Let E be an extension of E2 by E1. Then (3.4) induces the exact sequence
0 −→ Hom(E2, E1) −→ Hom(E2, E) −→ Hom(E2, E2) −→ 0
(here all bundles have the same structure as E1 and E2). The above sequence, in
turn, induces the exact sequence of Cˇech cohomology groups of the corresponding
sheaves
0 −→ H0(M,Hom(E2,E1)) −→ H0(M,Hom(E2,E)) −→
H0(M,Hom(E2,E2))
δ−→ H1(M,Hom(E2,E1)) −→ ...
Let I ∈ H0(M,Hom(E2,E2)) be the identity section. Then it is well known that
δ(I) uniquely determines the class of extensions of E2 by E1 equivalent to E.
Proposition 3.3 ([A], Proposition 2). The equivalence classes of extensions of E2
by E1 are in one-to-one correspondence with the elements of H
1(M,Hom(E2,E1))
and the trivial extension corresponds to the trivial element. ✷
Remark 3.4 It follows directly from Definition 3.2 that if Ei ∈ VD(GLki(C)), i =
1, 2, then E ∈ VD(G), where the structure group G consists of elements of the form(
A1 ∗
0 A2
)
with Ai ∈ GLki(C), i = 1, 2.
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Let now E and F be isomorphic extensions of E2 by E1 and F2 by F1, respectively.
Let ki be the rank of Ei, i = 1, 2, and G be the Lie group from the above remark.
Consider principle bundles EG and FG with the structure group G corresponding to
E and F . Then it follows immediately from the definitions that
Proposition 3.5 Any isomorphism j : E −→ F determined by (3.5) induces an
isomorphism jG of G-bundles EG and FG. Moreover, restriction of jG to a fibre is
determined as left multiplication by an element of G. ✷
Consider now an extension E of E2 by E1 in the category of flat bundles. (So
structure group G of E is now defined as in Remark 3.4.) In this case the natural
mappings h : Vd(G) −→ V∂(G) and h : Vd(G) −→ V∂(G), see (3.2), determine exten-
sions h(E) of h(E2) by h(E1) and h(E) of h(E2) by h(E1). According to Proposition
3.3 and the Dolbeault theorem the former extension is defined by an element of the
group H1(M,Hom(E2⊗COM ,E1⊗COM)), and each element of this group is given
by a ∂-closed (0,1)-form with values in Hom(E2, E1). The latter extension is defined
in the same way by a ∂-closed (1,0)-form with values in Hom(E2, E1).
The elements of the cohomology groups that appeared here should be found as
follows.
Let η ∈ H1(M,Hom(E2,E1)) be an element defining the extension E. Let
Π0,1, Π1,0 be the natural projections from the space of 1-forms onto spaces of (0,1)-
and (1,0)-forms, respectively. By the same symbols we denote mappings of the
corresponding cohomology groups induced by Π0,1 and Π1,0. So that
Π0,1(η) ∈ H1(M,Hom(E2 ⊗C OM ,E1 ⊗C OM )),
Π1,0(η) ∈ H1(M,Hom(E2 ⊗C OM ,E1 ⊗C OM)).
Proposition 3.6 The classes of extensions equivalent to h(E) and h(E) are uniquely
defined by Π0,1(η) and Π1,0(η), respectively.
Proof. In the case of h(E) the result follows directly from de Rham’s and Dol-
beault’s theorems applied to the second column of the commutative diagram
H0(M,Hom(E2,E2))
δ−→ H1(M,Hom(E2,E1))
h ↓ ↓ Π0,1
H0(M,Hom(E2 ⊗C OM ,E2 ⊗C OM)) δ−→ H1(M,Hom(E2 ⊗C OM,E1 ⊗C OM)).
The case of h(E) is similar. ✷
3.3. In this part we collect several facts on the class SB of bundles with connected
solvable complex Lie groups as structure groups.
(a) SB is closed under tensor products and duality, i.e., E∗ and E ⊗ D belong to
SB together with E,D.
(b) Every element E ∈ SB can be thought of as a vector bundle with structure
group Tn(C) (for some n).
Actually, according to the Lie theorem, for any connected solvable subgroup G of
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GLn(C) there exists a matrix B ∈ GLn(C) such that B−1GB is imbedded as a sub-
group in the group Tn(C). Moreover, let E have one of the structures: holomorphic,
antiholomorphic, or flat. Then the above transform generates an isomorphism of E
preserving this structure.
(c) Every E ∈ SB is the result of successive extensions of bundles with triangular
structure groups by means of rank 1 vector bundles.
Indeed, for the action of Tn(C) on C
n there exists a one-dimensional invariant sub-
space such that Tn−1(C) acts on the factor space. Therefore E with structure group
Tn(C) is an extension of the bundle En−1 by the bundle E1; here Ei has structure
group Ti(C), i = 1, n− 1.
Let
{0} = E0 ⊂ E1 ⊂ E2 ⊂ ... ⊂ En−1 ⊂ En = E,
{0} = F0 ⊂ F1 ⊂ F2 ⊂ ... ⊂ Fn−1 ⊂ Fn = F
be isomorphic flags of bundles with triangular structure groups. According to Propo-
sition 3.5 the above isomorphism is defined (in corresponding local coordinates on
E and F ) by triangular matrices.
Let now
Gr∗E :=
n⊕
i=1
Ei/Ei−1
be the associated graded vector bundle with cocycle defined as the diagonal of the
cocycle of E.
(d) E is isomorphic to Gr∗E in the category of C∞-bundles.
Really, by Proposition 3.3 every vector bundle E overM with structure group Tn(C)
is defined by E1, En−1 and an element H
1(M,Hom(En−1,E1)). But the latter group
is trivial in the category of C∞-bundles, because Hom(En−1,E1) is a fine sheaf.
As a corollary we have the following statement
(e) Every bundle E ∈ VD(Tn(C)) is Tn(C)-isomorphic to the direct sum of topolog-
ically trivial vector bundles M × C.
(f) The class ∪n≥1VD(Tn(C)) is closed under tensor products and duality.
3.4. In this part we recall some facts of Hodge theory.
Let E be a flat vector bundle with structure group Un(C) over a compact Ka¨hler
manifold M . Then the operator of differentiation d is well-defined on the set E(E)
of E-valued forms and determines a connection on E compatible with the complex
structure and the flat Hermitian metric on E. Let Zp,qd (E) be the space of d-closed
E-valued (p, q)-forms. As usual, one defines the cohomolgy groups of E by
Hp,q(E) := Zp,qd (E)/(dE(E) ∩ Zp,qd (E)), Hp,q(E) := {η ∈ Ep,q(E) ∆dη = 0},
Hrd := {η ∈ Er(E) ∆dη = 0},
where ∆d denotes the d-Laplacian on E.
LetHr(M,E) denote the Cˇech cohomology of the sheaf E of locally constant sections
of E.
Proposition 3.7 (the Hodge decomposition)
Hr(M,E) ∼=
⊕
p+q=r
Hp,q(E) ∼=
⊕
p+q=r
Hp,q(E), Hp,q(E) ∼= Hq,p(E∗).
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The proof follows from Ka¨hler’s identities for the connection d, see, e.g., [ABCKT],
p. 104, which give the identities between Laplacians
∆d = 2∆∂ = 2∆∂
where ∆∂ and ∆∂ are ∂- and ∂- Laplacians on E.
These identities and the Dolbeault theorem give also the isomorphisms
Hp,q(E) ∼= Hp,q
∂
(E) ∼= Hq(M,ΩpM ⊗C E)
where ΩpM is the sheaf of germs of holomorphic p-forms on M .
Arguing as in the proof of the lemma in sect. 2 of Ch.1 of [GH] and applying
the very same identities we obtain
Lemma 3.8 (∂∂-lemma) Let E be a flat bundle with structure group Un(C). Sup-
pose that ω is a d-closed E-valued (p, q)-form which is ∂- or ∂- exact. Then there
exists an E-valued (p− 1, q − 1)-form κ such that
ω = ∂∂(κ).
3.5. In this part we collect several facts on relations between equations of type (2.1)
and vector bundles Hom(E1, E2).
We begin with equation
df = ω1f − fω2 (3.6)
with ω1, ω2 satisfying (1.1). The right side can be written as (1 ⊗ ω1 − ωt2 ⊗ 1)f ,
where f is now thought of as n2-vector. The mapping id in the following proposition
is defined as in Section 3.1.
Proposition 3.9 id(1⊗ ω1 − ωt2 ⊗ 1) is a flat vector bundle isomorphic to
Hom(id(ω2), id(ω1)).
Proof. Let {Ui}i∈I be an open covering of M and fki ∈ C∞(Ui, GLn(C)) be a
solution on Ui of equation (2.1) with ω = ωk (k = 1, 2). Then
d((f t2i)
−1⊗f1i) = −ωt2(f t2i)−1⊗f1i + (f t2i)−1⊗ω1f1i = (1⊗ω1 − ωt2⊗1)((f t2i)−1⊗f1i).
This means that equation (3.6) is locally solvable and defines a flat vector bundle
with cocycle
{((f t2i)−1 ⊗ f1i)−1 · ((f t2j)−1 ⊗ f1j)} := {(ct2ij)−1 ⊗ c1ij}.
Here {ckij := f−1ki fkj} is a cocycle determining flat vector bundle id(ωk) k = 1, 2.
Moreover, {(ct2ij)−1} is a cocycle determining conjugate vector bundle (id(ω2))∗ (see
[GH], Ch.0). This implies that id(1⊗ω1−ωt2⊗ 1) is a flat vector bundle isomorphic
to (id(ω2))
∗ ⊗ (id(ω1)). But the latter is isomorphic to Hom(id(ω2), id(ω1)). ✷
Let now η be a vector-valued (p, q)-form on M satisfying
∂η = Π0,1(ω) ∧ η, (3.7)
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where ω satisfies (1.1) and Π0,1 is the natural projection from E1(M) onto E0,1(M).
Let us check that η is a ∂-closed id(ω)-valued (p, q)-form. Clearly, η is a section of
id(ω) which is C
∞-isomorphic to the vector bundle M × Cn (for some n). Further,
in flat coordinates on id(ω) determined by flat connection ω, the section η is given
by the family
{ηi := f−1i η}i∈I .
Here fi is a local solution on Ui of equation (2.1) with the form ω.
From the definition of fi it follows that
∂(f−1i η) = −(f−1i Π0,1(ω)) ∧ η + f−1i (Π0,1(ω) ∧ η) = 0.
So η is ∂-closed.
Applying the very same arguments in reverse order, one deduces that each ∂-closed
id(ω)-valued (p, q)-form given by a family {ηi}i∈I defines a global form η onM , equal
to fiηi on Ui, satisfying (3.7).
In the same way we can also examine the equation
∂η = Π1,0(ω) ∧ η (3.8)
and prove that η is a ∂-closed id(ω)-valued (p, q)-form. Here Π1,0 : E1(M) −→
E1,0(M) is the natural projection.
Finally, let us consider equations
∂η = Π0,1(ω1) ∧ η + (−1)p+q+1η ∧ Π0,1(ω2) (3.9)
∂ψ = Π1,0(ω1) ∧ ψ + (−1)p+q+1ψ ∧Π1,0(ω2) (3.10)
with matrix (p, q)-forms η and ψ. They can be written in equivalent forms as
∂η = (1⊗ Π0,1(ω1)− Π0,1(ωt2)⊗ 1) ∧ η and
∂ψ = (1⊗ Π1,0(ω1)−Π1,0(ωt2)⊗ 1) ∧ ψ,
where η and ψ are thought of as vector (p, q)-forms.
Bringing together the results proved above for such equations, one gets
Proposition 3.10 There exists a one-to-one correspondence between solutions of
equations (3.9) (or (3.10)) with ωi satisfying condition (1.1) (i=1, 2) and ∂-closed
(∂-closed, respectively) (p, q)-forms with values in Hom(id(ω2), id(ω1)). ✷
4. Proof of Theorem 2.1.
The proof is based on Lemmas 4.1 and 4.2. To formulate the first of the results
we let T un denote the subgroup of elements A ∈ Tn(C) such that all of its diagonal
elements belong to U1(C):={z; |z| = 1}. One considers a class Un of flat vector
bundles F with the structure group T un satisfying
h(F ) is isomorphic to Gr∗h(F ) in the category of
antiholomorphic vector bundles with structure group Tn(C).
(4.1)
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Let U = ∪n≥1Un. Clearly, U is closed under tensor products and duality.
As we explained in Section 3.3 (c) any bundle F ∈ Un is a result of successive
extensions of flat bundles Fi with structure group T
u
i by flat bundles F
i of complex
rank 1 with structure group U1(C) (i = 1, ..., n), so that F = Fn. From property
(4.1) it follows that h(Fi) is the trivial extension of h(Fi−1) by h(F
i). Hence the
short exact sequence of sheaves of germs of antiholomorphic p-forms (p ≥ 0) with
values in the corresponding bundles
0 −→ Ωp(h(F i)) λ−→ Ωp(h(Fi)) κ−→ Ωp(h(Fi−1)) −→ 0 (4.2)
is split.
For a flat vector bundle F we let Ω
1
d(F ) denote the space of F -valued d-closed
antiholomorphic 1-forms. The space defines a subgroup [Ω
1
d(F )] of H
1(M,F). Here
F is the sheaf of locally constant sections of F . Further, let Π0,1 : H
1(M,F) −→
H1(M,OM ⊗C F) be the mapping induced by the projection sending a 1-form to its
(0,1)-component.
Lemma 4.1 Let F ∈ U . Then the following statements hold:
(a) Π0,1 : [Ω
1
d(F )] −→ H1(M,OM ⊗C F) is a surjection;
(b) every holomorphic F -valued q-form α is d-closed. If, in addition, α is ∂-exact,
then α = 0.
Proof. We will prove the lemma by induction on the dimension i of a fibre of F .
(a). In case i = 1 the structure group of F1 is U1(C). Then according to the Hodge
decomposition (see Section 3.4), there exists an isomorphism
f : H1(M,OM ⊗C F1) −→ [Ω1d(F1)] such that Π0,1 ◦ f = id.
Assume now that statement (a) holds for i − 1 ≥ 1; we will prove it for i. The
definition of extensions of bundles leads to the following commutative diagram:
H1(M,OM⊗CFi) λ−→ H1(M,OM⊗CFi) κ−→ H1(M,OM⊗CFi−1) δ−→ H2(M,OM⊗CFi)
Π0,1 ↑ Π0,1 ↑ Π0,1 ↑
H1(M,Fi)
λ−→ H1(M,Fi) κ−→ H1(M,Fi−1) δ−→ H2(M,Fi)
By de Rham’s and Dolbeault’s theorems each of the elements of these cohomology
groups is represented by an F -valued form. Let α be a Fi-valued ∂-closed (0,1)-form
representing an element ofH1(M,OM⊗CFi) ∼= H0,1∂ (M,Fi). According to the above
diagram and the inductive hypothesis there exists a C∞-section g of Fi−1 such that
κ(α) + ∂(g) ∈ Ω1d(Fi−1).
Since Fi is a trivial extension in the category of C
∞-bundles, we can find a C∞-
section t of Fi such that κ(t) = g. Then ω := κ(α − ∂t) is a d-closed 1-form and
therefore the (1,1)-form
α′ := d(α− ∂t) = ∂(α − ∂t)
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can be considered as an F i-valued one. Since λ(α′) represents 0 in
H1,1∂ (M,Fi)
∼= H1(M,Ω1(h(Fi))) and the mapping
λ : H1(M,Ω
1
(h(F i))) −→ H1(M,Ω1(h(Fi)))
is an injection (by (4.2)), we can deduce that
[α′] = 0 ∈ H1(M,Ω1(F i)).
So α′ is a d-closed ∂-exact (1,1)-form with values in a flat vector bundle with struc-
ture group U1(C). Then according to the ∂∂-lemma of Section 3.4 there exists a
C∞-section s of F i such that
∂∂(s) = α′.
We set now
β := α− ∂t− ∂(λ(s)).
Then β is a ∂-closed (0,1)-form such that
[β] = [α] ∈ H1(M,OM ⊗C Fi) and dβ = 0.
Hence β represents an element β˜ of [Ω
1
d(Fi)] such that Π0,1(β˜) = [α]. The proof of
part (a) is complete.
(b). We again make use of induction on i. So let ωi be a Fi-valued holomorphic
q-form. In case i = 1 the Hodge identity for Laplacians (see Section 3.4) acquires
the form
△d(ω1) = 2△∂ (ω1) = 0,
and from this it follows that dω1 = 0. If, in addition, ω1 is ∂-exact then its
d-harmonicity implies ω1 = 0.
Assume now that statement (b) holds for i − 1 ≥ 1; we will prove it for i. By the
induction hypothesis we have d(κ(ωi)) = 0. But d(κ(ωi)) = κ(dωi) and therefore
dωi can be regarded as a d-closed F
i-valued holomorphic (q + 1)-form.
It is clear, as well, that
[dωi] = [∂ωi] ∈ Hq+1,0∂ (M,F i) ∼= Hq+1(M,OM ⊗C Fi).
Now on account of (4.2) the mapping
λ : Hq+1(M,OM ⊗C Fi) −→ Hq+1(M,OM ⊗C Fi)
is an injection. On the other hand, λ([∂ωi]) = 0 and, hence, [∂ωi] = 0 in
Hq+1(M,OM ⊗C Fi). Taking further into account the above mentioned identity
for Laplacians in the one-dimensional case we can deduce that ∂ωi is a d-harmonic
F i-valued form. Since it is ∂-exact, we have ∂ωi = dωi = 0.
It remains to prove that if, in addition, ωi is a ∂-exact form, then it equals 0.
But in this case κ(ωi) is a ∂-exact Fi−1-valued holomorphic form and, consequently,
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κ(ωi) = 0 by the induction hypothesis. So, ωi can be regarded as a F
i-valued
holomorphic form. Moreover, according to the equality,
Hq(M,OM ⊗C Fi) = Hq(M,OM ⊗C Fi)
⊕
Hq(M,OM ⊗C Fi−1),
(see (4.2)) ωi is ∂-exact. Thus ωi is a F
i-valued ∂-exact holomorphic form and
therefore it equals 0 as we have already shown at the first step of the induction.
✷
Let us suppose now that ω2 is a triangular (0,1)-form of the class A∂(tn) (see
Section 3.1 for the definition of this class). Here tn denotes the Lie algebra of Tn(C).
Lemma 4.2 The following conditions are equivalent:
(i) For ω2 Theorem 2.1 holds;
(ii) there exists a T un -topologically trivial flat vector bundle F ∈ U such that
h(F ) = i∂(ω2)(∈ V∂(Tn(C))).
Proof. (i) ⇒ (ii). According to Theorem 2.1 there exists a form η ∈ Ad(tn) with
the canonical decomposition η = η1 + η2 such that
[ω2] = [η2] ∈ B∂(tn) and diag(η2) = −η1.
Since diag(η) = η1− η1 is (
√−1 ·R)n-valued, the form η defines a unique element of
Bd(tun). Here tun is the Lie algebra of T un which clearly consists of elements A ∈ Tn(C)
with diag(A) ∈ (√−1 · R)n. Therefore the flat bundle id(η) has structure group T un
(see Section 3.1).
Now we make use of the identities
h(id(η)) = i∂(η1) ∈ V∂(Tn(C)), h(id(η)) = i∂(ω2) ∈ V∂(Tn(C)),
see Proposition 3.1 for details. But η1 is a diagonal matrix form and thus the first
identity implies that h(id(η)) is isomorphic to Gr
∗h(id(η)) in the category of anti-
holomorphic vector bundles with structure group Tn(C). Therefore id(η) belongs to
the class U of flat vector bundles with structure groups T un and is Tn(C)-topologically
trivial by the definition of the class VD(Tn(C)). Moreover, every Tn(C)-topologically
trivial vector bundle with structure group T un is T
u
n -topologically trivial. Bearing in
mind the second identity we deduce now that id(η) can be taken as the bundle F of
statement (ii).
(ii) ⇒ (i). Let F be the vector bundle of statement (ii). According to the results
of Section 3.1, there exists a form θ ∈ Ad(tun) with the canonical decomposition
θ = θ1 + θ2 such that
id(θ) = F.
In particular, we have diag(θ1) = −diag(θ2). Moreover, as has been established in
the first part of the proof the following equalities
i∂(θ1) = h(id(θ)) = h(F ) = h(Gr
∗F ) = h(id(diag(θ))) = i∂(diag(θ1)).
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hold in the class V∂(Tn(C)). This implies the existence of a ∂-gauge transform ∂g
with a triangular matrix function g such that
∂g(θ1) = diag(θ1).
Then we have for ψ := dg(θ) the equality
id(ψ) = id(θ) = F
and the first component ψ1 of the canonical decomposition ψ = ψ1 + ψ2 equals
∂g(θ1), i.e., is a diagonal (1,0)-form. Moreover,
id(diag(ψ)) = id(diag(θ))
in the category of flat vector bundles with the diagonal matrix structure group. This
implies the existence of a d-gauge transform dh with a diagonal matrix function h
such that
∂h(diag(ψ2)) = −ψ1.
Putting now
η := dh(ψ)
we have defined a tn-valued 1-form such that diag(η2) = −η1. So η satisfies the
conditions of Theorem 2.1.
It remains to define a triangular form ω with the second component ω2 in its canon-
ical decomposition satisfying η = dq(ω) for some Tn(C)-valued function q. To ac-
complish this we note that
i∂(θ2) = h(F ) = i∂(ω2),
and therefore ∂p(θ2) = ω2 for some Tn(C)-valued function p. If we set ω := dp(θ)
then ω satisfies the condition (1.1) because θ ∈ Ad(tun). Moreover dq(ω) = η where
q := hgp−1. ✷
Proof of Theorem 2.1. Let ω2 ∈ A∂(tn). According to Lemma 4.2, we have
to find a T un -topologically trivial flat vector bundle F ∈ U such that
h(F ) = i∂(ω2) ∈ V∂(Tn(C)).
We will prove this by induction on the rank n of the holomorphic vector bundle
i∂(ω2). This bundle is a result of successive extensions of holomorphic vector bundles
Vi ∈ V∂(Ti(C)) by rank 1 holomorphic vector bundles V i ∈ V∂(C∗) (i = 1, ..., n− 1)
(see Section 3.3). In particular, i∂(ω2) is an extension of Vn−1 by V
n−1.
We begin with the observation that every rank 1 holomorphic vector bundle
V ∈ V∂(C∗) is determined by an equation ∂f = κf with an 1-form κ satisfying the
condition ∂κ = 0. Moreover, a ∂-gauge transform ∂g in this case has the form
ω 7→ ω − g−1∂g, g ∈ C∞(M,C∗).
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Now we are in a position to prove the result for the 1-dimensional case. Let V
and κ be as above. Since M is a compact Ka¨hler manifold, there exists a function
r ∈ C∞(M) such that γ = κ− ∂r is a harmonic form and, in particular, is d-closed.
It is clear that ∂g(γ) = κ, where g = exp(−r). Let us consider now the locally
solvable equation
df = (γ − γ)f.
Then dg(γ − γ) = σ + κ, where σ = −γ + g−1∂g. Hence, we obtain
h(id(γ − γ)) = i∂(κ) = V.
But γ − γ ∈ √−1 · R and therefore id(γ − γ) ∈ Vd(U1(C)). It remains to set
F := id(γ − γ).
Let us assume that the result holds for rank n− 1; we will prove it for n.
So let i∂(ω2) be an extension of Vn−1 by V
n−1. According to the induction hypothesis
there exist bundles Fn−1 ∈ Vd(tun−1) ∩ U and F n−1 ∈ Vd(U1(C)) such that
h(Fn−1) = Vn−1 and h(F
n−1) = V n−1.
From this it follows that the sheaves OM ⊗C Fn−1 and OM ⊗C Fn−1 determine
Vn−1 and V
n−1, respectively (see Section 3.1). By Proposition 3.3 there exists
an element δ of H1(M,OM ⊗C Hom(Fn−1,Fn−1)) which determines Vn. Since the
flat bundle Hom(Fn−1, F
n−1) is isomorphic to (Fn−1)
∗ ⊗ F n−1 and therefore be-
longs to U , we can apply Lemma 4.1. By the lemma there exists an element
β ∈ [Ω1d(Hom(Fn−1, F n−1))] ⊆ H1(M,Hom(Fn−1,Fn−1)) such that
Π0,1(β) = δ and Π1,0(β) = 0.
Moreover, β defines an extension Fn of Fn−1 by F
n−1 by Proposition 3.3. From these
two statements and Proposition 3.6 we conclude that
h(Fn) = Vn and h(Fn) = h(Fn−1)
⊕
h(F n−1).
But Fn−1 ∈ U by the induction hypothesis and therefore the latter direct sum equals
n−1⊕
k=1
h(F k)
⊕
h(F1) = Gr
∗h(Fn).
Thus Fn belongs to U . Moreover, Fn is an extension of the bundle Fn−1 by the
bundle F n−1 and by the induction hypothesis these two bundles are T un−1- and T
u
1 -
topologically trivial, respectively. So, Fn is T
u
n -topologically trivial.
The proof is complete. ✷
Remark 4.3 If in Theorem 2.1 the form ω2 is nilpotent then it is ∂-gauge equivalent
to an antiholomorphic nilpotent form.
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5. Proof of Theorem 1.2.
To prove the theorem we have to prove propositions of Section 2.
Proof of Proposition 2.2.(1) Let ψ be a diagonal ∂-closed (0,1)-form on M .
According to the Hodge decomposition
ψ = ψ˜ + ∂f, (5.1)
where ψ˜ is a diagonal, harmonic (0,1)-form. Put hψ := exp(f). Then we have
dhψ(ω) ∈ Eψ˜ for any ω ∈ Eψ. ✷
(2) Let ψ be a diagonal, harmonic (0,1)-form on a compact Ka¨hler manifold M
(which, in particular, is d-closed antiholomorphic). Then we determine a flat vector
bundle Eψ over M as = id(ψ − ψ). As it follows from arguments used in the proof
of Theorem 2.1, Eψ ∈ Un⊕, i.e., it is a direct sum of rank 1 topologically trivial flat
vector bundles with structure group U1(C). Moreover, each element of Un⊕ coincides
with id(ψ − ψ) for some diagonal harmonic (0,1)-form ψ. This proves part (a).
Let now ω ∈ Eψ, i.e. it has a triangular (0,1)-component ω2 such that diag(ω2) = ψ
and satisfies (1.1). Furhter, define the mapping τψ by
τψ(ω) := ω − (ψ − ψ). (5.2)
The latter form can be thought of as a 1-form with values in the flat vector bun-
dle End(Eψ) whose (0,1)-component is nilpotent. In fact, let {gi}i∈I be a family
of invertible diagonal matrix functions defined on an open covering {Ui}i∈I and
satisfying
dgi = (ψ − ψ)gi, (i ∈ I).
Then in a flat coordinate system on End(Eψ) form τψ(ω) is given by the family
{θi := g−1i τψ(ω)gi}i∈I . Clearly (0,1)-component of θi is nilpotent and therefore τψ(ω)
is, by definition, End(Eψ)-valued form with a nilpotent (0,1)-component. Simple
calculation based on the identities
dω − ω ∧ ω = 0 and d(ψ − ψ) = (ψ − ψ) ∧ (ψ − ψ) = 0
and diagonality of gi and ψ get
dθi − θi ∧ θi = 0, (i ∈ I).
This proves part (c).
Let h ∈ C∞(M,Tn(C)). Then it determines an element from the group Autt∞(Eψ)
of triangular authomorphisms of Eψ given by the family {hi := g−1i hgi}i∈I . Substi-
tuting these expressions in the definition of the d-gauge transform d
Eψ
h and taking
into account diagonality of gi and ψ we obtain τψ ◦ dh = dEψh ◦ τψ. This proves part
(b).
To finish the proof of proposition observe that the mapping τψ defined on Eψ by
(5.2) is injective and has the inverse defined on the set of End(Eψ)-valued 1-forms
with nilpotent (0,1)-components satisfying (1.1). ✷
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Proof of Proposition 2.3. In order to prove the proposition we make use of the re-
lation between elements of Eψ with a diagonal harmonic (0,1)-form ψ and End(Eψ)-
valued locally solvable equations with nilpotent (0,1)-components (see Proposition
2.2).
Let ω ∈ Eψ and η := τψ(ω) be an End(Eψ)-valued differential 1-form with a
nilpotent (0,1)-component satisfying the analog of (1.1). As follows from Theorem
2.1, ω can be reduced by a d-gauge transform dg with g ∈ C∞(M,Tn(C)) to a form
ω′ ∈ Eψ with the type decomposition ω′1+ω′2 such that ω′2−diag(ω′2) ∈ Eψ. Set now
η˜1 := τψ(ω
′
1 + diag(ω
′
2)) and η˜2 := τψ(ω
′
2 − diag(ω′2)).
Then clearly τψ(ω
′
1+ ω
′
2) = η˜1+ η˜2 (type decomposition). According to Proposition
2.2 (2b), d
Eψ
g (η) = τψ(ω
′) = η˜1 + η˜2, where g is thought of now as an element of
Autt∞(Eψ). It remains to prove that ∂η˜1 = 0 and η˜2 is a d-closed antiholomorphic
1-form.
Actually, (0,1)-form η˜2 satisfies, by definition, End(Eψ)-valued equation (1.1).
This implies immediately that it is antiholomorphic and, due to the Hodge decom-
position (see Section 3.4), is d-closed. Prove now that η˜1 is ∂-closed. To accomplish
this we observe that conditions (1.1) for forms ω′1 + ω
′
2 and ω
′
2 − diag(ω′2) include,
in particular, the following identities
∂ω′1 = ω
′
1 ∧ ω′2 + ω′2 ∧ ω′1 − ∂ω′2; (5.3)
∂(−diag(ω′2)) = (−diag(ω′2)) ∧ ω′2 + ω′2 ∧ (−diag(ω′2))− ∂ω′2. (5.4)
Then subtracting from the first equation the second one we obtain
∂(ω′1 + diag(ω
′
2)) = (ω
′
1 + diag(ω
′
2)) ∧ ω′2 + ω′2 ∧ (ω′1 + diag(ω′2)). (5.5)
Let us consider now the flat vector bundle F := id(ω
′
2 − diag(ω′2)). Then from
equation (5.5) it follows that ω′1+diag(ω
′
2) is an End(F )-valued holomorphic 1-form
(see Section 3.5). Since F belongs to the class U which is closed with respect to
tensor products and duality, Lemma 4.1 (b) implies in this case that ω′1+diag(ω
′
2) is a
d-closed End(F )-valued form. But by the definition End(F ) is antiholomorphically
isomorphic to End(Gr∗F ) which is, in turn, coincides with End(Eψ) (see the proof
of Proposition 2.2). This shows that ω′1 + diag(ω
′
2) regarding now as an End(Eψ)-
valued 1-form is ∂-closed. It remains to note that the latter form coincides with η˜1.
The proof of Proposition 2.3 is complete. ✷
Let now {η˜1} and {η˜2} be the harmonic components in the Hodge decomposition
of End(Eψ)-valued forms η˜1 and η˜2, respectively. Then End(Eψ)-valued condition
(1.1) and ∂∂-lemma of Section 3.4 get
[{η˜i}, {η˜i}] = 0, i = 1, 2;
[{η˜1}, {η˜2}] represents 0 in H2(M,End(Eψ)).
Proof of Proposition 2.5. Let α1, β1 be End(Eψ)-valued (1,0)-forms, and let
α2, β2 be End(Eψ)-valued d-closed nilpotent (0,1)-forms. Recall that Eψ is a direct
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sum of rank 1 topologically trivial flat vector bundles with unitary structure group.
Suppose that
dEψg (α1 + α2) = β1 + β2 (5.6)
for some C∞-authomorphism g of Eψ and α1 + α2 and β1 + β2 belong to τψ(Eψ).
We have to prove that g is flat. According to Propositions 2.2 and 2.3 there exist
triangular (0,1)-forms θ1 and θ2 such that
(i) τψ(θ1 − ψ) = α2, τψ(θ2 − ψ) = β2;
(ii) diag(θi) = ψ, (i = 1, 2);
(iii) θi − diag(θi) ∈ Eψ, (i = 1, 2).
If we now identify the group of C∞-authomorphisms of Eψ with C
∞(M,GLn(C)) (as
in the case of triangular authomorphisms) then arguing as in the proof of Proposition
2.2 we obtain τψ ◦ dg = dEψg ◦ τψ. In particular, (5.6) implies
∂g = θ1g − θ2g.
But this is a special case of equation (3.9). Applying Proposition 3.10 we conclude
that g is a holomorphic section of flat vector bundle V := Hom(id(θ2 − diag(θ2)),
id(θ1 − diag(θ1))). This vector bundle belongs to the class U , and therefore g is
d-closed by Lemma 4.1(b). Since by definition V is antiholomorphically isomorphic
to End(Eψ), the authomorphism g of Eψ is ∂-closed. Applying now the Hodge
decomposition of Section 3.4 we deduce that g is locally constant, i.e., flat. ✷
Proof of Proposition 2.4. Let α be a holomorphic End(Eψ)-valued form and θ
be an antiholomorphic nilpotent one and let the 2-form [α+ θ, α+ θ] represent 0 in
H2(M,End(Eψ)). We have to prove that there exists a section h, unique up to an
additive flat summand, such that the equation
df = (α+ θ + ∂h)f
is locally solvable. To accomplish this we first remark that ∂∂-lemma of Section 3.4
implies that
α ∧ θ + θ ∧ α = [α + θ, α + θ]
since the form on the right represents 0 in H2(M,End(Eψ)). Applying the ∂∂-
lemma to the left-hand side and taking into account the holomorphicity of α we
then obtain
∂α− α ∧ θ − θ ∧ α = ∂∂P (5.7)
for some C∞-section P of End(Eψ). Since according to our assumption dθ−θ∧θ = 0,
the arguments similar to those of Proposition 2.2 show that there exists a triangular
(0,1)-form η defined on M such that η − diag(η) satisfies (1.1), diag(η) = ψ and
τψ(η − diag(η)) = θ. Then in the global C∞-coordinates on End(Eψ) (chosen as in
the proof of Proposition 2.2) (5.7) can be written as
∂α′ − η ∧ α′ − α′ ∧ η = ∂β + diag(η) ∧ β + β ∧ diag(η),
(see Section 3.5). Here α := g−1i α
′gi on Ui and ∂P := g
−1
i βgi on Ui and {gi}i∈I
is a family of invertible diagonal matrix function satisfying dgi = (ψ − ψ)gi on Ui.
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Consider now flat vector bundle F := id(η−diag(η)) of the class U . If we now think
of α as an End(F )-valued (1,0)-form (F is C∞-trivial) then the left-hand side of the
previous expression determines its ∂-differential. But the right-hand side shows that
∂α is a ∂-exact End(F )-valued form. The proof of the theorem will be complete
if we find a C∞-section h of End(F ) such that α + ∂h is a holomorphic End(F )-
valued form. Actually, let {fi}i∈I be a family of triangular invertible C∞-functions
determined on the open covering {Ui}i∈I (the same covering as for {gi}i∈I above)
and satisfying dfi = (η − diag(η))fi, (i ∈ I). Then the holomorphicity of α + ∂h is
equivalent to the equation
∂(α′ + γ) = (α′ + γ) ∧ η + η ∧ (α′ + γ),
where γ = fi∂hf
−1
i on Ui. The latter equation, in turn, determines the End(Eψ)-
valued equation
∂(α + γ˜) = (α + γ˜) ∧ θ + θ ∧ (α+ γ˜). (5.8)
Here γ˜ = g−1i γgi on Ui. Clearly, ∂(g
−1
i fi) = 0 and therefore γ˜ = ∂(g
−1
i fihf
−1
i gi) on
Ui. But {g−1i fihf−1i gi}i∈I determines a section h˜ of End(Eψ). So γ˜ = ∂h˜. Equation
(5.8) is one of the conditions of local solvability containing in (1.1). One observes
that (1.1) in our case is equivalent to the fulfillment of (5.8) together with the
identity
(α + ∂h˜) ∧ (α+ ∂h˜) = 0, (5.9)
since ∂(α + ∂h˜) = 0 by assumptions of the proposition. To check this identity
we first note that End(Eψ) is antiholomorphically isomorphic to End(F ). This
isomorphism is given locally by conjugations by matrix functions f−1i gi (i ∈ I) and
so it commutes with the operator ∧. Therefore it suffices to prove an identity similar
to (5.9) for α + ∂h. Here α is thought of as an End(F )-valued section (image of α
by the above isomorphism). Furthermore, because α ∧ α = 0 one has
(α+ ∂h) ∧ (α + ∂h) = ∂(hα − αh+ h∂h). (5.10)
This implies that End(F )-valued holomorphic 1-form α + ∂h is ∂-exact. Applying
now Lemma 4.1(b) to this form one concludes that the identity (5.9) holds. The
uniqueness part of the proposition follows from the fact that there is a unique up to
a flat additive summand section h such that α+ ∂h is End(F )-valued holomorphic
(see Lemma 4.1(b)).
Thus it remains to find the section h such that α+∂h is a holomorphic End(F )-
valued 1-form. We do this by a procedure reducing the n-dimensional statement to
the (n− 1)-dimensional one; here n is the dimension of a fibre of End(F ).
We begin with the following remark. Since End(F ) ∈ U it can be regarded as an
extension of a rank 1 flat vector bundle F1 with unitary structure group by a flat
vector bundle Fn−1 ∈ U , i.e., the following sequence of flat vector bundles
0 −→ Fn−1 i−→ End(F ) j−→ F1 −→ 0
is exact. We can analogously represent Fn−1 as an extension of a rank 1 flat vector
bundle with unitary structure group by a flat vector bundle Fn−2 ∈ U and so on. In
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particular, F0 is a vector bundle over M with null-dimensional fibre.
In the next part of the proof we let the same letters i, j denote the corresponding
mappings induced by i, j on the space of differential forms.
Let us consider now the F1-valued ∂-exact (1,1)-form j(∂α) = ∂(j(α)). Since ∂α = 0,
we get ∂α = dα, and hence j(∂α) is a d-exact F1-valued 1-form. The ∂∂-lemma
implies then that
∂(j(α)) = ∂∂(g)
for g ∈ C∞(F1). Since End(F ) is a trivial extension of F1 by Fn−1 in the category
of C∞-bundles, there exists an End(F )-valued C∞-section k1 such that j(k1) = g.
If we put now α1 := α− ∂k1 then
∂α1 = ∂α = 0 and ∂(j(α1)) = j(∂α1) = j(∂α− ∂∂k1) = 0.
It follows from the second identity that ∂α1 can be regarded as an Fn−1-valued
form. Since End(F ) = F1 ⊕ Fn−1 in the class of antiholomorphic vector bundles,
the mapping
i : H1(M,Ω
1
(Fn−1)) −→ H1(M,Ω1(End(F )))
is an injection. Moreover, the ∂-exactness of ∂α implies that
i([∂α1]) = 0 ∈ H1(M,Ω1(End(F )))
and therefore [∂α1] = 0 ∈ H1(M,Ω1(Fn−1)). From this it follows that ∂α1 is an
Fn−1-valued ∂-exact form. Starting with the Fn−1-valued form ∂α1 and proceeding
in the same way we can now find a C∞-section k2 such that for
α2 := α1 − ∂k2 = α− ∂k1 − ∂k2
∂α2 is an Fn−2-valued ∂-exact (1,1)-form.
Continuing in this fashion we obtain after n steps the form αn := αn−1−∂kn−1 such
that ∂αn is an F0-valued ∂-exact (1,0)-form, i.e., ∂αn = 0. If we now set
h := −
n∑
i=1
ki
then α + ∂h equals the holomorphic End(F )-valued 1-form αn. ✷
Remark 5.1 If the form α of Proposition 2.4 is, in addition, triangular then the
section h can also be chosen as triangular.
In fact, let tn be the Lie algebra of the Lie group Tn(C) of upper triangular
matrices. The vector space tn is invariant with respect to the linear operators
(At)−1 ⊗ A : Mn(C) −→ Mn(C) with A ∈ Tn(C). Therefore there exists a sub-
bundle T ∈ U of the bundle End(F ) of the proof of Proposition 2.4 with a fibre
isomorphic to tn. In fact, the latter bundle is defined by a cocycle of the form
{(ctij)−1 ⊗ cij ; cij ∈ Tn(C)}
(see Section 3.5). Since the form α is tn-valued and T ∈ U , this form is a T -valued
(1,0)- one. We can now apply the arguments of the proof of Theorem 2.4 to α but
with T instead of End(F ). In this way we obtain the required section h but in this
case with values in Tn(C).
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6. Proof of Theorems 1.3, 1.5.
Proof of Theorem 1.3. Let V2(M) be a class of flat vector bundles over M
whose elements are constructed by homomorphisms from Su2 (M). According to the
assumptions, for any E ∈ V2(M1) there exists F ∈ V2(M2) such that f ∗F ∼= E.
Moreover every such bundle E is, by definition, determined by Gr∗E = E1⊕E2 and
an element of H1(M1,Hom(E2,E1)). Here E1, E2 are topologically trivial rank 1
flat vector bundles with unitary structure group. Then the conditions of the theorem
imply
Statement. For every topologically trivial rank 1 flat vector bundle V1 over M1
with unitary structure group there exists a topologically trivial flat vector bundle V2
over M2 with unitary structure group such that f
∗V2 = V1 and f
∗(H1(M2,V2)) =
H1(M1,V1).
Let now ρ : pi1(M1) −→ GLn(C) be a homomorphism of the class Sn(M1). Then
according to Theorem 1.2, ρ is uniquely defined by End(E ′)-valued harmonic (1,0)-
form α and harmonic nilpotent (0,1)-form η satisfying [α+ η, α+ η] represents 0 in
H2(M1,End(E
′)). Here E ′ is a direct sum of topologically trivial rank 1 flat vector
bundles with unitary structure group. Furthemore, from the above Statement it
follows that there exist a flat vector bundle F ′ over M2 isomorphic to a direct sum
of topologically trivial rank 1 flat vector bundles with unitary structure group and
End(F ′)-valued harmonic (1,0)-form α′ and harmonic nilpotent (0,1)-form η′ such
that
f ∗End(F ′) = End(E ′), f ∗(α′) = α, f ∗(η′) = η.
In addition, assume that [α′, η′] represents 0 in H2(M2,End(F
′)). The above con-
ditions imply also [α′, α′] = [η′, η′] = 0 and therefore the triple (End(F ′), α′, η′)
determines a representation ρ′ ∈ Sn(M2). Then the uniqueness part of Theorem 1.2
(see Proposition 2.4) yields ρ = ρ′ ◦ f∗.
Thus it remains to prove that [α′, η′] represents 0 in H2(M2,End(F
′)). Note
that f ∗([α′, η′]) = [α, η] represents 0 in H2(M1,End(E
′)). The required statement
then is a consequence of the following general result.
Let N
f−→M be a surjective mapping of compact Ka¨hler manifolds, E be a flat
vector bundle over M with unitary structure group.
Proposition 6.1 Let α ∈ E1,1(E) be a d-closed E-valued form. If f ∗(α) ∈ E1,1(f ∗E)
is d-exact then α is also d-exact.
Proof. Consider the flat vector bundle f ∗E over N and d-exact form f ∗(α) ∈
E1,1(f ∗E). Since this bundle has unitary structure group and N is a compact Ka¨hler
manifold, there exists h ∈ C∞(f ∗E) such that f ∗(α) = ∂∂h. Let N p1−→ Y p2−→ M
be the Stein factorization of f . Here the fibres of p1 are connected and p2 is a finite
analytic covering. For a point x ∈ M consider an open neighborhood Ux of x such
that E |Ux is the trivial flat vector bundle. Then f ∗E is trivial over f−1(Ux) and for
any fibre V of f over a point of Ux the restriction αV := f
∗(α)|V = 0. This implies
that h|V is locally constant. (To prove this fact in the case of singular V one has to
pull back h to its desingularisation.) Then there exists a section h′ of p∗2E such that
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p∗2α = ∂∂h
′ on non-singular part of Y . Consider now the average of h′ over points
of regular fibres of p2
h′′(y) :=
1
#{p−12 (y)}
∑
z∈p−1
2
(y)
h′(z), (y ∈M).
Clearly h′′ is a bounded section of E smooth at regular values of p2. Then α = ∂∂h
′′
outside of a proper analytic subset of M . Moreover, according to assumptions of
the proposition α is locally ∂∂-exact. Further, boundedness of h′′ together with
regularity of the operator ∂∂ imply that h′′ can be extended to M as a C∞-section
of E satisfying α = ∂∂h′′. This shows that α is d-exact. ✷
The proof of Theorem 1.3 is complete. ✷.
Proof of Theorem 1.5. Let τ : pi1(M1) −→ T u2 be a representation of the class
Su2 (M1). Clearly Ker(τ) contains pi1(M1)
′′ and so τ determines a homomorphism
τ1 : pi1(M1)/pi1(M1)
′′ −→ T u2 . Furthemore, according to the assumptions of the theo-
rem, there exists a homomorphism τ2 : pi1(M2)/pi1(M2)
′′ −→ T u2 such that τ1 = τ2◦f∗
whose diagonal elements have the logarithm. Obviously, we can extend τ2 to a ho-
momorphism τ ′ : pi1(M2) −→ T u2 of the class Su2 (M2) satisfying τ = τ ′ ◦ f∗. Thus
the conditions of Theorem 1.3 are fulfilled. According to this theorem for any repre-
sentation ρ : pi1(M1) −→ GLn(C) of the class Sn(M1) there exists a representation
ρ′ : pi1(M2) −→ GLn(C) such that ρ = ρ′ ◦ f∗. The latter, in particular, shows
that Kerf∗ belongs to the kernel of every matrix representation of the class Sn(M1)
(n ≥ 1). But by the assumption of the theorem pi1(M1) belongs to the class S.
Therefore Kerf∗ = {e} and f∗ is an injective homomorphism. Moreover, from the
Stein factorization of f one obtains that f∗(pi1(M1)) is a subgroup of a finite index
in pi1(M2). ✷
7. Concluding Remarks.
All results of this paper hold also true for the class of manifolds dominated by a
compact Ka¨hler. We recall the following
Definition 7.1 A manifoldM is said to be dominated by a compact Ka¨hler manifold
N if there exists a complex surjective mapping f : N −→M .
Let M be a manifold dominated by a compact Ka¨hler manifold N : N
f−→ M and
E be a flat vector bundle over M with unitary structure group. The proof of the
following proposition is similar to that of Proposition 6.1.
Proposition 7.2 (a) Let α ∈ E0,1(E) be an E-valued ∂-closed (0,1)-form. Then
there exists a C∞-section h of E such that α− ∂h is d-closed.
(b) Let E-valued (1,1)-form β satisfy dβ = 0 and β = ∂γ for some E-valued
(0,1)-form γ. Then there exists an E-valued function g such that β = ∂∂g.
Using this result and applying the very same arguments one can prove the validity
of the results of the paper for the class of manifolds dominated by compact Ka¨hler
ones.
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