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Abstract
With the help of continuation theorem based onMawhin’s coincidence degree, the existence of a positive periodic
solution of the delay difference equation
x(k + 1)= x(k) exp{F(k, x(k − 1), . . . , x(k − n))}
is studied. When these results are applied to some special delay population models, some new results are obtained.
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1. Introduction
A traditional Logistic model has received great attention from theoretical and mathematical biologists,
and has been well studied [5,8,12–14,17,20]. The model is described by the following delay differential
equation:
x′(t)= x(t)F (t, x(t − 1(t)), . . . , x(t − n(t))), (1.1)
where
F(t, z1, . . . , zn) ∈ C(Rn+1,R), F (t + , z1, . . . , zn)= F(t, z1, . . . , zn),
i ∈ C(R, [0,∞)), i(t + )= i(t), i = 1, 2, . . . , n and > 0 is a constant.
Eq. (1.1) was extensively investigated in literature as population models. It contains many population
models of delay differential equations, such as single-species growth Logistic periodic equation with
delay [20]
x′(t)= r(t)x(t)
[
1− x(t − (t))
K(t)
]
, (1.2)
the so-called “food-limited” population growth periodic model [9]
x′(t)= r(t)x(t)
[
K(t)− x(t − (t))
K(t)+ c(t)r(t)x(t − (t))
]
, (1.3)
the periodic single-species population model exhibiting the so-called Alle effect [2,15]
x′(t)= x(t)[a(t)+ b(t)x(t − (t))− c(t)x2(t − (t))], (1.4)
the periodic Logistic equation with several delays [8,12,14,16]
x′(t)= x(t)
[
a(t)−
n∑
i=1
bi(t)x(t − i(t))
]
, (1.5)
the multiplicative delay periodic Logistic equation [8,10,11]
x′(t)= r(t)x(t)
[
1−
n∏
i=1
x(t − i(t))
K(t)
]
(1.6)
and the so-called periodic Michaelis–Menton single-species growth model [13,14]
x′(t)= r(t)x(t)
[
1−
n∑
i=1
ai(t)x(t − i(t))
1+ ci(t)x(t − i(t))
]
. (1.7)
Due to the limited spaces, some other special population models, which are of the form of Eq. (1.1), will
be omitted [8,14,16].
Though much progress has been seen in these theories, such equations are not well studied in the
sense that most results are continuous time cases related. Many authors [1,5,7,18] have argued that the
discrete time models governed by difference equations are more appropriate than the continuous ones
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when the populations have nonoverlapping generations. Discrete time models can also provide efﬁcient
computational models of continuous models for numerical simulations. However, no such work has been
done for Eq. (1.1).
The main aim of this paper is to propose a discrete analogue of Eq. (1.1) and explore its dynamics. It
is well known that, compared to the continuous time equations, the discrete time ones are more difﬁcult
to deal with. Our description of the dynamics of the discrete analogue of Eq. (1.1) is the existence of
periodic positive solutions.
The rest of the present paper is the following. In Section 2, with the help of differential equations with
piecewise constant arguments, we propose a discrete analogue of Eq. (1.1), modeling the dynamics of the
species having nonoverlapping generations. In Section 3, we make use of the Mawhin [6] coincidence
degree theory to investigate the existence of a positive periodic solution of Eq. (1.1). In Section 4, by
applying our results to some special delay populationmodels, we obtain the existence of periodic solutions
of these models.
2. Discrete analogue of Eq. (1.1)
There is no unique way of deriving discrete time version of dynamical equations corresponding to
continuous time formulation. One of the ways of deriving difference equations modeling the dynamics
of populations with nonoverlapping generations is based on appropriate modiﬁcations of models with
overlapping generations. In this approach, differential equations with piecewise constant arguments have
been useful. For the literature on differential equations with piecewise constant arguments, we refer
to [19].
Thanks to differential equations with piecewise constant arguments, we now can go on with our work.
Let us assume that the average growth rates in Eq. (1.1) change at regular intervals of time, then we can
incorporate this aspect in Eq. (1.1) and obtain the following modiﬁed equation:
1
x(t)
dx(t)
dt
= F([t], x([t] − [1(t))], . . . , x([t] − [n(t))]), t = 0, 1, . . . , (2.1)
where [t] denotes the integer part of t, t ∈ (0,+∞). Equations of type (2.1) are known as differential
equation with piecewise constant arguments and these equations occupy a position midway between
differential equations and difference equations.
By a solution of Eq. (2.1), we mean a function x(t), which is deﬁned for t ∈ [0,+∞), and possesses
the following properties:
(P1) x is continuous on [0,∞).
(P2) The derivative dx(t)/dt exists at each point t ∈ [0,+∞) with the possible exception of the points
t ∈ {0, 1, 2, ...}, where left-sided derivatives exist.
(P3) The equations in Eq. (2.1) are satisﬁed on each interval [k, k + 1) with k = 0, 1, 2, . . . .
On any interval of the form [k, k+1), k=0, 1, 2, . . . ,we can integrate (2.1) and obtain for k t < k+
1, k = 0, 1, 2, . . . ,
x(t)= x(k) exp{[F(k, x(k − 1), . . . , x(k − n))](t − k)}. (2.2)
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Letting t → k + 1, we obtain from (2.2) that
x(k + 1)= x(k) exp{F(k, x(k − 1), . . . , x(k − n))}, k = 0, 1, 2, . . . , (2.3)
which is a discrete time analogue of Eq. (1.1).
3. Existence of positive periodic solutions
Let Z,Z+,R and R+ denote the sets of all integers, nonnegative integers, real numbers, nonnegative
numbers, respectively.
For convenience in the following discussion, we will use the notation below throughout this paper:
I = {0, 1, 2, . . . ,− 1}, g = 1

−1∑
k=0
g(k),
where {g(k)} is an -periodic sequence of real numbers deﬁned for k ∈ Z.
In Eq. (2.3), we always assume that
F(k, z1, . . . , zn) ∈ C(Z× Rn,R), F (k + , z1, . . . , zn)= F(k, z1, . . . , zn),
1, 2, . . . , n ∈ Z+ are integers and > 0 is a constant.
The exponential form of Eq. (2.3) assures that, for any initial condition x(0)> 0, x(k) remains positive.
In the remainder of this paper, for biological reasons, we only consider solutions x(k) with
x(−m)0, m= 1, . . . , max
1 in
{i}, x(0)> 0.
In order to obtain the existence of a positive periodic solution of Eq. (2.3), we ﬁrst make the following
preparations.
Let X and Z be two Banach spaces. Consider an operator equation
Lx = Nx,  ∈ (0, 1),
where L : Dom L ∩X → Z is a linear operator and  is a parameter. Let P and Q denote two projectors
such that
P : X ∩ DomL→ KerL and Q : Z → Z/ImL.
In the sequel, we will use the following result of Mawhin [6, p. 40] .
Lemma 3.1. Let X and Z be two Banach spaces and L be a Fredholm mapping of index zero. Assume
that N : → Z is L-compact on  with  open bounded in X. Furthermore assume:
(i) for each  ∈ (0, 1), x ∈  ∩ DomL,
Lx = Nx,
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(ii) for each x ∈  ∩ KerL,
QNx = 0
and
(iii)
deg {QNx, ∩ KerL, 0} = 0.
Then the equation Lx =Nx has at least one solution in Dom L ∩ .
Lemma 3.2. (Fan andWang [4]). Let g : Z→ R be  periodic, i.e., g(k+)= g(k). Then for any ﬁxed
k1, k2 ∈ I, and any k ∈ Z, one has
g(k)g(k1)+
−1∑
s=0
|g(s + 1)− g(s)|
and
g(k)g(k2)−
−1∑
s=0
|g(s + 1)− g(s)| .
Deﬁne
l = {y = {y(k)} : y(k) ∈ R, k ∈ Z} .
Let l ⊂ l denote the subspace of all  periodic sequences equipped with the usual supremum norm ‖·‖,
i.e.,
‖y‖ =max
k∈I
|y(k)|, for any y = {y(k) : k ∈ Z} ∈ l.
It is not difﬁcult to show that l is a ﬁnite-dimensional Banach space [4].
Let
l0 =
{
y = {y(k) ∈ l :
−1∑
k=0
y(k)= 0
}
and
lc = {y = {y(k) ∈ l : y(k)= h ∈ R, k ∈ Z}.
Then it follows that l0 and lc are both closed linear subspaces of l and
l = l0 ⊕ lc , dim lc = 1.
We now reach the position to establish our main result.
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Theorem 3.1. Suppose that the following conditions hold:
(a) there exists a constant C > 0 such that if y(k) is a -periodic sequence and satisﬁes
−1∑
k=0
F(k, ex(k−1), . . . , ex(k−n))= 0, (3.1)
then we have
−1∑
k=0
|F(k, ex(k−1), . . . , ex(k−n))|C; (3.2)
(b) there exists a constant H > 0 such that when uiH, i = 1, 2, . . . , n,
F (k, eu1, . . . , eun)> 0 (3.3)
and
F(k, e−u1, . . . , e−un)< 0 (3.4)
uniformly hold for k ∈ Z. Then Eq. (2.3) has at least one positive periodic solution.
Proof. Since the solutions of Eq. (2.3) with initial condition y(−m)0, m = 1, . . . ,max1 in{i},
y(0)> 0 remains positive for k ∈ Z+, we can introduce a change of variable by the formula
x(k)= exp{y(k)} (3.5)
and derive that y(k) satisﬁes the delay equation
y(k + 1)− y(k)= F(k, ey(k−1), . . . , ey(k−n)). (3.6)
To use Lemma 3.1, we take X = Y = l, (Ly)(k)= y(k + 1)− y(k) and
(Ny)(k)= F(k, ey(k−1), . . . , ey(k−n)), (3.7)
for any y ∈ X and k ∈ Z. It is trivial to see that L is a bounded linear operator and
KerL= lc , ImL= l0 ,
as well as
dimKerL= 1= co dim ImL,
then it follows that L is a Fredholm mapping of index zero.
Deﬁne
Py = 1

−1∑
s=0
y(s), y ∈ X, Qz= 1

−1∑
s=0
z(s), z ∈ Y. (3.8)
It is not difﬁcult to show that P and Q are continuous projectors such that
ImP = KerL and ImL= KerQ= Im(I −Q).
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Furthermore, the generalized inverse (to L ) KP : ImL→ Ker P∩ Dom L exists and is given by
KP (z)=
k−1∑
s=0
z(s)− 1

−1∑
s=0
(− s)z(s). (3.9)
Obviously,QN andKP (I −Q)N are continuous. Since X is a ﬁnite-dimensional Banach space, using the
Arela–Ascoli theorem, it is not difﬁcult to see that KP (I −Q)N is compact for any open bounded set
 ⊂ X. Moreover, QN() is bounded. Thus, N is L-compact on  with any open bounded set  ⊂ X.
Now we are at the point to search for an appropriate open, bounded subset  for the application of the
continuation theorem. Corresponding to the operator equation
Ly = Ny,  ∈ (0, 1),
we have
y(k + 1)− y(k)= F(k, ey(k−1), . . . , ey(k−n)). (3.10)
Assume that y = {y(k)} ∈ X is a solution of Eq. (3.10) for certain  ∈ (0, 1). Summing on both sides of
(3.10) from 0 to − 1 with respect to k, we have
−1∑
k=0
F(k, ey(k−1), . . . , ey(k−n))= 0. (3.11)
Thus, from this, (3.10) and (a) we ﬁnd
−1∑
k=0
|y(k + 1)− y(k)|
−1∑
k=0
|F(k, ey(k−1), . . . , ey(k−n))|C. (3.12)
Moreover, by (3.11) and condition (b), it is easy to see that there exist an i0 ∈ {1, 2, . . . , n}, a point k′ ∈ Z
and a constantM1> 0 such that
y(k′ − i0)<M1. (3.13)
Otherwise, for anyM1> 0 and any k ∈ I, one has
y(k − i0)Mi, i = 1, 2, . . . , n.
In view of condition (b), we see that this contradicts (3.11). Hence (3.13) holds. Denote
k′ − i0 = 1 + p, 1 ∈ I,
where p being an integer. Then
y(1)<M1. (3.14)
In a similar way, from (3.11) and condition (b), it is easy to see that there exist an i1 ∈ {1, 2, . . . , n}, a
point 2 ∈ I and a constantM2> 0 such that
y(2)>−M2. (3.15)
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Therefore, it follows from (3.12), (3.14) and (3.15) that
y(k)y(1)+
−1∑
k=0
|y(k + 1)− y(k)|<M1 + C
and
y(k)y(2)−
−1∑
k=0
|y(k + 1)− y(k)|>−M2 − C.
Thus,
‖y‖<max {M1 + C,M2 + C}M.
Now, Let
= {y = {y(k)} ∈ X : ‖y‖<H1} ,
whereH1=max{M,H }. Then it is clear that  is an open, bounded set in X and satisﬁes requirement (i)
of Lemma 3.1. When
y ∈  ∩ KerL=  ∩ R,
y is a constant vector in R with ‖y‖ =H1. Then
QNx = 1

−1∑
k=0
F(k, ey(k−1), . . . , ey(k−n)) = 0,
that is, condition (ii) in Lemma 3.1 is satisﬁed. To verify that  satisﬁes condition (iii) in Lemma 3.1, we
set
(, y)= y + (1− )QNy, 01.
Since when y ∈  ∩ R,  ∈ [0, 1], y(, y)> 0, one has y(, y) = 0. It follows from the property of
invariance under a homotopy that
deg {QNy, ∩ R, 0} = deg {y, ∩ R, 0} = 0,
which shows that condition (iii) in Lemma 3.1 is satisﬁed. By now we know that  veriﬁes all the
requirements of Lemma 3.1 and then Eq. (3.6) has at least one -periodic solution. By the medium of Eq.
(3.5), we derive that Eq. (2.3) has at least one positive -periodic solution. The proof is complete. 
Remark 3.1. After completing the paper, the referee pointed out that Fan [3] also obtained a similar result
to Theorem 3.1. However, our Theorem 3.1 is different from Theorem 3.2.1 of [3] in two aspects: (i) our
estimate method is different from that of Fan [3], and (ii) in our Theorem 3.1(b), one only need to choose
a constant to verify the condition, but Theorem 3.2.1 of [3] need two constants. Thus, our condition is
easier to verify than that of Fan [3].
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Theorem 3.2. Under the assumptions of Theorem 3.1, the equation
x(k + 1)= x(k) exp{−F(k, x(k − 1), . . . , x(k − n))}, k = 0, 1, 2, . . . , (3.16)
has at least one positive periodic solution, in which F and i (i = 1, 2, . . . , n) are the same as those in
(2.3), respectively.
Proof. The proof is entirely similar to that of Theorem 3.1, and is omitted here. 
Remark 3.2. Eq. (3.16) is a discrete time analogue of the differential equation
x′(t)=−x(t)F (t, x(t − 1(t)), . . . , x(t − n(t))) (3.17)
and Theorem 3.2 is new.
Corollary 3.1. In (2.3) and (3.16), assume that n= 1 and there exist constants C1> 0 and C2> 0 such
that
(i) yF(k, ey)> 0 as |y|>C1 uniformly in k ∈ I,
(ii) one of the following two conditions holds:
(a) F(k, ey)C2 as yC1 uniformly in k ∈ I,
(b) F(k, ey)C2 as y − C1 uniformly in k ∈ I.
Then both Eq. (2.3) and Eq. (3.16) have at least one positive periodic solutions.
Proof. Suppose that y is a -periodic sequence such that
−1∑
k=0
F(k, ey(k−1))= 0. (3.18)
Now, denote
1 = {k ∈ I : y(k − 1)>C1} , 2 = {k ∈ I : y(k − 1)<− C1}
and
3 = {k ∈ I : |y(k − 1)| C1} .
Without loss of generality, we assume that condition (a) in (ii) holds. Then by (3.18) we have
∑
k∈2
F(k, ey(k−1))=−

∑
k∈1
+
∑
k∈3

F(k, ey(k−1)) − C2− C3,
where
C3 =max{F(k, eu) : (k, u) ∈ I × [−C1, C1]}.
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Thus,
−1∑
k=0
|F(k, ey(k−1))| =

∑
k∈1
+
∑
k∈2
+
∑
k∈3

 |F(k, ey(k−1))|
=

∑
k∈1
−
∑
k∈2

F(k, ey(k−1))+ ∑
k∈3
|F(k, ey(k−1))|
C2+ (C2+ C3)+ C3C.
Therefore, in view of Theorems 3.1 and 3.2, it is easy to see that the conclusions of Corollary 2.1 hold.
The proof is complete. 
4. Applications
The main purposes of this section are to apply the results obtained in the previous section to some
population models. Their proofs are not difﬁcult and most of them will be omitted.
Example 4.1. Consider the following discrete “food-limited” population growth periodic model
x(k + 1)= x(k) exp
{
r(k)
[
K(k)− x(k − )
K(k)+ c(k)r(k)x(k − )
]}
, (4.1)
where  ∈ [0,∞), r,K and c are positive and -periodic sequences. By Corollary 3.1, the following
result is true.
Theorem 4.1. The Eq. (4.1) has at least one positive -periodic solution.
Example 4.2. Consider the following discrete single-species population model exhibiting the so-called
Alle effect:
x(k + 1)= x(k) exp[a(k)+ b(k)x(k − )− c(k)x2(k − )], (4.2)
where  ∈ [0,∞), a and c are positive and -periodic sequences, and b is -periodic sequence.
Similarly, we have the following result.
Theorem 4.2. The Eq. (4.2) has at least one positive -periodic solution.
Example 4.3. Consider the discrete Logistic equation with several delays
x(k + 1)= x(k) exp
[
a(k)−
n∑
i=1
bi(k)x(k − i)
]
, (4.3)
where  ∈ [0,∞), a and bi (i = 1, 2, . . . , n) are positive and -periodic sequences. According to
Theorem 3.2, we obtain the following.
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Theorem 4.3. The Eq. (4.3) has at least one positive -periodic solution.
Proof. Let x(k) be a continuous -periodic sequence that satisﬁes
−1∑
k=0
[
a(k)−
n∑
i=1
bi(k) exp{x(k − i)}
]
= 0.
Then
−1∑
k=0
a(k)=
−1∑
k=0
[
n∑
i=1
bi(k) exp{x(k − i)}
]
.
Hence,
−1∑
k=0
∣∣∣∣∣a(k)−
n∑
i=1
bi(k) exp{x(k − i)}
∣∣∣∣∣

−1∑
k=0
a(k)+
−1∑
k=0
[
n∑
i=1
bi(k) exp{x(k − i)}
]
= 2
−1∑
k=0
a(k).
Furthermore, since
lim
u1→∞,...,un→∞
[
a(k)−
n∑
i=1
bi(k) exp{ui}
]
=−∞
and
lim
u1→∞,...,un→∞
[
a(k)−
n∑
i=1
bi(k) exp{ui}
]
= a(k)
hold uniformly in k ∈ I. By Theorem 3.2, we see that the Eq. (4.3) has at least one positive -periodic
solution. The proof is complete. 
Example 4.4. Consider the discrete multiplicative delay periodic Logistic equation
x(k + 1)= x(k) exp
{
r(k)
[
1−
n∏
i=1
x(k − i)
K(k)
]}
, (4.4)
where  ∈ [0,∞), r andK are positive and-periodic sequences. ByTheorem 3.2, we have the following.
Theorem 4.4. The Eq. (4.4) has at least one positive -periodic solution.
Example 4.5. Consider the discrete Michaelis–Menton single-species growth model
x(k + 1)= x(k) exp
{
r(k)
[
1−
n∑
i=1
ai(k)x(k − i)
1+ ci(k)x(k − i)
]}
, (4.5)
where i ∈ [0,∞), r, ai and ci (i = 1, 2, . . . , n) are positive and -periodic sequences.
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Theorem 4.5. Assume that
n∑
i=1
ai(k)
ci(k)
> 1, f or k ∈ I.
Then Eq. (4.5) has at least one positive -periodic solution.
Proof. Let x(k) be a continuous -periodic sequence that satisﬁes
−1∑
k=0
{
r(k)
[
1−
n∑
i=1
ai(k) exp{x(k − i)}
1+ ci(k) exp{x(k − i)}
]}
= 0.
Then it is easy to see that
−1∑
k=0
∣∣∣∣∣r(k)
[
1−
n∑
i=1
ai(k) exp{x(k − i)}
1+ ci(k) exp{x(k − i)}
]∣∣∣∣∣ 2
−1∑
k=0
r(k).
Moreover, since
lim
u1→∞,...,un→∞
r(k)
[
1−
n∑
i=1
ai(k) exp{ui}
1+ ci(k) exp{ui}
]
= r(k)
[
1−
n∑
i=1
ai(k)
ci(k)
]
< 0
and
lim
u1→∞,...,un→∞
r(k)
[
1−
n∑
i=1
ai(k) exp{ui}
1+ ci(k) exp{ui}
]
= r(k)> 0
hold uniformly in k ∈ I. By Theorem 3.2, we see that the Eq. (4.5) has at least one positive -periodic
solution. The proof is complete. 
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