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Abstract
The topic area of this paper parameterized
quantum circuits (quantum neural networks)
which are trained to estimate a given function,
specifically the type of circuits proposed by Mi-
tarai et al. (Phys. Rev. A, 2018). The input is
encoded into amplitudes of states of qubits.
The no-cloning principle of quantum mechan-
ics suggests that there is an advantage in re-
dundantly encoding the input value several
times. We follow this suggestion and prove
lower bounds on the number of redundant copies
for two types of input encoding. We draw conclu-
sions for the architecture design of QNNs.
Keywords: Near-term quantum computing;
parameterized quantum circuits.
1 Introduction
Classical circuits and artificial neural networks
can have fan-out: The ouput of one node can
be the input to several others. The no-cloning
principle of quantum mechanics forbids to du-
plicated data which is only encoded in the ampli-
tudes of a quantum state in superposition. This
applies, in particular, to “Quantum Neural Net-
works”, and, even more specifically, to the input
that is fed into such a QNN, if the input is en-
coded in the amplitudes of the input state.
∗Supported by the Estonian Research Council, ETAG
(Eesti Teadusagentuur), through PUT Exploratory Grant
#620.
The objects of study of this paper are param-
eterized quantum circuits whose input consists
of real numbers x, each of which is encoded into
amplitudes by applying a unitary of the form
eiη(x)H at one point (no redundancy) or several
points, possibly with different functions η and
different Hamiltonians H.
Take, as example, the parameterized quan-
tum circuits from of Mitarai et al. [1]. Mitarai et
al. demonstrate that their parameterized quan-
tum circuit constructions can compute — as
the expectation value of a fixed observable —
any1 polynomial in a single variable x. In their
demonstration, Mitarai et al. feed the input real
number x into the quantum circuit by encod-
ing it in the amplitudes of n qubits in a product
state, where n is the degree of the polynomial, by
applying the Pauli rotation e−i arcsin(x)σX/2 to n
different qubits.
In this paper, we call this effect input redun-
dancy. More precisely, the input x to the quan-
tum circuits of Mitarai et al. are encoded with
redundancy n.
It’s kinda obvious from the no-cloning princi-
ple that redundancy is needed. Schuld et al. [2]
mention the possibility of replicating the input
when they discuss state preparation, but they
don’t seem to discuss the advantage of or neces-
sity for input redundancy. In HHL and derived
algorithms, the input is encoded many times
as the core algorithmic steps undergo iterations
to amplify amplitudes. The HHL example also
shows that input replication doesn’t necessarily
require that the data is encoded several times in
1Trivial technical restrictions apply.
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parallel in different quantum registers (Schuld
et al. consider only this possibility, through ten-
sorial maps) — it can be encoded sequentially
in the same quantum register. (It should be
pointed out that general state preparation pro-
cedures as in HHL and [2] cannot not be studied
with the tools of this paper: They apply many
operations with parameters derived from a col-
lection of inputs.)
In the case of Mitarai et al.’s example, it can
easily be seen — from algebraic arguments in-
volving the quantum operations which are per-
formed — that redundancy n is best possible
for the particular way of encoding the value x.
In the present paper, we make an attempt to
study role of the input encoding more system-
atically. Fig. 1 shows the schematic of quan-
tum circuits with input x. The setup resembles
that of a neural network layer. The j’th “copy”
of the input is made available in the quantum
circuit by, at some time, performing the unitary
operation e2piiηjHj on one (or several: Hj can
be a multi-qubit Hamiltonian) qubit(s), where
etaj = ϕ(ajx + bj), for an “activation function”
ϕ. For example, in the above mentioned exam-
ple in [1], the activation function is ϕ := arcsin.
Figure 1: Schematic for the parameterized
quantum circuits we consider. (Additional pa-
rameters θ not shown.)
Generalization of our results to several in-
puts is straightforward only when the activation
functions in Fig. 1 have a single input.
Our results. For two activation functions —
the identity (“linear” input encoding) and arcsin
— we prove lower bounds on the input redun-
dance which are logarithmic in terms of linear-
algebraic complexity measures of functions.
Our lower bounds are modest, as (a) log is not
impressive, and (b) the argument of the log is
an arbitrary complexity measure of the function
which is to be represented. Moreover, our re-
sults are conceptually weak, as they don’t apply
in a meaningful way to general state prepara-
tion or even to the case when several inputs are
“mixed” in some of the activation function nodes
in Fig. 1.
Here’s the “but”: Our results give a rigorous
justification of decisions for the design of param-
eterized quantum circuit architectures:
i. Input redundancy must be present if good
approximations of functions are the goal;
ii. The encoding of the input (the coefficients
in the affine transformation links in Fig. 1)
must be variable or even “trained” along
with the parameters θ of the quantum cir-
cuit in order to be able to approximate
a large class of functions with the same
MiNKiF architecture.
This paper is organized as follows. In the next
section we review the background on MiNKiF
circuits and the Fourier calculus on them. Sec-
tions 3 and 4, contain the results on linear and
arcsin input encoding, respectively. We close
with a discussion and directions of future work.
2 Background
2.1 MiNKiF PQCs
We now describe the parameterized quantum
circuit (PQCs) in more detail. Denote by
UH(α) : ρ 7→ e−2piiαHρe2piiαH (1)
the quantum operations of an evolution with
Hamiltonian H. (The 2pi factor is just a con-
venience2 for us and are w.l.o.g. by dilating the
α). Following, in spirit, [1], in this paper we
2The 2nd author violently believes that the only correct
way to write the Fourier transform is
∫
e−2piiξ•xf(x) dx.
2
consider quantum circuits which apply quantum
operations each which is one of the following:
(a) An operation as in (1), with a parameter
α := η which will encode input, x (i.e., η de-
pends on x);
(b) An operation as in (1), with a parameter
α := θ which will be “trained”;
(c) A quantum operation not defined by any pa-
rameter (its effect can, of course, depend on
θ, η, e.g., via dependency on measurement
results).
Denote the concatenated quantum operation
by E(η, θ). Now let M be an observable, and con-
sider its expectation value on the state which re-
sults if the parameterized quantum circuit is ap-
plied to a fixed input stat |0〉〈0|. We denote the
expectation value by f :
f : Rn×Rm → R : (η, θ) 7→ tr(ME(η, θ)|0〉〈0|). (2)
The PQCs could have multiple outputs, but
we don’t consider that in this paper. We refer
to PQCs of this type as MiNKiF PQCs, as [1] re-
alized the fundamental property
∂jf(θ) = pi
(
f(θ + 14ej)− f(θ − 14ej)
)
(we suppress the η for convenience; ej is the vec-
tor with a 1 in position j and 0 otherwise), which
the sufficiently lazy calculus student immedi-
ately recognizes as the equation characterizing
t 7→ sin(2pit).
The setting we consider in this paper is that
• there is a single input x ∈ R;
• η = η(x) = (ϕ(x), . . . , ϕ(x)) is a functionR→
Rn;
• the parameters θ have been trained per-
fectly and are thus ignored.
The number n and the function η are the ob-
jects of study of this paper. In particular, we
are not interested in training the parameters θ.
Consequently, there’s no difference in the quan-
tum operations of types (b) and (c) above, and
the applicability of our results actually protudes
beyond MiNKiF PQCs to a slightly bigger class
of quantum programs with analog encoding of a
single input value.
To summarize, we study the function
η 7→ f(η) :=
tr(M Vn Un(ηn)Vn−1 Un−1(ηn−1) . . .
. . . V1 U1(η1)V0 |0〉〈0|) (3a)
for arbitrary quantum operations Vi, and
U1 := UH1 , . . . , Un := UHn
for Hamiltonians Hj , j = 1, . . . , n. (3b)
2.2 Fourier calculus on MiNKiF
circuits
This paper builds on the observation of [4]
that, under assumptions which are reasonable
for near-term gate-based quantum computers,
the function obtained as the expectation value
of a parameterized quantum circuit is periodic
in the parameters, with Fourier spectrum sup-
ported on the differences of the eigenvalues of
the Hamiltonians carrying the parameters.
More specifically, for each Hamiltonian Hj in
(3b), consider the subgroup of R generated by
the differences of the eigenvalues of Hj . If that
subgroup is dense in R, our methods don’t ap-
ply; otherwise scale the parameter ηj and corre-
spondingly (virtually) the Hamiltonian in such a
way that the eigenvalue differences become in-
tegral: you can make the group of differences
equal to Z. After scaling, the eigenvalues of Hj
are in δ+Z, for a fixed δ ∈ [0, 1[, and it can read-
ily be checked that then the function f in (3a) is
1-periodic in ηj .
After performing the scaling for all the pa-
rameters j = 1, . . . , n, we find that the Fourier
transform is supported on the set of differences
of the eigenvalues: fˆ(w) = 0 unless, for all j,
wj = λj − λj′ for two eigenvalues of the Hamil-
tonian Hj which is controlled by the variable ηj .
(We refer to [4] or [3] for the details.)
Note that, while the Vi in (3) can perform
non-unitary quantum operations, the parame-
ters η can only occur as described. (For exam-
ple, they cannot be changed depending on the
results of measurements within the same “run”
of the quantum program.)
Abusing notation, we write Rn/1 := Rn/Zn =
(R/Z)n for the torus group in additive notation,
and our f is defined on Rn/1.
3
To simplify the presentation, in this paper, we
will restrict ourselves to the case that that the
Hamiltonians have only two eigenvalues, ±1/2,
which is the case, for example, for the usual 1-
qubit rotations, such as e−itσ/2 with σ a Pauli
operator (i.e., a 1-qubit reflection) — just that
our parameters are dilated by 1/(2pi) to make
things 1-periodic instead of 2pi-periodic.
We summarize the property of the function
η 7→ f(η), with the restrictions on the Hamil-
tonians, in the following handy remark.
Remark. Let’s abbreviate Z3 := {0,±1}.
(a) f is a 1-periodic, real-valued function with
Fourier spectrum Zn3 , i.e., for all η ∈ Rn:
f(η) =
∑
w∈Zn3
fˆ(w)e2piiη•w. (4)
(b) Applying Euler’sidentity, we obtain the ex-
pansion of f as a multi-linear polynomial in
sine and cosine functions:
f(η) =
∑
τ∈{id,cos,sin}n
f˜τ
n∏
j=1
τj(2piηj). (5)
3 Linear input encoding
We start discussing the case where the input pa-
rameters are affine functions of the input vari-
able, e.g., η(x) = x ·a+b for some a, b ∈ Rn (input
redundancy n). In other words, the activation
function in Fig. 1 is the identity, ϕ = id.
For a ∈ Rn let
Ka :=
{ n∑
j=1
wjaj | w ∈ Zn3
}
,
spread(a) :=
1
2
|Ka \ {0}|.
For k ∈ R, consider the function
χk : [0, 1]→ C : t 7→ e2piikt. (7)
These functions are elements of the vector space
C∞([0, 1]) of smooth functions on the unit inter-
val.
We say that a function h : [0, 1] → R has
Fourier rank r if there exists a size-r set K ⊂
]0,∞[ and numbers α0 ∈ C, αk ∈ C, k ∈ K, such
that
h = α0 +
∑
k∈K
αkχk + α
∗
kχ−k. (8)
Theorem 1. Let f be as in Remark 2.2. For any
a, b ∈ Rn, if h = f(2 · a+ b), then the spread of a
is at least the Fourier rank of h.
More specifically, every function representable
as h : x 7→ f(x · a + b) for an a, b ∈ Rn and f the
expectation value of a MiNKiF circuit, is of the
form (8), with K := Ka ∩ ]0,∞[.
Proof. This is a direct consequence of (4). For
any such h and all x ∈ R, we have
h(x) = f(x · a+ b)
=
∑
w∈Zn3
fˆ(w)e2pii(x·a+b)•w
=
∑
w∈Zn3
e2piib•wfˆ(w)e2piix·a•w
=
∑
k∈Ka
 ∑
w∈Zn3 ,
w•a=k
e2piib•wfˆ(w)
 e2piix·k
=
∑
k∈Ka
γkχk(x),
where we let γk :=
∑
w∈Zn3 ,
w•a=k
e2piib•wfˆ(w).
Remark 2. Our restriction to Hamiltonians
with two eigenvalues leads to the definition of
the spread in (6). If the set of eigenvalue dis-
tances of the Hamiltonian encoding the input ηj
is Dj ⊂ Z, then, for the definition of the spread,
we must put this:
Ka :=
{ n∑
j=1
wjaj | w ∈
n∏
j=1
Dj
}
.
Theorem 1 remains valid, with, in essence, the
same proof. The bounds will be weaker.
3.1 Consequences
We return to discussion two-level Hamiltonians
only, for simplicity.
We would like to quantify “how many” func-
tions could be expressed for fixed a, b and ϕ. As
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a rough upper bound, we study the dimension
of the space of functions. In the case of linear
input encoding, according to Therorem 1, that
function space is spanned by χk, k ∈ Ka, and
the constant functions.
Corollary 3. MiNKiF circuits with linear input
encoding are restricted within a space whose di-
mension depends on a. If a ∈ ]0, 1]n, then the di-
mension is between n + 1 and d3n/2e, where the
lower bound is attained by a := 1 and the upper
bound is attained, e.g., by
(a) a chosen uniformly at random in ]0, 1]n; or
(b) a := 131.
Proof. The functions χk defined in (7) are lin-
early independent.3 This can be checked using
standard techniques; cf. [3].
Hence, the dimension of said space is equal to
the number of nonnegative elements of Ka.
It can be readily verified that |Ka| ≥ 2n + 1
unless a has some 0-entries, and for a := 1, we
have Ka = {−n, . . . , n}.
The upper bound |Ka| ≤ 3n is trivial, and at-
tained if the entries of a are in general position
wrt. the action of Z3 on R. That this is the case
in the given examples (a), (b) is straightforward;
cf. [3].
We have arrived at the lower bound for the
input redundancy.
Corollary 4. To represent a function as an ex-
pectation value of a MiNKiF circuit with linear
input encoding, the input redundancy has to be
log3(r)−O(1), where r is the Fourier rank of that
function (and the constant in the O(1) is abso-
lute).
4 Arcsine activation func-
tion
We now consider the original situation of the
example in [1], where the activation function
3In the usual sense of vector spaces: Every finite subset
is linearly independent.
ϕ = arcsin. More precisely, for a, b ∈ Rn, we con-
sider4
η(x) := arcsin((ax− b)/(2pi)).
Abbreviating sj := ajx − bj and cj :=√
1− (ajx− bj)2 for j = 1, . . . , n, Remark 2.2(b),
gives us that the function computed by our hy-
pothetical quantum circuit is5
h(x) = ∑
S,C⊆[n]
S∩C=∅
f˜S,C
∏
j∈S
sj
∏
j∈C
cj =
∑
S,C⊆[n]
S∩C=∅
f˜S,C
∏
j∈S
(ajx− bj)
∏
j∈C
√
1− (ajx− bj)2,
where f˜S,C := f˜τ(S,C) with τj(S,C) = sin if j ∈ S,
τj(S,C) = cos if j ∈ C, and τj(S,C) = id other-
wise.
Let us call a formal term of the form
µ
(a,b)
S,C :=
∏
j∈S
(ajx− bj)
∏
j∈C
√
1− (ajx− bj)2 (10)
(for arbitrary a, b ∈ Rn and S,C ⊂ [n] with
S ∩ C = ∅) an sc-monomial of degree |S| + |C|.
Such a monomial may or may not define a func-
tion: A factor
√
1− (ax− b)2 (with a > 0; note
that (a, b) and (−a,−b) give the same factor) in
the C-part is defined on a neighborhood of b/a
and is, indeed, analytic there and equal to a
power series with radius of convergence 1/a, and
both (b− 1)/a and (b+1)/a are points where the
derivatives diverge. Hence, an sc-monomial µ as
in (10) defines an analytic function on
Iµ :=
⋂
j∈C
]
bj−1
aj
,
bj + 1
aj
[
,
if that interval is non-empty. Note, though, that
this condition is not necessary. The following
can be shown (cf. [3]).
Lemma 5. If a linear combination of sc-
monomials of degree at most d defines a func-
tion h on all of R, then h is a polynomial in x
of degree at most d.
4We revers the sign in front of the b to simplify notation
below (saves writing tons of “−” in inconvenient places).
5We use the shorthand [n] := {1, . . . , n}.
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We immediately obtain this corollary.
Corollary 6. To represent a polynomial as an
expectation value of a MiNKiF circuit with arc-
sin activation function, the input redundancy
has to be at least the degree of the polyno-
mial.
As indicated in the introduction, in the special
case which is considered in [1] — where the in-
put amplitudes are stored (by rotations) in n dis-
tinct qubits before any other quantum operation
is performed — this can be proved by looking di-
rectly at the effect of a Pauli transfer matrix on
the mixed state vector in the Pauli basis.
In their paper, [1] hint that, due to the
√

terms, the functions represented by the expec-
tation values can more easily represent a larger
class of functions than polynomials. Here is the
corresponding result.
Proposition 7. MiNKiF circuits with arcsin ac-
tivation function are restricted within a space
whose dimension depends on a, b. If a ∈ ]0,∞[n,
then the dimension is between n+1 and 3n, where
the lower bound is attained by a := 1 b := 0,
and the upper bound is attained, e.g., by letting
a := 1 and choosing b uniformly at random in
[−1/2, 1/2]n.
The somewhat technical proof sheds little
light on the problem and we refer the reader
to [3] for it.
5 Conclusions and outlook
Both activation functions we considered give
clear evidence that input redundancy is neces-
sary, and grows at least logarithmically with the
“complexity” of the function: The complexity of a
function f wrt a family B of “basis functions” is
the number of functions from the family which
are needed to obtain f as a linear combination.
In our results, the function family B depends on
the activation function. In the case of linear
input encoding (activation function “identity”),
the basis functions are trigonometric functions
t 7→ e2piikt, whereas for the arcsin activation func-
tion, we obtain the basis monomials (10) already
identified in [1].
More importantly, it is now clear that the
weights a, b (the coefficients in the affine trans-
formation links in Fig. 1) have to be variable
in order to ensure a reasonable amount of ex-
pressiveness in the function represented by the
quantum circuit. Undoubtedly, this fact will in-
fluence future architectures for quantum neu-
ral networks — more accurately named hybrid
quantum-classical layers of a neural network.
As for an outlook towards future research, we
consider a serious shortcoming in the authors’
understanding of the research topic that the
complexity measures (i.e., the B) depend on the
activation functions. This dependence makes a
comparison of different activation functions dif-
ficult. Hence, the comparison of activation func-
tions, or at least the question which activation
functions make any sense at all, is a goal of fu-
ture research.
Moreover, obviously, the hybrid quantum clas-
sical neural networks layers suggested in this
paper should be implemented and studied ex-
perimentally.
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