In this paper we decompose default risk into its different systematic risk components using a new methodological framework. The proposed mixed measurement dynamic factor model allows the joint modeling of discrete, non-Gaussian default counts across industry sectors and rating classes and continuous, Gaussian macroeconomic and financial covariates. Latent dynamic risk factors may be common to all data due to business cycle effects, or specific to subsets of data to capture unobserved defaultspecific (frailty) and industry-specific (contagion) dynamics. In an empirical study for US default data between 1971 and 2009 we decompose systematic risk into latent macro, frailty, and industry effects. We find that all effects are important to different degrees. Common variation of defaults with business cycle and financial data can explain a large part of the systematic variation in defaults. While less important on average, a frailty factor is of key importance before and during times of crisis. We also find significant differences in the impact of crises on defaults at the sectoral level.
Introduction
In this paper we decompose default risk into its different systematic risk components using a new methodological framework. Observed corporate defaults are known to cluster in time.
For example, aggregate US default rates during the 1991, 2001, and 2008 recession periods are up to five times higher than in the intermediate expansion years. It is also well-known that default rates depend on the prevailing macroeconomic conditions, see for example Duffie, Saita, and Wang (2007) , Pesaran, Schuermann, Treutler, and Weiner (2006) , Metz (2008) , Figlewski, Frydman, and Liang (2008) .
Recent research indicates that conditioning on readily available macroeconomic and firmspecific information, though important, is not sufficient to fully explain the observed degree of default clustering. In a seminal study, Das, Duffie, Kapadia, and Saita (2007) reject the joint hypothesis of well-specified default intensities in terms of observed macro and firm-specific information and the doubly stochastic (conditional) independence assumption which underlies virtually all available credit risk models in practice. From this finding, two important separate strands of literature have emerged.
First, and most importantly, there appears to be a role for a dynamic unobserved component, a 'frailty' factor. A frailty factor implies default clustering above and beyond what is implied by macro data alone. The unobserved component can pick up the effect of omitted relevant variables in the model, and may capture truly unmeasured effects such as trust in the accuracy of public accounting information, see Duffie, Eckner, Guillaume, and Saita (2008) . The frailty literature is fairly recent, see Das et al. (2007) , McNeil and Wendin (2007) , Koopman, Lucas, and Monteiro (2008) , , Duffie et al (2008) , Koopman, Lucas, and Schwaab (2008) , and Koopman, Kräussl, Lucas, and Monteiro (2009) .
A second strand of literature points to contagion as a second channel for default clustering in excess of what is implied by macro data. In the contagion literature, a defaulting firm weakens other firms with which it has contractual relationships, see e.g. Giesecke (2004) .
Default shocks may be amplified through up-and downstream business links, leading to default dependence at the industry level even after conditioning on macro and frailty factors, see Lang and Stulz (1992) , Lando and Nielsen (2008) , and Zhang (2007a, 2007b) .
Despite earlier research in this area, less is known about the relative contribution of the different sources of systematic default risk for observed default clustering. In particular, what exactly causes default clustering, and to which extend? To address this question, we decompose the systematic variation in corporate default counts into its different constituents as suggested in the literature. We do so by developing a novel methodological framework.
Within this framework, we attribute default rate volatility at the rating and industry level to macro, frailty, and industry effects.
The paper makes two main contributions to the literature. First, we propose a new econometric framework for the joint modeling of systematic default risk and macroeconomic developments. The key issue is that default events are discrete, whereas macroeconomic and financial variables are typically modeled as continuous. We thus need to develop a framework that can accommodate both types of variables simultaneously, while accounting for the fact that they may be driven by related dynamics. Most models out in the literature either do not account for frailty effects, or if they do, only allow for a limited number of macro variables to enter the model, see for example McNeil and Wendin (2007) , Duffie, Eckner, Guillaume, and Saita (2008) , and Koopman, Kräussl, Lucas, and Monteiro (2009) . Even with a limited number of macro variables, the observed data is typically treated as unrelated to the frailty component, and auxiliary models need to be specified for the observed factors to perform outof-sample forecasting or conditional risk management exercises, see also Koopman, Lucas, and Schwaab (2008) .
By contrast to this earlier work, our proposed mixed measurement framework explicitly captures the (i) joint variation in discrete, non-Gaussian corporate default counts and a large number of continuous, Gaussian macroeconomic and financial time series data, (ii) default clustering due to latent frailty risk unrelated to the business cycle, and (iii) unobserved industry-sector dynamics. The latter may arise as a result of direct default contagion through business links on the sector level. We demonstrate that these model features lead to a realistic fit of default rate dynamics at the industry as well as the economy wide level. Our approach yields an integrated framework for estimation, inference, and forecasting of time varying corporate default rates. In particular, no auxiliary models for macroeconomic data are required. Estimation of parameters and latent risk factors is done in a single step.
As the second contribution of our paper, we decompose default risk into its latent con-stituents. To this purpose we rely on reductions in the estimated Kullback-Leibler (KL) divergence. The KL divergence is a standard measure of 'distance' between distributions indexed by competing sets of parameters. In our framework, models with an increasing number of latent factors imply different default rates and default rate volatility. Reductions in the estimated KL divergence, when scaled with respect to an ideal explanatory model, allow to assess the relative contribution of each of the systematic default risk components (macro, frailty, industry) to overall default rate volatility. We find that, on average across industries and time, about 70%, of total default risk is idiosyncratic, or diversifiable. The remaining share, about 30%, can be attributed to common variation with the business cycle and financial data (17%), a frailty factor (6%), and industry-specific developments, which we interpret as default contagion (8%). The latter sources of risk are systematic in that they do not vanish as more loans are added to the portfolio. As a result, sources of systematic risk are of key concern to financial institutions and banking supervision.
Our reported risk shares vary considerably over industry sectors, rating groups, and time.
For example, we find that the frailty component tends to explain a higher share of default rate volatility before and during times of crisis. The inclusion of a frailty factor leads to more probability mass in the right tail of the model-implied portfolio loss distribution. Modelimplied economic capital buffers are higher as a result. We demonstrate that industry-specific factors are of key importance for a good fit to observed defaults at the industry level, or in case of industry concentrations in the credit portfolio.
The remainder of this paper is set up as follows. Section 2 introduces the general framework of the mixed measurement dynamic factor model and presents generic results for estimation and inference. We also explain how to use reductions in the KL divergence to decompose total default rate variability into risk shares. Section 3 applies the model to mixed default and macroeconomic data and comments on the major empirical findings. Section 4 decomposes default rate volatility into its constituents. We comment on implications for credit risk practitioners in Section 5. Section 6 concludes.
Mixed measurement dynamic factor model
We propose a dynamic factor model for variables from the exponential family of densities.
Since this class of densities is quite general and can include a range of discrete and continuous variables, we refer to the model as a mixed measurement dynamic factor model.
Variables associated with densities outside the exponential family can also be included but for expositional reasons we refrain from further generalities. Also, further generalities are not necessary for the purpose of our main study.
Model specification
The mixed measurement dynamic factor model (MMDFM) is based on a set of m dynamic latent factors that are assumed to be generated from a dynamic Gaussian process. For example, we can collect the factors into the m × 1 vector f t and assume a stationary vector autoregressive process for the factors,
with the initial condition The process for f t is initialized by
Conditional on a factor path F = { f 1 , f 2 , . . .}, the observation y i,t of the ith variable at time t is assumed to come from the exponential family of densities as given by
with the signal defined by
where α i is an unknown constant and λ i,j is the m×1 loading vector with unknown coefficients for j = 0, 1, . . . , p. The so-called link function b i,t (θ i,t ; ψ) is assumed to be twice differentiable while c i,t (y i,t ) is a function of the data only. The parameter vector ψ contains all unknown coefficients in the model specification including those in Φ, α i and λ i,j for i = 1, . . . , N and j = 0, 1, . . . , p. To enable the identification of all entries in ψ, we assume standardized factors in (1) which we enforce by the restrictions µ f = 0 and Σ f = I implying that Σ η = I − ΦΦ .
Conditional on F, the observations at time t are independent of each other. It implies that the density of N × 1 observation vector y t = (y 1,t , . . . , y N,t ) is given by
The MMDFM model is defined by the equations (1), (2) and (3). The variables in y t can be assumed to come from, for example, Gaussian, binary, binomial and Poisson densities.
Estimation via importance sampling
An analytical expression for the the maximum likelihood (ML) estimate of parameter vector ψ for the MMDFM is not available. A feasible approach to the ML estimation of ψ is provided by importance sampling. The parameters are estimated via the direct maximization of the likelihood function that is evaluated by Monte Carlo integration. A short description of this approach is given below.
The observation density function of y = (y 1 , . . . , y T ) can be expressed by the joint density
where p(y|f ; ψ) is the density of y conditional on f and p(f ; ψ) is the density of f . A Monte Carlo estimator of p(y; ψ) can be obtained bŷ
for some large integer M . The estimatorp(y; ψ) is however numerically inefficient since most draws f (k) will not support p(y|f ; ψ) for any ψ and k = 1, . . . , K. Importance sampling improves the Monte Carlo estimation of p(y; ψ) by sampling f from the Gaussian importance density g(f |y; ψ). We can express the observation density function p(y; ψ) by
since f is from a Gaussian density such that g(f ; ψ) = p(f ; ψ) and therefore we have g(y; ψ) = g(y, f ; ψ) / g(f |y; ψ). In case g(f |y; ψ) is close to p(f |y; ψ) and in case simulation from g(f |y; ψ) is feasible, the Monte Carlo estimator implied by (5) and given bỹ
is numerically much more efficient, see Kloek and van Dijk (1978) , Geweke (1989) and Durbin and Koopman (2001) .
For a practical implementation, the importance density g(f |y; ψ) can be based on the linear Gaussian approximating model
where mean correction µ i,t and variance σ 2 i,t are determined in such a way that g(f |y; ψ) is sufficiently close to p(f |y; ψ). It is argued by Shephard and Pitt (1997) and Durbin and Koopman (1997) that µ i,t and σ i,t can be uniquely chosen such that the modes of p(f |y; ψ)
and g(f |y; ψ) with respect to f are equal, for a given value of ψ.
To simulate values from the importance density g(f |y; ψ), the simulation smoothing method of Durbin and Koopman (2002) can be applied to the approximating model (7). For a set of M draws of g(f |y; ψ), the evaluation of (6) relies on the computation of p(y|f ; ψ),
i,t ) (7) and g(y; ψ) can be computed by Kalman filter applied to (7), see Harvey (1989) .
Once the likelihood function can be evaluated for any value of ψ and for a given set of random numbers from which factors are simulated from g(f |y; ψ), we can maximize the likelihood function with respect to ψ. The importance sampling method provides the means for a feasible estimation algorithm.
Estimation of the factors
Once an ML estimator is available for ψ, the estimation of f can take place, also based on importance sampling. We have
After some minor algebra, it can be shown that the estimation of E(f |y; ψ) via importance sampling can be achieved bỹ
where k is from k = 1 to M .
Decomposition of mixed measurement variation
Once the model is estimated, we would like to assess which share of variation in mixedmeasurement exponential family data is captured by different sets of latent factors. To this purpose we rely on reductions in a standard measure of 'distance', or divergence, between two distributions. The Kullback-Leibler (KL) divergence
measures the difference in terms of expected information between two log-densities log f µ 1 and log f µ 2 . These densities are specified by competing parameter vectors µ 1 and µ 2 , respectively. We refer to Hastie (1987) and Vos (1991) Model f max provides the maximum possible fit. This is achieved when each observation is captured by its own dummy variable, i.e., there are as many parameters as observations.
While useless for practical purposes, this unrestricted model provides the best fit. The amount of potentially recoverable information in the data is given by KL(µ 0 , µ max ).
As an example used in Section 4, different model specifications will imply different default rates and default rate volatility for each combination of industry sector and rating class. For example, model-implied default probabilities (multiplied by number of trials) may be stacked in µ 0 , µ 1 , ... The KL divergence KL(µ 0 , µ 1 ), when scaled by the potentially recoverable information KL(µ 0 , µ max ), is a measure of the incremental explanatory power of factors f 1 compared to factors f 0 . We refer to Cameron and Windmeijer (1997) , who use this approach to derive related R-squared measures for exponential family regression models. These Rsquared statistics coincide with the familiar R-squared measure in case of Gaussian data, but also apply to all other exponential family data. Using the same approach, we define
., as the share of variation explained by factors in
Modeling systematic credit risk
In this section we introduce an integrated empirical model specification that captures three major sources of systematic default risk. We then apply the model to recent mixed default and macroeconomic data, and report the major empirical findings.
A joint model for default and macro risk
We seek to model the joint variation of discrete, non-Gaussian default counts y jt , j = 1, . . . , J with a large number of continuous, Gaussian business cycle and financial time series data
x it , i = 1, . . . , N . All data is stacked, and subject to common macroeconomic factors.
We distinguish three sets of risk factors, denoted f c t , f d t , and f i t . Factors f c t capture shared business cycle dynamics in macroeconomic data and default counts. Therefore, factors f c t are common to all data. Frailty factors f d t are common to default data y t , and independent of observed macroeconomic data by construction. These factors cause default clustering above and beyond what is implied by macroeconomic and financial data. Third, firms from the same industry are exposed to common sector-specific dynamics. These may arise as a result of default contagion through up-and downstream business links. Latent industry sector dynamics are captured by factors f i t . Counts y jt denote the total number of defaults of firms with a certain characteristic j, such as industry sector and current rating class, during time (t, t + 1]. These defaults depend on the corresponding number of such firms at risk, k jt . We model y jt as binomial conditional on all risk factors. For the economic intuition behind the binomial mixture model, see e.g. McNeil, Frey, and Embrechts (2005, Chapter 9 ). After conditioning, y jt may be interpreted as the number of default 'successes' in k jt independent Bernoulli trials with time varying default probability π jt = [1 + e −θ jt ] −1 . The logistic transform ensures that π jt is in the unit interval. Other transforms are also possible.
The macroeconomic time series x t are modeled as Gaussian with time-varying mean µ it due to exposure to common macroeconomic factors f c t .
Signals θ jt can be interpreted as log-odds of time varying event probabilities. The log-odds vary over time due to variation in systematic risk factors. The signals are specified as
where vectors β j , γ j , and δ j contain factor loadings associated with risk factors f c t , f d t , and f i t , respectively. Loadings β i refer to Gaussian data. Finally, latent factor dynamics are given by
where ( † ) refers to either (c), (d), (i), and coefficient matrix Φ † is diagonal with coefficients in the unit interval. This allows for positive serial correlation in the risk factors. The restriction Σ † = I − Φ † Φ † implies that factor loadings β j , γ j , and δ j can be interpreted as the respective factor standard deviations (volatilities) for firms in cross section j.
The model (9) to (14) is a mixed measurement dynamic factor model as outlined in Section 2. The general results for parameter and factor estimation can be applied as a result.
Major empirical results
We fit the model to quarterly default and exposure counts obtained from the Moody's research database. We focus on defaults from 1971Q1 to 2008Q4. We distinguish d = 1, . . . , 7 broad industry groups, i.e., financials and insurance; transportation; media, hotels, and leisure; utilities and energy; industrials; technology; and retail and consumer products. We further consider s = 1, . . . , 4 rating groups, i.e., investment grade Aaa−Baa, and speculative grade groups Ba, B, Caa−C. Pooling over investment grade firms is necessary since defaults are rare for this segment.
[Insert Figure 2 around here]
Macroeconomic and financial data is obtained from the St. Louis Fed online database FRED, see Table 1 for a listing of macroeconomic and financial data. This data enters the analysis in the form of annual growth rates, see Figure 3 for time series plots.
[Insert Table 1 around here]
[Insert Figure 3 around here]
Parameter estimates for the default counts can be observed from Table 2 . Estimated coefficients in the first column combine to fixed effects for each cross-section, according to λ 0,j = λ 0 + λ 1,d j + λ 2,s j . The common intercept λ 0 is thus adjusted by specific coefficients indicating industry sector and rating group, respectively. The two middle columns report the dynamics (φ) and factor loadings β associated with four common factors f c t . Loading coefficients differ across rating groups, and tend to be higher for investment grade firms. This is in accord with the notion that financially healthy firms are more sensitive to business cycle risk, see e.g. Basel Committee on Banking Supervision (2004).
[Insert Table 2 around here] Factor loadings γ and δ associated respectively with one frailty factor f d t and six orthogonal industry factors f i t are given in the last column of Table 2 . The frailty risk factor f d t is, by construction, common to all firms but unrelated to the included macroeconomic data.
Frailty risk is found to be economically large for all firms, but particularly pronounced for speculative grade firms. Industry sector loadings are highest for the financial, transportation, and energy sector. These industry level default rates are not well captured by common risk factors.
[Insert Figure 4 around here]
Estimated factors f c t show clear business cycle dynamics, see Figure 4 . The factors are ordered from the top left to bottom right according to their share of explained variation for the macro and financial data listed in Table 1. [Insert Figure 5 around here] Figure 5 indicates that the first two common factors in Figure 4 load mostly from labor market, production, and interest rate data. The factors from bottom panels load mostly from survey sentiment indicators and price level data. In total, the four factors capture an average of 24.7%, 22.4%, 11.0%, and 8.0% of the variation in the macro data panel. The range of explained variation in macro and financial data ranges from about 30% (S&P 500 index returns, fuel prices) to more than 90% (unemployment rate, average weekly hours index, total non-farm payrolls). At the same time, all common factors f c t tend to load more into default probabilities of firms rated investment grade rather than speculative grade, see Table 2 .
[Insert Figure 6 around here] Industry factors f i t reveal pronounced deviations of sector-specific dynamics from shared variation. For example, we observe industry-specific default stress for financial firms during the US savings and loan crises from 1986-1990, and the current crisis in 2007-09. Similarly, we observe considerably higher default stress for the technology sector following the 2000/01 asset bubble bust, or for the transportation industry following the 9/11 attack.
Total default risk: a decomposition
In this subsection we use reductions in the estimated Kullback-Leibler divergence to assess which share of default rate volatility is captured by an increasing set of systematic risk factors. Earlier literature on default modeling in the presence of explanatory variables does not really address this issue.
While systematic risk is explicitly captured through latent factors, unsystematic risk is modeled by the conditionally binomial distributional assumption. We define four risk shares with respect to the business cycle, frailty, industry-specific, and idiosyncratic component of total risk as follows
where µ 0 are the observation means implied by a model with intercept terms only, signals µ † are implied by a model specification with factors common to all data, (c), common factors and a default-specific frailty factor, (c,d), common, frailty, and industry factors, (c,d,i) .
Maximum model fit is given by µ max = y.
[Insert Table 3 around here] Default dynamics differ considerably across industries. For example, firms from the energy, utilities, or transportation sector are less affected by common macroeconomic and frailty risk. These industries require an industry-specific factor to capture sectoral dynamics.
We also find that firms rated speculative grade do not appear to have less systematic default risk than firms rated investment grade. The lower sensitivity towards macroeconomic risk for the latter group is offset by a higher sensitivity to latent frailty risk. 
Implications for risk management practise
Most default risk models employed in risk management practise rely on the assumption of conditionally independent defaults, or doubly stochastic default times. At the same time, most models do not allow for unobserved (frailty) risk factors and intra-industry (contagion) dynamics to capture excess default clustering. As reported in Section 4, the latter two sources account for about 45% of systematic default risk. In this section we explore the consequences for portfolio credit risk management of leaving out either source of default clustering. This is of vital interest to practitioners and banking supervision.
The frailty factor
The frailty factor captures about 20% of the common variation in default rates at the industry and rating level, see Section 4. The presence of a frailty factor may increase default rate volatility compared to a model without latent dynamics. As a result it may shift the portfolio credit loss distribution towards more extreme values. This would increase the capital buffers prescribed by the model. To explore this issue we conduct the following stylized credit risk experiment.
Case: A financial institution extends short-term loans to all Moody's rated US firms. Loans are extended at the beginning of each quarter during 1981Q1 and 2008Q4 at no interest. A non-defaulting loan is re-extended after three months.
In case of a default only 20% of the principal is recovered. The loan exposure to each firm at time t is given by j k jt −1 such that the total credit portfolio value is 1$ at all times. The institution uses the reduced form model of Section 3 to set its capital buffers against future losses at a high percentile of the predictive loss distribution. Future risk factor realizations need to be forecast out of sample.
Forecasting is based on a Kalman filter prediction step, using information up to time t only.
The above situation is stylized in many regards. Nevertheless, it allows us to investigate the importance of macroeconomic, frailty-, and sector-specific dynamics for the out-of-sample risk management of a diversified loan portfolio.
[Insert Figure 8 around here]
The top left graph of Figure 8 Portfolio credit loss distributions for actual portfolios are known to be skewed to the right, and to exhibit irregular behavior in the right tail. Flat segments or bi-modality can arise due to the discontinuity in payoffs in case of default. These qualitative features are also found in the first panel.
Comparing the loss distributions in the top panels suggests that common variation with macro data may not be sufficient to reproduce the thick right-hand tail implied by actual default data. An additional frailty factor shifts probability mass into the right tail. The loss distribution implied by the full model is closest to the actual distribution. The full econometric model therefore appears able to reproduce the positive skewness, excess kurtosis, and the irregular shape in the right tail. Industry-specific variation in default rates may cancel to some extent in a diversified portfolio. This may explain the slight difference between the bottom two graphs.
[Insert Figure 9 around here] Figure 9 allows to investigate the model fit to the time variation in aggregate US default rates. We here distinguish four specifications with (a) no factors, (b) f c
Industry specific risk dynamics
We found that industry-specific variation accounts for about 25% of default rate volatility at the rating and industry level, see Section 4. Industry-specific factors capture the differential impact of each crisis on a given sector. For example, banking specific default stress has been high before and during the 1991 and 2008 recessions, but negligible during the 2001 recession. And while the 2007-09 crisis is particularly stressful for firms from the financial, manufacturing, and media, hotels, and leisure sector, it is relatively benign on the technology, energy, and transportation sectors. While industry factors are important to fit industryspecific defaults rate, the bottom graphs of Figure 9 also indicate that industry-specific developments average out in the cross-section to some extend, and as a result may matter less from a portfolio perspective.
[Insert Figure 10 around here]
A concrete example may be most helpful to see how macro, frailty, and industry-specific dynamics combine to capture industry-level variation in default rates. Figure 10 compares the model-implied quarterly default rates for a Ba-rated financial firm with the observed fractions for all financial firms. We distinguish three model specifications, i.e., common variation with macro data only, macro and frailty dynamics, and macro, frailty, and industryspecific factors. Common variation of defaults with macroeconomic and financial data implies substantial time-variation in implied default rates. For example, implied default rates in bad times are about five times higher than in good years. The frailty factor captures the general pattern that defaults are higher before and during the 1991 and 2001 recession than implied by macro data alone, see Figure 6 . Only the first effect is also true for the banking sector. The industry factor corrects the common dynamics to captures the sector-specific stress during the years of banking crises 1986-1990, and 2007-09 . It also adjusts sector default rates to the observed low rates during the 2001 recession. Accurate default rates at the industry level are of importance mainly for short term loan pricing, counterparty risk management, and in the presence of industry concentrations in the loan portfolio.
Conclusion
This paper introduces a novel econometric framework -the mixed measurement dynamic factor model -for the joint modeling of discrete default counts and continuous macroeconomic and financial data. Dynamic factors may be common to mixed measurement observations to capture shared variation, or specific to subsets of data to capture frailty and industry-specific dynamics.
In the new framework we decompose total default rate variability into its latent constituents using reductions in the estimated Kullback-Leibler divergence. We distinguish business cycle, default-specific (frailty), and industry-level dynamics, and explore their contribution to observed default clustering. We find that shared macroeconomic variation accounts for the largest part of default rate volatility at the industry and rating class level.
While less important on average, frailty and industry-specific risk is important during times of crisis, and to match observed default rates at the industry level.
Shephard, N. and M. K. Pitt (1997) The graph shows how reductions in the estimated KL divergence are used to decompose the total variation in non-Gaussian default counts into risk shares corresponding to increasing sets of latent factors.
Figure 2: Clustering in default data
The top graph plots (i) the total number of defaults in the Moody's database j y jt , (ii) the total number of exposures j k jt , and (iii) the aggregate default rate for all Moody's rated US firms, j y jt / j k jt . The bottom graph plots time series of default fractions y jt /k jt over time. We distinguish four broad rating groups, i.e., Aaa − Baa, Ba, B, and Caa − C, where each plot contains 12 time series of industry-specific default fractions.
Figure 3: Macroeconomic and financial time series data
The graph contains times series plots of yearly growth rates in macroeconomic and financial data. For a listing of the data we refer to Table 1 . The top graph shows the estimated frailty risk factor, which is assumed common to all default counts. The second graph plots six industry-specific risk factors along with asymptotic standard error bands at a 0.05 significance level. High risk factor values imply higher expected default rates. 1972.5 1975.0 1977.5 1980.0 1982.5 1985.0 1987.5 1990.0 1992.5 1995.0 1997.5 
