We investigate the large λ behavior of σ ((p − λA) 2 ) when the zero set of B = dA has a non-empty interior. With certain technical hypotheses we show that if either B is bounded away from zero for large |x| or periodic and certain quotients of standard homology groups are finite rank, then σ((p − λA) 2 ) approaches a quasi-periodic orbit in the space of subsets of [0, ∞).
Introduction
We consider the Schrödinger operator
where p = −i∇, A(x) is the vector potential (which we assume as smooth as necessaryat least in C 1 ), and B = dA is the vector potential. (Here we think of A as a 1-form,
A(x) = j A j (x)dx j .) The strength of the field is measured by the coupling constant λ. We are interested in the limiting behavior of H(λ), or rather its resolvent, as λ → ∞. In recent papers ([HH1] , [HH2] ), Hempel and Herbst studied [N] ), Nakamura studied the rate of approach of the resolvent (H(λ) + 1) −1 to a limit in order to learn about the limiting behavior of σ (H(λ) ).
The condition that there exists a gauge A such that |M \ M A | = 0 is a topological condition. We will mostly be interested in situations where this condition is violated. We will show that in many situations of interest, the unitary equivalence class, U λ , of H(λ) approaches a periodic or almost periodic orbit in the space of such classes as λ → ∞. In particular this is true of the various unitary invariants of H(λ), including the spectrum, σ (H(λ) ).
In the remainder of this section we formulate a particularly simple result in dimension two. For this purpose we introduce a metric in the space of closed subsets of C. 
Let d( · ,
·
d(σ(A), σ(B)) ≤ A − B .
For a proof, see Appendix A.
The notion of convergence provided by the metric d( · , · ) is too restrictive for our purposes. Closeness of σ(A) and σ (B) in this metric means that these spectra look nearly the same uniformly on all parts of the real axis, a situation not guaranteed by norm resolvent convergence. (It is, however, guaranteed for self-adjoint A and B if sup λ∈R (λ + i − A) −1 − (λ + i − B) −1 is small; see Appendix A.) We will use the resolvent to define the convergence of spectra for unbounded self-adjoint operators.
In this paper we will be dealing with closed subsets, σ, of [0, ∞) . If σ and η are two such subsets, we introduce the metric
where (σ + 1) −1 = {(x + 1) −1 : x ∈ σ}. It is easy to see that
All of our notions of convergence and closeness of spectra will be with respect to thed metric. Thus if A n and A are non-negative, self-adjoint operators,
This type of convergence is discussed further in Appendix A.
We now discuss conditions we will impose on the set M . (See [HZ] and references therein for most of the following material.)
Let P ⊂ R n be measurable and definẽ
where we use the notation
Here P c = R n \ P . Let 1 P be the indicator function of the set P . The sequence of operators {−∆ + m1 P c } ∞ m=1 converges in the strong resolvent sense:
where −∆ P is a self-adjoint operator with form domainW 1,2 (P ). There is a measurable set Q ⊂ P so that the closure ofW
Q) and thus the direct sum decomposition in (1.1) is with respect to the decomposition
(Ω) and ∆ M = ∆ Ω . We will almost always assumẽ Let P x be the probability measure for Brownian motion
the first exit time of Brownian motion from P . Then, if we assume |∂M | = 0, (1.2) holds if and only if
A sufficient condition for (1.3) is that the set
is polar. (The set {x : P x (τΩ > 0) = 1} is the set of irregular points for (Ω) c . A Borel set P is polar if P x (X(t) ∈ P for some t > 0) = 0 for all x ∈ R N . See [PS] for material on this subject.)
If we already know (1.2) for each connected component Ω j of Ω, then one approach to proving (1.2) for Ω = j Ω j is to show
Conditions for (1.4) are given in Appendix C. We remark that if an open set D satisfies the segment condition, then ( [HZ] )
Before stating a simple result in dimension two we recall the definition of quasiperiodicity: a function f of a real variable is quasi-periodic if for some N ≥ 1 there exists a function g of N real variables, periodic with period 1 in each variable, and real numbers ω 1 , . . . , ω N such that
The notation H 1 (Ω; Z) = H 1 (Ω) indicates the first homology group of Ω (1-cycles/ boundaries) with integer coefficients. 
In addition:
This theorem is a corollary of Theorem 3.4. The plan of the rest of this paper is as follows: Section 2, Convergence: An operator family {K(λ)} is defined (roughly speaking K(λ) is H(λ) with Dirichlet boundary conditions on ∂M ). It is shown that in two favorable situations, (H(λ) 
Section 3, Topology and quasi-periodicity: If either B = dA is bounded away from zero for large |x| or B is periodic, and if certain quotients of standard homology groups are finitely generated, it is shown that f (λ) = σ(K(λ)) is quasi-periodic.
Appendix A, The Hausdorff distance between spectra: The meaning of convergence of spectra is discussed and continuity of σ(K(λ)) as a function of λ is proved. 
Convergence
In this section, after carefully defining the relevant operators, we show that there is an operator family {K(λ)} associated with the set M so that in certain interesting cases (H(λ) 
The function f (λ) of Theorem 1.2 will later be defined as σ(K(λ)).
We suppose A j ∈ C 2 (R n ), j = 1, 2, . . . , n and define the self-adjoint operator
by giving the associated closed quadratic form:
with form domain
and define the associated quadratic form
It follows that K(0) = −∆ M , an operator already defined in Section 1. We first give some conditions which guarantee norm resolvent convergence.
Lemma 2.1 Suppose there is a sequence of open sets
Proof. This is essentially proved in [HH1] so we leave out some details. The estimate in (i) gives (H(λ) + 1)
Thus from (ii), (H(λ) + 1)
It follows that we can choose
which implies (using the resolvent equation) that
But using the Feynman-Kac-Ito formula we obtain
and thus by (iii),
We now give two interesting conditions on the geometry of B, each of which guarantees that the conditions of Lemma 2.1 are fulfilled.
Theorem 2.2 Suppose
and
Note: If n = 2, and |B(x)| ≥ c > 0 for |x| large, the rest of (i) is automatic.
Proof. Again, much of the proof is given in [HH1] so we only provide a sketch. In case (i), the first step is to find a sequence of open sets G m ↑ M c so that for any > 0 there is a λ( ) with
In addition, we require that G c m is compact. If G is a compact subset of M c , it is easy to show using the inequality H(λ) ≥ λB ij (x) of [AHS] (see Appendix B) and a partition of unity, that
for some positive constants c G and d G . From Appendix B, it follows that for some positive constants c 1 and d 1 and R large enough,
where B R is the ball of radius R centered at the origin. By choosing an appropriate sequence of G's and adding (2.1) and (2.2), we easily obtain open
In the periodic case we will produce a sequence G m ↑ M c such that each G m is invariant under translation by the periods of B( · ) (which we assume for simplicity are given by the lattice Z n ). Let C 0 be the open cube of side 2, centered at the origin and suppose x 0 ∈ C 0 ∩ M c . Then there exists an r > 0 and a pair (i, j) so that for
It follows that for some β, β > 0, 
and for a ∈ Z n write Γ a = 1 2 C 0 + a. It is clear that for some k > 0, 
for each a ∈ Z n . But we obtain this easily from the strong convergence E m s → 0, D m s → 0 and a compactness argument (see [HH1] ).
In the periodic case, if |b − a| ≤ r,
The convergence again follows from the strong convergence E m
and a compactness argument. 2
We state the following corollary of the proofs of Lemma 2.1 and Theorem 2.2 which will be of use in Appendix A:
Topology and quasi-periodicity
In this section we suppose
. We consider the operator K(λ) defined in Section 2. Our assumptions make the computation of the operator η
Then it is easy to see that Γ is R n -valued and in C ∞ (Ω).
Lemma 3.1 With the assumptions and notations above
and form domain equal to the closure of
We omit the easy proof. Note that while dΓ = 0, it is certainly not always true that Γ = dφ. (Take e iθ = η on Ω = R 2 \ {x : |x| ≤ 1}.) But we have γ Γ = 2π (integer), for any smooth 1-cycle in Ω.
(3.1) (We will only work with smooth chains but this will not affect the relevant homology or cohomology groups. See [B] .) To prove (3.1), note that γ is homologous to a sum of loops so we can assume γ is a loop; γ :
In a small ball around any point in Ω, we can choose a branch of the logarithm so that iΓ = d(log η). Let γ t,s = γ| [t, s] . Then for small |t − s|,
which shows e i γ Γ = 1. This proves (3.1).
We use this circle of ideas to give a simple proof of a theorem of Helffer ([H] , Theorem 7.2.1.1).
Proposition 3.2 SupposeΩ is compact along with our standing assumptions for this section. Then E(1) = inf σ(K(1)) ≥ inf σ(−∆ Ω ) = E(0) with equality if and only if
γ A = 2π(integer) for every 1-cycle in Ω, in which case A = − idη η , for some η ∈ C ∞ (Ω) with |η(x)| = 1. If E(λ) = inf σ(K(λ)) = E(0) for λ 1 and λ 2 ∈ R \ {0} with λ 1 /λ 2 irrational, then A = dφ for some φ ∈ C ∞ (Ω).
Proof:
The inequality E(λ) ≥ E(0) is the well-known diamagnetic inequality [CFKS] . IfΩ is compact, the resolvents of K(λ) are compact for all λ so the bottom of the spectrum is an eigenvalue. Suppose K(λ)ψ λ = E(λ)ψ λ with ψ λ = 1 and ψ 0 > 0. Then by the diamagnetic inequality
is non-degenerate. By elliptic regularity, ψ 1 and ψ 0 are in C ∞ (Ω) and thus so is
With Γ = −idη/η we obtain
It follows that Γ(x) = A(x) for all x ∈ Ω, and by (3.1),
Conversely, if this is true we can define
in each component of Ω by choosing some point and a path γ x from that point to x. η is well defined, and in fact,
, then from what we have proved above, λ j γ A = 2π(integer), for each j and each 1-cycle γ in Ω. If λ 1 /λ 2 is irrational, this implies γ A = 0, for each 1-cycle γ in Ω,
It is clear from what we have seen so far that the topology of Ω is important for certain qualitative features of the spectrum of K(λ). We denote by H 1 (Ω; R) the first homology group of Ω with coefficients from the ring R.
For our purposes one of the natural groups to consider is
where The next best thing to being zero is being finitely generated. 
or (ii) B(x) is periodic in each variable.

Then there is a continuous quasi-periodic function
f : R → {closed subsets of [0, ∞)} such that (a)d(f (λ), σ(H(λ))) → 0 as λ → ∞; (b) if H B
(Ω; Z) has one generator, then f is periodic; (c) ifΩ is compact, then f is constant
Proof: Since H B 1 (Ω; Z) is finitely generated and has no torsion we can write
where γ = [γ] + N B , and Z γ j is the infinite cyclic group generated by γ j . Let P be the projection P :
(Ω; Z) given by P[γ] = γ and define
Here n j ∈ Z for j = 1, 2, . . . , N. λ 1 ∈ Hom(H B 1 (Ω; Z); R) (Hom indicates homomorphism), and thus λ 1 • P ∈ Hom(H 1 (Ω; Z); R). According to de Rham's theorem ( [B] , [Fl] ) there exists a C ∞ 1-form A 1 with dA 1 = 0 so that for any 1-cycle γ in Ω,
Since λ 1 (0) = 0, it follows that
If γ is any 1-cycle in Ω, we can write
This means that
and therefore
i.e., the integral of A 1 over any 1-cycle is 2π(integer). Proceeding similarly for j ≥ 2, we find C ∞ 1-forms A j with dA j = 0 such that
γ A k = 2π(integer) for any 1-cycle γ in Ω. 
Consider the 1-form A appearing in H(λ). When restricted to Ω we have
A.
We see that
. . , γ N and thus for all 1-cycles γ in Ω. It follows that
where T (ξ 1 , . . . , ξ N ) is the self-adjoint operator with quadratic form
and form domain equal to the closure of C ∞ 0 (Ω) in the norm
We let
where in each connected component of Ω, γ x is a path starting from a fixed point and ending at x. Since γ A j = 2π(integer) for each 1-cycle γ in Ω, η j is well defined and smooth. As in Lemma 3.1,
so that g is periodic with period 1 in each variable. Similarly, after a gauge transformation implemented by e iλφ , we obtain
Thus we define
and note that f is quasi-periodic. It follows from Theorem 2.2 and Lemma 1.1 that
This proves part (a) of the theorem. Note that if H 1 (Ω; Z)/N B has one generator, then N = 1 above, so f is periodic. This is part (b). Part (c) is a corollary of Theorem 3.3. Finally, the continuity of f is proved in Proposition A.4 of Appendix A. 2 Theorem 3.4 singles out the quotient H B 1 (Ω; Z) = H 1 (Ω; Z)/N B which is natural for our problem. In the periodic case it is interesting to ask for a result which depends only on the topology of Ω and not our particular magnetic field B (except that B is zero in Ω). For any C ∞ periodic, closed 2-form F on R n which vanishes in Ω we can define
where the intersection is over all C ∞ , Z n -periodic, closed 2-forms F on R n which vanish on Ω clearly depends only on the open set Ω ⊂ R n . But since this group may be difficult to analyze, we give a sufficient condition for H 1 (Ω; Z)/N Ω (and thus H B 1 (Ω; Z)) to be finitely generated which only involves familiar topological notions.
We first introduce some additional notation. Let π : R n → R n /Z n be the natural projection onto the n-torus T n . Letπ be its restriction to Ω and denote π(Ω) =Ω ⊂ T n . For a k-chain µ in R n , π • µ will denote the k-chain in T n defined by linearity from its natural meaning on (smooth) singular k-simplexes. Similarly π * will denote the induced action on homology. Similar definitions hold forπ • µ andπ * .
Let Tor 1 (Ω) = Torsion subgroup of H 1 (Ω; Z) and kerπ * the kernel of the map π * : H 1 (Ω; Z) → H 1 (Ω; Z). Similarly, let imπ * be the image of this map.
For 0 < m ∈ Z, let
Note that if we define T m as the m-torsion of imπ * ,
Theorem 3.5 If any of the groups
is finitely generated, then so is
To prove Theorem 3.5, we will make use of the following lemma:
Sinceπ is a covering map, we can liftc to a 2-chain c in Ω satisfyingπ • c =c. This gives π • (mγ − ∂c) = 0. Since mγ − ∂c is a 1-cycle in R n and H 1 (R n ; Z) = 0, we can find a 2-chain µ in R n with mγ − ∂c = ∂µ, and π
Since the rank of H 2 (T n ; Z) = n(n − 1)/2, we can find a basis [c i ]; i = 1, . . . , n(n − 1)/2 for this group and thus integers n j so that
whered is a 3-chain in T n . The totality of possible integer combinations j n jcj formed in this way is a subgroup G
is a subgroup of a free abelian group of rank n(n − 1)/2 it is also free abelian and of rank ≤ n(n − 1)/2. We let {ẽ j : j = 1, . . . , N}, (N ≤ n(n − 1)/2), be a basis, and rewrite π • µ in terms of this basis:
We can find [γ j ] ∈ K m , so that this process results inẽ j . In other words,
If F is a (smooth) closed periodic 2-form in R n which vanishes in Ω and A F is a smooth 1-form in R n with dA F = F , then
. The first equality above follows from Stokes' theorem and the fact that h is a 2-chain in Ω. The lemma follows if we note that we can use [γ j 
Proof of Theorem 3.5: Let J = Tor 1 (Ω) + K m and suppose H 1 (Ω; Z)/J has genera-
. Then we can find integers m j so that
. By Lemma 3.6 there are integers n j and [ξ ] ∈ N Ω so that
It follows that
which proves that if H 1 (Ω; Z)/J has finite rank, so does H 1 (Ω; Z)/N Ω . The group im π * in (ii) is isomorphic to H 1 (Ω; Z)/ kerπ * = H 1 (Ω; Z)/K 1 , and thus if imπ * is finitely generated so is H 1 (Ω; Z)/(Tor 1 (Ω) + K 1 ). Finally, imπ * is a subgroup of H 1 (Ω; Z) and since a subgroup of a finitely generated abelian group is finitely generated, if the group in (iii) has finite rank so does the group in (ii).
2
We remark that if
then K ⊃ Tor 1 (Ω) and H 1 (Ω; Z)/K is isomorphic to imπ * /Torsion(imπ * ). It would be interesting to know whether the condition that this group be finite rank is sufficient for H 1 (Ω; Z)/N Ω to be finite rank.
Appendix A: The Hausdorff distance between spectra
In this appendix we examine the Hausdorff distance between the spectra of two operators.
Lemma A.1 Let A and B be normal operators on a Hilbert space H. Then d(σ(A), σ(B)) ≤ A − B . (If A − B is not a bounded operator, we set
Proof. From the spectral theorem it follows that
so that for any φ ∈ D(A) with φ = 1 we have
We can assume (B) such that φ = 1 and
It follows that sup
z∈σ (B) 
d(z, σ(A)) ≤ A − B .
A similar inequality with A and B reversed proves the result. 2
We are mostly interested in closed unbounded subsets of [0, ∞) which occur as the spectra of non-negative, unbounded, self-adjoint operators, and thus we have introduced the metric
With the d metric, two spectra can be close even if they differ significantly at high spectral parameter. To understand the meaning of the statement d(σ n , σ) → 0, we introduce two conditions.
Condition 1:
Given λ 0 ∈ σ, there is λ n ∈ σ n with λ n → λ 0 .
Proof. Assuming λ ∈ σ (B) , choose φ ∈ D (B) with φ = 1, and (λ − B)φ < as in the proof of Lemma A.1.
so that for any > 0,
A similar result holds with A replaced by B, and thus the lemma is proved.
It clearly follows that if A n , A are self-adjoint and
Finally, let us apply Lemmas A.1 and A.2 to prove the continuity of the spectra of H(λ) and K(λ) in certain situations (the operator K(λ) is defined in Section 2).
Proposition A.4 Suppose A ∈ C
2 (R n ) and B = dA is bounded along with its first derivatives. Then the function t → σ (H(t) (H m 
It follows by a simple argument that if σ (H m (t) ) is continuous for each m ∈ Z, then σ(K(t)) is also continuous. To prove the continuity of σ(H m (t)) we assume t → t 0 as → ∞ and show that σ ≡ σ (H m 
We do this by proving that Conditions 1 and 2 introduced above are satisfied. To prove Condition 1 is satisfied, it is enough to show that H m (t ) converges to H m (t 0 ) in the strong resolvent sense. For if λ 0 ∈ σ, then for > 0, (H m 
and if we have strong resolvent convergence,
It follows that for large enough ,
and thus we can find λ ∈ σ with λ → λ 0 .
To prove the strong convergence we use the Feynman-Kac-Ito formula
where
is clearly finite almost surely and hence for −tHm(s) is strongly continuous in s. This proves that the resolvent is also strongly continuous.
To prove that Condition 2 is satisfied, we appeal to [I] . Here it is shown (in particular) that Condition 2 is satisfied if B is bounded along with all first partial derivatives. Thus the continuity of t → σ (H(t) ), and t → σ(K(t)) are proved when B is bounded. We need to prove the continuity of t → σ(K(t)) when M is compact. Instead of considering H m (t) where B = dA may be unbounded near infinity, we choose η ∈ C ∞ 0 (R n ) with 0 ≤ η ≤ 1, and η = 1 in a neighborhood of M . If instead of A we consider A η = ηA and the resulting operator
(see Corollary 2.3) so that it is enough to know that the spectrum of H m,η (t) is continuous in t for each m ∈ Z. But the magnetic field dA η is C 1 with compact support. The proof now proceeds as before. 2
Appendix B: Lower Bounds for H(λ)
, and
The quantity
gives a measure of the "twisting" of a non-zero magnetic field. The main result of this appendix is the following:
Here B t is the open ball of radius t centered at zero, and B c t is its complement.
We will use the elementary
Here β is the norm of β as an operator on C n . The inequality in (B. 2) is an equality if n = 2 or 3.
Proof. Since (iβ) * = iβ, and det(λ − β) = det(λ + β), β has an orthonormal basis of eigenvectors, with pure imaginary eigenvalues λ α appearing in complex conjugate pairs (except possibly for zero eigenvalues). It follows that
In dimension 2 or 3 there are at most two non-zero eigenvalues, equal in magnitude, so that the last inequality above is an equality. 2 We will also need the following (slight) generalization of a result of [AHS] :
Choose |x 0 | ≥ R + s, and let
If we assume in addition to
Thus under these conditions
We use the well-known formula
and integrate over x 0 to obtain
We estimate
Proof: (C.1) holds if and only if for each f ∈ L 2 (R n ) and each t > 0,
for all f ∈ L 2 (R n ) and all t > 0. The first equation is true for a.e. x ∈ O 1 and all f ∈ L 2 (R n ) if and only if
for all t > 0. (C.3) is in turn true for each t > 0 if and only if
then by countable additivity and continuity of paths
for some rational t and r with t > r > 0. The Markov property implies that for x ∈ O 1 ,
and thus we can write
where g is a bounded, non-negative function. Since the kernel Q O 1 (x, y; t) of e t∆ O 1 can be taken continuous for x, y ∈ O 1 (see [PS] , p. 36), and since ∂O 1 has measure zero we see (using Fatou's lemma) that Proof: For the n = 2 statement, see [PS] , p. 20-21 and for n > 2 see [F] . 
