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1. Introduction
The Lie conformal algebra structure is an axiomatic description of the operator product
expansion of chiral fields in conformal field theory. On one hand, the theory of Lie conformal
algebras provides a classification of formal distribution Lie algebras. One the other hand, it
is an adequate tool for the study of infinite-dimensional Lie algebras satisfying the locality
property. At present, the structure theory and representation theory of finite Lie conformal
algebras have been well developed [3–5]. One of the fundamental works is the classification
of finite simple Lie conformal algebras. It was proved in [5] that a finite simple Lie confor-
mal algebra is isomorphic to either the Virasoro conformal algebra, or a current conformal
algebra. Besides, the cohomology theory for Lie conformal algebras was developed in [1] and
further studied in [6].
Since the rank of a Lie conformal algebra may not suppose to be finite, it is natural
and necessary to study the infinite rank Lie conformal algebras. However, the theory of
infinite rank Lie conformal algebras is far from being well developed. The most important
example of simple object is the general Lie conformal algebra gcN , which plays the same
role as the general Lie algebra glN does in the theory of Lie algebras. Partially due to this
importance, gcN has been deeply studied from different viewpoints. For example, the finite
irreducible conformal modules over gcN were classified by Kac, Radul and Wakimoto, see
also [2, 9]; the finite growth modules over subalgebras of gcN containing Virasoro conformal
subalgebras were classified in [2]; certain low dimensional cohomologies of gcN were computed
in [10]. Recent years, some infinite rank loop ∗-Virasoro type Lie conformal algebras were
constructed and studied, such as the loop Virasoro type [15], Heisenberg-Virasoro type [7]
and Schro¨dinger-Virasoro type [8].
More recently, in [13], the authors introduced another class of infinite rank Lie conformal
algebras B(p), whose annihilation algebras have close relation with the Lie algebras B(q) of
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Block type [11, 16]. Particularly, they obtained that a finite irreducible conformal module
over B(p) admits a nontrivial extension of a finite conformal module over Virasoro conformal
subalgebra if p = −1. In this paper, we focus on the structure theory of B(p). Specifically,
we shall determine the conformal derivations, the conformal biderivations and certain second
cohomologies of B(p), respectively.
This paper is organized as follows. In Section 2, we recall some definitions on Lie confor-
mal algebra and some properties of B(p). Then, in Sections 3 and 4, we study the conformal
derivations and the conformal biderivations of B(p), respectively. In particular, we show
that there exist non-inner conformal derivations (see Theorem 3.1) and non-inner conformal
biderivations (see Theorem 4.6) if and only if p is a negative integer. Finally, in Section 5, we
compute the second cohomologies of B(p) with coefficients in its trivial module C (see The-
orem 5.5), and certain finite irreducible conformal modules (see Theorem 5.6), respectively.
Again, our results indicate that B(p) with a negative parameter p is essentially different
from those with other parameters, and among these B(p), the case with q = −1 is the most
distinctive one.
Throughout this paper, we denote by Z, Z+ and Z− the sets of integers, non-negative
integers and negative integers, respectively. Let C[∂] be the ring of polynomials in the
indeterminate ∂.
2. Preliminaries
In this section, we first recall some definitions related to Lie conformal algebra. Then we
recall the Lie conformal algebra B(p) and its some properties. For more details, the reader
can refer to [5, 13] and the references therein.
Definition 2.1. A Lie conformal algebra is a C[∂]-module R, endowed with a λ-bracket,
that is a C-linear map R⊗R→ C[λ]⊗R, denoted by a⊗ b 7→ [aλb], satisfying the following
properties
[∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb] (conformal sesquilinearity),
[aλb] = −[b−λ−∂a] (skew−commutativity),
[aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]] (Jacobi identity),
for any a, b, c ∈ R. If there exists a finite generating subset S ⊂ R such that S generates R
as a C[∂]-module, then we call that R is a finite rank Lie conformal algebra. Otherwise, it
is called infinite.
What we mainly consider in this paper is a class of infinite Lie conformal algebrasB(p) =
⊕i∈Z+C[∂]Li with p being a nonzero complex number, satisfying the following λ-brackets:
[Li λLj] = ((i+ p)∂ + (i+ j + 2p)λ)Li+j .
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The Lie conformal algebra B(p) contains a Lie conformal subalgebra
V ir = spanC[∂]{p
−1L0},
which is isomorphic to the Virasoro Lie conformal algebra [5]. Moreover, if p is a negative
integer, then B(p) has another Lie conformal subalgebra
HV = spanC[∂]{p
−1L0, L−p},
which is isomorphic to Heisenberg-Virasoro conformal algebra [17]. In particular, the case
B(1) is a maximal subalgebra of the associated graded conformal algebra grgc1 of the filtered
algebra gc1 [14]. Besides, for any integer n ≥ 1, B(−n) contains a series of finite Lie
conformal quotient algebras (see [13], Section 2.2).
Definition 2.2. The annihilation algebra A(R) of a Lie conformal algebra R is a Lie algebra
with C-basis {a(n) | a ∈ R, n ∈ Z
+} and relations
[a(m), b(n)] =
∑
k∈Z+
(
m
k
)
(a(k)b)(m+n−k), (∂a)(n) = −na(n−1),
where a(k)b is called the k-product, given by [aλb] =
∑
k∈Z+
λk
k!
a(k)b.
Recall from [13] that the annihilation algebra A(B(p)) of B(p) is spanned by {Li,m | i ∈
Z+, m ∈ Z≥−1} with relations
[Li,m, Lj,n] = ((j + p)(m+ 1)− (i+ p)(n+ 1))Li+j,m+n.
The Lie algebra A(B(p)) is related to the Lie algebra B(q) of Block type [11,12], Hence, this
Lie conformal algebra B(p) is called a Lie conformal algebra of Block type [13].
3. Conformal derivations of B(p)
Recall [5] that a C-linear map Dλ : B(p) → B(p)[λ] is called a conformal derivation of
B(p) if
Dλ(∂a) = (∂ + λ)(Dλa),
Dλ[aµb] = [(Dλa)λ+µb] + [aµ(Dλb)],
for any a, b ∈ B(p). Denote by Der(B(p)) the space of all conformal derivations. For any
a ∈ B(p), one can define a conformal derivation (ada)λ of B(p) by
(ada)λb = [aλb], b ∈ R.
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All derivations of this kind are called inner. Denoted by Inn(B(p)) the space of all inner
derivations.
Let Dλ ∈ Der(B(p)). Suppose that
Dλ(L0) =
∑
j∈Z+
aj(λ, ∂)Lj
for some aj(λ, ∂) ∈ C[λ, ∂].
Next, we shall discuss the coefficients aj(λ, ∂).
By applying Dλ to [L0µL0] = p(∂ + 2µ)L0 and considering the coefficients of Lj , we can
obtain
p(∂ + λ+ 2µ)aj(λ, ∂)
= ((j + p)∂ + (j + 2p)(λ+ µ))aj(λ,−λ− µ) + (p∂ + (j + 2p)µ)aj(λ, ∂ + µ).
(3.1)
Set aj(λ, ∂) =
∑m
k=0 cj,k(λ)∂
k with cj,m(λ) 6= 0, where cj,k(λ) ∈ C[λ]. Assume that m > 1.
Then comparing the coefficients of ∂m in (3.1), one can get (pλ − (j + mp)µ)cj,m(λ) = 0,
which gives cj,m(λ) = 0 since p 6= 0. This contradicts with our assumption. Thus, one
can set aj(λ, ∂) = cj,0(λ) + cj,1(λ)∂. By substituting this into the equation (3.1) and then
comparing the coefficients of ∂, we can obtain
(j + p)cj,0(λ) = (j + 2p)λcj,1(λ). (3.2)
(1) The case p /∈ Z−.
In this case, from (3.2), we have cj,0(λ) =
j+2p
j+p
λcj,1(λ). Thus aj(λ, ∂) = (∂+
j+2p
j+p
λ)cj,1(λ).
Setting βj =
cj,1(−∂)
j+p
Lj , then we can check that (adβj)λ(L0) = aj(λ, ∂). Hence, by taking
γ =
∑
j∈Z+ βj and letting D¯λ = Dλ − (adγ)λ, we can obtain
D¯λ(L0) = 0. (3.3)
Now, by using D¯λ(L0) = 0 and applying D¯λ to [L0 µLj ] = (p∂ + (j + 2p)µ)Lj with j > 0,
one has
[L0 µD¯λ(Lj)] = (p(∂ + λ) + (j + 2p)µ)D¯λ(Lj). (3.4)
Set D¯λ(Lj) =
∑
k∈Z+ ej,k(λ, ∂)Lk with ej,k ∈ C[λ, ∂]. Then considering the coefficients of Lk
in (3.4), one has
(p∂ + (k + 2p)µ)ej,k(λ, ∂ + µ) = (p(∂ + λ) + (j + 2p)µ)ej,k(λ, ∂).
Taking µ = 0 in the above equation, we have pλej,k(λ, ∂) = 0. Since p 6= 0, we have
ej,k(λ, ∂) = 0 for any k ∈ Z
+ and 0 6= j ∈ Z+. Thus D¯λ(Lj) = 0 for 0 6= j ∈ Z
+. This
4
togethers with (3.3) gives D¯λ(Lj) = 0 for any j ∈ Z
+, namely,
Dλ(Lj) = (adγ)λ(Lj), j ∈ Z
+. (3.5)
(2) The case p ∈ Z−.
In this case, it follows from (3.2) and p 6= 0 that c−p,1(λ) = 0. Thus, there exists
some c(λ) ∈ C[λ] such that a−p(λ, ∂) = c(λ). Denote by γ¯ =
∑
−p 6=j∈Z+ βj, where βj =
cj,1(−∂)
j+p
Lj . Then, from the same arguments as in Case (1), we can get D¯λ(L0) = c(λ)L−p,
where D¯λ = Dλ−(adγ¯)λ. Let g(λ) = c(λ)−c(0), then g(λ) divided by λ. Thus, from setting
γ˜ = p−1g(−∂)(−∂)−1L−p, we can get
(D˜λ(L0) = cL−p, (3.6)
where D˜λ = D¯λ − (adγ˜)λ, c = c(0). Now, set D˜λ(Lj) =
∑
l∈Z+ dj,l(λ, ∂)Ll with dj,l ∈ C[λ, ∂]
and j > 0. Then, by applying D˜λ to [L0 µLj ] = (p∂ + (j + 2p)µ)Lj and comparing the
coefficients of Ll, one has
(p(∂ + λ) + (j + 2p)µ)dj,l(λ, ∂)
= δl,−p+jc(j + p)(λ+ µ) + (p∂ + (l + 2p)µ)dj,l(λ, ∂ + µ).
From discussions in Case (1), we get dj,l = 0 for l 6= −p + j. Now assume that l = −p + j.
Then, taking l = −p + j and µ = 0, we can get dj,−p+j(λ, ∂) = cp
−1(j + p). Thus, we
obtain D˜λ(Lj) = cp
−1(j + p)L−p+j with j > 0. Combining this with (3.6), we get D˜λ(Lj) =
cp−1(j + p)L−p+j for any j ∈ Z
+. Now, Define a C-linear map Dpλ as follows:
Dpλ(Lj) = (j + p)L−p+j, j ∈ Z
+, p ∈ Z−. (3.7)
One can check that Dpλ is a non-inner conformal derivation of B(p). Thus, we obtain
Dλ(Lj) = (ad(γ¯ + γ˜))λ(Lj) + p
−1cDpλ(Lj), j ∈ Z
+, p ∈ Z−. (3.8)
Hence, from (3.5) and (3.8), the following theorem is immediate.
Theorem 3.1. Denote by Der(B(p)) the space of all conformal derivations, Inn(B(p)) the
space of all inner derivations. Let Dpλ be as those given in (3.7). We have
Der(B(p)) =
{
Inn(B(p)) if p /∈ Z−,
Inn(B(p))⊕ CDpλ if p ∈ Z
−.
Remark 3.2. From Theorem 3.1, we see that the Heisenberg-Virasoro conformal algebra
HV has a non-inner conformal derivation Dpλ defined as in (3.7).
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4. Conformal biderivations of B(p)
In the section, we shall study the conformal biderivations of B(p). First we list some
definitions introduced in [6, 18].
Definition 4.1. A C-bilinear map φλ : B(p)×B(p)→ B(p)[λ] is called a conformal bilinear
map of B(p) if
φλ(∂x, y) = −λφλ(x, y), φλ(x, ∂y) = (∂ + λ)φλ(x, y). (4.1)
Furthermore, we call φλ skew-symmetric if
φλ(x, y) = −φ−∂−λ(y, x). (4.2)
Remark 4.2. Recall Section 2.2 in [6] that a conformal C-bilinear is a 2-λ-bracket on B(p)
with coefficients in B(p), satisfying skew-symmetric.
Definition 4.3. A conformal C-bilinear map dλ of B(p) is a conformal biderivation of B(p)
if dλ is skew-symmetric and satisfies the relation
dλ(x, [yµz]) = [(dλ(x, y))λ+µz] + [yµ(dλ(x, z))].
One can see that if dλ is a conformal biderivation, then dλ(x, ·) is a conformal derivation
of B(p). From [18], we get that if dλ is a biderivation, then the identity
[(dµ(x, y))µ+γ[uλv]] = [[xµy]µ+γdλ(u, v)] (4.3)
holds for any x, y, u, v ∈ B(p).
Fix a complex number c and consider the map dcλ : R× R→ R[λ] defined by
dcλ(x, y) = c[xλy]. (4.4)
Then, one can immediately see that dcλ is a conformal biderivation. We call the conformal
biderivation dcλ the inner conformal biderivation.
Let dλ be a conformal biderivation of B(p), then one can set
dλ(Li, Lj) =
∑
k∈Z+
fki,j(∂, λ)Lk (4.5)
for some fki,j(∂, λ) ∈ C[∂, λ].
In the following parts of this section, we shall describe the coefficients fki,j(∂, λ).
Letting x = Li, y = Lj , u = Lm, v = Ln in (4.3), we have
(m(∂ + µ+ γ) + (m+ n)λ)
∑
k∈Z+
(k∂ + (m+ n+ k)(µ+ γ))fki,j(−µ− γ, µ)Lk+m+n
=(jµ− iγ)
∑
k∈Z+
(i+ j∂ + (i+ j + k)(µ+ γ))fkm,n(∂ + µ+ γ, λ)Lk+i+j,
(4.6)
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where x = x+ p, x ∈ {i, j,m, n, i+ j, k}
Letting m = i, n = j and comparing the coefficients of Lk+i+j , we have
(i(∂ + µ+ γ) + (i+ j)λ)(k∂ + (i+ j + k)(µ+ γ))fki,j(−µ− γ, µ)
= (jµ− iγ)(i+ j∂ + (i+ j + k)(µ+ γ))fki,j(∂ + µ+ γ, λ).
(4.7)
Lemma 4.4. If p > 0, there exists some c ∈ C such that
dλ(Li, Lj) = d
c
λ(Li, Lj)
for any i, j ∈ Z+.
Proof. By considering the power of ∂ in (4.7), one can set fki,j(∂, λ) = c
k,0
i,j (λ) + c
k,1
i,j (λ)∂.
Using this in (4.7) and comparing the coefficients of ∂2, we have
i(ck,0i,j (µ)− (µ+ γ)c
k,1
i,j (µ))k = (jµ− iγ)c
k,1
i,j (λ)i+ j. (4.8)
By comparing the coefficients of γ in (4.8), we have
kck,1i,j (µ) = i+ jc
k,1
i,j (λ). (4.9)
Then ck,1i,j (µ) = c
k,1
i,j (λ) for k = i+ j, which forces c
k,1
i,j (µ) ∈ C. Thus we can write c
k,1
i,j instead
of ck,1i,j (µ). Using this in (4.8), we have c
k,0
i,j (µ) = (i)
−1(i + j)ck,1i,j µ. If k 6= i + j, then from
(4.9), we have ck,1i,j (µ) = 0. Together this with (4.8), we get c
k,0
i,j (µ) = 0. Hence, we can set
fki,j(∂, µ) = δk,i+jci,j(i∂ + (i+ j)µ) (4.10)
for any k ∈ Z+, where ci,j = (¯i)
−1ck,1i,j ∈ C.
Letting m = n = 0 in (4.6) and using (4.10), one can get
(∂ + µ+ γ + 2λ)(jµ− iγ)((i+ j∂ + (i+ j)(µ+ γ))(ci,j − c0,0) = 0. (4.11)
Taking µ = −γ in (4.11), we have
(i+ j)i+ j(ci,j − c0,0)(∂
2 + 2∂λ)γ = 0, (4.12)
which gives ci,j = c0,0 since p > 0. Thus, one can set f
k
i,j(∂, µ) = δk,i+jc(i∂ + (i + j)µ) for
any i, j ∈ Z+, where c = c0,0. Hence, the lemma follows from (4.5).
Lemma 4.5. If p < 0, then there exists some c¯ ∈ C such that
dλ(Li, Lj) = (1− δi+j,−p)d
c¯
λ(Li, Lj)
for any i, j ∈ Z+.
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Proof. We consider the identities (4.7) from four cases.
(1) i 6= 0, i+ j 6= 0. If k 6= 0, then considering the coefficients of ∂ in (4.7) and using the
same argument as in Lemma 4.4, we can obtain the equations (4.10)–(4.12). For i + j 6= 0,
one can get ci,j = c0,0 from (4.12). For i + j = 0, by taking µ = 0 in (4.11), we have
i(∂ + γ + 2λ)i+ j(ci,j − c0,0)γ∂ = 0, which forces ci,j = c0,0. Thus dλ(Li, Lj) = d
c¯
λ(Li, Lj),
where c¯ = c0,0. If k = 0, then considering the power of ∂ in (4.7), one can set f
−p
i,j (∂, λ) =
c−pi,j (λ) for some c
−p
i,j (λ) ∈ C[λ]. Using this in (4.7) and comparing the coefficients of γ
2,
we have i(c−pi,j (µ) + c
−p
i,j (λ))i+ j = 0, which forces c
−p
i,j (λ) = 0 since i, i+ j 6= 0. This gives
f−pi,j (∂, λ) = 0. Thus, in this case we have
dλ(Li, Lj) = d
c¯
λ(Li, Lj), i 6= −p, i+ j 6= −p. (4.13)
for some c¯ ∈ C and any i, j ∈ Z+.
(2) i 6= 0, i+ j = 0. In this case, if k 6= 0, then from (4.7), one can set fki,j(∂, λ) =
ek,0i,j (λ) + e
k,1
i,j (λ)∂ + e
k,2
i,j (λ)∂
2. Using this in (4.7), we can get
(i∂¯ + pλ)∂¯(ek,0i,j (µ) + e
k,1
i,j (µ)(−µ− γ) + e
k,2
i,j (µ)(−µ− γ)
2)
= (jµ− iγ)(µ+ γ)(ek,0i,j (λ) + e
k,1
i,j (λ)∂¯ + e
k,2
i,j (λ)∂¯
2)
(4.14)
where ∂¯ = ∂ + µ + γ. Then comparing the coefficients of γ4 in the above equation, we
can get i¯k¯(ek,2i,j (µ) + e
k,2
i,j (λ) = 0, which forces e
k,2
i,j (λ) = 0 since i¯k¯ 6= 0. Using this and
comparing the coefficients of γ3 in (4.14), we can set ek,1i,j (µ) = e
k,1
i,j ∈ C, substituting into
(4.14) and comparing the coefficients of ∂2, one can deduce ek,1i,j = e
k,0
i,j (µ) = 0. Thus we
have fki,j(∂, λ) = δk,−pf
−p
i,j (∂, λ). By using this in (4.6) and take m = n = 0, we can get
(∂ + µ+ γ + 2λ)f−pi,j (−µ− γ, µ)(µ+ γ) = 0, which forces f
−p
i,j (∂, µ) = 0. Thus, f
k
i,j(∂, λ) = 0
for any i, j, k ∈ Z+, namely,
dλ(Li, Lj) = 0, i 6= −p, i+ j = −p. (4.15)
(3) i = 0, j 6= 0. In this case, letting µ = −γ in (4.7) and using j 6= 0, one can obtain
jµfk−p,j(∂, λ) = kλf
k
−p,j(0, µ). (4.16)
Assume that j 6= 0. If k = 0, then f−p−p,j(∂, λ) = 0 from (4.16). If k 6= 0, then from (4.16),
we can safely set fk−p,j(∂, λ) = δk,−p+jd−p,jλ for some d−p,j ∈ C. This together with taking
i = m = −p in (4.6), then considering the coefficients of ∂, we have j((n + p)d−p,j − (j +
8
p)d−p,n)λµ = 0 for any 0 6= n ∈ Z
+, which gives d−p,j = c˜(j + p) for some c˜ ∈ C since j 6= 0.
Hence,
fk−p,j(∂, λ) = δk,−p+j c˜(j + p)λ. (4.17)
Now, by taking i = −p, m = −p + 1 in (4.6) and using (4.10) and (4.17), then comparing
the coefficients of ∂2, we have j(j + p)(c¯− c˜)µ = 0 for any 0 6= j ∈ Z+, which forces c˜ = c¯.
Now suppose that j = 0. Since dλ(L0, L−p) = 0 by (4.15), we have dλ(L−p, L0) = 0. Thus,
in this case we have
dλ(L−p, Lj) = (1− δ−p+j,−p)d
c¯
λ(L−p, Lj), (4.18)
for any j ∈ Z+, where c¯ is defined in (4.13).
(4) i = 0, j = 0. By using [L−pλL−p] = 0 in (4.3), we get dλ(L−p, L−p) is in the center of
[B(p)λB(p)]. Thus we have
dλ(L−p, L−p) = 0. (4.19)
Hence, the lemma holds from (4.13), (4.15), (4.18) and (4.19).
The following theorem follows immediately from Lemmas 4.4 and 4.5.
Theorem 4.6. Let dλ be a conformal biderivation of B(p) with 0 6= p ∈ C. We have
(1) If p /∈ Z−, then dλ is an inner conformal biderivation.
(2) If p ∈ Z−, then, for any i, j ∈ Z+, there exists c ∈ C such that
dλ(Li, Lj) = (1− δi+j,−p)d
c
λ(Li, Lj).
where dcλ is defined in (4.4). Note that p
−1L0 generates the Virasoro conformal algebra.
Thus, every conformal biderivation on the Virasoro Lie conformal algebra is inner. Besides,
if dλ is a conformal biderivation of HV, then
dλ(L0, L0) = c[L0λL0], dλ(L0, L−p) = dλ(L−p, L−p) = 0.
5. Second Cohomologies of B(p)
First, let us recall some definitions from [6].
Definition 5.1. Let A and M be a C[∂]-modules, and denote by ∂M the action ∂ on M . A
2-λ-bracket on A with coefficients in M is a C-linear map
c : A⊗ A → C[λ]⊗M,
a⊗ b 7→ {aλb}c,
satisfying the following conditions:
{∂aλb}c = −λ{aλb}c, {aλ∂b}c = (λ+ ∂
M ){aλb}c (sesquilinearity), (5.1)
{bλa}c = −{a−λ−∂M b}c (skew−symmetry). (5.2)
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Denote by C2(A,M) the space of all 2-λ-brackets on A with coefficients in M . Recall
from [6] that there is a differential d on the space C2(A,M), and the equation dc = 0 can
be written as follows:
aλ{bµz}c − bµ{aλz}c + z−λ−µ−∂M{aλb}c
+ {aλ[bµz]}c − {bµ[aλz]}c + {z−λ−µ−∂M [aλb]}c = 0,
(5.3)
for every a, b, z ∈ A.
Let φ : A → M be a C[∂]-module homomorphism. Then it follows from [6] that exact
elements c = dφ are of the form
{aλb}dφ = aλφ(b)− b−λ−∂Mφ(a)− φ([aλb]). (5.4)
Hence, the second cohomology can be defined as follows.
H2(A,M) = {c : A⊗ A→ C[λ]⊗M |(5.1)−(5.3) hold}/{c of the form (5.4)}. (5.5)
We say that the elements of H2(A,M) are 2-cocycles, and call c ∈ H2(A,M) is trivial if
there exists some dφ defined in (5.4) such that c = dφ.
Definition 5.2. A module over a Lie conformal algebra A is a C[∂]-module M , endowed
with a λ-action, that is a C-linear map A⊗M → C[λ]⊗M , denoted by a⊗m 7→ aλm, such
that for any a, b ∈ A, m ∈M ,
(∂a)λm = −λaλm, aλ(∂m) = (∂ + λ)aλm,
aλ(bµm)− bµ(aλm) = [aλb]λ+µm.
LetM be a nontrivial free conformal module of rank one over B(p). One can see that the
one-dimensional vector space C can be regarded as a module (called a trivial module) over
B(p) with the action of ∂,Li being zero. Recall from [13] that there are some ∆, α, β ∈ C
such that
(1) If p 6= −1, then M ∼= M∆,α, where
M∆,α = C[∂]v, L0λv = p(∂ +∆λ + α)v, Liλv = 0, i ≥ 1.
(2) If p = −1, then M ∼= M∆,α,β, where
M∆,α,β = C[∂]w, L0λw = −(∂ +∆λ+ α)w, L1λw = βw, Liλw = 0, i ≥ 2.
Furthermore, the module M∆,α (resp., M∆,α,β) is irreducible if and only if ∆ 6= 0 (resp.,
∆ 6= 0 or β 6= 0).
In the following sections, we shall study the second cohomologiesH2(B(p),C),H2(B(p),M∆,α)
with p 6= −1 and H2(B(−1),M∆,α,β) for α 6= 0, respectively.
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5.1. Second Cohomology of B(p) with trivial coefficients
In this section, we shall compute the second cohomology H2(B(p),C), where ∂, Li (i ∈
Z+) act by zero on C.
Assume that c ∈ C2(B(p),C) be a 2-λ-bracket. Since ∂ acts by zero on C, we can write
(5.3) and (5.4) as follows:
{aλ[bµz]}c − {bµ[aλz]}c + {z −λ−µ[aλb]}c = 0, (5.6)
{aλb}dφ = −φ([aλb]). (5.7)
Then, replacing a, b, c by Li, Lj , Lk in (5.6), respectively, we have
{Li λ[Lj µLk]}c − {Lj µ[Li λLk]}c + {Lk −λ−µ[Li λLj ]}c = 0,
which gives
((j + p)λ+ (j + k + 2p)µ){Li λLj+k}c − ((i+ p)µ+ (i+ k + 2p)λ){Lj µLi+k}c
= ((j + p)λ− (i+ p)µ){Li+j λ+µLk}c.
(5.8)
Lemma 5.3. If p > 0, then replacing c with c + dφ, we can get
{Lj λLk}c = δj+k,0aλ
3, j, k ∈ Z+,
where a ∈ C and dφ is as in (5.7).
Proof. Define a C[∂]-module homomorphism φ : B(p)→ C by the formula
φ(Li) = (i+ 2p)
−1 d
dλ
{L0 λLi}c|λ=0, i ∈ Z
+.
Since {L0 λLi}dφ = −λ(
d
d λ
{L0 λLi}c|λ=0) by (5.7), replacing c with c+ dφ, we have
d
dλ
{L0 λLi}c¯|λ=0 = 0, i ∈ Z
+. (5.9)
Letting i = 0 and taking the derivative of both sides of (5.8) with respect to λ, we get
(j + p){L0 λLj+k}c + ((j + p)λ+ (j + k + 2p)µ)
d
dλ
{L0 λLj+k}c − (k + 2p){Lj µLk}c
= (j + p){Lj λ+µLk}c + ((j + p)λ− pµ)
∂
∂λ
{Lj λ+µLk}c.
(5.10)
Note that {L0 0Lk}dφ = 0. Thus, by letting i = j = λ = 0 in (5.8) and using p > 0, one can
deduce {L0 0Lk}c = 0 for all k ∈ Z
+. Thus, taking λ = 0 in (5.10) and using (5.9), we have
(j + k + 3p){Lj µLk}c = pµ
∂
∂λ
{Lj λ+µLk}c|λ=0, j, k ∈ Z
+. (5.11)
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Set {Lj µLk}c =
∑m
l=0 hl(j, k)µ
l ∈ C[µ]. Assume that m ≥ 3. Then from the above equation,
we can get
(j + k + 3p)h0(j, k) +
m∑
l=1
(j + k + (3− l)p)hl(j, k)µ
l = 0, j, k ∈ Z+, (5.12)
which gives
h0(j, k) = h1(j, k) = h2(j, k) = 0, (5.13)
(j + k + (3− l)p)hl(j, k) = 0, 3 ≤ l ≤ m. (5.14)
Fix j and k. If j+k = 0, then (5.13) and (5.14) imply that {L0 λL0}c = h3(0, 0)µ
3. Now, let
j + k 6= 0. Assume that (l0 − 3)p = j + k for some 4 ≤ l0 ≤ m. Then, it follows from (5.13)
and (5.14) that {Lj λLk}c = δj+k,(l0−3)phl0(j, k)µ
l0 . Then, letting i = 0 and j + k = (l0 − 3)p
in (5.8), we have
((j + p)λ+ (l0 − 1)pµ){L0 λL(l0−3)p}c − (pµ+ (k + 2p)λ)hl0(j, k)µ
l0
= ((j + p)λ− pµ)hl0(j, k)(λ+ µ)
l0.
By considering the coefficients of λ2µl0−1 and λ3µl0−2 in the above equation, we get (2j +
(3− l0)p)hl0(j, k) = 0 and (3j+(5− l0)p)hl0(j, k) = 0, respectively, which forces hl0(j, k) = 0
for any j + k > 0. Hence, the proof follows by setting a = h3(0, 0).
Now we assume that p < 0.
Letting k = 0 in (5.8), one has
((j + p)λ+ (j + 2p)µ){Li λLj}c − ((i+ p)µ+ (i+ 2p)λ){Lj µLi}c
= ((i+ p)µ− (j + p)λ){L0 −λ−µLi+j}c.
(5.15)
On the other hand, by taking i = j = 0 in (5.8), we have
(pλ+ (k + 2p)µ){L0 λLk}c − (pµ+ (k + 2p)λ){L0 µLk}c = p(λ− µ){L0 λ+µLk}c. (5.16)
Set {L0 λLk}c =
∑n
i=0 gi(k)λ
i ∈ C[λ] with gn(k) 6= 0. If n > 3, then considering the
coefficients of λn in (5.16), we have
(
(n − 3)p − k
)
gn(k) = 0, which forces gn(k) = 0 since
n > 3. Thus, we can set {L0 λLk}c = g0(k) + g1(k)λ + g2(k)λ
2 + g3(k)λ
3. By substituting
this into (5.16) and then considering the power of λ, one can deduce
{L0 λLk}c = δk,−2pg0(k) + g1(k)λ+ δk,−pg2(k)λ
2 + δk,0g3(k)λ
3. (5.17)
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Lemma 5.4. Let p < 0. For any i, j ∈ Z+ and some a1, a2, a3, b ∈ C, we have
{Li λLj}c = δi+j,0a1λ
3 + δi+j,−2p(a2(j + p) + a3λ), j 6= 1 if p = −1,
{L1 λL1}c = bλ if p = −1.
Proof. We consider three cases.
(1) The case p /∈ Z−, 2p /∈ Z−.
From (5.17) that {L0 λLk}c = g1(k)λ + δk,0g3(k)λ
3. Now, define a C[∂]-linear map φ :
B(p)→ C,
φ(Lk) = (k + 2p)
−1g1(k),
for any k ∈ Z+. Then replacing c by c + dφ, one can set
{L0 λLk}c = δk,0g3(0)λ
3, k ∈ Z+. (5.18)
Assume that i+ j 6= 0. Then using (5.18) in (5.15), we have
((j + p)λ+ (j + 2p)µ){Li λLj}c + ((i+ p)µ+ (i+ 2p)λ){Li −µLj}c = 0. (5.19)
Since p, 2p /∈ Z−, by considering the power of λ in the above equation, we can set {Li λLj}c =
f(i, j) ∈ C. Thus, it follows from (5.19) that (i+ j + 3p)f(i, j) = 0, which gives
{Li λLj}c = δi+j,−3pf(i, j), i+ j 6= 0. (5.20)
Suppose that 3p ∈ Z−. Set p˜ = −3p− 1. Then by taking i = 1 and k = p˜− j ≥ 0 in (5.8),
we can get
(j + p)(f(j + 1, p˜− j)− f(j,−3p− j)− f(1, p˜)) = 0, 0 ≤ j ≤ p˜,
Note that p /∈ Z−. Thus from the above identities that f(j+1, p˜− j) = (j+1)f(1, p˜), which
implies f(1, p˜) = −(3p)−1f(−3p, 0). Thus, f(1, p˜) = 0 since f(−3p, 0) = −{L0 −λL−3p}c = 0
by (5.18). Hence, f(i, j) = f((i − 1) + 1, p˜ − (i − 1)) = if(1, p˜) = 0 for any i + j = −3p
with i 6= 0. Combing this with (5.18) and (5.20), we have {Li λLj}c = δi+j,0a1λ
3, where
a1 = g3(0).
(2) The case p /∈ Z−, 2p ∈ Z−.
It follows from (5.17) that
{L0 λLk}c = δk,−2pg0(k) + g1(k)λ+ δk,0g3(k)λ
3.
Define a C[∂]-linear map φ : B(p)→ C as follows:
φ(Lk) = (k + 2p)
−1g1(k) for k 6= −2p, φ(L−2p) = 0. (5.21)
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Then, replacing c by c+ dφ, one can set
{L0 λLk}c = 0, k 6= 0,−2p, {L0 λL0}c = g3(0)λ
3,
{L0 λL−2p}c = g0(−2p) + g1(−2p)λ.
(5.22)
If i+ j 6= −2p, 0, then from (5.15), we can get (5.19). Thus, if i 6= −2p, then from (5.19),
we also get {Li λLj}c ∈ C since p /∈ Z
−. Using this in (5.19), we have (i+j+3p){Li λLj}c = 0.
Since p /∈ Z− but 2p ∈ Z−, we have 3p /∈ Z−. Thus, in case i 6= −2p, we get {Li λLj}c = 0.
For i = −2p, by taking i = −2p in (5.19), we immediately get {L−2p λLj}c = 0. Thus, we
obtain {Li λLj}c = 0 for i+ j 6= −2p.
If i+ j = −2p, then from (5.15) and (5.22), we can get
((j + p)λ+ (j + 2p)µ){L−2p−j λLj}c − ((j + p)µ+ jλ){L−2p−j −µLj}c
= −(j + p)(µ+ λ)(g0(−2p)− g1(−2p)(λ+ µ)),
(5.23)
Note that p /∈ Z−. Thus, by considering the power of λ in above equation, one can easily
deduce {L−2p−j λLj}c = a2(j + p) + a3λ, where a2 = −p
−1g0(−2p), a3 = g1(−2p).
(3) The case p ∈ Z−.
Recall the result in (5.17),
{L0 λLk}c = δk,−2pg0(k) + g1(k)λ+ δk,−pg2(k)λ
2 + δk,0g3(k)λ
3. (5.24)
Define φ as those given in (5.21). Then, replacing c by c+ dφ, one can set
{L0 λLk}c = 0, k 6= 0,−p,−2p, {L0 λL−2p}c = g0(−2p) + g1(−2p)λ,
{L0 λL−p}c = g2(−p)λ
2, {L0 λL0}c = g3(0)λ
3. (5.25)
(i) Case i + j = −2p. If j 6= −p, then from (5.23), we can get {L−2p−j λLj}c = a2(j +
p) + a3λ. If j = −p, then i = −p. Thus, taking j = −p in (5.23), one can easily deduce
{L−p λL−p}c = bλ for some b ∈ C. Now, setting i = −p and k = −p − 1 in (5.8), then
comparing the coefficients of λ2, we can get (p + 1)(b − a3) = 0, which gives b = a3 for
p 6= −1. Thus, for any j ∈ Z+, we get
{L−2p−j λLj}c = a2(j + p) + a3λ, j 6= 1 if p = −1, (5.26)
{L1 λL1}c = bλ if p = −1.
(ii) Case i+ j = −p. In this case, from (5.15) that
((j + p)λ+ (j + 2p)µ){L−p−j λLj}c − (jµ+ (j − p)λ){L−p−j−µLj}c
= −g2(−p)(jµ+ (j + p)λ)(λ+ µ)
2.
(5.27)
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By considering the power of λ in the above equation, we can set {L−p−j λLj}c = h0(j) +
h1(j)λ + h2(j)λ
2. Using this in (5.27), we can deduce h0(j) = h2(j) = h2(j) = g2(−p) = 0.
Thus, {Li λLj}c = 0 for any i+ j = −p.
(iii) Case i+ j = 0. It follows from (5.24) that {L0 λL0}c = a1λ
3, where a1 = g3(0).
(iv) Case i + j 6= −2p,−p, 0. In this case, we also have (5.19). Thus, If j 6= −p and
i 6= −2p, then we can get (5.20), which gives {Li λLj}c = 0. One the other hand, using
(5.19), one can easily deduce {Li λLj}c = 0 for j = −p and i 6= −2p, or j 6= −p and i = −2p,
respectively. Besides, by taking j = −p and i = −2p in (5.15), we can get {L−2p λL−p}c ∈ C.
Combing this with setting j = −p, k = −2p− i, i = 1 and 2 in (5.8), respectively, one can
check that (1 + p){L−2p λL−p}c = (2 + p){L−2p λL−p}c = 0, which forces {L−2p λL−p}c = 0.
This completes the proof.
The following statements follow from straightforward verifications.
(1) For any 0 6= p ∈ C, the 2-λ-bracket α defined by
{Li λLi}α = δi+j,0λ
3 (5.28)
is a nontrivial 2-cocycle.
(2) If 2p ∈ Z−, then the following 2-λ-brackets β, β˜ and β¯ defined by (all other terms are
vanishing)
{Li λLj}β = δi+j,−2p(j + p), {L1 λL1}β˜ = λ if p = −1, (5.29)
{Li λLj}β¯ = δi+j,−2pλ, j 6= 1 if p = −1. (5.30)
are three nontrivial 2-cocycles.
Theorem 5.5. Let α, β, β¯ and β˜ be as in (5.28)–(5.30). We have
H2(B(p),C) =


Cα if 2p /∈ Z−,
Cα⊕ Cβ ⊕ Cβ¯ if 2p ∈ Z−, p 6= −1,
Cα⊕ Cβ ⊕ Cβ¯ ⊕ Cβ˜ if p = −1.
Proof. Let c be an element of H2(B(p),C). Then from the Lemmas 5.3 and 5.4 that there
exist some a, a1, a2, a3, b ∈ C such that
(1) If 2p /∈ Z−, then {Lj λLk}c = δj+k,0aλ
3 for any i, j ∈ Z+, namely, c = aα.
(2) If 2p ∈ Z− with p 6= −1, then {Li λLj}c = δi+j,0a1λ
3 + δi+j,−2p(a2(j + p) + a3λ) for
any i, j ∈ Z+, which imply c = a1α + a2β + a3β¯.
(3) If p = −1, then (all other terms are vanishing)
{L0 λL0}c = a1µ
3, {L0 λL2}c = −{L2 −λL0}c = a2 + a3λ, {L1 λL1}c = bλ,
which give c = a1α + a2β + a3β¯ + bβ˜. This completes the proof.
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5.2. Second cohomology of B(p) (resp.,B(−1)) with coefficients in M∆,α(resp.,M∆,α,β)
In this section, we only consider the case α 6= 0.
Assume that p 6= −1. Take c ∈ C2(B(p),M∆,α) and suppose that {Li λLj}c = fi,j(∂, λ)v ∈
C[λ] ⊗M∆,α. Then by taking a = L0, λ = 0, b = Lj and z = Lk with jk 6= 0 in (5.3), re-
spectively, we have
pαfj,k(∂, µ) = −((j + p)∂ + (j + k + 2p)µ)f0,j+k(∂, 0), j, k > 0. (5.31)
Letting a = b = z = L0 and λ = 0 in (5.3), one has
αf0,0(∂, µ) = (∂ +∆µ+ α)f0,0(∂ + µ, 0)
−(∂ +∆(−µ − ∂M ) + α)f0,0(−µ, 0)− (∂ + 2µ)f0,0(∂, 0))
(5.32)
Letting a = b = L0, z = Lk with k 6= 0 and λ = 0 in (5.3), one can obtain
pαf0,k(∂, µ) = p(∂ +∆µ + α)f0,k(∂ + µ, 0)− (p∂ + (k + 2p)µ)f0,k(∂, 0) (5.33)
Note that fk,0(∂, µ) = −f0,k(∂,−µ − ∂). Now, define a C[∂]-linear map φ from B(p) to
M∆,α = C[∂]v as φ(Li) = αp
−1f0,i(∂, 0)v. Then replacing c by c−dφ and using (5.31)–(5.33),
one can obtain that {Li λLj}c = 0 for any i, j ∈ Z
+. Thus, we get H2(B(p),M∆,α) = 0.
Next, we study the second cohomology of B(−1) with coefficients in M∆,α,β.
Let c¯ ∈ C2(B(−1),M∆,α,β) and set {Li λLj}c¯ = gi,j(∂, λ)v ∈ C[λ]⊗M∆,α,β. Then taking
a = b = L0, z = L1 and λ = 0 in (5.3), we have
αg0,1(∂, µ) = (∂ +∆µ + α)g0,1(∂ + µ, 0)− g0,0(−µ, 0)β + (∂ + µ)g0,1(∂, 0). (5.34)
Letting a = L1, b = L0, z = Lk with k 6= 0, 1 and µ = 0 in (5.3), we have
αg1,k(∂, λ) = g0,k(∂ + λ, 0)β − (k − 1)λg0,k+1(∂, 0), k 6= 0, 1. (5.35)
Using g1,0(−λ, λ) = −g0,1(−λ, 0), taking a = z = L1, b = L0 and µ = 0 in (5.3), we have
αg1,1(∂, λ) = β(g0,1(∂ + λ, 0)− g0,1(−λ, 0)). (5.36)
Define a C[∂]-linear map ϕ from B(−1) to M∆α,β = C[∂]v as ϕ(Li) = α
−1g0,i(∂, 0)v.
Note that gi,j(∂, λ) also satisfy the identities (5.31)–(5.33) for i, j > 1. These together
with (5.34)–(5.36) imply that {Li λLj}c¯ = {Li λLj}dϕ for any i, j ∈ Z
+. Hence, we have
H2(B(−1),M∆,α,β) = 0.
The following theorem is immediate.
Theorem 5.6. There is no non-trivial second cohomology of B(p)(p 6= −1)(resp.,B(−1))
with coefficients in M∆,α(resp.,M∆,α,β) for α 6= 0.
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