Abstract. Motivated by consensus control of networked systems with communication latency and randomly switching topologies, this paper studies stochastic approximation (SA) algorithms for systems with time delays and randomly switching dynamics. To accommodate realistic time delay systems, our formulation of the discrete-time systems does not impose bounds on delays when the sampling intervals become small. The switching dynamics are modeled as a finite-state Markov chain. The transition probability matrix of the Markov chain contains a small parameter, termed the transition frequency parameter, while the SA algorithm defines its updating speed by another small parameter called the adaptation stepsize. The interplay of the two parameters introduces multiscale system dynamics, whose interaction with time delay further complicates system analysis. Using weak convergence methods, convergence of the algorithm is obtained. The limit behavior of the scaled estimation errors is also analyzed. It is shown that, depending on relative scales between the transition frequency and adaptation stepsize, the SA algorithms demonstrate fundamentally different asymptotic behaviors. Such behaviors are rigorously characterized and illustrated by simulation.
1. Introduction. Motivated by consensus control of networked systems with communication latency and randomly switching topologies, this paper studies stochastic approximation (SA) algorithms for systems with time delays and randomly switching dynamics. Treatment of such SA algorithms is primarily motivated by consensus-type control problems for networked systems using recursive algorithms. Since the mid 1990s, there have been increasing and resurgent efforts devoted to the study of consensus controls on multiagent systems. The goal is to achieve a common position, speed, load distribution, etc. for the mobile agents. In [27] , a discrete-time model of autonomous agents was proposed, which can be viewed as points or particles moving in the plane with the same speed but with different headings. Each agent updates its heading using a local rule based on the average headings of its own and its neighbors. This model turns out to be a special version of a model introduced in [23] for simulating animation of flocking and schooling behaviors. Technically, the problem considered is related to the asynchronous and parallel computation model considered by [25] , which was substantially generalized in [11] ; see also related works in [1] , [3] , [5] , [14] , [15] , [17] , [18] , [21] , [33] . During the past establishing asymptotic behavior of the algorithms. Using weak convergence methods, convergence of the algorithm is obtained. The limit behavior of the scaled estimation errors is also analyzed. Section 4 extends the main techniques of section 3 to the cases of ε ¼ oðμÞ and μ ¼ oðεÞ. It is shown that depending on relative scales between the transition frequency and adaptation stepsize, the SA algorithms demonstrate fundamentally different asymptotic behaviors. Such behaviors are rigorously characterized. Section 5 illustrates the main findings of this paper by simulation examples. Section 6 provides further remarks and discusses some open issues in the direction of this paper. Finally, Appendix A is placed at the end of the paper to include some longer proofs of technical results.
2. Formulation. In this paper, we focus on randomly regime-switching network topologies with delayed information. Suppose that the network topology depends on a discrete-time Markov chain. In our setup, the graph can take m 0 possible values. The Markov chain is used to model, for example, capacity of the network, random environment, and other random factors such as interrupts, rerouting of communication channels, etc. Thus Gðα n Þ ¼ P m 0 l¼1 GðlÞI fα n ¼lg . To illustrate, suppose that initially the Markov chain is at α 0 ¼ i. Then the graph takes the value GðiÞ. At a random instance τ 1 , the first jump of the Markov chain takes place so that α τ 1 ¼ j ≠ i. Then the graph switches to GðjÞ and holds that value for a random duration until the next jump of the Markov chain takes place.
Network topology and consensus control.
Consider a networked system of r nodes given by where u i n is the node control for the ith node, or in a vector form x nþ1 ¼ x n þ u n with x n ¼ ½x 1 n ; : : : ; x r n 0 , u n ¼ ½u 1 n ; : : : ; u r n 0 . The nodes are linked by a sensing network, represented by a directed graph G whose element ði; jÞ indicates estimation of the state x j n by node i via a communication link, and a permitted control v ij on the link. For node i, ði; jÞ ∈ G is a departing edge and ðl; iÞ ∈ G is an entering edge. The total number of communication links in G is l s . From its physical meaning, node i can always observe its own state, which will not be considered as a link in G.
In [32] , a link-based control was introduced in which the node control u i n is determined by the link control v ij n and u i n ¼ −
The most relevant implication in this control scheme is that for all n, P r i¼1 x i n ¼ P r i¼1 x i 0 ≔ ηr for some η ∈ R being the average of x 0 . That is, η ¼ P r i¼1 x i 0 ∕ r. Consensus control seeks control algorithms that achieve x n → η1, where 1 is the column vector of all 1's. A link ði; jÞ ∈ G entails an estimate, denoted byx Letη n and ξ n be the l s dimensional vectors that contain allx ij n and ξ ij n in a selected order, respectively. Then, (2.2) can be written asη n ¼ H 1 x n þ ξ n , where H 1 is an l s × r matrix whose rows are elementary vectors such that if the lth element ofζ n isx ij , then the lth row in H 1 is the row vector of all zeros except for a "1" at the jth position. Each sensing link provides information δ ij n ¼ x i n −x ij n , an estimated difference between x i n and x j n . This information may be represented, in the same arrangement asη n , by a vector δ n of size l s containing all δ ij n in the same order asη n . δ n can be written as δ n ¼ H 2 x n −η n ¼ H 2 x n − H 1 x n − ξ n ¼ H x n − ξ n , where H 2 is an l s × r matrix whose rows are elementary vectors such that if the lth element ofζðkÞ isx ij , then the lth row in H 2 is the row vector of all zeros except for a "1" at the ith position, and H ¼ H 2 − H 1 . Due to network constraints, the information δ ij n can be used only by nodes i and j. The control structure is v ij n ¼ μg ij δ ij n where g ij is the link control gain on ði; jÞ and μ is a global scaling factor that will be used in state updating algorithms as the recursive stepsize. Let G be the l s × l s diagonal matrix that has g ij as its diagonal element. In this case, the node control becomes u n ¼ −μH 0 Gδ n . For convergence analysis, we note that μ is a global control variable and we may represent u n , equivalently, as u n ¼ −μðH 0 GH x n − H 0 Gξ n Þ ¼ μðM x n þ W ξ n Þ, with M ¼ −H 0 GH and W ¼ H 0 G. This paper introduces time delay and network topology switching into this framework, which will be detailed in the next subsection. For some basic concepts of matrix computations, we refer the reader to [2] , [26] and references therein.
2.2. Regime-switching network topology. We work with a probability space ðΩ; F ; PÞ and consider a discrete-time Markov chain α n with a finite-state space. Let the network topology be time-varying, given by Gðα n Þ, which depends on α n . Throughout the paper, we use the following assumption. (A1) The α n is a discrete-time Markov chain with a finite-state space M ¼ f1; : : : ; m 0 g representing the random environment and other random factors. Suppose that ε > 0 is a small parameter and that P, the transition probability matrix of α n , is given by
where I is an m 0 × m 0 identity matrix and Q ¼ ðq ij Þ ∈ R m 0 ×m 0 is the generator of a continuous-time Markov chain (i.e., Q satisfies q ij ≥ 0 for i ≠ j, P m 0 j¼1 q ij ¼ 0 for each i ¼ 1; : : : ; m 0 ). To include topology switching, to allow the use of correlated noise, and to permit delays in the measured states, suppose that d > 0 is a constant and consider the SA type algorithm x nþ1 ¼ x n þ μM ðα n Þx n−bd∕ μc þ μW ðα n Þ½ξ n−bd∕ μc þξ n þ μŴ ðx n−bd∕ μc ; α n ; ζ n−bd∕ μc Þ þ μŴ ðx n−bd∕ μc ; α n ;ζ n Þ; ð2:4Þ with the initial segment x k for k ¼ −bd∕ μc; : : : ; 0 being arbitrary, where μ > 0 is the stepsize of the consensus control algorithm and bd∕ μc denotes the integer part of d∕ μ. For each i ∈ M, M ðiÞ is the generator of a continuous-time Markov chain. The sequences fξ n g, fξ n g, fζ n g, and fζ n g are random noise sequences withŴ ð·; ·; ·Þ∶ R r × M × R r ↦ R r . When switching topologies are present and delays are allowed, care must be taken. In the traditional setup of SA problems, the limit or averaged system is an ordinary differential equation (ODE). Very often these limits are autonomous. Even if they are sometimes time-inhomogeneous ODEs, these equations are nonrandom. As can be seen later, for the problem we are treating here, the limit is no longer an ODE, but it is an ODE with delays or randomly varying ODE with delays subject to switching modulated by the Markov switching process. In the literature for SA, the rate of convergence study is normally associated with a limit stochastic differential equation. In our case, some of the limits are Markovian-switching stochastic differential equations with delays (see the references on switching diffusions [38] ).
In our setup, there are two positive quantities ε and μ. The ε represents the transition frequency rate of the Markov chain, whereas μ is the adaptation rate of the approximation algorithm. There are three possibilities concerning the relative sizes of ε and μ: (i) μ ¼ OðεÞ, (ii) ε ≪ μ, and (iii) μ ≪ ε. We first treat case (i) in detail, and then we cover the other two cases. This line of division is motivated by related treatments of least mean square type algorithms under regime-switching dynamic systems; see [29] , [30] , [31] . In treating the three different cases, careful analysis is needed to examine convergence, stability, and related consensus issues. The next two sections will take up the issue of analyzing the three different cases.
As another note, the delays in our formulation are much more general than those of the cases considered in the literature. In the previous consideration, most of the delays are bounded. As can be seen from (2.4), the delay is d∕ μ. Because μ > 0 is small, the delay is in fact unbounded. To proceed, we make the following assumptions. (A2) (a) The observation noise fξ n g is a sequence of stationary ϕ-mixing sequences such that Eξ n ¼ 0, Ejξ n j 2þΔ < ∞ for some Δ > 0, and such that the mixing measurẽ ϕðkÞ satisfies P ∞ k¼0φ Δ∕ ð1þΔÞ ðkÞ < ∞, wherẽ
The fξ n g is another stationary ϕ-mixing sequence that is independent of fξ k g and that satisfies the same moment and mixing conditions as that of fξ n g. (b) The noise fζ n g is a stationary sequence that is uniformly bounded such that for each x ∈ R r and each i ∈ M, EŴ ðx; i; ζ n Þ ¼ 0, and for any positive integer m, where E m denotes the conditional expectation on the σ-algebra F m ¼ fx 0 ; α j ; ξ j−1 ; ζ j−1 ∶j ≤ mg.
(c)Ŵ ð·; i; ζÞ is a continuous function for each i ∈ M and each ζ, and jŴ ðx; i; ζÞj ≤ K ð1 þ jxjÞ for each x ∈ R r , i ∈ M, and ζ. (d) fα n g, fξ n g, and fζ n g are mutually independent.
Remark 2.1. We comment briefly on the conditions in (A2). Mixing processes consist of a large class of correlated processes. They include, for example, the m-dependent processes, certain moving averaging processes, ergodic finite-state Markov chains, and certain processes with infinite correlation as long as the correlation delays fast enough. Roughly, one can think of mixing processes as being not independent but asymptotically independent in an appropriate way. One of the consequences is the following: If the process is stationary mixing in the sense of (a) above, then it is ergodic. For convenience of the analysis to follow, we defined F m with α j included. However, note that α n , ξ n , and ζ n are independent. In condition (A2)(b), we require only that the weak law of large numbers type condition holds. This condition is satisfied if for each x and each i ∈ M, W ðx; i; ζ n Þ is a mixing sequence satisfying condition (a). Here, for simplicity, we assume this averaging condition holds.
; t∈ ½εk; εk þ εÞ; k ¼ −bd∕ μc; : : : ; 0: ð3:2Þ
That is, we define piecewise constant interpolation for k ≥ 0 and piecewise linear interpolation for the initial segment k ¼ −bd∕ μc; : : : ; 0. Working with delay equations, one needs to use memory segment. By x ε 0 we mean the initial segment
It is easily seen that x ε ð·Þ ∈ Dð½0; T; R r Þ, and that x ε 0 ∈ C ð½−d; 0; R r Þ by our construction, where C ð½−d; 0∶R r Þ is the space of continuous functions defined on ½−d; 0 taking values in R r and Dð½a; b; R r Þ is the space of functions that are defined on ½a; b (for a, b ∈ R) and that are right continuous and have left limits, endowed with the Skorohod topology; see [13, Chapter 7] for definitions and further details.
Preliminaries.
We first present a moment estimate for the recursive algorithm (3.1). Here and henceforth, we use K to denote a generic positive constant with
Ejx ε ðtÞj 2 < ∞: ð3:4Þ 3.2. Convergence. This section focuses on convergence of algorithm (3.1). Before proceeding further, we first state a lemma that gives the weak convergence of the Markov chain. (A3) The generator Q is irreducible. 
where pðtÞ ∈ R 1×m 0 and Ξðt; t 0 Þ ∈ R m 0 ×m 0 are the continuous-time probability vector and transition matrix, respectively, satisfying
with t 0 ¼ εn 0 and t ¼ εn.
(b) α ε ð·Þ converges weakly to αð·Þ, a continuous-time Markov chain generated by Q. The proof of assertion (a) is essentially contained in that of Theorems 3.5 and 4.3 of [35] , whereas the proof of (b) can be found in [37] ; see also [36] . Thus, the proof is omitted. We next obtain the weak convergence to the limit dynamic system.
In this case, different from the traditional SA problems, the limit dynamic system is not a deterministic differential equation but a system of differential delay equations with random switching given by
To proceed, we first obtain the tightness. By treating the tightness of fx ε ð·Þg and fα ε ð·Þg separately, the tightness of fα ε ð·Þg can be proved as in the proof of [36, Theorem 4.3] . Next we prove the tightness of x ε ð·Þ, which is stated as a lemma below. In order to maintain the flow of presentation, in what follows, we postpone some longer proofs of the technique results to Appendix A. Recall that x ε 0 ∈ C ð½−d; 0; R r Þ. That is, it is the memory segment. LEMMA 3.3. Assume (A1) and (A2). Then fx ε ð·Þg is tight in Dð½0; T∶R r Þ. To proceed, consider the generator defined as follows. For any f ð·; ·Þ∶R r × M ↦ R satisfying each α ∈ M, f ð·; αÞ ∈ C 1 0 (space of continuously differentiable functions with compact support), define L 1 ðx; yÞ by Using the idea similar to [34, Lemma 7.18] and working with the characteristic function, we obtain the following lemma, whose proof is omitted for brevity.
LEMMA 3.4. Under the conditions of Lemma 3.3, the martingale problem with operator L 1 has a unique solution for each initial condition.
To characterize the limit property, we need to work with a continuously differentiable function with compact support f ð·; αÞ for each α ∈ M. Choose m ε so that m ε → ∞ but δ ε ¼ εm ε → 0. Using the recursion (3.1), Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php f ðx ε ðt þ sÞ; α ε ðt þ sÞÞ − f ðx ε ðtÞ; α ε ðtÞÞ
In Lemma 3.3, we proved x ε ð·Þ is tight. This together with the weak convergence of α ε ð·Þ implies that ðx ε ð·Þ; α ε ð·ÞÞ is tight. As a result, it is sequentially compact. Using the sequential compactness, by virtue of the Prohorov theorem [13, p.229], we can extract a weakly convergent subsequence. For notational simplicity, we still denote the subsequence by fðx ε ð·Þ; α ε ð·ÞÞg with limit denoted by ðxð·Þ; αð·ÞÞ. Using Lemma 3.4, the limit of the convergent subsequence is unique. Thus, the solution for the martingale problem with operator L 1 has a unique solution (unique in the sense of in distribution). To characterize the limit process, our Lemma 3.5 demonstrates that the limit of ðx ε ðtÞ; α ε ðtÞÞ is a solution of the martingale problem with operator L 1 . Using (3.10), we proceed to establish the next lemma, whose proof is provided in Appendix A.
LEMMA 3.5. Under Lemma 3.3, assuming x ε 0 converges weakly to x 0 ∈ C ð½−d; 0∶ R r Þ, then ðx ε ð·Þ; α ε ð·ÞÞ converges weakly to ðxð·Þ; αð·ÞÞ, which is the solution of (3.7).
In the above, we assumed the weak convergence of x ε 0 to x 0 for more generality. In practical computation, it is often convenient to take x k ¼x as a constant vector for k ¼ −bd∕ μc; : : : ; 0. Then this weak convergence is easily verified. Combining all the results obtained thus far, we arrive at the following theorem. THEOREM 3.6. Assume the conditions of Lemma 3.5 are satisfied. Then the sequence ðx ε ð·Þ; α ε ð·ÞÞ is tight in Dð½0; T∶R r × MÞ. Moreover, as ε → 0, ðx ε ð·Þ; α ε ð·ÞÞ converges weakly to ðxð·Þ; αð·ÞÞ which is a solution of (3.7).
3.3. Invariance. The limit dynamics are given by a system of differential delay equations with Markov switching (3.7). An appropriate way to study the long-time behavior is the use of an invariant set of the switched system. Following the discussion in [38, Chapter 9] , recall that a Borel measurable set U ⊂ R r × M is invariant with respect to the solutions of (3.7) or, simply, U is invariant with respect to the process ðxðtÞ; αðtÞÞ if PððxðtÞ; αðtÞÞ ∈ U for all t ≥ 0Þ ¼ 1 for any initial ðx; iÞ ∈ U . That is, a process starting from U will remain in U w.p.1. We also need the notion of stability of sets in probability. They are defined naturally as follows. A closed and bounded set K ⊂ R r is said to be stable in probability if for any δ > 0 and ρ > 0, there is a δ 1 > 0 such that starting from ðx; iÞ, Pðsup t≥0 dðxðtÞ; KÞ < ρÞ ≥ 1 − δ whenever dðx; K Þ < δ 1 ; K is asymptotically stable in probability if it is stable in probability, and moreover Pðlim t→∞ dðxðtÞ; KÞ ¼ 0Þ → 1 as dðx; K Þ → 0. In the above, we have used the usual distance function dðx; DÞ ¼ infðjx − yj∶y ∈ DÞ. We proceed to obtain the following result, whose proof is in Appendix A. THEOREM 3.7. Assume that for each i ∈ M, M ðiÞ is irreducible. Under the conditions of Theorem 3.6 the following assertions hold.
(i) The set Z ¼ spanf1g is an invariant set.
(ii) The set Z is asymptotically stable in probability. With the above proposition, we can further obtain the following result as a corollary of Theorem 3.6.
: ; x r Þ, Ψði; ζÞ∶ M × R r ↦ R r , and ψ 1 ði; ζÞ∶M × R r ↦ R such that Ψð·; ·Þ (resp., ψ 1 ði; ζÞ) is a bounded function and such that for each fixed i ∈ M and each positive integer m, fΨði; ζ n Þg (resp., fψ 1 ði; ζ n Þg) is a sequence of mixing processes satisfying (A2)(a).
For simplicity and definiteness, we useŴ ðx; i; ζÞ ¼ diagðxÞΨði; ζÞ in the following argument. Consider the algorithm
The argument for the use of xψ 1 ði; ζÞ is exactly the same. Note that the algorithm changed slightly in the noise term. This is mainly for notational simplicity. To facilitate the analysis, we define an auxiliary sequence fy n g by y nþ1 ¼ y n þ εM ðα n Þy n−bd∕ εc þ ε diagðy n−bd∕ εc ÞΨðα n ; ζ n−bd∕ εc Þ; y k ¼ x k for k ¼ −bd∕ εc; : : : ; 0: ð3:13Þ This is a sequence having randomness only due to α n and the nonadditive noise. Define y ε ðtÞ ¼ y n for t ∈ ½εn; εn þ εÞ. Then a similar analysis to the proof of Theorem 3.6 yields the following result. LEMMA 3.9. Under (A2), y ε ð·Þ converges weakly to yð·Þ such that yð·Þ is a solution of the switching ODE _ yðtÞ ¼ M ðαðtÞÞyðt − dÞ: ð3:14Þ
To proceed, define
Then it can be seen that
W ðα n Þξ n þ ε diagðz n−bd∕ εc ÞΨðα n ; ζ n−bd∕ εc Þ: ð3:16Þ
We next study the asymptotic properties of the tracking error through weak convergence of an appropriately interpolated sequence of z n . Before proceeding further, we first obtain a second moment bound. LEMMA 3.10. Assume that (A1) and (A2) hold. For any T < ∞ and for some N ε ,
The bound above can be obtained only after a "transient" period, which is reflected by the use of N ε . That is, the process needs some time to settle down. Define z ε ðtÞ ¼ z n for t ∈ ½ðn − N ε Þε; ðn − N ε Þε þ εÞ. We proceed to present a lemma.
LEMMA 3.11. fz ε ð·Þg is tight on Dð½0; T∶R r Þ. Next, extract a convergent subsequence fz ε ð·Þg. Without loss of generality, we still denote the subsequence by fz ε ð·Þg with limit zð·Þ. For any t; s > 0,
The way to derive the limit is similar to that of Theorem 3.6. Keeping in mind that the limit will be a system of stochastic differential equations in which the switching process will come into play, we can then proceed to show that the limit is a solution of a martingale problem with a unique solution (in distribution). Keeping this in mind, we proceed with the characterization of the limit process. Definê
Then the mixing condition implies thatB ε ð·Þ converges weakly toBð·Þ, a Brownian motion with covariance tΣ, where Σ is given by
Eξ 0 ξ 0 j : ð3:18Þ
A proof of this fact may be found in [4, pp. 351-353] . Note that for any j ∈ ½lm ε ; lm ε þ m ε Þ and εlm ε → v, α j can be replaced by α ε ðvÞ,
To summarize what has been obtained, we have the following theorem. THEOREM 3.12. Under conditions (A1)-(A3), ðz ε ð·Þ; α ε ð·ÞÞ converges weakly to ðzð·Þ; αð·ÞÞ such that zð·Þ is a solution of the following Markov regime-switching stochastic differential equation:
4. Asymptotic properties: εoμ and μoε. This section is divided into two subsections. One of them is concerned with the case of slowly varying Markov chains, whereas the other treats rapidly switching processes. That is, we consider the cases 0 < ε ≪ μ and 0 < μ ≪ ε, respectively.
Slowly varying Markov chains.
Here we are dealing with the situation in which the transition frequency parameter goes to 0 much faster than the adaptation stepsize. That is, ε ≪ μ. Since the Markov chain changes so slowly, the time-varying parameter process is virtually a constant. To facilitate the discussion, we take ε ¼ μ 2 in what follows.
Using Lemma 3.2, we analyze algorithm (3.1). We have sup 0≤n≤Oð1∕ εÞ Ejx n j 2 < ∞ as in the previous case. Define the piecewise constant interpolation x μ ðtÞ ¼ x n for t ∈ ½μn; μn þ μÞ. Then, as in the previous section, we have that fx μ ð·Þg is tight in Dð½0; T; R r Þ. We can then extract a convergent subsequence. For notational simplicity, we still use index μ for the subsequence with limit denoted by xð·Þ. Note that
where m μ satisfies m μ → ∞ and δ μ ¼ μm μ → 0 as μ → 0. First,
ð4:2Þ
where oð1Þ → 0 in probability as μ → 0 uniformly in t. As for the first term on the last line above, with α 0 ¼ i temporarily and taking conditional expectation,
ð4:3Þ
Moreover, it can be shown that
where Ξ i;j 1 ð0; εlm μ Þ denotes the entry of the matrix at the ith row and j 1 th column. Note that εlm μ → 0 as ε → 0 since ε ¼ μ 2 . Since Ξð0; εlm μ Þ → I (the identity matrix), for an off diagonal entry for i ≠ j 1 , Ξ i;j 1 ð0; εlm μ Þ → 0. In addition,
Moreover,
Thus, to find the limit in (4.3), it suffices to examine the term
Using the averaging techniques,
Likewise, using detailed estimates with similar arguments as in the previous section to handle the additive noise and nonadditive noise terms, we obtain
k¼t∕ μŴ ðx k−bd∕ μc ; j; ζ k−bd∕ μc ÞI fα k ¼jg → 0: ð4:6Þ Finally, since α 0 ¼ P m 0 i¼1 iI fα 0 ¼ig we obtain the desired result with M ðiÞ in (4.5) replaced by P m 0 i p i M ðiÞ. For each i ∈ M, M ðiÞ is a generator of a continuous-time Markov chain. Since p i represents the initial probability distribution, it is nonnegative. As a result,
is also a generator of a continuous-time Markov chain. We summarize the discussions above into the following result. THEOREM 4.1. Assume the conditions of Theorem 3.6 with the modification that the stepsize in (3.1) satisfies ε ¼ μ 2 .
(1) Then x μ ð·Þ converges weakly to xð·Þ, which is a solution of the ODE
(2) Assume that M s is irreducible. In the recursive algorithm, we also use the constraint . Then for any t μ → ∞ as μ → 0, x μ ð· þt μ Þ converges to the consensus solution η1 in probability. That is, for any δ > 0,
In the case of ε ¼ 0, in lieu of a time-varying random parameter, there is only one "regime." Then there is only one M matrix. The requirement of M s becomes that of M . To analyze the estimation error, we may define y n as in (3.13) and define z n as in (3.15) . Then it can be shown that fz n ∶n ≥ N μ g is tight. Define z μ ðtÞ to be the piecewise constant interpolation of z n on t ∈ ½ðn − N μ Þμ; ðn − N μ Þμ þ μÞ; then z μ ð·Þ converges weakly to zð·Þ such that zð·Þ is the solution of the stochastic differential delay equation
andBð·Þ is a Brownian motion with covariance Σt given in (3.18).
Fast changing Markov chains.
This section takes care of the case that the Markov chain is fast varying compared to the adaptation. That is, μ ≪ ε. For concreteness of the discussion, we take a specific form of the stepsizes, namely, ε ¼ μ 1∕ 2 . Because the Markov chain varies relatively quickly and can be thought of as a noise process, it will be averaged out.
Regarding (3.1) with μ and ε specified as above, x μ ð·Þ is tight. Thus, we can extract a convergent subsequence. We still index the subsequence by μ with limit denoted by xð·Þ. As in (4.1)-(4.3), we choose a sequence m μ such that m μ → ∞ as μ → 0, but μm μ → 0. Let us concentrate on the term
ð4:8Þ
In view of (3.6) and noting ε ¼ μ 1∕ 2 and the irreducibility of Q, we have
where ν j is the jth component of the stationary distribution ν ¼ ðν 1 ; : : : ; ν m 0 Þ associated with the generator Q of the corresponding continuous-time Markov chain. This indicates that Ξðs; tÞ can be approximated by a matrix lν with identical rows so the initial state i is unimportant. Thus, detailed estimates yield that
Similar to the slowly varying Markov chain case, for each i ∈ M, M ðiÞ is a generator of a continuous-time Markov chain. The nonnegativity then yields that
is also a generator of a continuous-time Markov chain. The formulas (4.7) and (4.10) are similar in appearance. Intuitively, for the slowly changing Markov chain case, the parameter is almost a constant resulting in a limit dynamic system "almost" like a constant parameter, whereas for the fast changing Markov chain, within a very short period of time, the system is replaced by an average with respect to the stationary distribution of the Markov chain. Thus, we obtain the limit differential delay equation as follows. THEOREM 4.2. Assume the conditions of Theorem 3.6 with the modification that the stepsize in (3.1) satisfies ε ¼ μ 1∕ 2 .
(2) Assume that M f is irreducible. In the recursive algorithm, we also use the constraint (3.11). Then for any t μ → ∞ as μ → 0 and for any δ > 0, lim μ→0 Pðjx μ ð· þt μ Þ − η1j ≥ δÞ ¼ 0. Note that we need only for the combined matrix M f to have rank r − 1. This will allow for the possible loss of communications and require only on average the combined network topologies to provide sufficient linkage to achieve consensus. To proceed, we may define y n as in (3.13) and define z n as in (3.15) . Then it can be shown that fz n ∶n ≥ N μ g is tight. Define z μ ðtÞ to be the piecewise constant interpolation of z n on t ∈ ½ðn − N μ Þμ; ðn − N μ Þμ þ μÞ; then z μ ð·Þ converges weakly to zð·Þ such that zð·Þ is the solution of the stochastic differential equation
andBð·Þ is a Brownian motion with covariance Σt given in (3.18). The details are omitted here.
Examples.
In this section, we use several simulation examples to demonstrate the methods and their convergence properties. For simplicity, we consider x nþ1 ¼ x n þ μM ðα n Þx n−bd∕ μc þ μW ðα n Þξ n−bd∕ μc : ð5:1Þ
Convergence to the consensus P r i¼1 x i 0 ∕ r ¼ η will be illustrated by the consensus error trajectories x n − η1, the error norm jx n − η1j is the usual Euclidean length of the vector, and the centered and scaled consensus error ðx n − η1Þ∕ ffiffiffiffi μ p which is a diffusion. In all the examples, the topology switching will be governed by a Markov chain α n with two states, i.e., M ¼ f1; 2g. The transition probability matrix is
Example 5.1. The first example seeks to show convergence of our algorithms under a constant delay and Markovian switching topology when μ ¼ ε. The networked system contains five nodes with initial states
The state average is η ¼ 37:2, which will not change in the state update. The nodes are connected by two possible network topologies such that M ð1Þ ¼ .
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The transition probability matrix is P ε ¼ I þ εQ ¼ ½ Example 5.4. Delay has a significant impact on convergence. For the same system as in Example 5.3, if the delay time is increased to d ¼ 0.14, the consensus algorithm will remain convergent but with a much slower convergence speed as shown in Figure 5 
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Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 6. Further remarks. The results of the previous sections cover most potentially interesting cases. The distinct features of the algorithms considered in this paper as compared with the existing literature can be summarized as follows. (1) We allow time delays to come into the picture. Moreover, unlike the usual bounded delays considered in the literature, we allow large delays of the order Oð1∕ μÞ. That is, the delay is inversely proportional to the adaptation stepsize. (2) Since the limit involves differential delay equations and such equations with Markov switching, the invariance, stability, and convergence to consensus have to be studied by using the intrinsic properties of delay equations.
Appendix A. Proofs of results. Proof of Lemma 3.1. To prove (a), for any 0 < T < ∞ and 0 ≤ n ≤ T ∕ ε,
By the Cauchy-Schwarz inequality, it can be shown that
Ejx k−bd∕ εc j 2 : ðA:2Þ Also,
Likewise, Iterating on Ejx n j 2 with the use of (3.1), we obtain
An application of the Gronwall inequality then leads to
Taking sup over n, (a) is obtained.
To prove (b), we use (a) together with the interpolation (3.2). The proof of the lemma is thus completed. ▯ Proof of Lemma 3.3. For any δ > 0, let t > 0 and s > 0 such that s ≤ δ, and t, t þ δ ∈ ½0; T. Note that
In the above and hereafter, we use the convention that t∕ ε and ðt þ sÞ∕ ε denote the corresponding integer parts bt∕ εc and bðt þ sÞ∕ εc, respectively. However, for notational simplicity, in what follows, we will not use the floor function notation unless it is necessary. Since α k is a finite-state Markov chain, jM ðα k Þj 2 ≤ max i∈M jM ðiÞj 2 ≤ K and jW ðα k Þj 2 ≤ max i∈M jW ðiÞj 2 ≤ K a.s. Using the Cauchy-Schwarz inequality, Ejx k−bd∕ εc j 2 þ Ks 2 ≤ Kδ 2 :
ðA:4Þ
As a result, lim δ→0 lim sup ε→0 Ejx ε ðt þ sÞ − x ε ðtÞj 2 ¼ 0. The tightness of fx ε ð·Þg follows from [12, p. 47] . ▯ Proof of Lemma 3.5. In this step, we characterize the limit process. By the Skorohod representation [13, p. 230] , with a slight abuse of notation (without changing notation), we may assume that ðx ε ð·Þ; α ε ð·ÞÞ converges to ðxð·Þ; αð·ÞÞ w.p.1. and the convergence is uniform on any bounded time interval. To show that ðxð·Þ; αð·ÞÞ is a solution of the martingale problem with operator L 1 , it suffices to show that for each i ∈ M and any f ð·; iÞ ∈ C 1 0 , the class of functions that are continuously differentiable with compact support, f ðxðtÞ − αðtÞÞ − f ðxð0Þ; αð0ÞÞ − ∫ t 0 L 1 f ðxðsÞ; αðsÞÞds is a martingale. To verify the martingale property, we need only show that for any bounded and continuous function hð·Þ, any positive integer κ, any t; s > 0, and t i ≤ t with i ≤ κ, Let us consider the term involving the noise. Since hðx ε ðt i Þ; α ε ðt i Þ∶i ≤ κÞ is F ε t measurable, we can insert a conditional expectation with respect to F Then it is easy to see that xðtÞ ∈ Z for t ∈ ½d; 2d. Repeating the same procedure to ½2d; 3d; : : : ; ½kd; ðk þ 1Þd, we can show all the xðtÞ ∈ Z. Thus, the invariance is verified. To prove (ii), define V ðx; iÞ ¼ V ðxÞ ¼ x 0Q x for each i ∈ M;
where −Q is the generator of an irreducible, continuous-time Markov chain such that −Q is negative semidefinite and such that −Q þ M 0 ðiÞQM ðiÞ is negative semidefinite for each i ∈ M. Since V ðxÞ is independent of i, P j∈M q ij V ðxÞ ¼ 0. Thus, we have 
