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Les travaux réalisés dans cette thèse s’articulent principalement autour de la 
modélisation numérique bidimensionnelle du transport des particules et des photons dans des 
gaz ionisés hors d’équilibre thermodynamique. Les situations abordées sont motivées par 
deux études expérimentales actuellement menées au sein du groupe « Plasmas Réactifs Hors 
Equilibre » (PRHE). Elles concernent, d’une part, l’étude du déclin de luminescence 
consécutive à l’ionisation à (2+1) photons dans le xénon, excité sélectivement sur l’état 
métastable Xe(3P2), et d’autre part, l’étude de l’impulsion de courant induit par une décharge 
monofilamentaire à barrières diélectriques dans l’azote, sous excitation sinusoïdale. Cette 
dernière thématique est également traitée dans le cadre du projet ANR « mécanismes 
d’Interaction d’une décharge Plasma avec un Ecoulement Réactif » (IPER) qui s’attache à 
mieux comprendre les phénomènes observés dans les décharges hors-équilibre, et tout 
particulièrement à la transition décharge filamentaire-homogène, et vice-versa. Dans cette 
perspective, une partie des travaux a également été dédiée à la modélisation numérique 2D du 
transport des photons dans de telles décharges.    
Le code numérique 2D développé pour décrire le transport des espèces créées 
consécutivement à l’ionisation du xénon sous excitation laser [Sal]-[Sew]-[Led], a été élaboré 
à partir de celui qui décrit la propagation d’une décharge à barrières diélectriques (DBD) 
monofilamentaire dans l’azote, à la pression atmosphérique, sous tension constante [Pot]-
[Ces]. Il a été adapté à la configuration expérimentale d’excitation sélective du xénon, en 
tenant compte de la géométrie, la nature du gaz et la cinétique associée, conformément aux 
conditions d’expérimentation. Le but premier de cette étude est d’apprécier l’influence de la 
faible recombinaison sur la sélectivité de l’excitation. Elle permet aussi de mieux comprendre 
les phénomènes observés expérimentalement. De plus, elle offre la possibilité d’obtenir des 
grandeurs non accessibles par l’expérience comme les évolutions spatio-temporelles des 
espèces. Nous nous intéressons, tout particulièrement aux variations de densités des espèces 
chargées et neutres excitées, dans l’espace et dans le temps ainsi qu’aux profils temporels de 
luminescence ultraviolet lointain (UVL). Nous nous limitons à la détermination des émissions 
UVL consécutives seulement aux phénomènes de recombinaisons résultant de l’ionisation 
multiphotonique. Ces émissions sont nettement moins intenses que celles provenant de 
l’excitation directe. Le premier chapitre est entièrement consacré à cette étude. Pour 
caractériser l’importance des phénomènes, les résultats sont présentés en appliquant ou pas un 
champ électrique au domaine d’étude, à 30 Torr et à plus haute pression (500 Torr). Nous 
discutons également des améliorations à apporter au modèle pour décrire plus correctement la 
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réalité. En particulier, le phénomène d’emprisonnement du rayonnement de résonance n’est 
pas pris en compte dans cette modélisation. Son traitement supposerait dans le cadre de cette 
approche hydrodynamique, de résoudre numériquement, une équation intégro-différentielle 
décrivant spécifiquement le transport des niveaux résonants, ce qui ralentirait 
considérablement les durées de simulations.  Pour pallier à cette difficulté, une méthode 
beaucoup plus efficace consiste à résoudre l’équation de transfert radiatif couplée à l’équation 
de transport des niveaux résonants, chacune d’elles ne présentant pas de terme intégral. Cette 
étude est largement amorcée dans le chapitre II, plus particulièrement dédié à la modélisation 
numérique 2D du transport des photons dans les décharges hors-équilibre.     
Les espèces produites par effets secondaires, tels que la photoionisation et l’effet 
photoélectrique, dans ce type de décharges, participent grandement à la propagation des 
streamers ou à la production d’espèces réactives dans le plasma. Une grande partie du temps 
de calcul des simulations décrivant la physique de ces décharges est liée à la prise en compte 
de ces effets. Nous nous sommes donc intéressés à comparer les performances de différentes 
techniques numériques utilisées pour le traitement de ces phénomènes dans les décharges 
hors-équilibre, en résolvant l’équation de transfert radiatif par une approche 
monochromatique. Plusieurs méthodes numériques ont été testées et comparées en terme de 
précision des résultats, temps de calcul et stockage mémoire. Une des méthodes développée et 
validée est la résolution directe de l’équation de transfert radiatif, basée sur une méthode de 
volumes finis. Elle permet de déterminer le terme source de photoionisation et le flux 
photonique à la cathode par une seule et même approche. Comme nous le verrons dans ce 
deuxième chapitre, elle s’avère la plus efficace dans le premier cas, mais moins performante 
dans le second. En effet, le calcul de la composante axiale du flux photonique à la cathode 
utilisant cette méthode, bien que fournissant des résultats précis et un stockage mémoire 
faible, se révèle nettement moins rapide. A l’inverse, nous disposons d’une méthode intégrale 
garantissant des temps de calculs assez courts mais au prix d’un stockage mémoire 
considérable. Nous avons donc développé une méthode intégrale « améliorée » précise dont 
les performances sont intermédiaires. Cette approche a été appliquée au cas d’un milieu non 
absorbant. Une fois validée, la méthode de volumes finis a été utilisée pour le calcul du terme 
source de photoionisation dans un streamer à double tête dans l’air. L’intérêt de cette 
application est de mettre en évidence l’incidence de la méthode employée pour décrire le 
transport des photons sur la dynamique des streamers cathodique et anodique. Par ailleurs, les 
méthodes numériques développées pour le calcul de l’effet photoélectrique ont été testées 
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dans la configuration d’une décharge à barrières diélectriques monofilamentaire dans l’azote. 
Pour s’affranchir de durées de simulations trop élevées, nous ne les avons appliquées que sur 
le premier pas de temps des simulations pour nous assurer de leur validité. Disposant dès lors 
d’une estimation correcte (vérifiée par trois méthodes) des effets secondaires dans les 
décharges hors-équilibre, en particulier monofilamentaires, nous avons pu aborder, par la 
suite, l’étude d’une décharge monofilamentaire à barrières diélectriques dans l’azote pur du 
point de vue de la modélisation, en vue d’une comparaison à l’approche  expérimentale, 
actuellement menée au sein du groupe PRHE.     
La comparaison modèle/expérience pour une telle étude présentée dans le dernier 
chapitre, s’appuie sur le courant induit par la décharge, principale grandeur physique 
mesurable expérimentalement. Nous avons donc réalisé les mesures électriques et utilisé un 
code numérique existant [Pot]-[Ces] qui a été adapté pour tenir compte du mode d’excitation 
sinusoïdale et non plus constante. L’objectif a été d’affiner le modèle en prenant comme 
référence l’impulsion de courant mesurée. Les résultats expérimentaux sont présentés dans la 
première partie du chapitre III. Dans la deuxième partie, nous présentons très succinctement le 
code numérique employé pour décrire les phénomènes intervenant durant la microdécharge 
générée à la première alternance positive de la tension d’alimentation. Généralement, le calcul 
du courant induit par la décharge n’est traité que de manière approximative, en particulier 
lorsque le système considéré présente des électrodes ayant une interface de matériaux 
métalliques et diélectriques. Pour réaliser un calcul rigoureux du courant de décharge en 
configuration d’électrodes métalliques planes, recouvertes de diélectriques, nous proposons 
ici deux formulations. La première méthode consiste à exprimer le courant dans la cellule 
comme la somme des différents courants mis en jeu dans le gaz et les diélectriques. Dans la 
deuxième approche, on considère le courant de décharge comme étant celui qui entre dans le 
système (par le diélectrique, côté cathode) en négligeant la composante radiale du champ dans 
les diélectriques. La dernière partie de ce chapitre présente les profils temporels de courants 
obtenus. Au préalable, pour montrer que la géométrie modélisée, qui elle, décrit des 
électrodes à bords en angles droits, conduit à des résultats similaires à ceux que l’on 
obtiendrait avec la géométrie réelle, nous comparons les évolutions spatio-temporelles du 
potentiel et du champ géométrique obtenus pour les deux configurations. Une fois, cette 
approximation sur la géométrie des électrodes validée, nous présentons successivement, les 
courants calculés par les deux méthodes. Après avoir interprété l’évolution temporelle du 
courant calculé, nous examinons l’influence du rayon effectif des diélectriques, des conditions 
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initiales d’ensemencement du milieu et de l’effet photoélectrique sur son allure. Nous 
présentons ensuite les conditions favorables à une décroissance du courant conforme à 
l’expérience. Enfin, nous discutons des améliorations à apporter au modèle pour obtenir des 
résultats en meilleure adéquation avec la mesure. 
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CHAPITRE I : Modélisation numérique 
bidimensionnelle du transport des particules, 
consécutif à l’ionisation dans un faisceau laser 
dans le xénon
  7
I. Introduction 
 
Ce travail de modélisation est motivé par les études expérimentales réalisées au sein 
de l’équipe concernant la cinétique des espèces excitées dans les gaz rares. L’étude la plus 
récente porte sur le xénon, excité sélectivement sur l’état métastable Xe(3P2). La méthode 
employée est la fluorescence induite par absorption de deux photons (Two-Photon Absorption 
Laser-Induced Fluorescence : TALIF). Lors de ces expériences [Sew-1]-[Mar-1]-[Led], 
l’excitation initiale, brève et sélective, est une condition primordiale pour réaliser une analyse 
cinétique adéquate de la relaxation temporelle et spatiale de l’énergie des espèces. En effet, un 
faisceau laser pulsé, de faible largeur spectrale (0,002 nm), permet de peupler sélectivement 
un état donné (en l’occurrence le premier métastable Xe(3P2) par absorption de deux photons). 
Dans ces conditions d’excitation, la nature des espèces excitées dans le gaz est parfaitement 
connue à l’instant du flash laser. L’absorption d’un photon supplémentaire peut néanmoins 
ioniser l’atome si un excimère Xe2[1u(3P2)] n’a pas été formé auparavant, par collision à trois 
corps avec deux atomes du niveau fondamental. Une fois formés, les ions atomiques 
Xe+(2P3/2) participent à un processus à trois corps pour créer des ions moléculaires 
Xe2+(A2Σu+). La recombinaison électronique des ions atomiques et moléculaires conduit à la 
formation d’états excités de différentes natures. Il s’en suit alors une cascade de réactions 
entre l’ensemble des particules présentes dans le système. Du fait de la diversité des états 
excités présents dans le milieu aux premiers instants, l’excitation initiale ne peut plus être 
considérée comme étant sélective.  
Afin de bien appréhender l’influence de cette éventuelle ionisation initiale sur la 
cinétique des espèces dans le milieu, nous procédons ici à une résolution numérique du 
transport des particules. Nous avons opté pour un schéma réactionnel dont la recombinaison 
électronique est décrite de manière simplifiée avec les principaux ions (atomiques et 
moléculaires) dans le xénon. Le code numérique 2D utilisé pour cette modélisation est 
construit sur le même modèle que celui décrivant la propagation d’une décharge à barrières 
diélectriques (DBD) monofilamentaire dans l’azote. Cette précédente étude, développée par 
Potin [Pot] et améliorée par Cesses [Ces], a été adaptée ici à la configuration expérimentale 
du faisceau laser. Les principales modifications apportées ont concerné la géométrie, les 
paramètres physiques (pression, température du gaz, …), la nature du gaz et les données de 
base (coefficients de transport, énergies moyennes, taux de réactions, ...) relatives au transport 
des espèces suivies dans le xénon. 
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Du point de vue physique, l’objectif est de mieux comprendre les phénomènes 
observés expérimentalement dans le xénon [Rod] et d’apporter des résultats supplémentaires 
non accessibles par l’expérimentation. En particulier, l’approche expérimentale ne permet 
d’observer l’influence de la recombinaison électronique que dans sa globalité. Cette 
modélisation 2D va au-delà et offre la possibilité de séparer la contribution de la dynamique 
de chaque espèce chargée mise en jeu lors des recombinaisons.  
Par ailleurs, actuellement, les mesures expérimentales ne permettent pas de dresser la 
répartition spatio-temporelle des neutres excités. Au moyen d’un système de comptage de 
photons, il est seulement possible d’obtenir expérimentalement une estimation du nombre 
moyen de photons issus de la désexcitation directe ou indirecte de niveaux excités. La 
technique employée consiste à collecter les photons dans une gamme de longueurs d’onde, 
dans un cône d’angle solide limité pour ensuite remonter au nombre total de photons créées. 
Dans la mesure où l’expérience est limitée dans sa capacité à quantifier les phénomènes, cette 
modélisation permet, tout d’abord, de décrire les variations spatio-temporelles des densités 
des espèces chargées et neutres excitées. Elle fournit également les évolutions temporelles du 
nombre total de chaque particule considérée et des contributions à la fluorescence émise dans 
l’ultraviolet lointain (UVL). Pour mettre en évidence l’influence de la pression sur la 
dynamique des espèces, les simulations ont été réalisées à 30 Torr et à plus haute pression 
(500 Torr).  
Pour caractériser l’importance des recombinaisons électroniques parmi l’ensemble des 
processus collisionnels intervenant dans le gaz, les calculs ont été effectués avec ou sans 
champ électrique. En effet, durant la phase préliminaire de réglage des expériences de TALIF, 
les conditions optimales d’excitation sélective doivent être déterminées (longueur d’onde, 
énergie, stabilité et largeur spectrale du faisceau laser). Pour cela un champ électrique est 
appliqué perpendiculairement à l’axe du faisceau laser (Figure I.1.a.), ce qui permet 
d’enregistrer un éventuel courant résultant de l’ionisation à (2+1) photons.  
Le schéma réactionnel a été choisi de manière à rendre compte des mécanismes les 
plus significatifs intervenant dans le faisceau. En particulier, les processus de création et de 
disparition de certains niveaux excités ont été considérés. Dans la suite, nous présentons le 
modèle mathématique et les méthodes numériques utilisées pour caractériser le transport des 
espèces. La description et l’analyse des résultats font l’objet de la dernière partie du chapitre. 
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II. Modèle mathématique  
 
II.1. Géométrie cartésienne  
 
Dans la configuration expérimentale la plus générale pour cette étude (Figure I.1.a.), le 
faisceau laser est assimilé à un cylindre de diamètre 2 mm,d = à symétrie de révolution 
suivant la direction .z  Il traverse le milieu entre deux électrodes métalliques cylindriques 
transverses, de rayon mm35=R , à symétrie de révolution autour de l’axe [ )' .O x Le système 
de coordonnées choisi est donc cartésien. En toute rigueur, une modélisation 3D permettrait 
de prendre en compte la nature cylindrique des électrodes. Dans la mesure où à la pression la 
plus faible ici considérée Torr),30( =p  la diffusion des espèces, maximale, demeure limitée 
à un domaine restreint  autour de l’axe du faisceau laser, le domaine d’étude se réduit à un 
rectangle de dimensions mm5=D  et mm15=L  suivant les directions x  et y  
respectivement. Tout se passe donc comme si la distribution initiale de particules voyait deux 
plans parallèles à mesure de son évolution (Figure I.1.b.). De plus, la mise en œuvre d’une 
approche numérique tridimensionnelle, réalisable du point de vue du codage, conduirait à des 
temps de calcul nettement supérieurs à ceux requis par la modélisation en deux dimensions. 
Dans notre situation, les évolutions étudiées ne dépendent donc que des coordonnées x  et .y   
 
    
E
x
y
z
-
0’
d=2 mm
+
R=35 mm
D=5 mm
C
     
D=5 mm
z
0’
0
E
- +
y
L=15 mm
x
C(D/2; L/2; 0)
d=2 mm
 
a. Configuration expérimentale la plus générale b. Configuration adoptée pour les calculs 
Figure I.1. Géométrie cartésienne utilisée pour décrire la situation expérimentale avec le faisceau laser axial 
émis entre deux électrodes métalliques. 
 
Seul le champ électrique géométrique 1( 40 V.cm ),E −= initialement appliqué suivant 
la direction ,x  est pris en compte dans la modélisation. Le champ électrique de diffusion 
ambipolaire est ici négligeable [Rai], de sorte que le champ électrique total, somme du champ 
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électrique géométrique et du champ de diffusion ambipolaire demeure constant à chaque 
instant. Cette approximation est inhérente à la faible densité de particules prise en compte 
initialement dans le système (le maximum de cette répartition de densité électronique est égal 
à 107 cm-3). 
 
II.2. Transport des particules  
 
Les équations de diffusion ( 0)δ = et de convection-diffusion ( 1)δ = qui décrivent 
les variations spatio-temporelles de la densité )( t,rnq
r  à la position rr  et à l’instant t  de 
chaque type de particules q  (électrons, ions positifs et espèces neutres excitées), avec ou sans 
champ électrique respectivement, sont de la forme : 
 [ ] [ ] )()()()()()( t,rSt,rn.t,rw..t,rn.t,rD.t,r
t
n
qqqqq
q rrrrrrrrrr =∇+∇∇−∂
∂ δ  (I.1) 
où qD  est le tenseur de diffusion de chaque type d’espèce q  et qS  est le terme source global 
rendant compte de la production et de la disparition des particules intervenant dans divers 
processus collisionnels. En présence d’un champ électrique ,E
r
q qw Eμ=
rr est la vitesse de 
dérive de la particule ,q proportionnelle à sa mobilité .qμ  Dans la géométrie 2D cartésienne 
utilisée, le tenseur de diffusion diagonal ,qD  formé du coefficient de diffusion transverse 
qT
D  
(perpendiculairement au champ électrique) et du coefficient de diffusion longitudinale 
qL
D (dans la direction du champ électrique), est donné par : 
 
⎥⎥⎦
⎤
⎢⎢⎣
⎡=
q
q
T
L
q
D
D
D
0
0
 (I.2)  
Dans la suite, nous utilisons l’approximation du champ électrique local, aussi utilisée au 
chapitre III, qui consiste à considérer que les particules chargées sont en équilibre avec le 
champ électrique. Les paramètres de transport tels que la mobilité, donc la vitesse de dérive, 
et les coefficients de diffusion des espèces sont indirectement des fonctions de la position et 
du temps, via le champ électrique réduit /E N (rapport entre le champ électrique et la densité 
du gaz neutre). Dans les configurations ici étudiées, sans ou avec un champ électrique 
Laplacien le long de l’axe [ ) ,Ox les équations de transport des particules s’écrivent :      
2 2
2 2( , , ) ( , , ) ( , , ) . . ( , , ) ( , , )q q
q q q
L T q q q
n n nE E Ex y t D x y t D x y t w n x y t S x y t
t N x N y x N
δ∂ ∂ ∂ ∂ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ (I.3) 
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Les conditions initiales sont choisies de manière à rendre compte de l’équilibre entre 
les électrons e- et les ions atomiques Xe+(2P3/2), initialement créées par l’absorption d’un 
photon du faisceau laser par le métastable Xe(3P2) selon la réaction (Figure I.2.) : 
  +⎯→⎯+ + -3/22laser23 e)P(Xe   )PXe( νh  (I.4) 
Xe(3P
2
)
Xe+(2P
3/2
)
E (cm-1)
Xe(1S
0
)
67079
298.156 nm
298.156 nm
100618
e- 0,345 eV
298.156 nm
0
97834
 
Figure I.2. Diagramme schématique de l’ionisation à (2+1) photons du xénon, passant par l’état relais Xe(3P2). 
 
Initialement, dans la tête de l’impulsion laser de profil radial Gaussien, l’intensité lumineuse 
est suffisamment importante pour que la probabilité d’obtenir (2+1) photons incidents au 
même instant soit élevée. L’ionisation à (2+1) photons est donc possible et les réactions de 
recombinaisons des ions atomiques Xe+(2P3/2) et moléculaires Xe2+(A2Σu+) peuvent avoir lieu.  
A mesure que l’on s’éloigne de l’axe du faisceau laser, son intensité décroît. Ainsi, en dehors 
du corps cylindrique épousant la forme du faisceau (Figure I.1.), l’intensité lumineuse est 
suffisamment faible pour que l’ionisation à (2+1) photons soit peu probable et les réactions de 
recombinaisons électroniques sont alors négligeables. On considère donc la même distribution 
initiale d’électrons et d’ions atomiques, correspondant à l’intersection de la Gaussienne de la 
tête de l’impulsion laser avec le corps cylindrique du faisceau : 
       
( ) ( )2 2 20 0 2 2
0 0 0* * 2 2
0 00 0
exp si ( ) ( )
( , ) ( , ) 2 2 4
0 sinon
e x yXet t
x x y y dn x x y y
n x y n x y σ σ+= =
⎧ ⎡ ⎤− −⎪ − − − + − ≤⎢ ⎥= = ⎨ ⎢ ⎥⎣ ⎦⎪⎩
  (I.5) 
Cette distribution d’amplitude -370 cm10=n  est disposée en mm5,20 =x et 0 7,5 mm,y = au 
centre C du domaine de simulation et les paramètres qui contrôlent sa largeur 
mm42.0
2ln22
mm1 ≈=== σσσ yx ont été choisis de manière à ce que sa largeur à mi-hauteur 
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soit de 1 mm. Pour ne prendre en compte que la tête gaussienne de cette distribution, le tronc 
cylindrique de hauteur 
2
* 5 3
0 , 0 0 0 0 20 ,
0
( , ) exp 6, 25.10 cm
2 8e ref eXe ref t
d dn n n x y n σ+
−
=
⎛ ⎞= = + = − =⎜ ⎟⎝ ⎠
 
sur lequel elle s’appuie, a été supprimé, tout en conservant le maximum de densité à sa valeur 
d’origine 7 -30 10 cm .n = Ceci nous permet de nous approcher des conditions expérimentales 
réalistes. La distribution initiale d’électrons identique à celle des ions atomiques choisie est 
finalement donnée par :  
 
*
0 0 ,0
0 00 0 0
0 0 ,
( , )
( , ) ( , ) e e refte t Xe t
e ref
n x y n
n x y n x y n
n n+
=
= =
−= = −  (I.6) 
Notons que le passage de la relation (I.5) à la relation (I.6) a pour effet de diminuer 
légèrement (4 %) la valeur de la largeur à mi-hauteur de la gaussienne initialement choisie, 
sans incidence significative sur les résultats. La figure I.3. représente la distribution initiale 
choisie pour la densité électronique et la densité des ions atomiques en 3D, 2D et en coupe 
suivant les plans 0xx =  et .yy 0=  La densité du gaz neutre, formé d’atomes de xénon à l’état 
fondamental Xe(1S0) est donnée par la loi des gaz parfaits, et demeure constante au cours du 
temps. On suppose qu’initialement aucun ion moléculaire Xe2+(A2Σu+) et aucune espèce 
excitée (atomique et moléculaire) ne préexiste dans le système d’étude. 
Les conditions aux limites sont choisies de type Neumann aux frontières du domaine : 
 
⎪⎪⎩
⎪⎪⎨
⎧
=∂
∂=∂
∂
=∂
∂=∂
∂
0)()0(
0)()0(
t,L,x
y
n
t,,x
y
n
t,y,D
x
n
t,y,
x
n
qq
qq
 (I.7) 
Les méthodes numériques utilisées pour résoudre les équations de transport sont détaillées 
dans le paragraphe III de ce chapitre.  
Une fois obtenus, les profils spatio-temporels de densités de particules ont été intégrés sur le 
domaine rectangulaire de simulation suivant : 
 )()(
00
t,y,xndydxtN q
LD
q ∫∫=  (I.8) 
Les évolutions temporelles du nombre total de chaque espèce (par unité de longueur suivant 
)z  ont permis de quantifier les échelles de temps des processus et de mettre en évidence les 
phénomènes caractéristiques selon la pression de travail, avec ou sans champ électrique. 
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c. Coupe dans le plan 0yy =  d. Coupe dans le plan 0xx =  
Figure I.3. Distribution initiale choisie pour la densité électronique 
00
),( =te yxn et pour la densité d’ions 
atomiques 
0 0
( , ) .
Xe t
n x y+ =  
 
Les émissions de rayonnement ultraviolet lointain (UVL) sont produites par différents 
groupes de photons selon leur gamme d’énergies. Chacun d’entre eux est ici représenté par 
une longueur d’onde caractéristique : les photons résonants nm)147( res =λ  issus de la 
désexcitation radiative du niveau 3P1 vers le niveau fondamental (Tableau I.1., R.08), les 
photons issus du premier continuum nm)152( 1 =cλ  (Tableau I.1., R.11 et R.13) et ceux 
provenant du second continuum nm)172( 2 =cλ  (Tableau I.1., R.16 et R.17) du xénon. Pour 
prendre en compte ces différents ensembles de photons dans le calcul de l’intensité UVL, 
nous introduisons dans la suite leurs énergies caractéristiques ,khν où k désigne 
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successivement les photons résonants (res), ceux du premier et du second continuum (1c et 
2c). Ces énergies sont respectivement égales à 1,3523.10-18 J eV),45,8(≈  1,3078.10-18 
J eV)17,8(≈ et 1,1557.10-18 J eV).22,7(≈ Dans la suite, nous désignons la densité linéique 
de puissance du rayonnement ultraviolet lointain par l’intensité UVL (par unité de longueur 
suivant ).z  Elle est donnée par : 
 ∑∑
++ ==
++=
bbhh1
3
1
3
u0u1
2c
u0u1
1c
)PXe(
)PXe(
res
)()()(
)(
,m m
m
,l l
l
VUV
tN
h
tN
h
tN
htI τντντν  (I.9) 
où 
)PXe( 1
3τ , 
h2
3
u2 )]P([1Xe
τ , 
b2
3
u2 )]P([1Xe
τ , 
h1
3
u2 )]P([0Xe
+τ et 
b1
3
u2 )]P([0Xe
+τ  sont les durées de vies radiatives 
des états excités retenus dans notre schéma cinétique (Tableau I.1.) et responsables des 
émissions UVL.  
 
II.3. Schéma réactionnel  
 
La détermination d’un schéma cinétique suffisamment complet pour rendre compte 
des processus collisionnels les plus probables dans la gamme de pressions envisagée est 
essentielle. Pour décrire le transport des particules chargées et neutres excitées (atomiques et 
moléculaires), tout en garantissant des temps de simulations raisonnables, nous avons dégagé 
un schéma à dix-sept réactions [Rod], moyennant quelques hypothèses simplificatrices.  
Il a tout d’abord été nécessaire d’identifier les états atomiques excités produits par 
recombinaisons électroniques, la plupart du temps assimilés à un ensemble de niveaux 
énergétiques Xe* dans la littérature [Mil]-[Oda]-[Shi]. En effet, une fois l’ionisation à (2+1) 
photons réalisée, les ions atomiques Xe+(2P3/2) peuvent tout d’abord former des ions 
moléculaires Xe2+(A2Σu+) par collisions à trois corps avec les atomes du xénon neutre Xe(1S0), 
selon la réaction R.01 (Tableau I.1.). Les recombinaisons électroniques sur des ions 
atomiques et moléculaires (réactions R.02 et R.03) peuvent avoir lieu pour former un 
ensemble d’états excités. Toute la difficulté est alors d’identifier ces états, qui à priori, 
peuvent regrouper autant de niveaux d’énergies atomiques envisageables que possible. Parmi 
l’ensemble des premiers états atomiques excités susceptibles d’être créées dans le xénon, on 
distingue les niveaux énergétiques bas (configurations 6s et 6s’ entre 8,32 et 9,57 eV [Moo]) 
et les niveaux énergétiques hauts (configurations 6p, 5d, 7s, 6p’ et niveaux supérieurs dont les 
énergies sont supérieures à 9,56 eV [Moo]). Les états 6s correspondent au premier métastable 
Xe(3P2) et au premier résonant Xe(3P1) de plus basse énergie : 8,32 et 8,44 eV [Moo], 
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respectivement. Lors des études expérimentales, les émissions provenant du deuxième niveau 
résonant Xe(1P1) n’ont jamais été observées. 
Les premiers états atomiques hauts, formés par l’ensemble des niveaux d’énergies 
successifs 6p, sont susceptibles de conduire à la formation des états 6s, pris en compte dans le 
schéma cinétique. En effet, la désexcitation radiative des états 6p (réactions R.04 et R.05) et la 
collision à deux corps entre ces états et les atomes du xénon neutre Xe(1S0) (réactions R.06 et 
R.07) permettent d’accroître les populations des premiers états métastables Xe(3P2) et 
résonants Xe(3P1). Du fait de la variété des états 6p dont les différents niveaux d’énergies 
successifs sont extrêmement proches, pour simplifier le schéma réactionnel retenu pour cette 
modélisation, nous avons choisi de ne considérer qu’un seul état Xe(6p) représentatif. Celui-ci 
d’énergie moyenne 9,73 eV [Moo], formé par les recombinaisons électroniques R.02 et R.03, 
disparaît donc par les réactions R.04 à R.07 (Tableau I.1.). La population d’états 5d dont 
l’énergie moyenne est de l’ordre de 10,1 eV [Moo] n’est pas prise en compte dans cette étude. 
En effet, l’électron issu de l’ionisation à (2+1) photons passant par l’état relais Xe(3P2), 
dispose d’une énergie trop faible (0,345 eV) pour produire une excitation électronique des 
niveaux atomiques. Par ailleurs, si les états 5d étaient formés à partir de la désexcitation des 
niveaux supérieurs, ils cascaderaient vers les états 6p.  
Finalement, les seuls états excités atomiques considérés dans le schéma cinétique sont le 
premier métastable Xe(3P2), le premier résonant Xe(3P1) et l’état Xe(6p) représentatif rendant 
compte de l’ensemble de la population des niveaux énergétiques 6p.  
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Figure I.4. Courbes d’énergies potentielles des excimères du xénon choisis [Jon]. 
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Pour caractériser le transport des neutres excités diatomiques (excimères) à partir 
desquels proviennent les émissions UVL, nous avons également considéré quatre états 
moléculaires, dont les courbes de potentiel [Jon] sont représentées sur la figure I.4. En effet, 
les niveaux vibrationnels élevés Xe2[1u(3P2)]h et Xe2[0u+(3P1)]h, corrélés au premier métastable 
3P2 et au premier résonant 3P1 respectivement, sont responsables des émissions du premier 
continuum (réactions R.11 et R.13). La relaxation vibrationnelle de ces états par collision à 
deux corps avec un atome du gaz neutre forme les niveaux vibrationnels bas Xe2[1u(3P2)]b et 
Xe2[0u+(3P1)]b, à partir desquels sont émis les photons du second continuum (réactions R.16 et 
R.17). En toute rigueur, chacun des quatre états moléculaires pris en compte comporte un 
ensemble de niveaux d’énergies vibrationnels successifs très proches. La modélisation ne 
considère donc qu’un état moyen (élevé ou bas) pour chacune de ces populations. 
 
Réactions chimiques Numéro Référence 
 +Σ⎯⎯⎯⎯ →⎯+ ++×+ −− )SXe()(AXe )SXe(2  )P(Xe 01u22scm102013/22 1631  R.01 [Mil] 
Xe(6p) e  )P(Xe
1312 scm10
3/2
2 ⎯⎯⎯ →⎯+ −−−+  R.02 [Mil] 
 +⎯⎯⎯⎯⎯⎯⎯ →⎯+Σ −−×−++ )SXe(Xe(6p) e  )(AXe 01scm)/(101,027u22
131/2
eg
6 εε  R.03 [Oda]-[Osk]
 +⎯⎯⎯ →⎯ − IR23s3x10 hν)PXe(  Xe(6p) 17  R.04 [Rad] 
 +⎯⎯⎯ →⎯ IR13s2,5x10 hν)PXe(  Xe(6p) -17  R.05 [Rad] 
 ++⎯⎯⎯⎯ →⎯+ IR0123scm10,1x1001 hν)SXe()PXe(  )SXe(Xe(6p) -13-11  R.06 [Alf] 
 ++⎯⎯⎯⎯ →⎯+ IR0113scm10,1x1001 hν)SXe()PXe(  )SXe(Xe(6p) -13-11  R.07 [Alf] 
res0
1s10x3
1
3 hν)SXe()PXe(
15 + ⎯⎯⎯ →⎯ −  R.08 [Mar-2] 
 +⎯⎯⎯⎯ →⎯+ +− )SXe()]P([0Xe  )SXe(2 )PXe( 01h13u2scm1,63x100113 16-31  R.09 [Led] 
 +⎯⎯⎯⎯ →⎯+ − )SXe()]P([1Xe  )SXe(2 )PXe( 01h23u2scm7,87x100123 16-32  R.10 [Led] 
 +⎯⎯⎯ →⎯ 1c01s2,5x10h23u2 hν)SXe(2  )]P([1Xe -17  R.11 [Mad] 
 +⎯⎯⎯⎯ →⎯+ )SXe()]P([1Xe  )SXe()]P([1Xe 01b23u2scm6,09x1001h23u2 -13-11  R.12 [Bon] 
 +⎯⎯ →⎯+ 1c01s2x10h13u2 hν)SXe(2  )]P([0Xe -18  R.13 [Bon] 
 +⎯⎯⎯⎯ →⎯+ ++ )SXe()]P([0Xe   )SXe()]P([0Xe 01b13u2scm6,09x1001h13u2 -13-11 R.14 [Bon] 
 +⎯⎯⎯⎯ →⎯++ )SXe(2)PXe(   )SXe()]P([0Xe 0123scm6,09x1001h13u2 -13-11  R.15 [Bon] 
 +⎯⎯⎯ →⎯ 2c01s9,71x10b23u2 hν)SXe(2  )]P([1Xe -16  R.16 [Led] 
 +⎯⎯⎯ →⎯+ 2c01s2,5x10b13u2 hν)SXe(2  )]P([0Xe -17  R.17 [Ket] 
Tableau I.1. Réactions dans le xénon utilisées pour la modélisation laser. 
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En toute rigueur, nous aurions dû prendre en compte le transfert de l’état 
Xe2[0u+(3P1)]h vers un état dissociatif Xe2(2u,2g,1g,0g-) corrélé au 3P2 (Figure I.4). En effet, 
dans notre gamme de pressions, la probabilité de création du métastable 3P2 à partir de cet état 
de transition demeure prépondérante (99,7 % et 96,09 % à 30 et 500 Torr, respectivement) par 
rapport à celle de formation de l’état 0u+(3P1)b (2,34 ‰ et 3,84% à 30 et 500 Torr, 
respectivement) et à fortiori à celle de disparition l’état dissociatif par désexcitation radiative 
vers le fondamental 1S0 (0,66 ‰ et 0,07 % à 30 et 500 Torr, respectivement). Ainsi, tout se 
passe comme si l’état Xe2[0u+(3P1)]h formait directement le métastable Xe(3P2) et le niveau 
Xe2[0u+(3P1)]b par collision à deux corps avec un atome du gaz neutre. Au vue des schémas 
numériques explicites ici utilisés pour le transport des particules (paragraphe III), la prise en 
compte de la dissociation rapide (estimé à quelques dizaines de picosecondes) d’un état 
moléculaire intermédiaire formant le Xe(3P2) imposerait, à 30 Torr, des temps de calculs 
prohibitifs. Nous avons donc ici introduit une seule réaction R.15 qui tient compte 
indirectement d’un transfert du Xe(3P1) vers le Xe(3P2), même si les proportions des produits 
ne sont pas rigoureusement bien respectées. En considérant cette hypothèse de travail, la 
formation de l’excimère Xe2[0u+(3P1)]b et du métastable Xe(3P2) à partir de l’état 
Xe2[0u+(3P1)]h est équiprobable (45 %) de sorte que seulement 10 % d’émission UVL du 
premier continuum provient de cet état. Le tableau I.1. et la figure I.6. récapitulent l’ensemble 
des réactions prises en compte dans cette modélisation  
Le taux de réaction de la recombinaison électronique des ions moléculaires (R.03) 
dépend de l’énergie moyenne des électrons. Cette grandeur a été obtenue en fonction du 
champ électrique réduit /E N par résolution de l’équation de Boltzmann [Mat] (Figure I.5.).   
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Figure I.5. Energie moyenne des électrons dans le xénon, calculée par résolution de l’équation de Boltzmann. 
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Figure I.6. Schéma cinétique utilisé pour le xénon. 
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II.4. Paramètres de transport  
 
Pour résoudre les équations de transport des particules (I.3), il est nécessaire de 
disposer d’un certain nombre de paramètres de transport. Dans la situation la plus générale 
possible décrite ici, ils permettent de caractériser à la fois la diffusion par l’intermédiaire des 
coefficients de diffusion longitudinale 
qL
D et transverse ,
qT
D ainsi que la convection via la 
mobilité qμ et la vitesse de dérive qw  des particules. Toutefois, selon la nature de la particule 
considérée, certaines de ces grandeurs n’interviennent pas. Notons qu’ici, les coefficients 
d’ionisation et d’excitation par impact électronique ne sont pas pris en compte car, dans nos 
conditions, ces phénomènes sont inexistants. Les paramètres de transport relatifs aux 
électrons ont été calculés par résolution numérique directe de l’équation de Boltzmann. Les 
énergies électroniques caractéristiques dans le xénon sont présentées sur la figure I.7. Une 
étude bibliographique [Mat] a montré que pour une température du gaz 300 ,gT K= les 
résultats obtenus étaient en très bon accord avec les données expérimentales et théoriques 
fournies dans la littérature.  
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Figure I.7. Energies électroniques caractéristiques (DLe/μe , DTe/μe) et vitesse de dérive we des électrons dans le 
xénon en fonction du champ électrique réduit E/N, calculés par résolution de l’équation de Boltzmann. 
 
Les mobilités des ions atomiques et moléculaires proviennent des résultats d’une étude 
bibliographique [Mat] synthétisant différentes méthodes de détermination (expérimentales et 
de calculs) (Figure I.8.). Pour les faibles valeurs de champ électrique, ont été retenues les 
mesures expérimentales déduites par Biondi et al [Bio] à champ nul (0,58 cm2.V-1.s-1 pour 
l’état atomique et 0,79 cm2.V-1.s-1 pour l’état moléculaire). Pour les valeurs de champ 
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intermédiaires, la mobilité des ions Xe+(2P3/2) et Xe2+(A2Σu+) est décrite par les données 
calculées par Varney et al [Var] et Oda et al [Oda]. Enfin, à fort champ, toutes deux suivent 
les évolutions proposées par Kawakami et al [Kaw]. En présence du champ électrique 
constant 140 V.cm ,E −= les valeurs du champ réduit /E N varient entre 0,24 à 4,04 Td (1 Td 
= 10-17 V.cm2) pour notre gamme de pressions (de 30 à 500 Torr). Dans ces conditions, le 
champ électrique uniforme est suffisamment faible pour considérer que les ions sont en 
équilibre thermique avec les molécules du gaz. Les ions sont donc supposés thermalisés à la 
température du gaz, ce qui est toujours valable lorsque la température électronique eT  est très 
supérieure à celle du gaz gT  quelle que soit la pression considérée. Dans ces conditions, les 
coefficients de diffusion des ions, sont traditionnellement déduits des mobilités réduites 
correspondantes et donnés par la relation d’Einstein : 
 
e
TkD gB
q
q =μ  (I.10) 
Dans cette relation, Bk désigne la constante de Boltzmann. 
Dans cette étude, nous avons distingué coefficient de diffusion longitudinale et 
transverse. Comme les ions sont beaucoup plus massifs que les électrons, leurs mobilités sont 
nettement plus faibles (d’un rapport 100 à 5000) et en vertu de la relation (I.10), les 
coefficients de diffusion des ions sont très nettement inférieurs à ceux des électrons (facteur 
104 à 105 selon la pression considérée). Les coefficients de diffusion longitudinale et 
transverse de chaque espèce ionique ont donc été choisis égaux (Figure I.8.) et sont donnés 
par la relation (I.10). 
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Figure I.8. Evolution du produit des mobilités réduites et coefficients de diffusion longitudinale et transverse 
des ions Xe+(2P3/2) et Xe2+(A2Σu+) avec la densité du gaz neutre dans le xénon pur. 
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Peu de travaux ont été réalisés sur la détermination des coefficients de diffusion des 
espèces neutres excitées. Concernant les espèces atomiques, la littérature [Wie]-[Bar] ne fait 
état que de la valeur du coefficient de diffusion de l’état métastable Xe(3P2), déduit de 
mesures expérimentales. En effet, de manière générale, sa fréquence de disparition τ
1  
s’exprime sous la forme d’une somme de différents termes rendant compte des phénomènes 
susceptibles de détruire cette espèce. Pour quantifier ces différentes contributions, Barbet et al 
[Bar] ont proposé, à partir de mesures d’absorption optique, de déterminer les densités des 
niveaux métastables Xe(3P2) en post-décharge dans le xénon. Pour des pressions p  variant 
entre 0,04 et 4 Torr, le profil suivant a été obtenu : 
  22 8075.
191 pp
p
++Λ=τ  (I.11) 
où Λ  est la longueur de diffusion caractéristique du métastable Xe(3P2) dans la cellule de 
 
 p = 30 Torr p = 500 Torr 
N (cm-3) 9,88.1017 1,65.1019 
 Sans champ Avec champ Sans champ Avec champ
E/N (Td) 0,00 4,04 0,00 0,24 
).sV.cm( 1-12 −eμ  3,42.104 5,33.103 2,05.103 2,36.103 
)s.cm( 1−ew  0,00 2,13.105 0,00 9,43.104 
)s.cm( 12 −
eL
D  8,32.102 7,91.103 4,99.101 5,32.102 
 
e- 
)s.cm( 12 −
eT
D  8,06.102 3,52.104 4,83.101 5,08.103 
2 1 1(cm .V .s )
Xe
μ + − −  1,47.101 1,47.101 8,80.10-1 8,80.10-1 
2
1(cm.s )
Xe
w + −  0,00 -5,88.102 0,00 -3,53.101  
Xe+(2P3/2) 
Xe Xe
L TD D+ +=  
(cm2.s-1) 
3,40.10-1 3,40.10-1 2,08.10-2 2,08.10-2 
2
2 1 1(cm .V .s )
Xe
μ + − −  2,00.101 2,00.101 1,20 1,20 
2
1(cm.s )
Xe
w + −  0,00 -8,00.102 0,00 -4,80.101  
Xe2+(A2Σu+) 
 
2 2Xe Xe
L TD D+ +=  
(cm2.s-1) 
4,70.10-1 4,70.10-1 2,80.10-2 2,80.10-2 
Etats 
6p, 3P2 et 3P1 
* *Xe XeL T
D D=  
(cm2.s-1) 
6,19.10-1 6,19.10-1 3,71.10-2 3,71.10-2 
Etats  
1u(3P2) 
0u+(3P1) 
* *
2 2Xe Xe
L TD D=  
(cm2.s-1) 
6,19.10-1 6,19.10-1 3,71.10-2 3,71.10-2 
Tableau I.2. Ensemble des données de base sur le transport des espèces suivies dans le xénon sans ou avec le 
champ électrique E = 40 V.cm-1. 
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décharge. Dans l’équation (I.11), le premier terme du membre de droite rend compte de la 
diffusion du métastable vers les parois de l’enceinte. Le deuxième et le troisième termes font 
état des processus collisionnels à deux et trois corps entre le niveau Xe(3P2) et un ou deux 
atomes du gaz neutre Xe(1S0), respectivement. Barbet et al [Bar] ont ensuite identifié 
l’équation (I.11) à la forme générale de la fréquence de disparition de l’espèce Xe(3P2), 
donnée par : 
 2212
01 pApA
.p
D ++Λ=τ  (I.12) 
où 120 .Torr.scm19
−=D  est le coefficient de diffusion du métastable Xe(3P2) dans le xénon à 
1 Torr et 300 K, et 21 et AA  sont les taux de réaction des réactions à deux et trois corps 
respectivement. Puisque les neutres, tout comme les ions, diffusent très peu sur des échelles 
de temps de l’ordre de quelques dizaines de microsecondes tout au plus ( 30 Torr),p = la 
même valeur des coefficients de diffusion (longitudinale et transverse) a été choisie pour 
l’ensemble des populations d’atomes excités. Dans cette modélisation, avec une température 
du gaz de 293 ,gT K= l’évolution du coefficient de diffusion * * *( )L TD D D= = des espèces 
atomiques excitées en fonction de la pression est finalement donnée par :  
  * 0
293( )
300
DD p
p
=  (I.13) 
Concernant les valeurs de coefficients de diffusion des espèces moléculaires excitées, 
aucune donnée n’a été trouvée dans la littérature. Pour avoir une estimation des valeurs de ces 
paramètres, une étude bibliographique sur la détermination du coefficient de diffusion de la 
molécule Xe2[0g+(1S0)] (Figure I.4), état fondamental du dimère de xénon, a été menée. Mais 
la littérature ne fait état d’aucune étude à ce sujet. Quoiqu’il en soit, les états moléculaires 
0u+(3P1) et 1u(3P2), plus massifs que les niveaux excités atomiques 6s, 6s’ et 6p, ont des 
coefficients de diffusion plus faibles. Nous avons donc envisagé le cas limite pour lequel les 
états moléculaires diffuseraient autant que les niveaux atomiques. Les coefficients de 
diffusion des molécules excitées ont donc été choisis égaux à ceux des niveaux atomiques. Ils 
sont donnés par la relation (I.13). Le tableau I.2. récapitule l’ensemble des données sur le 
transport des espèces aux différentes pressions considérées, sans ou avec champ électrique 
.V.cm40 1−=E  
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III. Méthodes numériques 
 
Notre objectif maintenant est de résoudre numériquement l’équation (I.3) que nous 
avons introduite précédemment et qui caractérise le transport des particules. Pour cela, nous 
allons, dans un premier temps utiliser une méthode d’éclatement [Yan]. Celle-ci consiste à 
décomposer (‘éclater’) l’équation initiale (I.3) en une série d’équations plus simples et 
correspondant à chaque opérateur de cette équation de telle manière que, par exemple, un 
problème multidimensionnel soit transformé en une succession de problèmes plus simples. 
Dans ces conditions, l’équation (I.3)  est supposée équivalente au système suivant : 
 [ ] 0),,(.),,(.),,( =∇+∂∂ tyxntyxwtyxtn qqq r
r
 (I.14) 
 [ ] 0),,(.),,(.),,( =∇∇−∂∂ tyxntyxDtyxtn qqq rr  (I.15) 
 ),,(),,( tyxStyx
t
n
q
q =∂
∂
 (I.16) 
Les équations ci-dessus sont discrétisée au moyen d’une méthode numérique appropriée et 
résolues séquentiellement sur un pas dans le temps élémentaire .tΔ Les conditions initiales 
associées à chacune de ces équations correspondent à la solution issue de l’équation 
précédente. Ainsi la solution de (I.15) est obtenue en adoptant au début du pas dans le 
temps tΔ la solution de (I.14). 
Dans la suite, pour simplifier les notations, nous supprimerons la variable ,y des 
équations ci-dessus. Cependant, la résolution des équations ci-dessus sera dans chaque cas 
effectuée sur un domaine rectangulaire (Figure I.9.) et les résultats seront toujours fonction 
des variables x et .y  
 
III.1. Traitement numérique de l’équation de convection (I.14) 
 
Puisque le champ électrique est dirigé le long de l’axe [ ) ,Cx seule la composante 
selon cette direction de la vitesse de dérive est non nulle. Dans ces conditions, l’équation 
(I.14) s’écrit : 
 ( , ) ( , ). ( , ) 0q q q
n
x t w x t n x t
t x
∂ ∂ ⎡ ⎤+ =⎣ ⎦∂ ∂  (I.17) 
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Comme la méthode numérique que nous allons développer dans ce qui suit doit également 
s’appliquer au chapitre III (dans laquelle nous utiliserons également une méthode 
d’éclatement sur un domaine cylindrique), nous allons réécrire l’équation ci-dessus sous la 
forme plus générale suivante : 
 
1( , ) ( , ). ( , ) 0q p q qp
n
x t x w x t n x t
t x x
∂ ∂ ⎡ ⎤+ =⎣ ⎦∂ ∂  (I.18) 
qui correspond à une géométrie cartésienne ( 0)p = ou cylindrique ( 1).p =  Bien que 
l’équation ci-dessus soit définie sur le domaine rectangulaire représenté sur la figure I.9., nous 
allons la discrétiser le long d’un intervalle élémentaire 1/2 1/2[ ; ]i ix x− + de centre ix . Si nous 
intégrons maintenant l’équation (I.18) entre 2/1−ix et 1/2 ,ix + nous obtenons l’équation 
suivante : 
 1/2 1/2 1/2 1/2 1/2 1/2( , ) ( , ) ( , ) ( , ) ( , ) 0
q p p
i i q i i q i q i i q i
n
A x t w x t x n x t w x t x n x t
t + + + − − −
∂ + − =∂  (I.19) 
xi-1
yj-1
yj
yj+1
xi xi+1
Δxm,i
xi-1/2 xi+1/2
yj-1/2
yj+1/2
Δxi
Δyj
Δym,j
x
y
 
Figure I.9. Volumes de contrôles en deux dimensions utilisés pour le traitement numérique du transport des 
particules en géométrie cartésienne.  
 
dans laquelle : 
 ∫+
−
==
2/1
2/1
),(..1),(),( ,
i
i
x
x
q
p
i
iqiq txnxdxA
txntxn  (I.20) 
désigne la valeur moyenne de la densité de la particule q dans l’intervalle 1/2 1/2[ ; ]i ix x− + au 
point x et à l’instant ,t avec : 
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 ∫+
−
=
2/1
2/1
.
i
i
x
x
p
i xdxA  (I.21) 
L’équation (I.19) montre que la variation dans le temps de la densité moyenne de particules 
q dans le volume de contrôle 1/2 1/2[ ; ]i ix x− + est égale à la différence des flux entrant et sortant 
aux bornes de cet intervalle à un instant t  donné.  
Après intégration de l’équation (I.19) sur un pas temporel 1( ),k kt t t+Δ = − en supposant que la 
vitesse de dérive qw  est constante sur cet intervalle de temps, il vient :  
 1, , 1/2 1/2[ ( , ) ( , )]
qk k
q i q i q i q i
i
w
n n x t x t
A
φ φ+ + −− = − Δ − Δ  (I.22) 
où : 
 
0
( , ) . . ( , )
t
p
q qx t dt x n x tφ
Δ
= ∫  (I.23) 
caractérise le nombre de particules traversant l’interface localisée au point x pendant 
l’intervalle de temps .tΔ   
Notons que comme ces flux caractérisent l’entrée et la sortie des particules aux 
interfaces du volume de contrôle, ils dépendent strictement des valeurs des densités définies 
sur ces interfaces et non des valeurs moyennes des densités à l’intérieur de l’intervalle 
1/2 1/2[ ; ].i ix x− + Il est donc nécessaire maintenant d’exprimer les fonctions ( , )q x tφ Δ en terme 
des densités moyennes , .
k
q in  Pour cela, nous allons introduire une fonction ( , )q x tψ définie de 
telle sorte qu’elle corresponde à l’intégrale de la densité ),( tnq ζ par rapport à ,x selon la 
relation : 
 
0
( , ) . . ( , )
x
p
q qx t d n tψ ζ ζ ζ= ∫  (I.24) 
D’un point de vue numérique, la fonction qψ est naturellement définie en termes de iA et de 
, .
k
q in Nous avons : 
 k mq
i
m
m
k
q
k
iq nA ,
1
2/1,2/1, .∑
=
+ +=ψψ  (I.25) 
L’ensemble de points { }, 1/2 0,..., 1 ,xkq i i nψ + = − exprimés à chaque interface, constitue une suite 
monotone si , 0.
k
q in ≥  En s’appuyant sur les valeurs discrètes de , 1/2 ,kq iψ + il est possible de 
définir, par une interpolation polynômiale par exemple, une fonction ( , )q x tψ% qui approche la 
fonction ( , ).q x tψ  
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D’autre part, comme pour une valeur constante de la vitesse de dérive ,qw le produit 
. ( , )p qx n x t est constant le long de la caractéristique (C) (Figure I.10.), nous pouvons effectuer 
le changement de variable 1/2( ) . ,i qt x w tχ += − et nous obtenons : 
 
1/2
1/2
, 1/2 ( ) . . ( , )
i
i q
x
p
q i q
x w t
t d n tφ χ χ χ
+
+
+
− Δ
= ∫  (I.26) 
En remarquant que l’équation (I.24) est équivalente à : 
 . ( , ) ( , )qp qx n x t x tx
ψ∂= ∂  (I.27) 
en insérant la relation ci-dessus dans (I.26), nous obtenons l’équation suivante : 
 
1/2
1/2
, 1/2 1/2 1/2( ) . . ( , ) ( ) ( . )
i
i q
x
p
q i q q i q i q
x w t
t d n t x x w tφ χ χ χ ψ ψ
+
+
+ + +
− Δ
= = − − Δ∫  (I.28) 
nq(xi+1/2-wq.Δt,0)
xi xi+1
wq.Δt
xxi+1/2
t
Δt nq (xi+1/2 ,Δt)
nq(xi+1/2-wq.Δt,0)
0
wq > 0 wq < 0
(C)
 
Figure I.10. Mouvement des particules à l’intérieur du volume contrôle.  
 
L’équation (I.28) montre que la fonction , 1/2 ( )q i tφ + s’exprime comme la différence des valeurs 
de qψ aux points 1/2ix + et 1/2 . .i qx w t+ − Δ   
Finalement, à l’aide de la relation ci-dessus, la relation (I.22) s’écrit : 
 ( )1, , , 1/2 * * , 1/2qk k k k k kq i q i q i q q q i
i
w
n n
A
ψ ψ ψ ψ+ + −+ −= − − + −  (I.29) 
où *
k
qψ + et *kqψ − sont les valeurs discrètes de qψ exprimées aux points * 1/2 .i qx x w t+ += − Δ et 
* 1/2 . ,i qx x w t
−
−= − Δ respectivement. La relation ci-dessus montre que la détermination des 
densités 1,
k
q in
+ à l’instant 1kt + nécessite uniquement la connaissance des valeurs de qψ aux 
points 1/2 ,ix + 1/2 ,ix − *x
+ et * .x
− Les valeurs de , 1/2q iψ + et de , 1/2q iψ − sont obtenues directement 
à partir de la relation (I.25). Les valeurs de *
k
qψ + et de *kqψ − nécessitent une approximation 
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polynômiale. Le détail du calcul de *
k
qψ + et de *kqψ − effectué en choisissant un polynôme 
d’ordre trois pour approximer la fonction qψ est donné dans les annexes II et III. 
On montre ainsi que ce polynôme peut s’exprimer en terme de la densité 
moyenne , .
k
q in Au point * 1/2 . ,i qx x w t
+
+= − Δ dans le cas d’une géométrie cartésienne ( 0),p =  
nous avons la relation suivante : 
   
, 1 1 , , 1 , 2
* , 1/2
1 1
, 1 , , 11
1 1 1 1 1
. .
. ( . )
..                     . (1 )
k k k k
i q i i q i q i q ik k
q q i q q
i i i i
k k k k
q i i q i q i qi i
q
i i i i i i i i
x n x n n n
w t w t
x x x x
n n n n w tx x w t
x x x x x x x x
ψ ψ + + ++ +
+ +
+ −+
− + + − +
Δ + Δ −= − Δ + ΔΔ + Δ Δ + Δ
⎛ ⎞− − ΔΔ Δ+ − Δ +⎜ ⎟⎜ ⎟Δ + Δ +Δ Δ +Δ Δ +Δ Δ⎝ ⎠
.
(1 )q
i
w t
x
Δ− Δ
 (I.30) 
De la même façon, nous obtenons une relation similaire au point * 1/2 . .i qx x w t
−
−= − Δ  
La relation ci-dessus est valable pour une distribution non uniforme des pas spatiaux .ixΔ  
Si nous les considérons constants, l’équation (I.30) se simplifie pour donner : 
       ( ) ( ) ( )2 2* , 1/2 , 1 , , 1 , , 1 , , 11 1 1 2 (1 )2 2 6k k k k k k k k kq q i q i q i i q i q i i q i q i q i i in n c n n c n n n c cψ ψ+ + + + + −= − + + − + − + −  (I.31) 
où ic est le nombre de Courant égal à . / .q iw t xΔ Δ La relation ci-dessus est valable pour 
0.qw ≥  Si 0,qw < nous obtenons la relation : 
        ( ) ( ) ( )2 2* , 1/2 , 1 , , 1 , , 1 , , 11 1 1 2 (1 )2 2 6k k k k k k k k kq q i q i q i i q i q i i q i q i q i i in n c n n c n n n c cψ ψ+ + + + + −= − + + − − − + −  (I.32) 
Celle-ci diffère de la précédente uniquement par le signe devant le troisième terme du 
membre de droite. Les relations ci-dessus, une fois insérées dans l’équation (I.29), constituent 
exactement le schéma QUICKEST initialement établi par Léonard [Leo]. Nous obtenons des 
relations similaires pour 1p = (géométrie cylindrique), données en annexe III et utilisées dans 
le chapitre III, en considérant des pas de discrétisation spatiaux variables.  
Dans le cas des calculs de ce chapitre, puisque le pas de discrétisation ixΔ est constant, ce 
sont les relations (I.31) et (I.32), ci-dessus, qui sont exactement utilisées. 
L’utilisation d’une approximation d’ordre élevé (ici d’ordre trois) pour résoudre 
l’équation de convection (I .18), présente un certain nombre de problèmes lorsque les 
variations de la solution sont extrêmement rapides à l’échelle d’un pas de discrétisation 
élémentaire. Des oscillations dans la solution peuvent apparaître entraînant éventuellement 
des valeurs négatives. Pour éviter ces problèmes, il est nécessaire de contrôler ces variations. 
Diverses méthodes sont utilisées pour ce contrôle. Elles sont détaillées dans l’annexe IV. 
L’avantage de la méthode que nous avons développée ici, est que le contrôle peut être fait 
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uniquement sur la fonction qψ en imposant la monotonicité de cette fonction par rapport à .x  
Si nous introduisons les trois variations linéaires de qψ dans l’intervalle 1/2 1/2[ ; ],i ix x− + à 
l’instant :kt  
 ( )0, 1/2, 1/2 , 1/2 , 1/2( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ −− + − −= + − Δ  (I.33) 
 ( ), 3/2, 3/2 , 1/2 , 3/2
1
( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ− −− − −
−
−= + − Δ  (I.34) 
 ( ), 3/2, 3/2 , 1/2 , 3/2
1
( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ+ ++ + +
+
−= + − Δ  (I.35) 
La valeur corrigée de * ,
k
qψ + notée ,ˆ *kq+ψ par exemple, est définie par les relations : 
 ( )[ ] ( ){ })(),(min,)(),(max),(minmax)( ,,0,,0 xxxxxx kqkqkqkqkqkq −−= ψψψψψψ  (I.36) 
 ( )[ ] ( ){ })(),(min,)(),(max),(minmax)(ˆ ,,0,,0* xxxxxx kqkqkqkqkqkq +++ = ψψψψψψ  (I.37) 
La valeur obtenue ci-dessus est ensuite utilisée dans l’équation (I.29). Le détail du calcul ci-
dessus est donné dans l’annexe IV. 
Le pas de temps gouvernant le processus de convection est donné par 
,
. i
conv x
q
xt
w
α ΔΔ ≤ à condition que la vitesse de dérive qw  demeure constante pour chaque 
particule .q En diminuant le coefficient multiplicateur 0,α > le pas de temps inhérent à la 
convection devient plus faible et la précision du schéma numérique est améliorée. Ici, la 
valeur choisie pour α est 0,1. 
 
III.2. Traitement numérique de l’équation de diffusion (I.15) 
 
Considérons maintenant  l’équation de diffusion (I.15) : 
 0),,(),,(),,( 2
2
2
2
=∂
∂−∂
∂−∂
∂
tyx
y
n
Dtyx
x
n
Dtyx
t
n q
T
q
L
q
qq
 (I.38) 
Pour résoudre numériquement cette équation, nous allons utiliser la même technique que celle 
développée au cours du paragraphe précédent et basée sur l’utilisation de la 
fonction ( , ).q x tψ Pour simplifier, nous raisonnerons dans un premier temps sur un cas 
monodimensionnel en géométrie cartésienne. Remarquons en premier lieu que l’équation de 
diffusion est de la même forme que l’équation de convection précédente si l’on introduit un 
flux de diffusion ( , )difj x t  défini par la relation suivante : 
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 , ( , ) ( , ) ( , )q
q
q dif L
n
j x t D x t x t
x
∂= − ∂  (I.39) 
Nous avons donc : 
 ,( , ) ( , ) 0q q dif
n j
x t x t
t x
∂ ∂+ =∂ ∂  (I.40) 
Nous pouvons donc intégrer l’équation ci-dessus de la même manière que l’équation (I.18) du 
paragraphe précédent. Il vient après intégration sur l’espace et pour un intervalle de 
temps :tΔ  
 1, , , 1/2 , 1/2
1 [ ( , ) ( , )]k kq i q i q dif i q dif i
i
n n x t x t
x
φ φ+ + −− = − Δ − ΔΔ  (I.41) 
avec : 
 ,
0
1 ( , ) ( , )
t
q dif dif
i
x t j x t dt
x
φ
Δ
= Δ ∫  (I.42) 
Compte tenu de (I.39), nous avons : 
 , 1/2 1/2
0
 ( , ) ( , )q
t
L q
q dif i i
i
D n
x t x t dt
x x
φ
Δ
+ +
∂= − ⋅Δ ∂∫  (I.43) 
De la même manière qu’au paragraphe précédent, si l’on remarque que 
( , ) ( . ,0),q q qn x t n x w t= − on a : 
 , 1/2 1/2 1/2
0 0
 ( , ) ( , ) ( , )q q
t t
L Lq q
q dif i i i
i i
D Dn n
x t x t dt t dt
x x x
φ χχ
Δ Δ
+ + +
∂ ∂= − ⋅ = − ⋅Δ ∂ Δ ∂∫ ∫  (I.44) 
On a posé : .qx w tχ = −  
En effectuant à nouveau le changement de variable ,t χ→ il vient : 
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L q
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D n
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Δ
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∂= − ⋅Δ ∂∫  (I.45) 
Si nous posons maintenant 1/2 ,ixξ χ += − nous avons : 
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Dans le cas de l’équation de diffusion, il est suffisant d’utiliser un polynôme d’ordre 
deux pour approximer ( ).qψ χ A l’aide de l’expression obtenue dans l’annexe II. et après 
avoir effectué les dérivées par rapport à ,ξ il vient : 
 ( ) ( ), 1 , , 1 , , , 11, 1/2
1 1 1 1 1
2 2
( , )  q
k k k k k k
L q i q i q i q i q i q ii i
q dif i
i i i i i i i i i i
D t n n n n n nx x
x t
x x x x x x x x x x
φ + + −++
+ − + + −
⎡ ⎤Δ − ⎛ ⎞− −Δ − Δ⎢ ⎥= + −⎜ ⎟⎜ ⎟Δ Δ + Δ Δ + Δ +Δ Δ +Δ Δ +Δ⎢ ⎥⎝ ⎠⎣ ⎦
 (I.47) 
avec une relation similaire pour , 1/2( , ).q dif ix tφ − Notons que le deuxième terme de l’équation ci-
dessus apparaît pour tenir compte de la non homogénéité du pas ixΔ et qu’il s’annule pour un 
pas ixΔ constant. Le cas bidimensionnel se généralise à partir du cas monodimensionnel. 
Les contraintes de pas dans le temps de diffusion suivant x et suivant y sont données 
par
qL
imi
xdiffus D
xx
t ,,
ΔΔ=Δ et .,,
qT
jmj
ydiffus D
yy
t
ΔΔ=Δ  
 
III.3. Traitement numérique de l’équation rendant compte des 
processus collisionnels (I.16) 
 
Les équations rendant compte des processus collisionnels relatifs à chaque espèce q  
sont données par : 
 ),,(),,(),,( ,, tyxStyxStyxt
n
qq
q
−+ −=∂
∂
 (I.48) 
où , ( , , )qS x y t+ et , ( , , )qS x y t− sont les termes sources de création et de disparition de chaque 
particule ,q respectivement. Ces termes prennent en compte l’ensemble des réactions 
susceptibles de modifier les concentrations des particules. Par exemple, dans le schéma 
cinétique considéré (Tableau I.1.), les états 6p sont produits par les recombinaisons 
électroniques (R.02) et (R.03). La vitesse de production de ces niveaux excités est alors 
donnée par :   
 eAXeeePXepXe nnknnktyxS u )(
)3(
)(
)2(
),6( 2
22/3
2 )(),,( +++ Σ+ += ε  (I.49) 
Par ailleurs, ces mêmes états disparaissent par désexcitations radiatives (réactions R.04 
et R.05) et collisions à deux corps (réactions R.06 et R.07) avec les atomes du gaz neutre 
Xe(1S0) pour peupler les états 6s. La consommation des niveaux 6p se traduit alors par un 
terme source de disparition donné par : 
 1 1
0 0
(4) (5) (6) (7)
(6 ), (6 ) (6 ) (6 ) (6 )( ) ( )
( , , )Xe p Xe p Xe p Xe p Xe pXe S Xe SS x y t k n k n k n n k n n− = + + +  (I.50) 
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Le terme source de création , ( , , )qS x y t+ et celui de disparition , ( , , )qS x y t− des particules est ici 
calculé avec un schéma d’Euler : 
 
, ,
1
, ,. .i j i j
k k k k
q q q qn n t S t S
+
+ −= +Δ −Δ  (I.51)   
Le pas de temps relatif aux termes sources est alors donné par .
,
,
−
=Δ
q
k
q
source S
n
t ji  
Finalement, le pas dans le temps des simulations tΔ est recalculé à chaque instant et 
correspond de manière générale au minimum des pas temporels relatifs aux différents 
phénomènes pris en compte dans le transport des particules. Ici, il est donc donné par 
, , ,min( , , , ).conv x diffus x diffus y sourcet t t t tΔ = Δ Δ Δ Δ  
 
IV. Résultats  
 
Le modèle décrit ci-dessus nous a permis d’étudier le transport des particules dans le 
xénon suite à une ionisation brève à (2+1) photons via l’état relais Xe(3P2), pour différentes 
pressions.  
 
Temps caractéristiques de 
réaction (R)reacτ  Réactions chimiques
p = 30 Torr p  = 500 Torr 
R.01 5,1 μs 18 ns 
R.02 ≥  105 s 
Sans champ ≥  94 ms R.03 Avec champ ≥  885 ms ≥  524 ms 
R.04 33 ns 
R.05 40 ns 
R.06 10 ns 0,6 ns 
R.07 10 ns 0,6 ns 
R.08 3,3 μs 
R.09 6,3 μs 23 ns 
R.10 13 μs 47 ns 
R.11 40 ns 
R.12 17 ns 1 ns 
R.13 5 ns 
R.14 17 ns 1 ns 
R.15 17 ns 1 ns 
R.16 103 ns 
R.17 40 ns 
Tableau I.3. Temps caractéristiques des réactions utilisées dans notre modèle à 30 et 500 Torr. 
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Dans la suite, nous décrivons et comparons les résultats obtenus avec ou sans champ 
électrique. Nous discutons, tout d’abord, de ceux obtenus à 30 Torr (basse pression). En 
 particulier, sont décrites les évolutions spatiales des densités de particules chargées et d’états  
atomiques excités à différents instants, ainsi que les variations temporelles du nombre total de 
chaque espèce considérée (par unité de longueur suivant ).z  A cela s’ajoute, l’analyse des 
profils temporels de chacune des contributions à l’intensité UVL émise. Ensuite, nous 
commentons plus brièvement quelques résultats obtenus à plus haute pression (500 Torr). 
Afin de faciliter leur analyse, nous rappelons, dans le Tableau I.3., les temps caractéristiques 
de chacune des réactions du schéma cinétique retenu. Notons que pour les réactions R.02 et 
R.03, ce temps a été déterminé à partir de la valeur maximale de la densité électronique 
initiale. Le tableau A.I. présenté en annexe I. récapitule l’ensemble des temps caractéristiques 
de diffusion suivant x  et y  avec et sans champ électrique et les durées caractéristiques de 
dérive. 
 
 
IV.1. Dynamique des particules et émissions UVL à 30 Torr  
 
IV.1.1. Transport des particules chargées 
 
Les représentations 2D (Figures I .11. à I .13.) des densités de particules chargées 
permettent de décrire qualitativement leurs évolutions spatio-temporelles. Pour quantifier les 
tendances dégagées, nous nous appuyons sur les profils 1D (Figures I.14. à I.16.) suivant 
l’axe [ ).Cx  
En l’absence de champ électrique, les variations spatiales de densités électroniques 
(Figure I .11.a.) et ioniques (Figures I.12.a. et I.13.a.) demeurent, à tout instant (t = 0, 2, 5 et 
20 μs), localisées au centre du domaine d’étude. A t = 0 μs, la répartition de densité 
électronique dont le maximum est de 107 cm-3 s’appuie sur le disque de centre );( 00 yxC et de 
rayon 0 1 mm.2
dr = =  Cette distribution demeure à tout instant centrée au milieu du domaine 
de simulation (Figure I.14.a.). Initialement égale à 107 cm-3, son maximum décroît 
progressivement, valant 9,8.106, 9,5.106, 9,1.106 et 8,3.106 cm-3 à 2, 5, 10 et 20 μs, 
respectivement. Cette diminution progressive des maxima de densités électroniques 
s’accompagne d’un étalement des ailes de leurs profils, dont la base devient une ellipse de 
demi-grand axe suivant [ ).Cx  Le long de cet axe, la base de la distribution s’étend au-delà 
de 0r d’environ 40 et 90 μm respectivement à 2 et 5 μs, d’après nos résultats. Selon la 
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direction [ )Cy  cet accroissement est plus faible (environ 30 et 75 μm respectivement à 2 et 5 
μs). L’extension le long de [ )Cx  est toujours sensiblement supérieure ; ceci est lié à la 
différence entre les valeurs des coefficients de diffusion électronique 
longitudinale 2 1( 832 cm .s )
eL
D −= et transverse 2 1( 806 cm .s ),
eT
D −= de l’ordre de 3 %.  
A 20 μs, bien qu’ayant diminué, le maximum de densité électronique (8,3.106 cm-3) demeure 
encore élevé. L’étendue spatiale de sa répartition est plus marquée (environ 230 et 210 μm 
respectivement suivant x  et ).y Nous pouvons remarquer qu’elles demeurent toujours faibles 
par rapport aux dimensions du domaine d’étude. 
Les tendances dégagées pour les électrons se retrouvent aussi pour les ions atomiques, 
à quelques différences près. En particulier, les maxima successifs de densités d’ions Xe+(2P3/2) 
diminuent (Figure I.15.a.) beaucoup plus rapidement (6,8.106, 3,8.106 et 0,2.106 cm-3 à 2, 5 et 
20 μs, respectivement) que ceux des densités électroniques. L’explication de ce phénomène 
sera donnée lors de l’analyse des profils de densités en 1D. En outre, contrairement aux 
électrons, la répartition des ions Xe+(2P3/2) reste symétrique et l’accroissement de sa base est à 
peine perceptible sur nos échelles de temps. En effet, .
2000
s.cm34,0 12 e
XeXe
L
TL
D
DD ≈== −++   
La densité d’ions moléculaires, initialement nulle, augmente (Figure I.16.a.), atteignant des 
maxima de 3,2.106, 6,2.106 et 9,8.106 cm-3 à 2, 5 et 20 μs, respectivement. Sa répartition 
demeure également symétrique )s.cm47,0( 12
22
−== ++ XeXe TL DD à tout instant.  
En présence du champ électrique Laplacien 140 V.cm ,E −= un phénomène de dérive 
(Figures I.11.b., I.12.b. et I.13.b.) des particules chargées vient s’ajouter à la diffusion et à la 
cinétique des processus collisionnels. Mais tout d’abord, au fur et à mesure de sa progression, 
la répartition de densité électronique, dont la base est circulaire à l’instant initial, devient plus 
rapidement elliptique qu’en l’absence de champ électrique. Son demi grand–axe est, cette 
fois, orienté selon la direction [ ).Cy  Ce résultat est cohérent au vue de l’écart entre les valeurs 
des coefficients de diffusion longitudinale )s.cm10.91,7( 123 −=
eL
D et transverse 
)s.cm10.52,3( 124 −=
eT
D nettement plus important en présence du champ. Par ailleurs, le 
champ électrique a pour effet d’accentuer la diffusion électronique (Figure I.11.b.). A 2, 5 et 
10 μs, les valeurs maximales de densités d’électrons ne sont plus que 6,7.106, 4,6.106 et 3.106  
cm-3, respectivement. A 20 μs, la valeur de ce maximum de densité (environ 0,4.106 cm-3) a 
fortement diminué à cause des pertes de charges électroniques (du côté de l’anode). Les 
électrons, extrêmement mobiles, dérivent très rapidement vers cette électrode à la vitesse 
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a. Sans champ électrique b. Avec champ électrique 
Figure I.11. Variations spatiales de la densité électronique à 30 Torr, sans ou avec champ électrique, à différents 
instants (t = 0, 2, 5 et 20 μs). Echelles adaptées à la gamme de valeurs. 
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a. Sans champ électrique b. Avec champ électrique 
Figure I.12. Variations spatiales de la densité d’ions atomiques à 30 Torr, sans ou avec champ électrique, à 
différents instants (t = 0, 2, 5 et 20 μs). Echelles adaptées à la gamme de valeurs. 
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a. Sans champ électrique b. Avec champ électrique 
Figure I.13. Variations spatiales de la densité d’ions moléculaires à 30 Torr, sans ou avec champ électrique, à 
différents instants (t = 0, 2, 5 et 20 μs). Echelles adaptées à la gamme de valeurs. 
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.s.cm10.13,2 15 −=ew En effet, le maximum de la distribution de densité électronique 
selon [ )Cx se situe aux positions 2,5,x =  2,9,  3,6  et mm,5 respectivement, aux instants 
s10et5,2,0 μ=t  (Figure I.11.b.). 
Les répartitions de densités d’ions Xe+(2P3/2) suivent, quant à elles, les mêmes 
évolutions (Figure I.15.b.) qu’en l’absence de champ électrique (Figure I.15.a.), à la 
différence près qu’elles ne dérivent qu’extrêmement lentement 1( 588 cm.s )
Xe
w + −= − vers la  
cathode par rapport à celles des électrons. La densité maximale d’ions Xe+(2P3/2) diminue 
progressivement de 107 cm-3 pour atteindre 6,8.106, 3,8.106, 1,4.106 et 0,2.106 cm-3 à 2, 5, 10 
et 20 μs, respectivement. Sur des échelles de temps de quelques dizaines de microsecondes, 
tout se passe comme si ces ions demeuraient quasi-statiques tandis que très rapidement, les 
électrons sont collectés à l’anode (le maximum de leur distribution l’atteint à 10 μs). En effet, 
dès les premières microsecondes, la dérive des électrons confine ces derniers très rapidement 
dans le demi-espace situé en aval du plan de symétrie 0x x= (Figure I.14.b.). 
Les recombinaisons électroniques ne peuvent alors se produire majoritairement que dans cette  
région du domaine inter-électrodes dans laquelle nous devrions observer un affaiblissement 
de la distribution de la densité des ions atomiques qui deviendrait dissymétrique. En réalité, ce 
phénomène est imperceptible sur notre échelle de temps car la réaction R.02 (2) 5( 10 s)reacτ ≥ est 
nettement moins probable (Tableau I.3.) que la réaction R.01 ).s1,5( )1( μτ =reac Par conséquent, 
les ions Xe+(2P3/2) disparaissent préférentiellement par collisions à trois corps (R.01) et leurs 
densités sont quasi-insensibles à l’évolution de la répartition électronique. 
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Figure I.14. Evolution de la densité électronique à 30 Torr suivant x  dans le plan 0yy =  à différents instants : 
a. sans champ électrique, b. avec champ électrique. 
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La diminution de densité d’ions atomiques se produit conjointement à la croissance de 
celle des ions moléculaires Xe2+(A2Σu+), initialement nulle, qui atteint 3,2.106, 6,2.106, 8,6.106 
et 9,8.106 cm-3 à 2, 5, 10 et 20 μs, respectivement (Figures I.16.a. et I.16.b.). La dérive des 
ions moléculaires, légèrement plus marquée )s.cm800( 1
2
−−=+Xew que celle des ions 
Xe+(2P3/2), déplace plus rapidement les maxima de densités vers la cathode. Ce décalage 
(Figure I.16.b.), difficilement perceptible entre 0 et 20 μs, rend compte à la fois de la dérive 
sous l’influence du champ électrique et de la cinétique des particules chargées dans le milieu 
(Figures I.14.b. et I.15.b.). Au-delà de 20 μs, les recombinaisons électroniques ayant cessé, ce  
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Figure I.15. Evolution de la densité des ions Xe+(2P3/2) à 30 Torr suivant x  dans le plan 0yy =  à différents 
instants : a. sans champ électrique, b. avec champ électrique. 
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Figure I.16. Evolution de la densité des ions Xe2+(A2Σu+) à 30 Torr suivant x  dans le plan 0y y=  à différents 
instants : a. sans champ électrique, b. avec champ électrique. 
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déplacement des maxima de densité d’ions moléculaires, alors plus marqué, est purement lié à 
l’effet du champ électrostatique. Les profils de densités d’ions Xe2+(A2Σu+) atteignent leur 
valeur maximale après 30 μs. 
Nous décrivons maintenant les évolutions temporelles du nombre total de chaque 
espèce chargée par unité de longueur suivant .z  Pour simplifier, dans la suite, cette densité 
linéique sera désignée par nombre total de particules. 
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Figure I.17. Evolution temporelle du nombre total d’électrons, d’ions atomiques et d’ions moléculaires, par 
unité de longueur suivant z  à 30 Torr sans champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
En l’absence de champ électrique, le nombre total d’électrons, initialement égal à 
9,2.106 cm-1, demeure quasi-constant au cours du temps (Figures I.17.a. et I.17.b.). La faible 
décroissance observée traduit le peu de collisions électroniques qui conduisent à la formation 
des états 6p. En effet, les temps caractéristiques des deux seules réactions R.01 et R.02 qui 
rendent compte de la disparition des ions atomiques sont, respectivement, s1,5)1( μτ =reac et  
s.105)2( ≥reacτ  Ainsi, et comme nous l’avons signalé plus haut, la recombinaison électronique 
R.02 des ions atomiques est quasi-inexistante dans nos conditions de calculs. Par conséquent, 
une fois formés, les ions moléculaires ne disparaissent que par recombinaisons électroniques 
avec un temps caractéristique ms)94( )3( ≥reacτ  nettement supérieur à notre gamme de temps. 
Ceci explique la faible décroissance de la densité électronique par rapport à celle des ions 
atomiques, toutes deux décrites précédemment, lors de l’étude des évolutions des répartitions 
spatiales de densités des espèces chargées.  
La forte décroissance du nombre total d’ions Xe+(2P3/2), quasi-exclusivement 
gouvernée par la réaction R.01, est représentée sur les figures I.17.a. et I.17.b. Elle est bien 
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conforme à un déclin exponentiel, mis en évidence en échelle semi-log (Figure I.17.b.), avec 
une constante de temps .s1,5)1( μτ =reac  
Cette diminution intervient conjointement à l’augmentation du nombre total d’ions 
moléculaires avec la même constante de temps. Au-delà de 30 μs, le phénomène de saturation 
des répartitions spatiales de densités d’ions moléculaires (Figure I.16.a.), mis en évidence 
précédemment, se retrouve sur ce profil temporel. Globalement, à tout instant, la quantité 
d’électrons est égale au nombre total d’ions présents dans le système, de sorte que 
l’électroneutralité soit respectée. 
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Figure I.18. Evolution temporelle du nombre total d’électrons, d’ions atomiques et d’ions moléculaires, par 
unité de longueur suivant z  à 30 Torr avec champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
En introduisant le champ électrique, la dynamique des électrons est modifiée tandis 
que celle des ions demeure inchangée. En effet, comme le montrent les figures I.18.a. et 
I.18.b., à partir d’environ 6 μs, le nombre total d’électrons diminue fortement et non 
exponentiellement. Comme nous l’avons déjà expliqué plus haut, ceci est dû à une perte de 
charges électroniques qui sont collectés à l’anode (Figure I.14.b.). Cependant, le déclin des 
ions atomiques demeure identique à celui observé en l’absence du champ électrique. En 
l’occurrence, le nombre total d’ions atomiques décroît exponentiellement puisque la réaction 
R.02 est toujours quasi-improbable (2) 5( 10 s),reacτ ≥ même si la recombinaison électronique des 
ions moléculaires (3)( 885 ms)reacτ ≥ est dix fois plus rapide qu’en l’absence de champ. Du fait 
de la collecte des électrons, l’électroneutralité n’est plus respectée. Au-delà de 30 μs, les ions 
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atomiques ont totalement disparu par collisions à trois corps, pour laisser place à un milieu 
dont les particules chargées sont toutes des ions moléculaires. 
 
IV.1.2. Transport des états atomiques excités 
 
En l’absence de champ électrique, la densité d’états 6p (Figure I.19.a.), initialement 
 nulle, croît assez rapidement jusqu’à atteindre son maximum à environ 20 μs et diminue 
ensuite beaucoup plus lentement (à t = 50 μs, elle vaut 2,8.10-1 cm-3), demeurant à tout 
instant, centrée sur l’axe de symétrie du système. Comme les états 6p sont exclusivement 
produits par la réaction R.03, la répartition spatiale de leurs densités est semblable à celle des 
ions moléculaires (Figure I.16.a.) et des électrons (Figure I.14.a.). Cette tendance est bien 
illustrée sur le profil temporel du nombre total d’états Xe(6p) (Figure I.22.a.). Ces états, 
lentement  formés ms)94( )3( ≥reacτ  exclusivement à partir de la recombinaison électronique 
R.03, disparaissent nettement plus rapidement ns)4( (7)(6)(5))4( =+++reacτ par les réactions R.04 à 
R.07 pour former les états 6s. Ainsi, la très faible proportion d’états 6p, à tout instant, rend 
compte du fait qu’aussitôt formés, ils disparaissent essentiellement (80 %) par collisions à 
deux corps (réactions R.06 et R.07) et très rapidement (6) (7)( 5 ns),reacτ + = pour former les 
niveaux métastables 3P2 (51 %) et résonants 3P1 (49 %) dans des proportions quasi-identiques. 
Les répartitions spatiales de leurs densités (Figures I.20.a. et I.21.a.) sont logiquement 
semblables à celles des états 6p. Globalement, les états 6s sont formés beaucoup plus 
rapidement à partir des états 6p, qu’ils ne sont détruits. Ce résultat n’est pas surprenant si l’on 
considère les fréquences des seules réactions R.08, R.09 et R.10 traduisant la disparition des 
états 6s. La figure I.22.a. montre que les métastables sont visiblement plus nombreux que les 
niveaux résonants. En effet, ces derniers disparaissent plus rapidement (9)( 6,3 s)reacτ μ= que les 
métastables (10)( 13 s)reacτ μ= par collisions à trois corps. De plus, ils peuvent aussi se désexciter 
(8)( 3,3 s)reacτ μ= vers le niveau fondamental Xe(1S0) en émettant des photons de résonance. 
Il est logique que le nombre total de résonants atteigne son maximum avant celui de 
métastables, tous deux postérieurs à celui des états 6p. 
Pour comprendre l’évolution temporelle du nombre total d’états 6p, nous avons 
procédé à une résolution analytique du système linéaire d’équations différentielles (modèle 
0D) qui décrit les réactions R.01 à R.07 du tableau I.1. Plus particulièrement, nous avons 
supposé que la densité électronique demeurait constante au cours du temps et que les  
 
  42
1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.0
5.0x10-2
1.0x10-1
1.5x10-1
2.0x10-1
2.5x10-1
3.0x10-1
3.5x10-1
t=0 ns
a.
t=50 μs
t=40 μs
t=30 μs
t=20 μst=10 μs
t=9 μs
t=8 μs
t=7 μs
t=6 μs
t=5 μs
t=4 μs
t=3 μs
t=2 μs
t=1 μs
t=750 ns
t=500 ns
t=250 ns
 
n(
Xe
(6
p)
)(x
,y
0) 
(c
m
-3
)
x (mm)
1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.0
2.0x10-3
4.0x10-3
6.0x10-3
8.0x10-3
b.
t=0 ns
t=6 μs
t=750 ns
t=10 μs
t=9 μs
t=8 μs
t=7 μs
t=5 μs
t=4 μs
t=3 μs
t=2 μs
t=1 μs
t=500 ns
 
n(
Xe
(6
p)
)(x
,y
0) 
(c
m
-3
) 
x (mm)
t=250 ns
 
Figure I.19. Evolution de la densité de Xe(6p) à 30 Torr suivant [ ) ,Cx a. sans champ b. avec champ électrique. 
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Figure I.20. Evolution de la densité de Xe(3P2) à 30 Torr suivant [ ) ,Cx a. sans champ b. avec champ électrique. 
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Figure I.21. Evolution de la densité de Xe(3P1) à 30 Torr suivant [ ) ,Cx a. sans champ b. avec champ électrique. 
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Figure I.22. Evolution temporelle du nombre total d’états Xe(6p) et Xe(6s) par unité de longueur suivant z  
 à 30 Torr sans champ électrique : a. échelle linéaire, b. échelle semi-log. 
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Figure I.23. Evolution temporelle du nombre total d’états Xe(6p) et Xe(6s) par unité de longueur suivant z  
 à 30 Torr avec champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
phénomènes de diffusion étaient beaucoup plus lents que les réactions du tableau I.1. On 
montre alors que le nombre total d’états 6p est donné par une somme de trois termes 
exponentiels : 
 (6 ) 1 2 3
1 2 3
( ) exp exp expXe p
t t tN t α α ατ τ τ
⎛ ⎞⎛ ⎞ ⎛ ⎞= − + − + −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (I.35) 
avec (3) (1)1 2 (4) (5) (6) (7)
3
1 1 1 1 1 194 ms, 5,1 s et .
4 nsreac reac reac reac reac reac
τ τ τ τ μ τ τ τ τ τ= ≥ = = = + + + =   
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Ainsi, l’évolution du nombre total d’états 6p pour les temps longs rend compte de leur 
formation par la réaction R.03, la plus lente. Cependant, en toute rigueur, la densité 
électronique n’est pas constante et les temps de diffusion de certaines espèces sont 
comparables (Annexe I.) au temps caractéristique de la réaction R.03. En l’absence du champ, 
le déclin observé n’est donc pas strictement exponentiel. Ce constat est aussi valable pour les 
états 6s et les états moléculaires mais certainement avec la présence de termes exponentiels 
supplémentaires.  
En introduisant le champ Laplacien, la symétrie (Figure I.19.a.) de la répartition de 
densité des états 6p est brisée (Figure I.19.b.). Ce phénomène est lié à la forte dérive des 
électrons vers l’anode (Figure I.14.b.) et à celle des ions moléculaires, beaucoup plus faible, 
vers la cathode (Figure I.16.b.), qui favorisent préférentiellement les recombinaisons 
électroniques à droite du demi-plan 0.x x= Les répartitions spatiales de la densité d’états 6p  
données sur la figure I.19.b. et l’évolution temporelle de son nombre total représentée sur la 
figure I.23.a. s’expliquent par la séparation des charges (électrons et ions Xe2+(A2Σu+)) qui 
rendent la réaction R.03 moins efficace qu’en l’absence de champ. Nous rappelons que cette 
réaction ne peut se produire que dans le cylindre du faisceau laser sur notre gamme de temps.   
Les profils de densités des états 6s suivant [ )Cx (Figures I.20.b. et I.21.b.) sont naturellement 
semblables à ceux des états 6p (Figure I.19.b.). En outre, au-delà de 8 μs, les évolutions 
temporelles des états atomiques (Figure I.23.b.) et moléculaires (Figures I.25.b. et I.27.b.) 
sont purement exponentielles car les recombinaisons ayant cessé, le système d’équations 
différentielles (premier ordre) décrivant les réactions du tableau I.1. devient parfaitement 
linéaire. 
 
IV.1.3. Transport des excimères 
 
 La figure I.24.a. montre qu’en l’absence de champ électrique, l’excimère 
Xe2[0u+(3P1)]h est formé plus rapidement mais en beaucoup plus faible quantité que l’état 
moléculaire  Xe2[1u(3P2)]h. Ceci est lié à la combinaison de plusieurs phénomènes, notamment 
la rapidité de la réaction R.09 par rapport à la réaction R.10 et la plus faible durée de vie de 
Xe2[0u+(3P1)]h par rapport à celle de Xe2[1u(3P2)]h. Ainsi, aussitôt formés, les excimères 
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Figure I.24. Evolution temporelle du nombre total d’états moléculaires Xe2[1u(3P2)]h et Xe2[0u+(3P1)]h par unité 
de longueur suivant z  à 30 Torr sans champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
Xe2[0u+(3P1)]h disparaissent plus rapidement soit en émettant le premier continuum (réaction 
R.13) soit en formant l’état 3P2 (réaction R.15) ou encore par relaxation vibrationnelle vers les 
niveaux Xe2[0u+(3P1)]b (réaction R.14). Le maximum de leur nombre total est atteint à environ 
22 μs alors qu’il n’intervient qu’à 45 μs pour les états Xe2[1u(3P2)]h. Comme les états 3P1 sont 
très minoritaires par rapport aux états 3P2, les excimères corrélés à l’état résonant le sont aussi 
(Figures I.24.a. et I.26.a.). 
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Figure I.25. Evolution temporelle du nombre total d’états moléculaires Xe2[1u(3P2)]h et Xe2[0u+(3P1)]h par unité 
de longueur suivant z  à 30 Torr avec champ électrique : a. échelle linéaire, b. échelle semi-log. 
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Figure I.26. Evolution temporelle du nombre total d’états moléculaires Xe2[1u(3P2)]b et Xe2[0u+(3P1)]b par unité 
de longueur suivant z  à 30 Torr sans champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
En présence du champ, les évolutions temporelles des états moléculaires sont 
cohérentes avec la séparation des espèces chargées (Figures I.25.a. et I.27.a.). 
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Figure I.27. Evolution temporelle du nombre total d’états moléculaires Xe2[1u(3P2)]b et Xe2[0u+(3P1)]b par unité 
de longueur suivant z  à 30 Torr avec champ électrique : a. échelle linéaire, b. échelle semi-log. 
 
IV.1.4. Evolutions temporelles des intensités UVL 
 
En l’absence de champ électrique, la figure I.28.a. montre que les états Xe2[1u(3P2)]h  
contribuent en majeure partie à l’émission du premier continuum. Néanmoins, aux temps 
courts, l’intensité d’émission UVL liée à l’état Xe2[0u+(3P1)]h est plus intense que celle 
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provenant de la désexcitation de l’excimère Xe2[1u(3P2)]h. Ceci est inhérent aux profils 
temporels du nombre total de chacun des états 6s et aux durées de vies respectives des états 
moléculaires ns).5etns40( (13)(11) == reacreac ττ  En revanche, pour des temps plus longs, cette 
tendance s’inverse (Figure I.28.a.) à cause de la nette prépondérance du nombre de 
métastables 3P2 par rapport à celui de résonants 3P1 (Figure I.22.). Nous constatons aussi que 
l’émission du premier continuum est plutôt lente (maximum atteint à environ 40 μs) par 
rapport à celle obtenue soit en excitation sélective (maximum atteint à quelques nanosecondes 
à 60 Torr) [Led], soit par excitation non sélective dans une DBD monofilamentaire 
(maximum atteint à environ 100 ns à 50 Torr) [Mer]. Dans ces deux dernières expériences, 
les réactions électroniques ne sont pas observées. Dans notre cas, la composante lente résulte 
de la recombinaison des électrons par la réaction R.03, en amont. En effet, la figure I.28.b. 
montre  qu’en présence du champ électrique, lorsque le nombre d’électrons est faible (Figure 
I.18.), l’émission du premier continuum chute beaucoup plus rapidement (les recombinaisons 
électroniques ont cessé). Comme on pouvait s’y attendre, l’émission du second continuum 
(Figure I.29.a.) est, quant à elle, principalement due à la contribution des états Xe2[1u(3P2)]b à 
tout instant, de sorte que son maximum (atteint à environ 45 μs) coïncide quasiment avec 
celui de l’excimère Xe2[1u(3P2)]b (Figure I.26.a.). 
 En l’absence de champ électrique, à 30 Torr, l’intensité d’émission UVL du second 
continuum est légèrement plus intense que celle du premier continuum (Figure I.30.a.). A 
partir des fréquences de collisions des réactions, on montre qu’une fois formé, l’excimère  
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Figure I.28. Evolution temporelle de l’intensité UVL du 1er continuum et de ses contributions par unité  
de longueur suivant z  à 30 Torr : a. sans champ b. avec champ électrique. 
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Figure I.29. Evolution temporelle de l’intensité UVL du 2nd continuum et de ses contributions par unité  
de longueur suivant z  à 30 Torr : a. sans champ b. avec champ électrique. 
 
Xe2[0u+(3P1)]h contribue majoritairement à l’émission du premier continuum (68,5 %), le reste 
du rayonnement se retrouvant intégralement dans le second continuum. En revanche, cette 
tendance s’inverse lorsque l’on considère les intensités d’émissions liées à l’état Xe2[1u(3P2)]h, 
à partir duquel seulement 30 % du rayonnement émis se trouve dans le premier continuum. 
Ces résultats sont cohérents avec la prépondérance du nombre total d’états 3P2 par rapport à 
celui des états 3P1 (Figure I.22.a.). A 25 Torr, sous excitation sélective, l’intensité du second 
continuum est supérieure à celle du premier continuum lorsque seul le métastable 3P2 est 
initialement excité [Led], alors qu’elle devient nettement plus faible lorsque l’excitation est 
réalisée à partir du résonant 3P1. Puisque nos calculs montrent que le nombre de métastables 
demeure toujours supérieur à celui des résonants, il est normal d’obtenir une intensité 
d’émission UVL du second continuum supérieure à celle du premier continuum. D’ailleurs, 
dans les DBD monofilamentaires dans le xénon, Sewraj et al [Sew-2] mettent en évidence la 
forte population d’états 3P2 obtenus même à 25 Torr à partir de l’analyse de la distribution 
spectrale de l’émission UVL. 
 Dans cette étude, nous avons considéré le xénon pur dans un milieu faiblement ionisé. 
La densité électronique est doublement gaussienne (suivant x  et ),y  avec un maximum 
7 -3
0( 10 cm )n = centré sur l’axe du faisceau laser. Cette valeur a été estimée en tenant compte 
des conditions expérimentales d’une excitation de l’état 3P2 par absorption de deux photons 
laser. En l’absence du champ électrique, les évolutions temporelles des intensités UVL  
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Figure I.30. Evolution temporelle de l’intensité UVL totale et des contributions issues des états résonants, du 1er 
et du 2nd continuum, par unité de longueur suivant z  à 30 Torr : a. sans champ b. avec champ électrique. 
 
(grandeurs mesurables) présentent une composante lente qui résulte de la recombinaison des 
ions moléculaires (3)( 94 ms).reacτ ≥ Cependant, ici, nous n’avons pas tenu compte de la 
présence initiale des états 3P2 répartis de manière similaire aux électrons mais dans des 
proportions différentes. Les intensités UVL provenant uniquement de ces métastables 
initiaux, certes plus rapides, seraient nettement plus intenses et masqueraient les intensités 
UVL résultant de la recombinaison électronique. Cette étude, non complète, permet 
néanmoins de mettre en évidence les phénomènes lents inhérents à la recombinaison 
électronique. Au vue des extrêmement faibles nombres d’états atomiques et moléculaires 
issus de ces recombinaisons, nous pouvons affirmer que ces derniers n’affecteront en aucune 
mesure les intensités d’émissions UVL provenant directement des états 3P2 initiaux, dans des 
conditions normales d’excitation sélective.         
 
IV.2. Dynamique des particules et émissions UVL à 500 Torr  
 
De manière générale, à 500 Torr, les profils temporels sont semblables à ceux obtenus 
à 30 Torr, mais avec des temps caractéristiques différents. A 500 Torr, les temps de diffusion 
de chaque espèce sont plus élevés qu’à 30 Torr (Annexe I.) si bien que les phénomènes 
associés sont beaucoup plus lents. Alors que les temps caractéristiques (Tableau I.3.) des  
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Figure I.31. Evolution temporelle du nombre total d’électrons, d’ions atomiques et d’ions moléculaires, 
 par unité de longueur suivant z  à 500 Torr, sans champ électrique (échelle linéaire).  
 
désexcitations radiatives demeurent inchangés, ceux des réactions à deux corps et trois corps 
sont, respectivement, plus faibles (17 fois) et considérablement plus faibles (280 fois) que 
ceux obtenus à 30 Torr. La recombinaison électronique R.02 des ions atomiques demeure, 
quant à elle, toujours improbable. Au vue de ces tendances, nous ne présentons dans cette 
partie, que quelques évolutions temporelles pour illustrer les différences observées à haute 
pression, sans champ électrique.  
La figure I.31. montre que le nombre total d’électrons demeure quasi-constant au cours du 
temps. Nous signalons qu’en présence du champ, il diminue à partir de 14 μs (au lieu de 6 μs 
à 30 Torr), lorsque les électrons commencent à être collectés à l’anode. Ceci s’explique par 
leur temps de dérive, 5,5 fois plus long à 500 Torr qu’à 30 Torr (Annexe I.). La décroissance 
quasi-exponentielle du nombre total d’ions atomiques est beaucoup plus rapide 
(1)( 18 ns)reacτ = qu’à 30 Torr (1)( 5,1 s).reacτ μ=  
 Les états 6p et 6s sont créés beaucoup plus tôt à 500 Torr (Figure I.32.) qu’à 30 Torr 
(Figure I.22.) car la formation des ions moléculaires par collisions à trois corps est plus rapide 
ns).18( (1) =reacτ  Il est de même pour les états 6s (Figures I.32. et I.22.) et tous les états 
moléculaires (Figures I.33.). Au-delà de 400 ns, le nombre total de chaque espèce semble 
demeurer constant au cours du temps. En réalité, ils diminuent tous de manière quasi- 
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Figure I.32. Evolution temporelle du nombre total d’états Xe(6p) et Xe(6s) par unité de longueur suivant z   
à 500 Torr, sans champ électrique (échelle linéaire). 
 
exponentielle, très lentement (3)( 94 ms).reacτ ≥ Il en est de même pour les états moléculaires. En 
ce qui concerne les niveaux vibrationnels élevés, ceux corrélés à l’état 1u sont prépondérants. 
En effet, une fois formés, les états Xe2[0u+(3P1)]h se relaxent majoritairement (15)( 1 ns)reacτ = en 
subissant un transfert (réaction R.15) pour créer l’état atomique Xe(3P2).      
 Le maximum de l’intensité UVL du premier continuum est environ 3,3 fois moins 
important qu’à 30 Torr (Figure I.34.a.), mais présente une particularité. A 500 Torr, environ 
75 % de son intensité provient de l’état Xe2[0u+(3P1)]h. Ce résultat, à priori surprenant, n’est  
 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
1.0x10-4
2.0x10-4
3.0x10-4
4.0x10-4
a.
Xe2[0
+
u(
3P1)]h
Xe2[1u(
3P2)]h
N
(X
e 2
[1
u(
3 P
2)]
h),
 N
(X
e 2
[0
+ u(3
P 1
)] h
) (
cm
-1
)
 
 
t (μs)
0 1 2 3 4 5
0.0
1.0x10-2
2.0x10-2
3.0x10-2
4.0x10-2
b.
Xe2[1u(
3P2)]b
Xe2[0
+
u(
3P1)]b
N
(X
e 2
[1
u(3
P 2
)] b
), 
N
(X
e 2
[0
+ u(3
P 1
)] b
) (
cm
-1
)
 
t (μs)
 
Figure I.33. Evolution temporelle du nombre total d’états moléculaires par unité de longueur suivant z  
 à 500 Torr (échelle linéaire) : a. Xe2[1u(3P2)]h et Xe2[0u+(3P1)]h b. Xe2[1u(3P2)]b et Xe2[0u+(3P1)]b. 
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Figure I.34. Evolution temporelle des contributions aux intensités UVL par unité de longueur suivant z  
 à 500 Torr, sans champ électrique (échelle linéaire) : a. 1er continuum b. 2nd continuum. 
 
pas absurde si nous considérons le nombre total des états émetteurs d’UVL ainsi que leurs 
durées de vies radiatives respectives. Le rayonnement UVL du premier continuum provenant 
de l’état Xe2[0u+(3P1)]h est 2,5 fois plus intense que celui lié à l’état Xe2[1u(3P2)]h (Figure 
I.34.a.). Ce résultat est cohérent si l’on considère le rapport des durées de vies radiatives de 
ces excimères
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demeurant constant à tout instant. Au vue des temps de désexcitations radiatives des états 
moléculaires sur les niveaux vibrationnels bas, l’émission du second continuum liée à l’état  
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Figure I.35. Evolution temporelle des contributions à l’intensité UVL totale par unité de longueur suivant z  
 à 500 Torr, sans champ électrique (échelle linéaire). 
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Xe2[0u+(3P1)]b est alors 3 fois moins importante que celle issue de l’excimère Xe2[1u(3P2)]b 
(Figure I.34.b.), même si ce dernier demeure prépondérant par rapport au Xe2[0u+(3P1)]b 
(Figure I.33.b.).La figure I.35. montre qu’environ 90 % du rayonnement UVL total se trouve 
dans le second continuum. Ce résultat est certainement surévalué car, d’après nos hypothèses 
de calculs, l’état Xe2[0u+(3P1)]h forme le métastable 3P2 et se relaxe vibrationnellement de 
manière équiprobable (45 %). En réalité, ce dernier phénomène est beaucoup moins important 
que le précédent à cause de la présence d’états dissociatifs Xe2(2u,2g,1g,0g-) corrélés au 3P2. 
L’intensité du premier continuum ne représente seulement que près de 10 % de l’émission 
UVL totale tandis que celle liée aux niveaux résonants est, quant à elle, quasi-inexistante à 
500 Torr. 
 
V. Conclusion 
 
Ce travail de modélisation a permis de décrire le transport des espèces créées dans un 
faisceau laser consécutivement à l’ionisation à (2+1) photons passant par l’état Xe(3P2) du 
xénon. Dans la mesure où l’approche expérimentale ne permet d’avoir accès qu’au 
rayonnement UVL total, l’objectif final était de quantifier le surplus d’émission UVL 
consécutif au peu d’ionisation par rapport à celui purement lié à l’excitation, qui lui est 
beaucoup plus important. 
Comme nous l’avons montré, les résultats obtenus sont cohérents avec le modèle. Les 
tendances dégagées de ce travail sont également conformes à l’expérimentation. Il n’en 
demeure pas moins que certains écarts dans les proportions obtenues subsistent. En 
particulier, le déclin de luminescence obtenu à 500 Torr, par calculs demeure légèrement plus 
faible que celui déduit des mesures expérimentales [Rod]. La prise en compte de la gamme de 
longueurs d’ondes pour chacun des trois groupes de photons pourrait, tout d’abord, permettre 
d’améliorer ce résultat. Par ailleurs, le schéma cinétique ne tient compte que d’un certain 
nombre de particules, supposées les plus significatives, dans un ensemble de réactions 
choisies. L’introduction d’autres espèces telles que les états dissociatifs corrélés au 3P2 ou 
encore certains niveaux d’énergies ioniques permettrait également de compléter le schéma 
cinétique pour mieux décrire la réalité. En outre, en toute rigueur, un traitement spécifique de 
l’équation de transfert de rayonnement de résonance serait souhaitable pour quantifier de 
manière précise la contribution des états 3P1 à l’émission UVL totale. Dans la mesure où ce 
rayonnement n’est pas localisé, la résolution de ce problème supposerait, à priori, de 
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développer une approche de type Monte-Carlo qui serait ensuite couplée à notre code 
hydrodynamique. Mais, cela demanderait une mise en œuvre coûteuse du point de vue 
numérique et de surcroît, alourdirait considérablement les durées de simulations pour 
finalement n’affiner que très peu les résultats. Pour s’affranchir de cette contrainte, une 
alternative au traitement de ce problème par l’approche hydrodynamique est amorcée dans le 
chapitre suivant plus particulièrement dédié à la modélisation numérique 2D du transport des 
photons dans les décharges hors-équilibre. 
Enfin, l’ultime étape de ce travail consistera à décrire la dynamique des particules et 
les évolutions temporelles des émissions UVL lorsqu’à la fois excitation et ionisation sont 
considérées, conformément à la situation expérimentale. Pour cela, la répartition réaliste de 
densité initiale de métastables 3P2, directement produits par absorption à deux photons à partir 
du niveau fondamental Xe(1S0), sera prise en compte dans le modèle. 
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CHAPITRE II : Modélisation numérique 
bidimensionnelle du transport des photons  
dans les décharges hors-équilibre
  59
I. Introduction 
 
Dans les décharges hors-équilibre, les particules crées par photoionisation (paires 
électron-ion) et effet photoélectrique (photoélectrons) [Loe]-[Lit]-[Wei] participent à la 
propagation des streamers (décharges filamentaires) ou à la production d’espèces réactives 
dans le plasma (décharges homogènes). Pour rendre compte de ces phénomènes dans un code 
numérique, les méthodes habituellement utilisées sont coûteuses en temps de calcul. De ce 
fait, une grande partie des durées de simulations décrivant la physique de telles décharges est 
dédiée au traitement de ces effets. La photoionisation n’est pas l’unique processus par lequel 
les photons jouent un rôle important pour les décharges hors-équilibre. En effet, les photons 
partant de la tête du streamer peuvent aussi conduire à la production d’électrons secondaires 
près des surfaces selon le phénomène de photoémission. De manière générale, l’Equation de 
Transfert Radiatif (ETR) doit être résolue en relation avec les équations qui caractérisent la 
décharge. Par exemple, dans les gaz rares, lorsque le transfert de rayonnement de résonance 
doit être pris en compte, les variations spatio-temporelles des densités des atomes excités 
résonnants doivent être connues. Dans ces différentes situations et bien d’autres, la principale 
difficulté est de résoudre l’ETR. Très souvent, une méthode d’intégration directe est utilisée. 
Dans ce cas, la détermination du terme source de photoionisation et du flux de photons à la 
cathode en un point particulier, nécessitent un calcul d’intégration sur l’ensemble du volume 
de la décharge. De ce fait, ce calcul réalisé en chaque point du domaine d’étude et à chaque 
pas dans le temps est coûteux en temps de calcul pour les simulations en 2D et le problème est 
évidemment pire pour ce qui est des simulations en 3D. 
Différentes méthodes ont été proposées dans la littérature pour réduire le coût en temps 
de calcul du modèle intégral. Concernant le calcul du terme source de photoionisation dans les 
décharges streamers, Kulikovsky et al [Kul-1] et Hallac et al [Hal] ont proposé d’effectuer le 
calcul à partir d’un maillage grossier suivi d’une interpolation pour obtenir les valeurs 
souhaitées sur la grille principale. Dans Pancheshnyi et al [Pan], les calculs ont été focalisés 
sur une petite région autour de la tête du streamer. Ces méthodes permettent à la fois de 
réduire les durées de simulation et de fournir des résultats précis mais doivent être adaptées à 
chaque nouvelle configuration étudiée et, de surcroît, sont difficilement extensibles aux 
modélisations tridimensionnelles. 
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Afin d’éviter le calcul d’une intégration sur l’ensemble du domaine d’étude, une 
approche a récemment été proposée [Ség]. Elle est basée sur des approximations du premier 
ordre (aussi appelée approximation d’Eddington) et du troisième ordre (ou méthode SP3) (par 
rapport au Laplacien) de l’ETR. Comme ces modèles ne permettent de résoudre l’ETR initiale 
que de manière approchée, elles ne sont, à priori, valables que pour des fortes valeurs du 
coefficient d’absorption des photons. Ils ont ensuite été étendus au cas où la dépendance 
spectrale de la photoionisation est prise en compte, conduisant au développement des 
méthodes d’Eddington et SP3 dites à trois groupes [Bou]. En effet, ces approches sont basées 
sur la résolution approchée de trois ETR. A chacune de ces équations est associée une valeur 
spécifique du coefficient d’absorption des photons. Pour décrire la photoionisation 
consécutive à la création de décharges dans l’air, Zheleznyak et al [Zhe] ont proposé de 
réaliser une approximation du noyau de l’équation intégrale en fonction du produit de la 
pression partielle en oxygène et de la distance entre émission et observation des 
photons
2
( )Op R par combinaison linéaire de deux exponentielles. Mais, le domaine de validité 
de cette méthode, est restreint. Pour s’affranchir de cette contrainte, les méthodes à trois 
groupes proposent une approximation à trois exponentielles, plus précise et valable quelle que 
soit la valeur du produit
2
.Op R  Pour le calcul de la composante axiale du flux de photons à la 
cathode entre deux électrodes planes parallèles, Davies et al [Dav] sont parvenus à réduire de 
manière significative les temps de calculs par rapport à ceux des méthodes intégrales 
classiques mais seulement dans le cas où la valeur du coefficient d’absorption des photons est 
nulle. Dans cette approche, l’expression de la composante axiale du flux photonique à la 
cathode est exprimée sous forme d’une somme de deux termes : une intégrale elliptique de 
première espèce et sa dérivée, qui multipliée par un terme dépendant des coordonnées 
d’émission et d’observation, est évaluée initialement et dont le calcul n’est pas répété à chaque 
itération.  
Pour tenter de remédier à l’ensemble de ces difficultés, tant au niveau du domaine de 
validité des méthodes que des temps de calcul et du stockage mémoire, nous proposons ici de 
résoudre numériquement l’ETR par une méthode de volumes finis pour quantifier la 
photoionisation et la composante axiale du flux de photons à la cathode. Un calcul spécifique 
de la composante longitudinale du flux de photons à la cathode par une méthode améliorée est 
également présenté. Pour tester la validité des modèles, les résultats sont, tout d’abord, 
présentés pour un cas test simple. Les méthodes intégrales utilisées ici servent de référence. 
L’étude menée sur les méthodes approchées permet également d’affiner certains résultats 
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obtenus dans Ségur et al [Ség]. Une fois validée, la méthode de volume finis développée est 
utilisée pour calculer le terme source de photoionisation dans le cas d’un streamer à double 
tête dans l’air. L’intérêt étant d’examiner l’incidence de la méthode numérique employée pour 
traiter la photoionisation, sur l’évolution de la répartition de densité électronique des streamers 
cathodique et anodique. 
 
II. Dynamique des photons : équation de transfert radiatif 
 
La population de photons présents dans le volume de la décharge est décrite par sa 
fonction de distribution ( , , )r tνψ Ω
rr de fréquence ν à la position ,rr dans la direction de 
propagation des photons donnée par l’extrémité du vecteur unitaire ,Ωr à l’instant t dont la 
dynamique spatio-temporelle est régie par l’équation de transfert radiatif (ETR) : 
 ,
,
( , ) ( )( , , ) . ( , , ) ( , , )
4
u ud
abs
u d ud
n r tr t c r t c r t
t
ν
ν ν ν
ψ φ νψ μ ψπτ
∂ Ω + Ω ∇ Ω = − Ω∂ ∑
rr r r r rr r r
 (II.1) 
Dans l’équation ci-dessus, c et ,abs νμ sont la vitesse de la lumière et le coefficient 
d’absorption spectral des photons respectivement. A chaque niveau excité u de densité 
( , )un r t
r correspond une durée de vie radiative udτ caractéristique du temps de désexcitation 
sur le niveau ( ).d u< Le profil d’émission ( )udφ ν de la transition spontanée u d→ est 
normalisé selon la relation :  
 ∫+∞ =
0
1)( ννφ dud  (II.2) 
Comme les photons se propagent de manière quasi-instantanée par rapport aux autres 
particules de la décharge, le premier terme du membre de gauche de l’équation (II.1) peut être 
négligé par rapport aux autres termes, on a : 
 ),,(
4
)(),(),,(.
,
, trc
trntr
du
abs
ud
udu Ω−=Ω∇Ω ∑ rr
rrrrr
ννν ψμτπ
νφψ  (II.3) 
Pour tester l’efficacité des différentes méthodes numériques, on considère une 
approche monochromatique et on pose ( , , ) ( , , ) ( )r t r tνψ ψ δ νΩ = Ω
r rr r où ( )δ ν est la fonction de 
Dirac. 
Après intégration de l’équation (II.3) sur la fréquence ,ν on obtient : 
 ),,(
4
),(),,(. trtrQtr abs Ω−=Ω∇Ω
rrrrrrr ψμπψ  (II.4) 
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où absμ est le coefficient d’absorption monochromatique des photons et ( , )Q r tr est le terme 
source d’émission radiative. 
Il est intéressant de noter que lors du traitement de l’équation de transfert radiatif dans une 
décharge hors-équilibre à la pression atmosphérique, la déviation angulaire au cours des 
collisions et le changement de fréquence des photons durant les collisions avec atomes et 
molécules ont été négligés dans l’équation (II.1) [Goo]. 
 
II.1. Résolution numérique par méthodes intégrales classiques  
 
Comme l’équation (II.4) est une équation aux dérivées partielles du premier ordre (par 
rapport au gradient), son intégration sur l’ensemble de l’espace [Pom]-[Lew] et sur l’angle 
solide Ωd  est immédiate. Elle permet d’obtenir le terme source de photoionisation ),( trS ph r , 
directement proportionnel à la partie isotrope de la distribution de photons ),(0 tr
rψ  au point rr  
et à l’instant :t   
 ),(),,(),( 0 trctrdctrS abs
ph
abs
ph
ph
rrrr ψμξψμξ =ΩΩ= ∫
Ω
 (II.5) 
Dans l’équation ci-dessus, phξ est l’efficacité de photoionisation monochromatique, qui est 
égale au rapport entre le nombre de photoélectrons crées et le nombre total de photons 
absorbés (0 1).phξ≤ ≤  
De la même façon, le flux de photons ( , )r tϕr r au point rr  et à l’instant t dans le volume de la 
décharge est donné par :  
 ),,(..),( trdtr ΩΩΩ= ∫
Ω
rrrrr ψϕ  (II.6) 
Les grandeurs définies dans les équations (II.5) et (II.6) sont les deux quantités fondamentales 
qui permettent de quantifier la photoionisation et le flux de photons. Finalement, toutes deux 
s’expriment sous forme d’une intégrale sur l’ensemble du volume de la décharge V par : 
 )exp(
4
),'(),( 2 RR
trQdVctrS abs
V
abs
ph
ph μπμξ ∫ −=
rr
 (II.7) 
 )exp(
4
),'(),( 3 RR
trQRdVtr abs
V
μπϕ −= ∫
rrrr
 (II.8) 
où 'rrR rr −= est la distance entre les points d’émission et d’absorption des photons. 
Pour calculer numériquement les intégrales dans les équations (II.7) et (II.8), les méthodes 
intégrales traditionnelles sont généralement utilisées. Leurs temps de calcul se révèlent 
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néanmoins très longs car une intégrale sur l’ensemble du volume pour chaque point à 
l’intérieur du domaine de simulation et à chaque pas dans le temps doit être réalisée. 
Pour s’affranchir de cette contrainte, nous présentons tout d’abord, deux méthodes 
différentielles approchées introduites dans Pomraning [Pom] et Larsen et al [Lar] et 
améliorées dans Ségur et al [Ség]. Les résultats obtenus ici permettent de préciser certaines 
tendances dégagées dans Ségur et al [Ség] et apportent des informations supplémentaires sur 
les performances numériques de ces méthodes.   
 
II.2. Résolution numérique par méthodes différentielles approchées 
 
Habituellement, dans la littérature, comme la résolution numérique directe de 
l’équation (II.4) n’est pas immédiate, des méthodes différentielles approchées sont utilisées. 
Ces méthodes sont basées sur l’hypothèse que la fonction de distribution des photons 
( , , )r tψ Ωrr variant peu avec le vecteur unitaire ,Ωr on peut effectuer un développement de 
( , , )r tψ Ωrr en série d’harmoniques sphériques limité aux deux premiers termes. On obtient 
alors l’approximation d’Eddington [Pom]. Cette méthode permet de transformer l’équation 
(II.4) en une équation différentielle elliptique du second ordre (par rapport au gradient) qui 
donne directement la partie isotrope 0 ( , ).r tψ r Cette approximation ne demeure néanmoins 
valable que si le coefficient d’absorption des photons absμ est suffisamment élevé (i.e. dans 
un milieu fortement absorbant). Le domaine de validité de cette approche est discuté dans la 
partie III.1. Pour obtenir des approximations d’ordres supérieurs, Larsen et al [Lar] ont 
proposé de développer la distribution de photons en une série de puissances d’un paramètre 
très inférieur à l’unité. Dans cette perspective, en divisant l’équation (II.4) par absμ et en 
définissant le vecteur / ,absμΦ = ∇
rr
il vient : 
 ( )
abs
trQtr πμψ 4
),(),,(.1
rrrrr =ΩΦΩ+  (II.9) 
L’équation (II.9) montre que lorsque le paramètre 0 . 1,< Ω Φ <<r r il est possible de développer 
),,( tr Ωrrψ  en une série de Neumann. Après intégration sur l’angle solide, on obtient 
finalement l’approximation d’Eddington généralisée [Lar]-[Ség] : 
 
absabsabsabs
trQtr μψμμμ
),(),(...
945
44
45
4
3
11 0
6
6
4
4
2
2
rr =⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∇−∇−∇−  (II.10) 
En ne considérant que les termes du second ordre (par rapport au gradient) dans le 
développement, on obtient exactement l’approximation d’Eddington i.e. : 
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 ( ) ),(3),(3 022 trQtr absabs rr μψμ −=−∇  (II.11) 
L’équation (II.11) est une équation elliptique de même structure que l’équation de Poisson. 
Les conditions aux limites pour l’approximation d’Eddington sont présentées dans Pomraning 
[Pom]. Dans Larsen et al [Lar], la précision des approximations obtenues en gardant un 
nombre croissant de termes dans l’équation (II.10) a été testée. Ces auteurs ont constaté 
qu’une amélioration significative était obtenue en conservant des termes du membre de 
gauche de l’équation (II.10) jusqu’au Laplacien d’ordre 3. Dans ce cas, l’équation aux 
dérivées partielles du sixième ordre (par rapport au gradient) obtenue peut être mise sous 
forme d’un système de deux équations du second ordre (par rapport au gradient) 
indépendantes [Lar], vérifiées par les fonctions 1( , )r tφ r et 2 ( , )r tφ r  et données par : 
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 (II.12) 
Dans les équations ci-dessus : 
 
5
6
7
2
7
32
1 −=κ  (II.13) 
 
5
6
7
2
7
32
2 +=κ  (II.14) 
Dans la suite, l’approximation du troisième ordre (par rapport au Laplacien) est appelée SP3 
comme dans Larsen et al [Lar] et l’approximation SP3 de ),,(0 tr
rψ notée ),(0,3 trSP rψ  est 
donnée par combinaison linéaire des fonctions 1( , )r tφ r et 2 ( , ) :r tφ r  
 
12
2112
0,
),(),(),(
3 γγ
φγφγψ −
−= trtrtrSP
rrr
 (II.15) 
 ⎥⎦
⎤⎢⎣
⎡ −+=
5
63)1(1
7
5 n
nγ  (II.16) 
Ces deux équations sont faiblement couplées par leurs conditions aux limites [Lar]. Par 
conséquent, d’un point de vue numérique, la méthode SP3 requiert la résolution de deux 
équations elliptiques similaires à (II.11). Ces équations peuvent donc être résolues 
numériquement par la même méthode de calcul que celle utilisée pour l’équation (II.11).  
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L’autre avantage évident des méthodes approchées est que la partie isotrope de la 
fonction de distribution des photons (et par conséquent du terme source de photoionisation) est 
obtenue en résolvant le système linéaire associé à (II.11) ou à (II.12) selon le cas.  
Contrairement aux méthodes intégrales traditionnelles, coûteuses en stockage mémoire 
inhérent à l’intégration sur l’ensemble du volume de la décharge, en chaque point ,rr les 
modèles approchés présentent donc des temps de calcul bien moindres. L’unique problème lié 
à ces méthodes réside dans la précision des résultats. En effet, bien que présentant une bonne 
précision à fort coefficient d’absorption des photons, elles fournissent des résultats moins 
précis lorsque le coefficient d’absorption diminue [Ség]. Cette tendance s’explique par la 
dépendance de la première anisotropie de la distribution de photons au gradient de sa partie 
isotrope et au coefficient d’absorption : 
 ),(
3
1),( 01 trtr
abs
rrrr ψμψ ∇−=  (II.17) 
Il apparaît alors clairement que la dépendance angulaire de la fonction de distribution 
( , , )r tψ Ωrr sera plus importante lorsque absμ diminue et lorsque 0 ( , )r tψ∇
r r augmente 
conjointement. A un fort coefficient d’absorption des photons correspond donc une faible 
valeur de la première anisotropie 1( , )r tψ r qui est la condition pour laquelle l’approximation 
d’Eddington est valable. Par ailleurs, la valeur du coefficient d’absorption à utiliser pour 
l’approximation d’Eddington, dépend aussi de l’ordre de grandeur du gradient 0 ( , ) :r tψ∇
r r  
une faible valeur de celui-ci (i.e. une large extension spatiale d’émission de photons) 
autorisera une plus faible valeur du coefficient d’absorption à utiliser. Obligatoirement, si le 
coefficient d’absorption est très faible, le libre parcours moyen des photons est très élevé et 
l’approximation d’Eddington n’est alors plus suffisamment précise.  
Au vue de ces éléments, nous avons cherché à nous affranchir de la limitation sur la 
précision des résultats relatifs au calcul du terme source de photoionisation selon la gamme de 
valeurs de coefficients d’absorption des photons. Pour cela, nous avons procédé à la résolution 
numérique directe de l’équation de transfert radiatif fournissant à la fois terme source de 
photoionisation et flux de photons à la cathode. L’objectif est également de tester la limite de 
validité des méthodes différentielles approchées. 
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II.3. Résolution numérique par la méthode directe de volumes finis 
 
Dans la suite, nous limitons notre étude à une décharge cylindrique axisymétrique 
bidimensionnelle. Dans ce cas, la distribution de photons dépend uniquement de deux 
variables d’espace (z et )r et de deux angles (θ et )ϕ définis sur la figure II.1. z et r sont les 
positions longitudinale et radiale, respectivement. θ et ϕ sont les angles polaire et azimutal, 
respectivement, qui définissent le sens de propagation des photons donné par l’extrémité du 
vecteur Ωr sur la sphère unité. 
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Figure II.1. Définition des différentes variables utilisées pour  
la résolution directe de l’ETR dans la géométrie 2D cylindrique axisymétrique.  
  
Les variables μ ( ϕθ cossin= ), η ( ϕθ sinsin= ) et ξ ( θcos= ) sont les cosinus directeurs. 
Dans ces conditions, l’équation (II.4) peut être écrite sous la forme [Lew]-[Chu] : 
 πϕθψμϕ
ηξμ
4
),(),,,( rzQrz
rzr abs
=⎥⎦
⎤⎢⎣
⎡ +∂
∂−∂
∂+∂
∂  (II.18) 
Notons que dans la relation (II.18) et dans toutes les équations de la suite du chapitre, pour 
alléger les notations, le temps t n’apparaît plus explicitement, bien que les grandeurs 
physiques liées directement ou indirectement aux photons (fonction de distribution et sa partie 
isotrope, termes sources, flux photonique, densités des niveaux excités) en dépendent toujours. 
Concernant les applications pour lesquelles l’effet de déviation angulaire est important, un 
terme source additionnel doit être pris en compte dans l’équation (II.18). Dans ce cas, cette 
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équation devient une équation intégro-différentielle et la méthode numérique utilisée pour la 
résoudre est alors itérative.  
Différentes méthodes numériques existent dans la littérature pour résoudre l’équation 
(II.18). L’une d’entre elles est l’approche SN qui a été initialement développée par Carlson et 
Lathrop [Car] pour résoudre l’équation de transport des neutrons et étendue ultérieurement 
aux problèmes de transfert radiatif. Le principe de la méthode SN est d’utiliser la méthode des 
ordonnées discrètes sur les variables angulaires de l’équation (II.18), suivie par une 
application de la méthode de volumes de contrôles sur les variables d’espace et énergie 
(fréquence dans le cas des photons). Des détails sur les différentes techniques disponibles 
peuvent être trouvés dans les ouvrages de Lee [Lee], Lathrop [Lat] et Modest [Mod]. La 
méthode SN fournit des résultats numériques précis dans le cas de géométries plane et 
sphérique lorsque l’on peut supposer que la distribution de photons dépend uniquement d’une 
seule variable d’espace. Pour des géométries plus complexes (cylindrique, par exemple), ou 
lorsqu’il est nécessaire de prendre en compte un grand nombre de variables d’espace, les 
résultats numériques sont alors peu précis. En particulier un phénomène appelé « effet de 
rayon » apparaît, entraînant des oscillations dans la dépendance angulaire de la fonction de 
distribution. L’existence de cet effet est directement reliée à l’ordre de la discrétisation 
angulaire utilisé dans la méthode SN. Par conséquent, cet effet peut être réduit en utilisant un 
ordre de discrétisation supérieur, mais cela peut augmenter de manière significative le temps 
de calcul. Néanmoins, il est important de noter que le principal inconvénient de la méthode SN 
est qu’elle ne garantit pas la conservation de l’énergie du rayonnement. C’est à nouveau la 
conséquence de l’utilisation de la méthode à ordonnée discrète pour la discrétisation angulaire 
de la fonction de distribution.  
Pour s’affranchir des inconvénients que présente la méthode SN, Chui et al [Chu] ont 
proposé d’utiliser la méthode de volumes finis (MVF) à la fois sur les variables d’espace, mais 
aussi sur les variables angulaires. Pour résoudre l’équation (II.18) en utilisant la MVF, l’on 
écrit tout d’abord cette équation sous sa forme conservative : 
 πϕθψμηϕξ
μ
4
),(),,,(1 rzQrz
rz
r
rr abs
=⎥⎦
⎤⎢⎣
⎡ +∂
∂−∂
∂+∂
∂  (II.19) 
L’intérêt de cette forme est que les propriétés physiques de base de l’ETR initiale apparaissent 
clairement. La MVF est basée sur une intégration de l’équation (II.19) sur un volume 
élémentaire 0 sin .rdrdzd d dϕ θ θ ϕ Pour cela, on définit un ensemble de grilles à la fois sur les 
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variables d’espace et d’angles. La figure II.2. montre la distribution uniforme choisie pour les 
angles solides sur la sphère unité. 
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Figure II.2. Distribution choisie pour les angles solides élémentaires 
 sur la sphère unité et définition de la direction , .l mΩ
r
 
 
L’angle solide élémentaire ,l mdΩ (avec ϕθ nmnl ...,,2,1,...,,2,1 == ) est centré sur la direction 
ml ,Ω
r
 qui est définie par les angles polaire et azimutal lθ  et mϕ , respectivement. Les limites de 
cet angle solide sont comprises entre 1/2lθ − et 1/2lθ + et entre 1/2mϕ − et 1/2.mϕ + Les longueurs 
suivant z et r sont également divisées en un certain nombre d’éléments de volume centrés sur 
les points iz et jr (avec zni ...,,2,1= et rnj ...,,2,1= ). Le volume ,i jV de chaque élément est 
donné par : 
 ijijjji zAzrrV Δ=Δ−= −+ )( 2 2/12 2/1, π  (II.20) 
où 1/2 1/2i i iz z z+ −Δ = − et jA est la surface annulaire centrée sur le cercle de rayon .jr Comme 
la géométrie est axisymétrique, le résultat de l’intégration de l’équation (II.19) sur l’élément 
de volume élémentaire 0 sinrdrdzd d dϕ θ θ ϕ est indépendant de l’angle 0ϕ et est donc donné 
par : 
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 (II.21) 
qui devient : 
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où ,l mμ et ,l mξ sont les valeurs moyennes de μ et ξ sur l’angle solide élémentaire ,l mdΩ  
définies par : 
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avec : 
( ) ( )2/12/12/12/12/12/121, sinsin2sin2sin2
1
2
1cossin
2/1
2/1
2/1
2/1
−+−+−+ −⎥⎦
⎤⎢⎣
⎡ −−−== ∫∫ +
−
+
−
mmllllml
l
l
l
l
ddD ϕϕθθθθϕϕθθ
ϕ
ϕ
θ
θ
 (II.25) 
 ( )( )2/12/12/12/12, 2cos2cos4
1cossin
2/1
2/1
2/1
2/1
−+−+ −−−== ∫∫ +
−
+
−
mmllml
l
l
l
l
ddD ϕϕθθϕθθθ
ϕ
ϕ
θ
θ
 (II.26) 
 ( )( )2/12/12/12/1, coscossin 2/1
2/1
2/1
2/1
−+−+ −−−== ∫∫ +
−
+
−
mmllml
l
l
l
l
ddD ϕϕθθϕθθ
ϕ
ϕ
θ
θ
 (II.27) 
Les coefficients 1/2
l
mα ± dans l’équation (II.22) sont choisis de manière à satisfaire les 
propriétés conservatives de cette équation et sont définis par la relation de récurrence suivante 
[Lew] :  
 ⎩⎨
⎧
−=−
=
−+ ml
l
m
l
m
l
,2/12/1
2/1 0 μαα
α  (II.28) 
Les différents termes de l’équation (II.22) sont équivalents aux termes correspondants de 
l’équation (II.19). Les principales différences résident dans le fait que les dérivées partielles de 
l’équation (II.19) sont remplacées par des différences entre distributions de fonctions 
moyennées sur les surfaces d’entrée et de sortie du volume de contrôle (i.e. 
, 1/2, , ,i j l mψ ± 1/2, , ,i j l mψ ± et , , , 1/2 )i j l mψ ± dans l’équation (II.22) et que la fonction de distribution et 
le terme source de l’équation (II.19) deviennent des valeurs moyennes ( mlji ,,,ψ et jiQ , ) définies 
sur l’ensemble du volume de contrôle. Par exemple, pour la fonction de distribution et le terme 
source moyennés sur le volume, nous avons, respectivement : 
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De la même façon, la fonction de distribution moyennée sur la surface située à l’interface 
1/2iz + est donnée par : 
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Des expressions similaires peuvent être obtenues facilement pour les autres fonctions de 
distribution moyennées sur les surfaces 1/2, , , ,i j l mψ − , 1/2, ,i j l mψ ± et , , , 1/2.i j l mψ ± L’équation 
discrétisée (II.22) traduit le fait que la variation du nombre de photons qui rentrent et qui 
sortent des différentes faces de l’élément 0 sinrdrdzd d dϕ θ θ ϕ est égale au bilan entre le 
nombre de photons qui apparaissent et qui disparaissent de cet élément.  
La relation (II.22) montre que la fonction de distribution moyennée sur le volume 
mlji ,,,ψ  dépend du terme source jiQ ,  et des différences pondérées entre les fonctions de 
distribution moyennées sur les surfaces à toutes les faces d’entrée et de sortie des volumes de 
contrôle. Pour calculer , , , ,i j l mψ il est donc nécessaire de choisir une méthode qui permette de 
déterminer les différentes fonctions de distribution moyennées sur les surfaces. Comme 
l’équation (II.22) contient sept différentes valeurs de la fonction de distribution, ce nombre 
doit tout d’abord être diminué. 
Pour cela, nous avons considéré deux situations de propagation des photons dans un 
domaine cylindrique vertical. Le premier cas est lorsque les photons se propagent du bas vers 
le haut du cylindre et le second cas est la situation inverse. Dans la suite, la procédure de 
calcul numérique relative au premier cas est présentée et quelques lignes directrices sont 
données pour le traitement du deuxième cas. Dans le premier cas, l’angle polaire θ  varie entre 
0  et 2/π . Pour résoudre l’équation (II.22), il est nécessaire de connaître la valeur de la 
fonction de distribution en 0=z  quelles que soient les valeurs de r , θ  et ϕ  (i.e. 
),,,0( ϕθψ r ). Cette valeur de ψ  caractérise la distribution de photons entrant dans le cylindre 
à travers sa base inférieure. Dans notre cas, elle est nulle (i.e. aucun photon n’entre dans le 
domaine d’étude). La deuxième condition aux limites à connaître est ),,,( ϕθψ dRz , 
distribution de photons entrant dans le cylindre par la paroi latérale en dRr = , où dR  est le 
rayon du domaine cylindrique de simulation quelles que soient les valeurs de z  et 
[ ]2/;0 πθ ∈ . Si r  varie entre dR  et 0 , l’angle azimutal ϕ  varie entre π  et / 2.π Pour ces 
valeurs, ),,,( ϕθψ dRz  est la distribution de photons provenant de l’extérieur et traversant le 
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cylindre externe en .dr R= Dans notre cas, cette valeur est également nulle. En outre, nous 
montrons dans la suite, qu’il est possible de déterminer ( , , , )z rψ θ ϕ lorsque .ϕ π= Il est 
désormais clair que les fonctions , 1/2, , ,i j l mψ + 1/2, , ,i j l mψ − et , , , 1/2i j l mψ + sont connues aux 
différentes limites. Par conséquent, à ce stade, l’équation (II.22) ne dépend seulement que de 
quatre valeurs de la fonction de distribution.  
Comme l’une de ces valeurs est la distribution moyennée sur le 
volume , , , ,i j l mψ l’objectif est maintenant d’essayer d’exprimer trois fonctions de distribution 
moyennées sur les surfaces (i.e. , 1/2, , ,i j l mψ − 1/2, , ,i j l mψ + et , , , 1/2 )i j l mψ − en fonction de cette fonction 
de distribution moyennée sur le volume et des autres fonctions de distribution moyennées sur 
des surfaces (i.e. , 1/2, , ,i j l mψ + 1/2, , ,i j l mψ − et , , , 1/2 ).i j l mψ + Pour cela, l’approche la plus simple 
consiste à supposer que la valeur centrale mlji ,,,ψ est la moyenne pondérée des valeurs 
moyennées sur les surfaces aux interfaces selon : 
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 (II.32) 
où 21, aa  et 3a  sont des constantes variant entre 5,0  et 1 [Liu-1]. En extrayant mlji ,,2/1, −ψ , 
mlji ,,,2/1+ψ  et 2/1,,, −mljiψ  des équations (II.32) et injectant dans l’équation (II.22), il vient : 
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La relation de récurrence (II.33) permet de déterminer la fonction de distribution 
moyennée sur le volume mlji ,,,ψ au centre de chaque volume de contrôle. Une fois la valeur 
centrée calculée, les valeurs aux interfaces suivantes , 1/2, , ,i j l mψ + 1/2, , ,i j l mψ − et , , , 1/2i j l mψ + sont 
calculées en utilisant les relations d’extrapolation données par les équations (II.32). Les 
valeurs centrées suivantes sont ensuite calculées et le processus est reproduit dans chaque 
cellule. Néanmoins, quelques changements doivent être opérés dans les équations (II.32) à 
(II.35) selon les valeurs des angles pour lesquels les calculs sont effectués. En effet, les 
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relations (II.32) à (II.35) sont parfaitement valables pour [ ]0; / 2θ π∈ et ] [/ 2; .ϕ π π∈ Dans 
ce cas, les photons se propagent des fortes vers les faibles valeurs de .r Pour les mêmes 
valeurs de ,θ si [ ]0; / 2 ,ϕ π∈ les photons se déplacent des faibles vers les fortes valeurs de 
.r Dans les relations (II.32) à (II.35), la distribution mlji ,,2/1, +ψ doit être remplacée 
par , 1/2, ,i j l mψ − et les coefficients doivent être légèrement modifiés pour tenir compte du 
changement de direction de propagation.  
Lorsque ] ]/ 2; ,θ π π∈ les photons se déplacent du haut vers le bas du cylindre et dans 
les équations (II.32) à (II.35), la distribution 1/2, , ,i j l mψ − doit être remplacée par 1/2, , ,i j l mψ + et les 
coefficients doivent être légèrement modifiés pour prendre en compte le changement de sens 
de propagation.  
Finalement, comme mentionné précédemment, la condition aux limites en ϕ π= doit 
être établie et l’ETR s’écrit : 
 πθψμθ
ψθξθψθμ
4
),(),,(),,()(),,()( rzQrzrz
z
rz
r abs
+−=∂
∂+∂
∂  (II.36) 
Tout comme pour le cas général, en appliquant la MVF à cette équation, une relation de 
récurrence similaire à l’équation (II.33) est obtenue, mais sans les termes correspondant à la 
dérivée partielle par rapport à .ϕ  
En résumé, la procédure générale de calcul de la fonction de distribution des photons 
utilisant la MVF démarre par la résolution de l’équation aux limites (II.36). Ensuite, l’équation 
(II.33) est utilisée pour toutes les valeurs de θ et de .ϕ Habituellement, les paramètres 21, aa  
et 3a  sont pris égaux à 0,5 [Liu-1]. Néanmoins, dans certains cas, les fonctions de distribution 
moyennées sur les surfaces déduites des relations d’extrapolations (II.32) peuvent devenir 
négatives. Quand cela se produit, les paramètres 21, aa  et 3a  sont fixés à 1. Avec ce choix, 
Lathrop [Lat] a montré que seules des valeurs positives des fonctions de distribution 
moyennées sur les surfaces sont obtenues, mais cette alternative dégrade la précision du 
schéma numérique. Il est intéressant de noter que, de par la symétrie cylindrique, les calculs 
sont effectués uniquement pour la gamme de valeurs [ ]0; .ϕ π∈ Les valeurs de la fonction de 
distribution dans la gamme [ ]ππϕ 2;∈  sont simplement obtenues par symétrie.  
Finalement, une fois les calculs effectués pour toutes les valeurs des fonctions de distribution 
centrées sur le volume , , , ,i j l mψ la partie isotrope de la distribution et la composante axiale du 
flux de photons à la cathode sont données par : 
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Bien que particulièrement bien adaptée au calcul de la photoionisation, tant au niveau 
de la précision des résultats qu’au niveau du temps de calcul, la méthode de résolution directe 
de l’ETR se révèle moins performante pour le calcul du flux de photons à la cathode. En effet, 
elle nécessite alors un plus grand nombre de points de discrétisation en angles pour obtenir des 
résultats précis. Le recours à une méthode intégrale améliorée pour le calcul de la composante 
axiale du flux photonique, servant alors de référence, permet de garantir une bonne précision 
des résultats et de réduire les temps de calculs par rapport à la méthode directe. 
 
II.4. Traitement numérique de la composante axiale du flux de 
photons à la cathode par une méthode intégrale améliorée 
 
Pour des distances maximales d’absorption des photons de l’ordre du millimètre 
(situation de la DBD monofilamentaire dans l’azote présentée dans le chapitre III), le produit 
Rabsμ  demeure très inférieur à 1, de sorte que le terme exponentiel dans l’équation (II.8) tend 
vers l’unité. Dans la géométrie bidimensionnelle à symétrie cylindrique (Figure II.3.), la 
composante axiale du flux de photons est alors donnée par : 
 ∫ ∫ ∫ −++==
L R
z rrrrz
dtzrQdrrdzztrz
0 0 0
2/3222 )'cos'2''(
'),','(''''2),,0(
π
θ
θϕ  (II.39) 
Les méthodes intégrales usuelles consistent à stocker à chaque pas dans le temps, la 
matrice à trois variables constituée par l’intégrale sur l’angle polaire '.θ  Il s’agit donc de 
réaliser une intégration triple en chaque point du maillage et à chaque instant, ce qui s’avère 
coûteux en temps de calcul. Pour diminuer le stockage mémoire requis par ces méthodes 
traditionnelles, Potin [Pot] a proposé de précalculer et stocker en mémoire l’intégrale sur 
l’angle polaire ',θ pour calculer la composante axiale du flux de photons sur le diélectrique, 
côté cathode. Cette méthode a été validée pour toute valeur du coefficient d’absorption des 
photons (en particulier pour 1cm0 −=absμ ) et appliquée à la propagation d’une DBD 
monofilamentaire dans l’azote.  
La démarche que nous proposons ici consiste à réduire de trois à deux variables, la 
matrice formée par l’intégrale sur l’angle ',θ moins volumineuse en stockage mémoire. Avec :  
 222 '' rrzA ++=  (II.40) 
 '2rrB =  (II.41) 
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Figure II.3. Système de coordonnées cylindriques utilisé pour la méthode intégrale améliorée. 
 
Il vient pour 0>> BA  [Gra] : 
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La situation A B< étant impossible, dans ce cas la valeur numérique de la matrice ( , )F A B  
est arbitrairement choisie égale à 1. Une fois la matrice ( , )F A B calculée, la composante 
axiale du flux de photons donnée par la relation (II.39) est calculée numériquement, en 
supposant que le terme source ( ', ', )Q r z t ainsi que ( , )F A B varient linéairement dans chaque 
cellule 1/2 1/2 1/2 1/2[ ; ] [ ; ].j j i ir r z z− + − +×   
En résumé, nous avons transformé un problème où il était à priori nécessaire à chaque 
pas dans le temps de recalculer une intégrale elliptique, en un problème où l’on réalise une 
interpolation sur une matrice et une recherche de la valeur numérique manquante en un point 
spécifique de la cellule, ce qui permet une diminution significative du stockage mémoire. 
En outre, cette méthode présente l’avantage de n’avoir à précalculer et stocker qu’une seule et 
unique matrice ( , )F A B lors de l’inversion de la polarisation des électrodes. En effet, lors de 
l’application d’une tension alternative à une des électrodes, l’autre étant reliée à la masse, 
deux formulations de la composante axiale du flux de photons à la cathode doivent être prises 
en considération pour décrire les alternances positive et négative sur une période complète. 
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Pour rendre compte de l’inversion de polarisation de la tension, il est nécessaire de remplacer 
la variable 'z par 'z L− dans les équations (II.39), (II.40) et (II.42), L étant la distance 
interélectrodes, la composante longitudinale du flux photonique étant alors exprimée en 
.z L= Dans ces conditions, l’expression du membre droite de l’équation (II.42) demeure 
inchangée d’une alternance à l’autre.  
 
III. Validation des méthodes numériques 
 
Dans cette partie, a été testée la validité des méthodes différentielles approchées et de 
résolution directe de l’ETR en se basant sur les résultats fournis par une méthode intégrale 
classique de référence, dans le cas de la photoionisation. La validation de la méthode directe 
pour le calcul de la composante axiale du flux de photons à la cathode est ensuite réalisée 
lorsque l’émission radiative provient du centre du domaine interélectrodes. La méthode 
intégrale améliorée sert alors de référence. Ensuite, les résultats fournis par la méthode 
intégrale proposée par Potin [Pot], la méthode intégrale améliorée et la méthode directe 
(MVF) sont comparés dans les cas limites où l’émission radiative intervient successivement à 
l’anode et à la cathode. Pour ces deux cas tests, le terme source d’émission radiative 
correspond à une distribution gaussienne définie par : 
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rz
rzzQrzQ σσ  (II.44) 
où 40 4 cm ,Q π −= 0z est la position du centre de la gaussienne le long de la coordonnée axiale, 
les paramètres qui contrôlent la largeur du terme source sont : 0,01cm,z rσ σ= = une taille 
typique de la tête d’un streamer. 
 
III.1. Traitement de la photoionisation 
 
Nous présentons ici les profils axiaux de la partie isotrope de la distribution de photons 
pour trois valeurs de coefficients d’absorption : 300, 100 et 10 cm-1 (Figures II.4., II.5. et 
II.6.), calculés sur un domaine de simulation bidimensionnel axisymétrique de longueur 
cm4,1=dL  et de rayon 0,125 cm.dR = Pour de telles distances, les valeurs de coefficients 
d’absorption des photons sont caractéristiques de milieux optiquement épais, intermédiaire et 
mince respectivement. Ces résultats ont été obtenus à partir d’un maillage resserré de manière 
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exponentielle dans les deux directions (i.e. à proximité de l’axe de symétrie en 0 0r = et de 
l’axe 0 0,7 cm).z = Après avoir effectué plusieurs simulations avec différentes combinaisons 
de nombres de points de discrétisation pour atteindre la stabilité des résultats, il s’est avéré 
que 500zn = et 200rn = points ont été suffisants. Les facteurs de resserrement le long des 
axes z et r étant respectivement de 60 et 10 pour les méthodes intégrale et directe et de 20 et 
10 pour les méthodes différentielles approchées. Notons également que pour le calcul par la 
méthode intégrale, l’intégration numérique utilisant une méthode de Gauss a nécessité un 
nombre de points 120gn = suffisamment élevé pour obtenir des évolutions stables. Pour la 
méthode directe, 14n nθ ϕ= = points de discrétisation angulaires ont été utilisés et se sont 
avérés suffisants. 
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Figure II.4. Profils axiaux de la partie isotrope de la fonction de distribution )0,(0 =rzψ  pour un coefficient 
d’absorption monochromatique 1300 cm .absμ −=  
 
Les figures II.4., II.5. et II.6. comparent les valeurs de la partie isotrope de la fonction 
de distribution des photons sur l’axe de symétrie (en 0)r = calculées avec la méthode 
intégrale, la méthode directe, l’approximation d’Eddington et l’approximation SP3 pour trois 
valeurs du coefficient d’absorption : 300, 100 et 10 cm-1. 
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Figure II.5. Profils axiaux de la partie isotrope de la fonction de distribution )0,(0 =rzψ  pour un coefficient 
d’absorption monochromatique 1100 cm .absμ −=  
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Figure II.6. Profils axiaux de la partie isotrope de la fonction de distribution )0,(0 =rzψ  pour un coefficient 
d’absorption monochromatique 110 cm .absμ −=  
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Lorsque le coefficient d’absorption est élevé (300 cm-1), la figure II.4. montre que les 
différentes méthodes donnent des résultats très proches. Quand la valeur du coefficient 
d’absorption diminue (Figures II.5. et II.6.), on constate que des écarts apparaissent entre les 
différentes méthodes. Plus précisément, les figures II.5. et II.6. montrent que pour des 
coefficients d’absorption de 100 cm-1 et 10 cm-1, les résultats obtenus avec la méthode directe 
demeurent très proche de ceux fournis par la méthode intégrale, tandis que ceux relatifs aux 
modèles approchés sous-estiment la valeur maximale de la partie isotrope de la fonction de 
distribution. L’approximation d’Eddington, plus diffusive, sous-estime le maximum et 
surestime la fonction sur les ailes du profil. Notons toutefois que, conformément à ce qui était 
prévu, les résultats obtenus par le modèle SP3 demeurent plus proches de ceux fournis par 
l’approche intégrale de référence que ne le sont ceux fournis par l’approximation d’Eddington. 
Les figures II.4. à II.6. montrent clairement que pour toutes les valeurs de coefficient 
d’absorption, les résultats obtenus en utilisant la méthode de volumes finis et la méthode 
intégrale de référence sont très proches quelle que soit la valeur du coefficient d’absorption 
des photons. Dès lors, la MVF devient la méthode de référence. 
De part les écarts plus marqués inhérents aux modèles approchés, nous avons quantifié 
les erreurs relatives des résultats obtenus avec les méthodes SP3 et Eddington sur le calcul du 
maximum de 0 ( , 0)z rψ = par rapport à ceux fournis par la méthode intégrale. La figure II.7. 
montre l’évolution de ces erreurs relatives en fonction de la valeur du coefficient d’absorption 
monochromatique. Comme prévu, l’erreur relative avec la méthode SP3 est inférieure à celle 
obtenue avec l’approximation d’Eddington pour toutes les valeurs du coefficient d’absorption. 
Toutes deux diminuent lorsque absμ augmente de sorte que dans un milieu optiquement épais, 
les méthodes approchées deviennent aussi précises que le modèle intégral.  
La figure II.8. montre l’évolution du temps de calcul des différentes méthodes en 
fonction de la valeur du coefficient d’absorption monochromatique. Il est important de 
rappeler que les méthodes SP3 et d’Eddington sont basées sur la résolution d’une équation 
différentielle elliptique utilisant la méthode de résolution itérative du module D03EBF de la 
bibliothèque NAG Fortran [Num]. La résolution directe de l’ETR basée sur la méthode de 
volumes finis et les méthodes intégrales classiques ne nécessitent pas d’itérations. De ce fait, 
la figure II.8. montre que les temps de calculs requis par l’utilisation des méthodes directe et 
intégrale ne dépendent pas de la valeur du coefficient d’absorption. 
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      Figure II.7. Erreur relative par rapport à la méthode intégrale sur les maxima de )0,(0 =rzψ en fonction  du 
coefficient d’absorption monochromatique.  
 
Sans aucune simplification de la procédure de calcul, la méthode intégrale est 10000 
fois moins rapide que la méthode de résolution directe, c’est pourquoi les durées de 
simulations utilisant le modèle intégral traditionnel n’apparaissent pas sur la figure II.8. En 
revanche les temps de calcul des méthodes SP3 et Eddington diminuent lorsque le coefficient 
d’absorption augmente. On constate que pour des valeurs de coefficient d’absorption 
supérieures à 70 cm-1 pour l’approximation d’Eddington et 135 cm-1 pour la méthode SP3, les 
modèles approchés sont légèrement plus rapides que la méthode directe. Les approximations 
d’Eddington et SP3, présentées dans le paragraphe II.2., sont donc d'autant plus justifiées que 
le coefficient d'absorption du gaz est important.  
En conclusion des résultats obtenus sur la photoionisation suivant l’approche 
monochromatique, lorsque le coefficient d’absorption est suffisamment élevé, les 
approximations d’Eddington et SP3 sont aussi précises et légèrement plus rapides que la 
méthode directe. En revanche, lorsque le coefficient d’absorption diminue, les méthodes 
approchées sont moins précises et plus coûteuses en temps de calcul que la méthode de 
résolution directe qui devient dès lors la méthode de choix. Notons toutefois que ces résultats 
sont liés à l’utilisation du module D03EBF de la bibliothèque NAG Fortran et que l’utilisation 
d’autres méthodes de résolution pourraient conduire à des conclusions différentes. 
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Figure II.8. Temps de calcul des simulations utilisant les méthodes différentielles approchées et 
la méthode de volumes finis, en fonction du coefficient d’absorption monochromatique.  
 
III.2. Traitement de  la composante axiale du flux de photons à la 
cathode 
 
Nous présentons ici les composantes axiales du flux de photons à la cathode dans un 
milieu non absorbant 1( 0 cm ),absμ −= calculées sur un domaine de simulation bidimensionnel 
axisymétrique de longueur 0,1cmdL = et de rayon 0,1cm.dR = Ces résultats ont été obtenus 
à partir de différents maillages pour atteindre la stabilité des résultats numériques. Les calculs 
concernant la méthode intégrale proposée par Potin [Pot] ont été réalisés à partir d’un 
maillage resserré suivant les deux directions comprenant 300z rn n= = points de 
discrétisation, avec un facteur de resserrement égal à 10. Concernant les approches 
développées ici, un maillage régulier suivant la direction longitudinale a été utilisé. Alors que 
pour la méthode intégrale améliorée, un maillage uniforme suivant la coordonnée radiale est 
suffisant, concernant la méthode directe, nous avons choisi un maillage resserré de manière 
exponentielle au voisinage de 00 =r  (avec un facteur de resserrement égal à 10) où les écarts à 
la méthode intégrale améliorée sont les plus importants. Le maximum du terme source 
d’émission radiative est d’abord localisé en 0 0,05 cm.z = Après avoir effectué plusieurs 
simulations avec différents ensembles de nombres de points de discrétisation pour atteindre la 
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stabilité des résultats avec la méthode intégrale améliorée, il s’avère que 300z rn n= =  points 
en position, 500A Bn n= = points pour les variables réduites A et ,B et 50gn = points pour 
l’intégration de Gauss sont suffisants. Avec la méthode directe, des résultats suffisamment 
précis sont obtenus (Figure II.9.) avec 80== ϕθ nn  points de discrétisation angulaires pour 
un jeu de nombre de points en positions fixé à 500,z rn n= = en prenant les résultats du 
modèle intégral amélioré comme référence. Une fois la combinaison de nombres de points 
angulaires minimum déterminé pour atteindre la stabilité des résultats, en faisant varier le 
nombre de points en position (Figure II.10.), nous avons constaté qu’à partir 
de 500,z rn n= = les résultats numériques obtenus varient peu et demeurent très proches par 
rapport à ceux de la méthode intégrale améliorée. Dans tous les cas de figure, la composante 
longitudinale du flux de photons collectés est maximale à la cathode sur l’axe (en 0)r = et 
décroît à mesure que la position radiale augmente. 
A ce stade, le nombre de points de discrétisation nécessaire à chaque méthode développée 
pour obtenir des résultats précis est connu. Pour s’assurer de la validité de ces approches 
quelle que soit la position initiale de la source d’émission radiative, différentes localisations 
ont également été envisagées. Les figures II.11. et II.12. représentent la composante axiale du 
flux de photons à la cathode suivant la direction radiale obtenue avec une distribution initiale 
gaussienne centrée sur l’anode 0( 0,1cm)z = et sur la cathode 0( 0 cm),z = respectivement. 
Les autres paramètres de la gaussienne demeurent inchangés. Les résultats sont issus du 
modèle intégral de Potin, de la méthode intégrale améliorée et de la méthode de résolution 
directe de l’ETR. Lorsque l’émission radiative se produit à l’anode (Figure II.11.), les résultats 
obtenus par les trois méthodes sont en très bon accord. Dans ce cas limite, le nombre de 
photons collectés à la cathode est minimal. A l’inverse, lorsque les photons sont émis à la 
cathode (Figure II.12.), le flux obtenu est le plus grand car l’émission et l’observation sont 
localisées au même endroit. De très faibles écarts apparaissent entre les résultats. La méthode 
intégrale utilisée par Potin [Pot], corrigée, sert de référence. La méthode intégrale améliorée et 
la méthode de résolution directe de l’ETR sous-estiment très légèrement le maximum de la 
composante axiale du flux de photons à la cathode. En revanche, en dehors de la zone 
cathodique, les résultats fournis par les trois méthodes sont à nouveau concordants. 
Finalement, la méthode intégrale améliorée et la méthode de volumes finis sont valables 
quelle que soit la position initiale du terme source radiatif dans le domaine interélectrodes. En 
éloignant la source de rayonnement de la cathode, de moins en moins de photons y sont 
collectés et par conséquent la composante axiale du flux de photons à la cathode est moindre.  
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Figure II.9. Composante axiale du flux de photons à la cathode suivant la direction radiale, 
obtenue avec la méthode intégrale amélioré et celle de résolution directe de l’ETR, pour une distribution initiale 
centrée en 0 0,05 cm.z = Stabilité des résultats en fonction du nombre de points en angles pour la MVF. 
 
0.00 0.02 0.04 0.06 0.08 0.10
0.0
5.0x10-4
1.0x10-3
1.5x10-3
2.0x10-3
2.5x10-3
 
 
ϕ z(
z=
0,
r)
 (c
m
-3
)
r (cm)
nz=nr=100
nz=nr=200
nz=nr=300
nz=nr=500
nz=nr=700
nz=nr=900
 Méthode intégrale améliorée (nz=nr=300)
Résolution 
directe nθ=nϕ=80
 
ϕ z(
z=
0,
r)
 (c
m
-3
)
 
Figure II.10. Composante axiale du flux de photons à la cathode suivant la direction radiale, 
obtenue avec la méthode intégrale amélioré et celle de résolution directe de l’ETR, pour une distribution initiale 
centrée en 0 0,05 cm.z = Stabilité des résultats en fonction du nombre de points en positions pour la MVF. 
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Figure II.11. Composante axiale du flux photonique à la cathode suivant la direction radiale obtenue avec 
une distribution initiale gaussienne centrée sur l’anode. Comparaison des résultats issus de la méthode intégrale 
utilisée par Potin, corrigée, du modèle intégral amélioré et de la méthode de résolution directe de l’ETR. 
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Figure II.12. Composante axiale du flux photonique à la cathode suivant la direction radiale obtenue avec 
une distribution initiale gaussienne centrée sur la cathode. Comparaison des résultats issus de la méthode 
intégrale utilisée par Potin, corrigée, du modèle intégral amélioré et de la méthode de résolution directe de l’ETR.  
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En outre, les méthodes intégrales et la méthode de résolution directe de l’ETR utilisées 
pour le calcul de la composante axiale du flux de photons à la cathode ne nécessitent pas 
d’itérations. Les temps de calculs de ces méthodes sont donc constants quelle que soit la 
valeur du coefficient d’absorption des photons et quelle que soit la position de la distribution 
d’émission radiative. Le tableau II.1. présente les temps de calculs inhérents aux trois modèles 
présentés pour un milieu non absorbant avec trois répartitions caractéristiques (centrées en 
0 0; 0,05 et 0,1cm)z = de la distribution gaussienne d’émission radiative choisie. La méthode 
développée par Potin présente les temps de calculs les plus faibles. Plus précisément, ils sont 
vingt fois plus petits que ceux de la méthode intégrale améliorée et cent quatre-vingt fois 
inférieurs à ceux de la méthode de résolution directe pour obtenir des résultats suffisamment 
précis. En revanche, concernant le stockage mémoire, la tendance est inverse. Le stockage 
requis par la méthode directe est le plus faible. Il est intermédiaire pour la méthode intégrale 
améliorée et devient considérable lors de l’utilisation de la méthode intégrale développée par 
Potin.   
 
TEMPS DE CALCUL  
(CAS TEST GAUSSIEN) 
METODE 
INTEGRALE 
(POTIN) 
METHODE 
INTEGRALE 
AMELIOREE 
METHODE DE 
RESOLUTION 
DIRECTE 
cm00 =z  (cathode) 1,96 s 38,67 s 5 min. 53 s 
cm500 ,z =  
(milieu du domaine) 
1,98 s 38,24 s 5 min. 51 s 
cm100 ,z =  (anode) 1,98 s 38,26 s 5 min. 53 s 
Tableau II.1. Temps de calcul des différentes méthodes présentées pour un milieu non absorbant )cm0( 1−=absμ  
avec trois positions caractéristiques du terme source d’émission radiative gaussien. 
 
Notons qu’ici, les caractéristiques du flux en termes d’unité (cm-3) et d’ordre de 
grandeur sont imposées par celles du terme source d’émission gaussien (dont l’amplitude 
s’exprime en cm-4) qui est choisi simplement pour valider la méthode de résolution directe, et 
ne correspond pas à une situation physique particulière. Dans le cas de la DBD 
monofilamentaire, la composante longitudinale du flux de photons à la cathode s’exprime 
alors en cm-2s-1, conformément à un nombre de photons incidents sur le diélectrique, côté 
cathode par unité de surface et de temps. 
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III.3. Bilan de l’étude 
 
Les caractéristiques des différentes méthodes numériques (domaine de validité en 
fonction du coefficient d’absorption des photons, rapidité, précision, stockage mémoire) sont 
résumées dans le tableau II.2., selon qu’elles s’appliquent indifféremment au traitement de la 
photoionisation et de l’effet photoélectrique ou seulement à l’un des deux. 
Cette étude montre que la méthode de résolution directe de l’ETR est valable quelle 
que soit la valeur du coefficient d’absorption des photons. Elle fournit à la fois le terme source 
de photoinisation et le flux de photons en un point quelconque du volume de la décharge (en 
particulier à la cathode). A l’inverse, les méthodes intégrales nécessitent un calcul spécifique 
pour chaque grandeur et un stockage mémoire important pour le calcul de la photoionisation. 
La méthode directe est la plus compétitive en temps de calcul (ou très légèrement moins 
rapide que les méthodes différentielles approchées à fort coefficient d’absorption des photons) 
pour le calcul de la photoionisation. Pour le calcul de la composante longitudinale du flux de 
photons à la cathode, les temps de calcul de la méthode directe sont plus élevés (pour tenir 
compte d’un nombre de directions de propagation plus important) que pour la photoionisation. 
Ils sont les plus longs par rapport à ceux des méthodes intégrales classiques, les plus courts, et 
ceux de l’approche intégrale améliorée, intermédiaires. En revanche, parmi les méthodes 
présentées ici, la méthode directe requiert le stockage mémoire le plus faible. De ce point de 
vue, le modèle intégral proposé par Potin est le plus coûteux et le modèle intégral amélioré ne 
nécessite qu’un stockage intermédiaire. Compte tenu des capacités de mémoire des 
ordinateurs actuels, le critère du stockage est moins important que celui du temps de calcul 
mais ne demeure pas moins négligeable dans le développement d’une méthode numérique. 
Finalement, l’approche intégrale améliorée constitue un bon compromis. Elle permet d’éviter 
de stocker en mémoire une grande quantité de données tout en garantissant des temps de 
calculs raisonnables.  
Le calcul de la composante axiale du flux de photons à la cathode dans une DBD 
monofilamentaire dans l’azote, a exclusivement été réalisé avec la méthode intégrale proposée 
par Potin [Pot]. En effet, l’utilisation de la méthode intégrale améliorée, pour cette 
configuration, aurait conduit à des durées de simulations nettement plus longues. L’usage de la 
méthode directe aurait, quant à celle, considérablement allongé les temps de calcul. Ces deux 
dernières méthodes ont néanmoins servi de référence pour le calcul du flux photonique 
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PHOTOIONISATION 
COMPOSANTE AXIALE DU 
FLUX DE PHOTONS A LA 
CATHODE 
Méthode 
intégrale 
classique 
 
- Calcul spécifique pour une valeur  
  de absμ donnée 
- La moins rapide  
- Précise quel que soit absμ  
- Stockage mémoire le plus  
  important 
- Calcul spécifique pour une valeur de  
  absμ  donnée 
- La plus rapide  
- Précise quel que soit absμ  
- Stockage mémoire le plus important 
Approximation 
d’Eddington 
- Valable pour absμ  élevé 
- La plus rapide pour 170 cmabsμ −>  
-  Précise pour absμ  élevé 
- Stockage mémoire faible 
Non définie 
Méthode SP3 
- Valable pour absμ  élevé 
- Rapidité du même ordre que pour  
  l’approximation d’Eddington et  la 
  méthode directe  
  pour 1135 cmabsμ −>   
- Précise pour absμ  élevé 
- Stockage mémoire faible 
Non définie 
Méthode 
directe 
- Valable quelle que soit la valeur de 
  absμ   
- Très nettement la plus rapide à  
  faible valeur de absμ , temps de  
  calcul du même ordre que pour les 
  méthodes approchées à fort absμ  
- Précise quel que soit absμ  
- Stockage mémoire le plus faible 
- Valable quelle que soit la valeur de  
  absμ   
- La moins rapide 
- Précise quel que soit absμ  
- Stockage mémoire le plus faible 
Méthode 
intégrale 
améliorée 
Non réalisée 
- Ici appliquée au cas 10 cm ,absμ −=   
  extensible à toute valeur de absμ  
- Temps de calcul intermédiaire 
- Précise quel que soit absμ  
- Stockage mémoire intermédiaire 
Tableau II.2. Résumé des caractéristiques des différentes méthodes numériques pour le calcul du terme source 
de photoionisation et de la composante axiale du flux de photons à la cathode. 
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sur le diélectrique, côté cathode, dans la DBD monofilamentaire (chapitre III) lorsque seul le 
premier pas de temps est considéré pour le transport des espèces. Ceci a permis de mettre en 
évidence et de corriger une surestimation (de l’ordre de 20 %) du flux de photons à la cathode 
calculé dans le code développé par Potin [Pot] et amélioré par Cesses [Ces].  
En revanche, désormais validés pour un cas test simple, la méthode de volumes finis et 
le modèle SP3, utilisés pour quantifier la partie isotrope de la fonction de distribution des 
photons, sont, dans la suite, appliqués au calcul du terme source de photoionisation d’un 
streamer à double-tête, dans l’air, à pression atmosphérique.  
 
IV. Application : photoionisation dans un streamer à double tête dans l’air  
 
Nous avons montré précédemment que la méthode directe et l’approche intégrale de 
référence fournissaient des résultats en très bon accord lors du traitement de la 
photoionisation. Par ailleurs, pour toute valeur du coefficient d’absorption des photons, le 
modèle SP3 fournit des résultats plus précis que ceux de l’approximation d’Eddington. Nous 
proposons donc ici d’étudier l’influence de la méthode numérique employée (MVF ou SP3) 
pour calculer le terme source de photoionisation, sur la propagation d’un streamer à double-
tête. Ce cas test, présenté dans Bourdon et al [Bou], permet d’illustrer les performances des 
deux méthodes lorsque se propagent simultanément le streamer de cathode et celui d’anode.        
 
IV.1. Formulation 
 
Le modèle classique habituellement utilisé pour simuler la propagation d’une décharge 
de type streamer est basé sur les équations de convection-diffusion pour les particules 
chargées, couplées à l’équation de Poisson [Dha]-[Kul-2] : 
     [ ] [ ] )()()()()()()()( t,rSt,rSt,rSt,rn.t,rD.t,rn.t,rw.t,r
t
n
eepheeee
e rrrrrrrrrrrr −+ −+=∇∇−∇+∂
∂
  (II.45) 
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t
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Dans les équations ci-dessus, les indices , ete p n désignent, respectivement les électrons, les 
ions positifs et négatifs. ( , )qn r t
r  est la densité de l’espèce , ou ,q e p n= V est le potentiel, 
=q qw Eμ
rr (E
r
étant le champ électrique) est la vitesse de dérive de l’espèce q et qD et qμ  
désignent respectivement son tenseur de diffusion et sa mobilité. e  est la charge élémentaire 
et 0ε est la permittivité du milieu. ( , ),eS r t+ r ( , )pS r t+ r et ( , )nS r t+ r sont les termes sources 
rendant compte de la création des électrons et ions positifs et négatifs, respectivement. 
( , ),eS r t
− r ( , )pS r t−
r et ( , )nS r t−
r traduisent leur disparition.  
Dans l’approche monochromatique traitée pour le calcul du terme source de 
photoionisation ( , ),phS r t
r nous n’avons ici considéré qu’un seul état excité u de temps de 
relaxation moyen uτ et de densité ( , ).un r tr Le terme source d’émission radiative est donné 
par : 
 
( , )( , ) u
u
n r tQ r t
cτ=
rr
 (III.49) 
Conformément au modèle proposé par Zheleznyak et al [Zhe] traitant de la photoionisation 
dans l’air, la densité de l’état excité u est ici décrite comme étant directement proportionnelle 
à la densité électronique et s’exprime par :    
 
( , ) ( , )qu u i e
u q i
pn r t n r t
p p
ν ντ ν= +
r r
 (III.50) 
où 30 Torrqp = est la pression de quenching déterminée à partir de données expérimentales 
[Zhe] dans l’air, 760 Torrp =  est la pression du milieu et / 0,6u iν ν = est le rapport entre les 
fréquences d’excitation ( )uν et d’ionisation ( )iν par impact électronique de l’atome ou de la 
molécule sur le niveau .u La valeur de l’efficacité de photoionisation (équation (II.5)) est 
0,0554.phξ = La pression qp a été introduite pour compenser l’hypothèse simplificatrice 
selon laquelle les atomes excités se désexcitent spontanément. En réalité, pour chaque espèce 
neutre (à l’état fondamental ou dans des états excités), il est nécessaire de résoudre une 
équation qui régit la dynamique de la densité ( , ).un r t
r  Par exemple, pour un atome ou une 
molécule sur un niveau excité u (rotationnel, vibrationnel ou électronique), nous 
avons [Yos] : 
 
2( , ) ( , ) ( , )
                  ( , ) ( , ) ( , ) ( , ) ( , )
u
u u u e
excu u
u u ph
d u d uud du
n r t D n r t ν n r t
t
n nr t r t S r t S r t S r tτ τ
− +
< >
∂ − ∇ =∂
− + − + +∑ ∑
r r r
r r r r r  (II.51) 
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où uD est le coefficient de diffusion du niveau excité u dans le gaz. Le second terme du 
membre de droite de l’équation (II.51) rend compte de la désexcitation radiative de l’état u  
sur les différents niveaux d u< et 1/ udτ est le coefficient d’Einstein de la transition 
spontanée u d→ ( udτ étant son temps de relaxation moyen). Le troisième terme est un terme 
source lié à la désexcitation radiative des niveaux élevés d u> sur le niveau ,u uS − est le 
terme source de disparition dû au quenching sur l’état u et uS
+ est celui relatif au quenching 
des niveaux supérieurs .d u> Enfin, la création d’un état excité sur le niveau u  par impact 
photonique est décrite par le terme source de photoexcitation .S excph   
La géométrie du domaine de simulation est la même que celle utilisée dans [Liu-2]. 
Les streamers axisymétriques ici étudiés sont décrits dans un système de coordonnées 
cylindriques. Deux électrodes éloignées soumises à une certaine différence de potentiel 
permettent de créer  un champ électrique uniforme élevé 10 48 kV.cmE
−= supérieur au champ 
électrique limite de claquage .kE La densité du gaz neutre est de
19 3
0 2,688.10 cmN
−= et par 
conséquent 0 0/ 178,6 TdE N =  (1 Td = 10-17 V.cm2). Sous l’influence du champ électrique 
appliqué, un streamer à double tête est généré en plaçant initialement un nuage de plasma dans 
le domaine de simulation. Sa répartition spatiale gaussienne est donnée par : 
 
2 2
0
00 0
( , ) ( , ) expe pt t
r z
z zrn z r n z r n σ σ= =
⎡ ⎤⎛ ⎞ ⎛ ⎞−⎢ ⎥= = − −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (II.37) 
Le centre de la distribution gaussienne est situé au milieu du domaine de simulation, en 
0 0,7 cmz = et l’on suppose que 0,02 cmz rσ σ= = et que 14 -30 10 cm .n = La taille du 
domaine de simulation est de cm 0,05 x cm41, utilisant un maillage rectangulaire uniforme le 
long des deux directions et .z r A titre de travail préliminaire, des simulations utilisant 
différentes combinaisons de nombres de points de discrétisation pour atteindre la stabilité des 
résultats ont été réalisées. Il s’est avéré que pour la méthode directe, 4000, 200z rn n= = et 
nθ = 14nϕ = points ont permis d’atteindre la stabilité des résultats, tandis que pour le modèle 
SP3, 3000zn = et 200rn = points ont été suffisants.   
Les équations de transport des espèces chargées sont résolues numériquement au 
moyen d’un schéma QUICKEST d’ordre 3 (chapitre I) généralisé en deux dimensions. Le 
limiteur de flux utilisé est celui de Zalesak [Zal]-[Boo]. L’équation de Poisson (II.48) est 
résolue numériquement au moyen du module D03EBF de la bibliothèque Fortran NAG 
[Num]. L’approche développée dans Vitello et al [Vit] est adoptée pour définir le pas de 
temps de simulation inhérent au modèle utilisé. Les échelles de temps concernées pour la 
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détermination du pas de temps sont les échelles de temps de Courant ,CtΔ d’ionisation 
effective ItΔ et de relaxation diélectrique DtΔ [Vit]. Le pas dans le temps est déterminé 
par min( , , )C C I I D Dt A t A t A tΔ = Δ Δ Δ avec 0,5,CA = 0,05IA = et 0,5.DA = Les conditions aux 
limites pour le potentiel sont obtenues en utilisant les solutions intégrales de l’équation de 
Poisson qui rendent compte de la distribution de charge connue à l’intérieur du domaine de 
simulation [Liu-2]. Tous les paramètres de transport et taux de réactions dans l’air sont issus 
de Morrow et al [Mor]. Les conditions aux limites et les pas de temps sont ceux définis dans 
Bourdon et al [Bou]. Pour tester les différents modèles permettant de quantifier la 
photoionisation, les valeurs de coefficient d’absorption des photons absμ varient entre 1 
(milieu optiquement mince) et 130 cm-1 (milieu optiquement épais) sur des distances de 
l’ordre du centimètre. 
 
IV.2. Résultats 
 
La figure II.13. compare les distributions de densités électroniques sur l’axe de 
symétrie du domaine de simulation, calculées avec la méthode SP3 et de la MVF pour calculer 
le terme source de photoionisation. Les résultats sont présentés pour quatre valeurs de 
coefficients d’absorption : 1130, 20, 5 et 1cmabsμ −= qui permettent de rendre compte d’un 
ensemble de milieux caractéristiques dans lesquels les photons se propagent plus ou moins 
aisément. Les densités électroniques sont calculées toutes les 0,5 ns pour des instants allant 
de 0 nst = à 2,5 ns.t = Pour toutes les valeurs du coefficient d’absorption considérées, la 
figure II.13. montre qu’un streamer positif se développe à partir de l’aile gauche du profil de 
densité électronique initial en direction de la cathode (i.e. dans le sens des valeurs 
de z décroissantes). Simultanément, un streamer négatif, initié sur le côté droit de la 
distribution électronique initiale, se propage dans la direction opposée, vers l’anode. Lorsque 
1130 cm ,absμ −= on constate un excellent accord entre les résultat obtenus par les modèles SP3 
et la méthode de résolution directe de l’ETR à la fois pour les deux streamers antagonistes. 
Lorsque le coefficient d’absorption des photons diminue, des écarts apparaissent et 
augmentent au fur et à mesure que les streamers se propagent. Un accord relativement bon 
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Figure II.13. Profils de densité électroniques sur l’axe de symétrie ( 0)r = du domaine de simulation à 
différents instants, calculés en utilisant la méthode SP3 et la MVF pour résoudre l’ETR avec les coefficients 
d’absorption monochromatiques .cm1et5,20,130 1−=absμ  
 Les résultats sont présentés pour différents instants entre 0 ns et 2,5 ns, avec un pas de temps de 0,5 ns. 
 
subsiste entre les résultats des deux modèles lorsque les photons sont relativement peu 
absorbés 1( 20 cm ).absμ −= En revanche, lorsque le milieu devient extrêmement peu 
absorbant 1( 5 et 1cm ),absμ −= des différences marquées apparaissent. Dans tous les cas, 
lorsque le coefficient d’absorption des photons diminue, le modèle SP3 surestime la densité 
électronique dans les deux têtes de streamers si bien qu’ils se propagent plus lentement que 
ceux décrits en utilisant la MVF. Il est intéressant de souligner que cet effet est plus marqué 
du côté du streamer positif. Pour le cas limite du milieu extrêmement peu 
absorbant 1( 1cm ),absμ −= les résultats obtenus en utilisant l’approximation SP3 surestiment 
d’un facteur 2 la densité électronique dans les deux têtes de streamer à 2,5 ns.t =  
La figure II.14. compare les termes sources de photoionisation sur l’axe de symétrie du 
système, calculés en utilisant également les méthodes SP3 et de résolution directe de l’ETR 
pour les mêmes valeurs du coefficient d’absorption à ns.5,0=t  Conformément à ce à qui 
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était attendu, pour 1130 cm ,absμ −= un excellent accord est obtenu entre les résultats issus du 
modèle SP3 et de la MVF. Quand absμ diminue, le terme source de photoionisation calculé en 
utilisant le modèle SP3 est sous-estimé par rapport à celui obtenu par résolution directe de 
l’ETR, dans les deux têtes du streamer à la fois. Dans le cas limite où 11cm ,absμ −= cette 
sous-estimation est d’environ un ordre de grandeur à 0,5 ns.t = En outre, le streamer à double 
tête est un cas test à champ électrique élevé 10( 48 kV.cm )E
−= et par conséquent, dès le début 
de sa propagation, le terme d’ionisation est prépondérant par rapport au terme de 
photoionisation [Bou]. Par conséquent, un écart d’un ordre de grandeur sur le calcul du terme 
source de photoionisation entre les deux méthodes pour 11cmabsμ −= n’a qu’une incidence 
mineure sur la propagation des deux streamers. Inversement, lors de la propagation de 
streamers positifs dans un champ électrique faible (typiquement de l’ordre de quelques 
centaines de V.cm-1), le terme source de photoionisation est très nettement supérieur au terme 
source d’ionisation dans la plus grande partie du domaine en amont du streamer.  
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Figure II.14. Profils axiaux du terme source de photoionisation )0,( =rzS ph  sur l’axe de symétrie à t = 0,5 ns, 
calculés en utilisant la méthode SP3 et la MVF  pour résoudre l’ETR, pour différentes valeurs du coefficient 
d’absorption monochromatique des photons  .cm1et5,20,130 1−=absμ  
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Ainsi, pour de faibles valeurs du coefficient d’absorption des photons, des différences 
significatives entre les streamers obtenus en utilisant la MVF et le modèle SP3 sont attendues. 
En diminuant la valeur du coefficient d’absorption des photons de 130 à 20 cm-1, la 
vitesse du streamer négatif (Figure II.13.), obtenu en utilisant la MVF pour rendre compte de 
la photoionisation, augmente puis demeure quasi-constante quand absμ diminue jusqu’à 
1 cm-1. La même tendance est observée pour le streamer positif, à la différence près que sa 
vitesse de propagation est presque constante lorsque absμ  décroît jusqu’à 5 cm-1. En-dessous 
de cette valeur, la vitesse de propagation du streamer positif diminue légèrement. Finalement, 
le streamer positif obtenu pour 11cmabsμ −= est sensiblement plus rapide que celui obtenu 
pour 1130 cm .absμ −= Ainsi, avec un coefficient d’absorption des photons élevé 
1cm130 −>absμ sur des distances de l’ordre du centimètre tout au plus, les photons émis par la 
tête du streamer sont fortement absorbés au voisinage de leur lieu d’émission. La production 
d’électrons secondaires qui en résulte à proximité de la tête du streamer, peut ainsi ralentir sa 
propagation puisque l’avalanche électronique n’est générée que sur de très courtes distances 
par rapport à celles caractérisant la propagation du streamer. A l’inverse, pour de faibles 
valeurs de ,absμ  les photons émis par la tête du streamer ne sont que faiblement absorbés par 
le gaz et peuvent se propager loin de la tête du streamer. Par ailleurs, comme le terme source 
de photoionisation est directement proportionnel au coefficient d’absorption des photons 
(équation (II.5)), lorsque absμ est faible, les photons sont peu efficaces pour produire des 
électrons secondaires. Finalement, l’ensemble de ces résultats permet de dégager une gamme 
de valeurs de coefficients d’absorption monochromatiques des 
photons 1 1(5 cm 130 cm )absμ− −< < pour laquelle la propagation du streamer positif est rapide. 
 
V. Conclusion 
 
Cette étude a permis de comparer les performances de différentes techniques 
numériques utilisées pour le traitement des effets secondaires dans les décharges hors-
équilibre. En effet, elle montre l’importance de la méthode employée sur la précision des 
résultats, les durées de simulations et les stockages mémoires requis.  
Le calcul du terme source de photoionisation utilisant les méthodes intégrales 
traditionnelles, bien que précis, nécessite toujours les temps de calcul les plus longs. Les 
méthodes différentielles approchées permettent de réduire de manière significative ces temps 
mais sont valables pour des fortes valeurs du coefficient d’absorption des photons. 
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La méthode de résolution directe de l’équation de transfert radiatif, développée et validée dans 
ce travail, s’avère être la plus performante pour quantifier le terme source de photoionisation à 
la fois en terme de précision, temps de calcul et stockage mémoire.  
Cependant, le calcul de la composante axiale du flux photonique à la cathode utilisant 
cette méthode s’est révélé nettement moins rapide avec un stockage mémoire faible. A 
l’inverse, la méthode intégrale utilisée dans la  thèse de Potin [Pot], bien que présentant des 
temps de calculs assez courts, exigeait un stockage mémoire considérable. Nous avons donc 
développé une méthode intégrale « améliorée » précise dont les performances sont 
intermédiaires. Cette approche a été appliquée au cas d’un milieu pour lequel le produit du 
coefficient d’absorption des photons absμ par la distance maximale d’absorption R demeure 
très inférieur à l’unité. Elle pourrait, tout d’abord, être étendue à toute valeur du 
produit ,abs Rμ bien que la présence d’un terme exponentiel supplémentaire dans l’intégrale 
sur l’angle polaire 'θ complexifie la procédure de calcul. Par ailleurs, les durées de 
simulations liées à l’utilisation de ce modèle pourraient être sensiblement réduits en 
reconsidérant la nature (ici linéaire) de la double interpolation réalisée.      
Dans cette étude, nous avons considéré une approche monochromatique pour résoudre 
l’équation de transfert radiatif par la méthode de volumes finis. Pour rendre compte de la 
dépendance spectrale de la photoinisation dans les décharges de type streamer, il serait 
désormais souhaitable d’adopter une approche à trois groupes non plus basée sur les méthodes 
différentielles approchées [Bou], mais réalisée à partir de la méthode de volumes finis. Ceci 
permettrait d’obtenir des résultats précis quelles que soient les valeurs de coefficients 
d’absorptions des photons, tout en garantissant un stockage mémoire extrêmement réduit et 
des temps de calculs parmi les plus faibles. Par ailleurs, le traitement du transfert radiatif par 
ce type d’approche contribuerait à faciliter la résolution numérique du problème du transfert 
de rayonnement de résonance, mentionné dans le chapitre I, pour le cas du xénon. En effet, la 
formulation de ce phénomène, initialement traitée de manière complète par Holstein [Hol-1]-
[Hol-2] puis améliorée dans d’autres travaux, entre autres proposés par Payne et al [Pay-1]-
[Pay-2] et Molisch et al [Mol], suppose de résoudre numériquement une équation intégro-
différentielle régissant la dynamique spatio-temporelle de la densité des niveaux résonants. 
Dans cette équation, la présence d’un terme source intégral, rendant compte de la réabsorption 
des photons de résonance dans le milieu, contraint à réaliser une intégration en chaque point 
du volume et à chaque pas dans le temps, ralentissant considérablement les durées de 
simulations. Pour s’affranchir de cette difficulté, une méthode beaucoup plus efficace 
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consisterait à résoudre l’équation de transfert radiatif couplée à l’équation de transport des 
niveaux résonants, chacune d’elles ne présentant pas de terme intégral. Ainsi, pour rendre 
compte du profil spectral d’émission des niveaux résonants, comme le fait Holstein, une 
approche multigroupe utilisant la MVF permettrait, à ce stade, de traiter la partie relative au 
transport des photons de résonance le plus efficacement possible. La résolution de l’équation 
de transport des niveaux résonants peut, quant à elle, par exemple, être réalisée par la méthode 
proposée dans le chapitre I. 
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CHAPITRE III : Etude du courant induit par 
la décharge dans une DBD monofilamentaire 
dans l’azote sous excitation sinusoïdale. 
Comparaison expérimentation/modèle 
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I. Introduction 
 
Les décharges à barrières diélectriques (DBD) présentent depuis plusieurs dizaines 
d’années un grand intérêt pour de nombreuses applications comme, par exemple, la synthèse 
d’ozone dans l’air, le traitement de surface polymères, la stérilisation des gaz, ou la 
production de rayonnement ultaviolet. A ce titre, la littérature fait état de nombreux travaux 
réalisés dans le domaine des décharges filamentaires, tant au niveau de la modélisation 
[Kul-1]-[Kul-2]-[Kun-1]-[Kun-2]-[Geo-1]-[Geo-2]-[Mor-1]-[Mor-2]-[Nai]-[Vit]-[Wu]-
[Dha]-[Dje]-[Bab-1]-[Bab-2]-[Pat]-[Yur]-[Koz], que de l’expérimentation [Kog-1]-[Kol]-
[Kog-2]-[Sto]-[Mil]-[Liu]-[Adl]-[Mer-2]-[Mer-3]. Nous proposons dans ce chapitre de 
comparer le courant de décharge mesuré à celui calculé en régime sinusoïdal permanent dans 
une DBD monofilamentaire dans l’azote, à 500 Torr. Cette grandeur électrique est utilisée 
comme référence commune car elle est directement accessible par la mesure, contrairement à 
d’autres quantités telles que les densités de particules ou les évolutions du champ électrique. 
Dans ce chapitre, nous présentons, tout d’abord, le dispositif expérimental ainsi que les 
mesures et résultats électriques. L’analyse détaillée de l’impulsion du courant mesuré permet, 
en particulier, de rendre compte des principales phases de la propagation d’une 
microdécharge. A ce titre, nous expliquons les phénomènes correspondant à ces différentes 
phases. Ensuite, nous mentionnons brièvement le modèle numérique bidimensionnel employé 
[Pot]-[Ces] et que nous avons adapté aux besoins de cette étude, en détaillant le calcul du 
courant traversant la cellule de décharge. En effet, la plupart du temps, dans la littérature, le 
calcul de ce courant n’est traité que de manière approximative, en particulier lorsque le 
système considéré présente des électrodes ayant une interface de matériaux métalliques et 
diélectriques. Nous proposons ici deux formulations basées sur les équations de 
l’électromagnétisme pour réaliser ce calcul. La première méthode consiste à exprimer le 
courant dans la cellule comme la somme des différents courants mis en jeu dans le gaz et les 
diélectriques. La deuxième approche considère le courant de décharge comme étant égal à 
celui entrant ou sortant du système par le diélectrique, respectivement côté cathode ou anode, 
sur la première alternance positive de la tension.   
Nous justifions également le passage de la géométrie d’électrodes réelles (à bords 
arrondis) à la géométrie modélisée (électrodes à bord en angles droits). Une fois, cette 
approximation validée, nous comparons, tout d’abord, le courant calculé par les deux 
méthodes avec le courant mesuré. A ce stade, des écarts significatifs existent entre la grandeur 
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mesurée et celles calculées. Une étude paramétrique est alors effectuée afin d’étudier 
l’influence de certains paramètres (géométrie, conditions d’amorçage et effet photoélectrique) 
sur l’allure de l’impulsion du courant de décharge.     
 
II. Etude expérimentale  
 
II.1. Dispositif expérimental  
 
Le dispositif expérimental utilisé pour réaliser des microdécharges monofilamentaires, 
spatialement stables, a été mis au point en 2001 par Merbahi. Il est détaillé dans ses travaux 
de thèse [Mer-1]. Ce dispositif a été mis à profit pour les DBD monofilamentaires dans les 
gaz rares lourds, comme l’argon [Mer-2], le krypton [Rod]-[Jab] et le xénon [Mer-3], 
fonctionnant en régime sinusoïdal. Ces travaux ont essentiellement concerné :  
- la mise en évidence expérimentale de l’établissement de ces décharges filamentaires, 
- leurs caractérisations électriques, 
- leurs études spectroscopiques dans le domaine UVL ainsi que  
- l’analyse de leurs déclins de luminescence UVL et l’interprétation cinétique qui en découle.  
En régime sinusoïdal, l’établissement de décharges monofilamentaires dans les gaz rares, 
pour une gamme de pressions allant jusqu’à la pression atmosphérique, peut être réalisé au 
moyen d’un amplificateur de puissance de 300 W et d’un transformateur ayant un rapport de 
transformation égal à 100. Cependant, la tension de claquage dans l’azote étant nettement 
supérieure à celle des gaz rares, il nous a fallu adapter la chaîne d’alimentation du dispositif 
de décharge.  
Dans la suite, nous décrivons, tout d’abord, les composantes du dispositif expérimental 
(Figures III.1.a. et III.1.b.) ainsi que le schéma électrique (Figure III.2.) équivalent au 
dispositif expérimental. 50iR = Ω est une résistance qui permet la mesure indirecte du 
courant ( )celli t délivré par l’alimentation. 0,73 pF pC = permet de rendre compte de toutes les 
capacités parasites (câblages et sonde de mesure de la tension) se situant entre la sortie du 
transformateur et la cellule d’analyse. Nous présentons l’évolution temporelle du courant 
mesuré dans la cellule de décharge, servant ici de référence pour affiner le modèle.  
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Cellule d’analyse
Alimentation
HT (+)
ucell(t)
Sonde HT
Electrodes
Pompage, Remplissage
Mesure de pression
icell(t) = uRi(t)/Ri
uRi(t)
Alimentation
HT (-)
Ri=50 Ω
 
a. Principe du dispositif expérimental 
Amplificateur de  
puissance
Transformateur
Cellule DBD
Générateur 
sinusoïdal
 
b. Circuit électrique de l’alimentation sinusoïdale 
Figure III.1. Dispositif expérimental utilisé et alimentation électrique sinusoïdale. 
 
 
ucell(t) Cp=0,73 pF
icell(t) icell(t) Cellule d’analyse
Alimentation
HT ucell(t)
Ri=50 Ω
ip(t)
 
Figure III.2. Schéma électrique équivalent au dispositif expérimental. 
Cellule de décharge 
Les décharges sont générées dans une cellule d’analyse, constituée d’une enveloppe 
cylindrique en verre, de 10 cm de diamètre et de 17 cm de largeur, comportant quatre 
ouvertures fermées par des brides en acier inoxydable. Deux d’entre elles, disposées 
perpendiculairement à l’axe de symétrie des électrodes, sont respectivement reliées au 
système de pompage et de remplissage du gaz ainsi qu’à un système de détection 
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(photomultiplicateur ou monochromateur). Les deux autres brides, placées dans l’axe des 
électrodes, sont chacune équipées d’un passage étanche permettant de les alimenter. Ce 
dernier est constitué d’un cylindre en Ni-Fe 42 de 4 mm de diamètre recouvert d’une gaine en 
makkor qui isole l’enceinte du circuit électrique. 
Gaz utilisé et banc de pompage  
Le gaz utilisé est de l’azote de très haute pureté (99,9999 %) pour limiter au maximum 
des transferts d’énergie de l’azote vers des impuretés. Leur teneur maximale est donnée dans 
le tableau III.1. Avant chaque remplissage, l’enceinte est vidée au moyen d’une pompe turbo-
moléculaire qui garantit un vide ayant une pression résiduelle toujours inférieure à 2.10-7 
Torr. Cette pression résiduelle est mesurée avec une jauge à ionisation tandis que celle de 
remplissage est obtenue à l’aide d’un capteur BHL-4101-03 (Basingstoke) couvrant la gamme 
de pressions de 100 à 10000 Torr.       
 
 O2 (p.p.m.) 
H2 
(p.p.m.) 
H2O 
(p.p.m.) 
CO 
(p.p.m.) 
CO2 
(p.p.m.) 
CNHM 
(p.p.m.) 
Azote N2 < 0,1 < 0,1 < 0,5 < 0,1 < 0,1 < 0,1 
Tableau III.1. Teneur des impuretés dans l’azote (Air Liquide). 
Electrodes  
Afin d’éviter la formation de plusieurs filaments apparaissant préférentiellement avec 
des électrodes de grande taille, les électrodes utilisées ici sont de faibles dimensions. Le choix 
de leur forme, de la nature des matériaux qui la composent et de leurs dimensions dépend de 
nombreux paramètres (compatibilité métal-diélectrique et matériaux-gaz, comportement des 
matériaux sous vide, durée de vie des électrodes, …). Nous avons utilisé des électrodes 
dédiées aux DBD dans les gaz rares. Leur géométrie (Figure III.3.) s’apparente à celle utilisée 
par Merbahi. Elles sont constituées d’un cylindre en acier inoxydable de diamètre De = 4 mm, 
recouvert de makkor (matériau diélectrique) dont le diamètre du disque de base est Dd = 6 
mm. Son épaisseur vaut dd1 = 0,5 mm sur la base frontale du cylindre et dd2 = 1 mm sur sa 
paroi latérale. Les bords des électrodes et diélectriques sont arrondis avec le même rayon de 
courbure ρΜ = ρD = 0,5 mm. De manière générale, la distance interélectrodes est ajustable. 
Mais, afin d’assurer l’amorçage de la décharge à haute pression, elle a été fixée à 1 mm.  
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De = 4 mm Dd = 6 mm
dd1 = 0,5 mm
dd2 = 1 mmmakkor
acier
ρM = 0,5 mm
ρD = 0,5 mm  
 
Figure III.3. Géométrie des électrodes employées. 
Dispositif d’alimentation  
L’alimentation sinusoïdale utilisée comprend trois éléments (Figure III.1.b) : un 
générateur de tension sinusoïdale basses fréquences (GBF), un amplificateur de puissance 
linéaire et un transformateur haute fréquence, élévateur de tension. Le GBF fournit le signal 
sinusoïdal à l’entrée de l’amplificateur, dont l’amplitude et la fréquence peuvent être ajustées. 
Ce générateur permet d’obtenir une tension dont l’amplitude maximale est de 10 V. 
L’amplificateur de puissance est un dispositif du commerce : amplificateur Crest CC 4000. En 
mode « pont », il peut délivrer une tension d’amplitude valeur crête de 200 V et une puissance 
de 4000 W à 1 kHz, avec une bande passante de 10 Hz à 100 kHz. Il alimente le primaire du 
transformateur élévateur de tension à circuit magnétique en ferrite, dont le rapport de 
transformation est égal à 150. Sa fréquence haute de coupure à -3 dB est d’environ 50 kHz. 
La valeur crête de sa tension nominale de sortie est de 130 kV. Nous rappelons que la limite 
inférieure de sa fréquence d’utilisation f dépend de la saturation de son circuit magnétique. 
La tension ( )cellu t sinusoïdale appliquée aux bornes des électrodes est ici donnée par : 
 max( )  sin(2 )cellu t U f tπ=  (III.1) 
où l’amplitude de la tension d’alimentation est : ( ) V,528985max ±=U et la fréquence 
d’excitation est : ( )14,9 0,1  kHz.f = ±  
 
II.2. Mesures électriques 
 
Les signaux directement mesurables sont la tension d’alimentation ( ),cellu t appliquée à 
la cellule et le courant ( )celli t qui la traverse. Ces signaux sont enregistrés au moyen d’un 
oscilloscope numérique TDS 5049 de bande passante de 500 MHz et de fréquence 
d’échantillonnage 2,5eF = Gcycles par seconde (pour chaque voie). La tension ( )cellu t est 
mesurée à l’aide d’une sonde haute tension Tektronix P6015 ayant un rapport de 
transformation de 1000 et une bande passante de 75 MHz correspondant à un temps de 
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montée de l’ordre de 5 ns. Comme nous le verrons plus loin, le courant ( )celli t est constitué 
d’une composante impulsionnelle très brève superposée à un courant sinusoïdal, nettement 
plus lent. Il est mesuré à partir de la chute de tension ( )Riu t aux bornes de la résistance 
.iR Afin de minimiser le phénomène de « jitter », le courant ( )celli t constitue le signal source 
de déclenchement de l’oscilloscope. Ce « jitter », appelé « jitter interne », a été mesuré et il 
est inférieur à 1 ns sur 1000 évènements. L’intervalle de temps des mesures électriques 
est 1 0,4 ns.
e
dt
F
= =   
Lors de la mesure du courant, une composante supplémentaire liée à la capacité 
parasite pC vient s’ajouter au courant ( ) celli t% traversant la cellule d’analyse. Ce courant 
parasite, de forme sinusoïdale est donné par : 
 max( )  ( )  2 cos(2 )cellp p p
dui t C t fU C f t
dt
π π= =  (III.2) 
Le courant ( ) celli t% est finalement déduit de la relation :  
  ( ) ( ) ( )cell cell pi t i t i t= −%  (III.3) 
 
II.3. Résultats électriques 
 
La tension ( )cellu t et le courant ( ) celli t ont été mesurés pour plusieurs pressions 
comprises entre 100 et 760 Torr et des fréquences allant de 500 Hz à 20 kHz. Comme nous 
l’avons mentionné précédemment, l’épaisseur du gaz est fixée à 1 mm. Quelles que soient les 
conditions de l’expérience, les signaux mesurés présentent les mêmes allures. L’amplitude de 
la tension et du courant ainsi que le temps de montée et la durée du courant dépendent à la 
fois de la pression et de la fréquence. Nous ne présenterons ici que les évolutions temporelles 
obtenues à 500 Torr.    
La figure III.4.a. représente les variations temporelles de la tension 
d’alimentation ( )cellu t et du courant traversant la cellule de décharge ( ) celli t% sur une période, 
dans les conditions décrites précédemment. Chaque signal est obtenu en réalisant une 
moyenne sur 100 échantillons. La tension d’alimentation est toujours quasi-sinusoïdale. 
Comme nous l’avons signalé précédemment, le courant délivré par l’alimentation 
comporte systématiquement deux composantes :  
- la première, de très faible amplitude, est de forme sinusoïdale. Elle est purement capacitive 
et rend compte de la propagation des charges sur les diélectriques, en l’absence de décharge.  
  106
- la seconde, dont l’amplitude est nettement plus élevée ( )( )max 98,3 0,8 mA ,I = ± correspond 
à une impulsion de très courte durée (quelques centaines de nanosecondes) ayant un temps de 
montée de ( )m 10,7 0,6 ns.t = ± Le détail de son tracé est présenté à la figue III.4.b. avec une 
échelle dilatée dans le temps.  
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Figure III.4. Variations temporelles de la tension appliquée ( )cellu t et du courant de décharge ( ) celli t% sur une 
période, à 500 Torr, dans l’azote. kHz9,14V,8985max == fU et l’épaisseur du gaz est de 1 mm. 
 
La figure III.4.b. met en évidence quatre phases de l’évolution temporelle du courant 
traversant la cellule de décharge : 
- une première phase (a) lentement croissante entre 6,109 μs et 6,173 μs. Cette première phase 
correspondrait à un fond continu de charges présentes dans la cellule. Elle n’a pas encore été 
clairement identifiée mais, comme nous le verrons dans la partie IV., les résultats de la 
modélisation permettront d’apporter des éléments de réponses à ce phénomène. 
- une seconde phase (b) rapidement croissante entre 6,173 μs et 6,189 μs, 
- une troisième phase (c) rapidement décroissante entre 6,189 et 6,209 μs et enfin, 
- une quatrième phase (d) lentement décroissante entre 6,209 μs et environ 6,7 μs. 
La seconde et la troisième phases, mises en évidence dans l’argon [Mer-2], rendent 
compte, généralement, de trois phénomènes physiques : 
(i) la propagation rapide de l’avalanche électronique vers l’anode, suivie de 
(ii) la propagation de l’onde d’ionisation vers la cathode (streamer positif), et enfin, 
(iii) la formation et l’étalement de la gaine cathodique (constituée de charges de surface 
déposées sur le diélectrique cathodique). 
  107
Le passage du premier phénomène (i) au second (ii) est normalement représenté par un 
pic caractéristique du courant [Mer-2]. Dans nos conditions, nous n’observons pas ce pic à 
cause de la résolution des appareils de mesures, à cause du « jitter interne » sur le courant, 
mais aussi parce que le courant mesuré correspond à une moyenne réalisée sur un ensemble 
de 100 échantillons.  
Le passage du second (ii) au troisième phénomène (iii) est normalement marqué par 
une rupture de pente car l’accumulation de charges sur les diélectriques fait chuter la 
composante axiale du champ électrique. Nous n’observons pas ce changement de pente pour 
les mêmes raisons que précédemment.  
La quatrième phase (d) pour laquelle nous observons des oscillations est certainement 
liée aux décharges de surface se produisant à la cathode. Nous avons vérifié que ces 
oscillations ne proviennent ni de phénomènes électriques parasites, ni de rebonds éventuels du 
courant impulsionnel dans les câbles. 
  Pour expliquer l’évolution de ce courant expérimental, nous le comparons dans la 
partie IV., à ceux obtenus par calculs. Plus particulièrement, nous présentons les résultats 
d’une étude paramétrique qui permet de dégager des tendances et de mieux comprendre les 
variations observées. 
 
III. Modélisation numérique bidimensionnelle 
 
Ce travail de modélisation s’appuie sur un code numérique 2D existant [Pot]-[Ces], 
qui décrit l’évolution d’une microdécharge monofilamentaire à barrières diélectriques dans 
l’azote, sous tension constante. Développé dans la thèse de Potin [Pot], ce code a été validé 
dans le cas d’une décharge filamentaire entre électrodes métalliques planes, à la pression 
atmosphérique, en comparant les résultats obtenus à ceux de Dhali et Williams [Dha] et de 
Kulikovsky [Kul-1]. Potin a ensuite adapté le code au cas d’une décharge monofilamentaire 
se propageant entre deux diélectriques. Les travaux de Cesses [Ces] ont ensuite permis de 
mettre en évidence l’importance des phénomènes aux électrodes et d’étudier la sensibilité de 
la décharge à différents paramètres physiques et géométriques, à la pression atmosphérique. 
Les modifications apportées dans le travail, présenté ici, sont : 
- le passage d’une tension d’alimentation constante à une excitation sinusoïdale. 
- la prise en compte du calcul de l’effet photoélectrique pour cette configuration, en utilisant  
successivement les trois méthodes présentées au chapitre II. Les simulations ont été réalisées 
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sur le premier pas de temps pour éviter des temps de calcul prohibitifs. Comme nous l’avons 
mentionné au chapitre II, cela a permis de corriger une surestimation du flux de photons sur le 
diélectrique cathodique dans le code numérique existant. 
- l’étude paramétrique du courant de décharge en fonction du rayon des diélectriques, du 
nombre initial d’électrons germes et de la nature des mécanismes de production d’électrons 
secondaires (effet photoélectrique ou fond continu de charges).  
Dans la partie suivante, nous rappelons tout d’abord, très brièvement le traitement des 
phénomènes de transport et des effets secondaires. Nous donnons, ensuite, la procédure de 
calcul du champ électrique et détaillons celle du courant de décharge par deux méthodes.  
 
III.1. Présentation synthétique des phénomènes de transport 
Transport des particules 
Les espèces suivies dans le code numérique 2D sont : les électrons (e-), les ions (N+, 
N2+, N3+ et N4+) ainsi que les trois états excités : N2(A3Σu+), N2(a’1Σu-) et N2(C3Πu). Ces 
derniers comportent, en toute rigueur, un certain nombre de niveaux vibrationnels, pris en 
compte par Panousis et al [Pan]. Ici, nous ne considérons qu’un seul état représentatif pour 
chaque espèce excitée. Notons que nous considérons ici quatre types d’ions différents. La 
cinétique de réactions utilisée est présentée dans le tableau III.2.  
La forme générale des équations de transport des particules est la même que celle 
présentée au chapitre I. Les changements ne concernent que la nature des termes sources ainsi 
que la géométrie utilisée. Tout d’abord, la cinétique dans l’azote (Tableau III.2.), rend 
compte, cette fois, d’excitations et d’ionisations par impacts électroniques. Ensuite, les 
équations de transport des espèces neutres tiennent compte, désormais, de leur durée de vie 
radiative moyenne. Nous avons présenté, dans le chapitre I, le traitement  numérique des 
équations de transport des particules dans le cas monodimensionnel et montré comment 
l’étendre au cas bidimensionnel, valable en géométries cartésienne et cylindrique. Les 
paramètres de transport utilisés ici sont présentés dans les travaux de thèses de Cesses [Ces] 
et de Khamphan [Kha].     
 
 
 
 
 
  109
Réactions chimiques Numéro Référence ( )f(E/N) 32 2e   N  e  N uA− − ++ ⎯⎯⎯→ + Σ  R.01  
( )f(E/N) 12 2e   N  e  N ' ua− − −+ ⎯⎯⎯→ + Σ  R.02  
( )f(E/N) 32 2e   N  e  N uC− −+ ⎯⎯⎯→ + Π  R.03  
f(E/N)
2 2e   N  2e  N
− − ++ ⎯⎯⎯→ +  R.04  
f(E/N)
2e   N  2e  N  N
− − ++ ⎯⎯⎯→ + +  R.05  ( ) 2f(E/N)32 N e N  e +⎯⎯ →⎯Σ+ −+− uA  R.06  ( ) f(E/N)12 2e    N '  e  Nua− − −+ Σ ⎯⎯⎯→ +  R.07  
( ) f(E/N)32 2e    N  e  NuC− −+ Π ⎯⎯⎯→ +  R.08  
( ) -13 3 -12,0x10 cm s12 2 2N '   N 2N  ua −Σ + ⎯⎯⎯⎯⎯→  R.09 [Pip] 
-29 6 -15,0x10 cm s
2 2 4 2N   2N  N  N
+ ++ ⎯⎯⎯⎯⎯→ +  R.10 [Kos] 
-29 6 -13,4x10 cm s
2 2 3 2N   N  N  N  N
+ ++ + ⎯⎯⎯⎯⎯→ +  R.11 [Kos] 
( ) N N N  N 3scm3,0x10322 -13-10 +⎯⎯⎯⎯ →⎯Σ+ +++ uA  R.12 [Kos] 
-13 3 -17,0x10 cm s
2 2N   N  N  N
+ ++ ⎯⎯⎯⎯⎯→ +  R.13 [Kos] 
-11 3 -16,6x10 cm s
3 2 2N   N  N  N
+ ++ ⎯⎯⎯⎯⎯→ +  R.14 [Kos] 
-15 3 -12,4x10 cm s
4 2 2 2N   N  N  2N
+ ++ ⎯⎯⎯⎯⎯→ +  R.15 [Kos] 
11 3 -11,0x10 cm s
4 2N   N  N  2N
−+ ++ ⎯⎯⎯⎯⎯→ +  R.16 [Kos] 
( )-6 3 -12,0x10 cm s 34 2 2N   e  N  NuC+ −+ ⎯⎯⎯⎯⎯→ Π +  R.17 [Sim] 
( )1/2-7 3 -12,0x10 / cm s
3 2N   e  N  N
g eε ε+ −+ ⎯⎯⎯⎯⎯⎯⎯→ +  R.18 [Kos] 
( ) 2N e  N -1321-7 scm2,8.102 ⎯⎯⎯⎯⎯⎯⎯ →⎯+ −+
/
eg / εε
 R.19 [Kos] ( ) ( )DN N e  N 2scm2,0.102 -1321-7 +⎯⎯⎯⎯⎯⎯⎯ →⎯+ −+ /eg / εε  R.20 [Kos] ( ) −−+ +⎯⎯⎯⎯⎯⎯⎯ →⎯+ e 2N 2e  N -1629-19 scm1,0.102 /eg / εε  R.21 [Kos] 
( )3/2-27 6 -16,0x10 / cm s
2 2 2N   e N   2N
g eε ε+ −+ + ⎯⎯⎯⎯⎯⎯⎯⎯→  R.22 [Kos] 
( ) ( ) −+−+ +⎯⎯⎯⎯ →⎯Σ+Σ e N N  N 4scm1,5.101232 -13-11uu 'aA  R.23 [Gor] 
-11 3 -11,0x10 cm s1 1
2 2 4N ( ' )  N ( ' )  N  eu ua a
− − + −Σ + Σ ⎯⎯⎯⎯⎯→ +  R.24 [Gor] 
( ) ( ) ( )-11 3 -17,7x10 cm s3 3 32 2 2 2N   N  N Nu u gA A B+ +Σ + Σ ⎯⎯⎯⎯⎯→ Π +  R.25 [Gue] 
( ) ( ) ( )-10 3 -13,0x10 cm s3 3 32 2 2 2N   N  N Nu u uA A C+ +Σ + Σ ⎯⎯⎯⎯⎯→ Π +  R.26 [Sim] 
( ) -11 3 -14,0x10 cm s32 2N   N  N NuA +Σ + ⎯⎯⎯⎯⎯→ +  R.27 [Gue] 
-29 6 -11,0x10 cm s
2 2 2N N   N  N N
++ + ⎯⎯⎯⎯⎯→ +  R.28 [Kos] 
( ) ( )-11 3 -11,0x10 cm s32 2 2 2N   N  N ' Nu uC a +Π + ⎯⎯⎯⎯⎯→ Σ +  R.29 [Kos] 
( ) ( ) νh  N  N 32s2,7.1032 -17 +Π⎯⎯⎯ →⎯Π gu BC  R.30 [Gue] 
Tableau III.2. Réactions dans l’azote utilisées pour la modélisation DBD. 
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Effets secondaires aux parois 
 Dans cette étude, trois effets secondaires sont pris en compte : 
                    1. l’effet photoélectrique à la cathode. 
                    2. l’émission secondaire à la cathode, due à l’impact des ions positifs, avec un       
                    coefficient d’émission secondaire de 0,01 [Ces]. 
                    3. l’émission secondaire à la cathode, due à l’impact des molécules métastables,  
                    avec un coefficient d’émission secondaire de 0,5 [Ces]. 
Le traitement de l’effet photoélectrique a été décrit en détail au cours du chapitre précédent. 
 
III.2. Détermination du potentiel et du champ électrique  
dans le système 
 
Dans le système de coordonnées cylindriques, l’équation de Poisson s’écrit : 
 [ ] [ ]1( , ) ( , , ) ( , ) ( , , ) ( , , )z rz r E z r t r z r E z r t e z r tz r rε ε ρ
∂ ∂+ =∂ ∂  (III.4) 
où ( , , )z r tρ est la densité nette de charges (exprimée en Coulomb), ε est la permittivité 
diélectrique éventuellement fonction de la position, e est la charge électrique, 
( , , )zE z r t et ( , , )rE z r t sont respectivement les champs longitudinal et radial, définis par les 
relations suivantes : 
 ( , , ) ( , , ) et ( , , ) ( , , )z r
V VE z r t z r t E z r t z r t
z r
∂ ∂= − = −∂ ∂  (III.5) 
où ( , , )V z r t est le potentiel électrique. 
 En présence de parois diélectriques, il convient d’ajouter aux équations ci-dessus la 
relation suivante : 
 0 , 1 , ,( , , ) ( , , ) ( , , )z g z d g dE z r t E z r t z r tε ε σ= +  (III.6) 
où 0ε et 1ε sont les permittivités du gaz et du diélectrique, respectivement, , ( , , )z gE z r t et 
, ( , , )z dE z r t les composantes longitudinales du champ électrique dans le gaz et le diélectrique. 
, ( , , )g d z r tσ est la densité superficielle de charges sur la paroi du diélectrique. 
La résolution numérique de l’équation (III.4) s’appuie sur la méthode des volumes de 
contrôle. Le système d’équations ainsi obtenu est résolu au moyen d’un module de la 
bibliothèque NAG Fortran [Num].  
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III.3. Calcul du courant induit par la décharge 
 
Le calcul du courant induit par la décharge est un problème relativement complexe, 
rarement traité de manière rigoureuse dans la littérature, en particulier lorsque le système 
considéré présente des électrodes ayant une interface de matériaux métalliques et diélectriques 
solides.  
Dans ce qui suit, nous allons calculer ce courant de manière rigoureuse pour un 
système de deux électrodes métalliques cylindriques recouvertes ou pas de diélectriques.  
Ensuite, nous présenterons une formulation du calcul du courant de décharge, plus simple, 
valable lorsque les électrodes sont recouvertes de diélectriques, en géométrie cylindrique 
plan-plan. Cette approche consiste à considérer le courant de décharge comme étant égal à 
celui obtenu à la sortie du système à l’interface diélectrique-métal. Ceci n’est vrai que si l’on 
suppose que la composante radiale du champ électrique est nulle dans le diélectrique. Les 
deux approches utilisées ici s’appuient sur l’expression de la divergence de la densité totale de 
courant qui demeure nulle en tout point de la cellule de décharge et à chaque instant. 
 
III.3.1. Ecriture générale des équations du courant de décharge 
 
Le calcul du courant induit dans le circuit extérieur par la décharge s’appuie sur 
l’équation de Maxwell suivante :  
 )(  )(  )( 0 t,rt
Et,rjt,rJ v
r
rrrr
∂
∂+= ε  (III.7) 
où ( , )J r t
r r représente la densité volumique de courant total à la position rr  et à l’instant t , 
somme de la densité volumique de courant de conduction (électronique et ionique)  )( t,rj r
r
et 
de la densité volume de courant de déplacement 0 ( , ).
E r t
t
ε ∂∂
r
v En multipliant cette équation par 
le champ E
r
et en intégrant, ensuite, l’expression obtenue sur tout le volume du système, on a : 
 3 3 30( , ). ( , ) ( , ). ( , ) ( , ). ( , )
vol vol vol
EE r t J r t d r E r t j r t d r E r t r t d r
t
ε ∂= + ∂∫ ∫ ∫
rr r r rrr r r r r r
 (III.8) 
L’équation ci-dessus traduit la conservation de l’énergie du système à tout instant : l’énergie 
électrique totale fournie par le générateur se répartit en énergie de conduction et en énergie de 
déplacement des particules chargées. 
Dans les équations (III.7) et (III.8) ci-dessus, le champ électrique E
r
est la somme du champ 
électrostatique 0E
r
 et du champ de charge d’espace :Eρ
r
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 )(  )(  )( 0 t,rEt,rEt,rE
rrrrrr
ρ+=  (III.9) 
Les potentiels 0 ( , )V r t
r et ( , ),V r tρ
r correspondant aux champs 0 ( , )E r t
r r et ( , )E r tρ
r r sont 
solutions de l’équation de Laplace et de l’équation de Poisson s’écrivant, respectivement : 
 0  )(0
2 =∇ t,rV r  (III.10) 
 )(  )(
0
2 t,r-t,rV rr ε
ρ
ρ =∇  (III.11) 
Les conditions aux limites limr
r  du domaine d’étude sont données par : 
 0 lim 0( , ) ( )V r t V t t= ∀r  (III.12) 
 tt,rV lim ∀= 0  )(rρ  (III.13) 
où )(0 tV  est le potentiel appliqué aux parois. Nous utiliserons également, par la suite, 
l’équation locale de conservation de la charge électrique : 
 ( , ) . ( , ) 0r t j r t
t
ρ∂ + ∇ =∂
r rr r
 (III.14) 
A l’aide des relations (III.9) à (III.14), l’équation (III.8) prend la forme suivante :   
3 2 3 2 30
0 0 0 0. ( , ) ( , ) ( , ) ( , ). ( , ). ( , ) ( , )2Svol surf vol vol
V r t J r t d r V r t J r t n d r E r t j r t d r E r t d r
t
ε ∂⎡ ⎤− ∇ = − = +⎣ ⎦ ∂∫ ∫ ∫ ∫
r r r r rrr r r r r r r r
 (III.15) 
Les calculs permettant le passage de la relation (III.8) à la relation (III.15) sont détaillés dans 
l’annexe V. Dans l’équation (III.15), Sn
r  est le vecteur unitaire normal à la surface élémentaire 
2d r  à travers laquelle circule la densité volumique de courant J
r
. On constate que dans cette 
équation (III.15), le champ total E
r
n’apparaît plus, contrairement à l'équation (III.8), et qu’il 
a été remplacé par le champ électrostatique 0.E
r
Cela traduit le fait que l’énergie fournie par le 
générateur est uniquement caractérisée par 0E
r
 et que l’apparition du champ de charge 
d’espace influe uniquement sur le comportement des particules chargées à travers la densité 
de courant de conduction .j
r
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III.3.1.1. Système à deux électrodes métalliques cylindriques 
 
Considérons, en premier lieu, le cas d’un système possédant une symétrie de 
révolution autour de l’axe principal et constitué de deux électrodes métalliques de rayon R  
espacées d’une distance L  (Figure III.5.). L’équation (III.15) s’écrit alors : 
{ }
0 0 0
0 0 0
20
0, 0, 0
0 0 0 0
2 ( , , ) ( , , ) 2 (0, , ) (0, , ) 2 ( , , ) ( , , ) 
2 ( , , ) ( , , ) ( , , ) ( , , ) 2 ( , , )
2
R R L
z z r
L R L R
z z r r
rdrV L r t J L r t rdrV r t J r t dzRV z R t J z R t
dz rdr E z r t j z r t E z r t j z r t dz rdrE z r t
t
π π π
επ π
− −
∂= − + − ∂
∫ ∫ ∫
∫ ∫ ∫ ∫
   (III.16) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure III.5. Schéma utilisé pour le calcul du courant de décharge dans la configuration d’électrodes 
métalliques. 
 
Dans le cas de la figure III.5., le potentiel à la cathode étant nul et le potentiel à l’anode étant 
égal à 0 ( )V t , le premier terme du membre de gauche de la relation (III.16) se simplifie et on 
a : 
{ }
0 0
0
20
0, 0, 0
0 0 0 0
( ) ( ) 2 ( , , ) ( , , ) 
2 ( , , ) ( , , ) ( , , ) ( , , ) 2 ( , , )
2
L
r
L R L R
z z r r
I t V t dzRV z R t J z R t
dz rdr E z r t j z r t E z r t j z r t dz rdrE z r t
t
π
επ π
−
∂= − + − ∂
∫
∫ ∫ ∫ ∫
 (III.17) 
où ∫= R z tL,rrdrJtI
0
),(2)( π  est le courant total induit par la décharge dans le circuit extérieur. 
De plus, dans le cas particulier de la figure III.5., comme le champ électrostatique radial r,E0  
est nul et le champ longitudinal z,E0  est constant, la relation (III.17) devient : 
0 0( , , )  ( )V L r t V t=  
0)(0 =∂
∂ t,R,z
r
V  
0  )0( 0 =t,r,V
 
L 
0 R 
    
z 
r 
0)0(0 =∂
∂ t,,z
r
V  ε0 
Gaz 
Electrodes 
métalliques 
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 0
0 0 0
2 2( ) ( , , ) ( ) ( , , )
L R L
z r
dV RI t dz rdrj z r t C t zdzJ z R t
L dt L
π π= − − −∫ ∫ ∫  (III.18) 
où C est la capacité de l’espace gazeux égale à 20 / .R Lε π La relation (III.18) montre que le 
courant de décharge est la somme du courant de conduction volumique, du courant de 
déplacement volumique et du courant de fuite à travers la surface extérieure de la décharge. Si 
la largeur radiale de la décharge est suffisamment faible de manière à ce que le courant radial 
soit nul, l'équation (III.18) devient : 
 0
0 0
2( ) ( , , ) ( )
L R
z
dVI t dz rdrj z r t C t
L dt
π= − −∫ ∫  (III.19) 
qui est la formule de Sato [Mor-1] couramment utilisée pour calculer le courant d’une 
décharge impulsionnelle entre deux électrodes métalliques planes.  
 
III.3.1.2. Système à deux électrodes métalliques cylindriques 
recouvertes de diélectriques 
 
Considérons maintenant le cas où les électrodes métalliques (Figure III.5.) sont 
recouvertes par des diélectriques. La figure III.6. représente cette nouvelle configuration. 
L’épaisseur du gaz est toujours la même, celle des diélectriques est respectivement égale à 1d  
et 2dL −  et leurs permittivités diélectriques sont égales à 1ε  et 2 , ε respectivement. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure III.6. Schéma utilisé pour le calcul du courant de décharge dans la configuration d’électrodes métalliques 
recouvertes de diélectriques. 
 
0 0( , , )  ( )V L r t V t=  
2d
1d
L 
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r 1ε
2ε
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0)0(0 =∂
∂ t,,z
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V 0)(0 =∂
∂ t,R,z
r
VII 0ε  
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Pour calculer le courant induit dans le circuit extérieur par un système de ce type, 
contrairement au cas des électrodes métalliques, il est nécessaire d’écrire la relation (III.15) 
dans chaque milieu (I, II et III) (Figure III.6.) de constante diélectrique différente.  
Nous avons pour la zone I : 
)(
2
2
)()(2)0()0(2)()(2
2
0
00
1
0
0
0
0
110
0
1
1
t,r,zErdrdz
t
t,R,zJt,R,zVdzRt,r,Jt,r,Vrdrt,r,dJt,r,dVrdr
Rd
r
d
z
R
z
R
∫∫
∫∫∫
∂
∂=
−−
επ
πππ
(III.20) 
Dans la zone II, nous obtenons :  
{ } )(
2
2)()()()(2
)()(2)()(2)()(2
2
0
0
0
00
0
0110
0
220
0
2
1
2
1
2
1
t,r,zErdrdz
t
t,r,zjt,r,zEt,r,zjt,r,zErdrdz
t,R,zJt,R,zVdzRt,r,dJt,r,dVrdrt,r,dJt,r,dVrdr
Rd
d
rr,zz,
Rd
d
r
d
d
z
R
z
R
∫∫∫∫
∫∫∫
∂
∂−+−=
−−
εππ
πππ
  (III.21) 
Dans la zone III, nous avons : 
)(
2
2
)()(2)()(2)()(2
2
0
0
2
0220
0
0
0
2
2
t,r,zErdrdz
t
t,R,zJt,R,zVdzRt,r,dJt,r,dVrdrt,r,LJt,r,LVrdr
RL
d
r
L
d
z
R
z
R
∫∫
∫∫∫
∂
∂=
−−
επ
πππ
(III.22) 
Contrairement au cas précédent où seules les électrodes métalliques planes étaient 
considérées, ici, le champ géométrique 0 ( , , )E z r t
r
dépend en tout point et à chaque instant de 
la charge déposée sur les parois diélectriques. Si l’on ajoute les relations ci-dessus, on 
constate que les termes correspondant aux interfaces gaz-diélectriques solides s’éliminent 
deux à deux, et l’on obtient : 
{ }
)()(2)(
2
2)(
2
2
)(
2
2)()()()(2
)0()0(2)()(2
0
0
2
0
0
22
0
00
1
2
0
0
0
00
0
0
0
0
0
2
1
2
1
2
1
t,R,zJt,R,zRVdzt,r,zErdrdz
t
t,r,zErdrdz
t
t,r,zErdrdz
t
t,r,zjt,r,zEt,r,zjt,r,zErdrdz
t,r,Jt,r,Vrdrt,r,LJt,r,LVrdr
r
LRL
d
Rd
Rd
d
rr,zz,
Rd
d
z
R
z
R
∫∫∫∫∫
∫∫∫∫
∫∫
−∂
∂−∂
∂−
∂
∂−+−=
−
πεπεπ
εππ
ππ
(III.23) 
Cette équation traduit le fait que la puissance dissipée entre les deux électrodes est égale à la 
puissance dissipée dans le gaz et dans les diélectriques. Comme le potentiel sur une des 
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électrodes dépend uniquement du temps, l’autre étant reliée à la masse, et que 
∫= R z tL,rrdrJtI
0
),(2)( π , il vient : 
 ( ) ( ) ( ) ( ) ( ) ( )cg dg dc da fI t I t I t I t I t I t= + + + +  (III.24) 
où ( ) cgI t désigne le courant de conduction dans le gaz, ( ), dgI t ( )dcI t et ( )daI t sont les 
courants de déplacement, respectivement  dans le gaz et dans le diélectrique côtés cathode et 
anode. ( )fI t représente le courant de fuite latéral. On a : 
                  { }2
1
0, 0,
0 0
2( ) ( , , ) ( , , ) ( , , ) ( , , ) ( , , )
( )
d R
cg z z z r r
d
I t dz rdrj z r t E z r t j z r t E z r t j z r t
V t
π= − +∫ ∫    (III.25) 
 
2
1
20
0
0 0
2( ) ( , , )
( ) 2
d R
dg
d
I t dz rdrE z r t
V t t
επ ∂= − ∂ ∫ ∫  (III.26) 
 
1
21
0
0 0 0
2( ) ( , , )
( ) 2
d R
dcI t dz rdrE z r tV t t
επ ∂= − ∂ ∫ ∫  (III.27) 
 
2
22
0
0 0
2( ) ( , , )
( ) 2
L R
da
d
I t dz rdrE z r t
V t t
επ ∂= − ∂ ∫ ∫  (III.28) 
 0
0 0
2( ) ( , , ) ( , , )
( )
L
f rI t dzRV z R t J z R tV t
π= − ∫  (III.29) 
Evidemment, en l’absence de diélectriques, l’expression du courant de décharge 
(III.24) se ramène identiquement à la relation (III.18). Contrairement au cas des électrodes 
métalliques, en présence de diélectriques, le champ et les charges déposées sur les surfaces 
diélectriques dépendent de la position radiale. Ainsi, le champ électrostatique 0E
r
n’est plus 
constant mais dépend à la fois de la position rr  et du temps t , puisqu’il dépend des charges de 
surfaces.  
Les formulations présentées dans cette partie s’avèrent les plus complètes lorsqu’il 
s’agit de calculer le courant de décharge pour un système formé par deux électrodes 
métalliques cylindriques en configuration plan-plan, qu’elles soient recouvertes de 
diélectriques ou pas.  
 
III.3.2. Formulation aux interfaces électrodes-diélectriques 
 
Une autre méthode permettant de calculer le courant de décharge ( )I t consiste à 
remarquer qu’il correspond au courant 0 ( )I t qui entre dans le système (par le diélectrique 
côté cathode en 0),z =  lui-même égal au courant ( )LI t qui en sort (par le diélectrique côté 
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anode en )z L= (Figure III.6.). A l’interface métal-diélectrique, on s’attend à ce que la 
composante radiale du champ électrique soit nulle, ou du moins très faible, de sorte que la 
densité de courant le long de r le soit également. Dans ces conditions, la nullité de la 
divergence de la densité de courant s’écrit : 
 (0, , ) ( , , ) 0z zJ Jr t L r t
z z
∂ ∂= =∂ ∂  (III.30) 
Ainsi, le courant ( )LI t sortant du diélectrique en z L= se réduit à l’intégration de la 
composante longitudinale de la densité de courant sur une surface élémentaire 2d r du 
diélectrique, selon la relation :    
 2( ) ( , , )L z
suf
I t J L r t d r= ∫  (III.31) 
Par ailleurs, puisqu’il n’y a pas de courant de conduction dans les diélectriques, en vertu de la 
relation (III.7), on a : 
 2( , , ) ( , , )zz
EJ L r t L r t
t
ε ∂= ∂  (III.32) 
Finalement, en injectant la relation (III.32) dans l’équation (III.31), le courant sortant du 
diélectrique côté anode s’exprime par : 
 2
0
( ) 2 ( , , )
R
L zI t rdrE L r tt
πε ∂= ∂ ∫  (III.33) 
Cette dernière relation permet de calculer le courant traversant le système de décharge à 
condition que la composante radiale du champ demeure très faible dans le diélectrique.   
 Les évolutions de courants, présentées dans la partie IV., sont obtenues par résolution 
numérique des équations (III.24) et (III.33). Nous venons d’introduire la formulation utilisée 
pour la modélisation numérique 2D. Nous allons maintenant présenter le passage de la 
géométrie réelle à la géométrie modélisée (dont la validité sera justifiée dans la partie IV.) et 
indiquer les valeurs des paramètres géométriques choisis.  
  
 III.4. Configuration et paramètres géométriques utilisés pour les 
calculs 
 
Comme nous l’avons vu dans la partie II.1., les bords des électrodes utilisées 
expérimentalement sont arrondis. La prise en compte d’une telle géométrie dans le modèle 
aurait considérablement complexifié le problème à traiter. Nous avons donc choisi d’extraire 
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de la géométrie réelle de la zone de décharge (Figure III.7.a.), une configuration plan-plan 
plus restreinte radialement (Figure III.7.b.), en introduisant un rayon effectif des 
diélectriques 1, 4 mm.R = Celle-ci permet de s’affranchir de la courbure de leurs extrémités, 
présente dans la configuration expérimentale. Nous validons cette approximation en 
comparant les champs géométriques obtenus avec les géométries réelle et approchée utilisée 
dans le modèle, dans la partie IV.1.   
Les deux couches diélectriques utilisées expérimentalement sont constituées par le 
même matériau (le makkor) 1 2 0( 4, 2 ).ε ε ε= = L’épaisseur du gaz est de 1 mm et celle des 
diélectriques est 1 1 0,5 mmdd d= = donc 2 1,5 mm.d =  La longueur totale de la géométrie 
approchée utilisée dans le modèle est donc 2 mm.L =  
 
dd1 = 0,5 mm dd2 = 1 mm
Re = 2 mm
makkor
acier
1 mm
R = 1,4 mm
Rd = 3 mm
ρM = 0,5 mm
ρD = 0,5 mm
R = 1,4 mm
1 mm
0
L = 2 mm
d2 = 1,5 mm
d1 = 0,5 mm
r
z
ε1 = 4,2 ε0 ε2 = 4,2 ε0
ε0
I II III
a. Configuration expérimentale du réacteur à décharge b. Configuration adoptée pour les calculs 
Figure III.7. Passage de la géométrie réelle de la zone de décharge à celle utilisée pour la modélisation.   
 
IV. Résultats 
 
IV.1. Variations spatiales du champ géométrique en configurations 
réelle et modélisée 
 
Pour montrer que, dans la zone où est modélisée la décharge, les deux configurations 
d’électrodes (réelle et utilisée pour les calculs) conduisent à des distributions assez proches du 
champ électrique géométrique, nous comparons ici les variations spatiales du potentiel 
électrostatique et du champ géométrique en 2D, ainsi que le profil longitudinal de la 
composante axiale du champ en fonction de z en 0.r = Plus particulièrement, pour mettre en 
évidence l’évolution des effets de bords en fonction du rayon de courbure des diélectriques 
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(ρD),  nous examinons les résultats obtenus avec trois valeurs différentes (ρD = 0, 0,3 et 0,5 
mm), le rayon de courbure du métal demeurant toujours ρM = 0,5 mm. 
 Les figures III.8. à III.10. montrent que les équipotentielles obtenues par résolution de 
l’équation de Laplace, respectivement, pour ces trois valeurs du rayon de courbure des 
diélectriques, sont quasi-parallèles dans la zone où la géométrie des électrodes demeure 
parfaitement plane (i.e. pour des valeurs de r inférieures à 1,5 mm). De fait, les lignes de 
champ correspondantes (figures III.11. à III.13.) sont rectilignes et perpendiculaires à la 
surface des parois diélectriques. Dans cette zone du gaz, le champ électrique est donc 
sensiblement égal à celui que l’on obtiendrait en configuration d’électrodes de rayon 1,5 mm, 
dont les bords forment des angles droits. Dans la suite, nous mentionnons cR défini comme 
étant la position radiale où démarre la courbure. Nous avons : 
 Ddc RR ρ−=  (III.34) 
Notons que, dans les diélectriques, lorsque 1,5 mm,r < les lignes de champ (Figures 
III.11. à III.13.) demeurent également perpendiculaires à la surface des parois, mais les 
valeurs du champ géométrique y sont nettement supérieures que dans le gaz. Cette tendance 
est illustrée sur la figure III.14. qui présente le profil longitudinal de la composante axiale du 
champ en fonction de z en 0,r = obtenu avec la géométrie réelle (pour les trois valeurs de 
rayons de courbures des diélectriques) et avec la géométrie du modèle. Dans tous les cas de 
figure, le champ demeure quasi-constant dans chaque milieu, mais subit naturellement une 
discontinuité à l’interface gaz-diélectrique de sorte qu’il est toujours le plus faible dans le gaz. 
 Pour 1,5 mm ,cr R< < les lignes de champ (Figures III.11. à III.13.) sont peu 
déformées par l’effet de la courbure des diélectriques. Lorsque le rayon de courbure des bords 
des diélectriques ρD augmente, cR diminue, et l’approximation d’équipotentielles quasi-
parallèles n’est valable que sur un domaine de plus en plus restreint radialement dans le gaz. 
Dans le diélectrique, les équipotentielles sont, cette fois, grandement incurvées, les lignes de 
champ sont évasées. 
Pour ,cr R> les bords des diélectriques commencent à se courber, nous constatons 
que les équipotentielles (Figures III.8. à III.10.) ne sont plus parallèles aux parois, mais 
incurvées. Plus précisément, elles divergent de plus en plus les unes des autres à cause des 
effets de bords, qui néanmoins, demeurent relativement faibles dans les configurations 
géométriques décrites ici. Néanmoins, plus les bords des diélectriques sont courbés, plus les 
effets de bords sont importants. Dans la configuration expérimentale utilisée, comme les 
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bords des diélectriques sont très peu incurvés (quelques dizièmes de millimètres), tout comme 
ceux des électrodes, on s’attend donc, de toute façon, à ce que les effets de bords du champ 
électrique initial soient assez faibles. 
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Figure III.8. Equipotentielles obtenues par résolution de l’équation de Laplace en géométrie d’électrodes à 
bords arrondis (ρM = 0,5 mm) et diélectriques à bords en angles droits (ρD = 0 mm). 
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Figure III.9. Equipotentielles obtenues par résolution de l’équation de Laplace en géométrie d’électrodes et 
diélectriques à bords arrondis (ρM = 0,5 mm et ρD = 0,3 mm). 
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Figure III.10. Equipotentielles obtenues par résolution de l’équation de Laplace en géométrie d’électrodes et 
diélectriques à bords arrondis (ρM = ρD  = 0,5 mm). 
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Figure III.11. Lignes de champ géométrique en configuration d’électrodes à bords arrondis 
(ρM = 0,5 mm) et diélectriques à bords en angles droits (ρD = 0 mm). 
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Figure III.12. Lignes de champ géométrique en configuration d’électrodes et diélectriques à bords arrondis  
(ρM = 0,5 mm et ρD = 0,3 mm). 
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Figure III.13. Lignes de champ géométrique en configuration d’électrodes et diélectriques à bords arrondis 
(ρM = ρD = 0,5 mm). 
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Figure III.14. Profil longitudinal de la composante axiale du champ en fonction de z en  0r =  
obtenu avec la géométrie réelle du système pour trois valeurs de rayon de courbure des diélectriques 
(ρD = 0, 0,3 et 0,5 mm), et avec la géométrie du modèle. 
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Finalement, la figure III.14. montre qu’en utilisant dans les calculs, une géométrie 
d’électrodes et diélectriques juxtaposés dont le rayon effectif rend compte de la zone de 
décharge, les écarts par rapport à la géométrie réelle sont minimes, au maximum de l’ordre de 
2 %. 
 
IV.2. Comparaison des courants calculés au moyen des relations 
(III.24) et (III.33) 
 
Comme la relation (III.24) est relativement complexe à calculer et coûteuse en temps 
de calcul, il est intéressant de comparer les résultats obtenus, avec celle-ci, à ceux obtenus en 
utilisant la relation (III.33), basée sur l’hypothèse de la nullité du courant radial dans le 
diélectrique côté anode. 
La figure III.15. montre que les courants calculés avec ces deux relations sont 
quasiment identiques sur un temps de propagation de la décharge de l’ordre de 60 ns, ce qui 
confirme la validité de l’approximation effectuée au niveau de la relation (III.33) du moins 
dans le type de situation considérée au cours de ce travail. 
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Figure III.15. Comparaison entre les courants calculés par les relations (III.24) et (III.33), 
le courant de conduction calculé avec (III.25) et le courant expérimental.   
 
Les résultats représentés sur la figure III.15. correspondent à des électrodes de rayon 
1,4 mm (Figure III.7.). Le nombre total d’électrons germes initiaux est de 102 et l’émission 
photoélectrique à la cathode est prise en compte. On remarque des oscillations dans la phase 
de décroissance du courant. Ces oscillations, purement numériques, proviennent de la 
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difficulté à calculer numériquement la dérivée temporelle du champ électrique ( / )E t∂ ∂r  avec 
une bonne précision (voir relations (III.26) à (III.28)). Notons que le pas temporel tΔ utilisé 
pour effectuer le calcul de cette dérivée est le pas élémentaire (de l’ordre de 10-13 s). Cela 
signifie que les relations (III.24) et (III.33) sont calculées systématiquement à chaque pas 
dans le temps. 
Sur la figure III.15., on a également représenté la variation du courant de conduction dans le 
gaz cgI (relation (III.25)). Comme le terme différentiel /E t∂ ∂
r
ne figure pas dans l’expression 
de ,cgI il est exempt d’oscillations. Remarquons également que l’ordre de grandeur 
de cgI est, excepté au début de la croissance du courant, nettement plus faible que celui du 
courant total incluant l’ensemble des courants de conduction et de déplacement. 
La variation du courant mesuré est également représentée sur la figure III.15. On voit 
clairement qu’il existe des différences relativement importantes entre les résultats issus du 
calcul et de l’expérience. Bien que l’amplitude maximale des deux courants soit du même 
ordre, la différence principale provient de leurs variations respectives. 
La variation temporelle du courant expérimental (croissance et décroissance) est 
beaucoup plus lente que celle du courant calculé. D’autre part, des oscillations importantes 
apparaissent dans la partie décroissante du courant expérimental qui n’existent pas dans le 
courant calculé. Pour essayer d’expliquer les différences observées entre le courant mesuré et 
celui qui est calculé, nous allons maintenant réaliser une étude paramétrique du courant 
modélisé en faisant varier successivement le rayon effectif des diélectriques, le nombre 
d’électrons cosmiques initialement présents dans le système ainsi que la nature des 
mécanismes de production d’électrons secondaires dans le gaz (effet photoélectrique remplacé 
ou pas par un fond continu de charges). Auparavant, pour caractériser les phases de 
l’évolution de la microdécharge décrite par le modèle, nous analysons l’allure du courant 
calculé. 
 
IV.3. Influence des paramètres susceptibles de modifier l’impulsion 
de courant calculée, comparaison avec l’expérience    
 
IV.3.1. Interprétation physique du comportement du courant  
 
L’analyse du comportement du courant calculé sur les figures III.15. et III.18. (courbe 
C.4) permet de mettre en évidence les principales phases de propagation de la décharge. 
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La décharge est initiée à un instant 0 6,175 st μ= par un ensemble de cent paires d’électrons-
ions répartis dans l’espace selon une distribution gaussienne donnée par : 
 
2 2
0 2 20 0
( , ) ( , ) expe t t
z r
z rn z r n z r n σ σ+= =
⎡ ⎤= = − −⎢ ⎥⎣ ⎦
 (III.35) 
où 0n est l’amplitude de la densité initiale (ici de l’ordre de 10
8 cm-3), 2 310 cmxσ − −=    
et 3 33.10 cmrσ − −= étant les paramètres qui contrôlent sa largeur spatiale. Cet ensemble 
d’électrons (avalanche) se dirige vers l’anode, le nombre d’électrons initiaux étant amplifié 
par le champ électrique géométrique et la charge d’espace induite par les charges initiales 
étant pour l’instant négligeable. Durant cette phase (notée (1) sur la figure III.15.), le courant 
croît très rapidement jusqu’à ce que la majorité des électrons de l’avalanche atteigne l’anode. 
Leur nombre diminue et, par conséquent, le courant commence à décroître. Pendant ces deux 
phases de croissance et de décroissance du courant, les photons créés par l’avalanche initiale 
génèrent des électrons secondaires à la cathode qui vont se propager dans le gaz à l’arrière de 
l’avalanche primaire. Lorsque les électrons secondaires atteignent également la gaine 
anodique, ils permettent au courant de croître à nouveau et aux conditions de criticité de 
propagation de la décharge filamentaire d’être réalisées. Cette croissance rapide du courant 
délimitée par les chiffres (2) et (3) sur la figure III.15. est caractéristique de la propagation de 
l’onde d’ionisation vers la cathode. Au temps correspondant au chiffre (3), l’onde d’ionisation 
atteint la cathode et une gaine ionique commence à se former sur celle-ci. A cet instant, le 
champ électrique dans la gaine est maximal. 
A partir du point (3), le courant continue à augmenter mais plus lentement. Cette 
phase, où l’augmentation du courant est ralentie, correspond au démarrage de la propagation 
de la gaine le long du diélectrique, côté cathode. Comme le nombre de charges déposées sur 
le diélectrique augmente avec l’arrivée du front d’ionisation, le champ de charge d’espace a 
tendance à diminuer et, par suite, le courant à croître moins rapidement. Très vite la gaine 
s’étale le long du diélectrique entraînant une augmentation de sa surface et donc une nouvelle 
croissance rapide du courant. Parallèlement, le nombre de charges sur le diélectrique 
augmentant, le champ à l’intérieur de la gaine diminue. Lorsque la diminution du champ n’est 
plus compensée par l’étalement de la gaine, le courant passe par un maximum et décroît 
(chiffre (4) sur la courbe). Cette décroissance correspond à la phase d’extinction et conduit à 
un champ moyen sur l’ensemble de la décharge, qui tend vers zéro. 
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La figure III.16. représente la variation temporelle du champ électrique réduit moyenné sur le 
volume du système pour la situation de la figure III.15.  
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Figure III.16. Evolution temporelle du champ électrique réduit moyenné sur le volume du domaine d’étude, 
correspondant à la situation de calculs de la figure III.15. 
 
On observe que ce champ est constant jusqu’à ce que le front d’ionisation atteigne le 
diélectrique côté cathode et qu’il décroît, par la suite, jusqu’à s’annuler. On étudiera plus loin 
les mécanismes qui caractérisent la décroissance du courant dans la phase d’extinction, qui est 
liée à la décroissance du champ axial. 
 
IV.3.2. Sensibilité du courant aux conditions initiales de propagation 
ainsi qu’à la nature des effets secondaires 
 
La modélisation décrit la première décharge déclenchée, par exemple, au cours de la 
première demi-période. Elle est, à priori, assez éloignée de la mesure expérimentale qui 
correspond à une situation stationnaire obtenue après un grand nombre de claquages. De plus, 
comme nous l’avons précisé, le courant expérimental correspond à une moyenne. 
La géométrie réelle étant assez différente de la géométrie simplifiée choisie pour le calcul, il 
ne nous est pas possible de connaître exactement le rayon maximal d’extension de la décharge 
et il est donc nécessaire d’étudier la sensibilité du courant calculé pour des valeurs différentes 
de l’extension radiale de notre géométrie simplifiée. 
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La figure III.17. représente la variation du courant calculé pour trois rayons différents 
d’électrodes à savoir 1,2, 1,4 et 2 mm, cette dernière valeur correspondant au rayon maximal 
de l’électrode réelle (sans tenir compte de l’arrondi probable sur les bords de celle-ci). 
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Figure III.17. Variation du courant calculé pour trois rayons d’électrodes différents.  
 
On constate que pour le rayon le plus grand, le maximum du courant de décharge est 
de l’ordre de 320  mA, soit trois fois plus que le maximum du courant mesuré. Par contre pour 
un rayon de 1,2 mm, le courant est plus faible que le courant mesuré et du même ordre pour 
1,4 mm. Cette variation du courant signifie que la décharge s’étale dans chaque cas sur toute 
la largeur du diélectrique (contrairement au cas de l’expérience par suite de la forme arrondie 
des électrodes) et que c’est le choix du rayon qui permet un ajustement de l’ordre de grandeur 
du courant calculé avec le courant mesuré. Par la suite, nous choisirons de préférence un 
rayon de 1,4 mm ce qui est cohérent avec l’existence d’un arrondi de l’ordre de 0,5 mm au 
bord des électrodes métalliques. 
Sur la figure III.18., on représente les résultats obtenus pour différentes conditions 
d’amorçage de la décharge. 
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Figure III.18. Influence des conditions d’amorçage de la décharge sur l’évolution temporelle du courant calculé.  
 
Globalement on remarque que la position du temps de déclenchement ainsi que la forme de la 
croissance du courant dépendent de la présence (courbes C.3 et C.4) ou non (courbes C.1 et 
C.2) de l’effet photoélectrique, remplacé alors par un fond continu d’électrons et d’ions. 
Elles dépendent aussi de la valeur initiale du nombre total d’électrons germes choisis. Il est 
égal à 102 (courbe C.4) ou à 105 (courbes C.1 à C.3). 
En présence du seul effet photoélectrique, et quel que soit le nombre d’électrons 
germes (courbes C.3 et C.4), la forme du courant que nous avons déjà analysée plus haut est 
conservée, seul le temps de montée de l’impulsion est différent (plus long pour un faible 
nombre d’électrons germes, ce qui est logique). Par contre, en l’absence d’effet 
photoélectrique et pour un fond continu permanent d’électrons et d’ions égal à 108 cm-3 
(courbes C.1 et C.2), la forme et la rapidité de montée de l’impulsion sont modifiées. Par suite 
de la présence de charges en tout point de l’espace interélectrodes, l’onde d’ionisation se 
déclenche très rapidement, et la phase initiale de croissance de l’avalanche disparaît, seule est 
maintenue la rupture de pente au moment de l’arrivée de la gaine sur le diélectrique côté 
cathode. 
On va voir plus loin que la prise en compte d’un fond continu d’électrons et d’ions va 
nous permettre de comprendre en partie le comportement temporel du courant mesuré. 
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IV.3.3. Analyse des paramètres caractérisant la phase de décroissance de 
l’impulsion de courant  
 
On a vu (partie IV.2.) que la variation dans le temps du courant mesuré était beaucoup 
plus lente que celle du courant calculé et cela aussi bien dans la partie montante que dans la 
partie descendante. La figure III.19. représente l’évolution, en coordonnées semi 
logarithmiques, du courant expérimental et des courants calculés de la figure III.15. pour un 
intervalle de variation beaucoup plus grand que celui utilisé précédemment.  
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Figure III.19. Courants de la figure III.15. pour un intervalle de temps plus grand. Mise en évidence de la phase 
de décroissance. 
 
Comme nous l’avons mentionné précédemment, on observe une première phase de 
croissance du courant expérimental qui dure environ 200 ns. La phase de décroissance qui suit 
le maximum de courant dure plus longtemps (environ 400 ns) et est caractérisée par un grand 
nombre d’oscillations. Notons que la représentation en échelle semi-log sur quatre décades 
tend à accentuer ces oscillations. 
Il est clair que la décroissance du courant calculé est beaucoup plus rapide et par 
conséquent, plus courte. On peut, en particulier, remarquer que le courant s’arrête brutalement 
à environ 6,4 μs. Pour cette valeur du temps, le champ électrique moyen dans la décharge 
(Figure III.16.) est extrêmement faible. Le courant ne peut donc que décroître puisque le seul 
effet secondaire pris en compte ici est la photoémission qui est négligeable compte tenu de la 
faible valeur du champ électrique. 
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Dans ces conditions, quels mécanismes interviennent au niveau expérimental pour 
conduire à une décroissance très lente du courant de post-décharge ? 
Pour essayer d’identifier les mécanismes responsables de cette décroissance, nous avons 
effectué plusieurs simulations en introduisant dans l’espace interélectrodes un fond continu 
d’ionisation permanent, tel que les densités électroniques et ioniques soient maintenues au 
moins égales à 8 310  cm .− La figure III.20. représente les résultats obtenus en présence de ce 
fond continu pour un rayon effectif de 1,2 mm et avec 105 électrons germes initiaux qu’il y ait 
effet photoélectrique ou non. 
On constate que la présence du fond continu conduit à une décroissance beaucoup plus 
lente du courant calculé, bien que celui-ci soit toujours plus faible que le courant mesuré. Par 
ailleurs, on peut remarquer la présence d’un épaulement au niveau du courant calculé que l’on 
retrouve dans la courbe mesurée au début des oscillations. Nous n’avons pas, pour l’instant, 
réussi à expliquer ce changement de pente. 
Par contre, l’existence d’une décroissance lente du courant mesuré nous paraît être 
reliée à la présence de charges résiduelles dans l’espace interélectrodes, charges résiduelles 
qui proviennent soit du rayonnement cosmique permanent, soit des charges produites par la 
décharge précédente et qui n’ont pas disparu. Vraisemblablement, ce phénomène est renforcé 
par la présence de la photoémission essentiellement de part et d’autre du maximum de 
courant, tant que celui-ci est suffisamment élevé (supérieur à 20 mA). 
Il convient également de remarquer que, par suite de la géométrie simplifiée utilisée, 
d’autres phénomènes peuvent intervenir au niveau expérimental, par exemple un effet de 
contournement des gaines sur la paroi latérale des diélectriques qui pourrait contribuer à une 
augmentation du courant pendant la phase d’extinction et qui ne sont pas pris en compte dans 
les calculs. Pour ces derniers, nous supposons que le gaz est constitué d’azote pur. En réalité, 
il contient des traces d’oxygène (Tableau III.1.) qui peuvent influencer le comportement de la 
décharge. De plus, le spectre d’émission que nous avons enregistré (non présenté ici) contient 
des émissions du système NO-γ entre 200 et 300 nm. Kozlov et al [Koz] ont aussi observé ces 
émissions dans une décharge en présence d’azote pur. L’oxygène présent dans le réacteur 
pouvant alors provenir du dégazage des électrodes et/ou de leur pulvérisation (sputtering). 
Il serait donc intéressant d’introduire de l’oxygène dans le modèle afin de mieux appréhender 
son influence. Nous envisageons aussi des expériences dans un mélange N2/O2 [Koz] avec 
des concentrations différentes.  
  132
6.2 6.3 6.4 6.5
0.1
1
10
100
Epaulement 
expérimental
I (
m
A
)
t (μs)
Courant 
Ne0 = 10
5
= 108 cm-3
Fond continu
R=1,2 mm
 
Figure III.20. Comparaison de la décroissance des courants expérimental et calculé en présence 
d’un fond continu de charges. 
 
V. Conclusion 
 
Cette étude constitue la phase préliminaire d’une étude plus générale visant à faciliter 
la compréhension des mécanismes de transition décharge filamentaire-décharge luminescente 
dans l’azote. Pour atteindre cet objectif, la comparaison expérience-modélisation d’une 
décharge filamentaire est une phase indispensable afin de contrôler la validité du modèle 
développé aussi bien sur le plan numérique que physique. Les premiers résultats obtenus, 
concernant seulement le courant de décharge, montrent que des différences importantes 
subsistent entre les mesures et les calculs. 
En dehors de l’incidence de la géométrie des électrodes sur les résultats, un grand 
nombre d’inconnues subsistent au niveau des paramètres physiques adoptés dans le modèle. 
Par exemple, la connaissance des paramètres de transport électroniques et ioniques 
(coefficients d’ionisation et d’excitation, vitesse de dérive, coefficients de diffusion , …) 
devrait être améliorée. Nous avons supposé que l’ensemble de ces paramètres ne dépend que 
du rapport /E N (approximation du champ électrique local), ce qui est une approximation 
grossière dans les régions où règnent un champ électrique élevé correspondant à une variation 
spatiale très rapide ou dans les régions proches des électrodes. Les valeurs des coefficients 
d’émission secondaire utilisées (photoémission à la cathode, émission électronique sous 
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l’impact des ions ou des métastables) sont relativement arbitraires dans le cas de parois 
diélectriques et, de plus, dépendent fortement de l’état électrique de la surface qui évolue de 
manière continue au cours du temps. 
De plus, nous avons considéré pour l’instant que le gaz est de l’azote pur. Dans la 
réalité, l’azote utilisé contient toujours un certain nombre d’impuretés (principalement de 
l’oxygène) dont la présence peut modifier à la fois la valeur des paramètres de transport 
utilisés et la cinétique réactionnelle du système. Par exemple, les coefficients d’ionisation 
peuvent être significativement modifiés, ce qui pourrait expliquer la croissance plus lente du 
courant observée au niveau expérimental. En présence de ces impuretés supplémentaires 
résultant de la pulvérisation des diélectriques, la photoionisation, pour l’instant, non prise en 
compte dans le gaz pur pourrait jouer un rôle important et modifier fortement le 
comportement du courant calculé. L’imagerie rapide de la phase d’établissement de la 
décharge [Mer-2]-[Mer-3] dans différentes conditions de fonctionnement nous permettra de 
mieux comprendre les mécanismes d’amorçage, de propagation de l’avalanche primaire et du 
streamer cathodique ainsi que la phase d’extinction où apparaissent les décharges de surface 
sur la cathode. 
Ces études devront être entreprises systématiquement conjointement à une 
amélioration de la géométrie considérée par la prise en compte de la géométrie réelle du 
système. Dans cette perspective, une parallélisation du code numérique sera effectuée. 
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Les études présentées dans ce travail ont été essentiellement motivées par des 
problématiques rencontrées dans deux expériences actuellement menées au sein du groupe 
PRHE du laboratoire LAPLACE. D’une part, il s’agit de l’analyse des émissions UVL 
consécutives à l’ionisation à (2+1) photons en passant par l’état métastable Xe(3P2) afin de 
mieux comprendre l’influence de la recombinaison électronique sur la sélectivité du mode 
d’excitation employé pour le diagnostic TALIF (chapitre I). D’autre part, les résultats issus 
des expériences permettant de mieux appréhender la physique des décharges à barrières 
diélectriques nécessitent d’être confrontés à une approche de modélisation physique. 
Concernant la décharge filamentaire dans l’azote, nous avons abordé une première étape qui 
consiste à étudier l’impulsion du courant induit par une décharge à barrières diélectriques, en 
régime sinusoïdal (chapitre III).  
Pour mener à bien ces études, nous avons été amenés à modéliser le transport des 
photons dans ces milieux et à comparer les performances de différentes techniques 
numériques utilisées pour le traitement des effets secondaires dans les plasmas hors-équilibre 
(chapitre II). Une attention particulière a été portée sur l’influence de la méthode employée 
sur la précision des résultats, les temps de calcul et les stockages mémoires requis. Cette étude 
amorce également le traitement numérique approprié du transfert de rayonnement de 
résonance, dont il faudrait, en toute rigueur, tenir compte dans l’étude du premier chapitre.  
La modélisation numérique 2D du transport des particules sous excitation sélective 
dans le xénon a permis de mieux comprendre et quantifier certains phénomènes accessibles 
expérimentalement (émissions UVL globales), et de fournir les variations spatio-temporelles 
des densités des espèces excitées non mesurables. Les résultats obtenus, conformes au schéma 
cinétique simplifié utilisé, sont cohérents avec ceux observés dans les expériences. Nous 
avons mis en évidence que le nombre de photons UVL issus de la recombinaison demeure 
très faible vis-à-vis de ceux provenant de l’excitation initiale de l’état métastable.  
Il n’en demeure pas moins que des améliorations peuvent être apportées au modèle. En 
particulier, il faudrait introduire la répartition de densité des métastables Xe(3P2), initialement 
produits par absorption à deux photons à partir du niveau fondamental. Cela permettrait de 
traiter à la fois l’excitation initiale et la recombinaison, conformément à l’expérience. Il serait 
également souhaitable d’introduire la dépendance spectrale de l’intensité d’émission UVL 
dans nos calculs, en considérant une gamme de longueurs d’onde pour chaque groupe de 
photons. Moyennant ces modifications, nous pourrons valider nos calculs en confrontant les 
résultats du modèle à ceux déjà obtenus expérimentalement lors de l’étude de l’ionisation 
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multiphotonique du xénon. Il serait aussi nécessaire d’inclure le phénomène 
d’emprisonnement de résonance. Pour cela, nous envisageons de résoudre l’équation de 
transfert radiatif (chapitre II), couplée à l’équation de transport des niveaux résonants 
(chapitre I). Ceci évitera d’allonger considérablement les durées de simulations inhérentes à 
l’utilisation des équations intégro-différentielles. Nous disposons désormais des outils 
nécessaires à la résolution de ce problème. Bien évidemment, il conviendrait là encore, 
d’étendre l’approche monochromatique utilisée pour résoudre l’équation de transfert radiatif à 
un modèle multigroupe qui tient compte de la dépendance spectrale des profils de 
rayonnement des photons de résonance.  
L’étude du transport des photons dans les décharges hors-équilibre a essentiellement 
porté sur la résolution numérique directe de l’équation de transfert radiatif dans le cas 
monochromatique. Parmi les différentes méthodes utilisées pour calculer le terme source de 
photoionisation, la méthode de volumes finis s’est avéré la plus performante pour la précision 
des résultats, le temps de calcul et le stockage mémoire. Cependant, elle requiert des durées 
de simulations plus élevées pour le calcul de la composante axiale du flux de photons à la 
cathode. Le développement d’une « méthode intégrale améliorée » a alors permis de réduire 
ces temps de calcul mais au prix d’un stockage mémoire plus important. 
La méthode de volumes finis, utilisée pour le traitement de la photoionisation dans un 
streamer à double-tête dans l’air, a permis de mettre en évidence son incidence sur la 
propagation des streamers anodique et cathodique (chapitre II). En revanche, dans une DBD 
monofilamentaire (chapitre III), le calcul de la composante axiale du flux de photons à la 
cathode demeure inchangé. En effet, dans cette configuration, l’utilisation des autres 
méthodes (intégrale améliorée ou directe) aurait conduit à des temps de calculs prohibitifs. 
Ces deux dernières ont néanmoins servi de référence dans ce code numérique, lorsque seul le 
premier pas de temps est considéré pour le transport des espèces. Une surestimation du flux 
photonique a ainsi pu être mise en évidence et corrigée dans le code existant. Au vue de tous 
ces éléments, il serait désormais souhaitable d’étendre la méthode intégrale améliorée à un 
milieu plus ou moins absorbant. En reconsidérant la nature de l’interpolation utilisée dans 
cette méthode, nous pourrions aussi réduire les temps de calculs actuels.  
Disposant du calcul adéquat de l’effet photoélectrique dans le code numérique 
existant, nous avons pu amorcer l’étude d’une décharge monofilamentaire à barrières 
diélectriques dans l’azote (chapitre III). Pour valider le code, nous avons comparé le courant 
induit par la décharge mesuré et calculé, à 500 Torr, sous excitation sinusoïdale. Pour 
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expliquer les différences observées, nous avons considéré la géométrie des électrodes et 
procédé à une étude paramétrique du courant. Celle-ci a permis de dégager les premières 
tendances lorsqu’on modifie le rayon effectif des diélectriques, le nombre initial d’électrons et 
la prise en compte de l’effet photoélectrique (remplacé par un fond continu de charges). 
Pourtant, certaines questions concernant la détermination des paramètres physiques 
subsistent. En particulier, l’approximation du champ électrique local n’est plus valable dans 
les zones à fort gradient à cause du non équilibre des électrons et dans ce cas, les paramètres 
de transport doivent être calculés différemment. La détermination fiable des coefficients 
d’émission secondaire est difficilement réalisable et ils ont été choisis arbitrairement. Dans 
nos calculs, l’influence des impuretés sur le comportement de la microdécharge a été ignorée. 
En particulier, l’introduction d’oxygène dans le milieu modifierait non seulement la valeur 
des paramètres de transport, mais aussi la cinétique réactionnelle. Il faudrait alors, prendre en 
compte la photoionisation. A terme, cette extension devrait aboutir à une meilleure 
compréhension des phénomènes observés expérimentalement en fournissant l’ensemble des 
grandeurs physiques issues du modèle qui permettent de décrire l’évolution de la 
microdécharge. Cette phase ultérieure est bien évidement conditionnée par la convergence 
préalable des profils de courants mesurés et calculés.  
En ce qui concerne la décharge à barrières diélectriques, des mesures 
spectroscopiques, et de déclin de luminescence de certaines émissions ainsi que l’imagerie 
rapide de l’établissement de la décharge sont en cours. Ces mesures, réalisées pour des 
pressions allant de 100 Torr à la pression atmosphérique, permettront d’identifier les espèces 
excitées significatives et d’affiner le schéma cinétique réactionnel de la décharge. 
Les résultats électriques et spectroscopiques obtenus par le modèle, pour différentes 
conditions, devraient être confrontés à l’expérience pour enfin compléter la validation du code 
numérique. Comme nous l’avons suggéré, le mélange azote-oxygène doit aussi être envisagé. 
Enfin, le code numérique de la décharge à barrière diélectrique devrait être étendu au cas du 
xénon afin d’affiner le module de calcul de transport de photons dû à l’effet photoélectrique, à 
la photoionisation et à l’emprisonnement des photons de résonance. 
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Annexe I. Temps caractéristiques de diffusion et de dérive des espèces 
considérées dans le xénon pour la modélisation 
 
 
Nous présentons ici les temps de diffusion longitudinale et transverse caractéristiques de 
chaque espèce q  considérée, suivant x  et y  respectivement, définis par : 
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En présence du champ électrique, la durée caractéristique de dérive de chaque espèce est 
donnée par :    
 
q
q,conv w
D
2
=τ  (A.I.3) 
L’ensemble des grandeurs obtenues à 500 et 30 Torr sont regroupées dans le tableau ci-
dessous. 
 
p = 500 Torr p = 30 Torr 
Sans champ 
électrique Avec champ électrique 
Sans champ 
électrique Avec champ électrique 
  
x,diffτ  
(s) 
y,diffτ  
(s) 
x,diffτ  
(s) 
y,diffτ  
(s) 
convτ  
(s) 
x,diffτ  
(s) 
y,diffτ  
(s) 
x,diffτ  
(s) 
y,diffτ  
(s) 
convτ  
(s) 
e- 63.10-5 58.10-5 58.10-6 55.10-6 6,6.10-6 38.10-6 0,35.10-3 4,0.10-6 8,0.10-6 1,2.10-6 
Xe+(2P3/2) 1,5 14 1,5 14 0,71.10-3 89.10-3 0,80 92.10-3 0,83 420.10-9 
Xe2+(A2Σu+) 1,1 10 1,1 10 0,52.10-3 66.10-3 0,60 66.10-3 0,60 0,31.10-3 
Xe(3P2) 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe(3P1) 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe(6p) 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe2[1u(3P2)]h 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe2[1u(3P2)]b 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe2[0u+(3P1)]h 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Xe2[0u+(3P1)]b 0,84 7,6 0,84 7,6 X 50.10-3 0,45 0,50 0,45 X 
Tableau A.I. Temps caractéristiques de diffusion et de dérive des espèces suivies dans le xénon pour la 
modélisation laser à 500 et 30 Torr. 
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Annexe II. Construction du polynôme ( )q xψ  
 
 
Pour rendre les calculs plus aisés, introduisons une nouvelle variable spatiale ξ  définie par : 
 1/2( /2)i i ix x x x xξ += − + Δ = −  (A.II.1) 
La variable ξ  a été choisie de manière à ce que la nouvelle origine soit située au point 1/2.ix +  
Nous allons, dans un premier temps, définir un polynôme d’ordre deux prenant 
respectivement les valeurs , 3/2q iψ + , , 1/2q iψ +  et , 1/2q iψ −  aux points 3/2 ,iξ + 1/2iξ + et 1/2.iξ − Comme 
nous savons que le schéma qui minimise l’amplitude des oscillations est un schéma décentré, 
les points de collocation sont choisis à la gauche de 1/2ix +  lorsque qw est positif et à sa droite 
lorsque qw est négatif. Le polynôme a donc pour forme générale : 
 22, 0 1 2( )q a a aψ ξ ξ ξ= + ⋅ + ⋅  (A.II.2) 
 
Figure A.II.1. Interpolation quadratique entre 1/2ix −  et 3/2ix +  
 
 
Si l’on remarque que 3/2iξ + , 1/2iξ + et 1/2iξ −  sont égaux respectivement à 1ix +Δ , 0 et ix−Δ , il est 
facile d’obtenir la forme finale de 2, ( )qψ ξ , soit : 
 , 1 , 1 , , 1 , 22, , 1/2
1 1
( ) i q i q i q i q i q iq q i
i i i i
x n x n n n
x x x x
ψ ξ ψ ξ ξ+ + ++
+ +
Δ ⋅ + Δ ⋅ −= + ⋅ + ⋅Δ + Δ Δ + Δ  (A.II.3) 
Le polynôme ci-dessus prend évidemment les valeurs , 3/2q iψ + , , 1/2q iψ +  et , 1/2q iψ −  aux points  
3/2iξ + , 1/2iξ +  et 1/2iξ − . 
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Figure A.II.2. Interpolation cubique entre 2/3−ix et 3/2ix +  
 
A partir de la relation (A.II.3), il serait possible d’obtenir un schéma d’ordre deux, équivalent 
à un schéma de Lax-Wendroff. Comme nous voulons obtenir des schémas au moins du 
troisième ordre, nous allons définir à partir de l'équation (A.II.3) un polynôme d’ordre trois 
qui prend la valeur 2/5, −iqψ  au point 5/2iξ −  et qui soit égal à 2/1,2/1,2/3, et, −++ iqiqiq ψψψ aux 
points 3/2iξ + , 1/2iξ + et 1/2iξ − . On a : 
   , 1 1 , , 1 , 23, , 1/2 3
1 1 1
( ) (1 )(1 )i q i i q i q i q iq q i
i i i i i i
x n x n n n
a
x x x x x x
ξ ξψ ξ ψ ξ ξ ξ+ + ++
+ + +
Δ ⋅ + Δ ⋅ −= + ⋅ + ⋅ + − +Δ + Δ Δ + Δ Δ Δ  (A.II.4) 
Les termes cubiques qui apparaissent ci-dessus ont été choisis de manière à ce qu’ils 
s’annulent aux points de collocation, c’est-à-dire pour les valeurs de ξ  égales à 3/2iξ + , 1/2iξ +  et 
1/2iξ − . Dans ces conditions, le coefficient 3a s’obtient en posant ( )1i ix xξ −= − Δ + Δ  et en 
résolvant l’équation du premier degré par rapport à .3a La forme définitive de l'équation 
(A.II.4) s’écrit : 
 
, 1 , 1 , 1 , 2
3, , 1/2
1 1
, 1 , , , 11
1 1 1 1 1
( )
           (1 )(1 )
i q i q i i q i q i
q q i
i i i i
q i q i q i q ii i
i i i i i i i i i
x n x n n n
x x x x
n n n nx x
x x x x x x x x x
ψ ξ ψ ξ ξ
ξ ξξ
+ + +
+
+ +
+ −+
− + + − +
Δ ⋅ + Δ ⋅ −= + ⋅ + ⋅ −Δ + Δ Δ + Δ
⎧ ⎫− −Δ Δ ⎪ ⎪− − − +⎨ ⎬Δ + Δ + Δ Δ + Δ Δ + Δ Δ Δ⎪ ⎪⎩ ⎭
 (A.II.5) 
Si l’on remarque maintenant que * ( )q q qw tψ ψ+ = − Δ on a, en remplaçant ξ  par twq Δ−  dans 
l'équation (A.II.5) : 
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+
+
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+
+ ψψ
(A.II.6) 
L’expression ci-dessus est l’expression recherchée de la valeur du flux telle qu’elle a été 
mentionnée au chapitre I. 
La procédure que nous avons utilisée plus haut pour passer d’un polynôme de degré 
deux à un polynôme de degré trois peut être poursuivie pour obtenir des polynômes de degré 
supérieur. Il est ainsi possible de construire des schémas d’ordre aussi élevé que l’on veut au 
prix évidemment d’une complexité accrue. 
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Annexe III. Valeur du flux utilisée pour établir le schéma QUICKEST en 
géométrie cylindrique 
 
 
On procède exactement de la même manière que dans l’annexe précédente excepté que le 
tableau des valeurs de qψ est défini par la relation : 
 iqiiqiq nA ,2/1,2/1, .+= −+ ψψ  (A.III.1) 
et que la variable r  remplace la variable x . Si l’on pose 1/2ir rξ += −  en procédant comme 
dans l’annexe II, il vient : 
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ΔΔ−
−Δ−Δ+Δ
−+Δ−Δ+Δ
Δ+Δ+=
+−
−−
+
++
+−
+
+
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+
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+
+ ψψ
(A.III.2) 
La relation ci-dessus est utilisée au cours du chapitre III pour le traitement du transport des 
particules le long de l’axe radial. 
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Annexe IV. Les différentes techniques permettant de garantir la positivité 
des schémas 
 
 
Lorsque l’on utilise des approximations d’ordre élevé au cours de la discrétisation des 
équations de transport, des oscillations importantes peuvent apparaître pour les densités 
conduisant éventuellement à des valeurs négatives. Il est nécessaire dans ce genre de situation 
de corriger les valeurs de la densité qui présentent ce problème. Deux méthodes différentes 
pour résoudre cette difficulté peuvent être trouvées dans la littérature. La première est appelée 
‘méthode du flux de transport corrigé’ (méthode FCT), l’autre est dite méthode de limiteurs 
de flux. On va décrire rapidement dans ce qui suit les principes de base de ces deux méthodes. 
 
I. Méthode FCT 
 
La méthode FCT est apparue dans la littérature en 1973, à peu près en même temps 
que les premières techniques de limiteur de flux [Van]-[Mun]. Cependant, la méthode FCT 
est restée pendant longtemps la plus populaire. 
Le principe de la méthode FCT consiste à utiliser deux schémas numériques. L’un est un 
schéma de précision faible (il s’agit toujours du schéma ‘upwind’), l’autre est un schéma de 
précision élevé (ce pourrait être le schéma QUICKEST). On sait que le schéma ‘upwind’ est 
le seul schéma strictement positif. Il pourrait être considéré comme le schéma idéal s’il ne 
présentait pas une diffusion numérique très importante. 
Les schémas qui peuvent conduire à des oscillations anormales sont dits dispersifs, le schéma 
‘upwind’ à l’opposé est dit dissipatif. L’idée de base de la méthode FCT est de remarquer que, 
si l’on ajoute une faible quantité de flux dissipatif à un flux d’un schéma dispersif, on 
minimisera la nature dispersive initiale et on éliminera les oscillations. 
Evidemment on ne doit modifier le caractère dispersif du schéma que si c’est 
nécessaire, c’est-à-dire pour des variations brutales de la solution.  
Dans ces conditions, le flux FCTij 2/1+  résultant de la combinaison des flux dissipatifs et dispersifs, 
s’écrit : 
 1/2 1/2 1/2 1/2 1/2( )
FCT dissip disp dissip
i i i i iCφ φ φ φ+ + + + += + ⋅ −  (A.IV.1) 
Le coefficient 2/1+iC  est compris entre zéro et un. La valeur de 2/1+iC  est déterminée en 
effectuant une série de test [Bor]-[Zal] afin de garantir la positivité du schéma résultant. 
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La méthode FCT nécessite donc l’utilisation simultanée d’un schéma de faible précision et 
d’un schéma de précision élevée ce qui est à priori une procédure assez lourde et coûteuse en 
temps de calcul. 
 
II. Méthode des limiteurs de flux 
 
La méthode des limiteurs de flux, contrairement à la méthode FCT, repose uniquement 
sur la modification du flux 1/2iφ +  calculé avec une méthode d’interpolation basée sur la 
fonction qψ de manière à garantir la positivité du schéma numérique résultant. 
De nombreuses techniques différentes existent dans la littérature [Van]-[Roe]-[Mun]-[Hub] 
pour garantir la positivité. Cependant, la majorité des limiteurs de flux disponibles peuvent, 
dans certains cas, perturber notablement la solution. Par exemple, les maxima qui peuvent 
exister dans la solution, sont en général fortement écrêtés. 
Récemment, pour essayer d’éliminer les problèmes ci-dessus, Leonard [Leo-1][Leo-2] a 
développé un limiteur universel qui permet d’utiliser des contraintes moins sévères que les 
limiteurs précédents. C’est ce limiteur que nous avons utilisé au cours de nos calculs avec le 
schéma QUICKEST. 
Le principe de base du limiteur de Leonard consiste à utiliser la fonction qψ  
directement pour éviter l’éventuelle apparition d’oscillations parasites. Comme la fonction 
qψ  doit être une fonction strictement monotone et croissante, il est nécessaire d’éliminer les 
situations pour lesquelles, par suite de l’utilisation de l’approximation polynomiale (détaillée 
au cours des deux annexes précédentes), la valeur *qψ ne respecte pas les conditions de 
monotonicité. 
La figure A.IV. représente deux cas pour lesquels *qψ est trop grand ou trop petit par rapport 
aux valeurs tabulées , 1/2q iψ + .  
Pour éviter ce problème, on définit un ensemble de trois droites s’appuyant sur les points 
3/2 1/2 1/2 3/2, ,  et i i i ix x x x− − + +  et définies par les relations : 
 ( )0, 1/2, 1/2 , 1/2 , 1/2( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ −− + − −= + − Δ  (A.IV.2) 
 ( ), 3/2, 3/2 , 1/2 , 3/2
1
( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ− −− − −
−
−= + − Δ  (A.IV.3) 
 ( ), 3/2, 3/2 , 1/2 , 3/2
1
( )k k k k iq q i q i q i
i
x xx
x
ψ ψ ψ ψ+ ++ + +
+
−= + − Δ  (A.IV.4) 
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La figure A.IV. ci-dessous représente le domaine triangulaire limité par ces droites. Le 
limiteur de flux consiste à imposer que *qψ correspondant au point .qw t− Δ soit localisé à 
l’intérieur de ce triangle. 
- (Δxi+Δxi-1) -Δxi 0 Δxi+1
γ
Ψq,i-3/2 Ψq,i-1/2
Ψq,i+1/2
Ψq,i+3/2
wq.Δt
Ψq*
 
 
Figure A.IV. Domaine triangulaire utilisé pour le limiteur de flux 
 
La valeur corrigée de * ,
k
qψ + notée ,ˆ *kq+ψ par exemple, est alors définie par les relations : 
 ( )[ ] ( ){ })(),(min,)(),(max),(minmax)( ,,0,,0 xxxxxx kqkqkqkqkqkq −−= ψψψψψψ  (A.IV.5) 
 ( )[ ] ( ){ })(),(min,)(),(max),(minmax)(ˆ ,,0,,0* xxxxxx kqkqkqkqkqkq +++ = ψψψψψψ  (A.IV.6) 
On peut utiliser le limiteur sous la forme ci-dessus, mais on peut également, comme *
k
qψ +  
s’exprime en terme des densités moyennes qn , baser le limiteur sur les valeurs des densités. 
On obtient alors exactement le limiteur de Leonard, appelé ULTIMATE. 
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Annexe V. Détail des étapes de calcul permettant de passer de la relation 
(III.8) à (III.15) 
 
 
Nous présentons ici le détail des calculs qui permettent le passage de la relation (III.8) à 
(III.15) dans la formulation générale du courant induit par la décharge (chapitre III).  
L’équation (III.8) est ici rappelée : 
 3 3 30( , ). ( , ) ( , ). ( , ) ( , ). ( , )
vol vol vol
EE r t J r t d r E r t j r t d r E r t r t d r
t
ε ∂= + ∂∫ ∫ ∫
rr r r rrr r r r r r
 (A.V.1) 
Nous utiliserons l’expression de la divergence de la densité totale de courant qui demeure 
nulle en tout point de la cellule de décharge et à chaque instant : 
 . ( , )  0J r t∇ =r r v  (A.V.2) 
Dans la relation précédente, la densité volumique de courant ( , ) J r t
r r s’exprime par l’équation 
de Maxwell : 
 )(  )(  )( 0 t,rt
Et,rjt,rJ v
r
rrrr
∂
∂+= ε  (A.V.3) 
où ( , ) j r t
r r est la densité de courant de conduction (électronique et ionique) et de la densité de 
courant de déplacement )(0 t,rt
E v
r
∂
∂ε 0(ε étant la permittivité du milieu gazeux assimilée à 
celle du vide). Pour effectuer l’ensemble des calculs, nous utiliserons aussi, par la suite, 
l’équation qui lie le champ électrique au potentiel :  
 ),(),( trVtrE r
rrr ∇−=  (A.V.4) 
où ( , )E r t
r r s’écrit comme somme du champ électrostatique 0 ( , )E r t
r r et du champ de charge 
d’espace ( , )E r tρ
r r de telle sorte que : 
 0( , ) ( , ) ( , )E r t E r t E r tρ= +
r r rr r r
 (A.V.5) 
Par suite de la linéarité de l’équation de Poisson, les champs 0 ( , )E r t
r r et ( , )E r tρ
r r obéissent 
respectivement aux équations de Laplace et de Poisson, données par : 
 0. ( , ) 0E r t∇ =
r r r
 (A.V.6) 
 
0
. ( , ) ( , )E r t r tρ
ρ
ε∇ =
r r r r
 (A.V.7) 
où ( , )r tρ r est la densité nette de charges. Les conditions aux limites du domaine d’étude sont 
données par : 
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 0 0( , , ) ( )V L r t V t=  (A.V.8) 
 0 ( , , ) 0V z R t =  (A.V.9) 
 ( , , ) 0V L r tρ =  (A.V.10) 
 ( , , ) 0V z R tρ =  (A.V.11) 
où 0 ( )V t  est le potentiel appliqué à l’anode. Enfin nous utiliserons, par la suite, l’équation 
locale de conservation de la charge électrique : 
 ( , ) . ( , ) 0r t j r t
t
ρ∂ + ∇ =∂
r rr r
 (A.V.12) 
En combinant les équations (A.V.1) et (A.V.4), puis en effectuant une intégration par parties, 
il vient : 
                
3 3
0
3 3
0 0
( , ). ( , ) ( , ). ( , )
. ( , ) ( , ) ( , ) . ( , )
vol vol
vol vol
E r t J r t d r V r t J r t d r
V r t J r t d r V r t J r t d r
= − ∇
⎡ ⎤= − ∇ + ∇⎣ ⎦
∫ ∫
∫ ∫
r r r rr r r r
r r r rr r r r  (A.V.13) 
En vertu de la relation (A.V.2), le second terme du membre de droite de l’équation précédente 
s’annule et par le théorème d’Ostrogradsky, le premier terme du membre de droite de cette 
équation se transforme en intégrale de surface. Nous obtenons : 
 3 20( , ). ( , ) ( , ) ( , ).
vol surf
E r t J r t d r V r t J r t n d r= −∫ ∫r r rr r r r r  (A.V.14) 
Où nr est le vecteur normal à la surface .surf D’autre part, en exprimant la relation (A.V.1) 
en termes du champ géométrique et du champ de charge d’espace, avec la relation (A.V.5), il 
vient : 
 
3 3 3
0
3 30
0 0 0 0
3 30
0 0
( , ). ( , ) ( , ). ( , ) ( , ). ( , )
( , ). ( , ) ( , ). ( , )
( , ). ( , ) ( , ). ( , )
vol vol vol
vol vol
vol v
E r t J r t d r E r t j r t d r E r t j r t d r
EEE r t r t d r E r t r t d r
t t
EEE r t r t d r E r t r t d
t t
ρ
ρ
ρ
ρ ρ
ε ε
ε ε
= +
∂∂+ +∂ ∂
∂∂+ +∂ ∂
∫ ∫ ∫
∫ ∫
∫
r r r rr rr r r r r r
rrr rr r r r
rrr rr r r r
ol
r∫
 (A.V.15) 
A partir de la relation (A.V.1), pour aboutir à la relation (III.15) du chapitre III, le problème 
se ramène à monter que : 
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3 3
0 0
3 30
0 0
( , ). ( , ) ( , ). ( , )
( , ). ( , ) ( , ). ( , ) 0
vol vol
vol vol
E
E r t j r t d r E r t r t d r
t
EEE r t r t d r E r t r t d r
t t
ρ
ρ
ρ
ρ ρ
ε
ε ε
∂+ ∂
∂∂+ + =∂ ∂
∫ ∫
∫ ∫
rr rrr r r r
rrr rr r r r
 (A.V.16) 
Nous avons : 
  3 3 300 0 0 0 0( , ). ( , ) ( , ). ( , ) ( , ). ( , )
vol vol vol
E EE r t r t d r E r t r t d r E r t E r t d r
t t t
ρ
ρ ρε ε ε∂ ∂ ∂+ =∂ ∂ ∂∫ ∫ ∫
r rr r r rr r r r r r
 (A.V.17) 
En utilisant la relation (A.V.4), l’équation précédente s’écrit : 
3 3 30
0 0 0 0 0( , ). ( , ) ( , ). ( , ) ( , ). . ( , )
vol vol vol
E EE r t r t d r E r t r t d r E r t V r t d r
t t t
ρ
ρ ρε ε ε∂ ∂ ∂+ = − ∇∂ ∂ ∂∫ ∫ ∫
r rr r r rr r r r r r
 (A.V.18) 
En réalisant une intégration par parties, cette relation devient : 
 
3 30
0 0 0
3 3
0 0 0 0
( , ). ( , ) ( , ). ( , )
. ( , ). ( , ) ( , ) . ( , )
vol vol
vol vol
E EE r t r t d r E r t r t d r
t t
E r t V r t d r V r t E r t d r
t t
ρ
ρ
ρ ρ
ε ε
ε ε
∂ ∂+∂ ∂
∂ ∂⎡ ⎤= − ∇ + ∇⎣ ⎦∂ ∂
∫ ∫
∫ ∫
r rr rr r r r
r r r rr r r r
 (A.V.19) 
Avec la relation (A.V.6), on obtient finalement : 
3 3 30
0 0 0 0 0( , ). ( , ) ( , ). ( , ) . ( , ) ( , )
vol vol vol
E EE r t r t d r E r t r t d r E r t V r t d r
t t t
ρ
ρ ρε ε ε∂ ∂ ∂ ⎡ ⎤+ = − ∇ ⎣ ⎦∂ ∂ ∂∫ ∫ ∫
r rr r r rr r r r r r
 (A.V.20) 
Par le théorème d’Ostrogradsky, le membre de droite de la relation précédente s’écrit : 
                             3 20 0 0 . ( , ) ( , ) ( , ) ( , ). 0
vol surf
E r t V r t d r E r t V r t n d r
t ρ ρ
ε ∂ ⎡ ⎤− ∇ = − =⎣ ⎦∂ ∫ ∫
r r rr r r r r
 (A.V.21) 
car aux frontières de la surface considérée, le potentiel de charge d’espace est nul (relations 
(A.V.10) et (A.V.11)). Finalement, 
 3 300 0 0( , ). ( , ) ( , ). ( , ) 0
vol vol
E EE r t r t d r E r t r t d r
t t
ρ
ρε ε∂ ∂+ =∂ ∂∫ ∫
r rr rr r r r
 (A.V.22) 
D’autre part, en utilisant la relation (A.V.4) et en effectuant une intégration par parties, on a :  
          3 3 3( , ). ( , ) . ( , ) ( , ) ( , ) . ( , )
vol vol vol
E r t j r t d r V r t j r t d r V r t j r t d rρ ρ ρ⎡ ⎤= − ∇ + ∇⎣ ⎦∫ ∫ ∫r r rr r rr r r r r r  (A.V.23) 
Tout comme précédemment,  
                             3 2 . ( , ) ( , ) ( , ) ( , ). 0
vol surf
V r t j r t d r V r t j r t n d rρ ρ⎡ ⎤− ∇ = − =⎣ ⎦∫ ∫r r rr r r r r  (A.V.24) 
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En vertu de la relation (A.V.12), l’équation (A.V.23) s’écrit donc : 
                                      3 3( , ). ( , ) ( , ) ( , )
vol vol
E r t j r t d r V r t r t d r
tρ ρ
ρ∂= − ∂∫ ∫
r rr r r r
 (A.V.25) 
En combinant les relations (A.V.5) à (A.V.7), la relation ci-dessus devient finalement : 
                                      ( )3 30( , ). ( , ) ( , ) . ( , )
vol vol
E r t j r t d r V r t E r t d r
tρ ρ ρ
ε ∂= − ∇∂∫ ∫
r r rrr r r r
 (A.V.26) 
Pour vérifier la relation (A.V.16), le problème se ramène donc maintenant à monter que 
( )3 30 0( , ). ( , ) ( , ) . ( , ) .
vol vol
E
E r t r t d r V r t E r t d r
t t
ρ
ρ ρ ρε ε∂ ∂= ∇∂ ∂∫ ∫
rr r rr r r r En vertu de la relation  (A.V.4) et 
en effectuant une intégration par parties, il vient : 
3 3 3
0 0 0( , ). ( , ) . ( , ) ( , ) ( , ) . ( , )
vol vol vol
E E E
E r t r t d r r t V r t d r V r t r t d r
t t t
ρ ρ ρ
ρ ρ ρε ε ε
⎡ ⎤∂ ∂ ∂= − ∇ + ∇⎢ ⎥∂ ∂ ∂⎢ ⎥⎣ ⎦∫ ∫ ∫
r r rr r rr r r r r r
 (A.V.27) 
Tout comme précédemment, 
                           3 2 . ( , ) ( , ) ( , ) ( , ). 0
vol surf
E E
r t V r t d r V r t r t n d r
t t
ρ ρ
ρ ρ
⎡ ⎤∂ ∂∇ = − =⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦∫ ∫
r rr r r r r r
 (A.V.28) 
Par ailleurs, comme : 
                                                 ( ) . ( , ) . ( , )E r t E r tt tρ ρ∂ ∂∇ = ∇∂ ∂
rr r rr r
 (A.V.29) 
on obtient finalement que : 
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La relation (A.V.16) est donc vérifiée, ce qui prouve que les relations (III.8) et (III.15) du 
chapitre III sont strictement équivalentes. 
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Abstract : 
 
In view of applications of VUV radiation sources, this work aims at initiating the study 
of the propagation of a monofilamentary dielectric barrier discharge (DBD) in xenon. 
So, the 2-D numerical modeling works have been achieved in three steps. To get 
acquainted with xenon kinetics, the first part has been devoted to study the particle and 
VUV emission dynamics following (2+1) multiphoton ionization. The second step has 
been focused on the development of high-performance numerical methods (precision, 
calculation time, memory storage) used for the treatment of photoionization, 
photoelectric effect and partly resonant radiation trapping. Then, the existing DBD 
model for nitrogen has been adapted to the experimental situation (sine wave 
excitation mode) so as to compare the temporal evolutions of the experimental current 
induced by the discharge, with the calculated one. 
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Résumé : 
 
Dans la perspective d’applications de sources de rayonnement ultraviolet lointain (UVL), 
ce travail a pour objet d’amorcer l’étude de la propagation d’une décharge à barrières 
diélectriques (DBD) monofilamentaire dans le xénon. Pour cela, les travaux de modélisations 
numériques 2D se sont déroulés en trois étapes. Pour se familiariser avec la cinétique du 
xénon, une première partie a consisté à étudier la dynamique des particules et émissions UVL 
consécutive à l’ionisation à (2+1) photons. Le second volet s’est attaché à développer des 
méthodes numériques performantes (précision, temps de calcul, stockage mémoire) utilisées 
pour traiter la photoionisation, l’effet photoélectrique et partiellement le transfert de 
rayonnement de résonance. Dès lors, le modèle de DBD existant dans l’azote a été adapté à la 
situation expérimentale (excitation sinusoïdale) pour comparer les évolutions temporelles des 
courants induits par la décharge, obtenus expérimentalement et par calculs. 
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