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Chapitre 1
Introduction
Depuis la révolution industrielle, les besoins de la population mondiale en terme d’énergie
ne cessent d’augmenter alors que les ressources en énergie fossile commencent à s’épuiser et
leur impact environnemental devient de plus en plus préoccupant. De nos jours, la recherche
de nouvelles sources d’énergie alternatives moins polluantes, fiables, disponibles et de coût
global économique est indispensable. Dans ce cadre, la fusion thermonucléaire contrôlée
apparait comme une option viable à grande échelle pour la production de l’énergie électrique.
La fusion thermonucléaire est la réaction qui consiste à approcher deux noyaux d’atomes
légers pour en former un plus lourd tout en libérant de l’énergie sous forme cinétique (un
proton ou un neutron accéléré suivant le type de réaction). La réaction la plus attrayante en
termes de section efficace et de bilan d’énergie (différence entre l’énergie fournie pour former
le plasma et fusionner les noyaux et celle perdue) est celle de la fusion du Deutérium et du
Tritium (isotopes de l’hydrogène) [3].
Contrairement au solaire, à l’éolien et à la fission nucléaire, les ressources de fusion ther-
monucléaire (le Deutérium et le Tritium) sont abondantes dans la nature. Le Deutérium
provient des océans alors que le Tritium résulte de la réaction même de fusion. À partir
de 100 milligrammes de Deutérium et de 150 milligrammes de Tritium, il est possible de
développer la même énergie produite par environ 7 barils de pétrole [3]. Si l’on ajoute à
cela, les conséquences environnementales négatives et les contraintes de sécurité de la fission,
la fusion thermonucléaire se distingue brillamment des solutions candidates aux énergies
alternatives.
Ces soixante dernières années ont vu naître plusieurs types de machines à fusion (machines
à miroirs, stellarators, tokamaks ...) et à la suite d’un enchaînement de succès et d’échec, le
tokamak s’impose comme le dispositif le plus prometteur pour répondre aux besoins de la
fusion thermonucléaire.
Le tokamak est une machine à confinement magnétique dont le concept a été inventé
dans l’Union Soviétique à la fin des années cinquante. L’acronyme tokamak vient du mot
russe : TOroidalnaya KAmera ee MAgnitaya Katushka qui signifie "chambre toroïdale à
bobines magnétiques". Le tokamak le plus large au monde est le JET (Joint European Torus)
à Cullham, Angleterre. Le DIII-D à San Diego, USA fait partie d’une douzaine de tokamaks
dans le monde de taille moyenne. D’autres tokamaks des plus exploités en Europe sont le
FTU en Italie et le TCV en Suisse [3].
En France, le seul tokamak en activité depuis 1988 est le Tore Supra à Cadarache. Il
appartient à la classe des grands tokamaks à bobines supraconductrices permettant de
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générer un champ magnétique important sur une longue durée. Il détient le record de durée
de fonctionnement pour un tokamak. Son rayon majeur est de l’ordre de R = 2.4m alors que
le rayon mineur est a = 0.8m. Son champ magnétique toroïdal est BT ≤ 4.2T et le courant
plasma est Ip ≤ 2MA. Dans ce travail de thèse, les données expérimentales utilisées sont
issues de ce tokamak (principalement la décharge TS − 32632).
Un projet de tokamak très prometteur, international (regroupant sept nations) faisant
l’objet de recherches intensives afin de prouver la faisabilité scientifique et économique de la
fusion est l’ITER (International Thermonuclear Experimental Reactor).
Le principe du tokamak est le suivant : lorsque la température du chauffage du combustible
(le gaz formé par le mélange de Deutérium et du Tritium) avoisine les 104 C˚, la liaison de
Coulomb entre les noyaux et les électrons se brise pour donner naissance à un gaz ionisé
appelé plasma, le quatrième état de la matière. Pour arriver à vaincre les forces de répulsion
entre les noyaux et les fusionner, le plasma doit être chauffé à une température qui atteint les
108 C˚ (environ 6 fois la température au centre du soleil).
Un tokamak en général se compose, comme illustré fig. 1.1, de :
• Une chambre à vide contenant le plasma.
• À la base de la chambre à vide, on trouve le "blanket" composé généralement de Litium.
Son rôle est d’alimenter le plasma en Tritium (produit par la réaction du Litium avec
les neutrons libérés de la réaction de fusion) et d’absorber l’énergie des neutrons.
• Des bobines toroïdales générant un champ magnétique poloidal.
• Des bobines poloidales générant un champ magnétique toroïdal.
• Des bobines centrales interagissant avec le plasma comme le primaire d’un transforma-
teur alors que le plasma, par ses électrons, est le secondaire. Cette interaction génère le
courant plasma.
La combinaison des champs magnétiques toroïdal et poloidal crée dans le tokamak un
champ magnétique hélicoïdal permettant de confiner le plasma pour favoriser la réaction de
fusion. En pratique, deux difficultés majeures s’opposent au concept même de tokamak :
• Le fonctionnement continu est compromis par la nécessité de générer un courant plasma
permanent pour que le réacteur soit rentable.
• Le transport de l’énergie (la température) et des particules est plus important que ne
laissent supposer les lois théoriques de la physique nucléaire.
Pour le premier point, des recherches intensives sont menées sur la maximisation d’un courant
auto-généré par le plasma appelé le courant de bootstrap, ce qui a fait naître le concept de
tokamak "avancé".
Le deuxième problème a animé et continue d’animer de nombreuses études théoriques
et expérimentales. Cependant, la réponse reste une énigme. Aucune étude n’est encore
capable de trancher sur la réponse. Pour chaque type de tokamak et pour chaque mode de
fonctionnement, des lois empiriques ou un mélange de lois empiriques et théoriques ont été
développées [122], [37], [87], [107] (et les références incluses). Le manque de lois bien établie
motive le présent travail de thèse. Nous nous intéressons principalement au transport de
la température et plus particulièrement au transport de la température des électrons du
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plasma. Les électrons étant les particules de masse la plus faible (par rapport aux ions), ils
sont responsables du transport de l’énergie du plasma.
En exploitant les techniques d’identification paramétrique, nous espérons développer
une méthodologie générale permettant la caractérisation et l’identification de certains des
paramètres inconnus du modèle de transport de l’énergie, à savoir le coefficient de diffusion
(χe(z, t)) et le terme source (S(z, t) l’énergie absorbée par les particules). Ce défi étant
complexe, des simplifications sont plus qu’indispensables. Ainsi, nous nous limitons au cadre
où le couplage entre la densité des particules du plasma et leur énergie est négligeable. Cette
hypothèse nous permettra de retrouver la formulation standard de l’équation de transport de
la température mais avec un coefficient de diffusion distribué et un terme source inconnus.
Des travaux antérieurs au notre (voir [110] et les références incluses) ont essayé de répondre
à la question en estimant le flux de la température mais en considérant que le terme source
est parfaitement connu.
Le présent travail se veut plus général et entre dans le cadre de l’estimation simultanée
des paramètres (coefficient de diffusion) et des entrées (terme source) inconnus, distribués,
gouvernant des équations différentielles partielles (EDPs) paraboliques.
L’estimation/identification dans le cadre des systèmes distribués se divise en deux grandes
approches : soit en dimension finie en discrétisant l’EDP de transport dans l’espace ce qui
la transforme en un système d’équations différentielles ordinaires (ODEs) soit en dimension
infinie où le caractère distribué du système est préservé. Dans ce travail de thèse, nous
envisageons de traiter le problème pour les deux approches.
4 Chapitre 1. Introduction
L’organisation de ce manuscrit est la suivante :
Le Chapitre 2 est dédié à la modélisation du transport de la température dans les
tokamaks et au choix d’une méthode de réduction du modèle obtenu en dimension finie.
Ce modèle est formulé à partir de l’équation de la conservation de l’énergie, avec l’aide des
hypothèses générales considérées dans la physique des plasmas chauds. Il s’agit d’une EDP
linéaire parabolique non-homogène et à paramètres distribués. Le problème du manque de
lois bien définies pour la description du coefficient de diffusion et du terme source ainsi que
le besoin de leur estimation seront aussi détaillés dans ce chapitre. Aucune hypothèse sur
la formulation de ces paramètres ne sera adoptée, ce qui constitue une des originalités du
travail.
Une fois le modèle de transport énoncé, il est nécessaire de démontrer qu’il respecte les
conditions de Hadamard (existence, unicité et contnuité de la solution [53]) des systèmes
bien posés afin de pouvoir approximer sa solution. Pour ce faire, trois classes classiques de ré-
ductions d’EDPs sous la formulation de Galerkin seront présentées. Selon la complexité de la
mise en œuvre numérique et la précision de la solution approximée, parmi les trois méthodes
présentées, nous choisissons celle la plus adaptée à notre modèle. Elle sera adoptée tout au
long de notre travail, aussi bien pour la formulation du problème d’estimation/identification
en dimension finie (Chapitre 3) que pour la mise en œuvre de l’estimateur de dimension
infinie (Chapitre 4).
Le Chapitre 3 est consacré au problème d’estimation du coefficient de diffusion et
du terme source en dimension finie dont le principe est illustré fig. 1.2. Après l’étude de
la convergence du problème formulé en dimension finie au problème initial (distribué),
l’EDP de transport et ses paramètres spatio-temporels sont convertis en un système d’état
temps-variant à paramètres et à entrées inconnus. Avant d’entamer l’estimation/identification
de ces inconnus, l’identifiabilité du système est examinée.
Nous présentons deux méthodes d’identification dédiées aux systèmes à entrées inconnues
pouvant aisément être étendues au cas où les paramètres sont aussi inconnus pour apporter
des réponses à notre problème. Comme pour chaque technique, des limitations et des
inconvénients existent. Dans ce Chapitre, ces restrictions seront aussi discutées au fur et à
mesure que nous avançons dans notre étude.
Afin de dépasser ces contraintes dues à la discrétisation en dimension finie, dans le
Chapitre 4, le problème est abordé dans son cadre initial i.e. en dimension infinie. En
premier, les conditions sous lesquelles le problème inverse est bien posé sont explicitées.
Ensuite, l’identifiabilité en dimension infinie des paramètres inconnus pour notre type d’EDP
est analysée.
Le problème d’estimation en dimension infinie étant complexe, trois cas de figure seront
présentés. Dans le premier, nous supposons que les paramètres sont distribués uniquement
dans l’espace. Le cas des paramètres spatio-temporels avec des contraintes sur leurs variations
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dans le temps sera exploré par la suite. Finalement, nous examinons le cas des paramètres
distribués temps-variant (sans bornes sur leurs variations). L’estimateur développé dans le
premier cas, servira comme base pour ceux qui suivent.
Chaque chapitre sera accompagné par un récapitulatif bibliographique de chaque ap-
proche et méthode exploitée et par des résultats de simulations sur des données simulées et
réelles.
Les conclusions finales et quelques perspectives d’extension de ce travail sont présentées à la
fin de ce mémoire.
En conclusion, mentionnons qu’une partie des résultats présentés dans ce manuscrit a déjà
été publiée dans des conférences nationales et internationales d’Automatique :
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Estimation de la diffusion ther-
mique dans les plasmas de tokamak. Conférence Internationale Francophone d’Automa-
tique, Grenoble, France, Juillet 2012.
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Joint diffusivity and source esti-
mation in tokamak plasma heat transport. American Control Conference, Washington
DC, USA, Juin 2013.
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Combined distributed parameters
and source estimation in tokamak plasma heat transport. European Control Conference,
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Zürich, Suisse, Juillet 2013.
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Adaptive distributed parameter
and input estimation in plasma tokamak heat transport. 1st Workshop on systems
governed by Partial Differential Equations, IFAC, Paris, France, Septembre 2013.
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Adaptive space-time distributed
parameter and input estimation in heat transport with unknown bounds. IEEE Inter-
national Conference on Systems and Control, Algiers, Algeria, Octobre 2013.
Par ailleurs, deux articles ont été soumis dans des revues internationale de spécialité :
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Auto-tuning of adaptive dis-
tributed parameter estimation in linear parabolic PDEs, soumis à Automatica.
• S. Mechhoud, E. Witrant, L. Dugard, and D. Moreau. Estimation of the plasma heat
transport source term and diffusion coefficient using a kalman filtering early lumping
method, soumis à IEEE Transaction on Control Systems Technology.
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L’équation de la température des électrons du plasma décrit aussi bien le comportement
dynamique que les propriétés de la distribution spatiale du phénomène du transport de la
chaleur dans le tokamak. Elle est déduite du principe de la conservation de l’énergie. C’est une
EDP parabolique, linéaire, non-homogène où le coefficient de diffusion est spatio-temporel
(distribué dans le temps et l’espace) et le coefficient de réaction est constant.
En raison du nombre réduit d’actionneurs et de capteurs, et dû aux capacités de calcul
limitées, ce système de dimension infinie à paramètres distribués nécessite d’être converti en
un système approximé de dimension finie - un ensemble d’équations différentielles ordinaires
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(ODEs) à paramètres constants par morceaux- afin de pouvoir simuler et analyser ses
caractéristiques.
Pour des conditions aux limites et des paramètres définis, cette EDP n’a pas de solu-
tion analytique connue. Néanmoins, il existe plusieurs méthodes de résolution numérique
d’équations différentielles partielles permettant son approximation. Ces méthodes dépendent
aussi bien de la classe de l’EDP que de ses caractéristiques. Généralement, elles peuvent être
regroupées en trois grandes catégories [74] : la méthode des valeurs propres, la méthode des
lignes et la méthode des résidus pondérés.
En règle générale, si l’opérateur de l’EDP est un générateur d’un semi-groupe C0,
indépendant du temps et auto-adjoint, en utilisant le principe de la séparation des variables,
la méthode des valeurs propres donne une bonne approximation, de même que pour la
méthode des fonctions de Green [20]. Dans le cas contraire où l’opérateur est temps variant,
la méthode des lignes (principalement son cas particulier : la méthode des différences finies)
est largement utilisée. L’EDP est discrétisée dans le temps et dans l’espace et les dérivées sont
calculées en utilisant le développement de Taylor (schéma forward, backward ou central).
L’inconvénient majeur de cette méthode est le système d’ordre élevé auquel elle aboutit.
Aussi, pour une EDP à paramètres spatio-temporels, à cause de ce schéma de discrétisation,
on perd le caractère distribué de ces paramètres.
La méthode des résidus pondérés est l’une des méthodes les plus utilisées et les plus
efficaces pour l’approximation en dimension finie des systèmes à paramètres distribués [74].
En se basant sur le principe des séries de Fourier [117], [42], toute fonction spatio-temporelle
peut être approximée par une somme infinie de fonctions de base spatiales pondérées par
leur coefficients temporels. Ainsi, par une troncature sur la dimension de ces bases, l’EDP
est transformée en un système de dimension finie. Suivant le choix de ces fonctions de bases,
plusieurs formulations existent (voir [74]).
Dans ce manuscrit, nous nous intéressons à la formulation de Galerkin dont le principe
est la projection orthogonale du résidu de l’approximation sur l’espace des solutions [42].
Dans ce chapitre, nous commençons par énoncer le modèle de transport de la chaleur dans
les plasmas chauds et les hypothèses permettant de l’obtenir. Les bases de cette modélisa-
tion se trouvent dans les principes du transport perturbé (pour plus de détails, voir [107] et
les références incluses). Ensuite, nous présentons la formulation variationnelle dite aussi la
formulation "faible" [108], [100], ses principes et son application à notre EDP. En utilisant
cette formulation, nous allons traiter par la suite, les conditions d’existence et d’unicité de
la solution du problème direct (conditions sous lesquelles notre modèle est bien posé). Deux
classes de méthodes d’approximation sous la formulation de Galerkin seront abordées : la
Méthode de Galerkin Modale (Spectrale) Continue (MGMC) [22] et la méthode des éléments
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finis (FEM). Pour la MGMC, nous avons choisi d’appliquer deux techniques : la méthode
de Faedo-Galerkin et la méthode de la décomposition orthogonale propre. Dans la FEM, la
méthode des B-splines FEM-Galerkin (BSG-FEM) est appliquée.
Ces méthodes servent à semi-discrétiser l’EDP et à reconstruire le profil expérimental de la
température. Ainsi, cette reconstruction se base aussi bien sur les mesures que sur le modèle
mathématique (l’EDP) décrivant le phénomène physique étudié. Ceci se fait par l’interpola-
tion des mesures spatio-temporelles discrètes tout en respectant la physique du problème. Le
résultat de cette reconstruction peut être exploité par exemple dans le placement optimal des
capteurs. Dans notre travail, la reconstruction du système est utilisée dans l’identification en
dimension finie des paramètres inconnus (Chapitre 3) et dans la mise en œuvre d’un estima-
teur de dimension infinie (chapitre 4).
Le fondement mathématique théorique de ces méthodes entre dans le cadre de l’Analyse Fonc-
tionnelle [18], [131]. Quelques notions seront rappelées brièvement dans ce manuscrit et pour
plus de détails voir par exemple [108], [18] et les références qui y figurent.
Des exemples de simulation servant à illustrer chaque méthode sont présentés. Les résultats
sont obtenus en utilisant le logiciel MATLAB c©.
2.1 Équation du transport de la chaleur dans les plasmas de
tokamak
Le transport d’une quantité y est gouverné par son équation de continuité [107] :
∂y
∂t
= −divΓy + Sy,
où div est l’opérateur divergence, Γy est le flux de y et Sy est le terme source i.e., la somme
algébrique des termes modélisant l’énergie (la puissance) fournie et ses pertes. En général, il
est donné par :
Γy = −Dy divy + Vy y, (2.1)
oùDy et Vy sont respectivement les coefficients de diffusion et de convection. En terme général,
dans les plasmas de tokamak, les flux sont reliés aux gradients qui leur correspondent par
une matrice de transport. Les éléments diagonaux modélisent les coefficients de diffusion alors
que les autres éléments déterminent le couplage entre les différentes variables. Ces éléments
peuvent être regroupés dans Vy.
Lorsque le plasma atteint son régime établi, la séparation de Dy et Vy devient impossible et
le flux s’écrit en fonction de la variable diffusivité χy par :
Γy = χy divy
En régime établi, des surfaces iso-bariques ou iso-magnétiques se forment et sur ces surfaces,
les grandeurs macroscopiques (température, densité de courant, densité de particules, champs
magnétiques/ électriques, ...) sont stables. Par conséquent, leurs profils évoluent uniquement
dans le sens radial (le transport est symétrique par rapport à la variable angulaire et se réduit
à sa variable radiale).
10
Chapitre 2. Modélisation du transport de la température des électrons des
plasmas chauds sous la formulation de Galerkin
De part leur très faible masse, les électrons sont les particules responsables du transport
de la chaleur (majoritairement), dans les plasmas chauds. Les équations du transport de la
température T et de la densité des électrons n sont couplées et données par [107] :

∂n
∂t
= −div Γ + Sn, Γ = −Ddivn+ V n,
3
2
∂(nT )
∂t
= −div
(
q + 52 ΓT
)
+ Pe, q = −nχedivT + nV T.
(2.2)
avec q le flux de chaleur, P la puissance absorbée par les particules et χe le coefficient de
diffusivité. Bien que dans la physique des plasmas, la définition du coefficient de diffusion
soit différente de celle du coefficient de diffusivité, par abus de langage et par analogie avec la
formulation standard (en physique) du transport de la chaleur, le χe est appelé dans certains
travaux coefficient de diffusion [122] , [37]. Cet abus est reproduit dans ce manuscrit.
En physique des plasmas chauds, il existe plusieurs modèles pour exprimer le coefficient
de diffusion. Certains se basent sur la théorie du transport des fluides (Bohm, gyro-Bohm,
IFS-PPPL, Weiland, ...), d’autres sont empiriques (exemples : RLW, BRLW, ...), alors que
la grande majorité sont des programmes informatiques.
En 1977, il a été reporté que le χe déduit de la propagation de la chaleur expérimentale est
plus rapide que celui tiré des lois classiques du transport [21]. En 1987, une dépendance
non-linéaire du coefficient de diffusion au gradient de la température a été relevée [123].
Pour les modèles théoriques, deux classes se distinguent : la famille de modèles Bohm et
celle des modèles gyro-Bohm [122], [39], [38]. Chaque famille de modèle est fonction de
plusieurs paramètres plasma, allant dans certains cas jusqu’au nombre de 17 [122].
Dans certains cas, le χe s’exprime par une combinaison des deux modèles Bohm et
gyro-Bohm [37] ou par une forme dérivée appelée super-Bohm [87]. Souvent, suivant le
type du réacteur, la nature du chauffage, l’amplitude de la température, le cisaillement
magnétique, l’amplitude du champs magnétique toroïdale, le facteur de sécurité... etc des
combinaisons (entre des modèles théoriques et empiriques) et des extensions de modèles de
χe sont formulées (pour plus de détails, voir par exemple dans [87], [55], [37], [92], [106], [107]).
Pour le terme source, si l’énergie fournie peut être connue, les pertes d’énergie dues, entre
autre, aux collisions entre les particules, aux radiations, à la conduction, au Brehmsstrahlung
(rayonnement de freinage) ne sont pas bien déterminées pour tous les tokamaks et leurs dif-
férents régimes de fonctionnement. Dans la majorité des travaux sur le transport de chaleur,
on considère le type de chauffage où on peut supposer ces pertes négligeables. Ainsi, d’après
les résultats expérimentaux, dans les tokamaks disposant d’un chauffage par antenne ECRH
(Electron Cyclotron Resonance Heating), les chances pour que l’onde soit complètement ab-
sorbée par les électrons sont importantes (' 100%) [106], [136]. Si le mode de chauffage est
différent, le terme source reste une ambiguïté (difficilement quantifiable) [101].
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2.2 Hypothèses de la formulation du modèle de transport de
la chaleur
De la discussion précédente et du modèle non-linéaire fortement couplé donné dans (2.2),
il s’avère que des hypothèses permettant la formulation d’une expression simplifiée mais ex-
périmentalement significative sont nécessaires. En physique des plasmas, on admet en général
que [24], [136] :
1- La densité des électrons est constante durant le chauffage du plasma.
2- Les variations spatio-temporelles de la densité des électrons sont négligeables devant
celles de la température.
3- Les pertes d’énergie dues aux chocs élastiques sont modélisées par un coefficient d’amor-
tissement (un temps de confinement) τ constant [70].
4- Le coefficient de diffusion χe est considéré spatio-temporel bien qu’en physique des
plasmas chauds, l’analyse du transport se fait généralement en régime stationnaire et
par conséquent, χe est distribué uniquement dans l’espace [37], [92], [107], [110].
5- Aucune connaissance a priori sur la formulation de χe et S ne sera prise en compte.
Seules les considérations qualitatives sur ces paramètres seront valorisées en simulation
(χe est de forme croissante du centre vers le bord et S est généralement de forme
gaussienne [92]).
De l’hypothèse (1), les termes hors diagonaux dans la matrice de flux sont nuls et en consid-
érant de plus les conditions (3) et (4), l’équation de conservation d’énergie donnée dans (2.2)
s’écrit :
3
2
∂(nT )
∂t
= 1
r
∂
∂r
(rnχe(r, t)
∂T
∂r
)− 32τ n T (r, t) + Pe(r, t), (2.3)
où t est le temps, r est la variable radiale le long du rayon mineur a du tore, χe est le coefficient
de diffusion des électron, τ(<∞) est un temps de confinement modélisant les pertes d’énergie,
dans Tore Supra il est donné par le modèle de Hoang [55].
En prenant en compte l’hypothèse (1) dans (2.3) et en utilisant la variable normalisée z = r/a,
l’équation de transport de la température des électrons du plasma s’exprime par :
∂T
∂t
= div
(
χe(z, t)
∂T
∂z
)
− 1
τ
T (z, t) + S(z, t), ∀ (z, t) ∈ Ω×]0, tf ]
∂T
∂z
(0, t) = 0, T (1, t) = 0, ∀ t ∈ [0, tf ]
T (z, 0) = 0, ∀ z ∈ Ω,
(2.4)
où : div = 1
z
∂
∂z
(z .) est l’opérateur divergence en coordonnées cylindriques (en considérant
la symétrie par rapport à la variable angulaire), Ω =]0, 1[ est le domaine spatial normalisé, tf
est le temps final (de l’expérience ou de la simulation) et :
S(z, t) = 23n Pe(z, t)
χe(z, t) =
2
3 a2 χe(r, t)
(2.5)
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Dans tout ce qui va suivre, nous appelons χe le coefficient de diffusion et S le terme source.
Notons qu’en physique des plasmas chauds, cette équation modélise les variations de la tem-
pérature autour de l’équilibre. C’est la raison pour laquelle, la condition initiale (3ème équa-
tion dans (2.4)) et la condition au bord z = 1 sont nulles (T (z, 0) = T (1, t) = 0). À z = 0,
afin de garantir la symétrie axiale, le gradient de la température est nul.
En conclusion, l’équation de transport de la chaleur adoptée dans ce manuscrit est une équa-
tion différentielle partielle (EDP) parabolique, linéaire et non-homogène.
L’objectif final de ce travail est l’identification en simultané de χe et S. Nous devons d’abord
démontrer que ce modèle est bien posé (dans le sens de Hadamard).
2.3 Formulation variationnelle
La formulation variationnelle des problèmes différentiels est un classique largement
développé et exploité dans la littérature [25], [102] pour discuter de l’existence et l’unicité de
solutions et de leurs approximations numériques. Elle permet la généralisation du concept
classique de solution en décrivant une formulation faible de l’EDP tout en lui imposant moins
de contraintes de régularité. Ainsi, cette formulation est conforme au phénomène physique
qu’elle modélise. La solution obtenue est par conséquent dite une solution faible.
Ce concept de solution faible trouve ses racines dans les bases de la physique mathématique.
Dans ce qui suit, à travers l’application de cette formulation sur notre EDP, les principes de
ce concept seront expliqués.
2.3.1 Application de la formulation variationnelle au modèle de transport
Soit v(z) une fonction de test dans D(Ω) : espace des fonctions C∞0 (Ω) à support compact
[108]. Multiplions l’équation différentielle partielle définie dans (2.4) par v et intégrons sur le
domaine Ω :∫ 1
0
∂T
∂t
v(z) dz =
∫ 1
0
div
(
χe(z, t)
∂T
∂z
)
v(z) dz − 1
τ
∫ 1
0
T (z, t) v(z) dz
+
∫ 1
0
S(z, t) v(z) dz.
(2.6)
Pour le premier terme du deuxième membre de (2.6), la formule de divergence de Gauss est
donnée par : ∫ 1
0
div
(
χe(z, t)
∂T
∂z
v(z)
)
dz = χe(z, t)
∂T
∂z
v(z)
∣∣∣1
0
. (2.7)
Sachant que :
div
(
χe(z, t)
∂T
∂z
v(z)
)
= v(z) div
(
χe(z, t)
∂T
∂z
)
+ χe(z, t)
∂T
∂z
∂v
∂z
. (2.8)
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En appliquant les formules (2.7) et (2.8) dans (2.6), nous obtenons l’expression suivante pour
l’intégration par partie du terme divergence :∫ 1
0
div
(
χe(z, t)
∂T
∂z
)
v(z)dz = χe(z, t)
∂T
∂z
v(z)
∣∣∣1
0
−
∫ 1
0
χe(z, t)
∂T
∂z
∇v dz. (2.9)
Ainsi, la formulation variationnelle du système (2.4) est donnée par :∫ 1
0
∂T
∂t
v(z) dz =
(
χe(z, t)
∂T
∂z
v(z)
) ∣∣∣1
0
−
[ ∫ 1
0
χe(z, t)
∂T
∂z
dv
dz
dz
+ 1
τ
∫ 1
0
T (z, t) v(z) dz
]
+
∫ 1
0
S(z, t) v(z) dz. (2.10)
Dans le deuxième membre, le premier terme s’annule pour tout v dans H10,{1}(Ω) où H10,{1}
est l’espace de Sobolev [18], [2] vérifiant les conditions aux limites définies dans (2.4).
Ainsi (2.10) devient :∫ 1
0
∂T
∂t
v(z) dz = −
[∫ 1
0
χe(z, t)
∂T
∂z
dv
dz
dz + 1
τ
∫ 1
0
T (z, t)v(z)dz
]
+
∫ 1
0
S(z, t)v(z)dz. (2.11)
2.3.2 Mise en forme standard
Afin de mettre le problème (2.11) sous la formulation variationnelle standard, commençons
par introduire les espaces de définitions des différentes variables mises à contribution.
Soit :
• L’espace des fonctions de carré intégrable L2(Ω), son produit interne usuel (., .) et sa
norme usuelle ‖.‖2.
• H10,{1}(Ω) un espace de Sobolev muni de son produit interne et de sa norme usuels (. , .)
et ‖ . ‖1 respectivement.
• H−1(Ω) l’espace dual de H10,{1}(Ω) (voir [108], [18] pour plus de détails).
• et Xe un espace de Hilbert défini par : ∀ z ∈ Ω, t ∈ [0, tf ]
Xe =
{
f(z, t) ∈ L2(0 , tf ;L2(Ω)),∃ c1, c2 : c2 > f(z, t) > c1 > 0
}
, (2.12)
où les espaces H10,{1}(Ω), L2(Ω) et H−1(Ω) sont trois espace séparable de Hilbert formant
un "triplet de Gelfand " (ou triade hilbertienne).
Comme l’équation (2.4) évolue dans le temps , nous adoptons le point de vue suivant :
on suppose que pour tout t ∈ [0, tf ], si la fonction u(z, t) appartient à l’espace de Hilbert
H10,{1}(Ω), alors, la fonction u(., t) est une fonction de la variable réelle t ayant des valeurs
dans H10,{1}(Ω) :
u : [0 , tf ] −→ H10,{1}(Ω). (2.13)
Une fois cette convention adoptée, nous écrivons T (t) et T˙ (t) au lieu de T (z, t) et ∂T
∂t
(z, t)
et par conséquent χe(z, t) := χe(t), S(z, t) := S(t).
14
Chapitre 2. Modélisation du transport de la température des électrons des
plasmas chauds sous la formulation de Galerkin
Soit b une forme bilinéaire sur H10,{1}(Ω) donnée par :
b : H10,{1}(Ω)×H10,{1}(Ω) −→ R
(T , v ) 7−→
∫ 1
0
χe(z, t)
∂T
∂z
dv
dz
dz + 1
τ
∫ 1
0
T (z, t)v(z)dz,
(2.14)
et L la forme linéaire définie sur L2(0, tf ;H−1(Ω)) telle que :
∀v ∈ H10,{1}(Ω), L(v; t) =
∫ 1
0
S(z, t) v(z) dz. (2.15)
L’équation (2.11) peut se mettre alors sous la forme variationnelle standard suivante :
(T˙ (t), v) + b (T (t), v) = L(v; t); ∀v ∈ H10,{1}(Ω)
T (0) = T (z, 0) = 0
(2.16)
Le système (2.16) ainsi obtenu est équivalent à l’EDP (2.4), avec comme avantage la réduction
de l’ordre de dérivation et donc de régularité sur le paramètre χe et sur l’état T . Toutefois,
on doit démontrer que le système est bien posé.
2.4 Existence et unicité de la solution
Prouver que le modèle (2.4) est bien posé revient à démontrer que les conditions de
Hadamard [53] suivantes sont vérifiées :
a) Il existe au moins une solution ;
b) Il existe au plus une solution ;
c) La dépendance de la solution par rapport aux données est continue
La première condition assure la cohérence du modèle mathématique, alors que l’unicité et la
stabilité augmentent les chances de trouver des approximations numériques de bonne préci-
sion. En effet, la stabilité est essentielle dans la physique mathématique car les modèles et
les données sont des approximations de la réalité. Ainsi, si le modèle est stable, "une petite
erreur" qui tend vers zéro sur l’approximation de la donnée induit forcément sur l’approxi-
mation de la solution "une petite erreur" qui tend aussi vers zéro. Toutefois, cette dernière
condition n’est que nécessaire et non pas suffisante.
Théorème 2.4.1. : Pour tout χe appartenant à Xe, τ dans R∗+ et S dans L2(0, tf ; L2(Ω)),
le système (2.16) admet une solution "faible" unique dans l’espace L2(0, tf ;H10,{1}(Ω)) et cette
solution est stable par rapport aux entrées (χe, τ, S).
Démonstration. Afin de démontrer l’existence et l’unicité de la solution du problème (2.16),
on fait appel au théorème de Lax-Milgram étendu aux équations évoluant dans le temps [108].
D’après ce théorème, étant donné que H10,{1}(Ω) est un espace de Hilbert, que la forme b est
bilinéaire symétrique et que L est une forme linéaire, démontrer que le système (2.16) est bien
posé dans le sens de Hadamard revient à prouver que b est continue coercive [2], [108] et que
L est continue.
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Continuité de b :
On doit démontrer que : ∃M > 0 :| b(T, v) |≤M ‖ T ‖1‖ v ‖1
On a :
| b(T (t), v) | 6
∣∣∣ ∫ 1
0
χe(z, t)
∂T
∂z
dv
dz
dz
∣∣∣+ 1
τ
∣∣∣ ∫ 1
0
T (z, t)v(z)dz
∣∣∣
6 ‖χe(z, t)‖∞ ‖∇T‖0 ‖v(z)‖0 + 1τ ‖T‖0 ‖v‖0
6
(
‖χe(z, t)‖∞ ‖+ 1τ
)
‖v(z)‖1 ‖T‖1
(2.17)
Le passage à la deuxième inégalité vient de l’application de l’inégalité de Cauchy-Schwartz.
alors que la troisième inégalité est due à la définition de la norme ‖.‖1 :
∀f ∈ H10,{1}(Ω) : ‖f‖1 = ‖f‖0 + ‖∇f‖0.
Ainsi d’après (2.17) si : χe(z, t) ∈ Xe et 1τ ∈ R∗+ alors :
| b(T (t), v) |6
(
c2 +
1
τ
)
‖v(z)‖1 ‖T‖1
et par conséquent b(T,v) est continue.
2.4.0.1 Coercivité de b :
Il s’agit de prouver que : ∃ α > 0 : b(v, v) > α‖v‖ 21 , ∀v ∈ H10,{1}(Ω).
On sait que : ∀v ∈ H10,{1}(Ω), ∀χe ∈ Xe :
b(v, v) > c1
∫ 1
0
∇v2dz + 1
τ
∫ 1
0
v2dz
> c1
∫ 1
0
∇v2dz (Pour τ ∈ R∗+)
En utilisant :
1- l’inégalité de Poincaré rappelée ci-dessous :
Pour tout domaine Ω borné dans au moins une direction et ∀ u ∈ H10 (Ω) :
‖ u ‖0 ≤ C(Ω) | u |1,
où : C(Ω) est la constante de Poincaré et |.|1 est la semi-norme définie sur H10,{1}(Ω),
2- et le principe d’équivalence entre la norme ‖.‖1 et la semi-norme |.|1 :
∀ u ∈ H10 (Ω) : |u|1 ≤ ‖u‖1 ≤
√
(1 + C(Ω))|u|1
il vient que :
b(v, v) ≥ c1√
(1 + C(Ω))
‖v‖1
Par conséquent : b est H10,{1}(Ω)-coercive.
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Continuité de L :
On doit démontrer que : ∃M > 0 : | L(v; t) |6 M‖v‖1. On a :
| L(v; t) |=
∣∣∣ ∫ 1
0
S(z, t) v(z) dz
∣∣∣ 6 ‖S(z, t)‖2 ‖v‖0
6 ‖S(z, t)‖2 ‖v‖1
Donc si S(z, t) ∈ L2(0, tf , L2(Ω)) alors L est continue.
Conclusion :
Si χe(z, t) ∈ Xe, τ ∈ R∗+ et S(z, t) ∈ L2(0, tf , L2(Ω)) alors la solution du problème
(2.16) existe et elle est unique dans L2(0, tf ; H10,{1}(Ω)). Le théorème de Lax-Milgram assure
également la stabilité de cette solution par rapport aux données (χe, τ, S).
Toutefois, la solution de (2.16) n’est pas la solution classique du système (2.4) ; pour y revenir,
la solution doit appartenir à C1(0, tf ;C2(Ω)) . Ceci implique que :

χe ∈ C0(0, tf ; C0(Ω)) ∩Xe,
S ∈ C0(0, tf ;C1(Ω)) ∩ L2(0, tf ; L2(Ω)).
(2.18)
Une fois que les conditions (2.18) pour lesquelles le système (2.4) est bien posé sont trou-
vées et vu qu’on ne connait pas sa solution analytique, on peut proposer des stratégies d’ap-
proximation de cette solution. Plusieurs méthodes existent ; sous la formulation de Galerkin
dont nous présentons d’abord les principes, nous allons proposer deux méthodes.
2.5 Formulation de Galerkin
La formulation de Galerkin fait partie des méthodes des résidus pondérés et elle est à la
base des méthodes des éléments finis et des méthodes spectrales. Contrairement à la méthode
des différences finies qui découle directement de la formulation différentielle appelée aussi la
formulation forte, la méthode de Galerkin se base sur la formulation faible [108], [40], [18].
Ceci donne plus de flexibilité concernant la régularité de la solution approximée et sa précision.
Dans cette méthode, on ne procède qu’à la discrétisation spatiale de l’EDP, ce qui conduit
à un système d’équations différentielles ordinaires continues dans le temps. Dans ce qui suit,
on présente l’idée de base de cette formulation à travers l’équation de la température des
électrons dans le plasma (2.4) et sa formulation variationnelle (2.16).
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2.5.1 Principes de la formulation de Galerkin
Basée sur le principe des séries de Fourier [117], la fonction spatio-temporelle T (z, t) peut
être engendrée par un ensemble de fonctions de base spatiales {wi(z)}∞i=0 et s’écrit :
T (z, t) =
i=∞∑
i=0
xi(t)wi(z), (2.19)
où les {xi(t)}∞i=0 forment les coefficients de pondération temporels et {wi(z)}∞i=0 engendre
l’espace H10,{1}(Ω).
La formulation de Galerkin consiste à approximer le système (2.16) par le problème suivant :
trouver Th ∈ Vh :

(T˙h(t), vh) + b (Th(t), vh) = L(vh; t); ∀vh ∈ Vh
Th(0) = 0.
(2.20)
où Vh est un sous-espace vectoriel de dimension finie de H10,{1}(Ω) et Th est donnée par :
Th(z, t) =
N∑
i=0
xi(t)wi(z), (2.21)
avec {wi(z)}Ni=0 formant cette fois-ci la base de l’espace d’approximation Vh de dimension N
finie (N <∞).
L’avantage majeur de la formulation de Galerkin est la liberté du choix des fonctions de base
{wi(z)}Ni=0 à l’inverse de certaines formulations comme la méthode de collocation. Aussi, elle
exige que les fonctions de test v et leurs approximées vh appartiennent à l’espace approximé
Vh. Par conséquent, le résidu R(z, t) dû à la troncature est orthogonal aux fonctions de base
wi(z), i = 0, ..., N [42].
R(z, t) = div
(
χe(z, t)
∂Tn
∂z
)
− 1
τ
Tn − T˙n, Tn =
∞∑
i=N+1
xi(t)wi(z),
(R, wi) = 0, i = 0, ..., N.
(2.22)
Ainsi, vh s’écrit :
vh(z) =
i=N∑
i=0
κiwi(z). (2.23)
En remplaçant (2.21) et (2.23) dans (2.20), on obtient l’expression suivante.
Pour i = 0, ..., N,
i=N∑
i=0
(∫ 1
0
wi(z)wj(z)dz
)
x˙i(t) = −
i=N∑
i=0
(∫ 1
0
χe(z, t)
dwi
dz
dwj
dz
dz
)
xi(t)
−1
τ
i=N∑
i=0
(∫ 1
0
wi(z)wj(z)dz
)
xi(t) +
∫ 1
0
S(z, t)wj(z)dz
(2.24)
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Introduisons le vecteur d’état X(t) = [x0(t), x1(t), ..., xN (t)]T (X ∈ RN+1), la matrice de
raideurM ∈ RN+1×N+1, la matrice de dynamique A(t) ∈ R(N+1)×(N+1) et le vecteur d’entrée
B(t) ∈ RN+1 donnés par :
M =

∫ 1
0
w
2
0(z)dz ...
∫ 1
0
w0(z) wN (z)dz
... . . .
...∫ 1
0
w0(z) wn(z)dz ...
∫ 1
0
w
2
N (z)dz
 ,
A(t) = −

∫ 1
0
χe(z, t)w
′2
0 (z)dz ...
∫ 1
0
χe(z, t) w′0(z) w′N (z)dz
... . . .
...∫ 1
0
χe(z, t) w′0(z) w′N (z)dz ...
∫ 1
0
χe(z, t) w
′2
N (z)dz

︸ ︷︷ ︸
A1(t)
−1
τ
∗M
B(t) =

∫ 1
0
S(z, t) w0(z)dz
...∫ 1
0
S(z, t) wN (z)dz
 ,
où le symbole (.′) désigne l’opérateur dérivée par rapport à la variable spatiale z. L’équation
(2.24) peut se mettre alors sous la forme d’un système d’état linéaire et continu :
X˙(t) =M−1
(
A1(t) − 1
τ
M
)
X(t) +M−1B(t),
X(0) = 0.
(2.25)
Étant donné que la forme bilinéaire b est coercive, la matrice de dynamique A(t) est
symétrique, définie et positive. La structure des matrices A(t),M et du vecteur B et la
précision de Th, dépendent du choix des fonctions de base {wi(z)}Ni=0 et donc de l’espace
d’approximation Vh.
Sous la formulation de Galerkin, plusieurs méthodes existent pour le choix des fonctions wi;
deux d’entre-elles qui font partie des techniques les plus largement utilisées seront présentées
dans les sous-sections suivantes, il s’agit de la méthode spectrale et la méthode des éléments
finis. Dans ce qui suit, l’erreur d’approximation sous la formulation de Galerkin sera dévelop-
pée.
2.5.2 Estimation de l’erreur d’approximation de la formulation de Galerkin
Dans le lemme ci-dessous, un résultat concernant l’estimation de la norme de l’erreur
d’approximation ‖T − Th‖ est présenté.
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Lemme 1. [42] Si T est la solution du problème (2.16) et Th est la solution de (2.20), alors :
‖T − Th‖H10,{1}(Ω) ≤ c3 minwh∈Vh‖T − wh‖H10,{1}(Ω),
avec : c3 =
c2 +
1
τ
C2
c1
, C la constante de Poincaré, c1 = inf
x∈Ω
t∈[0,tf ]
χe(x, t) et c2 = sup
x∈Ω
t∈[0,tf ]
χe(x, t).
(C, c1 et c2 sont les constantes définis dans la section 2.4).
Ceci montre que la distance entre T et Th est "contrôlée" par la distance entre T
et l’espace d’approximation Vh, et dépend des coefficients χe et τ (plus particulièrement
de leurs bornes supérieures et inférieures). La preuve de ce lemme découle du lemme de Céa [2].
On démontre aussi dans [40], [108], [2] que la solution approximée Th est bornée dans
L∞(0, T ;H10,{1}(Ω)) et ainsi dans L2(0, T ;H10,{1}(Ω)), alors que T˙h est bornée dans
L2(0, T ;H−1(Ω)).
En utilisant le principe de compacité [108], on peut démontrer que la solution approximée
Th converge faiblement vers la solution faible T dans L2(0, T ;H10,{1}(Ω)) et T˙h tend vers T˙
dans L2(0, T ;H−1(Ω)). Dans ce travail, on se limite à ces résultats, le fondement théorique
de la méthode de Galerkin est largement détaillé dans les livres traitant de l’approximation
des EDPs, (voir [121], [42], [40], [102],...). Toutefois, on note que, suivant la régularité des
données χe et S, on peut démontrer la convergence de la solution approximée vers la solution
réelle dans H1(0, T ;H10,{1}(Ω)) pour toute méthode de Galerkin.
Dès que la convergence sous la formulation de Galerkin de l’erreur d’approximation vers zéro
est établie, des techniques d’approximation peuvent être proposées.
2.6 Méthode de Galerkin Modale Continue (MGMC)
Dans cette méthode, les fonctions de base {wi}Ni=0 sont des fonctions de formes globales
et orthogonales sur tout le domaine Ω vérifiant les conditions aux limites données dans (2.4).
Ainsi on ne procède pas à la discrétisation spatiale de l’EDP mais on fixe la dimension N
de l’espace Vh. Ceci revient à décomposer la solution en modes propres classés dans le sens
décroissant et à choisir les N premiers modes les plus importants et les plus représentatifs des
propriétés de la solution. Par conséquent, cette décomposition modale aboutit à un modèle
réduit de dimension finie.
Les EDPs paraboliques présentent une caractéristique majeure qui est la différence
importante entre les modes rapides (transitoires) et ceux statiques (lents), ce qui rend la
méthode spectrale bien appropriée à la discrétisation de ce type d’EDPs. Une large collection
de travaux appliquant cette méthode est citée dans [74].
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Afin d’obtenir un modèle réduit et précis, les fonctions de base globales doivent être
bien choisies suivant le domaine et les conditions aux limites. Les plus généralement utilisées
sont les fonctions propres de l’opérateur spatial, les séries de Fourier et les polynômes
orthogonaux. Si l’opérateur de l’EDP est auto-adjoint il est possible de calculer ses fonctions
propres sinon il est presque impossible de le faire. Les deux dernières techniques nécessitent
aussi leurs adaptation aux conditions aux limites de l’EDP, ce qui la transforme en un
système algèbro-différentiel plus difficile à identifier qu’un système d’EDOs [74].
Deux techniques seront traitées dans cette section. En premier, on présente la méthode
de Faedo-Galerkin qui consiste à choisir comme fonctions de base, la base orthonormale de
l’espace Vh ∈ H10,{1}(Ω).
Comme les paramètres χe et S sont inconnus cette méthode est utilisée pour résoudre simul-
tanément le problème d’approximation de l’EDP (2.4) et le problème d’interpolation ou de
reconstruction des profils expérimentaux. En général, ces profils ne vérifient pas les conditions
aux limites et par conséquent, une telle base de projection n’est pas adaptée à ce problème.
C’est pourquoi on passe à une seconde approche qui consiste à utiliser la méthode de la dé-
composition orthogonale propre (POD-Galerkin) où les fonctions de base sont calculées en
minimisant la distance entre les mesures (le profil expérimental) et le sous-espace engendré
par ces fonctions de base.
2.6.1 La méthode de Faedo-Galerkin
Cette méthode peut être résumée ainsi (voir [108], [40]) :
1) On choisit une base {wi}∞i=0 orthonormale dans L2(Ω) et orthogonale dans H10,{1}(Ω)
respectant les conditions aux limites :
(wi(z), wj(z)) = δij ,
w
′
i(0) = wi(1) = 0, pour i = 0 ..., N,
où δij est la fonction de Kronecker (vaut 1 si i = j et 0 sinon).
2) Par troncature, on fixe N la dimension de la base {wi}Ni=0. L’espace d’approximation
de dimension finie VN est donné par :
VN = span{ω1, ω2, ..., ωN}
VN ⊂ VN+1 et ∪VN = H10,{1}(Ω).
Théorème 2.6.1. [108] Si Ω est un domaine Lipschitz et borné, il existe dans L2(Ω) une
base orthonormale {wi(z)}∞i=0 issue des fonctions propres de l’opérateur de Laplace muni des
même conditions aux limites que l’EDP (2.4).
Ce théorème propose une technique pour choisir la base de projection. Considérant l’EDP
(2.4) munie de ses conditions aux limites mixtes, la base de projection est définie par :
wi(z) =
√
2 cos
(
pi
2 (2 i+ 1)z
)
, i = 0, ..., N. (2.26)
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Ainsi, dans le système (2.25) la matrice M devient la matrice unitaire IN+1, et le système
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Figure 2.1 – Les 20 premières fonctions de base wi de la MGMC
d’état s’écrit : 
X˙(t) = −A(t)X(t) +B(t),
X(0) = 0.
(2.27)
où la matrice de dynamique A(t) := A1(t) +
1
τ
IN+1, et le vecteur d’état X(t) représente les
N + 1 premiers modes de la température T .
Les fonctions {wi}Ni=0 forment une base orthonormale de H10,{1} et peuvent être con-
sidérées comme des fonctions de Fourier modifiées [62]. Pour les EDPs périodiques,
l’approximation par des séries de Fourier assure une convergence exponentielle de l’erreur
d’approximation et une décroissance exponentielle des coefficients de la solution approximée
en fonction de la dimension de la base [22]. Ceci permet d’approximer la solution avec une
bonne précision même en utilisant un modèle d’ordre réduit.
Pour les EDPs apériodiques, comme ce qui est notre cas, les séries de Fourier ne vérifient pas
les conditions aux limites et on aboutit, après projection, à un système algébro-différentiel ;
c’est pourquoi on utilise des séries de Fourier modifiées mais la projection de la solution sur
ces séries conduit à une erreur d’approximation d’ordre O(N−2). Si de plus, l’opérateur de
l’EDP (2.4) est spatio-temporel, l’erreur d’approximation est d’ordre O(N−1).
Indépendamment du choix des fonctions de base, une estimation de l’erreur d’approximation
en utilisant la MGMC est donnée par [108], [102] :
‖T (t)− Th(t)‖L2(0,T ;H1(Ω)) ≈ O(N1−s),
en supposant que
T (0) ∈ Hs−1(Ω), T ∈ L2(0, T ;Hs(Ω)) et ∂T
∂t
∈ L2(0, T ;Hs−1(Ω)).
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Exemple de simulation
Étant donné que χe et S sont inconnus, dans cette partie, on propose d’étudier l’erreur de
projection par la méthode de Faedo-Galerkin en reconstruisant le profil expérimental donné
dans la fig. 2.2 (a). L’erreur relative globale est définie par :
∆N =

Nt∑
j=0
N∑
i=0
∣∣∣Texp(zi, tj)− TMGMC (zi, tj)∣∣∣2
Nt∑
j=0
N∑
i=0
∣∣∣Texp(zi, tj)∣∣∣2

1/2
(2.28)
où Texp est le profil expérimental et TMGMC est le profil reconstruit en utilisant la MGMC,
donné par la formule suivante :

TMGMC (z, t) =
N∑
i=0
xi(t)wi(z),
xi(t) =
∫ 1
0
Texp(z, t)wi(z), pour i = 0, ..., N.
(2.29)
Dans la fig. 2.2 (b), l’évolution de l’erreur ∆N en fonction de la dimension de la base de
projection N est présentée. On voit que l’erreur d’interpolation décroit rapidement en fonction
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Figure 2.2 – Reconstruction de Texp en utilisant la MGMC
de N et atteint le seuil de 10−4 autour de N = 100 ; à partir de cette valeur, augmenter
encore N ne réduit pas sensiblement ∆ mais augmente le temps de calcul. Ce comportement
est propre aux séries de Fourier appliquées aux systèmes apériodiques [50], [102].
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2.6.2 La méthode de décomposition orthogonale propre (POD-Galerkin)
Connue aussi sous le nom de la méthode de Karhunen-Loève [66] ou encore l’analyse
des composantes principales, la POD est une méthode statistique permettant l’extraction
des fonctions propres empiriques représentant le caractère dominant des mesures (données
expérimentales) [119], [15]. Elle est aujourd’hui présente dans des domaines aussi variés que
les Statistiques, le Traitement du signal, la Compression des données, le Génie chimique
et l’Océanographie. Les physiciens lui attribuent le nom de la méthode des Coordonnées
Collectives.
Supposons que Th solution de (2.20) appartient à l’espace de Sobolev H10,{1}(Ω). On
souhaite définir une base de cet espace adaptée au profil de Th, ce qui revient à dire qu’on
cherche à maximiser la moyenne de la projection de Th sur les fonctions de cette base wi.
Ainsi, ces fonctions de base {wi}Ni=0 sont orthogonales [98] et minimisent l’erreur quadratique
moyenne de projection suivante :〈
(T (z, .)− Th(z, .))2
〉
= 0, ∀t ∈ [0, tf ]. (2.30)
La solution du problème d’optimisation (2.30) se traduit par la résolution du problème de
vecteurs et de valeurs propres suivant :∫ 1
0
R(z, ζ)wi(ζ) dζ = λiwi(z),
où λi est la valeur propre correspondant au vecteur propre wi et R(z, ζ) est le tenseur
d’auto-corrélation spatiale, auto-adjoint et défini semi-positif. Pour plus de détails, voir par
exemple [57] et [15].
Une technique pratique pour obtenir la base POD est la méthode des clichés ou des
échantillons ("strobes" ou "snapshots" méthode) introduite par Lawrence Sirovich en 1987 [119]
pour réduire les calculs liés à la POD standard. En effet, dans cette méthode, au lieu de
résoudre le système sur une grille spatiale, on le résout sur l’ensemble des échantillons utilisés
pour construire le tenseur d’auto-corrélation temporelle. Dans la pratique, ce tenseur est
calculé comme une moyenne finie de kf échantillons.
La projection de l’EDP (2.4) en utilisant la formulation de Galerkin sur cette base permet de
transformer l’EDP en un système d’EDO d’ordre réduit.
Dans la technique de Sirovich, on calcule la forme discrète du tenseur d’auto-corrélation
temporel C dont les éléments sont notés Cmn, en utilisant l’expression suivante :
Cmn :=
1
kf
∫ 1
0
T (z, tm)T (z, tn) dz, pour m,n = 1, ..., kf , (2.31)
où kf est la dimension temporelle des mesures (le nombre d’échantillons).
Les vecteurs et les valeurs propres de C sont la solution de l’équation suivante :
C vi = λi vi, i = 0, ..., N, (2.32)
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avec vi = [vi1, ..., vikf ] et i désignant le i-ème mode.
Les modes de la POD sont donnés par :
wi(z) =
1
λi kf
kf∑
j=1
vij T (z, tj). (2.33)
Cette méthode des Snapshots a été largement utilisée dans les écoulements in-homogènes
(pour plus de références voir [98]). Les fonctions de base de la POD vérifient les conditions
aux limites du signal (profil mesuré de la température par exemple). Aussi, si ces fonctions
propres présentent une caractéristique donnée, on en déduit que le signal lui même possède
cette propriété et inversement [98].
S’agissant du nombre d’échantillons kf , on le choisit généralement kf >> N où N est le
nombre de modes propres [119]. Pour fixer ce nombre de modes soit on considère les N
premières fonctions propres non nulles (c’est la dimension du plus petit sous-espace linéaire
contenant la mesure) ou bien, suivant la proposition de Sirovich, on ne retient que les modes
dont la somme des énergies représente 90% de l’énergie totale du signal et que chacun des
modes négligés ne représente pas plus que 1% du mode principal [119], [98]. La dimension
linéaire est souvent supérieure à la dimension de Sirovich.
Les fonctions de base {wi}Ni=0 sont orthonormales dans L2(Ω) et par conséquent les coeffi-
cients temporels {xi(t)}Ni=0 définis dans (2.21) sont calculés par la projection orthogonale du
profil de T (z, t) sur l’espace engendré par les {wi}Ni=0 :
xi(t) =
∫ 1
0
T (z, t)wi(z)dz. (2.34)
Pour une EDP à paramètres connus, les fonctions wi définies dans (2.34) peuvent être
utilisées dans la formulation de Galerkin pour former un système d’état dont la forme est
similaire à celle donnée dans (2.27). Ainsi, on peut même comparer les coefficients temporels
{xi(t)}Ni=0 issus de (2.33) et ceux obtenus à partir de la résolution du système d’EDOs (2.27),
ce qui peut renseigner sur la précision de la méthode et sur la précision des paramètres utilisés.
Exemple de simulation
Dans la figure 2.3, on trace la variation de ∆N défini dans (2.28), mais en utilisant cette
fois-ci la POD pour calculer le profil reconstruit. D’après les fig. 2.2 et fig. 2.3, en utilisant
les bases empiriques générées par la POD, pour N fixé, la norme de l’erreur relative de
reconstruction est diminuée d’un facteur de 10 par rapport à celle obtenue en utilisant la
méthode de Faedo-Galerkin.
Les fonctions de base empiriques de ce profil Texp sont données dans la fig. 2.4.
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Figure 2.3 – Reconstruction de Texp en utilisant la POD
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Figure 2.4 – Les 20 premières fonctions de base empiriques de Texp en utilisant la POD
2.7 B-Splines-Galerkin FEM (BSG-FEM)
La méthode des éléments finis (FEM) est une méthode de construction de l’espace d’ap-
proximation Vh basée sur l’interpolation polynomiale par morceaux. Ainsi, les fonctions de
base sont locales. En premier, on choisit un maillage du domaine Ω = ]0, 1[, en lui définissant
une subdivision :
0 = z0 < z1 < z2 < ... < zN = 1.
Les zi sont appelés des nœuds. Si ces nœuds sont équidistants : zi+1−zi = h pour i = 0, ... N,
le maillage est dit uniforme. Sur ce maillage, on définit l’espace d’approximation Vh engendré
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par les fonctions de base locales {wi}Ni=0 :
Vh =
{
vh ∈ Ck(0, 1) : vh est de classe k sur chaque morceau [ zj , zj+1 ]
et v′h(0) = vh(1) = 0
}
.
Les polynômes continus par morceau (exemple : les polynômes de Lagrange, les polynômes
de Hermite,...) [17], les ondelettes [81] et les splines [113], [100], [56] sont en général les
techniques les plus utilisées pour générer les fonctions de base locales.
La méthode des FEM est connue par sa capacité de traiter les systèmes (EDPs) à géométrie
complexe grâce à l’application de fonctions de base locales, mais ce caractère local aboutit
généralement à des systèmes d’ODEs de grande dimension. Si pour un problème de contrôle,
la grande dimension du système peut être un inconvénient dans l’analyse de la stabilité et la
synthèse du contrôleur, dans l’identification/estimation des systèmes distribués la dimension
peut jouer en notre faveur. Plus la dimension de la variable d’état du système est grande, plus
l’approximation des paramètres de ce système est de meilleure précision. Dans le chapitre
suivant, ce point de vue sera détaillé.
Il est à noter que si on choisit les fonctions de Dirac comme fonctions de base, la méthode
des lignes (MOL) et la méthode des différences finies (FDM) peuvent être considérées comme
des cas particuliers de l’approche de la méthode des FEM. Cependant, des différences majeures
entre FDM et FEM existent, citons entre autres que :
• Dans la méthode des FDM, c’est l’EDP qu’on approxime alors que dans la méthode des
FEM on approxime la solution de l’EDP.
• La méthode des FEM peut facilement manipuler les systèmes à géométrie complexe
contrairement à la méthode des FDM.
• Il est vrai que pour une EDP à domaine régulier, la méthode des FDM est plus facile à
développer et implémenter que la méthode des FEM
• Les FEM fournissent des solutions approximées de meilleure précision que les FDM qui
se basent sur l’approximation de la solution uniquement aux nœuds du domaine et non
pas entre les nœuds.
2.7.1 Introduction aux fonctions B-splines cubiques standard
Pour l’étude de l’EDP de transport de la température des électrons dans le tokamak, on
a choisi d’exploiter comme fonctions de base les B-splines cubiques. Le mot "spline" désigne
une tige flexible qui sert à tracer des courbes lisses passant par les points données. En 1946,
Schoenberg a établi les fondements de la théorie des fonctions splines [112]. Des années plus
tard, De Boor a présenté les fonctions B-splines très utiles pour faire de l’interpolation. Grâce
à leur support compact et à leur régularité, les fonctions B-splines jouent un rôle important
en approximation et interpolation des fonctions.
Une spline polynomiale de degré m peut être définie comme une fonction B de R −→ R
telle que :
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• B est de classe m− 1 (B ∈ Cm−1),
• pour tout i = 0, ..., N , il existe un polynôme Bi de degré inférieur ou égal à m qui
coïncide avec B sur [zi, zi+1],
et dans l’espace des fonctions splines existent les fonctions B-splines. Ces splines conservent les
propriété des splines de Bézier [71] (non-négativité, maximum unique, symétrie dans certains
cas, partition de l’unité, définition récursive, régularité) et ajoutent une propriété supplémen-
taire majeure qui est le support local, ce qui lui donne plus de flexibilité par rapport à une
spline ordinaire [71]. Le support local implique que chaque fonction est différente de 0 sur
une portion de la subdivision de Ω et non sur le domaine en entier. Ces fonctions B− splines
forment aussi une base pour l’espace vectoriel des fonctions polynomiales par morceau d’une
classe donnée [56].
On note ces fonctions par : (Nmj )j∈Z. La définition la plus utile pour une implémentation de
ces fonctions est la formule de récurrence de Cox et Boor [31]. En premier, on fixe une sub-
division {zi}i∈Z du domaine Ω. La ième fonction de base B-splines de degré m en dimension
1D est donnée par :
Nmi (z) = λi,m(z)Nm−1i + (1− λi+1,m)Nm−1i+1 (z), (2.35)
où :
λi,m(z) =
z − zi
zi+m − zi pour tout j ∈ Z et pour tout i ≥ 1
La B-spline initiale de degré 0 est définie par :
N0i (z) =
{
1 pour z ∈ [zi, zi+1[
0 sinon.
Ces fonctions vérifient les propriétés suivantes pour tout i ∈ Z :
• la B-spline Nmi est de degré m,
• le support de Nmi est l’intervalle [zi, zi+m+1]
• la B-spline Nmi est positive sur l’intérieur de son support, nulle au bord,
• la base de B-splines de degré m est normalisée au sens de :∑
i∈Z
Nmi (z) = 1, pour z ∈ Ω. (2.36)
• Toute spline f ∈ Cm−1(Ω) se décompose sur la base de B-splines .i.e. il existe une suite
de réels (αi)i∈Z linéairement indépendants tel que :
f(z) =
∑
i∈Z
αiN
m
i (z), (2.37)
• Si la base de B-splines de degré m est de dimension p, le nombre de nœuds dans la
subdivision du domaine Ω est égal à m+ p+ 1.
La compacité des supports des fonctions B-splines conduit à des matrices en bandes très
pratiques pour le calcul des systèmes d’équations résultant des problèmes d’interpolation et
d’approximation.
Suivant la régularité imposée sur la solution, on fixe le degré des fonctions B-splines. En
pratique, les B-splines cubiques sont largement utilisées vu qu’un nombre important des
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phénomènes physiques font intervenir au plus le laplacien comme opérateur de dérivée, ainsi
m = 3.
Pour une subdivision uniforme du domaine Ω, les B-splines sont dites uniformes et elles
s’obtiennent par translation :
Nmi (z) = Nm0 (z − zi) pour tout z ∈ Ω et pour tout i ∈ Z. (2.38)
Lorsqu’on attribue aux nœuds des valeurs entières : zi = i pour i ∈ Z, on parle de B-splines
cardinales notées (Bmi )i∈Z. La relation entre une B-spline uniforme de pas h et une B-spline
cardinale est définie par :
Nmi (z) = Bm0 (
z − zi
h
), pour tout z ∈ Ω et pour tout i ∈ Z. (2.39)
La fonction B-spline cubique standard à support [0, 4]
L’ordre de régularité maximal qu’on puisse imposer à la solution de notre EDP (2.4)
est égale à 2 ; ainsi on utilise exclusivement les fonctions B-splines cubiques uniformes. Ces
fonctions peuvent être définies à partir de la fonction B-spline cubique cardinale qu’on note
B30(z) de support [0, 4]. Dans le tableau ci-dessous, on présente B30(z) et sa première dérivée
B3
′
0 (z).
Si on définit sur le domaine Ω une subdivision de dimension n+ 1, l’ensemble des fonctions
B30(z) B3
′
0 (z)
0 ≤ z < 1 z3/6 z2/2
1 ≤ z < 2 (−3 z3 + 12 z2 − 12 z + 4)/6 (−3 z2 + 8 z − 4)/2
2 ≤ z < 3 (3 z3 − 24 z2 + 60 z − 44)/6 (3 z2 − 16 z + 20)/2
3 ≤ z < 4 (4− z)3/6 −(4− z)2/2
z < 0, z ≥ 4 0 0
Table 2.1 – La fonction B-spline cubique standard B30 et sa première dérivée B3
′
0 (z)
B-splines cubiques standard forme une base de dimension n+ 3 donnée par :
B = {B−1, B0, B1, ... Bn, Bn+1}. (2.40)
Cette base engendre l’espace Π3(Ω) des fonctions f ∈ C2(Ω) qui se réduisent à un polynôme
d’ordre trois sur chaque intervalle [zi, zi+1], i = 0, ... , n [100] où pour i = −1, ..., n+1, chaque
Bi est de support [zi−2, zi+2[ et se définit à partir de la B-spline cubique cardinale B30 par :
Bi(z) = B30
(
z − zi− 2
h
)
, i = −1, ... n+ 1.
2.7.2 Approximation de Galerkin par les B-splines cubiques
Soit Ω =]a, b[ subdivisé en n nœuds réguliers de pas h = (b− a)/n, (n > 0).
Les nœuds sont définis par : zi = a+ ih, i = 0, ..., n avec z0 := a et zn := b.
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En utilisant la méthode des FEM avec les B-splines cubiques comme fonctions de base, la
solution approximation de la forme variationnelle (2.20) est de classe H2. Dans la formulation
de Galerkin, les fonctions de base doivent satisfaire les conditions aux limites ; par conséquent,
l’espace d’approximation Vh doit être un sous-espace de H20,{1}(Ω). Il est défini par :
Vh =
{
vh ∈ H20,{1}(Ω) : vh|[zi,zi+1[ ∈ P3(Ω) et v
′
h(0) = vh(1) = 0
}
, (2.41)
où P3 est l’espace de polynômes de degré égal à 3 engendré par B la base des fonctions
B-splines cubiques standard et uniformes définie dans (2.40) [100], [124]. Pour que cette
base vérifie les conditions aux limites, certaines de ses fonctions doivent être modifiées, en
particulier on définit la base {ωi(z)}ni=0 :
ωi(z) =

B0(z) pour i = 0
B−1(z) +B1(z) pour i = 1
Bi(z), pour i = 2, ..., n− 2
Bn−1(z)−Bn+1(z) pour i = n− 1
Bn(z)− 4Bn+1(z) pour i = n,
(2.42)
et cette base engendre l’espace Vh.
La solution variationnelle (2.21) s’écrit :
Th(z, t) =
n∑
k=0
xk(t)ωk(z) (2.43)
Ainsi l’EDP est transformée en un système d’EDOs donné dans (2.25) où les matrices M et
A définies dans (2.25) ont une structure creuse car :∫ 1
0
ωi(z) ωj(z)dz = 0, i = 0, ..., n, j ≤ i− 4, ou j ≥ 0.
2.7.3 Estimation de l’erreur d’approximation
Dans cette partie, on présente quelques résultats concernant l’estimation de l’erreur d’ap-
proximation en utilisant la méthode des B-splines G-FEM.
Soit l’opérateur d’interpolation Ih :
Ih : H20,{1}(Ω) −→ Vh (2.44)
v 7−→ Ihv
où l’espace Vh est défini dans (2.41). La fonction Ihv est l’unique spline cubique satisfaisant
les conditions d’interpolation suivantes :
i) Ihv(zi) = v(zi), pour i = 0, ..., N − 1.
ii) (Ihv)′(zN ) = v′(zN ).
Les conditions de régularité (i.e. Ihv ∈ C2(Ω)) sont préalablement vérifiées par le choix de
l’ordre de la spline. La fonction d’approximation Ihv s’écrit :
Ihv(z) =
N∑
i=0
αi ωi(z), ∀z ∈ Ω.
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Les poids relatifs d’interpolation αi, (i = 0, ..., N) sont calculés à partir de la résolution du
système linéaire ci-dessous issu des conditions d’interpolation i) et ii) :
B0(z0) · · · · · · BN (z0)
B0(z1) · · · · · · BN (z1)
... . . . . . .
...
B0(zN−1) · · · · · · BN (zN−1)
B
′
0(zN ) · · · · · · B
′
N (zN )


α0
α1
...
αN−1
αN
 =

u(z0)
u(z1)
...
u(zN−1)
u
′(zN )
 (2.45)
Les fonctions B-splines cubiques sont compactes et par conséquent, la matrice du système
linéaire (2.45) est une matrice de dominance tridiagonale sauf la dernière ligne, de rang plein
et inversible.
Proposition. [114] Soit u ∈ H2 alors :
‖u′′ − (Ihu)′′‖0 ≤ ‖u′′‖0
‖u′ − (Ihu)′‖0 ≤ 2h
pi
‖u′′‖0
‖u− (Ihu)‖0 ≤ 2h
2
pi2
‖u′′‖0
D’après [102], [40], une estimation de l’erreur d’approximation de l’EDP (2.4) peut être
donnée par la proposition suivante :
Proposition. Pour tout t ∈ [0, tf ], S ∈ L2(0, tf ; L2(Ω)), u0 ∈ H10,{1}, χe ∈ L2(0, tf ; C1(Ω))
la solution u de (2.16) et son approximation uh définie dans (2.43) vérifient :
‖u(t)− uh(t)‖20 + α
∫ t
0
‖u(τ)− uh(τ)‖21 dτ 6
‖u(0)− uh(0)‖20 + Cα, γ h2
(
‖uh(0)‖21 + ‖u(0)‖21 +
∫ 1
0
‖S(τ)(0)‖20dτ
)
où Cα, γ > 0 est une constante indépendante du pas de discrétisation h, α := c1 et γ :=
(c2+1/τ) sont respectivement la constante de coercivité et de continuité de la forme bilinéaire
b (2.14) associées au problème.
Exemple de simulation
Dans fig. 2.6 on présente l’évolution de l’erreur d’interpolation relative (en %) en fonction
du temps. On voit bien que pour ce problème de reconstruction d’un profil bien défini
de Texp, la méthode des B-splines FEM fournit une très bonne approximation avec une
erreur de l’ordre de 10−12. L’intervalle spatial Ω est subdivisé en utilisant un pas de dis-
crétisation h = 0.05, ainsi N = 21. Le calcul de ∆N donné dans (2.28) est de l’ordre de 10−16.
Dans la fig. 2.6, on compare les trois méthodes que nous avons utilisées : la méthode de
Faedo-Galerkin, la POD et la B-splines-Galerkin FEM, pour une base de dimension N = 21
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Figure 2.5 – Reconstruction de Texp en utilisant la BSG-FEM
(c’est le degré maximal qu’on peut fixer en utilisant les fonctions B-splines). On constate que la
méthode des B-splines cubiques fournit une meilleure solution au problème d’interpolation et
d’approximation de la solution de l’EDP (2.4). Ces erreurs relatives sont calculées en utilisant
la formule standard :
EPR = Texp(z, t)− Trec(z, t)
Texp(z, t)
, z ∈ [0, 0.8]
où Trec est le profil reconstruit de Texp en utilisant l’une des trois méthodes présentées.
2.8 Conclusion
Ce chapitre a été consacré à la modélisation et à la réduction de l’équation de la
température des électrons dans les plasmas de tokamaks. Ce phénomène est décrit par une
EDP parabolique linéaire non-homogène avec des conditions aux limites mixtes.
En premier, les conditions pour que le modèle soit bien posé et donc vérifie les propriétés
de Hadamard ont été établies. Ces conditions définissent les espaces des paramètres χe, τ et
du terme source S pour lesquels le problème direct admet une solution unique d’une classe
donnée (solution faible ou forte).
Dans ce travail, nous nous intéressons à la solution faible du problème car elle impose
moins de contraintes sur la régularité de cette solution et celles des paramètres χe, τ et S,
ce qui est conforme à la nature physique du problème. Pour retrouver cette solution faible,
nous avons utilisé la formulation variationnelle qui est l’outil le plus standard en analyse
fonctionnelle.
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Figure 2.6 – Comparaison des erreurs d’approximation par la méthode de Faedo-Galerkin
(a), la POD (b) et les B-splines FEM (c)
En se basant sur la formulation variationnelle du problème la méthode de Galerkin a été
choisie pour développer des méthodes numériques d’approximation. Il s’agit des méthodes
de Faedo-Galerkin, de la POD et de la BSG-FEM. Chaque technique a ses avantages et ses
inconvénients. Pour la méthode de Faedo-Galerkin, en choisissant des fonctions de bases
globales on réduit la dimension du système d’EDOs obtenu mais le choix de ces fonctions
n’est pas facile car on manipule un opérateur spatio-temporel à coefficients inconnus.
Si la POD et la BSG-FEM fournissent de bonnes approximations, elles aboutissent aussi à
des systèmes de dimensions importantes. Toutefois, comme l’objectif final de la discrétisation
de l’EDP est l’identification des paramètres inconnus, la grande dimension du système obtenu
n’est pas un problème majeur.
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La comparaison en simulation entre ces trois méthodes montre que la BSG-FEM est la
plus appropriée à notre problème.
Dans les chapitres qui suivent, l’estimation simultanée du coefficient de diffusion χe et du
terme source S sera abordée aussi bien en dimension finie qu’en dimension infinie.
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Ce chapitre traite de l’estimation en dimension finie du coefficient de diffusion χe et
du terme source S. Dans le chapitre précédent, des méthodes de discrétisation des EDPs
ont été proposées. Ces méthodes s’adressent au problème direct et permettent, à partir des
données (χe, τ , S, les conditions aux limites et la condition initiale), de transformer l’EDP
en un système d’ODEs. Dans ce chapitre c’est le chemin inverse que nous devons parcourir.
Cependant, ces méthodes de discrétisation continueront de jouer un rôle important dans la
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résolution du problème inverse.
Etant donné les mesures de la température distribuées dans l’espace, l’objectif est
d’identifier les paramètres inconnus. Plusieurs stratégies existent pour aborder ce problème.
Ces stratégies peuvent être classifiées suivant la complexité du modèle et les techniques
qu’elles font intervenir (voir [111] pour plus de détails). La méthode la plus simple est la
méthode de "krigeage" connue aussi sous le nom de régression du processus gaussien [90], [103]
et consiste à assimiler le phénomène physique à un processus gaussien. En conditionnant les
mesures dans la phase d’apprentissage, une signature statistique en terme de variogramme
(moyenne et variance) est calculée permettant ainsi de développer une fonction de prédiction
au phénomène étudié. Le caractère local de cette méthode permet difficilement de prendre
en compte la distribution spatiale et la dynamique du système. Aussi, comme le modèle de
prédiction est un modèle non paramétrique, il est difficile de lui incorporer toute connaissance
a priori. Ceci conduit généralement à des modèles simples mais peu précis. Une approche
mieux adaptée où des informations a priori sur le système peuvent être prises en compte,
est la méthode de l’Entropie Bayésienne Maximale (BME) [23], [36]. La première étape de
cette méthode fait intervenir la représentation générale du système (lois physiques, fonction
de densité de probabilité, ...) afin de dériver la fonction de distribution a priori. Dans
une deuxième étape, des informations plus spécifiques sont considérées dans le processus
dans le but d’améliorer la fonction de distribution. Toutefois, pour un système distribué,
spatio-temporel, une transformation spatiale pour chaque point de discrétisation est néces-
saire. Ainsi, pour chaque point du domaine de la solution, l’EDP est transformée en une EDO.
Une troisième approche, plus généralement utilisée, plus précise mais plus compliquée
pour l’interpolation et l’estimation des systèmes distribués est basée sur les équations
différentielles partielles stochastiques (EDPS). Dans cette approche le caractère distribué
des paramètres et de l’état est pris en considération, soit en utilisant des méthodes directes
basées sur des techniques d’optimisation (chapitre suivant), soit en transformant l’EDPS en
un systèmes d’équations différentielles ou algébriques. La conversion de l’EDP en un système
de dimension finie implique une hypothèse de bornitude sur ses variations spatio-temporelles
pour que la description probabilistique puisse être valable. Dans le cas contraire, des
techniques plus avancées comme les calculs d’Itô peuvent être utilisées. Un état de l’art
sur les différentes techniques utilisées en dimension finie est présenté dans [74] (chapitre2,
section 2.3). Ces techniques interviennent dans divers domaines de la Science et sont dédiées
principalement au problème d’estimation des paramètres distribués à entrées connues.
Concernant l’estimation des paramètres de transport dans les plasmas de tokamaks,
peu de travaux sont consacrés à ce problème. Dans [128], l’estimation des paramètres du
coefficient de diffusion a été considérée. Le transport est décrit par un système de deux EDPs
paraboliques non-linéaires et couplées modélisant la température T et la densité du courant
du plasma j. En utilisant une loi générale décrivant le coefficient de diffusion en fonction
de ces deux grandeurs (T et j), le problème est d’identifier les paramètres de cette loi. La
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minimisation de l’erreur en sortie en utilisant la méthode des moindres carrés a été proposée.
La question majeure était d’étudier l’identifiabilité du problème et non pas sa résolution
numérique. Dans [130], le coefficient de diffusion a été estimé en dimension finie à entrées
connues, en utilisant la méthode des différences finies explicites pour discrétiser l’EDP de
transport. Un filtre de Kalman étendu a été appliqué sur le système discret afin d’estimer
le coefficient de diffusion supposé spatialement variable constant par morceaux. Dans [110],
c’est le problème d’estimation des coefficients de convection et de diffusion à entrées connues
qui a été abordé. En adoptant l’approche matricielle algébrique, la reconstruction des profils
devient indépendante de toute connaissance a priori toutefois, elle reste sensible aux bruits
de mesures et à l’inversion de l’opérateur matriciel.
Dans ce chapitre, la reconstruction de l’état (la température) et des paramètres (χe et S)
est traitée en dimension finie (deuxième technique de la troisième approche). La conversion du
problème d’optimisation de le dimension infinie vers la dimension finie est d’abord introduite
en se basant sur les travaux de Banks ( [12], [11], [7], [8], [9], [6]). Une fois le problème
formulé en dimension finie, c’est à la question d’identifiabilité simultanée des paramètres
et de l’entrée qu’il faut répondre, afin d’exploiter les méthodes d’estimation/identification
des paramètres et des entrées inconnus. Deux techniques déjà développées dans [95] seront
considérées dans ce chapitre. Pour attester des performances des techniques employées, des
résultats de simulations sur des données simulées et expérimentales viendront clôturer ce
chapitre.
3.1 Formulation du problème inverse en dimension finie
L’estimation des paramètres appartient à la classe des problèmes inverses. À partir de la
mesure y et du modèle y = f(θ), l’objectif est d’inverser cette loi pour accéder indirectement
à la variable d’intérêt θ (θ = f−1(y)).
Dans cette section, nous commençons par présenter le problème d’estimation du coeffi-
cient de diffusion χe(z, t) et du terme source (l’entrée) S(z, t) dans sa formulation générale
en dimension infinie. L’objectif de ce chapitre étant d’appliquer des techniques d’estima-
tion/identification de dimension finie, l’approximation du problème en dimension infinie et
sa convergence seront traitées par la suite. Cette section s’inspire des travaux de Banks et
principalement de [9] relatif aux problèmes inverses à paramètres distribués et temps-variants.
Ceci exclut la théorie des C0−semigroupes et fait intervenir d’autres outils de l’analyse fonc-
tionnelle (les détails sont dans [8]). Dans cette section nous allons adapter les résultats de ces
travaux à notre type d’EDP.
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3.1.1 Convergence du problème d’estimation en dimension finie
Nous rappelons d’abord la formulation variationnelle du problème direct (l’EDP de trans-
port) établie dans le chapitre précédent :
(T˙ (t), v) + b (T, v;χe) = L(v;S); ∀v ∈ H10,{1}(Ω)
T (0) = T (z, 0) = 0
(3.1)
La forme bilinéaire b et la forme linéaire L sont données par :
b (T, v;χe) =
∫ 1
0
χe(z, t)
∂T
∂z
dv
dz
dz + 1
τ
∫ 1
0
T (z, t)v(z)dz,
L (v;S) =
∫ 1
0
S(z, t) v(z) dz,
(3.2)
où la dépendance temporelle des formes b et L est due à la variation temporelle de χe et S
(respectivement).
Nous avons démontré dans le chapitre précédent, que si χe ∈ Xe, τ ∈ R∗+ et S ∈ L2(0, tf ,Ω)
alors la forme bilinéaire b est continue et coercive, et la forme linéaire L est continue. Ceci
permet de garantir l’existence d’une solution au problème inverse [8].
Nous supposons que des observations distribuées notées par Texp(z, ti), i = 0, ..., tf sont
disponibles. En réalité, il s’agit de mesures échantillonnées aussi bien dans le temps que dans
l’espace, assimilables par interpolation à une distribution continue (les périodes d’échantillon-
nage sont suffisamment faibles par rapport à la dynamique de la température T ). Comme dans
toute expérimentation, ces mesures sont contaminées par un bruit de statistiques inconnues
mais qu’on suppose blanc et gaussien. Le fait de considérer des mesures spatialement continues
(ou discrètes) ne modifie pas la nature du problème d’estimation. Dans la phase implémen-
tation ou programmation numérique de la méthode d’identification adoptée, la discrétisation
spatio-temporelle devient inévitable et il suffit d’un bon choix de la période d’échantillonnage
pour reconstruire le profil continu.
Ainsi, notre problème d’identification peut se formuler comme un problème d’optimisation
ou plus précisément de minimisation du critère de moindres carrés de l’erreur de sortie entre
la solution T de l’équation différentielle partielle (ou sa formulation variationnelle (3.1)) qui
dépend des paramètres inconnus (χe et S) et les mesures Texp. Ce critère s’écrit :
min
q∈Q˜
J(q) =
Nt∑
i=0
∫ 1
0
(Texp(ti, z)− T (ti, z; q))2 dz,
T (ti; q) solution de (3.1).
(3.3)
où q(z, t) = [χe(z, t), S(z, t)] est le vecteur des paramètres inconnus appartenant à l’ensemble
des paramètres admissibles Q˜ ⊂ Q = Xe × L2(0, tf ; Ω). Dans le choix de l’ensemble des
paramètres admissibles, des contraintes de bornitude (valeurs supérieures et/ou inférieures
des paramètres et/ou de leurs dérivées) et de classes (L2(Ω) ou C1(Ω)) peuvent être prises
en considération.
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Ce problème d’optimisation sous contraintes fait intervenir un espace d’état
L2(0, tf ; H10,{1}(Ω)) et un espace des paramètres Q˜ de dimension infinie. Afin de développer
des méthodes réduites, l’approximation de Galerkin dans le contexte de la formulation
variationnelle sera utilisée.
Soit HN , N = 1, 2, ... et Qnp np = 1, 2, ... deux suites d’espaces de dimension finie, sous-
espaces de l’espace d’état H10,{1} et de l’espace des paramètres Q˜ (respectivement). Soit PN
l’opérateur projection de H10,{1} dans HN , l’approximation du critère de l’erreur en sortie
défini dans (3.3) s’écrit :
min
qnp∈Qnp
JN (qnp) =
Nt∑
i=0
∫ 1
0
(Texp(ti)− TN (ti; qnp))2dz, (3.4)
où TN (t, qnp) ∈ HN est la solution du problème approximé en dimension finie de (3.1) donné
par : 
( ˙TN , v) + b(TN , v;χre) = L(v;Sd); ∀v ∈ HN (Ω),
TN (0) = 0.
(3.5)
où qnp = [χre, Sd] est l’approximé en dimension finie du vecteur des paramètres inconnus q
(np = r + d).
Pour alléger l’écriture, notons H10,{1} par H, sa norme par | . |H et par < . > son produit
interne.
Il est important de démontrer quelles caractéristiques doivent vérifier l’espace H et par con-
séquent HN (HN ⊂ H) et les formes b et L afin d’assurer la convergence de la solution
TN (t, qnp) du problème approximé (3.5) vers T (t; q) solution du problème variationnel initial
(3.1).
Proposition. Supposons que la forme bilinéaire b est continue, symétrique et coercive et la
forme linéaire L continue. Supposons que :
∀ψ ∈ H : |ψ − PNψ|H → 0 quand N →∞. (3.6)
Supposons que les formes b et L vérifient :
∀ T, v ∈ H : |b(T, v;χe)− b(T, v;χ∗e)| ≤ γ1|χe − χ∗e|Q |T |H |v|H , (3.7)
∀ v ∈ H : |L(v;S)− L(v;S∗)| ≤ γ2 |S − S∗|Q |v|H . (3.8)
Soit qnp arbitraire dans Q tel que : limnp→∞ qnp = q, (q ∈ Q).
Alors :
T
N→∞
np→∞
N (t; qnp)→ T (t; q)
Démonstration.
On a ∀T ∈ H, TN ∈ HN alors :
|TN (t; qnp)− T (t; q)|H ≤ |TN (t; qnp)− PNT (t; q)|H + |PNT (t; q)− T (t; q)|H
40
Chapitre 3. Estimation simultanée en dimension finie du coefficient de diffusion
et du terme source
or d’après (3.6) : |PNT (t; q)− T (t; q)|H →
N→∞
0 et donc si :
|TN (t; qnp)− PNT (t; q)|H →
N→∞
0 (3.9)
alors :
|TN (t; qnp)− T (t; q)|H →
N→∞
0
Nous allons nous intéresser à la démonstration de (3.9).
Notons :
TN := TN (t; qnp), T := T (t; q),
∆N := TN − PNT, ∆˙N := T˙N − d
dt
PNT = T˙N − PN T˙ .
À partir des équations (3.1) et (3.5), nous avons :
< ∆˙N , ψ > = < T˙N − T˙ + T˙ − PN T˙ , ψ >
= < T˙ − PN T˙ , ψ > +L(ψ;Sd)
−b(TN , ψ;χre)− L(ψ;S) + b(T, ψ;χe)
(3.10)
D’un autre côté :
b(TN , ψ;χre) = b(∆N , ψ;χre)− b(T − PNT, ψ;χre) + b(T, ψ;χre), (3.11)
et donc (3.10) devient :
< ∆˙N , ψ > +b(∆N , ψ;χre) = < T˙ − PN T˙ , ψ > +L(ψ;Sd)− L(ψ;S)
+b(T, ψ;χe)− b(T, ψ;χre)
+b(T − PNT, ψ;χre)
(3.12)
L’égalité (3.12) est vérifiée pour tout ψ dansH (ouHN ) et donc elle l’est pour le cas particulier
ψ = ∆N , on sait aussi que < ∆˙N ,∆N >= 12
d
dt
|∆N |2H .
Ainsi (3.12) devient :
1
2
d
dt
|∆N |2H + b(∆N ,∆N ;χre) = < T˙ − PN T˙ ,∆N >
+L(∆N ;Sd − S) + b(T,∆N ;χe − χre)
+b(T − PNT,∆N ;χre).
(3.13)
Comme b est coercive, alors :
b(∆N ,∆N ;χre) ≥ c2 |∆N |2H
et d’après (3.7) et (3.8) et en utilisant l’inégalité suivante (de l’inégalité de Young) :
|b(T,∆N ;χe − χre)| ≤
γ2
4 |χe − χ
r
e|Q |T |H + |∆N |H ,
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on obtient :
1
2
d
dt
|∆N |2H + c2 |∆N |2H ≤
1
2
d
dt
|∆N |2H + b(∆N ,∆N ;χre)
≤ γ
2
4 |χe − χ
r
e|Q |T |H + |∆N |H
+ < T˙ − PN T˙ ,∆N > +c1|T − PNT |H |∆N |H
(3.14)
Notons que les constantes c1 et c2 définissant les bornes inférieure et supérieure de χe
(suivant la norme | . |Q) sont uniformes (indépendantes de t).
Lorsque : N → ∞ : T − PNT → 0 et pour np → ∞ (r → ∞ et d → ∞) : Sd → S
et χre → χe ; ainsi pour np, N →∞, le deuxième membre de l’inégalité (3.14) tend vers 0 et :
0 ≤ 12
d
dt
|∆N |2H + (c2 − ) |∆N |2H ≤ 0 pour N, np →∞ (3.15)
Par conséquent : ∆N → 0 dans L2(0, tf ;H) pour N, np → ∞, et TN (t; qnp) → T (t; q) dans
L2(0, tf ;H).
Après avoir prouvé la convergence du problème approximé (3.5) vers (3.1), il reste à démontrer
sous quelles conditions la solution du problème approximé (3.4)-(3.5) converge vers la solution
du problème initial de dimension infinie (3.3)-(3.1). La proposition ci-dessous élucide ce point.
Proposition. Soient Q, Qnp deux espaces compacts munis d’une norme notée | . |Q. Soit inp
une fonction de Q dans Qnp telle que :
inp : Q −→ Qnp
q 7−→ inp(q), (3.16)
et supposons que inp(q)→ q quand np →∞ uniformément dans Q.
Si {qr}r∈N∗ est une suite solution de (3.4)-(3.5), qr → q¯ (r →∞) et que TN (t; qr)→ T (t; q)
alors : q¯ est solution de (3.3)-(3.1).
Démonstration. Soit {qr}r∈N∗ une suite solution du problème d’optimisation (3.4)-(3.5). Soit
{qˆk}k∈N∗ une suite dans Q et inp(qˆk) = q.
Comme Q et Qnp sont deux espaces compacts, on peut toujours extraire de {qr} et de {qˆk}
deux sous-suites telles que : limr→∞ qr = q¯ et limk→∞ qˆk = q.
Étant donné que {qr} est la solution optimale de (3.4)-(3.5), on peut écrire :
JN (qr) ≤ JN (inp(qˆk))
Quand : N →∞ et r →∞ : TN (t; qr)→ T (t; q) (d’après la proposition suivante) et donc :
JN (qr)→ J(q¯)
JN (inp(qˆk))→ J(q),
par conséquent :
J(q¯) ≤ J(q)
et donc q¯ est solution de (3.3)-(3.1).
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La clé de la démonstration ci-dessus est la compacité de l’espace des paramètres Q (et donc
du sous-espace Qnp). Cette condition joue un rôle important aussi bien sur le plan théorique
que sur le plan pratique (algorithmique) [9]. L’hypothèse de compacité des espaces permet
aussi d’assurer la stabilité de la solution en impliquant la continuité de la relation entre
l’espace des données et cette solution. Dans [7], les auteurs ont démontré le rôle "numérique"
(algorithmique) de la compacité pour un problème d’EDO et dont les résultats peuvent être
directement interpolés vers un problème d’EDP. Dans [10], grâce à la compacité des espaces
des paramètres, la convergence a été prouvée en utilisant des splines cubiques et linéaires
pour l’approximation de l’état ou des paramètres.
Pratiquement, la compacité peut être interprétée par l’imposition de contraintes sur les
variations des paramètres. En général, on a besoin de bornes supérieures et inférieures sur les
valeurs des paramètres (conditions admissibles en considérant la physique des paramètres) et
aussi d’une borne supérieure sur leurs dérivées.
Dans certains travaux comme [69], [135], la compacité est prise en compte en considérant
la méthode de régularisation de T ikhonov. Toutefois dans [7], pour le cas étudié, il a été
démontré que la méthode d’optimisation sous contraintes et plus performante que la méthode
de régularisation de T ikhonov en imposant que N (la dimension de l’espace d’état) soit
largement supérieur à np (la dimension de l’espace des paramètres).
3.1.2 Construction du système d’estimation approximé
Dans le chapitre précédent, trois méthodes de discrétisation d’une EDP parabolique
linéaire sous la formulation de Galerkin ont été proposées. Les simulations ont montré que
la méthode des B-splines cubiques est la plus efficace en terme de reconstruction du profil
expérimental. C’est pourquoi dans ce qui suit, nous allons nous baser sur cette technique
pour approximer aussi bien l’état T que les paramètres χe et S. Toutefois, il est nécessaire
de préciser qu’en théorie, toute méthode d’approximation faisant intervenir des espaces (de
paramètres et d’état) respectant les conditions établies dans la sous-section 3.1.1 est valable.
La projection des paramètres sur leur espace d’approximation Qnp donne les expressions
suivantes :
χre(z, t) =
r∑
k=1
λk(t) pik(z) = θT (t) P (z), (3.17)
avec : 
θT (t) = [λ1(t), λ2(t), ..., λr(t)] , θ ∈ Rr
P (z) = [pi1(z), pi2(z), ..., pir(z)]T
et de même pour le terme source S :
Sd(z, t) =
d∑
k=1
ζk(t) pik(z) = B(z) β(t). (3.18)
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où : 
β(t) = [ζ1(t), ζ2(t), ..., ζd(t)]T , β ∈ Rd
B(z) = [pi1(z), pi2(z), ..., pid(z)]
Les fonctions pii(z) désignent les fonctions B-splines cubiques standard définies dans le
chapitre précédent (noté Bi(z)). Rappelons que pour une partition {zi}ni=0 de Ω de pas
∆z = 1/n, pii(z) est le polynôme de degré 3 de support compact ]zi−2, zi+2[, qui vaut 4 avec
une pente nulle à z = zi, 3 avec une pente de 3/∆z à z = zi−1 et 3 avec une pente de −3/∆z
à z = zi+1. Ces fonctions pii fournissent des approximations précises et suffisamment lisses
de classe C2(Ω). Notons que d’après la preuve précédente de convergence du problème de
dimension fini au problème initial (de dimension infinie), les dimensions r et d de χre et Sd
(respectivement) peuvent être différentes.
Concernant l’approximation des paramètres, plusieurs méthodes de projection existent
en utilisant entre autres les séries de Fourier ou les polynômes orthogonaux. Le choix
de la méthode repose sur les caractéristiques numériques (facilité de calcul, la mémoire
nécessaire pour le stockage des variables et le conditionnement des matrices qui résultent de
l’approximation) du système discrétisé global.
En combinant les formules d’approximation de χre et de Sd avec le système issu de la
semi-discrétisation de l’EDP donné par la formule (2.4) du chapitre précédent, on obtient le
système d’EDO suivant :

X˙(t) =
(
M−1A1(θT (t))− 1
τ
In+1
)
X(t) +M−1Dβ(t)
X(0) = 0,
y(t) = X(t),
(3.19)
rappelons que : X(t) = [x0(t), x2(t), ..., xn(t)]T (X ∈ Rn+1), est le vecteur d’état, M ∈
Rn+1×n+1 est la matrice de rigidité, non-singulière (par définition), symétrique et à dom-
inance diagonale (voir le chapitre précédent) :
M =

∫ 1
0
ω
2
0 (z)dz ...
∫ 1
0
ω0(z) ωn(z)dz
...
. . .
...∫ 1
0
ω0(z) ωn(z)dz ...
∫ 1
0
ω
2
n(z)dz

avec : ∫ 1
0
ωi(z) ωj(z)dz = 0, i = 0, ..., n, j ≤ i− 4, ou j ≥ 0.
En prenant en compte (3.17), la matrice de dynamiques (connue aussi sous le nom de
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matrice d′amortissement) A1(t) ∈ R(n+1)×(n+1) a la nouvelle forme suivante :
A1(θT (t)) = −θT (t) ⊗

∫ 1
0
P (z)ω′ 20 (z)dz · · ·
∫ 1
0
P (z)ω′0(z)ω′n(z)dz
... . . .
...∫ 1
0
P (z)ω′0(z) ω′n(z)dz · · ·
∫ 1
0
P (z)ω′ 2n (z)dz

La nouvelle matrice D ∈ R(n+1)×d issue de l’approximation du terme source s’écrit :
D =

∫ 1
0
ω1(z)pi1(z) dz · · ·
∫ 1
0
ω1(z)pid(z) dz
... . . .
...∫ 1
0
ωn(z)pi1(z) dz · · ·
∫ 1
0
ωn(z)pid(z) dz
 (3.20)
Le problème d’estimation en dimension finie peut maintenant être formulé : étant donné
le modèle reliant la sortie y aux paramètres θ et β, et le profil expérimental discrétisé Texp,
l’objectif est d’estimer simultanément θ et β et par conséquent, χre et l’entrée Sd. Le processus
d’estimation en dimension finie peut être illustré par le schéma fig. 3.1. Avant de proposer ou
Figure 3.1 – Étapes d’estimation et de reconstruction des paramètres distribués en dimension
finie
d’exploiter une méthode d’estimation/identification il est important d’étudier l’identifiabilité
du problème posé. Ceci fait l’objet de la section suivante.
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3.2 Identifiabilité du problème d’estimation de χe(z, t) et de
S(z, t) en dimension finie
L’identifiabilité connue aussi sous le nom de l’estimabilité, est l’étude de la faisabilité de
l’estimation des paramètres du modèle. Dans la littérature, les définitions et les notations
liées à la notion d’identifiabilité sont surabondantes, ce qui pose parfois problème pour
choisir une méthode efficace parmi l’ensemble des techniques existantes.
Suivant que l’analyse est effectuée avant ou après l’expérience, on parle d’identifiabilité
a priori ou a posteriori [126] .Dans l’identifiabilité a priori on s’intéresse à l’étude de
l’existence et de l’unicité de la solution du problème inverse dans le cadre idéal (sans bruits
de mesures et sans erreurs de modélisation). Dans certaines références, on associe à cette
définition le nom d’identifiabilité structurelle. Lorsqu’on prend en compte la nature des
signaux entrées-sorties (sans bruits) on passe à l’identifiabilité a posteriori. Lorsqu’on
considère le caractère bruité des mesures, on parle de l’identifiabilité pratique. Un quatrième
type fréquemment rencontré dans la littérature est l’identifiabilité orienté convergence en
probabilité [78]. Un état de l’art exhaustif sur la notion d’identifiabilité peut être trouvé dans
la thèse de Dobre [35] (et les références y figurant) où les différentes classes sont traitées et
où un tableau récapitulatif rassemble les différentes terminologies de l’identifiabilité. Une
introduction à ce domaine (l’identifiabilité) avec des définitions concises peut être trouvée
entre autres, dans [63], [134] et [104].
En général, suivant l’outil d’analyse employé, on trouve des techniques qui se basent sur
des méthodes différentielles algébriques, numériques (en considérant la décomposition en série
de Taylor) ou même en exploitant la notion de l’observabilité (extension du système d’état
vers l’ensemble des paramètres inconnus en les supposant à dynamique nulle (négligeable) et
en regardant l’observabilité du système global).
Notons que la relation entre l’identifiabilité et l’observabilité est très étroite. Dans le pro-
cessus d’identification, en plus de l’estimation des paramètres, l’état du système est estimé
simultanément, ce qui signifie que le problème d’observation est inclus dans l’identification.
Aussi, de nombreuses techniques d’identification se basent sur les observateurs. On peut
supposer que l’identifiabilité est une généralisation de l’observabilité [16].
Étant donné que notre objectif final est l’estimation des grandeurs inconnues, et vu l’abon-
dance des notions d’identifiabilité, nous allons nous restreindre dans notre travail à l’étude de
l’identifiabilité a priori (structurelle) et a posteriori du paramètre θ et de l’entrée inconnue
β. Nous supposons que l’étude de ces deux notions permet de former une idée sur la faisabilité
de notre problème d’estimation.
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3.2.1 Identifiabilité a priori
Nous allons étudier la structure du modèle pour déterminer si le problème d’estimation
admet une solution unique (identifiabilité globale) ou un ensemble fini de solutions (iden-
tifiabilité locale) ou bien un nombre de solutions infini (non-identifiabilité). Cette notion
d’identifiabilité permet ainsi de vérifier les deux premières conditions de Hadamard [53] pour
que notre problème inverse soit bien-posé (l’injectivité de la relation q = f−1(y)).
Notons q(t) = [θ(t), β(t)] le vecteur des paramètres inconnus appartenant à l’espace approx-
imé Q˜np des paramètres admissibles (np = r + d).
Définition 3.2.1 Le paramètre q(t) est structurellement globalement identifiable en q∗si :
∃X0 ∈ Rn+1,∀t ∈ [0, tf ],∀q ∈ Q˜np : (3.21)
y(t; q(t)) = y(t; q∗(t))⇒ q(t) = q∗(t).
Si Q˜np est remplacé dans (3.21) par V (q) où V (q) est un voisinage de q∗, q(t) est localement
identifiable, où X0 est la condition initiale.
L’étude de l’identifiabilité recouvre tout l’espace des paramètres admissibles Q˜np ce qui
prouve que c’est une propriété générique, structurelle. Plusieurs méthodes d’identifiabilité
a priori existent ; une description détaillée peut se trouver dans [126], [91] et [35].
Dans le cas des systèmes à structure linéaire, les techniques les plus généralement utilisées
sont les paramètres de Markov, la matrice de transfert ou la réalisation minimale de la
forme d’état. Comme dans notre problème, on s’intéresse aussi à l’estimation de l’entrée, ces
méthodes ne sont pas facilement généralisables. L’approche par algèbre différentielle offre
plus de flexibilité [79]. Avec cette approche, plusieurs combinaisons sont possibles. Dans ce
travail, nous avons fait le choix de la méthode par algèbre différentiel pour l’identifiabilité des
systèmes ("DAISY : Differential Algebra for Identifiability of SYstems method ") [14] qui
s’étend aisément à l’identifiabilité des paramètres et des entrées inconnues.
En réalité, DAISY 1 est un logiciel intégrant un algorithme d’algèbre différentielle
permettant l’étude de l’identifiabilité entrée-sortie (ou l’identifiabilité a priori globale) des
systèmes dynamiques (linéaires et non linéaires) décrits par des équations polynômiales ou
rationnelles. Ses racines se trouvent dans les principes de base de l’algèbre différentielle
(voir [45]). Pour résumer, cette technique a pour objectif de trouver la relation entre l’entrée
et la sortie en éliminant l’état. Ainsi, la relation entrée-sortie caractérisant la structure du
modèle est définie et elle est fonction des paramètres du modèle. Tant que cette relation est
vérifiée uniquement par les paramètres du modèle, ces derniers sont globalement identifiables.
Une explication plus détaillée est donnée dans [14] et [5].
1. DAISY est disponible à l’adresse : http ://www.dei.unipd.it/ pia/
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Cette méthode a été aussi utilisée dans [86] pour développer un algorithme permettant
la sélection de l’ensemble des paramètres globalement identifiables issus d’une structure a
priori non-identifiable.
L’application de la méthode de DAISY au modèle (3.19) est donnée par :
• En premier, la relation entre l’entrée et la sortie indépendamment de l’état est établie
(l’entrée du système est notée β dans (3.19)) :
Ψ(y, y˙, β, θ, τ) = y˙ + (M−1PWy)θ + 1
τ
y +M−1Dβ = 0. (3.22)
En effet, d’après l’expression de la matrice A(θ(t)) donnée dans la section 3.1.2, il est
évident que A est linéaire par rapport à θ. Ainsi, le deuxième membre de l’équation
différentielle du système (3.19) peut être réarrangé comme suit :(
M−1A(θT (t))− 1
τ
In+1
)
X(t) = (M−1PWX(t))θ(t)− 1
τ
X(t), (3.23)
où la matrice PWX est donnée par :
PWX(t) = −

∫ 1
0
n∑
i=0
xi(t)w
′
i(z)w
′
0(z)pi1(z)dz · · ·
∫ 1
0
n∑
i=0
xi(t)w
′
i(z)w
′
0(z)pir(z)dz
... · · ·
...∫ 1
0
n∑
0
xi(t)w
′
i(z)w
′
n(z)pi1(z)dz · · ·
∫ 1
0
n∑
i=0
xi(t)w
′
i(z)w
′
n(z)pir(z)dz

avec dim(PWX) = (n+ 1)× r.
• Ensuite, la condition d’injectivité de la relation entre l’ensemble des paramètres inconnus
q et la sortie y (3.22) est donnée par :
Ψ(y, y˙, β, θ, τ) = Ψ(y, y˙,
∗
β,
∗
θ,
∗
τ)⇒ (β =
∗
β, θ =
∗
θ, τ = ∗τ). (3.24)
où
∗
β,
∗
θ et ∗τ forment une solution arbitraire à (3.22).
L’équation (3.24) s’exprime aussi par :
[M−1PWy − y M−1D]︸ ︷︷ ︸
ϕ
θ −
∗
θ
τ − ∗τ
β −
∗
β
 = 0
Notons que dans cette partie, dans une optique de généralisation du problème d’estimation,
le vecteur des paramètres inconnus est étendu au paramètre τ . La dimension de la matrice ϕ
est égale à (n+1)× (r+1+d). Si ϕ est de rang égal à r+d+1, et donc r+1+d ≤ n+1, ses
colonnes sont linéairement indépendantes. Par conséquent, θ =
∗
θ, τ = ∗τ , and β =
∗
β. Ainsi
les parametres (θ et τ) et l’entrée β sont structurellement globalement identifiables. Comme
pour tout problème algébrique, l’étude de rang n’est pas suffisante (seulement nécessaire).
Pour des raisons de calcul numérique, la matrice ϕ doit aussi être bien conditionnée. En effet,
l’étude du conditionnement de la matrice ϕ permet aussi de choisir les fonctions de formes (de
projection) des paramètres. C’est ainsi que les fonctions b-splines cubiques ont été choisies.
Dans la partie qui suit, nous allons voir le rôle que joue le conditionnement des matrices dans
l’identifiabilité.
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3.2.2 Identifiabilité a posteriori
La troisième condition de Hadamard qui est la stabilité de la solution du problème
inverse peut maintenant être traitée. Dans l’analyse de l’identifiabilité a posteriori, le
modèle est supposé parfait, fidèle au système (sans erreurs de modélisation) mais l’entrée,
la condition initiale et les instants d’échantillonnage sont imposés. C’est le cas des expéri-
ences à données archivées [126]. Les signaux d’entrées et de mesures sont supposés non bruités.
Définition 3.2.2 Le paramètre q(t) est a posteriori globalement identifiable en q∗si :
pour X0 donné ∈ Rn+1,∀tk , k ∈ {1, ..., N ],∀q ∈ Q˜np : (3.25)
y(tk; q(tk)) = y(tk; q∗(tk))⇒ q(tk) = q∗(tk).
Si Q˜np est remplacé dans (3.25) par V (q) où V (q) est un voisinage de q∗, q est localement
identifiable.
L’identifiabilité a posteriori est liée à l’analyse de sensibilité du modèle. Elle est
généralement interprétée localement en utilisant le développement en série de Taylor. Afin
de simplifier la présentation de son principe, nous allons utiliser un modèle possédant une
seule sortie.
Soit q ∈ Qnp le vecteur des paramètres au voisinage de q0 ∈ Qnp vecteur nominal, oùQnp ⊂
Rnp , y(tk; q) ∈ R la sortie du modèle. Le développement en série de Taylor de y(tk; q0 + dq)
est donné par :
y(tk; q0 + dq) = y(tk; q0) +
np∑
i=1
∂y(tk; q)
∂qi
∣∣∣q0 dqi +O(dq2), (3.26)
où dq = q− q0. La différentielle de y notée : dy(tk; q0) est égale, à une approximation près, à :
dy(tk; q0) = y(tk; q0 + dq)− y(tk; q0) ≈
np∑
i=1
∂y(tk; q)
∂qi
∣∣∣
q0
dqi, (3.27)
qu’on peut mettre sous la forme matricielle suivante :
dy(tk; q0) =
[
∂y(tk; q)
∂q1
∣∣∣
q0
, · · · , ∂y(tk; q)
∂qnp
∣∣∣
q0
] 
dq1
...
dqnp
 .
Ainsi si une variation locale des paramètres dq induit une variation locale de la sortie dy, le
problème inverse est continu. Ceci se traduit par :
∀tk, k ∈ {1, ..., N} : dy(tk; q0) = 0 =⇒ dq = 0. (3.28)
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La condition définie dans (3.28) est équivalente (à une approximation de premier ordre) à
la condition d’identifiabilité a posteriori donnée dans (3.25). Ceci démontre la relation qui
existe entre l’identifiabilité a posteriori et la troisième condition de Hadamard (la continuité
de la solution du problème inverse).
La dérivée de y par rapport à q
(
∂y(tk; q)
∂qi
∣∣∣
q0
)
est appelée fonction de sensibilité de la sortie
par rapport au paramètre qi dans le voisinage de V (q0) à l’instant tk. La matrice de sensibilité
de la sortie par rapport à l’ensemble des paramètres Sy(q0) ∈ RN×np est donnée par :
Sy(q0) =

sy,q1(t1; q0) · · · sy,qnp (t1; q0)
... . . .
...
sy,q1(tN ; q0) · · · sy,qnp (tN ; q0)

Pour simplifier l’écriture, les colonnes de Sy(q0) sont notées sy,qi , i = 1, ..., np. La condi-
tion (3.28) est vérifiée si et seulement si les colonnes de la matrice Sy(q0) sont linéairement
indépendantes :
∀(λ1, · · · , λnp) ∈ Rnp :
∑np
i=1 λi sy,qi = 0 =⇒ λ1 = λ2 = · · · = λnp = 0. (3.29)
et Sy(q0) sera de rang égal à np.
En conclusion, si au moins une colonne, de la matrice Sy(q0) est nulle ou colinéaire à une
autre colonne alors le modèle n’est pas a posteriori localement identifiable.
Remarque : Les instants d’échantillonnage {t0, · · · , tN} doivent être bien choisis afin
d’éviter une chute du rang de la matrice de sensibilité.
Pour un modèle à ny sorties, la matrice de sensibilité globale formée par les fonctions de
sensibilité de chaque sortie par rapport à chaque paramètre qi pour les instants de mesures
k ∈ {1, · · · , N} est de dimension (N .ny)× np et donnée par :
Sy(q0) =
(
Sy1(q0)T , · · ·Syny (q0)T
)T
.
De même, la structure est a posteriori localement identifiable en q0 si et seulement si le
rang de la matrice Sy(q0) = np.
Plusieurs approches de calcul de la matrice Sy(q0) existent (analytique ou numérique). Il
existe aussi des outils logiciels de différentiation associés à ces méthodes. Dans ce qui suit,
nous allons présenter deux techniques pour le calcul de cette matrice de sensibilité.
3.2.2.1 Approche analytique
La matrice Sy(q0) est calculée en dérivant analytiquement la structure du système. Sup-
posons qu’on dispose d’un modèle d’état de la forme générale (3.30) :
X˙ = f(X, q, u); X(0) = X0;
y = h(X, q, u),
(3.30)
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avec X ∈ Rnx et y ∈ Rny . En supposant les champs de vecteur f et h dérivable par rapport à
leurs arguments, la différentiation de (3.30) par rapport au vecteur des paramètres inconnus
q à q0 donne :
∂X˙
∂q
= ∂f(X, q, u)
∂q
∣∣∣
q0
+ ∂f(X, q, u)
∂X
∂X
∂q
∣∣∣
q0
; ∂X
∂q
(0) = Sx0
∂y
∂q
= ∂h(X, q, u)
∂q
∣∣∣
q0
+ ∂h(X, q, u)
∂X
∂X
∂q
∣∣∣
q0
,
(3.31)
qu’on peut encore mettre sous la forme :
S˙x,q = F(X, q0)Sx,q + G(X, q0); Sx,q(0) = Sx0 ,
Sy,q = H(X, q0)Sx,q +D(X, q0).
(3.32)
Le système d’équation (3.32) peut être interprété comme un système d’état où la variable
Sx,q désigne l’état et Sy,q la sortie. Les matrices F ∈ R(nx.np)×(nx.np), G ∈ Rnx.np , H ∈
R(ny .np)×(ny .np) et D ∈ Rny .np peuvent s’obtenir par calcul formel en utilisant Maple c© ou la
toolbox Symbolic Math de MATLAB c©.
Il est à noter que ces fonctions de sensibilité (de l’état Sxq et de la sortie Syq) dépendent de la
condition initiale Sx0 et du solveur utilisé pour résoudre le système d’EDO (3.32). Pour notre
modèle (3.19) l’application de l’approche analytique aboutit au système d’équations suivant :
∂X˙
∂qT
=
[(
∂X
∂θT
∣∣∣
θ0
)T
,
(
∂X
∂βT
∣∣∣
β0
)T]T
=
M−1(A(θ0(t)) + 1τ In+1) 0n+1×n+1
0n+1×n+1 M−1(A(θ0(t)) +
1
τ
In+1)
+
M
−1 PWX
M−1D

∂y
∂qT
= ∂X
∂qT
(3.33)
3.2.2.2 Approche numérique
Il existe différentes méthodes de différentiation numérique (voir [19]), les plus courantes
d’entre elles se basent sur la méthode des différences finies autour des valeurs nominales des
paramètres. Ainsi ∂y
∂q
est approximée par :
∂y
∂q
∣∣∣
q0
≈ y(q)− y(q0)∆q ,
où la différence ∆q = q − q0. De nombreux logiciels intègrent des routines pour le calcul
numérique de la différentiation.
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En conclusion, l’identifiabilité a posteriori revient à étudier le rang de la matrice de
sensibilité. Chaque paramètre de la structure en question est identifiable si la fonction de
sensibilité liée à ce paramètre n’est pas colinéaire à aucune autre colonne de la matrice Sy.
Comme l’identifiabilité a priori, cette analyse est qualitative. Toutefois, il est possible de la
quantifier. La dépendance linéaire est directement liée au conditionnement de la matrice. Plus
la matrice de sensibilité liée au paramètre est de faible conditionnement, plus il est difficile
de l’identifier. Rappelons que le conditionnement κ d’une matrice A ∈ Rn×m est donné par :
κ(A) = ||A|| ||A†||
où ||A†|| est l’inverse généralisé de A et ||.|| est une norme matricielle. Pour la norme 2, κ(A)
devient :
κ(A) = σmax(A)
σmin(A)
≥ 1
où σ(A) est la valeur singulière de A. D’après cette formule, plus le conditionnement
est petit (proche de 1), plus la matrice est loin d’être singulière. Par conséquent, une
matrice de sensibilité de conditionnement élevé sera plus identifiable qu’une autre avec un
conditionnement plus faible.
L’étude du conditionnement des matrices de sensibilité permet ainsi de classifier et de
sélectionner les paramètres identifiables. Ce concept de degré de dépendance linéaire est
largement utilisé dans les bioprocédés où le nombre de paramètres est parfois très important
et par conséquent difficile à identifier simultanément. Dans [35] plusieurs techniques de
classification sont présentées.
Dans ce travail, nous ne disposons pas de valeurs nominales pour les paramètres χe et S
et par conséquent l’identifiabilité a posteriori ne peut être étudiée. Néanmoins, une fois les
paramètres estimés on peut toujours étudier leur identifiabilité a posteriori.
La matrice de sensibilité et son conditionnement jouent un rôle important dans l’identi-
fiabilité pratique. Nous ne développons pas ce point ; notons toutefois que la matrice d’infor-
mation de Fisher (F ) exprimant le contenu informatif des données expérimentales [79], est
donnée par :
F = 1
σ2
STy,q Sy,q
où σ2 est la variance des bruits de mesure. Ces notions peuvent être utilisées dans la
validation du processus d’estimation.
Dans cette section, le concept d’identifiabilité a été analysé et deux méthodes ont été
présentées. La première l’identifiabilité a priori consiste à étudier l’existence et l’unicité de
la solution du problème d’estimation des paramètres (problème inverse) d’une structure de
modèle dans le cadre idéal (sans erreurs de modélisation et sans bruits de mesure). L’approche
algébrique différentielle a été utilisée à travers la méthode DAISY pour démontrer l’identifi-
abilité a priori de notre structure (3.19).
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Par la suite, l’identifiabilité a posteriori a été discutée. Grâce à l’étude du rang et du condi-
tionnement de la matrice de sensibilité, l’étude n’est plus uniquement qualitative mais aussi
quantitative. Ceci n’est vrai que pour une étude locale.
Ces deux concepts de l’identifiabilité permettent de prouver que le modèle est bien posé dans
le sens de Hadamard. À ce stade, nous pouvons à présent passer à la recherche de méthodes
d’estimation propres à notre cas d’étude.
3.3 Estimation de χe(z, t) et de S(z, t) en utilisant la méthode
des moindres carrés récursifs à entrées inconnues (MCR-
EI)
L’estimation par la méthode des moindres carrés remonte au travaux de Karl Friedrich
Gauss en 1809. Depuis les années 60, cette méthode a connue un regain d’intérêt avec l’appari-
tion des méthodes récursives ( [26], [4], [76],...). Une bibliographie générale et récapitulative
se trouve dans [80]. L’objectif des méthodes en ligne (récursives) est le suivi des variations
(lentes en moyenne) de la dynamique du système étudié, ce qui permet de prendre des dé-
cisions en temps réel tout en économisant les ressources mémoire et le temps de calcul. Ces
algorithmes ont été utilisés dans des applications plus ou moins complexes (thermique, génie
des procédés, aéronautique, robotique,...) et dans des champs aussi variés que la commande,
le filtrage et la surveillance des systèmes.
La littérature est riche en termes d’algorithmes d’identification récursive ; ceci est dû à l’exis-
tence de plusieurs approches permettant de traiter ce sujet. Dans le livre de Ljung et Söder-
ström Theory and practice of recursive identification [80], ces différentes formulations ont été
résumées en quatre grands thèmes. Notons que toutes ces approches, rentrent dans le cadre
général de l’optimisation et par conséquent elles sont optimales (fournissent des solutions ex-
actes) pour des problèmes où la fonction objectif est quadratique par rapport à ses arguments.
Dans le cas contraire (systèmes non-linéaires), ces méthodes proposent des approximations
"en ligne" de la solution du problème. Nous présentons ci-dessous une introduction brève à
chaque thème en s’inspirant de [80]. Pour plus de détails et de références, il est recommandé
de consulter ce livre.
• Par modification des méthodes d’identification hors-ligne :
Dans les méthodes d’identification hors-ligne, les données sont d’abord collectées, stock-
ées et traitées par la suite. Elles ont l’avantage d’être indépendantes de la paramétrisa-
tion choisie pour la description du système mais souffrent de leur caractère hors-ligne,
les empêchant de traiter les systèmes temps-variant et limitant leurs champs d’applica-
tion, vu leur dépendance aux capacités de calcul et de stockage. La méthode récursive
modifie l’algorithme d’identification hors-ligne en imposant au vecteur d’observation
une taille fixée et en l’adaptant en ligne (à fur et à mesure que de nouvelles données
arrivent). Ainsi seules les variables clés (les mesures et les fonctions de pondération) à
l’instant présent t et la valeur précédente de l’estimation à t−1 sont sauvegardées pour
le calcul de la nouvelle valeur estimée à l’instant t.
• Par approximation stochastique :
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L’approximation stochastique a été développée dans le cadre de l’estimation séquentielle
des paramètres. Pour reprendre les notations de Ljung et al. [80], soit e(t) la variable re-
groupant les mesures à l’instant t, x le vecteur des paramètres et Q(e(t), x) une fonction
reliant x à e(t). L’objectif est de trouver x∗ solution du problème :
EQ(e(t), x) = f(x) = 0 (3.34)
où E l’opérateur espérance mathématique agissant sur la fonction Q par rapport au
vecteur des mesures e(t). Plusieurs solutions récursives au problème (3.34) existent :
la méthode de Robbin et Moor, la méthode du gradient stochastique, la méthode de
Newton stochastique,...
• Par régressions pseudo-linéaires et en utilisant des techniques basées sur un
modèle de référence :
Il s’agit de deux approches différentes mais aboutissant au même résultat [80].
L’approche par régression pseudo-linéaire est une extension directe de la méthode des
moindres carrés en intégrant dans le vecteur de régression des variables non observables
(afin de garder la structure de la méthode des moindres carrés). Ainsi, cet algorithme
a pour objectif d’estimer les paramètres inconnus en parallèle avec la reconstruction
du vecteur de régression en se basant sur la méthode des moindres carrés récursifs.
Dans les techniques basées sur un modèle de référence (dans le même esprit de
la commande adaptative), l’objectif est de trouver à chaque instant le vecteur des
grandeurs inconnues minimisant l’erreur quadratique entre la sortie du système (la
mesure) et la sortie du modèle. L’algorithme final est semblable à celui de la méthode
des moindres carrés récursive. La différence réside dans le vecteur de régression, il
est formé uniquement des sorties de prédictions (de modèle) aux instants précédents,
la sortie mesurée n’y figure pas. Par conséquent, cet algorithme est moins sensible
aux bruits de mesures. La construction particulière du vecteur de régression permet
de considérer cette technique comme un cas particulier de la méthode de régression
pseudo-linéaires.
• Par filtrage non-linéaire (approche bayésienne) :
Dans l’approche bayésienne, le paramètre est considéré comme une variable aléatoire
avec une loi de distribution a priori. Cette approche est fortement liée à l’estimation
linéaire ou non-linéaire de l’état (filtrage). L’idée est que la corrélation entre les mesures
(yt, ut) à l’instant t et la grandeur inconnue (θ(t)) permet de la caractériser en cherchant
à identifier sa fonction de densité de probabilité a posteriori :
p(θ(t)|y(t), u(t)).
Pour décrire p(θ(t)|y(t), u(t)) différents opérateurs stochastiques (ou statistiques) peu-
vent être candidats. Généralement, on opte pour l’espérance mathématique condition-
nelle :θˆ(t) = E(θ(t)|y(t), u(t)). D’autres méthodes s’intéressent à la valeur maximisant
la fonction de densité de probabilité a posteriori (MAP : Maximum A Posteriori esti-
mate) ou de minimiser la fonction objectif E(|θ − θˆ(t)|2).
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Dans le cas des distributions symétriques (exemple : distribution gaussienne), ces trois
techniques sont équivalentes.
Toutes ces approches étaient développées pour traiter de l’estimation paramétrique dans
des modèles linéaires à entrées connues. Dans [95] une nouvelle méthode de moindres carrés
récursifs appelée MCR-EI (Moindre Carrés Récursifs à Entrées Inconnues) a été proposée
pour l’estimation simultanée des paramètres et des entrées inconnues. Il est à noter qu’avant
l’application de la méthode MCR-EI à notre problématique, nous avons testé la méthode
MCR classique mais sans issue, l’algorithme ne pouvait converger même en utilisant un
facteur d’oubli (constant ou variable, Cf. tableau 3.2). Ce résultat n’est pas reporté dans ce
manuscrit car il est prévisible en lui-même. La MCR standard n’a pas été développée pour
l’estimation des entrées et donc des paramètres à dynamique pouvant être rapide.
Dans ce qui suit, nous présentons en deux étapes comment on applique cette méthode à
notre système (pour plus de détails, se référer à [95]). En premier, nous supposons néglige-
able la dynamique des paramètres et nous traitons le problème d’estimation simultanée d’un
vecteur de paramètres constants θ en présence d’entrées inconnues β(t) (temps-variant). Une
fois la méthode d’estimation établie, nous passons à l’estimation du vecteur des paramètres
temps-variant θ(t) et de l’entrée β(t).
3.3.1 Estimation simultanée de θ et β(t)
Le système donné par l’équation (3.19) peut se mettre sous la forme suivante en utilisant
la formule donnée dans (3.23) :
X˙(t) =
(
M−1 PWX(t)
)
θ(t)− 1
τ
X(t) +D β(t),
y(t) = X(t),
(3.35)
Pour être conforme au cadre général de la méthode des moindres carrés standard, la sortie
(la mesure) est exprimée en fonction des paramètres inconnus, ce qui revient à ré-écrire le
système (3.35) ainsi :
Y (t) = ϕ(t) θ(t) + D β(t) + (t), (3.36)
où (t) est le bruit d’état supposé blanc gaussien ; le nouveau vecteur de sortie Y (t) et la
matrice d’observation ϕ de dimension ((n+ 1)× r) sont donnés par :
Y (t) = X˙ + 1
τ
X(t), (3.37)
ϕ(t) = M−1 PWX(t). (3.38)
À chaque instant de mesure t = i∆t, i = 1, · · · , k où ∆t est la période d’échantillonnage,
l’équation (3.35) peut se mettre sous la forme discrète suivante :
Y (i) = ϕ(i) θ(i) +D β(i) + (i). (3.39)
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Soit θ(i)e =
θ(i)
β(i)
 le vecteur étendu des paramètres et des entrées inconnus de dimension
(r+d) et ϕe(i) =
[
ϕ(i) D
]
la matrice des observations étendue, de dimension (n+1 × r+d),
l’équation (3.39) devient alors :
Y (i) = ϕe(i) θe(i) + (i). (3.40)
θˆe est l’estimé du vecteur des paramètres/entrées inconnus θe minimisant le critère des moin-
dres carrés suivant :
J =
k∑
i=1
∆(i)T ∆(i), (3.41)
où ∆(i) = Y (i) − ϕe(i) θe(i). En combinant l’ensemble des équations obtenues pour i =
1, 2, · · · , k et en supposant que θ est à dynamique nulle i.e. θ(i + 1) = θ(i), le vecteur de
sortie Y¯ (k) regroupant toutes les sorties de i = 1, · · · , k définies dans (3.40) est donné par :
Y¯ (k) = Φe(k)Θe(k) + E(k), (3.42)
où :
Y¯ (k) =

Y (1)
Y (2)
...
Y (k)
 , Θe(k) =

θ(k)
β(1)
...
β(k)
 , E(k) =

(1)
...
(k)
 ,
et :
Φe(k) =

ϕ(1) D 0n+1×d 0n+1×d · · · 0n+1×d
ϕ(2) 0n+1×d D 0n+1×d · · · 0n+1×d
...
...
...
... . . .
...
ϕ(k) 0n+1×d 0n+1×d 0n+1×d · · · D

.
Ainsi, le critère donné par (3.41) peut être mis sous la forme compacte suivante :
J(k) = ∆¯Tk ∆¯k, (3.43)
avec : ∆¯k = Y¯ (k)− Φe(k)Θe(k).
Soit θˆ(k) l’estimé de θ(k) et βˆ(i|k) l’estimé de β(i) à l’instant t = k∆t avec i ≤ k. L’estimé
du vecteur des paramètres/entrées inconnus Θe(k) à l’instant t = k∆t sera donc défini par :
Θˆe(k) = [θ(k) β(1|k) β(2|k) β(3|k) · · · β(k|k)] .
Θˆe(k) est solution de la minimisation du critère des moindres carrés donné dans (3.43). La
solution analytique (hors-ligne) est calculée en utilisant l’inverse généralisé de Moore-Penrose,
et s’écrit :
Θˆe(k) =
[
Φe(k)T Φe(k)
]−1
ΦTe (k) Y¯ (k). (3.44)
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Soit Pe(k) =
[
Φe(k)T ΦTe (k)
]−1
, (3.44) devient :
Θˆe(k) = Pe(k) Φe(k) Y¯ (k). (3.45)
D’après (3.45), en remplaçant t = k∆t par t = k+1∆t, l’estimé de Θ(k+1) est donné par :
Θˆe(k + 1) = Pe(k + 1) Φe(k + 1) Y¯ (k + 1). (3.46)
La forme récursive de (3.44) est l’algorithme qui fournit la relation entre Θ(k + 1) et Θ(k).
Pour ce faire, dans [95] on adopte la partition suivante de Y¯ (k + 1) et de Φe(k + 1) :
Y¯ (k + 1) =
 Y¯ (k)
Y (k + 1)
 , Φe(k + 1) =
 Φe(k) 0k (n+1)×d
ϕ¯(k + 1) D
 (3.47)
où :
ϕ¯(k) = [ϕ(k) 0n+1×k d]
En utilisant le lemme d’inversion de matrice et la formule d’inversion ci-dessous
[A+BCD]−1 = A−1 −A−1B[DA−1B + C−1]−1DA−1 avec A matrice inversible,A1 A2
A3 A4

−1
=
A
−1
1 +A−11 A2Q¯−1A3A−11 −A−11 A2Q¯−1
−Q¯−1A3A−11 Q¯−1
 ,
où A1 est une matrice carrée inversible et Q¯ = A4 −A3A−11 A2
et en remplaçant (3.45) et (3.47) dans (3.46), la solution récursive de Θˆe(k + 1) est exprimée
par l’algorithme suivant :
Θˆe(k + 1) =
[ ˆ¯Θ(k + 1) + ϕ¯T (k + 1)D βˆ(k + 1)] ,
βˆ(k + 1) = S(k + 1)DT (Y (k + 1)− ϕ¯(k + 1) ˆ¯Θ(k + 1)),
ˆ¯Θ(k + 1) = Θˆ(k) +Ke(k + 1) (Y (k + 1)− ϕ¯(k + 1) Θˆ(k + 1)),
Ke(k + 1) = Pe(k) ϕ¯T (k + 1) (In+1 + ϕ¯(k + 1)Pe(k) ϕ¯T (k + 1)),
S(k + 1) = [DT (In+1 − ϕ¯(k + 1) P¯ (k + 1) ϕ¯T (k + 1))D]−1,
P¯ (k + 1) = (In+1 −Ke(k + 1) ϕ¯(k + 1))Pe(k),
Pe(k + 1) =[
(Ir+kd + P¯ (k + 1)ϕ¯T (k + 1)DS(k + 1)DT ϕ¯(k + 1))P¯ (k + 1) P¯ (k + 1)ϕ¯T (k + 1)DS(k + 1)
S(k + 1)DT ϕ¯(k + 1)P¯ (k + 1) S(k + 1)
]
(3.48)
La dimension de Θe(k + 1) est égale à r + k.d et ainsi elle augmente au fur et à mesure que
le nombre d’échantillons augmente. Par conséquent, l’effort de calcul devient important et
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couteux. Aussi, à fin de parler d’une solution entièrement récursive, on a besoin de trouver
la relation qui lie d’une part θˆ(k + 1) à θˆ(k) et d’autre part βˆ(k + 1) et βˆ(k). C’est pourquoi
dans [95], les partitions suivantes sont adoptées :
Θˆe(k) =
 θˆ(k)
βˆ∗(k)
 , Pe(k) =
 Pθ(k) Pθ,β(k)
Pβ,θ(k) Pβ(k)
 , (3.49)
βˆ∗(k) = [βˆ(1|k), · · · , βˆ(k|k)].
En substituant (3.49) dans (3.48), on obtient la solution récursive dans le sens de l’estimation
des moindres carrés pour θˆ(k + 1) et βˆ(k + 1) donnés par l’algorithme présentée dans le
tableau 3.1 (pour le détail du calcul voir [95]). Kθ(k) est la matrice de gain d’état liée à
Initialisation : θˆ(1), Pθ(1) = α Ir (α  1)
Pour k = 1 : N
Kθ(k + 1) = Pθ(k)ϕT (k + 1)
[
In+1 + ϕ(k + 1)Pθ(k)ϕT (k + 1)
]−1
S(k + 1) =
[
DT (In+1 − ϕ(k + 1)Kθ(k + 1))D
]−1
βˆ(k + 1) = S(k + 1)DT (In+1 − ϕ(k + 1)Kθ(k + 1))
(Y (k + 1)− ϕ(k + 1) θˆ(k))
θˆ(k + 1) = θˆ(k) +Kθ(k + 1)
[
Y (k + 1)− ϕ(k + 1) θˆ(k)−D βˆ(k + 1)
]
Pθ(k + 1) = (Ir +Kθ(k + 1)D S(k + 1)DT ϕ(k + 1))
(Ir −Kθ(k + 1)ϕ(k + 1))Pθ(k)
Table 3.1 – Algorithme de MCR-EI pour l’estimation récursive de θ et β
l’estimation de θ(k), S(k + 1) est le gain d’entrée et Pθ est la matrice du gain d’adaptation,
définie positive. Il est facile de retrouver l’algorithme des moindres carrés récursifs standard
à entrées connues en prenant β = 0 dans l’algorithme du MCR-EI (tableau 3.1).
Notons aussi que les gains Kθ et S sont inversement proportionnels. Plus Kθ est grand, plus
l’erreur d’estimation est petite et par conséquent l’état estimé converge vers sa vraie valeur
et le gain d’entrée S est faible. À l’inverse, si le gain d’état Kθ est faible, S devient grand
afin de mettre à jour l’estimation de l’entrée est ainsi pouvoir réduire l’erreur d’estimation.
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Dans cet algorithme proposé, le vecteur des paramètres θ est à dynamique nulle. Dans
la sous-section suivante, le problème d’estimation du vecteur des paramètres temps-variants
θ(t) en parallèle avec l’estimation du vecteur des entrées inconnues β(t) sera abordé.
3.3.2 Méthode d’estimation simultanée de θ(t) et β(t) : MCR-EI adaptative
Afin de prendre en compte la variation temporelle de θ(t) (sa dynamique) dans l’algorithme
des MCR, la méthode la plus répandue est celle de l’introduction d’un facteur d’oubli λ
constant [80]. Cette méthode a été largement étudiée et appliquée. Toutefois, il reste que
le choix de se facteur se fait généralement d’une manière heuristique et qu’il n’a pas de
signification physique en lui-même, ce qui complique son analyse. Ce facteur appartient à
l’intervalle [0 , 1] et dans ce cas, la matrice du gain d’adaptation Pθ est remplacée par λ−1 Pθ.
Dans [73] et [72], une nouvelle technique reposant sur deux facteurs d’oubli λ1, λ2 a été
présentée. Dans ce cas, aussi bien la matrice du gain d’adaptation Pθ que la matrice de gain
Kθ sont pondérées et deviennent :
Kθ(k + 1) = Pθ(k)ϕT (k + 1)
[
λ2
λ1
In+1 + ϕ(k + 1)Pθ(k)ϕT (k + 1)
]−1
Pθ(k + 1) =
1
λ1
(Ir +Kθ(k + 1)D S(k + 1)DT ϕ(k + 1))
(Ir −Kθ(k + 1)ϕ(k + 1))Pθ(k).
(3.50)
Dans [72], on trouve aussi une description précise des principaux algorithmes MCR pondérés.
Le tableau ci-dessous est tiré de [85]. Il présente un récapitulatif des possibilités de choix
de λ1 et λ2. L’inconvénient majeur du choix d’un gain constant est sa sensibilité au bruit
Nom Facteur d’oubli Utilisation
Gain décroissant λ1 = 1, λ2 = 1 Système stationnaire
Facteur d’oubli fixe λ1 ∈ ]0, 1[, λ2 = 1 Système lentement
variable
Facteur d’oubli variable λ1(k) = α0 λ(k − 1) + (1− α0), Traitement des
λ2 = 1 conditions initiales
Trace constante λ1 = λ2 = 1 et Système non-
tr(Pθ(k)) = tr(Pθ(k − 1)) stationnaire.
Gain borné
Gain constant λ1 = 1, λ2 ∈ ∅ Convergence lente.
Robustesse vis-à-vis
des variations
Table 3.2 – Tableau récapitulatif des choix du facteur d’oubli dans l’estimation des systèmes
temps-variant.
de mesure [80]. Si λ1 est choisi de faible valeur (proche du zéro) l’algorithme est capable
de poursuivre les variations paramétriques mais il est très sensible au bruit de mesure. En
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contre partie, si λ1 est proche de 1, l’algorithme des MCR est robuste vis-à-vis les bruits de
mesure mais l’aptitude à la poursuite des variations est compromise.
La méthode du facteur d’oubli variable a été proposée comme alternative pour surmonter
cette difficulté. Toutefois, elle dépend du choix de ce paramètre et peut détecter uniquement
l’instant de variation des paramètres et non le paramètre (ou les paramètres) qui varie.
Par conséquent à la variation d’un seul paramètre, tous les autres paramètres exhibent un
comportement oscillatoire [132].
Dans [75], une approche se basant sur la variation de la trace de la matrice du gain
d’adaptation Pθ a été recommandée. Il s’agit d’ajuster les éléments de la diagonale de la
matrice Pθ en se basant sur un critère empirique. Pour le cas étudié dans [75], cette technique
a de bonnes performances mais ne peut être généralisée à cause de son caractère empirique.
Dans [94], une nouvelle idée pour le choix d’un facteur d’oubli variable se basant sur la
reconstruction du signal de bruit de mesure dans l’équation d’erreur a été développée. Cette
méthode est robuste par rapport à la nature du bruit de mesure mais l’ajustement de la loi
de variation du facteur d’oubli nécessite lui-même le choix de cinq autres paramètres.
Les méthodes proposées dans le tableau 3.2 ainsi que la technique de [94] ont été testées
sur notre problématique. Le résultat était soit des performances insuffisantes (temps de
convergence très lent) soit une erreur de variation importante (ce qui était prévisible).
Dans [132], une méthode adaptative pour la variation du facteur d’oubli a été sug-
gérée. Afin de suivre la variation de chaque paramètre θj(k + 1), l’erreur d’estimation
[θˆj(k + 1) − θj(k + 1)] est remplacée par une version pondérée i.e. λj(k + 1) [θˆj(k) − θj(k)]
où λj est calculé de telle sorte que dans la matrice de covariance de l’erreur d’estimation
[θˆj(k) − θj(k)], apparaît uniquement la contribution du bruit et non celle due à la variation
des paramètres.
En se basant sur la relation linéaire entre la matrice du gain d’adaptation Pθ et la matrice
de covariance de l’erreur d’estimation a posteriori E[(θ(k+1)−θˆ(k)) (θ(k+1)−θˆ(k))T ] donnée
par [132] :
Pθ(k) = σ−2(k) E[(θ(k + 1)− θˆ(k)) (θ(k + 1)− θˆ(k))T ]
où σ2 est la variance du bruit  supposé blanc gaussien et E est l’opérateur espérance mathé-
matique, Pθ(k) est remplacée dans l’algorithme de MCR-EI par Λ(k + 1)Pθ(k) Λ(k + 1). Les
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expressions de Kθ et Pθ(k) deviennent :
Kθ(k + 1) = Λ(k + 1)Pθ(k) Λ(k + 1)ϕT (k + 1)
[
In+1 + ϕ(k + 1)Λ(k + 1)Pθ(k) Λ(k + 1)ϕT (k + 1)
]−1
Pθ(k + 1) = (Ir +Kθ(k + 1)D S(k + 1)DT ϕ(k + 1))
(Ir −Kθ(k + 1)ϕ(k + 1))Λ(k + 1)Pθ(k) Λ(k + 1).
(3.51)
où Λ(k) est une matrice diagonale à éléments λ1(k), · · · , λr(k), appelée la matrice du facteur
d’adaptation [132].
3.3.2.1 Calcul de la matrice facteur d’oubli Λ(k)
Soit γ¯(k + 1) l’erreur d’estimation a posteriori et γ(k + 1) l’erreur d’estimation a priori
définies par :
γ¯(k + 1) = Y (k + 1)− ϕ(k + 1) θˆ(k + 1)−D βˆ(k + 1), (3.52)
γ(k + 1) = Y (k + 1)− ϕ(k + 1) θˆ(k)−D βˆ(k + 1), (3.53)
En remplaçant θˆ(k + 1) par son expression donnée dans l’algorithme du tableau 3.1, (3.52)
devient :
γ¯(k + 1) = (In+1 − ϕ(k + 1)Kθ(k + 1)) γ(k + 1). (3.54)
Ainsi à partir de (3.54), la matrice de covariance de l’erreur d’estimation a posteriori (l’e-
spérance mathématique de l’expression γ¯(k + 1) γ¯T (k + 1) sera donnée par :
E(γ¯(k + 1) γ¯T (k + 1)) = (In+1 − ϕ(k + 1)Kθ(k + 1))V (k + 1)
(In+1 − ϕ(k + 1)Kθ(k + 1))T
(3.55)
où V (k + 1) est la matrice de covariance de l’erreur d’estimation a priori :
V (k + 1) = E(γ(k + 1) γ(k + 1)T ).
Quand :
θˆ(k + 1) −→ θ(k + 1)
et
βˆ(k + 1) −→ β(k + 1),
alors
Y (k + 1) = (k + 1)
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et l’équation (3.55) devient :
E(γ¯(k + 1) γ¯T (k + 1)) = E((k + 1) T (k + 1)) = σ2(k + 1). (3.56)
En considérant le lemme d’inversion des matrices et en remplaçant (3.56) et l’expression de
Kθ donnée dans (3.51) dans (3.56), on obtient :
V (k + 1)−
[
In+1 + ϕ(k + 1) (Λ(k + 1)Pθ(k) ΛT (k + 1))ϕT (k + 1)
]
σ2(k + 1)
[
In+1 + ϕ(k + 1) (Λ(k + 1)Pθ(k) ΛT (k + 1))ϕT (k + 1)
]T
= 0.
(3.57)
Dans l’équation (3.57), Pθ(k) et σ2(k+ 1) sont calculées alors que ϕ est supposée mesurable.
L’estimation de la matrice V (k + 1) et de la variance du bruit σ2(k + 1) seront abordées
ultérieurement. Cette équation est connue sous le nom de la condition adaptative de poursuite
( [132]).
La matrice V (k+1) de dimension (n+1)×(n+1) est symétrique, définie positive par définition
et donc elle comprend (n2 + 3n+ 2)/2 éléments. Par conséquent, nous avons (n2 + 3n+ 2)/2
équations à r inconnues λj(k + 1), j = 1, · · · , r. Si le nombre d’équation est égal au nombre
d’inconnues, les éléments de Λ(k + 1) sont uniques. Si r > (n2 + 3n + 2)/2 l’équation (3.57)
admet une infinité de solutions. Par contre, si r < (n2 + 3n + 2)/2 (ce qui est notre cas), la
solution Λ(k + 1) peut être obtenue en utilisant la méthode des moindres carrés. Cependant,
l’équation (3.57) est non-linéaire, ce qui complique le calcul de sa solution Λ(k + 1).
3.3.2.2 Cas particulier
Si on considère une matrice Λ(k+1) diagonale dont les éléments diagonaux sont identiques
i.e. Λ(k + 1) = λ Ir, la solution de (3.57) est donnée par [132] :
λ(k + 1) = −Ta +
√
T 2a − Tb Tc
Tb
, (3.58)
avec : 
Ta = tr(H(k + 1)),
Tb = tr(H2(k + 1)),
Tc = (n+ 1− tr(V (k + 1))/σ2(k + 1)).
(3.59)
tel que λ(k + 1) ≥ 1 et H(k + 1) = ϕ(k + 1)Pθ(k + 1)ϕ(k + 1). Cette solution appartient
à l’ensemble des méthodes à facteur d’oubli variable. Elle représente un cas particulier de la
méthode proposée par [132].
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3.3.2.3 Estimation de V (k + 1) et de σ2(k + 1)
V (k+1) est la matrice de covariance de l’erreur d’estimation a priori et σ2(k+1) est la ma-
trice de covariance du bruit de mesure. Comme on ne dispose que de mesures échantillonnées,
la moyenne temporelle est utilisée pour approximer l’espérance mathématique :
σ2(k + 1) w 1
k
k∑
i=1
γ¯(i) γ¯T (i). (3.60)
En réalité, le bruit  comprend aussi bien le bruit de mesure que les erreurs de modélisation
ou le bruit numérique issu de la dérivée de la mesure .i.e. X˙ et par conséquent, la valeur de
E(γ¯(i) γ¯T (i)) peut être plus importante que σ2. Ceci peut être corrigé en multipliant σ2 dans
(3.60) par un coefficient µ ≥ 1 [95]. La moyenne temporelle de la matrice V (k+1) est donnée
par :
V (k + 1) = 1
k
k+1∑
i=1
γ(i) γT (i). (3.61)
Afin de prendre en compte les variations temporelles de θ(k), un facteur de pondération
ρ [49] mettant en valeur l’importance de la nouvelle mesure est introduit dans le calcul de
V (k + 1) [132] :
V (k + 1) = γ(k + 1)γ
T (k + 1) +∑ki=1 ρi(k + 1)γ(i)γT (i)
1 +∑ki=1 ρi(k + 1) , (3.62)
où ρi(k + 1) est donné par :
ρi(k + 1) = νk+1−i
k∏
j=i
λ−1(j), (3.63)
où λ(j) est le facteur d’oubli variable défini dans (3.58) et ν ∈ ]0, 1]. À partir des équations
(3.62) et (3.63) , une méthode récursive pour le calcul de V (k+1) a été proposée dans [132],
telle que : 
V (k + 1) = G1(k + 1)/G2(k + 1),
G1(k + 1) = γ(k + 1)γT (k + 1) +
ν G1(k)
λ(k) , G1(1) = γ(1)γ
T (1)
G2(k + 1) = 1 +
ν G2(k)
λ(k) , G2(1) = 0,
(3.64)
Nous appelons la MCR-EI adaptative la combinaison de la méthode des moindres carrés
récursifs à entrées inconnues et l’algorithme ci-dessus d’adaptation du facteur d’oubli ( [132]).
Elle est décrite dans le tableau 3.3. Il est bien connu que la méthode MCR est en général
souhaitée pour la résolution des problèmes inverses linéaires. Pour les systèmes d’état linéaires,
une alternative directe de la MCR est le filtre de Kalman.
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Initialisation : θˆ(1), βˆ(1), Pθ(1) = α Ir (α  1), G2(1) = 1, λ(1),
µ, G1(1) = γ(1)γT (1),
Pour k = 1 : N
Kθ(k + 1) = λ(k) Pθ(k)ϕT (k + 1)
[
In+1 + λ(k)ϕ(k + 1)Pθ(k)ϕT (k + 1)
]−1
S(k + 1) =
[
DT (In+1 − ϕ(k + 1)Kθ(k + 1))D
]−1
βˆ(k + 1) = S(k + 1)DT (In+1 − ϕ(k + 1)Kθ(k + 1)) (Y (k + 1)− ϕ(k + 1) θˆ(k))
θˆ(k + 1) = θˆ(k) +Kθ(k + 1)
[
Y (k + 1)− ϕ(k + 1) θˆ(k)−D βˆ(k + 1)
]
Pθ(k + 1) = λ(k) (Ir +Kθ(k + 1)D S(k + 1)DT ϕ(k + 1))
(Ir −Kθ(k + 1)ϕ(k + 1))Pθ(k),
G1(k + 1) = γ¯(k + 1) γ¯T (k + 1) +
µG1(k)
λ(k) , G2(k + 1) = 1 +
µG2(k)
λ(k) ,
V (k + 1) = G1(k + 1)/G2(k + 1),
H(k + 1) = φ(k + 1)Pθ(k + 1)φT (k + 1),
Ta = tr(H(k + 1)), Tb = tr(H2(k + 1)), Tc =
n+ 1− tr(V (k + 1)
σ2(k + 1)
λ(k + 1) = −Ta +
√
T 2a − Tb Tc
Tb
.
Table 3.3 – Algorithme de la MCR-EI adaptative
3.4 Estimation de χe(z, t) et de S(z, t) en utilisant le filtre de
Kalman étendu à entrées inconnues (FKE-EI)
Dans la littérature, le problème d’estimation de l’état et de l’entrée a reçu une im-
portante attention depuis les années 70 avec les travaux de [48] où l’entrée inconnue était
considérée comme un état étendu avec une distribution gaussienne. Cette hypothèse n’est
pas toujours valable. Dans plusieurs systèmes, l’entrée est déterministe ou plus généralement
non-gaussienne. Dans [67], un filtre non-biaisé à variance minimale a été proposé pour
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l’estimation de l’état indépendamment de l’entrée inconnue. Ce travail [67], constitue le
premier papier dans le cadre des estimateurs à entrées inconnues et a ouvert la voie à
plusieurs travaux s’inscrivant dans le même cadre, citons entre autres [28], [30], [46], [43].
Dans ces estimateurs proposés, le problème a été traité dans le cadre des estimateurs
non-biaisés à variance minimale.
D’autres techniques développées pour des observateurs se basant sur la manipulation
algébrique des matrices du système d’état ont été proposées dans [41], [29]. D’autres utilisant
les modes glissants [44] ou les LMI [52] ont été aussi considérées.
La majorité de ces méthodes, quand elles n’ignorent pas l’estimation des entrées in-
connues, traitent uniquement le problème de l’estimation des états et des entrées et ne
peuvent être aisément étendues au problème d’estimation des paramètres. L’optimalité de
ces techniques est garantie (dans le cas des estimateurs) dans le sens non-biaisé à variance
minimale.
Dans [96], un filtre estimant les états et les entrées inconnues sans transfert direct entre
l’entrée et la sortie se basant sur le principe du Filtre de Kalman (FK) a été développé. Ce
filtre est optimal aussi bien dans le sens non-biaisé à variance minimale que dans le sens des
moindres carrés en minimisant une fonction objectif pondérée, de moindres carrés, par rap-
port à un état étendu incluant l’état et toutes les entrées à chaque instant d’échantillonnage.
Ensuite, la solution récursive du problème a été calculée après un complexe calcul matriciel.
Dans cette section, nous commençons d’abord par présenter ce filtre appelé Filtre de
Kalman à Entrées Inconnues (FK-EI), ses propriétés et ses possibles formulations alternatives.
Ensuite, vu que l’objectif est d’estimer en plus de l’état et des entrées le vecteur des paramètres
θ, le Filtre de Kalman Étendu à Entrées Inconnues (FKE-EI) est proposé en deuxième partie.
3.4.1 Filtre de Kalman à Entrées Inconnues (FK-EI)
Dans [95], une nouvelle variante du filtre de Kalman a été introduite pour la première
fois comme solution au problème de l’estimation simultanée de l’état et des entrées inconnues
d’un système d’état linéaire. Ce filtre est optimal aussi bien dans le sens des moindres carrés
que dans le sens de l’estimation non biaisée à variance minimale. Dans ce qui suit, nous allons
rappeler la formulation de ce filtre donnée dans [96]. Pour ce faire, soit (3.65) la forme générale
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d’un système d’état linéaire stochastique :
X(k + 1) = A(k)X(k) +B(k)u(k) + w(k),
X(0) = 0,
y(k) = C(k)X(k) + v(k),
(3.65)
où X ∈ Rnx est le vecteur d’état, y ∈ Rny est le vecteur de sortie, u ∈ Rnu est le vecteur
d’entrée avec nu < ny, A(k) ∈ Rnx×nx , B ∈ Rnx×nu et C ∈ Rny×nx sont respectivement les
matrices d’état, d’entrée et de sortie supposées connues et w(k) et v(k) sont le bruit d’état
et le bruit de mesure supposés décorrélés, blancs et gaussiens avec des matrices de covariance
W (k) et V (k) connues :

E(w) = E(v)) = 0, i, j = 1, ...
E(w(i)wT (j)) =W (i)δij ,
E(v(i) vT (j)) = V (i)δij ,
E(v(i)wT (j)) = 0.
(3.66)
On suppose aussi que la paire (A(k), C(k)) est détectable et que la matrice A(k) est
non-singulière.
Dans (3.65), l’entrée n’est pas directement injectée dans la sortie mais à travers la dy-
namique de l’état et donc, à t = k dt, on peut estimer X(k) et u(k − 1).
Soit Xˆ(k|k) et uˆ(k − 1|k) les estimés de X(k) et u(k − 1) à l’instant t = k dt et à partir des
observations (y(1), y(2), · · · , y(k)).
En adoptant la technique développée dans [64], Xˆ(k|k) et uˆ(k− 1|k) peuvent être déterminés
en minimisant la fonction objectif suivante :
J(k) = ∆¯T (k)R(k) ∆¯(k), (3.67)
où la matrice de pondération R(k) est composée de l’inverse des matrices de covariance des
bruits de modèle et de mesure W (k) et V (k). ∆¯T (k) = [∆(1), ∆(2), · · · , ∆(k)] est le vecteur
de l’erreur en sortie, tel que :
∆i(k) = y(i)− C(i)X(i), i = 1, · · · , k (3.68)
À chaque instant k, l’objectif est d’estimer X(k) et le vecteur u¯(k− 1) = [u(1), · · · , u(k− 1)],
or (3.68) est exprimé en fonction de X(i). D’après l’équation de dynamique de l’état dans
(3.65), la relation de transition entre X(i) et X(i+ 1) est donnée par :
X(i) = A−1(i) (X(i+ 1)−B(i)u(i)− w(i)) , i = 1, 2, · · · , k − 1. (3.69)
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En itérant sur i dans (3.69), la relation entre X(i) et les grandeurs à estimer X(k) et u¯(k−1)
s’écrit :
X(i) = Φ−1k,i X(k)−

k−1∑
j=i
Φ−1j+1,i [B(j)u(j) + w(j)]
 , i = 1, 2, · · · , k − 1, (3.70)
où :

Φ−1i,j = A−1j A−1j+1 · · · , A−1i−1, i ≥ j
Φ−1i,i = Inx .
(3.71)
En remplaçant (3.70) dans (3.67), on obtient la relation entre y(i) et (X(k), u¯(k− 1)) donnée
par :
y(i) = y(i|k) + v˜(i|k), (3.72)
avec :

y(i|k) = C(i)Φ−1k,i X(i)− C(i)
{∑k−1
j=i Φ−1j+1,iB(j)u(j)
}
, i = 1, 2, · · · , k − 1
v˜(i|k) = v(i)− C(i) ∑k−1j=i Φ−1j+1,iw(j), i = 1, 2, · · · , k − 1
v˜(k|k) = v(k), y(k|k) = C(k)X(k), E(v˜(i)) = 0.
(3.73)
Ainsi ∆¯(k) dans (3.67) devient :
∆¯(k) = Y¯ (k)−Ae(k)Xe(k), (3.74)
où Xe(k) est le nouveau vecteur d’état étendu et Y¯ (k) et Ae(k) sont connus et définis par :
Xe(k) =

X(k),
u(1),
u(2),
...,
u(k − 1)
 , Y¯ (k) =

y(1)
y(2)
y(3)
...
y(k)
 , Ae(k) =
L˜(k) N(k)
C˜(k) 0ny×nu
 (3.75)
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dont les matrices L˜(k), N(k), C˜(k) sont données par :
C˜(k) = [C(k) 0ny×nu(k−2)],
N(k) = [−(C(1)Φ−1k,1B(k − 1)T ) · · · − (C(k − 1)Φ−1k,k−1B(k − 1)T )]T
L˜(k) =

L1,1(k) L1,2(k) L1,3(k) L1,4(k) · · · L1,k−1(k)
L2,1(k) 0ny×nu L2,3(k) L2,4(k) · · · L2,k−1(k)
L3,1(k) 0ny×nu 0ny×nu L3,4(k) · · · L3,k−1(k)
...
...
... . . . . . .
...
Lk−2,1(k) 0ny×nu 0ny×nu · · · 0ny×nu L4,k−1(k)

Li,1(k) = C(i)Φ−1k,i , i = 1, 2, · · · , k − 1
Li,j(k) = −C(i)Φ−1j,i B(j − 1) i = 1, 2, · · · , k − 2, j = i+ 1, · · · , k − 1.
(3.76)
La matrice R de (3.67) devient la matrice de covariance de
V(k) = [v˜T (1|k), · · · , v˜T (k|k)]T ,
et s’écrit :
R−1(k) =

W¯1,1(k) W¯1,2(k) · · · W¯1,k−1(k) 0ny×ny
W¯2,1(k) W¯2,2(k) · · · W¯2,k−1(k) 0ny×ny
...
... . . .
...
...
W¯k−1,1(k) W¯k−1,2(k) · · · W¯k−1,k−1(k) 0ny×ny
0ny×ny 0ny×ny · · · 0ny×ny V (k)

W¯i,i(k) =
∑k−1
l=i [C(i) Φ
−1
l+1,iW (l)Φ
−T
l+1,iC
T (i)] +R(i),
W¯i,j(k) =
∑k−1
l=j [C(i)Φ
−1
l+1,iW (l)Φ
−T
l+1,jC
T (j)],
W¯i,j(k) = W¯ Tj,i(k), (i, j = 1, 2, · · · , k − 1 et i ≤ j).
(3.77)
Étant donné que la fonction objectif (3.67) est quadratique en Xe(k), son estimé Xˆe(k|k) =
[X(k|k), u(1|k−1), u(2|k) · · · , u(k−1|k)] peut être obtenu en minimisant le critère (3.67) i.e :
∂J
∂Xe
(k)
∣∣∣
Xe=Xˆe
= 0 =⇒ Xˆe(k|k) = Pe(k) [ATe (k)R(k) Y¯ (k)],
Pe(k) = [ATe (k)R(k)Ae(k)]−1,
(3.78)
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Une condition nécessaire pour l’inversibilité de la matrice Pe(k) est que sa matrice Ae soit de
rang égal à (nx + (k − 1)nu), ce qui revient à imposer les conditions de rang suivantes :
rang
[
C(1)Φ−1k,1 · · · C(1)Φ−1k,k−1
]T
= nx,
rang
[
−C(1)Φ−12,1B(2) · · · − C(k − 2)Φ−1k−1,k−2B(k − 1)
]T
= (k − 2)nu
rang
[
(−C(1)Φ−1k,1B(k − 1))T · · · (−C(k − 1)Φ−1k,k−1B(k − 1))T
]
= nu.
Avant de formuler la relation récursive pour le calcul de X(k) et u(k − 1), il est d’abord
nécessaire de trouver celle qui lie Xe(k) à Xe(k − 1). Pour ce faire, il faut exprimer Y¯ (k) en
fonction de Y¯ (k−1), Ae(k) en fonction de Ae(k−1), Pe(k) en fonction de Pe(k−1) et R(k) en
fonction de R(k−1). Le résultat peut être consulté dans [95] et [96]. En suivant la méthodologie
utilisée pour le développement de l’algorithme de la MCR-EI (§ 3.3), l’algorithme du filtre de
Kalman à entrées inconnues (FK-EI) est donné dans le tableau 3.4
avec :
• Xˆ(k|k − 1) := E(X(k)|y(1), · · · , y(k − 1)) est la prédiction de X(k) connaissant les
mesures jusqu’à l’instant t = (k−1) dt, connu aussi sous le nom de l’estimation a priori
de X(k).
• Xˆ(k|k) := E(X(k)|y(1), · · · , y(k)) est l’estimation a posteriori de X(k).
• uˆ(k − 1|k) := E(u(k − 1)|y(1), · · · , y(k)) est l’estimation a posteriori de u(k − 1).
• P (k|k−1) := E((X(k)− Xˆ(k|k−1)) (X(k)− Xˆ(k|k−1))T ) est la matrice de covariance
de l’erreur d’estimation a priori de l’état.
• P (k|k) := E((X(k)−Xˆ(k|k)) (X(k)−Xˆ(k|k))T ) est la matrice de covariance de l’erreur
d’estimation a posteriori de l’état.
• U(k) est la matrice de covariance de l’erreur d’estimation a posteriori de l’entrée.
L’algorithme du filtre de Kalman standard peut être retrouvé en remplaçant B(k) = 0 et
uˆ = 0 dans l’algorithme du FK-EI.
Dans le critère des moindres carrés (3.67), la matrice de pondération R(k) représente
l’inverse de la matrice de covariance du vecteur d’observation généralisé Y¯ (k). Étant donné
que cette matrice est définie positive, d’après le théorème de Gauss-Markov, l’unique estimé
dans le sens des moindre carrés Xe(k) est non-biaisé et à variance minimale (voir [116] pour
la preuve).
Ainsi, en supposant que :
Xˆ(0|0) = E(X(0)), uˆ(−1|0) = E(u(−1)),
P (0|0) = E[(X(0)− Xˆ(0|0) (X(0)− Xˆ(0|0))T ],
(3.79)
les estimés Xˆ(k|k) et uˆ(k− 1|k) sont uniques aussi bien dans le sens des moindres carrés que
dans le sens de l’estimation non-biaisée à variance minimale. L’hypothèse (3.79) est standard
dans la formulation et la démonstration de l’optimalité du filtre de Kalman [118] en plus de
l’hypothèse concernant la nature des bruits w et v et la connaissance parfaite de leur matrice
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Algorithme du FK-EI
Initialisation : Xˆ(0|0) = E(X(0)), uˆ(−1|0) = E(u(−1)), V = E[v vT ].
P (0|0) = E[(X(0)− Xˆ(0|0) (X(0)− Xˆ(0|0))T ], W (k) = E[w(k)w(k)T ],
Pour k = 1, · · · , N :
Étape de prédiction :
X¯(k|k − 1) = A(k − 1) Xˆ(k − 1|k − 1),
Xˆ(k|k − 1) = A(k − 1) Xˆ(k − 1|k − 1) +B(k − 1) uˆ(k − 1|k).
P (k|k − 1) = A(k − 1)P (k − 1|k − 1)A(k − 1)T +W (k),
Étape de correction :
K(k) = P (k|k − 1)CT (k)[C(k)P (k|k − 1)CT (k) + V (k)]−1,
U(k) = [B(k − 1)T CT (k)V −1 (Iny − C(k)K(k))C(k)B(k − 1)]−1,
uˆ(k − 1|k) = U(k)B(k − 1)T C(k)T V −1 (Iny − C(k)K(k))
[y(k)− C(k) X¯(k|k − 1)],
Xˆ(k|k) = Xˆ(k|k − 1) +K(k)[y(k)− C(k) Xˆ(k|k − 1)],
P (k|k) = (Inx −K(k)C(k))
[P (k|k − 1) +B(k − 1)U(k)B(k − 1) (Inx −K(k)C(k))T ],
Table 3.4 – Algorithme du FK-EI pour l’estimation simultanée de l’état et des entrées in-
connues
de covariance.
Contrairement à l’approche développée dans [47], dans le développement de l’algorithme
du FK-EI, les gains K et U sont indépendants. Ainsi, l’optimalité des estimés Xˆ(k|k) et
uˆ(k − 1|k) (dans le sens des moindres carrés) est globale.
De retour à notre modèle (3.19), en supposant que le coefficient de diffusion χe est connu,
l’application du FK-EI à notre problème d’estimation de l’état et des entrées inconnues est
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directe, il suffit de considérer dans l’algorithme du FK-EI donné dans le tableau 3.4, la mise
en forme suivante avec les dimensions appropriées :

A(k) −→ dtM−1A(θT (k)) +
(
1− dt
τ
)
In+1,
B(k) −→ dtM−1D,
C(k) −→ In+1.
(3.80)
3.4.1.1 Propriétés du filtre de Kalman à entrées inconnues
Le filtre de Kalman à entrées inconnues est l’extension directe et optimale du filtre de
Kalman standard, et hérite ainsi de toutes ses propriétés (et limitations) à savoir [118] :
• Si {w(k)} et {v(k)} sont gaussiens et vérifient les hypothèses données dans (3.66) alors
le FK-EI est la solution optimale au problème d’estimation des entrées inconnues et des
états.
• Si {w(k)} et {v(k)} sont non-gaussiens mais satisfont (3.66) alors le FK-EI est la solution
linéaire optimale à notre problème d’estimation. Il se peut qu’un filtre non-linéaire
offrant de meilleurs résultats existe mais le FK-EI reste l’optimal parmi l’ensemble des
filtres linéaires même si {w(k)} et {v(k)} sont non-gaussiens (dans la formulation du
filtre l’hypothèse des signaux gaussiens n’a pas été exploitée).
• Si {w(k)} et {v(k)} sont corrélés i.e. E(w(k) v(j)) = Cor(k) δk−j+1 alors dans l’algo-
rithme du FK-EI (tableau 3.4), le gain d’étatK(k) et la matrice de covariance de l’erreur
d’estimation P (k|k) deviennent :

K(k) = (P (k|k − 1)CT (k) + Cor(k))
[C(k)P (k|k − 1)CT (k) + V (k) + C(k)Cor(k) + CT (k)CorT (k)]−1,
P (k|k) = −K(k)CorT (k) + (Inx −K(k)C(k))
[P (k|k − 1) +B(k − 1)U(k)B(k − 1) (Inx −K(k)C(k))T ].
(3.81)
• Un outil pour vérifier les performances (en terme de convergence) du filtre est le terme
d’innovation e(k) = Y (k)−C(k)X(k|k). Ce signal constitue en lui-même un signal blanc
à moyenne nulle dont la matrice de covariance est donnée par (C(k)P (k|k−1)CT (k)+
V (k)) [118]. À chaque itération, sa moyenne et sa covariance peuvent être approximées
par des méthodes statistiques. Si une différence existe entre les valeurs ainsi calculées
et celles prédites par la théorie, des méthodes statistiques peuvent être utilisées afin de
corriger les statistiques calculées de e en ajustant les matrices V et W (généralement,
l’incertitude majeure est sur les valeurs de ces deux matrices).
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3.4.1.2 Possibilités d’extension du filtre de Kalman à entrées inconnues
Comme le FK-EI constitue une extension directe du FK, il est logique qui’il adopte les
même formulations alternatives développées pour le FK. Ci-dessous nous citons quelque unes
d’entre elles. Pour plus de détails nous conseillons le livre de Simon [118] :
• Filtre de Kalman séquentiel pour la simplification de l’implantation du FK sur des
systèmes ne disposant pas d’opérateur d’inversion. Cette alternative est envisageable
uniquement si la matrice de covariance du bruit de mesure est diagonale ou constante.
• Filtre de Kalman par racine carré (Square root Kalman Filtering), développé par
James Potter lors de la mission spatiale Apollo de la NASA. Cette méthode d’implé-
mentation permet d’augmenter la précision numérique du FK, principalement sur des
systèmes à capacités de calcul réduites. Son inconvénient est la complexité des calculs
engendrés (voir [118]).
• Filtre de Kalman avec des contraintes d’égalité et/ou d’inégalité permet de
prendre en compte les contraintes physiques qui peuvent exister sur l’état et qui sont nég-
ligées dans la formulation initiale du FK. Les contraintes physiques définissent l’espace
compact auquel appartient l’état et par conséquent, comme dans le cas de toute méth-
ode d’optimisation, leur prise en compte dans le FK peut améliorer significativement
la précision de l’estimation [7], [118]. Plusieurs techniques existent pour l’incorporation
de ces contraintes. Dans le cas des systèmes linéaires, cela inclut [118] :
• Projection de l’estimé.
• Projection du gain d’état.
• Réduction du modèle d’état.
• Mesures parfaites.
• Troncature de la fonction de densité de probabilité (fdp).
Dans ce travail, nous privilégions la méthode de la projection de l’estimé, i.e. à chaque
itération le résultat du FK sans contraintes Xˆ(k|k) est projeté sur la surface de con-
traintes : DX = d (ou DX ≤ d dans le cas de contraintes d’inégalité) et le problème
peut ainsi être formulé par :
X˜(k) = argmin
X˜
(X˜(k)− Xˆ(k|k))T Q (X˜(k)− Xˆ(k|k))
tel que : D X˜ = d (D X˜ ≤ d),
(3.82)
où Q est une matrice de pondération. Il a été démontré dans [118] que :
1- Le nouvel estimé X˜(k) est non-biaisé : E(X˜) = E(X).
2- Choisir Q = P (k|k − 1) génère un filtre à variance minimale :
E((X(k)− Xˆ(k)) (X(k)− X˜(k))T ) ≤ E((X(k)− Xˆ(k|k)) (X(k)− Xˆ(k|k))T )
3- Si Q = Inx alors : ‖X(k)− X˜(k)‖2 ≤ ‖X(k)− Xˆ(k|k)‖2.
Le problème posé dans (3.82) appartient à la classe des problèmes de programmation
quadratique. Plusieurs algorithmes existent pour la résolution de ces problèmes, la plu-
part d’entre eux se base sur la méthode de Procédé de réglage actif (Active set methods).
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Sous MATLAB, la fonction QP de la toolbox "Optimisation", ou la fonction fmincon
permet de résoudre ce problème.
• Filtre de Kalman Robuste permet de prendre en compte les incertitudes qui peuvent
exister aussi bien sur le modèle (les matrices de transition, d’entrée et d’observation) que
sur les matrices de covariance des bruits d’état et de mesure. Plusieurs travaux existent
dans ce domaine connu aussi sous le nom de filtrage adaptatif ou filtrage robuste, citons
par exemple [84], [88], [129] et une classification des différentes publications concernant
le FK robuste se trouve dans [105].
Étant donné que l’objectif de ce travail est de proposer des pistes et des techniques
permettant la résolution du problème d’estimation des paramètres spatio-temporels, le
FK robuste n’est pas traité dans ce manuscrit. Nous le considérons comme une bonne
perspective pour des travaux futurs.
3.4.1.3 Cas du bruit d’état coloré
Dans le cas de bruit d’état coloré (auto-corrélé i.e. E(w(k)wT (k − 1)) 6= 0), le système
d’état (3.65) devient :
X(k + 1) = A(k)X(k) +B(k)u(k) + w(k),
w(k + 1) = ψ(k)w(k) + ξ(k),
y(k) = C(k)X(k) + v(k),
(3.83)
où la deuxième équation représente le modèle du bruit d’état supposé généré par un système
dynamique et {ξ(k)} est un bruit blanc de moyenne nulle, non-corrélé avec w(k). Dans ce cas,
la matrice de covariance de w(k + 1) et w(k) s’écrit :
E(w(k + 1)wT (k)) = ψ(k)W (k). (3.84)
avec W (k) la matrice de covariance de w(k) donnée dans (3.66). En augmentant l’état i.e.
X
′(k) = [X(k) w(k)]T , le système (3.83) devient :
X
′(k + 1) =
A(k) Inx
0nx ψ(k)
 X ′(k) +
 B(k)
0nx×nu
 u(k) +
 0nx
ξ(k)
 ,
= A′(k)X ′(k) + w′(k),
y(k) = [C(k) 0ny×nx ]X
′(k) + v(k) = C ′(k)X ′(k) + v(k),
(3.85)
et le FK-EI donné dans le tableau 3.4 peut ainsi être appliqué à ce système augmenté afin
d’estimer le nouvel état X ′(k) et le vecteur d’entrée u(k) en considérant la nouvelle matrice
de covariance de bruit d’état w′(k) :
W ′(k) = E(w′(k)w′(k)) =
0nx 0nx
0nx E(ξ(k) ξT (k))
 ,
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en effectuant le changement de variable suivant :
A(k) −→ A′(k),
B(k) −→ B′(k),
C(k) −→ C ′(k),
W (k) −→W ′(k).
(3.86)
Cette méthode conduit à l’augmentation de la taille du système, et par conséquent celle des
calculs mais elle constitue une façon directe de traiter de ce problème [118].
3.4.1.4 Cas du bruit de mesure coloré
Dans le cas de bruit de mesure coloré, si on envisage la même procédure précédente établie
pour l’augmentation du système d’état, en considérant un modèle de bruit de mesure donné
par :
v(k) = ψ(k − 1) v(k − 1) + ξ(k − 1) (3.87)
avec ξ un signal blanc à moyenne nulle, le système d’état augmenté est le suivant :
X
′(k + 1) =
 A(k) 0nx×ny
0ny×nx ψ(k)
 X ′(k) +
+B(k)
0ny×nu
 u(k) +
w(k)
ξ(k)
 ,
= A′(k)X ′(k) + w′(k),
y(k) = [C(k) Iny ]X
′(k).
(3.88)
avec X ′(k + 1) =
X(k + 1)
v(k + 1)
.
Dans le système d’état (3.88), le bruit de mesure est nul et par conséquent sa matrice de
covariance est aussi nulle. Bien que Kalman dans le développement initial de son filtre [65]
considérait un bruit de mesure nul, il a été reporté dans [82], qu’en pratique, cette singularité
peut engendrer des problèmes numériques [118]. L’alternative présentée dans [118] sera adop-
tée.
En effet, soit y′(k) le nouveau signal de sortie défini par :
y′(k) = y(k + 1)− ψ(k) y(k), (3.89)
en remplaçant l’expression de y(k) dans (3.89), on obtient :
y′(k) = C(k)(A(k)X(k) +B(k)u(k) + w(k)) + v(k + 1)− ψ(k)(C(k)X(k) + v(k))
= (C(k)A(k)− ψ(k)C(k))X(k) + C(k)B(k)u(k) + (C(k)w(k) + ξ(k))
= C ′(k)X(k) +D′(k)u(k) + v′(k).
(3.90)
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avec : 
C ′(k) = (C(k)A(k)− ψ(k)C(k)), D′(k) = C(k)B(k),
v′(k) = (C(k)w(k) + ξ(k)), E(ξ(k) ξT (j)) = Rξ(k)δk,j ,
E(v′(k) v′T ) = C(k)W (k)CT (k) +Rξ(k).
(3.91)
Le système d’état devient :
X(k + 1) = A(k)X(k) +B(k)u(k) + w(k),
y′(k) = C ′(k)X(k) +D′(k)u(k) + v′(k).
(3.92)
Ainsi, il est clair que le problème posé est différent de celui initial (3.65) pour lequel le FK-EI a
été développé. Le transfert direct entre la sortie est l’entrée change radicalement le problème.
En effet, il n’est plus possible d’utiliser directement le FK-EI mais d’autres filtres comme
celui présenté dans [47] sont à exploiter.
3.4.2 Filtre de Kalman Étendu à Entrées Inconnues (FKE-EI)
Le filtre de Kalman à entrées inconnues est dédié à l’estimation simultanée de l’état et des
entrées. Afin d’estimer de plus les paramètres, un filtre non-linéaire est nécessaire. Comme
suggéré dans [68], la théorie de l’estimation de l’état peut être exploitée afin d’estimer les
paramètres inconnus du système. En effet, supposons un système d’état discret de la forme
générale : 
x(k + 1) = f(x(k), p(k), u(k)) + w(k), x(0) = x0,
y(k) = h(x(k), p(k)) + v(k),
(3.93)
où p(k) est le vecteur des paramètres inconnus. Comme la dynamique de p est inconnue, la
méthode la plus courante est d’augmenter l’état x en admettant que les paramètres sont à
dynamique nulle : p(k + 1) = p(k) + wp(k) :
xe(k) = [xT (k) pT (k)]T
avec wp(k) le bruit de paramètres artificiel permettant au filtre de mettre à jour les estimés
de p(k). Ainsi, (3.118) devient :
xe(k + 1) =
f(x(k), p(k), u(k)) + w(k)
p(k) + wp(k)
 = F (xe(k), u(k), w(k), wp(k)),
xe(0) =
x0
p0
 = xe, 0,
y(k) = h(xe(k)) + v(k),
(3.94)
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Notons que la fonction F (xe(k), u(k), w(k), wp(k)) est non-linéaire en fonction de l’état étendu
xe et par conséquent on doit utiliser un filtre non-linéaire pour l’estimer. La littérature est
riche en terme de méthodes d’estimation non-linéaire. Certaines d’entre elles deviennent de
plus en plus largement utilisées comme le filtre de Kalman linéarisé, le filtre de Kalman
étendu, le filtre de Kalman sans parfum (Unscented Kalman filter) et le filtre particulaire.
Dans ce manuscrit nous nous intéressons au filtre de Kalman étendu (FKE). Ce filtre fut
proposé par Stanley Schmidt afin de pouvoir appliquer le filtre de Kalman aux problèmes de
navigation spatiale [118]. L’idée est de linéariser le système d’état autour de l’estimé du filtre
de Kalman dans l’étape de prédiction puis d’exploiter les équations du système non-linéaire
dans le calcul de la nouvelle valeur de l’estimé du filtre de Kalman dans l’étape de correction
(pour plus de détails voir [64], [49], [51], [118]). Dans le cas de l’estimation simultanée des
paramètres de l’état et des entrées inconnues, le FK-EI est étendu pour accomplir cette tâche.
Pour ce faire, commençons par écrire la forme étendue discrète de notre système d’état
(3.19) :

Xe(k + 1) = fe(Xe(k)) +Be(k)β(k) + we(k),
Y (k) = Ce(k)Xe(k) + v(k)
(3.95)
où Xe(k) =
X(k)
θ(k)
 est l’état étendu, Be(k) =
dtM
−1D
0r×(n+1)
 est le vecteur d’entrée étendu,
we(k) =
w(k)
wθ(x)
 est le vecteur de bruit d’état étendu supposé blanc gaussien décorrélé. Sa
matrice de covariance est définie par :
We(k) = E[we(k)we(k)T ] =
E(w(k)w
T (k)) 0(n+1)×r
0r×(n+1) E(wθ(k)wTθ (k))
 (3.96)
La matrice d’observation est définie par Ce(k) = [In+1 0n+1×r]. La nouvelle matrice de
transition fe(Xe(k)) est donnée par
fe(Xe(k)) =
(dt(M
−1A(θT (k))) + (1− dt
τ
)In+1)X(k)
θ(k)

Le nouveau système d’état ainsi formulé est toujours linéaire en fonction des entrées inconnues
β.
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Soit :
Ae(k) =
∂fe(Xe(k), β(k))
∂Xe(k)
∣∣∣
Xe(k)= ˆXe(k|k)
=
(dt(M
−1A(θˆT (k|k))) + (1− dt
τ
)In+1) dtM−1 PWXˆ(k|k)
0r×(n+1) Ir
 ,
(3.97)
où PWXˆ(k|k) est la matrice PWX définie dans (3.23) et évaluée à X(k) = Xˆ(k|k), et donnée
donc par :
PWXˆ(t) = −

∫ 1
0
n∑
i=0
xˆi(t)w
′
i(z)w
′
0(z)pi1(z)dz · · ·
∫ 1
0
n∑
i=0
xˆi(t)w
′
i(z)w
′
0(z)pir(z)dz
... · · ·
...∫ 1
0
n∑
i=0
xˆi(t)w
′
i(x)w
′
n(x)pi1(x)dx · · ·
∫ 1
0
n∑
i=0
xˆi(t)w
′
i(z)w
′
n(z)pir(z)dz

Ae(k) est la matrice jacobienne de fe(Xe(k)) au point Xˆe(k|k) (la linéarisation de fe autour
de l’estimé Xˆe(k|k)). Ainsi, l’algorithme du Filtre de Kalman Étendu à Entrées Inconnues
(FKE-EI) est donné dans le tableau 3.5.
3.4.2.1 Cas des paramètres temps-variant : Algorithme du FKE-EI adaptatif
Dans la formulation du FKE, les paramètres sont supposés à dynamique nulle et par
conséquent, si l’ajout d’un bruit fictif we permet d’améliorer l’estimation des paramètres
constants ou faiblement temps-variant, il est difficile de l’ajuster quand les paramètres
varient rapidement dans le temps. Plusieurs stratégies se basant principalement sur
l’ajout d’un facteur d’oubli ajustable comme dans le cas de la MCR ont été proposées.
Dans ce travail, nous continuons d’adopter la technique de [132] détaillée dans la section 3.3.2.
Ainsi, dans l’algorithme du FKE-EI du tableau 3.5, c’est la matrice de covariance de
l’erreur d’estimation a priori qui doit subir des modifications pour prendre en compte la
variation paramétrique et qui devient :
P (k|k − 1) = λ(k) (Ae(k − 1)P (k − 1|k − 1)Ae(k − 1)T ) +We(k), (3.98)
avec λ(k) le facteur d’oubli variable. Toutefois, certaines modifications spécifiques à la for-
mulation du problème dans le cadre du Filtre de Kalman Étendu établi dans (3.95) doivent
être faites. En effet, les erreurs d’estimation a posteriori γ¯(k + 1) et a priori γ(k + 1) sont
différentes par définition de celles établies dans la section 3.3.2. Par conséquent, si l’idée de
base du développement du facteur d’oubli λ reste inchangée, ce facteur d’oubli a une nouvelle
expression.
Les nouvelles formules de γ¯(k + 1) et de γ(k + 1) sont données par :
γ¯(k + 1) = Y (k + 1)− Ce(k + 1)Xe(k + 1|k + 1), (3.99)
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γ(k + 1) = Y (k + 1)− Ce(k + 1)Xe(k + 1|k), (3.100)
En remplaçant Xˆe(k + 1|k + 1) par son expression donnée dans l’algorithme du tableau 3.5,
(3.99) devient :
γ¯(k + 1) = (Ir+n+1 − Ce(k + 1)K(k + 1)) γ(k + 1). (3.101)
et la matrice de covariance de l’erreur d’estimation a posteriori (l’espérance mathématique
de l’expression γ¯(k + 1) γ¯T (k + 1)) s’écrit :
E(γ¯(k + 1) γ¯T (k + 1)) = (Ir+n+1 − Ce(k + 1)K(k + 1))Z(k + 1)
(Ir+n+1 − Ce(k + 1)K(k + 1))T ,
(3.102)
avec Z(k + 1) la matrice de covariance de l’erreur d’estimation a priori définie comme :
Z(k + 1) = E(γ(k + 1) γ(k + 1)T ).
D’autre part, d’après la définition de l’erreur d’estimation a posteriori donnée dans (3.99),
on a :
E(γ¯(k + 1) γ¯T (k + 1)) = V (k + 1), (3.103)
où V (k + 1) est la matrice de covariance du bruit de mesure à l’instant t = (k + 1) dt.
En utilisant l’expression du gain K(k+1) donné dans l’algorithme du FKE-EI au tableau 3.5
et le lemme d’inversion des matrices, l’équation de (3.102) devient :
Z(k + 1) = (Ce(k + 1)P (k + 1|k)CTe (k + 1) + V (k + 1))V −1(k + 1)
(Ce(k + 1)P (k + 1|k)CTe (k + 1) + V (k + 1))T ,
(3.104)
En remplaçant P (k + 1|k) par son expression donnée dans (3.98), l’équation définie dans
(3.104) s’écrira :
Z(k + 1) = (λ(k + 1)T1 + T2)V −1(k + 1) (λ(k + 1)T1 + T2)T , (3.105)
où : 
T1 = Ce(k + 1)Ae(k)P (k|k)ATe (k),
T2 = Ce(k + 1)We(k + 1)CTe (k + 1) + V (k + 1).
(3.106)
En calculant les traces de (3.106), nous obtenons l’équation suivante :
tr(Z(k + 1)) = λ2(k + 1) {tr(T1 V −1(k + 1)T T1 )}
+λ(k + 1) {tr(T1 V −1(k + 1)T T2 + T2 V −1(k + 1)T T1 )}
+tr(T2 V −1(k + 1)T T2 )
(3.107)
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où tr est l’opérateur trace.
Ainsi, l’expression de λ(k + 1) est donnée par :
λ(k + 1) =
−Tb +
√
T 2b − 4Ta Tc
2Ta
, λ(k + 1) ≥ 1, (3.108)
où :

Ta = tr(T1 V −1(k + 1)T T1 ),
Tb = tr(T1 V −1(k + 1)T T2 + T2 V −1(k + 1)T T1 ),
Tc = tr(T2 V −1(k + 1)T T2 )− tr(Z(k + 1)),
(3.109)
Le vecteur de facteur d’oubli λ définit la matrice du gain d’adaptation Λ(k + 1) := λ(k +
1) In+1+r où les premiers n+1 éléments concernent le vecteur d’état et les r restant permettent
l’adaptation du vecteur des paramètres θ(k+1) ; c’est pourquoi nous fixons les n+1 premiers
éléments à 1 et les r restants sont obtenus par l’équation (3.108).
Le calcul de la matrice de covariance Z(k+1) de l’erreur d’estimation a priori est approximée
en utilisant les équations (3.61), (3.62), (3.63) et (4.44). La combinaison du filtre de Kalman
avec cet algorithme de calcul du facteur d’oubli est appelé FK adaptatif.
3.4.2.2 FKE mixte Vs. FKE dual
Deux variantes (les plus répandues) du filtre de Kalman étendu peuvent être considérées :
le FKE mixte et le FKE dual [127]. Dans la première classe, l’estimation de l’état et des
paramètres se fait simultanément [68], [26]. C’est la technique adoptée dans l’algorithme du
tableau 3.5.
Dans la deuxième approche, à chaque itération, l’estimation des paramètres est utilisée dans
l’estimation de l’état et l’estimé de l’état permet de mettre à jour l’estimé des paramètres ;
ainsi, deux filtres de Kalman étendus tournent en parallèle. Ceci revient à supposer qu’en
plus du modèle d’état, la dynamique des paramètres peut être écrite comme :

θ(k + 1) = θ(k) +m(k),
Y (k) = Ce(k)Xe(k) + n(k),
(3.110)
où l’équation d’observation est approximée en utilisant celle du système d’état en considérant
un bruit blanc gaussien n modélisant cette erreur d’approximation. Les signaux m et n véri-
fient les mêmes caractéristiques statistiques que w et v données dans (3.66). En se basant sur
l’algorithme du FKE dual développé dans [127], le FKE-EI dual est donné dans le tableau 3.6.
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Algorithme du FKE-EI
Initialisation : Xˆe(0|0) = [E(X(0)), E(θ(0))]T , uˆ(−1|0) = E(u(−1)),
P (0|0) = E[(Xe(0)− Xˆe(0|0) (Xe(0)− Xˆe(0|0))T ],
V = E[v vT ], We(k) = E[we(k)we(k)T ].
Pour k = 1, · · · , N :
Étape de prédiction :
X¯e(k|k − 1) = f(Xˆe(k − 1|k − 1)),
Xˆe(k|k − 1) = f(Xˆe(k − 1|k − 1)) +Be(k − 1) uˆ(k − 1|k).
P (k|k − 1) = Ae(k − 1)P (k − 1|k − 1)Ae(k − 1)T +We(k),
Étape de correction :
K(k) = P (k|k − 1)CTe (k)[Ce(k)P (k|k − 1)CTe (k) + V (k)]−1,
U(k) = [Be(k − 1)T CTe (k)V −1 (Iny − Ce(k)K(k))Ce(k)Be(k − 1)]−1,
uˆ(k − 1|k) = U(k)Be(k − 1)T Ce(k)T V −1 (Iny − Ce(k)K(k))
[Y (k)− Ce(k) X¯e(k|k − 1)],
Xˆe(k|k) = Xˆe(k|k − 1) +K(k)[Y (k)− Ce(k) Xˆe(k|k − 1)],
P (k|k) = (Inx −K(k)Ce(k))
[P (k|k − 1) +Be(k − 1)U(k)Be(k − 1) (Inx −K(k)Ce(k))T ],
Table 3.5 – Algorithme du FKE-EI pour l’estimation simultanée de l’état, des paramètres
et des entrées inconnus
Avec : 
Ax(k) =
∂f(x(k), θˆ(k|k − 1))
∂x
∣∣∣
xˆ(k|k)
,
Wx(k) = E(w(k)wT (k)), Wθ(k) = E(m(k)mT (k)),
R(k) = E(v(k) vT (k)), N(k) = E(n(k)nT (k)),
Cθ(k) =
∂(Y (k)− C(k) Xˆ(k|k − 1))
∂θ
= −C(k) ∂Xˆ(k|k − 1)
∂θ
(3.111)
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D’après l’algorithme du FKE-EI donné dans le tableau 3.5, en regroupant les deux matrices
de covariance Px et Pθ et les deux bruits de sortie R et N , on obtient l’expression suivante :
Px,θ(k|k − 1) =
E((X(k)− Xˆ(k|k − 1))) 0(n+1)×r
0r×(n+1) E((θ(k)− θˆ(k|k − 1)))
 ,
Vx,θ(k) =
 R(k) 0(n+1)×r
0r×(n+1) N(k)
 ,
(3.112)
et par conséquent la différence principale entre les deux variantes du FKE réside dans les
matrices de covariance de l’erreur d’estimation Px,θ et du bruit de sortie Vx,θ(k). Dans la
forme duale, le couplage entre Xˆ et θˆ est pris en compte non pas dans l’expression de Px,θ
et Vx,θ(k) mais à travers la matrice Cθ(k). Cette matrice apparait comme conséquence de la
dépendance de Xˆ(k|k − 1) et Xˆ(k|k) de θˆ(k|k − 1) ; elle est calculée par la formule récursive
suivante : 
∂Xˆ(k|k − 1)
∂θˆ
= ∂f(Xˆ(k − 1|k − 1), θˆ(k − 1|k − 1))
∂Xˆ
∂Xˆ(k − 1|k − 1)
∂θˆ
+∂f(Xˆ(k − 1|k − 1), θˆ(k − 1|k − 1))
∂θˆ
,
∂Xˆ(k − 1|k − 1)
∂θˆ
= (I −Kx(k − 1)) ∂Xˆ(k − 1|k − 2)
∂θˆ
+∂Kx(k − 1)
∂θˆ
(Y (k)− Cx(k) Xˆ(k − 1|k − 2))
(3.113)
Le calcul de ∂Kx(k − 1)
∂θˆ
a été reporté dans [77] et [127]. Ce calcul est complexe et générale-
ment négligé. Un compromis entre la complexité de ce calcul et les performances apportées
existe. Cependant, il a été démontré expérimentalement dans [127], que dans le cas des sys-
tèmes fortement non-linéaires ou bruités ce terme est critique.
3.4.2.3 Étude de la convergence du FKE
Le développement du FKE-EI est basé sur le FKE standard ; ainsi l’étude de sa conver-
gence est identique à celle du FKE. Dans [77], il a été démontré que la convergence du filtre
de Kalman étendu dépend, comme dans le cas du FK standard, de la connaissance des ma-
trices de covariance du bruit d’état W et du bruit de mesure V et qu’une source probable de
divergence dans la formulation mixte du FKE est le découplage entre le gain K et le vecteur
des paramètres θ. Aussi deux algorithmes modifiés du FKE permettant de prendre en compte
ce couplage ont été proposés en ajoutant le terme ∂K
∂θ
(y(k)− C(k)x(k)) à l’algorithme.
Dans la formulation duale du FKE, la taille des calculs et de la capacité mémoire augmente
avec le nombre de paramètres et d’états. Dans ce travail, nous avons adopté le FKE-EI mixte
3.5. Applications et comparaisons 81
en raison de la réduction de la taille de calculs qu’il offre en comparant avec la formulation
duale. Aucune divergence que ce soit en simulation ou sur les données expérimentales, n’a été
constatée.
3.4.3 Influence du choix des matrices W , V et P (0|0)
Pour un modèle donné (matrices A, B, C), l’évolution temporelle des gains du filtres de
Kalman à entrées inconnues K et S dépend de :
• P (0|0) : La confiance que l’on a dans l’initialisation de l’état.
• W (0) : La confiance que l’on a dans le modèle.
• V (0) : La confiance que l’on a dans la mesure.
Le gain d’état K donné dans le tableau 3.4 peut être approximé par :
K(k) = (C(k) + V (k)C(k)−T P (k|k − 1))†,
où † est l’opérateur inverse généralisé. Ainsi, en régime transitoire, l’erreur d’estimation
initiale est autant plus vite recalée que P (0|0) est grand par rapport à V (le gain K devient
important) mais l’estimé sera pollué par le bruit de mesure à qui on accorde plus de confiance.
En régime stationnaire, P (k|k) est dominée par W et le gain K sera très faible et l’estimation
très lisse d’autant que W est faible par rapport à V . Par contre, si le modèle (à qui on fait
confiance puisqu’on choisit W faible) est soumis à des perturbations ou que les dynamiques
négligées sont plus importantes (qu’on l’a considéré en choisissant W faible), la vitesse de
convergence de l’erreur d’estimation en régime stationnaire peut en être affectée.
3.5 Applications et comparaisons
Cette section a pour objectif de mettre en évidence les performances et les limitations
des deux méthodes étudiées (MCR-EI cf. § 3.3 et le FKE-EI cf. § 3.4). L’approche envisagée
repose sur :
• Une étude sur des données simulées modélisant qualitativement le comportement ob-
servé de la dynamique de la chaleur dans les plasmas chauds.
• Une analyse d’un shot expérimental issu du tokamak Tore-Supra.
Ces simulations vont ainsi permettre de :
• montrer les capacités de poursuite de ces deux algorithmes.
• comparer les deux algorithmes d’identification proposés dans ce chapitre (MCR-EI et
le FKE-EI).
L’influence de l’initialisation des différentes variables dont on a besoin (facteur d’oubli,
matrice de covariance de l’erreur d’estimation, les matrices de covariance de bruit de mesure
et de système V et W ) a été largement étudiée dans la littérature [80], [118], [51] et ne sera
pas l’objet de cette section.
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Algorithme du FKE-EI dual
Modèle d’état : Modèle des paramètres :
X(k + 1) = f(X(k), θ(k)) +B u(k) θ(k + 1) = θ(k) +m(k)
Y (k) = C(k)X(k) + v(k) y(k) = C x(k) + n(k)
Initialisation : Xˆ(0|0) = E(X(0)), θˆ(0|0) = E(θ(0)), uˆ(−1|0) = E(u(−1)),
Px(0|0) = E[(X(0)− Xˆ(0|0) (X(0)− Xˆ(0|0))T ],
Pθ(0|0) = E[(θ(0)− θˆ(0|0) (θ(0)− θˆ(0|0))T ],
Pour k = 1, · · · , N :
Étape de prédiction :
Pour les paramètres
θˆ(k|k − 1) = θˆ(k − 1|k − 1), Pθ(k|k − 1) = Pθ(k − 1|k − 1) +Wθ(k)
Pour l’état
X¯(k|k − 1) = f(Xˆ(k − 1|k − 1), θˆ(k − 1|k − 1)),
Xˆ(k|k − 1) = f(Xˆ(k − 1|k − 1), θˆ(k − 1|k − 1)) +B(k − 1) uˆ(k − 1|k).
Px(k|k − 1) = Ax(k − 1)Px(k − 1|k − 1)Ax(k − 1)T +Wx(k),
Étape de correction :
Pour l’état
Kx(k) = Px(k|k − 1)CT (k)[C(k)Px(k|k − 1)CT (k) + V (k)]−1,
U(k) = [B(k − 1)T CT (k)V −1 (Iny − C(k)Kx(k))C(k)B(k − 1)]−1,
uˆ(k − 1|k) = U(k)B(k − 1)T C(k)T V −1 (Iny − C(k)Kx(k))[Y (k)− C(k) X¯(k|k − 1)],
Xˆ(k|k) = Xˆ(k|k − 1) +Kx(k)[Y (k)− C(k) Xˆ(k|k − 1)],
Px(k|k) = (Inx −K(k)C(k))[Px(k|k − 1) +B(k − 1)U(k)B(k − 1) (Inx −Kx(k)C(k))T ],
Pour les paramètres
Kθ(k) = Pθ(k|k − 1)CTθ (k)[Cθ(k)Pθ(k|k − 1)CTθ (k) +N(k)]−1,
θˆ(k|k) = θˆ(k|k − 1) +Kθ(k)[Y (k)− C(k) Xˆ(k|k − 1)],
Table 3.6 – Algorithme du FKE-EI dual
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3.5.1 Conditions de simulation
1- Afin que les données de simulation soient dans les même conditions que les données
expérimentales, dans le modèle (3.19), on fixe n = 20 et par conséquent r = d = 10.
La période d’échantillonnage spatiale est dz = 0.05, la période temporelle est égale à
dt = 0.01.
2- Dans ces simulations les signaux d’entrées-sorties sont considérés non bruités.
3- La méthode de BS-Galerkin FEM (cf. chapitre 1) est utilisée pour la semi-discrétisation
(discrétisation spatiale) de l’EDP et la génération des données simulées.
4- La sortie expérimentale est engendrée en utilisant comme base de projection (du profil
expérimental) les fonctions B-splines modifiées.
5- Le coefficient de diffusion et le terme source sont projetés sur l’espace engendré par les
fonctions B-splines standard.
6- Les intégrales dans l’espace sont calculées en utilisant la méthode d’approximation de
Gauss-Kronrod implantée dans MATLAB c© par la fonction quadgk.
7- En simulation, le système d’état (3.19) est résolu en utilisant la fonction MATLAB c©
ode15s.
3.5.2 Calcul des erreurs d’estimation
Dans ce chapitre, nous avons choisi de traiter le problème d’identification de χe et S
simultanément et en dimension finie. Par conséquent, le système étudié est donné par (3.19)
où les paramètres à identifier/estimer sont : Xˆ, θˆ et βˆ et les erreurs d’estimation de T , χe et
S sont données par :
∆T (z, t) = T (z, t)− Tˆ (z, t) = T (z, t)−∑ni=0 Xi(t)ωi(x),
∆χe(z, t) = χe(z, t)− χˆeM (z, t) = χe(z, t)− θT (t)P (z),
∆S(z, t) = S(z, t)− Sˆd(z, t) = S(z, t)− B(z)β(t),
(3.114)
où X, θ et β définissent le système d’état (3.19) (cf. § 3.1.2).
3.5.3 Exemples de simulation
Les données simulées sont motivées par les connaissances physiques qualitatives dont on
dispose sur la forme du coefficient de diffusion χe et sur le terme source S [136]. Ainsi, pour la
variation spatiale de χe, une fonction polynomiale croissante strictement positive est choisie
alors que S est de forme gaussienne. Dans nos simulations, les profils sélectionnés pour χe et
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S sont décrits par les équations suivantes :
χe(z, t) =
(
1 + 9z − 36z2 + 32z3) g(t),
S(z, t) = 10
6
√
2pi σ
exp
(
−(z − µ)2
2σ2
)
f(t), µ = 0.3, σ = 0.4
z ∈ [0, 1], t ∈ [0, 25], dz = 0.05, dt = 0.01.
(3.115)
où z est la variable spatiale, t est le temps, g(t) et f(t) modélisent les variations temporelles
de χe et S respectivement.
Afin de mettre en lumière les capacités de poursuite de nos deux algorithmes (MCR-EI
adaptative et le FKE-EI adaptatif en utilisant la méthode de [132]), nous considérons χe
temps-variant même si en physique des plasmas il est généralement question uniquement de
sa variation spatiale ( [107], [37], [87]).
Ainsi, nous envisageons d’étudier deux cas de figure :
• La variation temporelle de χe est imperceptible sur le profil de la température.
• La variation temporelle de χe est de forme sinusoïdale.
Dans les deux cas, le terme source S a dans le temps, la forme d’un signal périodique
rectangulaire de rapport cyclique α égal à 0.4 exprimé par :
f(t) =

2 si t ≤ α tperiode,
1 si t ∈ [α tperiode, tperiode]
f(t+ tperiode) = f(t).
(3.116)
où tperiode est la période du signal f(t). La formule de g(t) sera précisée à chaque exemple.
Dans les deux exemples, les algorithmes sont initialisés au même valeurs :
• Pour la MCR-EI adaptative : µ = 0.9, P (0) = 106 Ir, G2(1) = 1, θˆ(0) et βˆ(0) sont
arbitraires.
• Pour le FKE-EI adaptatif : µ = 0.9, Pˆ (0|0) = 104 Ir+n+1, W = 10−2 In+r+1, V =
10−4 In+1, G2(1) = 1, θˆ(0) et βˆ(0) sont arbitraires.
Toutefois, il est à noter que le facteur d’oubli est à variation libre (on n’impose pas la condition
λ ≥ 1) et que plusieurs tests ont été nécessaires pour calibrer µ, W et V .
3.5.3.1 Exemple 1 : χe(z, t) faiblement temps-variant
Soit le système décrit par les profils donnés dans fig. 3.2 générés en utilisant les équations
(3.115) et (3.116) avec :
g(t) = 0.1 + 1
1 + e−20∗(t−5)
, t ∈ [0, 25]. (3.117)
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La fonction g(t) est ainsi une sigmoïde modélisant un saut lisse de 10% de la variation tem-
porelle de χe à t = 5s. Dans la fig. 3.2, la variation temporelle de T est due principalement
au terme source S alors que la variation de χe n’est pas visible sur ce profil. Ceci constitue
un bon cas d’étude pour nos algorithmes, permettant de tester leur capacité à identifier une
telle très faible variation. Les résultats de simulation en utilisant la MCR-EI adaptative et
(a) Profil spatio-temporel de T (z, t)
(a) Profil de χe(z, t) (b) Profil de S(z, t)
Figure 3.2 – Exemple 1 : profils de T (z, t), S(z, t) et χe(z, t)
le FKE-EI adaptatif sont donnés respectivement dans les fig. 3.3 et fig. 3.4.
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(c) Erreur relative d’estimation de χe(z, t)
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(d) Erreur relative d’estimation de S(z, t)
Figure 3.3 – Performances de la MCR-EI adaptative pour la reconstruction de S et χe dans
l’exemple 1.
3.5.3.2 Discussion
Les enseignements que nous pouvons tirer de ces figures (fig. 3.3 et fig. 3.4) sont les
suivants :
• Bien que l’Exemple 1 présente le cas d’un système distribué où la variation temporelle
du coefficient de diffusion est inapparente sur la variation de la variable d’état, nos deux
algorithmes arrivent à bien relever ce défi en fournissant des estimés fiables (toutes les
erreurs d’estimation sont inférieures à 1%).
• À l’inverse de la MCR-EI adaptative, en utilisant le FKE-EI adaptatif, l’identification
simultanée de χe et S est sensible à la variation de l’entrée (S), i.e. à chaque saut,
l’erreur d’identification devient importante mais aussitôt recalé (≤ 1%) en un temps
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(c) Erreur relative d’estimation de χe(z, t)
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(d) Erreur relative d’estimation de S(z, t)
Figure 3.4 – Résultats de simulation en utilisant le FKE-EI adaptatif pour la reconstruction
de S et χe dans Exemple 1
très court grâce à l’adaptation du facteur d’oubli (en utilisant la méthode de [132]).
Ce comportement se voit aussi sur le profil de la trace de la matrice de covariance de
l’erreur d’estimation P (k|k) qui reste inférieure à 0.13 ; ainsi nous pouvons affirmer que
la qualité de Xˆ(t) est bonne puisque la probabilité est de 95% pour que l’état soit entre
Xˆ(t)± 2√trace(P (k|k)) = Xˆ(t)± (6× 10−3)%.
• La qualité de l’estimation, en utilisant comme technique la MCR-EI adaptative, est
meilleure que celle obtenue avec le FKE-EI adaptatif. Ceci est dû principalement à
la nature de l’approche par rapport au problème posé. Alors que nous considérons
dans les deux cas le même système, dans la MCR-EI adaptative en dérivant l’état (la
mesure), le problème d’identification devient, linéaire tandis que dans l’algorithme du
FKE-EI adaptatif traite, l’identification d’un système bilinéaire (dans le modèle (3.19)
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le paramètre θ multiplie l’état X).
• Puisque dans la MCR-EI adaptative le problème ainsi posé est linéaire (par rapport à
θ et β) la variation du facteur d’oubli est plus importante que dans le cas du FKE-EI
adaptatif. Aussi, dans le FK-EI adaptatif, la matrice V détermine l’influence du bruit
de mesure et le calcul du facteur d’oubli est bâti sur sa connaissance. Alors que dans la
MCR-EI adaptative, le bruit de mesure est estimé en utilisant la relation (3.52) et par
conséquent, plus l’erreur γ¯ est grande, plus grand sera le facteur d’oubli.
3.5.3.3 Exemple 2 : χe(z, t) et S(z, t) temps-variants
L’intérêt de cet exemple est de montrer que même dans le cas d’un χe à variation tem-
porelle importante (influence visible sur la sortie), nos deux algorithmes gardent leurs perfor-
mances sans avoir à réajuster les variables d’initialisation.
Dans cet exemple la fonction g(t) est donnée par :
g(t) = sin(2pi t (2/tf )) + 2, (3.118)
et les profils de T , χe et S sont fournis dans la fig. 3.5.
En plus de la discussion de l’exemple précédent, les résultats affichés dans les fig. 3.6 et fig. 3.7
montrent qu’il est plus facile d’estimer un χe à variation faible (même imperceptible sur la
sortie). Si l’algorithme du FKE-EI adaptatif conserve qualitativement des performances iden-
tiques à celles présentées dans l’Exemple 1, les erreurs d’estimation sont plus importantes
dans ce cas, tout en restant admissibles (≤ 1% entre deux sauts d’entrée).
Concernant l’algorithme de la MCR-EI adaptative, contrairement à l’exemple précédent, l’in-
fluence de la variation de l’entrée sur les estimés est bien visible dans ce cas.
(a) Profil spatio-temporel de T (z, t)
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(a) Profil de χe(z, t) (b) Profil de S(z, t)
Figure 3.5 – Exemple 2 : profils de T (z, t), S(z, t) et χe(z, t)
3.5.4 Résultats expérimentaux
Le shot TS−32632 est utilisé comme profil expérimental, où Texp est donnée dans la fig. 3.8.
La période d’échantillonnage spatiale est dz = 0.05, la période temporelle est dt = 0.01. Ainsi :
n = 20 et r = d = 10.
Dans le chapitre précédent (cf. § 2.7.3), nous avons vu que la méthode de B-spline Galerkin
FEM fournit une très bonne approximation de Texp (l’erreur absolue d’approximation est
de l’ordre de 10−12). De même en simulation, les fonctions B-splines standard sont utilisées
comme bases de projection de χe et S. Les profils estimés de χeestim et Sestim sont calculés
par les formules (3.17) et (3.18).
Notons que notre modèle de transport de chaleur est valable pour z ∈ Ω¯ =]0, 0.7]. Les
phénomènes du bord ne sont pas pris en compte dans cette modélisation. Par conséquent,
dans les simulations qui suivent, les profils expérimentaux sont validés et sont significatifs
uniquement sur la zone d’intérêt Ω¯.
3.5.4.1 Résultat de simulation en utilisant la MCR-EI adaptative
L’algorithme appliqué est celui présenté dans le tableau 3.3 avec :
Yexp(t) = X˙exp(t) +
1
τ
Xexp(t),
ε(t) = Y (t)− ϕ(t) θˆ(t) +D βˆ(t),
(3.119)
où Xexp est la variable d’état issue de la projection de Texp sur la base des B-splines choisie,
τ est calculé par la formule donnée dans [55] et ε est l’erreur d’identification a posteriori. Les
matrices ϕ et D sont définies respectivement dans (3.20) et (3.38).
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Figure 3.6 – Performances de la MCR-EI adaptative pour la reconstruction de S et χe dans
Exemple 2.
Le résultat de l’estimation de χe et S est présenté dans la fig. 3.10. Nous pouvons faire les
remarques suivantes :
• Bien que l’erreur relative d’identification ε soit faible (inférieure à 5% en moyenne, voir
fig. 3.9), le profil obtenu pour l’estimé de χe est aberrant, il est de valeur négative par
moment. Cette contre-performance était prévisible car le vecteur de sortie donné dans
(3.119) est issu de la dérivée de la projection du signal expérimental mesuré et de ce fait,
tout bruit de mesure est amplifié. En pratique, il est recommandé d’éviter de dériver
un signal mesuré sauf si le bruit de capteur est bien caractérisé (connaître sa nature et
ses statistiques) ce qui est loin d’être notre cas.
• Le caractère général que nous pouvons tirer de ces simulations est que le paramètre de
diffusion n’est pas temps-variant (il peut être faiblement temps variant mais pas à varia-
tions rapides). Ceci vient principalement de la forme du facteur d’oubli qui varie autour
de la valeur 10 sauf lorsque la puissance d’entrée subit des variations importantes. Ce
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(c) Erreur relative d’estimation de χe(z, t)
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(d) Erreur relative d’estimation de S(z, t)
Figure 3.7 – Résultats de simulation en utilisant le FKE-EI adaptative pour la reconstruction
de S et χe dans Exemple 2
caractère est conforme aux connaissances physiques a priori sur le profil du coefficient
de diffusion ( [37], [87]).
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Figure 3.8 – Profil de Texp
3.5.4.2 Résultats de simulation en utilisant le FKE-EI
Sur le shot TS − 32632, nous appliquons l’algorithme du FKE-EI donné dans la tableau
3.5. Les résultats affichés dans la fig. 3.11 montrent que :
• L’algorithme est très performant, l’erreur d’estimation de l’état T est inférieure à 1%
alors que la trace de la matrice de covariance de l’erreur d’estimation P (k|k) est de
l’ordre de 2. Ainsi, la probabilité est de 99% pour que T est entre ' Tˆexp ± 10−2%.
Ce résultat est attendu vu que le vecteur d’observation est la variable d’état elle-même
i.e. y(t) = X(t) et que l’erreur d’approximation de Texp est donc de l’ordre du bruit de
calcul (autour de 10−12).
• Le coefficient de diffusion estimé χeestim est de forme conforme à ce qu’on prévoit en
physique des plasmas chauds ( [37], [136]).
• Les variations temporelles du terme source estimé Sestim sont conformes à celles de la
température, alors que sa variation spatiale est de forme gaussienne ce qui correspond
au profil spatial de Texp.
• Les paramètres identifiés χe et S vérifient la condition de positivité dans l’intervalle de
validité du modèle z ∈ [0, 0.7].
À partir du terme source estimé, nous pouvons calculer la puissance absorbée par la
formule suivante :
Pe∗(r, t) = 32 ne(r, t)S(r, t),
où ne est la densité des électrons. Ainsi la variation de la puissance de le temps est donnée
par :
Pe(t) =
∫∫∫
volume
Pe∗(r, t) dvolume, (3.120)
or le volume du Tore est donné par :
volume = 2pi2Rr2,
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Figure 3.9 – Performances de la MCR-EI pour l’estimation des profils expérimentaux de S
et χe
où R est le rayon majeur du Tore et r = a z avec a le rayon mineur du Tore. En considérant
la symétrie par rapport à la variable angulaire, l’expression (3.120) devient :
Pe(t) = 6pi2 a2 e
∫ 1
0
ne(z, t)S(z, t) dz, (3.121)
où e = 1.6 × 10−19 J est la charge de l’électron permettant la conversion de l’eV au J
(1eV = |e| J).
Dans la fig. 3.12, nous comparons la puissance absorbée Peestim estimée calculée par la
formule (3.121) à la puissance totale Peentree. Ceci nous permet de voir que les variations de
la puissance absorbée correspondent bien à celles de la puissance d’entrée et nous donne une
idée sur l’amplitude de la puissance perdue.
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Figure 3.10 – Profils expérimentaux de χe et S identifiés en utilisant la MCR-EI adaptative
3.6 Conclusion
Ce chapitre traite l’estimation simultanée en dimension finie du coefficient de diffusion
et du terme source. Le système étant de dimension infinie, l’étude de la convergence du
problème réduit au problème initial est nécessaire. Elle repose sur le choix des espaces des
paramètres qui doivent être compacts. Cette propriété est déterminante aussi bien sur le
plan théorique que sur le plan pratique.
La combinaison de la semi-discrétisation de l’EDP et de la projection du coefficient de
diffusion et du terme source sur des bases appropriées, conduit à la formulation d’un système
d’état temps-variant à entrées inconnues.
Si la méthode des moindres carrés récursifs à entrées-inconnues permet d’estimer le
vecteur des paramètres et l’entrée simultanément, dériver la mesure pour former le vecteur
global y(t) amplifie le bruit et des contre-performances apparaissent en pratique. L’avantage
principal de cette méthode est d’introduire le problème d’estimation des entrées inconnues
sans avoir à faire d’hypothèse a priori conditionnant l’entrée. En se basant sur cette méthode,
le filtre de Kalman étendu à entrées inconnues développé dans [95] a été présenté. Nous
avons discuté les différents aspects pratiques de cette technique qui, par rapport à beaucoup
d’autres, a l’avantage de traiter naturellement le problème en garantissant l’optimalité aussi
bien dans le sens des moindres carrés que dans le sens MVU (Minimum Variance Unbiaised
estimator).
Les résultats de l’estimation sur des données simulées et sur des données réelles montrent
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Figure 3.11 – Performances du FKE-EI pour l’estimation des profils expérimentaux de S et
χe
bien les capacités de poursuite et d’identification des algorithmes proposés, ainsi que la
conformité des estimés avec les connaissances physiques.
Cependant, la limitation majeure de l’estimation en dimension finie est la restriction de la
dimension des bases de projection des paramètres par la taille du réseau de capteurs utilisés.
Une méthode plus générale permettant de se libérer de cette contrainte est souhaitable. C’est
pourquoi dans le chapitre suivant nous proposons de traiter ce problème d’estimation dans
son cadre initial à savoir en dimension infinie.
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Dans le chapitre précédent, le problème d’estimation a été traité en dimension finie.
Moyennant des techniques d’interpolation/extrapolation, nous étions capables de ramener le
problème d’estimation de paramètres distribués à un problème d’estimation paramétrique
standard où uniquement la variation temporelle est conservée. Bien que la méthode fournisse
de bons résultats et se base sur une théorie éprouvée, elle présente un inconvénient majeur.
L’étude de l’identifiabilité a montré que nous sommes limités sur le choix des dimensions
des bases de projection et par conséquent, les paramètres à variation spatiale rapide sont
difficiles à approximer en utilisant des bases de projections locales. Afin de remédier à cet
inconvénient, le problème d’estimation est traité dans ce chapitre dans son cadre initial, à
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savoir en dimension infinie.
Dans la littérature, cette approche est connue sous le nom de late lumping approach
puisqu’en premier lieu un estimateur de dimension infinie est développé, puis, en vue de
sa mise en œuvre, une étape de discrétisation est nécessaire. Cette technique offre plus de
flexibilité en termes de dimension de base de projection et de méthode de discrétisation
puisque l’estimateur ainsi conçu est indépendant de ces deux contraintes (base de projection
et technique de discrétisation).
La technique la plus classique développée sous cet angle est la méthode hors-ligne. Il
s’agit de la minimisation, sous un critère donné, de l’erreur d’équation ou de l’erreur de
sortie. Bien que le premier cas (minimisation de l’erreur d’équation) apparaisse comme
une solution directe au problème, on sous-entend que le modèle est fidèle au système
physique étudié et ainsi l’effet des erreurs de modélisation sera amplifié dans le processus
d’estimation/ identification. C’est pourquoi dans la littérature, cette méthode n’a pas été
fréquemment utilisée contrairement à la méthode de minimisation de l’erreur de sortie.
Citons entre autres les travaux de [8], [135], [1] (et les références qui y sont citées). Les
critères généralement appliqués dans ces méthodes hors-lignes sont le critère des moindres
carrés et le critère de maximum de vraisemblance. Dans notre cas, ces techniques aboutissent
à des problèmes d’optimisation non-linéaire et par conséquent ils sont non-convexes par
rapport aux paramètres à identifier, ce qui induit un problème de multiplicité des solutions.
Un observateur en-ligne adaptatif de dimension infinie conservant les propriétés de l’EDP et
traitant le problème inverse dans le cadre linéaire, apparait comme une solution alternative
a notre problème.
L’estimation adaptative (en-ligne) pour les systèmes de dimension infinie a été en
premier traité dans les travaux de thèse de Demetriou [32] et Scondo [115], où aussi bien
le fondement théorique -en exploitant les outils de l’analyse fonctionnelle et les espaces de
Sobolev- que les aspects pratiques -méthodes de mise en œuvre- ont été abordés pour une
large classe de systèmes (systèmes à paramètres constants ou distribués pour des EDPs
paraboliques et hyperboliques, linéaires et non-linéaires). Les conditions de convergence de
cet estimateur adaptatif sont établies en utilisant la théorie de Lyapunov et en élargissant la
notion d’excitation persistante aux systèmes de dimension infinie.
Dans [93], une nouvelle méthode d’estimation des systèmes distribués paraboliques
linéaires a été présentée où les conditions aux limites et l’intégration par partie sont mises
en œuvre afin de réduire le degré de la dérivée utilisée dans l’estimateur par rapport à celui
de l’EDP. Par exemple pour une EDP parabolique du second ordre, l’estimateur sera du
premier ordre. Ceci a pour effet d’atténuer l’effet des bruits de mesures spatiales. Aussi, dans
ce travail la condition d’identifiabilité des paramètres distribués a été exprimée explicitement
en exploitant la notion de signal d’entrée à excitation persistante.
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Notons que dans les travaux cités ci-dessus ( [115], [32], [33], [93]), seule l’estimation
de paramètres distribués dans l’espace et à entrées connues a été considérée. Dans notre
travail, nous allons étendre le problème à l’estimation simultanée des paramètres et des
entrées inconnues distribués aussi bien dans le temps que dans l’espace. Pour ce faire, nous
considérons tout d’abord le cas des paramètres/entrées spatialement variables. L’estimateur
formulé constitue la base sur laquelle des extensions et/ou modifications seront apportées
pour traiter par la suite le problème des paramètres/entrées variants dans le temps et l’espace
avec et sans contraintes sur la variation temporelle.
Ce chapitre sera organisé ainsi. Nous commençons par formuler le problème d’estimation
en dimension infinie, ensuite nous établissons les conditions d’identifiabilité des paramètres
et des entrées. Dans la troisième section, l’estimateur adaptatif de dimension infinie sera
présenté d’abord pour l’estimation des paramètres/entrées distribués dans l’espace puis pour
des paramètres/entrées variant dans l’espace et dans le temps en admettant la variation
temporelle bornée. Finalement, un estimateur adaptatif conçu pour des paramètres/entrées
variant dans le temps et dans l’espace (sans contraintes) sera présenté. Dans la dernière
section, une méthode pour l’auto-réglage des paramètres d’adaptation de l’estimateur sera
formulée.
4.1 Formulation du problème d’estimation en dimension in-
finie
L’aspect théorique mathématique permettant la formulation du problème d’estima-
tion/identification en-ligne en dimension infinie a été analysé et présenté principalement dans
les travaux de Demetriou et Scondo (exemple : [115], [32], [13], [34]).
Dans ce manuscrit, notre objectif n’est pas de reprendre ces concepts mais de montrer
comment les résultats de ces travaux peuvent s’appliquer à notre EDP et par conséquent de
trouver les conditions sous lesquelles le modèle et le problème d’identification sont bien-posés.
Pour commencer, soit V := H10,{1}(Ω), H := L2(Ω), V ∗ := H−1(Ω) trois espaces de
Hilbert formant notre triplet de Gelfand (pour la définition du triplet de Gelfand, voir le
chapitre 5 de [6]) :
V ↪→ H ↪→ V ∗,
où sur H sont définis sa norme usuelle ‖.‖2 et son produit interne (., .) et V est muni de la
norme ‖.‖1 (voir 3).
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Rappelons notre EDP modélisant le transport de chaleur :
∂T
∂t
= div
(
χe(z, t)
∂T
∂z
)
− 1
τ
T (z, t) + S(z, t), ∀z ∈ Ω =]0, 1[, t ≥ 0,
∂T
∂z
(0, t) = T (1, t) = 0, t ≥ 0,
T (z, 0) = 0, ∀z ∈ Ω.
(4.1)
où div est l’opérateur divergence s’écrivant div(.) := 1
z
∂
∂z
(z .), en coordonnées cylindriques
avec une symétrie angulaire.
Précisons que nous sommes intéressés par la solution faible ou variationnelle de (4.1) ce qui
se traduit par supposer que T ∈ L2(0, T ; V ) et T˙ ∈ L2(0, T ; V ∗). Le système (4.1) peut se
mettre sous la forme des problèmes variationnels abstraits donnée par :
∂T
∂t
−A(q; z, t)T (z, t) = S(z, t), ∀z ∈ Ω =]0, 1[, t ≥ 0,
∂T
∂z
(0, t) = T (1, t) = 0, ∀t ≥ 0,
T (z, 0) = 0.
(4.2)
où q ∈ Q désigne le vecteur de paramètres supposé inconnu, q =
[
χe
1
τ
]
et A(q; ., .) : V → V ∗
est un opérateur linéaire s’écrivant :
A(q; z, t) = div
(
χe(z, t)
∂
∂z
)
− 1
τ
, (4.3)
dont la dépendance spatiale et temporelle est due à la variation spatio-temporelle du vecteur
des paramètres q := q(z, t). À l’opérateur A est associée la forme linéaire a(.; . , .) : Q× V ×
V → R donnée par :
a(q;φ, ψ) =
∫ 1
0
χe(z, t)
∂φ
∂z
∂ψ
∂z
dz + 1
τ
∫ 1
0
φ(z, t)ψ(z, t) dz (4.4)
La relation entre A(q) et a(q; . , .) s’écrit :
(A(q; z, t)φ, ψ) = −a(q;φ, ψ), ∀φ, ψ ∈ V (4.5)
La forme linéaire a(q; . , .) vérifie les propriétés suivantes :
(1)- Symétrie : a(q;φ, ψ) = a(q;ψ, φ), ∀φ, ψ ∈ V.
(2)- Q-Linéarité : a(q; . , .) est linéaire par rapport au vecteur des paramètres q :
∀α ∈ R,∀ q1, q2 ∈ Q :
a(α q1 + q2;φ, ψ) = αa(q1;φ, ψ) + a(q2, φ, ψ), ∀φ, ψ ∈ V. (4.6)
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(3)- V -Continuité : Pour tout χe appartenant à l’espace Qχe défini par
Qχe = {f ∈ L2(0, tf ;L2(Ω)),∃ c1, c2 ∈ R∗+ : c2 ≥ f(z, t) ≥ c1} (4.7)
et pour tout τ ∈ R∗+ nous avons l’inégalité suivante (voir Chapitre 3) :
∀ q ∈ Q := (Qχe × R∗+) : |a(q;φ, ψ)| 6
(
c2 +
1
τ
)
‖φ‖1 ‖ψ‖1 (4.8)
(4)- V -Coercivité Pour tout φ ∈ V , pour tout χe ∈ Qχe , pour tout τ ∈ R∗+ et en
utilisant l’inégalité de Poincaré [108], nous pouvons écrire (voir Chapitre 3) :
∀ q ∈ Q := (Qχe × R∗+) : a(q;φ, φ) >
c1√
(1 + C(Ω))
‖φ‖1 (4.9)
D’après la définition de l’espace Qχe , il est clair que l’espace des paramètres Q muni de
la norme ‖.‖2 est un espace de Banach compact. Si la forme linéaire a(.; ., .) vérifie les
conditions citées ci-dessus et pour S ∈ QS := L2(0, tf ;V ∗), d’après le théorème de Lax-
Milgram [108], [40], l’EDP (4.1) admet une solution variationnelle unique T ∈ L2(0, tf ; V ).
Dans ce travail, nous supposons que l’état T est disponible à la mesure et à l’aide d’un
estimateur adaptatif, l’objectif est d’identifier le coefficient de diffusion et le terme source.
4.2 Étude du problème d’identifiabilité simultanée de χe(z, t)
et S(z, t) en dimension infinie
L’identifiabilité du système (4.1) est cruciale pour assurer la convergence de l’estima-
tion/identification de χe et S. Elle revient à trouver les conditions sous lesquelles la relation
entre l’état T et les paramètres (χe et S) est bijective ce qui garantit l’unicité de la solution
d’estimation des paramètres identifiés à partir des mesures disponibles.
En dimension finie, le problème d’identifiabilité a été largement étudié (voir [104] et les
références qui y figurent) en considérant ses aspects structurels et pratiques. Dans [97], un
tour d’horizon bibliographique du problème d’identifiabilité en dimension infinie de certaines
classes d’EDPs a été présenté. Deux approches ont été abordées principalement pour l’étude
de l’identifiabilité à partir de mesures non pas distribuées mais aux bords, ce qui sort du
cadre de notre travail. Nous n’envisageons d’étudier que le problème d’identification et
d’identifiabilité sous l’hypothèse de mesures distribuées.
En identification adaptative, d’après [33] l’identifiabilité est équivalente au principe de
système à excitation persistante (EP) et l’extension de ce principe aux systèmes de dimension
infinie a été abordée en premier par [13] et [33]. Dans [93], des conditions d’identifiabilité
plus explicites pouvant être construites par un choix approprié de l’entrée du système ont
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été développées dans le cadre d’une EDP parabolique linéaire à paramètres distribués dans
l’espace et à entrées connues. Notre étude d’identifiabilité s’inspire de ces travaux ( [13], [93])
en les généralisant au problème d’entrée inconnue.
Définition 4.2.1 L’ensemble des paramètres {χe(z, t), S(z, t)} de l’EDP (4.1) est struc-
turellement identifiable par rapport à ses conditions aux limites si est seulement si :
∀x ∈]0, 1[,∀t ≥ 0, ∀χe 6= χe, ∀ S 6= S :
div
(
∆χe
∂T
∂z
)
+∆S = 0⇒ ∆χe = ∆S = 0,
(4.10)
où ∆χe(z, t) = χe(z, t)− χe(z, t) et ∆S(z, t) = S(z, t)− S(z, t).
Dans [13], le concept de système à excitation persistante (EP) ou entrées riches a été
étendu aux systèmes de dimension infinie. Il est défini par :
Définition 4.2.2 [13] : Soit T ∈ L2(0, tf ;V ) solution de (4.1). S’il existe t0, δ0, 0 ≥ 0 tels
que pour tout q ∈ Q avec |q|Q = 1 et pour tout t > 0 suffisamment large, il existe t˜ ∈ [t, t+ t0]
tel que : ∥∥∥∥∥
∫ t˜+δ0
t˜
A(q; z, s)T (z, s)ds
∥∥∥∥∥∗ ≥ 0, (4.11)
alors le système (4.1) est dit à excitation persistante. ‖ · ‖∗ est la norme définie sur V ∗.
Cette définition repose sur la dynamique du système étudié i.e. l’opérateur A(q; z, t) qui lui-
même définit le régime transitoire de T . En d’autres termes, si l’entrée du système lui permet
d’avoir une dynamique non nulle sur un intervalle de temps de taille réduite mais non nul,
alors le système est dit à excitation persistante et il est possible d’identifier sa dynamique.
La vitesse de convergence de l’estimateur adaptatif repose aussi sur les coefficients définissant
son opérateur de dynamique A(qˆ; z, t). Ces coefficients détermineront les constantes t0, δ0 et
0 (voir [13]).
Bien que l’influence de l’amplitude de l’entrée ne soit pas explicite dans la définition 4.2.2,
elle affecte l’amplitude de la solution de (4.1) et par conséquent joue un rôle sur la vitesse de
convergence de l’observateur.
Dans [13], les auteurs expliquent comment le rapport entre le coefficient de coercivité (et
par conséquent la dynamique de A(qˆ; z, t)) et l’amplitude de l’entrée influe sur la vitesse de
convergence. Un compromis est nécessaire pour garantir des performances de convergence
satisfaisantes.
Toutefois, une méthode plus pratique pour définir un système à entrée riche (à excitation
persistante) est celle donnée dans [93] et citée ci-dessous :
Définition 4.2.3 [93] : Le concept de système à excitation persistante repose sur la question
de trouver les conditions sous lesquelles les coefficients de la projection de la solution de (4.1)
(ou de sa mesure) sur une base de l’espace V sont linéairement indépendants.
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Ces deux définitions (4.2.2, 4.2.3) sont complémentaires : si la définition 4.2.3 fournit des
moyens pratiques pour tester l’identifiabilité du système, la définition 4.2.2 nous apprend
comment le choix de la dynamique de l’estimateur et de l’entrée peut influencer la vitesse de
convergence de l’estimation.
Les conditions suffisantes pour l’identification simultanée du coefficient de diffusion et du
terme source nous permettent d’énoncer le théorème ci-dessous.
Théorème 4.2.1. Si les conditions aux limites (et l’entrée) de l’EDP (4.1) génèrent un
système à excitation persistante alors le coefficient de diffusion χe et le terme source S sont
identifiables.
La définition 4.2.2 permet de traiter l’identifiabilité des paramètres à entrée connue et
ne peut être facilement généralisée pour analyser l’identifiabilité simultanée du coefficient
de diffusion et du terme source ; c’est pourquoi nous allons exploiter la définition 4.2.3 pour
démontrer le théorème 4.2.1.
Dans [83], une preuve du théorème ci-dessus a été présentée en utilisant une base de
projection bien définie (les séries de Fourier). Dans ce manuscrit, nous allons tenter d’élargir
cette preuve à toute base de projection de notre espace de solution, ce qui nous permettra de
trouver les critères du choix de ces bases.
Démonstration. D’après [93], si le système (4.1) est à excitation persistante alors T solution
de (4.1) peut être exprimée par :
T (z, t) =
∞∑
n=0
ln(t)wn(z), (4.12)
où {wn(x)}n≥0 est une base de l’espace L2(0, tf ;V ) et ln(t), n ≥ 0 sont ses coefficients de
pondération et sont par conséquent linéairement indépendants.
De même l’entrée S(z, t) peut être exprimée par :
S(z, t) =
∞∑
n=0
ωn(t)vn(z) (4.13)
où les {ωn(t)}n≥0 sont linéairement indépendants et {vn(z)}n≥0 forment une base de L2(Ω).
Ainsi, ∆S peut s’écrire :
∆S(z, t) =
∞∑
n=0
∆ωn(t)vn(z) (4.14)
En remplaçant les expressions de T et de ∆S données dans (4.12),(4.14) dans (4.10) nous
obtenons :
∞∑
n=0
{
[div(∆χe)ln(t)]w
′
n(z) + [∆χeln(t)]4wn(z) + [∆ωn(t)]vn(z)
}
= 0. (4.15)
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où w′n(z) est le gradient de wn et 4wn est son Laplacien donné par 4wn(z) = div(w
′
n(x)).
Comme les coefficients ln(t) sont linéairement indépendants, si les ensembles {w′n(z)}n≥0,
{4wn(z)}n≥0, {vn(z)}n≥0 sont disjoints (indépendants), alors (4.15) implique que :
∆χe = 0 et (∆ωn = 0⇔ ∆S = 0), ∀t ∈ [0, tf ], z ∈ Ω.
De cette démonstration, on conclut qu’une condition suffisante pour l’identifiabilité simul-
tanée de χe et S est de choisir des bases de projections satisfaisant la propriété précédente
(bases disjointes).
Remarques :
• Bien que les conditions de bijection de la relation entre l’ensemble des paramètres in-
connus {χe, S} et la solution de (4.1) soient directement déduites de l’application du
théorème de Lax-Milgram, l’objectif de cette section est de les exprimer d’un point de vue
pratique (prendre en compte les conditions que les bases de projection doivent vérifier).
• En dimension finie, la propriété d’EP est assurée si le signal d’entrée est choisi riche
en fréquences. Un signal constant ne peut générer un système à excitation persistante.
En revanche, en dimension infinie, le concept d’EP est plus complexe. Il doit être étudié
non seulement par rapport à la variable temporelle mais aussi par rapport à la variable
spatiale et aux conditions aux limites. En dimension infinie, même un signal constant
peut générer des EP (voir l’exemple de [59] section V et le travail de [58]) à condition
que les coefficients de la décomposition en série de Fourier de la solution du modèle
soient non nuls et linéairement indépendants.
4.3 Estimation en ligne de χe(z, t) et de S(z, t) en utilisant un
observateur adaptatif
Dans cette section, le problème d’estimation du coefficient de diffusion χe et de l’entrée
S(z, t) sera traité graduellement. Nous commençons par considérer le cas des paramètres
uniquement distribués dans l’espace, suivi du cas des paramètres espace et temps-variant
avec une variation temporelle bornée. Le cas des paramètres spatio-temporels sans contrainte
de variation sera abordé en dernier.
Comme illustré dans [61], l’idée principale de l’identification/estimation en-ligne (adapta-
tive) est la comparaison entre la sortie du système y(z, t) et celle d’un modèle paramétrique
yˆ(z, t; θˆ) dont la structure est identique à celle adoptée pour la modélisation du système. Le
vecteur de paramètres θˆ est ajusté continûment tel que yˆ(z, t; θˆ) converge vers y(z, t) lorsque
t → ∞. Sous la condition d’EP (excitation persistante), la convergence de yˆ(z, t; θˆ) vers
y(z, t), implique celle de θˆ vers θ.
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L’estimation en-ligne fait intervenir ainsi trois étapes. En premier, un choix judicieux de
la paramétrisation du modèle doit être fait. En effet, certaines structures sont plus faciles
à identifier que d’autres. Dans la seconde étape, les lois de génération ou d’ajustement de θ
doivent être développées. Ces lois sont appelées des lois d’adaptation et ont en général la forme
d’équations différentielles dont l’état est le vecteur des paramètres θ. Elles sont synthétisées
en se basant sur des critères de stabilité (minimisation d’une fonction de Lyapunov) ou en
minimisant l’erreur d’observation entre y(z, t) et yˆ(z, t; θˆ) par rapport à θ et à chaque instant
t. La dernière étape consiste à choisir pour le système une entrée à EP qui permettra de
garantir que θˆ →
t→∞ θ
∗.
4.3.1 Cas des paramètres distribués χe(z) et S(z)
L’observateur adaptatif se compose d’un observateur d’état et d’une loi d’adaptation
pour l’identification des paramètres. L’observateur d’état est basé sur le modèle du système.
Il copie la forme de l’EDP et lui ajoute un terme d’innovation afin de corriger les erreurs
dues à la modélisation, alors que la loi d’adaptation est similaire à l’algorithme du gradient.
Cet observateur est la base des observateurs qui seront développés par la suite.
Nous considérons dans cette section des paramètres à variation spatiale uniquement. En
supposant que nous disposons de mesures distribuées (un système de capteurs couvrant tout
le domaine spatial), l’estimateur est décrit par le système d’équations suivant :
∂Tˆ
∂t
= 1
z
∂
∂z
(
z χˆe(z, t)
∂Tˆ
∂z
)
− 1
τ
Tˆ (z, t) + Sˆ(z, t)− ϑ0 (Tˆ (z, t)− T (z, t));
∂Tˆ
∂z
(0, t) = Tˆ (1, t) = 0; Tˆ (z, 0) = Tˆ0(z) ≥ 0;
(4.16)
muni de la loi d’adaptation donnée par :
∂χˆe
∂t
= ϑ1
∂
∂z
(
Tˆ (z, t)− T (z, t)
) ∂Tˆ
∂z
; χˆe(z, 0) = χˆe0(z);
∂Sˆ
∂t
= −ϑ2 (Tˆ (z, t)− T (z, t)); Sˆ(z, 0) = Sˆ0(z);
∀ z ∈ ]0, 1[ ; t ≥ 0,
(4.17)
où ϑi ≥ 0, i = 0, 1, 2 sont les gains d’adaptation, χˆe0(z) > 0 est une fonction lisse i.e. C1(Ω)
et S0(z) est une fonction continue i.e. C0(Ω).
Théorème 4.3.1. Si le système (4.1) est identifiable, alors l’observateur d’état donné dans
(4.16) et la loi d’adaptation paramétrique de (4.17) garantissent la convergence L2 des erreurs
d’observation de l’état et des paramètres :
lim
t→∞
∫ 1
0
{
[∆T (z, t)]2 + [∆χe(z, t)]2 + [∆S(z, t)]2
}
dz = 0. (4.18)
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Démonstration. La preuve donnée ci-dessous se base sur celle fournie dans [93] mais étendue
au problème d’entrée inconnue.
Commençons par introduire la variable δT (z, t) définie par
δT (z, t) = T (z, t)− T ∗(z)
où T ∗(z) est la solution stationnaire du système (4.1) et définissons les erreurs d’observation
de l’état ∆T (z, t) et des paramètres ∆χe(z, t) et ∆S(z, t) :

∆T (z, t) = Tˆ (z, t)− T (z, t),
∂∆T
∂z
(0, t) = ∆T (1, t) = 0;
(4.19)
et : 
∆χe(z, t) = χˆe(z, t)− χe(z),
∆S(z, t) = Sˆ(z, t)− S(z);
(4.20)
Ainsi les premières dérivées de δT (z, t), ∆T (z, t), ∆χe(z, t) et ∆S(z, t) sont données par :

∂δT
∂t
= div
(
χe(z)
∂δT
∂z
)
− 1
τ
δT (z, t), ∂δT
∂z
(0, t) = δT (1, t) = 0,
∂∆T
∂t
= div
(
χe(z)
∂∆T
∂z
)
+ div
(
∆χe(z, t)
∂Tˆ
∂z
)
−
(1
τ
+ ϑ0
)
∆T (z, t) + ∆S,
∂∆χe
∂t
= ϑ1
∂Tˆ
∂z
∂∆T
∂z
,
∂∆S
∂t
= −ϑ2 ∆T (z, t).
(4.21)
Comme χˆe0(z) > 0, que χˆe0(z) ∈ C1(Ω) et τ ∈ R+∗ sont bornés et que Sˆ(z) ∈ C0(Ω) est une
fonction bornée continue, d’après le théorème de Lax-Milgram étendu aux EDPs évoluant
dans le temps [108], le système d’équations (4.1), (4.16) et (4.17) admet une solution locale
unique et le problème est par conséquent bien posé.
Introduisons la fonction de Lyapunov suivante :
V (t) = 12
∫ 1
0
(
[δT (z, t)]2 + [∆T (z, t)]2 + 1
ϑ1
[∆χe(z, t)]2 +
1
ϑ2
[∆S(z, t)]2
)
dz. (4.22)
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dont la dérivée V˙ (t) est donnée par :
V˙ (t) =
∫ 1
0
div
(
χe(z)
∂δT
∂z
)
δT (z, t) dz − 1
τ
∫ 1
0
δT 2(z, t)dz
+
∫ 1
0
div
(
χe(z)
∂∆T
∂z
)
∆T (z, t)dz +
∫ 1
0
div
(
∆χe(z, t)
∂Tˆ
∂z
)
∆T (z, t)dz
−
(1
τ
+ ϑ0
)∫ 1
0
∆T 2(z, t)dz +
∫ 1
0
∆S(z, t)∆T (z, t)dz
+ 1
ϑ1
∫ 1
0
∆χ˙e(z, t)∆χe(z, t)dz +
1
ϑ2
∫ 1
0
∆S˙(z, t)∆S(z, t)dz,
(4.23)
où f˙(x, t) dénote par extension la dérivée temporelle de f : f˙(x, t) := ∂f
∂t
(x, t). D’après la
formule de divergence de Gauss ci-dessous :∫ 1
0
div
(
χe(z)
∂∆T
∂z
∆T (z, t)
)
dz = χe(z)
∂∆T
∂z
∆T (z, t)
∣∣∣1
0
,
et d’après la relation :
div
(
χe(z)
∂∆T (z, t)
∂z
∆T (z, t)
)
= div
(
χe(z)
∂∆T
∂z
)
∆T (z, t) + χe(z)
(
∂∆T
∂z
)2
,
les termes en divergence dans (4.23) deviennent :
∫ 1
0
div
(
χe(z)
∂δT
∂z
)
δT (z, t)dz = χe(z)
∂δT
∂z
δT (z, t)
∣∣∣1
0
−
∫ 1
0
χe(z)
(
∂δT
∂z
)2
dz,
∫ 1
0
div
(
χe(z)
∂∆T
∂z
)
∆T (z, t)dz = χe(z)
∂∆T
∂z
∆T
∣∣∣1
0
−
∫ 1
0
χe
(
∂∆T
∂z
)2
dz,
∫ 1
0
div
(
∆χe(z, t)
∂Tˆ
∂z
)
∆T (z, t)dz = ∆χe(z, t)
∂Tˆ
∂z
∆T
∣∣∣1
0
−
∫ 1
0
∆χe
∂Tˆ
∂z
∂∆T
∂z
dz.
(4.24)
En utilisant les conditions aux limites de δT , ∆T et Tˆ données respectivement dans (4.21),
(4.19) et (4.16), le système (4.24) s’écrit :
∫ 1
0
div
(
χe(z)
∂δT
∂z
)
δT (z, t)dz = −
∫ 1
0
χe(z)
(
∂δT
∂z
)2
dz,
∫ 1
0
div
(
χe(z)
∂∆T
∂z
)
∆T (z, t)dz = −
∫ 1
0
χe(z)
(
∂∆T
∂z
)2
dz,
∫ 1
0
div
(
∆χe(z, t)
∂Tˆ
∂z
)
∆T (z, t)dz = −
∫ 1
0
∆χe(z, t)
∂Tˆ
∂z
∂∆T
∂z
dz
(4.25)
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ainsi (4.23) devient :
V˙ (t) = −
∫ 1
0
χe(z)
(
∂δT
∂z
)2
dz − 1
τ
∫ 1
0
[δT (z, t)]2dz −
∫ 1
0
χe(z)
(
∂∆T
∂z
)2
dz
−
∫ 1
0
∆χe(z, t)
∂∆T
∂z
∂Tˆ
∂z
dz −
∫ 1
0
(1
τ
+ ϑ0
)
[∆T (z, t)]2dz
+
∫ 1
0
∆S(z, t)∆T (z, t)dz +
∫ 1
0
∆χe(z, t)
∂Tˆ
∂z
∂∆T
∂z
dz
−
∫ 1
0
∆S(z, t)∆T (z, t)dz
= −
∫ 1
0
χe(z)
(
∂δT
∂z
)2
dz − 1
τ
∫ 1
0
[δT (z, t)]2dz
−
∫ 1
0
χe(z, t)
(
∂∆T
∂z
)2
dz −
∫ 1
0
( 1
τ
+ ϑ0)[∆T (z, t)]2dz.
(4.26)
D’après les conditions sous lesquelles le système (4.1) est bien posé,
χe(z) ∈ C1(Ω) est strictement positif. Par conséquent nous avons l’inégalité suivante pour V˙ :
V˙ (t) ≤ −
∫ 1
0
(1
τ
+ ϑ0
)
[∆T (z, t)]2dz = −
(1
τ
+ ϑ0
)
‖∆T (., t)‖22 ≤ 0, (4.27)
Cette inégalité prouve la bornitude de la fonction de Lyapunov V (t) ≤ V (0) ≤ ∞, sa
continuité uniforme et la bornitude L2 de l’erreur d’observation ∆T .
Afin de démontrer la bornitude de toute solution ∆T de (4.19), nous appliquons le
théorème 3.3.6 de [54] rappelé ci-dessous :
Théorème 4.3.2. [54] Soit l’équation différentielle non-linéaire suivante :
du
dt
+Au = f(u, t), t ≥ 0
u(t0) = u0,
(4.28)
Si
• la résolvante de l’opérateur A est compacte,
• la fonction f est continue par rapport à t et lipschitzienne par rapport à u,
• et si u(t; t0, u0) solution de (4.28) est de norme bornée (dans un sens donné),
l’ensemble des trajectoires {u(t; t0, u0)}t≥t0 est compact et borné (dans l’ensemble des solutions
U).
Étant donné que l’opérateur div(χe(z)
∂
∂z
) est de résolvante compacte dans L2(Ω) [93],
que la solution de (4.19) est L2-bornée (d’après (4.27)) et que les fonctions T solution de
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(4.1) et Tˆ solution de (4.16) sont continues par rapport à t alors la fonction ∆T solution
du système (4.19) est compacte et bornée sur C1(0, t, C2(Ω)). De plus Tˆ (z, t) = δT (z, t) −
∆T (z, t) + T ∗(z) et par conséquent le système (4.21) est un système autonome auquel le
théorème de LaSalle étendu aux équations différentielles partielles [54] peut s’appliquer. En
effet, d’après le théorème 4.3.4 de [54], étant donné que ∆T est bornée, toutes les trajectoires
du système (4.21) convergent vers le sous-espace invariant maximum de l’espace des solutions
de (4.21) pour lequel : V˙ (t) = 0 ce qui implique que :
div
(
∆χe(z, t)
∂T
∂z
)
+∆S(z, t) = 0; ∀z ∈]0, 1[, t ≥ 0, (4.29)
et d’après l’hypothèse d’identifiabilité, ceci implique que :
∆χe(z, t) = ∆S(z, t) = 0; ∀z ∈]0, 1[, t ≥ 0.
et nous concluons que
lim
t→+∞
∫ 1
0
{
(∆T )2 + (∆S)2 + (∆χe)2
}
dz = 0.
Notons que la convergence L2 n’entraine pas la convergence des erreurs d’observation
vers zéro. Néanmoins, comme développé dans [93], il est possible de démontrer que les lois
d’adaptation données dans (4.17) et l’observateur d’état (4.16) garantissent la convergence
des erreurs d’observation.
Comme χe est continûment différentiable (χe(z) ∈ C1(Ω)), S(z) ∈ C0(Ω) est bornée et
continue, ces paramètres peuvent être écrits en termes de séries de Fourier comme suit :
χe(z) = limN→∞
∑N
n=−N θn exp(2jpi z),
S(z) = limN→∞
∑N
n=−N αn exp(2jpi z),
(4.30)
où j =
√−1 et θn et αn sont les coefficients de séries de Fourier. De même, χˆe(z, t) et Sˆ(z, t)
peuvent s’écrire sous la formes de séries de Fourier :
χˆe(z, t) = limN→∞
∑N
n=−N θˆn(t) exp(2jpi z),
Sˆ(z, t) = limN→∞
∑N
n=−N αˆn(t) exp(2jpi z),
(4.31)
et par conséquent ∆χe et ∆S s’écrivent :
∆χe(z, t) = limN→∞
∑N
n=−N ∆θn(t) exp(2jpi z),
∆S(z, t) = limN→∞
∑N
n=−N ∆αn(t) exp(2jpi z).
(4.32)
Comme il existe un isomorphisme entre l’espace l2 des coefficients des séries de Fourier et
l’espace L2(Ω), les coefficients ∆θn et ∆βn, n = 0,±1, ..., sont formulés par les expressions
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suivantes :
∆θn(t) =
∫ 1
0
∆χe(z, t) exp(−2jpi z)dz, n = 0,±1, ...,
∆αn(t) =
∫ 1
0
∆S(z, t) exp(−2jpi z)dz, n = 0,±1, ...,
(4.33)
et de même pour θ, θˆ(t), α, αˆ(t). Or d’après le résultat de convergence de (4.18), nous savons
que :
limt→∞ ‖∆χe(z, t)‖22 = 0,
limt→∞ ‖∆S(z, t)‖22 = 0,
(4.34)
ainsi nous pouvons écrire :
|∆θn(t)| =
∣∣∣ ∫ 1
0
∆χe(z, t)exp(−2pijz)dz
∣∣∣
≤
(∫ 1
0
[∆χe(z, t)]2dz
)1
2
(∫ 1
0
exp(−4pijz)dz
)1
2
≤ 0, ∀ t ≥ 0,
(4.35)
et par conséquent :
lim
t→∞∆θn(t) = 0 =⇒ limt→∞ θˆn(t) = θn, n = 0,±1, ... (4.36)
et en suivant le même raisonnement, nous avons un résultat identique pour le calcul de
limt→∞∆αn(t) :
lim
t→∞∆αn(t) = 0 =⇒ limt→∞ αˆn(t) = αn, n = 0,±1, ... (4.37)
et ainsi nous avons démontré la convergence de ∆χe et ∆S :
lim
t→∞∆χe(z, t) = 0 et limt→∞∆S(z, t) = 0. (4.38)
4.3.2 Cas de paramètres spatio-temporels χe(z, t) et S(z, t) connaissant les
bornes de la variation temporelle
Nous analysons à ce stade le cas des paramètres spatio-temporels χe(z, t), S(z, t) mais à
variation temporelle bornée. Les résultats de cette sous-section peuvent être considérés comme
une extension du travail effectué en [125] mené pour l’étude de la poursuite des variations
temporelles dans le cas de systèmes différentiels linéaires.
En premier lieu, nous supposons que les paramètres χe et S s’écrivent sous la forme suivante :
χe(z, t) = χe(z, 0) + ξ(z, t),
S(z, t) = S(z, 0) + γ(z, t).
(4.39)
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et qu’ils satisfont les inégalités suivantes :
∀z ∈]0, 1[, t ≥ 0 :
‖ξ(z, t)‖22 ≤ ξ0,
‖γ(z, t)‖22 ≤ γ0,
(4.40)
où ξ0 et γ0 sont des bornes supérieures sur la variation temporelle dont la connaissance n’est
pas nécessaire.
En plus des lois d’adaptation (4.17), de nouvelles lois d’adaptation pour les nouvelles variables
ξ et γ, caractérisant la variation temporelle de χe et S sont nécessaires. Nous proposons les
lois suivantes : 
∂ξˆ
∂t
=
(
∂∆T
∂z
)2 ∥∥∥∂Tˆ
∂z
(., t)
∥∥∥2
2
,
∂γˆ
∂t
= [∆T (z, t)]2,
(4.41)
et l’observateur d’état devient :
∂Tˆ
∂t
= div
(
χˆe
∂Tˆ
∂z
)
− 1
τ
Tˆ (z, t) + Sˆ(z, t)− ϑ0∆T (z, t)
−γˆ(z, t)∆T (z, t) + div
(
ξˆ(z, t)
∥∥∥∂Tˆ
∂z
∥∥∥2
2
∂∆T
∂z
)
,
∂Tˆ
∂z
(0, t) = Tˆ (1, t) = 0; Tˆ (z, 0) = Tˆ0,
∀z ∈ Ω, ∀t ≥ 0.
(4.42)
où par rapport à (4.16), le terme
{
−γˆ(z, t)∆T (z, t) + div
(
ξˆ(z, t)
∥∥∥∂Tˆ
∂z
∥∥∥2
2
∂∆T
∂z
)}
est ajouté
afin de prendre en compte la variation temporelle de χe et de S.
Lemme 2. Si χe(z, t) est continûment différentiable, l’observateur d’état (4.42) et les lois
d’adaptation (4.17) et (4.41) assurent la convergence de l’erreur d’observation de l’état
∆T (z, t) et des erreurs d’adaptation des paramètres ∆χe(z, t) et ∆S(z, t) :
lim
t→+∞ ‖∆T (z, t)‖2 = 0
lim
t→+∞∆T (z, t) = limt→+∞∆χe(z, t) = limt→+∞∆S(z, t) = 0
Démonstration. Soient γ˜, S˜, ξ˜ et χ˜e de nouvelles variables définies par :
∀ z ∈]0, 1[, t ≥ 0 :
γ˜(z, t) = γˆ(z, t)− γ0, S˜(z, t) = Sˆ(z, t)− S(z, 0),
ξ˜(z, t) = ξˆ(z, t)− ξ0, χ˜e(z, t) = χˆe(z, t)− χe(z, 0),
(4.43)
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et définissons une nouvelle fonction de Lyapunov donnée par :
V (t) = 12
∫ 1
0
{
[∆T (z, t)]2 + 1
ϑ1
[χ˜e(z, t)]2 +
1
ϑ2
[S˜(z, t)]2 + [γ˜(z, t)]2 + [ξ˜(z, t)]2
}
dz, (4.44)
La dérivée temporelle de ∆T est donnée par :
∂∆T
∂t
= div(χe
∂∆T
∂t
) + div(∆χe
∂Tˆ
∂z
)− γˆ∆T
+div(ξˆ
∥∥∥∂Tˆ
∂z
∥∥∥2
2
∂∆T
∂z
)− ( 1
τ
+ ϑ0)∆T +∆S,
∂∆T
∂z
(0, t) = ∆T (1, t) = 0,
∆T (z, 0) = 0.
(4.45)
Or, d’après les définitions de χ˜e et S˜ dans (4.43) et les nouvelles formulations de χe et S dans
(4.39), ∆χe et ∆S peuvent s’écrire :
∆χe(z, t) = χ˜e(z, t)− ξ(z, t),∆S(z, t) = S˜(z, t)− γ(z, t). (4.46)
et ainsi en remplaçant (4.46) dans (4.45), l’expression de la dérivée de ∆T devient :
∂∆T
∂t
= div
(
χe
∂∆T
∂t
)
+ div
(
χ˜e
∂Tˆ
∂z
)
− div
(
ξ
∂Tˆ
∂z
)
− γˆ∆T
+div
(
ξˆ
∥∥∥∂Tˆ
∂z
∥∥∥2
2
∂∆T
∂z
)
−
(1
τ
+ ϑ0
)
∆T + S˜ − γ,
∂∆T
∂z
(0, t) = ∆T (1, t) = 0,
∆T (z, 0) = 0.
(4.47)
Maintenant, en utilisant comme dans la sous-section précédente la formule de divergence de
Gauss et les conditions aux limites de ∆T et Tˆ , la dérivée de V s’écrit :
V˙ (t) = −
∫ 1
0
χe
(
∂∆T
∂z
)2
dz −
∫ 1
0
χ˜e
∂Tˆ
∂z
∂∆T
∂z
dz +
∫ 1
0
ξ
∂Tˆ
∂z
∂∆T
∂z
dz
−
∫ 1
0
ξˆ
(
∂∆T
∂z
)2 ∥∥∥∂Tˆ
∂z
∥∥∥2
2
dz −
∫ 1
0
γˆ(∆T )2dz +
∫ 1
0
S˜∆Tdz
−
∫ 1
0
γ(z, t)∆Tdz −
∫ 1
0
( 1
τ
+ ϑ0)∆T 2dz +
1
ϑ1
∫ 1
0
χ˜e ˙˜χedz
+ 1
ϑ2
∫ 1
0
S˜ ˙˜Sdz +
∫ 1
0
γ˜ ˙˜γdz +
∫ 1
0
ξ˜ ˙˜ξdz
(4.48)
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D’autre part, d’après (4.43), (4.17) et (4.41) nous avons :
1
ϑ1
∫ 1
0
χ˜e ˙˜χedz =
∫ 1
0
χ˜e
∂∆T
∂z
∂Tˆ
∂z
dz,
1
ϑ2
∫ 1
0
S˜ ˙˜Sdz = −
∫ 1
0
S˜∆T dz,
∫ 1
0
γ˜ ˙˜γdz =
∫ 1
0
γˆ (∆T )2dz −
∫ 1
0
γ0∆T 2 dz,
∫ 1
0
ξ˜ ˙˜ξdz =
∫ 1
0
ξˆ
(
∂∆T
∂z
)2 ∥∥∥∂Tˆ
∂z
∥∥∥2
2
dz −
∫ 1
0
ξ0
(
∂∆T
∂z
)2 ∥∥∥∂Tˆ
∂z
∥∥∥2
2
dz.
(4.49)
En considérant (4.49) dans (4.48), nous obtenons l’expression suivante pour V˙ :
V˙ (t) = −
∫ 1
0
χe
(
∂∆T
∂z
)2
dz +
∫ 1
0
ξ
∂Tˆ
∂z
∂∆T
∂z
dz −
∫ 1
0
γ∆Tdz
−
∫ 1
0
ξ0
(
∂∆T
∂z
)2 ∥∥∥∂Tˆ
∂z
∥∥∥2
2
dz −
∫ 1
0
γ0(∆T )2dz −
∫ 1
0
( 1
τ
+ ϑ0)(∆T )2dz.
(4.50)
Sachant que le terme
∥∥∥∂Tˆ
∂z
(., t)
∥∥∥2
2
est indépendant de l’espace (fonction uniquement du temps),
que χe(z, t) > 0 et en appliquant l’inégalité de Cauchy-Schwarz aux deuxième et troisième
termes du second membre de (4.50), nous pouvons écrire l’inégalité suivante pour V˙ :
V˙ (t) ≤ −
(1
τ
+ ϑ0
)
‖∆T (., t)‖22 −
(
γ0 − ‖γ(., t)‖22
)‖∆T (., t)‖22
−(ξ0 − ‖ξ(., t)‖22) ∥∥∥∂∆T∂z (., t)
∥∥∥2
2
∥∥∥∂Tˆ
∂z
(., t)
∥∥∥2
2
.
(4.51)
En remplaçant l’hypothèse (4.40) dans (4.51), l’inégalité de V˙ devient :
V˙ (t) ≤ −
(1
τ
+ ϑ0
)
‖∆T‖22 ≤ 0. (4.52)
et par conséquent, V est bornée et ses variables ∆T , χ˜e et S˜ sont bornées L2. Comme nous
considérons des paramètres spatio-temporels, il n’est plus possible d’exploiter le principe
d’invariance (théorèmes (3.3.6) et (4.3.4) de [54]). Toutefois, d’après la bornitude de V et vu
que χe est continûment différentiable borné et Ω est un espace compact alors L∞(Ω) ⊂ L2(Ω),
∆T (z, .) ∈ L2(Ω)∩L∞(Ω), χ˜e(z, .) ∈ L∞(Ω), S˜(., t) ∈ L∞(Ω) et par conséquent V¨ est bornée
ce qui implique que V˙ est uniformément continue dans le temps (cf. lemme 4.2 de [120]).
Ainsi, d’après le lemme de Barbalat [99], nous avons :
lim
t→+∞ ‖∆T (., t)‖2 = 0.
Notons aussi que les équations (4.45), ((4.17), (4.41)), (4.44) et (4.51) correspondent aux
équations (1),(2),(3) et (6) de [ [60]. Theorem1], ce qui nous permet d’avoir le résultat suivant :
lim
t→+∞∆T (z, t) = 0,
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et en supposant que le système est soumis à une excitation persistante (et donc identifiable)
nous avons par conséquent :
lim
t→∞∆χe = limt→∞∆S = 0,
ce qui conclut cette démonstration.
Précisons que seule la bornitude temporelle de χe et S était nécessaire et que les résultats
ont été obtenus sans avoir à connaitre la valeur numérique des bornes.
4.3.3 Cas de paramètres spatio-temporels χe(z, t) and S(z, t) sans con-
traintes sur la variation temporelle
Nous passons maintenant au cas des paramètres spatio-temporels à variation temporelle
libre (sans contraintes).
Considérons la même fonction de Lyapunov (4.22) sans le terme δT et en prenant en compte
le fait que χe et S varient aussi dans le temps, sa dérivée dans (4.26) devient :
V˙ (t) =
∫ 1
0
∆T ∂∆T
∂t
dz + 1
ϑ1
∫ 1
0
∆χe
∂χˆe
∂t
dz + 1
ϑ2
∫ 1
0
∆S∂Sˆ
∂t
dz
− 1
ϑ1
∫ 1
0
∆χe
∂χe
∂t
dz − 1
ϑ2
∫ 1
0
∆S∂S
∂t
dz.
(4.53)
Si nous envisageons de garder les lois d’adaptation (4.16) et (4.17), (4.53) devient :
V˙ (t) = −
∫ 1
0
χe(z, t)
(
∂∆T
∂z
)2
dz −
∫ 1
0
(1
τ
+ ϑ0
)
[∆T (z, t)]2dz
− 1
ϑ1
∫ 1
0
∆χe
∂χe
∂t
dz − 1
ϑ2
∫ 1
0
∆S∂S
∂t
dz
≤ −
(1
τ
+ ϑ0
)∫ 1
0
[∆T (z, t)]2dz − 1
ϑ1
∫ 1
0
∆χe
∂χe
∂t
dz − 1
ϑ2
∫ 1
0
∆S∂S
∂t
dz
(4.54)
Sachant que Qχe et QS sont des espaces de Banach compacts alors :
∃ c2, c3 ∈ R+∗ : ‖∆χe(., t)‖2 ≤ c2, ‖∆S(., t)‖2 ≤ c3,(
‖χ˙e(., t)‖2, ‖S˙e(., t)‖2
)
∈ (L∞(0,∞))2 ,
(4.55)
En utilisant l’inégalité de Cauchy-Schwartz et en substituant (4.55) dans (4.54) :
V˙ (t) ≤ −
(1
τ
+ ϑ0
)∥∥∆T (., t)∥∥22 − c2ϑ1 ∥∥χ˙e(., t)∥∥22 − c3ϑ2 ∥∥S˙∥∥22. (4.56)
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En intégrant sur le temps les deux membres de l’inégalité (4.56) nous pouvons écrire :∫ ∞
0
(1
τ
+ ϑ0
)∥∥∆T (., t)∥∥22dt ≤ + c2ϑ1
∫ ∞
0
∥∥χ˙e(., t)∥∥22dt+ c3ϑ2
∫ ∞
0
∥∥S˙(., t)∥∥22dt
+V (0)− V (∞)
<∞
(4.57)
et par conséquent :
lim
t→+∞ ‖∆T (., t)‖2 = 0. (4.58)
Le résultat obtenu dans (4.58) est dû principalement à l’hypothèse de bornitude L∞ temporelle
de χ˙e et S˙. Dans le cas où uniquement la bornitude L2 de χe, S, χ˙e et S˙ est garantie, la
convergence L2 de l’état (4.58) n’est plus assurée. Les lois d’adaptation de (4.17) doivent être
ajustées afin de prendre en compte la variation temporelle des paramètres comme ce fut le
cas dans la sous-section précédente mais avec plus de flexibilité (moins de contraintes) dans
ce cas.
Pour ce faire, soient les lois d’adaptation suivantes :
∀ z ∈ ]0, 1[ ; t ≥ 0 :
∂χˆe
∂t
= −σe χˆe(z, t) + ϑ1
(
∂∆T
∂z
∂Tˆ
∂z
+ ge(z, t)
)
,
χˆe(z, 0) = χˆe0(z);
∂Sˆ
∂t
= −σs Sˆ(z, t)− ϑ2 (∆T + gs(z, t)),
Sˆ(z, 0) = Sˆ0(z),
(4.59)
où les fonctions ge et gs sont données par :
ge(z, t) = − µ
2
e
µe ‖χˆe(., t)‖2 + e χˆe(z, t),
µe ≥ ‖fe(z, t)‖2, fe(z, t) , −λe
(
χe(z, t) +
1
σe
χ˙e(z, t)
)
,
gs(z, t) =
µ2s
µs ‖Sˆ(., t)‖2 + s
Sˆ(z, t),
µs ≥ ‖fs(z, t)‖2, fs(z, t) , −λs
(
S(z, t) + 1
σs
S˙(z, t)
)
,
λe =
σe
ϑ1
, λs =
σs
ϑ2
, e > 0, σe > 0, s > 0, σs > 0.
(4.60)
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La forme choisie pour la prise en compte de la variation temporelle des paramètres dans la loi
d’adaptation (4.59) est déduite du travail présenté dans [133] où le problème considéré était la
synthèse de loi de commande adaptative en se basant sur un modèle de référence (Model Ref-
erence Adaptive Control (MRAC)) pour une EDP parabolique linéaire à paramètres unique-
ment temps-variants. Ainsi le développement fait dans cette sous-section peut être interprété
d’une part comme une extension des résultats de [133] aux EDPs paraboliques linéaires et
à paramètres spatio-temporels et d’autre part comme une conversion du problème de com-
mande adaptative en un problème d’estimation adaptative.
Les termes "−σe χˆe(z, t)" et "−σs Sˆ(z, t)" sont les termes de la σ−modification, ajoutés afin
d’améliorer la convergence des paramètres et de rendre la loi d’adaptation plus robuste par
rapport aux erreurs de modélisation (dynamiques inconnues) [61].
Théorème 4.3.3. Si le modèle est identifiable, alors l’observateur d’état (4.16) et les lois
d’adaptation (4.59), (4.60) garantissent que ∆T , ∆χe et ∆S sont uniformément bornés dans le
sens L2 et que la région de bornitude uniforme peut devenir de plus en plus réduite par un choix
adéquat des paramètres d’adaptation {σe, σs, e, s, ϑ1, ϑ2} (les σe, σs, e, s suffisamment
petits et les ϑ1, ϑ2 suffisamment grands).
Démonstration. En remplaçant (4.59) dans (4.27) nous avons :
V˙ (t) = −
(1
τ
+ ϑ0
)∫ 1
0
(∆T )2dz −
∫ 1
0
χe
(
∂∆T
∂t
)2
dz +
∫ 1
0
∆χegedz
−σe
ϑ1
∫ 1
0
∆χeχˆedz − 1
ϑ1
∫ 1
0
∆χeχ˙edz −
∫ 1
0
∆Sgsdz − σs
ϑ2
∫ 1
0
∆SSˆdz
− 1
ϑ2
∫ 1
0
∆SS˙dz.
(4.61)
Notons :
W0 =
(1
τ
+ ϑ0
)∫ 1
0
(∆T )2dz −
∫ 1
0
χe
(
∂∆T
∂t
)2
dz, W0 ≥ 0. (4.62)
En remplaçant (4.60), (4.62) et l’égalité χˆe = ∆χe + χe dans (4.63) on obtient :
V˙ (t) = −W0 − λe
∫ 1
0
(∆χe)2dz − λs
∫ 1
0
(∆S)2dz +
∫ 1
0
∆χefedz +
∫ 1
0
∆χegedz
+
∫ 1
0
∆Sfsdz −
∫ 1
0
∆Sgsdz.
(4.63)
Analysons (4.63) avec (4.60) et l’inégalité de Cauchy-Schwartz terme part terme en com-
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mençant par ceux en χe :∫ 1
0
∆χefedz +
∫ 1
0
∆χegedz = λe
∫ 1
0
χe
(
χe +
χ˙e
σe
)
dz +
∫ 1
0
χˆefe dz
− µ
2
e
µe‖χˆe(z, .)‖2 + e ‖χˆe(z, .)‖2
+ µ
2
e
µe‖χˆe(z, .)‖2 + e ‖χˆe(z, .)‖2‖χe(z, .)‖2
≤ λe‖χe(z, .)‖22 +
1
ϑ1
‖χe(z, .)‖2‖χ˙e(z, .)‖2 + e + µe‖χe(z, .)‖2
(4.64)
ensuite ceux en S :∫ 1
0
∆Sfsdz −
∫ 1
0
∆Sgsdz = λs
∫ 1
0
S
(
S + S˙
σs
)
dz +
∫ 1
0
Sˆfs dz
− µ
2
s
µs‖Sˆ(z, .)‖2 + s
‖Sˆ(z, .)‖2
+
∫ 1
0
µ2s
µs‖Sˆ(z, .)‖2 + s
‖Sˆ(z, .)‖2‖S(z, .)‖2dz
≤ λs‖S(z, .)‖22 +
1
ϑ2
‖S(z, .)‖2‖S˙(z, .)‖2 + s + µs‖S(z, .)‖2
(4.65)
En remplaçant (4.64) et (4.65) dans (4.63), l’inégalité bornant V˙ s’écrit :
V˙ ≤ −W0 − λe
∫ 1
0
(∆χe)2dz − λs
∫ 1
0
(∆S)2dz + v(t), (4.66)
où :
v(t) = λe
∥∥χe(., t)∥∥22 + 1ϑ1 ∥∥χe(., t)∥∥2∥∥χ˙e(., t)∥∥2 + e + µe∥∥χe(., t)∥∥22 + λs∥∥S(., t)∥∥22
+ 1
ϑ2
∥∥S(., t)∥∥2∥∥S˙(., t)∥∥2 + s + µs∥∥S(., t)∥∥2.
(4.67)
Comme
∥∥χe(., t)∥∥2, ∥∥χ˙e(., t)∥∥2, ∥∥S(., t)∥∥2 et ∥∥S˙(., t)∥∥2 sont bornés L2, v(t) est bornée et par
conséquent ∆T , ∆χe and ∆S sont uniformément L2 bornés et leur norme L2 converge vers la
région définie par v(t). En fixant e, s, σe et σs suffisamment petits et ϑ1, ϑ2 suffisamment
larges, v(t) est de plus en plus réduite autour de zéro.
De plus, si le modèle est à excitation persistante, on peut trouver une région de bornitude
uniforme pour l’erreur d’estimation des paramètres et qui par un choix approprié des gains
de réglage peut être de taille réduite [133].
118
Chapitre 4. Estimation simultanée en dimension infinie du coefficient de
diffusion et du terme source
4.4 Identification adaptative robuste
4.4.1 Projection des paramètres
Le coefficient de diffusion et le terme source sont des paramètres physiques et donc forcé-
ment bornés ainsi que leurs estimés. C’est pourquoi, les lois d’adaptations développées dans
les trois cas précédents doivent être modifiées dans ce sens.
Dans cette section, en se basant sur les travaux de [61], [34], nous allons présenter comment
des contraintes physiques définissant l’espace auquel appartiennent nos paramètres, peuvent
être prises en compte dans la formulation des lois d’adaptation dans le cas des systèmes dis-
tribués. Pour ce faire, nous allons nous mettre dans un cadre général où on considère toujours
une EDP parabolique linéaire et où :
• T désigne l’état et Γ(z, t) ∈ Q le paramètre inconnu (représentant χe ou S).
• Q˜ est l’espace des paramètres défini par
Q˜ = {Γ ∈ Q :
∫ 1
0
g(Γ)p(z, t)dz ≤ 0, p ∈ Q}
muni du produit interne < ., . > tel que < φ,ψ >=
∫ 1
0
φ(z, t)ψ(z, t)dz et de sa norme
induite ‖ · ‖2.
• M(Γ) est l’hyperplan tangent à ∂Q˜ contour de Q˜, défini par :
M(Γ) = {p ∈ Q : < ∇g(Γ), p(z, t) >= 0, p ∈ Q} (4.68)
• b(p ;φ, ψ) désigne la forme linéaire associée à la loi d’adaptation de Γ. Par exemple dans
le cas des paramètres distribués dans la section 4.3.1 de ce chapitre, la forme linéaire b
associée à la loi d’adaptation de χe est définie par :
b(p ; Tˆ ,∆T ) =< ˙ˆχe, p >= ϑ1
∫ 1
0
∂Tˆ
∂z
∂∆T
∂z
p(z, t) dz.
Le problème d’identification devient :
Trouver Γ ∈ Q˜ tel que V (t) soit une fonction de Lyapunov
et < g(Γ), p > ≤ 0, p ∈ Q.
(4.69)
Une des techniques les plus répandues pour résoudre (4.69) est la méthode du gradient [2].
En utilisant cette méthode, la loi d’adaptation devient :
<
˙ˆΓ, p >=

b(p; Tˆ ,∆T ) si Γˆ ∈ (Q˜0 ∪ ∂Q˜)
Pr{b(p; Tˆ ,∆T )} sinon
(4.70)
où Q˜0 est l’intérieur de Q et Pr{p} est l’opérateur de projection de p sur l’hyperplan tangent
M. Son expression explicite peut être calculée en considérant que b(p ; Tˆ ,∆T ) (solution de
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(4.69) sans contraintes) peut s’écrire comme une somme linéaire de Pr{b} et du vecteur∇g(Γ)
normal à M [61], [34] :
b(p ; Tˆ ,∆T ) = α < ∇g(Γ), p > + < Pr{b}, p >, p ∈ Q (4.71)
Comme Pr{b} est dans M on a < Pr{b},∇g(Γ) >= 0 et pour p = ∇g(Γ) il vient que :
b(∇g(Γ) ; Tˆ ,∆T ) = α ‖∇g(Γ)‖22, p ∈ Q (4.72)
et par conséquent :
α = b(∇g(Γ) ; Tˆ ,∆T )‖∇g(Γ)‖22
, p ∈ Q (4.73)
En remplaçant (4.73) dans (4.72), la formule de Pr{b} est égale à :
< Pr{b}, p >= b(p ; Tˆ ,∆T )− < ∇g(Γ), p > b(∇g(Γ) ; Tˆ ,∆T )‖∇g(Γ)‖22
et ainsi la loi d’adaptation (4.70) permet de garantir le respect des contraintes g(Γ) avec
Γˆ(0) ∈ Q˜0.
Notons que le terme de projection dans (4.70) n’affecte pas la stabilité du système i.e. la
dérivée de V (t) reste semi-définie négative (Pour la démonstration voir [34]).
En termes plus concrets, dans le cas de l’estimation du χe, si on considère que :
χe ∈ Qχ = {χe ∈ C0(0, tf ;C1(Ω)),∀z ∈ Ω,∀t ∈ [0, tf ] : 0 < c1 < χe(z, t) < c2},
alors
g(χˆe) = [χˆe(x, t)]2 − (c1 + c2) χˆe(x, t) ≤ 0,
et ainsi
Pr{p} = b(p; Tˆ ,∇T )− < 2χˆe − (c1 + c2), p > b(2χˆe − (c1 + c2) ; Tˆ ,∆T )‖2χˆe − (c1 + c2)‖22
.
4.4.2 σ-modification
Dans la sous-section 4.3.3 nous avons fait référence à ces termes en précisant qu’il servent
à rendre l’estimation plus robuste par rapport aux dynamiques inconnues.
En effet, soit η(z, t) la dynamique inconnue non-nulle de (4.1) et Γ le paramètre inconnu (χe
ou S). Sa loi d’adaptation devient :
<
˙ˆΓ, p >= b(p; Tˆ ,∆T )− w(t) < Γˆ, p >, (4.74)
où w(t) est le terme de fuite, choisi constant ou variant (voir [61]).
L’introduction du terme w(t) altère les propriétés de convergence de l’estimateur adap-
tatif : l’erreur d’estimation de l’état ne converge plus vers zéro mais vers une région autour
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de zéro. Si w(t) est choisi constant même en l’absence de η, le terme de σ-modification agit
comme une perturbation et la convergence de l’erreur de l’état vers zéro n’est plus garantie.
Dans le cas d’un w(t) variable, lorsque η est nulle, la convergence de l’état est conservée (pour
la démonstration voir [34]).
4.5 Auto-réglage des gains d’adaptation
Les performances de l’estimation/identification adaptative reposent sur le choix des gains
d’adaptation (ϑ0, ϑ1 et ϑ2). Ces gains sont généralement fixés par essais-erreurs en se basant
sur les connaissances dont on dispose sur le système en question.
Dans le cas d’un système différentiel dont la sortie est linéaire par rapport aux paramètres
inconnus, en utilisant des lois d’adaptation du type gradient, comme cela est dans notre cas,
si les gains sont de faibles valeurs, la vitesse de convergence de l’estimateur est lente mais
robuste par rapport au bruit de mesure. Dans le cas contraire, la vitesse de convergence est
accélérée mais des oscillations apparaissent dues à l’amplification du bruit. Dans le cas d’un
système non-linéaire, on ne peut prédire ce comportement : même une variation faible des
gains peut entrainer des variations importantes dans la réaction de l’estimateur [120].
Dans [89], une technique en ligne permettant d’ajuster ces gains dans le cas de la
commande adaptative directe a été présentée. En minimisant l’énergie de la commande,
les gains d’adaptation optimaux sont calculés. Dans cette section, en exploitant cette idée,
l’erreur d’observation (estimation) de l’état est minimisée dans le temps afin de trouver nos
paramètres optimaux (dans ce sens) ϑ0opt , ϑ1opt et ϑ2opt .
Pour ce faire, prenons le cas de la sous-section 4.3.1 où les paramètres varient uniquement
dans l’espace et considérons l’observateur d’état (4.16) avec les lois d’adaptation (4.17). Soit
θ∗ = [ϑ0opt ϑ1opt ϑ2opt ] le vecteur des gains d’adaptation, le critère à minimiser est le suivant :
θ∗ = argmin
θ
{
J(θ) = 12
N∑
k=0
∫ 1
0
∆T 2(z, k)dz
}
, (4.75)
où ∆T (z, k) = Tˆ (z, k)− T (z, k).
En discrétisant (4.16) dans le temps avec un pas noté dt et en utilisant le schéma explicite
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d’Euler, Tˆ (z, k) s’écrit :
Tˆ (z, k) = dt div
(
χˆe(z, k − 1) ∂Tˆ
∂z
(z, k − 1)
)
−
(
dt
τ
− 1
)
Tˆ (z, k − 1)
+dt Sˆ(z, k − 1)− ϑ0 dt ∆T (z, k − 1), z ∈ Ω, k = 0, 1, ..., N,
∂Tˆ
∂z
(0, k) = Tˆ (1, k) = 0, k = 0, 1, ..., N, Tˆ (z, 0) = 0, z ∈ Ω.
(4.76)
Pour la discrétisation de (4.17) nous utilisons le schéma implicite d’Euler :
χˆe(z, k) = χˆe(z, k − 1) + ϑ1 dt ∂∆T
∂z
(z, k) ∂Tˆ
∂z
(z, k), z ∈ Ω, k = 0, 1, ..., N,
Sˆ(z, k) = Sˆ(z, k − 1)− ϑ2 dt ∆T (z, k), z ∈ Ω, k = 0, 1, ..., N,
(4.77)
En remplaçant (4.77) dans (4.76), l’expression de Tˆ (z, k) devient :
Tˆ (z, k) = dt div
(
χˆe(z, k − 2) ∂Tˆ
∂z
(z, k − 1)
)
+dt2 ϑ1 div
∂∆T
∂z
(z, k − 1)
(
∂Tˆ
∂z
)2
(z, k − 1)

−
(
dt
τ
− 1
)
Tˆ (z, k − 1) + dt Sˆ(z, k − 2)− (dt ϑ2 + ϑ0) dt ∆T (z, k − 1)),
(4.78)
où il est évident que les deux gains ϑ0 et ϑ2 sont linéairement dépendants : par conséquent l’un
d’entre eux doit être fixé. Nous choisissons de garder ϑ0 constant. Ainsi le nouveau vecteur
des paramètres optimaux est θ∗new = [ϑ1opt ϑ2opt ].
Soit : 
φ1(z, k − 1) = dt div
(
χˆe(z, k − 2) ∂Tˆ
∂z
(z, k − 1)
)
−
(
dt
τ
− 1
)
Tˆ (z, k − 1)
+dt Sˆ(z, k − 2)− ϑ0 dt ∆T (z, k − 1)),
φ2(z, k − 1) = dt2 div
∂∆T
∂z
(z, k − 1)
(
∂Tˆ
∂z
)2
(z, k − 1)
 ,
φ3(z, k − 1) = −dt2∆T (z, k − 1),
(4.79)
et (4.78) s’écrira :
Tˆ (z, k) = φ1(z, k − 1) + θTnew ψ(z, k), (4.80)
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où ψ = [φ2 φ3].
En substituant (4.80) dans (4.75), le critère J(θnew) est donné par :
θ∗new = argmin
θk
(
J(θnew) =
1
2
{
N∑
k=0
∫ 1
0
(
(φ(z, k)− θTnew ψ(z, k)
)2
dz
})
, (4.81)
avec φ(z, k) = φ1(z, k − 1)− T (z, k).
Le critère J est convexe par rapport au vecteur des paramètres inconnus θTnew et par
conséquent une solution optimale existe et elle est unique. Une méthode en ligne pour la
minimisation de ce critère est la méthode des Moindres Carrés Récursifs (MCR). En utilisant
cette méthode, la solution est donnée par :
θˆ(k) = θˆ(k − 1) + L(k)
∫ 1
0
(
φ(z, k − 1)− θˆT (k − 1)ψ(z, k − 1)
)
dz,
L(k) =
[∫ 1
0
ψ(z, k)P (z, k − 1)ψT (z, k)dz
]−1 [∫ 1
0
P (z, k − 1)ψ(z, k − 1)dz
]
,
P (z, k) = P (z, k − 1)−
[∫ 1
0
ψT (z, k)P (z, k − 1)ψ(z, k)dz
]−1
[
P 2(z, k − 1)ψT (z, k)ψ(z, k − 1)
]
.
(4.82)
Notons que lorsque ∆T (z, t) −→
t→∞ 0, le vecteur ψ devient nul et le gain L(k) est indéfini.
Afin de remédier à ce problème, nous proposons la solution suivante :
θˆ(k) =

(4.82), si ∆T (z, t) > 0
θˆmin, si ∆T (z, t) ≤ 0,
(4.83)
où 0 est un seuil prédéfini et θˆmin est à fixer.
Dans la méthode MCR, on ne peut assurer la convergence instantanée de θˆ vers θ∗new. Une
solution alternative à la minimisation du critère (4.75) est d’envisager la minimisation de la
somme sur la variable spatiale de l’écart entre la sortie et son estimée à chaque instant (pas
de discrétisation). Alors, le nouveau critère s’écrit :
θ∗new(k) = argmin
θk
{
J2(θnew(k)) =
1
2
Nz∑
i=0
(
(φ(zi, k)− θTnew(k)ψ(zi, k)
)2}
, (4.84)
où dans ce cas θT est considéré temps-variant et Nz est la taille du réseau de capteurs.
L’avantage de cette technique est qu’elle fournit une solution optimale à chaque instant pourvu
que la mesure soit distribuée (plus de deux nœuds) et elle est donnée par :
θˆ∗new(k) =

[∑Nz
i=0 ψ(z, k)ψT (zi, k)
]−1 [∑Nz
i=0 ψ(zi, k − 1)φ(zi, k)
]
, si ∆T > 0
θˆmin, si ∆T (z, t) ≤ 0,
(4.85)
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Les variables ψ(zi, k) et φ(zi, k) sont issues de la discrétisation spatiale du système (4.79) en
utilisant la méthode des lignes et ses variantes.
Notons que la stabilité des lois d’adaptation et de l’observateur d’état est maintenue si les
gains d’adaptation sont strictement positif. L’auto-réglage de ces gains aide à améliorer les
performances de l’estimateur tout en conservant sa stabilité.
4.6 Résultats de simulation
Afin de montrer l’efficacité de la méthode d’identification proposée dans ce chapitre, nous
allons l’appliquer en premier sur un cas test (un exemple de simulation) et ensuite sur des
données expérimentales, le shot TS − 32632 utilisé dans le chapitre précédent. Ceci nous
permettra de comparer les résultats des deux approches.
Pour les données simulées, nous traitons le cas d’un système dont le coefficient de diffusion
est distribué uniquement dans l’espace avec un terme source faiblement temps-variant. Notons
que, l’intérêt de cette section est de montrer la faisabilité et les performances de l’identification
adaptative en dimension infinie. La mise en œuvre des techniques introduites dans les sections
précédentes (cf. §4.3.2, §4.3.3 et §4.4) n’est pas envisagée dans ce manuscrit.
Les conditions de simulation sont les suivantes :
1- L’observateur d’état et les lois d’adaptation établis respectivement dans (4.16) et (4.17)
sont utilisés pour identifier T , χe et S.
2- La méthode de BS-Galerkin FEM (cf. chapitre 1) est appliquée pour la semi-
discrétisation (discrétisation spatiale) des EDPs (4.1), (4.16) et (4.17).
3- Afin que les données de simulation soient dans les mêmes conditions que les données
expérimentales, on fixe la dimension de la base de projection de l’état à n = 20. La
période d’échantillonnage spatiale est dz = 0.05 et celle temporelle est égale à dt = 0.01.
4- Dans ces simulations, les signaux d’entrée-sortie sont considérés non bruités.
5- Les fonctions B-splines modifiées sont les fonctions de base de la formulation variation-
nelle de (4.1) et (4.16).
6- Pour la formulation faible du coefficient de diffusion et du terme source, les fonctions
B-splines standard sont nos bases de projection.
6- Les intégrales dans l’espace sont calculées en utilisant la méthode d’approximation de
Gauss-Kronrod implantée dans MATLAB c© par la fonction quadgk.
7- Les logiciels de mise en œuvre choisis sont MATLAB c© et SIMULINK c©.
4.6.1 Exemple de simulation
Nous proposons d’estimer les profils de T , χe et S présentés dans la fig. 4.1.
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Figure 4.1 – Profils de T , χe et S pour l’example de simulation
Ces profils sont générés par le système d’équations suivant :
χe(z, t) = (0.1 + 5 z + 2 z2 + 4 z3)1(t)(m2/s); τ = 0.1(s)
S(z, t) = 10
5
√
2pi σ
exp
(
−(z − µ)2
2σ2
)
g(t)(eV/s)
z ∈ [0, 1], t ∈ [0, tf ], tf = 30, dz = 0.05, dt = 0.01,
(4.86)
où nous considérons un χe temps-invariant (1(t) = 1, ∀ t ∈ [0, 30s]), alors que la variation
temporelle de S est décrite par une fonction échelon g à trois paliers, définie par :
g(t) =

1 if t ∈ [0, tf/3[
1.5 if t ∈ [tf/3, 2tf/3[
2 if t ∈ [2tf/3, tf [
(4.87)
Après plusieurs essais, les gains d’adaptation (de tuning) sont ainsi choisis :
ϑ0 = 103, ϑ1 = 1850 and ϑ2 = 850 et les erreurs d’estimation de T , χe et S sont
présentées dans la fig. 4.2 où on constate que cet estimateur a de bonnes capacités à estimer
des profils (d’entrée) temps-variant (faiblement) alors que dans sa conception il n’était pas
destiné a priori à cette tâche. C’est ce qui explique le temps de convergence des erreurs
d’estimation de χe et S. En ce qui concerne la température, comme le vecteur d’état est
lui-même le vecteur de sortie, il est évident que l’erreur d’observation de T est très faible.
4.6.2 Résultats expérimentaux
Le shot TS−32632, fig. 4.3 est de nouveau utilisé pour tester les capacités de l’estimateur
en ligne donné par (4.16)-(4.17).
Comme pour les données simulées, la base de projection de la température a pour dimension
n = 20 alors que pour χe et S, les bases sont d’ordre r = d = 10.
De la fig. 4.4, nous pouvons conclure que l’estimateur adaptatif (4.16)-(4.17) arrive à bien
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Figure 4.2 – Performances de l’estimateur en ligne de dimension infinie appliqué à l’exemple
de simulation
estimer le profil de Texp : en effet, l’erreur relative d’estimation est inférieure à 1%.
Les profils estimés de χe and S donnés dans la fig. 4.5 sont cohérents avec leurs critères
a priori, à savoir qu’ils sont positifs dans la zone de validité du modèle (z ∈ [0, 1]) et qu’ils
sont de forme gaussienne pour S et de forme croissante au bord pour χe. Ces profils sont
aussi similaires à ceux obtenus dans le chapitre précédent où le filtre de Kalman a été utilisé.
Le fait d’appliquer deux méthodes complètement différentes et d’arriver au même résultat
nous conforte dans le choix des approches adoptées pour l’analyse et l’étude de ce problème
(identification simultanée de χe et S).
126
Chapitre 4. Estimation simultanée en dimension infinie du coefficient de
diffusion et du terme source
0
0.5
1 0
5
10
0
1000
2000
3000
time (s)z
T
e
x
p 
(e
V)
Figure 4.3 – Profil de Texp du shot TS − 32632
2 4 6 8 10 12 14
10−5
100
time(s)
R
e
la
tiv
e
 e
st
im
a
tio
n
 e
rr
o
r 
o
f 
T
Figure 4.4 – Erreur relative d’estimation du profil de Texp
0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
z
X
e
e
s
tim
(m
2
/s
−
1
)
(a) Profil expérimental identi-
fié de χe
2468101214
0
0.5
1
−1
0
1
2
x 104
time(s)z
S
e
s
tim
(e
V)
(b) Profil expérimental identi-
fié de S
Figure 4.5 – Profil expérimentaux identifiés de χe et S pour le shot TS − 32632
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4.7 Conclusion
Dans ce chapitre nous avons analysé une méthode d’estimation en dimension infinie.
Il s’agit d’une méthode en ligne, adaptative, composée d’un observateur dédié à la recon-
struction de l’état en se basant sur le modèle dont on dispose et d’une combinaison de lois
d’adaptation permettant l’identification des paramètres inconnus (coefficient de diffusion et
terme source) développées en assurant la stabilité du schéma global dans le sens de Lyapunov.
Pour atteindre ce but, nous avons commencé par présenter les conditions sous lesquelles
notre problème est bien posé en définissant les espaces sur lesquels le travail sera développé.
Ensuite, nous avons démontré qu’en pratique, en plus d’un problème bien posé, un choix
judicieux des bases de projection est nécessaire afin de garantir l’identifiabilité structurelle
du système.
Le problème d’estimation en dimension infinie étant complexe, trois cas de difficulté
progressive ont été étudiés. Le premier constitue la base sur laquelle nous avons bâti notre
analyse. Nous avons aussi présenté la façon dont ces lois d’adaptation peuvent être modifiées
pour devenir plus robustes par rapport aux dynamiques inconnues et comment les critères
physiques sur les paramètres peuvent être pris en compte.
Comme dans toute méthode adaptative, les gains d’adaptation jouent un rôle important sur
la qualité de l’estimation (les performances de l’estimateur) et sont généralement fixés par
un processus d’essais-erreurs pouvant être fastidieux. C’est pourquoi nous avons présenté en
dernier une nouvelle méthode permettant l’auto-réglage de ces gains.
Les résultats de simulations sur des données simulées et réelles montrent bien la faisabilité
et les capacités de cette méthode bien que nous ayons implanté uniquement le cas de l’es-
timateur adaptatif de base ((4.16)-(4.17)) ce qui valide notre démarche et nous encourage à
envisager la mise en œuvre des autres techniques dans le futur afin d’améliorer les résultats
obtenus.

Chapitre 5
Conclusions et perspectives
Ce dernier chapitre a pour objectifs de comparer les performances des deux méthodologies
proposées dans ce mémoire, de résumer les contributions apportées dans cette thèse au
problème d’estimation des systèmes distribués à entrées inconnues et de dessiner les lignes
directrices permettant l’amélioration et l’extension de ce travail.
5.1 Comparaison entre le FKE-EI de dimension finie et l’esti-
mateur adaptatif de dimension infinie
Bien que le FKE-EI et l’estimateur adaptatif traitent le même problème d’estimation,
chaque technique présente des avantages et des inconvénients. Dans les points qui suivent,
nous comparons ces deux méthodes en analysant leurs qualités et limitations pour notre cas
d’étude :
1- Le FKE-EI est dédié à l’estimation des entrées inconnues contrairement à l’estimateur
adaptatif. Dans le développement du FKE-EI, le problème d’estimation des entrées in-
connues a été traité en minimisant l’erreur de sortie par rapport à l’état et aux entrées
simultanément. Par conséquent, le filtre qui en résulte (le FK-EI) est optimal aussi
bien dans le sens des moindres carrés que dans le sens des filtres non-biaisés à variance
minimale. En étendant le problème d’estimation aux paramètres, le FKE-EI perd son
optimalité mais conserve toutefois sa convergence asymptotique. Dans le cas de l’es-
timateur en dimension infinie, nous ne pouvons garantir que la convergence L2 et de
plus la convergence point par point dans le cas des entrées uniquement distribuées dans
l’espace. Ainsi, le FKE-EI est capable d’estimer des entrées qui varient rapidement dans
le temps, contrairement à l’estimateur en dimension infinie.
2- Dans le Chapitre 3, une technique permettant l’estimation de la variation temporelle
des paramètres [132] a été présentée et intégrée au FKE-EI, lui donnant, en plus de
l’estimation des entrées rapides, la possibilité d’identifier des paramètres temps-variants.
Dans le cas de l’estimateur de dimension infinie, seule une zone de convergence autour
du zéro dont la taille dépend des gains d’adaptation a été trouvée.
3- Comme l’estimateur adaptatif est développé en dimension infinie, il est indépendant
de la technique utilisée pour sa mise en œuvre, contrairement au FKE-EI qui s’applique
au problème réduit et par conséquent, dont les performances numériques dépendent de
la méthode de discrétisation de l’EDP du transport et des bases de projections choisies.
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4- Le passage du Chapitre 3 au Chapitre 4 a été motivé par la contrainte sur les dimen-
sions des bases de projection, ce qui limite la précision de l’approximation (des entrées
et des paramètres). Dans la Section 3.2, la condition d’identifibilité des paramètres et
de l’entrée est que le nombre d’inconnues (paramètres et entrées) soit inférieur ou égal
au nombre d’équations (de sortie), condition évidente pour l’inversion de tout prob-
lème, alors qu’en dimension infinie, l’identifiabilité du problème est indépendante des
dimensions des bases de projection. Dans la Figure 5.2, nous illustrons les performances
de convergence de l’estimateur adaptatif pour la reconstruction des profils présentés
dans la Figure 5.1. Dans ce cas, les dimensions des bases de projection de χe et S sont
égales à r = d = 11 bien que la dimension de la base de projection de T soit de n = 19
(r+ d > n+1). Ce cas de figure ne peut être traité par le FKE-EI (perte de rang de la
matrice ϕ et donc le conditionnement est infini) alors que l’estimateur adaptatif permet
une erreur d’estimation inférieure à 1%.
5- En résumé, pour l’estimation des entrées, le filtre de Kalman à entrées inconnues offre
une meilleure solution mais est contraint par sa dimension finie. L’estimateur adaptatif
présente l’avantage de son indépendance par rapport à la technique de discrétisation
choisie. Aussi, comme démontré dans le chapitre précédent, dans le cas des paramètres
et entrées temps variants, l’estimateur converge vers une région de rayon ajustable et
ainsi il s’intègre mieux dans une stratégie de commande adaptative de dimension infinie
(voir section 5.3).
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Figure 5.1 – Profils de T , χe et S dans le cas de r + d > n+ 1
5.2 Contributions
Nos contributions majeures sont les suivantes :
1- Approximation de la solution de l’EDP de transport de l’énergie sous la formulation
de Galerkin. Jusqu’ici les méthodes existantes déclarées dans la littérature sont des
techniques analytiques difficiles à mettre en œuvre et nécessitent des paramètres
constants dans le temps [136], [24].
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Figure 5.2 – Performances de l’estimateur en ligne de dimension infinie dans le cas de
r + d > n+ 1.
2- Développement d’une méthodologie pour traiter le problème d’estimation en dimen-
sion finie. Nous avons vu comment la discrétisation de l’EDP et le choix des bases
de projection peuvent influer sur l’identification des paramètres. Nous avons aussi
démontré comment sous l’hypothèse d’espaces compacts (de paramètres et d’états)
le problème d’estimation en dimension finie converge vers sa formulation initiale en
dimension infinie.
3- Parmi la multitude des méthodes d’estimation/identification qui existent dans la
littérature, nous avons réussi à identifier deux méthodes offrant des éléments de
réponse à notre problème d’estimation. Ces deux méthodes ont le mérite de proposer
des estimateurs stables, optimaux (dans un certain sens), qui traitent le problème
d’estimation des entrées inconnues (sans hypothèses a priori) et non pas de l’estimation
en présence d’entrées inconnues (cas des paramètres à entrées inconnues).
4- Suite aux limites de l’estimation liée à la dimension finie, nous avons proposé un esti-
mateur (observateur) en ligne de dimension infinie en utilisant les notions de stabilité
de Lyapounov. Nous avons aussi tenté de présenter comment les paramètres de réglage
(tuning) peuvent être auto-adaptés afin d’améliorer les performances de convergence de
notre estimateur.
5.3 Perspectives
Toutefois, comme nul travail n’est complet, il reste un certain nombre de problème à
étudier et à résoudre. Nous proposons comme perspectives :
1- Trouver une relation analytique ou une estimation reliant l’erreur d’approximation par
projection à l’erreur d’estimation.
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2- Trouver une méthode permettant l’estimation, le réglage ou le choix des matrices de
covariance du bruit d’état et du bruit de mesure lorsque ce dernier est de statistique
inconnus ou difficile à caractériser. Dans ce manuscrit, nous les avons choisies constantes
et nous les avons calibrées par essais-erreurs.
3- Dans tout notre travail, nous avons considéré en simulation des paramètres à variables
séparables. Il serait intéressant de voir le comportement des méthodologies proposées
dans le cadre des systèmes où la séparation des variables n’est pas possible. En théorie,
ceci ne pose pas de problème, il reste à le vérifier en simulation.
4- Mettre en œuvre les estimateurs et l’auto-réglage des paramètres d’adaptation présentés
dans le chapitre 4.
5- Généraliser le filtre de Kalman de dimension infinie étudié dans [109] au cas des sys-
tèmes distribués à entrées inconnues en se basant sur le filtre de dimension finie proposé
dans le Chapitre 4. En effet, dans [109], les auteurs montrent que le passage du filtre
de Kalman de la dimension finie à la dimension infinie est direct. Si on considère le
système suivant : 
∂f
∂t
(z, t) = F f(z, t) + B u(z, t) + Lw(z, t),
y(z, k) = H(k) f(z, k) + r(k),
(5.1)
où f est l’état spatio-temporel du système, u est l’entrée, y est la sortie, F , B, L et
H sont des opérateurs linéaires pouvant être de forme matricielle et temps-variants. Le
bruit d’état w(z, t) est un processus blanc gaussien à moyenne nulle ainsi que le bruit
de mesure r(k). En utilisant comme le schéma explicite, la solution mild du système
(5.1) est donnée par :
f(z, k + 1) = [I + δtF(k)] f(z, k) + δtB(k)u(z, k) + δtL(k)w(z, k),
y(z, k) = H(k) f(z, k) + r(k),
(5.2)
Le filtre de Kalman de dimension infinie appliqué au système (5.2) est formulé ainsi
(voir [109], [27]) :
• Étape de prédiction :
fˆk|k−1(z) = [I + δtF(k)]fˆk−1|k−1(z) + δtB(k)u(z, k),
Pk|k−1(z, z′) = [I + δtF(k)]Pk−1|k−1(z, z′) [I + δtF(k)]∗ +Q(z, z′, k).
(5.3)
• Étape de correction :
Kk(z) = Pk|k−1(z, z′)H(k)∗ (H(k)Pk|k−1(z, z′)H∗(k) +R(k))−1,
fˆk|k(z) = fˆk−1|k−1(z) +Kk(z)(y(k)−H(k) fˆk|k−1(z)),
Pk|k(z, z′) = Pk|k−1(z, z′)−Kk(z)(H(k)Pk|k−1(z, z′)H∗(k) +R(k))K∗k(z),
(5.4)
où fˆ est l’estimé de f , Q est la fonction de covariance du bruit d’état (δtLw(z, k)),
R est matrice de covariance du bruit de mesure, (·)−1 est l’opérateur d’inversion et
(·)∗ est l’adjoint de l’opérateur (·).
5.3. Perspectives 133
En suivant la même procédure, nous pouvons estimer qu’à partir de l’algorithme du FK-
EI présenté dans le Chapitre 3, le FK-EI de dimension infinie sera donné par le tableau
5.1. Cependant, il faut démontrer ce résultat en combinant les travaux de [95] et [109],
Étape de prédiction :
f¯k|k−1(z) = [I + δtF(k)] fˆ(k − 1|k − 1),
fˆk|k−1(z) = [I + δtF(k)] fˆk−1|k−1(z) +B(k − 1) uˆk−1|k(z).
Pk|k−1(z) = [I + δtF(k)]Pk−1|k−1(z)[I + δtF(k)]∗ +Q(z, z′, k),
Étape de correction :
Kk(z) = Pk|k−1(z)H∗(k)[H(k)Pk|k−1(z)H∗(k) +R(k)]−1,
Uk(z) = [B(k − 1)∗H∗(k)R(k)−1 (I −H(k)Kk(z))H(k)B(k − 1)]−1,
uˆk−1|k(z) = U(k)B(k − 1)∗H∗(k)R−1(k) (I −H(k)Kk(z)) [y(z, k)−H(k) f¯k|k−1(z)],
fˆk|k(z) = fˆk|k−1 +Kk(z)[y(z, k)−H(k) fˆk|k−1(z)],
Pk|k(z) = (I −Kk(z)H(k)) [Pk|k−1(z) +B(k − 1)Uk(z)B(k − 1) (I −Kk(z)H(k))∗],
Table 5.1 – Algorithme du FK-EI pour l’estimation simultanée de l’état et des entrées in-
connues en dimension infinie
tout en accordant une attention particulière à la notion de fonction de covariance en
dimension infinie, à l’initialisation du filtre, à l’intégration des conditions aux limites et
à la possibilité de son extension à l’inclusion de l’estimation des paramètres.
6- Exploiter le développement présenté dans le chapitre précédent, section 4.3.3 dans
une stratégie de commande adaptative. Effectivement, considérons l’EDP de transport
suivante :
∂T
∂t
= div
(
χe(z, t)
∂T
∂z
)
+ u(z, t) + φ(z, t), z ∈ Ω, t ∈ [0, tf ],
∂T
∂z
(0, t) = T (1, t) = 0, t ∈ [0, tf ],
T (z, 0) = 0, z ∈ Ω,
(5.5)
où χe(z, t) > 0 et φ(z, t) sont inconnus mais supposés uniformément bornés et dont
les dérivées sont aussi uniformément bornées. Les mesures et la commande u(z, t) sont
supposées connues et distribuées.
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Soit le modèle de référence :
∂Tm
∂t
= div
(
χem(z, t)
∂Tm
∂z
)
+ r(z, t), z ∈ Ω, t ∈ [0, tf ],
∂Tm
∂z
(0, t) = Tm(1, t) = 0, t ∈ [0, tf ],
Tm(z, 0) = 0, z ∈ Ω,
(5.6)
Le problème est de trouver le signal d’entrée u(z, t) permettant de faire converger asymp-
totiquement T solution de (5.5) vers Tm solution de (5.6), tout en préservant la bornitude
des signaux de la boucle fermée.
Si, en se basant entre autres sur le travail de [133], il est possible de démontrer :
• qu’en choisissant comme signal d’entrée :
u(z, t) = r(z, t) + div
(
(χem − χˆe(z, t))
∂T
∂z
)
+ gφ(z, t), (5.7)
avec :
gφ(z, t) =
µ2s
µs ‖e(., t)‖2 + s e(z, t),
• et les lois d’adaptation :
∂χˆe
∂t
= −σe χˆe(z, t)− ϑ1
(
∂∆T
∂z
∂Tˆ
∂z
+ ∂∆T
2
∂z
+ ge(z, t)
)
, χˆe(z, 0) = χˆe0(z),
µ˙s = −σs µs + γs‖e(., t)‖,
(5.8)
où la fonction ge est donnée par :
ge(z, t) = − µ
2
e
µe ‖χˆe(., t)‖2 + e χˆe(z, t),
µe ≥ ‖fe(z, t)‖2, fe(z, t) , −λe
(
χe(z, t) +
1
σe
χ˙e(z, t)
)
,
λe =
σe
ϑ1
, e > 0, σe > 0, s > 0, σs > 0, γe > 0,
(5.9)
alors l’erreur de poursuite e(z, t) = T (z, t) − Tm(z, t) converge vers une région v(t)
autour de zéro. Avec un choix adéquat des paramètres de réglage il est possible de
réduire sa taille. Dans (5.5), par rapport à l’EDP de transport de la température, u
représente l’énergie fournie aux particules alors que φ est l’énergie perdue qu’on ne peut
qualifier (inconnue). Cet exemple peut facilement se généraliser au cas d’une équation
de diffusion-réaction et d’advection.
Pour finir, tout au long de ce travail nous avons considéré le cas de mesures distribuées dans
l’espace. Un problème plus concret et de difficulté plus relevée serait de traiter l’estimation à
partir d’une série discrète de mesures ou de mesures aux limites. Ce champ de recherche est
encore très ouvert.
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Résumé — Cette thèse porte sur l’estimation simultanée du coefficient de diffusion et du
terme source régissant le modèle de transport de la température dans les plasmas chauds.
Ce phénomène physique est décrit par une équation différentielle partielle (EDP) linéaire,
parabolique du second-ordre et non-homogène, où le coefficient de diffusion est distribué et
le coefficient de réaction est constant. Ce travail peut se présenter en deux parties. Dans la
première, le problème d’estimation est traité en dimension finie ("Early lumping approach").
Dans la deuxième partie, le problème d’estimation est traité dans le cadre initial de la
dimension infinie ("Late lumping approach"). Pour l’estimation en dimension finie, une fois
le modèle établi, la formulation de Galerkin et la méthode d’approximation par projection
sont choisies pour convertir l’EDP de transport en un système d’état linéaire, temps-variant
et à entrées inconnues. Sur le modèle réduit, deux techniques dédiées à l’estimation des
entrées inconnues sont choisies pour résoudre le problème. En dimension infinie, l’estimation
en-ligne adaptative est adoptée pour apporter des éléments de réponse aux contraintes et
limitations dues à la réduction du modèle. Des résultats de simulations sur des données
réelles et simulées sont présentées dans ce mémoire.
Mots clés : Fusion thermonucléaire contrôlée, formulation de Galerkin, FEM, B-splines
, Filtre de Kalman Étendu à Entrées Inconnues (FKE-EI), méthode des Moindres Carrés
Récursifs à Entrées Inconnues (MCR-EI), estimation adaptative en dimension infinie,
auto-réglage des paramètres d’adaptation.
Abstract — This work deals with the diffusion and source term estimation in a heat
transport model for tokamaks plasma . This phenomenon is described by a second-order
linear parabolic partial differential equation (PDE) with distributed diffusion parameter and
input. Both "Early lumping" and "Late lumping" approaches are considered in this thesis.
First, once the heat model is chosen, the Galerkin formulation and the parameter projection
method are combined to convert the PDE to a set of ordinary differential equations (ODEs).
Then, two estimation methods able to give optimal estimates of the inputs are applied on
the reduced model to identify simultaneously the source term and the diffusion coefficient.
In the infinite dimensional method, the adaptive estimation technique is chosen in order
to reconstruct "freely" the unknown parameters without the constraints due to the model
reduction method. Simulation results on both simulated and real data are provided to attest
the performance of the proposed methodologies.
Keywords : Controlled thermonuclear fusion, Galerkin formulation, Finite Element
Method(FEM), B-splines , Extended Kalman Filter with Unknown Inputs Without Direct
Feedthrough (EKF-UI-WDF), Recursive Least Square Estimation with Unknown Inputs
(RLSE-UI), late lumping adaptive estimation, adaptation gains’ auto-tuning.
