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Resum/Abstract
Resum: Tenint en compte les idees i aportacions de diversos autors, s’han aplicat els
seus raonaments per trobar una relacio´ adequada entre l’alc¸ada d’ona significant i el
per´ıode zero-up cross de les onades en base a dades del litoral catala`. La idea e´s combinar
les variables mitjanc¸ant una co`pula per utilizar-ho me´s endavant com una eina per a la
prediccio´ de situacions de temporals mar´ıtims. Aplicant la teoria de valors extrems es
troba la millor distribucio´ marginal que s’ajusta a les dades per, a continuacio´, fer una
distribucio´ conjunta amb una co`pula i trobar un model no parame`tric de depende`ncia
entre les onades i el vent.
Paraules clau: distribucions marginals, altura d’ona significant, per´ıode zero-up cross,
co`pula.
Abstract: Taking into account the ideas and contributions of several authors, have
applied its reasoning to find an adequate relationship between significant wave height
and period of zero-up cross waves based on data from the Catalan coast. The idea is to
combine the variables by a copula to use it again later as a tool for predicting situations of
temporary sea. Applying the theory of extreme values is found the marginal distribution
that best fits the data, then make a joint distribution with a copula and find a non-
parametric model of dependency between the waves and wind.
Keywords: marginals distributions, significant wave height, period zero-up cross, copulas.
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Estudis previs
Des de la de`cada dels 90 so´n diversos autors els que han intentat trobar la millor relacio´
possible entre alguns aspectes de les onades mar´ıtimes, com l’altura d’ona significant (Hs),
per´ıode mitja` zero-up cross (Tz) o el per´ıode entre crestes d’ona (Tc).
El autors Mathisen i Bitner-Gregersen (1990) van trobar relacions entre Hs i Tz. Van
utilitzar diversos models de distribucions marginals per cada variable i al final van optar
per un model que consistia en una marginal de 3 para`metres de Weibull per a Hs, i una
marginal condicional log-normal per Tz. Es van basar en el me`tode dels mı´nims quadrats
per trobar els para`metres de les distribucions. Altres autors, Athanassoulis i altres (1994),
buscant relacions entre Hs i Tz van observar que una distribucio´ conjunta bivariada log-
normal donava bons resultats pero` tenia alguns inconvenients. Aquests van ser observats
primerament per Fre´chet(d’aqu´ı que les solucions a aquests problemes es diguin de classe
Fre´chet). Una d’aquestes solucions e´s el model de Plackett que aporta una solucio´ basada
en una distribucio´ marginal Gamma per a Hs i una log-normal per a Tz en aquest cas. Per
Tz aposten millor per una distribucio´ log-normal que no pas una condicional log-normal
com predicaven Mathisen i Bitner-Gregersen (1990).
Hi ha autors (Coles i Tawn, 1994 o Zachary, Feld, Ward i Wolfram, 1998) que assumeixen
que les marginals de les variables pertanyen a la classe unita`ria de Fre´chet o una GEVD
(0,1,1), i hi apliquen una modificacio´ per tal que prenguin els valors d’una Distribucio´
Generalitzada de Pareto (GPD). Aquesta modificacio´ es basa en una teoria per obser-
vacions extremes juntament amb una transformacio´ no-parame´trica de la ecdf . A me´s,
s’aplica un model amb un llindar superior µ molt elevat. Aquests resultats els apliquen a
estructures llunyanes a la costa o al Mar del Nord.
Apareixen algunes mencions a les co`pules a Coles i altres (1999) i De Waal i Van Gelder
(2005). El primer les menciona per fer un ana`lisis de valors extrems amb les marginals
de les variables del mateix tipus (desde aproximacions a la distribucio´ de Fre´chet com a
distribucions emp´ıriques de qualsevol tipus). El segon les utilitza per ajustar les dades de
White Rose, Canada. En aquest estudi utilitza les marginals de Burr per Hs i la marginal
de Weibull per Tz per trobar la parametritzacio´ de la co`pula Burr-Pareto-Logistic (BPL),
mitjanc¸ant el proce´s de Markov Chain Monte Carlo (MCMC).
Altres fonts d’informacio´ interessants so´n Ferreira i Guedes Soares (2002), Repko i altres
(2004) o Yue i Wang (2004). El primer ens mostra diverses opcions per modelar Hs i Tz
com distribucions bivariades log-normal modificades per Ochi, marginals de Weibull per
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Hs o log-normal condicionades per Tz. Tambe´ models de Plackett dits per Athanassoulis,
on les marginals i la depende`ncia conjunta de les variables va en funcio´ d’un para`metre
de correlacio´. A Repko i altres (2004) es proporcionen diversos models bivariats per Hs,
Tz i Tc. Apareix la conclusio´ que les millors marginals per Hs so´n les de Weibull i la
exponencial i que per modelar Tz i Tp millor fer servir marginals log-normal. Mirant
l’article de Yue i Wang (2004) nome´s es troba una comparacio´ entre dues marginals de
Gumbel, la mixta de Gumbel (GM) i la log´ıstica de Gumbel (GL).
A part d’aquests articles vinculats amb l’estudi que es duu a terme hi ha altres autors que
proporcionen informacio´ sobre altres tipus de models, Guedes Soares i Cunha (2000), o
sobre te`cniques basades en el teorema de la probabilitat condicionada d’un event aleatori
formulada per Bayes, per reduir la incertesa de les nostres dades a (Sanchez-Arcilla i
altres, 2007).
L’efecte me´s important d’aquests estudis previs e´s la concepcio´ de que no hi ha un u´nic
model a l’hora de treballar amb les variables mar´ıtimes. L’eleccio´ del model pot variar
d’un estudi a un altre i aixo` pot portar a petites modificacions en el resultat final.
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Objectius
La present tesina neix amb l’objectiu fonamental de trobar una relacio´ no-parame`trica
entre l’altura d’ona significant i el per´ıode entre ones en l’a`mbit mar´ıtim. Aquesta relacio´
es troba per mitja` de les co`pules.
Altres objectius que persegueix aquest estudi so´n mostrar com a trave´s de les co`pules es
poden modelar diferents variables, sempre i quan estiguin mı´nimament relacionades. Un
altre objectiu e´s comprovar si la modelitzacio´ al llarg de la costa catalana difereix molt
entre les diferents localitzacions, donat que tota ella ocupa un territori petit. Parlant
estad´ısticament es prete´n comprovar que les distribucions marginals de les variables no
han d’influir en la recerca i ajust de la co`pula final.
Amb la mirada posada en aquests objectius s’han seleccionat unes boies al llarg del litoral
catala` i s’ha fet un ana`lisi estad´ıstic de les dades que aporten. Aquest estudi estad´ıstic
inclou l’eleccio´ i ajust de les distribucions marginals de cada variable a tractar. Tambe´
inclou l’eleccio´ i ajust de la co`pula final que aportara` la relacio´ no-parame`trica que busca
aquesta tesina.
Per u´ltim s’espera que tota la metodologia aplicada en aquest estudi pugui ser u´til per
altres estudis dintre del camp de l’enginyeria. Sobretot per ajudar a dissenyar de manera
eficient les infraestructures costaneres, sent d’ajuda la modelitzacio´ aqu´ı exposada per el
ca`lcul de forces d’onades repetitives en una mateixa estructura.
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Desenvolupament
3.1 Conceptes previs
Aquest cap´ıtol explica alguns conceptes previs.
3.1.1 Onades
Primer s’ha d’entendre que so´n les onades i els conceptes amb els que es treballaran.
Aquests han estat extrets a trave´s del BIMEP (www.azti.es/bimep).
Onada
Propagacio´ d’una pertorbacio´, produ¨ıda per la transmissio´ d’una part de l’energia del
vent a la superf´ıcie mar´ıtima. El vent no produeix nome´s una onada individual, sino´ un
conjunt d’onades que es diu comunament onatge. Aix´ı, no totes les onades so´n iguals, ni
en altura, ni en direccio´ (provenen d’un ventall de direccions simulta`niament), ni ve´nen
amb igual ritme (el per´ıode entre crestes no e´s sempre el mateix).
Hm0, Hs: Altura significant
Altura mitjana del terc¸ d’onades me´s gran, e´s a dir, es selecciona dintre d’un per´ıode de
temps el terc¸ d’onades me´s gran i es fa la mitja de les onades seleccionades. E´s l’altura
que normalment s’agafa com a caracter´ıstica en l’estudi de les onades. Aquesta altura e´s
la que millor s’ajusta a la altura de les onades que una persona experimentada diria que
existeix per observacio´ directa.
Hmax: Altura ma`xima
Altura ma`xima de l’onatge registrat en un determinat per´ıode de temps.
Hmed: Altura d’ona mitjana
Altura d’ona mitjana del registre de dades.
Tm02, Tmed, Tz: Per´ıode mitja`
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Mitjana del temps que transcorre entre dues onades consecutives considerant totes les
onades del per´ıode de registre.
Tp, Tc: Per´ıode de cresta
Concepte molt relacionat amb l’energia que transporta l’onatge. Definit com el temps mig
que passa entre dues onades corresponent a la franja de frequ¨e`ncies en la que es transmet
me´s energia en el per´ıode del registre considerat. Un apropament me´s pra`ctic a aquest
concepte seria relacionar-lo amb el temps que passa entre dues onades consecutives en els
grups d’onades grans.
3.1.2 Estad´ıstica i probabilitat
Variable aleato`ria
Definicio´ 3.1.1. Donat un espai de probabilitat (Ω,A, P ) i un espai mesurable (S,∑),
una aplicacio´ X : Ω −→ S e´s una variable aleato`ria si e´s una aplicacio´ A,∑ mesurable.
A la majoria dels casos s’agafa com a espai mesurable d’arribada el format pel nu´meros
reals conjuntament amb la σ-a`lgebra de Borel (el generat per la tipologia usual de R),
quedant doncs la definicio´ d’aquesta manera:
Donat un espai de probabilitat (Ω,A, P ) una variable aleato`ria real e´s qualsevol funcio´
A/B(R)−mesurable on B(R) e´s la σ-a`lgebra boreliana.
En estad´ıstica i teoria de probabilitat una variable aleato`ria e´s una quantitat a la qual
s’assigna una distribucio´ de probabilitat. Per exemple, la suma dels resultats obtinguts en
llenc¸ar 2 daus de 6 cares e´s un nombre enter incert entre 2 i 12, a la qual podem assignar
una distribucio´ de probabilitat, me´s o menys complexa, pero` calculable.
Hi ha dos tipus de variables aleato`ries; les discretes i les cont´ınues. Matema`ticament es
defineixen aix´ı:
Definicio´ 3.1.2. Una variable aleato`ria e´s discreta si la seva mesura de probabilitat esta`
dominada per valors finits. La distribucio´ d’una variable discreta sol representar-se amb
la seva funcio´ de distribucio´
F (x) = P (X ≤ x),
o amb la funcio´ de probabilitat
p(x) = P (X = x).
E´s a dir, la funcio´ de distribucio´ permet calcular probabilitats acumulades i la funcio´ de
probabilitat permet calcular la probabilitat de que` una variable prengui un cert valor.
Seguint amb l’exemple dels 2 daus anterior, la funcio´ de distribucio´ permetria calcular
la probabilitat de que es pugui treure un 8 o menys, i la funcio´ de probabilitat indica la
probabilitat de que surti un 7.
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Definicio´ 3.1.3. Una variable aleato`ria e´s cont´ınua si la seva mesura pren valors que no
es poden enumerar. La distribucio´ d’una variable cont´ınua sol representar-se amb la seva
funcio´ de distribucio´
F (x) = P (X ≤ x),
o amb la funcio´ de densitat de probabilitat
f(x) =
d
dx
F (x).
Intu¨ıtivament, les variables discretes so´n aquelles que el seu conjunt de valors es pot
enumerar, tot i que no e´s necessari que sigui un conjunt finit, i les cont´ınues so´n aquelles
que el seu conjunt de valors no es pot enumerar, com per exemple una variable que pot
prendre tots els valors reals.
Distribucio´ marginal
Definicio´ 3.1.4. Dins la teoria de probabilitats, donades dues variables aleato`ries con-
juntes X i Y , la distribucio´ marginal de X e´s simplement la distribucio´ de probabilitat
de X fent cas omı´s de la informacio´ referent a Y .
Per a les variables aleato`ries discretes, la distribucio´ de probabilitat marginal, Pr(X = x),
s’escriu:
Pr(X = x) =
∑
y
Pr(X = x, Y = y) =
∑
y
Pr(X = x|Y = y) Pr(Y = y), (1)
on Pr(X = x, Y = y) e´s la distribucio´ conjunta de X i Y , mentre que Pr(X = x|Y = y)
e´s la distribucio´ condicional de X coneixent Y . Aquest e´s el fonament del teorema de
probabilitats totals.
De la mateixa manera, per a variables aleato`ries cont´ınues, la densitat de probabilitat
marginal,pX(x), verifica
pX(x) =
∫
y
pX,Y (x, y) dy =
∫
y
pX|Y (x|y) pY (y)dy, (2)
on pX,Y (x, y) do´na la distribucio´ conjunta de X i Y , y pX|Y (x|y) la distribucio´ condicional
de X coneixent Y .
Correlacio´
Definicio´ 3.1.5. La correlacio´ estad´ıstica e´s una mesura estad´ıstica que indica la forc¸a i
la direccio´ d’una relacio´ lineal entre dues variables aleato`ries. Es considera que 2 variables
quantitatives estan correlacionades quan els valors d’una d’elles varien sistema`ticament
segons els valors de l’altra.
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Definicio´ 3.1.6. El coeficient de correlacio´ lineal entre dues variables aleato`ries X i Y
e´s el quocient de la seva covarianc¸a pel producte de les seves desviacions esta`ndard:
r =
σXY
σX · σY ,
on σXY e´s la covaria`ncia de (X, Y ) i σX i σY les desviacions t´ıpiques de les distribucions
marginals.
Per exemple, per a dues variables (A i B) existeix correlacio´ si en augmentar els valors
de A ho fan tambe´ els de B i viceversa. Hi ha diversos coeficients que mesuren el grau
de correlacio´, adaptats a la naturalesa de les dades. El me´s conegut e´s el coeficient de
correlacio´ de Pearson. El valor de l’´ındex de correlacio´ lineal varia en l’interval [−1,+1]:
· Si r = 1, hi ha una correlacio´ positiva perfecta. L’´ındex indica una depende`ncia
total directa entre les dues variables: quan una d’elles augmenta, l’altra tambe´ ho
fa en proporcio´ constant.
· Si 0 < r < 1, hi ha una correlacio´ positiva.
· Si r = 0, no existeix relacio´ lineal. Pero` aixo` no necessa`riament implica que les
variables so´n independents: poden existir encara relacions no lineals entre les dues
variables.
· Si −1 < r < 0, hi ha una correlacio´ negativa.
· Si r = −1, hi ha una correlacio´ negativa perfecta. L’´ındex indica una depende`ncia
total inversa entre les dues variables: quan una d’elles augmenta, l’altra disminueix
en proporcio´ constant.
Co`pula
L’u´ltim concepte a introduir e´s el de co`pula. Aqu´ı es fa una descripcio´ basada en els
articles de Genest i Favre (2007) i Escarela i Herna´ndez (2009), d’on es pot completar la
informacio´.
Definicio´ 3.1.7. Una co`pula bidimensional e´s una funcio´ de distribucio´ bivariada d’un
vector aleatori V = (V1, V2) on les seves marginals V1 i V2 so´n uniformes a l’interval
I = (0, 1). E´s a dir, una co`pula e´s una funcio´ C : I2 → I que satisfa` les segu¨ents
condicions:
1. C(u, 0) = C(0, v) = 0 ∀u, v ∈ [0, 1]
2. C(u, 1) = u ∧ C(1, v) = v ∀u, v ∈ [0, 1]
3. ∀u1, u2, v1, v2 ∈ [0, 1] / u1 ≤ u2 ∧ v1 ≤ v2
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C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0
4. max{u+ v − 1; 0} ≤ C(u, v) ≤min{u; v} ∀(u, v) ∈ [0, 1]2
La importa`ncia de les co`pules ve donada pel teorema de Sklar (1959):
Teorema 3.1.1. Siguin X, Y variables aleato`ries amb funcio´ de distribucio´ conjunta H,
amb marginals F,G respectivament. Aleshores existeix una co`pula C que compleix:
H(x,y) = C{F (x), G(y)}, (3)
per totes x, y ∈ R. Si F i G so´n cont´ınues, aleshores C e´s u´nica.
Mentre Sklar diu que C, F , G so´n u´niques siH es coneguda, a l’hora d’escollir les marginals
F i G existeixen diverses famı´lies de possibilitats. Tot i aixo` s’ha de tenir en compte una
avantatge molt important, i e´s que l’escollir un model apropiat per modelar la depende`ncia
entre X i Y es pot dur a terme independentment de l’eleccio´ de les distribucions marginals
de les variables.
Algunes famı´lies de co`pules
Les co`pules es divideixen en famı´lies o models. Les me´s comuns so´n:
1. Un, dos, i tres para`metres per els models Arquimedians, incloent les tradicionals
famı´lies de Ali-Mikhail-Haq, Clayton, Frank i Gumbel-Hougaard. Tambe´ les classes
BB1-BB3 i BB6-BB7.
2. Co`pules de valor extrem, incloent la famı´lia BB5.
3. Co`pules meta-elipt´ıques com la Student o la Cauchy.
4. La famı´lia Gaussiana o normal.
5. Altres famı´lies diverses com la Farlie-Gumbel-Morgenstern o la Plackett.
Estimacio´ del para`metre de la co`pula
Sabent que una co`pula e´s la caracteritzacio´ de la depende`ncia entre X i Y , existeixen,
entre d’altres, dues mesures d’aquesta depende`ncia com so´n la rho de Spearman (ρ) i la
tau de Kendall (τ).
Definicio´ 3.1.8. L’estad´ıstic per la ρ de Spearman ve donat per:
ρ = 1− 6
∑
D2
N(N2 − 1) , (4)
sent D la difere`ncia entre els corresponents estad´ıstics x-y i N el nombre de parelles.
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Donada una mostra de valors Xi, Yi, i = 1, ..., N , per calcular la ρ de Spearman s’ha
d’ordenar la mostra i reemplac¸ar les dades pel seu respectiu ordre. S’ha de tenir en compte
l’existe`ncia de dades ide`ntiques a l’hora d’ordenar-les, encara que si aquestes so´n poques,
es pot ignorar tal circumsta`ncia. L’interpretacio´ de la ρ e´s la mateixa que el coeficient de
correlacio´ de Pearson. Pren valors de −1 a +1, indicant associacions negatives o positives
respectivament, i si val 0 ens indica incorrelacio´ pero` no independe`ncia.
Definicio´ 3.1.9. L’estad´ıstic de la τ de Kendall es calcula de la segu¨ent forma:
τ =
PN −QN
1
2
N(N − 1) , (5)
sent N el nu´mero de dades, i Pn i Qn els parells concordants o discordants respectivament.
Un parell de dades (Xi, Yi), (Xj, Yj) so´n concordants si (Xi−Xj)(Yi−Yj) > 0 i discordants
quan (Xi −Xj)(Yi − Yj) < 0. Funciona de manera semblant al coeficient de Pearson; va
de −1 a +1 indicant associacions negatives o positives respectivament i si les dades so´n
independents s’espera un valor aproximat de 0.
Hi ha me´s me`todes per valorar la depende`ncia entre variables, com els me`todes gra`fics chi-
plots i K-plots (Genest i Favre, 2007), pero` els utilitzats so´n els mencionats pre`viament.
Si considerem que la depende`ncia entre X i Y es pot descriure mitjanc¸ant una co`pula pa-
rame´trica de para`metre θ, aquest pot ser real o multidimensional. En el cas de para`metre
real es pot basar el seu ca`lcul en la inversio´ de la τ de Kendall o la ρ de Spearman,
mentre que si e´s multidimensional el millor me`tode consisteix en un estimador de ma`xima
versemblanc¸a. En el cas d’aproximar θ per la inversio´ de Kendall o Spearman s’observa
que segons la famı´lia de co`pula a la qual s’aproxima, es te´ una relacio´ establerta que do´na
de manera immediata el valor aproximat del para`metre θ.
Bondad d’ajust d’una co`pula
A continuacio´ es fan test de bondat d’ajust (goodness-of-fit test o´ gof test) per veure quin
dels models de co`pula als que s’han ajustat les dades s’ajusta me´s a les dades disponibles.
Per fer-ho s’apliquen diagno`stics gra`fics o tests formals de bondat d’ajust. Si es fa servir
un diagno`stic gra`fic s’ha de comparar en un gra`fic les pro`pies dades amb dades generades
aleato`riament a partir de la co`pula ajustada pre`viament (Cθn). En el cas bivariat, una
bona estrate`gia per generar un parell (U, V ) d’una co`pula C e´s la segu¨ent:
1. Generar U a partir d’una distribucio´ uniforme en l’interval (0, 1)
2. Tenint U = u, generar V a partir de la distribucio´ condicional
Qu(v) = P (V ≤ v|U = u) = f ′uC(u, v),
sent V = Q−1u (U
∗), on U∗= una altra observacio´ de la distribucio´ uniforme en
l’interval (0,1). Quan no existeix una fo´rmula expl´ıcita per Q−1u , el valor de v =
Q−1u (u
∗) es pot determinar per assaig i error o me´s eficientment utilitzant el me`tode
de la biseccio´ (veure refere`ncies de Devroye de l’article (Genest i Favre, 2007)).
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Si s’utilitza un test formal de bondat d’ajust s’ha de mirar l’estad´ıstic de Cramer-Von-
Misses. La primera forma que va sorgir era Snξ, pero` tenia l’inconvenient que no es podien
calcular els p-valors i s’acabava escollint la que tenia el valor estad´ıstic me´s petit. Me´s
endavant es van introduir variacions en l’estad´ıstic per fer-lo me´s simple de calcular i que
no depengue´s de ξ. Aix´ı va sorgir Sn. Aquest estad´ıstic (Sn) e´s millor estad´ıstic que el de
Kolmogorov-Smirnov per calcular els p-valors necessaris en els tests de bondat d’ajust.
Me´s detalls a Genest i Favre (2007).
3.2 Dades
Les dades so´n obtingudes a trave´s del portal web del XIOM, www.xiom.cat. De totes les
boies que faciliten les dades al XIOM s’han considerat nome´s 3; golf de Roses, Llobregat
i cap de Tortosa. Aquesta eleccio´ permet tenir dades de tota la costa catalana, desde
la costa Brava passant per la costa central i la costa Daurada. A l’hora d’obtenir les
dades podem fer-ho desde la boia d’onatge o escalar, o la boia meteo-oceanogra`fica o
meteorolo`gica. La boia meteorolo`gica no aporta dades per aquest estudi, per tant nome´s
obtindrem les dades de la boia d’onatge. La boia d’onatge te´ la forma mostrada a la
figura 3.1 i les caracter´ıstiques mostrades a la taula 3.1.
Localitzacio´ Llobregat Roses Tortosa
Tipus de boia DATAWELL Waverider DATAWELL Waverider DATAWELL Waverider
Localitzacio´ 41 16.69 N - 02 08.48 E 42 10.79 N - 03 11.99 E 40 43.29 N - 00 58.89 E
Fonda`ria 45 m 46 m 60 m
Dista`ncia a costa 1.34 min 4 min 5 min
Punt de recepcio´ Delta del Llobregat Port de Roses Port de l’Ametlla de Mar
Dades desde 1984 1992 1984
Taula 3.1: Caracter´ıstiques de les boies d’onatge.
Apart d’aquestes caracter´ıstiques la boia d’onatge mesura les segu¨ents variables
Hm0 - Alc¸ada d’ona significant (cm)
Tc - Per´ıode entre crestes (s)
H1/10 - Alc¸ada d’ona mitjana (cm)
Tmed - Per´ıode d’ona mitja` (s)
EPSI - Para`metre d’amplada espectral
Tz - Per´ıode mitja` zero-up cross (s)
Hmax - Ona me´s alta en el registre (cm)
H1/3 - Alc¸ada d’ona significant (cm)
Hmed - Alc¸ada d’ona mitjana (cm)
Les dades obtingudes tenen la forma
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Figura 3.1: Esquema de fondeig d’una boia d’onatge.
1990 6 16 0 99 58 2.5 40 3.6 33 3.6 21 3.1 0.53 1
1990 6 16 1 100 56 3.1 38 3.6 30 3.5 19 3 0.49 1
1990 6 16 6 99 57 3.6 28 3.3 22 3.3 13 2.7 0.5 1
1990 6 17 1 100 57 3.4 40 3.5 30 3.5 18 3.2 0.45 1
que una vegada comparades amb les del XIOM es poden classificar com
aa mm dd h % Hmax Tmax H1/10 H1/3 Hmed Tmed EPSI Hlf
1990 6 16 1 100 56 3.1 38 3.6 30 3.5 19 3 0.49 1
1990 6 16 6 99 57 3.6 28 3.3 22 3.3 13 2.7 0.5 1
1990 6 17 1 100 57 3.4 40 3.5 30 3.5 18 3.2 0.45 1
1990 6 17 3 100 57 3.7 37 3.6 29 3.5 18 3.2 0.48 1
sent
· aa = any
· mm = mes
· dd = dia
· h = hora
· % = Percentatge de dades correctes que s’han rebut
· Hmax = Ona me´s alta en el registre (cm)
· Tmax = Per´ıode d’ona associat a l’ona me´s alta del registre
· H1/10 = Alc¸ada d’ona mitjana (cm)
· H1/3 = Alc¸ada d’ona significant (cm)
· Hmed = Alc¸ada d’ona mitjana (cm)
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· Tmed = Per´ıode d’ona mitja` (s)
· EPSI = Para`metre d’amplada espectral calculat com
ε =
√
1− (2Nw
Nm
)2
on Nw e´s el nombre total d’ones i Nm e´s el nombre total de ma`xims
· Hlf = Alc¸ada d’ona mitjana corresponent al per´ıode situat dins del rang de 60-35
segons (aquesta e´s una mesura del soroll de baixa frequ¨e`ncia de la boia, que no ha
d’excedir un petit percentatge de l’alc¸ada d’ona).
De totes les columnes anteriors les que so´n necessa`ries per l’estudi so´n les 4 primeres que
indiquen el moment que s’han pres les dades, i les columnes Tmed i Hmax, que aporten
les variables que seran estudiades. Aquest gruix de dades s’ha de transformar per la
correcta lectura desde R.
3.3 R
Per analitzar totes les dades extretes del XIOM es fara` servir el software R, un llenguat-
ge i entorn de programacio´ per l’ana`lisi estad´ıstic i gra`fic. La seva pa`gina principal e´s
http://www.r-project.org/.
Es tracta d’un projecte de software lliure, resultat de la implementacio´ GNU del premiat
llenguatge S. R i S−Plus -versio´ comercial de S- so´n, probablement, els dos llenguatges
me´s utilitzats en investigacio´ per la comunitat estad´ıstica, sent a me´s a me´s molt populars
en el camp de la investigacio´ biome`dica, la bioinforma`tica i les matema`tiques financeres.
A aixo` contribueix la possibilitat de carregar diferents llibreries o paquets amb finalitats
espec´ıfiques de ca`lcul o projecte.
R proporciona un ampli ventall de te`cniques estad´ıstiques i gra`fiques. Al igual que S, es
tracta d’un llenguatge de programacio´, cosa que permet que els usuaris el desenvolupin
definint les seves pro`pies funcions. De fet, gran part de les funcions de R so´n escrites
en el mateix R, encara que per algoritmes que requereixen me´s esforc¸ computacional e´s
possible desenvolupar biblioteques en C, C++ o Fortran que es carreguen dina`micament.
Els usuaris me´s avanc¸ats tambe´ poden manipular els objectes de R directament desde el
codi desenvolupat en C. R tambe´ pot estendre’s per mitja` dels paquets fets per la seva
comunitat d’usuaris.
Al formar part d’un projecte de col·laboracio´ i obert, els usuaris de R poden publicar
paquets o llibreries que facin me´s amplia la seva configuracio´ ba`sica. Existeix la pa`gina
oficial R Task View (http://cran.r-project.org/web/packages/) on estan totes les llibreries
actualment disponibles, que ara mateix es fixen al voltant de 2900.
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Figura 3.2: Consola de R i Rcommander
En aquest estudi s’utilitzen diversos paquets de R, apart dels ba`sics instal·lats al progra-
ma, com so´n el paquet ismev, VGAM, lmomco, SpatialExtremes, rgl, POT o copula. En
el moment de descarregar les llibreries tambe´ es pot descarregar el seu manual en format
.pdf desde el mateix enllac¸.
Per utilitzar R s’han d’escriure les ordres a la consola. Es disposa d’una ajuda en forma
d’interf´ıcie gra`fica (Rcommander) en el cas que no se sa`piga utilitzar correctament la
consola de R (figura 3.2. La forma me´s senzilla per treballar en R e´s un script.
Com s’ha dit anteriorment, per poder treballar amb R s’han de carregar certes llibreries
que aporten comandes diferents a les ba`siques i que so´n u´tils a l’hora de treballar. S’ins-
tal·len a trave´s dels menu´s o si ja estan instal·lades nome´s cal cridar-lo amb la comanda
library(nom del paquet).
3.4 Metodologia
3.4.1 Tractament de les dades
Per tractar les dades que anteriorment s’han identificat es fa servir R. El tractament d’a-
questes es realitzara` de manera independent, e´s a dir, es tracta cadascuna de les situacions
al llarg del litoral per separat. Per no resultar repetitiu, es mostrara` com el procediment
per un cas i al cap´ıtol 4 s’exposaran els resultats de totes tres localitzacions.
Inicialment es necessita un pre-estudi de les dades per buscar la millor distribucio´ marginal
que les ajusti. Per fer aquest pre-estudi necessitem un gra`fic del conjunt de les variables
hmed − tmed (exemple figura 3.3) i un gra`fic de la funcio´ de distribucio´ emp´ırica (ecdf)
d’una de les variables, hmed (exemple figura 3.4). Juntament amb el seu histograma i la
funcio´ de densitat sobreposada (exemple figura 3.5) es pot tenir una idea aproximada de
la marginal que millor ajusta les dades.
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Figura 3.3: Relacio´ entre per´ıode mitja` i altura
mitjana de totes les dades disponibles a la boia d’o-
natge de Tortosa durant el per´ıode 1984-2009.
Figura 3.4: Distribucio´ acumulada de l’altura mit-
jana (en escala logar´ıtmica) a la boia d’onatge de
Tortosa durant el per´ıode 1984-2009.
Figura 3.5: Densitat de probabilitat estimada de l’altura mitjana (en escala logar´ıtmica) juntament
amb el histograma de la boia d’onatge de Tortosa en el per´ıode 1984-2009.
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Es pot observar que s’ha utilitzat el ln(hmed) (log(hmed) a R)en lloc de hmed en el gra`fic
de la funcio´ de distribucio´ emp´ırica. Donada la disparitat de les dades que proporciona
hmed, el fet de tractar-ho amb el log fa que s’espa¨ın una mica les dades. Aix´ı per valors
petits de hmed aquests prenen un rang me´s gran del gra`fic, i els valors grans de hmed
prenen un rang me´s petit del gra`fic de ecdf . Aixo` es veu patent en els gra`fics, on es mostra
que la distribucio´ de log(hmed) te´ la forma d’alguna de les distribucions marginals me´s
usuals.
A continuacio´ s’ha d’estudiar la correlacio´ (vegis 3.1.5) entre hmed i tmed. E´s una correla-
cio´ molt alta. El que es busca e´s un model per valors extrems, per aixo` s’han d’identificar
correctament els successos extrems o tempestes independents. Per trobar aquests succes-
sos es prioritzen tres condicions:
1. Que les tempestes durin me´s de 3 hores.
2. Que la dista`ncia mı´nima entre tempestes sigui de 48 hores.
3. Que superin el llindar mı´nim d’altura (h0).
Si es juga amb aquestes condicions es poden obtenir me´s o menys nombre de tempestes
independents. A la figura 3.6 es mostra que les tempestes buscades so´n aquelles que apart
d’estar per sobre de la l´ınia vermella (h0) compleixen les condicions esmentades.
La programacio´ en R necessa`ria per obtenir aquests resultats es troba a la seccio´ 5.2.
Seguidament es transformen aquestes tempestes en un vector de dos variables, hmedmax
i tmedmean, que indiquen el ma`xim de hmed durant la tempesta i la mitjana dels per´ıodes
durant la tempesta respectivament. Amb aquestes dues noves variables es treballa d’aqu´ı
en endavant. Calculant la correlacio´ de les noves variables s’observa un valor proper a 0,
fet que garanteix que no tenen una relacio´ lineal.
3.4.2 Distribucions marginals
Hi ha diversos models que poden explicar de manera raonada com es comporta la variable
hmedmax, com la distribucio´ generalitzada de valors extrems (GEVD). La GEVD engloba
tres famı´lies de distribucions, Fre´chet, Weibull i Gumbel, depenent del para`metre de
forma ξ. Les seves funcions de distribucio´ o distribucio´ de probabilitat marginal (vegis la
definicio´ 3.1.4 i l’equacio´ 1) so´n
F (x;µ, σ, ξ) = e
{
−
[
1 + ξ
(
x− µ
σ
)]−1/ξ
}
, (6)
per la GEVD amb µ=localitzacio´, σ=escala i ξ=forma. Si ξ → 0 correspon a la famı´lia
de Gumbel i la seva funcio´ de distribucio´ e´s
F (x;µ, σ, 0) = e−e
−(x−µ)/σ
. (7)
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Figura 3.6: Se`rie de registres d’altura d’ona mitjana de la boia d’onatge de Tortosa amb una mesura
cada 1h.
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Si ξ > 0 e´s de la famı´lia de Fre´chet amb una funcio´ de distribucio´
F (x;µ, σ, ξ) =

0 x ≤ µ
e−((x−µ)/σ)
−α
x > µ
, (8)
si ξ = −α−1 amb α > 0. I si ξ < 0 pertany a la famı´lia de Weibull que te´ una funcio´ de
distribucio´ de la forma
F (x;µ, σ, ξ) =
 e
−(−(x−µ)/σ)α x < µ
1 x ≥ µ
, (9)
si ξ = α−1 amb α > 0 i σ > 0.
Un altre model adequat per descriure la variable e´s la distribucio´ generalitzada de Pareto
(GPD) amb una funcio´ de distribucio´
Fξ,µ,σ(x) =

1−
(
1 + ξ(x−µ)
σ
)−1/ξ
per ξ 6= 0
1− e(−x−µσ ) per ξ = 0
, (10)
pertany a la GPD; per x ≥ µ quan ξ ≥ 0 i x < µ − σ/ξ quan ξ < 0, on µ ∈ R e´s el
para`metre de localitzacio´ o llindar inferior, σ > 0 e´s el para`metre d’escala i ξ ∈ R e´s el
para`metre de forma.
Un exemple de com serien les funcions de distribucio´ de Frechet, Gumbel , Weibull i de
la GPD e´s la figura 3.7.
Com surt a Zachary i altres (1998), la GPD seria la distribucio´ que millor ajustaria
hmedmax ja que el que es busca e´s una distribucio´ d’excessos sobre el llindar h0. Per
evaluar la validesa del model GPD sobre hmedmax es fa molt u´til la utilitzacio´ dels
QQ-plots (Quantil-Quantil gra`fic).
Definicio´ 3.4.1. En estad´ıstica, un qq-plot e´s un me`tode gra`fic per al diagno`stic de
difere`ncies entre la distribucio´ de probabilitat emp´ırica d’una mostra i una distribucio´ de
refere`ncia. La segona pot ser un model teo`ric o la distribucio´ emp´ırica d’una altra mostra.
Per una mostra de tamany N , es dibuixen N punts amb els (N + 1)-quantils de la distri-
bucio´ de comparacio´ a l’eix horitzontal i l’estad´ıstic d’ordre k-e`ssim, (per k = 1,..., N) de
la mostra a l’eix vertical. Si la distribucio´ de la variable e´s la mateixa que la distribucio´
de comparacio´ s’obtindra`, aproximadament, una l´ınia recta, especialment a prop del seu
centre. En el cas de que es donin desviacions substancials de la linealitat, els estad´ıstics
rebutgen l’hipo`tesi nula de similitud. Un exemple de qq-plot es troba a la figura 3.8.
Un altre me`tode per veure si la GPD ofereix un bon ajust de les dades e´s el me`tode POT
(en angle`s ”Peaks over Threshold”), que vindria a dir ”Pics per sobre el Llindar”. Tal
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Figura 3.7: Funcions de distribucions acumulades en una mostra aleato`ria pels casos de Gumbel,
Fre´chet, Weibull i la GPD. Gra`fics extrets de la Wikipe`dia.
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Figura 3.8: QQ-plot entre una mostra amb teo`rica distribucio´ normal i una distribucio´ normal de
refere`ncia.
i com s’explica a Hemer (2006) aquest me`tode considera tots els valors me´s grans que
un determinat llindar elevat u. Tenint una mostra X i el llindar u e´s fa un gra`fic de
E(X − u|X > u) sobre X, juntament amb els intervals de confianc¸a superior e inferior.
S’observa la inclinacio´ del gra`fic per asegurar la viabilitat d’aproximar X a una GPD. Si
a partir d’un cert valor de X es pot dibuixar una l´ınia recta horitzontal continguda entre
els intervals de confianc¸a, la mostra X e´s pot aproximar a una GPD. Un exemple e´s la
figura 3.9. A l’hora de programar-ho a R s’utilitza el paquet POT i la seva funcio´ mrlplot.
A continuacio´ s’estimaran els para`metres de la GPD pel me`tode de la ma`xima versem-
blanc¸a (MV o´ MLE).
Definicio´ 3.4.2. Sigui una famı´lia parame`trica de distribucions de probabilitats Dθ on
els elements so´n associats ja sia a una densitat de probabilitat coneguda (distribucio´
cont´ınua), ja sia a una funcio´ de massa en probabilitat coneguda (distribucio´ discreta),
designada com fθ. Amb una mostra aleato`ria simple de n valors x1, x2, ..., xn de la distri-
bucio´, i on es calcula la densitat de probabilitat associada a les dades observades
f(x1, ..., xn|θ) = f(x1|θ) · f(x2|θ) · · · f(xn|θ).
Si la funcio´ de versemblanc¸a e´s prou regular, l’estimador de ma`xima versemblanc¸a es
calcula com el valor que fa ma`xima la funcio´
lˆ(θ|x1, ..., xn) = 1
n
n∑
i=1
ln f(xi|θ).
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Figura 3.9: Gra`fic del me`tode POT en una mostra aleato`ria. Les l´ınies verdes corresponen als intervals
de confianc¸a.
Aquest estimador pot existir i ser u´nic, pot ser que no sigui l’u´nic o pot no existir.
Mitjanc¸ant aquest me`tode i el paquet ismev amb la funcio´ gpd.fit es troben els valors
estimats per ajustar hmedmax a una GPD(equacio´ 10).
Per u´ltim es fa un test de bondat d’ajust. S’utilitza el test de Kolmogorov-Smirnov. Tot
i que hi ha autors que no estan d’acord en utilitzar aquest test en variables cont´ınues, e´s
una eina esta`ndard per fer un test formal de bondat d’ajust.
El procediment descrit fins ara e´s ana`leg per a totes les variables del problema. Cal
tenir en compte que en el cas de tmedmean la literatura no do´na una opinio´ clara sobre
quina esdeve´ la millor distribucio´ a utilitzar. Es pot trobar que es parla d’una distribucio´
log − normal o log − normal condicionada a Athanassoulis i altres (1994), Mathisen i
Bitner-Gregersen (1990), Coles i Tawn (1994), Ferreira i Guedes Soares (2002), Repko
i altres (2004), com altres que proposen distribucions de Fre´chet o Weibull a De Waal
i Van Gelder (2005) o Coles i Tawn (1994). Altres, Coles i altres (1999), aposten per
una marginal uniforme sigui quina sigui, i despre´s es troba que hi ha autors, Zachary
i altres (1998), que modelen les variables segons una GPD. Pero` el cas me´s interessant
e´s el de De Michele i altres (2007), que fa una comparacio´ entre 4 models diferents de
dades utilitzant distribucions com la Gumbel, GEVD, GPD o la distribucio´ Beta. Si es
mira la distribucio´ emp´ırica de la variable per a les dades disponibles es veu que la millor
opcio´ per comenc¸ar e´s buscar una semblanc¸a amb la GEVD i en algun dels seus 3 casos
particulars (Gumbel, Fre´chet i Weibull).
Partint de la GEVD, a continuacio´ s’ha de saber a quin cas particular pertany tmedmean.
Per fer-ho s’utilitza el paquet lmomco de R i les seves funcions lmom.ub i pargev. D’a-
questa u´ltima es treuen els para`metres que corresponen a una GEVD i aleshores es pot
decidir a quin cas particular pertany la variable mirant el para`metre ξ. Si ξ → 0 pertany
a la famı´lia Gumbel(equacio´ 7), si ξ > 0 pertany al cas de Fre´chet(equacio´ 8), i si ξ < 0
vol dir que pertany a la famı´lia Weibull(equacio´ 9).
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Com s’ha fet anteriorment amb hmedmax, en el cas de tmedmean e´s necessari cerciorar-se
de la convenie`ncia de la distribucio´ escollida fent servir els QQ-plots de les distribucions
candidates.
3.4.3 Seleccio´ i ajust de co`pula
Una vegada s’han ajustats les variables a una distribucio´ concreta el que cal fer e´s trans-
formar les dades observades a trave´s de la funcio´ ajustada. Ara ja es pot comenc¸ar a
estudiar quina e´s la co`pula que millor s’ajusta.
Per fer-ho correctament a trave´s de R i del seu paquet copula es disposa dels articles
Kojadinovic i Yan (2010) i Genest i Favre (2007) que proposen unes directrius ba`siques
a seguir per dur a terme correctament l’estudi de les variables i les co`pules. Abans de
comenc¸ar a decidir quina co`pula s’ajusta millor a les dades, e´s necessari verificar que
les variables amb les que es treballa so´n serialment independents, e´s a dir, si no so´n
series que es repeteixen al llarg del temps. Si aixo` es compleix, el segu¨ent pas e´s mirar la
independe`ncia entre les pro`pies variables X (hmedmax) i Y (tmedmean), amb la hipo`tesi:
H0 : C =
∏
contra H1 : C 6=
∏
,
sent
∏
(u) =
∏d
i=1(ui), u ∈ [0, 1]d, la co`pula independent. Si la hipo`tesi no es rebutja aixo`
indicaria que X i Y so´n aleato`riament independents i en aquest cas C =
∏
. Si la hipo`tesi
e´s rebutjada el segu¨ent pas e´s buscar la co`pula parame´trica me´s apropiada a les dades. A
la pra`ctica consisteix en fer tests de bondat d’ajust de la forma
H0 : C ∈ C contra H1 : C 6∈ C,
per diverses famı´lies parame`triques C = {Cθ}. El pas final seria escollir una de les famı´lies
candidates i si e´s possible donar un error esta`ndar pel para`metre estimat. Tot aixo` es pot
dur a terme amb el paquet copula.
Per dur a terme els test d’independe`ncia entre X i Y es fa servir l’estad´ıstic In explicat
a Kojadinovic i Yan (2010),
In =
∫
[0,1]d
n
{
Cn(u)−
d∏
i=1
ui
}2
du.
Aquest estad´ıstic e´s pot des-composar per mitja` de la Mo¨bius transform per donar un
estad´ıstic de la forma
MA,n =
∫
[0,1]d
n{MA(Cn)(u)}2du,
Per visualitzar els resultats d’aquesta descomposicio´ es fa servir la representacio´ gra`fica
associada, el dependograma.
Per rebutjar o acceptar la hipo`tesi d’independe`ncia de les variables i passar o no a buscar
co`pules parame`triques mirem el p-valor que surt a l’estad´ıstic, amb un nivell de significacio´
del 5%.
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El tests de bondat d’ajust implementats al paquet copula estan basats en el proce´s
emp´ıric
Cn(u) =
√
n{Cn(u)− Cθn(u)}, u ∈ [0, 1]d,
on Cn e´s la co`pula emp´ırica definida a l’article Kojadinovic i Yan (2010), i Cθ e´s l’estimador
de C sota la hipo`tesi H0 : C ∈ {Cθ}. L’estimador θn e´s un dels me`todes estimadors del
moment, basats respectivament en la τ de Kendall i la ρ de Spearman, o un estimador
per ma`xima versemblanc¸a (mpl en angle`s).
A Kojadinovic i Yan (2010) s’introdueix l’estad´ıstic (Sn), basat en els experiments de
Monte Carlo, que es mostra efectiu i que es calcula com
Sn =
∫
[0,1]d
Cn(u)2dCn(u) =
n∑
i=1
{Cn(Ûi)− Cθn(Ûi)}2.
Amb tot aixo` hi ha dos me`todes efectius per extreure un p-valor de Sn, el me`tode para-
metric bootstrap, i el me`tode multiplicador o multiplier. Aquests estan explicats amb me´s
detall a l’article (Kojadinovic i Yan (2010)). A l’hora d’introduir-los en R la funcio´ que
s’utilitza e´s gofCopula, amb l’opcio´ a simulation de posar pb per parametric bootstrap,
o mult en el cas que es vulgui utilitzar el me`tode multiplier. Amb aixo` es poden rebutjar
ja d’entrada algunes famı´lies de co`pules, aquelles en les que el p-valor sigui inferior al
nivell de significacio´ del 5% (0.05).
Sabent quines so´n finalment les co`pules candidates nome´s falta ajustar les dades a aques-
tes. D’entre les candidates, es triara` aquella amb l’error esta`ndard menor en l’estimacio´.
Per realitzar-ho l’u´nic que cal fer e´s fer servir la funcio´ fitCopula, especificant el me`tode
d’obtencio´ del para`metre. Aquest pot ser per ma`xima versemblanc¸a (mpl), per mitja` d’un
proce´s basat en la τ de Kendall (itau), o per un proce´s basat en la ρ de Spearman (irho).
En el cap´ıtol segu¨ent s’exposen els resultats extrets d’aplicar la metodologia explicada en
aquesta seccio´.
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Resultats
4.1 Ana`lisi bivariat de l’altura d’ona significant i el
per´ıode d’ona mitja`
4.1.1 Seleccio´ de dades
Fent un estudi previ de les dades s’observa que es disposa d’una gran quantitat d’aquestes;
tantes com 94886 pel Cap de Tortosa, 77415 per Roses i 95404 pel Llobregat. Al mirar
les ecdf(log(hmed)), els gra`fics hmed− tmed i els histogrames amb funcio´ de densitat es
veuen resultats semblants en les formes. Un tret caracter´ıstic de les dades disponibles en
aquest moment e´s l’alta correlacio´ entre hmed i tmed. Aquesta pren un valor de 0.967 a
Tortosa, 0.961 al Llobregat i 0.974 a Roses. Aixo` indica una correlacio´ gairebe´ perfecta.
Com que e´s necessari trobar events extrems s’imposen les condicions esmentades a 3.4.1.
Mirant els gra`fics dels registres horaris de les boies d’onatge s’obtenen les figures 4.1, 4.2
i 4.3. De tots els registres inicials que es situen per sobre la l´ınia vermella, que compleixin
totes les condicions n’hi ha pocs. Concretament 171 casos a Roses, 310 al Llobregat i
316 a Tortosa. En totes aquestes tempestes independents s’ha calculat el ma`xim valor de
hmed i la mitja aritme`tica de tmed durant la tempesta per obtenir els valors amb els que
treballar; hmedmax i tmedmean respectivament.
A continuacio´ es comprova la independe`ncia lineal de les variables. Utilitzant l’ordre
cor(X) (correlacio´ de les dades, vegis 3.1.5), sent X un vector amb els valors de hmedmax
i tmedmean s’obte´ que les variables al Llobregat tenen una correlacio´ de 0.0720, a Roses
de 0.3334 i a Tortosa de 0.1770. En els tres casos la correlacio´ e´s suficientment baixa per
poder afirmar que no tenen depende`ncia lineal. En el cas de Roses la correlacio´ e´s bastant
me´s alta que ens altres dos casos degut al poc nombre de tempestes independents que
s’han pogut obtenir de les dades disponibles. Sabent aixo` es considera que la correlacio´
e´s me´s que suficient per poder continuar amb l’estudi.
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Figura 4.1: Se`rie de registres
d’altura d’ona mitjana de la bo-
ia d’onatge de Tortosa amb una
mesura cada 1h.
Figura 4.2: Se`rie de registres
d’altura d’ona mitjana de la boia
d’onatge del Llobregat amb una
mesura cada 1h.
Figura 4.3: Se`rie de registres
d’altura d’ona mitjana de la boia
d’onatge de Roses amb una mesu-
ra cada 1h.
4.1.2 Ajustant distribucions marginals
Altura d’ona significant
Com s’ha dit anteriorment, a Zachary i altres (1998) s’indica que la millor opcio´ per
tractar l’altura d’ona significant e´s fer servir una distribucio´ GPD.
Abans de calcular els para`metres de la GPD s’ha de certificar que e´s una distribucio´ apta,
i es fa mitjanc¸ant el me`tode POT explicat a 3.4.2. S’ha de buscar el llindar que garanteixi
que a partir d’aquest es pot trac¸ar una l´ınia horitzontal que no excedeixi dels intervals de
confianc¸a. Si es troba, el model GPD es considera adient per ajustar les dades disponibles.
Els gra`fics resultants d’aplicar la funcio´ mrlplot del paquet POT so´n a la figura 4.4.
Es pot observar com en el cas del Llobregat si s’agafa un llindar de 100cm es pot trac¸ar
perfectament una l´ınia recta al llarg de tot el gra`fic sense traspassar els intervals de
confianc¸a (l´ınies verdes). El cas de Tortosa no es veu tan clarament. Aqu´ı es pot trac¸ar
una l´ınia recta desde aproximadament 120cm. Si la tracem desde els 100cm que s’ha agafat
com a llindar h0 en algun moment aquesta traspassa el interval de confianc¸a superior, pero`
e´s considerat prou insignificant com per donar per va`lid el llindar dels 100cm.
El cas de Roses e´s me´s complicat. Es te´ en compte que Roses disposa de poques dades i
que el gruix de les dades es troben en valors entre 100cm i 300cm d’altura d’ona significant.
Tambe´ s’ha de mencionar que al moment de fer el gra`fic POT , els u´ltims valors donen
aquests pics al gra`fic tant marcats que gairebe´ sempre duen a dubtes i equivocacions. Per
tot aixo` es considera que 100cm continu´a sent un llindar acceptable. Si es trac¸a una l´ınia
recta desde 100cm apurada a l’interval de confianc¸a inferior, aquesta compre`n la majoria
dels valors en els que es mou el cas de Roses i deixa molt pocs valors (15% com a molt)
fora de la interpretacio´ que una GPD e´s una bon ajust.
Donat tot aixo` es confirma que agafant un llindar h0 = 100cm per hmedmax la GPD
29
Cap´ıtol 4. Resultats
Figura 4.4: Gra`fics POT de la variable hmedmax al Llobregat, Tortosa i Roses respectivament.
ajusta de manera satisfacto`ria aquesta variable. Per acabar de comprobar-ho es miraran
els qqplots.
Comprovat que una GPD e´s adient per ajustar la variable hmedmax, e´s necessa`ria l’utilit-
zacio´ del paquet ismev de R per calcular els para`metres que defineixen la GPD. Aplicant
gpd.fit, posant com a xdat les dades de hmedmax i com a threshold el log(h0), s’ob-
tenen les variables ajustades de la GPD. A la taula 4.1 es donen els resultats, basats en
l’equacio´ 10, on µ sempre sera` log(h0) = 4.6052
Localitzacio´ µ σ ξ
Llobregat 4.6052 0.4288 -0.3388
Roses 4.6052 0.9465 -0.6650
Tortosa 4.6052 0.4701 -0.3416
Taula 4.1: Para`metres de les GPD ajustades obtingudes a trave´s de la funcio´ gpd.fit a totes les localit-
zacions.
Fent servir a R la comanda qqplot amb els arguments correctes, s’obtenen els qqplots de
les dades disponibles ajustades a una GPD de para`metres els mencionats anteriorment a
la figura 4.5. La teoria exposada anteriorment diu que quan me´s semblant so´n els punts a
la l´ınia que marca els quantils, millor e´s l’ajust de la distribucio´ marginal. En aquest cas
s’observa com s’ajusta molt be´ la part central de les dades i els extrems so´n el que me´s
varien. Aquestes difere`ncies poden semblar excessives pero` realment no ho so´n i per aixo`
s’afirma que la GPD e´s una bona distribucio´ marginal per la variable hmedmax.
Si fem un test de bondat d’ajust basat en l’estad´ıstic de Kolmogorov-Smirnov (KS) ob-
tenim els estad´ıstics i els p − valors de la taula 4.2. Es veu com nome´s en el cas de
Roses el p − valor esta` per sobre del nivell de significacio´ del 5%. Aixo` ve a dir que
seria l’u´nic cas que es podria afirmar que la GPD ajusta suficientment be´ la variable
hmedmax. E´s pra`ctica habitual comprovar hipo`tesis de distribucio´ amb tests de tipus
Kolmogorov-Smirnov (KS), tot i que se sap que aquest test presenta problemes per a mos-
tres mitjanament grans (N > 100) tal i com es diu a http://stat.ethz.ch/R-manual/R-
devel/library/stats/html/ks.test.html. La taula 4.2 en resum els resultats de totes les
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Figura 4.5: QQplot de la variable hmedmax ajustada a una GPD pel Llobregat, Tortosa i Roses
respectivament.
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localitzacions de l’estudi. En conclusio´, e´s preferible guiar-se pel me`tode POT i pels
qq-plots esmentats amb anterioritat.
Localitzacio´ estad´ıstic p-valor
Llobregat 0.0856 0.0212
Roses 0.0942 0.0959
Tortosa 0.1289 0.00005
Taula 4.2: Resultats d’aplicar el test de bondat d’ajust de Kolmogorov-Smirnov a l’ajust de la variable
hmedmax.
Per´ıode d’ona mitja`
Per analitzar el per´ıode d’ona mitja` o Tz, donat en aquest cas com la variable tmedmean,
es comenc¸a per observar les ecdf resultants en cada cas. D’aixo` s’extreu la idea de que`
tots tres casos pertanyen a una GEVD en algun dels seus casos particulars. Nome´s cal
comparar les ecdf dels tres casos i la figura 3.7 per veure una semblanc¸a considerada.
Per saber a quin cas particular pertanyen s’empra el paquet lmomco de R i les comandes
lmom.ub i pargev. La primera ens do´na els L−moments que despre´s necessita la segona
per donar els para`metres d’una GEVD. Donat aixo` a la taula 4.3 es veuen els valors
obtinguts de µ, σ i ξ (equacio´ 6) que definiran la famı´lia a la que pertany cada localitzacio´.
Localitzacio´ µ σ ξ
Llobregat 4.6451 0.6572 0.0592
Roses 3.9523 0.4798 0.1311
Tortosa 4.1146 0.45519 -0.0118
Taula 4.3: Para`metres ajustats de les GEVD.
En el primer cas, Llobregat, el para`metre ξ e´s positiu i petit, per tant pot ser que estigui
al cas d’una distribucio´ de Gumbel (ξ → 0) o de Fre´chet (ξ > 0). Per saber a quina
distribucio´ s’ajusta millor es miren els QQ-plots corresponents. Aixo` es fa mitjanc¸ant les
comandes de R lmom.ub i pargum en el cas d’una distribucio´ de Gumbel, i amb la comanda
gev2frechet del paquet SpatialExtremes en el cas que es tracti de la distribucio´ de
Fre´chet. En el primer cas obtenim el QQ-plot si s’ajusta tmedmean a una Gumbel. En
el segon cas es fa servir la funcio´ gev2frechet per transformar les dades ajustades a
una GEVD (recordem que s’han calculat els para`metres anteriorment) a una distribucio´
unita`ria de Fre´chet i d’aqu´ı obtenir el QQ-plot corresponent. Comparant els QQ-plots
de la fig 4.6 es veu de manera suficientment clara com la variable tmedmean ajusta molt
millor els valors extrems amb una distribucio´ de Gumbel que amb una de Fre´chet.
En el segon cas, Roses, el para`metre ξ e´s igualment positiu i proper a 0 per aixo` es
procedeix de la mateixa manera que el cas del Llobregat. Es tenen la distribucio´ de
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Figura 4.6: Comparacio´ QQ-plots de Gumbel i Fre´chet pel Llobregat.
Gumbel i de Fre´chet com a candidates, i es necessari obtenir els QQ-plots per decidir
quina ajusta millor a tmedmean. Mirant la figura 4.7 s’observa com la distribucio´ de
Gumbel ajusta de millor manera els valors extrems de valor alt que no pas la distribucio´
de Fre´chet, per tant s’afirma que en aquest cas tmedmean e´s ajustada per una distribucio´
de Gumbel.
A l’u´ltim cas, Tortosa, el para`metre ξ e´s negatiu i proper a 0, per tant les distribucions
que s’han de mirar si ajusten be´ so´n la de Gumbel (ξ → 0) i la de Weibull (ξ < 0). Pel
cas de la Gumbel es fa el mateix que en els altres dos casos. Pel cas de la Weibull es fan
servir la comanda lmom.ub, que ens do´na el L−moments, i la parwei que ens do´na els
para`metres ajustats a una distribucio´ de Weibull. Per dibuixar el QQ-plot es fa servir,
com en tots els casos, la comanda qqplot. En aquest cas e´s me´s dif´ıcil decidir quina
distribucio´ e´s la millor veient la figura 4.8. La decisio´ es pren a favor de la distribucio´
de Gumbel ja que ajusta una mica millor el gruix central de les dades i en el moment
d’ajustar els extrems la difere`ncia amb la distribucio´ de Weibull e´s molt minsa.
En aquesta ocasio´ s’aplica de nou el mateix raonament respecte el KS test que pel cas de
l’ajust de les GPD. Tot i aixo` a la taula 4.4 es mostren els resultats obtinguts d’aplicar
el KS test en les tres localitzacions estudiades.
Localitzacio´ estad´ıstic p-valor
Llobregat 0.0317 0.9148
Roses 0.0584 0.6042
Tortosa 0.0301 0.937
Taula 4.4: Resultats d’aplicar el test de bondat d’ajust de Kolmogorov-Smirnov a l’ajust de la variable
tmedmean.
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Figura 4.7: Comparacio´ QQ-plots de Gumbel i Fre´chet per Roses.
Figura 4.8: Comparacio´ QQ-plots de Gumbel i Weibull per Tortosa.
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Fins aqu´ı l’ajust de les distribucions marginals de hmedmax i tmedmean. S’ha vist que
per la primera variable s’han ajustat les dades per mitja` d’un GPD (equacio´ 10) i que per
la segona variable en els tres casos s’ha optat per ajustar-la mitjanc¸ant una distribucio´
de Gumbel (equacio´ 7). En la segu¨ent seccio´ es discuteix quina e´s la co`pula que millor
ajusta les dades.
4.2 Estimacio´ de la co`pula ajustada
Co`pules candidates
Les co`pules considerades candidates a ajustar les variables hmedmax i tmedmean so´n les
segu¨ents:
· Co`pula de Ali-Mikhail-Haq (Amh)
· Co`pula de Frank
· Co`pula de Clayton
· Co`pula de Gumbel
· Co`pula Normal
· Co`pula t de Student
· Co`pula de Galambos
· Co`pula de Husler-Reiss
· Co`pula de Tawn
· Co`pula t extrema (tEV)
· Co`pula de Plackett
· Co`pula de Farlie-Gumbel-Morgenstern (Fgm)
Les 4 primeres (Amh, Frank, Clayton i Gumbel) pertanyen a la famı´lia de les co`pules
Arquimedianes, les co`pules Normal i la t de student so´n co`pules meta-el·l´ıptiques, les
4 segu¨ents (Galambos, Husler-Reiss, Tawn i t extreme) so´n co`pules de valor extrem, i
les de Plackett i la Fgm pertanyen a altres famı´lies de co`pules. A la figura 4.9 es veu
una representacio´ de cadascuna en l’ordre de la llista anterior. Per veure realment les
difere`ncies entre co`pules s’ha ajustat a les mostres una τ de Kendall de valor 0.8.
Sabent quines so´n les co`pules amb les que es treballara` es poden descartar a primera
insta`ncia les co`pules Amh i la Fgm, degut a que els graus de depende`ncia que abarquen
no so´n suficients per explicar l’associacio´ observada al conjunt de dades. Per tant s’opta
per l’estudi de les co`pules restants amb les dades disponibles.
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Figura 4.9: Mostres de les co`pules candidates per una τ=0.8.
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Localitzacio´ estad´ıstic p-valor aproximat
Llobregat 0.0473 0.1024
Roses 0.2997 0.0009
Tortosa 0.0945 0.0030
Taula 4.5: Resultats de l’aplicacio´ de les funcions indepTestSim i indepTest.
4.2.1 Estudi de les co`pules
Es comenc¸a l’estudi de les co`pules amb l’evide`ncia de que les variables a tractar no corres-
ponen a se`ries en el temps, per tant es passa directament a buscar la independe`ncia entre
les variables. Per fer-ho s’utilitzen les funcions indepTestSim i indepTest del paquet
copula. La primera no utilitza les dades; retorna un objecte de la classe indepTestDist
que conte´ un gran nombre d’aproximacions independents realitzades en base l’estad´ıstic
sota la hipo`tesi d’independe`ncia mu´tua. La funcio´ indepTest agafa les dades i l’objec-
te anterior de classe indepTestDist, i retorna l’estad´ıstic i els p-valors aproximats. El
dependogram es pot dibuixar per mitja` de la funcio´ dependogram.
Com s’ha dit a Kojadinovic i Yan (2010) i Genest
Figura 4.10: Dependogram del Llo-
bregat.
i Favre (2007), en el moment previ a fer els tests
d’independe`ncia e´s recomanable fer la transforma-
cio´ de les dades en pseudo dades. Aixo` consisteix
en ordenar les dades pel seu valor i assignar-lis el
nu´mero del seu corresponent ordre. Una vegada
s’han produ¨ıt les pseudo dades i s’han executat els
tests s’obte´ la taula 4.5.
Nome´s en el cas del Llobregat es pot observar un
p-valor superior a 0.05. Aixo` indica que a priori
no es pot rebutjar la hipo`tesi de depende`ncia en
aquest cas. Per poder-la rebutjar s’ha de veure
la forma del dependogram (figura 4.10). S’observa
que el dependogram e´s una l´ınia recta, i nome´s es
pot acceptar la hipo`tesi de depende`ncia si el de-
pendogram e´s un punt i no una l´ınia. Per tant es
pot afirmar que en el cas del Llobregat tambe´ es
rebutja la hipo`tesi nul·la de depende`ncia com en
els altres dos casos.
4.2.2 Ajust de les co`pules
Sabent les co`pules que s’han escollit es procedeix a efectuar els goodness-of-fit tests de les
co`pules candidates. A la taula 4.6 es mostren els resultats obtinguts d’executar la funcio´
37
Cap´ıtol 4. Resultats
Co`pula
Llobregat Roses Tortosa
para`metre p-valor para`metre p-valor para`metre p-valor
Frank 0.3362 0.0315 2.6411 0.8726 1.0113 0.3771
Clayton 0.0775 0.0544 0.7591 0.0335 0.2503 0.1194
Gumbel 1.0388 0.0345 1.3780 0.2183 1.1252 0.3831
Normal 0.0586 0.0265 0.4188 0.6079 0.1738 0.4471
t 0.0581 0.0737 0.4188 0.3482 0.1738 0.2612
Galambos 0.2299 0.0235 0.6473 0.2173 0.3583 0.4501
Husler-Reiss 0.5073 0.0305 1.0479 0.2073 0.6833 0.3971
Tawn 0.1095 0.0475 0.7073 0.2532 0.3127 0.3831
Plackett 1.1816 0.0355 3.5395 0.8327 1.6440 0.3871
tEV 0 0.0874 0.6451 0.0894 0.2577 0.7358
Taula 4.6: Para`metre i p-valors aproximats extrets de la funcio´ gofCopula per les co`pules escollides
inicialment en els casos de Roses, Tortosa i Llobregat
gofCopula amb les co`pules escollides. Es pot veure el para`metre i el p-valor aproximat
que surten de la funcio´ esmentada.
El cas de Roses, la co`pula de Clayton estrictament no compleix amb el 5% de nivell de
significacio´, per aixo` s’hauria de descartar de l’estudi final. Tot i aixo`, com el p-valor no
aporta una clara evide`ncia per poder rebutjar la hipo`tesi nul·la de que la co`pula no e´s
apta per les nostres variables, es fa u´s de la definicio´ de la funcio´ gofCopula explicada
al manual del paquet copula. Aqu´ı es diu que l’estad´ıstic Sn de Cramer-von Misses
esta` basat en una equacio´ explicada a Genest i altres (2009). L’explicacio´ que e´s do´na
en aquest article diu que valors alts d’aquest estad´ıstic fan rebutjar H0. En aquest cas
l’estad´ıstic ronda un valor aproximat de 0.037, per tant encara no es rebutjara` la co`pula
de Clayton per a l’estudi final. Per dir aixo` s’han de mirar les taules dels valors cr´ıtics de
l’estad´ıstic. El valor cr´ıtic per una mostra de 100 dades e´s 0.22 i va augmentat juntament
amb el nombre de dades, per tant amb una mostra superior i un estad´ıstic inferior no
s’arriba al valor cr´ıtic.
En el cas del Llobregat es veu com gairebe´ tots els p-valors estan situats per sota de 0.05,
tenint en les co`pules de Clayton, t, Tawn i tEV els valors me´s pro`xims o superiors a 0.05.
Aquest fet faria que a l’estudi final nome´s s’incloguessin les co`pules mencionades pero`, si
s’aplica el mateix criteri que a la co`pula de Clayton del cas de Roses, s’acaba per donar
totes les co`pules com a va`lides.
A Tortosa no s’observa cap problema ja que tots els p-valors aporten una clara evide`ncia
a favor de la hipo`tesi de que so´n co`pules aptes. Vist aixo` a continuacio´ ja es pot aplicar la
funcio´ fitCopula en cadascuna de les co`pules aptes. A la taula 4.7 es mostren els errors
esta`ndards (Std. Error) obitnguts i que faran prendre la decisio´ final.
Vista la taula 4.7 es pot afirmar que la co`pula que millor ajusta les dades en el cas del
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Co`pula Llobregat Roses Tortosa
Frank 0.3761 0.4856 0.3489
Clayton 0.0899 0.1689 0.0952
Gumbel 0.0449 0.0848 0.0476
Normal 0.0653 0.0635 0.0582
t 0.0653 0.0635 0.0582
Galambos 0.0849 0.0903 0.0611
Husler-Reiss 0.1217 0.1104 0.0807
Tawn 0.1195 0.0979 0.0991
Plackett 0.2218 0.7503 0.2768
tEV - 0.0681 0.1390
Taula 4.7: Errors esta`ndard extrets de la funcio´ fitCopula de les co`pules aptes en els casos de Llobregat,
Roses i Tortosa.
Llobregat e´s una co`pula de Gumbel de para`metre aproximat 1.0388(para`metres extrets
de la taula 4.6). En el cas de Roses les millors co`pules so´n la Normal i la t de para`metre
aproximat 0.4188 ambdues. Per u´ltim, a Tortosa la co`pula que millor ajusta les dades e´s
la Gumbel de para`metre aproximat 1.1252.
4.3 Discussio´
Donat el cas que s’aproxime´s un temporal mar´ıtim a la costa catalana les co`pules calcu-
lades donarien informacio´ valuosa per saber les probabilitats d’alguns escenaris extrems.
Assumim un escenari extrem on s’aproxima un temporal a la costa central. Sabent que
al Llobregat es poden ajustar les onades mitjanc¸ant una co`pula de Gumbel de para`metre
1.0388 e´s possible calcular diversos escenaris com
1. Onades amb una Hm0 ≥ 250cm i un Tz > 6s.
2. Onades amb una Hm0 ≥ 250cm i un Tz < 4.2s.
3. Onades amb una Hm0 > 250cm.
Per estudiar aquests escenaris s’ha de tenir en compte que l’ajust fet es basa en les dades
disponibles. Aixo` vol dir que si es done´s el cas d’una tempesta que supere´s la ma`xima
Hm0 registrada fins el moment (310cm en aquest cas), el model de marginal seria diferent.
Donat l’escenari nu´mero 1. Es calculen les probabilitats de que les onades superin una
altura d’ona de 250cm i que tinguin un per´ıode entre ones gran. Sabent que el ma`xim
Tz enregistrat de que` es disposa e´s 7.74s, e´s considerat un valor gran de Tz a partir de
6s. Aquesta probabilitat es pot calcular amb R i s’obte´ un resultat de 0.0019. E´s a dir,
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es poden esperar tempestes amb una Hm0 ≥ 250 i un Tz ≥ 6 amb una probabilitat del
0.19%. Aquest escenari esta` condicionat a una tempesta capac¸ de provocar onades amb
una altura significant de 250cm o me´s.
Contemplat l’escenari nu´mero 2. Es calculen les probabilitats de que les onades superin
una altura d’ona de 250cm i que tinguin un per´ıode entre ones petit. Sabent que el
mı´nim Tz enregistrat de que` es disposa e´s 3.53s, e´s considerat un valor petit de Tz tot
aquell que no superi els 4.2s. La probabilitat obtinguda e´s de 0.0024. Es poden esperar
tempestes amb una Hm0 ≥ 250 i un Tz ≥ 6 amb una probabilitat del 0.24%. L’escenari
es condiciona a una tempesta que provoqui onades d’altura significant elevada.
Donat l’escenari nu´mero 3. Es calculen les probabilitats de que les onades superin una
altura d’ona de 250cm. El ma`xim registrat a les dades disponibles e´s de 328cm. Aquesta
probabilitat do´na un resultat de 0.02. E´s a dir, es poden esperar tempestes amb una
Hm0 > 250 amb una probabilitat del 2%. Aquest escenari esta` condicionat igual que els
anteriors
Vistos aquests escenaris en el cas del Llobregat, es fa interessant repetir-los pel cas de
Roses. En aquesta nova localitzacio´ l’ajust s’ha fet mitjanc¸ant una co`pula t de para`metre
0.4188. El cas de Tortosa no es fara` ja que l’ajust e´s amb la mateixa co`pula que el
Llobregat i amb para`metres semblants.
Els nous escenaris que es considera so´n
1. Onades amb una Hm0 ≥ 250cm i un Tz > 5s.
2. Onades amb una Hm0 ≥ 250cm i un Tz < 3.9s.
3. Onades amb una Hm0 > 250cm.
Estudiat l’escenari 1. Es calculen les probabilitats de que les onades superin una altura
d’ona de 250cm i que tinguin un per´ıode entre ones gran. Sabent que el ma`xim Tz
enregistrat e´s 5.73s, e´s considerat un valor gran de Tz a partir de 5s. Calculant la
probabilitat s’obte´ un resultat de 0.0157. E´s a dir, es poden esperar tempestes amb una
Hm0 ≥ 250 i un Tz ≥ 5 amb una probabilitat del 1.57%. Aixo` condicionat a tempestes
amb forc¸a per provocar aquestes onades.
Donat l’escenari nu´mero 2. Es calculen les probabilitats de que les onades superin una
altura d’ona de 250cm i que tinguin un per´ıode entre ones petit. El mı´nim Tz enregistrat
e´s 3.23s, pe tant tot aquell que no superi els 3.9s e´s considerat un valor petit de Tz. La
probabilitat obtinguda e´s de 0.0576. Aleshores, tempestes amb una Hm0 ≥ 250 i un
Tz ≥ 6 es poden esperar amb una probabilitat del 5.76%.
Observat l’escenari nu´mero 3. Es calculen les probabilitats de que les onades superin una
altura d’ona de 250cm. El ma`xim registrat a les dades disponibles e´s de 405cm. Calculada
la probabilitat s’obte´ un resultat de 0.18. E´s a dir, es poden esperar tempestes amb una
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Hm0 > 250 amb una probabilitat del 18%. Fet condicionat a tempestes suficientment
fortes per provocar onades de 250cm d’altura.
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Conclusions i l´ınies futures
5.1 Conclusions
Aquesta tesina ha mostrat com es pot modelar, mitjanc¸ant les co`pules, la depende`ncia
entre dues variables qualsevulla gene`ticament relacionades. En particular, s’ha aplicat a
la depende`ncia entre l’altura d’ona significant i el per´ıode zero-up cross. Aquesta mateixa
relacio´ es podria haver aplicat a l’altura d’ona significant i la forc¸a del vent. Aquesta
opcio´ es deixa oberta per futurs ana`lisis, aprofitant la bateria de conceptes i metodologies
explicades en aquesta memo`ria.
De l’ana`lisi presentat aqu´ı s’observa que al llarg de tot el litoral catala` no es pot modelar
d’igual manera les dades de que` es disposa, degut sobretot a les difere`ncies del vent
predominant en cada part de la costa catalana. Si el vent fos el mateix al llarg de tota
la costa els resultats obtinguts haguessin estat molt semblants. D’aquest ana`lisi tambe´
s’extreu la conclusio´ de que realment les distribucions marginals de cada variable no
influeixen de manera significativa en l’eleccio´ de la co`pula sota els supo`sits habituals de
l’ana`lisi de co`pules.
Un resultat a primera vista sorprenent d’aquesta tesina e´s l’estabilitat de les famı´lies
de distribucio´ ajustades a cada para`metre: totes les distribucions d’ona han resultat ser
GPD adequadament, aix´ı com tots els per´ıodes GEVD (me´s concretament de la famı´lia de
Gumbel), pero` te´ certa lo´gica que totes les distribucions hagin resultat ser les mateixes.
Com s’estava analitzant l’altura d’ona i el per´ıode entre ones, el fet que el vent vingui
d’una direccio´ o d’una altra no ha d’influir de manera excessiva en la forma de la distribu-
cio´ d’aquests para`metres de l’onatge, ja que la distribucio´ de probabilitat integra moltes
incerteses, i acaba descrivint les caracter´ıstiques clima`tiques de la zona on hi ha els ins-
truments. Si s’hague´ fet un estudi entre la costa catalana i la costa Atla`ntica d’Espanya,
es podrien haver esperat difere`ncies majors, donades les difere`ncies clima`tiques entre les
dues regions i per tant el comportament mar´ıtim.
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5.2 L´ınies futures
Les conclusions extretes d’aquesta tesina poden ser molt u´tils en l’a`mbit de l’enginyeria.
Si se sap com es poden modelar events extrems de manera fiable al llarg de la costa,
aixo` pot ser u´til per les infraestructures mar´ıtimes. El fet de saber les probabilitats que
vinguin onades de grans dimensions amb un per´ıode entre ones petit o gran, facilita de
manera significativa el ca`lcul de la forc¸a que poden exercir sobre les infraestructures en
contacte amb el mar. Aixo` e´s u´til per tal de construir les estructures portua`ries o les
estructures de contencio´ mar´ıtima. D’aquesta manera es podrien evitar derrocaments de
ports esportius o de passejos mar´ıtims, al igual que amb l’estabilitat de platges i deltes.
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Annexes
Script en R
Llobregat
# llegir dades, separador ; i decimal .
x = read.csv("llobregat 1984-2009.txt", sep=";", dec=".")
colnames(x)
#dibuix de hmed en x i tmed en y de les dades x
plot(tmed~hmed, x, main="") #tmed.hmed.llobregat
#funcio de distribucio´ empı´rica de tmed(no es continua, va fent salts)
Ft = ecdf(x$tmed)
plot(Ft)
#histograma de tmed
hist(x$tmed)
plot(tmed~hmed, x, log="y")
Ft = ecdf(log(x$tmed))
plot(Ft)
hist(log(x$tmed), prob=TRUE)
#funcio de densitat del log de tmed
ft = density(log(x$tmed))
lines(ft)
#fer dos dibuixos en una mateixa finestra amb la funcio par
par(mfrow=c(2,1))
plot(Ft)
hist(log(x$tmed), prob=TRUE)
lines(ft)
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#hist(log(x$tmed))
#treballem amb hmed!! primer la funcio de distribucio empirica, l’histograma
#en log i els dibuixem
Fh = ecdf(x$hmed)
plot(Fh)
hist(x$hmed)
par(mfrow=c(2,1))
Fh = ecdf(log(x$hmed))
plot(Fh, main="") hist(log(x$hmed), prob=TRUE,xlab="log(hmed)",
ylab="Densitat", main="")
fh = density(log(x$hmed))
lines(fh)
par(mfrow=c(1,1))
dim(x) #numero de dades de hmed
v = x$hmed
cor(v[-1], v[-95404]) #correlacio´ de les dades de x
#gra`fics de les series de registre de la boia d’onatge amb mesures cada hora.
plot(x$hmed, type="l")
plot(x$hmed, type="l", xlim=c(0,400))
plot(x$hmed, type="l", xlim=c(0,1000))
#dibuixar una linea de color vermell per marcar el nostre limit
abline(h=100, col="red")
#canvi de les abcises(x) per pasar de numero de dada a any,mes,dia,hora
#necesitem utilitzar isodatetime sense modificar els minuts i els segons
x$temps = ISOdatetime(x$aa,x$mm,x$dd,x$h,0,0)
plot(x$temps, x$hmed, type="l",xlab="Data",ylab="hmed")
abline(h=100, col="red")
#comencem a posar les condicions per buscar les tempestes INDEPENDENTS!!
h0 = 100 #llindar
#duracio´ minima de 3 hores i dsitancia minima de 2 dies
#podem jugar amb tot aixo pq ens surtin mes o menys tempestes
durMin = 3 #h
distMin = 48 #h
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h = x$hmed
#tk es un vector de true-false per saber els moments que superen el llindar
#true=superen=posible inici tempesta, false=no superen=posible final de tempesta
tk = h>h0
tkd = c(diff(tk), 0) #aixo fa la diferencia entre dos true=1 y false=0
consecutius posan un 0 al final
iniT = x$temps[tkd==1] #inicis de tempesta quan tkd es 1 (true - false =1)
finT = x$temps[tkd==-1] #finals de tempesta (false - true = -1)
#fem la distancia entre tempestes suprimint el primer valor i l’ultim
i posant un 0 al final
disT = c(iniT[-1] - finT[-length(finT)],0)
tkTempInd = disT > distMin
iniTindep = c(iniT[1],iniT[tkTempInd]) #ara tenim el temps de
tots els inicis de tempesta
finTindep = finT[c(tkTempInd[-1],TRUE)] #i quan acaben
durT = finTindep-iniTindep
tkMinLength = durT>durMin #amb les duracions mirem quines duren mes de 2 dies
#inicis i finals de les tempestes
iniT = iniTindep[tkMinLength]
finT = finTindep[tkMinLength]
#funcio per calcular el maxim dins d’una tempesta amb un periode
d’arrel geometrica en log
#per la complexitat de R tmedmean es calcula com a continuacio i al final queda
#com si es fes nomes mean(log(x[tk,"tmed"]),na.rm=TRUE)
#tmedmean = median(x[tk, "tmed"], na.rm=TRUE ) alternativa a l’expressio anterior
X = sapply( 1:length(iniT), function(i){
tk = (x$temps>=iniT[i])&(x$temps<= finT[i])
hmedmax = max(x[tk, "hmed"], na.rm=TRUE)
tmedmean = exp( mean(log(x[tk, "tmed"]), na.rm=TRUE) )
return(c(hmedmax, tmedmean))
})
X = t(X) #punts d’alc¸ada maxima en una tempesta independent amb el seu periode
colnames(X) = c("hmedmax", "tmedmean")
#tenim un problema que X[311] en -Inf per tant arroseguem un sense valor...
plot(tmed~hmed,x, pch="")
points(X, col="red") #tempestes.finals.llobregat
X=na.omit(X) #omitim el valor -Inf que arrosegavem d’abans
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cor(X) #correlacio entre les variables finals que es treballen
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u=seq(from=min(log(X[,"hmedmax"])),to=max(log(X[,"hmedmax"]))*0.99,length.out=100)
Xu = sapply(u,function(x){mean(log(X[,"hmedmax"])[log(X[,"hmedmax"])>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(log(X[,"hmedmax"]))
#metode POT amb el paquet POT
library(POT)
mrlplot(X[,"hmedmax"], col = c("green","black", "green"),
nt = 200,xlab="Llindar",ylab="Excessos",main="")
# marginals empı´riques de hmedmax
Fh = ecdf(X[,"hmedmax"])
Fh(X[,"hmedmax"])
plot(Fh,main="")
# marginals GPD teoriques ajustades per maxima versemblanc¸a (MV)
library(ismev)
library(VGAM)
resH = gpd.fit(xdat=log(X[,"hmedmax"]), threshold = log(h0))
pars = resH$mle
names(pars) = c("beta","xi") #parametres de la GPD juntament amb log(h0)
#qqplots per la GPD, el primer entre dues GPD i el segon amb les nostres dades
qqplot(log(X[,"hmedmax"]),rgpd(1000,log(h0),pars["beta"],
pars["xi"]),ylab="log(hmedmax)",xlab="rgpd")#qqplot.rgpd.llobregat
abline(0,1,col=2)
M=nrow(X)
qqplot(log(X[,"hmedmax"]),qgpd((1:M-0.5)/M,log(h0),pars["beta"],
pars["xi"]),xlab="gpd",ylab="log(hmedmax)")#qqplot.qgpd.llobregat
abline(0,1,col=2)
#transformem les dades observades a traves de la funcio´ ajustada. Si l’ajust es bo,
#el resultat seria una nova variable de distribucion uniforme
Uh = pgpd(q=log(X[,"hmedmax"]), log(h0), pars["beta"], pars["xi"])
plot(Uh)
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#ks.test de la GPD
ks.test(log(X[,"hmedmax"]),pgpd,log(h0),pars["beta"],pars["xi"])
#per al PERIODE
#pre estudi per deduir a que s’assemblen les dades
hist(X[,"tmedmean"],prob=TRUE,xlab="tmedmean",ylab="Densitat",main="")
ft=density(X[,"tmedmean"])
lines(ft)
qqnorm(log(X[,"tmedmean"]))
qqline(log(X[,"tmedmean"]), col=2)
#margianls empı´riques periode
Ft = ecdf(X[,"tmedmean"])
Ft(X[,"tmedmean"])
plot(Ft,main="")
#no es necessari
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u = seq(from=min(X[,"tmedmean"]), to=max(X[,"tmedmean"])*0.99, length.out=100)
Xu = sapply(u,function(x){mean(X[,"tmedmean"][X[,"tmedmean"]>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(X[,"tmedmean"])
#calcul dels valors de la GEV
#GEV
library(lmomco)
vectgev=lmom.ub(X[,"tmedmean"])
pargev=pargev(vectgev,TRUE)
#gumbel o frechet!!! kappa>0!!!
#ajustem a una gumbel
vgum=lmom.ub(X[,"tmedmean"])
pgu=pargum(vgum)
gum=cdfgum(X[,"tmedmean"],pgu)
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plot(gum)
plot(Uh,gum)
pagu=pgu$para
#qqplots per la gumbel
qqplot(X[,"tmedmean"],rgumbel(1000, pagu["xi"],
pagu["alpha"]),ylab="tmedmean",xlab="gumbel")
abline(0,1,col=2)
M=nrow(X)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),ylab="tmedmean",xlab="gumbel")
abline(0,1,col=2)
#ajustem a Frechet
library(SpatialExtremes)
date2=gev2frech(X[,"tmedmean"],
pargev$para["xi"],pargev$para["alpha"],pargev$para["kappa"], emp = FALSE)
frech=pfrechet(date2, loc=0, scale=1, shape=1)
plot(frech)
plot(Uh,frech)
#qqplots per frechet
qqplot(date2,rfrechet(100,0,1,1))
abline(0,1,col=2)
M=nrow(X)
qqplot(date2,qfrechet((1:M-0.5)/M, 0,1,1),ylab="tmedmean",xlab="frechet")
abline(0,1,col=2)#qqplot.qfrechet.llobregat
#comparem els qqplot
par(mfrow=c(2,1))
M=nrow(X)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),xlab="gumbel")
abline(0,1,col=2)
qqplot(X[,"tmedmean"]+paw["zeta"],qweibull((1:M-0.5)/M, paw["delta"],
paw["beta"]),xlab="qweibull")
abline(0,1,col=2)
qqplot(date2,qfrechet((1:M-0.5)/M, 0,1,1),xlab="frechet")
abline(0,1,col=2)#qqplot.qfrechet.llobregat
#ajusta millor els extrems grans la gumbel
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#ks.test per la gumbel
ks.test(X[,"tmedmean"],pgumbel,pagu["xi"], pagu["alpha"])
#desitat 2D de la gdp per altura d’ona i la gumbel pel periode
#pot donar una orientacio a l’hora de pensar en les copules
#i ens dona una idea de la forma de les dades
library(MASS)
dens2=kde2d(Uh,gum,n=100,lims=c(0,1,0,1))
contour(dens2)
points(Uh, gum, pch=19)
library(rgl)
persp3d(dens2,col=2)
#funcio util per mirar tambe la forma de les dades
logit = function(x) log(x/(1-x))
logitInv = function(x) exp(x)/(1+exp(x))
dens2l=kde2d(logit(Uh),logit(gum),n=316)
dens2l$x = logitInv(dens2l$x)
dens2l$y = logitInv(dens2l$y)
dens2l$z = dens2l$z
contour(dens2l)
points(logit(Uh), logit(gum), pch=19)
persp3d(dens2l,col=2)
#COPULA
#mirem la indepencia de les dades
library(copula)
indepsim=indepTestSim(nrow(X),2,N=1000,print.every=100)
indtest=indepTest(X,indepsim)
indtest
#dependogram de les dades
dependogram(indtest,print=TRUE)
#passem les dades a pseudo-dades
set.seed(123)
rank2=rank(X[,2],ties.method="random")
rank1=rank(X[,1],ties.method="random")
myx=cbind(rank1,rank2)
pseudox =(myx) /(nrow(myx) + 1)
#independencia de les pseudo-dades
indepsim2=indepTestSim(nrow(pseudox),p=2,N=1000,print.every=0)
indtest2=indepTest(pseudox,indepsim2)
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indtest2
#dependogram de les pseudo-dades
dependogram(indtest2,print=TRUE)
#god-of-fitness de les copules candidates amb un parametre aleatori
gumbel.gof=gofCopula(gumbelCopula(1,dim=2),pseudox,N=1000,
method="itau",simulation="mult")
gumbel.gof
frank.gof=gofCopula(frankCopula(1,dim=2),pseudox,N=1000,
method="itau",simulation="mult")
frank.gof
clayton.gof=gofCopula(claytonCopula(1,dim=2),pseudox,N=1000,
method="itau",simulation="mult")
clayton.gof
plackett.gof=gofCopula(plackettCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
plackett.gof
normal.gof=gofCopula(normalCopula(0,dim=2),pseudox,N=1000,
method="itau",simulation="mult")
normal.gof
t.gof=gofCopula(tCopula(0,df=4,df.fixed =TRUE),
pseudox,N=1000,method="mpl",simulation="mult")
t.gof
amh.gof=gofCopula(amhCopula(0.5,dim=2),pseudox,N=1000,
method="itau",simulation="pb",print.every=0)
amh.gof
fgm.gof=gofCopula(fgmCopula(0.5,dim=2),pseudox,N=1000,
method="itau",simulation="pb",print.every=0)
fgm.gof
galambos.gof=gofEVCopula(galambosCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
galambos.gof
huslerReiss.gof=gofEVCopula(huslerReissCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
huslerReiss.gof
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tawn.gof=gofEVCopula(tawnCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
tawn.gof
tev.gof=gofEVCopula(tevCopula(0.5,df=4,df.fixed=TRUE),pseudox,N=1000,
method="itau",print.every=0)
tev.gof
#ajust per kendall’s tau posant parametre aleatori
#d’aqui surt tambe l’error estandard
library(copula)
frank.cop=frankCopula(1,dim=2)
fit.frank=fitCopula(frank.cop,pseudox,method="itau")
fit.frank
gumbel.cop=gumbelCopula(1,dim=2)
fit.gumbel=fitCopula(gumbel.cop,pseudox,method="itau")
fit.gumbel
plackett.cop=plackettCopula(1)
fit.plackett=fitCopula(plackett.cop,pseudox,method="itau")
fit.plackett
clayton.cop=claytonCopula(1,dim=2)
fit.clayton=fitCopula(clayton.cop,pseudox,method="itau")
fit.clayton
normal.cop=normalCopula(0)
fit.normal=fitCopula(normal.cop,pseudox,method="itau")
fit.normal
t.cop=tCopula(0.5,df.fixed = TRUE)
fit.t=fitCopula(t.cop,pseudox,method="itau")
fit.t
amh.cop=amhCopula(0.5,dim=2)
fit.amh=fitCopula(amh.cop,pseudox,method="itau")
fit.amh
fgm.cop=fgmCopula(0.5)
fit.fgm=fitCopula(fgm.cop,pseudox,method="itau")
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fit.fgm
galambos.cop=galambosCopula(0.5)
fit.galambos=fitCopula(galambos.cop,pseudox,method="itau")
fit.galambos
huslerReiss.cop=huslerReissCopula(0.5)
fit.huslerReiss=fitCopula(huslerReiss.cop,pseudox,method="itau")
fit.huslerReiss
tawn.cop=tawnCopula(0.5)
fit.tawn=fitCopula(tawn.cop,pseudox,method="itau")
fit.tawn
tev.cop=tevCopula(0.5,df=4,df.fixed=TRUE)
fit.tev=fitCopula(tev.cop,pseudox,method="itau")
fit.tev
Roses
# llegir dades, separador ; i decimal .
x = read.csv("roses 92-09.txt", sep=";", dec=".")
colnames(x)
#dibuix de hmed en x i tmed en y de les dades x
plot(tmed~hmed, x,main="")
#funcio de distribucio´ empı´rica de tmed(no es continua, va fent salts)
Ft = ecdf(x$tmed)
plot(Ft)
#histograma de tmed
hist(x$tmed)
plot(tmed~hmed, x, log="y")
Ft = ecdf(log(x$tmed))
plot(Ft)
hist(log(x$tmed), prob=TRUE)
#funcio de densitat del log de tmed
ft = density(log(x$tmed))
lines(ft)
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#fer dos dibuixos en una mateixa finestra amb la funcio par
par(mfrow=c(2,1))
plot(Ft)
hist(log(x$tmed), prob=TRUE)
lines(ft)
#hist(log(x$tmed))
#treballem amb hmed!! primer la funcio de distribucio empirica, l’histograma
#en log i els dibuixem
Fh = ecdf(x$hmed)
plot(Fh)
hist(x$hmed)
par(mfrow=c(2,1))
Fh = ecdf(log(x$hmed))
plot(Fh, main="")
hist(log(x$hmed), prob=TRUE,xlab="log(hmed)",ylab="Densitat", main="")
fh = density(log(x$hmed))
lines(fh)
par(mfrow=c(1,1))
dim(x) #numero de dades de hmed
v = x$hmed
cor(v[-1], v[-77415]) #correlacio´ de les dades de x
#gra`fics de les series de registre de la boia d’onatge amb mesures cada hora.
plot(x$hmed, type="l")
plot(x$hmed, type="l", xlim=c(0,400))
plot(x$hmed, type="l", xlim=c(0,1000))
#dibuixar una linea de color vermell per marcar el nostre limit
abline(h=200, col="red")
#canvi de les abcises(x) per pasar de numero de dada a any,mes,dia,hora
#necesitem utilitzar isodatetime sense modificar els minuts i els segons
x$temps = ISOdatetime(x$aa,x$mm,x$dd,x$h,0,0)
plot(x$temps, x$hmed, type="l", xlab="Data",ylab="hmed") #tempestes.roses
abline(h=100, col="red")
#comencem a posar les condicions per buscar les tempestes INDEPENDENTS!!
h0 = 100 #llindar
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#duracio´ minima de 3 hores i dsitancia minima de 2 dies
#podem jugar amb tot aixo pq ens surtin mes o menys tempestes
durMin = 3 #h
distMin = 48 #h
h = x$hmed
#tk es un vector de true-false per saber els moments que superen el llindar
#true=superen=posible inici tempesta, false=no superen=posible final de tempesta
tk = h>h0
tkd = c(diff(tk), 0) #aixo fa la diferencia entre dos true=1 y false=0
consecutius posan un 0 al final
iniT = x$temps[tkd==1] #inicis de tempesta quan tkd es 1 (true - false =1)
finT = x$temps[tkd==-1] #finals de tempesta (false - true = -1)
#fem la distancia entre tempestes suprimint el primer valor i l’ultim
i posant un 0 al final
disT = c(iniT[-1] - finT[-length(finT)],0)
tkTempInd = disT > distMin
iniTindep = c(iniT[1],iniT[tkTempInd]) #ara tenim el temps de tots
els inicis de tempesta
finTindep = finT[c(tkTempInd[-1],TRUE)] #i quan acaben
durT = finTindep-iniTindep
tkMinLength = durT>durMin #amb les duracions mirem quines duren mes de 2 dies
#inicis i finals de les tempestes
iniT = iniTindep[tkMinLength]
finT = finTindep[tkMinLength]
#funcio per calcular el maxim dins d’una tempesta amb un periode
d’arrel geometrica en log
#per la complexitat de R tmedmean es calcula com a continuacio i al final queda
#com si es fes nomes mean(log(x[tk,"tmed"]),na.rm=TRUE)
#tmedmean = median(x[tk, "tmed"], na.rm=TRUE ) alternativa a l’expressio´ anterior
X = sapply( 1:length(iniT), function(i){
tk = (x$temps>=iniT[i])&(x$temps<= finT[i])
hmedmax = max(x[tk, "hmed"], na.rm=TRUE)
tmedmean = exp( mean(log(x[tk, "tmed"]), na.rm=TRUE) )
return(c(hmedmax, tmedmean))
})
X = t(X) #punts d’alc¸ada maxima en una tempesta independent amb el seu periode
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colnames(X) = c("hmedmax", "tmedmean")
plot(tmed~hmed,x, pch=".")
points(X, col="red")
cor(X) #correlacio entre les variables finals que es treballen
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u=seq(from=min(log(X[,"hmedmax"])),to=max(log(X[,"hmedmax"]))*0.99,length.out=100)
Xu = sapply(u,function(x){mean(log(X[,"hmedmax"])[log(X[,"hmedmax"])>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(log(X[,"hmedmax"]))
#metode POT amb el paquet POT
library(POT)
mrlplot(X[,"hmedmax"], col = c("green","black", "green"),
nt = 200,xlab="Llindar",ylab="Excessos",main="")
# marginals empı´riques de hmedmax
Fh = ecdf(X[,"hmedmax"])
Fh(X[,"hmedmax"])
plot(Fh,main="")
# marginals GPD teoriques ajustades per maxima versemblanc¸a (MV)
library(ismev)
library(VGAM)
resH = gpd.fit(xdat=log(X[,"hmedmax"]), threshold = log(h0))
pars = resH$mle
names(pars) = c("beta","xi") #parametres de la GPD juntament amb log(h0)
#qqplots per la GPD, el primer entre dues GPD i el segon amb les nostres dades
qqplot(log(X[,"hmedmax"]),rgpd(1000,log(h0),pars["beta"],
pars["xi"]),ylab="log(hmedmax)",xlab="gpd")
abline(0,1,col=2)
M=nrow(X)
qqplot(log(X[,"hmedmax"]),qgpd((1:M-0.5)/M,log(h0),pars["beta"],
pars["xi"]),ylab="log(hmedmax)",xlab="gpd")
abline(0,1,col=2)
#transformem les dades observades a traves de la funcio´ ajustada. Si l’ajust es bo,
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#el resultat seria una nova variable de distribucion uniforme
Uh = pgpd(q=log(X[,"hmedmax"]),log(h0),pars["beta"],pars["xi"])
plot(Uh)
#ks.test de la GPD
ks.test(log(X[,"hmedmax"]),pgpd,log(h0),pars["beta"],pars["xi"])
#per al PERIODE
#pre estudi per deduir a que s’assemblen les dades
hist(X[,"tmedmean"], prob=TRUE, xlab="tmedmean", ylab="Densitat",main="")
ft=density(X[,"tmedmean"])
lines(ft)
qqnorm(log(X[,"tmedmean"]))
qqline(log(X[,"tmedmean"]), col=2)
#margianls empı´riques periode
Ft = ecdf(X[,"tmedmean"])
Ft(X[,"tmedmean"])
plot(Ft,main="")
#no es necessari
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u = seq(from=min(X[,"tmedmean"]), to=max(X[,"tmedmean"])*0.99, length.out=100)
Xu = sapply(u,function(x){mean(X[,"tmedmean"][X[,"tmedmean"]>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(X[,"tmedmean"])
#calcul dels valors de la GEV
#GEV
library(lmomco)
vectgev=lmom.ub(X[,"tmedmean"])
pargev=pargev(vectgev,TRUE)
#kappa>0 frechet o gumbel
#ajustem a una gumbel
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vgum=lmom.ub(X[,"tmedmean"])
pgu=pargum(vgum)
gum=cdfgum(X[,"tmedmean"],pgu)
plot(gum)
plot(Uh,gum)
pagu=pgu$para
#qqplots de la gumbel
qqplot(X[,"tmedmean"],rgumbel(1000, pagu["xi"],
pagu["alpha"]),ylab="tmedmean",xlab="gumbel")
abline(0,1,col=2)
M=nrow(X)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),ylab="tmedmean",xlab="gumbel")
abline(0,1,col=2)
#ajustem a Frechet
library(SpatialExtremes)
date2=gev2frech(X[,"tmedmean"],
pargev$para["xi"],pargev$para["alpha"],pargev$para["kappa"], emp = FALSE)
frech=pfrechet(date2, loc=0, scale=1, shape=1)
plot(frech)
plot(Uh,frech)
#qqplots per frechet
qqplot(date2,rgev(100,0,1,1),ylab="tmedmean",xlab="frechet")
abline(0,1,col=2)
M=nrow(X)
qqplot(X[,"tmedmean"],qgev((1:M-0.5)/M, pargev$para["xi"],
pargev$para["alpha"],pargev$para["kappa"]),ylab="tmedmean",xlab="frechet")
abline(0,1,col=2)
qqplot(date2,qgev((1:M-0.5)/M, 0,1,1),ylab="tmedmean",xlab="frechet")
abline(0,1,col=2)
#comparem els qqplot
par(mfrow=c(2,1))
M=nrow(X)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),xlab="gumbel")
abline(0,1,col=2)
qqplot(date2,qfrechet((1:M-0.5)/M,0,1,1),xlab="frechet",ylab="tmedmean")
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abline(0,1,col=2)
#ajusta molt millor la gumbel els valors extrems que son els que ens interesen
#ks.test per la gumbel
ks.test(X[,"tmedmean"],pgumbel,pagu["xi"], pagu["alpha"])
#desitat 2D de la gdp per altura d’ona i la gumbel pel periode
#pot donar una orientacio a l’hora de pensar en les copules
#i ens dona una idea de la forma de les dades
library(MASS)
dens2=kde2d(Uh,gum,n=180,lims=c(0,1,0,1))
contour(dens2) #contour.uhgumbel.roses
points(Uh, gum, pch=19)
library(rgl)
persp3d(dens2,col=2)
#funcio util per mirar tambe la forma de les dades
logit = function(x) log(x/(1-x))
logitInv = function(x) exp(x)/(1+exp(x))
dens2l=kde2d(logit(Uh),logit(gum),n=316)
dens2l$x = logitInv(dens2l$x)
dens2l$y = logitInv(dens2l$y)
dens2l$z = dens2l$z
contour(dens2l)
points(logit(Uh), logit(gum), pch=19)
persp3d(dens2l,col=2)
#COPULA
#mirem la indepencia de les dades
library(copula)
indepsim=indepTestSim(nrow(X),2,N=1000,print.every=100)
indtest=indepTest(X,indepsim)
indtest
#dependogram de les dades
dependogram(indtest,print=TRUE)
#passem les dades a pseudo-dades
rank2=rank(X[,2],ties.method="random")
rank1=rank(X[,1],ties.method="random")
myx=cbind(rank1,rank2)
pseudox =(myx) /(nrow(myx) + 1)
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#independencia de les pseudo-dades
indepsim2=indepTestSim(nrow(pseudox),p=2,N=1000,print.every=0)
indtest2=indepTest(pseudox,indepsim2,alpha=0.05)
indtest2
#dependogram de les pseudo-dades
dependogram(indtest2,print=TRUE)
#god-of-fitness de les copules candidates amb parametre aleatori
gumbel.gof=gofCopula(gumbelCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
gumbel.gof
frank.gof=gofCopula(frankCopula(1),pseudox,N=10000,
method="itau",simulation="mult")
frank.gof
clayton.gof=gofCopula(claytonCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
clayton.gof
plackett.gof=gofCopula(plackettCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
plackett.gof
normal.gof=gofCopula(normalCopula(0),pseudox,N=1000,
method="itau",simulation="mult")
normal.gof
t.gof=gofCopula(tCopula(0,df=4,df.fixed = TRUE)
,pseudox,N=1000,method="itau",simulation="mult")
t.gof
amh.gof=gofCopula(amhCopula(0.5),pseudox,N=1000,method="itau",
simulation="pb",print.every=0)
amh.gof
fgm.gof=gofCopula(fgmCopula(0.5),pseudox,N=1000,method="itau",
simulation="pb",print.every=0)
fgm.gof
galambos.gof=gofEVCopula(galambosCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
galambos.gof
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huslerReiss.gof=gofEVCopula(huslerReissCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
huslerReiss.gof
tawn.gof=gofEVCopula(tawnCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
tawn.gof
tev.gof=gofEVCopula(tevCopula(0.5,df=4,df.fixed=TRUE),pseudox,N=1000,
method="itau",print.every=0)
tev.gof
gumbel.gof=gofEVCopula(gumbelCopula(1),pseudox,N=1000,
method="itau",print.every=0)
gumbel.gof
#ajust per kendall’s tau posant parametre aleatori
#d’aqui surt tambe l’error estandard
library(copula)
frank.cop=frankCopula(1,dim=2)
fit.frank=fitCopula(frank.cop,pseudox,method="itau")
fit.frank
gumbel.cop=gumbelCopula(1,dim=2)
fit.gumbel=fitCopula(gumbel.cop,pseudox,method="itau")
fit.gumbel
plackett.cop=plackettCopula(1)
fit.plackett=fitCopula(plackett.cop,pseudox,method="itau")
fit.plackett
clayton.cop=claytonCopula(0.5,dim=2)
fit.clayton=fitCopula(clayton.cop,pseudox,method="itau")
fit.clayton
normal.cop=normalCopula(0.5)
fit.normal=fitCopula(normal.cop,pseudox,method="itau")
fit.normal
t.cop=tCopula(0.5,df=4,df.fixed = TRUE)
fit.t=fitCopula(t.cop,pseudox,method="itau")
fit.t
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amh.cop=amhCopula(0.2,dim=2)
fit.amh=fitCopula(amh.cop,pseudox,method="itau")
fit.amh
fgm.cop=fgmCopula(1)
fit.fgm=fitCopula(fgm.cop,pseudox,method="itau")
fit.fgm
galambos.cop=galambosCopula(0.5)
fit.galambos=fitCopula(galambos.cop,pseudox,method="itau")
fit.galambos
huslerReiss.cop=huslerReissCopula(1)
fit.huslerReiss=fitCopula(huslerReiss.cop,pseudox,method="itau")
fit.huslerReiss
tawn.cop=tawnCopula(0.5)
fit.tawn=fitCopula(tawn.cop,pseudox,method="itau")
fit.tawn
tev.cop=tevCopula(0.5,df=4,df.fixed=TRUE)
fit.tev=fitCopula(tev.cop,pseudox,method="itau")
fit.tev
Tortosa
# llegir dades, separador ; i decimal .
x = read.csv("Tortosa 90-09.txt", sep=";", dec=".")
colnames(x)
#dibuix de hmed en x i tmed en y de les dades x
plot(tmed~hmed, x, main="")
#funcio de distribucio´ empı´rica de tmed(no es continua, va fent salts)
Ft = ecdf(x$tmed)
plot(Ft)
#histograma de tmed
hist(x$tmed)
plot(tmed~hmed, x, log="y")
Ft = ecdf(log(x$tmed))
plot(Ft)
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hist(log(x$tmed), prob=TRUE)
#funcio de densitat del log de tmed
ft = density(log(x$tmed))
lines(ft)
#fer dos dibuixos en una mateixa finestra amb la funcio par
par(mfrow=c(2,1))
plot(Ft)
hist(log(x$tmed), prob=TRUE)
lines(ft)
#hist(log(x$tmed))
#treballem amb hmed!! primer la funcio de distribucio empirica, l’histograma
#en log i els dibuixem
Fh = ecdf(x$hmed)
plot(Fh)
hist(x$hmed)
par(mfrow=c(2,1))
Fh = ecdf(log(x$hmed))
plot(Fh, main="") #ecdf.loghmed.tortosa
hist(log(x$hmed), prob=TRUE, xlab="log(hmed)", ylab="Densitat", main="")
fh = density(log(x$hmed))
lines(fh)
par(mfrow=c(1,1))
dim(x) #numero de dades de hmed
v = x$hmed
cor(v[-1], v[-94886]) #correlacio´ de les dades de x
#gra`fics de les series de registre de la boia d’onatge amb mesures cada hora.
plot(x$hmed, type="l")
plot(x$hmed, type="l", xlim=c(0,400))
plot(x$hmed, type="l", xlim=c(0,1000))
#dibuixar una linea de color vermell per marcar el nostre limit
abline(h=100, col="red")
#canvi de les abcises(x) per pasar de numero de dada a any,mes,dia,hora
#necesitem utilitzar isodatetime sense modificar els minuts i els segons
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x$temps = ISOdatetime(x$aa,x$mm,x$dd,x$h,0,0)
plot(x$temps, x$hmed, type="l", xlab="Data",ylab="hmed")
abline(h=100, col="red")
#comencem a posar les condicions per buscar les tempestes INDEPENDENTS!!
h0 = 100 #llindar
#duracio´ minima de 3 hores i dsitancia minima de 2 dies
#podem jugar amb tot aixo pq ens surtin mes o menys tempestes
durMin = 3 #h
distMin = 48 #h
h = x$hmed
#tk es un vector de true-false per saber els moments que superen el llindar
#true=superen=posible inici tempesta, false=no superen=posible final de tempesta
tk = h>h0
tkd = c(diff(tk), 0) #aixo fa la diferencia entre dos true=1 y false=0
consecutius posan un 0 al final
iniT = x$temps[tkd==1] #inicis de tempesta quan tkd es 1 (true - false =1)
finT = x$temps[tkd==-1] #finals de tempesta (false - true = -1)
#fem la distancia entre tempestes suprimint el primer valor i l’ultim
i posant un 0 al final
disT = c(iniT[-1] - finT[-length(finT)],0)
tkTempInd = disT > distMin
iniTindep = c(iniT[1],iniT[tkTempInd]) #ara tenim el temps
#de tots els inicis de tempesta
finTindep = finT[c(tkTempInd[-1],TRUE)] #i quan acaben
durT = finTindep-iniTindep
tkMinLength = durT>durMin #amb les duracions mirem quines duren mes de 2 dies
#inicis i finals de les tempestes
iniT = iniTindep[tkMinLength]
finT = finTindep[tkMinLength]
#funcio per calcular el maxim dins d’una tempesta amb un
#periode d’arrel geometrica en log
#per la complexitat de R tmedmean es calcula com a continuacio i al final queda
#com si es fes nomes mean(log(x[tk,"tmed"]),na.rm=TRUE)
#tmedmean = median(x[tk, "tmed"], na.rm=TRUE ) alternativa a l’expressio anterior
X = sapply( 1:length(iniT), function(i){
tk = (x$temps>=iniT[i])&(x$temps<= finT[i])
67
hmedmax = max(x[tk, "hmed"], na.rm=TRUE)
tmedmean = exp( mean(log(x[tk, "tmed"]), na.rm=TRUE) )
return(c(hmedmax, tmedmean))
})
X = t(X) #punts d’alc¸ada maxima en una tempesta independent amb el seu periode
colnames(X) = c("hmedmax", "tmedmean")
X=na.omit(X)
plot(tmed~hmed,x, pch=".")
points(X, col="red")
cor(X) #correlacio entre les variables finals que es treballen
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u=seq(from=min(log(X[,"hmedmax"])),to=max(log(X[,"hmedmax"]))*0.99, length.out=100)
Xu = sapply(u,function(x){mean(log(X[,"hmedmax"])[log(X[,"hmedmax"])>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(log(X[,"hmedmax"]))
#metode POT amb el paquet POT
library(POT)
mrlplot(X[,"hmedmax"], col = c("green","black", "green"),
nt = 200,xlab="Llindar",ylab="Excessos",main="")
# marginals empı´riques de hmedmax
Fh = ecdf(X[,"hmedmax"])
Fh(X[,"hmedmax"])
plot(Fh,main="")
# marginals GPD teoriques ajustades per maxima versemblanc¸a (MV)
library(ismev)
library(VGAM)
resH = gpd.fit(xdat=log(X[,"hmedmax"]), threshold = log(h0))
pars = resH$mle
names(pars) = c("beta","xi") #parametres de la GPD juntament amb log(h0)
#qqplots per la GPD, el primer entre dues GPD i el segon amb les nostres dades
qqplot(log(X[,"hmedmax"]),rgpd(1000,log(h0),pars["beta"],
pars["xi"]),ylab="log(hmedmax)", xlab="gpd")
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abline(0,1,col=2)
M=nrow(X)
qqplot(log(X[,"hmedmax"]),qgpd((1:M-0.5)/M,log(h0),pars["beta"],
pars["xi"]),ylab="log(hmedmax)", xlab="gpd")
abline(0,1,col=2)
#transformem les dades observades a traves de la funcio´ ajustada. Si l’ajust es bo,
#el resultat seria una nova variable de distribucion uniforme
Uh = pgpd(q=log(X[,"hmedmax"]),log(h0),pars["beta"],pars["xi"])
plot(Uh)
#ks.test de la GPD
ks.test(log(X[,"hmedmax"]),pgpd,log(h0),pars["beta"],pars["xi"])
#per al PERIODE
#pre estudi per deduir a que s’assemblen les dades
hist(X[,"tmedmean"],prob=TRUE, xlab="tmedmean", ylab="Densitat", main="")
ft=density(X[,"tmedmean"])
lines(ft)
qqnorm(log(X[,"tmedmean"]))
qqline(log(X[,"tmedmean"]), col=2)
#margianls empı´riques periode
Ft = ecdf(X[,"tmedmean"])
Ft(X[,"tmedmean"])
plot(Ft,main="")
#no es necessari
#primer metode pels grafics pot pero sense intervals de confianc¸a
#selecting a threshold by looking at the threshold with linear expected exceedances
u = seq(from=min(X[,"tmedmean"]), to=max(X[,"tmedmean"])*0.99, length.out=100)
Xu = sapply(u,function(x){mean(X[,"tmedmean"][X[,"tmedmean"]>x]-x)} )
plot(u, Xu, type="l", xlab="llindar", ylab="excessos esperats", main="")
# ep! Cal entrar aquest threshold en logaritme
abline(v=log(h0),col="red")
rug(X[,"tmedmean"])
#calcul dels valors de la GEV
#GEV
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library(lmomco)
vectgev=lmom.ub(X[,"tmedmean"])
pargev=pargev(vectgev,TRUE)
#o weibull o gumbel
#weibull
vect=lmom.ub(X[,"tmedmean"]) #vector de L-moments
pw=parwei(vect,TRUE) #parametres de la distribucio´
wei=cdfwei(X[,"tmedmean"], pw) #es pot fer la cdf o la pweibull de sota
plot(wei)
plot(Uh,wei)
paw=pw$para
#qqplots per la weibull
qqplot(X[,"tmedmean"]+paw["zeta"],rweibull(1000, paw["delta"],
paw["beta"]),ylab="tmedmean",xlab="weibull")
abline(0,1,col=2)
M=nrow(X)
qqplot(X[,"tmedmean"]+paw["zeta"],qweibull((1:M-0.5)/M,
paw["delta"], paw["beta"]), ylab="tmedmean",xlab="weibull")
abline(0,1,col=2)
#ajustem a una gumbel
vgum=lmom.ub(X[,"tmedmean"])
pgu=pargum(vgum)
gum=cdfgum(X[,"tmedmean"],pgu)
plot(gum)
plot(Uh,gum)
pagu=pgu$para
#qqplots per la gumbel
qqplot(X[,"tmedmean"],rgumbel(1000, pagu["xi"],
pagu["alpha"]),ylab="tmedmean", xlab="gumbel")
abline(0,1,col=2)
M=nrow(X)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),ylab="tmedmean", xlab="gumbel")
abline(0,1,col=2)
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#comparem els qqplots
#pdf("comparacio_qqplots_tortosa.pdf",wid=8,hei=8,fonts="Times")
par(mfrow=c(2,1))
M=nrow(X)
qqplot(X[,"tmedmean"]+paw["zeta"],qweibull((1:M-0.5)/M, paw["delta"],
paw["beta"]),xlab="weibull")
abline(0,1,col=2)
qqplot(X[,"tmedmean"],qgumbel((1:M-0.5)/M, pagu["xi"],
pagu["alpha"]),xlab="gumbel")
abline(0,1,col=2)
#dev.off()
#utilitzem la gumbel, s’ajusten millor els valors alts
#que son els que me´s ens interesen
#ks.test per la gumbel
ks.test(X[,"tmedmean"],pgumbel,pagu["xi"], pagu["alpha"])
#desitat 2D de la gdp per altura d’ona i la gumbel pel periode
#pot donar una orientacio a l’hora de pensar en les copules
#i ens dona una idea de la forma de les dades
library(MASS)
dens2=kde2d(Uh,gum,n=100,lims=c(0,1,0,1))
contour(dens2) #contour.uhgumbel.tortosa
points(Uh, gum, pch=19)
library(rgl)
persp3d(dens2,col=2)
#funcio util per mirar tambe la forma de les dades
logit = function(x) log(x/(1-x))
logitInv = function(x) exp(x)/(1+exp(x))
dens2l=kde2d(logit(Uh),logit(gum),n=316)
dens2l$x = logitInv(dens2l$x)
dens2l$y = logitInv(dens2l$y)
dens2l$z = dens2l$z
contour(dens2l)
points(logit(Uh), logit(gum), pch=19)
persp3d(dens2l,col=2)
#COPULA
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#mirem la indepencia de les dades
library(copula)
indepsim=indepTestSim(nrow(X),2,N=1000,print.every=100)
indtest=indepTest(X,indepsim)
indtest
#dependogram de les dades
dependogram(indtest,print=TRUE)
#passem les dades a pseudo-dades
rank2=rank(X[,2],ties.method="random")
rank1=rank(X[,1],ties.method="random")
myx=cbind(rank1,rank2)
pseudox =(myx) /(nrow(myx) + 1)
#independencia de les pseudo-dades
indepsim2=indepTestSim(nrow(pseudox),p=2,N=1000,print.every=0)
indtest2=indepTest(pseudox,indepsim2)
indtest2
#dependogram de les pseudo-dades
dependogram(indtest2,print=TRUE)
#god-of-fitness de les copules candidates amb un parametre aleatori
gumbel.gof=gofCopula(gumbelCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
gumbel.gof
frank.gof=gofCopula(frankCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
frank.gof
clayton.gof=gofCopula(claytonCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
clayton.gof
plackett.gof=gofCopula(plackettCopula(1),pseudox,N=1000,
method="itau",simulation="mult")
plackett.gof
normal.gof=gofCopula(normalCopula(0),pseudox,N=1000,
method="itau",simulation="mult")
normal.gof
t.gof=gofCopula(tCopula(0,df=4,df.fixed=TRUE),pseudox,N=1000,
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method="itau",simulation="mult")
t.gof
amh.gof=gofCopula(amhCopula(0.5),pseudox,N=1000,method="itau",
simulation="pb",print.every=0)
amh.gof
fgm.gof=gofCopula(fgmCopula(0.5),pseudox,N=1000,method="itau",
simulation="pb",print.every=0)
fgm.gof
galambos.gof=gofEVCopula(galambosCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
galambos.gof
huslerReiss.gof=gofEVCopula(huslerReissCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
huslerReiss.gof
tawn.gof=gofEVCopula(tawnCopula(0.5),pseudox,N=1000,
method="itau",print.every=0)
tawn.gof
tev.gof=gofEVCopula(tevCopula(0.5,df=4,df.fixed=TRUE),pseudox,
N=1000,method="itau",print.every=0)
tev.gof
#ajust per kendall’s tau posant un parametre aleatori
#d’aqui surt tambe l’error estandard
library(copula)
frank.cop=frankCopula(1,dim=2)
fit.frank=fitCopula(frank.cop,pseudox,method="itau")
fit.frank
gumbel.cop=gumbelCopula(17,dim=2)
fit.gumbel=fitCopula(gumbel.cop,pseudox,method="itau")
fit.gumbel
plackett.cop=plackettCopula(1)
fit.plackett=fitCopula(plackett.cop,pseudox,method="itau")
fit.plackett
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clayton.cop=claytonCopula(1,dim=2)
fit.clayton=fitCopula(clayton.cop,pseudox,method="itau")
fit.clayton
normal.cop=normalCopula(0,dim=2)
fit.normal=fitCopula(normal.cop,pseudox,method="itau")
fit.normal
t.cop=tCopula(0,df=4, df.fixed = TRUE)
fit.t=fitCopula(t.cop,pseudox,method="itau")
fit.t
amh.cop=amhCopula(0.5,dim=2)
fit.amh=fitCopula(amh.cop,pseudox,method="itau")
fit.amh
fgm.cop=fgmCopula(0.5)
fit.fgm=fitCopula(fgm.cop,pseudox,method="itau")
fit.fgm
galambos.cop=galambosCopula(0.5)
fit.galambos=fitCopula(galambos.cop,pseudox,method="itau")
fit.galambos
huslerReiss.cop=huslerReissCopula(0.5)
fit.huslerReiss=fitCopula(huslerReiss.cop,pseudox,method="itau")
fit.huslerReiss
tawn.cop=tawnCopula(0.5)
fit.tawn=fitCopula(tawn.cop,pseudox,method="itau")
fit.tawn
tev.cop=tevCopula(0.5,df=4,df.fixed=TRUE)
fit.tev=fitCopula(tev.cop,pseudox,method="itau")
fit.tev
Discussio´
llob.cop=gumbelCopula(1.0388) #copula ajustada
ex=matrix(c(1,0.913),1,2) #matriu de dos columnes de valor les probabilitats
#de que sigui inferior
#al numero que surt [0,1] amb 1 com a maxim valor
prob=pcopula(llob.cop,ex)
prob #probabilitat de que sigui inferior
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1-prob #probabilitat de que sigui superior
persp(llob.cop,dcopula)
ros.cop=tCopula(0.4188) #copula ajustada
ex=matrix(c(.82,1),1,2) #matriu de dos columnes de valor les probabilitats
#de que sigui inferior
#al numero que surt [0,1] amb 1 com a maxim valor
prob=pcopula(ros.cop,ex)
prob #probabilitat de que sigui inferior
1-prob #probabilitat de que sigui superior
which(X[,1]>245 & X[,1]<255)#funcio per buscar la posicio del limit que busquem
#dintre la matriu X per despres buscar-la a les
#pseudo-dades i posar la probabilitat a la matriu ex
which(X[,2]>=3.88 & X[,2]<3.905) #igual que el anterior
CDF Frechet
#ordres per fer el dibuix de la cdf de frechet
x = seq(0, 10, length.out=1000)
plot(x,pfrechet(x,shape=1), type="l", ylab="", las=1,col="1",
xlim=c(0, 10), ylim=c(0, 1), xaxs="i", yaxs="i")
lines(x,pfrechet(x, shape=.75), type="l", ylab="", las=1,col="2")
lines(x,pfrechet(x, shape=.5), type="l", ylab="", las=1,col="3")
lines(x,pfrechet(x, shape=0.25), type="l", ylab="", las=1,col="4")
legend("bottomright", paste("shape =", c(1,0.75,0.5,0.25)),
col=1:4, lty=1, y.intersp=1)
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