Individuals time as if using a stopwatch that can be stopped or reset on command. Here, we review behavioural and neurobiological data supporting the time-sharing hypothesis that perceived time depends on the attentional and memory resources allocated to the timing process. Neuroimaging studies in humans suggest that timekeeping tasks engage brain circuits typically involved in attention and working memory. Behavioural, pharmacological, lesion and electrophysiological studies in lower animals support this time-sharing hypothesis. When subjects attend to a second task, or when intruder events are presented, estimated durations are shorter, presumably due to resources being taken away from timing. Here, we extend the time-sharing hypothesis by proposing that resource reallocation is proportional to the perceived contrast, both in temporal and non-temporal features, between intruders and the timed events. New findings support this extension by showing that the effect of an intruder event is dependent on the relative duration of the intruder to the intertrial interval. The conclusion is that the brain circuits engaged by timekeeping comprise not only those primarily involved in time accumulation, but also those involved in the maintenance of attentional and memory resources for timing, and in the monitoring and reallocation of those resources among tasks.
INTRODUCTION
Humans and other animals are able to time events as if they use an internal clock that functions as a stopwatch. The traditional paradigm of interval timing-the stopwatch paradigm-is that pulses emitted at regular intervals by a pacemaker are stored in an accumulator whose content represents the current subjective time (Church 1984; Gibbon et al. 1984) . Support for this paradigm comes from data in bees, fishes, turtles, birds, rodents, primates as well as human infants and adults (reviewed by Paule et al. 1999; . Here, we review behavioural and neurobiological data in support of an alternative view that emphasizes the role of attentional processing in time perception. This alternative view-the time-sharing paradigm-is based on the simple observation that durations seem shorter when one does not pay attention to the timing process (e.g. when one is distracted by events unrelated to timing), and seem longer when one actively times a particular event (e.g. cooking an egg). This attentional perspective has a long and distinguished history in the field of human timing (e.g. Casini et al. 1992; Casini & Macar 1997; Fortin 2003; Pouthas & Perbal 2004) , but has only recently been accepted as a mainstream hypothesis in the animal timing literature (Buhusi 2003; Buhusi & Meck 2006a,b) . While the animal timing literature traditionally focuses on the stopwatch paradigm and assumes that alterations in durations reflect properties of the stopwatch (see Buhusi (2003) for a discussion), the human timing literature traditionally explores the time-sharing paradigm, with an emphasis on the role of attention in time estimation in dual-task protocols (Brown 1997 (Brown , 1998 (Brown , 2008 Fortin 2003; Macar & Vidal 2009 ).
The 'time flies when one has fun' phenomenon has been rigorously explored in human timing using dualtask paradigms in which human participants estimate durations while performing in parallel a second task. The typical result is as expected; participants estimate durations as being shorter when they perform in parallel a second-perceptual, mental arithmetic or motor-tracking-task (e.g. Hicks et al. 1976 Hicks et al. , 1977 Zakay et al. 1983; Brown 1985 Brown , 1995 Brown , 1997 Zakay 1989; Macar et al. 1994) . These results have been interpreted to suggest a limited pool of attentional or memory resources, shared by cognitive processes (including the stopwatch). The sharing of attentional and/or memory resources between the internal stopwatch and other mental processes is referred to as the resource allocation, or time-sharing, hypothesis (e.g. Thomas & Weaver 1975; Zakay 1989 Zakay , 2000 Block & Zakay 1996; Fortin & Massé 2000; Fortin et al. 2005; Fortin & Tremblay 2006; Champagne & Fortin 2008) . Briefly, manipulations that increase the resources allocated to processing other events (than the timed event) result in the internal clock loosing resources, thus diminishing its ability to time accurately.
NEUROBIOLOGICAL EVIDENCE FOR THE TIME-SHARING HYPOTHESIS
The time-sharing hypothesis is supported both by neuroimaging studies in human participants and electrophysiological recordings, lesions and pharmacological studies in lower animals, suggesting that timekeeping is accomplished by a functional circuit involving fronto-striatal circuits (Meck 1988 (Meck , 1996 (Meck , 2006a MacDonald & Meck 2004; Matell & Meck 2004) . Importantly, both humans and lower animal timing studies strongly implicate brain regions thought to be involved in attentional and working memory processing. For example, neuroimaging studies in human participants (reviewed by Meck & Malapani 2004; Meck et al. 2008) suggest that interval timing is accomplished by a functional circuit comprising the right middle frontal gyrus, left cingulate, supplementary motor area, middle temporal gyrus, right supramarginal gyrus, bilateral insula, bilateral caudate, bilateral putamen, bilateral globus pallidus and bilateral thalamus Harrington et al. 2004; Stevens et al. 2007) . Notable among these circuits are the dorsolateral prefrontal and parietal regions linked to attention and working memory function (Fletcher & Henson 2001) , and medial frontal regions involved in maintaining relevant sensory information (Picard & Strick 2001) . Activity in these regions was shown to increase when longer intervals were timed (Stevens et al. 2007 ) compatible with these regions being involved in short-term storage of temporal information. Importantly, the brain circuits involved in timekeeping can be dissociated from those involved in other cognitive processes by asking participants to pay attention to either the timing or sensory features (e.g. colour) of the event . The abundance of studies that report activity in dorsolateral prefrontal, medial frontal and parietal regions in interval timing tasks (reviewed by Meck et al. 2008) suggest that attention and working memory processing is necessary for timekeeping, in accord with the time-sharing hypothesis. Situations that disengage these regions from the timekeeping circuits are likely to result in a shortening of perceived durations, in as much as we regularly experience when we are having fun.
The idea that attentional and memory resources are crucial to interval timing also receives direct support from studies examining neuronal firing in the striatum and prefrontal cortex in timing tasks in lower animals. For example, when rats are probabilistically rewarded at multiple target durations, distinct subsets of striatal neurons are activated for the different durations (Matell et al. 2003; Matell & Meck 2004) . However, striatal neurons code multiple durations only if the prefrontal cortex is intact. Lesions of the agranular frontal cortex or the nucleus basalis magnocellularis (Olton et al. 1988 ) impair rats' ability to time two stimuli simultaneously, but not the ability to time each stimulus sequentially (Meck & MacDonald 2007) . For example, in rats trained to time two signals of different durations (Pang et al. 2001) , most neurons in the agranular frontal cortex respond only to the compound stimulus, and fewer neurons respond to only one stimulus, suggesting that agranular cortex is important for divided attention, i.e. for shifting attention between multiple stimuli and their associated responses and/or for the dynamic allocation of attention in time (Pang & McAuley 2003; Coull 2004; Nobre et al. 2007) .
Moreover, work in rats has also shown that both the frontal and temporal systems are involved in the reference and working memory of the duration of an event, but in complementary ways. A double dissociation resulted from lesions of the frontal cortex and the nucleus basalis magnocellularis, on the one hand, and the hippocampus, fimbria fornix and the medial septal area, on the other. Lesions in the frontal system produce a lengthening of perceived durations, while lesions in the hippocampal system produce a shortening of perceived durations (for review see Meck 1988 Meck , 2002 Gibbon et al. 1997; . Dissociation was also found in the effects of these lesions on working memory for the duration of a retention interval interpolated during that stimulus. Fimbria-fornix lesions produce a complete amnesia for the memory of the duration of the event prior to a retention interval, while lesions in the frontal system had no effect Olton et al. 1987) .
Finally, two lines of research suggest that time accumulation and working memory for temporal information can be dissociated pharmacologically, and that they depend on the dopamine and serotonin systems in the cortex and striatum. For example, administration of the indirect dopamine agonist methamphetamine shortens estimated durations, and impairs maintenance of temporal information in working memory . In turn, the dopamine D2 receptor blocker haloperidol lengthens estimated durations but facilitates the maintenance of temporal information in working memory . However, the effect of amphetamine to shorten estimated durations was blocked by depletion of serotonin, suggesting that an intact serotonergic system is required for interval timings (Body et al. in press) . Indeed, specific stimulation of either 5-HT 1A and 5-HT 2A receptors was found to shorten estimated durations in qualitatively similar ways, an effect antagonized by specific blockade of these receptors . Interestingly, clozapine-a drug acting both on the dopamine and serotonin systemsshortens estimated durations (MacDonald & Meck 2005; Buhusi & Meck 2007) and also facilitates the maintenance of temporal information in working memory (Buhusi & Meck 2007) . Clozapine is reported to have differential effects on dopamine levels in the frontal cortex and striatum; it serves as a dopamine receptor antagonist in the mesolimbic dopaminergic system, and an indirect dopamine agonist in the frontal cortex by its activation of the serotonin 5-HT 2A receptors on dopamine neurons (Rollema et al. 1997; Ichikawa et al. 2001; Chou et al. 2003; Meltzer et al. 2003) . Thus, this pattern of pharmacological results is consistent with the hypothesis that the effect of clozapine on time estimation is due to an increase in dopamine neurotransmission in frontal cortex, but not in the dorsal striatum . Together, these data suggest that drug effects on time accumulation and attention to time rely on the interaction between the dopaminergic and serotonergic activation in frontal cortex and striatum.
THE LOCUS OF INTERACTION BETWEEN THE TIMEKEEPER AND RESOURCE ALLOCATION
Time-sharing hypothesis is largely unconcerned with the specifics of the internal clock. The same logic relative to resources applies irrespective of whether the internal clock is based on a gated accumulation of pulses from a putative pacemaker (Church 1984; Gibbon et al. 1984; Zakay 2000) , on the detection of coincidental activation of multiple neural cortical oscillators by dorsal striatum (reviewed by Matell & Meck 2004; Meck et al. 2008) , on temporal integration of signals (Leon & Shadlen 2003) , on the dynamics of state-dependent networks (Karmarkar & Buonomano 2007) or on the firing rate of ensembles of neurons (Lebedev et al. 2008) . Irrespective of the specific details of the timing mechanism, should the protocol at hand require attentional or memory resources, and should these resources be diverted to other non-timing tasks, estimated durations would be shorter. Therefore, to explore the question of the locus of interaction between timekeeping and attention, we turn to a specific implementation of the timekeeperthe stopwatch-and to work in lower animals-as it better reflects the multitude of possible solutions that need to be evaluated.
While usually explored in human participants performing in dual-task paradigms, this prediction can also be explored in lower animals performing simpler paradigms to evaluate the possible locus of interaction between the timer and resource allocation. Indeed, dual-task performance in animals has been sporadically examined (e.g. Olton et al. 1988; Block & Zakay 1996; Lejeune 1998 Lejeune , 1999 Zakay 2000; Kladopoulos et al. 2004) . Typical animal protocols use single-task paradigms. Contrary to the general wisdom that simple, single-task paradigms do not involve time sharing, because all resources are dedicated to timing, here we suggest that such interactions are present in all interval-timing paradigms. A case in point is the peak-interval (PI ) procedure with gaps (Church 1978; Roberts 1981; Meck et al. 1984) .
In the standard version of the PI procedure, subjects are trained to time a specified target duration, say 30 s (figure 1a). In reinforced trials, the to-be-timed signal is turned on, and the first response after the given criterion interval (30 s) is reinforced and turns the to-be-timed signal off. Reinforced trials are randomly intermixed with unreinforced PI trials. In PI trials, the to-be-timed signal is presented for approximately three times the criterion interval (say 90 s), but responses are not reinforced. In well-trained subjects, the mean response rate in PI trials increases after the onset of the to-be-timed signal, reaches a peak approximately the target duration and gradually declines afterwards (Catania 1970; Church 1978) . Observed changes in the distribution of responses in PI trials following behavioural (e.g. Church 1978; Roberts & Church 1978) and neurobiological (e.g. Meck et al. 1984; manipulations are used to address the functioning of the components involved in duration discrimination, and to differentiate the timekeeper from the attentional mechanism.
When unpredictable infrequent gaps interrupt the to-be-timed signal, subjects behave as if they are able to run, stop or reset their clocks on command (Church 1978; Roberts & Church 1978; Buhusi 2003) . For example, data showing that rats' response functions after the gap are delayed relative to PI trials by an amount approximately equal to the duration of the gap (see figure 1a ) was taken to suggest that rodents retain in working memory the pre-gap interval and resume timing after the gap where they left off before the gap, using a stop mode (e.g. Church 1978; Roberts & Church 1978) . By contrast, the finding that pigeons tend to delay their response function, after the gap for a duration that is approximately the sum of the gap and pre-gap intervals, has been taken to suggest that birds restart the entire timing process after the gap, using a reset mode (Roberts et al. 1989; Cabeza de Vaca et al. 1994; Bateson & Kacelnik 1998; Brodbeck et al. 1998) .
Interestingly, the reset mode was also observed when rats time the absence of a light stimulus (figure 1b) in a so-called reversed PI procedure with gaps (Buhusi & Meck 2000) . When an illuminated gap is presented during the dark to-be-timed signal, the response function is delayed considerably, as if rats reset their timer after the gap (figure 1b). To address data from the standard and reversed PI procedure with gaps and distracters, several hypotheses with roots in the animal learning literature have been proposed: the attentional switch hypothesis (Gibbon et al. 1984; Meck 1984) , the instructional ambiguity hypothesis (Sherburne et al. 1998; Kaiser et al. 2002) , the passive memory decay hypothesis (Cabeza de Vaca et al. 1994 ) and the timesharing hypothesis (Buhusi 2003) . Each of these hypotheses assumes a different mechanism and a different locus of action for the effect of gaps.
(a) The attentional switch hypothesis This hypothesis assumes that a putative attentional switch is closed in the presence of the to-be-timed signal and is open in the absence of the signal (Church 1978; Roberts & Church 1978; Roberts 1981; Gibbon et al. 1984; Meck et al. 1984; Penney et al. 2000) , and interprets the stop behaviour in rats as evidence for this attentional switch. Therefore, in the simplest case, this hypothesis predicts the use of a stop rule irrespective of any manipulations of the procedure. While this hypothesis does seem to fit much of the rat data better (reviewed by Buhusi 2003) , it cannot easily account for data showing that pigeons tend to reset. We tested this hypothesis in a reversed gap procedure by keeping all temporal parameters of the PI procedure constant, and changing only the content of the trial events. When rats time the presence of a visual stimulus, a standard (dark) gap prompts rats to stop timing as illustrated in figure 1a, but when they time the absence of a visual stimulus, a reversed (illuminated) gap, rats reset their clocks as illustrated in figure 1b (Buhusi & Meck 2000) . This result indicates that rats have a flexible timing mechanism, and that non-temporal parameters of the procedure are critical for the observed results.
(b) The instructional ambiguity hypothesis Originally proposed to address timing data from pigeons, this hypothesis assumes that the stop/reset mechanism of interval timing is activated when subjects are presented with ambiguous, ITI-like events, such as the gap (Sherburne et al. 1998; Kaiser et al. 2002) . This can be easily seen in figure 1d ,e, where the trials of a reversed PI procedure with gaps are presented in sequence, separated by the (illuminated) intertrial interval (ITI). Figure 1 shows that in the sequence of events the gap is similar to the ITI: both are illuminated and both separate dark events. Considering that a session comprises tens of such trials, it is easy to understand how the illuminated events are ambiguous; they can be either gaps or ITIs. Because the subject reset their timer after each trial, it is possible that the more similar the gap is to the ITI, the more it will prompt subjects to reset.
Indeed, the ambiguity hypothesis predicts that manipulations that render the gap similar to the ITI result in subjects resetting their clock, while manipulations that render the gap dissimilar from the ITI result in the subjects ignoring the gap, and continuing timing through it (run mode). These predictions were confirmed experimentally both in pigeons and rats Kaiser et al. 2002) . We further tested this prediction by manipulating the perceived salience of the to-be-timed signal while having both the gap and the ITI dark (identical). Although the instructional ambiguity hypothesis predicts a clock reset under these conditions, rats' responses to the gaps varied depending on other manipulated variables (e.g. signal modality, signal intensity and gap-signal contrast) likely to have affected the salience (discriminability) of the gap from the to-be-timed signal, rather than the discriminability of the gap from (the otherwise identical) ITI. We found that albino rats (which are typically used in timing experiments despite having lower visual sensitivity compared to rats with pigmented eyes) typically stop timing after a gap in a visual signal and reset after a gap in an auditory signal . Similarly, despite the gap and the ITI being similar (dark and silent), rats stop after a gap in a lowintensity signal and reset after a gap in a high-intensity signal . Although the similarity between the gap and the ITI plays a role in the gap procedure, it cannot explain the relatively complex pattern of results in this procedure.
(c) The passive memory decay hypothesis To account for the flexible use of the run/stop/reset rules employed by rats and pigeons, Cabeza de Vaca et al. (1994) proposed that subjective time-stored in working memory-decays passively (at a fixed rate) during the gap. A parametric study in pigeons that manipulated gap duration and its position within the to-be-time signal (Cabeza de Vaca et al. 1994) found that the rightward shift in peak time was greater than what could be attributed to the duration of the gap alone, and that this additional factor (attributed to decay) increased with gap duration. This decay was minimal for short gaps, but quite dramatic for longer gaps, thus accounting for both the stop and reset timing modes. Importantly, Cabeza de Vaca et al. (1994) showed that an exponential decay function quantitatively fits the data observed in their study, thus providing a parsimonious account of timing data in the gap procedure. This hypothesis predicts that the effect of a gap should depend solely on the absolute gap duration, and that manipulations of non-temporal features of the gap procedure should be relatively ineffective, a result that runs contrary to evidence showing that the effect of a gap is affected by the contrast in intensity between the gap and the timed signal (Buhusi & Meck 2000; , and by the perceptual acuity of the subjects (Buhusi et al. 2005) .
(d) The time-sharing hypothesis applied to the PI procedure with gaps and distracters Buhusi (2003) applied the time-sharing hypothesis to the PI procedure with gaps by proposing that during gaps in the to-be-timed signal resources are reallocated (diverted away from timing), which results in timing delays because the clock is unable to maintain its current subjective time in working memory. While Cabeza de Vaca et al. (1994) proposed that memory decays passively (at a fixed rate) during the gap, Buhusi (2003) proposed that the memory decays due to resource reallocation in an active manner, at a rate proportional to the salience (discriminability) of the gap. This view is supported by data showing that pigeons run, stop or reset their clocks when the gap/ signal contrast is manipulated (Buhusi et al. , 2006 , by data showing that rats run, stop or reset their clocks depending on gap content (Buhusi & Meck 2000) , gap discriminability ) and level of visual acuity . There are also data showing that rats normally reset their timing in PI trials upon presentation of food reward (Matell & Meck 1999; Thorpe et al. 2002; Cheng et al. 2006) . This proposal bridges the human and animal timing literatures, and provides a quantitative mechanism for the time-sharing hypothesis in which reallocation of cognitive resources results in memory decay at a rate proportional to the relative salience of the interrupting event (Buhusi 2003; Buhusi et al. , 2006 .
The most compelling argument for time sharing during the PI procedure comes from a set of experiments originally proposed by Block & Zakay (1996, p. 184; Buhusi et al. 2006) . According to the time-sharing hypothesis, memory decay is due to a process inherently (i) concurrent with interval timing (Thomas & Weaver 1975; Zakay 1989 Zakay , 2000 Block & Zakay 1996) , i.e. operating throughout the procedure, not only during the gap and (ii) activated whenever non-temporal components of the task engage in contextual processing, i.e. not only by a break or gap, but also by novel, distracter events as illustrated in figure 1c . Indeed, delays in timing were observed both after gaps in the to-be-timed signal, and after presenting novel distracter events during the uninterrupted presentation of the to-be-timed signal (Buhusi & Meck 2006a,b; Buhusi et al. 2006) , suggesting that time sharing is a process concurrent with interval timing. These distracter results are difficult to reconcile with either the instructional ambiguity hypothesis (Sherburne et al. 1998; Kaiser et al. 2002) or the switch hypothesis (Gibbon et al. 1984) without additional modifications, because both hypotheses predict that time should continue to accumulate during the uninterrupted presentation of the to-be-timed signal even in the presence of distracters. The distracter data indicate that neither gaps nor ITI-like events are necessary for observing delays in timing. By contrast, events such as gaps/distracters may cause a reallocation of memory resources for time ( Thomas & Weaver 1975; Zakay 1989 Zakay , 2000 Block & Zakay 1996) , which would cause the working memory for clock readings to decay (Buhusi 2003) . Under these conditions, subjects should be less able to maintain an accurate representation of the pre-gap duration, thus delaying the response function. Figure 2 shows an implementation of the timesharing hypothesis. The left side of figure 2a shows the generally accepted depiction of the internal clock (Church 1984; Gibbon et al. 1984) . Time estimation is accomplished by the accumulation of pulses emitted at regular intervals by a putative pacemaker. The accumulated time pulses are temporarily stored in working memory for immediate use, and stored in long-term (reference) memory for later retrieval. When timing a previously learned duration, the currently accumulated time pulses are compared with the number of pulses stored in reference memory. The right side of figure 2a shows other cognitive processes required by processing other events (context), which also require attentional and/or memory resources. Within this framework, the locus of interference of time sharing into the timing process has been proposed to be at the level of the accumulation, either before (Thomas & Weaver 1975; Zakay 1989 Zakay , 2000 Block & Zakay 1996) or after the accumulator (Buhusi 2003) . For example, Zakay (2000) proposed an attentional gate by which pulses reach the accumulator. Manipulations that increase the resources allocated to processing the context result in the opening of the attentional gate, and an inability of pulses to reach the accumulator, such that the currently estimated duration is shorter. Alternatively, Buhusi (2003) proposed that working memory resources are shared between the internal clock (left side of figure 2a ) and other cognitive processes (right side of figure 2a). Manipulations that increase the working memory resources allocated to processing the context result in an inability of the internal clock to maintain the accumulated time pulses in working memory, and in a working memory decay for timing (figure 2b), such that the currently estimated duration is shorter.
NEW FINDINGS: THE EFFECT OF THE GAP DEPENDS ON ITS TEMPORAL CONTEXT
While recent research using the PI procedure with gaps concentrates on the effect of non-temporal features of events, here we evaluated whether the effect of a gap is dependent on its absolute duration or on its relative duration to the temporal context in which the gap is presented (Spetch & Rusak 1992b) . For example, in a delay-matching-to-sample-duration (DMTS-D) procedure, the response chosen by pigeons when presented with a test interval depends on the relative duration of the test interval to the temporal context in which it is embedded (Spetch & Rusak 1992b) , which includes (in the DMTS-D procedure) the delay between the test interval and the opportunity to make a response (Spetch & Wilkie 1983) as well as the mean of the ITI used at the time of the test (Spetch & Rusak 1992a) .
In order to explore this experimentally, two groups of rats timed the same target duration with a short or a long ITI using a reversed PI procedure, i.e. the absence of a stimulus defined the to-be-timed signal (figure 1b). The typical result in such a procedure is that rats reset timing after gaps, even at very short gap durations (Buhusi & Meck 2000) . Should the effect of the gap depend on its relative duration to its temporal context, and should the temporal context include (as in the SMTS-D procedure) the ITI, we expected that an increase in the duration of the ITI would decrease the resetting effect of the gap and shift responding towards the use of a stop rule.
(a) Methods Ten four-month-old Sprague-Dawley male rats were maintained at 85 per cent of their ad libitum weight by restricting access to food (Rodent Diet 5001, PMI Nutrition International, Inc., Brentwood, MO). Rats were trained in 10 standard operant boxes (MED Associates, Inc.) housed in sound attenuating cubicles, and equipped with three response levers (two retractable and one fixed) situated on the front wall of the box. Only the left lever was used in this experiment. According to the schedule, 45 mg Noyes precision food pellets (Research Diets, Inc., New Brunswick, NJ ) were delivered in a food cup situated on the front wall by a pellet dispenser. The to-be-timed signal was a 28 V 100 mA house light mounted at the centre-top of the front wall. A 66 dB background noise produced by a fan was present throughout all procedures.
Rats were first trained in a 20 s reversed fixed-interval (RFI) procedure (Buhusi & Meck 2000) . On each daily session rats received 64 RFI trials during which the house light was turned off at the beginning of the trial; the first lever press occurring 20 s after the offset of the house light triggered the immediate delivery of a food pellet and turned on the house light for the duration of the random ITI. For five rats, the ITI was 15G5 s in length (short group), while for the other five rats the ITI was 120G40 s in length (long group).
After seven sessions of RFI training, rats received 15 daily sessions of reversed PI (RPI ) training. During each session rats received 32 RFI trials randomly intermixed with 32 non-reinforced probe trials in which the to-be-timed signal was turned off for a duration three times longer than the RFI time (60 s), before being terminated irrespective of responding. Trials were separated by a random ITI, short or long, according to the assigned group.
In each of the next four daily sessions, rats received 32 RFI trials randomly intermixed with 32 nonreinforced test trials. Sixteen of the test trials were regular RPI trials (peak trials). During the remaining 16 test trials, the house light was turned on (reversed gap trials) 5 s from the beginning of the trial for 10 s (10@5 condition, eight trials), or 10 s from the beginning of the trial for 5 s (5@10 condition, eight trials). At the offset of the gap, the house light was turned off for a duration that matched the duration used in the RPI trials, and then terminated independently of responding for the random duration of the ITI. Trials were separated by a random ITI, short or long, as described above. The rate of memory decay increases with the non-temporal contrast (relative salience, relative intensity, etc.) and decreases with the temporal contrast (relative duration).
Lever presses were recorded in real time using a MED-PC software system (MED-Associates 1999). These responses were used to estimate the peak time, peak rate and precision of timing from the response functions from the two test sessions for each rat. First, the number of responses (in 4 s bins) was averaged daily over trials, to obtain a mean response rate for each rat. Further analyses were conducted on the data from an interval twice as large as the fixed interval (i.e. 40 s), starting at the onset of the signal (for data in RPI trials) or at the offset of the gap/distracter (for gap trials). The mean response rate in the interval of interest was fit using the Marquardt-Levenberg (Marquardt 1963) iterative algorithm to find the coefficients (parameters) of a GaussianClinear equation that gave the 'best fit' (least-squares minimization) between the equation and the data, as described by Buhusi & Meck (2000) . The iterative algorithm provided parameters a, b, c, d and t 0 . Parameter t 0 was used as an estimate of timing accuracy (peak time of responding), aCd was used as an estimate of the peak rate of response and parameter b was used as an estimate of the precision of timing; the width of the response function was estimated to be equal to 2b. A shift in peak time was computed for each rat by subtracting the estimated t 0 in RPI trials and the duration of the gap from the estimated t 0 in gap trials; a null shift was taken as evidence for the stop rule, while a shift equal to the pre-gap interval was taken as evidence for the reset rule. The parameters t 0 , 2b, aCd and shift were submitted to statistical analyses. All statistical tests were evaluated at a significance level of 0.05.
(b) Results
The estimated peak time in RPI trials was submitted to a one-way ANOVA that failed to reveal baseline differences between the two groups (F 1,8 Z1.42, pZ0.27). The mean peak time in RPI trials was 21.12G0.9 s, suggesting that rats acquired the timing task with a high degree of accuracy. The shift in peak time in gap trials relative to RPI trials in the two groups is shown in figure 3 . A null shift is taken as evidence for the stop rule, while a shift equal to the pre-gap interval is taken as evidence for the reset rule. The results shown in figure 3 indicate that both the 5@10 and 10@5 gaps fully reset timing in the short group, but were less effective in resetting timing in the long group. These observations were supported by a mixed ANOVA performed on the estimated shift in peak time with factors group (short versus long) and gap (two conditions), which indicated reliable effects for group (F 1,8 Z15.47, pZ0.004 ) and gap (F 1,8 Z36.78, pZ0.0003) , but no group!gap interaction (F 1,8 ! 0.01, pZ0.98) . Analyses indicated that for the short group, the shift in peak time was not reliably different from reset (t(4)Z0.41, pZ0.70 for the 10@5 gap and t(4)Z0.03, pZ0.97 for the 5@10 gap). By contrast, for the long group, the shift in peak time was reliably smaller than reset for both gaps (t(4)Z3.96, pZ0.017 for the 10@5 gap and t(4)Z4.50, pZ0.011 for the 5@10 gap).
No differences in response rate and width of the response functions were found between peak and gap trials for the two groups. A mixed ANOVA conducted on the response rate (parameter aCd ) failed to show significant effects for the group (F 1,8 Z1 (F 1,8 Z1.69, pZ0.22) . Taken together, these results support the proposal that temporal context is important, i.e. gaps with the same duration and placement within the to-be-timed signal shifted the response function less in the long-ITI group (towards stop) than in the short-ITI group (reset).
(c) Discussion: time sharing, expanded While rats trained in a reversed PI procedure with a short ITI reset timing upon the presentation of an illuminated gap (see also Buhusi & Meck 2000) , rats trained with a long ITI showed a reliably smaller shift in response function than the reset rule. These results are incompatible with the switch hypothesis and the passive memory decay hypothesis, which predict that the effect of the gap depends strictly on the duration of the gap. The switch hypothesis predicts a stop rule, and the passive memory decay hypothesis predicts equal effects in both the short-and the long-ITI groups. Neither of these predictions were observed experimentally. The present results are instead compatible with both the instructional ambiguity hypothesis and the time-sharing hypothesis. The instructional ambiguity hypothesis assumes that the insertion of a gap affects timing only in as much as it resembles the ITI, such that changes in the ITI may result in changes in the stop/reset rule.
The time-sharing hypothesis assumes that attentional or memory resources are shared throughout all trial components, including the ITI (figure 2a). Consequently, the present data suggest a logical extension of the time-sharing hypothesis: during a gap/distracter event the rate of memory decay is proportional to the salience (discriminability) of the gap and inversely proportional to the temporal context of the event, which includes the to-be-timed signal and the ITI. Thus, in the short-ITI group, the reversed gap is very salient and determines a rapid reallocation of resources away from timing, thus leading to a timing reset, while in the long-ITI group, the same reversed gap determines a slower reallocation of resources away from timing, because the salience of the gap is counterbalanced by an increased temporal context of this gap. Nevertheless, because an eightfold increase in the ITI resulted in a relatively small effect, the present results suggest that the ITI only represents a relatively small portion of this temporal context. A much larger effect, ranging from run, stop, to reset, was instead observed when manipulating the target duration of the to-be-timed signal (C. V. Buhusi & W. H. Meck, submitted) , suggesting that the to-be-timed signal duration is the major factor used to define the temporal context of a gap. Irrespective of the mechanism implicated, the present experiment suggests that the effect of a gap inserted during a to-be-timed signal depends on the duration of the ITI used during training, a result that may explain the differences in stop/reset between rats and pigeons (reviewed by Buhusi 2003) . Rats tend to use a stop rule (reviewed by Roberts & Church 1978; Roberts 1981; Meck et al. 1984; Buhusi & Meck 2000; , while at similar gap durations as those used with rats, pigeons tend to use a reset rule (Roberts et al. 1989; Cabeza de Vaca et al. 1994; Buhusi et al. 2006) . A close analysis of the experimental design reveals that pigeon experiments frequently use a short-ITI (typically 15 s, as in our short-ITI group), while rat experiments frequently use a longer ITI (typically 1-2 min, as in our long-ITI group). The present results suggest that the difference in the temporal context in which the gap is presented in experiments using pigeons and rats might contribute (among other factors) to pigeons resetting their clocks (due to a long gap relative to the ITI ) and rats stopping (due to a short gap relative to the ITI ). Taken together, these data and the new findings from the present experiment suggest that the temporal context, which includes the to-be-timed signal and the ITI, contributes to the pattern of responding to the gap procedure.
CONCLUSIONS
We reviewed behavioural and neurobiological data in favour of the time-sharing hypothesis that attentional processing is crucial for time estimation both in humans and lower animals. This proposal was supported by data from dual-task paradigms as well as by data from a very simple behavioural protocol in which a to-be-timed signal is interrupted by an unexpected gap or distracter. These behavioural data strongly support a time-sharing model in which presentation of a gap/distracter determines resources to be taken away from the timing system, such that, left with fewer resources, the timing system fails to maintain a veridical representation of the current subjective time in working memory, resulting in a delay in timing (Zakay 1989; Fortin 2003; Buhusi & Meck 2006a,b; Droit-Volet & Meck 2007; Noulhiane et al. 2007 ). This time-sharing model addresses the results of manipulating gap position, duration and salience (Church 1978; Roberts & Church 1978; Roberts 1981; Meck et al. 1984; Olton et al. 1988; Lustig & Meck 2001; , 2006a ,b, 2007 Buhusi et al. , 2006 Buhusi 2003; Fortin 2003; Bherer et al. 2007; Fortin et al. 2009 ) by assuming that during the gap/distracter resources decay and/or are reallocated in proportion to the relative saliency (discriminability) of the gap to the timed signal (Buhusi et al. , 2008 Buhusi & Meck 2006a,b) . Here, we extended this model to include the relative duration of the gap to a temporal context that includes the to-be-timed signal duration and the ITI. We extended the qualitative description of the relative-duration hypothesis (Spetch & Rusak 1992b) by assuming that working memory decays at a rate inversely proportional to the temporal context. Our new findings provide support for this assumption: the effect of a gap was found to depend on its relative duration to the ITI.
Neurobiological data reviewed here suggest that time estimation engages circuits involved in timekeeping, such as the striatum, circuits involved in attention and working memory, such as the dorsolateral prefrontal cortex and the parietal cortex, and other circuits involved in process of reallocation of resources, possibly the temporal lobe system, as suggested by lesion studies in rats, and the agranular cortex, as suggested by neural recordings in rats. Given the complexity of the circuits engaged by time estimation, it is not surprising that pharmacological studies involve multiple neurotransmitter systems, notably the dopamine and serotonin systems. Future studies need to differentiate the role of these circuits, and to clarify the neurobiological mechanisms involved in the monitoring, maintenance and reallocation of attentional and working memory resources involved in interval timing, subjective shortening and the categorical scaling of duration (e.g. Meck 2005; Santi et al. 2007; Penney et al. 2008; Pfeuty et al. 2008; Wittmann et al. 2008; van Rooyen & Santi 2009 ).
