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ON YUZVINSKY’S LATTICE SHEAF COHOMOLOGY
FOR HYPERPLANE ARRANGEMENTS
PAUL MU¨CKSCH
Abstract. We establish the relationship between the cohomol-
ogy of a certain sheaf on the intersection lattice of a hyperplane
arrangement introduced by Yuzvinsky and the cohomology of the
coherent sheaf on punctured affine space respectively projective
space associated to the derivation module of the arrangement. Our
main result gives a Ku¨nneth formula connecting the cohomology
theories, answering a question by Yoshinaga. Moreover, we obtain
a new proof of Yuzvinsky’s freeness criterion which enables us to
state a slightly stronger result.
1. Introduction
Let A be a hyperplane arrangement in a K-vector space V of di-
mension ℓ ≥ 2 for some field K. The intersection lattice L(A) which
encodes the combinatorics of A is the lattice consisting of all inter-
sections of subsets of hyperplanes ordered by reverse inclusion. Let
S = K[x1, . . . , xℓ] be the coordinate ring of the vector space V . The
arrangement A is called free if the associated graded S-module D(A)
of A-derivations is a free S-module, a notion first introduced and stud-
ied by Saito [Sai80] and Terao [Ter80] (see Section 2.1). One of the
most intricate problems in the study of hyperplane arrangements is to
relate properties of D(A) to the combinatorial structure of A given by
its intersection lattice. The ultimate solution is proposed by Terao’s
conjecture from the 1980s [OT92, Conj. 4.138] which asserts that over
a fixed field K the freeness of A only depends on its intersection lattice
L(A). This conjecture is still wide open.
Assume that A is central and essential, that is ∩H∈AH = {0} and
set L0 := (L(A) \ {{0}})
op, i.e. the order relation in L0 is inclusion. In
a series of papers [Yuz91], [Yuz93a], [Yuz93b] Yuzvinsky studied the
functor D : L0 →ModS, (X ⊆ Y ) 7→ (D(X) = D(AX) →֒ D(AY ) =
D(Y )) regarded as a sheaf on the finite topological space associated
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to the poset L0 and its cohomology (see Sections 3 and 4). An ar-
rangement A is called locally free if all localization subarrangements
AX for X ∈ L0 are free. He showed [Yuz93a, Thm. 1.1] that a locally
free hyperplane arrangement A is free if and only if the lattice sheaf
cohomology groups Hn(L0,D) vanish for all 0 < n < ℓ− 1.
Moreover, in his study of these lattice sheaf cohomology groups,
Yuzvinsky showed that free arrangements form a Zariski open subset
in the moduli space of arrangements with a fixed intersection lattice,
[Yuz93b, Cor. 3.4]. This is up to date still the strongest general result
towards Terao’s conjecture.
A classical theorem by Horrocks [Hor64] asserts that a vector bundle
E on projective space Pℓ−1 = ProjS splits into a direct sum of line
bundles if and only if the sheaf cohomology groups Hn(Pℓ−1, E (d))
vanish for all 0 < n < ℓ− 1 and all d ∈ Z.
It turns out that the coherent sheaf D˜ on Pℓ−1 associated to the
derivation module D = D(A) of a locally free arrangement is a vector
bundle. Applying Horrocks’ criterion to D˜ of a locally free hyperplane
arrangement yields a freeness criterion resembling Yuzvinsky’s crite-
rion, cf. [Yos14, Prop. 1.20]. A related similarity with local cohomology
was already noticed by Yuzvinsky in [Yuz91, Rem. 2.7].
Our aim is to establish the exact relationship between Yuzvinsky’s
lattice sheaf cohomology and the sheaf cohomology on projective space
and explain the resemblance of Yuzvinsky’s and Horrocks’ criteria for
freeness. This clarifies the resemblance with local cohomology already
noted by Yuzvinsky [Yuz91, Rem. 2.7] and answers a question posed
by Yoshinaga [Yos14, Prob. 1.49].
Set X := SpecS \ {m} where m = (x1, . . . , xℓ) is the homogeneous
maximal ideal and let OX = S˜|X be the structure sheaf (the restriction
of the structure sheaf of the affine scheme SpecS to the open comple-
ment X of the origin).
Our principal theorem establishes the exact relationship of the coho-
mology of the sheaf D on L0 studied by Yuzvinsky with the cohomology
of the coherent sheaf D˜|X on the punctured spectrum X associated to
the derivation module.
Theorem 1.1. For all n 6= ℓ− 1 we have
Hn(X, D˜|X) ≃
⊕
i+j=n
H i(L0,D)⊗S H
j(X,OX)
and for n = ℓ− 1 we have a short exact sequence
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0
⊕
i+j=ℓ−1H
i(L0,D)⊗S H
j(X,OX) H
ℓ−1(X, D˜|X)
TorS1 (H
1(L0,D), H
ℓ−1(X,OX)) 0.
In particular, Hn(X, D˜|X) ≃ H
n(L0,D) for n < ℓ− 1.
Note that sheaf cohomology on the scheme X and sheaf cohomology
on projective space are connected as follows, see e.g. [Ser55, no 69:
Remarque].
Remark 1.2. Let M be a finitely generated graded S-module. Denote
by M˜ |X the coherent sheaf associated to M on SpecS restricted to the
open subset X = SpecS \ {m} and by M˜ the coherent sheaf on Pℓ−1 =
ProjS associated to M . Then Hn(X, M˜ |X) ≃
⊕
d∈ZH
n(Pℓ−1, M˜(d))
for n ≥ 0.
As a direct consequence of Remark 1.2 and Theorem 1.1 we ob-
tain the following result which establishes the relationship between the
lattice sheaf cohomology studied by Yuzvinsky and the sheaf cohomol-
ogy on projective space. This answers a question posed by Yoshinaga
[Yos14, Prob. 1.49].
Theorem 1.3. For n < ℓ− 1 we have
Hn(L0,D) ≃
⊕
d∈Z
Hn(Pℓ−1, D˜(d)).
The coherent sheaf D˜ on Pℓ−1 associated to the derivation module
is torsion free, cf. [Yos14]. Application of the following generalization
of Horrocks’ criterion proved by Abe and Yoshinaga [AY08] enables
us to recover Yuzvinsky’s characterization of free arrangements as an
application of Theorem 1.3.
Theorem 1.4 ([AY08, Thm./Rem. 3.1]). Let E be a torsion free co-
herent sheaf on Pℓ−1. Then E splits into a direct sum of line bundles
if and only if
⊕
d∈ZH
n(Pℓ−1, E (d)) = 0 for 0 < n < ℓ− 1.
Now, the coherent sheaf D˜ on Pℓ−1 splits if and only if A is free,
cf. [Yos14, Prop. 1.20]. Combining Theorems 1.3 and 1.4 we obtain
the following slightly stronger form of Yuzvinsky’s freeness criterion
[Yuz93a, Thm. 1.1] showing the assumption of A being locally free to
be superfluous.
Theorem 1.5. The arrangement A is free if and only if
Hn(L0,D) = 0 for 0 < n < ℓ− 1.
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This paper is organized as follows. In Section 2 we review some basic
notions from the theory of hyperplane arrangements. Furthermore,
we recall some results from homological algebra and sheaf theory. In
Section 3 we review sheaves on posets and their cohomology. Section
4 gives further details about some special sheaves on the intersection
lattice of an arrangement. In the final Section 5 we prove Theorem 1.1.
2. Recollection and preliminaries
In this note V ≃ Kℓ always denotes an ℓ-dimensional K-vector space
over some field K where ℓ ≥ 2.
Let S = K[x1, . . . , xℓ] be the coordinate ring of V . The ring S is
graded: S =
⊕
p∈Z Sp where Sp is the K-space of homogeneous poly-
nomials of degree p (along with 0) and Sp = {0} for p < 0.
If f ∈ S then we write Sf = S[
1
f
] for the localization of S by f and
similarly for an S-module M we write Mf = M ⊗S Sf .
2.1. Hyperplane arrangements. As a general reference for hyper-
plane arrangements we refer to the book by Orlik and Terao [OT92].
Let A = (A, V ) be a hyperplane arrangement in V , that is a finite
set of codimension one subspaces of V . The intersection lattice of A is
L(A) = {∩H∈BH | B ⊆ A}
with the partial order
X ≤ Y :⇐⇒ X ⊇ Y (X, Y ∈ L(A)).
In this note we always assume A to be essential, that is for the
maximal element T (A) := ∩H∈AH in L(A) we have T (A) = {0}.
For X ∈ L(A) the localization AX of A at X is
AX := {H ∈ A | H ⊇ X}.
If X, Y ∈ L(A) then X ∧Y := sup{Z ∈ L(A) | Z ≤ X and Z ≤ Y }.
Note that we have AX∧Y = AX ∩ AY .
For all hyperplanes H ∈ A we fix αH ∈ V
∗ with H = ker(αH). The
defining polynomial Q(A) of A is
Q(A) :=
∏
H∈A
αH .
A K-linear map θ : S → S which satisfies θ(fg) = θ(f)g + fθ(g) is
called a K-derivation. Let DerK(S) be the S-module of K-derivations
of S. It is a free S-module with basis ∂/∂x1, . . . , ∂/∂xℓ.
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Definition 2.1. The module of A-derivations is the S-submodule of
DerK(S) defined by
D(A) := {θ ∈ DerK(S) | θ(αH) ∈ αHS for all H ∈ A}.
In particular, if B ⊆ A, then D(A) ⊆ D(B).
We say that A is free if the module of A-derivations is a free S-
module.
Definition 2.2. For X ∈ L(A) we define
Q(X) :=
∏
H∈A\AX
αH =
Q(A)
Q(AX)
.
The following observation provides a crucial ingredient in the proof
of Theorem 1.1.
Lemma 2.3. For all X, Y ∈ L(A) we have:
D(AY )Q(X) = D(AX∧Y )Q(X).
Proof. For each H ∈ A we define the S-module homomorphism MH :
Sℓ → S/αHS by
MH(f1, . . . , fℓ) :=
ℓ∑
i=1
fi
∂αH
∂xi
+ αHS.
For X ∈ L(A) we set
MX :=
∑
H∈AX
MH : S
ℓ →
⊕
H∈AX
S/αHS.
From the definition of D(AY ) we have the following short exact se-
quence
0 D(AY ) S
ℓ
⊕
H∈AY
S/αHS 0.
MY
If we localize at Q(X), for each H ∈ A \ AX we have
S/αHS ⊗S SQ(X) = 0,
MH ⊗S idSQ(X) ≡ 0.
Recall, that AX∧Y = AX ∩AY , thus⊕
H∈AY
S/αHS ⊗S SQ(X) =
⊕
H∈AX∧Y
S/αHS ⊗S SQ(X).
Further, recall that there is a natural inclusion i : D(AY ) →֒ D(AX∧Y ).
Since localization at Q(X) is an exact functor, we obtain the follow-
ing commutative diagram with exact rows:
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0 D(AY )Q(X) S
ℓ
Q(X)
⊕
H∈AY
S/αHS ⊗S SQ(X) 0
0 D(AX∧Y )Q(X) S
ℓ
Q(X)
⊕
H∈AX∧Y
S/αHS ⊗S SQ(X) 0
i⊗S id
MY ⊗S id
MX∧Y ⊗S id
.
Hence i⊗S id yields the equality (e.g. by the five-lemma and extending
the diagram by additional zeros to the left). 
We record the following special case of Lemma 2.3.
Corollary 2.4. Let X ∈ L(A). Then we have
D(AX)Q(X) = D(A)Q(X).
Proof. Let Y = T (A) in Lemma 2.3 and note that thenX∧Y = X . 
2.2. Homological algebra. For the basics we refer to [Rot09]. Let
C• = · · · Cn−1 Cn Cn+1 · · ·d
n−1 dn
be a cochain complex of abelian groups (S-modules). Then we write
Hn(C•) = Zn/Bn,
for the n-th cohomology group (module), where Zn = ker(dn) is the
group (S-module) of n-cocycles and Bn = im(dn−1) is the group (S-
module) of n-coboundaries.
Let A• and C• be two cochain complexes of S-modules with cobound-
ary maps dA and dC respectively. By A
• ⊗S C
• we denote their tensor
product which is defined as the total complex of the associated bicom-
plex, i.e.
(A• ⊗S C
•)n :=
⊕
i+j=n
Ai ⊗S C
j
with coboundary maps
dn(a⊗S c) = d
i
A(a)⊗S c+ (−1)
ia⊗S d
j
C(c)
for a ∈ Ai, c ∈ Cj and i+ j = n.
To later guarantee the exactness of a tensor product of two spe-
cial resolutions of sheaves, we require the following special case of the
acyclic assembly lemma, cf. [Wei94, Lem. 2.7.3].
Lemma 2.5. Let C•,• be a bounded first quadrant bicomplex in an
abelian category. If C•,• has exact rows or columns then Tot(C•,•)•
which is given by
Tot(C•,•)n =
⊕
i+j=n
C i,j
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is also exact.
One crucial ingredient for the proof of our main Theorem 1.1 is the
following Ku¨nneth formula for the cohomology of the tensor product
of two complexes.
Theorem 2.6 ([Rot09, Thm. 10.81]). Let A• and C• be two cochain
complexes of S-modules. Suppose that all terms of C• and all terms of
its coboundary-subcomplex are flat S-modules.
Then for each n there is a short exact sequence
0
⊕
i+j=nH
i(A•)⊗S H
j(C•) Hn(A• ⊗S C
•)
⊕
i+j=n+1Tor
S
1 (H
i(A•), Hj(C•)) 0.
Corollary 2.7. Let A• and C• be two cochain complexes of S-modules.
Suppose that all terms of C• and all terms of its coboundary-subcomplex
are flat S-modules. Suppose further that Hp(C•) is flat for p < k,
Hp(A• ⊗S C
•) = 0 for p > k and TorS1 (H
0(A•), Hk(C•)) = 0.
Then for all n 6= k we have
Hn(A• ⊗S C
•) ≃
⊕
i+j=n
H i(A•)⊗S H
j(C•)
and for n = k we have a short exact sequence
0
⊕
i+j=kH
i(A•)⊗S H
j(C•) Hk(A• ⊗S C
•)
TorS1 (H
1(A•), Hk(C•)) 0.
Proof. By the flatness of Hp(C•) for p < k and the vanishing of
TorS1 (H
0(A•), Hk(C•)), for n < k we have⊕
i+j=n+1
TorS1 (H
i(A•), Hj(C•)) = 0.
So by Theorem 2.6 for n < k we have
Hn(A• ⊗S C
•) ≃
⊕
i+j=n
H i(A•)⊗S H
j(C•).
But since we assume that Hp(A• ⊗S C
•) = 0 for p > k by Theorem
2.6 we also have ⊕
i+j=n
H i(A•)⊗S H
j(C•) = 0
for all n > k and the statement follows. 
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The following lemma is helpful to verify the assumptions of Theorem
2.6 respectively Corollary 2.7.
Lemma 2.8. Let C• be a bounded cochain complex consisting of flat
S-modules and assume that TorSj (H
i(C•),M) = 0 for all i, all j ≥ 2
and every S-module M . Then the coboundary-subcomplex B• of C•
also consists of flat S-modules.
Proof. Since C• is bounded by assumption there is an m ∈ Z such that
C i = 0 for all i > m. In particular Bi = 0 for all i > m and is therefore
flat. Set H i := H i(C•). For each i we have the following two canonical
short exact sequences
0→ Bi →Z i → H i → 0,
0→ Z i−1 →C i−1 → Bi → 0.
From these sequences and the associated long exact sequences in
TorSj (−,M), for every S-Module M we have the following exact se-
quences for all j ≥ 0
TorSj+1(H
i,M)→TorSj (B
i,M)→ TorSj (Z
i,M), (1)
TorSj+1(B
i,M)→TorSj (Z
i−1,M)→ TorSj (C
i−1,M). (2)
Now we do reverse induction on i. For i = m we have Zm =
Cm, so TorSj (Z
m,M) = 0 for all j ≥ 1. By assumption we also
have TorSj+1(H
m,M) = 0 for all j ≥ 1 and by (1) we then have
TorSj (B
m,M) = 0 for all j ≥ 1, that is Bm is flat.
Assume that Bi is flat, that is TorSj (B
i,M) = 0 for all j ≥ 1. Then
by (2), the flatness of C i−1 implies the flatness of Z i−1. Now, from
the first Tor-sequence (1) (exchanging i− 1 for i) and the vanishing of
TorSj+1(H
i−1,M) for all j ≥ 1 we similarly see that Bi−1 is flat which
concludes the induction. 
To conclude this section, we note the following property of torsion
free S-modules.
Lemma 2.9. Let M be a torsion free S-module. Then
TorS1 (M,Sx1···xℓ/S) = 0.
Proof. Let Q(S) be the quotient field of S. By [Rot09, Lem. 7.11] for
the torsion free S-module M we have TorS1 (M,Q(S)/S) = 0 which is
equivalent to the injectivity of the localization map f : M = M ⊗S →
M⊗SQ(S). Now, the map f apparently factors through the localization
map g : M ⊗S S → M ⊗S Sx1···xℓ and thus g is also injective which in
turn implies TorS1 (M,Sx1···xℓ/S) = 0. 
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2.3. Sheaves. For basics about sheaves and their cohomology we refer
to [Har77, Ch. II, III] and [Rot09, Ch. 5.4, 6.3].
2.3.1. Sheaf cohomology. Let F be a sheaf of abelian groups (S-mod-
ules) on the topological space X. The cohomology groups (S-modules)
of F are defined as the images of the right derived functors of the
global sections functor Γ(X,−) : Sh(X) → Ab (ModS), F 7→ F (X),
that is
Hn(X,F ) = Rn Γ(X,F ).
A sheaf G is called acyclic if Hn(X,G ) = 0 for all n > 0. An acyclic
resolution G • of F is an exact sequence of sheaves of abelian groups
(S-modules) on X
F → G 0 → G 1 → G 2 → . . .
where G i is acyclic for each i ≥ 0. Applying the global sections functor
to an acyclic resolution yields a cochain complex of abelian groups
(S-modules) A• = Γ(X,G •) whose cohomology computes the sheaf
cohomology of F :
Hn(X,F ) ≃ Hn(A•),
cf. [Rot09, Ch. 6].
2.3.2. Cˇech cohomology. Let F be a sheaf of abelian groups on a topo-
logical space X and let U = {Ui | i ∈ I} be an open cover of X. Fix a
linear order on the index set I.
The Cˇech complex C•(U ,F ) is defined as follows. Set
Ui0,...,in := Ui0 ∩ . . . ∩ Uin .
The terms are
Cn(U ,F ) =
∏
i0<i1<...<in
F (Ui0,...,in)
and the coboundary maps are given by
dn(α)i0<...<in+1 =
n∑
k=0
(−1)kαi0<...<îk<...<in+1
+ (−1)n+1ρ|
Ui0,...,in
Ui0,...,in+1
(αi0<...<in).
Then the Cˇech cohomology groups (modules) are
Hˇn(U ,F ) = Hn(C•(U ,F )).
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The sheaf version of the Cˇech complex is defined as follows. If i :
Ui0,...,in →֒ X is the inclusion, define
C
n(U ,F ) =
∏
i0<i1<...<in
i∗(F |Ui0,...,in ).
The coboundary maps dn are defined by the same formula as above.
By [Har77, Lem. III.4.2] we have a resolution F → C •(U ,F ) of F .
It is not acyclic in general.
Definition 2.10. Suppose we have Hk(Ui0,...,in,F |Ui0,...,in ) = 0 for all
finite intersections Ui0,...,in of open subsets in U and all k > 0. Then U
is called a Leray cover for F .
Provided the right setting, the Cˇech complex computes sheaf coho-
mology by the following classical result due to Leray, see e.g. [Rot09,
Thm. 10.79].
Theorem 2.11. If U is a Leray cover then Hˇn(U ,F ) ≃ Hn(X,F ) for
all n ≥ 0.
3. Sheaves on Posets
Let (P,≤) be a finite poset. The point set of the finite topological
space associated to P (also denoted by P ) is given by the ground set of
P . A topology on P consists of the open subsets which are increasing
subsets, i.e. U ⊆ P is open if for all x ∈ U and y ∈ P with x ≤ y we
have y ∈ U . Finite topological spaces of this kind were first studied by
Alexandroff [Ale37] and the topology on P just described is called the
Alexandroff topology.
Definition 3.1. For x ∈ P an open subset of the form Ux := {y ∈ P |
x ≤ y} is called principal. The open cover UP := {Ux | x ∈ P} is called
the principal open cover of P .
Recall that a poset P can be regarded as a small category with
objects the elements of P and exactly one morphism x → y for each
x ≤ y. Every covariant functor F : P → Ab (ModS) gives rise
to a sheaf F of abelian groups (S-modules) on the associated finite
topological space as follows. The principal open subsets Ux = {y ∈ P |
x ≤ y} form a basis for the topology on P . We define the sections on
these principal open sets as
F (Ux) := F (x)
with restriction maps
ρ|UxUy := F (x ≤ y) : F (Ux)→ F (Uy).
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We leave it to the reader to verify that this extends uniquely to a sheaf
F on the Alexandroff space P . For the stalks Fx we have
Fx = lim−→
x∈U ⊆
open
P
F (U) = F (Ux) = F (x).
Recall that a join-semilattice is a poset L where every pair of ele-
ments x, y ∈ L has a least upper bound denoted by x∨ y = inf{z ∈ L |
z ≥ x and z ≥ y}. We note the following.
Remark 3.2. Let L be a join-semilattice. Then for two principal open
subsets Ux, Uy ⊆ L we have Ux ∩ Uy = Ux∨y.
We now discuss the cohomology of sheaves on posets. We recall the
following fundamental lemma.
Lemma 3.3 ([Yuz91, Lem. 1.1]). Let P be a finite poset with a unique
minimal element and F a sheaf of abelian groups (S-modules) on P .
Then F is acyclic.
As a direct consequence of the previous lemma and Remark 3.2 we
obtain the following.
Corollary 3.4. Let L be a finite join-semilattice. The principal open
cover U := {Ux | x ∈ L} is a Leray cover for any sheaf on L.
Lemma 3.5. Let F be a sheaf on a finite join-semilattice L, U =
Ux ⊆ L a principal open subset and i : U → L the inclusion. Then
Hn(U,F |U) ≃ H
n(L, i∗(F |U))
for each n ≥ 0, in particular, i∗(F |U) is acyclic.
Proof. Note that for a principal open subset W = Uy ⊆ L by Remark
3.2 W ∩ U = Ux∨y is also a principal open subset. Thus, by [Har77,
Prop. III.8.1] and Lemma 3.3 for the higher direct image sheaves (that
is the right derived functors of the direct image functor) we have
Rk i∗(F )(W ) = H
k(W ∩ U,F |W∩U) = 0
for k > 0 and for each W in the principal open cover of L. Hence
Rk i∗(F ) ≡ 0 for all k > 0 and the isomorphism of the cohomology
groups follows with [Har77, Ex. III.8.1]. 
Now let X be a topological space and assume that we have a finite
open cover U of X which is closed under taking intersections, that is
U ∩ U ′ ∈ U for all U, U ′ ∈ U . Suppose further, that F is a sheaf
of abelian groups (S-modules) on X. In this case, we can associate a
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finite poset (PU ,≤) to U with elements the open sets contained in U and
order relation given by reverse inclusion. In this setting F induces a
functor PU → Ab (ModS) and hence also a sheaf FP of abelian groups
(S-modules) on PU .
Lemma 3.6. Suppose U is a finite Leray cover for F which is also
closed under taking intersections. Then
Hn(X,F ) ≃ Hn(PU ,FP )
for each n ≥ 0.
Proof. We consider the principal open cover U ′ of PU . Recall the def-
inition of the terms in the Cˇech complexes of U respectively U ′. We
apparently have
Cn(U ,F ) = Cn(U ′,FP )
for all n. Note that PU is a join-semilattice with U ∨ W = U ∩ W .
The cover U is Leray by assumption and the principal cover U ′ of PU
is Leray by Corollary 3.4. Hence, we obtain the isomorphism of the
cohomology groups by Theorem 2.11. 
Note that the Alexandroff space of a finite poset P is a noetherian
topological space of dimension dim(P ) = d the maximal length of a
maximal chain x0 < x2 < · · · < xd in P . By Grothendieck’s vanishing
theorem for the cohomology of sheaves on noetherian spaces [Gro57,
Ch. 3.6] we have the following.
Theorem 3.7. For a finite poset P and for any sheaf F of abelian
groups (S-modules) on P we have H i(P,F ) = 0 for all i > dim(P ).
4. Sheaves on the intersection lattice
Recall that we set L0 := (L(A)\{T (A)})
op so the order relation of L0
is inclusion. The sheaf on L0 associated to an arrangement considered
by Yuzvinsky is defined as follows.
Definition 4.1 ([Yuz91]). Denote by D the sheaf associated to the
functor L0 → ModS, X 7→ D(AX) given by D(UX) := D(AX) for a
principal open subset UX = {Y ∈ L0 | X ⊆ Y } ⊆ L0. The restriction
maps D(UY ) → D(UX) are given by the inclusions D(AY ) ⊆ D(AX)
for Y ⊆ X .
Note that, since L(A) is a lattice, L0 is a join-semilattice and
X ∧L(A) Y = X ∨L0 Y.
From now on until the end of this note let X = SpecS \ {m} be the
punctured affine spectrum.
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Since we assume the arrangement A to be central and essential,
associated to A is the following affine open cover of X which is in
particular Leray for any coherent sheaf on X by a classical result due
to Serre [Ser57].
Definition 4.2. Recall that Q(X) =
∏
H∈A\AX
αH = Q(A \ AX).
Define the open cover
UA := {U(X) := X \ V (Q(X)) | X ∈ L0}
of X associated to A.
Note that U(X) ∩ U(Y ) = U(X ∨ Y ) for all X, Y ∈ L0, i.e. UA is
closed under taking intersections. We obtain a poset PUA with order
relation given by reverse inclusion as discussed in Section 3.
We further have U(X) ≤ U(Y ) if and only if X ⊆ Y , thus the map
L0 → PUA
X 7→ U(X)
is a poset isomorphism. If F is a coherent sheaf on X, from the general
discussion in Section 3 and the poset isomorphism above, F also defines
a sheaf on L0.
Definition 4.3. (i) Let OX be the structure sheaf of the punctured
affine space. This defines as discussed above a sheaf of S-modules on
L0 which we denote by OL0 with
OL0(UX) = SQ(X) (X ∈ L0).
(ii) Let D˜|X be the coherent sheaf on X associated to the derivation
module D = D(A). This gives a sheaf of S-modules on L0 denoted by
D˜L0 with
D˜L0(UX) = DQ(X) (X ∈ L0).
The tensor product of two sheaves F ,G of S-modules on a finite
poset P is given by
(F ⊗S G )(U) := F (U)⊗S G (U)
for all U ⊆ P open with restriction maps the tensor product of the
restriction maps of F and G (it suffices to define this for principal
open subsets). A sheaf F of S-modules on L0 is flat if −⊗S F yields
an exact functor. This is the case if and only if FX = F (UX) is a flat
S-module for all X ∈ L0.
Remark 4.4. As OL0(UX) = SQ(X) is a localization, it is flat for all
X ∈ L0. In particular, OL0 is a flat sheaf and for the principal open
cover UL0 of L0 all terms in the complex of sheaves C
•(UL0 ,OL0) are flat
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as they are finite direct products of the flat sheaves i∗(OL0|UX ) where
i : UX → L0 is the inclusion of the open subset UX .
The next result gives the cohomology of the structure sheaf.
Proposition 4.5. With the notation as above we have
Hn(L0,OL0) ≃ H
n(X,OX) =


S, n = 0,
Sx1x2···xℓ/S, n = ℓ− 1,
0, else.
Proof. The computation of the cohomology of OX = S˜|X is a classical
result or exercise, see [Gro67, Thm. 3.8] and [Hun07, p. 9].
The isomorphism Hn(L0,OL0) ≃ H
n(X,OX) follows with Lemma 3.6
applied to the open cover UA. 
5. Proof of Theorem 1.1
Now, all preparations are complete and we put the pieces together
to prove Theorem 1.1.
Let D , D˜L0 and OL0 be the sheaves of S-modules on L0 defined in
Section 4. First, we note the following.
Lemma 5.1. We have D˜L0 = D ⊗S OL0.
Proof. This follows immediately from Corollary 2.4 and the definition
of the tensor product of sheaves on L0. 
Proposition 5.2. Let OL0 and D be as before. Then
C
•(UL0 ,D)⊗S C
•(UL0 ,OL0)
is an acyclic resolution of D ⊗S OL0 and for all n ≥ 0 we have
Hn(L0,D ⊗OL0) ≃ H
n(C•(UL0 ,D)⊗S C
•(UL0 ,OL0)).
Proof. Since UL0 is a finite cover, both of the complexes C
•(UL0 ,D),
C •(UL0 ,OL0) are bounded and so is the bicomplex of their tensor prod-
uct. By Remark 4.4 all terms of C •(UL0 ,OL0) are flat and the exactness
of the complex C •(UL0 ,D)⊗S C
•(UL0 ,OL0) follows with Lemma 2.5.
It remains to show, that all terms in the tensor product complex are
acyclic sheaves.
All terms of C •(UL0 ,D) ⊗S C
•(UL0 ,OL0) are finite direct products
of sheaves of the form
CX,Y := iX∗(D |UX )⊗S iY ∗(OL0|UY )
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for X, Y ∈ L0 and inclusion maps iX : UX → L0, iY : UY → L0. For
Z ∈ L0 we have
CX,Y (UZ) = iX∗(D |UX )(UZ)⊗S iY ∗(OL0 |UY )(UZ)
= D(UX∨Z)⊗S OL0(UY ∨Z)
= D(AX∧L(A)Z)Q(Y ∧L(A)Z)
= D(AX∧L(A)Y ∧L(A)Z)Q(Y ∧L(A)Z)
= D(AX)Q(Y ∧L(A)Z),
where the last two equalities hold thanks to Lemma 2.3. Hence
CX,Y = iY ∗(D˜(AX)|UY )
where D˜(AX) is the sheaf associated to the derivation module of the
localization AX as in Definition 4.3. As a direct image sheaf of an
inclusion of a principal open subset it is acyclic by Lemma 3.5 and
so are all the terms of C •(UL0 ,D) ⊗S C
•(UL0 ,OL0). Consequently,
C •(UL0 ,D) ⊗S C
•(UL0 ,OL0) is an acyclic resolution of D ⊗S OL0 as
desired. Finally, note that by the definition of the tensor product of
sheaves on L0 for the global sections we have
Γ(L0,C
•(UL0 ,D)⊗S C
•(UL0 ,OL0)) = C
•(UL0 ,D)⊗S C
•(UL0 ,OL0)
and so the cohomology of the tensor product of the two Cˇech complexes
computes the cohomology of D ⊗S OL0. 
It remains to verify the assumptions of the Ku¨nneth formula (Theo-
rem 2.6 resp. Corollary 2.7) for the Cˇech complex of OL0 . This is done
by the following proposition.
Proposition 5.3. All terms in C•(UL0 ,OL0), all terms of its coboun-
dary-subcomplex and Hp(C•(UL0 ,OL0)) (p < ℓ− 1) are flat S-modules.
Proof. First note that the complex C•(UL0 ,OL0) is bounded since UL0
is a finite cover. By Remark 4.4 all C i(UL0 ,OL0) are flat and note that
since UL0 is a Leray cover we have H
p(L0,OL0) ≃ H
p(C•(UL0 ,OL0)).
Recall that TorSj (A/B,M) = 0 for all j ≥ 2 and every S-module M
provided A and B are both flat S-modules. So by Proposition 4.5 we
have
TorSj (H
p(C•(UL0 ,OL0)),M) = 0
for each j ≥ 2 and every S-module M . Consequently the complex
C•(UL0 ,OL0) satisfies the assumptions of Lemma 2.8 and so all terms
of the coboundary-subcomplex of C•(UL0 ,OL0) are flat.
Finally, once more by Proposition 4.5 the modules Hp(C•(UL0 ,OL0))
are flat S-modules for p < ℓ− 1. 
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Proposition 5.4. For n 6= ℓ− 1 we have
Hn(L0, D˜L0) ≃
⊕
i+j=n
H i(L0,D)⊗S H
j(L0,OL0)
and for n = ℓ− 1 we have a short exact sequence
0
⊕
i+j=ℓ−1H
i(L0,D)⊗S H
j(L0,OL0) H
ℓ−1(L0, D˜L0)
TorS1 (H
1(L0,D), H
ℓ−1(L0,OL0)) 0.
Proof. By Lemma 5.1, we readily getHn(L0, D˜L0) ≃ H
n(L0,D⊗SOL0).
By Proposition 5.2 we have
Hn(L0,D ⊗S OL0) ≃ H
n(C•(UL0 ,D)⊗S C
•(UL0 ,OL0)).
By Proposition 5.3 the coboundary-subcomplex of C•(UL0 ,OL0) is flat
and by Proposition 4.5 Hp(C•(UL0 ,OL0)) is flat for all p < ℓ− 1. Fur-
ther, as the dimension of L0 is ℓ− 1, by Theorem 3.7 we have
Hp(C•(UL0 ,D)⊗S C
•(UL0 ,OL0)) = H
p(L0,D ⊗S OL0) = 0
for p > ℓ − 1. Moreover, H0(C•(UL0 ,D)) ≃ H
0(L0,D) ≃ D(A) is
a reflexive S-module (cf. [Sai80, p. 268]) and as such in particular
torsion free. Since Hℓ−1(C•(UL0 ,OL0)) ≃ H
ℓ−1(L0,OL0) ≃ Sx1···xℓ/S
by Proposition 4.5 we have
TorS1 (H
0(C•(UL0 ,D)), H
ℓ−1(C•(UL0 ,OL0))) = 0
by Lemma 2.9. Hence, we can applying Corollary 2.7 to the two com-
plexes C•(UL0 ,D) and C
•(UL0 ,OL0) which concludes the proof. 
By Lemma 3.6 we have isomorphisms Hn(L0, D˜L0) ≃ H
n(X, D˜|X)
and Hn(L0,OL0) ≃ H
n(X,OX) for all n ≥ 0. Recall that we have
H0(X,OX) ≃ S by Proposition 4.5. This yields our main theorem.
Corollary 5.5 (Theorem 1.1). For all n 6= ℓ− 1 we have:
Hn(X, D˜|X) ≃
⊕
i+j=n
H i(L0,D)⊗S H
j(X,OX)
and for n = ℓ− 1 we have a short exact sequence
0
⊕
i+j=ℓ−1H
i(L0,D)⊗S H
j(X,OX) H
ℓ−1(X, D˜|X)
TorS1 (H
1(L0,D), H
ℓ−1(X,OX)) 0.
In particular, Hn(X, D˜|X) ≃ H
n(L0,D) for n < ℓ− 1.
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