We study the differentiability of the metric and other fields at any of the horizons of the most generic multi center Reissner-Nordstrom black hole solutions in d ≥ 5 and of multi center M2 brane solutions. Most generic means that the centers are generically located in transverse space and consequently the solutions do not have any transverse spatial isometries. We construct the Gaussian null co-ordinate system for the neighborhood of a horizon by solving (all) the geodesic equations in expansions of (appropriate powers of) the affine parameter. Organizing the harmonic functions that appear in the solution in terms of generalized Gegenbauer polynomials, introduced in [4] , is key to obtaining the solution to the geodesic equations in a compact and manageable form. We then compute the metric and other fields in the Gaussian null co-ordinate system and find that the differentiability of the horizon in the most generic solution is identical to the differentiability of the horizon in the two center/collinear solution (centers distributed on a line in transverse space). We isolate those aspects of the computation that are most relevant to this result. We perform these computations in some cases, in several co-ordinate systems.
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Introduction
In this paper, we continue with and bring to an end (one aspect of) the study of smoothness/differntiability of horizons in d ≥ 5 Reissner-Nordstrom multi center black holes and in multi membrane solutions in M-theory; previous studies are contained in [7] , [5] , [6] , [1] , [2] , [3] , [4] . By studying horizon smoothness/differentiability is meant the determining of the degree of differentiability/smoothness (smooth being C ∞ , only k-times differentiable C k ) at the horizon of the (components of the) various fields present in the solution such as the metric, gauge fields, tensor gauge fields. A horizon is smooth if all components of all tensor fields of the solution are smooth at the horizon; else one says that the horizon is not smooth and further supplements the statement by giving the degree of smoothness/differentiability of the various tensor fields of the solution; the degree of smoothness/differentiability of a tensor field being the smallest of the degrees of differentiability of all the components of the tensor field. Equations (2.13), (2.14) contain the black hole solutions and equations (3.79), (3.80) the multi-membrane solutions that we study, given in the isotropic co-ordinates. Both classes of solutions have a common feature: a part of the space-time is conformally a Euclidean space, conformal R d−1 in the black hole case and a conformal R 8 in the membrane case, often referred to as the transverse Euclidean space. Furthermore each of these solutions is completely specified by an arbitrary harmonic function, the H that appears in the equations (2.14) and brane translation isometries in the membrane case, there are spatial rotational isometries: so(d − 1) for the black holes and a so (8) in the membrane case. The only horizon of the single center solutions is known to be smooth. When the harmonic function has two centers, the spatial rotational symmetries of the solution are only those rotations in the transverse Euclidean space that preserve the line joining the two centers. They constitute a so(d − 2) in the black hole case and a so(7) in the membrane case. This is true even for an arbitrary number of centers all located on one line. Still, one refers to this as the "two center" case, two being the number of centers in generic positions (the others are not in generic positions but can only be positioned on the line joining the first two) and sometimes also as the "collinear" case. The analysis of the smoothness of horizons in two center solutions, for the d ≥ 5 black hole case, was done in [1] by Candlish and Reall (building on earlier work by [6] ), where it was found that the horizons are not smooth.
At any of the horizons, for d = 5, the metric was found to be only C 2 and the gauge field was found to be C 0 (continuous and not differentiable) and for d ≥ 6 the metric was found to be only C 1 and the gauge field C 0 . The two center membrane solutions were analyzed by some of us in [3] (the first indication that they may not be smooth was there in [5] ), where it was found that horizons are not smooth: the metric was found to be only C 3 while the tensor gauge field was only C 2 at any of the horizons.
Going on, when the harmonic function has three centers in generic positions (or even an arbitrary number -greater than three -of centers all distributed on a plane) in the transverse Euclidean space, the spatial rotational symmetries of the solution constitute a so(d − 3) in the black hole case and a so (6) in the membrane case. One refers to this situation as the "three center" case and also as the "coplanar" case. The analysis of the smoothness of horizons in three center solutions for both black holes and membranes was done by us in [4] , where it was found that none of the horizons involved are smooth. Moreover, the degree of smoothness of the horizon in the three center solutions was found to be exactly identical to the degree of smoothness of the horizon in the two center solutions.
The procedure to obtain these reults was laid out in [1] and essentially repeated in [3] and [4] except with some modifications to allow for the peculiarities of the membrane horizon.
We will describe this procedure, even here in the introduction, partly because it is needed to describe the setting for the present work and also because it is the procedure we follow here. We will describe the procedure mainly for the black hole case here. The goal is to study the smoothness properties of various tensor fields at the horizon of the (first) black hole. The solutions (2.13) (3.79) are presented in the isotropic co-ordinate system: for the black hole isotropic co-ordinates are the t that appears in (2.13) and any co-ordinate system for the transverse Euclidean space which comprises a radial co-ordinate r and d − 2 angles θ 1 , θ 2 , . . . θ d−2 ; for the membrane case isotropic co-ordinates are the t, x, y that appears in (3.79) and any co-ordinate system for the transverse Euclidean case. But the isotropic co-ordinate patch does not cover any of the horizons. Hence, one needs to first construct a good horizon co-ordinate system. Following [1] we work with a horizon co-ordinate system known as the Gaussian null co-ordinate system. We will not give the full theory of Gaussian null co-ordinates here. For this, we refer, apart from the original reference [8] , to [1] for a good summary (see also [4] ). The Gaussian null co-ordinate system is constructed using radial null geodesics. One first obtains the solution to the geodesic equations t(λ), r(λ), θ 1 (λ), . . . θ d−2 (λ). There are d − 1 integration constants appearing in the solution: v, Θ 1 , Θ 2 . . . Θ d−2 (see section 2 for details).
It turns out, from the theory, that the affine parameter λ together with these integration constants comprise a good co-ordinate system for the horizon and its neighbourhood, referred to as the Gaussian null co-ordinates. The solution to the geodesic equations, now written as t(λ, v, Θ 1 . . . Θ d−2 ), r(λ, v, Θ 1 . . . Θ d−2 ) . . . are the transition functions between the isotropic and the Gaussian null co-ordinates. Except for the single center case, it is hard to obtain the exact solution to the geodesic equation. One makes a series expansion ansatz, the expansion parameter an appropriate power of the affine parameter 1 (see ahead (2.61)), for each of the 1 The fact that the correct expansion parameter is some fractional power of the affine parameter rather than unknown functions r(λ), θ 1 (λ), . . . θ d−2 (λ), and plugs them in to the geodesic equations, and solving order by order, obtains the coefficients in the series expansion.
Having thus obtained a good horizon co-ordinate system, one then proceeds to study smoothness as follows. The transition functions between the two co-ordinate patches are used to obtain the component functions of the various tensor fields of the solution in the Gaussian null co-ordinate patch via the tensor transformation law. Since the transition functions are series expansions, the expressions for the component functions are also series expansions. By examining these series expansions for negative or fractional powers of the affine parameter, one reads off their degree of differntiability; one would need to compute the series expansions till at least the first fractional power of the affine parameter. From the degrees of differentiability of all components of all tensor fields, one obtains the answer for the smoothness of the horizon.
The above description of the technical details of determining horizon smoothness, allows us to describe in more detail the results of [4] , beyond the statement that the degree of smoothness of the horizon in the three center solutions is exactly identical to the degree of smoothness of the horizon in the two center solutions. The harmonic function in the two center solution is a function of the radial co-ordinate r and one 2 of the angles θ 1 . The metric is diagonal and the gauge field has only one non-zero component A t (2.13). In the Gaussian null co-ordinate system, the metric has non-zero off-diagonal components viz. g λv , g vΘ 1 besides the diagonal ones (except g λλ 3 ) and the gauge field has non-zero components A λ , A v , A Θ 1 . The harmonic solution in the three center solution is a function of the radial co-ordinate r and two 2 of the angles θ 1 , θ 2 . In the Gaussian null co-ordinate patch, the three center metric and gauge field have additional non-zero components besides the ones which were non-zero for the two center situation viz. g vΘ 2 , g Θ 1 Θ 2 , A Θ 2 . Apart from the generic statement that the degree of smoothness of the horizon in the three center solution is identical to the degree of smoothness of the horizon in the two center solution, we also made some more precise observations [4] : When going from the two center to the three center case, only one of the following three things happen for tensor components in the Gaussian null co-ordinate system:
• (P1) Components which were smooth in the two center solution continue to be smooth the affine parameter itself is the technical reason why there is finite differentiability. For d = 4 black holes, it turns out that the expansion parameter is nothing but the affine parameter and there is no finite differentiability around any of the multi center horizons, which is the result of [7] , although they use different methods. 2 in a certain (1.1), not every, choice of co-ordinates for the the transverse Euclidean space (see 2.1.4 for a different choice when this does not hold). 3 In fact, from the theory of Gaussian null co-ordinates, it follows that g λλ = 0, g λv = 1, g λΘi = 0, see [4] .
in the three center solution i.e. in the series expansions there are no terms with fractional or negative powers of the affine parameter.
• (P2) Components which were smooth in the two center solution become non-smooth i.e. there are non-zero coefficients for fractional or negative powers of the affine parameter in the series expansion for the component in the three center solution. But the resulting finite degree of differentiability does not change the degree of smoothness of the tensor field and hence the horizon smoothness is unchanged.
• (P3) Components which had a finite degree of smoothness in the two center solution are modified but the modifications preserve the series expansion, changing only the coefficients which were already non-zero. Thus there is no modification to the degree of differentiability of the component itself as well as the degree of smoothness of the tensor field and also of the horizon.
g vΘ 2 , g Θ 1 Θ 2 and A Θ 2 follow (P2), all components which were non-zero in the two center solution (except 3 g λv ) follow (P3) and the rest (P1). Two other logically allowed possibilities, which don't seem to be realized in the results, are as follows. One is the opposite of (P2) i.e. that components acquire a degree of differentiability less than the the degree of differntiability of the tensor field in the two center solution, which would result in the horizon of the three center being less smooth than the collinear one. The second is the opposite of (P3) which is that components with finite degree of smoothness in the two center solution are modified in a manner that reduces their degree of smoothness; again resulting in the horizon of the coplanar solution being less smooth than the collinear one. In this paper, we take up the question of the degree of smoothness of horizons in k-center solutions, for all k. Here k is the number of centers in generic positions. Similar to the two and three center cases, it turns out one can allow for an arbitrary number of centers all distributed on a R k−1 subspace of the transverse Euclidean space. The k-center solution has a spatial rotational symmetry so(d − k) in the black hole case and a so(9 − k) in the membrane case.
To have a non-trivial spatial rotational isometry, we need that the number of centers in generic positions k ≤ d − 2 for the black hole case and k ≤ 7 for the membrane case. When k ≥ d − 1 for the black hole case and k ≥ 8 in the membrane case, the solution has no spatial rotational isometries at all; the only isometries are the the brane translation isometries in the membrane case. These are the "most generic multi center solutions" that appear in the title; we will refer to this sometimes also as the "∞-center" solution, k = ∞ is nothing but k ≥ d − 1 for the black hole case and k ≥ 8 in the membrane case.
The observations described above, about how the horizon smoothness of the three center solution is related to the horizon of smoothness of the two center solution, can be used to draw lessons for the horizon smoothness of k-center solutions. Before that, we will recall the key tool of organizing in terms of what we call generalized Gegenbauer polynomials, first introduced in [4] , which proves to be useful in more ways than one. We first introduce co-ordinates on the transverse Euclidean space,
. . .
in which the flat metric takes the form
Thus, the co-ordinates in the isotropic co-ordinate system are t, r, θ 1 , θ 2 , . . . θ d−2 . Note that the isotropic co-ordinate system is one in which the metric takes the form as in (2.13). Different co-ordinate systems for the transverse Euclidean space, different from (1.1), (1.2) can also be used and we will need them later (see 2.1.4, 3.0.4) for further discussion. One then reorganises the harmonic function for the most generic solution (2.14) as follows.
First, choose the first black hole, the one with charge µ 1 to be at the origin in the transverse Euclidean space and whose horizon we will study, i.e. choose R (1) = 0 in (2.14). The other black holes' centers have generic co-ordinate positions:
. .. Define for each black hole other than the first one,
where
is the Euclidean distance from the J'th black hole to the first one.
) is the cosine of the angle between the position vector R (J) of the J'th black hole and r, the argument of the harmonic function. The harmonic function (2.14) for the most generic solution, can now be written as
To further process the formula (1.5), we need the generating function of the d-dimensional
Using (1.6), (1.5) can be written as follows:
Now, we define generalized Gegenbauer polynomials
using which we can write the r-series expansion of the harmonic function (2.14), (1.5) as follows:
The term generalized Gegenbauer polynomials was introduced in [4] to indicate such functions of the angular variables; it is just a name and is not meant to indicate a new special function or anything else; in fact the main ingredient that goes into the construction of the generalized Gegenbauer polynomials is the Gegenbauer polynomial. Note that a generalized Gegenbauer polynomial G n (θ 1 , . . . θ d−2 ) contains in it's definition the charges and co-ordinate positions of all the black holes other than the first one whose horizon we are studying. It is thus a compact notation. The formula for the harmonic function in terms of the generalized Gegenbauer polynomials (1.9) hides from view all these constants, making computations with this as the starting point, much cleaner. What is more remarkable is that the results of the computations viz. the transition functions to the Gaussian null co-ordinate system and the components of the tensor fields in the Gaussian null co-ordinate system, are also expressed in terms of these generalized Gegenbauer polynomials albeit of the Gaussian null co-ordinates
and their partial derivatives. The compactness inherent in the notation of generalized Gegenbauer polynomials now translates into brevity for the final answers. Thus the use of these generalized Gegenbauer polynomials first of all makes the computations cleaner and easier and then allows us to express and report the results in a compact manner. Note that the zeroth generalized Gegenbauer polynomial G 0 is just a constant
and the first generalized Gegenbauer polynomial G 1
is a non-constant function of the angles. One can think of it as a linear combination of the d−1
We started with a certain co-ordinate system for the S d−2 in the transverse Euclidean space, given in (1.1) and we arrived at the above defined generalized Gegenbauer polynomials (1.3) (1.8) and these particular summands in G 1 (1.11). If one were to start with a different co-ordinate system for the transverse sphere, as we will in 2.1.4 and 3.0.4, we would have analagous definitions of generalized Gegenbauer polynomials; G 1 would still be a sum of d − 1 summands but different to the ones appearing in (1.11).
For the two center case, it is easiest 5 to line up the black holes on the x 1 -axis. Then the 5 In the two center case, one can think of aligning the two centers along an axis other than the x 1 -axis. Then the generalized Gegenbauer polynomial would be a function of more than one angle and G 1 would still contain only one of the summands in (1.11). One can also think of aligning the two centers on a generic line away from any of the x i -axes in which case the generalized Gegenbauer polynomial would be a function of all the angles and G 1 would contain d − 1 summands. Similarly for any k, one can align the black holes (i) in a way such that the generalized Gegenbauer polynomial is a function only of the first k − 1 angles and G 1 is a linear sum of the first k − 1 summands in (1.11) or (ii) in a way such that the generalized Gegenbauer polynomial is a function of more than k − 1 angles and G 1 is a linear sum of some k − 1 summands in (1.11) or (iii) in a generic way such that the generalized Gegenbauer polynomial is a function of all the angles and G 1 is a lnear sum of all the d − 1 summands in (1.11). Thus, the generalized Gegenbauer polynomials defined in (1.8) We will sometimes refer to these as the k-center generalized Gegenbauer polynomials. Finally, for the most generic solution, the ∞-center case, the generalized Gegenbauer polynomials are functions of all the angles and G 1 is given by (1.11) comprising of all the d − 1 summands. The precise observations we made in [4] about how the smoothness of the horizon in the three center solution is related to the one in the two center solution, which we have reviewed here ((P1), (P2), (P3)), leads one to assume that the smoothness of the horizon in the k + 1-center solution is perhaps related to the one in the k-center solution in exactly the same way. Let us work out the consequences of this assumption for k = 3, and for example d ≥ 6 black holes. We know the degree of smoothness of all the components of all tensor fields for the three center solution: the metric components in footnote 3 are clearly smooth, g vv is C 3 ,
functions; all other components vanish and hence are C ∞ . Thus the metric is C 1 and gauge field C 0 . In the four center solution, the following additional components will be non-zero:
If the above assumption we make is true, then it follows that the components g vv ,
The components given in footnote 3 follow (P1). Our assumption implies that the components g vΘ 3 , g Θ 1 Θ 3 , g Θ 2 Θ 3 and A Θ 3 will follow either (P1) or (P2). But the tensor transformation law suggests it is (P2). The assumption then implies that g vΘ 3 ,
are at worst C 1 functions while A Θ 3 is at worst C 0 . Thus our assumption that the tensor components in the k + 1-center solution are related to the ones in the k-center solution by only (P1), (P2) or (P3), provides us with an expectation for the series expansions and hence for the degrees of differentiabilities of all tensor components in the four center solution and consequently an expectation for the horizon smoothness. A similar exercise for k = 4
provides an expectation for the five center solution and so on till we arrive at an expectation for the series expansions for all tensor components in the most generic solution, the ∞-center solution. In particular, we expect that the degree of smoothness of the horizon in the ∞-center solution is identical to that of the two center solution.
In the rest of this paper, we perform the computations to see if the above expectations are realized. Clearly the problem is technically more complicated than the two and three center computations. Due to the generic positioning of the centers and the consequent absence of Killing symmetries in the transverse Euclidean space, there are virtually no first integrals available to make the job of solving the geodesic equations easier. One has to solve d − 1
The starting point of the computations in terms of generalized Gegenbauer polynomials makes the computations doable. Still, the task is quite formidable as it stands. But one realizes that to compute the degree of differentiability of any tensor component one only needs to compute a few low number of orders till one obtains the first fractional power of the affine parameter; these few low orders are controlled by only a few low orders in the series expansions of the transition functions. Hence one would need to solve the geodesic equations only up to a certain point. Even before starting to solve the geodesic equations, we work out which coefficients in the series expansions are needed to check for all the expectations we have been provided. For example, for d = 5 black holes, it turns out that we only need to have the first six coefficients in the expansion of r(λ) and only the first three non-trivial coefficients in the series expansion of each of θ i (λ). It turns out this smaller task of solving the geodesic equations only up to the point required to determine the degree of horizon smoothness is quite simple, even doable by hand. After obtaining the transition functions, we compute the tensor components in the Gaussian null co-ordinate system and see if and how the expectations we have are realized. We try to isolate those aspects of the computations which are most relevant as answer to the question: Do all k-center solutons have identical horizon smoothness and if so, why? The rest of this paper is organized as follows. In section two 2, we study the most generic multi center black holes first for d = 5 in 2.1, and then for all d ≥ 6 in 2.2. We set up the computation of the horizon co-ordinate system in 2.1.1 and 2.2.1 and work out how many coefficients in the series expansions for the transition function we would need to check for our expectations. We then solve the geodesic equations to the required order in 2.1.2 and 2.2.2.
Then, we compute the tensor components in the Gaussian null co-ordinate system in 2.1.3 and 2.2.3 and check for the expectations above. In 2.1.4, for only the d = 5 case, we repeat all the computations with a different starting point viz. a different isotropic co-ordinate system and obtain results that corroborate the ones in 2.1.3. Then, in section three 3, we study the most generic multi center M2 brane horizons along the same lines as the black hole case and check for the above expectations in 3.0.6. In 3.0.7 we work in an alternate isotropic co-ordinate system and obtain results identical to 3.0.6. Finally, we conclude in 4 with a summary of the results.
The most generic multi center black holes
The multi center black holes we investigate in this paper are solutions to d dimensional EinsteinMaxwell theory, whose action is given by
We are following the conventions of [1] here. Following is the solution in isotropic co-ordinates:
the metric and gauge fields are given by 
(2.14)
are points in the transverse Euclidean space which correspond to the locations of the horizons of the various black holes and is the Euclidean norm.
In the following, we will implement the procedure to study horizon smoothness, already described in the introduction, first for five dimensional black holes which behave differently to the six and higher dimensional black holes whose study we take up subsequently.
d = 5
We start by setting d = 5 in all previous formulae (1.1)-(1.11); in particular, the harmonic function is
Constructing the Gaussian null co-ordinate system
As already described in the introduction, the horizon co-ordinate system of choice is the Gaussian null co-ordinate system, whose constuction needs the solution to the geodesic equations.
The only Killing symmetry of the metric is ∂ ∂t , due to which the "t-geodesic" equation admits a first integral which can be solved,
where in choosing the integration constant of the first integration to be −1 we have employed some of the freedom in choosing the affine parameter and v is the second integration constant.
Thus, t(λ) is determined via (2.16) in terms of r(λ), θ 1 (λ), θ 2 (λ) and θ 3 (λ), which are obtained by solving simultaneously the other geodesic equations. We will solve the "θ i -geodesic"
equations, for i = 1, 2, 3:
and the null condition:
after using (2.16) becomes
The boundary conditions are chosen as follows. First we employ the remaining freedom allowed in choosing the affine parameter so that the affine parameter takes the value zero at the horizon of the first black hole and the part of the geodesic that lies outside this horizon in the isotropic co-ordinate patch corresponds to λ > 0. Since the isotropic co-ordinate r is such that it limits to the value zero as one approaches the horizon of the first black hole, we should impose the following boundary condition for r(λ):
The geodesics in question are purely radial geodesics without any angular momentum; hence the boundary conditions for the angles are
where Θ i are arbitrary constants at this stage. The equations (2.17),(2.20) are highly non-linear coupled equations and are probably impossible to solve directly. The strategy adopted [1] is to assume a series expansion for each of the unknown functions r(λ), θ i (λ). The expansion parameter is an appropriate power of the affine parameter λ and it can be motivated as follows. We compute the behavior of r(λ) near the horizon by examining the leading (in λ) behavior of the null condition, which is:
This together with a similar examination of the behavior of the θ i -geodesic equations near the horizon, motivates the following series expansion ansatz:
The boundary conditions (2.21) and (2.22) then imply that the following co-efficients vanish:
We thus have
The procedure to obtain the solutions to the geodesic equations [1] is to plug in the expansions (2.26) into the geodesic equations, obtain a series expansion of the equations in √ λ and solve order by order. One would obtain the coefficients c n 's and the b
n 's as functions of the constants Θ i . The solutions to the geodesic equations are hence functions of the affine parameter λ and the constants:
These solutions to the geodesic equations, which are functions of the affine parameter λ and the constants v, Θ 1 , Θ 2 , Θ 3 , are the transition functions between the isotropic co-ordinates t, r, θ 1 , θ 2 , θ 3 and the Gaussian null co-ordinates λ, v,
Before we implement this procedure we will ask ourselves the question: What is the minimal number of the c n 's and the b
n 's needed to check for the expectations one has for the horizon smoothness of the most generic solution?
g vv is C 3 in the three center solution i.e. the first fractional power in its series expansion is λ 7/2 at order seven. Hence when going form three to four and subsequently in every step one expects it to follow (P3) which means that in the in the most generic solution it is expected to have a series expansion with first fractional power λ 7/2 . To be able to compute to this order, from(A.117), we need only the coefficients c 1 − c 4 . g vΘ 1 and g vΘ 2 are C 2 in the three center solution i.e. the first fractional power in its series expansion is λ 5/2 at order five. Hence when going form three to four and subsequently in every step one expects it to follow (P3) which means that in the in the most generic solution it is expected to have a series expansion with first fractional power λ 5/2 . To be able to compute to this order, from(A.119), we need only the coefficients c 1 − c 4 . g vΘ 3 is vanishing and hence C ∞ in the three center solution. It is expected to follow (P2) which means that in the most generic solution it is expected to have a series expansion with first fractional power λ 5/2 . To be able to compute to this order, from(A.119),
we need only the coefficients c 1 − c 4 . g Θ i Θ i for all 1 ≤ i ≤ 3 are C 2 in the three center solution i.e. the first fractional power in its series expansion is λ 5/2 at order five. Hence they are expected to follow (P3) which means that in the in the most generic solution it is expected to have a series expansion with first fractional power λ 5/2 . To be able to compute to this order, from (A.120) (A.121) and (A.122), we need only the coefficients c 1 − c 6 and b
Hence it is expected to follow (P3). g Θ 1 Θ 3 and g Θ 2 Θ 3 are vanishing in the three center and hence expected to follow (P2). Hence to compute to this order for g Θ i Θ j for each 1 ≤ i = j ≤ 3, from (A.123), (A.124) and (A.125), we only need the co-efficients c 1 − c 6 , b
5 . To check the expectations for the components of the gauge field, it follows from (A.126), it follows that we need no more than the coefficients
To conclude, we set ourselves the much reduced goal of solving the geodesic equations only upto the point needed to obtain c 1 − c 6 and b
5 for each i = 1, 2, 3.
Solving the geodesic equations
We now solve the geodesic equations. It is convenient to solve the θ i -geodesic equations (2.17) together with the null condition (2.20). We will see that there is a decoupling of sorts that happens: the coefficients c 1 − c 6 are determined by the null condition, the coefficients b
are determined by the θ i -geodesic equation. the first two terms start at order minus two. Hence the first six non-trivial orders of the null condition, which are the orders from minus two to plus three, receive contributions from only the first two terms. The coefficeints in the √ λ-expansion of the second term i.e.ṙ 2 are clearly functions of the c n 's only; it is easy to see that the first six non-trivial orders are functions of the terms c 1 − c 6 . Hence the contribution ofṙ 2 to the orders from minus two to plus three contain precisely the c n coefficients we need to solve for. Similarly, we will see that the contribution of the first term i.e. −H to orders from minus two to plus three also contain only those c n coefficients that we need to solve for and no other coefficient. First, from (2.15), we can see that contributions from orders minus two to plus three come from the first black hole term µ 1 r 2 and only from the first four terms in the summation i.e. G 0 , rG 1 , r 2 G 2 and r 3 G 3 . The first black hole term's contribution to orders minus two to plus three will contain functions of the c n 's only; in fact they will be functions of the required c 1 − c 6 . Clearly G 0 is a constant and contributes only to order zero. Now consider rG 1 . It's √ λ-series expansion starts off from order one and since G 1 is a function of the isotropic angles, the coefficients could involve the b
n 's also. But a closer examination (using (2.26)) reveals that b
n 's start appearing only from order four onwards. Similarly in the √ λ-series expansion of r 2 G 2 and r 3 G 3 , the b
n 's start appearing only from order five and order six onwards respectively. Thus, we can see that the contribution of −H to orders minus two to plus three are functions of only the required c 1 − c 6 , with none of the b
n 's making an appearance. This means that we only need to examine the first six non-trivial orders of the null condition from orders minus two to plus three to obtain the required coefficients c 1 − c 6 . It turns out that at order minus two only c 1 occurs and hence gets determined. Then at order minus one c 2 occurs linearly and gets uniquely determined. At every successive order, the successive coefficient occurs linearly and gets uniquely determned. We can do all this readily by hand (no need of any computer algebra package) and obtain:
In the above, G n 's appearing are all functions of the Gaussian null co-ordinate angles Θ 1 , Θ 2 , Θ 3 . For any k-center solution, the result for c 1 − c 6 will still be given by (2.28), with the understanding that one has to replace with generalized Gegenbauer polynomials appropriate for k-center solution, i.e. the ones with k − 1 summands in (1.3). Hence the result (2.28) for c 1 − c 6 is independent of k (the number of arbitrarily positioned centers). This feature has it's origin in the fact that up to this order in the computation none of the b
n 's are accompanied by derivatives of the generalized Gegenbauer polynomials which will be different for different k. This independence from k of the results of c 1 − c 6 will feature in subsequent analysis. θ i -geodesic equations : We begin by working out the √ λ-series expansion of the θ igeodesic equations. The terms that we have not displayed in (2.17) are the ones proportional toθ jθk and start from order two. It turns out that for the purpose of determining b
, it is enough to consider only up to order one. The terms displayed are the ones that contribute to the first three orders from order minus one to plus one. Evaluating these orders using (2.26) shows that they are functions only of (i) the already determined coefficients c 1 − c 3 and of (ii)
n 's for j = i making an appearance (however, they do make an appearance from order two onwards). This is the decoupling alluded to earlier: for a given i, the required coefficients b
5 appear (earliest in the series expansion) only in the θ i -geodesic equation for that i. Hence, it does not matter what order we solve the θ i -geodesic equations in, as long as we consider them after obtaining the solution to the null condition. We thus obtain
where the F i (Θ 1 , Θ 2 , Θ 3 ) are defined in (2.18). Using the above, one can compute (2.27) and obtain
We have now obtained in (2.28), (2.29) and in (2.30) the minimally needed definition of the horizon co-ordinate system for the horion of the first black hole, with which we can check for the expecations we have for the degree of horizon smoothness.
Tensor components in Gaussian null co-ordinates
Now that we have obtained the transition functions to the required order in (2.28) -(2.30), we only need to substitute them in the tensor transformation law to obtain the tensor components in the Gaussian null coordinate system. For each component, we will compare the answer with the expectation for its degree of differentiability after having reviewed the expectation. First, let us dispense with those components which we do not have to evaluate. From the definition of the Gaussian null co-ordinate system, it follows (see [4] ) that the following metric components are constant and hence smooth functions; we will not evaluate them.
We will compute the following fifteen components, which are expected to be non-zero and not smooth:
Note that in all the formulae appearing here in 2.1.3 (and in 2.1.2), the generalized Gegenbauer polynomials are functions of the Gaussian null co-ordinate angles Θ i 's. For example, 
Recall that the expressions for c 1 − c 6 are independent of k in a certain way 2.1.2; that is, one can start with the answer for say two center or three center case (expressed in terms of generalized Gegenbauer polynomials) and to obtain the k-center answer one only has to replace with the generalized Gegenbauer polynomials relevant for the k-center solution (i.e.
the one with k − 1 summands in G 1 ). This feature of the coefficients c 1 − c 4 translates to the expressions for the tensor components g vv , A λ , and A v as well; we could just borrow the expressions for them from [4] and be assured of having obtained the correct answer. Note that these components are non-zero and non-smooth even in the two and three center cases.
Hence, according to our expectation, when going from three center to four center and in every subsequent step from k-center to k+1-center they follow (P3), that is, they will be modified for sure, but there will not be any modification in the series expansion and hence no modification in the degree of differentiability. That is, for every k, these components have the same degree of differentiability. Here, in the results (2.34)-(2.36), we see this expectation playing out.
We can even state precisely the modification: it is simply the replacement of the generalized Gegenbauer polynomial relevant to the k-center solution with the the generalized Gegenbauer polynomial relevant to the k + 1-center solution.
We then consider the second class of components, g vΘ i , A Θ i . Computations up to the required order of this class of components requires (A.119),(A.126) the expressions for c 1 − c 4 and their derivatives. We obtain:
For i = 1, 2, these components are non-zero and non-smooth in the three center solution. According to our expectation, when going from three center to four center and in every subsequent step from k-center to k + 1-center they follow (P3). That is, they are modified without any modificication in the degree of differentiability. We see these expectations playing out here. The modification is simply the replacement with the relevant generalized Gegenbauer polynomial. The absence of change in degree of differentiability is due to the fact that for all k-center solutions with k ≥ 3, G 1 is a function of both Θ 1 and Θ 2 . For i > 2, the components g vΘ i , A Θ i are zero in the three center solution. According to our expectation, when going step by step from three to four center to . . . etc, these components first follow either (P1) or (P2).
Subsequently after the first time (P2) is realized, they become non-zero and non-smooth, after which they follow (P3). This means that these components are smooth till a certain stage (for some k-center solution) after which they become non-smooth without changing the overall differentiability of the tensor field. We see this expectation playing out in the results above. For a given i, the components (2.37) and (2.38) are zero for all k-center solutions with k ≤ i and for k > i they become non-smooth without changing the differentiability of the tensor field. Now we consider the third and final class of components, g Θ i Θ j with 1 ≤ i, j ≤ 3. Computations up to the required order of this class of components requires (A.120)-(A.125) the expressions for c 1 − c 6 and their derivatives, and for b
5 and their derivatives. We obtain for the diagonal components,
and for the non-diagonal components,
where the ∆ (ij) are the following six second order differential operators:
with the Note that the diagonal components of g Θ i Θ i and the off-diagonal component g Θ 1 Θ 2 are non-zero in the three center solution. According to our expectation, when going from three center to four center and in every subsequent step from k-center to k + 1-center they follow (P3). That is, they are modified without any modificication in the degree of differentiability. We see this expectation being played out in (2.39), (2.40) because of (2.42). The off-diagonal components g Θ 1 Θ 3 and g Θ 2 Θ 3 vanish and are smooth for the three center solution. Hence the expectation is that they follow (P2), which means that they are C 2 functions. This expectation is realized in (2.40) again due to (2.42).
With the aid of the actual computations of tensor components in the Gaussian null coordinate system, we are able to see that the surmise we made for the k + 1-center horizon smoothness to the k-center horizon smoothness and the consequent expectations are all realized in reality. We have thus shown that the horizon smoothness is identical for all k-center solutions including the most generic solution, the ∞-center solution.
Not only is the horizon smoothness identical for all k-center solutions, we have seen that even an individual component (whenever it has a finite degree of differentiability) has identical series expansions and hence identical degree of differentiability for all k-center solutions (for which it has a finite degree of differentiability). Let us try to gather why this happens, component by component. g vv is a C 3 function for all k-center solutions, because all the odd orders in its √ λ-expansion upto order five vanish (2.34). And this vanishing is due to two reasons (A.117). The first is the series ansatz (2.26) which is due to the boundary conditions (2.21), (2.22), which clearly are independent of k. The second reason is that in the solution to the geodesic equations (2.28), c 2 = 0. There is an independence of k to the fact that c 2 = 0 in the solution to the geodesic equations. Recall from 2.1.2 that for the coefficients c 1 − c 6 the expressions are functions of the generalized Gegenbauer polynomials and it is the same expression for all k albeit with the understanding that it is the generalized Gegenbauer polynomial relevant for that k. Now c 2 (and also c 1 ) is a constant and takes the same value for all k. Now g vΘ i are C 2 functions (whenever their degree of differentiability is finite) for all k-center solutions, because all the odd orders in its √ λ-expansion upto order three vanish (2.37). This vanishing is due to two reasons (A.119), both independent of k; first again being the series ansatz (2.26) and the second being the fact that c 1 and c 2 are constant functions in the solution to the geodesic equations (2.28), as opposed to the apriori possibility that they are non-trivial functions of the Gaussian null co-ordinate angles. The components g Θ i Θ j are C 2 functions (whenever their degree of differentiability is finite) for all k-center solutions, because all the odd orders in the √ λ-expansion up to order three vanish (2.39), (2.40 ). This vanishing is due to four reasons (A.120)-(A.125), all independent of k. The first is again the series ansatz (2.26). The second is the previously appeared fact that c 1 and c 2 are constant functions in the solution to the geodesic equations. The third is the fact that c 3 , even if a different constant for different k, is a constant function, i.e. all its partial derivatives vanish. The second and third reasons cause the odd order terms up to order three in − In summary, the underlying reasons behind the statements: "The horizon smoothness identical for all k-center solutions, including the most generic solution, the ∞-center solution; The degree of differentiability of individual tensor components (when it is finite) is identical for all k-center solutions" seems to be the following three:
• (R1) The boundary conditions that determine the series ansatze for r(λ), θ i (λ) are identical for all k-center solutions.
• (R2) In the solution to the geodesic equations, the first three coefficients in the series expansion for r(λ), c 1 , c 2 , c 3 are constant functions as opposed to the a priori possibility that they can be functions of the Gaussian null co-ordinates Θ i , for all k-center solutions.
• (R3) The appearance of a set of second order differential operators ∆ (ij) and the fact that each of the summands appearing in the first generalized Gegenbauer polynomial G 1 are in the kernel of each of them, which implies ∆ (ij) (G 1 ) = 0 for all k-center solutions.
We will see that similar reasons show up in the d ≥ 6 multi center black hole and the multi center membrane solutions considered later.
So far, we have considered the most convenient way of characterizing the various k-center solutions. By convenient we mean the following. We chose a co-ordinate system for the transverse Euclidean space (1.1). For the two center solution, the line of black holes was conveniently chosen to be the x 1 axis. This makes the harmonic function a function of only one angle θ 1 . We had generalized Gegenbauer polynomial a function of the one angle θ 1 and G 1 consists of the first summand in (1.11). Then for the three center solution, the plane in which the black holes are in was conveniently chosen to be the span of the x 1 and x 2 axes. This makes the harmonic function a function of the first two angles θ 1 and θ 2 . The generalized Gegenbauer polynomial is a function of θ 1 and θ 2 and G 1 consists of the first two summands in (1.11). We had a convenient succession in that the k-center solution (k ≤ d − 2) had a dependence on the first k − 1 angles θ 1 , . . . θ k−1 ; the k-center generalized Gegenbauer polynomials are functions of these angles and the G 1 consists of the first (k-1) summands in (1.11). And so on. But clearly one can think of inconvenient ways to characterize the various k-center solutions. Even for the two center solution, one can choose the line of black holes to be an arbitrary line, different from any of the x i -axes. Then, even for the two center solution, one would have a dependence on all isotropic angles θ i and the generalized Gegenbauer polynomials would be functions of all isotropic angles and G 1 would be consists of all the summands in (1.11). This inconvenient way of starting the problem can be done for any k-center solution.
The results here in 2.1.2 and 2.1.3 can be seen as a solution to the k-center problem with the above inconvenient characterization. For this one only has to note that the charges µ J 's and co-ordinates R terms of them. One would like to think this also partially answers the question as to why the degree of horizon smoothness is identical for all k-center solutions.
Solution in an alternate isotropic co-ordinate system
In this section, we will consider an alternate isotropic co-ordinate system. An isotropic coordinate system is the t co-ordinate that appears in (2.13) and any co-ordinate system for the transverse Euclidean space. Instead of (1.1), we will choose the following co-ordinates for the transverse R 4 , which basically amounts to choosing an alternate co-ordinate system for the three sphere.
x 1 = r sin θ 1 cos θ 2 , x 2 = r sin θ 1 sin θ 2 , x 3 = r cos θ 1 cos θ 3 , x 4 = r cos θ 1 sin θ 3 , (2.43) in which the flat metric takes the form
For the above alternate isotropic co-ordinate system, we are still using the co-ordinates t, r, θ 1 , θ 2 , θ 3 . The t and r here are the same as the previous isotropic co-ordinates with the same name, but the θ i are clearly different. We choose to retain the same names so that we do not have to rewrite many of the formulae. The definition of the generalized Gegenbauer polynomials proceeds along the lines of (1.3)-(1.11) but with (1.3) replaced by
and (1.11) replaced by
The harmonic function is (2.15) but with the above defined G n 's. Note that there is no convenient way to choose the line of black holes in the two center solution so that the solution depends on only one angle. The best one can do is the solution depends on at least two angles, generically it depends on all angles. Unlike the previous isotropic co-ordinate system used in 2.1.1-2.1.3, there is no convenient succession: two center depends on one angle, three center depends on two angles, k-center depends on k − 1 angles etc. We should think of any k-center solution described generically so that the solution and the generalized Gegenbauer polynomials depends on all angles and the first one G 1 contains all summands. Different k's correspond to different values for the co-ordinate positions R (i) in (2.45).
To construct the Gaussian null co-ordinate system for the first horizon, we will follow the steps laid on in 2.1.1. The only changes to be made from there are that in the θ i -geodesic equation (2.17) we now have 5 for each i = 1, 2, 3. Now we solve the null condition first (2.49). As before 2.1.2, to obtain c 1 − c 6 we only need to consider the first two terms. Since the harmonic function here has the same form as before (2.15), we readily have the solution from the null condition:
In all the results from (2.50) onwards here in 2.1.4, the G n 's are the generalized Gegenbauer polynomials defined here (involving (2.45) and are functions of Θ 1 , Θ 2 , Θ 3 . Now, we consider the θ i -geodesic equations. All considerations in 2.1.2 hold again, there is a decoupling between the equations at least for the required coefficients and we obtain the solution:
where Thus, the result of the computations in this alternate isotropic co-ordinate system (2.43) is also that: the horizon smoothness is identical for all k-center solutions including the most generic solution, the ∞-center solution and the degree of differentiability of individual tensor components (when it is finite) is identical for all k-center solutions. Again the underlying reasons are the same as the (R1), (R2) and (R3) given in 2.1.3; but with a different set of ∆ (ij) 's ((2.52) in place of (2.41)) in (R3).
We have worked with two different co-ordinate systems for the sphere in the transverse space, one here in 2.1.4 the other in 2.1.1-2.1.3, and obtained almost identical answers, for the transition functions and for the tensor components in the Gaussian null co-ordinate system, and identical conclusions for horizon smoothness and the degree of differentiability of individual components, (R1), (R2) and (R3) . This suggests that perhaps there is a way of solving the problem independent of choosing a particular co-ordinate system for the transverse sphere; perhaps the ∆ (ij) 's appearing in (2.41) and (2.52) are the same operators. We will not pursue this here, though.
d ≥ 6
We treat all dimensions bigger than five simultaneously. The procedure is identical to the d = 5 case. We will be brief here.
Constructing the Gaussian null co-ordinate system
We need to solve the geodesic equations for the most generic solution. The solution to the t-geodesic equations is identical to the d = 5 case.
Again t(λ) is determined via (2.54) in terms of r(λ), θ 1 (λ), . . . θ d−2 (λ), which are obtained by solving simultaneously the other geodesic equations. We will solve the "θ i -geodesic" equations for i = 1, 2, . . . d − 2,
55) where The boundary conditions are identical to the d = 5 case
Again we assume a series expansion for each of the unknown functions r(λ), θ i (λ). The expansion parameter is an appropriate power of the affine parameter λ and is determined as before. Near the horizon, the leading (in λ) behavior of the null condition:
Hence we assume the following series expansion ansatz :
The boundary conditions (2.21), (2.22) imply the following coefficients vanish
(2.63)
The procedure to obtain the solutions to the geodesic equations is to plug in the expansions (2.63) into the geodesic equations, obtain a series expansion of the equations in λ 
Before we implement this procedure, as before, we will ask ourselves the question: What is the minimal number of the c n 's and the b
We start with g vv whose tensor transformation law is given by g vv = −H −2 and using (2.63) we can see that its series expansion starts from λ 2 . In the three center solution [4] , it has non-zero coefficients only for λ 2 , λ 3 and for λ 3d−8 d−3 terms, thus making it a C 3 function. In going from three to four center etc we expect that g vΘ i follows (P3). Hence we expect that g vv in the most generic solution will have a similar series expansion and to check this we will need to know the coefficients c 1 − c d−1 . Next, we consider g vΘ i whose tensor transformation law is given by g vΘ i = ∂ Θ i T H 2 and using (2.63) we can see that their series expansion starts from λ 1 . In the three center solution [4] (for i = 1, 2) they have non-zero coefficients only for λ 
and using (2.63) we can see that their series expansion starts from λ 0 . In the three center Hence we expect that g Θ i Θ j in the most generic solution will have a similar series expansion and to check this we will need to know the coefficients c 1 − c d and b
, which is also enough, it turns out to check the expectiations for g Θ i Θ j with i, j > 2. For A λ , the tensor transformation law is given by A λ = H and using (2.63) we can see that its series expansion starts from λ −1 . In the three center solution [4] , it has non-zero coefficients only for λ 0 and for
d−3 terms λ 0 (apart from a pure gauge term at λ −1 ) thus making it a C 0 function. In going from three to four center etc we expect that A λ follows (P3). Hence we expect that A λ in the most generic solution will have a similar series expansion and to check this we will need to know the coefficients c 1 − c d−1 . For A v , the tensor transformation law is given by A v = −H −1 and using (2.63) we can see that its series expansion starts from λ 1 . In the three center solution [4] , it has non-zero coefficients only for λ 1 , λ 2 and for λ 2d−5 d−3 terms, thus making it a C 2 function.
In going from three to four center etc we expect that A v follows (P3). Hence we expect that A v in the most generic solution will have a similar series expansion and to check this we will need to know the coefficients c 1 − c d−1 . For A Θ i , the tensor transformation law is given by
and using (2.63) we can see that its series expansion starts from λ 0 . In the three center solution [4] , A Θ i for i = 1, 2 has non-zero coefficients only for λ 0 , λ 1 and for λ d−2 d−3 terms, thus making it a C 1 function. In going from three to four center etc we expect that A Θ i follows (P3). Hence we expect that A Θ i , i = 1, 2 in the most generic solution will have a similar series expansion and to check this we will need to know the coefficients c 1 − c d−1 ; which it turns out is sufficient to check for the expectations of A Θ i , i > 2 as well.
To conclude, we set ourselves the much reduced goal of solving the geodesic equations only upto the point needed to obtain c 1 − c d and b
Solving the geodesic equations
We now solve the geodesic equations. It is convenient to solve the θ i -geodesic equations (2.55) together with the null condition (2.58). As it happened for d = 5, we will see that there is a decoupling of sorts that happens: the coefficients c 1 − c d are determined by the null condition, the coefficients b n 's making an appearance. We need only a subset of them, c 1 − c d which we readily obtain:
Note that
In the above, and in every formula in 2.2.2, G n 's appearing are all functions of the Gaussian null co-ordinate angles Θ 1 , . . . n 's are accompanied by derivatives of the generalized Gegenbauer polynomials which will be different for different k. This independence from k of the results of c 1 − c d will feature in subsequent analysis. θ i -geodesic equations : We begin by working out the series expansion of the θ i -geodesic equations. The terms that we have not displayed in (2.55) are the ones are proportional toθ jθk and start from order two. The terms displayed are the ones that contribute to the first d − 2 orders from order −(d − 4) to plus one. Evaluating these orders using (2.63) shows that they are functions only of (i) the already determined coefficients c n 's (2.66) and of (ii) b n 's for j = i making an appearance (however, they do make an appearance from order two onwards). Thus we have a decoupling similar to the d = 5 case: for a given i, the required coefficients b 
Using the above, one can compute (2.64) and obtain
We have now obtained in (2.66), (2.68) and in (2.69) the minimally needed definition of the horizon co-ordinate system.
Tensor components in Gaussian null co-ordinates
To obtain the series expansions of the components of the metric and gauge fields in the Gaussian null co-ordinate system for the most generic solution, we plug in the transition functions obtained in 2.2.2 into the tensor transformation laws. Again we do not need to compute the components given in (2.32). The other metric components are given by:
In the above
is defined in (2.56) and the ∆ (ij) 's are second order differential operators,
of them, that have appeared already in (2.41). The components of the gauge field are given by: With the aid of the actual computations of tensor components in the Gaussian null coordinate system, we are able to see that the surmise we made for the k + 1-center horizon smoothness to the k-center horizon smoothness and the consequent expectations are all realized in reality. We have thus shown that the horizon smoothness is identical for all k-center solutions including the most generic solution, the ∞-center solution. Not only is the horizon smoothness identical for all k-center solutions, we have seen that even an individual component (whenever it has a finite degree of differentiability) has identical series expansions and hence identical degree of differentiability for all k-center solutions (for which it has a finite degree of differentiability).
Again we gather the underlying reasons behind this:
• (R2) In the solution to the geodesic equations, the first d − 2 coefficients in the series expansion for r(λ), c 1 , c 2 , . . . c d−2 are constant functions as opposed to the a priori possibility that they can be functions of the Gaussian null co-ordinates Θ i , for all k-center solutions.
3
The most generic multi center M 2 branes
The multi center M2 brane solutions we investigate are (bosonic) solutions to eleven dimensional supergravity. Following is the solution in isotropic co-ordinates:
where ds 2 R 8 is the flat metric of the transverse Euclidean space R 8 . H is a harmonic function in the transverse Euclidean space:
We will first introduce the co-ordinate system for the transverse Euclidean space given in (1.1), (1.2) with the substitution d = 9. Later, in 3.0.7, we will consider a different co-ordinate system. Thus, the co-ordinates in the isotropic co-ordinate system are t, x, y, r, θ 1 , . . . θ 7 . The harmonic function for the most generic multi center M2-brane solution is given in (1.9) with d = 9.
Constructing the horizon co-ordinate system
The horizon co-ordinate system for the membrane horizon was worked out in [3] . It is similar to the Gaussian null co-ordinate system in that it is constructed out of the radial null geodesics: the solutions to the geodesic equations provide transition functions to a co-ordinate system which covers the horizon. Hence we consider the solution to geodesic equations. are Killing vector fields of the metric, due to which the t-geodesic, x-geodesic and y-geodesic equations can be integrated once:
We will solve (3.81) in the following way [3] ,
where f, g and h are arbitrary smooth functions of the integrations constants v, X and Y . We chose to introduce the arbitrary smooth functions f, g, h of integration constants in the above manner because a simple choices such as constant functions or all of them functions of one variable only, won't provide a good horizon co-ordinate system. It turns out that a completely arbitrary choice of functions f, g, h does not work either. They will need to satisfy various conditions (see [4] for all details). that we will encounter along the way. Although we do not have a solution to all the constraints that the f, g, h would need to satisfy by the end of the analysis, we do have many examples:
For the other functions, we solve the θ i -geodesic equations
where which after using (3.82) becomes
We can now use one of the freedoms in defining the affine parameter to set
The boundary conditions are as before:
The boundary conditions (3.89) imply the following coefficients vanish
The procedure to obtain the solutions to the geodesic equations is to plug in the expansions (3.93) into the geodesic equations, obtain a series expansion and solve order by order. One would obtain the coefficients c n 's and the b
. We then get from (3.82)
Before we implement this procedure, as before, we will ask ourselves the question: What is the minimal number of the c n 's and the b 
Solving the geodesic equations
We now solve the geodesic equations. It is convenient to solve the θ i -geodesic equations (3.84) together with the null condition (3.87). As it happened for black holes, we will see that there is a decoupling of sorts that happens: the coefficients c 1 −c 8 are determined by the null condition, the coefficients b
9 for any i are determined by the θ i -geodesic equation for that i. Let us reiterate that in the rest of this section, i.e. 3.0.5 and 3.0.6, all the generalized Gegenbauer polynomials that will be encountered are functions of the horizon co-ordinates G n (Θ 1 , . . . Θ 7 ).
Null condition: We again repeat the steps as in 2.1.2 and 2.2.2. The important features of that computations repeat themselves here and we obtain: 
where the F i (Θ 1 , . . . Θ 7 ) are defined in (3.85). Using the above in (3.95) we have
In (3.94), (3.96) and (3.97), we have obtained the minimally needed definiton of the horizon co-ordinate system.
Tensor components in horizon co-ordinates
To obtain the series expansions of the components of the metric and gauge fields in the Gaussian null co-ordinate system for the most generic solution, we plug in the transition functions obtained in 3.0.5 into the tensor transformation laws. Again we do not need to compute some of the metric components [4] :
Hence the above metric components are smooth. The other metric components are given by:
where z 1 -z 3 and q 1 -q 6 are the following smooth functions: [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 3 . Clearly the result in (3.100) confirms this expectation.
The components g vΘ i , g XΘ i and g Y Θ i for i = 1, 2 are C 4 functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 4 . The result in (3.101) confirms this expectation. The components g vΘ i , g XΘ i and g Y Θ i for i > 2 are C ∞ functions in the three center solution [4] . In going from three to four to . . . ∞ at some stage we expect (P2) and hence they should be at least C 3 .
The result in (3.101) confirms this expectation. Before discussing the g Θ i Θ j components we note that, just like for the black hole case, we have
The diagonal components g Θ i Θ i are C 3 functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 3 . The result in (3.102) together with (3.105) confirms this expectation. The off-diagonal components g Θ i Θ j for 1 ≤ i, j ≤ 2 are C 4 functions in the three center solution [4] .
In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 4 . The result in (3.103) together with (3.105) confirms this expectation.
The off-diagonal components g Θ i Θ j for i, j > 2 are C ∞ functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P2) at some stage and be at least C 3 . The result in (3.103) together with (3.105) confirms this expectation. The non-trivial components of the tensor gauge field C in horizon co-ordinates are given by:
The components C vXY is C 4 functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be
The result in (3.106) confirms this expectation. The components C vXλ , C vY λ and C XY λ are C 2 functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 2 . The result in (3.107) confirms this expectation. The components C vXΘ i , C vY Θ i and C XY Θ i for i = 1, 2 are C 3 functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P3) and be C 3 . The result in (3.108) confirms this expectation. The components C vXΘ i , C vY Θ i and C XY Θ i for i > 2 are C ∞ functions in the three center solution [4] . In going from three to four to . . . to the most generic solution, we expect these components to follow (P2) at some stage and be at least C 2 . The result in (3.108) confirms this expectation. Here again, we are able to see that the surmise we made for the k + 1-center horizon smoothness to the k-center horizon smoothness and the consequent expectations are all realized in reality. We have thus shown that the horizon smoothness is identical for all k-center solutions including the most generic solution, the ∞-center solution. Not only is the horizon smoothness identical for all k-center solutions, we have seen that even an individual component (whenever it has a finite degree of differentiability) has identical series expansions and hence identical degree of differentiability for all k-center solutions (for which it has a finite degree of differentiability). Again we gather the underlying reasons behind this:
• (R2) In the solution to the geodesic equations, the first 7 coefficients in the series expansion for r(λ), c 1 , c 2 , . . . c 7 are constant functions as opposed to the a priori possibility that they can be functions of the Gaussian null co-ordinates Θ i , for all k-center solutions.
Solution in an alternate isotropic co-ordinate system
In this section, we will consider an alternate isotropic co-ordinate system. Instead of (1.1),
we will choose the following co-ordinates for the transverse R 8 , which basically amounts to choosing an alternate co-ordinate system for the seven sphere.
x 1 = r cos θ 1 cos θ 2 cos θ 4 , x 2 = r cos θ 1 cos θ 2 sin θ 4 , x 3 = r cos θ 1 sin θ 2 cos θ 5 , x 4 = r cos θ 1 sin θ 2 sin θ 5 , x 5 = r sin θ 1 cos θ 3 cos θ 6 , x 6 = r sin θ 1 cos θ 3 sin θ 6 , x 7 = r sin θ 1 sin θ 3 cos θ 7 , x 8 = r sin θ 1 sin θ 3 sin θ 7 , The definition of the generalized Gegenbauer polynomials proceeds along the lines of (1.3)-(1.11) but now we would have The harmonic function is the formally the same as before, but with the above defined G n 's. To construct the Gaussian null co-ordinate system for the first horizon, we will follow the steps laid on in 3.0.4. The only changes to be made from there are that in the θ i -geodesic equation n 's needed to check for our expectations? Due to unchanged series expansion ansatze and the similar formula for the harmonic function, the conclusion does not change. Hence we again have the reduced goal of solving the geodesic equations only upto the point needed to obtain c 1 − c 8 and b Thus, the result of the computations in this alternate isotropic co-ordinate system (3.109) is also that: the horizon smoothness is identical for all k-center solutions including the most generic solution, the ∞-center solution and the degree of differentiability of individual tensor components (when it is finite) is identical for all k-center solutions. Again the underlying reasons are the same as the (R1), (R2) and (R3) given in 3.0.6; but with a different set of ∆ (ij) 's in (R3).
Conclusion and Outlook
The results of this paper is an end point to a certain line of investigation. The results for the smoothness of the horizon for two center solutions were obtained in [1] for the black holes and by us in [3] . Motivated by the fact that there is perhaps some connection between the reduced horizon smoothness of multi center solutions and their reduced symmetry, the investigations in [4] for three center solutions were taken up and with the aid of the tool of generalized Gegenbauer polynomials the results were obtained. Even there, after it was shown that the three center and two center horizons have the same smoothness, it became clear that there is no truth to the connection mentioned above. There certainly was no expectation that the less symmetric k-center solutions should be less smooth. But, still the question remained as to what is the smoothness of the horizon in these k-center solutions. The results of [4] and the lessons drawn from them, seem to suggest that all k-center solutions have identical horizon smoothness. Still, the task of verifying this, seemed formidable, essentially due to the absence of transverse spatial isometries. In this paper, we have just performed this computation and verified the expectations that were coming from the investigations in [4] . Now that these lengthy calculations have been done, tabulated and reported, one would like to ask the question if there is an easier way to obtain these results. One easier way could perhaps be to somehow work with the cartesian co-ordinates in the transverse space. The fact that the series expansions for the g Θ i Θ j seem to be all so similar (see (2.39) and (2.40)) may be significant. Perhaps the ∆ (ij) 's have a simple form in terms of the cartesian co-ordinates. Another easier way to obtain these results could perhaps be based on the fact that in a particular setup the two center solution and the most generic solution are identical except for the difference in some constants. And perhaps there is a way to show that the final answers are independent of these constants. A natural question which has been asked before is that of the possibility of making these horizons smooth by considering the multi center solutions as solutions to appropriate higher derivative theories. For the black hole two center solution, this was already attempted in [2] for a class of higher derivative terms. From the results of our work, we can expect that, if one were to succeed in analyzing the collinear solution, which is considerably easier due to its many spatial isometries, and show that the horizon is smooth in a certain higher derivative theory, the horizons in the most generic multi center solution will also be smooth.
Finally, we are led to the question of the significance, if any, for M-theory physics, of the result of this paper that the metric is C 3 and the tensor gauge field C 2 at the multi M2 horizon.
For example, via the AdS-CFT correspondence, does it have some implication for appropriate correlators in the dual three dimensional field theories? We will leave these investigations for the future.
A Series expansions for tensor components prior to solving the geodesic equations
Prior to solving the geodesic equations and constructing the Gaussian null co-ordinate system for the horizon in the most generic d = 5 black hole solution, in 2.1.1, we asked the question: What is the minimal number of the coefficients c n 's and the b (i)
n 's needed to check for the expectations one has for the horizon smoothness of the most generic solution? Here we collect all the formule needed to answer this question, obtained by plugging in the series expansion ansatze (2.26) into the tensor transformation laws. In the following, we should note that the coefficeints are functions: c n (
