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Nuclear magnetic resonance (NMR) is a tool used to probe the physical and chemical 
environments of specific atoms in molecules. This research explored small molecule 
analogues to biological materials to determine NMR parameters using ab initio 
computations, comparing the results with solid-state NMR measurements. Models, such 
as dimethyl phosphate (DMP) for oligonucleotides or CuCl for the active site of the 
protein azurin, represented computationally  unwieldy macromolecules. 31P chemical 
shielding tensors were calculated for DMP as a function of torsion angles, as well as for 
the phosphate salts, ammonium dihydrogen phosphate (ADHP), diammonium hydrogen 
phosphate, and magnesium dihydrogen phosphate. The computational DMP work 
indicated a problem with the current standard 31P reference of 85% H3PO4(aq.). 
Comparison of the calculations and experimental spectra for the phosphate salts indicated 
ADHP might be a preferable alternative as a solid state NMR reference for 31P. 
Experimental work included magic angle spinning experiments on powder samples using 
the UNL chemistry  department’s Bruker Avance 600 MHz NMR to collect data to 
determine chemical shielding anisotropies. For the quadrupolar nuclei of copper and 
scandium, the electric field gradient was calculated in diatomic univalent metal halides, 
allowing determination of the minimal level of theory necessary to compute NMR 
parameters for these nuclei. 
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Chapter 1
Introduction to NMR and ab initio Calculations
Summary
 Solid state nuclear magnetic resonance (NMR) probes anisotropic parameters —
those which depend on direction — which can describe the electronic environment 
around the active nucleus, giving information about structure, and on occasion, 
intramolecular interactions. NMR has a rich experimental history, and, as computational 
resources have evolved, it has become amenable to calculation. Both experiment and 
computation are important in best utilization of NMR. This dissertation focuses on NMR 
parameters for three elements and their NMR active nuclei: phosphorus-31, scandium-45, 
copper-63, and copper-65. Many texts on solid-state NMR are available (1-5), so this 
chapter will present just a brief overview of NMR experiment and computation.
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1.1 Introduction
 NMR is a tool used to probe the physical and chemical environments of specific 
atoms in molecules and has been used on bulk samples since 1946 (6, 7). Magnetically 
active nuclei have a non-zero spin (S ! 0); these nuclei interact with a magnetic field. 
Nuclei with spin greater than one-half (S " 1) are called quadrupolar nuclei, which in 
addition to all of the interactions of spin-# nuclei, also have an electric quadrupole 
coupling.
 Some NMR parameters can be calculated but are not practically  measurable. 
Theoretical chemistry may be purely  ab initio (from first  principles) or semi-empirical, 
that is, including coefficients that are empirically measured and applied. Use of these 
calculations can be used to complement, support, or confirm experiment; determine 
unmeasurable quantities; predict; or explain.
 Computers have been in use since the 1940s for solving quantum mechanical 
wave equations. As physical size has decreased and storage and speed has increased, 
quantum mechanical calculations have advanced in accuracy, but there still exist trade-
offs between accuracy and resource utilization. NMR spectroscopists will use ab initio, 
semi-empirical, and empirical methods to explore complete systems and models of 
systems to achieve this balance.
 Ab initio calculations of NMR parameters first became useful in the 1960s when 
the gauge origin problem was addressed (8-10). NMR computations were done mostly on 
first row elements through the mid-1990s (11) when the computational capacities opened 
up to the second row, specifically for phosphorus-31, and for transition metals.
2
 Work on the chemical shielding anisotropy ($!), specifically, also has a long 
history (12). The calculation of the chemical shielding is demanding, partially due to the 
small size of the parameter. Advances in computer technology has brought forward the 
ability  of chemists to make more accurate calculations. Advances in theoretical 
techniques also has contributed to our ability  to produce better and better calculations. 
Early efforts into ab initio calculations started shortly  after the first NMR measurements 
were made. Great strides were made around 1980 and the computational advances have 
then truly grown the capabilities in the last three decades. 
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1.2 Theory
 NMR measures the properties of nuclei that are magnetically active. These 
properties give the difference in energies between a system in a magnetic field and in no 
field. Most atomic nuclei have a non-zero spin. Angular momentum is a quantized value 
in quantum mechanics of which there are two types. The first is orbital angular 
momentum, an analogue of rotational angular moment from classical mechanics, 
indicated by L. The second is spin angular momentum, indicated by S. The total spin 
angular momentum of a system is of the form:  
 
 
S S +1( )!" #$
1 2
!   S = 0, # , 1,  3⁄2, …        (1.1)
where " is Planck’s constant divided by 2#. Operators are assigned to the spin angular 
momentum for each of the components, Sx, Sy, Sz. 
 A spin-# nucleus has two states of quantum number mS = ±# which are 
degenerate until a magnetic field is applied. In the magnetic field, the degeneracy  is 
lifted, and the system comes to Boltzmann equilibrium, as shown in figure 1.2.1. A 
perturbation, in the case of NMR, a radiofrequency pulse, knocks the spins out of 
equilibrium. The return to equilibrium is measured and gives information about the 
nuclear environment.
 Fundamentally, quantum mechanics relies on a wave function (%) describing a 
physical system. Operators then act on the wave function to render observable properties 
of the system. The well-known Schrödinger equation is 1.2.
4
Figure 1.2.1: The degenerate energy of spin-# nuclei split  when a magnetic field is 
applied, and precess as shown on the right.
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  H! = E!              (1.2)
 Typically, there are five contributions to the Hamiltonian: the kinetic energies of 
the electrons, the kinetic energies of the nuclei, the attraction of the electrons to the 
nuclei, the repulsion between electrons, and the repulsion between nuclei. In the case of 
NMR, there is an additional term due to the interaction of nuclei with the magnetic field.
(NMR is less-commonly done on paramagnetic systems, where there is also an electron-
spin/magnetic field interaction.) Terms associated with the magnetic field must be 
considered, and all relevant terms in the NMR Hamiltonian are shown in equation 1.3. 
The full Hamiltonian contains contributions from the static Zeeman interaction, 
radiofrequency  irradiation, the chemical shielding, dipole-dipole coupling, J-coupling, 
and quadrupole coupling as seen in equation 1.3.
 
 
H total = H Z +H RF +H CS +H D +H J +H Q         (1.3)
 The magnetic field is assigned the vector B. The magnetic field generated by 
moving charges is called a magnetic moment, µ. The energy of this interaction is given as 
equation 1.4, and is dependent on the relative direction of the vectors.
  E = !µ "B              (1.4)
The spin and magnetic moment are proportional via a constant called the gyromagnetic 
ratio, $, which is inherent to the nucleus. The relation is shown by equation 1.5.
  µ = ! S              (1.5)
When a magnetic field is applied to a spin, the resulting motion is spin precession. Spins 
cannot align parallel to the magnetic field because of the Heisenberg principle. Therefore, 
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the spins must be at an angle to the field and the equation of motion entails this 
precession about the field. The frequency of this precession is given by equation 1.6, 
indicated by  %0 and called the Larmor frequency, and the Zeeman interaction 
Hamiltonian is given by equation 1.7.
  !0 = "# B0              (1.6)
  H Z =!0Sz              (1.7)
Often NMR spectrometers will be referred to by  the Larmor frequency of the light 
isotope of hydrogen, 1H, in the field of the magnet. For instance, a 11.7433 Tesla magnet 
will be called a “500” after the Larmor frequency of hydrogen in MHz in that field. 
 For a sample, the total nuclear magnetization arises as a sum of the individual 
spin vectors. All the magnetically equivalent spins act as an ensemble, that is they 
function independently, but are identical systems. Once the Larmor frequency has been 
established in a magnetic field by the ensemble, the system must be perturbed to change 
the precession. After the perturbation, the ensemble will go back to the previous 
equilibrium, called relaxation. 
 The perturbation comes in the form of a radiofrequency  (r.f.) pulse. The r.f. pulse 
adds a second magnetic field to the spin in addition to the static field of the magnet. This 
r.f. field is a weak oscillating field resonant with the precession of the spin, the effect of 
which accumulates over the time the r.f. is applied. The spin Hamiltonian during a r.f. 
pulse contains a second term:
  H (t) =!0Sz +H RF (t)            (1.8)
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The r.f. Hamiltonian is given by equation 1.9.
 
 
H RF t( ) ! "
1
2 # BRF cos $ ref t + %p( )Sx + sin $ ref t + %p( )Sy{ }        (1.9)
where !p is the phase of the r.f. pulse and %ref is the spectrometer reference frequency. 
The spin Hamiltonian is time-dependent under the r.f. pulse. Therefore, the notion of a 
rotating frame with appropriate approximations is introduced to give the appearance of 
time-independence. The rotating frame for NMR is a reference frame which rotates about 
the z-axis. Because the resonant part of the r.f. field is rotating, the rotating frame is 
picked to make the r.f. field look static. Overall then, the Hamiltonian during the pulse in 
the rotating frame becomes equation 1.10.
 
 
H RF = !0 "! ref( )Sz + 12 # BRF Sx cos$ p + Sy sin$ p( )      (1.10)
At this point, there is precession of the magnetization about this field, bringing the 
longitudinal component, Mz, down to the transverse components, either Mx or My. After 
transverse magnetization has been developed by the pulse, the r.f. is turned off. 
Chemical Shielding Interaction
 The next term in the total NMR Hamiltonian, equation 1.3, is the chemical 
shielding interaction. The chemical shielding Hamiltonian is given by equation 1.11.
  H CS = !" S # $ #B0           (1.11)
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where ! is the chemical shielding, a second rank tensor. The symmetric part of the 
chemical shielding tensor can be diagonalized, giving three principal values:
 
 
! =
!11 0 0
0 ! 22 0
0 0 ! 33
"
#
$
$
$$
%
&
'
'
''
         (1.12)
The observed chemical shift  depends on the principal axis components as shown in figure 
1.2.2 and equations 1.13 and 1.14 (13).
 ! obs = !11 cos2"1 +! 22 cos2"2 +! 33 cos2"3        (1.13)
 cos2!1 + cos2!2 + cos2!3 = 1          (1.14)
The orientation of the tensor axis must be defined relative to the magnetic field. This is 
done by direction cosines, the cosines in equation 1.13 and 1.14. The principal axis 
components are defined as equation 1.15, where !33 is the largest component after 
removing the isotropic shielding, !iso, defined as 1/3 the trace, shown in equation 1.16. So 
for any other magnetic field relative to the origin of the principal axes, the observed 
chemical shielding is a function of the three principal values and the direction cosines of 
the magnetic field in the molecular frame (14).  
 ! 33 " !11 " ! 22           (1.15)
 ! iso =
1
3 !11 +! 22 +! 33( )          (1.16)
9
Figure 1.2.2: The principal axis components of the chemical shielding tensor relative to 
the applied magnetic field.
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 The principal values are often given in terms of three other parameters more often 
used in the NMR literature. These are the isotropic shielding given in equation 1.16, the 
chemical shielding anisotropy ($!), and the asymmetry parameter, &. 
 The orientation-dependent component of the chemical shielding is $!. In liquids, 
this information is averaged out to give only isotropic values. However, because the 
atoms are held in rigid positions relative to the magnetic fields, the frequency shifts due 
to $! can be observed in solids. The NMR frequency shift, ', due to the chemical 
shielding is given by equation 1.17.
 
 
! = "
2#
B0 1$ %( )           (1.17)
 Unfortunately, two different notations for the principal values are used throughout 
the NMR literature. IUPAC recently  clarified the two different notations for the principal 
components (15). 
 The chemical shielding anisotropy, $!, is defined as equation 1.18 and the 
asymmetry parameter, &, is defined as equation 1.19.
 
 
!" = " 33 #
"11 +" 22
2
$
%&
'
()
         (1.18)
 
 
! =
" 22 # "11( )
" 33
          (1.19)
The shielding anisotropy can be positive or negative or zero. The asymmetry parameter 
can only have values 0 & & & 1. If the tensor is axial (!11 = !22), then & is zero.
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 Unfortunately, another and different commonly used definition for shielding 
anisotropy exists, equation 1.20, which is written according to the Haeberlen notation (3). 
  ! = " zz # " iso            (1.20)
 Prior to 1993, anisotropy and asymmetry  were the only relevant terms when 
discussing shielding tensors. Two other terms are sometimes also used, the span and skew
(16). These are not necessary when discussing $! and asymmetry but are defined as 
equations 1.21 for span and 1.22 for skew for completeness.
  ! = " 33 # "11            (1.21)
 
 
! =
" iso # " 22
$
           (1.22)
 In NMR, absolute frequencies, so therefore the absolute chemical shielding, can 
be calculated, but are not measured. The theoretical calculations produce the orientation 
of the principal axes of the calculated tensor and supply the link connection between the 
measured individual components of the tensor and the molecular framework. (17) 
Instead, in NMR, we use a quantity called the chemical shift, which is the negative of the 
shielding relative to some reference compound.
 
 
! =
" reference #"sample
" reference
$
%
&
'
(
)          (1.23)
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where ( is the chemical shift and 'reference is the measured reference. Chemical shifts are 
expressed in units of parts per million (ppm). The isotropic chemical shift is often used in 
liquids as a primary means of characterization, but it is also useful in solids.  
 The chemical shielding calculation is often done as a second derivative of the 
molecular energy with respect to the external magnetic field and nuclear magnetic 
moment.
Dipole-Dipole Interaction and J-coupling
 The dipole-dipole interaction gives a Hamiltonian summing over all pairs of 
spins. For example, in the case of phosphorus NMR, all phosphorus spins are isotopically 
the same, and therefore the dipole-dipole interaction is described by  the homonuclear 
dipole-dipole Hamiltonian, equation 1.24 and other spins are usually  decoupled by 
experiment.
 
 
H DD = !
µ0
4"
# 2!
r3
1
2
3cos2$ !1( ) 3Sz2 ! S2%& '(        (1.24)
where µ0 is the vacuum permeability  = 4' ( 10–7 H m–1, r is the distance in meters 
between the two spins, and ) is the angle between the vector joining the spins and the 
applied magnetic field. When ) =54.74o, the entire Hamiltonian becomes zero (18, 19). 
 The J-coupling arises from the coupling between nuclear dipoles through bonding 
electrons rather than directly through space. The Hamiltonian, therefore, is analogous to 
the dipole-dipole Hamiltonian. In solids, this effect is very  small compared to the 
previously  discussed contributions of the Zeeman, chemical shielding interaction, and 
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dipole-dipole coupling and is often ignored. In addition, it can be removed by dipolar 
decoupling.
Quadrupole Interaction
 Lastly, the quadrupolar Hamiltonian derives from the interaction of the electric 
field gradient at  the nucleus with a nuclear quadrupole moment due to a non-spherical 
charge distribution. Nuclei with spin > # all have this phenomenon. Equation 1.25 shows 
the contributing Hamiltonian.
 
 
H Q =
eQ
2S(2S !1)!
S " V "S          (1.25)
where eQ is the nuclear quadrupole moment, and V is the electric field gradient tensor  at 
the nucleus, given in its principal axis frame by equation 1.26.
 
 
V =
V11 0 0
0 V22 0
0 0 V33
!
"
#
#
##
$
%
&
&
&&
         (1.26)
As with the chemical shielding tensor, the third component, V33 is assigned as the largest 
of the components. In addition, the second rank tensor is traceless, equation 1.27.
  V11 +V22 +V33 = 0           (1.27)
The Hamiltonian can be redefined in terms of the principal axis frame:
14
 
 
H Q =
e2qQ
4S 2S !1( )! 3Sz
2 ! S2 + 1
2
" Sx
2 ! Sy
2( )#
$
%
&
'
(       (1.28)
where e2qQ/" is the quadrupole coupling constant (CQ) in units of Hz. For a quadrupolar 
nucleus, the quadrupole coupling interaction is often the largest or the second largest term 
in the Hamiltonian. However, similar to the previously anisotropic terms, it depends on 
3cos2) ) 1, which can be averaged out in magic angle spinning.
Experiment
 The applied magnetic field, B0, is generated by the solenoid coil of the 
superconducting magnet used in the research. The field, B1, generated by the r.f. pulse 
requires a transmitter coil. This generated magnetic field oscillates within the transmitter 
coil. Resonance occurs when the generated oscillating field matches the Larmor 
frequency. Hence, this coil must  be tuned to the nucleus of interest since each nucleus has 
its own Larmor frequency. A receiver coil must also be in place. This could be the same 
as the transmitter coil or it could be a separate orthogonal coil to the transmitter. Fourier 
transform (FT) methods are now the most commonly used method for observing NMR 
signals.
 In solid state NMR, a single crystal or a powder sample is used. This study used 
powder samples, which are crushed as finely as possible and placed in a rotor, a sample 
chamber carefully crafted to reduce field inhomogeneity  and highly  balanced to spin at a 
precise, very high frequency.
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 The dipolar coupling and the chemical shift anisotropy previously discussed 
contribute to line broadening. In liquids, these interactions average out due to motional 
narrowing. However, in solids, the interactions are not completely averaged out because 
of the lack of molecular tumbling and diffusion. The interactions have an angular 
dependence, as seen in equations 1.13 and 1.24, of the Legendre polynomial of the 
second kind P2(cos )). Spinning at the ‘magic’ angle, ) = cos–1(1/*3) = 54.74º averages 
out the anisotropic contribution of second-rank tensors to the NMR lineshape. This is 
called magic angle spinning (MAS). The effectiveness of MAS requires the motion about 
the axis of rotation to be rapid compared to the linewidth being reduced. (20) Spinning 
sidebands appear about the isotropic line when the spin rate is less than  $! (21).
Theoretical Calculations
 Theoretical calculations of NMR parameters are done from first  principles, 
following quantum mechanics. Because the Schrödinger equation cannot be solved 
exactly  in a practical sense for any but the extremely  simple of systems, several 
approximations are made. Primary  among them for this work is the Born-Oppenheimer 
approximation, which separates the electronic and nuclear motions. 
 The Born-Oppenheimer approximation removes the correlation of the nuclear and 
electronic wave functions allowing the separation of those terms. This assumption is 
justified by the expectation that the nuclear motion in a molecule is much slower than 
electronic motion dependent on the relative masses. Therefore, the nuclear kinetic energy 
term is computed independent of the electrons, the correlation (interdependency of the 
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movement) in the nuclear-electron potential energy terms is removed, and the nuclear-
nuclear potential energy terms are a constant. The Born-Oppenheimer approximation 
provides us with the electronic Schrödinger equation, given in equation 1.29.
 
 
H el +VN( )!el qi;qk( ) = Eel!el qi;qk( )        (1.29)
The potential energy term VN is a constant value of the nuclear-nuclear repulsion and can 
be removed from the calculation and added at the end for the total electronic energy. 
 Wave functions may now be constructed. The set of functions that define a wave 
function is called a basis set. Basis sets commonly are linear combinations of Gaussians 
used to construct atomic orbitals. Linear combinations of these atomic orbitals are used to 
construct molecular orbitals for use in computational chemistry. The correct choice of 
basis set also contributes to calculation accuracy and computational resource use.
Hartree-Fock
 Hartree-Fock (HF) is the initial method for many ab initio calculations. In 1928, 
Hartree proposed his formalism (22) of a self-consistent field (SCF). Fock expanded 
upon this and Roothaan described the matrix algebra equations needed for computation
(23). In this work, HF was used for optimized structure calculations and NMR parameter 
calculations.
 For the molecular energy, which is of interest when optimizing a structure to its 
lowest energy conformation, the equation to solve is given as 1.30.
 
 
! jH! i dr = Ei" ij#           (1.30)
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where the subscripts i and j represent electrons, r is a generalized 3-dimensional volume 
element, and (ij is the Krönecker delta, which is one when i = j and is zero when i ! j. The 
HF method attempts to solve this equation. 
 HF starts with an initial guess of wave functions. One would like to have the best 
guess possible, however execution of the HF method allows for a fairly poor initial guess. 
These initial guess wave functions, called +, are a linear combination of atomic wave 
functions, *, as described by  equation 1.31, where the set of N functions is the basis set 
and ai are coefficients of the wave function.
 
 
! = ai" i
i=1
N
#            (1.31)
Applying the Schrödinger equation, the energies can be evaluated as equation 1.32.
 
 
E =
ai! i
i
"#$%
&
'(
H aj! j
j
"
#
$%
&
'(
dr)
ai! i
i
"#$%
&
'(
aj! j
j
"
#
$%
&
'(
dr)
        (1.32)
Introducing a new notation of a resonance integral, Hij, and overlap integral, Sij, we can 
rewrite equation 1.32 as equation 1.33.
 
 
E =
aia j Hij
ij
!
aia jSij
ij
!
          (1.33)
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In order to determine the minimum energy, the derivative of the function E with respect 
to its variables, ai, must be zero. Applied across N equations with N unknowns, the roots, 
ai, can be determined. The equation, in short, is 1.34 running over k.
 
 
ai Hki ! ESki( ) = 0
i=1
N
"           (1.34)
 This method derives molecular orbitals and molecular energies using one-electron 
orbitals and assumes the many-electron system is a sum of these one-electron systems. 
Because of the separation of interactions defined in the Born-Oppenheimer 
approximation, the total Hamiltonian over the total number of N electrons becomes 
equation 1.35 where hi is the of the one-electron Hamiltonian, defined as equation 1.36.
 
 
H = hi
i=1
N
!            (1.35)
 
 
hi = !
1
2
"i
2 !
Zk
rikk=1
M
# +
$ j
rij
%
j& i
# dr         (1.36)
where M is the total number of nuclei, and +j = |,j|2  which is the charge probability 
density. The goal of all this is to get  the individual ,, and so the argument becomes 
circular. 
 To fix this, a self-consistent field (SCF) was first proposed as an iterative process 
(22). This iterative method simply uses a guess of the initial wave functions to calculate 
the operators, solves the associated Schrödinger equation for a new set, more accurate ,, 
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which in turn give a new probability density, which then can be used to generate new 
Hamiltonians, iteratively until a designated level of convergence is met.
 An extension of the above method using Slater determinants allows HF to include 
exchange effects in the interaction of each electron in the static field of all the other 
electrons. The equations that  allow for this complicated scheme to be run led to the 
restricted Hartree-Fock (RHF) (23). The full process is shown in the figure 1.2.3 (24). 
 Due to the complications that arise from solving the Schrödinger equation when 
lacking exact wave functions or infinite basis sets, other methods in calculations arose. 
Møller-Plesset 2nd order (MP2)
 MP2 (Møller-Plesset to second order (25)) is a perturbation method of HF, called 
a post-HF method. The original theorem was first proposed in 1934 (25). The 
perturbation method takes the zero-order problem of equation 1.37 and gives a new 
Hamiltonian as equation 1.38.
  H 0!n = En!n           (1.37)
  H = H 0 + !H
1( )           (1.38)
 In MP2, H0 is the HF Hamiltonian, and the perturbation is the full many-electron 
Hamiltonian minus the HF Hamiltonian. The corrected wavefunction and energies are 
obtained using Rayleigh-Schrödinger perturbation theory, which takes a Taylor expansion 
to the second order, equations 1.39 and 1.40, and gives the result of equation 1.37 in 
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Figure 1.2.3: Flow chart of the HF SCF procedure. Note that data for an unoptimized 
geometry is referred to as deriving from a so-called ‘single-point calculation’ (24).
!Choose a basis set 
Choose a molecular geometry q(0) 
Compute and store all overlap, one-
electron, and two-electron integrals Guess initial density matrix P
(0) 
Construct and solve Hartree-
Fock secular equation 
Construct density matrix from 
occupied MOs 
Is new density P(n) matrix 
sufficiently similar to old 
density matrix P(n-1)? 
No 
Replace P(n-1) with P(n) 
Choose new geometry 
according to 
optimization algorithm 
Optimize molecular geometry? 
Yes 
Output data for 
unoptimized geometry 
No 
Does the current geometry 
satisfy the optimization 
criteria? 
Yes 
No 
Yes 
Output data for optimized geometry 
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simplified notation as equations 1.41 and 1.42 for the energy and wavefunction, 
respectively.
 
 
En = En
0( ) + !
"En
0( )
"!
!=0
+
1
2!
!2
"2 En
0( )
"!2
!=0
       (1.39)
 
 
!n = !n
0( ) + "
#!n
0( )
#"
"=0
+
1
2!
"2
#2!n
0( )
#"2
"=0
       (1.40)
  En = En
(0) + !En
1( ) + !2 En
2( )          (1.41)
  !n = !n
0( ) + "!n
1( ) + "2 En
2( )          (1.42)
where terms having superscripts (m) are the m-th order correction to the zeroth order 
term. The second order is the minimal perturbation because HF includes the first order 
perturbation. Applying equations 1.41 and 1.42 to equation 1.38, an infinite set of 
equations can be written in the form of equations 1.43 through 1.46.
  H 0!n
0( ) = En
0( )!n
0( )           (1.43)
  H 0!n
1( ) +H 1( )!n
0( ) = En
0( )!n
1( ) + En
1( )!n
0( )        (1.44)
  H 0!n
2( ) +H 1( )!n
1( ) = En
0( )!n
2( ) + En
1( )!n
1( ) + En
2!n
0( )       (1.45)
  H 0!n
m( ) +H 1( )!n
m"1( ) = En
0( )!n
m( ) + En
1( )!n
m"1( ) +…+ En
m!n
0( )      (1.46)
where H(1) is the perturbation operator.
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 Imposing intermediate normalization, equation 1.47, and using normalization and 
equation 1.53, we get a relation described by equation 1.48.
 
 
!n
0( ) !n = !n !n
0( ) = 1         (1.47)
 
 
!n
0( ) !n
m( ) = !n
m( ) !n
0( ) = "m0         (1.48)
With the relations described in equation 1.48 and normalization, the series of energies can 
be given by equations 1.49 through 1.52.
 
 
En
0( ) = !n
0( ) H 0 !n
0( )          (1.49)
 
 
En
1( ) = !n
0( ) H 1( ) !n
0( )          (1.50)
 
 
En
2( ) = !n
0( ) H 1( ) !n
1( )          (1.51)
 
 
En
m( ) = !n
0( ) H 1( ) !n
m"1( )          (1.52)
Therefore, the eigenvalue of the m-th order is dependent on the m)1 wavefunction. 
Computationally, the second-order is reasonably reached which is one reason MP2 is 
often used. The second-order only requires determination of %n(1) which is a linear 
combination of the entire set of eigenfunctions shown as equation 1.53.
 
 
!n
1( ) = ci! i
0( )
i>0
"           (1.53)
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The coefficients, ci, for the second-order are determined through equations 1.54, and 
therefore equation 1.55.
 
 
En
0( ) ! Ei
0( )( ) " i0( ) "n1( ) = " i0( ) H 1( ) "n0( )        (1.54)
 
 
cn,i =
! i
0( ) H 1( ) !n
0( )
En
0( ) " Ei
0( )( )          (1.55)
The eigenvalue of the unperturbed Hamiltonian applied to the HF wavefunction is the 
sum of the occupied orbital energies, as equation 1.56.
 
 
H 0( )! 0( ) = "i!
0( )
i
o
#           (1.56)
Recall that in HF, the eigenvalues derive from one-electron operators, so the sum gives 
En(0).  However, this counts each electron-electron repulsion twice. Going back to the 
perturbation Hamiltonian, H(1), as a correction to such a count, partitions the 
Hamiltonian, giving equation 1.57.
 
 
H 1( ) = rij
!1 !V HF( )
i< j
"          (1.57)
By combining equations 1.55, 1.56, and 1.57, the coefficients are given by  equation 1.58 
and the second order energy expression is equation 1.59.
 
 
cn,abrs
1( ) = !ab
rs !n
1( ) =
!ab
rs !n
1=0( )
"a + "b # "r # "sa>b;r>s
$        (1.58)
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E0
2( ) =
!0
0( ) 1
r12
!ab
rs
2
"a + "b # "r # "sa>b;r>s
$          (1.59)
where %rsab represents a wavefunction with electrons excited from spin orbitals a and b 
which are occupied in %(0)n into spin orbitals r and s which are unoccupied in %(0)0. By 
considering only a closed shell system and realizing that only a partial transformation of 
the two-electron integrals from the atomic to the molecular basis simplifies MP2 to a 
reasonable method computationally (24, 26).
Coupled Cluster (CCSD)
 In chapter 5, the CCSD method is used, which is a coupled-cluster theory for 
electron correlation (27). CCSD stands for coupled-cluster single double and was first 
proposed in 1966. Currently, CCSD is considered the gold standard for calculation of 
NMR parameters. Unfortunately, the gold standard comes at a high computational 
resource cost. 
 CC theory starts with the assumption that the full-CI (configuration interaction) 
wavefunction within the basis set approximation is given as equation 1.60. 
  ! = e
T!HF            (1.60)
where T is the cluster operator, which is the sum of the various excitation Ti operators for 
the total number of electrons, as given in equation 1.61.
  T = T1 + T2 + T3 +…+ Tn          (1.61)
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 The ‘S’ and ‘D’ in CCSD stand for single and double, which delineate the number 
of excitation operators to include. Therefore, a CCSD includes the sum of the T1 operator 
and the T2 operator, which are defined as equation 1.62 and 1.63, respectively.
 
 
T1 = ti
a! i
a
a
vir
"
i
occ
"           (1.62)
 
 
T2 = tij
ab! ij
ab
a<b
vir
"
i< j
occ
"           (1.63)
which generate all Slater determinants having i excitations, and the amplitudes t are 
constrained by equation 1.60. Equation 1.60 can be rewritten in terms of the Taylor 
expansion, equation 1.64.
 
 
!CCSD = 1+ T1 + T2 +
T1
2
2!
+ T1T2 +
T2
2
2!
+
T1
2T2
2!
+
T1T2
2
2!
+…
"
#
$
%
&
' !HF     (1.64)
A set of coupled, non-linear equations are generated by multiplying the Schrödinger 
equation by  wave functions expressed as determinants from the HF orbitals. These 
equations are generally solve by an iterative technique and used to get  the energy  via 
equation 1.65.
 
 
!HF H e
T!HF = ECC          (1.65)
 The quality  of results from each of the above described purely  ab initio methods 
is HF < MP2 < CCSD. 
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Density Functional Theory (DFT)
 Density functional theory (DFT) is an alternative to the post-HF methods, such as 
MP2 and CCSD already discussed. Current DFT is a result of the Kohn-Sham theorem, 
which was proposed in 1965 (28). The method uses a physical observable instead of 
electron wave functions, which are a mathematical construct. The chosen physical 
observable is the electron density, +, which was determined to have a direct relation to the 
wavefunction of a molecule with multiple electrons (29, 30).
 
 
N = ! r( )dr"           (1.66)
The nuclei are also important in the Hamiltonian, as described earlier. In fact, the 
locations of the nuclei in space are logically sources of high electron density. Therefore, a 
density can contribute this information, too, as seen by equation 1.67.
 
 
!"s rA( )
!rA rA =0
= #2ZA" rA( )          (1.67)
where +s is the spherically averaged electron density, rA is the radial distance from the 
nucleus called A, and ZA is the atomic number of A. With an exact density, the 
Hamiltonian can be defined, the Schrödinger equation solved, and the wave functions and 
energy eigenvalues determined. Rather than use electron densities directly, DFT uses a 
functional, which is defined as a function of a function. Therefore, the energy of the 
molecule is a functional of the electron density.
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 Unfortunately, while Hohenberg and Kohn proved that a functional of the density 
exists (31), it is as yet unknown. This is where DFT deviates from ab initio. Efforts to 
find the explicit functional have given rise to approximate functionals, some of which use 
empirical parameters to varying degrees. One of the most common functionals, and the 
one most often used in this work, is B3LYP.
 To understand the functional B3LYP, the evolution of functionals is discussed. 
Because the set-up of DFT is to use only  electron density  as a variable, the potential 
energy terms can be related as equations 1.68 and 1.69.
 
 
Vne ! r( )"# $% =
Zk
r & rk
! r( )dr'
k
nuclei
(         (1.68)
 
 
Vee ! r( )"# $% =
1
2
! r1( )! r2( )
r1 & r2
dr1 dr2''         (1.69)
where equation 1.68 is the attraction between the electrons and nuclei and equation 1.69 
is the electron-electron repulsion. The kinetic energy can be described as equation 1.70.
 
 
T ! r( )"# $% = a !5/3 r( )& dr          (1.70)
where a is a constant. In these cases r is a variable over all space. The term functional 
comes from the double functionality, where the energy  terms are functions of the density, 
which is itself a function of three-dimensional space. The energy arises as equation 1.71.
 
 
E ! r( )"# $% = Tet ! r( )"# $% +Vne ! r( )"# $% +Vee ! r( )"# $% + &T ! r( )"# $% + &Vee ! r( )"# $%    (1.71)
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where Tet is the kinetic energy of the non-interacting electrons, Vne is the nuclear-electron 
interaction from equation 1.68, Vee is the electron-electron repulsion from equation 1.69, 
$T is the kinetic energy correction, and $Vee is the correction to the electron-electron 
repulsion. The correction terms will henceforth be bundled together in the exchange 
correlation energy, EXC. The B3LYP model is shown in equation 1.72.
 
 
Exc
B3LYP = 1! a( )ExLSDA + aExHF + b"ExB + 1! c( )EcLSDA + cEcLYP     (1.72)
where a, b, and c are optimized empirical parameters.
 DFT requires SCF iterations, and so using the HF calculated energy is reasonable, 
hence the ExHF term. The terms labeled LSDA come from the local density 
approximation. The local density approximation comes from the calculation of the 
density  at a single point. When the spin polarization is taken into account, the term 
becomes the local spin density approximation (LSDA). The B term comes from a 
functional derived by Becke (32) to correct for the long range energy  density  asymptotic 
behavior. The LYP term is the correlation functional that depends only on density (33).
 In the final project presented, the LSDA functional is explicitly used. LSDA is a 
synonym for SVWN, which is a combination of Slater exchange and VWN correlation 
energy expression. The Slater exchange arises from neglecting the correlation corrections 
in HF theory, and only  approximating exchange corrections, demonstrated as equation 
1.73.
 
 
Ex ! r( )"# $% = &
9'
8
3
(
)
*+
,
-.
1 3
!4 3 r( )dr/         (1.73)
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where the value for the constant - is 1 (34). The VWN aspect arises from Vosko, Wilk, 
and Nusair designed functionals fit to the uniform electron gas for a correlation 
correction (35). In fact, the B3LYP functional uses the functional designated VWN3.
 PBE is another functional used in this work designed by Perdew, Burke, and 
Ernzerhof (36). This functional is a generalized gradient approximation where the 
parameters are fundamental constants.
Basis Sets
 Basis set  selection is an important part of computational chemistry. As stated 
before, the HF theory will give an exact solution with an infinite basis set. Much work 
has been done to solve the HF equations with the equivalent of an infinite basis set with 
no additional approximations. A basis set is a set  of functions that define the wave 
function. A number of types of basis sets exist. The earliest  and simplest basis sets consist 
of Slater-type orbitals (STO) (37). STOs were modified with Gaussian-type orbitals 
(GTO) (38), which is to say the atomic orbital-like functions will be Gaussian functions, 
which are simply functions which follow the form in equation 1.74.
 
 
f x( ) = ae!
x!b( )2
2c2           (1.74)
where a and c are positive real constants, b is a real constant, and e is the irrational 
constant that is the base of the natural logarithm, sometimes called Euler’s number of the 
value 2.718 to four significant figures. Atomic orbitals are solutions of the HF equation of 
the single-electron atom. GTOs can also be described by equation 1.75.
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!abc x, y, z( ) = Nxa ybzce"# r2          (1.75)
where N is the normalization constant, . is called the “exponent” and controls the width 
of the orbital, x, y, and z are cartesian coordinates, a, b, and c are integral exponents 
controlling the angular momentum, L = a + b + c, and r2 = x2 + y2 + z2. 
 In this research, three Pople basis sets were used, 6-31G(d), 6-311G, and 6-311+
+G(2d,p). These three sets are called “split-valence” basis sets. Split-valence sets arose 
from the chemical reality that core electrons influence the chemistry of bonding and 
properties much less than the valence electrons. For split-valence, only one basis function 
is used for each core atomic orbital and a larger basis is used for the valence atomic 
orbitals. In this way, the flexibility of the functions used for the valence electrons is much 
more important than manipulation of the core electron functions.
 These Pople basis sets are described directly by  the numbers, letters and symbols 
in the basis set name. Each has six primitive Gaussian functions used for the core 
electrons. Each has three primitive GTOs for the inner valence orbitals. Each has a single 
primitive GTO for the medium valence orbitals. Additionally, 6-311G has a single GTO 
for the outer valence orbitals. The d and 2d indicate the number given of d polarization 
functions is added to heavy atoms, where heavy means atoms of elements lithium and 
heavier. The p indicates a p polarized orbital is added to H atoms. Lastly, the ++ indicates 
1 p diffuse functions added to heavy atoms and 1 s diffuse functions added to H atoms 
(39-44).
31
 Because atomic orbitals do not account well for molecular geometry  nor other 
molecular parameters, molecular orbitals are a much better choice. Molecular orbitals are 
defined as the eigenfunctions of a Schrödinger equation involving multiple nuclei at 
various positions in space. In order to make the atomic orbital-like GTOs more molecular 
orbital-like, basis functions corresponding to one quantum number of higher angular 
momentum than the associated valence orbitals are added, called polarization functions. 
That is, for a basis function of angular momentum, l, a basis function of l + 1 is mixed 
with it, hence, why d orbitals are added to first-row elements and p GTOs for hydrogen
(24). The s orbital of hydrogen may polarize, i.e. shift  to one side or the other of the 
hydrogen, when approached by  another atom. The mixing of a p orbital with the s orbital 
gives this sort of polarization.
  Diffuse functions are basis functions with small zeta exponents. This means the 
electron is held far away from the nucleus. For the Pople basis sets, these small exponents 
were variationally optimized on anionic one-heavy-atom hydrides, for example BH2!. 
The rule of thumb is for diffuse functions to have an exponent a factor of four smaller 
than the smallest valence exponent (24).
 Dunning’s aug-cc-pVnZ and aug-cc-pCVnZ were also used in the research 
presented. The naming of the basis sets is simply augmented correlation-consistent 
polarized (Core and) Valence Double/Triple/etc Zeta (45, 46). Augmented means addition 
of diffuse functions, just as the ++ in the Pople basis set. Correlation consistent means the 
exponents and contraction coefficients have been optimized for use in electron correlated 
calculations (24) using correlated (CISD) wavefunctions. Polarized means the addition of 
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polarization functions. For the aug-cc-pCVnZ, the third “C” indicates tight functions are 
added besides the diffuse ones, called “core correlation.” Zeta controls the width of the 
orbital, with a large zeta giving a tight  function and a small zeta giving a diffuse function. 
The “n” indicates the number of basis functions for each atomic orbital. The ‘double’ 
indicated by D, ‘triple’ indicated by T, or ‘quadruple’ indicated by  Q means two, three, or 
four basis functions for each atomic orbital, respectively. After quadruple, the n is given 
as a numeric digit, such as 5 for five basis functions. These basis sets are devised to 
converge smoothly toward the HF (infinite) basis set limit.
 The polarization that  exists for Dunning’s sets is specific to the set. Double-. sets 
include d function on heavy atoms and p functions on H, whereas triple-. sets include 1 
set of f and 2 sets of d functions on heavy atoms and 1 set of d and 2 sets of p functions 
on H. Each successive level of cc-pVnZ adds one more set of the polarized functions 
from the previous level, plus the next orbital (47).  
 Diffuse functions for a Dunning basis set are added for each angular momentum 
already present. For example, the aug-cc-pVDZ for a phosphorus atom has diffuse s, p, d 
orbitals. The tight functions added with core correlation adds in functions for correlation 
with core electrons for a more rigorous treatment. Unfortunately, this reduces the 
resource gains made by freezing the core electrons in other split-valence sets. However, 
some physical parameters cannot be accurately computed without  core correlation. One 
last note on Dunning basis sets is the functions are added in shells, so that cc-pVDZ for 
phosphorus is 4s3p1d.
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Chapter 2 
Energetics of Phosphodiester Group Conformation 
in Deoxyribonucleic Acids
Summary 
 Deoxyribonucleic Acid (DNA) is the molecule responsible for genetic expression 
in living organisms. To determine the allowed conformations of the phosphodiester 
linkage in the backbone of DNA, the dimethylphosphate anion (DMP) was used as a 
model. Ab initio quantum methods were used to estimate these energies as a function of 
the two phosphodiester torsion angles. A contour plot of these energies was found to be 
relatively shallow, with four local minima and a pronounced global maximum at !1 = "2 = 
0º. To statistically  determine allowed conformations for DNA, we surveyed the torsion 
angles for all DNA oligomer structures in the Research Collaboratory for 
Structural Bioinformatics (RSCB) protein databank. These points were plotted 
to determine the most common sets of angles, which were then compared with a 
distribution computed using Boltzmann statistics. NMR chemical shifts were also 
computed for each conformation.
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2.1 Introduction
 Phosphorus-31 is a spin-! nucleus of 100% natural abundance making it a 
convenient nucleus to study. Table 2.1.1 shows key properties of this nucleus. Spin-! 
nuclei have a spherically symmetric charge distribution within the nucleus, and so have 
no electric quadrupole or higher order couplings, making the spectra comparatively 
simple.
 The first 31P NMR papers were published in the early  1950s, and the literature is 
substantial (1). The first exploration of 31P NMR were reported on aqueous phosphoric 
acid, phosphorus halides, and phosphoryl halides (2-4). In the mid-1950s multinuclear 
NMR spectrometers became available and 31P NMR became an important tool for 
determining structures (1). 31P NMR advanced when spectrometers changed from single 
scan spectra of neat samples in large non-rotating tubes to higher fields of 2.3 T (100 
MHz proton resonance frequency) in the mid-1960s (1, 5). 
 The major weakness of early 31P NMR was the low sensitivity of the phosphorus 
nucleus compared to protons. However, signal-averaging, Fourier-transform, high-field, 
multinuclear spectrometers were introduced in the mid-1970s, making this weakness less 
critical (1). By the mid-1980s, the field of 31P NMR was expansive. The introduction of 
higher and higher field magnets (currently reaching 23.5 Tesla) have allowed for use in 
larger molecules, particularly  biological molecules and nucleic acids in which 31P NMR 
can play an important role.
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Table 2.1.1: Key properties of phosphorus-31
Property 31P
Magnetic Moment (µN) 1.1316
Resonance frequency (MHz) at 14.1 T field 242.884
Spin !
Natural Abundance (%) 100
Relative Sensitivity to 1H 6.63 " 10-2
Absolute Sensitivity* 6.63 " 10-2
Quadrupole Moment none
Magnetogyric ratio ! ("106 rad T-1s-1) 108.394
* Absolute Sensitivity = Relative Sensitivity " Natural Abundance
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 Nucleic acids carry the genetic code for life. Two types of nucleic acids are 
described here, deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). For DNA, the 
code is determined by the sequence of of four bases: adenine(A), cytosine(C), guanine
(G), and thymine(T). RNA retains the former three bases, trading out thymine for uracil
(U). While Watson and Crick described specific base pair stacking (6), mismatched base 
pairs exist in DNA, altering the structure. While some mismatches do not disturb the 
ideal structure of DNA, other mismatches contribute to a large distortion of the structure
(7-15). 
 There are three major biologically  active conformations of DNA: A-DNA, B-
DNA, and Z-DNA. The conformation refers to 3-dimensional structure of the molecule. 
The conformation is dependent on a number of factors including the temperature, pH, salt 
concentration, hydration, molecular interactions, and base sequence. The canonical form 
of DNA is the B form which is the most common form found in cells. The B-form is 
described by a right-handed spiral of two complementary strands around a central axis. 
The A-form is also a right-handed double helix similar to B-DNA, but condensed, giving 
a shorter terminal-to-terminal length for the same number of base pairs. In contrast, the 
Z-form is a left-handed double helix. 
 31P NMR is important in nucleic acids due to the presence of a phosphodiester 
group connecting each nucleotide. The two torsion angles about the group constitute a 
significant part  of the flexibility of DNA. It is important to characterize this backbone 
both experimentally  and theoretically  because of the sensitivity of NMR to the molecular 
electronic structure. While the structure of DNA was determined using X-ray diffraction 
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in the 1950s (6, 16, 17), NMR has played a key  role since. A comprehensive review of 
studies through the late 1980s (18) discussed nucleic acids and nuclear magnetic 
resonance. Advancing technologies allowed refinement of structures (15). 
 While a theoretical comparison of a value to the experiment can give a better 
understanding of the chemical situation, NMR theoretical predications have not kept pace 
with the ability to do experiments. The primary reason for this is due to the difficulty of 
modeling the interactions of a wave function with a magnetic field (19). 
 Chemists have long endeavored to produce a single theory  for 31P chemical shifts
(1, 20-25). As computers became larger and faster, efforts to determine the best methods 
and basis sets for determining NMR properties for second row elements proceeded. 
Phosphine was the first and easiest phosphorus containing molecule to be studied (26). 
The study concluded that  triple valence split basis sets when using Gauge-Including 
Atomic Orbital self-consistent field (GIAO-SCF) were necessary for minimal agreement 
to experiment. Another early study on the effects of basis sets on 31P NMR properties in 
simple phosphorus containing compounds, such as PH3, P2, P2H4, used individual gauge 
for localized orbitals (IGLO) method and increasingly  larger basis sets determined 
relatively large basis sets are required for phosphorus compounds (27). A thorough 
examination with an ab initio treatment of 31P in simple phosphorus containing 
compounds explored the chemical shielding anisotropy at different levels of basis set 
complexity (28), specifically  the split-valence shell Gaussian basis sets, using Hartree-
Fock (HF) and density  functional theory (DFT). The popular functional B3LYP was used. 
The study  determined that DFT gave consistently large errors, over-estimating the 
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magnitude of the isotropic chemical shift, considering PH3, H3PO4, and H4P2O7 from 
both experimental and optimized geometry structures (29). 
 When ab initio 31P NMR calculations became feasible with reasonable accuracy 
in the 1990s, several studies to determine the best way  to do these calculations ensued 
(23, 30-37). A study on simple and more complex molecules containing phosphorus was 
published in 2000 exploring both IGLO and GIAO for HF, DFT with B3LYP and WAH, 
and Møller-Plesset 2 (MP2) (38). This study concluded DFT compared favorably with 
other methods, however, a complicated double reference method was used, referencing 
first to phosphine and then to 85% phosphoric acid. The study also acknowledged a 
difference of 30 ppm between calculation and observed chemical shift resulting from 
condensation from the gas to the liquid phase.
 One early study on dimethylphosphate (DMP) as a working model for nucleic 
acids focused on the torsion angles about the phosphate group and the effect on NMR 
parameters by looking at both the experimental and theoretical values for the model 
compounds. The study found the torsion angles around the phosphorus contribute to 
changing the value of the chemical shift (39).
 Other studies have shown that there is an angular dependence for ester 31P 
chemical shifts and shieldings (40). Several studies have shown how different  variables, 
such as temperature and salt affect the 31P chemical shift for esters (41, 42), defined R!O
!P!O!R", where R and R" are carbon groups.
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2.2 Theory
 This study  looks at  the torsion angles in DNA and RNA at the phosphate group  in 
the backbone. A torsion angle, also called dihedral angle, is the angle between the 
projection of two bond vectors, each onto a plane. The planes each then can be described 
by three atoms. Figure 2.2.1 shows this angle. Certain directions within the angles are 
defined. When one takes a clockwise rotation of A4 when looking from A2 to A3, the 
angle is positive. The cis conformation is 0º, labeled c, and the trans conformation is 
180º, labeled t. Gâuche conformations are labeled g+ and g! when torsion angles are +60º 
and –60º, respectively.
 Each nucleotide has seven torsion angles, six of which characterize the sugar-
phosphate backbone. The International Union of Pure and Applied Chemistry 
International Union of Biochemistry  (IUPAC-IUB) Joint Commission on Biochemical 
Nomenclature (JCBN) has specified the labeling of polynucleotide backbones and the 
torsion angles (43). The numbering of each atom in any unit, denoted i, is shown in figure 
2.2.2. Figure 2.2.3 shows the notation for the six torsion angles in the sugar-phosphate 
backbone.
 The torsion angles about  phosphorus in the phosphate group in the nucleotide 
backbone can be described by a list of 5 atoms: C3ˈ, O3ˈ, P, O5ˈ, C5ˈ. The three described 
planes are given in table 2.2.1. Therefore, only  two torsion angles dictate the 
conformation at that point.
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!!!
A1 
A2 A3 
A4 
Figure 2.2.1: Atoms marked A1, A2, A3, and A4 show the two planes defined by the four 
atoms with the angle, !, between them.
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Figure 2.2.2: The IUPAC-IUB JCBN standard labeling of polynucleotide atoms. 
'4C
'3C
C
2'
C1'
4'
O
Base
O3'
C5'
O5'
P(i)
O
P(i+1)
O
Nucleotide unit (i)
(i-1)
(i+1)
Chain direction
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Figure 2.2.3: Torsion angles for backbone conformations of the ith nucleotide in 
polynucleotide chains. 
Nucleotide unit (i)
Chain direction
_
`
a
b
¡
c
_(i) = O3'(i-1) -- P(i) -- O5'(i) -- C5'(i)
`(i) = P(i) -- O5'(i) -- C5'(i) -- C4'(i)
a(i) = O5'(i) -- C5'(i) -- C4'(i) -- C3'(i)
b(i) = C5(i) -- C4'(i) -- C3'(i) -- O3'(i)
¡(i) = C4'(i) -- C3'(i) -- O3'(i) -- P(i+1)
c(i) = C3'(i) -- O3'(i) -- P(i+1) -- O5'(i+1)
C4'(i)
C3'(i)
O3'(i)
C5'(i)
O5'(i)
P(i)
O3'(i-1)
P(i+1)
O5'(i+1)
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Table 2.2.1: Definition of torsion angles about phosphorus in a nucleic acid
Plane Atoms Involved Angle Defined
1 C3ˈ ! O3ˈ ! P !
2 O3ˈ ! P ! O5ˈ
"3 P ! O5ˈ ! C5ˈ
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 Conformations of DNA with the bases stacked tend to have  torsion angles ! and " 
falling close to the  g! conformation (15). However, DNA does not always have the bases 
nicely stacked. When DNA undergoes normal biological functions, for example for 
repair, the backbone is twisted out of the !(g!), #(t), $(g+), %(t), "(g!) conformation (15). 
DNA also undergoes mismatched pairing and extra base insertion, which causes 
distortion in the DNA backbone. Hairpin loops are also known in DNA, as illustrated in 
figure 2.2.4. 
 What conformations are energetically allowed for the backbone torsion at the 
phosphate group, and can these changes in structure be measured by NMR? 
Unfortunately, even small DNA oligomers are computationally intractable. Therefore, a 
small molecule must be used as a model.
 The dimethyl phosphate anion (DMP), figure 2.2.5, is used as a computational 
analogue for the phosphodiester group in DNA. DMP is a phosphodiester, a category of 
organic phosphates which includes in its atomic arrangement P!O!C bonds (44). A 13-
atom molecular ion, [PO4(CH3)2]!, has 66 electrons to track. The phosphodiester 
arrangement of C!O!P!O!C is the smallest mimic of the same series in the backbone of 
DNA. While DNA is not symmetric about the phosphodiester bond because the C3  ˈatom 
in the " angle of DNA is in within the sugar ring and the C5  ˈ atom in the ! angle is 
exocyclic, DMP is symmetric about its phosphodiester bond. Because of this symmetry, 
the DNA torsion angles, ! and ", are defined directionally in the DMP ion. Neither carbon 
in DMP is explicitly assigned as C3ˈ or C5ˈ, but the direction of the angles must be 
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Figure 2.2.4: An example of a hairpin loop in DNA where the straight section are Watson-
Crick matched base pairs and the bases in the hairpin loop do not match at all.
Matched Based Pairs Hairpin Loop
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Figure 2.2.5: Dimethylphosphate (DMP) where the central dark red atom is phosphorus, 
red atoms are oxygen, gray atoms are carbon, and white atoms are hydrogen.
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Figure 2.2.6: The two torsion angles, ! and ", as chosen in DMP with the C!O!P and P
!O!C planes in green and the O!P!O plane in blue. The dark red atoms is phosphorus, 
the red atoms are oxygen, the gray atoms are carbon, and the white atoms are hydrogen.
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! 
" 
consistent with the assignment of ! and " angles as defined in table 2.2.1, and an example 
is shown in figure 2.2.6.
 The structure of DMP can be optimized using ab initio methods. Optimization is a 
frequently used method to find the most stable structure. In short, optimization finds the 
lowest energy conformation of a molecule. Optimization is achieved by calculating the 
energy for a structure at differing conformations in order to arrive at the minimum energy 
structure. However, in this case the torsion angles assigned ! and " are frozen. 
Optimization finds the lowest energy for the molecular conformation with these angles 
constrained.  
 While optimization has several paths to achieve the lowest energy  structure, a 
constrained optimization removes the possibility  of changing all the parameters, i.e. the 
coordinates, angles, and bond lengths, of those atoms indicated. In the case of DMP, the 
model ! and " angles restricts movement of the C!O!P!O!C atoms. The hydrogen and 
non-ester oxygens can be moved freely.
 For a global optimization, the manipulation and calculation of energy produces a 
potential energy  surface (PES). If the potential energy surface were only a function of the 
single variable, U(R), then the gradient dU/dR would be calculated to determine the 
energetic minimum. If the bond length at minimum energy is defined as Rmin then the 
potential energy at an arbitrary point  can be determined using a Taylor series as shown in 
equation 2.1.
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 U R( ) =U Rmin( ) + dUdR R=Rmin
R ! Rmin( ) + 12!
d 2U
dR2
R=Rmin
R ! Rmin( )2 + 13!
d 3U
dR3
R=Rmin
R ! Rmin( )3 +…  
               (2.1)
Because the minimum is defined at  Rmin, the first  term U(Rmin) is arbitrary and therefore 
set to zero, and the second term 
dU
dR R=Rmin
R ! Rmin( )  is zero. By truncating after the first 
non-zero term (the third term), the simplest possible expression for the potential energy is 
given as shown in equation 2.2.
 
 
U R( ) = 12
d 2U
dR2
R=Rmin
R ! Rmin( )2           (2.2)
 Whether global or constrained, optimization follows a gradient method to find the 
minimum energy. A gradient descent moves in the direction opposite to the gradient 
vector, g, at the current point for the function. For simplification of the calculation, one 
atom is moved at a time. Therefore the gradient vector, g, is defined as equation 2.3.
  g = !U              (2.3)
where ! is the gradient operator.
 Computationally, PES involving !U are called gradient techniques. These 
techniques employ either solving analytical expressions for the derivatives or by 
estimating finite differences. Many methods have already incorporated analytical 
evaluations. Unfortunately, these methods require calculating all the gradient integrals 
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over atomic orbitals, which requires high resource use (45). When analytical methods are 
unavailable, numerical evaluation is another option.
 Whether the partial derivatives are solved analytically or numerically, the PES is 
obtained through stepping along the direction defined by  –g to the lowest energy, then 
recomputed and repeated in a steepest descent trajectory until arriving at the lowest 
energy. However, this can be a slow convergence. The method employed in these 
optimizations was a quadratic approximation. A quadratic approximation is an equation 
that gives the same first and second derivatives as the function of interest at a given point.
 In the case of geometry  optimization, an early incentive existed to find the 
minimum energy structure of real molecules, which is essentially an equilibrium structure 
of the thermal vibrations about the bonds in the molecule (19). Geometry  optimizations 
generally  rely only on the bond distances, R, and the angles between bonds, !, reducing 
the number of parameters drastically. For polyatomic molecules, there may be multiple 
minima. The lowest minimum is called the global minimum, whereas other minima are 
called local minima. One must be careful to be sure the end result is the global minimum, 
unless the local minimum is of special interest. A constrained optimization may find a 
global minimum (excluding the constrained parameters themselves, of course!), but often 
finds a local minimum in terms of the energetics of the overall structure. This particular 
set of optimizations initially  used Hartree Fock (HF) methods, followed by refinement 
using density functional theory (DFT).
  NMR calculations often use the optimized structure of a model compound. As 
stated in chapter 1, NMR provides information about the environment of a nucleus. 
53
Comparison of a theoretical value of a chemical shielding to a measured chemical shift 
can give information on if the environment is similar to that in the theoretical structure. 
However, shielding and shift are not the same thing. Shieldings are computed but shifts 
are measured values of the shielding relative to that of a reference, as expressed by 
equation 1.9.
 The primary interaction in the 31P spectroscopy of both liquids and solids is the 
chemical shielding. While the full Hamiltonian for 31P also includes direct and indirect 
heteronuclear couplings with neighboring protons, in practice these are usually removed 
by decoupling. The chemical shielding arises from the perturbation of the applied 
magnetic field at the nucleus by the electrons, as expressed in equation 2.4. 
  Bloc = B0 + Binduced             (2.4)
The chemical shielding is field dependent.  
 The calculation of NMR parameters depends on modeling the interaction of a 
wave function with the magnetic field. While the theory behind the calculation was 
mapped out in the 1970s, these computations were not feasible until the 1990s (46).  This 
is partially due to the fact that the magnetic field perturbs the kinetic energy, producing 
more complex integrals. The perturbed kinetic energy term requires an origin be specified 
for the calculation, called the gauge origin. This problem gave rise to the Gauge 
Independent (or Including) Atomic Orbitals (GIAOs) (19, 46-51). 
 This origin is unnecessary  if the wave function is exact or if one can use an 
infinite basis set with the inexact  wave function, neither of which is realistic. By using 
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the first-order solutions for one-electron about a single point in a uniform magnetic field 
as the basis functions, the GIAO method reduces the gauge origin problem (52). These 
functions are described by equation 2.5.
 
 
!µ B( ) = e " i / 2c( ) B#Rµ( )$r
%
&'
(
)*!µ 0( )            (2.5)
where Rµ is the position of the basis functions !µ, and !µ(0) denotes field independent 
basis functions. The GIAO method is the only practical method for calculating chemical 
shieldings in real molecules.
 In addition to the structure optimizations and NMR parameter calculations, a 
parameterized equation was fit to the energies of the optimized structures, using a least 
squares fit. The equation for the model can be used to calculate the probabilities of the 
torsion angle bins by  determining an average energy for each of the bins, then using the 
Boltzmann distribution, equation 2.6.
 
 
f (E) = 1
Aexp E / RT!" #$
           (2.6)
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2.3 Methods 
 In this chapter, calculations were done with HF and DFT using GAMESS (53, 54) 
and Gaussian 98 (55) software packages. GAMESS, a general ab initio quantum 
chemistry package, was used to estimate energies of DMP when the ester torsion angles 
are set to specific values and the molecule is optimized subject to these constraints.  
 The procedures went through two iterations. The first analysis used 45º intervals 
and a small basis set to get fast  results on a single-node homebuilt Linux server. CPU 
times of these optimizations were less than a half-hour each. Hartree-Fock methods were 
used. The basis set chosen was 6-31G(d). DMP was assigned a symmetry of C1 so that no 
symmetry would be assumed by the program and the lowest energy conformation could 
be reached. For these calculations, a z-matrix was used. A z-matrix is simply  a listing of 
bond lengths and bond angles in reference to the first atom listed or the closest previously 
listed atom as dictated. An example input file in Appendix A. A plot was made using 
Mathematica (56). See figure 2.3.1.   
 A second set of calculations used GAMESS to estimate energies of DMP when 
the ester torsion angles are rotated at 22.5° intervals to double the data set compared to 
the first analysis and the molecule is optimized. These calculations were performed on 
multiple machines: a single-node homebuilt  Linux server, a 16-node Linux Beowulf 
cluster, and a 90-node Linux Beowulf cluster. CPU run times varied from 5 hours to 20 
hours. This smoothed the surface from the original calculations.  The chosen method was 
DFT with the B3LYP functional. The basis set  used was 6-311++G(2d,p). A plot of the 
energy versus the constrained angles was made using Mathematica. See figure 2.3.2.
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Figure 2.3.1: A three-dimensional plot of the conformational energies when the torsion 
angles are rotated at 45° and a low basis set used. The global maximum is at ! = " = 0° 
where the energy is 80 kJ/mol above the minimum. 
57
Figure 2.3.2: More frequent interval (every 22.5º), higher basis set (6-311++G(2d,p)) 3-
dimensional plot of conformational energies. 
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 The DNA and RNA torsion angles were acquired from the protein databank 
(PDB) maintained by  the Research Collaboratory for Structural Bioinformatics (57). 
First, a user search for the appropriate structures from NMR and X-ray data was run with 
the PDB’s search query feature to collect filenames. Two Perl scripts were used. The first 
was used to download all the appropriate pdb files from the databank. In 2008, the RCSB 
underwent a overhaul including the search query, which now allows all pdb files 
matching the search query to be selected and downloaded. The Perl programming 
language was used to write a script to use the user search to extract the code lines for 
each phosphate group  in each DNA structure file, then calculated the ! and " torsion 
angles. See appendix B for the script. In 2004, for DNA, 182,425 (!, ") points were 
determined. A plot of these points was made with Mathematica as seen in figure 2.3.3. In 
2010 the statistics were updated, now giving 437,374 points. The databank was also 
mined for RNA data in both 2004 and 2010. The points increased from 417,411 sets of 
angles to 912,475. Methods of statistical analysis were used to obtain useful information 
from these sets of data.
 Borrowing from protein analysis, “Ramachandran”-style contour plots were made 
for both DNA and RNA to show the regions of high occurrence of certain sets of torsion 
angles. The contour plot for DNA is figure 2.3.4 and the contour plot for RNA is figure 
2.3.5 from the 2004 data. Three-dimensional plots for DNA and RNA from 2004, as seen 
in figures 2.3.6 and 2.3.7 respectively, were also made to make clear which sets are truly 
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Figure 2.3.3: A plot of the (!, ") points calculated from DNA in 2004. The dark areas 
have high density where common conformations of the phosphodiester group occur.
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Figure 2.3.4: A contour plot of the torsion angles as they occur in DNA from a search of 
the RCSB PDB in 2004. The dark areas are low frequency occurrence conformations and 
the light areas are high frequency occurrence conformations.
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Figure 2.3.5: A contour plot of the torsion angles as they occur in RNA from a search of 
the RCSB PDB in 2004. The dark areas are low frequency occurrence conformations and 
the light areas are high frequency occurrence conformations
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Figure 2.3.6: A three-dimensional plot of the relative frequency of pairs of angles (!, ") 
from a search of DNA structures in the RCSB PDB in 2004. Angles were binned in 15º 
increments. Top: Full count; bottom: plot vertically expanded to show the less frequent 
conformations.
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Figure 2.3.7: Top: A three-dimensional plot of the number of times a set of angles (!, ") 
from a search of RNA structures in the RCSB PDB in 2004. Angles were binned in 15º 
increments. Top: Full count; plot vertically  expanded to show the less frequent 
conformations.
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most common. The three-dimensional plots from 2010 are seen in figures 2.3.8 for DNA 
and 2.3.9 for RNA; the frequency statistics did not change appreciably over 6 years. The 
matching “Ramachandran”-style contour plots for DNA and RNA from 2010 are shown 
in figures 2.3.10 and 2.3.11, respectively. A comparable contour plot for the energies of 
DMP was also made, see figure 2.3.12. 
 Gaussian 98 was used to calculate the NMR chemical shielding tensors for each 
constrained conformation of DMP on a 16-node Linux Beowulf cluster. CPU times were 
about an hour. The Cartesian coordinates from the optimized structure were collected out 
of the GAMESS output to create the data. A B3LYP density  functional with a 6-311++G
(2d,p) basis set was used under tight self-consistent field (SCF) constraints. Three-
dimensional plots of both isotropic chemical shielding and chemical shielding anisotropy 
for phosphorus were made, figures 2.3.13 and 2.3.14, respectively. Even though oxygen 
and carbon would need special labeling for a reasonably sensitive measurement, for 
reference purposes the isotropic chemical shieldings were plotted for those elements as 
well as figures 2.2.15 and 2.3.16, respectively. Because of the symmetry of the model, 
only one of each of the carbons and oxygens participating in the set of torsion need be 
considered. Lastly, the average isotropic shieldings of the hydrogens was also plotted as 
figure 2.3.17.
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Figure 2.3.8: DNA 2010 3D. Angles were binned in 15º increments. Top: Full count; 
bottom: plot vertically expanded to show the less frequent conformations.
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Figure 2.3.9: RNA 2010 3D. Angles were binned in 15º increments. Top: Full count; 
bottom: plot vertically expanded to show the less frequent conformations.
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Figure 2.3.10: DNA 2010 Contour plot. Shading grades from dark at low frequency to 
light at high frequency occurrence of angles.
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Figure 2.3.11: RNA 2010 contour plot. Shading grades from dark at low frequency to 
light at high frequency occurrence of angles.
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Figure 2.3.12: A contour plot of the energies of DMP, “Ramachandran”-style. The dark 
areas are high energy conformations and the white areas are low energy conformations.
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Figure 2.3.13: Isotropic chemical shielding in parts per million for phosphorus as a 
function of the torsion angles. 
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Figure 2.3.14: Anisotropic chemical shielding in parts per million for phosphorus as a 
function of torsion angles.
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Figure 2.3.15: !-oxygen (on the designated ! torsion angle) isotropic chemical shielding 
in parts per million. 
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Figure 2.3.16: !-carbon (on the designated ! torsion angle) isotropic chemical shielding 
in parts per million. 
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Figure 2.3.17: !-hydrogen (on the designated ! torsion angle) averaged isotropic 
chemical shieldings.
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2.4 Results
 In the interest  of determining allowed and disallowed torsion angles around the 
phosphorus in the backbone of DNA, “Ramachandran”-style plots were made as 
discussed in the methods. Towards this end, a two dimensional contour plot of the 
calculated DMP energies was made in Mathematica, figure 2.3.12. The “Ramachandran”-
style plot of energies can be compared to the “Ramachandran”-style plots of DNA and 
RNA “allowed” angles.  
 For DMP, as seen in figures 2.3.1 and 2.3.2, the surface is relatively  flat with an 
energy difference of 10-20 kJ/mol including the four local minima. However, the largest 
energy difference occurs at 80 kJ higher than the lowest point when the torsion angles are 
constrained to (0°, 0°). Figure 2.4.1 shows DMP in this highly sterically strained 
conformation. For the 22.5° interval calculations, the four local minima and their energies 
are given in table 2.4.1. Symmetry would dictate that E(!67.5º, !67.5º) = E(67.5º, 67.5º) 
and E(!90.0º, 90.0º) = E(90.0º, !90.0º). As seen in the table, this is not the case in these 
calculations. At the DFT level, errors in bond lengths can reach 0.004 - 0.010 Å, which in 
turn can cause errors in energies up to approximately 4 kJ/mol at the 6-311+G(3df,2p) 
basis set (19). Careful analysis of the equilibrium structures show differences in bond 
lengths and non-dihedral angles at  the expected error of DFT, leading to the discrepancies 
in energies.
 A function was empirically fit to the plotted points of DMP via the form given in 
equation 2.7.  
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Table 2.4.1: Local minima of DMP, 22.5° interval calculation
! " Energy (kJ/mol)
!67.5° !67.5° 0
+67.5° +67.5° 0.105
!90.0° +90.0° 8.77
+90.0° !90.0° 9.16
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Figure 2.4.1: DMP with torsion angles (!, ") at (0º,0º). Phosphorus is dark red. Oxygen is 
red. Carbon is black. Hydrogen is white.
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E ! ,"( ) = ai, j cos i ! +"( ) 2( )
j=0
6
#
i=0
6
# cos j ! $"( ) 2( )    (2.7)
The function was expected to be a cosine function because of the periodicity and the 
symmetry. This also fits the periodicity seen in the calculated energies. A 24-parameter 
function was fit to the computed energies. The coefficients are given in table 2.4.2. The 
function was also plotted in Mathematica, figure 2.4.2, and a contour plot for comparison 
is figure 2.4.3.
 To verify the validity  of the function, residuals were calculated and plotted using 
Mathematica. Figure 2.4.5 shows the residuals of the calculated DMP points from the 
energies from the empirically  fit function in the same perspective as the three-
dimensional graphs of the DMP and energy function plots. Figure 2.4.6 shows a two-
dimensional plot of the residuals. Finally, figure 2.4.7 gives a normal probability 
distribution of the residuals. The root mean square distance between DMP calculated 
energy and function calculated energy was 0.688501 kJ/mol. 
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Table 2.4.2: A list of the coefficients of the parameterized function 2.7
i j ai,j i j ai,j
0 0 24.88
1 0 -15.29 0 1 -7.64
2 0 22.77 0 2 4.37
3 0 -6.57 0 3 1.31
4 0 3.40 0 4 -1.31
5 0 0.41 0 5 0.03
6 0 0.40 0 6 -0.17
2 1 -23.16 1 2 -7.24
3 1 16.00 1 3 1.49
3 2 -3.26 2 3 -2.54
1 1 42.33 2 2 25.23
3 3 8.57 5 5 -1.21
6 6 0.30
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Figure 2.4.2: The function of the energies given in equation 2.7 shown as a plot with an 
overlay of the data points collected of the energies as red dots.
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Figure 2.4.3: A contour plot of the energy function given as equation 2.7. This plot is 
compared to figures 2.3.10, 2.3.11, and 2.3.12. The dark areas are high energy 
conformations and the white areas are low energy conformations.
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Figure 2.4.5: Residuals of the energies after fitting to equation 2.7.
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Figure 2.4.6: Two-dimensional plot of the residuals. 
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Figure 2.4.7: Normal probability distribution of the energy residuals. 
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2.5 Discussion and Conclusion
 Ramachandran plots are the biochemists’ plot of the backbone torsion angles of 
proteins to determine “allowed” conformations. For nucleic acids, no such plot  has been 
determined for “allowed” or “disallowed” angles. However, the Ramachandran-style 
contour plot of DNA, figure 2.3.10, can be compared to the contour plot of the energy 
versus torsion angle in DMP, figure 2.3.12. DNA and DMP have similar angle sets in the 
areas of white for the high energy conformation region and the areas of black for the low 
energy conformation region. In the Ramachandran fashion, the high energy 
conformations would be disallowed and the low energy conformation would be allowed. 
It makes sense that a (0°,0°) constrained molecule is significantly  higher energy  as the 
methyl groups are physically in nearly the same space as seen in figure 2.4.1.  
 To determine the statistical incidence of angle occurrences in DNA, the angles 
taken from the PDB were binned for analysis. Each bin contained a set of angles with 
boundaries of 15° described by (actual angle + 180°)/15°, which created a 24 ! 24 array 
or 576 bins. Figures 2.3.8 and 2.3.9 show the three-dimensional view of the counts in 
each of these bins for DNA and RNA, respectively. Table 2.5.1 shows the most frequently 
occurring set of torsion angles and the sets of torsion angles with no occurrence. These 
match the energetics data by not having DNA with eclipsed angles contributing to steric 
hindrance, but allowing what are the lowest energy conformations.
 When viewing the three-dimensional plots of RNA and DNA histograms, both 
plots are relatively flat in the center, which again is in agreement that with a high energy 
at torsion angles of (0°,0°), there would be no DNA nor RNA with that conformation. 
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Table 2.5.1 Distribution of occurrence of  (!,") within DNA from the RCSB PDB 
(most/least) 2004 & 2010. (Angle set is the center of bin.)
(!,") 2004 Count Out of 182,425 2010 Count Out of 437,374
(!67.5°,!67.5°) 19,522 65,767
(!82.5°,!67.5°) 18,011 38,748
(!98.5°,!67.5°) 16,744 25,472
(7.5°, !7.5°) 0 0
(7.5°, 22.5°) 0 0
(-22.5°, 22.5°) 0 0
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The RNA shows less variation of its surface, indicating fewer strands in high energy 
conformations than DNA. This again agrees with a stiffer RNA conformation.
 In DNA, the probability of the bins are given in table 2.5.2 and the probabilities 
for the bins for RNA are given in table 2.5.3 according to the RCSB PDB. The highest 
probability  occurrences in bins for DNA in both 2004 and 2010 were those associated 
within 7.5° of (!67.5°, !67.5°), (!82.5°, !67.5°), (!97.5°, !67.5°). Note the highest 
probability  is essentially a g!, g! conformation. Only three bins had no probability  in 
2004, which remained the same in 2010, associated with torsion angles within 7.5° of 
(!22.5°, 22.5°), (7.5°, !7.5°), and (7.5°, 22.5°). RNA also retains bin probabilities with 
the highest bin probabilities associated with torsion angles (!, ") within 7.5° of (!67.5°, 
!67.5°), (!82.5°, !67.5°), (!67.5°, !82.5°) from 2004 to 2010. Twenty bins had 
essentially  zero probability  in 2004 which also remained the same in 2010. One would 
expect an increase in the number of occurrences in any  bin given the databank more than 
doubled the number of phosphodiester groups in oligonucleotide structures in that time. 
The large probability near (!67.5°, !67.5°) for DNA is from a preponderance of B-DNA 
in the PDB and increased from 10% to 15%, which may simply  indicate an increase in 
the amount of B-DNA being studied rather than such a large normal probability. 
 The model used for the actual energies of the phosphodiester bond torsion angles 
was DMP, which turns out to be an excellent model for the phosphodiester group 
conformation. The residuals, as shown in fig. 2.4.6 universally fall within ±3 kJ/mol of 
computed energies, or less than 4% of the total energy  variation. Finally, figure 2.4.7 
shows the probability distribution of the residuals is close to a normal distribution, which 
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again indicates excellent agreement between the energy  equation and the energies of the 
optimized structures of DMP. It has already  been demonstrated with an analysis of the 
residuals that the function fit to the energetics of DMP is exceptional. A visual analysis of 
the contour plots of both the calculated energetics of DMP and the energy  function, 
figures 2.3.12 and 2.4.5, respectively, give the same contours reflecting the quality  of the 
fit. 
 The probabilities from the energy function were determined from the Boltzmann 
equation given in equation 2.6 where f(E) is the probability, A is the normalization 
constant determined to be 16.845, R is 8.3145 J/mol K, and T = 298 K and reported in 
tables 2.5.2 and 2.5.3. Unfortunately, the 80 kJ/mol difference is not sufficient to give the 
range of probabilities found in DNA and RNA in the RCSB PDB. One reason for how 
large the probabilities range in DNA (0 - 15%) may be the distorted contribution of B-
DNA in the databank. However, even though the actual probabilities are distorted in a 
way that makes the actual probabilities unpredictable, the function does predict  relative 
probabilities of the bin associated with angles (!67.5°, !82.5°) as the highest at 5.2% and 
the bins associated within 15° of (0°, 0°) to be very low probability at values of 10–16. 
Because the function is symmetric, the probabilities at (67.5°, 82.5°) are also expected to 
match (!67.5°, !82.5°). The equation does not account  for nature’s preference of a right-
handed helix over a left-handed helix. By doing a visual analysis of the contour 
plots,figure 2.3.10 for DNA and figure 2.3.12 for DMP, and adjusting the B-DNA 
abundance, one can find matching contours, such as that along ! !45° " " +45°; ! +100° 
" " +100°; ! +60° " " +60°; ! +30° " " +45°; "!60° " " !120°; and others.
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Table 2.5.2: Probabilities of bins for DNA
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Table 2.5.3: Probabilities of bins for RNA
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 NMR tensors were calculated using Gaussian 98 for each atom in DMP in each of 
the constrained conformations calculated previously  by  GAMESS. The tensors were 
plotted as a function of the ! and " torsion angles. For phosphorous, both isotropic and 
anisotropic tensors were plotted. For hydrogen, oxygen, and carbon only isotropic shifts 
were examined. All the plots show that chemical shift varies with conformation change, 
which is well known. All the plots are symmetric, as is expected with the symmetric 
model. There are no distinctive chemical shieldings for hydrogen, carbon, nor oxygen for 
any of the conformations. Determining the actual nearby  torsion angles relies uniquely on 
the phosphorus nucleus. The 31P isotropic shielding for the high energy conformation is 
~15 ppm higher than for the low energy  conformation, and the 31P anisotropy is ~100 
ppm higher at the high energy conformation. This information shows that these rare/high 
energy conformations could be seen by NMR in the unlikely  event of their occurrence. 
Unfortunately, the more common conformations do not have distinct isotropic or 
anisotropic values from on another and we conclude that they cannot be distinguished by 
NMR.
 In order to assess the proper level of computation and basis set, the NMR tensor 
for the low energy  torsion angles of (67.5°, 67.5°) were calculated at three methods and 
three basis sets. Table 2.5.4 gives the results, which shows general agreement with each 
other for !# and $ with the notable exception of HF at aug-cc-pVDZ. Note that for NMR, 
(+67.5°, +67.5°) and ("67.5°, "67.5°) are the same.
 The question remains, how accurate are these DFT/B3LYP computations of NMR 
parameters as predictors for experiment? A comparison to barium diethyl phosphate 
92
experimentally measured values (58) with known torsion angles of (±71.6°, ±68.2°) — 
essentially  (g+, g+) or (g!, g!) (59). The measured values of the NMR tensor for barium 
diethyl phosphate are –75.9, –17.5, and 109.8 for an isotropic chemical shielding of 5.5 
ppm. Even with varying methods (60) to force tensor eigenvalues to match, the values 
deviated substantially from the computations, as seen in tables 2.5.5, 2.5.6, and 2.5.7. 
This led to the work in the next two chapters.
 Likewise, some measured values were also compared from literature. There are 
NMR tensors presented in some studies that would give insight into the calculations (61, 
62). However, the measurements are relative to trimethylphosphate, which has no 
reported absolute shielding available, making a comparison to the calculations in this 
study  irrelevant. An in-depth study of various nucleosides, deoxydimers, and 
polynucleotide acids examined the 31P chemical shift  (42). The shifts ranged from 0.415 
to 1.522 ppm relative to 85% H3PO4. The shifts were temperature dependent. Specific 
conformations about the phosphodiester bond are not considered. However, assuming the 
torsion angles are the most common conformation found from the PDB as per the 
statistical study of this project, NMR tensors calculated at (67.5o, 67.5o), the shifts are 
only relatively  close to HF or MP2 at the 6-311++G(2d,p), dependent on the method of 
shift evaluation. One study  of A-DNA gave NMR tensors of 84, 19, and !103, and B-
DNA of 71.2, 13.32, and !84.52 ppm (63). However, these tensors are given with no 
discussion of torsion angle or phosphodiester conformations. The use of multiple 
references in the literature for 31P NMR of DNA points to the need for a common, 
computationally tractable reference. The IUPAC recommended 85% H3PO4(aq.) certainly 
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does not fill the bill; its only apparent virtue is that it  is most often used in the prior 
literature (64). The issue of 31P chemical shift references will be dealt with in chapters 3 
and 4 of this dissertation.
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Table 2.5.4: Principal values of 31P NMR in DMP at (67.5o, 67.5o)
Method Basis set Principal values !iso !! "
HF 6-311++G(2d,p) 233.958 286.86 521.458 347.4257 261 0.30
MP2 6-311++G(2d,p) 212.679 269.47 513.976 332.0431 273 0.31
DFT/
B3LYP 6-311++G(2d,p) 166.901 226.6 482.04 291.8472 285 0.31
HF aug-cc-pVDZ 338.849 364.92 564.646 422.8035 213 0.18
HF aug-cc-pVTZ 268.01 318.38 543.81 376.7317 251 0.30
HF aug-cc-pVQZ 285.585 333.87 549.976 389.8087 240 0.30
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Table 2.5.5: Principal values of 31P NMR in DMP at (67.5o, 67.5o) (60)
Method Basis set Principal values !iso
HF 6-311++G(2d,p) 94.8423 41.9387 -192.6581 -18.6257
MP2 6-311++G(2d,p) 138.4215 81.6254 -162.8764 19.0568
DFT/B3LYP 6-311++G(2d,p) 134.599 74.899 -180.5397 9.6528
HF aug-cc-pVDZ -10.0494 -36.1151 -235.846 -94.0035
HF aug-cc-pVTZ 60.7904 10.4248 -215.0102 -47.9317
HF aug-cc-pVQZ 43.2148 -5.065 -221.1759 -61.0087
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Table 2.5.6: Principal values of 31P NMR in DMP at (67.5o, 67.5o)
Method Basis set Principal values !iso
HF 6-311++G(2d,p) -111.1423 -58.2387 176.3581 2.3257
MP2 6-311++G(2d,p) -138.4215 -75.6254 168.8764 -15.0568
DFT/B3LYP 6-311++G(2d,p) -178.199 -118.499 136.9397 -53.2528
HF aug-cc-pVDZ 1.394 27.4151 227.1460 255.9551
HF aug-cc-pVTZ -69.4904 -19.1248 206.3102 39.2317
HF aug-cc-pVQZ -51.9148 -3.635 212.4759 52.3087
Values calculated subtracting absolute calculated shift for H3PO4. (38)
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Table 2.5.7: Principal values of 31P NMR in DMP at (67.5o, 67.5o)
Method Basis set Principal values !iso
HF 6-311++G(2d,p) -94.3923 -41.4887 193.1081 19.0757
MP2 6-311++G(2d,p) -115.6715 -58.8754 185.6264 3.6930
DFT/B3LYP 6-311++G(2d,p) -161.449 -101.749 153.6897 -36.5028
HF aug-cc-pVDZ 10.4994 36.5651 236.296 94.4535
HF aug-cc-pVTZ -60.3404 -9.9748 215.4602 48.3817
HF aug-cc-pVQZ -42.7648 5.515 221.6259 61.4587
Values calculated subtracting the experimental shift of 85% H3PO4. (38)
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Chapter 3 
NMR of phosphate salts
Summary 
 Phosphorus-31 NMR has been in wide use for more than half a century. Currently, 
solid-state NMR can provide a wealth of information on a sample such as chemical shift 
tensors. A commonly used experimental method to determine chemical shift tensors in 
solid-state NMR is magic angle spinning (MAS) sideband analysis. Conveniently, in 
solid-state NMR, we have the luxury of knowing exact atomic positions within the limits 
placed by vibrational averaging. For example, analysis of the spinning sidebands of a 
powder sample of ammonium dihydrogen phosphate yielded !11 = !22 = !6 ppm and !33 = 
26 ppm, relative to H3PO4(aq.), for a chemical shielding anisotropy "" = !"! = (3/2)(!i ! 
!33) = 31.9 ± 1.1  ppm. Having a solid reference for experimental solid-state NMR to also 
use in computations would alleviate some of the difficulties of using the standard 85% 
H3PO4(aq.). 
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3.1 Introduction
 In this dissertation chapters 1 and 2 discussed the origins and background of 
NMR and specifically  31P NMR, with chapter 2 dealing primarily  with the 31P 
calculations and this chapter focusing on the experimental measurement of NMR 
parameters. 
 Continuous wave NMR was the original method for collection of spectra, 
however pulsed NMR was introduced shortly thereafter (1) and, with the implementation 
of Fourier transform for spectral interpretation, also resulted in better signal-to-noise (2). 
Most NMR experiments are performed on samples dissolved in liquid solvents (3-9). In 
liquids, molecules tumble, averaging out any anisotropic values to give only isotropic 
parameters, which give information about the sample. However, anisotropic parameters 
arise from second-rank tensors, which require some order in the sample and solvent (3, 
10-18) , a requirement that can be addressed through solid-state NMR.
 Despite some of the drawbacks of early NMR, 31P NMR was attempted in the first 
decade of experimental NMR and collections of chemical shifts for phosphorus 
containing compounds were published quickly  (19-25). 31P is a relatively easy nucleus to 
work with due to spin-!, 100% natural abundance, moderate relaxation times, and a large 
range of chemical shifts. The spin gives solid-state spectra without interference from 
quadrupolar interactions, and the 100% natural abundance contributes to stronger signal 
with no complications from other isotopes of the same element in a sample. (19) 
 In 31P NMR, the primary interaction of interest is the chemical shielding. As 
discussed in chapter 1, the chemical shielding can be expressed as a second rank tensor, 
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which can be diagonalized to yield three principal values; these principal values can then 
be combined to give the isotropic chemical shielding, chemical shielding anisotropy (!!), 
and asymmetry parameter ("). !! and " can be determined by the analysis of the 
rotational sideband intensities in a magic-angle spinning experiment, as first 
demonstrated by Maricq and Waugh (26), whereas modern methods for sideband analysis 
use the more general and practical approach of Herzfeld and Berger (27). 
 For experimental 31P NMR, the IUPAC convention is to reference 31P to 85% 
H3PO4(aq.) (28). 85% H3PO4(aq.) is a viscous liquid which gives a single relatively sharp 
31P NMR line. As an experimental NMR reference it  is very suitable; however, it has been 
shown in chapter 2 and will be further discussed in chapter 4 of this dissertation that 85% 
H3PO4 (aq.) has computational drawbacks. This chapter examines the chemical shielding 
of three crystalline phosphate salts and esters as an extension of the work done in chapter 
2 and to address the difficulties of using 85% H3PO4(aq.) as a reference for solid-state 
31P NMR.
 The salts chosen for this study are ammonium dihydrogen phosphate, NH4H2PO4 
(ADHP), diammonium hydrogen phosphate (NH4)2HPO4 (DAHP), and magnesium 
diethyl phosphate, Mg(C4H10PO4)2 (MgDEP). This project followed from the project in 
chapter 2, where the conformation of the phosphodiester bond in dimethyl phosphate was 
a model for DNA and examined for energetics and NMR chemical shielding. In order to 
find a compatible model for comparison, phosphate salts with known torsion angles were 
selected. Dialkyl phosphodiester salts with barium, magnesium, and ammonium have 
known torsion angles about the phosphodiester bond in crystal structures from x-ray 
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crystallographic data (29). The NMR of barium diethyl phosphate is available in literature 
(30), so the ammonium and magnesium salts were investigated. The x-ray 
crystallography  coordinates were expanded into model structural clusters for each salt for 
this chapter. In chapter 4, the actual expansion and clusters chosen will be discussed. The 
model cluster of ADHP is shown in figure 4.3.1. The model cluster of DAHP is shown in 
figure 4.3.2. The model cluster of MgDEP is shown in figure 4.3.4.
 ADHP was deuterated for an additional experiment. Deuterium NMR is focused 
on the effect of the quadrupole moment, which was introduced in chapter 1 and is 
explained further in chapter 5 of this dissertation. The quadrupole moment interacts with 
the electric field gradient  (EFG),which can be calculated by ab initio methods and also 
calculated from an MAS NMR experiment.
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3.2 Theory
 MAS was used in this project to obtain the principal axis values, and from these, 
the !! and " for three phosphate salt samples. MAS was discussed in chapter 1. 
Acquiring the NMR parameters from the MAS spectrum is discussed here.
 The MAS spectrum consists of a central isotropic line with so-called spinning 
sidebands to either side. When !! is comparable to the spinning frequency, these 
sidebands become quite intense. The central isotropic line is invariant to spinning speed, 
and can be identified by this characteristic. The spinning sidebands are spaced apart at the 
spin-frequency, !#r. The Nth sideband changes frequency by  N(!#r) when the spinning 
frequency is changed by !#r .
 The fact that the sample is spinning in the applied magnetic field at a specific 
angle to the field must be accounted for to obtain the NMR parameters. Figure 3.2.1 
shows the sample set-up with the different frames of reference. The precession frequency, 
#, of a given spin is determined as equation 3.1.
 
 
! =!0 b0
R i" R ib0
R( )                (3.1)
where #0 is the Larmor frequency from equation 1.6, b0R is the unit vector in the 
direction of B0 and the rotor axis frame R given in equation 3.2, !R is the chemical 
shielding matrix.
 b0R = sin!R cos" ,sin!R sin" , cos!R               (3.2)
where $R is the angle between the rotation axis and the applied magnetic field, B0, #R is 
the spin frequency, and ! =! 0 +"Rt . The angles ($R, %) describe the orientation of B0 in 
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Figure 3.2.1: A diagram of the frames of reference for a sample spinning at the magic 
angle to the applied magnetic field, B0,  with the z-axis parallel to field in the laboratory 
frame, zR parallel to the spinning axis and the zPAF-axis the most distinct principal axis in 
the principal axis frame. !R is the angle relating the the zR-axis to B0.
!
B0 
z 
spinning axis 
zR 
zPAF 
!R 
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the rotor frame. Equation 3.1 includes a time independent term and a term which 
oscillates at the spinning frequency (27). 
 To use the spinning sidebands to determine the !!, !R must be considered in terms 
of !PAF.
 
 
! PAF =
!11
PAF 0 0
0 ! 22
PAF 0
0 0 ! 33
PAF
"
#
$
$
$
$
%
&
'
'
'
'
          (3.3)
 
 
!R = R"1 # ,$,%( )! PAFR # ,$,%( )           (3.4)
where R(", #, $) is the rotation matrix for the rotation operator rotating the principal axis 
frame onto the rotor frame using the Euler angles ", #, and $. Briefly, Euler angles are the 
angles of rotation about an axis from an initial frame to a new frame. The rotation matrix 
is
 
 
R ! ,",#( ) =
cos! cos" cos# $ sin! sin# $ sin! cos# $ cos! cos" sin# cos! sin"
sin! cos" cos# + cos! sin# cos! cos# $ sin! cos" sin# sin! sin"
$ sin" cos# sin" sin# cos"
%
&
'
'
'
(
)
*
*
*
               (3.5)
where the the rotation to take (xPAF, yPAF, zPAF) to (xR, yR, zR) using the Euler angles ", #, 
and $ is defined as follows. First, rotate about zPAF by $ to get (x2PAF, y2PAF, z2PAF); second, 
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rotate about yPAF by  ! to get (x3PAF, y3PAF, z3PAF); third, rotate about zPAF by " to get (xR, yR, 
zR).
 The expression R(", !, #) can be written as Rz(#) Ry(!) Rz(") where Rz(#) is the 
rotation about the z-axis by an angle #, Ry(!) is the rotation about the y-axis by !, and  Rz
(") is the rotation about the z-axis by ". The Cartesian operators for rotation are given as 
equations 3.6, 3.7, and 3.8 where Rx rotates the y-axis towards the z-axis, Ry rotates the z-
axis towards the x-axis, and Rz rotates the x-axis towards the y-axis for a general angle, $.
 Rx !( ) =
1 0 0
0 cos! " sin!
0 sin! cos!
#
$
%
%
&
'
(
(           (3.6)
 Ry !( ) =
cos! 0 sin!
0 1 0
" sin! 0 cos!
#
$
%
%
&
'
(
(           (3.7)
 Rz !( ) =
cos! " sin! 0
sin! cos! 0
0 0 1
#
$
%
%
&
'
(
(           (3.8)
 By substituting the specific Euler angle in for the general angle, using R(", !, #) = 
Rz(#) Ry(!) Rz("), substituting the matrices in for the operator, and simplifying, equation 
3.5 is returned. 
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 The components of !R can be represented as equations 3.9, 3.10, 3.11, and 3.12 
where the coefficients A1, A2, B1, and B2 are given as equations 3.13 through 3.16, 
respectively (27).
  
!11
R " ! 22
R( )
2 = A2 cos2# + B2 sin2#           (3.9)
 !12
R = B2 cos2" # A2 sin2"          (3.10)
 !13
R = A1 cos" + B1 sin"          (3.11)
 ! 23
R = B1 cos" # A1 sin"          (3.12)
 
 
A1 = sin! cos! cos
2" # xx
PAF $ # zz
PAF( ) + sin2" # yyPAF $ # zzPAF( )%& '(     (3.13)
 
A2 =
1
2
cos2 ! cos2" # sin2"( ) $ xxPAF # $ zzPAF( ) + cos2 ! sin2" # cos2"( ) $ yyPAF # $ zzPAF( )%& '(
             (3.14)
 
 
B1 = ! sin" cos" sin# $ xx
PAF ! $ zz
PAF( )         (3.15)
 
 
B2 = ! sin" cos" cos# $ xx
PAF ! $ yy
PAF( )         (3.16)
 From equations 3.1, 3.2, and 3.9 through 3.16, and setting the magic angle where 
(3 cos2 "R ! 1) = 0 we can get the time dependent NMR frequency !, relative to that of 
the unshielded nucleus !0, by equation 3.17.
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! = "!0 # iso +
2
3
2 A1 cos $ + %( ) + B1 sin $ + %( )&' () +
2
3
A2 cos 2$ + 2%( ) + B2 sin 2$ + 2%( )&' ()
*
+
,
-
.
/
             (3.17)
 Integrating over the full set of Euler angles present in a powdered sample, we 
obtain
 
 
F t( ) = 1
8! 2
e
i " # ,$ ,% ;t( ) dt
0
t
&'()
*
+,
0
2!
&0
!
&0
2!
& sin$d#d$d%       (3.18)
where the integrals over !, ", and # sum the FIDs over all orientations of the molecule or 
crystal in the sample. Substituting equation 3.17 into 3.18 and performing the integrations 
numerically will give the FID for the sample, and a Fourier transform will produce the 
spectrum. To get the !$ and % from the experimental spectrum, the expected spectrum is 
calculated and compared to experimental, changing the anisotropy and asymmetry 
parameters until convergence is achieved (26, 27) by a quadratic or steepest descent 
method.
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3.3 Methods
 Three phosphate salts were analyzed for this project: ammonium dihydrogen 
phosphate (ADHP), diammonium hydrogen phosphate (DAHP), and magnesium diethyl 
phosphate (MgDEP). ADHP and DAHP were purchased as reagent grade powders from 
Sigma-Aldrich. MgDEP was synthesized by the same method used in the original x-ray 
crystallography  paper (31), as follows. All steps of synthesis were carried out at ~ 20ºC. 
Silver diethyl phosphate (SDEP) was prepared (32) by adding a large excess of silver 
oxide (Ag2O) (10.0 g) to 6.83 g of  diethyl chlorophosphate (C4H10O3PCl) (both reagents 
were purchased from Sigma-Aldrich) in deionized water (100 mL). The solution was 
stirred for five hours at room temperature. The precipitate, consisting of silver chloride 
(AgCl) and unreacted silver oxide, was filtered off. The water was removed by 
evaporation. Approximately 100 mL of 95% ethyl alcohol, from Sigma-Aldrich, was 
added to the residue and the solution was stirred a few minutes to redissolve the SDEP. 
Approximately  50 mL of ethyl acetate was then added to the solution. The SDEP was 
crystallized by allowing the solvents to evaporate off. 
 To confirm the identity of the product, liquid -state 31P NMR was performed on 
14 mg SDEP dissolved in 1 mL D2O. At that time, some diethyl chlorophosphate still 
remained mixed with the SDEP. The SDEP was redissolved in water (200 mL), and 
another 10 g of silver oxide was added. The solution was wrapped in aluminum foil to 
prevent photodecomposition and then stirred for one week to ensure complete reaction. 
The solution was evaporated for three weeks to remove solvent. The SDEP was 
redissolved in 95% ethanol (150 mL) and stirred. Another 100 mL of ethyl acetate was 
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added. The solvent was removed by evaporation under air pressure in a foil covered 
beaker for 3 days for complete removal of solvent yielding approximately 9 g of SDEP. 
 A 1.05 M  magnesium chloride (MgCl2) aqueous solution was made by  heating 
5.00 g of MgCl2 in 50.00 mL of nanopure H2O. The solution was cooled to room 
temperature, then SDEP was dissolved in DI water and stirred for 1 hour. The MgCl2 
(aq.) was titrated with the SDEP forming a white precipitate, AgCl, which was filtered 
using a Buchner funnel. Two additional filtration steps were performed, and it  was left to 
dry overnight. After drying, the solution was filtered again, with the solution being heated 
so that the MgDEP would not precipitate out under vacuum. After this fourth filtration, 
the aqueous MgDEP required crystallization by evaporation under air pressure for one 
week. Some silver was still present, evident by  visible brown crystals present in the 
precipitate. The MgDEP was purified by dissolving the crystal in 95% ethanol and 
filtered through a 20 µm pore filter paper filtration system. Another 50 mL of ethyl 
acetate was added to the solution. The solvent was removed by  evaporation for 5 days. 
Clear crystals remained, formed along the bottom and sides of the beaker, in needle-like 
shapes approximately 1 inch long and 0.5 mm wide. 
 Liquid-state NMR was performed on ~15 mg of the crystal dissolved in 1 mL of 
D2O, and MgDEP was confirmed by both 1H and 31P NMR on a 7.0 T (300 MHz) Bruker 
Avance spectrometer at room temperature using a 5 mm QNP for 1H/13C/19F/31P probe. 
1H NMR used a standard pulse program with a 30º pulse and decoupling. 31P, ! = 121 
MHz, also used a standard pulse program with a relaxation delay  of 2.00 s, a pulse length 
of 6.50 µs at 12.00 dB. The spectra are figures 3.3.1 and 3.3.2, respectively.
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Figure 3.3.1: 1H liquid NMR spectrum of MgDEP in D2O.
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Figure 3.3.2: 31P liquid NMR spectrum of MgDEP in D2O.
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 The MgDEP, ADHP, and DAHP solids were all ground using a mortar and pestle 
to as fine a powder as possible and packed into individual 4 mm rotors for MAS NMR 
experiments. The experiments were all performed at room temperature at 14.1 T (242.97 
MHz 31P) on a Bruker Avance spectrometer with a Bruker 4 mm 1H/BB CP-MAS probe. 
The experiments used a single pulse excitation with high power proton decoupling, which 
used a 90º pulse length of 4 µs  for 31P and pulse length of 5 µs for 1H. A relaxation delay 
of 64 s and acquisition of 4 scans were used for all experiments. ADHP was spun at 6.2 
kHz, 4.1 KHz, and 2.1 kHz. Spectra are shown in figures 3.3.3, 3.3.4, and 3.3.5, 
respectively. DAHP was spun at 5.8 kHz and 2.5 kHz with spectra shown in figures 3.3.6 
and 3.3.7, respectively. MgDEP was spun at 6.0 kHz, 4.0 kHz, and 1.9 kHz with spectra 
shown in figures 3.3.8, 3.3.9, and 3.3.10, respectively. A Perl script was written and used 
to convert the J-CAMP FIX .dx files of a Bruker FID into a Mathematica (33) notebook, 
appendix C.
  A rotor was filled with 85% H3PO4 (aq.) and spun at approximately 1 kHz to 
obtain a reference spectrum, figure 3.3.11. The uneven baseline is from truncation of the 
FID.
 In addition, continuous wave proton decoupled 31P NMR was observed on the 
department’s liquids-only  Bruker Avance 400 MHz NMR for a powder sample of ADHP 
in a 5 mm liquids tube, figure 3.3.12, to observe the signal in a liquids setting. The 
experiment was performed at room temperature on a 5 mm QNP probe for the 9.4 T 
spectrometer where 31P observes at 161.97 MHz. A standard pulse sequence for 
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Figure 3.3.3: ADHP 31P MAS NMR at 6.2 kHz spin-rate.
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Figure 3.3.4: ADHP 4.1 kHz 31P MAS NMR.
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Figure 3.3.5: ADHP 31P MAS NMR at 2.1 kHz spin-rate.
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Figure 3.3.6: DAHP 31P MAS NMR at 5.6 kHz spin-rate.
120
Figure 3.3.7: DAHP 2.6 kHz 31P MAS NMR.
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Figure 3.3.8: MgDEP 31P MAS NMR at 6.0 kHz spin-rate spectrum.
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Figure 3.3.9: MgDEP 4.0 kHz 31P MAS NMR
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Figure 3.3.10: MgDEP 31P MAS NMR 1.9 kHz spin-rate.
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Figure 3.3.11: 85% H3PO4 31P MAS NMR 1 kHz.
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Figure 3.3.12: Powder sample ADHP on liquids 400 MHz NMR.
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continuous wave used a 30º pulse of 8.75 µs. A relaxation delay of 2 seconds was used for 
4 scans. 
 Because of the unacceptably  large linewidth of the protonated sample, ADHP was 
deuterated by dissolving 1.3 g of ADHP in 3 mL of 99.98% D2O from Sigma-Aldrich and 
recrystallized by slow evaporation in a dessicator over two days (34). This procedure was 
repeated twice for complete deuteration. 31P NMR was performed on a powder sample of 
deuterated ADHP (ADDP) on a Bruker Avance 14.1 T (1H 600 MHz, 31P 242.97 MHz) 
NMR instrument in a 5 mm liquids tube with a 5 mm broadband observe probe, figure 
3.3.13. The experiment consisted of a 10 µs 30º pulse from a standard pulse program for 
32 scans with a 10 second recycle delay and a power level of !4 dB. 
 2H MAS NMR was also performed using the 14.1 T (1H 600 MHz, 2H 92.13 
MHz) Bruker Avance NMR spectrometer using a Bruker 4 mm 1H/BB CP-MAS probe, 
figure 3.3.14. For this experiment, deuterated dimethyl sulfone (DMS-d6) was used as a 
reference, figure 3.3.15. The same experiment was run on the reference and the sample. 
A standard sequence with a 90º pulse of 4.75 µs at a power level of !5.0 dB was used 
with a 64 s recycle delay and collected over 24 scans. The DMS-d6 was spun at ~ 8 kHz 
and the ADDP was spun at 8.0 kHz, 10.0 kHz, and 12.0 kHz.
  A Mathematica notebook was used to plot the spectrum and calculate intensities 
for the sideband spinning analysis for the ADHP and EFG analysis for ADDP. The 
anisotropic part of the chemical shielding tensors were obtained by  fitting the integrated 
sideband intensities from spectra obtained at two or three rotation frequencies, using the 
formulas derived by  Herzfeld and Berger (27). Parameter standard deviations were 
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obtained from the numerical second derivatives of the variances with respect to each 
parameters. Uncertainties given are twice the standard deviation. Anisotropic chemical 
shieldings are given as !! = "!" = (3/2)("i  – "33) with |"33| > |"11| > |"11| and "i = ("11 + "22 
+ "33)/3.  Asymmetry parameters are defined as  # = ("22 – "11)/"33. 
 The quadrupole coupling constant (CQ) for deuterium in the O"D"O and N"D"O 
positions, where D is deuterium, was derived from the principle component of the electric 
field gradient (EFG) tensor calculated at HF with aug-cc-pVDZ in GAMESS (35) to 
compare to the CQ derived from the MAS spectra. The CQ was derived using equation 5.1 
and the quadrupole moment 0.2860 fm2 for deuterium (36). The CQ was fitted from the 
MAS spectra using the C program developed by Jun Zhou using the sideband intensities 
(27, 37).
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Figure 3.3.13:  Powder sample of ADDP 31P NMR on the department’s Bruker Avance 
600 MHz NMR instrument in a 5 mm liquids tube.
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Figure 3.3.14: 2H NMR on ADDP at 3 spin-rates: 8.0 kHz, 10.0 kHz, and 12.0 KHz, as 
labeled.
130
Figure 3.3.15: 2H MAS NMR of DMS-d6 spun at 8.0 kHz.
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3.4 Results
 The measured !! and " were calculated for ADHP, DAHP, and MgDEP from the 
sidebands in the spectra relative to 85% phosphoric acid. Results are shown in table 3.4.1. 
The CQ, both computed and from experiment, are listed in table 3.5.1.
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Table 3.4.1: Measured !! and asymmetry parameters
Salt !! (ppm) "
ADHP 31.9 ± 1.1 0 (by symmetry)
DAHP "74.0 ± 0.5 0.40 ± 0.02
MgDEP 96.6 ± 2.0 0.76 ± 0.04
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Table 3.4.2: CQ (kHz) for 2H in ADDP
Calculated Experimental
O ! D ! O 114.2 114.3 ± 3.5
N ! D ! O 1512.0 4.5 ± 0.5
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3.5 Discussion and Conclusions
 ADHP is a highly  symmetric crystal, which can be seen by the model cluster in 
chapter 4, and requires ! = 0. The !" is small at 31.9 ± 1.1 ppm, which is small enough 
that in a continuous wave proton decoupled experiment, the powder can be observed. 
Unfortunately, the decoupling in the experiment is only 50 kHz, which is insufficient and 
a half-height linewidth of approximately  65 ppm is observed. One method for improving 
linewidth is to deuterate the ADHP, revealing the powder pattern and results in the half-
height linewidth of about 25 ppm. The powder pattern gives "ᆘᆘ = "14.7 ppm and "⊥ = 18.8 
ppm, for an anisotropy of 33.5 ppm, in fair agreement with MAS results. The isotropic 
shift with respect to 85% phosphoric acid is 1 ppm.
 For DAHP, only two spectra were taken at different spin rates. The isotropic shift 
with respect to 85% phosphoric acid is 0 ppm. DAHP is asymmetric, ! = 0.40 ± 0.02, 
with a !" of "74.0 ± 0.5. 
 The MgDEP has a surprisingly small !" of 96.6 ± 2.0 ppm, an isotropic shift 
relative to 85% phosphoric acid of 8 ppm, and ! = 0.76 ± 0.04. Magnesium diethyl 
phosphate was, in part, chosen because it is similar to the dimethyl phosphate model 
studied in chapter 2 and has known torsion angles about the phosphodiester bond of 77.6º 
for C"O"P"O and 87.4º O"P"O"C (31), as defined in chapter 2. A-DNA has reported 
principal axis components, "11, "22, and "33, relative to 85% phosphoric acid as  "83, "18, 
and +103 ppm, respectively (38), which give a !" of 154.5 ppm. Barium diethyl 
phosphate (BaDEP) has torsion angles about the phosphodiester bond of 71.6º and 68.2º 
with reported principal axis components, "11, "22, and "33, relative to 85% phosphoric acid 
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as  !75.9, !17.5, and +109.8 ppm, respectively  (30), which give a "! of 156.5 ppm. The 
BaDEP has similar "! to A-DNA, which are much larger than MgDEP. Clearly, the size 
of the Ba2+ ion versus the Mg2+ ion changes the conformation of the phosphodiester bond. 
Chapter 2 has shown MgDEP is still in a low energy conformation, and the calculated 
anisotropy  of DMP in the MgDEP conformation is estimated at 268.0 ppm compared to 
the BaDEP conformation of DMP at  270.5 ppm. This leaves the conclusion that 
properties of the counter ion leads to a large difference in the "!.
  ADHP is a suitable chemical shift reference for 31P. It has a small "!, small 
enough to allow a spectrum to be collected on a liquids instrument, and high lattice 
symmetry, making it  easy to compute. In addition, because of the suitability  of ADHP as 
a potential reference for solid state NMR, continuous wave proton decoupled 31P NMR 
was observed on the department’s liquids only  Bruker Avance 400 MHz NMR for a 
powder sample of ADHP in a 5 mm liquids tube, figure 3.3.15. Unfortunately, the 
decoupling for a 400 MHz CW on this liquids instrument is restricted leading to a 
lineshape nearly  twice as broad as expected based on the "! for ADHP from the MAS 
spinning sideband analysis. Fortunately, this is still a feasible linewidth and is further 
reduced with a deuterated sample, resulting in a linewidth of about half the non-
deuterated sample. One important consideration is the phase change which occurs for 
ADHP at 133ºC and ADDP at 141.5ºC (34). The phase change will alter the structure and 
therefore the chemical shift. However, 85% phosphoric acid boils at 158ºC, and the 
phosphorus environment is changing at these high temperatures.
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 In contrast, 85% H3PO4(aq.) is computationally arduous, as shown in chapter 4. 
85% phosphoric acid is not a particularly  problematic liquid for a simple reference. 
However, one would not want to spike a pH sensitive sample, such as a protein, with an 
acid. For solids, a separate measurement must be made. Conversely, ADHP is easily and 
cheaply obtained from a chemical supply company, such as Sigma-Aldrich, and is also an 
easy sample for acquiring NMR. Using ADHP as a reference, the average isotropic 
chemical shift for DAHP is !1 ppm and for MgDEP is 7 ppm.
 Additionally, ADDP was examined for the deuterium CQ and chemical shifts of 
the deuterated sites. Two environments exist for deuterium in ADDP, the O!D and N!D 
bonded sites, giving chemical shifts of 11 ppm and 3 ppm relative to DMS-d6 
respectively. In the three ADDP spectra, a peak occurs at 0, which is attributed to residual 
D2O from the deuteration process. The CQ of the deuterium bonded between oxygen 
atoms has excellent  agreement at 114.3 kHz ± 3.5 kHz for the experimental and 114.2 
kHz for the theoretical calculation. This site is well described in the model as it represents 
the core phosphate, which was of interest in the "! study. The experimental and 
theoretical values do not agree for the nitrogen-bonded deuterium atoms, with an 
experimental value of 4.5 kHz ± 0.5 kHz and theoretical value of 1512 kHz. The 
expected value is small, along the lines of the experimental value, and the discrepancy  is 
ascribed to four-fold motional hopping of deuterium sites in the ammonium ions. The 
experimental value represents the motional average of this hopping. To improve the 
agreement of the values, the model would need to be adjusted to properly represent the 
ammonium environment and the values of the ammonium deuterons would need to be 
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averaged. In order for the adjusted model to be calculated with reasonable resource use in 
a reasonable amount of time, an ammonium ion would be selected as the central ion, with 
the phosphate ions and other ammonium ions coordinated to it for proper calculation of 
the CQ of the deuterium atom. However, as ADHP is being recommended as a reference 
for 31P NMR, the poor agreement in the N!D CQ is not of consequence for this study.
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Chapter 4 
Phosphate Salt Calculations 
Summary 
 Density  functional theory calculations are commonly used methods to 
theoretically determine chemical shift tensors in NMR. Unfortunately, most work until 
recently  has been in the liquid state, where the exact  model used for the phosphate ion 
environment greatly affects the computations. In solid-state NMR, we have the luxury  of 
knowing exact atomic positions, within the limits placed by vibrational averaging. A 
DFT/B3LYP calculation at the aug-cc-pVDZ level, using a cluster with the central 
phosphate surrounded by six ammonium ions and four other hydrogen-bonded 
phosphates, gave !! = " !" = 35.8 ppm, which is in excellent agreement with experiment 
(31.9 ± 1.1 ppm) given the level of theory and the model used. Phosphorus NMR is a 
valuable tool in chemistry. The current standard reference of 85% H3PO4(aq.) is a fine 
experimental reference, but computationally formidable. Ammonium dihydrogen 
phosphate is a salt that can be easily represented for computation and easily worked with 
as a solid-state experimental reference.   
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4.1 Introduction
 The experimental and theoretical aspects of NMR of phosphorus have already been 
discussed extensively  in the first three chapters of this dissertation. The current NMR 
reference for any measurement of phosphorus is 85% H3PO4(aq) (1). Unfortunately, 
phosphoric acid is computationally unwieldy with the following pH equilibrium:
H3PO4 ! H2PO4! + H+ ! HPO42! + 2H+ ! PO43! + 3H+
In the solid phase, phosphoric acid is strongly hydrogen bonded (2). Strong hydrogen 
bonding also occurs in 85% phosphoric acid solution, both with itself and with water, 
which is demonstrated by a viscosity of approximately 35.26 centipoise (3). When diluted 
the hydrogen bonding remains, increasing the phosphoric acid " water hydrogen bonds. 
Therefore the exact species in concentrated solution is experimentally unknown.
 Without  a known structure on which to perform calculations for same-method and 
basis set comparison, a consistent reference cannot be reached. Some groups have tried to 
remedy this situation with a trianion PO43! model (4).  The degree of protonation of the 
phosphate group changes the isotropic chemical shift  in a relatively small range of 15 - 
20 ppm for 31P (5). But even more drastic is the #!, which can deviate by approximately 
200 ppm. 
 Calculations of solids have their own impediments. Solids do not behave the same 
as molecules due to the continuity  of their structures. Using periodic boundary conditions 
allows for large continuous models, however the only method available for this is DFT 
(6). For ab initio treatment of these systems using non-DFT methods, approximations 
using finite models must be made. Overall, these approximations work well for 
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calculations on local phenomena (7). The finite model approximations are referred to as 
clusters in this project. The chosen cluster must be small enough for convergence but 
large enough that the inherent property is not  changed. For example, if the cluster is 
picked with incorrect symmetry, ! will be computed incorrectly.
 Addressing phosphoric acid as a solid state reference is also complicated. A 
phosphate salt can be used to mimic the protonation effects. To this end, an experiment 
using urea phosphate was performed due to its equilibrium between the neutral and singly 
negative ion forms of hydrogen phosphate (5). Another study addressed phosphoric acid 
computation directly (4) using DFT with a scaled function of sB3LYP and estimated 
infinite order Møller-Plesset (EMPI) with GIAO and a Gaussian and Dunning basis set to 
compare. Several structures of phosphoric acid and the phosphate ion were modeled, 
including hydrated molecules. This study concluded that the undissociated acid dihydrate, 
H3PO4·2H2O, could serve as a comparable model for calculations on the 85% 
concentrated phosphoric acid reference, although it was not ideal.
 For this project, HF, MP2, and DFT methods will be compared. Two Pople basis 
sets and two Dunning basis sets are also compared. This work will use the approximation 
of a rigid, isolated cluster in the gas phase to represent the crystal structure of three 
phosphate salts to find, first, a good computational reference for a 31P NMR parameters, 
and, second, the most appropriate method and basis set to use for experimental validity.
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4.2 Theory
  In this project, the chemical shielding tensor was calculated to determine the !!, 
", and isotropic chemical shielding of three phosphate salts using ab initio methods. 
Chapter one discussed the calculations of NMR parameters, the theory  of the HF, MP2, 
and DFT methods with the B3LYP functional. The basis sets used in this project were 
also already discussed in chapter 1, Pople’s 6-311G and 6-311++G(2d,p), and Dunning’s 
aug-cc-pVDZ and aug-cc-pVTZ. The calculations were performed on clusters of ions as 
models for the powders which were experimentally measured in the project discussed in 
chapter 3. Cluster expansion from x-ray  crystallography derived structures will be 
discussed here. 
 When calculating NMR parameters, first a geometry must be selected for the 
structure. In chapter 2, a experimentally derived geometry was selected and then 
optimized theoretically. For this project, the crystal structures for the three compounds of 
interest were found from x-ray crystallography in the literature. X-ray crystallography 
uses diffraction of X-rays with a wavelength of approximately  10–10 m, on the order of 
the distance between atoms to determine the positions of atoms in a crystal. The 
coordinates obtained indicate the position of each atom in a single repeating unit cell, 
within the limits of vibrational averaging.  
 Coordinates in an x-ray crystallography or neutron diffraction paper are usually 
given as fractions of the unit cell. From these coordinates, along with unit cell 
parameters, the molecular geometry can be calculated. 
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 The unit cell and crystal lattice are best descriptors when the inherent symmetry 
of a molecule is considered. The crystals can then be characterized by  its external 
symmetry, called point groups, or its internal symmetry, called space groups. The full use 
of the unit cell dimensions, the coordinates of each atom in the asymmetric unit, and the 
space group symmetry will generate the entire arrangement of atoms in a crystal (8). The 
groups arise from symmetry operations performed about symmetry elements, whether 
that element be a point, line or plane of symmetry  (9-11). A visual diagram of the unit cell 
and the descriptive parameters are given in figure 4.2.1 for clarity  of discussion of the 
symmetry of each cluster.
 The solid cluster studied for ammonium dihydrogen phosphate used a tetragonal 
crystal system (12) structure with the characteristic symmetry of a single 4-fold rotation 
or rotatory-inversion axis along c, where for symmetry reasons a = b ! c and ! = " = # = 
90º. The other two clusters fell into the monoclinic crystal system where a ! b ! c and ! = 
# = 90º, " > 90º. 
 A group in mathematical terms is a collection or set of symmetry elements that 
obey certain mathematical conditions that interrelate these elements. The definition of a 
point group is a set of symmetry operations that  leave unmoved at least one point (8). A 
point group is a subset of a crystal system with two commonly used notations, the 
Hermann-Maguin and the Schoenflies (8, 11). Point groups are sometimes expressed in 
terms of site symmetry to describe the symmetry at any  site. A space group is a set of 
transformations that leave a triply periodic, discrete set of labeled points unchanged. 
There are eight different notations for space groups, including the International Union of 
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Crystallography notation (13). The space group arises from the combinations of the point 
groups with the Bravais lattices, a subset of the crystal systems.
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Figure 4.2.1: The unit cell along Cartesian axis x, y, and z, with unit direction names of a, 
b, and c respectively, and the angles between them of !, ", and #, as shown.
! z 
y 
x 
!! "!
#!a 
b 
c 
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4.3 Methods
 The clusters used in computation were expanded from crystal structure data from 
the literature. The fractional coordinates for ADHP (14), DAHP (15), and MgDEP (16) 
were obtained. Using the fractional coordinates, and the unit cell dimensions a, b, and c, 
and !, ", and #, the full unit cell in Ångstroms was determined. The atomic positions are 
assigned for the points given, and then the unit cell is translated using the Wyckoff 
positions according to the space group given from the Bilbao Crystallographic Server
(17). The unit cell is then expanded in all directions by  adding or subtracting 1 to the 
crystallographic coordinates x, y, z of the full unit cell. Finally, the fractional coordinates 
are converted to Cartesian coordinates. Equations 4.1, 4.2, and 4.3 give the conversion of 
the unit cell of dimensions a, b, and c, !, ", and # for the crystallographic coordinates x, y, 
z into the Cartesian coordinate system.
  X = ax + bycos! + cz cos"          (4.1)
 
 
Y = by sin! +
cz cos" # cos$ cos!( )
sin!
        (4.2)
 
 
Z = zV
absin!
           (4.3)
  Clusters of varying sizes were calculated for ADHP, DAHP, and MgDEP. The 
largest clusters are described as follows. 
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ADHP: The central phosphate is hydrogen bonded to 4 phosphates with 6 coordinated 
ammoniums for a tetragonal structure of point  group S4. S4 has a 4-fold improper rotation 
axis. To achieve the symmetry, the object is rotated by  !/2 then reflected through the 
plane perpendicular to the axis of rotation. S4 has 4 symmetry elements, 4 irreducible 
representations, and 3 “real” irreducible representations. An irreducible representation is 
a symmetry operation of a group  which cannot be reduced further. That is, the matrix of 
an irreducible representation cannot be defined in block-diagonal form as a construction 
of a linear combination of the basis functions. Irreducible representations are complex, 
therefore “real”  irreducible representations are the real portion of the complex form. S4 is 
an Abelian group, also called commutative, where the order in which the symmetry 
operations are executed is immaterial. The crystal space group is I42d (122); 31P site 
symmetry is 4 . The (122) is the International Union of Crystallography arbitrarily 
assigned numerical space group for the Hermann-Mauguin notation of I42d . The first 
symbol, I, is the description of the centering of the Bravais lattice, which is body 
centered. The number values of 4 and 2 are the most prominent symmetry operations 
which are the possible combinations of rotations, and the bar modification indicates a 
rotoinversion axis. These are the same as for the point group. Therefore, the 4 indicates a 
4-fold rotoinversion, and the 2 is a 2-fold rotation axis. The 4 is a shape with two faces or 
sets of faces on top and two faces or sets of faces on the bottom, offset by 90o. The d 
indicates a glide plane, which is a reflection in a plane followed by a translation in that 
plane. The d glide specifically indicates a reflection then translation along the fourth of 
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either a face or space diagonal. The site symmetry, then, is a 4-fold rotoinversion at the 
central phosphorus. The coordinates for ADHP obtained as described above were 
optimized by enforcing the S4 symmetry within the boundaries of vibrational motion. In 
addition, the location of hydrogen atoms are not reliable by x-ray crystallography, so 
hydrogen positions were optimized computationally. 
 Three representations of ADHP were computed. The largest  structure of 63 atoms 
with a –1 charge is shown in figure 4.3.1, the coordinates are given in table 4.3.1, and 
best fits the description above. The clusters were scaled down to determine the smallest 
cluster to give convergent results. The smallest cluster of ADHP was simply  the central 
phosphate anion with the four hydrogens participating in hydrogen-bonds between 
oxygens. This maintained the symmetry of the cluster with nine atoms and a charge of 
+1. Figure 4.3.2 shows this smallest cluster based on ADHP. Figure 4.3.3 shows an 
empirical formula cluster with twelve atoms. This cluster loses the symmetry, therefore 
the !! and " are not valid representative results, but is included because all three salts 
were computed for empirical formula clusters. In all, six clusters of ADHP were 
calculated, but three were ignored because the local symmetry was violated.  
DAHP: X-ray  data gives a symmetry of C1. The C1 symmetry  is in Schönflies notation 
and indicates a single proper rotation axis. In the crystal, each ammonium is coordinated 
by 5 oxygens; each phosphate is coordinated to 2 phosphates and 2 ammoniums for a 
space group of P21/c ; 31P site symmetry is 1. The Hermann-Mauguin notation indicates a
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Figure 4.3.1: Model cluster of ammonium dihydrogen phosphate (ADHP) NH4(H2PO4), 
where phosphorus is dark red, oxygen is red, nitrogen is blue, and hydrogen is white. 
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Table 4.3.1: The coordinates of 63 atom ADHP (fig. 4.3.1) used in computation in 
Ångstroms
Element X Y Z Element X Y Z
P 0 0 0
P -3.7499 0 1.88735 H 4.8748 1.87493 2.83102
P 0 3.74985 -1.8873 N 0 0 -3.7747
P 0 -3.7499 -1.8873 N 0 0 3.7747
P 3.74985 0 1.88735 N -3.7499 0 -1.8873
O -0.6322 -1.0995 0.86894 N 0 3.74985 1.88735
O -1.0995 0.63222 -0.8689 N 0 -3.7499 1.88735
O 1.09946 -0.6322 -0.8689 N 3.74985 0 -1.8873
O 0.63222 1.09946 0.86894 H -0.1408 -0.8071 4.37958
O -3.11763 -1.0995 1.01841 H -0.8071 0.14081 -4.3796
O -1.0995 3.11763 -1.0184 H 0.80714 -0.1408 -4.3796
O 1.09946 -3.11763 -1.0184 H 0.14081 0.80714 4.37958
O 3.11763 1.09946 1.01841 H -0.1592 -0.9093 -3.2108
O -4.3821 1.09946 1.01841 H -0.9093 0.15917 3.21078
O 1.09946 4.38207 -1.0184 H 0.90927 -0.1592 3.21078
O -1.0995 -4.3821 -1.0184 H 0.15917 0.90927 -3.2108
O 4.38207 -1.0995 1.01841 H -3.9105 -1.0015 -2.0082
O -4.8493 -0.6322 2.75629 H -1.0015 3.91047 2.00816
O -0.6322 4.84931 -2.7563 H 1.00151 -3.9105 2.00816
O 0.63222 -4.8493 -2.7563 H 3.91047 1.00151 -2.0082
O 4.84931 0.63222 2.75629 H -4.0727 0.55671 -2.6729
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Table 4.3.1: The coordinates of 63 atom ADHP (fig. 4.3.1) used in computation in 
Ångstroms
Element X Y Z Element X Y Z
O -2.6504 0.63222 2.75629 H 0.55671 4.07269 2.67293
O 0.63222 2.65039 -2.7563 H -0.5567 -4.0727 2.67293
O -0.6322 -2.6504 -2.7563 H 4.07269 -0.5567 -2.6729
O 2.65039 -0.6322 2.75629 H -4.1757 0.32511 -0.9626
H -1.8749 -1.125 0.94367 H 0.32511 4.17569 0.96265
H -1.125 1.87493 -0.9437 H -0.32511 -4.1757 0.96265
H 1.12496 -1.8749 -0.9437 H 4.17569 -0.32511 -0.9626
H 1.87493 1.12496 0.94367 H -2.71911 0.1412 -1.6781
H -4.8748 -1.8749 2.83102 H 0.1412 2.71911 1.67815
H -1.8749 4.8748 -2.831 H -0.1412 -2.71911 1.67815
H 1.87493 -4.8748 -2.831 H 2.71911 -0.1412 -1.6781
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Figure 4.3.2: Smallest computed cluster for ADHP, where phosphorus is dark red, oxygen 
is red, and hydrogen is white.
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Figure 4.3.3: Empirical cluster of ADHP, where phosphorus is dark red, oxygen is red, 
nitrogen is blue, and hydrogen is white.
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primitive or simple cubic system of one lattice point on each corner of the cube. The 21/c 
indicates a 2-fold screw axis in the direction of the c-axis. A screw axis is a rotation about 
the indicated c-axis, followed by a translation along the direction of the c-axis. 
 The coordinates were expanded from the x-ray crystallography paper as above. As 
for the ADHP, the hydrogen atoms required adjustment. The hydrogen atoms bonded to 
oxygen atoms were optimized computationally. However, full computational optimization 
of the structure pulls hydrogen atoms off the ammoniums to balance charge. In order to 
retain the ionic nature of DAHP, the hydrogen atoms bonded to nitrogen atoms were 
manually  adjusted by  lengthening the bond length along the N–H bond vector to 1.02 Å. 
Figure 4.3.4 shows the largest cluster for DAHP of 90 atoms with a +2 charge. The 
cluster was also computed as a one-dimensional cluster with 48 atoms, a charge of +1, 
and shown in figure 4.3.5. Figure 4.3.6 shows the smallest cluster calculated, with the 
goal of finding the smallest cluster usable for accurate computation. This cluster contains 
the central phosphate with the four hydrogen bonded hydrogens based on the full DAHP 
cluster for a total of nine atoms and a charge of +1. Figure 4.3.7 shows the empirical 
formula cluster with sixteen atoms. Due to the nature of the symmetry of DAHP, all 
clusters maintain C1 symmetry. In all, five clusters of DAHP were computed.
MgDEP: Each phosphate is coordinated to 2 magnesiums; each magnesium is 
coordinated to 4 tetragonal phosphate groups, with a space group of C2/c (15). Again, 
(15) indicates the International Union of Crystallography arbitrary number of the space 
group. The Hermann-Mauguin space group of C2/c indicates centering on the c face with 
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a 2-fold proper rotation axis in the direction of the c-axis. The largest cluster is charged 
+2 and has Ci symmetry. The computed cluster has an inversion center on the c-axis. 31P 
site symmetry  is !. Finally, the ! indicates the central phosphorus is a point of improper 
rotoinversion. However, in the computed clusters, the point for the improper 
rotoinversion is moved to between the phosphate groups because the 3-dimensional 
layers are not all present. Figure 4.3.8 shows the largest cluster for MgDEP of 118 atoms 
and +2 charge. The smallest cluster is a single magnesium coordinated to a single diethyl 
phosphate group for a total of 20 atoms and a charge of +1 and a symmetry  of C1, shown 
in figure 4.3.9. The empirical formula cluster is shown in figure 4.3.10. In all, seven 
clusters were computed. 
 The computations were done in Gaussian 03 (18), at three levels, HF, DFT/
B3LYP (19-23), and MP2 (24-28), with four basis sets for a total of twelve values to 
compare for each cluster on a 64-node SGI Altix 3700 supercomputer. The basis sets 
were 6-311G (29, 30), 6-311++G(2d,p) (31, 32), the Dunning basis sets (33-38) aug-cc-
pVDZ, and aug-cc-pVTZ. 
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 Figure 4.3.4: Two-dimensional model cluster of diammonium hydrogen phosphate 
(DAHP) (NH4)2HPO4 where phosphorus  is dark red, oxygen is red, nitrogen is blue, and 
hydrogen is white.
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Figure 4.3.5: One-dimensional model cluster of DAHP, where phosphorus is dark red, 
oxygen is red, nitrogen is blue, and hydrogen is white.
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Figure 4.3.6: The smallest cluster for DAHP computed, where phosphorus is dark red, 
oxygen is red, and hydrogen is white. 
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Figure 4.3.7: The empirical formula cluster computer for DAHP, where phosphorus is 
dark red, oxygen is red, nitrogen is blue, and hydrogen is white.
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Figure 4.3.8: Model cluster of magnesium diethyl phosphate (MgDEP) Mg(C4H10PO4)2, 
where magnesium is blue, phosphorus is dark red, oxygen is red, carbon is gray, and 
hydrogen is white.
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Figure 4.3.9: The smallest computed cluster of MgDEP, where magnesium is blue, 
phosphorus is dark red, oxygen is red, carbon is gray, and hydrogen is white.
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Figure 4.3.10: The empirical formula cluster for MgDEP where magnesium is blue, 
phosphorus is dark red, oxygen is red, carbon is gray, and hydrogen is white.
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4.4 Results
 The results of the !! and asymmetry parameter calculations compared to 
experiment are given as table 4.4.1 for ADHP, table 4.4.2 for DAHP, and table 4.4.3 for 
MgDEP. Isotropic shifts relative to ADHP are reported for the full clusters of DAHP and 
MgDEP, table 4.4.4. Both the largest ADHP cluster and the smallest cluster retaining 
symmetry were compared. Blanks in the tables are due to calculations requiring more 
memory than was possible or a length of computation time that exceeded allotment by the 
research facility for users.
 For the experimental data, the anisotropic part  of the chemical shielding tensors 
were obtained by fitting the integrated sideband intensities from spectra obtained at two 
or three magic angle spinning frequencies, using the formulas derived by Herzfeld and 
Berger (39). Parameter standard deviations were obtained from the numerical second 
derivatives of the variances with respect to each parameter. Uncertainties given are twice 
the standard deviation. Anisotropic chemical shieldings are given as !! = –!" = (3/2)("i 
– "33) with |"33| > |"11| > |"11| and "i = ("11 + "22 + "33)/3. Asymmetry parameters are 
defined as  # = ("22 – "11)/"33.  All values are as reported in chapter 3. 
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Table 4.4.1: !! and asymmetry parameter for ADHP
Size Experimental Computed
!! (ppm) " 6-311G 6-311++G(2d,p) aug-cc-pVDZ aug-cc-pVTZ
ADHP 
(4.3.1)
31.9±1.1 0
HF 31.4 0 27.0 0 18.8 0 26.1 0
DFT 45.9 0 39.2 0 27.7 0 35.8 0
smallest 
(4.3.2)
HF 48.3 0 46.9 0 32.6 0 44.7 0
DFT 72.0 0 65.4 0 50.0 0 51.9 0
MP2 66.1 0 58.6 0 43.4 0 54.6 0
empirical 
(4.3.3)
HF –108.8 0.85 –109.6 0.69 –88.1 0.86 –105.4 0.67
DFT –151.5 0.77 –139.0 0.63 –114.3 0.76 –128.4 0.71
MP2 –139.4 0.74 –128.3 0.64 –103.8 0.77
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Table 4.4.2: !! and asymmetry parameter for DAHP
Size Experimental Computed
!! 
(ppm) " 6-311G 6-311++G(2d,p) aug-cc-pVDZ aug-cc-pVTZ
2-D  
(4.3.4)
–74.0 
± 0.5
0.40 
± 
0.02
HF 74.3 0.94 –95.0 0.74 –71.0 0.69
DFT 103.2 0.77 –101.2 1.00 79.2 0.98
1-D
(4.3.5)
HF 122.7 0.56 124.4 0.85 99.5 0.76
DFT 142.8 0.87 135.4 0.83 111.4 0.79
MP2 153.7 0.59
smallest 
(4.3.4)
HF 234.1 0.40 211.2 0.23 180.8 0.23 202.3 0.21
DFT –1050.9 0.18 –273.8 0.57 –169.7 0.44 –209.3 0.37
MP2 353.9 0.54 295.3 0.32 262.9 0.39 281.2 0.32
medium
(none)
HF 137.1 0.14 –129.3 0.91 –99.4 0.95 –123.6 0.97
DFT 152.8 0.78 –383.5 0.40 –138.3 0.87
MP2 143.9 0.79 –114.1 0.98
empirical 
(4.3.5)
HF 115.8 0.68 121.5 1.00 97.3 0.93 117.5 0.95
DFT 161.0 0.69 –163.6 0.97 129.6 0.91 –152.3 0.92
MP2 142.5 0.75 138.7 0.95 113.2 0.91
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Table 4.4.3: !! and asymmetry parameter for MgDEP
Size Experimental Computed
!! 
(ppm) " 6-311G 6-311++G(2d,p) aug-cc-pVDZ aug-cc-pVTZ
4Mg2+
6DEP1–
largest
(4.3.8)
96.6 ± 
2.0
0.76 
± 
0.04
HF 77.4 0.64 87.6 0.76
DFT 85.7 0.72 94.1 0.79
1Mg2+ 
1DEP1–
smallest 
(4.3.9)
HF 188.8 0.15 175.3 0.17 150.7 0.11 169.7 0.19
DFT –467.4 0.13 111.2 0.67 94.4 0.61 127.0 0.78
MP2 226.3 0.13 201.3 0.14 173.6 0.11
1Mg2+ 
2DEP1–
empirical
(4.3.10)
HF 200.6 0.20 184.6 0.33 157.3 0.25
DFT 260.0 0.24 225.2 0.34 198.0 0.30
MP2 227.6 0.19
2Mg2+
2DEP1–
(none)
HF -32.6 0.73 –41.7 0.89 30.0 0.94
DFT –29.2 0.57 –39.1 0.77 –29.3 0.86
MP2 –30.6 0.67
2Mg2+
4DEP1–
(none)
HF 82.7 0.39 88.9 0.50 75.4 0.35
DFT 258.0 0.78
3Mg2+
4DEP1–
(none)
HF 68.3 0.54 76.1 0.66 62.8 0.50
DFT 78.0 0.48 82.3 0.63 70.1 0.52
3Mg2+
6DEP1–
(none)
HF 90.3 0.54 99.0 0.69
DFT 101.8 0.60
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Table 4.4.4: Computed and experimental isotropic shift w.r.t. ADHP (ppm)
Size Experimental Computed
ADHP 6-311G 6-311++G(2d,p) aug-cc-pVDZ
DAHP
(4.3.4) -1
4.3.1
HF –17 –6 –6
DFT –16 –7 –6
4.3.2
HF 2 8 3
DFT 6 13 7
MgDEP
(4.3.8) 7
4.3.1
HF –14 –3
DFT –13 –5
4.3.2
HF 5 11
DFT 10 15
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4.5 Discussion and Conclusions 
 Aug-cc-pVDZ basis sets give the best results for !! and ". The aug-cc-pVDZ 
required shorter CPU time than 6-311++G(2d,p). For MgDEP, the 6-311++G(2d,p) level 
gives quite good results. Limited results at the 31P aug-cc-pVTZ level shows some 
improvement. Oddly, the absence of polarization functions in the 6-311 basis does not 
make a large difference to computed chemical shifts. 
 ADHP is a suitable chemical shift reference for 31P. It has a small !!, small 
enough to allow a spectrum to be collected on a liquids instrument, and high lattice 
symmetry, making it easy  to compute. In addition, the core H4PO4+ from the ADHP could 
substitute for the full cluster used in the need of a quick computation. In contrast, 85% 
H3PO4 is not a reasonable computation. 
 As an experimental reference for 31P, DAHP shows promise. While the !! for the 
two-dimensional computation model is approaching the experimental value, the " is 
hovering near 1.0, not 0.40. At " = 1.0, the sign of !! inverts, accounting for the sign 
flipping seen in the calculated values. A three-dimensional model was not computed 
because of the pore size that exists in the third dimension of over 5 Å. Therefore, no 
hydrogen-bonding exists in the third dimension to affect the NMR parameters. However, 
the 90 atom DAHP model has only been calculated to aug-cc-pVDZ because of resource 
limitations. Larger basis sets are likely to improve both the !! and " for this cluster.
 MgDEP’s 118 atom model gives excellent results at the 6-311++G(2d,p) level for 
both !! and ". Unfortunately, none of the Dunning basis sets could be compared because 
this large model used more computational resources than the user was allowed. Based on 
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the ADHP and DAHP, larger basis sets may improve results but are unlikely to improve 
enough to warrant the extra resource usage.
 A cluster size comparison was done for each salt. ADHP’s full and smallest cluster 
can be used as a reference in calculation. The smallest cluster would be best used for a 
quick check, if necessary. Unfortunately, the smaller clusters for DAHP nor MgDEP gave 
poor results for not enough computational ease.
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Chapter 5
Basis Set Evaluation for Electric Field Gradient Calculations 
on Scandium and Copper
Summary
This study examines the computation of electric field gradients (EFGs) for two first row 
transition elements using different standard basis sets and correlation methods. In contrast 
to the main block, correlation consistent basis sets with core and core-valence correlation 
compensated (aug-cc-pCVnZ) basis sets do not perform as well as the corresponding aug-
cc-pVnZ series for these elements. Reasonably good convergence of the EFGs is 
experienced at the valence triple-zeta level, which unfortunately  is a far larger basis set 
than is commonly used. Relativistic corrections are found to be non-negligible. No 
density  functional theory (DFT) method tested gives accurate values for EFGs; with 
adequate basis sets, DFT methods sometimes even give an incorrect sign for the EFG. In 
contrast, perturbation and coupled cluster methods appear properly to account for the 
correlation. 
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5.1 Introduction 
 NMR has already been established as a useful method for determining 
information about the environment of an atom in different physical and environmental 
environments. Previous chapters of this dissertation have looked primarily at 31P, 
however many metal nuclei are also measurable by NMR and can provide the same 
information about the metal center in different environments (1), commonly using 
chemical shift, linewidth, and coupling constants to discern this information. Metal nuclei 
can pose measurement difficulties due to resonance frequency issues and inherent 
sensitivity arising from low gyromagnetic ratios, low natural abundances, or high nuclear 
spin (2). 
 A nucleus that has spin > ! has a quadrupole moment, which couples with the 
electric field gradient (EFG) from the electric charge distribution in the molecule. The 
earliest suggestion of a nuclear quadrupole moment came from Pauli in 1924 (3), which 
arose as an possible explanation of the hyperfine structure from molecules and ions in the 
form of a finite angular momentum of the nuclei (4). The nuclear quadrupole coupling 
was observed and explained for the first  time about a decade later (5) on Europium atoms 
using interferometry, and a few years after that in HD using magnetic resonance (6). 
Many experimental techniques can be used to determine the nuclear quadrupole coupling, 
including Mössbauer spectroscopy, hyperfine techniques, electron scattering, inelastic 
hadron scattering, Coulomb excitation, and NMR (7, 8). The quadrupole coupling is an 
effective means of relaxation in NMR and is often the largest contribution to this (9), and 
in 1950 NQR and NMR were first used to observe this phenomenon (10, 11). One of the 
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first measurements involving copper’s quadrupole moment was done in 1953 (12) and the 
associated EFGs were first explicitly explored in 1960 (13, 14). The EFG for metallic 
scandium was first calculated in 1961 (15). 
 Theoretically calculated values of the EFG in atomic units, can be used with the 
experimentally measured nuclear quadrupole coupling constant, CQ in MHz, to determine 
the nuclear quadrupole moment, which is denoted Q for the traceless and axially 
symmetric quadrupole moment tensor with Q denoting only the unique principal value. 
Equation 5.1 shows the relation.
 
 
Q e fm2 =
CQ MHz
2.3495VZZ a.u.
          (5.1)
where Vzz is the principal component of the calculated EFG and 2.3495 is a conversion 
factor (16).
 Because the spectra can be quite complex, interpretation of experimental NMR 
spectra of quadrupolar nuclei can sometimes be aided by computation. For example, 
proteins have complicated spectra and the relaxation of quadrupolar metal nuclei can 
broaden linewidths to obscure shielding information in the spectra. Most protein NMR is 
structural using 1H, 13C, and 15N multidimensional methods (17). However, NMR 
measurement at metal centers in proteins is possible (18-20). 
 EFGs are extremely sensitive to local geometry. Measurement of EFGs in proteins 
has proven difficult (21), but  has been done for both 2H (22) and 17O (23). Computations 
aid in discerning the information from spectra in EFG. Unfortunately, limited 
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computational resources restrict the accuracy  of EFG computations on metal sites in 
proteins.
 65Cu NMR measurements on azurin, a protein with an active site containing a 
single copper ion, prompted computation of the electric field gradient at  the copper site
(19). Azurin is one of the so-called “blue copper proteins”. Unfortunately, computation of 
the full protein of azurin using ab initio methods is currently unfeasible. Even 
computation of the active site is expensive in terms of processor time and memory. In 
addition, a previous study shows that even very large basis sets that  permit high accuracy 
computations of most  geometric and spectroscopic properties of molecules can give 
errors of up to 15% when applied to the quadrupole couplings of first and second row 
diatomic species (24). That study showed that  tight d functions must be added to allow 
Sternheimer polarization of core orbitals. Sternheimer polarization (25) is an effect first 
proposed in 1950, where the quadrupole moment induced in the core electrons by  the 
nuclear quadrupole moment interacts with the valence electrons. While not an electron-
correlation effect, the tight high-angular momentum functions added to allow electron 
correlation between core and valence shells also permit the core orbitals to distort in the 
field of the nuclear quadrupole. Therefore, basis sets which include core and core-valence 
electron correlation are used for reasonable results in EFG calculations (26). The mixture 
of a large number of electrons, large basis set, and high theory level make the 
computation outside regular research resource restrictions. In order to ascertain what 
level of theory is minimally necessary to get accurate values for the EFG in Cu(I), we 
undertook a high-level basis set comparison for CuCl, which has been studied by 
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microwave spectroscopy as a diatomic, and whose quadrupolar couplings are accurately 
known (27-29). 
 The single naturally  occurring isotope of scandium, 45Sc, is NMR active with a 
spin of S = 7/2. Table 5.1.1 gives key NMR properties of 45Sc. The two naturally occurring 
isotopes of copper, 63Cu and 65Cu, are NMR active, each with a spin S = 3/2, and occur in 
69% and 31% natural abundance, respectively.  Table 5.1.2 gives key NMR properties of 
the isotopes of copper. Solid state studies of copper NMR observes primarily Cu(I), while 
NQR is used to observe Cu(II) (30). Solid state copper NMR can also assess a variety  of 
materials (1).
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Table 5.1.1: Key properties of NMR-active scandium isotopes
Property 45Sc
Magnetic Moment (µN) 5.3933
Resonance frequency (MHz) at 14.1 T field 145.764
Spin 7/2
Natural Abundance (%) 100
Relative Sensitivity to 1H 0.30
Absolute Sensitivity* 0.30
Quadrupole Moment (Q/fm2) –0.0022
Magnetogyric ratio ! (!107 rad T-1s-1) 6.5081
* Absolute sensitivity = natural abundance !  relative sensitivity.
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Table 5.1.2: Key properties of NMR-active copper isotopes
Property 63Cu 65Cu
Magnetic Moment (µN) 2.8755 3.0746
Resonance frequency (MHz) at 14.1 T 
field
159.03 170.366
Spin 3/2 3/2
Natural Abundance (%) 69.09 30.91
Relative Sensitivity 9.31 ! 10-2 0.114
Absolute Sensitivity* 6.43 ! 10-2 3.52 ! 10-2
Quadrupole Moment (Q/fm2) "0.00211 (or 
"0.0015, "0.0016) (1)
"0.00195 (or 
"0.0014, "0.0015)
Magnetogyric ratio ! (!107 rad T-1s-1) 7.0965 7.6018
* Absolute sensitivity = natural abundance !  relative sensitivity.
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5.2 Theory
 Computing accurate EFGs is essential to the quantitative analysis of quadrupole 
couplings. Equation 1.25 gave the quadrupolar Hamiltonian, from which we can obtain 
the energy levels, equation 5.2.
 
 
E = e
2qQ
8S 2S !1( ) 3cos
2" !1( ) 3m2 ! S S +1( )( )        (5.2)
where e2qQ is the quadrupole coupling constant and m is the azimuthal spin quantum 
number. 
 Insights into the chemical environment can be described by  EFGs due to its 
inherent sensitivity  to electron density. In ab initio calculations, EFGs can be obtained for 
each nucleus by 
 
 
V = 14!"0
qi
R # ri
3 R # ri( )$          (5.3)
The components of the electric field gradient are calculated as Vxx = !Ex / !x , etc., where 
E is the electric field (31). As shown by the equation, the EFG is proportional to 1/
r3,where r is the distance between the nucleus and the electron. EFG is therefore very 
sensitive to distortions of the core orbitals. For light elements, a non-relativistic treatment 
is sufficient, whereas heavier elements often require a relativistic approach (7, 32, 33).
 The non-relativistic calculation at the HF and DFT methods used in this project 
acquire the matrix for the nuclear field gradient from equation 5.4.
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V!" R X( ) = # i r( )V!"el r;R X( )# i r( )
i
$ +V!"nuc R X( )       (5.4)
where !i(ri) are the molecular orbitals, Vel is given by equation 5.5 and Vnuc is given by 
equation 5.3.
 
 
V!"
el = #
3 ri # R X( )! ri # R X( )" # ri # R X
2
$!"
ri # R X
5          (5.5)
For DFT, incorporating correlation necessitates the construction of the one-particle 
density  matrix (34-36). While DFT has been a regularly used method for calculating 
EFGs (37), the accuracy of the method has been called into question for transition metals, 
specifically CuCl (38, 39).
 Most molecular properties need no correction for vibrational and rotational 
motion because that contribution is much smaller than the pure electronic contributions 
(40). In addition, the approximations made by quantum theory in chemical applications 
introduce more error than by  ignoring the rovibrational correction (41). However, for 
EFG calculations, vibrational corrections must also be incorporated into the results (41). 
 The preferred method for calculating the correction for rovibrational motion is to 
calculate the potential energy and EFG for each nucleus in the diatomic at  several 
different radii about the equilibrium radius. Then, the Schrödinger equation is solved 
using harmonic oscillator wavefunctions using variational methods. The equations 
depend parametrically on the potential energy curve of the diatomic through the 
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equilibrium bond distance, Re, the harmonic frequency, !e, and the anharmonicity and 
non-rigid rotor constants and on the shape of the curve used.  
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5.3 Methods
 This work studies the method and basis set correlation for best prediction of the 
EFG. Dunning’s basis sets aug-cc-pVnZ and aug-cc-pCVnZ, as discussed in chapter 1, 
were obtained from the EMSL basis set exchange (42-47). Theoretical methods compared 
are HF (48-50), MP2 (51-54), CCSD (55-60), and DFT (61-64) with three different 
functionals, B3LYP (65-67), PBE (68, 69), and LSDA (61, 62, 70) in Gaussian 03 (71). 
All are as discussed in the theory  in chapter 1. A comparison of various electron-
correlation methods (MP2, CCSD, and DFT) in CuCl, ScCl, and ScF evaluates how well 
empirical and perturbation methods approach the ‘gold-standard’ of CCSD for EFG 
calculations. Note that for the CCSD method, at basis sets of VQZ and higher, h-orbitals 
and i-orbitals must be removed because of software limitations. 
 A vibrational correction was also calculated for the EFGs as described in section 
5.2. The EFG for scandium in ScCl is plotted in figure 5.3.1 and the associated 
Mathematica (72) notebook is given as appendix D. 
 These calculations required memory ranging from 5 GB for the lowest method/
basis set  to 32 GB for the highest  method/basis set. Calculations were run on Merritt, an 
SGI Altix 3700 supercomputer purchased for general use by UNL researchers. Merritt has 
64 1.3 Ghz Itanium processors available. 
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5.4 Results
 Scandium and copper are both first row transition elements, combining with 
halides in 1:1 ratios for study  of the EFG. Experimental values of quadrupole coupling 
constants (CQ), quadrupole moments (Q), and corresponding EFGs of ScF, ScCl, and 
CuCl are given in table 5.4.1 from the literature. 19F is not a quadrupolar nucleus. Table 
5.4.2 gives the calculated results for copper and chlorine in CuCl at all the methods and 
basis sets given in the methods section. Table 5.4.3 gives the calculated results for 
scandium in ScF and table 5.4.4 gives the calculated results for scandium and chlorine in 
ScCl at all methods and basis sets given in the methods section. Figures 5.4.1 through 
5.4.12 show graphical results of the EFGs. In most cases, these vibrational corrections are 
small.  Results for the CuCl at CCSD with aug-cc-pC(w)VnZ are shown in figures 5.4.3 
and 5.4.4, and ScCl at CCSD are shown in figures 5.4.7 and 5.4.8.
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Table 5.4.1: Experimental values
CQ (MHz) Q (fm2) EFG Vzz (a.u.)
45Sc19F 74.086(27) !23.1(27) 1.36497
 45Sc35Cl 68.2067(27) !22.0(28) 1.25664
 45Sc35Cl !3.7861(28) !8.165(29) 0.197348
63Cu35Cl 16.1712(29) !21.1(29) 0.312623
 63Cu35Cl !32.1247(29) !8.165(29) 1.60
The nucleus of interest is in bold.
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Table 5.4.2: Calculated EFG for CuCl
Copper aug-cc-
pVTZ
aug-cc-
pVQZ
aug-cc-
pV5Z
aug-cc-p
(w)CVTZ
aug-cc-p
(w)CVQZ
aug-cc-p
(w)CV5Z
HF 0.758395 0.785046 0.807095 0.857752 0.878629 0.870234
MP2 0.354038 0.405415 0.428634 0.452806 0.499210 0.485157
CCSD 0.408615 0.458780 0.476106 0.506692 0.546284 0.542238
CCSD 
with 
correction
0.514326 0.553764
DFT/
B3LYP
-0.24589 -0.209763 -0.16483 -0.172163 -0.156244 -0.130834
Chloride
HF -0.95949 -0.915493 -0.983284 -0.977045 -0.968037 -0.969914
MP2 -1.45809 -1.415077 -1.514154 -1.504618 -1.495013 -1.494271
CCSD -1.3292 -1.27412 -1.36597 -1.366962 -1.345807 -1.34893
CCSD 
with 
correction
-1.4297 -1.40253
DFT/
B3LYP
-1.779 -1.747272 -1.868074 -1.859283 -1.847948 -1.841781
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Table 5.4.3: Calculated EFG for ScF
Scandium aug-cc-
pVTZ
aug-cc-
pVQZ
aug-cc-
pV5Z
aug-cc-p
(w)CVTZ
aug-cc-p
(w)CVQZ
aug-cc-p
(w)CV5Z
HF 1.506827 1.506069 1.636456 1.687421 1.712975
MP2 2.588864 2.752086 3.003645 2.818328 3.025306
CCSD 2.747822 2.930682 3.006048 3.234455
DFT/
B3LYP
1.213353 1.230843 1.413369 1.421047 1.452752 1.100709
DFT/
LSDA
1.065997 1.09762 1.295736 1.29822
DFT/
PBEPBE
1.098252 1.11090 1.09762 1.318702 1.339781 1.045914
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Table 5.4.4: Calculated EFG for ScCl
Scandium aug-cc-
pVTZ
aug-cc-
pVQZ
aug-cc-
pV5Z
aug-cc-p
(w)CVTZ
aug-cc-p
(w)CVQZ
aug-cc-p
(w)CV5Z
HF 1.336229 1.348145 1.486531 1.547533 1.573934
MP2 1.173952 1.195505 1.330693 1.371862 1.411695
CCSD 1.219756 1.246668 1.41972 1.463414
CCSD 
with 
correction
1.218794
DFT/
B3LYP
1.047041 1.096793 1.249219 1.27903 1.297713 0.941928
DFT/
LSDA
0.899822 0.976777 1.121877 1.156633 1.159698 0.649015
DFT/
PBEPBE
0.935054 0.996216 1.160425 1.181163 1.197732 0.900723
Chloride
HF 0.160301 0.129549 0.14482 0.151723 0.141806
MP2 0.137114 0.106917 0.117123 0.132859 0.121147
CCSD 0.146365 0.117123 0.140402 0.130164
CCSD 
with 
correction
0.143595
DFT/
B3LYP
0.275978 0.259579 0.280081 0.291768 0.276277 0.276531
DFT/
LSDA
0.223331 0.204426 0.221122 0.233056 0.21845 0.217451
DFT/
PBEPBE
0.252261 0.243953 0.255975 0.273505 0.256354 0.256145
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Figure 5.4.1: EFG in atomic units of copper in CuCl at aug-cc-pVnZ for Dunning type 
basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, DFT/B3LYP is blue, and experimental value is gray dashed line. 
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Figure 5.4.2: EFG in atomic units of chlorine in CuCl at aug-cc-pVnZ for Dunning type 
basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, DFT/B3LYP is blue, and experimental value is gray dashed line. 
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Figure 5.4.3: EFG in atomic units of copper in CuCl at aug-cc-p(w)CVnZ for Dunning 
type basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, DFT/B3LYP is blue, and experimental value is gray dashed line. 
The vibrational correction to the CCSD level is shown in pink.
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Figure 5.4.4: EFG in atomic units of chlorine in CuCl at aug-cc-p(w)CVnZ for Dunning 
type basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, DFT/B3LYP is blue, and experimental value is gray dashed line. 
The vibrational correction to the CCSD level is shown in pink.
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Figure 5.4.5: EFG in atomic units of scandium in ScF at aug-cc-pVnZ for Dunning type 
basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, and experimental value is gray dashed line.
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Figure 5.4.6: EFG in atomic units of scandium in ScF at aug-cc-p(w)CVnZ for Dunning 
type basis sets of increasing n. Methods are labeled by color, where HF is green, MP2 is 
orange, CCSD is red, and experimental value is gray dashed line.
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Figure 5.4.7: EFG in atomic units of scandium in ScCl at aug-cc-pVnZ as circles and 
aug-cc-p(w)CVnZ as triangles for Dunning type basis sets of increasing n. Methods are 
labeled by color, where HF is green, MP2 is orange, CCSD is red, and experimental value 
is gray dashed line. The vibrational correction to the aug-cc-pVnZ is given in pink.
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Figure 5.4.8: EFG in atomic units of chlorine in ScCl at aug-cc-pVnZ as circles and aug-
cc-p(w)CVnZ as triangles for Dunning type basis sets of increasing n. Methods are 
labeled by  color, where HF is green, MP2 is orange, CCSD is red, and experimental value 
is gray dashed line. The vibrational correction to the aug-cc-pVnZ is given in pink.
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Figure 5.4.9: Comparison of DFT functionals for EFG in atomic units of scandium in ScF 
at aug-cc-pVnZ for Dunning type basis sets of increasing n. Functionals are labeled by 
color, where B3LYP is blue, PBE is cyan, LSDA is steelblue, and experimental value is 
gray dashed line.
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Figure 5.4.10: Comparison of DFT functionals for EFG in atomic units of scandium in 
ScF at aug-cc-p(w)CVnZ for Dunning type basis sets of increasing n. Functionals are 
labeled by  color, where B3LYP is blue, PBE is cyan, LSDA is steelblue, and experimental 
value is gray dashed line.
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Figure 5.4.11: Comparison of DFT functionals for EFG in atomic units of scandium in 
ScCl at aug-cc-pVnZ as circles and aug-cc-p(w)CVnZ as triangles for Dunning basis sets 
of increasing n. Functionals are labeled by  color, where B3LYP is blue, PBE is cyan, 
LSDA is steelblue, and experimental value is gray dashed line.
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Figure 5.4.12: Comparison of DFT functionals for EFG in atomic units of chlorine in 
ScCl at aug-cc-pVnZ as circles and aug-cc-p(w)CVnZ as triangles for Dunning type basis 
sets of increasing n. Functionals are labeled by color, where B3LYP is blue, PBE is cyan, 
LSDA is steelblue, and experimental value is gray dashed line.
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5.5 Discussion and Conclusion 
 Use of Dunning’s correlation consistent basis sets in EFG calculations greatly 
improves both convergence and agreement between computed EFG values and 
experimental values for the transition metals. The aug-cc-pVnZ basis set series showed 
accuracy  and quick convergence in EFG calculations. The same series modified to permit 
core-valence correlation (aug-cc-pCVnZ) performs worse, contrary to the findings for 
lighter elements (24). 
 Satisfactory agreement between experiment and theory also requires correlation to 
be computed to at least the MP2 level. Copper and scandium gave unexpected results, 
with MP2 closer to experimental EFG values than CCSD.  In the azurin study, accounting 
for relativistic effects improved results. The scandium has previously shown better MP2 
results than CCSD with Gaussian basis sets (73). Relativistic treatment of scandium also 
should improve results (74). 
 Density functionals seem to universally over-correct for electron correlation in 
copper. A comparison of functionals of DFT for ScCl and ScF EFG calculation shows the 
core-valence basis set  with B3LYP at no higher than quadruple zeta is the most  consistent 
option. 
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Chapter 6
Conclusion and Summary
 In summary of this work, small molecules and salts have been used as analogues 
to biological materials to determine NMR parameters and determine best use of 
computational resources. The first project started with a statistical analysis of DNA in the 
RCSB PDB to evaluate if common and uncommon conformations of the phosphodiester 
group in the backbone can be predicted according to energetics and by NMR. To aid in 
this goal, dimethyl phosphate (DMP) was used as a model for the phosphodiester group 
in DNA to calculate structural conformation energies when the torsion angles about the 
phosphodiester bonds were constrained. The energy calculations of DMP led to a 
function that could be used to determine a Boltzmann probability for the distribution of 
torsion angles. A comparison of the histogram of DNA/RNA and energy  plot reveal that 
high energy conformations are rare and low energy conformations are common, taking 
into account a preponderance of B-DNA in the RCSB PDB. Due to the passage of time 
from the first  statistical analysis to the writing of this dissertation, a second statistical 
analysis of conformers of DNA and RNA macromolecules was performed.
 NMR shielding tensors were calculated for the DMP model to determine which 
conformations can be seen by NMR. The rare/high energy conformations had distinct 31P 
isotropic and anisotropic shielding, although the common/low energy conformations were 
indistinct from each other. In addition, a basis set/method analysis was undertaken to 
determine the best level for such calculations.
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 Computational NMR results are most valuable compared to experimental results, 
and a literature comparison was undertaken. Unfortunately, this effort led to a realization 
that the standard reference for 31P NMR, 85% H3PO4(aq.) is not viable computationally 
to convert shieldings to shifts in order to make a comparison between calculation and 
experiment. This discrepancy led to a computational and experimental comparison of 
three phosphate salts.
 Ammonium dihydrogen phosphate (ADHP), diammonium hydrogen phosphate 
(DAHP), and magnesium diethyl phoshpate (MgDEP) were chosen for comparison due to 
the availability of their x-ray  crystallographic structures, which allows for the phosphate/
phosphodiester bond torsion angles to be known. ADHP and DAHP had the benefit of 
being purchasable from a chemical company for ease of experimental use. In addition, 
MgDEP is similar to the DMP computational model for DNA to bridge the 
computational-experimental comparison.
 Magic angle spinning was used to acquire spectra to determine the !! and " for 
each salt  experimentally using Herzfeld-Berger analysis. These experimental results were 
compared to the calculated parameters with several methods and basis sets, again to 
determine the optimal computation conditions. Overall, ADHP showed itself to be an 
easy to work with experimental standard and a good computational model. DFT with the 
B3LYP functional using aug-cc-pVTZ gave good convergence to the experimental value. 
 Because of our interest in biological materials, the blue copper protein azurin 
came under scrutiny. Difficulties in computing the quadrupole coupling constant of 
copper at the active site led to a computational study on CuCl to determine adequate 
207
conditions to calculate accurate CQ for a copper species. The electric field gradient (EFG) 
at the copper site was calculated with several methods and basis sets. To determine if 
copper was typical of transition metals, ScF and ScCl were also examined. Reasonably 
good convergence of the EFGs is experienced at the valence triple-zeta level, which 
unfortunately  is a far larger basis set than is commonly  used. Relativistic corrections are 
found to be non-negligible. No density functional theory  (DFT) method tested gives 
accurate values for EFGs; with adequate basis sets, DFT methods sometimes even give 
an incorrect sign for the EFG. In contrast, perturbation and coupled cluster methods 
appear  to properly account for the correlation.
 An overall theme of this work has been to evaluate appropriate methods and basis 
sets for calculating NMR parameters applied to small molecule models of biological 
materials, encompassing theoretical and experimental studies of nuclear magnetic 
resonance.
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Appendix A 
DFT/B3LYP larger basis set DMP optimization in 
GAMESS
 $CONTRL SCFTYP=RHF RUNTYP=OPTIMIZE coord=zmt nzvar=33 
icharg=-1  itol=25
 icut=11 inttyp=hondo MAXIT=200 $END
 $BASIS  GBASIS=n311 NGAUSS=6 diffs=.f. diffsp=.t. ndfunc=2 
npfunc=1 $END
 $DFT dfttyp=b3lyp $END
 $STATPT NSTEP=100 OPTTOL=0.00001 $END
 $DATA
 DMP
 C1
 P   
 O      1   1.4704233209
 O      1   1.4704233  2   124.5321658
 O      1   1.6479785  2   105.9119157  3   106.6527073  1
 O      1   1.6488754  2   108.5492304  3   108.9056532 -1
 C      4   1.3884511  1   119.7340094  5    67.5000000  0
 C      5   1.3937493  1   119.1087404  4    67.5000000  0
 H      6   1.0875923  4   112.1522870  1    74.3278833  0
 H      6   1.0866031  4   107.7853506  1  -167.2618582  0
 H      6   1.0873068  4   112.1522870  1   -48.7271310  0
 H      7   1.0859029  5   111.6784217  1    97.0845679  0
 H      7   1.0871445  5   107.8630220  1  -144.5613606  0
 H      7   1.0857438  5   111.6403367  1   -25.8672539  0
 $END
 $ZMAT DLC=.TRUE. AUTO=.TRUE. IFZMAT(1)=3,4,1,5,7 3,5,1,4,6 
 FVALUE(1)=67.5000000 67.500000 $END
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Appendix B
Perl script torsion angle calculation of DNA or RNA
#!/usr/bin/perl -w
use Getopt::Std;
use Math::Vec;
use Math::Complex;
#use Spreadsheet::WriteExcel;
use Spreadsheet::WriteExcel::Big;
getopts("d", \%args);
if ($args{d}) { $DEBUG="yes"; }
$dir = "/home/adrienne/dnapdb/";
$pi = atan2(1,1) * 4;
my $workbook = Spreadsheet::WriteExcel::Big->new
("atoms.xls");
$worksheet = $workbook->add_worksheet();
$worksheet->activate();
my $row_count = 1;
my $column_a = 0; my $column_b = 1; my $column_c = 2;
opendir( DIR,$dir) or die "Unable to open $dir\n";;
@raw_dir_files = grep { /.ent$/ } readdir(DIR); 
@dir_files = sort @raw_dir_files;
foreach $ent_file (@dir_files) {
! my ($nf_count,$key,@atoms_keys);
! my $setnum = 1;
! my %atoms = (); my %C3 = (); my %C5 = (); my %P = (); 
my %O3 = (); my %O5 = (); 
! $cap_file = $ent_file;
! $cap_file =~ s/\.ent\.results//; $cap_file =~ tr/a-z/
A-Z/;
! $cap_file =~ s/\.ENT//;
!
! my $full_path = $dir . $ent_file;
! #if ($DEBUG) { print "$full_path\n"; }
!
! # Read in PDB file
! open (DATA,$full_path) or die "Unable to open 
$full_path\n";
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! my @data = <DATA>; 
! open (OUTFILE,">results\/$ent_file.results") or die 
"Unable to open results\/$ent_file.results\n";
! # Extract the atoms of all chains in the 
oligonucleotide
! foreach my $line (@data) {
! ! if ($line =~ /^ATOM/ || $line =~ /^HETATM/) {
! ! ! my $x = substr $line,30,8; my $y = substr 
$line,38,8; my $z = substr $line,46,8;
! ! ! my ($num,$char) = (split(/\s+/,$line))[1,2];
! ! ! $atoms{$num} = "$char $x $y $z";
! ! ! push (@atoms_keys,$num);
! ! }
! }
! foreach $key (@atoms_keys) {
! ! if ($atoms{$key} =~ /^C3\*/) { 
! ! ! if ($C3{$setnum} && $O3{$setnum} && $P
{$setnum} && $O5{$setnum} && $C5{$setnum}) { 
! ! ! #! if ($DEBUG) { 
! ! ! #! ! print "$C3{$setnum}\n$O3{$setnum}
\n$P{$setnum}\n$O5{$setnum}\n$C5{$setnum})\n\n";
! ! ! #! }
! ! ! ! $setnum++;  }
! ! ! $C3{$setnum} = $atoms{$key}; 
! ! }
! ! if ($atoms{$key} =~ /^O3\*/) { $O3{$setnum} = 
$atoms{$key} if ($C3{$setnum}); }
! ! if ($atoms{$key} =~ /^P/)    { $P{$setnum}  = 
$atoms{$key} if ($C3{$setnum}); }
! ! if ($atoms{$key} =~ /^O5\*/) { $O5{$setnum} = 
$atoms{$key} if ($C3{$setnum}); }
! ! if ($atoms{$key} =~ /^C5\*/) { $C5{$setnum} = 
$atoms{$key} if ($C3{$setnum}); }
! }
! for (my $i=1;$i<=$setnum;$i++) {
! ! my (@set1,@set2);
! ! unless ($C3{$i} && $O3{$i} && $P{$i} && $O5{$i} 
&& $C5{$i}) { 
! ! ! if ($C3{$i}) { print OUTFILE "$C3{$i}\n"; }
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                ! if ($O3{$i}) { print OUTFILE "$O3{$i}
\n"; }
                ! if ($P{$i}) { print OUTFILE "$P{$i}
\n"; }
                ! if ($O5{$i}) { print OUTFILE "$O5{$i}
\n"; }
                ! if ($C5{$i}) { print OUTFILE "$C5{$i}
\n"; }
! ! ! print OUTFILE "Not enough data for set\n";
! ! ! $nf_count++;
! ! ! next; 
! ! }
! ! &printBar();
! ! print OUTFILE  "Group:  $i \n";
! ! my ($C3_x,$C3_y,$C3_z) = (split(/\s+/,$C3{$i}))
[1,2,3];
! ! ! if ($DEBUG) { print "C3: $C3_x\t$C3_y\t$C3_z
\n"; }
! ! my ($O3_x,$O3_y,$O3_z) = (split(/\s+/,$O3{$i}))
[1,2,3];
! ! ! if ($DEBUG) { print "O3:  $O3_x\t$O3_y\t
$O3_z\n"; }
! ! my ($P_x,$P_y,$P_z) =    (split(/\s+/,$P{$i}))
[1,2,3];
! ! ! if ($DEBUG) { print "P:  $P_x\t$P_y\t$P_z
\n"; }
! ! my ($O5_x,$O5_y,$O5_z) = (split(/\s+/,$O5{$i}))
[1,2,3];
! ! ! if ($DEBUG) { print "O5:  $O5_x\t$O5_y\t
$O5_z\n"; }
! ! my ($C5_x,$C5_y,$C5_z) = (split(/\s+/,$C5{$i}))
[1,2,3];
! ! ! if ($DEBUG) { print "C5:  $C5_x\t$C5_y\t
$C5_z\n"; }
!
! ! push(@set1,$C3_x,$C3_y,$C3_z,$O3_x,$O3_y,$O3_z,
$P_x,$P_y,$P_z,$O5_x,$O5_y,$O5_z);
! ! push(@set2,$O3_x,$O3_y,$O3_z,$P_x,$P_y,$P_z,
$O5_x,$O5_y,$O5_z,$C5_x,$C5_y,$C5_z);
! ! my $T1 = &DIHED(@set1);
! ! my $T2 = &DIHED(@set2);
! ! print OUTFILE "$C3{$i}\n";
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! ! print OUTFILE "$O3{$i}\n";
! ! print OUTFILE "$P{$i}\n";
! ! print OUTFILE "$O5{$i}\n";
! ! print OUTFILE "$C5{$i}\n";
! ! print OUTFILE "\n";!
! ! print OUTFILE "T1: $T1\tT2: $T2\n";
! ! if ($row_count>66536) { $column_a+=3; $column_b
+=3; $column_c+=3; $row_count=1; }
! ! $worksheet->write($row_count,$column_a,
$cap_file);
! ! $worksheet->write($row_count,$column_b,$T1);
! ! $worksheet->write($row_count,$column_c,$T2);
! ! $row_count++;
! ! &printBar();
!
! }
! if ($nf_count) { 
! ! print OUTFILE "$nf_count discarded\t\t";  
! ! if ($nf_count>5) { unlink $full_path; } 
! }
! close DATA;
}
close OUTFILE;
exit;
###########################################################
#################
sub printBar { print OUTFILE "\n"; print OUTFILE  
"**************************************************";print 
OUTFILE "\n"; }
sub DIHED {
! local (@DO) = @_;
! if ($DEBUG) { foreach $num (@DO) { print "$num\t"; }}
! local ($SIN, $COS, $NUCOS, $TOR);
! local $PX = ($DO[0] - $DO[3]);
! local $PY = ($DO[1] - $DO[4]);
! local $PZ = ($DO[2] - $DO[5]);
! local $QX = ($DO[6] - $DO[3]);
! local $QY = ($DO[7] - $DO[4]);
! local $QZ = ($DO[8] - $DO[5]);
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! local $RX = ($DO[9] - $DO[3]);
! local $RY = ($DO[10] - $DO[4]);
! local $RZ = ($DO[11] - $DO[5]);
        local $LNX = ($QY * $RZ) - ($QZ * $RY);
        local $LNY = ($QZ * $RX) - ($QX * $RZ);
        local $LNZ = ($QX * $RY) - ($QY * $RX);
        local $MNX = ($QY * $PZ) - ($QZ * $PY);
        local $MNY = ($QZ * $PX) - ($QX * $PZ);
        local $MNZ = ($QX * $PY) - ($QY * $PX);
        local $COS = (($LNX*$MNX)+($LNY*$MNY)+($LNZ*$MNZ))/
((($LNX**2+$LNY**2+$LNZ**2)*($MNX**2+$MNY**2+$MNZ**2))**
(1/2));
! local $SIN = (1 - ($COS**2))**(1/2);
! local $NUCOS = (($MNX*$RX)+($MNY*$RY)+($MNZ*$RZ))/
((($MNX**2+$MNY**2+$MNZ**2)*($RX**2+$RY**2+$RZ**2))**
(1/2));
! local $TOR = (atan2($SIN, $COS)*(180/$pi))*($NUCOS/
(($NUCOS**2)**(1/2)));
! return $TOR;
}
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Appendix C
Perl script for converting .dx files into .nb
#!/usr/bin/perl -w
open (INPUT,"mgdep1trial.dx");
open (OUTPUT, ">mgdep1trial.nb");
my @input = <INPUT>;
foreach $line (@input) {
! if ($line =~ /^##\$SFO1= (\S+)/) { $sfo1 = $1; }
! if ($line =~ /^##\$SF= (\S+)/) { $sf = $1; }
! if ($line =~ /^##\$SI= (\S+)/) { $si = $1; }
! if ($line =~ /^##\$SW= (\S+)/) { $sw = $1; }
! if ($line =~ /^##\$O1= (\S+)/) {$o1 = $1; }
! if ($line =~ /^##DATA TABLE/) { $found = 1; next; }
! if ($line =~ /^\$\$ Imaginary/) { last; }
! if ( $found ) {
! ! unless ($line =~ /^\d/) { next; }
! ! $line =~ /(^\d+)\s+(\S+)/;
! ! push(@y_values,$2)
! }
}
my $swh = ($sw * $sfo1);
my $ppm = ($swh / ($sf * $si));
my $i = 1;
my $point_counter = 0;
foreach $y (@y_values){
! my $new_x=(((($i-($si/2)) * $ppm) - ($o1/$sf))/10);
! print OUTPUT"{$new_x,$y},";
! $i++;
! $point_counter++;
! if ($point_counter eq 2){
! ! print OUTPUT "\n";
! ! $point_counter = 0;
! }
}
close INPUT;
close OUTPUT;
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Appendix D
ScCl vibrational correction notebook
Notebook to calculate vibrational correction of diatomic molecules
AcCl vibrational correction (CCSD/aug-cc-pVQZ)
re=2.23026 !   (exp)
Freq:                     
Reduced mass:            
Force constant:            
x mDyne/! = 5.5660 ! 10-3 10-5N(kg meter / sec^2)/! = 
5.5660*10^-8*6.02215*10^26*10^10/10^30  amu/fs2
                            = 5.5660 ! 6.02215*10-2 g.u.
                            =0.335193 g.u.
                                      z
Atom 1                       
Atom 2                     
Joule=kg*meter2*sec-2;
Hartree=4.3597482*10-18*Joule;
(* g.u.          mass: amu    length: !    time: fs *)
amu=1/(6.02215*1026)*kg;
fs=10-15*sec;
!=10-10*meter;
(* change unit from Hartree to amu       E (Hartree)*(Hartree/amu/!^2*fs^2) = E (g.u.)     
*)
Hartree/amu/!2*fs2;
(* 1 amu*(!/fs)^2 = 1.66054*10^-17  Joule = 1 g.u. (energy)*)
(* 1 hartree = 4.3597482*10^-18 Joule *)
(* 1 cm^-1 = 1.98645 * 10^-23 J *)
(*  E (g.u.)/gutowavenumber = E (cm^-1)  *)
(*  E (amu ! fs) * 6.02215*10^26 * 10^20 /10^30 1.98645*10^-23= E (cm^-1) *)
gutowavenumber=(6.02215*1026*10-10*1.98645*10-23)
(* "= (6.62608*10^-34)/(2 ") Joule.sec or  (6.62608*10^-34)/(2 ") kg*meter^2/sec = 
(6.62608*10^-34)/(2 ") 6.02215*10^26 *10^20/10^15 = (6.62608*10^-34)/(2 ") 
6.02215*10^31 g.u. *)
"=6.62608*10-34*6.02215*1031/(2*")
1.19627*10-6
0.0063508
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point0={0,-1219.604526,1.227053,0.146365};
point1={+0.02,-1219.604905,1.212437,0.197320};
point2={-0.005,-1219.604394,1.231022,0.139298};
point3={+0.04,-1219.605066,1.195384,0.253976};
point4={-0.03,-1219.603495,1.250611,0.079978};
point5={+0.07,-1219.6049111,1.178216,0.309206};
point6={-0.055,-1219.602169,1.270034,0.019495};
point7={+0.095,-1219.604472,1.161827,0.362942};
point8={-0.08,-1219.600371,1.290914,0.04196};
DataPoint={point4,point2,point8,point0,point7,point1,point3};
NPoints=7
xcoord=Table[DataPoint[[n]][[1]],{n,1,NPoints}];
Pot=Table[DataPoint[[n]][[2]],{n,1,NPoints}];
EFGSc=Table[DataPoint[[n]][[3]],{n,1,NPoints}];
EFGCl=Table[DataPoint[[n]][[4]],{n,1,NPoints}];
EnergyPotentialvsR=Table[{DataPoint[[n]][[1]],DataPoint[[n]][[2]]},{n,1,NPoints}];
% // TableForm
ListPlot[EnergyPotentialvsR,PlotMarkers-> {#,12},PlotRange-> All]
EFGScvsR=Table[{DataPoint[[n]][[1]],DataPoint[[n]][[3]]},{n,1,NPoints}];
% // TableForm
ListPlot[EFGScvsR,PlotMarkers-> {#,12}]
EFGClvsR=Table[{DataPoint[[n]][[1]],DataPoint[[n]][[4]]},{n,1,NPoints}];
% // TableForm
ListPlot[EFGClvsR,PlotMarkers-> {$,12}]
d1 = Dimensions[Pot][[1]]
(* potenial energy has the unit of (amu.(!/fs)^2  )  *)
pt1 = Transpose[{xcoord, Pot*Hartree/amu/!^2*fs^2}];
% // TableForm
(* fit the energy potential and find out the energy minimum point *)
fitE = 
 Fit[pt1, {1, x, x^2, x^3}, x]
DfitE = D[fitE, x]
s1 = Solve[DfitE == 0, x]
217
minx = (x /. {s1[[1]]})[[1]]
(* root mean square deviation measurement RMSD *)
Calcpt1 = 
 fitE /. {x -> xcoord}
resid = pt1[[All, 2]] - Calcpt1
lsq = Sqrt[Plus @@ (resid.resid)/Dimensions[xcoord]]
(p1 = Plot[fitE, {x, -0.1`, 0.1`}, PlotStyle -> Red]) (p2 = 
   ListPlot[pt1, PlotMarkers -> {#, 12}, PlotStyle -> Blue]) Show[p1, p2]
(* move the origin to the energy minimum point *)
MinfitE = fitE /. x -> minx
pt1n = Table[{pt1[[i, 1]] - minx, pt1[[i, 2]] - MinfitE}, {i, 1, d1}]
fitEn = Fit[pt1n, {1, x, x^2, x^3}, x]
p13 = Plot[fitEn, {x, -.3, .3}, PlotStyle -> Red]
Sc 44.9559102, Cl 34.96885271 (from NIST)
m1 = (44.9559102* 34.96885271)/(44.9559102 + 34.96885271)
19.6692
(m = 19.669205700341145`) (kgu = (Fit[pt1n, x^2, x] 2)/x^2) (p15 = 
   Plot[(kgu x^2)/2, {x, -0.2`, 0.2`}, PlotStyle -> Cyan]) Show[p15, p13]
NBasis = 10
% = ("^2/(m kgu))^(1/4);
y = x/%;
HarBasis = 
 Table[1/(% "^(1/2) 2^n n!)^(1/2)*HermiteH[n, y]*E^(-(y^2/2)), {n, 0, 
   NBasis - 1}]
DelSqBasis = ("^2/(2 m))*(D[D[HarBasis, x], x]);
HamiltonianKernelD = 
  Table[(HarBasis[[i]]*HarBasis[[i]]*fitEn - 
     HarBasis[[i]]*DelSqBasis[[i]]), {i, 1, NBasis}];
HamiltonianD = 
  Table[(Integrate[HamiltonianKernelD[[i]], {x, -&, +&}]), {i, 1, NBasis}];
Clear[HamiltonianKernelD]
HamiltonianKernelA = 
  Table[(HarBasis[[i]]*HarBasis[[j]]*fitEn - 
     HarBasis[[i]]*DelSqBasis[[j]]), {i, 1, NBasis}, {j, i + 1, NBasis}];
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HamiltonianA = 
  Table[(Integrate[HamiltonianKernelA[[i]][[j]], {x, -&, +&}]), {i, 1, 
    NBasis}, {j, 1, NBasis - i}];
Clear[HamiltonianKernelA]
HamiltonianAf = Table[PadLeft[HamiltonianA[[i]], NBasis, 0], {i, 1, NBasis}];
Hamiltonian = 
 DiagonalMatrix[HamiltonianD] + HamiltonianAf + Transpose[HamiltonianAf]
Energies = Eigenvalues[Hamiltonian]/gutowavenumber
(* the lowest state is the last one *)
States = Eigenvectors[Hamiltonian]
gss0 = States[[NBasis]].HarBasis; Plot[(gss0)^2, {x, -.5, .5}, 
 PlotRange -> All]
EFG1 = Transpose[{xcoord - minx, EFGSc}]
EFG2 = Transpose[{xcoord - minx, EFGCl}]
fEFGSc = Fit[EFG1, {1, x, x^2, x^3}, x]
fEFGCl = Fit[EFG2, {1, x, x^2, x^3}, x]
p5 = Plot[fEFGSc, {x, -0.3`, 0.3`}]
p6 = ListPlot[EFG1, PlotMarkers -> {', 15}, PlotRange -> All]
Show[p5, p6, AxesLabel -> {"(R (Å)", "EFG"}]
p7 = Plot[fEFGCl, {x, -0.3`, 0.3`}]
p8 = ListPlot[EFG2, PlotMarkers -> {#, 15}, PlotRange -> All]
Show[p7, p8]
fEFGScbar = (Integrate[(gss0)^2*fEFGSc, {x, -&, +&}])
fEFGClbar = (Integrate[(gss0)^2*fEFGCl, {x, -&, +&}])
VibCorrSc = fEFGScbar - fEFGSc /. x -> 0
VibCorrCl = fEFGClbar - fEFGCl /. x -> 0
fEFGSc /. x -> 0
fEFGCl /. x -> 0
LenCorperpm = (fEFGSc /. x -> .01) - (fEFGCl /. x -> 0)
LenCorperpm = (fEFGCl /. x -> .01) - (fEFGCl /. x -> 0)
This is for calculating the quadrupole moment
KQ=-2349647.81
QCl=0
QO*KQ*fEFGClbar
-2.34965*106
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-2.02
4.74629*106 fEFGObar
Results:
The calculated EFG of ScCl (at equilibrium bondlength re)is
EFG(Sc) =  1.227053
EFG(Cl) =  0.146365
reduced mass: 19.6692 (in this calculation)
fEFGScbar =  1.19285       Correction is  -0.000241035        EFG(at re)= 1.19309   (from 
fitted data)
fEFGClbar =  0.264638    Correction is   -0.00408154          EFG(at re)=  0.133767   
(from fitted data)
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