This work offers an analogue of Halley's method for solving a rootfinding problem f (x) = 0 in the p-adic setting. In particular, a root of the general polynomial equation f (x) = a 0 +a 1 x+a 2 x 2 +. . .+a q x q = 0,
Introduction
The concept of p-adic numbers was introduced in 1897 by Kurt Hensel. The motivation behind the introduction of these numbers was due to an attempt to bring the ideas and techniques of power series methods in number theory. Their influence, however, now extends to other fields of mathematics and even impact related areas in the applied sciences. For instance, the field of p-adic analysis essentially provides an alternative form of calculus (cf. [3, 15] ) and the p-adic numbers appear to have some sort of applications in the biological sciences such as the modeling DNA sequences and genetic codes (cf. [6] ). Various applications in the physical sciences, especially in the construction of physical models (e.g., string theory, quantum mechanics, quantum cosmology and dynamical systems), were also previously presented in the literature (see, e.g., [4] and [15] ).
In a theoretical aspect, the creation of these numbers paves the way to the construction of the field of p-adic numbers Q p as a completion of Q radically different from the field of reals R. Hensel's lemma (or Hensel's lifting lemma), which is an important result in valuation theory, plays a significant role in the study of the field Q p and especially of the field of p-adic integers Z p by providing sufficient conditions for the existence of roots in Z p of polynomials in Z p [x] . A classical application of this lemma, which has recently attracted the attentions of mathematicians, deals with the problem of finding roots of a p-adic number a in Q p . In fact, several studies have been made with regards to finding square roots and cubic roots of p-adic numbers. In 2010, for instance, Knapp and Xenophontos [11] showed how classical root-finding methods from numerical analysis can be used to calculate inverses of units modulo prime powers. This was followed, in the same year, by a work of Zerzaihi, Kecies and Knapp [16] on the application of some classical root-finding methods, such as the fixed-point method, in finding square roots of p-adic numbers through Hensel's lemma. In 2011, Zerzaihi and Kecies [17] extended the work of Zerzaihi et al. [16] by computing the cubic roots of p-adic numbers via secant method. Following this work, Kecies and Zerzaihi considered in [10] the problem of finding the cubic roots of p-adic numbers in Q p using the Newton method. A similar problem was also considered in [8] wherein Ignacio et al. computed the square roots of p-adic numbers via Newton-Raphson's method. We observe that none of these works gave account to the problem of finding roots of higher-order p-adic polynomial equations with intermediate terms. So, motivated by this problem and by the aforementioned papers, we offer in this work a p-adic analogue of Halley's method in finding roots of a general polynomial equation in Z p [x] . We mention that the author, together with Bacani, have recently addressed a similar problem in [2] wherein the authors presented a p-adic analogue of Steffensens's method for approximating roots of polynomial equations.
The rest of the paper is organized as follows. In Section 2, we discussed briefly some important ideas about Q p and present some concepts on functions on Q p which are essential for the establishment of our main result. Our main contribution is formally stated and proved in Section 3, and a short concluding remark is given in the last section.
Preliminaries
We devote this section on the discussion of basic properties of Q p which are necessary for the understanding of the present study. For a more formal treatment of the topic, one may consult the book of Katok [9] .
The field Q p .
We start with the definition of the p-adic norm | · | p and the p-adic valuation v p on Q.
Definition 2.1. Let p be a fixed prime. The p-adic norm
is defined as follows:
where v p is the p-adic valuation defined by v p (x) = max{r ∈ Z : p r | x}. This norm induces the so-called p-adic metric d p given by
It can be verified easily that the p-adic norm | · | p satisfies the following important properties (cf. [9] ):
where equality holds if |x| p = |y| p , and
The field of p-adic numbers Q p is formally defined as follows.
Definition 2.2. The field Q p of p-adic numbers is the completion of Q with respect to the p-adic norm | · | p . The elements of Q p are equivalence classes of Cauchy sequences in Q with respect to the extension of the p-adic norm defined as
where {a n } is a Cauchy sequence of rational numbers representing a ∈ Q p .
It is well-known that every rational number has an "essentially" unique p-adic expansion ("essentially" since zero terms can always be added at the beginning) (cf. [19] ). More precisely, we are given the following result. Theorem 2.3. Given a p-adic number a ∈ Q p , there is a unique sequence of integers (a n ) n≥N , with N = v p (a), such that 0 ≤ a n ≤ p − 1 for all n and
With such representation as above, a p-adic number is naturally defined as a number a ∈ Q p whose canonical expansion contains only non-negative powers of p. The set of p-adic integers is denoted by Z p and is given by
Definition 2.4. The group of invertible elements in Z p (or the group of p-adic units) denoted by Z × p is given by
By virtue of Theorem 2.3 we may write, in an alternative fashion, a p-adic number in terms of their p-adic valuation.
The following lemma will be central to our discussion.
Functions over Q p .
Given a subset X of Q p , a function f : X → Q p is said to be continuous at a ∈ X if for each ε > 0 there exists a δ > 0 such that if |x − a| p < δ, then
A function f is said to be continuous on E ⊆ X if f is continuous for every a ∈ E. Also, let a ∈ X be an accumulation point of X. Then, the function f is differentiable at a if the derivative of f at a, defined by
x − a exists. In general, f is differentiable on X if f (a) exists at all a ∈ X. One can check directly, through these definitions, that any polynomial function f in Q p [x] is continuous and differentiable at every a ∈ Q p .
p-Adic roots.
The following are some important results in the study of p-adic roots. The following theorem can be found, for example, in [13, p. 48 ].
Theorem 2.7 (Hensel's lemma). Let F be a polynomial of degree q ∈ N whose coefficients are p-adic integers, i.e., F (x) = c 0 + c 1 x + c 2 x 2 + . . . + c q x q ∈ Z p [x] and F (x) = c 1 + 2c 2 x + 3c 3 x 2 + . . . + qc q x q−1 be its derivative. Suppose for a 0 ∈ Z p we have F (a 0 ) ≡ 0 (mod p) and F (a 0 ) ≡ 0 (mod p). Then, there is a unique a ∈ Z p such that F (a) = 0 and a ≡ a 0 (mod p). For the proof of the above theorems, one can consult a text on p-adic analysis by Katok [9] .
Having these ideas understood, we are now in the position to present and validate our main results in the next section.
Statement and Proof of the Main Result
Halley's method is an elegant root-finding algorithm used for functions of one real variable with continuous second derivative. The method, which is second in the class of Householder's method, right after Newton's method, is classified into two types: the rational and irrational method. Halley's rational method or simply Halley's method is simpler and has some advantages over the irrational method since the latter involves taking the square root (cf. [7] ). Halley's method which is also known as the tangent hyperbola method (cf. [18] ) is iteratively defined by
This method enjoys cubic convergence; that is, for every sequence (x n ) n∈N 0 generated through the recurrence (HM), we have
where L is the limit of the sequence (x n ) n∈N 0 . For an in depth discussion of the convergence property of Halley's method, we refer the readers to [1] and for further discussion of the method, one can consult [12] and [14] . As alluded in the Introduction, we are interested in using Halley's method for solving a root-finding problem f (x) = 0 in the p-adic setting. In this regard, the well-known Taylor's expansion formula (see [5, pp. 10-11] ) will play a vital role in the foregoing investigation. Throughout the sequel and for simplicity, we use the notation a ≡ p b to denote a ≡ b (mod p).
Our main result reads as follows.
is a polynomial of degree q ∈ N. Define the sequence (x n ) n∈N 0 recursively by (HM). Then, x n ∈ Z p , f (x n ) ≡ p 3 n 0 and g(x n ) ≡ p 0 for n ∈ N 0 . Furthermore, the sequence (x n ) n∈N 0 generated by the recursion (HM) converges to a unique zero ξ ≡ p x 0 of f in Z p .
Before we prove the above theorem, we first recall the following lemma whose proof can be found in [2] . Lemma 3.2. Let a, y ∈ Z p and suppose that y ≡ p m 0 for some positive integer m. Then,
By above lemma, one easily finds that f (a + y)
2 /2. Now we proceed with the proof of our main result.
Proof of Theorem 3.1 Throughout the proof, we use a ≡ p m b for a ≡ b (mod)p m and noting this is equivalent to |a − b| p p −m . Let x 0 ∈ Z be such that f (x 0 ) ≡ p 0 and f (x 0 ) ≡ p 0. Furthermore, define the sequence (x n ) n∈N 0 recursively by (HM). The proof proceeds by induction on n. First we show that f (x n ) ≡ p 3 n 0 and the ratio f (x n )/g(x n ) (mod p) is well-defined for every n ∈ N 0 , i.e., g(x n ) ≡ p 0 for every n ∈ N 0 . For the basis step, we have by definition,
Therefore, |x 1 | p ≤ 1. Hence, by definition of elements in Z p , we have x 1 ∈ Z p . Furthermore,
Now, by this relation together with (1), we obtain
This shows that the result also holds for the case n + 1. Thus, by induction principle, x n ∈ Z p , f (x n ) ≡ p 3 n 0 and g(x n ) ≡ p 0 for n ∈ N 0 . Now for the second part, we need to show that (given the same assumption as before) the sequence (x n ) n∈N 0 defined recursively by (HM) converges to a unique zero ξ ≡ p x 0 of f in Z p . We first prove that x n converges to a zero of f in Z p . (Note that this argument is valid and may be studied since the sequence (x n ) n∈N 0 is well-defined.) To establish this result, we need to prove that (x n ) n∈N 0 is Cauchy. So we proceed as follows. Note that
We have seen earlier in the proof that f (x n ) ≡ p 3 n 0 and g(x n ) ≡ p 0, for every n ∈ N 0 , so g(x n ) ∈ Z × p and (x n ) n∈N 0 is a well-define sequence. Hence, from Lemma 2.6, we have the estimate |x n+1 − x n | p ≤ p −3 n . Letting n → ∞, we see that lim n→∞ |x n+1 − x n | p = 0, i.e., (x n ) n∈N 0 is Cauchy. This means that x n converges to some number ξ in Z p . Finally, the uniqueness of the zero ξ ≡ p x 0 of f in Z p follows directly from the uniqueness of the sequence (x n ) n∈N 0 . This completes the proof of the theorem. Remark 3.3. We emphasize that the ratio given by
is still divisible by p 3 even when p = 2. To see this, suppose f (x 0 ) ≡ p 0 and f (x 0 ) ≡ p 0. From the fact that f has the form f (x) = q j=0 a j x j , we see that f (x) = q−2 j=0 (j + 1)(j + 2)a j+2 x j . But, 2 | (j + 1)(j + 2) for any integer j, so f (x 0 ) ≡ p 0. It follows that the numerator of A(x 0 , y) is divisible by 2 5 while the denominator is divisible by 2 2 . Therefore the whole expression A(x 0 , y) is still divisible by p 3 , or equivalently, A(x 0 , y) ≡ p 3 0 for p = 2. In fact, in general, the term A(x n , z n ) described as above is divisible by p 3 n+1 .
Summary
We have considered in this work a root-finding problem in the p-adic setting. A root of the equation f (x) = 0 where f is a polynomial in Z p [x] was computed through a p-adic analogue of Halley's method, and it was found that the sequence of approximants (x n ) n∈N 0 obtained through Halley's iterative formula converges to a unique root ξ ≡ p x 0 of f cubically. The result we have established here suggests that the method we have used is faster compare to Newton-Raphson's method as it is in the real case. Further investigation of similar type of problems using other fast converging methods will be the subject of future discussions elsewhere.
