Embeddings of decomposition spaces by Voigtlaender, Felix
ar
X
iv
:1
60
5.
09
70
5v
2 
 [m
ath
.FA
]  
15
 Fe
b 2
01
8
EMBEDDINGS OF DECOMPOSITION SPACES
FELIX VOIGTLAENDER
Abstract. A unifying framework for a wide class of smoothness spaces used in harmonic analy-
sis—Besov spaces, (α)-modulation spaces, and a large class of wavelet-type coorbit spaces—is pro-
vided by the theory of decomposition spaces. Put broadly, in this paper we ask (and answer) the
following question: Given two decomposition spaces, is there an embedding between the two?
A decomposition space D (Q, Lp, Y ) is determined by three ingredients: a covering Q = (Qi)i∈I
of the frequency domain, an integrability exponent p ∈ (0,∞] and a sequence space Y ⊂ CI on
the index set I. Given these ingredients, the decomposition space norm of a function/distribution
g is calculated by decomposing the frequency content of g into different parts according to the
covering Q. Each “frequency localized piece” is measured in the Lp norm, and the contributions
of the individual parts are globally aggregated using the sequence space Y . More formally, we have
‖g‖D(Q,Lp,Y ) =
∥∥∥(∥∥F−1 (ϕi · ĝ)∥∥Lp
)
i∈I
∥∥∥
Y
, where (ϕi)i∈I is a suitable partition of unity subordinate
to Q.
Up to now, the theory of decomposition spaces was mainly used to simplify the introduction of
new spaces, e.g. to justify the independence of the resulting space from the chosen partition of unity
(ϕi)i∈I . In this paper, we will show that identifying a given function space X as a decomposition
space offers much greater advantages: Once this is done, assertions about the (non)-existence of
embeddings X →֒ V or V →֒ X, for other decomposition spaces V , come almost for free.
More precisely, we establish readily verifiable criteria which ensure the existence of an embedding
D (Q, Lp1 , Y ) →֒ D (P, Lp2 , Z). We mostly concentrate on the case of weighted ℓq spaces, i.e.,
Y = ℓq1w (I) and Z = ℓ
q2
v (J). In this case, the two decomposition spaces depend only on the quantities
Q,P, w, v and p1, p2, q1, q2, so it should be possible to decide the existence of the embedding only
in terms of these ingredients. It is not at all clear, however, precisely which conditions on these
quantities ensure or prevent the existence of such an embedding. As we will see—under suitable
assumptions on Q,P—the relevant sufficient conditions are p1 ≤ p2, combined with finiteness of a
nested norm of the form∥∥∥∥
(∥∥∥(αiβj · vj/wi)i∈Ij
∥∥∥
ℓt
)
j∈J
∥∥∥∥
ℓs
, with Ij = {i ∈ I : Qi ∩ Pj 6= ∅} for j ∈ J .
The intersection sets Ij involved in this condition are defined only in terms of the geometry of the
two coverings Q = (Qi)i∈I and P = (Pj)j∈J . Likewise, the exponents t, s and the weights α, β
also depend only on the quantities mentioned above. Thus, in spite of the Fourier analytic nature of
decomposition spaces, no knowledge of Fourier analysis is required for the application of our criteria,
since these are purely combinatorial.
Finally, we show—under suitable assumptions on the two coverings Q,P—that the developed
criteria are sharp. In fact, for almost arbitrary coverings and certain ranges of p1, p2, our criteria
yield a complete characterization of the existence of an embedding. The same holds for arbitrary
values of p1, p2 under more stringent assumptions on the two coverings Q,P.
As a further application of our proof techniques, we show a rigidity result, namely that—for
(p1, q1) 6= (2, 2)—two decomposition spaces D
(
Q, Lp1 , ℓq1w
)
and D
(
P, Lp2 , ℓq2v
)
can only coincide if
their “ingredients” are equivalent, i.e. if p1 = p2 and q1 = q2 and if the coverings Q,P and the weights
w,v are equivalent in a suitable sense.
We illustrate the power and convenience of the resulting embedding theory by applications to α-
modulation spaces and Besov spaces. We will see that all known results about embeddings between
these types of spaces are special cases of our general approach; in some cases, our criteria even show
that the previously known embedding results can be improved considerably. Due to the length of the
present paper, we postpone further applications—e.g. to shearlet smoothness spaces and wavelet-type
coorbit spaces, including shearlet coorbit spaces—to a later contribution.
Finally, it is worth pointing out that our criteria allow for p1 6= p2, so that one can “trade
smoothness for integrability” in a certain sense, similar to the classical Sobolev embedding theorems.
For Q 6= P, sharp embeddings of this generality have previously not been known, even for the
comparatively well-studied special case of α-modulation spaces.
Key words and phrases. Function spaces; Smoothness spaces; Decomposition spaces; Embeddings; Besov spaces;
α-modulation spaces; Coorbit spaces.
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1. Introduction
Our aim in this paper is to establish a general and easy-to-use framework for proving and disproving
the existence of embeddings between decomposition spaces.
The structure of this introduction is as follows: First, we illustrate the relevance of a general
framework for embeddings between decomposition spaces by discussing related work. As we will see,
the existing literature shows that there is quite some interest in embeddings between different special
classes of decomposition spaces. All of these results can be obtained with ease using the framework
presented in this paper. Furthermore, recent work in the theory of (wavelet type) coorbit spaces shows
that certain decomposition spaces defined using “exotic, non-classical” coverings are of interest. This
further increases the need for a general, comprehensive framework for such embeddings.
Next, we fix the notations used in the remainder of the paper. Most of these notational conventions
are standard and are only given here to fix e.g. the exact normalization of the Fourier transform which
we use. There are, however, some non-standard notations which are crucial in the remainder of the
paper, namely the upper/lower (signed) conjugate exponents p△, p▽ and p±△.
Having introduced our notation, we give a quick overview of the results obtained in this paper,
including a brief overview over the most important notions that are needed to formulate these results.
Finally, we close the introduction with an explanation of the general structure of the paper.
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1.1. Motivation and related work. Let us start at the beginning: Decomposition spaces were first
introduced—in a very general setting—by Feichtinger and Gröbner[15, 14], with the aim of giving a
unifying framework for Besov spaces, modulation spaces and certain Wiener amalgam spaces.
Furthermore, Gröbner then used the framework of decomposition spaces in his PhD thesis[21] to
define the so-called α-modulation spaces Mp,qs,α
(
Rd
)
for different values of α ∈ [0, 1]. These spaces
satisfy (up to canonical identifications)
Mp,qs,α
(
Rd
)
= D
(
Q(α), Lp, ℓq
u(s,α)
)
for a so-called α-covering Q(α) of Rd and a suitable weight u(s,α). The point of these coverings is that
they “geometrically interpolate” the dyadic covering used to construct (inhomogeneous) Besov spaces
and the uniform covering with which modulation spaces are defined. Thus, α-modulation spaces can
be considered as intermediate spaces between modulation- and Besov spaces. Note, however, that they
can not be obtained by complex interpolation between those spaces, as shown in [22].
In his thesis, Gröbner obtained certain sufficient and certain necessary conditions for the existence
of the embedding
Mp1,q1s1,α1
(
Rd
)
→֒Mp2,q2s2,α2
(
Rd
)
, (1.1)
but did not achieve a complete characterization. More recently, Sugimoto and Tomita[33] characterized
the embeddings between modulation spaces and Besov spaces, which amounts to the above embedding
for (α1, α2) ∈ {(0, 1) , (1, 0)}. For general α1, α2, the work of Gröbner was continued by Toft and
Wahlberg[35], shortly before the existence of the embedding (1.1) was characterized completely—at
least for (p1, q1) = (p2, q2)—by Han and Wang[24]. Some of their techniques were used in my PhD
thesis[39] on which large parts of the present paper are based. We will see in the last part of the
present paper that our results greatly generalize those of Han and Wang, since they characterize the
embedding (1.1) completely, also for (p1, q1) 6= (p2, q2). We mention that the same characterization of
the embeddings between α-modulation spaces that we develop here has been obtained independently
by Guo et al.[23], but without developing a general framework for the embeddings of decomposition
spaces; in fact, their preprint appeared on the arXiv only a few days after the first version of the
present paper.
Borup and Nielsen also contributed heavily to the theory of decomposition spaces. In [4], they
introduced a more restrictive class of decomposition spaces than those originally defined by Feichtinger
and Gröbner. It is (essentially) this class of decomposition spaces that we will consider in the present
paper. Furthermore, Borup and Nielsen introduced the class of structured coverings and gave a general
construction of Banach frames and atomic decompositions for decomposition spaces[4], which they
first formulated[2] in the context of α-modulation spaces. Related constructions of Banach frames and
atomic decompositions for α-modulation spaces were obtained by Dahlke et al.[7], by Fornasier[17],
by Speckbacher et al.[32], and by the present author[41]. These Banach frames for the α-modulation
spaces are obtained by dilating, modulating, and translating a fixed prototype function, where the
parameter α determines the dependence of the dilation factor on the frequency parameter; see [17,
Section 3] for more details. Because of this special structure, Fornasier[17] calls these frames “α-Gabor-
wavelet frames”. In the context of α-modulation spaces, I would also like to mention the recent paper
[27] in which Kato characterizes the embeddings between α-modulation spaces and Sobolev spaces.
Additionally, Borup and Nielsen studied boundedness properties of certain pseudo-differential op-
erators on α-modulation spaces[3]. In this context, it is also worth mentioning the recent paper [45],
in which boundedness properties of certain Fourier multipliers on α-modulation spaces are studied.
A further application of decomposition spaces is the paper [28] in which Labate et al. define so-called
shearlet smoothness spaces and study (among other things) the existence of embeddings between these
spaces and (inhomogeneous) Besov spaces. Note, however, that their definition of Besov spaces does not
coincide with the usual one, so that their results need to be taken with a grain of salt. Using the results
in the present paper, the existence of the embeddings studied in [28] can be characterized completely
(cf. [39, Theorem 6.4.3]), whereas Labate et al. only give sufficient criteria. The shearlet smoothness
spaces introduced in [28] have been further studied in [42], where it was shown that membership of a
function/distribution f in the shearlet smoothness space is equivalent to sparsity of f with respect to
a (sufficiently nice, compactly supported) shearlet frame.
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Finally, we mention the work [18] of Führ and the present author, in which it is shown for a large
class of (generalized) wavelet-type coorbit spaces that each space from this class of coorbit spaces is
canonically isomorphic to a certain decomposition space. Precisely, if H ⊂ GL
(
Rd
)
is a so-called
admissible dilation group, we have (up to canonical identifications) that
Co
(
Lp,qm
(
Rd ⋊H
))
= D (QH , L
p, ℓqu), (1.2)
where QH is a so-called induced covering of the dual orbit O = H
T ξ0 ⊂ Rd of H . Here, ξ0 ∈ Rd is
chosen such that O is open and of full measure; existence of such ξ0 is part of the definition of an
admissible dilation group. Originally, this result was only proven in the Banach setting p, q ∈ [1,∞],
but in my PhD thesis[39], this was extended to the full range p, q ∈ (0,∞].
Using the isomorphism (1.2), many properties of the coorbit space Co
(
Lp,qm
(
Rd ⋊H
))
can be de-
duced which are not obvious from the coorbit-space point of view. In particular, combined with the
embedding results in this paper, one can obtain nontrivial embeddings between wavelet-type coorbit
spaces with respect to different dilation groups, and also embeddings between these coorbit spaces
and classical function spaces like Besov spaces. For some results in this direction, see [39, Sections 6.3
and 6.5]. Using the results from [40], one can also obtain embeddings into the classical Sobolev spaces
W k,q
(
Rd
)
; see in particular [40, Section 7]. Due to the considerable length of the present paper, we
postpone a more detailed discussion of these examples to a later contribution. We remark, however,
that the results obtained in [39, 40] are very different from those obtained by Dahlke et al. in their
investigation of shearlet coorbit spaces[10, 12, 11, 8, 9]: For example in [12, Theorem 4.7], the authors
consider embeddings of a subspace SCCp,r of a shearlet coorbit space into a sum of homogeneous Besov
spaces B˙p,pσ1
(
R2
)
+B˙p,pσ2
(
R2
)
, while in [39], embeddings of the whole shearlet coorbit space into a single
inhomogeneous Besov space are considered.
Overall, the discussed body of literature shows that decomposition spaces appear in a variety of con-
texts, from α-modulation spaces over the characterization of signals which can be sparsely represented
using shearlets, to the theory of wavelet-type coorbit spaces. The embedding theory developed in the
present paper yields novel results in each of the considered examples, for example when comparing
these spaces to more “classical” function spaces like Besov spaces. Furthermore, the theory developed
here greatly simplifies the task of comparing all the resulting spaces with each other, e.g. to consider
embeddings between α-modulation spaces and shearlet smoothness spaces.
1.2. Notation. We let N := {n ∈ Z : n ≥ 1} and N0 := {0}∪N. For n ∈ N0, we write n := {1, . . . , n}.
In particular, 0 = ∅ is the empty set. We use the notation X ⊂ Y to denote that X is a subset of Y ,
where possibly X = Y .
For a ∈ R, we denote the positive part of a by a+ := max {a, 0}. We write |x| for the euclidean
norm of x ∈ Rd. The open euclidean ball of radius r > 0 around x ∈ Rd is denoted by Br (x) and the
corresponding closed ball is denoted by Br (x).
For A,B ⊂ Rd, we write A−B for the Minkowski difference (or algebraic difference)
A−B := {a− b : a ∈ A, b ∈ B} ⊂ Rd ,
which should not be confused with the set-theoretic difference A \B = {a ∈ A : a /∈ B}.
For a subset M ⊂ V of a vector space V , we write 〈M〉 for the span of M . If (xi)i∈I is a family in
V , we also write 〈xi : i ∈ I〉 for 〈{xi : i ∈ I}〉. If W is a subspace of V , we write W ≤ V .
A quasi-norm ‖•‖ : X → [0,∞) on a vector space X has to satisfy the same properties as a norm,
with the exception that the triangle inequality is replaced by the quasi-triangle inequality
‖x+ y‖ ≤ C · (‖x‖ + ‖y‖) ∀ x, y ∈ X,
where the triangle constant C ≥ 1 of X is independent of x, y ∈ X . Cauchy sequences, convergence
of sequences, completeness, and the topology induced by the quasi-norm are defined as for normed
vector spaces. A complete quasi-normed space is called a quasi-Banach space. The two main
differences between normed vector spaces and quasi-normed vector spaces are that a quasi-norm ‖•‖
need not be continuous with respect to the topology that it generates, and that the topological dual
X ′ of a quasi-normed space need not separate the points of X : It can even happen that X ′ = {0}, see
for example [31, Section 1.47]. The most important example of quasi-Banach spaces are the Lebesgue
spaces Lp (µ) for p ∈ (0, 1).
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We remark that the possible discontinuity of a quasi-norm ‖•‖ is not as serious as it first appears:
Indeed, the Aoki-Rolewicz Theorem (cf. [13, Chapter 2, Theorem 1.1]) shows that X admits an equiva-
lent r-norm |||•||| for some r ∈ (0, 1], which simply means that |||x+ y|||
r
≤ |||x|||
r
+|||y|||
r
for all x, y ∈ X .
This easily implies that d (x, y) := |||x− y|||r defines a metric on X which induces the same topology
as ‖•‖. Furthermore, the metric d is translation invariant (in the sense d (x+ z, y + z) = d (x, y)),
and if (X, ‖•‖) is complete, then so is (X, d). Consequently, in the terminology of [31, Section 1.8],
each quasi-Banach space is an F -space. Being an F -space is sufficient for most classical theorems from
functional analysis to hold. In particular, the closed graph theorem remains valid for F -spaces (see
e.g. [31, Theorem 2.15]), and thus for quasi-Banach spaces.
Given a linear operator T : X → Y acting on quasi-normed spaces (X, ‖•‖X) and (Y, ‖•‖Y ), we
denote the operator norm of T (which really is a quasi-norm, unless Y is a normed vector space) by
|||T ||| := |||T |||X→Y := sup
x∈X,‖x‖X≤1
‖Tx‖Y ∈ [0,∞] .
For the interior of a subset M of a topological space X , we write M◦. The closure of M is
denoted by M . Given an open subset U ⊂ X , we write Cc (U) for the space of all continuous functions
f : X → C which have compact support supp f ⊂ U , where supp f := {x ∈ X : f (x) 6= 0}. We denote
by C0
(
Rd
)
the space of all continuous functions f : Rd → C that vanish at infinity, i.e., that satisfy
f (x)→ 0 as |x| → ∞.
For a function f : G→ S, for some group G and some set S, we write
Lxf : G→ S, y 7→ f (x
−1y) and f∨ : G→ S, y 7→ f (y−1)
for each x ∈ G. For G = Rd, we occasionally also write Tx := Lx.
For a matrix h ∈ Rk×d, we write hT for the transpose of h. Furthermore, for f : Rd → C and
ξ ∈ Rd, we define the modulation of f by ξ as
Mξf : R
d → C, x 7→ e2πi〈x,ξ〉 · f (x) ,
where 〈x, y〉 =
∑d
j=1 xjyj denotes the standard scalar product on R
d. For f : Rd → C and
h ∈ GL
(
Rd
)
, we denote the dilation of f by hT by
Dhf := f ◦ h
T , where as usual (f ◦ g) (x) = f (g (x)) .
In case of h = a · id for some a ∈ R∗ = R \ {0}, we also write Da := Dh.
We will frequently use multiindex notation: For α ∈ Nd0 and a (sufficiently smooth) function
f : U ⊂ Rd → C, we let ∂αf := ∂
α1
∂x
α1
1
· · · ∂
αd
∂x
αd
d
f , and xα := xα11 · · ·x
αd
d for x ∈ R
d.
For the Fourier transform, we use the normalization
(Ff) (ξ) := f̂ (ξ) :=
∫
Rd
f (x) · e−2πi〈x,ξ〉 dx ∀ ξ ∈ Rd
for f ∈ L1
(
Rd
)
. As is well known, F uniquely extends to a unitary automorphism of L2
(
Rd
)
, where
the inverse is the unique extension of the operator F−1, given on L1
(
Rd
)
by(
F−1g
)
(x) :=
∫
Rd
g (ξ) · e2πi〈x,ξ〉 d ξ ∀ x ∈ Rd.
We will make heavy use of the formalism of (tempered) distributions, which we briefly recall
here: For an open set U ⊂ Rd, we denote by C∞c (U) the space of all C
∞-functions f : Rd → C
with supp f ⊂ U . With the topology described in [31, Sections 6.3–6.6], C∞c (U) becomes a complete
locally convex space, whose (topological) dual space we denote by D′ (U), the space of distributions
on U . The most convenient description of D′ (U) is given by [31, Theorem 6.8]: A linear functional
φ : C∞c (U) → C belongs to D
′ (U) iff for every compact set K ⊂ U , there are N ∈ N and C > 0
with |φ (g)| ≤ C · max|α|≤N ‖∂
αg‖L∞ for all g ∈ C
∞
c (U) with supp g ⊂ K. We will often write
〈φ, g〉D′ := 〈φ, g〉 := φ (g) for the bilinear pairing between D
′ (U) and C∞c (U). We equip D
′ (U) with
the weak-∗-topology, so that a net (φα)α in D
′ (U) satisfies φα → φ iff 〈φα, g〉D′ → 〈φ, g〉D′ for all
g ∈ C∞c (U).
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We will also need the notion of the support of a distribution φ ∈ D′ (U): We say that φ vanishes
on an open set V ⊂ U if 〈φ, g〉D′ = 0 for all g ∈ C
∞
c (V ). With this, we define
suppφ := U \
⋃
{V ⊂ U : V open and φ vanishes on V } .
It is well-known (see e.g. [16, Proposition 9.2]) that φ vanishes on U \ suppφ.
Next, for f ∈ C∞
(
Rd;C
)
, N ∈ N0 and α ∈ Nd0, write
‖f‖N,α := sup
x∈Rn
(1 + |x|)
N
|∂αf (x)| ∈ [0,∞] .
Then the space S
(
Rd
)
of Schwartz functions is simply
S
(
Rd
)
:=
{
f ∈ C∞
(
Rd;C
)
: ∀N ∈ N0, α ∈ N
d
0 : ‖f‖N,α <∞
}
,
which we equip with the topology generated by the family of seminorms
(
‖•‖N,α
)
N∈N0,α∈Nd0
; see also
[16, Section 8.1]. We denote the topological dual space of S
(
Rd
)
by S ′
(
Rd
)
, the space of tempered
distributions. As for ordinary distributions, we write 〈φ, g〉S′ := 〈φ, g〉 := φ (g) for the bilinear
pairing between S ′
(
Rd
)
and S
(
Rd
)
, and we equip S ′
(
Rd
)
with the weak-∗-topology. It is not hard
to see that each tempered distribution φ ∈ S ′
(
Rd
)
can be restricted to a distribution φ|U ∈ D
′ (U)
for U ⊂ Rd open, by setting 〈φ|U , g〉D′ := 〈φ, g〉S′ for g ∈ C
∞
c (U) ⊂ S
(
Rd
)
. We will sometimes abuse
notation and not distinguish between φ and φ|U , especially in case of U = Rd.
Finally, we extend the Fourier transform as usual to S ′
(
Rd
)
: Since F : S
(
Rd
)
→ S
(
Rd
)
is
continuous (see [16, Corollary 8.23]), we have Fφ := φ̂ := φ ◦ F ∈ S ′
(
Rd
)
for every φ ∈ S ′
(
Rd
)
. Put
differently, this definition simply means 〈Fφ, g〉S′ = 〈φ,Fg〉S′ .
The Lebesgue measure of a (measurable) subset M ⊂ Rd will be denoted by λ (M). The cardi-
nality of a set M (which will either be a nonnegative integer or ∞) is denoted by |M |.
If X is a set (whose choice is fixed and clear from the context) and if M ⊂ X , we write χM := 1M
for the characteristic function (or indicator function)
χM : X → {0, 1} , x 7→
{
0, if x /∈M,
1, if x ∈M.
In the remainder of the paper, the weighted ℓq spaces ℓqw (I) will play a crucial role: If I is a set,
if q ∈ (0,∞], and if w = (wi)i∈I is a weight on I (i.e., wi ∈ (0,∞) for all i ∈ I), then
ℓqw (I) :=
{
x = (xi)i∈I ∈ C
I : (wi · xi)i∈I ∈ ℓ
q (I)
}
,
which we equip with the (quasi)-norm
∥∥(xi)i∈I∥∥ℓqw := ∥∥(wi · xi)i∈I∥∥ℓq . We denote by ℓ0 (I) the space
of all finitely supported (complex valued) sequences over the index set I. Note that if I = ∅,
then ℓ0 (I) = ℓ
q
w (I) = {0}.
For p ∈ [1,∞], we let p′ ∈ [1,∞] denote the usual conjugate exponent of p, i.e. such that
1
p +
1
p′ = 1. For p ∈ (0, 1), however, we define the conjugate exponent of p as p
′ := ∞. Note that
1
p +
1
p′ = 1 is thus not fulfilled for p ∈ (0, 1).
Furthermore, we define the upper conjugate exponent p△ of p ∈ (0,∞] by p△ = max {p, p′},
whereas the lower conjugate exponent is given by p▽ := min {p, p′}. Finally, the signed upper
conjugate exponent p±△ is defined by
p±△ :=

p, if p ≥ 2,
p
p−1 , if 0 < p < 2 and p 6= 1,
∞, if p = 1,
which ensures that 1/p±△ = min
{
p−1, 1− p−1
}
.
Our notation and nomenclature for these exponents is designed to be mnemonic: p△ is the upper
conjugate exponent, since we are taking the maximum of p and its conjugate p′. For the same reason,
we choose an upwards pointing triangle as the exponent of p△. Our conventions for p▽ are explained
similarly.
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Finally, note that we have 1/p△ = min
{
1
p ,
1
p′
}
, with 1p′ = 1 −
1
p for p ∈ [1,∞], but
1
p′ = 0 for
p ∈ (0, 1). Thus, if we were to define p′ such that 1p′ = 1 −
1
p for all p ∈ (0,∞], we would arrive at
1/p△ = min
{
p−1, 1− p−1
}
. Note that this identity does hold for p±△ instead of p△. Furthermore,
note that 1/p±△ = 1 − p−1 < 0 for p ∈ (0, 1), so that p±△ is signed—in contrast to p△, p▽ ∈ (0,∞].
These observations explain the notation and nomenclature of the signed upper conjugate exponent
p±△.
A comment on the writing style and the length of the paper. The reader might object that
the length of the present paper is excessive. But this length is due to two main factors:
• The paper has three different main goals which could in principle each be handled in a separate
paper. Namely,
– we establish sufficient conditions for the existence of embeddings,
– we establish necessary conditions for the existence of embeddings,
– we simplify these conditions to the point were they are practically usable.
But since these three aims are highly interwoven and dependent on each other, I decided to instead
write one larger contribution.
• Compared with many other papers, the writing style of this paper is rather detailed. Furthermore,
I try to explain the ideas used in the proofs, instead of just giving a formally correct but unenlight-
ening proof. Thus, even though the number of pages might be larger than for many other papers,
it is hoped that the required reading time is not as high as one would expect, simply because the
reader does not have to work as hard.
1.3. Overview of new results. In this subsection, we give a flavor of the framework for embeddings
between decomposition spaces which will be developed in the present paper. To this end, we first need
to clarify the setting in which we work, by introducing a few central concepts.
1.3.1. Concepts related to decomposition spaces. The main ingredient for defining a decomposition
space D (Q, Lp, Y ) is a coveringQ = (Qi)i∈I of an open subset O of the frequency domain R
d. The idea
for computing the (quasi)-norm ‖g‖D(Q,Lp,Y ) of a distribution g is to decompose the frequency content
ĝ according to the covering Q, i.e., to consider the “frequency localized pieces” gi := F
−1 (ϕi · ĝ), where
(ϕi)i∈I is a (suitable) partition of unity subordinate to Q. To obtain the global (quasi)-norm from
the frequency localized pieces gi, one uses the sequence space Y ≤ CI to aggregate the contributions
of the gi, by defining ‖g‖D(Q,Lp,Y ) :=
∥∥(‖gi‖Lp)i∈I∥∥Y . In the following paragraphs, we make this
rough description more precise, and we introduce assumptions on the frequency-covering Q and on the
sequence space Y which ensure that D (Q, Lp, Y ) is a well-defined quasi-Banach space.
Although most results in this paper apply in greater generality, for this introduction we will restrict
ourselves to the setting of almost structured coverings. Above all, such a covering Q = (Qi)i∈I of
an open set O ⊂ Rd is required to have the finite overlap property: If we let
i∗ := {ℓ ∈ I : Qℓ ∩Qi 6= ∅}
denote the set of neighbors of Qi, the finite overlap property simply means that the number of
neighbors of each set is uniformly bounded, i.e. that the following constant is finite:
NQ := sup
i∈I
| i∗| .
A further property of almost structured coverings is that one can associate to Q = (Qi)i∈I a family
of (invertible) affine transformations (ξ 7→ Ti ξ + bi)i∈I such that—essentially—every set Qi is obtained
as the affine image of a fixed set Q ⊂ Rd. The actual definition allows for a slightly larger degree of
freedom. Precisely, Q is called an almost structured covering of the open subset O of the frequency
space Rd, if there are open, bounded subsets Q′i ⊂ R
d and invertible affine transformations as above
such that the following hold:
(1) Q has the finite overlap property and Qi = TiQ
′
i + bi for all i ∈ I.
(2) The following expression (then a constant) is finite:
CQ := sup
i∈I
sup
ℓ∈i∗
∥∥T−1i Tℓ ∥∥ .
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(3) For each i ∈ I, there is an open set ∅ 6= P ′i ⊂ R
d satisfying P ′i ⊂ Q
′
i and also the following:
(a) The sets {P ′i : i ∈ I} and {Q
′
i : i ∈ I} are finite.
(b) We have O =
⋃
i∈I (TiP
′
i + bi) =
⋃
i∈I Qi.
Given such a covering Q, the associated decomposition space (quasi)-norm of an element g of the
reservoir Z ′ (O) (which is a certain distribution space, defined below) is
‖g‖D(Q,Lp,Y ) :=
∥∥∥(∥∥F−1 (ϕi · ĝ)∥∥Lp)i∈I∥∥∥Y ∈ [0,∞] , (1.3)
for a suitable partition of unity Φ = (ϕi)i∈I subordinate to Q and a suitable sequence space Y ≤ C
I .
The corresponding decomposition space is then simply
D (Q, Lp, Y ) :=
{
g ∈ Z ′ (O) : ‖g‖D(Q,Lp,Y ) <∞
}
.
To make the assumptions concerning the partition of unity Φ more precise, we mention that we
require Φ to be a so-called Lp-BAPU, a concept whose precise definition is immaterial for this in-
troduction; it suffices to know that we have in particular ϕi ∈ C
∞
c (Qi) and
∑
i∈I ϕi ≡ 1 on O.
Nevertheless, an important property of almost structured coverings is that for each such covering,
there exists a family Φ = (ϕi)i∈I which is an L
p-BAPU simultaneously for all p ∈ (0,∞], cf. Theorem
3.19.
Finally, to ensure that the (quasi)-norm in equation (1.3) is well-defined (i.e., that different choices
of the BAPU yield equivalent (quasi)-norms), we require Y to be Q-regular. This means the following:
(1) Y is a quasi-Banach space and a subspace of the space CI of all sequences over I.
(2) Y is solid, i.e., if y = (yi)i∈I ∈ Y and x = (xi)i∈I ∈ C
I satisfy |xi| ≤ |yi| for all i ∈ I, then
x ∈ Y with ‖x‖Y ≤ ‖y‖Y .
(3) The Q-clustering map ΓQ : Y → Y, x 7→ x
∗ with x∗i :=
∑
ℓ∈i∗ xℓ is well-defined and bounded.
As we will see, given these assumptions, the decomposition space (quasi)-norm (1.3) is well-defined,
with different BAPUs giving rise to equivalent quasi-norms.
The most common type of Q-regular sequence spaces that we will consider are the weighted ℓq
spaces ℓqw (I) that we defined in Section 1.2. The space ℓ
q
w (I) is indeed Q-regular (cf. Lemma 4.13) if
w is Q-moderate, i.e., if the following expression (then a constant) is finite:
Cw,Q := sup
i∈I
sup
ℓ∈i∗
wi
wℓ
.
On first sight, our definition of a Q-regular sequence space might appear weaker than what was
required by Feichtinger and Gröbner in the original introduction of decomposition spaces, since in [15,
Definition 2.4] it is also required that the coordinate evaluation mappings Y → C, (xi)i∈I 7→ xj are
bounded. But in fact, we will see in Lemma 3.8 that this property is an automatic consequence of the
solidity of Y . In other words, if Y is a solid Banach sequence space, then it is a solid BK-space in
the sense of [15, Definition 2.4]. The only remaining difference is that in [15], it is assumed that Y
contains all finitely supported sequences; for greater generality we omitted this assumption.
To complete the definition of the decomposition space D (Q, Lp, Y ), we still have to define the reser-
voir Z ′ (O), whose definition is inspired by Triebel’s book [36]. First, we let Z (O) := F (C∞c (O)), and
we equip this space with the unique topology that makes the Fourier transform F : C∞c (O) → Z (O)
into a homeomorphism. The reservoir Z ′ (O) is then simply defined to be the topological dual space
of Z (O), equipped with the weak-∗-topology. Similar to the case of tempered distributions, we can
then define a Fourier transform on Z ′ (O) by duality, i.e.,
F : Z ′ (O)→ D′ (O) , φ 7→ Fφ := φ̂ := φ ◦ F .
Then F : Z ′ (O)→ D′ (O) is a homeomorphism, with inverse F−1 : D′ (O)→ Z ′ (O) , φ 7→ φ ◦ F−1.
We emphasize that with this choice of the reservoir Z ′ (O), the quasi-norm ‖•‖D(Q,Lp,Y ) as defined
in equation (1.3) really makes sense: For g ∈ Z ′ (O), we have ĝ ∈ D′ (O). Because of ϕi ∈ C
∞
c (O), this
implies that ϕi · ĝ ∈ S
′
(
Rd
)
is a (tempered) distribution with compact support. By the Paley-Wiener
theorem, we thus see that gi := F
−1 (ϕi · ĝ) is a well-defined smooth function gi ∈ C
∞
(
Rd
)
, so that
‖gi‖Lp ∈ [0,∞] is well-defined. Thus, ‖g‖D(Q,Lp,Y ) =
∥∥(‖gi‖Lp)i∈I∥∥Y ∈ [0,∞] is well-defined, with the
convention that ‖g‖D(Q,Lp,Y ) =∞ if gi /∈ L
p
(
Rd
)
for some i ∈ I, or if (‖gi‖Lp)i∈I /∈ Y .
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At this point the reader might wonder why we chose to define the decomposition space D (Q, Lp, Y )
as a subspace of the uncommon space Z ′ (O) instead of the well-known standard space S ′
(
Rd
)
, which
is for example used in [4]. There are two principal reasons for this: First, in case of O ( Rd, the quasi-
norm ‖•‖D(Q,Lp,Y ) from equation (1.3) is not positive definite on S
′
(
Rd
)
, so that one would need to
factor out the subspace of all g ∈ S ′
(
Rd
)
with ĝ ≡ 0 on O, i.e., with 〈ĝ, ϕ〉S′ = 0 for all ϕ ∈ S
(
Rd
)
with
suppϕ ⊂ O. The resulting quotient space is then just as exotic as the space Z ′ (O) itself. Secondly,
and more importantly, even in case of O = Rd, if one defines D (Q, Lp, Y ) as a subspace of S ′
(
Rd
)
,
one occasionally obtains an incomplete space, as we will see in Example 3.22. This does not happen,
however, if one uses the reservoir Z ′ (O), as shown in Theorem 3.21.
Still, most working analysts have acquired significant intuition on which operations (like differen-
tiation and multiplication with suitable smooth functions) are permitted on the distribution spaces
S ′
(
Rd
)
or D′ (O), while this is not true for the space Z ′ (O). For this—and other—reasons, we will
often find it convenient to work with the so-called Fourier-side decomposition space
DF (Q, L
p, Y ) :=
{
g ∈ D′ (O) : ‖g‖DF (Q,Lp,Y ) :=
∥∥F−1g∥∥
D(Q,Lp,Y )
<∞
}
.
We emphasize that the Fourier transform F : D (Q, Lp, Y ) → DF (Q, L
p, Y ) is an isometric isomor-
phism, so that it does not really matter which of the spaces we consider; all results (in particular
embeddings) for the Fourier-side spaces translate to results about the space-side spaces and vice versa.
1.3.2. Sufficient conditions for embeddings. In the following, we always assume that we are given two
almost structured coverings
Q = (Qi)i∈I =
(
TiQ
′
i + bi
)
i∈I
and P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
of the open subsets O ⊂ Rd and O′ ⊂ Rd, respectively. Furthermore, we assume that Y ≤ CI and
Z ≤ CJ areQ-regular and P-regular, respectively. Finally, we fix families Φ = (ϕi)i∈I and Ψ = (ψj)j∈J
which are Lp-BAPUs simultaneously for all p ∈ (0,∞] for Q and P , respectively.
Then, we are interested in sufficient conditions for the existence of an embedding of the form
DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z). (1.4)
Part of the problem is to formulate an appropriate notion of an embedding for this setting, especially
if O 6= O′. Necessary conditions are the subject of the next subsection; there, we will see that the
sufficient criteria given in this subsection frequently yield complete characterizations of the existence
of (1.4).
In this introduction, we will only state a few of our results which convey the general flavor. For a
more detailed discussion, we refer to the remainder of the paper; in particular we refer to Section 7,
where we summarize the most useful embedding results.
In order to state our results, we need the notion of almost subordinateness of two coverings:
Recall from above the notation j∗ = {ℓ ∈ J : Pℓ ∩ Pj 6= ∅} for the set of all (indices of) neighbors of
the set Pj . More generally, for L ⊂ J , let L
∗ :=
⋃
ℓ∈L ℓ
∗ ⊂ J and define inductively L0∗ := L and
L(n+1)∗ := (Ln∗)
∗
. Now, we say that Q is almost subordinate to P , if there is some n ∈ N0 with
the following property:
∀ i ∈ I ∃ ji ∈ J : Qi ⊂ P
n∗
ji where P
n∗
j :=
⋃
ℓ∈jn∗
Pℓ.
The notation Qn∗i (or P
n∗
j ) will be used over and over in this paper and is thus worth remembering.
Roughly speaking, the definition of almost subordinateness formalizes the intuition that Q is “finer
than P”. Note in particular that we have O ⊂ O′ if Q is almost subordinate to P .
Finally, we need the notion of nested sequence spaces, which we only introduce informally in this
introduction. Given a solid sequence space X ≤ CK , an exponent q ∈ (0,∞] and for each k ∈ K some
set Mk, as well as a weight u = (uk,m)k∈K,m∈Mk , we define the space X
(
[ℓqu (Mk)]k∈K
)
as the space
of all complex-valued sequences x = (xm)m∈M , with M :=
⋃
k∈K Mk, for which the (quasi)-norm
‖x‖X([ℓqu(Mk)]k∈K)
:=
∥∥∥∥(∥∥∥(uk,m · xm)m∈Mk∥∥∥ℓq(Mk)
)
k∈K
∥∥∥∥
X
is finite.
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Using these notions, we can finally state our first embedding result. It might look daunting at first,
but as we will see in Corollary 1.2 below, its assumptions can be greatly simplified in most cases.
Theorem 1.1. (special case of Corollary 5.7)
Assume that Q is almost subordinate to P , and for each j ∈ J define
Ij := {i ∈ I : Qi ∩ Pj 6= ∅} . (1.5)
If p1 ≤ p2 and if the embedding
Y →֒ Z
([
ℓ
p▽2
|detTi|
p
−1
1
−p−1
2
(Ij)
]
j∈J
)
(1.6)
holds, then the map ι is well-defined and bounded, where
ι : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z), f 7→
∑
i∈I
ϕif .
Furthermore, ιf ∈ D′ (O′) is an extension of f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O). In particular, if O = O′,
then ιf = f for all f ∈ DF (Q, L
p1 , Y ). ◭
The main requirement of the preceding theorem is the validity of the embedding (1.6). Of course,
verifying this condition in general can be difficult. But if Y = ℓq1w (I) and Z = ℓ
q2
v (J) are weighted ℓ
q
spaces, we will see in a moment that these conditions can be simplified considerably.
Even further simplifications are possible if w and Q are relatively P-moderate: For w, this means
that the constant
Cw,Q,P := sup
j∈J
sup
i,ℓ∈Ij
wi
wℓ
is finite. Roughly speaking, this condition states that the weightw is “uniformly essentially constant” on
the collection of all “small” sets Qi which intersect the same “large” set Pj . Finally, Q = (TiQ
′
i + bi)i∈I
is called relatively P-moderate if the weight (|detTi|)i∈I is relatively P-moderate. Roughly speaking,
this means that any two “small” sets Qi, Qℓ which intersect the same “large” set Pj have to be of
essentially the same measure.
Corollary 1.2. (special case of Corollary 5.8)
Assume that Q is almost subordinate to P and that the weights w = (wi)i∈I and v = (vj)j∈J are
moderate with respect to Q and P, respectively. Finally, assume Y = ℓq1w (I) and Z = ℓ
q2
v (J).
Then, validity of the embedding (1.6) is equivalent to finiteness of∥∥∥∥∥
(
vj ·
∥∥∥∥(w−1i · |detTi|p−11 −p−12 )i∈Ij
∥∥∥∥
ℓp
▽
2 ·(q1/p
▽
2 )
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
. (1.7)
Furthermore, if w and Q are relatively P-moderate and if O = O′, then finiteness of (1.7) is equivalent
to finiteness of ∥∥∥∥∥∥
 vj
wij
· |detTij |
1
p1
−
(
1
p▽
2
− 1q1
)
+
− 1p2
· |detSj |
(
1
p▽
2
− 1q1
)
+

j∈J
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
, (1.8)
where for each j ∈ J , an arbitrary ij ∈ I with Pj ∩Qij 6= ∅ can be selected. ◭
We remark that the exponent p · (q/p)
′
uses the convention p · (q/p)
′
=∞ if p =∞ or if q ≤ p <∞.
In the remaining cases, we use the usual arithmetic in (0,∞] to evaluate the product, cf. Lemma 4.8.
Note that the conditions in the preceding corollary—in particular condition (1.8)—are usually not
hard to check. One simply needs to verify finiteness of the ℓq-norm of a single, explicitly computable
sequence.
In the above results, we always assumed Q to be almost subordinate to P . In the following result,
we consider the “reverse” case in which P is almost subordinate to Q.
Embeddings of decomposition spaces — Section 1: Introduction 11
Theorem 1.3. (special case of Corollary 5.11)
Assume that P is almost subordinate to Q, and for each i ∈ I define
Ji := {j ∈ J : Pj ∩Qi 6= ∅} .
If p1 ≤ p2 and if we have
Y
( [
ℓ
p△1
u (Ji)
]
i∈I
)
→֒ Z where ui,j :=
|detSj|
p−12 −1 · |detTi|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1,
(1.9)
then we have O′ ⊂ O and the restriction map ι is well-defined and bounded, where
ι : DF (Q, L
p1 , Y ) ≤ D′ (O)→ DF (P , L
p2 , Z) ≤ D′ (O′) , f 7→ f |C∞c (O′) . ◭
As above, the preceding assumptions simplify considerably if Y, Z are weighted ℓq spaces:
Corollary 1.4. (special case of Corollary 5.12 and Remark 5.13)
Assume that P is almost subordinate to Q and that the weights w = (wi)i∈I and v = (vj)j∈J are
moderate with respect to Q and P, respectively. Finally, assume Y = ℓq1w (I) and Z = ℓ
q2
v (J).
Then, condition (1.9) is equivalent to finiteness of
∥∥∥∥∥
(
w−1i ·
∥∥∥∥(|detSj |p−11 −p−12 · vj)j∈Ji
∥∥∥∥
ℓ
q2·(p△1 /q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
if p1 ≥ 1,
∥∥∥∥∥
(
|detTi|
p−11 −1 · w−1i ·
∥∥∥∥(|detSj |1−p−12 · vj)j∈Ji
∥∥∥∥
ℓ
q2·(p△1 /q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
if p1 < 1.
(1.10)
Furthermore, if v and P are relatively Q-moderate, and if O = O′, then finiteness of (1.10) is
equivalent to finiteness of∥∥∥∥∥∥
vji
wi
· |detSji |
1
p1
−
(
1
q2
− 1
p
±△
1
)
+
− 1p2
· |detTi|
(
1
q2
− 1
p
±△
1
)
+

i∈I
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
, (1.11)
where for each i ∈ I, an arbitrary ji ∈ J with Qi ∩ Pji 6= ∅ can be selected. ◭
We emphasize once more that the preceding two theorems are merely the most accessible of our
embedding results. More involved—but more flexible—results are also derived. In particular, we will
obtain a variant of the preceding theorems were neither Q needs to be almost subordinate to P , nor
vice versa. Instead, it suffices if one can write O ∩ O′ = A ∪ B, where Q is almost subordinate to P
“near A” and P is almost subordinate to Q “near B”. Since the precise statement is slightly involved,
we don’t spell it out in this introduction. Instead, we refer the interested reader to Theorem 7.5 below.
Finally, there are also results which do not need any subordinateness at all (cf. Theorem 5.6). The
preceding theorems, however, have the advantage that they are (relatively) easy to apply and that
they are fairly sharp—as we will see now.
1.3.3. Necessary conditions for embeddings. In the previous subsection, we presented various sufficient
conditions for the existence of an embedding between two decomposition spaces. In the present gener-
ality, to my knowledge, these are the best known results—simply because no other results are known
which apply in this general setting. Nevertheless, it is crucial to know how sharp these sufficient
conditions are.
As we will see in this subsection, the results of Corollaries 1.2 and 1.4 are indeed reasonably sharp:
We will see for p2 ∈ (0, 2] ∪ {∞} that the (sufficient) conditions given in Theorem 1.1 and Corollary
1.2 are also necessary conditions for the existence of the stated embedding. Likewise, for p1 ∈ [2,∞],
the (sufficient) conditions given in Theorem 1.3 and Corollary 1.4 are necessary for the existence of the
embedding. Thus, for these ranges of p2 or p1, we achieve a complete characterization of the existence
of the embeddings.
Finally, in the case of weighted ℓq spaces Y = ℓq1w (I) and Z = ℓ
q2
v (J), this characterization extends
to all values of p2, as long as Q and w are relatively P-moderate, or to all values of p1, if P and v are
relatively Q-moderate.
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Let us now turn to precise statements. To ensure flexibility, we assume in the following that we are
given a set K ⊂ O ∩O′, for which the identity map
ι : (DK , ‖•‖DF (Q,Lp1 ,Y ) )→ DF (P , L
p2 , Z), f 7→ f with DK :=
{
f ∈C∞c
(
Rd
)
: supp f⊂K
}
(1.12)
is well-defined and bounded. In most practical applications, one will choose K = O ∩O′.
Based on the boundedness of ι, we will derive various conditions which are thus necessary conditions
for the existence of the embedding. For the first such condition, note that Theorems 1.1 and 1.3 always
included the assumption p1 ≤ p2. This assumption is unavoidable:
Theorem 1.5. (special case of Lemma 6.1)
If the map ι from equation (1.12) is well-defined and bounded and if there are i ∈ I and j ∈ J
satisfying K◦ ∩Qi ∩ Pj 6= ∅ and δi ∈ Y , then p1 ≤ p2 and δj ∈ Z.
In case of p1 = p2, we even have
‖δj‖Z . ‖δi‖Y , (1.13)
where the implied constant is independent of i, j. ◭
Remark. If Y = ℓq1w (I) and Z = ℓ
q2
v (J), then (1.13) simply means vj . wi if K
◦ ∩Qi ∩ Pj 6= ∅. 
For completely general (almost structured) coverings Q,P , it is hard to say more. Thus, for our
next result, we will assume that Q—or at least a subfamily QI0 = (Qi)i∈I0 with I0 ⊂ I—is almost
subordinate to P , i.e. that there is a fixed n ∈ N0 and for each i ∈ I0 some ji ∈ J satisfying Qi ⊂ Pn∗ji .
In this case, much more can be said:
Theorem 1.6. (special case of Theorem 6.15)
Let ∅ 6= I0 ⊂ I and assume that ι as in equation (1.12) is bounded, with K :=
⋃
i∈I0
Qi. Further-
more, assume that QI0 := (Qi)i∈I0 is almost subordinate to P .
If there is some i0 ∈ I0 with δi0 ∈ Y , then we have p1 ≤ p2, and we have a bounded embedding
ℓ0 (I0) ∩ Y →֒ Z
([
ℓp2
|detTi|
p
−1
1
−p−1
2
(Ij ∩ I0)
]
j∈J
)
. (1.14)
Here, ℓ0 (I0) is the space of all sequences on I with a finite support which is contained in I0. ◭
Remark. For I0 = I, this embedding coincides with the (sufficient) condition given in Theorem 1.1,
with the exception that the “inner” norm in Theorem 1.1 is ℓp
▽
2 , whereas here, it is ℓp2 (and we have
to restrict to ℓ0 (I0) = ℓ0 (I), which is immaterial in most cases).
But for p2 ∈ (0, 2], we have p2 = p
▽
2 , so that we get a complete characterization of the existence of the
embedding DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z), at least if Q is almost subordinate to P . Furthermore,
for p2 =∞, we will see in Theorem 6.15 that if DF (Q, L
p1 , Y ) →֒ DF (P , L
p2, Z) holds, then condition
(1.14) is satisfied with the “inner norm” ℓ1 = ℓp
▽
2 instead of ℓp2 , so that the complete characterization
holds for all p2 ∈ (0, 2] ∪ {∞}.
Finally, in case of Y = ℓq1w (I) and Z = ℓ
q2
v (J), the validity of the embedding (1.14) can again be
reformulated in a form that is easier to verify, similar to condition (1.7): One simply has to replace p▽2
by p2 and Ij by Ij ∩ I0 everywhere. 
Of course, the difference between p▽2 (in condition (1.6)) and p2 (in condition (1.14)) is somewhat
unsatisfactory. In general, I doubt that it can be removed. Under suitable hypothesis, however, it can:
Theorem 1.7. (special case of Theorem 6.23)
Assume that Q is almost subordinate to P and that ι as in equation (1.12) is bounded, with
K = O = O′. Let Y = ℓq1w (I) and Z = ℓ
q2
v (J), with w, v moderate with respect to Q and P ,
respectively. Finally, assume that Q and w are relatively P-moderate.
Then, the quantity in equation (1.8) is finite. ◭
Remark. In view of Corollary 1.2, we have thus achieved a complete characterization of the existence
of the embedding DF (Q, L
p1 , ℓq1w ) →֒ DF (P , L
p2, ℓq2v ), assuming that Q is almost subordinate to P
and that Q and w are relatively P-moderate. A variant of the above theorem remains true if only a
subfamily QI0 of Q is almost subordinate to P ; but for the sake of succinctness, we omit this more
general theorem in this introduction. 
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Above, we assumed Q to be almost subordinate to P . As in the previous subsection, we now
consider the “reverse” case in which P—or at least some subfamily PJ0 of P—is almost subordinate
to Q. As above, one can obtain a satisfying necessary condition (which is very similar to the sufficient
condition from Theorem 1.3) under this assumption:
Theorem 1.8. (special case of Theorem 6.13)
Let ∅ 6= J0 ⊂ J and assume that the map ι from equation (1.12) is bounded, with K :=
⋃
j∈J0
Pj .
Furthermore, assume that PJ0 := (Pj)j∈J0 is almost subordinate to Q.
Then the map
η :ℓ0(J0) ∩ Y
([
ℓp1
|detSj |
p
−1
2 −p
−1
1
(Ji ∩J0)
]
i∈I
)
→֒ Z, (xj)j∈J0 7→(xj)j∈J with xj = 0 for j∈J \J0 (1.15)
is well-defined and bounded. ◭
Remark. For p1 ∈ [2,∞], we have p
△
1 = p1 and the weight u defined in Theorem 1.3 (equation (1.9))
satisfies ui,j = |detSj |
p−12 −p
−1
1 . Therefore, assuming J0 = J , the condition given above coincides with
the sufficient condition (1.9) from Theorem 1.3 (up to the intersection with ℓ0 (J0) = ℓ0 (J)), so that
we achieve a complete characterization of the embedding DF (Q, L
p1 , Y ) →֒ DF (P , L
p2, Z), as long as
p1 ∈ [2,∞] and as long as P is almost subordinate to Q. 
Finally, one obtains a complete characterization for all p1 ∈ (0,∞] if one assumes slightly more:
Theorem 1.9. (special case of Theorem 6.21)
Assume that P is almost subordinate to Q and that ι as in equation (1.12) is bounded, with
K = O = O′. Furthermore, assume that Y = ℓq1w (I) and Z = ℓ
q2
v (J), with w, v moderate with respect
to Q and P , respectively. Finally, assume that P and v are relatively Q-moderate.
Then, the quantity in equation (1.11) is finite. ◭
Remark. In view of Corollary 1.4, we have thus achieved a complete characterization of the existence
of the embedding DF (Q, L
p1 , ℓq1w ) →֒ DF (P , L
p2, ℓq2v ), assuming that P is almost subordinate to Q
and that P and v are relatively Q-moderate. Again, a variant of this statement remains true if only a
subfamily PJ0 of P is almost subordinate to and relatively moderate with respect to Q. 
This concludes the overview of the sufficient conditions and necessary conditions for the existence
of embeddings between decomposition spaces which are derived in this paper.
However, using the same techniques, we will prove one more stunning result which illustrates the
“rigidity” of decomposition spaces: The mapping (p, q, w,Q) 7→ DF (Q, L
p, ℓqw) is essentially injective.
To explain this, we first have to introduce a suitable notion of equivalence for coverings: Inspired by
[15, Definition 3.3], we say that two coverings Q,P of the same set O ⊂ Rd are weakly equivalent if
sup
i∈I
|{j ∈ J : Pj ∩Qi 6= ∅}| <∞ and sup
j∈J
|{i ∈ I : Qi ∩ Pj 6= ∅}| <∞.
If Q,P consist only of open, connected sets, one can show (cf. Lemma 2.13) that weak equivalence of
Q,P already implies that Q,P are equivalent, i.e. that Q is almost subordinate to P and vice versa.
Now, we state our “rigidity”-result, which is proven below as Theorem 6.9:
Theorem 1.10. Let Q,P be two almost structured coverings of the open set O ⊂ Rd and let Y ≤ CI
and Z ≤ CJ be Q-regular and P-regular, respectively, with ℓ0 (I) ≤ Y and with ℓ0 (J) ≤ Z. If
DF (Q, L
p1 , Y ) = DF (P , L
p2 , Z) for certain p1, p2 ∈ (0,∞] ,
then the following hold:
(1) We have p1 = p2 =: p.
(2) In case of p 6= 2, the coverings Q and P are weakly equivalent.
(3) Furthermore, if Y = ℓq1w (I) and Z = ℓ
q2
v (J) for certain q1, q2 ∈ (0,∞] and certain weights w, v,
which are Q-moderate and P-moderate, respectively, then the following hold:
(a) We have (p1, q1) = (p2, q2) =: (p, q).
(b) We have wi ≍ vj if Qi ∩ Pj 6= ∅.
(c) If (p, q) 6= (2, 2), then Q and P are weakly equivalent. ◭
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It is not possible to remove the assumption (p, q) 6= (2, 2) in the last claim, since an easy application
of Plancherel’s theorem shows DF
(
Q, L2, ℓ2w
)
= DF
(
P , L2, ℓ2v
)
for any two almost structured coverings
Q,P , as long as wi ≍ vj if Qi ∩ Pj 6= ∅; cf. Lemma 6.10 for the precise statement. In this sense, the
above theorem is best possible.
Finally, we also show that the decomposition spaces DF (Q, L
p1 , ℓq1w ) and DF (P , L
p2 , ℓq2v ) are “funda-
mentally different” if the coveringsQ,P cover two distinct sets O,O′, and if (p1, p2, q1, q2) 6= (2, 2, 2, 2);
for the details, we refer to Theorem 6.9 12 .
1.4. Structure of the paper. For a quick overview of the structure of the paper, we refer to the
table of contents on page 2. Here, we give a more detailed overview of the structure and content of
the paper:
We begin our exposition in Section 2 with a detailed discussion of different types of coverings. In
particular, we recall the class of structured admissible coverings as introduced by Borup and
Nielsen[4]. We generalize this class of coverings to the two classes of semi-structured admissible
coverings and almost structured coverings. This last-named class has the advantage of being
comparatively nonrestrictive—in fact, every specific covering which we will consider is almost struc-
tured—while still possessing all properties needed to obtain well-defined decomposition spaces and to
admit satisfactory criteria for the existence of embeddings.
Additionally, in Section 2, we also provide a brief overview of the possible relations between two
coverings, including weak subordinateness and almost subordinateness; we also discuss the rela-
tions between these two concepts. Note that these notions have already been introduced by Feichtinger
and Gröbner in their seminal work [15, 14] on decomposition spaces. The final—new—notion which
we introduce and explore is that of relative moderateness of two coverings.
Next, in Section 3, we begin our study of decomposition spaces, by giving a detailed formal defi-
nition of these spaces, including a definition of the partitions of unity which are suitable for defining
decomposition spaces. Then we continue by proving in detail that these spaces are well-defined (i.e.,
independent of the chosen partition of unity) and complete.
Strictly speaking, none of these results are new or particularly interesting. Nevertheless, they
seem important enough to include them here, especially since the (slightly different) definition of
decomposition spaces given in [4] yields incomplete spaces in general. Furthermore, well-definedness
of the decomposition space D (Q, Lp, Y ) in the quasi-Banach regime p ∈ (0, 1) is not covered by the
original paper [15] on decomposition spaces, since Lp
(
Rd
)
is not a Banach-convolution-module over
L1
(
Rd
)
for p < 1. Instead, one has to rely on certain convolution relations for band-limited Lp-
functions, as treated in [37]. We recall these convolution relations in detail, since they are crucial not
only for the well-definedness of decomposition spaces, but also for establishing our sufficient criteria
for the embeddings between decomposition spaces.
In our overview of embedding results (see in particular Theorems 1.1 and 1.3), we saw that the
existence of embeddings between decomposition spaces can be reduced (to a certain extent) to the
existence of embeddings between certain nested sequence spaces. Thus, a good understanding of
these nested sequence spaces and their embeddings is crucial. We will obtain this understanding in
Section 4, where we study these spaces in detail. In particular, the results derived in that section will
allow us to pass from the abstract criteria in Theorems 1.1 and 1.3 to the concrete ones in Corollaries
1.2 and 1.4—a huge improvement when it comes to the applicability of our criteria.
This kind of simplification is a recurring pattern in the present paper: In order to simplify proofs,
we formulate our sufficient/necessary criteria in terms of embeddings between nested sequence spaces.
Usually, it would be very painful to verify these embeddings directly. But using the results of Section 4,
one can then—in a second step—obtain user-friendly versions of these criteria. Thus, although Section
4 is somewhat technical, it is crucial for the overall goal of the paper.
In Section 5, we properly begin our investigation of embeddings between decomposition spaces. We
start by estimating the Lp-norm of a sum
∑
i∈I fi of functions which have “almost disjoint” frequency
support. Using this estimate and a “dual” version of it, we then derive Theorem 5.6, which provides
a very general sufficient criterion for the existence of embeddings between two decomposition spaces.
However, since the prerequisites of this theorem are usually hard to verify directly, we derive several
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simplified versions of this theorem, which essentially correspond to Theorems 1.1 and 1.3 from above.
Finally, we prove Corollary 5.14, which applies if we can write O ∩O′ = A ∪B in such a way that Q
is almost subordinate to P “near A” and vice versa “near B”.
Next, in Section 6, we investigate the sharpness of the sufficient conditions developed in Section 5.
The basic idea is to “test” the embedding ι : DF (Q, L
p1 , Y ) →֒ DF (P , L
p2, Z) using suitably crafted
functions. Depending on the precise assumptions (e.g., Q is almost subordinate to P or vice versa), the
construction varies. Since these constructions—and the proofs that they yield the desired necessary
criteria—are slightly involved, we refrain from describing them in this introduction. Instead, we refer
the reader to the beginning of Section 6 itself, where the idea is sketched.
The derivation of the necessary criteria itself is divided into a number of subsections: In subsection
6.1, we begin by proving very elementary conditions: We will see that the identity map ι from above
can only be bounded if p1 ≤ p2 and if ‖δj‖Z . ‖δi‖Y for all i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅.
Although these criteria lack the power of those derived later, they have the crucial advantage that
they impose essentially no assumptions on (the relation between) the coverings Q,P . In particular, no
subordinateness is required. Furthermore, the proofs of these results allow us to illustrate the general
proof techniques for deriving necessary criteria, without getting bogged down by additional technical
difficulties.
Next, in Subsection 6.2, we prove Theorem 1.10, i.e. we show thatDF (Q, L
p1 , ℓq1w ) = DF (P , L
p2 , ℓq2v )
can (essentially) only hold if the “ingredients” of the two spaces are equivalent. The proof of this result
is technically much more demanding than the proofs from the previous subsection; in fact, many of
the proof techniques needed in Subsection 6.3 are already introduced here.
Subsection 6.3 can be considered the heart of Section 6: Here, we provide proofs of Theorems 1.6
and 1.8, i.e., we assume that (a subfamily of) Q is almost subordinate to P (or vice versa) and we
show that the sufficient conditions
p1 ≤ p2 and Y →֒ Z
([
ℓ
p▽2
|detTi|
p
−1
1 −p
−1
2
(Ij)
]
j∈J
)
or p1 ≤ p2 and Y
([
ℓ
p△1
u (Ji)
]
i∈I
)
→֒ Z
(1.16)
from Theorems 1.1 and 1.3 are—slightly modified—also necessary for the existence of the embedding.
The main modification needed is that the “special exponents” p▽2 or p
△
1 are replaced by p2 or p1,
respectively. As noted in the remarks after Theorems 1.6 and 1.8, this yields a complete characterization
of the existence of the desired embedding for p2 ∈ (0, 2], or for p1 ∈ [2,∞], respectively.
Of course, the difference between the exponents p▽2 or p
△
1 for the sufficient conditions and the
exponents p2 or p1 for the necessary conditions is unsatisfactory. In general, I doubt that this gap can
be closed; but under the assumption p1 = p2, we will see in Subsection 6.4 that this gap can at least
be narrowed : Note that we always have p▽2 ≤ 2 and p
△
1 ≥ 2. In Subsection 6.4, we will show —for
p1 = p2—that the sufficient conditions (1.16) are necessary for the existence of the embedding if p
▽
2
and p△1 are replaced by 2. Thus, although our necessary criteria are not able to reach the exponents
p▽2 and p
△
1 in general, we see that no sufficient criterion similar to condition (1.16) will ever be able to
replace p▽2 by an exponent larger than 2, or p
△
1 by an exponent smaller than 2.
Finally, in Subsection 6.5, we make the additional (rather restrictive) assumption that Q is relatively
P-moderate (or vice versa). Under this assumption, we achieve two important goals simultaneously:
• We close the offending gap between p▽2 and p2 or between p
△
1 and p1, respectively, thereby ob-
taining a complete characterization for all values of p2, p1.
• We are able to simplify our criteria even further, to the point where only the finiteness of a suitable
ℓq norm of a single sequence needs to be checked, cf. Theorem 1.7 and equation (1.8) or Theorem
1.9 and equation (1.11).
In view of the large number of sufficient or necessary criteria for embeddings between decomposition
spaces, we summarize our results in Section 7. In contrast to the preceding sections, where we strove
for maximal generality, our aim in this section is ease of applicability, even if this makes our results
slightly less general.
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Readers who are mainly interested in applying our embedding results are thus encouraged to skip
directly to Section 7, possibly after familiarizing themselves with the basic concepts of decomposition
spaces outlined in Sections 2–3. In addition to providing a summary of our embedding results, Section
7 also contains a rough “user’s guide”, which should help in deciding for the correct theorem to apply
and in verifying the prerequisites of the respective theorem.
In addition to this user’s guide, the reader might also want to skim Section 9 in order to get a feeling
for how our results can be applied. In that section, we completely characterize the existence of the
embeddings Mp1,q1s1,α1
(
Rd
)
→֒ Mp2,q2s2,α2
(
Rd
)
between different α-modulation spaces, thereby indicating
the power and ease of use of our results. Note that these results greatly extend the state of the
art: Before the present paper, the most comprehensive knowledge about embeddings of α-modulation
spaces had been obtained by Han and Wang[24]; but they only considered the cases α1 6= α2 with
(p1, q1) = (p2, q2), or (p1, q1) 6= (p2, q2) with α1 = α2, whereas our criteria apply to arbitrary choices of
α1, α2, p1, p2, q1, q2. For completeness, we mention the preprint [23] in which the authors independently
derive the same characterization of embeddings for α-modulation spaces as in the present paper. Their
preprint appeared on the arXiv almost simultaneously with the first preprint of the present paper.
The embeddings between α-modulation spaces are particularly straightforward, since the associated
covering Q(α1) is almost subordinate to and relatively moderate with respect to the covering Q(α2) if
α1 ≤ α2. As an example where the two coverings in question are more “incompatible”, we also con-
sider embeddings between homogeneous and inhomogeneous Besov spaces, thereby extending previous
results of Triebel[38].
The role of Section 8 is somewhat special: As we mentioned above—and as we will see in Example
3.22—using the space of tempered distributions as the “reservoir” for defining decomposition spaces
can lead to incomplete spaces, even in case of
⋃
i∈I Qi = O = R
d. Therefore, we used the reservoirs
D′ (O) and Z ′ (O) = F−1 (D′ (O)) to define the spaces DF (Q, L
p, Y ) and D (Q, Lp, Y ), respectively.
But in order to compare our decomposition spaces to classical function spaces like Besov- and
modulation spaces, it is preferable to have a criterion which ensures that D (Q, Lp, Y ) →֒ S ′
(
Rd
)
.
Hence, in Section 8, we derive sufficient criteria for this to be the case.
2. Different classes of coverings and their relations
In this section, we recall the definitions of various existing classes of coverings and introduce two
new types of coverings, the semi-structured admissible coverings and the almost structured
coverings. The first of these two classes will be the main class of coverings that we will consider in
the remainder of this paper.
Further, for later use, it will be convenient to have a clear terminology for describing the relations
between two coverings, e.g. the fact that one is finer than the other. This terminology and certain
auxiliary results are also developed in the present section.
2.1. Admissible and (semi/almost)-structured coverings. We begin with the basic concept of
admissibility of a covering, which goes back to the original inception of (general) decomposition
spaces by Feichtinger and Gröbner in [15]. Admissibility is based on the notion of neighbors of a set
of a covering, which we introduce first.
Definition 2.1. (cf. [15, Definition 2.3])
Let X 6= ∅ be a set and assume that Q = (Qi)i∈I is a family of subsets of X . For a subset J ⊂ I,
we define the (index)-cluster of J (also called the set of neighbors of J) as
J∗ := {i ∈ I : ∃j ∈ J : Qi ∩Qj 6= ∅} .
Inductively, we set J0∗ := J and J (n+1)∗ := (Jn∗)
∗
for n ∈ N0. We also set ik∗ := {i}
k∗
for i ∈ I and
k ∈ N0. Furthermore, for any subset J ⊂ I, we define
QJ :=
⋃
j∈J
Qj
and we also introduce the shortcuts Qk∗i := Qik∗ and Q
∗
i := Qi∗ for i ∈ I and k ∈ N0.
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If (ϕi)i∈I is a family of functions with values in some common topological vector space Y , we define
ϕJ :=
∑
i∈J
ϕi
for every set J ⊂ I for which the series converges pointwise. For brevity, we also set ϕk∗i := ϕik∗ and
ϕ∗i := ϕi∗ for i ∈ I and k ∈ N0. ◭
Remark 2.2. (1) If we are considering two different families Q = (Qi)i∈I and P = (Pj)j∈J with
(possibly) nonempty intersection I ∩ J 6= ∅, we will use notation similar to i∗Q and i∗P for i ∈ I
or i ∈ J to indicate the family which is used to form the respective cluster.
(2) By induction on n ∈ N0, it is easy to see for i, j ∈ I that i ∈ jn∗ is equivalent to j ∈ in∗ and that
this holds if and only if there is a Q-chain (cf. [15, Definition 2.3]) of length n from j to i. Here,
a finite sequence (iℓ)ℓ=0,...,n in I is called a Q-chain of length n from i0 to in if Qiℓ−1 ∩ Qiℓ 6= ∅
holds for all ℓ ∈ n.
For further properties of admissible coverings and of the cluster sets J∗, see [15, Lemma 2.1]. 
Now, we can define the notion of an admissible covering and of moderate weights.
Definition 2.3. (cf. [15, Definitions 2.1, 3.1 and 3.2] and [4, Definition 6])
Let X 6= ∅ be a set and assume that Q = (Qi)i∈I is a family of subsets of X . We say that Q is an
admissible covering of X , if
(1) Q is a covering of X , i.e. X =
⋃
i∈I Qi and
(2) Qi 6= ∅ for all i ∈ I, and
(3) the constant NQ := supi∈I |i
∗| is finite.
Let u = (ui)i∈I be a sequence of positive numbers ui > 0. We say that u is a Q-moderate weight if
the following expression (then a constant) is finite:
Cu,Q := sup
i∈I
sup
ℓ∈i∗
ui
uℓ
. ◭
Remark. It is important to observe that the admissibility condition above is dependent on the way in
which the covering is indexed using the set I. For example, if one set is “repeated infinitely often”, i.e.
if ∅ 6= Q = Qi holds for all i ∈ I0 ⊂ I, where I0 is infinite, then this implies i∗ ⊃ I0 for all i ∈ I0, so
that Q is not admissible.
Furthermore, it is worth noting that every admissible covering is of finite height. This means that
the cardinality |{i ∈ I : x ∈ Qi}| is bounded uniformly with respect to x ∈ X . More precisely, we have
|{i ∈ I : x ∈ Qi}| ≤ NQ for all x ∈ X . Equivalently, the function
∑
i∈I 1Qi is bounded by NQ. 
As we will see in Section 3, admissibility of the covering Q is the most basic requirement needed
to ensure well-definedness of the decomposition spaces DF (Q, L
p, Y ). By well-definedness, we mean
that the resulting space does not depend on the chosen partition of unity Φ = (ϕi)i∈I . Of course, this
can only hold under suitable assumptions on Φ. More precisely, we will assume that
∥∥F−1ϕi∥∥L1 is
uniformly bounded, which ensures well-definedness (at least for p ≥ 1). Thus, one might ask whether
such a partition of unity Φ always exists.
In the following lemma, we develop a first set of necessary conditions that the covering Q has to
fulfill if such a partition of unity exists. Note though that we just assume existence of a partition of
unity consisting of Cc functions, i.e., we do not yet assume finiteness of supi∈I
∥∥F−1ϕi∥∥L1 .
Lemma 2.4. Let Q = (Qi)i∈I be an admissible covering of an open subset O ⊂ X of a topological
space X. We say that Q admits a partition of unity if there are functions ϕi : X → C, i ∈ I, with
(1) ϕi ∈ Cc (O),
(2) ϕi ≡ 0 outside of Qi,
(3)
∑
i∈I ϕi ≡ 1 on O.
In this case, the following hold:
(1) For any subset M ⊂ I, we have
ϕM ≡ 1 on Qi for each i ∈ I with i
∗ ⊂M. (2.1)
(2) We have Qi ⊂ O for each i ∈ I. Furthermore, Qi is compact.
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(3) The family of topological interiors Q◦ = (Q◦i )i∈I covers O.
(4) The family
(
Qi
)
i∈I
is locally finite in O (but not necessarily in X). In particular, (ϕi)i∈I is a
locally finite partition of unity, in the sense that (suppϕi)i∈I is locally finite in O. ◭
Remark. Observe that ϕM =
∑
i∈M ϕi is well-defined even if M ⊂ I is an infinite set, since at every
point x ∈ X , at most NQ summands do not vanish. 
Proof. Ad (1): Since we have
∑
j∈I ϕj ≡ 1 on O ⊃ Qi, it suffices to show ϕj ≡ 0 on Qi for j /∈ M .
But if ϕj (x) 6= 0 holds for some x ∈ Qi, we get x ∈ Qj (since ϕj vanishes outside of Qj) and hence
x ∈ Qi ∩Qj 6= ∅, i.e. j ∈ i∗ ⊂M . This establishes equation (2.1).
Ad (2): By equation (2.1), we have
∑
j∈i∗ ϕj = ϕi∗ ≡ 1 on Qi. But ϕi∗ ∈ Cc (O), since i
∗ is finite,
because Q is admissible. Thus, Qi ⊂ suppϕi∗ ⊂ O, whence Qi ⊂ suppϕi∗ ⊂ O is compact.
Ad (3): By assumption, ϕ−1i (C
∗) ⊂ Qi for all i ∈ I and thus ϕ
−1
i (C
∗) ⊂ Q◦i by continuity of ϕi.
But we have
∑
i∈I ϕi ≡ 1 on O and hence
O ⊂
⋃
i∈I
ϕ−1i (C
∗) ⊂
⋃
i∈I
Q◦i ⊂
⋃
i∈I
Qi = O.
Ad (4): Let x ∈ O be arbitrary. Then there is some i ∈ I with ϕi (x) 6= 0, since
∑
i∈I ϕi ≡ 1 on O.
Hence, Ux := ϕ
−1
i (C
∗) ⊂ Q◦i ⊂ O is an open neighborhood of x. Let Ix := i
∗. For any index j ∈ I
with Ux ∩Qj 6= ∅, we have ∅ 6= Ux ∩Qj ⊂ Q◦i ∩Qj . But this entails Q
◦
i ∩Qj 6= ∅, since otherwise Qj
would be contained in the closed(!) set (Q◦i )
c
. Thus, ∅ 6= Q◦i ∩Qj ⊂ Qi ∩Qj and hence j ∈ i
∗ = Ix.
Since Ix = i
∗ is finite by admissibility of Q and since Ux is an open neighborhood of x, we see that(
Qj
)
j∈I
is a locally finite family in O. Since ϕi vanishes outside of Qi, we have suppϕi ⊂ Qi for all
i ∈ I, so that the last claim follows trivially. 
As a complement to these necessary conditions, we would like to have sufficient conditions which en-
sure existence of a suitable partition of unity (ϕi)i∈I subordinate to a coveringQ. To this end, we intro-
duce several more restrictive classes of coverings: semi-structured coverings, almost structured
coverings, and structured coverings. The general idea of these coverings is—essentially—that each
set Qi should be an affine image Qi = TiQ + bi of a fixed set Q ⊂ Rd. This is the main requirement
for a structured covering. For many practical coverings, however, this assumptions is somewhat strict:
For example, the usual dyadic covering consisting of the dyadic annuli
(
B2n+1 (0) \B2n−1 (0)
)
n∈N
and
one ball B4 (0) covering the low frequencies is not of this form, since B4 (0) is convex, while the dyadic
annuli are not. Thus, the notions of almost structured coverings and semi-structured coverings slightly
relax the assumption Qi = TiQ + bi for all i ∈ I, by allowing the set Q to vary—in a controlled
way—with i ∈ I.
As we will see later (cf. Theorem 3.19), one can always construct a suitable partition (ϕi)i∈I sub-
ordinate to any almost structured covering.
We remark that the notion of structured admissible coverings was first introduced (for the case
O = Rd) by Borup and Nielsen in [4, Definition 7] and then slightly generalized by Führ and myself
in [18, Definition 13] to the definition presented here.
Definition 2.5. Let ∅ 6= O ⊂ Rd be open and let I 6= ∅ be an index set. We say that a family
Q = (Qi)i∈I of subsets Qi ⊂ O is a semi-structured covering of O if for each i ∈ I, there are
Ti ∈ GL
(
Rd
)
and bi ∈ Rd and an open subset Q′i ⊂ R
d with
Qi = TiQ
′
i + bi
and such that the following properties are fulfilled:
(1) Q is an admissible covering of O.
(2) The sets (Q′i)i∈I are uniformly bounded, i.e. the following expression (then a constant) is finite:
RQ := sup
i∈I
sup
x∈Q′i
|x| .
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(3) For “neighboring” indices i, ℓ ∈ I, the transformations Ti • +bi and Tℓ • +bℓ are “uniformly
compatible,” i.e. the following expression (then a constant) is finite:
CQ := sup
i∈I
sup
ℓ∈i∗
∥∥T−1i Tℓ∥∥ .
If these conditions are satisfied, the family (Ti, Q
′
i, bi)i∈I is called a (semi-structured) parametriza-
tion of the covering Q.
The semi-structured parametrization (Ti, Q
′
i, bi)i∈I (and by abuse of language, the covering Q) is
called tight if we additionally have the following:
(4) There is some ε > 0 and for each i ∈ I some ci ∈ Rd such that Bε (ci) ⊂ Q′i.
The semi-structured parametrization (Ti, Q
′
i, bi)i∈I (and again, the coveringQ) is called almost struc-
tured if for each i ∈ I, there is an open set Q′′i ⊂ R
d such that the following hold:
(1) We have Q′′i ⊂ Q
′
i for all i ∈ I.
(2) The family (TiQ
′′
i + bi)i∈I is an admissible covering of O.
(3) The sets {Q′i : i ∈ I} and {Q
′′
i : i ∈ I} are finite.
Finally, an almost structured parametrization (or an almost structured covering) as above is called
structured if the set {Q′i : i ∈ I} only consists of one element. ◭
Remark 2.6. (1) The adjective “tight” from above should be understood as the opposite of “loose,” in
the following sense: Given a semi-structured parametrization (Ti, Q
′
i, bi)i∈I of a covering Q, and
any sequence (αi)i∈I of positive numbers bounded from below, we get an alternative parametriza-
tion (Si, Q
′′
i , bi)i∈I of Q by setting Si := αiTi and Q
′′
i := α
−1
i · Q
′
i. But if the sequence (αi)i∈I
is unbounded, then (by uniform boundedness of the sets Q′i), the sets Q
′′
i get arbitrarily small,
which is precisely what is excluded by the definition of a tight parametrization. Thus, a tight
parametrization excludes “loose” parametrizations like (Si, Q
′′
i , bi)i∈I where the Si are “unnecessar-
ily large”, while the Q′′i are “unnecessarily small”. A consequence of having a tight parametrization
is that λ (Qi) ≍ |detTi|, while for non-tight parametrizations, one only has λ (Qi) . |detTi|, see
Lemma 2.8.
(2) In the remainder of the paper, the phrase “let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a [tight] semi-
structured covering of O” will always implicitly entail that (Ti, Q
′
i, bi)i∈I is a [tight] parametrization
of Q. The same holds for “almost structured” or “structured” instead of “semi-structured”.
(3) It is interesting to note that any two tight parametrizations (Ti, Q
′
i, bi)i∈I and (Si, Q
′′
i , ci)i∈I of a
common covering Q are equivalent, in the sense that
sup
i∈I
[∥∥T−1i Si∥∥+ ∥∥S−1i Ti∥∥] <∞ .
Indeed, by symmetry it suffices to consider
∥∥S−1i Ti∥∥. By assumption, TiQ′i+ bi = Qi = SiQ′′i + ci,
and thus S−1i TiQ
′
i ⊂ Q
′′
i + ei, with ei := S
−1
i (ci − bi). But there is some ε > 0 with Bε (ci) ⊂ Q
′
i
for all i ∈ I, which easily implies B2ε (0) ⊂ Q
′
i −Q
′
i. Since we also have Q
′′
i ⊂ BR (0) for all i ∈ I
and some R > 0, we finally see
2ε · S−1i Ti (B1 (0)) ⊂ S
−1
i TiQ
′
i − S
−1
i TiQ
′
i ⊂ Q
′′
i −Q
′′
i ⊂ B2R (0) ,
so that
∥∥S−1i Ti∥∥ ≤ R/ε for all i ∈ I.
(4) If Q = (TiQ
′
i + bi)i∈I is a tight semi-structured covering, we set
εQ := sup
{
ε > 0 : ∀ i ∈ I ∃ ci ∈ R
d : Bε (ci) ⊂ Q
′
i
}
.
As we will see below, this supremum is always attained.
(5) Strictly speaking, the constants RQ, CQ and εQ depend on the choice of the parametrization
(Ti, Q
′
i, bi)i∈I of Q. As above, we will usually suppress this dependence.
(6) Every almost structured covering is tight, since the family {Q′i : i ∈ I} of open sets is finite for
such a covering Q = (TiQ
′
i + bi)i∈I .
(7) For brevity, we will use the following convention: If a theorem states that for a given [tight]
semi-structured (or almost-structured) covering Q, there is a constant C = C(Q, . . . ) > 0 [or
C = C(Q, εQ, . . . )] with a certain property (depending on Q), then the following is meant: Given
N,R,K > 0 [and ε > 0], there is a constant C0 = C0 (N,R,K, . . . ) > 0 [respectively a constant
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C0 = C0 (N,R,K, ε, . . . ) > 0] such that this particular property holds—with C0 instead of C—for
every [tight] semi-structured (or almost-structured) covering Q with NQ ≤ N , RQ ≤ R, CQ ≤ K
[and εQ ≥ ε].
Note that this means that the constant C may not depend on other properties of the covering
Q than on the quantities NQ, RQ, CQ [and εQ], except possibly for those appearing in the “ . . . ”
part of C(Q, . . . ).
As an example, note that we have Qi ⊂ Ti (BRQ (0)) + bi for all i ∈ I. Furthermore, for ℓ ∈ i
∗,
Hadamard’s inequality |detA| ≤ ‖A‖
d
for A ∈ Rd×d (see [30, Section 75]) yields
|det Tℓ| = |detTi| ·
∣∣det (T−1i Tℓ)∣∣ ≤ |detTi| · ∥∥T−1i Tℓ∥∥d ≤ CdQ · |detTi| ,
and hence
λ (Qℓ) ≤ |detTℓ| · λ (BRQ (0)) ≤ λ (B1 (0)) ·R
d
Q · |detTℓ| ≤ λ (B1 (0)) · (CQRQ)
d · |detTi| .
Using the estimate |i∗| ≤ NQ, we finally get
λ (Qi∗) ≤
∑
ℓ∈i∗
λ (Qℓ) ≤ λ (B1 (0)) ·NQ · (CQRQ)
d
· |detTi| .
With the above convention, we have thus shown for any semi-structured coveringQ = (TiQ
′
i + bi)i∈I
that there is a constant C = C(Q, d) > 0 such that λ (Qi∗) ≤ C · |det Ti| for all i ∈ I.
(8) Finally, we prove that the supremum in the definition of εQ is attained. To this end, note that
finiteness of RQ implies that each set Q
′
i is bounded, so that Q
′
i ⊂ R
d is compact.
Now, for each fixed i ∈ I and arbitrary n ∈ N, let εn :=
(
1− 12n
)
εQ. Then there is some
cn ∈ Rd satisfying cn ∈ Bεn (cn) ⊂ Q
′
i ⊂ Q
′
i. For some subsequence, we get cnk → c ∈ Q
′
i by
compactness of Q′i.
Finally, let x ∈ BεQ (c) be arbitrary, and set δ :=
1
2 (εQ − |x− c|) > 0. We have
|x− cnk | −−−−→
k→∞
|x− c| < δ + |x− c| < εQ ,
and thus |x− cnk | < δ + |x− c| < εnk for sufficiently large k ∈ N. Hence, x ∈ Bεnk (cnk) ⊂ Q
′
i.
We have thus shown BεQ (c) ⊂ Q
′
i. 
As our next technical result, we show that the “normalization” T−1i (Qi − bi) ⊂ BR (0)—which by
definition holds for R = RQ—remains essentially valid if the set Qi is replaced by a neighboring set Qj,
as long as one is willing to enlarge the ball BR (0). This inclusion will become important for establishing
well-definedness of the decomposition space DF (Q, L
p, Y ) in the quasi-Banach regime p ∈ (0, 1). In
this case, we will see (cf. Theorem 3.4) that the usual estimate
∥∥F−1 (fg)∥∥
Lp
≤
∥∥F−1f∥∥
L1
·
∥∥F−1g∥∥
Lp
needs to be replaced by∥∥F−1 (fg)∥∥
Lp
≤ [λ (K − L)]
1
p−1 ·
∥∥F−1f∥∥
Lp
·
∥∥F−1g∥∥
Lp
,
where supp f ⊂ K and supp g ⊂ L. Thus, it will be a convenient consequence of the following lemma
that we can estimate the Lebesgue measure λ
(
Qi −Qj
)
by a constant multiple of |det Ti|, cf. Corollary
2.8. We remark that the issues related to the constant
[
λ
(
Qi −Qj
)] 1
p−1 in contrast to |detTi|
1
p−1
are somewhat neglected in the treatment of Borup and Nielsen[4].
Lemma 2.7. Let ∅ 6= O ⊂ Rd be open and let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured
covering of O. Then we have
Qj ⊂ Tj
(
BR (0)
)
+ bj ⊂ Ti
[
B(2CQ+1)ℓR (0)
]
+ bi ∀ i ∈ I, ℓ ∈ N0, and j ∈ i
ℓ∗ ,
as long as R > 0 is chosen such that Q′i ⊂ BR (0) holds for all i ∈ I. ◭
Proof. Set K := CQ and let R > 0 with
⋃
i∈I Q
′
i ⊂ BR (0). We first prove
Tj
(
BR (0)
)
+ bj ⊂ Ti
(
B(2K+1)R (0)
)
+ bi ∀ i ∈ I and j ∈ i
∗ . (2.2)
To see this, note that j ∈ i∗ implies ‖T−1i Tj‖ ≤ K, as well as
∅ 6= Qi ∩Qj ⊂
[
Ti
(
BR (0)
)
+ bi
]
∩
[
Tj
(
BR (0)
)
+ bj
]
,
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which yields c1, c2 ∈ BR (0) satisfying Tic1 + bi = Tjc2 + bj . Rearranging results in
bj − bi = Tic1 − Tjc2 = Ti
(
c1 − T
−1
i Tjc2
)
,
with ∣∣c1 − T−1i Tjc2∣∣ ≤ |c1|+ ‖T−1i Tj‖ |c2| ≤ R+KR = (K + 1)R,
which implies T−1i (bj − bi) = c1 − T
−1
i Tjc2 ∈ B(K+1)R (0).
Now, let b ∈ BR (0) be arbitrary and set x := T
−1
i (Tjb+ (bj − bi)). On the one hand,
|x| ≤ |T−1i Tjb|+ |T
−1
i (bj − bi)| ≤ ‖T
−1
i Tj‖ |b|+ (K + 1)R ≤ (2K + 1)R.
On the other hand, we have Tix+ bi = Tjb+ (bj − bi) + bi = Tjb+ bj, and thus
Tjb+ bj = Tix+ bi ∈ Ti
(
B(2K+1)R (0)
)
+ bi,
which proves the claimed inclusion (2.2).
We can now establish the general claim by induction on ℓ ∈ N0. The base case ℓ = 0 is a direct
consequence of Qi = TiQ
′
i + bi ⊂ Ti
(
BR (0)
)
+ bi, since i
0∗ = {i}.
For the induction step, we note that the assumption j ∈ i(ℓ+1)∗ yields some k ∈ iℓ∗ with j ∈ k∗. Let
us set R′ := (2K + 1)R ≥ R, so that
⋃
i∈I Q
′
i ⊂ BR (0) ⊂ BR′ (0) holds. By applying the induction
hypothesis for R′ instead of R, we obtain
Tk
(
BR′ (0)
)
+ bk ⊂ Ti
(
B(2K+1)ℓR′ (0)
)
+ bi = Ti
(
B(2K+1)ℓ+1R (0)
)
+ bi.
But since j ∈ k∗, we can apply equation (2.2), which results in
Qj ⊂ Tj
(
BR (0)
)
+ bj ⊂ Tk
(
B(2K+1)R (0)
)
+ bk = Tk
(
BR′ (0)
)
+ bk ⊂ Ti
(
B(2K+1)ℓ+1R (0)
)
+ bi.
This completes the induction step. 
As a corollary, we obtain (a generalization of) the estimate for the Lebesgue measure of the difference
set Qi −Qj that was announced above.
Corollary 2.8. Let ∅ 6= O ⊂ Rd be open and let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured
covering of O.
(1) There is a constant C1 = C1 (d,RQ) > 0, such that
λ (Qi) ≤ λ
(
Qi
)
≤ C1 · |detTi| ∀ i ∈ I .
(2) Conversely, if Q is tight, there is a constant C2 = C2 (d, εQ) > 0 satisfying
C2 · |det Ti| ≤ λ (Qi) ≤ λ
(
Qi
)
∀ i ∈ I .
(3) Finally, for arbitrary n ∈ N, there is a constant C3 = C3 (Q, n, d) > 0, such that
max
j∈in∗
λ
(
Qn∗i −Q
n∗
j
)
≤ C3 · |detTi| ∀ i ∈ I . ◭
Remark. For a tight semi-structured covering, we thus get λ (Qi) ≍ λ
(
Qi
)
≍ |detTi| uniformly with
respect to i ∈ I. 
Proof. Let R ≥ RQ. We first observe
Qi ⊂ Qi = TiQ′i + bi ⊂ Ti (BR (0) ) + bi ,
and hence
λ (Qi) ≤ λ
(
Qi
)
≤ |det Ti| · λ (BR (0) ) ,
so that we can set C1 := λ (BR (0)) = vd · R
d, where vd := λ (B1 (0)) denotes the measure of the
d-dimensional Euclidean unit ball.
Conversely, if Q is tight, let 0 < ε ≤ εQ. By part (8) of Remark 2.6, there is for each i ∈ I some
ci ∈ Rd with Bε (ci) ⊂ Q′i. Hence, Qi = TiQ
′
i + bi ⊃ Ti (Bε (ci)) + bi, which yields
λ
(
Qi
)
≥ λ (Qi) ≥ |detTi| · λ (Bε (ci)) = vd · ε
d · |detTi| ,
so that we can set C2 := vd · ε
d.
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It remains to establish the estimate regarding the difference set Qn∗i − Q
n∗
j for j ∈ i
n∗. Note that
jn∗ ⊂ i2n∗. Hence, Qn∗i ⊂ Q
2n∗
i and Q
n∗
j ⊂ Q
2n∗
i .
Now, let K ≥ CQ and R ≥ RQ. Then, Lemma 2.7 yields for any ℓ ∈ i
2n∗ the inclusion
Qℓ ⊂ Ti
[
B(2K+1)2nR (0)
]
+ bi.
Since ℓ ∈ i2n∗ was arbitrary, we get
Q2n∗i ⊂ Ti
[
B(2K+1)2nR (0)
]
+ bi ,
and hence
Qn∗i −Q
n∗
j ⊂ Q
2n∗
i −Q
2n∗
i ⊂
(
Ti
[
B(2K+1)2nR (0)
]
+ bi
)
−
(
Ti
[
B(2K+1)2nR (0)
]
+ bi
)
⊂ Ti
[
B(2K+1)2nR (0)−B(2K+1)2nR (0)
]
⊂ Ti
[
B(2K+1)2n2R (0)
]
.
But this implies
λ
(
Qn∗i −Q
n∗
j
)
≤ |detTi| · λ
(
B(2K+1)2n2R (0)
)
,
so that the choice C3 = vd ·
[
(2K + 1)2n 2R
]d
is possible. 
As the final result in this subsection, we use the inclusion from Lemma 2.7 to show that the class of
semi-structured coverings is closed under forming clusters, i.e. that Qk∗ :=
(
Qk∗i
)
i∈I
is again a semi-
structured covering of O if Q is. This property will frequently be useful, e.g. in the proof of Lemma
2.17 below. Note that it is not true in general that Qk∗ is (almost) structured if Q is. This is one of
the main reasons for considering semi-structured coverings and not just almost structured coverings.
Lemma 2.9. Assume that Q = (TiQ
′
i + bi)i∈I is a [tight] semi-structured covering of the open set
∅ 6= O ⊂ Rd. Then the following are true:
(1) We have
∣∣ik∗∣∣ ≤ NkQ for all i ∈ I and k ∈ N0. This even holds if Q is any admissible family.
(2) The family of k-clusters Qk∗ :=
(
Qk∗i
)
i∈I
is a [tight] semi-structured covering of O satisfying
NQk∗ ≤ N
2k+1
Q .
(3) There are suitable open sets P ′i ⊂ R
d for i ∈ I so that (Ti, P
′
i , bi)i∈I is a [tight] parametrization
of Qk∗ = (TiP
′
i + bi)i∈I , with
RQk∗ ≤ (2CQ + 1)
k
RQ and CQk∗ ≤ C
2k+1
Q ,
and (in the tight case) with εQk∗ ≥ εQ.
(4) If u = (ui)i∈I is a Q-moderate weight, then
uℓ ≤ C
k
u,Q · ui ∀ k ∈ N0, i ∈ I and ℓ ∈ i
k∗.
Furthermore, u is Qk∗-moderate with Cu,Qk∗ ≤ C
2k+1
u,Q . ◭
Proof. We first show by induction on k ∈ N0 the following: If u = (ui)i∈I is Q-moderate, then
|ik∗| ≤ NkQ ∀ i ∈ I and further
ui
uj
≤ Cku,Q and ‖T
−1
i Tj‖ ≤ C
k
Q ∀ i ∈ I and j ∈ i
k∗ . (2.3)
The case k = 0 is trivial, since i0∗ = {i}. For the induction step, first note
|i(k+1)∗| =
∣∣∣ ⋃
j∈ik∗
j∗
∣∣∣ ≤ ∑
j∈ik∗
|j∗| ≤ NQ · |i
k∗| ≤ Nk+1Q ,
where we used the induction hypothesis in the last step. For the second and last estimates, let
j ∈ i(k+1)∗ be arbitrary. Thus, there is some ℓ ∈ ik∗ with j ∈ ℓ∗. By induction hypothesis, this yields
ui
uj
=
ui
uℓ
·
uℓ
uj
≤ Cku,Q · Cu,Q = C
k+1
u,Q .
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Similarly, ∥∥T−1i Tj∥∥ = ∥∥T−1i TℓT−1ℓ Tj∥∥ ≤ ∥∥T−1i Tℓ∥∥ · ∥∥T−1ℓ Tj∥∥ ≤ CkQ · CQ = Ck+1Q .
This completes the proof of equation (2.3).
Now, let i ∈ I and j ∈ i∗Qk∗ , i.e. with Qk∗i ∩ Q
k∗
j 6= ∅. This implies Qm ∩ Qℓ 6= ∅ for suitable
m ∈ ik∗, ℓ ∈ jk∗, and hence j ∈ ℓk∗ ⊂ m(k+1)∗ ⊂ i(2k+1)∗. Therefore, we have shown i∗Qk∗ ⊂ i(2k+1)∗Q ,
which yields
|i∗Qk∗ | ≤ |i(2k+1)∗Q | ≤ N2k+1Q ,
so that Qk∗ is admissible with NQk∗ ≤ N
2k+1
Q .
As shown above, we also have ui/uj ≤ C
2k+1
u,Q for j ∈ i
∗Qk∗ ⊂ i(2k+1)∗Q . Thus, u is Qk∗-moderate
with Cu,Qk∗ ≤ C
2k+1
u,Q .
Now, set P ′i := T
−1
i
(
Qk∗i − bi
)
for each i ∈ I. Thus, TiP
′
i + bi = Q
k∗
i and P
′
i 6= ∅ is open. We
now show that Qk∗ = (TiP
′
i + bi)i∈I obeys all requirements from Definition 2.5 for a semi-structured
covering.
(1) As seen above, Qk∗ is admissible. Now note that Qi 6= ∅ implies i ∈ ik∗ and hence
Qi ⊂ Q
k∗
i =
⋃
j∈ik∗
Qj ⊂ O
for all i ∈ I, so that Qk∗ covers O.
(2) Lemma 2.7 yields
Qk∗i =
⋃
j∈ik∗
Qj ⊂ Ti
(
B(2CQ+1)kRQ (0)
)
+ bi
for all i ∈ I, and thus RQk∗ ≤ (2CQ + 1)
k
RQ <∞.
(3) For i ∈ I and j ∈ i∗Qk∗ ⊂ i(2k+1)∗Q , equation (2.3) yields ‖T−1i Tj‖ ≤ C
2k+1
Q . But this implies
CQk∗ ≤ C
2k+1
Q <∞.
Finally, if Q is a tight covering, there is a family (ci)i∈I ∈
(
Rd
)I
with BεQ (ci) ⊂ Q
′
i for all i ∈ I. This
yields
BεQ (ci) ⊂ Q
′
i = T
−1
i (Qi − bi) ⊂ T
−1
i (Q
k∗
i − bi) = P
′
i
for all i ∈ I, so that Qk∗ is a tight semi-structured covering with εQk∗ ≥ εQ. 
2.2. Relations between coverings. The main goal of this paper is to develop criteria for the ex-
istence of embeddings DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z). For most of these criteria, in particular for
necessary conditions, we will need to impose certain restrictions on the (geometric) relation between
the two coverings Q,P . In this subsection, we introduce a convenient language for describing such
relations. Furthermore, we derive a few consequences of these relations.
We begin by summarizing all possible relations that we consider. We remark that the notions of
(weak/almost) subordinateness of coverings were already introduced by Feichtinger and Gröbner, cf.
[15, Definition 3.3].
Definition 2.10. (cf. [15, Definition 3.3]) Assume that Q = (Qi)i∈I and P = (Pj)j∈J are two families
of subsets of Rd. Then
(1) For i ∈ I we define the P-index-cluster around i (or the set of P-neighbors of i) as
Ji := {j ∈ J : Pj ∩Qi 6= ∅} .
The Q-index-cluster around j ∈ J is defined analogously and denoted by Ij .
(2) We say that Q is weakly subordinate to P if the constant
N (Q,P) := sup
i∈I
|Ji|
is finite. For equivalent conditions, see [15, Definition 3.3 and Proposition 3.5].
We say that Q and P are weakly equivalent if Q is weakly subordinate to P and P is
weakly subordinate to Q.
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(3) We say that Q is almost subordinate to P if there is a constant k = k (Q,P) ∈ N0 such
that each set Qi is contained in some P
k∗
j , i.e. if
∀ i ∈ I ∃ ji ∈ J : Qi ⊂ P
k∗
ji .
If we can take k (Q,P) = 0, we say that Q is subordinate to P .
We say that Q and P are equivalent if Q is almost subordinate to P and P is almost
subordinate to Q.
(4) A weight u = (ui)i∈I is called relatively P-moderate if there is a constant Cu,Q,P > 0 with
ui ≤ Cu,Q,P · uℓ
for all j ∈ J and all i, ℓ ∈ I with Qi ∩ Pj 6= ∅ 6= Qℓ ∩ Pj .
(5) Now, let Q = (TiQ
′
i + bi)i∈I be a semi-structured covering of some open set ∅ 6= O ⊂ R
d. We
say that Q is relatively P-moderate if there is a constant Cmod (Q,P) > 0 satisfying
∀ j ∈ J ∀ i, ℓ ∈ Ij : |det (T
−1
i Tℓ)| ≤ Cmod (Q,P) .
Since the determinant is multiplicative, an equivalent assumption is that the weight (|det Ti|)i∈I
is relatively P-moderate. ◭
Remark. We remark that the notations Ji and Ij introduced above are strictly speaking ambiguous,
at least in the case I = J , i.e. if the same index set is used for Q and P . Nevertheless, the context
will always reveal what is meant.
The condition of relative P-moderateness of a weight u means that if two sets Qi, Qℓ of the covering
Q are “close” to each other measured with respect to P (i.e., they intersect the same Pj), then ui, uℓ
are of similar size. Analogously, Q is relatively moderate with respect to P if the determinants
|detTi| , |detTℓ| are of comparable size if Qi, Qℓ are close to each other measured with respect to P .
It seems that relative moderateness is a novel concept. Its significance will become clear in Subsec-
tion 6.5, where we employ it to show that our criteria yield a complete characterization of the existence
of the embedding DF (Q, L
p1 , ℓq1w ) →֒ DF (P , L
p2 , ℓq2v ) as long as Q and w are relatively P-moderate (or
as long as P and v are relatively Q-moderate). A further (related) application is Lemma 2.17 below,
where a convenient estimate of |Ji| is developed, subject to suitable moderateness assumptions. 
The notions introduced in the above definition are of course not independent. In the next lemmata,
we explore the connections between these concepts.
Lemma 2.11. Assume that Q = (Qi)i∈I and P = (Pj)j∈J are two families of nonempty subsets of
Rd. Then the following hold:
(1) If Q is almost subordinate to P and if P is admissible, then Q is weakly subordinate to P with
N (Q,P) ≤ N
k(Q,P)+1
P .
If Q,P are coverings of O,O′ ⊂ Rd, respectively, then we also have O ⊂ O′.
(2) If Qi ⊂ P
k∗
j holds for some i ∈ I, j ∈ J and k ∈ N0, then Ji ⊂ ℓ
(2k+2)∗ holds for all ℓ ∈ Ji. In
particular, Qi ⊂ P
(2k+2)∗
ℓ for all ℓ ∈ Ji.
(3) If Q is almost subordinate to P, then Qi ⊂ P
(2k(Q,P)+2)∗
j holds for all i ∈ I and all j ∈ Ji. ◭
Remark. The inclusion Qi ⊂ P
(2k+2)∗
ℓ for all ℓ ∈ Ji from part (2) of the Lemma will turn out to be
very useful for the proofs of our embedding results in Sections 5 and 6: By only assuming Qi ⊂ P
k∗
j
for some j ∈ J , we can already conclude Qi ⊂ P
m∗
ℓ (for suitable m > k) for all ℓ ∈ J which intersect
Qi nontrivially. 
Proof. Ad (1): Choose k := k (Q,P) so that for each i ∈ I there is some ji ∈ J with Qi ⊂ P
k∗
ji .
Now let j ∈ Ji for some i ∈ I. This implies ∅ 6= Pj ∩ Qi ⊂ Pj ∩ P k∗ji , and hence j ∈ j
(k+1)∗
i . Thus,
Ji ⊂ j
(k+1)∗
i , so that Lemma 2.9 yields |Ji| ≤
∣∣j(k+1)∗i ∣∣ ≤ Nk+1P . Since this holds for all i ∈ I, we get
N (Q,P) = sup
i∈I
|Ji| ≤ N
k+1
P <∞ .
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Finally, assume that Q,P are coverings of O,O′, respectively. Then
O =
⋃
i∈I
Qi ⊂
⋃
i∈I
P k∗ji ⊂
⋃
j∈J
Pj ⊂ O
′.
Ad (2): Fix ℓ ∈ Ji and let m ∈ Ji be arbitrary. This implies
∅ 6= Qi ∩ Ps ⊂ P
k∗
j ∩ Ps for s ∈ {m, ℓ} ,
and thus j ∈ ℓ(k+1)∗, as well as m ∈ j(k+1)∗ ⊂ ℓ(2k+2)∗. We have thus shown Ji ⊂ ℓ
(2k+2)∗. Finally,
note that the inclusions Qi ⊂ P
k∗
j ⊂
⋃
m∈J Pm and Ji ⊂ ℓ
(2k+2)∗ imply
Qi ⊂
⋃
m∈J
(Pm ∩Qi) ⊂
⋃
m∈Ji
Pm ⊂ P
(2k+2)∗
ℓ ∀ ℓ ∈ Ji .
Ad (3): This is a special case of part (2). 
It was observed by Feichtinger and Gröbner in [15, Proposition 3.6] that weak subordinateness
implies almost subordinateness if we impose certain connectivity assumptions. This will turn out to
be very convenient for verifying almost subordinateness for concrete examples.
The statement of the following lemma is very close to that of [15, Proposition 3.6]. The only
difference is that a few unnecessary assumptions (like connectedness of the spaceX) have been removed,
and the statement of the lemma has been made more quantitative. The proof is still the same as that
of [15, Proposition 3.6] and is hence omitted.
Lemma 2.12. (cf. [15, Proposition 3.6]) Let Q = (Qi)i∈I and P = (Pj)j∈J be families of subsets of
a topological space X. Let i ∈ I and assume that Qi is path-connected with Qi ⊂
⋃
j∈J Pj and so that
Ji := {j ∈ J : Pj ∩Qi 6= ∅}
is finite. Furthermore, assume that Pj is open for every j ∈ Ji.
Let r := |Ji|. We then have Ji ⊂ j
r∗ and in particular Qi ⊂ P
r∗
j for every j ∈ Ji. ◭
The above lemma immediately yields the following corollary.
Corollary 2.13. Let Q = (Qi)i∈I and P = (Pj)j∈J be families of subsets of R
d such that each Qi is
path-connected and such that each Pj is open.
Assume that Q is weakly subordinate to P with
⋃
i∈I Qi ⊂
⋃
j∈J Pj. Then Q is almost subordinate
to P with k (Q,P) ≤ N (Q,P). ◭
One of the fundamental tools that we will use again and again in the remainder of the paper is
the following disjointization lemma for admissible coverings that was developed by Feichtinger and
Gröbner in [15, Lemma 2.9].
Lemma 2.14. (cf. [15, Lemma 2.9]) Let O 6= ∅, and let Q = (Qi)i∈I be an admissible covering of O.
Then, for any m ∈ N0, there exists a finite partition I =
⊎r0
r=1 I
(r) with Qm∗i ∩ Q
m∗
j = ∅ for all
i, j ∈ I(r) with i 6= j and all r ∈ {1, . . . , r0}. In fact, one can choose r0 = N
2m+1
Q . ◭
Note that the exact choice of r0 from above is not explicitly stated in [15, Lemma 2.9]. For the sake
of completeness, we thus present a proof which is based on the following slightly more general lemma.
The proof, however, is still similar to that of [15, Lemma 2.9].
Lemma 2.15. Let X 6= ∅ be a set and let ∼⊂ X ×X be a relation which is reflexive and symmetric,
but not necessarily transitive. For x ∈ X, let [x] := {y ∈ X : y ∼ x}, and assume that the maximal
cardinality N := supx∈X |[x]| is finite.
Then there is a partition X =
⊎N
ℓ=1Xℓ with x 6∼ y for all x, y ∈ Xℓ with x 6= y and arbitrary
ℓ ∈ N . ◭
Proof. Let X1 ⊂ X be maximal with the following property: For x, y ∈ X1 with x 6= y, we have x 6∼ y.
Existence of such a set is an easy consequence of Zorn’s Lemma.
Now, if X1, . . . , Xm are already constructed for some m ∈ N − 1, let Xm+1 ⊂ X \ (X1 ∪ · · · ∪Xm)
be maximal with the same property as above. Again, existence follows from Zorn’s Lemma.
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Clearly, (Xℓ)ℓ∈N are pairwise disjoint and satisfy the property that x 6∼ y for x, y ∈ Xℓ with x 6= y
and arbitrary ℓ ∈ N .
It remains to show X =
⋃N
ℓ=1Xℓ. Suppose that this fails. Then there is some x ∈ X \
⋃N
ℓ=1Xℓ.
Thus, Xℓ ∪ {x} ⊂ X \ (X1 ∪ · · · ∪Xℓ−1) is a strict superset of Xℓ for arbitrary ℓ ∈ N . By maximality
of Xℓ, we see that there must be some yℓ ∈ Xℓ ∪ {x} with x 6= yℓ and x ∼ yℓ. Note yℓ ∈ Xℓ since
x 6= yℓ. By disjointness of the (Xℓ)ℓ∈N , we see that x, y1, . . . , yN are pairwise distinct. Hence,
N ≥ |[x]| ≥ |{x, y1, . . . , yN}| = N + 1,
a contradiction. 
Proof of Lemma 2.14. For i, j ∈ I, write i ∼ j if and only if Qm∗i ∩Q
m∗
j 6= ∅. Note that Q
m∗
i ⊃ Qi 6= ∅
for all i ∈ I, by definition of an admissible covering. This shows that ∼ is reflexive. Symmetry of ∼ is
clear.
Finally, note (in the notation of Lemma 2.15) that [i] = i∗Qm∗ satisfies
|[i]| = |i∗Qm∗ | ≤ NQm∗ ≤ N
2m+1
Q ,
thanks to Lemma 2.9. Application of Lemma 2.15 completes the proof. 
The next lemma shows that restricting attention solely to coverings for which one is relatively
moderate with respect to the other would prevent one from handling the case where the two covered
sets are distinct.
Lemma 2.16. Let ∅ 6= O,O′ ⊂ Rd be open and assume that Q = (Qi)i∈I is an admissible covering
of O and that P = (Pj)j∈J is an admissible covering of O
′.
Finally, assume O′ ∩ ∂O 6= ∅ and that Q,P admit partitions of unity, cf. Lemma 2.4. Then the
following hold:
(1) P is not weakly subordinate to Q. Even more, we have |Ij | =∞ for some j ∈ J .
(2) If Q = (TiQ
′
i + bi)i∈I is a tight semi-structured admissible covering of O and if Q is almost
subordinate to P, then Q is not relatively P-moderate. ◭
Remark. It is instructive to note that O′ ∩ ∂O 6= ∅ is always satisfied if O ⊂ Rd is dense (e.g. of full
measure) with O ( O′. In particular, this holds if P is the inhomogeneous Besov covering of O′ = Rd
and if Q denotes the homogeneous Besov covering of O = Rd \ {0}. These coverings will be formally
introduced in Definitions 9.9 and 9.17, respectively. 
Proof. Choose x ∈ O′ ∩ ∂O. By Lemma 2.4, there is some j ∈ J with x ∈ P ◦j . Because of x ∈ ∂O,
there is a sequence (xn)n∈N ∈ O
N with xn −−−−→
n→∞
x. Note that we have xn ∈ P
◦
j for n sufficiently large,
so that we can assume xn ∈ P
◦
j for all n ∈ N.
For each n ∈ N, choose in ∈ I with xn ∈ Qin . Assume towards a contradiction that there is
some i ∈ I with in = i for infinitely many n ∈ N. Since Qi ⊂ O holds by Lemma 2.4, this implies
x ∈ Qi ⊂ O = O
◦ in contradiction to x ∈ ∂O. Thus, restricting to a subsequence, we can assume that
the (in)n∈N are pairwise distinct. Using xn ∈ Qin ∩P
◦
j , we conclude that Ij ⊃ {in : n ∈ N} is infinite,
so that P is not weakly subordinate to Q. This establishes the first claim.
Now assume towards a contradiction that Q = (TiQ
′
i + bi)i∈I is a tight semi-structured covering
and also almost subordinate to P and relatively P-moderate. Using part (2) of Lemma 2.11 and the
definition of relative P-moderateness, we see that there is some ℓ ∈ N with Qin ⊂ P
ℓ∗
j for all n ∈ N
and some C > 0 with
|det (T−1in Tim)| ≤ C ∀ n,m ∈ N ,
because of Qin∩Pj 6= ∅. Since Q is tight, Corollary 2.8 yields a constant c = c (Q, εQ, d) > 0 satisfying
λ (Qin) ≥ c · |detTin | ≥
c
C
· |detTi1 | =: c
′ ∀ n ∈ N .
But admissible coverings are of finite height; explicitly, we have
∑
n∈N 1Qin ≤
∑
i∈I 1Qi ≤ NQ.
Furthermore, we saw above that Qin ⊂ P
ℓ∗
j for all n ∈ N. All in all, we conclude∑
n∈N
1Qin ≤ NQ · 1P ℓ∗j , and thus ∞ > NQ · λ
(
P ℓ∗j
)
≥
∑
n∈N
λ (Qin) ≥
∑
n∈N
c′ =∞ ,
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a contradiction. Here, the finite union P ℓ∗j =
⋃
m∈jℓ∗ Pm is of finite measure, by compactness of each
Pm, cf. Lemma 2.4. 
Using similar techniques as in the proof above, we will now establish an easy way to estimate the
cardinality |Ij | of the set of Q-neighbors of Pj . This method of estimating |Ij | is implicitly used in [24]
for the concrete setting of α-modulation spaces, but not stated explicitly. In the present generality, it
seems to be a new observation which will be of great use to us in Subsection 6.5.
It is important to note that we assume Q to be relatively P-moderate and (for the lower estimate)
almost subordinate to P . Without these assumptions, it is easy to see that an estimate as in equation
(2.5) below fails in general.
Lemma 2.17. Let ∅ 6= O,O′ ⊂ Rd be open and assume that the families Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I
and P = (Pj)j∈J = (SjP
′
j + cj)j∈J are tight semi-structured coverings of O and O
′, respectively.
Finally, let I0 ⊂ I, J0 ⊂ J and assume that
(1) QI0 := (Qi)i∈I0 is almost subordinate to P.
(2) QI0 is relatively PJ0-moderate, with PJ0 := (Pj)j∈J0 .
(3) There is some r ∈ N0 and some C0 > 0 such that
λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qr∗i
)
∀ j ∈ J0 with 1 ≤ |I0 ∩ Ij | <∞ . (2.4)
Then there are positive constants
C1 = C1 (d,Q, εQ,P , k (QI0 ,P) , Cmod (QI0 ,PJ0))
and
C2 = C2 (d, C0, r,Q,P , εP , Cmod (QI0 ,PJ0))
with
C−11 · |I0 ∩ Ij | ≤
|detSj |
|det Ti|
≤ C2 · |I0 ∩ Ij | ∀ i ∈ I0 ∩ Ij (2.5)
for all j ∈ J0. Finally,
(1) Tightness of P and assumption (3) are only needed for the right estimate in equation (2.5).
(2) Tightness of Q and assumption (1) are only needed for the left estimate in equation (2.5). ◭
Remark. (1) The moderateness assumption means that there is a constant C = Cmod (QI0 ,PJ0) with
|detTi| ≤ C · |detTℓ| for all i, ℓ ∈ I0 for which there is some j ∈ J0 with Qi ∩ Pj 6= ∅ 6= Qℓ ∩ Pj .
(2) It is worth noting that estimate (2.4) from above is trivially satisfied (with C0 = 1, r = 0 and
arbitrary J0 ⊂ J) if we have O
′ ⊂ O (up to a set of measure zero) and I0 = I, because in that case we
have (up to a set of measure zero)
Pj ⊂ O
′ ⊂ O =
⋃
i∈I
Qi =
⋃
i∈I0
Q0∗i ,
which easily implies Pj ⊂
⋃
i∈I0∩Ij
Q0∗i (up to a set of measure zero) and thus λ (Pj) ≤ λ
(⋃
i∈I0∩Ij
Q0∗i
)
.
(3) Finally, it is important to observe that the statement in equation (2.5) is void for j ∈ J0 with
I0 ∩ Ij = ∅. 
Proof. We first prove the right estimate, assuming that P is tight, and assuming equation (2.4). Since
P is a tight semi-structured covering, Corollary 2.8 yields a constant c1 = c1 (d, εP) > 0 such that
λ (Pj) ≥ c
−1
1 · |detSj | for all j ∈ J . Likewise, Lemma 2.9 shows that Q
r∗ is also a semi-structured
covering with RQr∗ ≤ (2CQ + 1)
r
·RQ; therefore, Corollary 2.8 shows λ (Q
r∗
i ) ≤ C1 · |detTi| for all i ∈ I
and a suitable constant C1 = C1 (d, r,Q). Finally, setK := Cmod (QI0 ,PJ0), so that |det (T
−1
i Tℓ)| ≤ K
holds for all j ∈ J0 and i, ℓ ∈ Ij ∩ I0.
Choose an arbitrary j ∈ J0 with I0 ∩ Ij 6= ∅, noting that equation (2.5) is trivially satisfied in case
of I0 ∩ Ij = ∅. Fix any i0 ∈ I0 ∩ Ij . This yields |detTi| ≤ K · |detTi0 | for all i ∈ Ij ∩ I0. If |I0 ∩ Ij |
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is infinite, the upper estimate in equation (2.5) is trivial. Hence, we can assume that I0 ∩ Ij is finite,
i.e. 1 ≤ |I0 ∩ Ij | <∞. Using equation (2.4), we see
c−11 · |detSj | ≤ λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qr∗i
)
≤ C0C1 ·
∑
i∈I0∩Ij
|detTi| ≤ C0C1 ·K · |detTi0 | · |I0 ∩ Ij | .
Since i0 ∈ I0 ∩ Ij was arbitrary, the upper estimate in equation (2.5) is established.
We now prove the left estimate, assuming that Q is tight and that QI0 is almost subordinate to P .
As above, let K := Cmod (QI0 ,PJ0), so that |det (T
−1
i Tℓ)| ≤ K for all j ∈ J0 and i, ℓ ∈ Ij ∩ I0. By
tightness ofQ, Corollary 2.8 yields a constant c2 = c2 (d, εQ) > 0 with λ (Qi) ≥ c
−1
2 ·|detTi| for all i ∈ I.
Lemma 2.11 shows that Qi ⊂ P
m∗
j for all i ∈ I0 and j ∈ Ji, where we defined m := 2 · k (QI0 ,P) + 2.
Next, Lemma 2.9 shows that Pm∗ is a semi-structured covering with RPm∗ ≤ (1 + 2CP)
m
·RP , so that
Corollary 2.8 yields a constant C2 = C2 (P , d,m) > 0 satisfying λ
(
Pm∗j
)
≤ C2 · |detSj | for all j ∈ J .
Finally, let j ∈ J0 be arbitrary with I0 ∩ Ij 6= ∅, noting that equation (2.5) is trivially satisfied in
case of I0 ∩ Ij = ∅. Let i0 ∈ I0 ∩ Ij be arbitrary, and let Γ ⊂ I0 ∩ Ij be an arbitrary finite subset
of I0 ∩ Ij . For any i ∈ Γ ⊂ I0 ∩ Ij , we have i ∈ I0 and j ∈ Ji, so that Qi ⊂ P
m∗
j , as seen above.
Furthermore, the admissibility of Q entails
∑
i∈I 1Qi ≤ NQ. By combining the last two observations,
we get
∑
i∈Γ 1Qi (ξ) ≤ NQ · 1Pm∗j (ξ) for all ξ ∈ R
d. Therefore,
1
c2K
· |detTi0 | · |Γ| ≤
∑
i∈Γ
c−12 · |det Ti| ≤
∑
i∈Γ
λ (Qi) =
∫
Rd
∑
i∈Γ
1Qi (ξ) d ξ ≤ NQ ·
∫
Rd
1Pm∗j
(ξ) d ξ
≤ NQ · C2 · |detSj | .
Since Γ ⊂ I0 ∩ Ij was an arbitrary finite subset, we see that I0 ∩ Ij is finite and that the lower bound
in equation (2.5) is satisfied. 
3. (Fourier-side) decomposition spaces
Now that we understand the relevant types of coverings, we are in a position to properly start our
analysis of decomposition spaces. In this section, we will define these spaces and derive their most
important basic properties, i.e. well-definedness and completeness.
We note that these are nontrivial issues: Completeness only holds in general when the right “reser-
voir” of functions is used. We will see that, in general, the space S ′
(
Rd
)
of tempered distributions is
not a suitable choice, even for O = Rd. Furthermore, for p ∈ (0, 1), independence of DF (Q, Lp, Y )
from the chosen partition of unity is not as straightforward as for p ∈ [1,∞], since Young’s convolution
inequality L1 ∗ Lp →֒ Lp fails in the quasi-Banach regime p ∈ (0, 1). Instead, we have∥∥F−1 (fg)∥∥
Lp
.
∥∥F−1f∥∥
Lp
·
∥∥F−1g∥∥
Lp
(3.1)
if both f, g are compactly supported. Somewhat unexpectedly, the implied constant in (3.1) depends
on the measure of the algebraic difference (or Minkowski difference)
K − L = {k − ℓ : k ∈ K, ℓ ∈ L} ,
where supp f ⊂ K and supp g ⊂ L. Both of these issues are somewhat neglected in the standard
reference[4] for Fourier-analytic decomposition spaces.
The structure of this section is as follows: In the first subsection, we briefly present a treatment of
a variant of Young’s inequality for convolution in Lp
(
Rd
)
in the quasi-Banach regime p ∈ (0, 1). This
is based on Triebel’s book [37]. We repeat some of the arguments given there, since we need to know
the explicit constant arising in equation (3.1), depending on the supports of f, g. This constant is not
stated explicitly by Triebel.
The remaining subsections 3.2–3.4 are devoted, respectively, to the definition, well-definedness and
completeness of the (Fourier side) decomposition space DF (Q, L
p, Y ) and its “space-side” counterpart.
While defining these spaces, we also introduce the notion of Lp-BAPUs, i.e. of the class of partitions
of unity (ϕi)i∈I which are suitable to define these spaces. In particular, we note that every almost-
structured covering admits an Lp-BAPU.
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3.1. Convolution relations for Lp, p ∈ (0, 1). As noted above, in this subsection, we will establish
the inequality
‖F−1 (f · g)‖Lp ≤ C · ‖F
−1f‖Lp · ‖F
−1g‖Lp (3.2)
for compactly supported functions/distributions f, g and p ∈ (0, 1). Our treatment is largely identical
to that of Triebel in [37], but we still include the proofs, since the dependency of the constant C on
the supports of f, g will be relevant to us. This dependence is not explicitly stated by Triebel.
We first note that Young’s inequality ‖f ∗ g‖Lp ≤ ‖f‖L1 · ‖g‖Lp fails completely for p ∈ (0, 1), even
if both f, g have compact Fourier support. This is shown in the following example:
Example 3.1. Let us define
g1 : R→ R, ξ 7→ max {0, 1− |ξ|} =

0, if |ξ| ≥ 1,
1 + ξ, if − 1 ≤ ξ ≤ 0,
1− ξ, if 0 ≤ ξ ≤ 1,
and
g2 : R→ R, ξ 7→
{
0, if |ξ| ≥ 1,
(ξ − 1)
2
· (ξ + 1)
2
= ξ4 − 2ξ2 + 1, if |ξ| ≤ 1.
Then g1, g2 are supported in [−1, 1]. Hence, if we set fj := F
−1gj for j ∈ {1, 2}, then f1, f2 are
bandlimited.
A straightforward, but tedious calculation shows
f1 (x) = −
1
2
cos (2πx)− 1
π2x2
∀ x ∈ R \ {0} ,
as well as
f2 (x) =
3
2
·
sin (2πx)
π5x5
− 3 ·
cos (2πx)
π4x4
− 2 ·
sin (2πx)
π3x3
∀ x ∈ R \ {0} .
Being (inverse) Fourier transforms of L1-functions, f1, f2 are both bounded. Furthermore, f1 decays
(at least) like x−2 and f2 decays (at least) like |x|
−3
at ±∞. This implies f1 ∈ L
p (R) for all p > 12 ,
as well as f2 ∈ L
p (R) for p > 13 . In particular, f1, f2 ∈ L
1 (R).
Another calculation using the convolution theorem, i.e.
h := f1 ∗ f2 = F
−1
(
f̂1 · f̂2
)
= F−1 (g1 · g2)
leads to
h (x) = −
15
4
cos (2πx)− 1
π6x6
− 6
sin (2πx)
π5x5
+ 3
cos (2πx) + 12
π4x4
+
1/2
π2x2
for x ∈ R \ {0}. Since all terms except for the last one decay strictly faster than x−2 as |x| → ∞, we
get |(f1 ∗ f2) (x)| = |h (x)| ≍ x
−2 for large |x|.
Thus, f1 ∗ f2 /∈ L
p (R) for 13 < p ≤
1
2 , although f1 ∈ L
1 (R) and f2 ∈ Lp (R) for these values of p.
This shows that the usual form of Young’s inequality fails for p < 1, even if we assume the factors of
the convolution to be bandlimited. 
In the example above, one should note that f1 ∗ f2 ∈ L
p (R) holds for 12 < p < 1, which is exactly
the range of p ∈ (0, 1), for which f1, f2 ∈ L
p (R) holds. This is indicative of the kind of convolution
relation that we are after (cf. also equation (3.2)).
For technical reasons, we start our derivation of the convolution relations for bandlimited Lp-
functions with p ∈ (0, 1) by showing that we can always approximate such functions by Schwartz
functions in a suitable way. This will allow us to restrict our attention to Schwartz functions for most
of our proofs.
Lemma 3.2. Let Ω ⊂ Rd be compact and assume that f ∈ S ′
(
Rd
)
is a tempered distribution with
compact Fourier support supp f̂ ⊂ Ω.
Then f is given by (integration against) a smooth function g ∈ C∞
(
Rd
)
with polynomially bounded
derivatives of all orders.
Furthermore, there is a sequence of Schwartz functions (gn)n∈N with the following properties:
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(1) supp ĝn ⊂ B1/n (Ω), where B1/n (Ω) is the
1
n -neighborhood of Ω, given by
B1/n (Ω) =
{
ξ ∈ Rd : dist (ξ,Ω) < n−1
}
.
(2) |gn (x)| ≤ |g (x)| for all x ∈ Rd, and
(3) gn (x) −−−−→
n→∞
g (x) for all x ∈ Rd.
In particular, ‖gn − f‖Lp = ‖gn − f‖Lp −−−−→n→∞
0 for any p ∈ (0,∞) for which f ∈ Lp
(
Rd
)
is true. ◭
Remark. In the following, we will always identify f with its “smooth version” g, i.e. we will write f (x)
instead of g (x) for x ∈ Rd. In particular, it thus makes sense to ask whether f ∈ Lp
(
Rd
)
, or to
calculate ‖f‖Lp ∈ [0,∞], since f = g is a pointwise defined (even smooth) function. 
Proof. (based upon the proof of [37, Theorem 1.4.1]) In case of Ω = ∅, we have f = 0, so that all
claims are trivial (with gn ≡ 0). Hence, we can assume Ω 6= ∅ in the following. That f is given
by (integration against) a smooth (even analytic) function g ∈ C∞
(
Rd
)
with polynomially bounded
derivatives of all orders is a consequence of the Paley-Wiener Theorem (cf. [31, Theorem 7.23]). Hence,
we only need to establish existence of the sequence (gn)n∈N.
To this end, choose ψ ∈ C∞c (B1 (0)) with 0 ≤ ψ ≤ 1 and ψ (0) = 1 and set ϕ˜ := F
−1ψ ∈ S
(
Rd
)
.
Note that
γ := ϕ˜ (0) =
∫
Rd
ψ (ξ) d ξ > 0,
since ψ is continuous and nonnegative with ψ 6≡ 0. Finally, define ϕ := ϕ˜/γ and observe ϕ (0) = 1, as
well as
supp ϕ̂ = supp (F ϕ˜) = suppψ ⊂ B1 (0) .
Now, since the Fourier transform ϕ̂ = ψ/γ is nonnegative, |ϕ| attains its global maximum at the origin,
since
|ϕ (x)| =
∣∣(F−1ϕ̂) (x)∣∣ = 1
γ
∣∣(F−1ψ) (x)∣∣ ≤ 1
γ
·
∫
Rd
∣∣∣ψ (ξ) · e2πi〈x,ξ〉∣∣∣ d ξ
=
1
γ
·
∫
Rd
ψ (ξ) d ξ =
1
γ
· γ = 1 = ϕ (0) ∀ x ∈ Rd .
Let us now set
gn : R
d → C, x 7→ g (x) · ϕ
(x
n
)
for n ∈ N. Since g is a smooth function with polynomially bounded derivatives, the Leibniz rule
∂α (fg) =
∑
β≤α
(
α
β
)
·∂βf ·∂α−βg easily implies that all derivatives of gn decay faster than (1 + |•|)
−N
for any N ∈ N, so that gn is indeed a Schwartz function. As seen above, |ϕ (x)| ≤ 1 for all x ∈ Rd,
which immediately yields
|gn (x)| =
∣∣∣g (x) · ϕ(x
n
)∣∣∣ ≤ |g (x)| .
Furthermore, the continuity of ϕ, together with ϕ (0) = 1 shows
gn (x) = g (x) · ϕ (x/n) −−−−→
n→∞
g (x) · ϕ (0) = g (x) .
Finally, the convolution theorem (cf. [31, Theorem 7.19(e)] and see [31, Definition 7.18] for the
definition of the convolution of a tempered distribution and a Schwartz function) yields
ĝn = ĝ ∗
̂
ϕ
( •
n
)
= nd · [ĝ ∗ (ϕ̂ (n•))] .
Since ϕ̂ = ψ/γ is supported in Br (0) for some r ∈ (0, 1), we see that ϕ̂ (n•) has support in Br/n (0).
By definition of convolution for tempered distributions, we have
[ĝ ∗ (ϕ̂ (n•))] (ξ) =
〈
ĝ, Lξ
(
[ϕ̂ (n•)]∨
)〉
S′
∀ ξ ∈ Rd ,
with θ∨ (ξ) = θ (−ξ). But since [ϕ̂ (n•)]
∨
is supported in Br/n (0), we see that Lξ
(
[ϕ̂ (n•)]
∨)
is sup-
ported in Br/n (ξ). Thus, [ĝ ∗ ϕ̂ (n•)] (ξ) 6= 0 can only happen if supp ĝ ∩ Br/n (ξ) 6= ∅, i.e. for
ξ ∈ Br/n (Ω), since supp ĝ = supp f̂ ⊂ Ω. Hence,
supp ĝn ⊂ Br/n (Ω) ⊂ B1/n (Ω) .
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The additional claim regarding the Lp-convergence is a direct consequence of the dominated con-
vergence theorem, using the pointwise convergence, together with |gn| ≤ |g|. 
Using the preceding approximation result, we will now show that bandlimited functions which are
integrable to a power p are automatically integrable to every power q ≥ p. This roughly reflects the fact
that these functions are always (uniformly) continuous, so that the only obstruction to integrability is
the decay at infinity. This embedding into Lq-spaces with larger q will be a central ingredient for the
proof of the convolution relations in the quasi-Banach regime p ∈ (0, 1).
We remark that the corollary below is a special case of [37, 1.4.1(3)].
Corollary 3.3. Let Ω ⊂ Rd be compact and assume that f ∈ S ′
(
Rd
)
is a tempered distribution with
compact Fourier support supp f̂ ⊂ Ω. Then the following hold:
(1) If f ∈ Lp
(
Rd
)
holds for some p ∈ (0, 2], then
‖f‖Lq ≤ [λ (Ω)]
1
p−
1
q · ‖f‖Lp (3.3)
holds for all q ∈ [p,∞].
(2) There is a constant K = K (Ω) > 0 such that
‖f‖Lq ≤ K · ‖f‖Lp (3.4)
holds for all p ∈ [1,∞], q ∈ [p,∞] and f ∈ Lp
(
Rd
)
with supp f̂ ⊂ Ω. ◭
Proof. We first observe that it suffices to establish the stated estimates for Schwartz functions, since
the Fatou property for Lq
(
Rd
)
implies, using the sequence (gn)n∈N given by Lemma 3.2, that
‖f‖Lq ≤ lim infn→∞
‖gn‖Lq ≤ lim infn→∞
[
λ
(
B1/n (Ω)
)] 1
p−
1
q · ‖gn‖Lp ≤ [λ (Ω)]
1
p−
1
q · ‖f‖Lp .
This proves equation (3.3) in the general case. Observe that the last step used |gn| ≤ |f | as well
as λ
(
B1/n (Ω)
)
→ λ (Ω). This last convergence is a consequence of the continuity of the (Lebesgue)
measure from above (cf. [16, Theorem 1.8(d)]) and of the identity Ω =
⋂
n∈NB1/n (Ω), which holds
because Ω is compact.
Validity of equation (3.4) in the general case is derived similarly, with K = K
(
B1 (Ω)
)
instead of
K = K (Ω).
Hence, we can assume f ∈ S
(
Rd
)
with supp f̂ ⊂ Ω in the following. Observe that by regularity
of the Lebesgue measure, there is for each ε > 0 some open set Uε ⊃ Ω with λ (Uε) < λ (Ω) + ε.
Furthermore, by the C∞ Urysohn Lemma (see e.g. [16, Lemma 8.18]) there is some γε ∈ C
∞
c (Uε) with
0 ≤ γε ≤ 1 and γε ≡ 1 on a neighborhood of Ω. Set ψε := F
−1γε ∈ S
(
Rd
)
.
We first observe that the Hausdorff-Young inequality (cf. [16, Theorem 8.30]) yields
‖ψε‖Lp′ ≤ ‖γε‖Lp ≤ ‖1Uε‖Lp = [λ (Uε)]
1/p ≤ [λ (Ω) + ε]1/p (3.5)
for all p ∈ [1, 2], where p′ ∈ [2,∞] is the conjugate exponent, i.e. p′ = pp−1 for p ∈ (1, 2] and p
′ = ∞
for p = 1.
Using the support assumption on f̂ , we get f̂ = f̂ · γε, and hence
f = F−1f̂ = F−1
[
f̂ · γε
]
= f ∗ ψε.
For the proof of equation (3.3), we first note that it suffices to establish the case q =∞; indeed, in the
remaining case p ≤ q <∞, we get
‖f‖
q
Lq =
∫
Rd
|f |
p
· |f |
q−p
dx ≤ ‖f‖
q−p
L∞ ·
∫
Rd
|f |
p
dx ≤ [λ (Ω)]
q−p
p · ‖f‖
q−p
Lp · ‖f‖
p
Lp ,
where the last step made use of the case q = ∞. Taking q-th roots completes the proof of equation
(3.3).
For the case q =∞, we distinguish two sub-cases:
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Case 1: If p ∈ [1, 2], Hölder’s inequality implies
|f (x)| = |(f ∗ ψε) (x)| =
∣∣∣∣∫
Rd
f (y) · ψε (x− y) d y
∣∣∣∣ ≤ ‖f‖Lp · ‖ψε (x− •)‖Lp′ (3.6)
≤ [λ (Ω) + ε]
1/p
· ‖f‖Lp
for all x ∈ Rd. Here, equation (3.5) was used in the last step. Since ε > 0 was arbitrary, this is nothing
but equation (3.3) for q =∞ and p ∈ [1, 2].
Case 2: p ∈ (0, 1). Here, we cannot use Hölder’s inequality as in the last case. Instead, we apply
a “flop”. In the present context, this means that we will derive an estimate of the form Q ≤ C ·Qr for
some exponent r ∈ (0, 1) with Q := supy∈Rd |f (y)|. By rearranging, this yields Q ≤ C
1
1−r , which will
imply the desired estimate. Here it is important to note that Q is indeed a finite quantity because of
f ∈ S
(
Rd
)
.
For the execution of this plan, note
|f (x)| =
∣∣∣∣∫
Rd
f (y) · ψε (x− y) d y
∣∣∣∣ ≤ ∫
Rd
|f (y)|
p
· |f (y)|
1−p
· |ψε (x− y)| d y
≤ ‖ψε‖L∞ · ‖f‖
p
Lp · sup
y∈Rd
|f (y)|1−p
≤ (λ (Ω) + ε) · ‖f‖pLp ·Q
1−p.
Here, we again used equation (3.5) (with p = 1) in the last step. Furthermore, it is important to
observe that we can indeed interchange the supremum and the power 1− p because of 1− p > 0.
Taking the supremum over x ∈ Rd on the left-hand side yields
sup
x∈Rd
|f (x)| ≤ (λ (Ω) + ε) · ‖f‖
p
Lp ·
(
sup
x∈Rd
|f (x)|
)1−p
.
Rearranging, taking p-th roots and letting ε ↓ 0 completes the proof of equation (3.3) for p ∈ (0, 1)
and q =∞.
It remains to establish estimate (3.4). To this end, we simply note that Hölder’s inequality implies
as in equation (3.6) that
|f (x)| ≤ ‖f‖Lp · ‖ψ1 (x− •)‖Lp′ ≤ K · ‖f‖Lp ,
with K := max {1, ‖ψ1‖L1 , ‖ψ1‖L∞}. The last estimate used ‖ψ‖Lr ≤ max {‖ψ‖L1 , ‖ψ‖L∞} for all
r ∈ [1,∞], cf. [16, Proposition 6.10]. This establishes the claim for q =∞.
In general, for 1 ≤ p ≤ q <∞, we have
‖f‖
q
Lq =
∫
Rd
|f |
p
· |f |
q−p
dx ≤ ‖f‖
q−p
L∞ · ‖f‖
p
Lp ≤ K
q−p · ‖f‖
q−p
Lp · ‖f‖
p
Lp .
Rearranging yields ‖f‖Lq ≤ K
1− pq · ‖f‖Lp . Because of K ≥ 1 and 0 ≤ 1−
p
q ≤ 1, we have K
1−pq ≤ K,
which completes the proof. 
Now, we can finally establish the convolution relation for bandlimited functions in Lp
(
Rd
)
for
p ∈ (0, 1). The result is essentially taken from Triebel [37, Proposition 1.5.1]; but Triebel does not
state the form of the constant [λ (Q − Ω)]
1
p−1 explicitly in the statement of the theorem. This constant,
however, will be important for us; see e.g. the definition of the weight v (for qk < 1) in Theorem 5.6.
Theorem 3.4. (cf. [37, Proposition 1.5.1]) Let Ω, Q ⊂ Rd be compact and p ∈ (0, 1]. Furthermore,
let ψ ∈ L1
(
Rd
)
with suppψ ⊂ Q and such that F−1ψ ∈ Lp
(
Rd
)
.
For each f ∈ Lp
(
Rd
)
∩ S ′
(
Rd
)
with Fourier support supp f̂ ⊂ Ω, we have f̂ ∈ C0
(
Rd
)
, and
F−1 (ψ · f̂ ) = (F−1ψ) ∗ f ∈ Lp (Rd)
with (quasi)-norm estimate∥∥F−1 (ψ · f̂ )∥∥
Lp
= ‖(F−1ψ) ∗ f‖Lp ≤ ‖|F
−1ψ| ∗ |f |‖Lp
≤ [λ (Q− Ω)]
1
p−1 · ‖F−1ψ‖Lp · ‖f‖Lp ,
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where
Q− Ω = {q − ω : q ∈ Q and ω ∈ Ω}
is the algebraic difference of Q and Ω, which is compact and hence measurable.
Finally, we have the pointwise estimate
|[(F−1ψ) ∗ f ] (x)| ≤ [|F−1ψ| ∗ |f |] (x) ≤ [λ (Q− Ω)]
1
p−1
[∫
Rd
|(F−1ψ) (y) · f (x− y)|
p
d y
] 1
p
(3.7)
for all x ∈ Rd. ◭
Remark. We observe that ψ·f̂ ∈ S ′
(
Rd
)
is well-defined, even though ψ might not be a smooth function.
This is because Corollary 3.3—together with p ≤ 1—yields f ∈ L1
(
Rd
)
and thus f̂ ∈ C0
(
Rd
)
. Hence,
ψ · f̂ ∈ L1
(
Rd
)
→֒ S ′
(
Rd
)
because ψ ∈ L1
(
Rd
)
. 
Proof. The Riemann-Lebesgue lemma yields F−1ψ ∈ C0
(
Rd
)
because ψ ∈ L1
(
Rd
)
. Thus, we get
F−1ψ ∈ L∞
(
Rd
)
∩Lp
(
Rd
)
⊂ Lq
(
Rd
)
for all q ∈ [p,∞], cf. [16, Proposition 6.10]. For the same range
of q, Corollary 3.3 yields f ∈ Lq
(
Rd
)
. In particular, f ∈ L1
(
Rd
)
and hence f̂ ∈ C0
(
Rd
)
.
Because p ∈ (0, 1], we get f,F−1ψ ∈ L1
(
Rd
)
and thus also
(
F−1ψ
)
∗ f ∈ L1
(
Rd
)
with Fourier
transform
F [(F−1ψ) ∗ f ] = ψ · f̂ .
Further, ψ ∈ L1
(
Rd
)
together with f̂ ∈ C0
(
Rd
)
yields ψ · f̂ ∈ L1
(
Rd
)
. By Fourier inversion, this
implies
F−1 (ψ · f̂ ) = (F−1ψ) ∗ f
as claimed.
We first observe that the pointwise estimate (3.7) implies the remaining claims. Indeed, equation
(3.7), together with Fubini’s theorem, yields
‖(F−1ψ) ∗ f‖
p
Lp ≤ ‖|F
−1ψ| ∗ |f |‖
p
Lp
≤ [λ (Q− Ω)]
1−p
·
∫
Rd
∫
Rd
∣∣(F−1ψ) (y)∣∣p · |f (x− y)|p d y dx
= [λ (Q− Ω)]
1−p
·
∫
Rd
∣∣(F−1ψ) (y)∣∣p · ∫
Rd
|f (x− y)|
p
dx d y
= [λ (Q− Ω)]
1−p
· ‖F−1ψ‖
p
Lp · ‖f‖
p
Lp ,
so that taking p-th roots completes the proof.
In order to prove equation (3.7), fix x ∈ Rd. We will write g∨ (y) = g (−y) for arbitrary functions
g : Rd → C. Using f ∈ L∞
(
Rd
)
and F−1ψ ∈ Lp
(
Rd
)
∩ L1
(
Rd
)
, we see
Fx :=
(
F−1ψ
)
· Lx f
∨ ∈ L1 (Rd) ∩ Lp (Rd) ,
so that the Fourier transform FFx ∈ C0
(
Rd
)
is well-defined with
(FFx) (ξ) =
∫
Rd
ψ̂ (−y) · f (x− y) · e−2πi〈y,ξ〉 d y =
∫
Rd
ψ̂ (z) · f (x+ z) · e2πi〈z,ξ〉 d z
=
∫
Rd
ψ (y) · F
[
z 7→ f (x+ z) · e2πi〈z,ξ〉
]
(y) d y ∀ ξ ∈ Rd ,
where the last step used ψ, f ∈ L1
(
Rd
)
and that
∫
f̂ g =
∫
f ĝ for f, g ∈ L1
(
Rd
)
, cf. [16, Lemma 8.25].
By elementary properties of the Fourier transform,
F
[
z 7→ f (x+ z) · e2πi〈z,ξ〉
]
(y) = F [MξL−xf ] (y) =
(
LξMxf̂
)
(y) ,
which yields
(FFx) (ξ) =
∫
Rd
ψ (y) · (Mxf̂ ) (y − ξ) d y =
[
ψ ∗ (Mxf̂ )
∨]
(ξ)
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and hence1
supp (FFx) ⊂ suppψ + supp
(
[Mxf̂ ]
∨)
⊂ Q+ (−Ω) = Q− Ω . (3.8)
Using Corollary 3.3 and 0 < p ≤ 1, we finally arrive at
|[(F−1ψ) ∗ f ] (x)| ≤ (|F−1ψ| ∗ |f |) (x) =
∫
Rd
|(F−1ψ) (y) · f (x− y)| d y
= ‖Fx‖L1 ≤ [λ (Q− Ω)]
1
p−
1
1 · ‖Fx‖Lp ,
which is nothing but the pointwise estimate (3.7). 
3.2. Definition of decomposition spaces. In this subsection, we will formally define the (Fourier
side) decomposition space DF (Q, L
p, Y ) and its “space side” version. To this end, we first introduce
the class of partitions of unity which will turn out to be suitable for the definition of decomposition
spaces. We begin with the case p ∈ [1,∞], since we will have to place more restrictive assumptions on
the covering Q in the quasi-Banach regime p ∈ (0, 1), cf. Definition 3.6.
Definition 3.5. (inspired by [15, Definition 2.2])
Let ∅ 6= O ⊂ Rd be open and let Q = (Qi)i∈i be an admissible covering of O. A family Φ = (ϕi)i∈I
of functions on O is called an Lp-bounded admissible partition of unity (Lp-BAPU) for Q for
all 1 ≤ p ≤ ∞, if
(1) ϕi ∈ C
∞
c (O) for all i ∈ I,
(2)
∑
i∈I ϕi (ξ) = 1 for all ξ ∈ O,
(3) ϕi (ξ) = 0 for all ξ ∈ Rd \Qi for all i ∈ I, and
(4) the following expression (then a constant) is finite:
CQ,Φ,p := sup
i∈I
∥∥F−1ϕi∥∥L1 .
We say that an admissible covering Q of O is an Lp-decomposition covering of O for all 1 ≤ p ≤ ∞
if there is an Lp-BAPU Φ for Q. ◭
Remark. The term “Lp-bounded” used above does not refer to the fact that the Lp-norm of the ϕi
is uniformly bounded, but to the fact that (ϕi)i∈I forms a uniformly bounded family of L
p Fourier-
multipliers, as a consequence of Young’s inequality L1 ∗ Lp →֒ Lp.
Clearly, the constant CQ,Φ,p does not actually depend on Q and p; but below, we will introduce the
concept of an Lp-BAPU also for p ∈ (0, 1) and in this case, the similarly defined constant will depend
on Q and p. For consistency, we write CQ,Φ,p also for p ∈ [1,∞].
Finally, we mention that the term “BAPU” goes back to Feichtinger and Gröbner [15]. Note,
however, that in [15, Definition 2.2], a BAPU is not required to be smooth. Up to this difference,
our terminology is a special case of [15, Definition 2.2]; precisely, each FL1-BAPU in the sense of [15,
Definition 2.2] that consists of smooth functions is also an Lp-BAPU for all 1 ≤ p ≤ ∞ in the sense
of the definition above. We need to impose the smoothness of the ϕi to ensure compatibility with the
reservoir D′ (O) that we will use to define the (Fourier-side) decomposition spaces, see Definition 3.10;
in [15], a different reservoir is used. 
For the quasi-Banach regime p ∈ (0, 1), the following definition will turn out to be suitable. Note
that we assume the covering Q to be semi-structured, whereas for p ∈ [1,∞] all we needed was an
admissible covering.
Definition 3.6. (cf. [4, Definition 2])
Let 0 < p < 1, let ∅ 6= O ⊂ Rd be open and assume that Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I is a
semi-structured covering of O. We say that a family Φ = (ϕi)i∈I is an L
p-bounded admissible
partition of unity (Lp-BAPU) for Q, if
(1) ϕi ∈ C
∞
c (O) for all i ∈ I,
(2)
∑
i∈I ϕi (ξ) = 1 for all ξ ∈ O,
1Note that the distribution f̂ is assumed to satisfy supp f̂ ⊂ Ω. Because of f ∈ L1
(
Rd
)
, f̂ is given by integration
against a continuous bounded function. It is then easy to see that this continuous function also has support in Ω. This
justifies the calculation in equation (3.8).
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(3) ϕi (ξ) = 0 for all ξ ∈ Rd \Qi for all i ∈ I, and
(4) the following expression (then a constant) is finite:
CQ,Φ,p := sup
i∈I
(
|detTi|
1
p−1 · ‖F−1ϕi‖Lp
)
.
We say that Q is an Lp-decomposition covering of O if there is an Lp-BAPU Φ for Q. ◭
Remark. We will see in Corollary 5.4 that every Lp-BAPU for Q is automatically an Lq-BAPU for Q
for all q ∈ [p,∞]. 
Before we finally give a formal definition of the decomposition space DF (Q, L
p, Y ), we first clarify
our assumptions on the space Y .
Definition 3.7. (cf. [15, Definition 2.5])
(1) Let I be an index set. A quasi-normed vector space (Y, ‖•‖Y ) which is a subspace of C
I is called
solid, or a solid sequence space over I, if the following holds: If x = (xi)i∈I ∈ C
I and
y = (yi)i∈I ∈ Y are arbitrary with |xi| ≤ |yi| for all i ∈ I, then x ∈ Y and ‖x‖Y ≤ ‖y‖Y .
(2) Let Q = (Qi)i∈I be a covering of a set X 6= ∅. We say that solid sequence space (Y, ‖•‖Y ) over
I is Q-regular, if the following hold:
(a) Y is complete, i.e. a quasi-Banach space,
(b) Y is invariant under Q-clustering, i.e., the Q-clustering map
ΓQ : Y → Y, (ci)i∈I 7→ (c
∗
i )i∈I :=
(∑
j∈i∗
cj
)
i∈I
is well-defined and bounded. ◭
Remark. (1). We will see in Lemma 3.8 that every solid sequence space Y ≤ CI automatically satisfies
Y →֒ CI , i.e., each of the coordinate evaluation mappings is continuous. Hence, each solid Banach
sequence space is a solid BK-space in the sense of [15, Definition 2.4].
(2). If all of the sets i∗ are finite (e.g. if Q is admissible), then the closed graph theorem (cf. [31,
Theorem 2.15]), together with completeness of Y and with the continuous embedding Y →֒ CI and
the fact that the clustering map is continuous with respect to the (Hausdorff!) product topology on
CI , imply that the clustering map ΓQ is bounded iff it is well-defined.
(3) The most important example of Q-regular sequence spaces that we will consider are weighted
ℓq-spaces. As we will see in Lemma 4.13, ℓqu (I) is Q-regular, whenever u = (ui)i∈I is Q-moderate. 
Lemma 3.8. Let I 6= ∅ be a set and let (Y, ‖•‖Y ) be a solid sequence space over I. For i ∈ I, set
ui :=
{
‖δi‖Y , if δi ∈ Y,
1, if δi /∈ Y,
where (δi)j = 0 for i 6= j, and (δi)i = 1 .
Then Y →֒ ℓ∞u (I) →֒ C
I . More precisely, we even have ‖x‖ℓ∞u ≤ ‖x‖Y for all x = (xi)i∈I ∈ Y . ◭
Proof. Let x = (xi)i∈I ∈ Y be arbitrary and let i ∈ I. In case of xi 6= 0, we have∣∣∣(δi)j∣∣∣ ≤ |xj ||xi| for all j ∈ I.
By solidity of Y , this implies δi ∈ Y with
‖δi‖Y ≤
∥∥∥∥ x|xi|
∥∥∥∥
Y
=
‖x‖Y
|xi|
,
whence ui · |xi| = ‖δi‖Y · |xi| ≤ ‖x‖Y . In case of xi = 0, we trivially have ui · |xi| = 0 ≤ ‖x‖Y .
Since i ∈ I was arbitrary, we conclude ‖x‖ℓ∞u
≤ ‖x‖Y <∞, which completes the proof. 
For later use, we state the following result which connects iterated applications of the clustering
map and summing over the clustered index sets iℓ∗.
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Lemma 3.9. Let Q = (Qi)i∈I be an admissible covering of a set X 6= ∅ and let ΓQ : C
I → CI , c 7→ c∗
denote the Q-clustering map from Definition 3.7.
For any ℓ ∈ N, we have(
ΓℓQ c
)
i
≥
∑
j∈iℓ∗
cj for all i ∈ I and all sequences (ci)i∈I with nonnegative terms. (3.9)
In particular, if Y ≤ CI is Q-regular and ℓ ∈ N is arbitrary, then the ℓ-fold clustering map
Θℓ : Y → Y with (Θℓ c)i :=
∑
j∈iℓ∗
cj
is well-defined and bounded with |||Θℓ|||Y→Y ≤ |||ΓQ|||
ℓ
Y→Y . ◭
Proof. We first prove estimate (3.9) by induction on ℓ ∈ N. For ℓ = 1, we have equality by definition
of ΓQ.
For the induction step, fix for each j ∈ i(ℓ+1)∗ some kj ∈ i
ℓ∗ with j ∈ k∗j . Since each term cj is
nonnegative, this yields ∑
j∈i(ℓ+1)∗
cj =
∑
k∈iℓ∗
∑
j∈i(ℓ+1)∗
with kj=k
cj
(since j∈k∗j=k
∗ if kj=k) ≤
∑
k∈iℓ∗
∑
j∈k∗
cj =
∑
k∈iℓ∗
(ΓQ c)k
(∗)
≤
(
ΓℓQΓQ c
)
i
=
(
Γℓ+1Q c
)
i
.
Here, we used the induction hypothesis (with the nonnegative(!) sequence ΓQ c instead of c) at (∗).
To prove boundedness of Θℓ, let c = (ci)i∈I ∈ Y be arbitrary and set d := (|ci|)i∈I . Observe d ∈ Y
with ‖d‖Y = ‖c‖Y , since Y is solid. As seen above, we have
|(Θℓ c)i| ≤
∑
j∈iℓ∗
|cj | ≤
(
ΓℓQ d
)
i
∀ i ∈ I .
Because of ΓℓQd ∈ Y , solidity of Y implies Θℓ c ∈ Y with
‖Θℓ c‖Y ≤ ‖Γ
ℓ
Q d‖Y ≤ |||Γ
ℓ
Q|||Y→Y ‖d‖Y ≤ |||ΓQ|||
ℓ
Y→Y · ‖c‖Y <∞. 
Now, we are in a position to define the (Fourier-side) decomposition spaces.
Definition 3.10. Let ∅ 6= O ⊂ Rd be an open set and let p ∈ (0,∞]. Let Q = (Qi)i∈I be an
Lp-decomposition covering of O with Lp-BAPU Φ = (ϕi)i∈I , and let Y ≤ C
I be Q-regular.
For f ∈ D′ (O), define
‖f‖DF (Q,Lp,Y ) := ‖f‖DF,Φ(Q,Lp,Y ) :=
∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥Y ∈ [0,∞] ,
with the convention that for a family c = (ci)i∈I with ci ∈ [0,∞], the expression ‖c‖Y is to be read as
∞ if ci =∞ for some i ∈ I or if c /∈ Y .
Define the (Fourier-side) decomposition space DF (Q, L
p, Y ) with respect to the covering Q,
integrability exponent p and global component Y as
DF (Q, L
p, Y ) :=
{
f ∈ D′ (O) : ‖f‖DF (Q,Lp,Y ) <∞
}
. ◭
Remark. We remark that ϕif is a distribution on O with compact support in O, which thus extends
to a (tempered) distribution on Rd. By Lemma 3.2, this implies that F−1 (ϕif) ∈ S ′
(
Rd
)
is given
by (integration against) a smooth function. Thus, it makes sense to write
∥∥F−1 (ϕif)∥∥Lp , with the
caveat that this expression could be infinite.
We finally remark that the notations ‖•‖DF (Q,Lp,Y ) and DF (Q, L
p, Y ) suppress the family (ϕi)i∈I
used to define the (quasi)-norm above. We will see below (cf. Theorem 3.18) that the resulting space
is independent of the chosen Lp-BAPU, with equivalent quasi-norms for different choices, so that this
is justified. 
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For completeness, we also define “space-side” decomposition spaces. To this end, we first introduce
the reservoir Z ′ (O) which we will use for these spaces.
Definition 3.11. For ∅ 6= O ⊂ Rd open, we define
Z (O) := F (C∞c (O)) := {f̂ : f ∈ C
∞
c (O)} ≤ S (R
d)
and endow this space with the unique topology that makes the Fourier transform
F : C∞c (O)→ Z (O)
a homeomorphism.
We equip the topological dual space Z ′ (O) := [Z (O)]
′
of Z (O) with the weak-∗-topology, i.e., with
the topology of pointwise convergence on Z (O).
Finally, as on the Schwartz space, we extend the Fourier transform by duality to Z ′ (O), i.e. we
define
F : Z ′ (O)→ D′ (O) , f 7→ f ◦ F . (3.10)
As usual, we write f̂ := Ff for f ∈ Z ′ (O). ◭
Remark. Since F : C∞c (O) → Z (O) is a linear homeomorphism, the Fourier transform as defined in
equation (3.10) is easily seen to be a linear homeomorphism as well. 
Now, we are in a position to define the space-side decomposition spaces.
Definition 3.12. Let ∅ 6= O ⊂ Rd be an open set and let p ∈ (0,∞]. Let Q = (Qi)i∈I be an
Lp-decomposition covering of O with Lp-BAPU (ϕi)i∈I , and let Y ≤ C
I be Q-regular.
For f ∈ Z ′ (O), set
‖f‖D(Q,Lp,Y ) := ‖f̂ ‖DF (Q,Lp,Y ) =
∥∥∥(∥∥F−1 (ϕi f̂ )∥∥Lp)i∈I∥∥∥Y ∈ [0,∞] ,
and define the space-side decomposition space D (Q, Lp, Y ) with respect to the covering Q, inte-
grability exponent p and global component Y as
D (Q, Lp, Y ) :=
{
f ∈ Z ′ (O) : ‖f‖D(Q,Lp,Y ) <∞
}
. ◭
Remark 3.13. Since the Fourier transform F : Z ′ (O) → D′ (O) defined in equation (3.10) is an
isomorphism, it is clear that this Fourier transform restricts to an (isometric) isomorphism
F : D (Q, Lp, Y )→ DF (Q, L
p, Y ).
Hence, for most purposes, it does not matter whether one considers the “space-side” or the “Fourier-
side” version of these spaces. In particular, one has D (Q, Lp, Y ) →֒ D (P , Lq, Z) if and only if
DF (Q, L
p, Y ) →֒ DF (P , L
q, Z). But since the space D′ (O) is a widely known standard space, whereas
Z ′ (O) is not, we will generally prefer to work with the “Fourier-side” spaces. Note in particular that
most working analysts have acquired significant intuition regarding which operations (like differentia-
tion and multiplication with functions from C∞ (O)) are permitted on elements of D′ (O), while this
is not true for the space Z ′ (O).
The principal reasons for using the space D′ (O) instead of the space S ′
(
Rd
)
for the definition of
the Fourier-side decomposition space DF (Q, L
p, Y ) are the following:
(1) We want to allow the case O ( Rd. If we were to use the space S ′
(
Rd
)
, the decomposition space
(quasi)-norm would not be positive definite, or we would have to factor out a certain subspace of
S ′
(
Rd
)
. This is for example done in the usual definition of homogeneous Besov spaces, which are
subspaces of S ′
(
Rd
)
/P , where P is the space of polynomials. Here, it seems more natural to use
the space D′ (O).
(2) In case of O = Rd, one could use S ′
(
Rd
)
as the reservoir. For example, Borup and Nielsen[4]
define their decomposition spaces as
DS′ (Q, L
p, Y ) :=
{
f ∈ S ′ (Rd) : ‖f‖D(Q,Lp,Y ) <∞
}
.
But as we will see below (cf. Example 3.22), this does in general not yield a complete space, even
for the uniform covering Q of Rd and Y = ℓ1u with a Q-moderate weight u.
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Nevertheless, in Section 8, we will develop criteria which yield the continuous embedding
DF (Q, L
p, Y ) →֒ S ′
(
Rd
)
, and thus also D (Q, Lp, Y ) →֒ S ′
(
Rd
)
. If these conditions are satis-
fied, it is easy to see (at least for O = Rd) that the space DS′ (Q, Lp, Y ) from above is complete,
since it coincides (up to trivial identifications) with D (Q, Lp, Y ).
We finally remark that the notations Z (O) and Z ′ (O) are inspired by Triebel’s book [36]; see in
particular [36, Sections 2.2.1-2.2.4]. Triebel also defines spaces very similar to D (Q, Lp, Y ), but restricts
to the case in which the covering Q consists of (closed) rectangles with sides parallel to the coordinate
axes. This is due to the fact that he also considers spaces of Triebel-Lizorkin type as opposed to the
spaces of Besov type that we consider here. 
3.3. Well-definedness of decomposition spaces. Our goal in this subsection is to show that the
decomposition space DF (Q, L
p, Y ) is independent of the chosen Lp-BAPU (ϕi)i∈I (for Q-regular global
components Y ). For later use, we will actually show a slightly stronger statement, namely that one can
use an arbitrary Lp-bounded control system (defined below) to obtain an equivalent (quasi)-norm.
The proofs of these results depend crucially on certain facts about Fourier multipliers. For the range
p ∈ [1,∞], Young’s inequality will be sufficient. But in the quasi-Banach regime p ∈ (0, 1), we have to
resort to Theorem 3.4. To make application of this theorem more convenient, we note the following
special case.
Corollary 3.14. Let p0 ∈ (0, 1] and let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be an L
p0-decomposition covering
of the open set ∅ 6= O ⊂ Rd.
For each n ∈ N0, there is a constant C = C (Q, n, d, p0) > 0 with the following property: If p ∈ [p0, 1]
and i ∈ I and furthermore
(1) f ∈ L1
(
Rd
)
with supp f ⊂ Qn∗i and F
−1f ∈ Lp
(
Rd
)
,
(2) and g ∈ D′ (O) with supp g ⊂ Qn∗i and F
−1g ∈ Lp
(
Rd
)
,
then g ∈ C0
(
Rd
)
, and F−1 (fg) ∈ Lp
(
Rd
)
with
‖F−1 (fg)‖Lp ≤ C · |detTi|
1
p−1 · ‖F−1f‖Lp · ‖F
−1g‖Lp . ◭
Proof. Lemma 2.4 implies that Qn∗i ⊂
⋃
j∈in∗ Qj ⊂ O is compact, since i
n∗ is finite. Hence, g ∈ D′ (O)
is a distribution with compact support in O, which means that g extends to a tempered distribution
g ∈ S ′
(
Rd
)
, cf. [31, Theorem 6.24(d) and Example 7.12(a)]. Hence, we have F−1g ∈ S ′
(
Rd
)
∩Lp
(
Rd
)
with supp F̂−1g = supp g ⊂ Qn∗i . Therefore, Corollary 3.3 shows F
−1g ∈ L1
(
Rd
)
, so that we get
g = FF−1g ∈ C0
(
Rd
)
by the Riemann-Lebesgue lemma. Thus, f · g ∈ L1
(
Rd
)
. Furthermore,
Theorem 3.4 shows
F−1 (fg) = F−1
(
f · F̂−1g
)
∈ Lp (Rd)
with ∥∥F−1 (fg)∥∥
Lp
=
∥∥∥F−1 (f · F̂−1g)∥∥∥
Lp
≤
[
λ
(
Qn∗i −Q
n∗
i
)] 1
p−1 · ‖F−1f‖Lp · ‖F
−1g‖Lp .
But Corollary 2.8 yields a constant C = C (Q, n, d) > 0 with
λ
(
Qn∗i −Q
n∗
i
)
≤ C · |detTi| for all i ∈ I.
Without loss of generality, C ≥ 1. Recall 0 < p0 ≤ p ≤ 1, and hence 0 ≤
1
p − 1 ≤
1
p ≤
1
p0
. All in all,
we conclude ∥∥F−1 (fg)∥∥
Lp
≤
[
λ
(
Qn∗i −Q
n∗
i
)] 1
p−1 · ‖F−1f‖Lp · ‖F
−1g‖Lp
≤ C
1
p−1 · |detTi|
1
p−1 · ‖F−1f‖Lp · ‖F
−1g‖Lp
(since C≥1) ≤ C1/p0 · |detTi|
1
p−1 · ‖F−1f‖Lp · ‖F
−1g‖Lp ,
which completes the proof. 
As noted above, instead of just proving independence of DF (Q, L
p, Y ) of the chosen Lp-BAPU, we
will establish a slightly stronger claim which will use the notion of an Lp-bounded (control) system.
This concept is based on that of a bounded control system as introduced in [15, Definition 2.6].
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Definition 3.15. Let p ∈ (0,∞], let ∅ 6= O ⊂ Rd be open, and let Q = (Qi)i∈I be an admissible
covering of O. For p ∈ (0, 1), assume additionally that Q = (TiQ
′
i + bi)i∈I is semi-structured.
A family Γ = (γi)i∈I of functions γi ∈ C
∞
c (O) is called an L
p-bounded system for Q if the
following conditions are satisfied:
(1) There is some ℓ = ℓΓ,Q ∈ N0 with γi ≡ 0 on Rd \Qℓ∗i for all i ∈ I.
(2) The following expression (then a constant) is finite:
CQ,Γ,p :=
supi∈I
∥∥F−1γi∥∥L1 , for p ∈ [1,∞] ,
supi∈I |detTi|
1
p−1
∥∥F−1γi∥∥Lp , for p ∈ (0, 1) .
If furthermore γi ≡ 1 on Qi for all i ∈ I, we say that Γ is an L
p-bounded control system for Q. ◭
Remark. We remark once more that the terminology “Lp-bounded” does not refer to the fact that the
FLp-norms
∥∥F−1γi∥∥Lp are bounded, but to the fact that the (γi)i∈I form a uniformly bounded family
of Lp-Fourier multipliers, at least for p ∈ [1,∞]. For p ∈ (0, 1), this is only true restricted to the space
of Lp-functions with Fourier support near Qi, cf. Corollary 3.14. 
Remark 3.16. If ℓ ∈ N0 is fixed and for each i ∈ I, some set Mi ⊂ iℓ∗ is selected, then the family
Γ = (γi)i∈I := (ϕMi)i∈I is an L
p-bounded system for Q if (ϕi)i∈I is an L
p-BAPU for Q. To see this,
distinguish two cases:
Case 1: If p ∈ [1,∞], simply note (using the triangle inequality for L1 and the estimate
∣∣iℓ∗∣∣ ≤ N ℓQ
from Lemma 2.9) that∥∥F−1γi∥∥L1 ≤ ∑
j∈Mi
∥∥F−1ϕj∥∥L1 ≤ |Mi| · CQ,Φ,p ≤ ∣∣iℓ∗∣∣ · CQ,Φ,p ≤ N ℓQ · CQ,Φ,p.
Case 2: For p ∈ (0, 1), we first note that the weight (|detTi|)i∈I isQ-moderate. Indeed, Hadamard’s
inequality (see e.g. [30, Section 75]) implies |detA| ≤ ‖A‖
d
for all A ∈ Rd×d; therefore,
sup
i∈I
sup
j∈i∗
|det Tj|
|detTi|
= sup
i∈I
sup
j∈i∗
∣∣det (T−1i Tj)∣∣ ≤ sup
i∈I
sup
j∈i∗
∥∥T−1i Tj∥∥d ≤ CdQ. (3.11)
Now, using the estimate
∥∥∥∑nj=1 fj∥∥∥
Lp
≤ n
1
p−1 ·
∑n
j=1 ‖fj‖Lp (cf. [19, Exercise 1.1.5(c)]) and the bound
|Mi| ≤
∣∣iℓ∗∣∣ ≤ N ℓQ from Lemma 2.9, we conclude
|detTi|
1
p−1 ·
∥∥F−1γi∥∥Lp ≤ N ℓ( 1p−1)Q · ∑
j∈iℓ∗
|detTi|
1
p−1 ·
∥∥F−1ϕj∥∥Lp
≤ N
ℓ( 1p−1)
Q ·
∑
j∈iℓ∗
[
C
d( 1p−1)
Q · |detTj|
1
p−1 ·
∥∥F−1ϕj∥∥Lp]
≤ N
ℓ( 1p−1)
Q C
d( 1p−1)
Q ·
∣∣iℓ∗∣∣ · CQ,Φ,p
≤ N
ℓ/p
Q · C
d( 1p−1)
Q · CQ,Φ,p ∀ i ∈ I.
All in all, this yields (for both cases) an estimate of the form CQ,Γ,p ≤ C (Q, CQ,Φ,p, d, p, ℓ).
Finally, if Mi ⊃ i
∗ holds for all i ∈ I, then Lemma 2.4 shows ϕMi ≡ 1 on Qi for all i ∈ I, so that Γ
is an Lp-bounded control system for Q. 
With these notions, we can now state the following result which allows to use an Lp-bounded
(control) system instead of an Lp-BAPU to determine the quasi-norm on DF (Q, L
p, Y ) (up to constant
factors). We remark that the statement of the theorem is essentially the same as [15, Corollary 2.5],
but the case p ∈ (0, 1) is of course not covered by the setting considered in [15]. Roughly, the theorem
shows the following:
(1) Instead of a Q-BAPU Φ = (ϕi)i∈I , one can use any L
p-bounded control system Γ = (γi)i∈I
to calculate the (quasi)-norm ‖•‖DF (Q,Lp,Y ). Essentially, this means that instead of requiring
suppϕi ⊂ Qi, it is enough to require supp γi ⊂ Q
k∗
i for a fixed k. Likewise, instead of
∑
i∈I ϕi ≡ 1
on Q, it suffices if γi ≡ 1 on Qi for each i ∈ I.
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(2) Given a (not necessarily disjoint) “partition” I =
⋃r0
r=1 I
(r) of the index set I, we can calculate the
(quasi)-norm ‖f‖DF (Q,Lp,Y ) “localized” to each of the sets Q
(r) =
⋃
i∈I(r) Qi and then aggregate
the individual contributions. This will become useful in connection with the disjointization lemma
(Lemma 2.14).
Regarding the notation in the following theorem, if Y ≤ CI is a solid sequence space on I and if J ⊂ I
is an arbitrary subset, we define the restricted sequence space Y |J as
Y |J :=
{
c = (cℓ)ℓ∈J ∈ C
J : c˜ ∈ Y
}
, (3.12)
where c˜ = (ci)i∈I is the trivial extension of c = (cℓ)ℓ∈J onto I, i.e. ci := 0 for i ∈ I \J . As expected,
we let ‖c‖Y |J := ‖c˜‖Y . With this definition, Y |J ≤ C
J is a solid sequence space on J . Furthermore, if
Y is complete, then so is Y |J , since c 7→ c˜ defines an isometric isomorphism between Y |J and a closed
subspace of Y . Closedness of this subspace is a consequence of Lemma 3.8.
Theorem 3.17. Let ∅ 6= O ⊂ Rd be open, let Q = (Qi)i∈I be an L
p-decomposition covering of O for
some p ∈ (0,∞], and let Y ≤ CI be Q-regular. Furthermore, let r0 ∈ N and assume I =
⋃r0
r=1 I
(r) for
certain subsets I(r) ⊂ I. Finally, let Γ = (γi)i∈I be an L
p-bounded system for Q.
For f ∈ D′ (O), define
‖f‖Γ,(I(r))
r
,Lp,Y :=
r0∑
r=1
∥∥∥(∥∥F−1 (γif)∥∥Lp)i∈I(r)∥∥∥Y |
I(r)
∈ [0,∞] .
If ΓQ : Y → Y, c 7→ c
∗ denotes the clustering map, then there is a positive constant
C =
{
C (Q, p, r0, d, ℓΓ,Q, |||ΓQ|||Y→Y ) , if p ∈ (0, 1) ,
C (NQ, p, r0, ℓΓ,Q, |||ΓQ|||Y→Y ) , if p ∈ [1,∞]
with
‖f‖Γ,(I(r))
r
,Lp,Y ≤ C · CQ,Γ,p · ‖f‖DF,Φ(Q,Lp,Y ) ∀ f ∈ D
′ (O) ,
for each Lp-BAPU Φ = (ϕi)i∈I for Q.
Conversely, if Γ is an Lp-bounded control system for Q and if C0 ≥ 1 denotes a triangle constant
for Y , then there is a positive constant
C′ =
{
C′ (Q, p, d, C0, r0, ℓΓ,Q) , if p ∈ (0, 1) ,
C′ (C0, r0) , if p ∈ [1,∞]
with
‖f‖DF,Φ(Q,Lp,Y ) ≤ C
′ · CQ,Φ,p · ‖f‖Γ,(I(r))
r
,Lp,Y for all f ∈ D
′ (O)
for each Lp-BAPU Φ = (ϕi)i∈I for Q. ◭
Proof. Let ℓ := ℓΓ,Q. Let Φ = (ϕi)i∈I be an L
p-BAPU for Q. Using Lemma 2.4, we get ϕ
(ℓ+1)∗
i ≡ 1
on Qℓ∗i for all i ∈ I. Because of γi ≡ 0 on R
d \Qℓ∗i , we conclude
γi = ϕ
(ℓ+1)∗
i γi =
∑
j∈i(ℓ+1)∗
γi ϕj .
We begin by proving the first estimate. To this end, let f ∈ D′ (O) with ‖f‖DF,Φ(Q,Lp,Y ) < ∞
(otherwise, the estimate is trivial). Since Lp
(
Rd
)
is a quasi-normed vector space and since Lemma 2.9
yields the uniform bound |i(ℓ+1)∗| ≤ N ℓ+1Q , there is a constant C1 = C1 (NQ, ℓ, p) > 0 with∥∥F−1 (γi f)∥∥Lp = ∥∥∥ ∑
j∈i(ℓ+1)∗
F−1 (γi ϕj f)
∥∥∥
Lp
≤ C1
∑
j∈i(ℓ+1)∗
∥∥F−1 (γi ϕj f)∥∥Lp ∀ i ∈ I.
There are now two cases. For p ∈ [1,∞], Young’s inequality L1 ∗ Lp →֒ Lp yields∥∥F−1 (γi ϕj f)∥∥Lp ≤ ∥∥F−1γi∥∥L1 · ∥∥F−1 (ϕj f)∥∥Lp ≤ CQ,Γ,p · ∥∥F−1 (ϕj f)∥∥Lp .
For p ∈ (0, 1), we invoke Corollary 3.14, which yields a constant C2 = C2 (d, ℓ, p,Q) > 0 with∥∥F−1 (γi ϕj f)∥∥Lp ≤ C2 · |detTi| 1p−1 · ∥∥F−1γi∥∥Lp · ∥∥F−1 (ϕj f)∥∥Lp ≤ C2CQ,Γ,p · ∥∥F−1 (ϕj f)∥∥Lp ,
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where Q = (TiQ
′
i + bi)i∈I is semi-structured by definition of L
p-decomposition coverings for p ∈ (0, 1),
cf. Definition 3.6. In the estimate above, we also used the inclusions supp γi ⊂ Qℓ∗i ⊂ Q
(ℓ+1)∗
i and
suppϕj ⊂ Qj ⊂ Q
(ℓ+1)∗
i for all j ∈ i
(ℓ+1)∗. Thus, if we set C2 := 1 for p ∈ [1,∞], the estimate above
is valid for all i ∈ I, j ∈ i(ℓ+1)∗, and p ∈ (0,∞].
With the “higher order clustering map” Θℓ+1 from Lemma 3.9, and with the solidity of Y , we get∥∥∥(∥∥F−1 (γjf)∥∥Lp)i∈I(r)∥∥∥Y |
I(r)
≤ C1C2CQ,Γ,p ·
∥∥∥∥( ∑
j∈i(ℓ+1)∗
∥∥F−1 (ϕjf)∥∥Lp )i∈I
∥∥∥∥
Y
= C1C2CQ,Γ,p ·
∥∥∥Θℓ+1 [(∥∥F−1 (ϕif)∥∥Lp)i∈I]∥∥∥Y
≤ C1C2CQ,Γ,p · |||Θℓ+1|||Y→Y ·
∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥Y
= C1C2CQ,Γ,p · |||Θℓ+1|||Y→Y · ‖f‖DF,Φ(Q,Lp,Y ) .
Summing over r ∈ r0 completes the proof of the first estimate, since |||Θℓ+1|||Y→Y ≤ |||ΓQ|||
ℓ+1
Y→Y by
Lemma 3.9.
Now, let f ∈ D′ (O) with ‖f‖Γ,(I(r))
r
,Lp,Y <∞ and assume that Γ is an L
p-bounded control system
for Q, i.e. that γi ≡ 1 on Qi for all i ∈ I. This implies ϕi = ϕi γi. Thus, in case of p ∈ [1,∞], Young’s
inequality yields∥∥F−1 (ϕi f)∥∥Lp = ∥∥F−1 (ϕi γi f)∥∥Lp ≤ ∥∥F−1ϕi∥∥L1 · ∥∥F−1 (γi f)∥∥Lp ≤ C2CQ,Φ,p · ∥∥F−1 (γi f)∥∥Lp
with C2 := 1. In case of p ∈ (0, 1), we can use the same constant C2 = C2 (d, ℓ, p,Q) > 0 provided by
Corollary 3.14 as above to conclude∥∥F−1 (ϕi f)∥∥Lp = ∥∥F−1 (ϕi γi f)∥∥Lp ≤ C2 · |detTi| 1p−1 · ∥∥F−1ϕi∥∥Lp · ∥∥F−1 (γi f)∥∥Lp
≤ C2CQ,Φ,p ·
∥∥F−1 (γi f)∥∥Lp ,
so that this estimate holds for all i ∈ I and p ∈ (0,∞].
Let ci :=
∥∥F−1 (γif)∥∥Lp for i ∈ I. Since I = ⋃r0r=1 I(r) and because of ci ≥ 0 for all i ∈ I, we have
0 ≤ ci ≤
r0∑
r=1
(c · 1I(r))i for all i ∈ I.
Since Y is a solid quasi-normed sequence space, there is thus a constant C3 = C3 (C0, r0) > 0 (recall
that C0 is a triangle constant for Y ) with
‖f‖DF,Φ(Q,Lp,Y ) =
∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥Y ≤ C2CQ,Φ,p · ‖c‖Y
≤ C2CQ,Φ,p ·
∥∥∥∥∥
r0∑
r=1
c · 1I(r)
∥∥∥∥∥
Y
≤ C2C3CQ,Φ,p ·
r0∑
r=1
‖c · 1I(r)‖Y
= C2C3CQ,Φ,p · ‖f‖Γ,(I(r))
r
,Lp,Y <∞. 
Using the theorem above, well-definedness of DF (Q, L
p, Y ), i.e. independence of the chosen Lp-
BAPU is an easy consequence:
Corollary 3.18. Let ∅ 6= O ⊂ Rd be open and let p ∈ (0,∞]. Assume that Q = (Qi)i∈I is an
Lp-decomposition covering of O with Lp-BAPUs (ϕi)i∈I , (ψi)i∈I and that Y is Q-regular.
Then we have ∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥Y ≍ ∥∥∥(∥∥F−1 (ψif)∥∥Lp)i∈I∥∥∥Y
for all f ∈ D′ (O), where the implied constants are independent of f . Especially, the left-hand side is
finite iff the right-hand side is. ◭
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Proof. By Remark 3.16, we know that Γ := (ϕ∗i )i∈I yields an L
p-bounded control system for Q. By
Theorem 3.17, this implies
‖•‖DF,Φ(Q,Lp,Y ) ≍ ‖•‖Γ,(I),Lp,Y ≍ ‖•‖DF,Ψ(Q,Lp,Y )
for Φ = (ϕi)i∈I and Ψ = (ψi)i∈I , where the implied constants only depend on p, d,Q,Φ,Ψ and Y . 
Note that for DF (Q, L
p, Y ) to be defined at all, we always needed to assume that Q is an Lp-
decomposition covering, i.e. that there is some Lp-BAPU for Q. It is thus important to have sufficient
criteria for this to hold.
As we noted after the definition of almost structured coverings, the most important reason for their
introduction is that they always posses Lp-BAPUs. This was observed in [4, Proposition 1] for the
case of structured coverings of O = Rd. As a slight generalization, the following result was shown in
[40, Theorem 2.8]:
Theorem 3.19. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be an almost structured covering of the open set
∅ 6= O ⊂ Rd.
Then I is countably infinite and there is a family Φ = (ϕi)i∈I in C
∞
c (O) such that Φ is an L
p-
BAPU for Q simultaneously for each p ∈ (0,∞]. In particular, every almost structured covering is an
Lp-decomposition covering, for arbitrary p ∈ (0,∞]. ◭
Now, we know that the Fourier-side decomposition spaces DF (Q, L
p, Y )—and thus also the space-
side spaces D (Q, Lp, Y )—are well-defined for arbitrary Lp-decomposition coverings Q, in particular
for almost structured Q, if Y is Q-regular. In the next subsection, we close our investigation of the
basic properties of decomposition spaces by showing completeness of DF (Q, L
p, Y ).
3.4. Completeness of decomposition spaces. We will now show that the space DF (Q, L
p, Y ) is
indeed a quasi-Banach space. For the proof, we first establish an equivalent condition for completeness
of quasi-normed vector spaces. For a normed vector space X , it is well-known (cf. [16, Theorem 5.1])
that X is complete if and only if “absolute convergence” of a series in X implies convergence of the
series. For quasi-normed vector spaces, we have the following replacement:
Lemma 3.20. Let (X, ‖•‖) be a quasi-normed vector space and let C ≥ 1 be a triangle constant for
‖•‖. Then the following are true:
(1) If xn → x, then ‖x‖ ≤ C · lim infn→∞ ‖xn‖.
(2) We have ‖
∑n
i=1 xi‖ ≤
∑n
i=1 C
i ‖xi‖ for all n ∈ N and x1, . . . , xn ∈ X.
(3) X is complete if there is some M > 1 with the following property:
The series
∞∑
n=1
xn converges (in X) for each (xn)n∈N ∈ X
N with ‖xn‖ ≤M
−n for all n ∈ N.
(4) Conversely, if X is complete and if (xn)n∈N ∈ X
N satisfies
∑∞
n=1 C
n ‖xn‖ < ∞, then
∑∞
n=1 xn
converges (in X), and we have ∥∥∥ ∞∑
n=1
xn
∥∥∥ ≤ C · ∞∑
n=1
Cn ‖xn‖ . ◭
Remark. Quasi-norms are in general not continuous, i.e. ‖xn − x‖ −−−−→
n→∞
0 does in general not imply
‖xn‖ −−−−→
n→∞
‖x‖. Thus, the following proof has to avoid using this property. 
Proof. Ad (1): We have ‖x‖ ≤ C · [‖x− xn‖+ ‖xn‖]. Taking the lim infn→∞ proves the claim.
Ad (2): We prove the claim by induction on n ∈ N. For n = 1, the claim is trivial, since we have
C ≥ 1. For the induction step, note∥∥∥ n+1∑
i=1
xi
∥∥∥ = ∥∥∥x1 + n+1∑
i=2
xi
∥∥∥ ≤ C [‖x1‖+ ∥∥∥ n+1∑
i=2
xi
∥∥∥]
(∗)
≤ C
[
‖x1‖+
n+1∑
i=2
Ci−1 ‖xi‖
]
=
n+1∑
i=1
Ci ‖xi‖ .
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At (∗), we implicitly used that the induction hypothesis yields∥∥∥ n+1∑
i=2
xi
∥∥∥ = ∥∥∥ n∑
ℓ=1
xℓ+1
∥∥∥ ≤ n∑
ℓ=1
Cℓ ‖xℓ+1‖ =
n+1∑
i=2
Ci−1 ‖xi‖ . (3.13)
In the remainder of the proof, we will use similar manipulations without further comment.
Ad (3): Assume that X satisfies the stated property and let (yn)n∈N be a Cauchy sequence in X .
Using a trivial induction, we can choose a strictly increasing sequence (Nn)n∈N satisfying
∀m, ℓ ≥ Nn : ‖ym − yℓ‖ ≤M
−n.
Define xn := yNn+1 − yNn . Because of Nn+1 > Nn, this yields ‖xn‖ ≤M
−n for all n ∈ N, so that the
assumption shows that
x :=
∞∑
n=1
xn = lim
K→∞
K∑
n=1
xn = lim
K→∞
K∑
n=1
(
yNn+1 − yNn
)
= lim
K→∞
(
yNK+1 − yN1
)
exists in X . We conclude yNK+1 → z := x+ yN1 as K →∞. But this yields
‖yn − z‖ ≤ C ·
[∥∥yn − yNn+1∥∥+ ∥∥yNn+1 − z∥∥] −−−−→
n→∞
0,
so that X is complete.
Ad (4): Set yn :=
∑n
i=1 xi for n ∈ N. Using the second part of the lemma, we get for N ≥M ≥M0
that
‖yN − yM‖ =
∥∥∥ N∑
i=M+1
xi
∥∥∥ ≤ N∑
i=M+1
Ci−M ‖xi‖
≤ C−M ·
∞∑
i=M+1
Ci ‖xi‖ ≤
∞∑
i=M0+1
Ci ‖xi‖ −−−−−→
M0→∞
0,
so that (yn)n∈N is Cauchy and thus convergent to some y ∈ X by completeness. But this means
y =
∑∞
n=1 xn.
Finally, the first and second part of the lemma yield∥∥∥ ∞∑
n=1
xn
∥∥∥ ≤ C · lim inf
N→∞
∥∥∥ N∑
n=1
xn
∥∥∥ ≤ C · lim inf
N→∞
N∑
n=1
Cn ‖xn‖ = C ·
∞∑
n=1
Cn ‖xn‖ . 
Now, we can show that DF (Q, L
p, Y ) is a quasi-Banach space which embeds continuously into
D′ (O).
Theorem 3.21. Let ∅ 6= O ⊂ Rd be open and let p ∈ (0,∞]. LetQ = (Qi)i∈I be an L
p-decomposition
covering of O and let Y ≤ CI be Q-regular.
Then DF (Q, L
p, Y ) is a quasi-Banach space which embeds continuously into D′ (O). The triangle
constant C for DF (Q, L
p, Y ) satisfies C ≤ C(p)CY , where CY is a triangle constant for Y and C
(p) is
a triangle constant for Lp.
If Y is a Banach space (instead of a quasi-Banach space) and if p ∈ [1,∞], then DF (Q, L
p, Y ) is a
Banach space, i.e. ‖ •‖DF (Q,Lp,Y ) is a norm. ◭
Proof. It is clear that DF (Q, L
p, Y ) is closed under multiplication with complex scalars and that
‖•‖DF (Q,Lp,Y ) is homogeneous.
Let (ϕi)i∈I be an L
p-BAPU for Q which is used to define ‖•‖DF (Q,Lp,Y ). For f, g ∈ DF (Q, L
p, Y )
and i ∈ I, we have
F−1 [ϕi (f + g)] = F
−1 (ϕif) + F
−1 (ϕig) ∈ L
p (Rd)
with ∥∥F−1 [ϕi (f + g)]∥∥Lp ≤ C(p) · [∥∥F−1 (ϕif)∥∥Lp + ∥∥F−1 (ϕig)∥∥Lp] .
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By solidity of Y , this implies
(∥∥F−1 [ϕi (f + g)]∥∥Lp)i∈I ∈ Y with
‖f + g‖DF (Q,Lp,Y ) =
∥∥∥(∥∥F−1 [ϕi (f + g)]∥∥Lp)i∈I∥∥∥Y
≤ C(p) ·
∥∥∥(∥∥F−1 (ϕif)∥∥Lp + ∥∥F−1 (ϕig)∥∥Lp)i∈I∥∥∥Y
≤ C(p)CY ·
[∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥Y + ∥∥∥(∥∥F−1 (ϕig)∥∥Lp)i∈I∥∥∥Y ]
= C(p)CY ·
[
‖f‖DF (Q,Lp,Y ) + ‖g‖DF (Q,Lp,Y )
]
<∞.
This shows that DF (Q, L
p, Y ) is a vector space and that ‖•‖DF (Q,Lp,Y ) is a quasi-norm with triangle
constant C ≤ C(p)CY (at elast once we know that ‖•‖DF (Q,Lp,Y ) is positive definite, which we show
below). If Y is a Banach space and if p ∈ [1,∞], we can take C(p) = CY = 1, so that ‖•‖DF (Q,Lp,Y ) is
a genuine norm.
Now, let us prove DF (Q, L
p, Y ) →֒ D′ (O). To this end, let K ⊂ O be an arbitrary compact
set. Lemma 2.4 shows that (Q◦i )i∈I covers O. Since K ⊂ O is compact, there are finitely many
i1, . . . , in ∈ I with K ⊂
⋃n
ℓ=1Q
◦
iℓ
⊂
⋃n
ℓ=1Qiℓ . The set IK := {i1, . . . , in}
∗
⊂ I is finite and Lemma 2.4
implies ϕIK ≡ 1 on K.
Now, choose u = (ui)i∈I as in Lemma 3.8, so that Y →֒ ℓ
∞
u (I). Let us set CK := mini∈IK ui > 0.
For arbitrary ϕ ∈ C∞c (O) with suppϕ ⊂ K and f ∈ DF (Q, L
p, Y ) ⊂ D′ (O), we now have
|〈f, ϕ〉D′ | =
∣∣∣ 〈f, ∑
i∈IK
ϕiϕ〉D′
∣∣∣ = ∣∣∣∑
i∈IK
〈ϕif, ϕ〉S′
∣∣∣ ≤ ∑
i∈IK
∣∣〈F−1 (ϕif) , ϕ̂〉S′ ∣∣ .
There are now two cases: For p ∈ [1,∞], we can apply Hölder’s inequality to conclude∣∣〈F−1 (ϕif) , ϕ̂〉S′∣∣ ≤ ∥∥F−1 (ϕif)∥∥Lp · ‖ϕ̂‖Lp′ .
In case of p ∈ (0, 1), we observe supp ̂F−1 (ϕif) = supp (ϕif) ⊂ Qi, so that we can apply Corollary
3.3 with q =∞ to conclude∥∥F−1 (ϕif)∥∥L∞ ≤ [λ (Qi )] 1p · ∥∥F−1 (ϕif)∥∥Lp .
Hence ∣∣〈F−1 (ϕif) , ϕ̂〉S′ ∣∣ ≤ [λ (Qi )] 1p · ‖ϕ̂‖L1 · ∥∥F−1 (ϕif)∥∥Lp ≤ C′K · ‖ϕ̂‖L1 · ∥∥F−1 (ϕif)∥∥Lp
for all i ∈ IK , with C
′
K := maxi∈IK
[
λ
(
Qi
)]1/p
.
In any of the two cases, there is thus an exponent r ∈ [1,∞] and some constant C′K > 0 satisfying
|〈f, ϕ〉D′ | ≤ C
′
K · ‖ϕ̂‖Lr ·
∑
i∈IK
∥∥F−1 (ϕif)∥∥Lp ≤ C′KCK · ‖ϕ̂‖Lr · ∑
i∈IK
[
ui ·
∥∥F−1 (ϕif)∥∥Lp]
≤
C′K
CK
· ‖ϕ̂‖Lr ·
∥∥∥(∥∥F−1 (ϕif)∥∥Lp)i∈I∥∥∥ℓ∞u · |IK |
≤
C′K · |IK |
CK
· ‖ϕ̂‖Lr · ‖f‖DF (Q,Lp,Y ) . (3.14)
Here, the term ‖ϕ̂‖Lr is finite because of ϕ ∈ C
∞
c (O) ≤ S
(
Rd
)
. We recall from above the assumption
suppϕ ⊂ K, where K ⊂ O was an arbitrary compact subset of O. In particular, the above estimate
proves f ≡ 0 as an element of D′ (O) if ‖f‖DF (Q,Lp,Y ) = 0. Hence, ‖•‖DF (Q,Lp,Y ) is positive definite.
Now, if (fn)n∈N is a sequence in DF (Q, L
p, Y ) converging in DF (Q, L
p, Y ) to f ∈ DF (Q, L
p, Y ),
then the above estimate easily implies |〈fn − f, ϕ〉D′ | −−−−→n→∞
0 for all ϕ ∈ C∞c (O), and hence fn → f
with convergence in D′ (O). This establishes the continuous embedding DF (Q, L
p, Y ) →֒ D′ (O). We
note that it suffices to consider sequences to prove this continuity, since the topology of the quasi-
normed vector space DF (Q, L
p, Y ) is first countable.
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It remains to prove the completeness of DF (Q, L
p, Y ). To this end, note that Lemma 3.20 shows
that it suffices to consider a sequence (fn)n∈N in DF (Q, L
p, Y ) with ‖fn‖DF (Q,Lp,Y ) ≤
(
2CY C
(p)
)−n
for all n ∈ N and to show that the sequence gN :=
∑N
n=1 fn converges to some g ∈ DF (Q, L
p, Y ).
Let us set
θ
(n)
i :=
∥∥F−1 (ϕifn)∥∥Lp
for i ∈ I and n ∈ N and note θ(n) := (θ(n)i )i∈I ∈ Y with ‖θ
(n)‖Y = ‖fn‖DF (Q,Lp,Y ) ≤
(
2CY C
(p)
)−n
.
Since Y is complete and because of
∞∑
n=N
Cn−N+1Y
∥∥∥(C(p))n θ(n)∥∥∥
Y
≤
∞∑
n=N
(CY C
(p))
n
‖θ(n)‖Y ≤
∞∑
n=N
2−n <∞,
Lemma 3.20 implies
∑∞
n=N
(
C(p)
)n
θ(n) ∈ Y for all N ∈ N, and also∥∥∥ ∞∑
n=N
(C(p))
n
θ(n)
∥∥∥
Y
≤ CY ·
∞∑
n=N
Cn−N+1Y
∥∥∥(C(p))n θ(n)∥∥∥
Y
≤ C2−NY
∞∑
n=N
2−n −−−−→
N→∞
0. (3.15)
Note that implicitly an argument as in equation (3.13) was used here. In particular, since Y →֒ ℓ∞u (I)
for a suitable weight u (cf. Lemma 3.8), we get
∑∞
n=1
(
C(p)
)n
θ
(n)
i <∞ for all i ∈ I.
Now, we note that equation (3.14) implies for each compact K ⊂ O and each ϕ ∈ C∞c (O) with
suppϕ ⊂ K the estimate
∞∑
n=1
|〈fn, ϕ〉D′ | ≤
C′K · |IK |
CK
· ‖ϕ̂‖Lr ·
∞∑
n=1
‖fn‖DF (Q,Lp,Y ) <∞.
Thus, g (ϕ) :=
∑∞
n=1 〈fn, ϕ〉D′ converges for every ϕ ∈ C
∞
c (O). By [31, Theorem 6.17], this implies
g ∈ D′ (O). It remains to show g ∈ DF (Q, L
p, Y ) and ‖gN − g‖DF (Q,Lp,Y ) → 0 as N →∞.
We recall from [31, Theorem 7.23] that the inverse Fourier transform F−1 (ϕi [g − gN ]) is given by[
F−1 (ϕi [g − gN ])
]
(x) = 〈ϕi [g − gN ] , ex〉 = 〈g − gN , ϕiex〉D′
=
∞∑
n=N+1
〈fn, ϕiex〉D′ =
∞∑
n=N+1
〈ϕifn, ex〉 =
∞∑
n=1
[
F−1 (ϕifn+N )
]
(x) (3.16)
for all x ∈ Rd, with ez (y) = e2πi〈z,y〉 for y, z ∈ Rd.
But above, we saw
∑∞
n=1
[(
C(p)
)n
·
∥∥F−1 (ϕifn)∥∥Lp] = ∑∞n=1 [(C(p))n · θ(n)i ] < ∞ for all i ∈ I,
which in particular implies
∞∑
n=1
[
(C(p))
n
·
∥∥F−1 (ϕifn+N )∥∥Lp] = (C(p))−N · ∞∑
ℓ=N+1
[
(C(p))
ℓ
·
∥∥F−1 (ϕifℓ)∥∥Lp] <∞ ∀ i ∈ I .
By Lemma 3.20, this yields
∑∞
n=1 F
−1 (ϕifn+N ) ∈ L
p
(
Rd
)
, since C(p) is a triangle constant for Lp.
Furthermore, the same lemma shows
0 ≤ γ
(N)
i :=
∥∥∥ ∞∑
n=1
F−1 (ϕi fn+N )
∥∥∥
Lp
≤ C(p) ·
∞∑
n=1
[
(C(p))
n
·
∥∥F−1 (ϕi fn+N )∥∥Lp]
=
∞∑
n=N+1
[
(C(p))
n−N+1
·
∥∥F−1 (ϕi fn)∥∥Lp]
≤
∞∑
n=N+1
[
(C(p))n ·
∥∥F−1 (ϕi fn)∥∥Lp]
=
∞∑
n=N+1
[
(C(p))
n
· θ
(n)
i
]
.
Note that convergence in Lp
(
Rd
)
implies convergence almost everywhere for a subsequence. Together
with equation (3.16), this implies F−1 (ϕi [g − gN ]) =
∑∞
n=1 F
−1 (ϕifn+N ) ∈ L
p
(
Rd
)
and thus also
γ
(N)
i =
∥∥F−1 (ϕi [g − gN ])∥∥Lp .
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But above, we saw
∑∞
n=N+1
(
C(p)
)n
θ(n) ∈ Y . By solidity of Y and using equation (3.15), we
conclude γ(N) := (γ
(N)
i )i∈I ∈ Y with
‖g − gN‖DF (Q,Lp,Y ) =
∥∥∥γ(N)∥∥∥
Y
≤
∥∥∥ ∞∑
n=N+1
(C(p))
n
· θ(n)
∥∥∥
Y
eq. (3.15)
−−−−−−→
N→∞
0.
In particular, we get g = (g − gN )+gN ∈ DF (Q, L
p, Y ), and the above estimate proves g = limN→∞ gN
with convergence in DF (Q, L
p, Y ). As noted above, this completes the proof. 
We end this section with an example which shows that the completeness proved above is not trivial.
More precisely, we show that the completeness may fail if the reservoir D′ (O) is replaced by S ′
(
Rd
)
.
Example 3.22. In the following, we provide a specific example showing that the space DS′ (Q, L
p, Y )
as defined in Remark 3.13 is in general not complete. Specifically, we will take p = 1 and Y = ℓ1u.
The covering which we will use is the “uniform covering” which is usually used to define modulation
spaces; but in our case, the weight u decays (for ξ →∞) much faster than the weights used to define
the classical modulation spaces.
Let I := Z, Ti := idR and bi := i for i ∈ Z. Furthermore, define Q :=
(
− 34 ,
3
4
)
and P :=
(
− 58 ,
5
8
)
, as
well as
Qi := TiQ+ bi =
(
i−
3
4
, i+
3
4
)
.
It is then easy to see
⋃
i∈I (TiP + bi) = R and that ξ ∈ Qi ∩Qj 6= ∅ implies
i−
3
4
< ξ < j +
3
4
,
and hence i− j < 64 < 2. Since i− j ∈ Z, we conclude i− j ≤ 1. By symmetry we get |i− j| ≤ 1 and
thus i∗ ⊂ {i− 1, i, i+ 1}. This shows that Q = (Qi)i∈I is a structured admissible covering of R.
Now consider the weight ui := 10
−i for i ∈ Z and note because of the estimate
ui
uj
= 10j−i ≤ 10|j−i| ≤ 10,
which is valid for all i ∈ I and j ∈ i∗ ⊂ {i− 1, i, i+ 1}, that the weight u is Q-moderate.
Theorem 3.19 guarantees the existence of an Lp-BAPU (ϕi)i∈I for Q. Note that for i ∈ I we have⋃
j∈I\{i}
Qj ⊂
(
−∞, (i− 1) +
3
4
)
∪
(
(i+ 1)−
3
4
,∞
)
=
(
−∞, i−
1
4
)
∪
(
i+
1
4
,∞
)
.
Together with ϕj (ξ) = 0 for ξ ∈ R \Qj and
∑
i∈I ϕi (ξ) = 1 for all ξ ∈ R, this implies ϕi (ξ) = 1 for
ξ ∈
[
i− 14 , i+
1
4
]
for all i ∈ I = Z.
Now choose a nonnegative function ψ ∈ C∞c
((
− 14 ,
1
4
))
\ {0} and define fn :=
∑n
j=1 4
j · Ljψ for
n ∈ N. Because of
supp (Lnψ) ⊂
(
n−
1
4
, n+
1
4
)
⊂
( ⋃
j∈I\{n}
Qj
)c
it is easy to see that
ϕi · Lnψ =
{
0, if i 6= n,
Liψ, if i = n
∀ i, n ∈ Z .
For n ≥ m ≥ m0 we thus get
‖fn − fm‖DF (Q,L1,ℓ1u)
=
∑
i∈Z
10−i
∥∥∥F−1 (ϕi · n∑
j=m+1
4j · Ljψ
)∥∥∥
L1
=
n∑
i=m+1
10−i4i ·
∥∥F−1 (Liψ)∥∥L1 ≤ ∥∥F−1ψ∥∥L1 · ∞∑
i=m0+1
(
4
10
)i
−−−−−→
m0→∞
0,
so that
(
F−1fn
)
n∈N
is a Cauchy sequence inDS′
(
Q, L1, ℓ1u
)
, since F : DS′
(
Q, L1, ℓ1u
)
→ DF
(
Q, L1, ℓ1u
)
is isometric (but not necessarily surjective).
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Let us assume that there is some f ∈ DS′
(
Q, L1, ℓ1u
)
⊂ S ′ (R) with F−1fn
DS′(Q,L1,ℓ1u)
−−−−−−−−−→
n→∞
f . Using
the continuity of
F : DS′ (Q, L
1, ℓ1u)→ DF
(
Q, L1, ℓ1u
)
and the continuous embedding DF
(
Q, L1, ℓ1u
)
→֒ D′ (R) (cf. Theorem 3.21), we conclude
〈f̂ , g〉D′ = limn→∞
〈fn, g〉D′ for all g ∈ C
∞
c (R) .
Furthermore, by definition of the topology on S (R), by [16, Proposition 5.15] and because of f̂ ∈ S ′ (R)
(since f ∈ S ′ (R)), there exists some N ∈ N and some C > 0 such that
|〈f̂ , g〉S′ | ≤ C · sup
α∈N0
α≤N
sup
ξ∈R
(1 + |ξ|)N · |(∂αg) (ξ)| ∀ g ∈ S (R) .
For n ∈ N and gn := Lnψ we have
supp gn ⊂
(
n−
1
4
, n+
1
4
)
⊂ [0, n+ 1]
and thus
sup
α∈N0
α≤N
sup
ξ∈R
(1 + |ξ|)
N
· |(∂αgn) (x)| ≤ (n+ 2)
N
· sup
α∈N0
α≤N
sup
ξ∈R
|(∂αψ) (ξ)| = (n+ 2)
N
· Cψ,N ,
for some constant Cψ,N ∈ [0,∞).
But because of supp (Lnψ) ∩ supp (Liψ) = ∅ for i, n ∈ Z with i 6= n, we have, for m ≥ n, the
identity
〈fm, gn〉S′ =
m∑
j=1
4j · 〈Ljψ,Lnψ〉S′ = 4
n · 〈ψ, ψ〉S′ ,
and thus
4n · ‖ψ‖
2
L2 = limm→∞
|〈fm, gn〉S′ | = |〈f̂ , gn〉S′ |
≤ C · sup
α∈N0
α≤N
sup
ξ∈R
(1 + |ξ|)
N
· |(∂αgn) (ξ)| ≤ CCψ,N · (n+ 2)
N
for all n ∈ N, a contradiction.
Thus, there is no f ∈ DS′
(
Q, L1, ℓ1u
)
with
∥∥f −F−1fn∥∥D(Q,L1,ℓ1u) −−−−→n→∞ 0, so that DS′ (Q, L1, ℓ1u)
is not complete. 
4. Nested sequence spaces
Recall from Section 1.3 that most of our embedding results will consist in showing that an embedding
between certain sequence spaces is sufficient (or necessary) for the existence of an embedding
DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z).
Furthermore, as seen e.g. in Theorems 1.1 and 1.3, these sequence spaces are often of a nested nature,
so that the (quasi)-norm is for example given by∥∥(xi)i∈I∥∥X([ℓqu(Ik)]k∈K) =
∥∥∥∥(∥∥∥(uk,i · xi)i∈Ik∥∥∥ℓq)k∈K
∥∥∥∥
X
.
Thus, the present section is devoted to studying spaces of this type. In particular, we will consider the
existence of embeddings between such sequence spaces.
We begin with a rather general definition:
Definition 4.1. Let K be an index set and let X ≤ CK be a solid sequence space. For each k ∈ K,
let Ik be an index set, and let Xk ≤ CIk be a solid sequence space. Then, setting I :=
⋃
k∈K Ik, we
define the nested sequence space
X
(
[Xk]k∈K
)
:=
{
x = (xi)i∈I ∈ C
I :
(
∀ k ∈ K : (xi)i∈Ik ∈ Xk
)
and
(∥∥(xi)i∈Ik∥∥Xk)k∈K ∈ X
}
.
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If the context makes the intended meaning clear, we will also write X (Xk) := X
(
[Xk]k∈K
)
.
Finally, for x = (xi)i∈I ∈ X
(
[Xk]k∈K
)
, we define
‖x‖X([Xk]k∈K)
:=
∥∥∥∥[∥∥(xi)i∈Ik∥∥Xk]k∈K
∥∥∥∥
X
. ◭
Remark. (1) We emphasize that the sets (Ik)k∈K need not be pairwise disjoint.
(2) We will often have Xk = ℓ
qk
wk
(Ik) for a suitable weight wk = (wk,i)i∈Ik . In this case, we will
write X
(
[ℓqkw (Ik)]k∈K
)
, or even X (ℓqkw (Ik)), instead of the (more correct) X
([
ℓqkwk (Ik)
]
k∈K
)
. 
The first question is of course whether X
(
[Xk]k∈K
)
is always a solid sequence space over the index
set I =
⋃
k∈K Ik, or even whether it is a vector space. Under very weak assumptions, this is indeed
the case:
Lemma 4.2. In the setting of Definition 4.1, let Ck ≥ 1 be a triangle constant for Xk for each k ∈ K.
Assume that the following expression (then a constant) is finite:
C := sup
k∈K
Ck .
Then X
(
[Xk]k∈K
)
is a solid sequence space over I, with triangle constant C · C0, where C0 ≥ 1 is a
triangle constant for X. ◭
Remark. (1) Under the assumptions from above, it is even true that X
(
[Xk]k∈K
)
is complete if X
and each Xk are complete. Since we will not need this fact, we omit the proof.
(2) If Xk = ℓ
qk
u(k)
(Ik) for a certain weight u
(k) = (u
(k)
i )i∈Ik , then [19, Exercise 1.1.5(c)] implies that
a triangle constant for Xk is given by Ck = max
{
1, 2q
−1
k −1
}
. Thus, if infk∈K qk > 0, then the
lemma is applicable and shows that X (
[
ℓqk
u(k)
(Ik)
]
k∈K
) is a solid sequence space over I. 
Proof. For brevity, write Y := X
(
[Xk]k∈K
)
. It is clear that Y is closed under multiplication with
complex scalars and that ‖•‖Y is homogeneous.
Furthermore, ‖•‖Y is definite: Assume that x = (xi)i∈I ∈ Y satisfies ‖x‖Y = 0. For arbitrary
i0 ∈ I, there is some k0 ∈ K with i0 ∈ Ik0 . But ‖x‖Y = 0 implies
∥∥∥(xi)i∈Ik0∥∥∥Xk0 = 0 and thus xi0 = 0.
Since i0 ∈ I was arbitrary, we see x = 0.
To see that Y is solid, let x = (xi)i∈I ∈ C
I and y = (yi)i∈I ∈ Y with |xi| ≤ |yi| for all i ∈ I. Since
eachXk is solid with (yi)i∈Ik ∈ Xk, we get (xi)i∈Ik ∈ Xk and ̺k :=
∥∥(xi)i∈Ik∥∥Xk ≤ ∥∥(yi)i∈Ik∥∥Xk =: θk.
But y ∈ Y means θ = (θk)k∈K ∈ X . By solidity of X , we get ̺ = (̺k)k∈K ∈ X and hence x ∈ Y , with
‖x‖Y = ‖̺‖X ≤ ‖θ‖X = ‖y‖Y , as desired.
Finally, to show that Y is a vector space and that ‖•‖Y is a (quasi)-norm, let x = (xi)i∈I ∈ Y and
y = (yi)i∈I ∈ Y and define x
(k) :=
∥∥(xi)i∈Ik∥∥Xk and y(k) := ∥∥(yi)i∈Ik∥∥Xk for k ∈ K. By definition of
Y , we have
(
x(k)
)
k∈K
,
(
y(k)
)
k∈K
∈ X and thus also
(
C ·
[
x(k) + y(k)
])
k∈K
∈ X . But we also have
z(k) :=
∥∥(xi + yi)i∈Ik∥∥Xk ≤ Ck · [∥∥(xi)i∈Ik∥∥Xk + ∥∥(yi)i∈Ik∥∥Xk] ≤ C · [x(k) + y(k)]
for all k ∈ K. By solidity of X , this yields
(
z(k)
)
k∈K
∈ X and thus x+ y ∈ Y with
‖x+ y‖Y =
∥∥(z(k))k∈K∥∥X ≤ ∥∥∥∥(C · [x(k) + y(k)])k∈K
∥∥∥∥
X
≤ C · C0 ·
(∥∥(x(k))k∈K∥∥X + ∥∥(y(k))k∈K∥∥X)
= CC0 · (‖x‖Y + ‖y‖Y ) .
Thus, Y is a vector space and CC0 is a triangle constant for ‖•‖Y . 
An important property of (solid) sequence spaces is the Fatou property, which is an abstraction of
the conclusion of Fatou’s lemma for the spaces ℓqu to general (solid) sequence spaces:
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Definition 4.3. (cf. [44, Definition and Theorem 3 in §65])
Let I be an index set, and let X ≤ CI be a solid sequence space. We say that X has the Fatou
property, if for each bounded sequence
(
x(n)
)
n∈N
∈ XN with x(n) = (x
(n)
i )i∈I and
xi := lim inf
n→∞
∣∣∣x(n)i ∣∣∣ for i ∈ I,
we have x = (xi)i∈I ∈ X with ‖x‖X ≤ lim infn→∞
∥∥x(n)∥∥
X
. ◭
Remark. By Lemma 3.8, we have X →֒ ℓ∞u (I) for a suitable weight u = (ui)i∈I . Thus, each bounded
sequence in X is also bounded component-wise, so that xi = lim infn→∞
∣∣∣x(n)i ∣∣∣ <∞ for all i ∈ I. 
For later use, we need to know that the Fatou property is inherited by nested sequence spaces and
also by weighted sequence spaces:
Definition 4.4. Let I be an index set, let X ≤ CI be a sequence space, and let u = (ui)i∈I ∈ (0,∞)
I
be a weight on I. The weighted sequence space Xu is given by
Xu :=
{
(xi)i∈I ∈ C
I : (ui · xi)i∈I ∈ X
}
with
∥∥(xi)i∈I∥∥Xu := ∥∥(ui · xi)i∈I∥∥X . ◭
Remark. It is easy to see that Xu is a solid sequence space if X is, even with the same triangle constant.
Furthermore, X is complete iff Xu is. 
Now, we can state and prove the “inheritance properties” of the Fatou property:
Lemma 4.5. (1) In the setting of Lemma 4.2, if X and each Xk satisfy the Fatou property, then so
does X
(
[Xk]k∈K
)
.
(2) If X ≤ CI is a solid sequence space with the Fatou property and u = (ui)i∈I is a weight, then Xu
has the Fatou property. ◭
Proof. Ad (2): Let
(
x(n)
)
n∈N
∈ XNu be a bounded sequence with x
(n) = (x
(n)
i )i∈I . For
y(n) := (y
(n)
i )i∈I := (ui · x
(n)
i )i∈I ,
this means that
(
y(n)
)
n∈N
∈ XN is a bounded sequence. Thus, for
yi := lim inf
n→∞
∣∣∣y(n)i ∣∣∣ = ui · lim infn→∞ ∣∣∣x(n)i ∣∣∣ ,
we have y = (yi)i∈I ∈ X with
‖y‖X ≤ lim infn→∞
‖y(n)‖X = lim infn→∞
‖x(n)‖Xu .
For xi := lim infn→∞ |x
(n)
i |, this yields x = (xi)i∈I ∈ Xu and ‖x‖Xu = ‖y‖X ≤ lim infn→∞
∥∥x(n)∥∥
Xu
,
as desired.
Ad (1): For brevity, write Y := X
(
[Xk]k∈K
)
. Let
(
x(n)
)
n∈N
∈ XN be a bounded sequence, with
x(n) = (x
(n)
i )i∈I . By solidity of X and because of Lemma 3.8, we have X →֒ ℓ
∞
u (I) for a certain weight
u on I. In particular, we get
z
(n)
k :=
∥∥(x(n)i )i∈Ik∥∥Xk . k
∥∥∥∥[∥∥(x(n)i )i∈Iℓ∥∥Xℓ]ℓ∈K
∥∥∥∥
X
= ‖x(n)‖Y ≤ C ∀ k ∈ K.
Therefore, for each k ∈ K, the sequence
(
y(k,n)
)
n∈N
, given by y(k,n) := (x
(n)
i )i∈Ik is bounded in Xk.
Furthermore, we have ∥∥(z(n)k )k∈K∥∥X = ‖x(n)‖Y ≤ C
for all n ∈ N, so that the sequence
(
z(n)
)
n∈N
∈ XN, given by z(n) = (z
(n)
k )k∈K , is bounded.
Now, for i ∈ I, define xi := lim infn→∞
∣∣∣x(n)i ∣∣∣ and for k ∈ K, let zk := lim infn→∞ z(n)k . Using the
Fatou property of Xk, we get (xi)i∈Ik ∈ Xk, with
0 ≤
∥∥(xi)i∈Ik∥∥Xk ≤ lim infn→∞ ∥∥(x(n)i )i∈Ik∥∥Xk = lim infn→∞ z(n)k = zk ∀ k ∈ K .
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But the Fatou property for X yields z = (zk)k∈K ∈ X with
‖z‖X ≤ lim infn→∞
∥∥∥z(n)∥∥∥
X
= lim inf
n→∞
‖x(n)‖Y .
By solidity of X , this finally yields
(∥∥(xi)i∈Ik∥∥Xk)k∈K ∈ X and thus x = (xi)i∈I ∈ Y with
‖x‖Y =
∥∥∥∥[∥∥(xi)i∈Ik∥∥Xk]k∈K
∥∥∥∥
X
≤
∥∥(zk)k∈K∥∥X ≤ lim infn→∞ ‖x(n)‖Y . 
As noted above, we are interested in embeddings between sequence spaces. Our next lemma shows
that if the “target space” of the embedding satisfies the Fatou property, it suffices to verify boundedness
of an embedding between solid sequence spaces on the space of finitely supported sequences. Although
rather technical, this fact will be very helpful for us in the remainder of the paper.
Lemma 4.6. Let I be a countable(!) set and let X,Y ≤ CI be solid sequence spaces. If Y satisfies
the Fatou property, then ι : X →֒ Y is well-defined and bounded if and only if
ι0 : X ∩ ℓ0 (I) →֒ Y
is well-defined and bounded. In this case, |||ι||| = |||ι0|||.
Here, ℓ0 (I) = 〈δi : i ∈ I〉 is the space of finitely supported sequences on I. ◭
Proof. The implication “⇒” and the estimate |||ι0||| ≤ |||ι||| are trivial. Hence, we only prove “⇐”. By
assumption, I =
⋃
n∈N I
(n) for certain finite subsets I(n) ⊂ I with I(n) ⊂ I(n+1) for all n ∈ N. Let
x = (xi)i∈I ∈ X be arbitrary and define x
(n) := x · 1I(n) . Note (thanks to the solidity of X) that
x(n) ∈ X ∩ ℓ0 (I) ⊂ Y and that
|xi| = lim inf
n→∞
|x
(n)
i | ∀ i ∈ I.
Furthermore, boundedness of ι0 and solidity of X imply
∥∥x(n)∥∥
Y
≤ |||ι0||| ·
∥∥x(n)∥∥
X
≤ |||ι0||| · ‖x‖X for
all n ∈ N. In particular,
(
x(n)
)
n∈N
is a bounded sequence in Y .
Using the Fatou property and the solidity of Y , we conclude x ∈ Y , with
‖x‖Y =
∥∥(|xi|)i∈I∥∥Y ≤ lim infn→∞ ‖x(n)‖Y ≤ |||ι0||| · ‖x‖X <∞.
Thus, ι is well-defined and bounded with |||ι||| ≤ |||ι0|||. 
Now, we analyze the existence of embeddings between a pair of nested sequence spaces. For this,
we will first assume that the “inner index sets” (Ik)k∈K are disjoint. Furthermore, we assume that the
same index sets are used on both sides of the embedding. In this case, the existence of the embedding
X
(
[Xk]k∈K
)
→֒ Y
(
[Yk]k∈K
)
is equivalent to the existence of the embedding X →֒ Yθ for a suitable
weight θ:
Lemma 4.7. Let K be an index set, and let X,Y ≤ CK be two solid sequence spaces. For each k ∈ K,
let I(k) be an index set, and let Xk, Yk ≤ CI
(k)
be solid sequence spaces. Finally, assume that the(
I(k)
)
k∈K
are pairwise disjoint and that the triangle constants for the spaces Xk and Yk are uniformly
bounded.
Set I :=
⊎
k∈K I
(k) and define the sequence (θk)k∈K ∈ [0,∞]
K by2
θk :=

|||ιk||| if δk ∈ X and ιk : Xk →֒ Yk is well-defined and bounded,
1, if δk /∈ X,
∞, otherwise.
Then, the following are equivalent:
(1) The embedding ι : X
(
[Xk]k∈K
)
→֒ Y
(
[Yk]k∈K
)
is well-defined and bounded.
2In case of δk /∈ X, one can choose θk ∈ (0,∞) arbitrarily; the statement of the theorem still holds. We only make
the choice θk = 1 for definiteness.
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(2) We have θk <∞ for all k ∈ K and the map
3 γ : X → Y, (xk)k∈K 7→ (θk · xk)k∈K is well-defined
and bounded.
In this case, we even have |||ι||| = |||γ|||.
The implication (2)⇒(1) (with |||ι|||≤|||γ|||) even holds if the
(
I(k)
)
k∈K
are not pairwise disjoint. ◭
Proof. “(1) ⇒ (2)”: Let k0 ∈ K. In case of δk0 /∈ X , θk0 = 1 < ∞ is trivial. Thus, assume δk0 ∈ X .
Let y = (yi)i∈I(k0) ∈ Xk0 be arbitrary and define
xi :=
{
0, if i /∈ I(k0),
yi, if i ∈ I
(k0).
Since the sets
(
I(k)
)
k∈K
are pairwise disjoint, we get
∥∥(xi)i∈I(k)∥∥Xk =
{
0 = ‖y‖Xk0
· (δk0)k , if k 6= k0,
‖y‖Xk0
= ‖y‖Xk0
· (δk0)k , if k = k0.
Because of δk0 ∈ X , this implies x = (xi)i∈I ∈ X
(
[Xk]k∈K
)
with
‖x‖X([Xk]k∈K)
=
∥∥∥∥(‖y‖Xk0 · (δk0)k)k∈K
∥∥∥∥
X
= ‖y‖Xk0
· ‖δk0‖X <∞.
Since ι is well-defined and bounded, we get x ∈ Y
(
[Yk]k∈K
)
. Furthermore, Lemma 3.8 shows that
each of the coordinate maps Y → C, (zk)k∈K 7→ zk0 is bounded. Hence,
‖y‖Yk0
=
∥∥(xi)i∈I(k0)∥∥Yk0 . k0
∥∥∥∥(∥∥(xi)i∈I(k)∥∥Yk)k∈K
∥∥∥∥
Y
= ‖x‖Y ([Yk]k∈K)
≤ |||ι||| · ‖x‖X([Xk]k∈K)
≤ |||ι||| ‖δk0‖X · ‖y‖Xk0
.
Therefore, ιk0 : Xk0 →֒ Yk0 is well-defined and bounded with θk0 = |||ιk0 ||| . k0 |||ι||| · ‖δk0‖X <∞.
Thus, it remains to show that γ is well-defined and bounded, with |||γ||| ≤ |||ι|||. To this end, let
ε ∈ (0, 1) be arbitrary and let x = (xk)k∈K ∈ X . For each k ∈ K with xk 6= 0, we have δk ∈ X by
solidity. By what we just showed, this implies that ιk is well-defined and bounded. Thus (by definition
of the operator norm), there is some sequence y(k) = (y
(k)
i )i∈I(k) with
∥∥y(k)∥∥
Xk
= 1 and such that∥∥y(k)∥∥
Yk
≥ (1− ε) |||ιk||| = (1− ε) θk. For k ∈ K with xk = 0, we set y
(k) := 0 ∈ Xk ∩ Yk ≤ CI
(k)
.
Note that we always have
|xk| · ‖y
(k)‖Yk ≥
{
|xk| · (1− ε) θk , if xk 6= 0,
0 = |xk| · (1− ε) θk , if xk = 0.
(4.1)
Now, define a sequence z = (zi)i∈I by
zi := xk · y
(k)
i for the unique k = ki ∈ K with i ∈ I
(k).
Note that k is uniquely determined since I =
⊎
k∈K I
(k), by assumption. Again by disjointness of the(
I(k)
)
k∈K
, we have for k ∈ K that
∥∥(zi)i∈I(k)∥∥Xk = ∥∥(xk · y(k)i )i∈I(k)∥∥Xk = |xk| · ‖y(k)‖Xk =
{
0 = |xk| , if xk = 0,
|xk| , if xk 6= 0.
By solidity of X and since x = (xk)k∈K ∈ X , we conclude z ∈ X
(
[Xk]k∈K
)
.
Since ι is well-defined and bounded, we get z ∈ Y
(
[Yk]k∈K
)
, with
‖z‖Y ([Yk]k∈K)
≤ |||ι||| · ‖z‖X([Xk]k∈K)
= |||ι||| ·
∥∥(|xk|)k∈K∥∥X = |||ι||| · ‖x‖X .
3The boundedness of γ is essentially the same as the boundedness of the embedding X →֒ Yθ. The only drawback of
this formulation is that Yθ is in general not a well-defined sequence space, if θk = 0 for some k ∈ K. This happens if
and only if δk ∈ X and I
(k) = ∅. In particular, if I(k) 6= ∅ for all k ∈ K, the two formulations are equivalent.
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But the disjointness of
(
I(k)
)
k∈K
finally implies∥∥(zi)i∈I(k)∥∥Yk = ∥∥(xk · y(k)i )i∈I(k)∥∥Yk = |xk| · ‖y(k)‖Yk Eq. (4.1)≥ (1− ε) · θk · |xk| ,
and thus—by solidity of Y—that (1− ε) · (θkxk)k∈K ∈ Y , with
(1− ε) · ‖γ (x)‖Y = (1− ε) ·
∥∥(θk |xk|)k∈K∥∥Y
≤
∥∥∥∥[∥∥(zi)i∈I(k)∥∥Yk]k∈K
∥∥∥∥
Y
= ‖z‖Y ([Yk]k∈K)
≤ |||ι||| · ‖x‖X <∞.
Since ε ∈ (0, 1) was arbitrary, we get γ (x) ∈ Y and ‖γ (x)‖Y ≤ |||ι||| · ‖x‖X . But x ∈ X was arbitrary,
so that we are done.
“(2)⇒(1)”: Here, we do not assume
(
I(k)
)
k∈K
to be pairwise disjoint. Let x = (xi)i∈I ∈X
(
[Xk]k∈K
)
be arbitrary. By definition, x(k) := (xi)i∈I(k) ∈ Xk for each k ∈ K and the sequence y = (yk)k∈K
defined by yk :=
∥∥x(k)∥∥
Xk
satisfies y ∈ X and ‖y‖X = ‖x‖X([Xk]k∈K)
. Hence—since γ is well-defined
and bounded—the sequence z := γ (y) = (θk · yk)k∈K satisfies z ∈ Y and
‖z‖Y ≤ |||γ||| · ‖y‖X = |||γ||| · ‖x‖X([Xk]k∈K)
.
Now, by assumption, we have θk <∞ for all k ∈ K. Thus, for k ∈ K, there are two cases:
Case 1. δk ∈ X . In this case, θk < ∞ implies that ιk : Xk0 →֒ Yk0 is well-defined and bounded, so
that we get x(k) ∈ Yk with
‖x(k)‖Yk ≤ |||ιk||| · ‖x
(k)‖Xk = θk · yk = zk.
Case 2. δk /∈ X . In this case, solidity of X—together with y ∈ X—yields
∥∥x(k)∥∥
Xk
= yk = 0, and
hence x(k) = 0, so that trivially x(k) ∈ Yk and
‖x(k)‖Yk = 0 ≤ zk .
Using z ∈ Y , the estimate from the case distinction, and the solidity of Y , we get
(∥∥x(k)∥∥
Yk
)
k∈K
∈ Y
and
‖x‖Y ([Yk]k∈K)
=
∥∥∥(‖x(k)‖Yk)k∈K∥∥∥Y ≤ ‖z‖Y ≤ |||γ||| · ‖x‖X([Xk]k∈K) .
Hence, ι is well-defined and bounded with |||ι||| ≤ |||γ|||. 
The most common type of solid sequence spaces that we will consider are the weighted ℓq spaces
ℓqw. Thus, the next result is a useful companion to the preceding lemma.
Lemma 4.8. (cf. [40, Lemma 5.1]) Let I be a set, let p, q ∈ (0,∞] and let w = (wi)i∈I and v = (vi)i∈I
be two weights on I. Then, ι : ℓqw (I) →֒ ℓ
p
v (I) is well-defined and bounded if and only if the following
expression (then a constant) is finite:
C :=
∥∥(vi/wi)i∈I∥∥ℓp·(q/p)′ .
In this case, |||ι||| = C. Here, we use the convention
p · (q/p)
′
=∞ if q ≤ p.
In the remaining case, where p < q ≤ ∞, the expression p · (q/p)
′
is evaluated using the usual rules for
computing the conjugate exponent. ◭
Remark. We have
1
p · (q/p)
′ =
(
1
p
−
1
q
)
+
. (4.2)
In case of p = ∞, this is clear since the left-hand side is 0, while for the right-hand side, we have
p−1 − q−1 = −q−1 ≤ 0 and hence
(
p−1 − q−1
)
+
= 0. Likewise, for q ≤ p < ∞, we have p−1 ≤ q−1,
and thus
(
p−1 − q−1
)
+
= 0; furthermore, the left-hand side of equation (4.2) vanishes as well.
Finally, if p < q ≤ ∞, then
1
p · (q/p)
′ =
1
p
·
(
1−
1
q/p
)
=
1
p
·
(
1−
p
q
)
=
1
p
−
1
q
=
(
1
p
−
1
q
)
+
.
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In particular, equation (4.2) yields
p · (q/p)
′
<∞ ⇐⇒
1
p · (q/p)
′ > 0 ⇐⇒
1
p
−
1
q
> 0 ⇐⇒ q > p. (4.3)

Proof of Lemma 4.8. “⇐”: Let x = (xi)i∈I ∈ ℓ
q
w (I) be arbitrary. Let us first assume p <∞ and p ≤ q.
In this case, we have r := q/p ∈ [1,∞], so that we can apply Hölder’s inequality in the calculation
‖x‖
p
ℓpv
=
∑
i∈I
(vi · |xi|)
p
=
∑
i∈I
(
vi
wi
)p
· (wi · |xi|)
p
≤
∥∥((vi/wi)p)i∈I∥∥ℓr′ · ∥∥((wi · |xi|)p)i∈I∥∥ℓr
(∗)
=
∥∥(vi/wi)i∈I∥∥pℓp·(q/p)′ · ∥∥(wi · xi)i∈I∥∥pℓq = Cp · ‖x‖pℓqw <∞.
Here, the step marked with (∗) is a direct consequence of the definition of the ℓs-norm. A moment’s
thought shows that this step is also valid in case of (q/p)
′
=∞ or q/p =∞.
Finally, taking pth roots of the above estimate completes the proof for p <∞ and p ≤ q.
Next, assume p = ∞. In this case, we have p · (q/p)
′
= ∞ and hence vi/wi ≤ C for all i ∈ I. But
this implies
|vi · xi| =
vi
wi
· |wi · xi| ≤
vi
wi
· ‖x‖ℓqw ≤ C · ‖x‖ℓqw <∞
for each i ∈ I, which easily yields the claim.
Finally, assume q < p < ∞. Again, p · (q/p)
′
= ∞, so that vi ≤ C · wi for all i ∈ I. Note that we
have a (quasi)-norm decreasing embedding ℓq →֒ ℓp. All in all, we get as desired that
‖x‖ℓpv ≤ C · ‖x‖ℓpw ≤ C · ‖x‖ℓqw <∞.
“⇒”: First, let i ∈ I be arbitrary. We have
vi = ‖δi‖ℓpv ≤ |||ι||| · ‖δi‖ℓqw = |||ι||| · wi ,
and hence vi/wi ≤ |||ι|||. This proves the claim in all cases where p · (q/p)
′
=∞.
Thus, we can assume in the following that p < q ≤ ∞. In this case, we have r := q/p ∈ (1,∞]. Let
θi := (vi/wi)
p
for i ∈ I and note p · (q/p)
′
= p · r′, so that we get
C =
∥∥(vi/wi)i∈I∥∥ℓp·(q/p)′ = ‖θ‖1/pℓr′ .
It is thus sufficient to show ‖θ‖ℓr′ ≤ |||ι|||
p
. But since r, r′ ∈ [1,∞], it is well-known that
‖θ‖ℓr′ = sup
{∑
i∈I
|xiθi| : x = (xi)i∈I ∈ ℓ0 (I) and ‖x‖ℓr ≤ 1
}
,
where ℓ0 (I) denotes the space of finitely supported sequences over I.
Thus, let x = (xi)i∈I ∈ ℓ0 (I) with ‖x‖ℓr ≤ 1 be arbitrary. Define yi := w
−1
i · |xi|
1/p for i ∈ I and
note
‖y‖ℓqw =
∥∥∥∥(|xi|1/p)i∈I
∥∥∥∥
ℓq
= ‖x‖
1/p
ℓq/p
= ‖x‖
1/p
ℓr ≤ 1.
Since the embedding ι is well-defined and bounded and because of p <∞, this implies[∑
i∈I
|xiθi|
]1/p
=
[∑
i∈I
(vi/wi)
p
· |xi|
]1/p
=
∥∥∥∥ viwi · |xi|1/p
∥∥∥∥
ℓp
= ‖y‖ℓpv ≤ |||ι|||.
All in all, we have shown
∑
i∈I |xiθi| ≤ |||ι|||
p for every finitely supported sequence x = (xi)i∈I ∈ ℓ0 (I)
with ‖x‖ℓr ≤ 1. As seen above, this yields ‖θ‖ℓr′ ≤ |||ι|||
p
, which then implies the claim. 
The preceding results yield a satisfactory characterization of the existence of an embedding between
two nested sequence spaces if the underlying sets
(
I(k)
)
k∈K
are disjoint (and the same on both sides
of the embedding). It is thus of interest to have a criterion which allows to reduce matters to this case.
Such a criterion is given in the next lemma. Although the given result might appear rather technical,
we will see later that it is useful and readily applicable in a number of situations, cf. Lemma 4.11 and
Corollaries 5.8 and 5.12.
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Lemma 4.9. Let K be an index set, and for each k ∈ K, let I(k) be a set, and let uk = (uk,i)i∈I(k) be
a weight on I(k). Let q ∈ (0,∞].
Set I :=
⋃
k∈K I
(k) and define a relation ∼ on K by
k ∼ ℓ :⇐⇒ I(k) ∩ I(ℓ) 6= ∅.
Let X ≤ CK be a solid sequence space for which the generalized clustering map
Θ : X → X, x = (xk)k∈K 7→
[ ∑
ℓ∈K with ℓ∼k
xℓ
]
k∈K
(4.4)
is well-defined and bounded. Furthermore, assume that we have a uniform bound
N := sup
k∈K
|[k]| <∞ where [k] := {ℓ ∈ K : ℓ ∼ k} , (4.5)
and that there is some constant Cu > 0 with uk,i ≤ Cu ·uℓ,i for all k, ℓ ∈ K and i ∈ I
(k)∩I(ℓ). Finally,
assume that for each k ∈ K, we are given a subset I(k,⋆) ⊂ I(k) with I =
⋃
k∈K I
(k,⋆).
Then
‖x‖
X
(
[ℓqu(I(k))]
k∈K
) ≥ ‖x‖
X
(
[ℓqu(I(k,⋆))]
k∈K
) ≥ C−1 · ‖x‖
X
(
[ℓqu(I(k))]
k∈K
)
for all sequences x ∈ CI and some (fixed) constant C = C (|||Θ|||, Cu, N, q).
In particular, for every x ∈ CI , we have x ∈ X
([
ℓqu
(
I(k)
)]
k∈K
)
⇐⇒ x ∈ X
([
ℓqu
(
I(k,⋆)
)]
k∈K
)
. ◭
Proof. SinceX is solid, the estimate ‖x‖
X
(
[ℓqu(I(k))]
k∈K
) ≥ ‖x‖
X
(
[ℓqu(I(k,⋆))]
k∈K
) is a direct consequence
of the estimate ‖y‖ℓqu(I(k,⋆)) ≤ ‖y‖ℓqu(I(k)) for all y ∈ C
I(k) , which in turn follows from I(k,∗) ⊂ I(k).
It is thus sufficient to show
‖x‖
X
(
[ℓqu(I(k))]
k∈K
) ≤ C · ‖x‖
X
(
[ℓqu(I(k,⋆))]
k∈K
) assuming x ∈ X ([ℓqu (I(k,⋆))]k∈K) .
To this end, let k ∈ K be arbitrary. For each i ∈ I(k) ⊂ I, there is—because of I =
⋃
ℓ∈K I
(ℓ,⋆)—some
ℓi ∈ K with i ∈ I
(ℓi,⋆). Note that i ∈ I(k) ∩ I(ℓi,⋆) ⊂ I(k) ∩ I(ℓi), so that ℓi ∈ [k]. Furthermore,
uk,i ≤ Cu · uℓ,i as long as i ∈ I
(k) ∩ I(ℓ,⋆) ⊂ I(k) ∩ I(ℓ). All in all, we get—in case of q <∞—that
‖x‖q
ℓqu(I(k))
=
∑
i∈I(k)
(uk,i · |xi|)
q ≤
∑
i∈I(k)
(
uk,i·
∑
ℓ∈[k]
[1I(ℓ,⋆) (i) · |xi|]
)q
≤ Cqu ·
∑
i∈I(k)
( ∑
ℓ∈[k]
[1I(ℓ,⋆) (i) · uℓ,i · |xi|]
)q
.
Now, note the general estimate(∑
j∈J
αj
)q
≤ (|J | ·max {αj : j ∈ J})
q
≤ |J |
q
·
∑
j∈J
αqj (4.6)
for finite sets J and arbitrary sequences (αj)j∈J of nonnegative numbers. Applied to the above
estimate, we conclude
‖x‖
q
ℓqu(I(k))
≤ Cqu · |[k]|
q
·
∑
i∈I(k)
∑
ℓ∈[k]
(1I(ℓ,⋆) (i) · uℓ,i · |xi|)
q
(since |[k]|≤N) ≤ (CuN)
q ·
∑
ℓ∈[k]
∑
i∈I(k)
(1I(ℓ,⋆) (i) · uℓ,i · |xi|)
q
≤ (CuN)
q
·
∑
ℓ∈[k]
∑
i∈I(ℓ,⋆)
(uℓ,i · |xi|)
q
= (CuN)
q
·
∑
ℓ∈[k]
‖x‖
q
ℓqu(I(ℓ,⋆))
(since |[k]|≤N) ≤ CquN
1+q ·
( ∑
ℓ∈[k]
‖x‖ℓqu(I(ℓ,⋆))
)q
= CquN
1+q · [(Θ y)k]
q
,
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where we defined
yℓ := ‖x‖ℓqu(I(ℓ,⋆)) for ℓ ∈ K.
In case of q =∞, we argue similarly: For arbitrary i ∈ I(k), we saw above that i ∈ I(ℓi,⋆) for some
ℓi ∈ [k]. Furthermore, uk,i ≤ Cu · uℓi,i by our assumptions. Hence,
uk,i · |xi| ≤ Cu · 1I(ℓi,⋆) (i) · uℓi,i · |xi| ≤ Cu ·
∑
ℓ∈[k]
1I(ℓ,⋆) (i) · uℓ,i · |xi|
(since q=∞) ≤ Cu ·
∑
ℓ∈[k]
‖x‖ℓqu(I(ℓ,⋆)) = Cu · (Θ y)k ,
with y = (yℓ)ℓ∈K as above. Since i ∈ I
(k) was arbitrary, and since q =∞, we conclude
‖x‖ℓqu(I(k)) ≤ Cu · (Θ y)k ≤ CuN
1+ 1q · (Θ y)k .
In summary, we have shown 0 ≤ ‖x‖ℓqu(I(k)) ≤ CuN
1+ 1q ·(Θy)k for all k ∈ K and arbitrary q ∈ (0,∞].
But because of x ∈ X
([
ℓqu
(
I(k,⋆)
)]
k∈K
)
, we have y ∈ X with ‖y‖X = ‖x‖X
(
[ℓqu(I(k,⋆))]
k∈K
). By solid-
ity of X and since we assume Θ to be well-defined and bounded, we conclude x ∈ X
([
ℓqu
(
I(k)
)]
k∈K
)
with
‖x‖
X
(
[ℓqu(I(k))]
k∈K
) =
∥∥∥∥(‖x‖ℓqu(I(k)))k∈K
∥∥∥∥
X
≤ CuN
1+ 1q · ‖Θ y‖X
≤ CuN
1+ 1q |||Θ||| · ‖y‖X
= CuN
1+ 1q |||Θ||| · ‖x‖
X
(
[ℓqu(I(k,⋆))]
k∈K
) <∞. 
The main point of the preceding lemma is that it allows to switch from the spaceX
([
ℓqu
(
I(k)
)]
k∈K
)
to the slightly modified space X
([
ℓqu
(
I(k,⋆)
)]
k∈K
)
. In view of Lemma 4.7, it is preferable if the family(
I(k,⋆)
)
k∈K
can be chosen to be disjoint. Thus, the following lemma is helpful, since it shows that one
can always choose such a disjoint family
(
I(k,⋆)
)
k∈K
which still satisfies I =
⋃
k∈K I
(k,⋆).
Lemma 4.10. Under the assumptions of Lemma 4.9, the following are true:
(1) For each pairwise disjoint family of sets
(
I(k,0)
)
k∈K
with I(k,0) ⊂ I(k), there is a pairwise disjoint
family
(
I(k,⋆)
)
k∈K
satisfying I(k,0) ⊂ I(k,⋆) ⊂ I(k) for all k ∈ K and I =
⊎
k∈K I
(k,⋆).
(2) With N as in equation (4.5), there is a family
(
I(k,n)
)
k∈K,n∈N
with the following properties:
(a) I(k) =
⋃N
n=1 I
(k,n) for all k ∈ K,
(b) For each n ∈ N , we have I =
⊎
k∈K I
(k,n). ◭
Proof. Ad (1): Set
A :=
{
(Ik)k∈K : (Ik)k∈K is pairwise disjoint and I
(k,0) ⊂ Ik ⊂ I
(k) for all k ∈ K
}
.
Note that
(
I(k,0)
)
k∈K
∈ A , so that A 6= ∅. Now, define a partial order on A by setting
(Ik)k∈K ≤ (Jk)k∈K :⇐⇒ ∀ k ∈ K : Ik ⊂ Jk.
It is not hard to see that A is inductively ordered by “≤”; indeed, if
(
(I
(α)
k )k∈K
)
α∈A
is a (nonempty)
chain in A , then Ik :=
⋃
α∈A I
(α)
k satisfies I
(k,0) ⊂ I
(α)
k ⊂ Ik ⊂ I
(k) for all k ∈ K and arbitrary α ∈ A.
Furthermore, (Ik)k∈K is pairwise disjoint (and hence (Ik)k∈K ∈ A ), since otherwise there are k, ℓ ∈ K
with k 6= ℓ and some x ∈ Ik ∩ Iℓ. By definition, there are thus α1, α2 ∈ A with x ∈ I
(α1)
k ∩ I
(α2)
ℓ . But
since we are considering a chain, we have I
(α1)
k ⊂ I
(α2)
k and hence x ∈ I
(α2)
k ∩I
(α2)
ℓ = ∅ or I
(α2)
ℓ ⊂ I
(α1)
ℓ
and hence x ∈ I
(α1)
k ∩ I
(α1)
ℓ = ∅. Both of these cases are absurd. Hence, (Ik)k∈K ∈ A is an upper
bound for the given chain.
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By Zorn’s lemma, A has a maximal element
(
I(k,⋆)
)
k∈K
. It remains to show I =
⋃
k∈K I
(k,⋆). If
this is false, there is some i ∈ I =
⋃
k∈K I
(k) satisfying i /∈
⋃
k∈K I
(k,⋆). Choose k0 ∈ K with i ∈ I
(k0)
and define
J (k,⋆) :=
{
I(k,⋆), if k 6= k0,
I(k,⋆) ∪ {i} , if k = k0.
It is then not hard to see
(
J (k)
)
k∈K
∈ A and
(
I(k,⋆)
)
k∈K
≤
(
J (k,⋆)
)
k∈K
6≤
(
I(k,⋆)
)
k∈K
, contradicting
maximality of
(
I(k,⋆)
)
k∈K
.
Ad (2): Let K0 :=
{
k ∈ K : I(k) 6= ∅
}
. The assumption of Lemma 4.9 implies that we have
|[k]| ≤ N and [k] =
{
ℓ ∈ K0 : I
(k) ∩ I(ℓ) 6= ∅
}
∀ k ∈ K0.
Furthermore, the relation k ∼ ℓ :⇐⇒ I(k) ∩ I(ℓ) 6= ∅ is easily seen to be reflexive and symmetric on
K0. Thus, by Lemma 2.15, there is a finite partition K0 =
⊎N
n=1K
(n)
0 such that k 6∼ ℓ for arbitrary
n ∈ N and k, ℓ ∈ K
(n)
0 with k 6= ℓ.
Now, define
I
(k,n)
0 :=
{
I(k), if k ∈ K
(n)
0 ,
∅, if k /∈ K(n)0
for k ∈ K and n ∈ N .
We have I
(k,n)
0 ⊂ I
(k) for all k ∈ K. Furthermore, for k, ℓ ∈ K with k 6= ℓ, we have I
(k,n)
0 ∩ I
(ℓ,n)
0 = ∅,
unless possibly if k, ℓ ∈ K
(n)
0 . But in the latter case, we have k 6∼ ℓ by choice of K
(n)
0 and thus
I
(k,n)
0 ∩ I
(ℓ,n)
0 = I
(k) ∩ I(ℓ) = ∅. Thus, for each n ∈ N , the family (I(k,n)0 )k∈K is pairwise disjoint.
By the first part, there is thus for each n ∈ N a pairwise disjoint family
(
I(k,n)
)
k∈K
satisfying
I
(k,n)
0 ⊂ I
(k,n) ⊂ I(k) and I =
⊎
k∈K I
(k,n). It remains to check I(k) ⊂
⋃N
n=1 I
(k,n) for each k ∈ K. For
k ∈ K \ K0, this is clear since I
(k) = ∅. But for k ∈ K0, we have k ∈ K
(nk)
0 for some nk ∈ N and
hence
⋃N
n=1 I
(k,n) ⊃ I(k,nk) ⊃ I
(k,nk)
0 = I
(k), as desired. 
Our next result indicates an important case in which the assumptions of Lemma 4.9 are satisfied:
Lemma 4.11. Let Q = (Qi)i∈I be a family of subsets of R
d and assume that R = (Rk)k∈K is an
admissible covering of a set X ⊂ Rd.
Furthermore, assume that Q is almost subordinate to R and pick some n ∈ N0. For each k ∈ K,
choose a set
I(k) ⊂ {i ∈ I : Qi ∩R
n∗
k 6= ∅} .
If we define a relation ∼ on K by setting k ∼ ℓ :⇐⇒ I(k) ∩ I(ℓ) 6= ∅, then [k] := {ℓ ∈ K : ℓ ∼ k}
satisfies
[k] ⊂ k(2n+4k(Q,R)+5)∗ and |[k]| ≤ N
2n+4k(Q,R)+5
R ∀ k ∈ K. ◭
Proof. Fix k ∈ K and let ℓ ∈ [k]. Hence, there is some i ∈ I(k)∩I(ℓ), i.e. with Qi∩R
n∗
k 6= ∅ 6= Qi∩R
n∗
ℓ .
This yields k0 ∈ k
n∗ and ℓ0 ∈ ℓ
n∗ with Qi ∩ Rk0 6= ∅ 6= Qi ∩ Rℓ0 . But in view of Lemma 2.11, this
yields
∅ 6= Qi ⊂ R
(2k(Q,R)+2)∗
k0
∩R
(2k(Q,R)+2)∗
ℓ0
.
In particular, ℓ0 ∈ k
(4k(Q,R)+5)∗
0 ⊂ k
(n+4k(Q,R)+5)∗ and thus finally ℓ ∈ ℓn∗0 ⊂ k
(2n+4k(Q,R)+5)∗.
All in all, we have shown [k] ⊂ k(2n+4k(Q,R)+5)∗. The estimate of |[k]| is now a direct consequence
of Lemma 2.9. 
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The following is an important application of Lemmas 4.7–4.10. It makes crucial use of the identity
ℓrv (I) = ℓ
r
([
ℓrv
(
I(k)
)]
k∈K
)
, which is valid for every partition I =
⊎
k∈K I
(k).
Corollary 4.12. Under the assumptions of Lemma 4.9, choose a family (I(k,♮))k∈K with I
(k,♮) ⊂ I(k)
for all k ∈ K and with I =
⋃
k∈K I
(k,♮). Then the following are true:
(1) For a given weight v = (vi)i∈I and r ∈ (0,∞], the embedding
ι : X
(
[ℓqu (I
(k))]k∈K
)
→֒ ℓrv (I)
satisfies
C−1 · |||γ||| ≤ |||ι||| ≤ |||γ♮||| ≤ |||γ|||,
for some constant C = C (|||Θ|||, N, Cu, q, r) > 0, where γ, γ
♮ are given by
γ :X → ℓr (K) ,(xk)k∈K 7→ (θk · xk)k∈k with θk :=
{∥∥(vi/uk,i)i∈I(k)∥∥ℓr·(q/r)′ , if δk ∈ X,
1, else,
γ♮ :X → ℓr (K) ,(xk)k∈K 7→ (θ
♮
k · xk)k∈k with θ
♮
k :=
{∥∥(vi/uk,i)i∈I(k,♮)∥∥ℓr·(q/r)′ , if δk ∈ X,
1, else.
In particular, ι is well-defined and bounded if and only if θk < ∞ for all k ∈ K and if γ is
well-defined and bounded.
(2) Let CX ≥ 1 be a triangle constant for X. For a given weight v = (vi)i∈I and r ∈ (0,∞], the
embedding
ι : ℓrv (I) →֒ X
(
[ℓqu (I
(k))]k∈K
)
satisfies
C−11 · |||η||| ≤ |||ι||| ≤ C2 ·
∣∣∣∣∣∣η♮∣∣∣∣∣∣ ≤ C2 · |||η|||
for certain constants C1 = C1 (N,CX , q, r) > 0, C2 = C2 (|||Θ|||, Cu, N, q) > 0 and
η :ℓr (K)→ X,(xk)k∈K 7→ (ϑk · xk)k∈K with ϑk :=
∥∥(uk,i/vi)i∈I(k)∥∥ℓq·(r/q)′
η♮ :ℓr (K)→ X,(xk)k∈K 7→ (ϑ
♮
k · xk)k∈K with ϑ
♮
k :=
∥∥(uk,i/vi)i∈I(k,♮)∥∥ℓq·(r/q)′ .
In particular, ι is well-defined and bounded if and only if ϑk < ∞ for all k ∈ K and if η is
well-defined and bounded.
(3) In case of X = ℓsw (K) for some weight w = (wk)k∈K and some s ∈ (0,∞], we have∣∣∣∣∣∣γ♮∣∣∣∣∣∣ = ∥∥∥∥(w−1k · ∥∥(vi/uk,i)i∈I(k,♮)∥∥ℓr·(q/r)′)k∈K
∥∥∥∥
ℓr·(s/r)′
and ∣∣∣∣∣∣η♮∣∣∣∣∣∣ = ∥∥∥∥(wk · ∥∥(uk,i/vi)i∈I(k,♮)∥∥ℓq·(r/q)′)k∈K
∥∥∥∥
ℓs·(r/s)′
.
In particular, γ♮ or η♮ is well-defined and bounded if and only if the respective right-hand side is
finite. ◭
Proof. In case of I = ∅, all claims are trivially satisfied. Hence, we can assume I 6= ∅, so that the
constant N defined in equation (4.5) satisfies N > 0, i.e., N ∈ N. We now consider each part of the
corollary separately.
Ad (1): “⇒”: First assume that ι is well-defined and bounded. By Lemma 4.10, there is for each
n ∈ N a partition I =
⊎
k∈K I
(k,n) such that we have I(k) =
⋃N
n=1 I
(k,n) for all k ∈ K. Now, Lemma 4.9
yields boundedness of ι(n) : X
(
[ℓqu (I
(k,n))]k∈K
)
→֒ X
(
[ℓqu (I
(k))]k∈K
)
for each n ∈ N , and furthermore∣∣∣∣∣∣ι(n)∣∣∣∣∣∣ ≤ C = C (|||Θ|||, Cu, N, q).
Next, note that I =
⊎
k∈K I
(k,n) implies ℓrv (I) = ℓ
r
([
ℓrv
(
I(k,n)
)]
k∈K
)
with equal (quasi)-norms
and vk,i = vi for k ∈ K and i ∈ I
(k,n). Thus, by composition, we get boundedness of
ι ◦ ι(n) : X
(
[ℓqu (I
(k,n))]k∈K
)
→֒ ℓrv (I) = ℓ
r
(
[ℓrv (I
(k,n))]k∈K
)
.
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In view of Lemmas 4.7 and 4.8, this yields θ
(n)
k <∞ for all k ∈ K, where
θ
(n)
k =
{
|||ℓqu (I
(k,n)) →֒ ℓrv (I
(k,n))||| =
∥∥(vi/uk,i)i∈I(k,n)∥∥ℓr·(q/r)′ , if δk ∈ X,
1, if δk /∈ X.
By the same lemmas, we also get the boundedness of
γ(n) : X → ℓr (K) , (xk)k∈K 7→ (θ
(n)
k · xk)k∈K with |||γ
(n)||| = |||ι ◦ ι(n)||| ≤ C · |||ι|||.
Finally, we recall I(k) =
⋃N
n=1 I
(k,n). Using the quasi-triangle inequality for ℓr·(q/r)
′
, this implies
for k ∈ K with δk ∈ X that
θk ≤ Cr,q,N ·
N∑
n=1
θ
(n)
k .
If δk /∈ X , we trivially have θk = 1 ≤ N =
∑N
n=1 θ
(n)
k . All in all, these considerations show (using the
(quasi)-triangle inequality for ℓr) that
‖γ (x)‖ℓr =
∥∥(θk · xk)k∈K∥∥ℓr ≤ Cr,q,N · ∥∥∥∥( N∑
n=1
θ
(n)
k · |xk|
)
k∈K
∥∥∥∥
ℓr
≤ Cr,NCr,q,N ·
N∑
n=1
∥∥(θ(n)k · |xk|)k∈K∥∥ℓr
≤ Cr,NCr,q,N ·
( N∑
n=1
|||γ(n)|||
)
· ‖x‖X <∞
for all x ∈ X . Thus, γ is bounded with |||γ||| ≤ C ·NCr,NCr,q,N · |||ι|||.
“⇐”: Because of I(k,♮) ⊂ I(k) for all k ∈ K, it is clear that if γ is bounded, then so is γ♮, with∣∣∣∣∣∣γ♮∣∣∣∣∣∣ ≤ |||γ|||. Thus, it suffices to assume that θ♮k <∞ for all k ∈ K and that γ♮ is bounded. We need
to show that ι is well-defined and bounded with |||ι||| ≤
∣∣∣∣∣∣γ♮∣∣∣∣∣∣.
The first part of Lemma 4.10 (applied to the family (I(k,♮))k∈K instead of
(
I(k)
)
k∈K
and with
I(k,0) := ∅ for all k ∈ K) yields a partition I =
⊎
k∈K I
(k,⋆) with I(k,⋆) ⊂ I(k,♮) ⊂ I(k) for all k ∈ K.
Since X is solid, we have a (quasi)-norm decreasing embedding
X
(
[ℓqu (I
(k))]k∈K
)
→֒ X
(
[ℓqu (I
(k,⋆))]k∈K
)
,
so that we have |||ι||| ≤ |||ι1||| for
ι1 : X
(
[ℓqu (I
(k,⋆))]k∈K
) !
−֒→ ℓrv (I) = ℓ
r
(
[ℓrv (I
(k,⋆))]k∈K
)
.
Next, note that Lemma 4.8 yields
θ˜k := |||ℓ
q
u (I
(k,⋆)) →֒ ℓrv (I
(k,⋆))||| =
∥∥(vi/uk,i)i∈I(k,⋆)∥∥ℓr·(q/r)′ ≤ ∥∥(vi/uk,i)i∈I(k,♮)∥∥ℓr·(q/r)′ = θ♮k <∞
for all k ∈ K with δk ∈ X . Thus, if we set θ˜k := 1 for those k ∈ K with δk /∈ X , then Lemma 4.7
shows that ι1 has the same norm as the map
γ1 : X → ℓ
r (K) , (xk)k∈K 7→ (θ˜k · xk)k∈K
But using θ˜k ≤ θ
♮
k for all k ∈ K, we finally get |||ι||| ≤ |||ι1||| = |||γ1||| ≤
∣∣∣∣∣∣γ♮∣∣∣∣∣∣ <∞, as desired.
Ad (2): “⇒”: Assume that ι is bounded. Using Lemma 4.10, we get for each n ∈ N a partition
I =
⊎
k∈K I
(k,n) such that we have I(k) =
⋃N
n=1 I
(k,n) for all k ∈ K. But because of I(k,n) ⊂ I(k) and
by solidity of X , it is not hard to see that we have a (quasi)-norm decreasing embedding
̺n : X
(
[ℓqu (I
(k))]k∈K
)
→֒ X
(
[ℓqu (I
(k,n))]k∈K
)
for each n ∈ N . By composition, we get boundedness of
ι(n) := ̺n ◦ ι : ℓ
r
v (I) = ℓ
r
(
[ℓrv (I
(k,n))]k∈K
)
→֒ X
(
[ℓqu (I
(k,n))]k∈K
)
.
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In view of Lemmas 4.7 and 4.8 (and since δk ∈ ℓ
r (K) for all k ∈ K and since
(
I(k,n)
)
k∈K
is pairwise
disjoint), this yields boundedness of
η(n) : ℓr (K)→ X, (xk)k∈K 7→ (ϑ
(n)
k · xk)k∈K with |||η
(n)||| = |||ι(n)||| ≤ |||ι||| ,
where the same lemmas also show that
ϑ
(n)
k := |||ℓ
r
v (I
(k,n)) →֒ ℓqu (I
(k,n))||| =
∥∥(uk,i/vi)i∈I(k,n)∥∥ℓq·(r/q)′ <∞ for all k ∈ K.
Now, using I(k) =
⋃N
n=1 I
(k,n) for each k ∈ K, the (quasi)-triangle inequality for ℓq·(r/q)
′
and Lemma
4.8 show
ϑk =
∥∥(uk,i/vi)i∈I(k)∥∥ℓq·(r/q)′ ≤ CN,q,r · N∑
n=1
∥∥(uk,i/vi)i∈I(k,n)∥∥ℓq·(r/q)′ = CN,q,r · N∑
n=1
ϑ
(n)
k <∞
for all k ∈ K. All in all, using the solidity of X and the quasi-triangle inequality for X , we get∥∥(ϑk · xk)k∈K∥∥X ≤ CN,q,r · ∥∥∥∥( N∑
n=1
ϑ
(n)
k · |xk|
)
k∈K
∥∥∥∥
X
≤ CN,CXCN,q,r ·
N∑
n=1
∥∥∥η(n) (x)∥∥∥
X
≤ CN,CXCN,q,r ·
( N∑
n=1
|||η(n)|||
)
· ‖x‖ℓr
≤ CN,CXCN,q,r ·N |||ι||| · ‖x‖ℓr <∞
for all x = (xk)k∈K ∈ ℓ
r (K), so that η is well-defined and bounded with |||η||| ≤ C1 · |||ι||| for some
constant C1 = C1 (N,CX , q, r).
“⇐”: It is clear that if η is bounded (and ϑk <∞ for all k ∈ K), then so is η
♮, with
∣∣∣∣∣∣η♮∣∣∣∣∣∣ ≤ |||η||| (and
with ϑ♮k ≤ ϑk < ∞ for all k ∈ K). Thus, it suffices to show that ι is bounded with |||ι||| ≤ C2 ·
∣∣∣∣∣∣η♮∣∣∣∣∣∣,
assuming that η♮ is well-defined and bounded (and that ϑ♮k <∞ for all k ∈ K).
The first part of Lemma 4.10 (applied to the family (I(k,♮))k∈K instead of
(
I(k)
)
k∈K
, and with
I(k,0) = ∅ for all k ∈ K) yields a partition I =
⊎
k∈K I
(k,⋆) with I(k,⋆) ⊂ I(k,♮) for all k ∈ K. In
particular, we have
∞ > ϑ♮k =
∥∥(uk,i/vi)i∈I(k,♮)∥∥ℓq·(r/q)′ ≥ ∥∥(uk,i/vi)i∈I(k,⋆)∥∥ℓq·(r/q)′ (∗)= |||ℓrv (I(k,⋆)) →֒ ℓqu (I(k,⋆))||| =: ϑ˜k
for all k ∈ K, where the step marked with (∗) is justified by Lemma 4.8. Thus, by solidity of X , we
see that the boundedness of η♮ implies boundedness of
η˜ : ℓr (K)→ X, (xk)k∈K 7→
(
ϑ˜k · xk
)
k∈K
, with |||η˜||| ≤
∣∣∣∣∣∣η♮∣∣∣∣∣∣.
But in view of Lemma 4.7, this yields boundedness of
ι˜ : ℓrv (I)
()
= ℓr
(
[ℓrv (I
(k,⋆))]k∈K
)
→֒ X
(
[ℓqu (I
(k,⋆))]k∈K
)
,
with |||˜ι||| ≤ |||η˜||| ≤
∣∣∣∣∣∣η♮∣∣∣∣∣∣, where the (isometric(!)) identity marked with () is a consequence of
I =
⊎
k∈K I
(k,⋆).
Finally, Lemma 4.9 shows that the identity map id : X
(
[ℓqu (I
(k,⋆))]k∈K
)
→֒ X
(
[ℓqu (I
(k))]k∈K
)
is
bounded with |||id||| ≤ C2 = C2 (|||Θ|||, Cu, N, q). All in all, we see that ι = id ◦ι˜ is bounded with
|||ι||| ≤ C2 · |||˜ι||| ≤ C2 ·
∣∣∣∣∣∣η♮∣∣∣∣∣∣, as claimed.
Ad (3): Note that we have δk ∈ X = ℓ
s
w (K) for all k ∈ K, so that θ
♮
k =
∥∥(vi/uk,i)i∈I(k,♮)∥∥ℓr·(q/r)′ for
all k ∈ K. In particular, θ♮k = 0 if and only if I
(k,♮) = ∅ and likewise ϑ♮k = 0 if and only if I
(k,♮) = ∅.
Thus, let K0 := {k ∈ K : I
(k,♮) 6= ∅}. It is then not hard to see that the embeddings
γ(0) : ℓsw (K0) →֒ ℓ
r
θ♮ (K0) and η
(0) : ℓr (K0) →֒ ℓ
s
w·ϑ♮ (K0)
satisfy
∣∣∣∣∣∣γ♮∣∣∣∣∣∣ = ∣∣∣∣∣∣γ(0)∣∣∣∣∣∣ and ∣∣∣∣∣∣η♮∣∣∣∣∣∣ = ∣∣∣∣∣∣η(0)∣∣∣∣∣∣. But now, Lemma 4.8 shows
|||γ(0)||| =
∥∥(θ♮k/wk)k∈K0∥∥ℓr·(s/r)′ = ∥∥(θ♮k/wk)k∈K∥∥ℓr·(s/r)′
and
|||η(0)||| =
∥∥(wk · ϑ♮k)k∈K0∥∥ℓs·(r/s)′ = ∥∥(wk · ϑ♮k)k∈K∥∥ℓs·(r/s)′ . 
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We close this section by showing that Q-regular sequence spaces again yield Q-regular sequence
spaces when weighted with Q-moderate weights.
Lemma 4.13. Let Q = (Qi)i∈I be a family of subsets of a set O. If X ≤ C
I is Q-regular and if
u = (ui)i∈I is Q-moderate, then Xu (as introduced in Definition 4.4) is Q-regular, with
|||ΓQ|||Xu→Xu ≤ |||ΓQ|||X→X · Cu,Q.
In particular, for any q ∈ (0,∞], the space ℓqu (I) is Q-regular with
|||ΓQ|||ℓqu→ℓqu ≤ Cu,Q ·N
1+ 1q
Q . ◭
Proof. Let x = (xi)i∈I ∈ Xu be arbitrary. We have
ui · |x
∗
i | ≤
∑
ℓ∈i∗
ui · |xℓ| ≤ Cu,Q ·
∑
ℓ∈i∗
uℓ |xℓ| = Cu,Q · (u · |x|)
∗
i .
By definition of Xu, we have u · x ∈ X . By solidity of X , this implies u · |x| = |u · x| ∈ X and thus
also (u · |x|)∗ ∈ X , since X is Q-regular. Again by solidity of X , we get u · |x∗| ∈ X , and as desired
‖x∗‖Xu = ‖u · x
∗‖X = ‖u · |x
∗|‖X ≤
∥∥Cu,Q · (u · |x|)∗∥∥X
≤ Cu,Q|||ΓQ|||X→X · ‖u · |x|‖X
= Cu,Q|||ΓQ|||X→X · ‖u · x‖X
= Cu,Q|||ΓQ|||X→X · ‖x‖Xu <∞.
For the second part, it suffices—in view of the first part—to show that ℓq (I) is Q-regular with
|||ΓQ|||ℓq→ℓq ≤ N
1+ 1q
Q . Let us first assume q <∞. In this case,∣∣∣∑
ℓ∈i∗
xℓ
∣∣∣q ≤ [∑
ℓ∈i∗
|xℓ|
]q
≤
(
|i∗| ·max {|xℓ| : ℓ ∈ i
∗}
)q
≤ N qQ ·
∑
ℓ∈i∗
|xℓ|
q
.
All in all, we get
‖x∗‖qℓq ≤ N
q
Q ·
∑
i∈I
∑
ℓ∈i∗
|xℓ|
q = N qQ ·
∑
ℓ∈I
[
|xℓ|
q ·
∑
i∈ℓ∗
1
]
≤ N q+1Q · ‖x‖
q
ℓq <∞ ,
which proves the desired estimate.
Finally, in case of q =∞ simply note
|x∗i | ≤
∑
ℓ∈i∗
|xℓ| ≤ |i
∗| · ‖x‖ℓ∞ ≤ NQ · ‖x‖ℓ∞ , and hence ‖x
∗‖ℓ∞ ≤ NQ · ‖x‖ℓ∞ . 
5. Sufficient conditions for embeddings
In this section, we properly start to investigate the existence of embeddings between decomposition
spaces. Precisely, we derive sufficient conditions for the existence of such embeddings. As noted in the
introduction, these conditions take the form of embeddings between certain (nested) sequence spaces.
All results in this section will be based on the following two lemmata which investigate how the Lp-
norm of a function f is related to the Lp-norm of its frequency localized parts fi = F
−1 (ϕi · f̂ ). Thanks
to Plancherel’s theorem and since the covering Q is “almost disjoint”—because Q is admissible—this
is easy in case of p = 2. Our more general results will be derived from this basic case via interpolation.
Our first result shows how the Lp-norm of f can be estimated in terms of the Lp-norms of the fi.
This result is a simplified form of [40, Lemma 3.1] and similar to [39, Lemma 5.1.2]. Since it is crucial
for the remainder of the paper, we nevertheless provide a proof.
Lemma 5.1. Let Q = (Qi)i∈I be an L
1-decomposition covering of the open set ∅ 6= O ⊂ Rd. Fur-
thermore, let I0 ⊂ I be finite, let p ∈ (0,∞] and k ∈ N0 and assume that for each i ∈ I0, we are given
some fi ∈ S
′
(
Rd
)
∩ Lp
(
Rd
)
with Fourier support supp f̂i ⊂ Qk∗i .
Then ∥∥∥∑
i∈I0
fi
∥∥∥
Lp
≤ C ·
∥∥∥(‖fi‖Lp)i∈I0∥∥∥ℓp▽
for C = CQ,Φ,1 ·N
2k+4
Q , where Φ = (ϕi)i∈I is some L
1-BAPU for Q. Here, p▽ = min {p, p′}. ◭
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Proof. We first handle the (easier) case p ∈ (0, 1]. In this case, we have p′ =∞ > p and hence p▽ = p.
For p ∈ (0, 1], it is well-known that ‖•‖Lp is a p-norm, i.e. we have ‖f + g‖
p
Lp ≤ ‖f‖
p
Lp + ‖g‖
p
Lp for all
measurable f, g. Indeed, this is an immediate consequence of the estimate
|a+ b|
p
≤ |a|
p
+ |b|
p
which holds for all a, b ∈ C, since p ∈ (0, 1]. Using a straightforward induction, we thus get (since I0
is finite) that ∥∥∥∑
i∈I0
fi
∥∥∥p
Lp
≤
∑
i∈I0
‖fi‖
p
Lp =
∥∥∥(‖fi‖Lp)i∈I0∥∥∥pℓp▽ .
Taking pth roots completes the proof for p ∈ (0, 1]. In fact, we have shown that C = 1 is a possible
choice in this case4. Thus, we can assume p ≥ 1 for the remainder of the proof.
Fix some L1-BAPU Φ = (ϕi)i∈I for Q. Our first aim is to show f̂i = ϕ
(k+2)∗
i f̂i for all i ∈ I0. To this
end, note that Lemma 2.4 implies ϕ
(k+1)∗
i ≡ 1 on Q
k∗
i and hence also ϕ
(k+1)∗
i ≡ 1 on Q
k∗
i ⊃ supp f̂i.
Now, note that Qk∗i ⊂
(
Q
(k+1)∗
i
)◦
=: Ui, since we just showed Qk∗i ⊂
(
ϕ
(k+1)∗
i
)−1
(C∗), which is an
open(!) subset of Q
(k+1)∗
i .
Finally, Lemma 2.4 shows ϕ
(k+2)∗
i ≡ 1 on Q
(k+1)∗
i ⊃ Ui ⊃ supp f̂i. Hence, for ψ ∈ C
∞
c
(
Rd
)
, we
have
supp
(
ψ − ϕ
(k+2)∗
i ψ
)
⊂ U ci ⊂
(
supp f̂i
)c
, and thus 〈f̂i , ψ〉S′ =
〈
f̂i , ϕ
(k+2)∗
i ψ
〉
S′
=
〈
ϕ
(k+2)∗
i f̂i , ψ
〉
S′
.
Since C∞c
(
Rd
)
≤ S
(
Rd
)
is dense, we have thus shown f̂i = ϕ
(k+2)∗
i f̂i, as desired. Hence,
fi = F
−1
(
ϕ
(k+2)∗
i · f̂i
)
for all i ∈ I.
As a consequence, it suffices to show that the map
Φp : ℓ
p▽
(
I0; L
p
(
Rd
))
→ Lp
(
Rd
)
, (gi)i∈I0 7→
∑
i∈I0
F−1
(
ϕ
(k+2)∗
i · ĝi
)
=
∑
i∈I0
[(
F−1ϕ
(k+2)∗
i
)
∗ gi
]
is bounded for all p ∈ [1,∞], with |||Φp||| ≤ C := CQ,Φ,1 ·N
2k+4
Q , since this will imply as desired that
C ·
∥∥∥(‖fi‖Lp)i∈I0∥∥∥ℓp▽ ≥ |||Φp||| · ∥∥(fi)i∈I0∥∥ℓp▽(I0;Lp(Rd)) ≥ ∥∥Φp ((fi)i∈I0)∥∥Lp
=
∥∥∥∑
i∈I0
F−1
(
ϕ
(k+2)∗
i · f̂i
)∥∥∥
Lp
=
∥∥∥∑
i∈I0
fi
∥∥∥
Lp
.
Note that each Φp is well-defined, since I0 is finite and since L
p → Lp, g 7→
(
F−1ϕ
(k+2)∗
i
)
∗ g
is well-defined and bounded as a consequence of Young’s convolution inequality and since we have
F−1ϕ
(k+2)∗
i ∈ L
1
(
Rd
)
as a finite sum of L1-functions; in fact,∥∥∥F−1ϕ(k+2)∗i ∥∥∥
L1
≤
∑
ℓ∈i(k+2)∗
∥∥F−1ϕℓ∥∥L1 ≤ CQ,Φ,1 · ∣∣∣i(k+2)∗∣∣∣ ≤ CQ,Φ,1 ·Nk+2Q , (5.1)
where the last step is justified by Lemma 2.9.
Let us first consider the case p ∈ [1, 2]. Here, p▽ = p and hence Φp : ℓ
p
(
I0; L
p
(
Rd
))
→ Lp
(
Rd
)
.
It is thus sufficient to show |||Φp||| ≤ C for p = 1 and p = 2, since the general result for p ∈ [1, 2] then
follows by complex interpolation for vector-valued5 Lp-spaces (cf. [1, Theorems 5.1.1 and 5.1.2]).
4The choice C = CQ,Φ,1 · N
2k+4
Q is also possible, for the following reason: If Φ = (ϕi)i∈I is an L
1-BAPU for Q,
then by Fourier inversion |ϕi (ξ)| ≤
∥∥F−1ϕi∥∥L1 ≤ CQ,Φ,1 for all ξ ∈ Rd. But for any fixed i0 ∈ I and ξ ∈ Qi0 , we have
1 =
∣∣∑
i∈I ϕi (ξ)
∣∣ ≤∑i∈i∗0 |ϕi (ξ)| ≤ NQ · CQ,Φ,1 ≤ C, since ϕi (ξ) = 0 for i ∈ I \ i∗0.
5In this case, one can even use the usual classical Riesz-Thorin interpolation theorem (cf. [16, Theorem 6.27]) by
identifying ℓp
(
I0; Lp
(
Rd
))
with Lp
(
I0 × Rd, µ
)
, where µ is the product measure of the counting measure on I0 and
Lebesgue measure on Rd. This argument is not applicable, however, for p ∈ [2,∞], since the “outer” exponent p▽ differs
from the “inner” exponent p for the space ℓp
▽(
I0; Lp
(
Rd
))
.
Note furthermore that we have p▽ ≤ 2 <∞ for all p ∈ [1,∞], so that [1, Theorem 5.1.2] is fully applicable.
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The case p = 1 is easy: We simply use the triangle inequality for L1
(
Rd
)
and Young’s inequality
for L1
(
Rd
)
to get∥∥Φp ((gi)i∈I0)∥∥L1 = ∥∥∥∑
i∈I0
(
F−1ϕ
(k+2)∗
i
)
∗ gi
∥∥∥
L1
≤
∑
i∈I0
∥∥∥F−1ϕ(k+2)∗i ∥∥∥
L1
‖gi‖L1
(equation (5.1)) ≤ CQ,Φ,1N
k+2
Q ·
∑
i∈I0
‖gi‖L1
= CQ,Φ,1N
k+2
Q ·
∥∥(gi)i∈I0∥∥ℓ1(I0;L1(Rd))
≤ CQ,Φ,1N
2k+4
Q ·
∥∥(gi)i∈I0∥∥ℓ1(I0;L1(Rd)) .
Now, let us consider the case p = 2. Here, Plancherel’s theorem implies∥∥Φp ((gi)i∈I0)∥∥2L2 = ∥∥∥F−1 (∑
i∈I0
ϕ
(k+2)∗
i ĝi
)∥∥∥2
L2
=
∥∥∥∑
i∈I0
ϕ
(k+2)∗
i · ĝi
∥∥∥2
L2
=
∫
Rd
∣∣∣∑
i∈I0
ϕ
(k+2)∗
i (ξ) · ĝi (ξ)
∣∣∣2 d ξ.
Fix ξ ∈ Rd for the moment and employ the Cauchy-Schwarz inequality to derive∣∣∣∑
i∈I0
ϕ
(k+2)∗
i (ξ) · ĝi (ξ)
∣∣∣2 ≤∑
i∈I0
∣∣∣ϕ(k+2)∗i (ξ)∣∣∣2 ·∑
i∈I0
|ĝi (ξ)|
2 ≤ C2Q,Φ,1 ·N
3k+7
Q ·
∑
i∈I0
|ĝi (ξ)|
2 .
The last estimate is justified as follows: In case of ξ ∈ Rd \ O, it is trivially true, since this entails
ϕ
(k+2)∗
i (ξ) = 0 for all i ∈ I ⊃ I0. In case of ξ ∈ O, there is some iξ ∈ I satisfying ξ ∈ Qiξ . Hence, if
ϕ
(k+2)∗
i (ξ) 6= 0, we have ξ ∈ Q
(k+2)∗
i ∩Qiξ and thus i ∈ i
(k+3)∗
ξ . This implies∑
i∈I0
∣∣∣ϕ(k+2)∗i (ξ)∣∣∣2 ≤ ∑
i∈i
(k+3)∗
ξ
∣∣∣ϕ(k+2)∗i (ξ)∣∣∣2 (∗)≤ ∣∣∣i(k+3)∗ξ ∣∣∣ · (CQ,Φ,1 ·Nk+2Q )2 ≤ C2Q,Φ,1 ·N3k+7Q ,
where the last step used Lemma 2.9. Furthermore, the step marked with (∗) is justified by recalling
equation (5.1) and noting
∥∥∥ϕ(k+2)∗i ∥∥∥
L∞
≤
∥∥∥F−1ϕ(k+2)∗i ∥∥∥
L1
, by Fourier inversion, and because of
‖ĝ‖L∞ ≤ ‖g‖L1 .
All in all, we have shown∥∥Φp ((gi)i∈I0)∥∥2L2 ≤ C2Q,Φ,1 ·N3k+7Q · ∫
Rd
∑
i∈I0
|ĝi (ξ)|
2
d ξ
≤
(
N2k+4Q CQ,Φ,1
)2
·
∑
i∈I0
‖ĝi‖
2
L2
(Plancherel) =
(
N2k+4Q CQ,Φ,1
)2
·
∑
i∈I0
‖gi‖
2
L2
=
[
N2k+4Q CQ,Φ,1 ·
∥∥(gi)i∈I0∥∥ℓ2(I0;L2(Rd))]2 ,
as desired. This completes the proof for p ∈ [1, 2].
Finally, we consider the case p ∈ [2,∞]. Here, p▽ = p′ and hence Φp : ℓ
p′
(
I0; L
p
(
Rd
))
→ Lp
(
Rd
)
.
Note that every p ∈ (2,∞) satisfies 1p =
θ
2 +
1−θ
∞ =
θ
p1
+ 1−θp0 for θ :=
2
p ∈ (0, 1) and p0 = ∞, as well
as p1 = 2. Because of
1
p′
= 1−
1
p
= θ
(
1−
1
p1
)
+ (1− θ)
(
1−
1
p0
)
=
θ
p′1
+
1− θ
p′0
=
θ
2
+
1− θ
1
,
we get
ℓp
′ (
I0; L
p
(
Rd
))
=
[
ℓ2
(
I0; L
2
(
Rd
))
, ℓ1
(
I0; L
∞
(
Rd
))]
θ
,
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where [X,Y ]θ denotes the space obtained by complex interpolation between X and Y with parameter
θ ∈ [0, 1], cf. [1, Theorems 5.1.1 and 5.1.2]. Thus, it again suffices to prove |||Φp||| ≤ C for p = 2 and
p =∞. But for p = 2, we already established it above, while proving the case p ∈ [1, 2].
Finally, for p = ∞, we can argue just as for p = 1: The triangle inequality for L∞ and Young’s
convolution inequality L1 ∗ L∞ →֒ L∞ yield∥∥Φ∞ ((gi)i∈I0)∥∥L∞ = ∥∥∥∑
i∈I0
(
F−1ϕ
(k+2)∗
i
)
∗ gi
∥∥∥
L∞
≤
∑
i∈I0
(∥∥∥F−1ϕ(k+2)∗i ∥∥∥
L1
· ‖gi‖L∞
)
(equation (5.1)) ≤ CQ,Φ,1 ·N
k+2
Q ·
∑
i∈I0
‖gi‖L∞
≤ CQ,Φ,1N
2k+4
Q ·
∥∥(gi)i∈I0∥∥ℓ1(I0;L∞(Rd)) .
Because of ∞▽ =∞′ = 1, this completes the proof. 
The next lemma is concerned with a “converse” of Lemma 5.1, i.e. it shows how the Lp-norms of
the individual “pieces” fi = F
−1 (ϕi · f̂ ) can be estimated in terms of the L
p-norm of f itself:
Lemma 5.2. Let Q = (Qi)i∈I be an L
1-decomposition covering of the open set ∅ 6= O ⊂ Rd with
L1-BAPU Φ = (ϕi)i∈I . Then, for each p ∈ [1,∞] and k ∈ N0, the map
Γ(k)p : L
p
(
Rd
)
→ ℓp
△(
I; Lp
(
Rd
))
, g 7→
(
F−1
(
ϕk∗i · ĝ
))
i∈I
is well-defined and bounded with ∣∣∣∣∣∣∣∣∣Γ(k)p ∣∣∣∣∣∣∣∣∣ ≤ CQ,Φ,1 ·N2k+1Q .
Here, p△ = max {p, p′}. ◭
Proof. As in the proof of Lemma 5.1, it suffices by complex interpolation (precisely, by [1, Theorems
5.1.1 and 5.6.3]) to establish the claim for p ∈ {1, 2,∞}. Furthermore, Lemma 2.9 shows∥∥F−1ϕk∗i ∥∥L1 ≤ ∑
ℓ∈ik∗
∥∥F−1ϕℓ∥∥L1 ≤ ∣∣ik∗∣∣ · CQ,Φ,1 ≤ NkQCQ,Φ,1 ,
so that Young’s inequality implies for arbitrary i ∈ I, p ∈ [1,∞] and g ∈ Lp
(
Rd
)
that∥∥F−1 (ϕk∗i · ĝ)∥∥Lp ≤ ∥∥F−1ϕk∗i ∥∥L1 · ‖g‖Lp ≤ NkQCQ,Φ,1 · ‖g‖Lp ≤ N2k+1Q CQ,Φ,1 · ‖g‖Lp .
Since we have p△ =∞ for p ∈ {1,∞}, this yields the claim for p = 1 and p =∞.
It remains to consider p = 2. Here, we have p△ = 2. In view of Plancherel’s theorem, this implies
for arbitrary finite sets I0 ⊂ I that∑
i∈I0
∥∥F−1 (ϕk∗i · ĝ)∥∥2L2 = ∑
i∈I0
∫
Rd
∣∣ϕk∗i (ξ) · ĝ (ξ)∣∣2 d ξ = ∫
Rd
|ĝ (ξ)|
2
·
∑
i∈I0
∣∣ϕk∗i (ξ)∣∣2 d ξ.
But for ξ ∈ Rd \ O, we have
∑
i∈I0
∣∣ϕk∗i (ξ)∣∣2 = 0. If otherwise ξ ∈ O, there is some iξ ∈ I satisfying
ξ ∈ Qiξ . For each i ∈ I0 with ϕ
k∗
i (ξ) 6= 0, this implies ∅ 6= Qiξ ∩ Q
k∗
i and hence i ∈ i
(k+1)∗
ξ . But
Lemma 2.9 and the Hausdorff-Young inequality show∥∥ϕk∗i ∥∥L∞ ≤ ∑
ℓ∈ik∗
‖ϕℓ‖L∞ ≤
∑
ℓ∈ik∗
∥∥F−1ϕℓ∥∥L1 ≤ ∣∣ik∗∣∣CQ,Φ,1 ≤ CQ,Φ,1 ·NkQ ,
so that we get∑
i∈I0
∣∣ϕk∗i (ξ)∣∣2 ≤ ∑
i∈i
(k+1)∗
ξ
∥∥ϕk∗i ∥∥2L∞ ≤ ∣∣∣i(k+1)∗ξ ∣∣∣ · (CQ,Φ,1NkQ)2 ≤ C2Q,Φ,1N3k+2Q .
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All in all, we have shown∑
i∈I0
∥∥F−1 (ϕk∗i · ĝ)∥∥2L2 ≤ ∫
Rd
|ĝ (ξ)|
2
·
∑
i∈I0
∣∣ϕk∗i (ξ)∣∣2 d ξ
≤
(
CQ,Φ,1N
2k+1
Q · ‖ĝ‖L2
)2
(Plancherel) =
(
CQ,Φ,1N
2k+1
Q · ‖g‖L2
)2
.
Since this holds for every finite subset I0 ⊂ I, we finally arrive at∥∥∥Γ(k)2 (g)∥∥∥
ℓ2△ (I; L2(Rd))
=
(∑
i∈I
∥∥F−1 (ϕk∗i · ĝ)∥∥2L2 )1/2 ≤ CQ,Φ,1N2k+1Q · ‖g‖L2
for all g ∈ L2
(
Rd
)
. As seen above, this completes the proof. 
We want to allow embeddings of the form DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z), i.e. the possibility
p1 6= p2. To this end, the following lemma is crucial.
Lemma 5.3. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured admissible covering of the open
set ∅ 6= O ⊂ Rd.
Let k ∈ N0 and p0, p1, p2 ∈ (0,∞] with p0 ≤ p1 ≤ p2. Then there is a constant C = C (d, k, p0,Q)
(independent of p1, p2) such that∥∥F−1 (γi f)∥∥Lp2 ≤ C · |detTi| 1p1− 1p2 · ∥∥F−1 (γi f)∥∥Lp1
holds for each distribution f ∈ D′ (O), all i ∈ I and each γi ∈ C
∞
c (O) with γi ≡ 0 on O \Q
k∗
i . ◭
Proof. By Lemma 2.7, there is some R = R (RQ, CQ, k) > 0 such that Q
k∗
i ⊂ Ti
(
BR (0)
)
+ bi holds
for all i ∈ I. By enlarging R, we can furthermore assume that L := λ (B1 (0)) ·R
d ≥ 1. But note that
this necessitates R = R (RQ, CQ, k, d).
Fix a function η ∈ C∞c
(
Rd
)
with η|BR(0) ≡ 1. Let f ∈ D
′ (O) and i ∈ I with F−1 (γi f) ∈ L
p1
(
Rd
)
(otherwise, there is nothing to show).
Let us first consider the case p1 ∈ (0, 1). Here, Corollary 3.3 implies F
−1 (γi f) ∈ L
p2
(
Rd
)
with∥∥F−1 (γi f)∥∥Lp2 ≤ [λ (Ti (BR (0))+ bi)] 1p1− 1p2 · ∥∥F−1 (γi f)∥∥Lp1
= Lp
−1
1 −p
−1
2 · |detTi|
1
p1
− 1p2 ·
∥∥F−1 (γi f)∥∥Lp1
≤ Lp
−1
0 · |detTi|
1
p1
− 1p2 ·
∥∥F−1 (γi f)∥∥Lp1 .
Here, we used
supp
(
̂F−1 (γi f)
)
⊂ supp γi ⊂ Qk∗i ⊂ Ti
(
BR (0)
)
+ bi
in the first line. In the last line, we used p−11 − p
−1
2 ≤ p
−1
1 ≤ p
−1
0 and L ≥ 1. This completes the proof
in the case p1 ∈ (0, 1), since L only depends on d, k and RQ, CQ.
Now, let us assume p1 ∈ [1,∞], which also entails p2 ∈ [1,∞], because of p2 ≥ p1. For i ∈ I, define
ηi : R
d → C, ξ 7→ η
(
T−1i (ξ − bi)
)
.
With this definition, we have ηi ≡ 1 on Q
k∗
i ; indeed, note that ξ ∈ Q
k∗
i ⊂ Ti
(
BR (0)
)
+ bi entails
T−1i (ξ − bi) ∈ BR (0) and thus ηi (ξ) = 1. Hence, ηiγi = γi and furthermore
F−1 (γi f) = F
−1 (ηi · γi f) = (F
−1ηi) ∗ F
−1 (γi f) .
Because of 1 ≤ p1 ≤ p2, we see −1 ≤ −
1
p1
≤ 1p2 −
1
p1
≤ 0 and hence 1 + 1p2 −
1
p1
∈ [0, 1]. We can
thus define q ∈ [1,∞] by 1q = 1+
1
p2
− 1p1 with the understanding of q =∞ in case of 1+
1
p2
− 1p1 = 0.
By the general form of Young’s inequality (cf. [16, Proposition 8.9(a)]), we derive∥∥F−1 (γi f)∥∥Lp2 = ∥∥(F−1ηi) ∗ F−1 (γi f)∥∥Lp2 ≤ ‖F−1ηi‖Lq · ‖F−1 (γi f)‖Lp1 <∞ ,
where we used ηi ∈ C
∞
c
(
Rd
)
and thus F−1ηi ∈ S
(
Rd
)
→֒ Lq
(
Rd
)
.
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Since ηi = Lbi (η ◦ T
−1
i ), a straightforward calculation using elementary properties of the Fourier
transform (cf. [16, Theorem 8.22]) yields
F−1ηi = |detTi| ·Mbi (DTi [F
−1η]) ,
where we recall the notation Dhf = f ◦ h
T . We conclude
‖F−1ηi‖Lq = |detTi| · ‖DTi [F
−1η]‖Lq = |detTi|
1− 1q · ‖F−1η‖Lq
= |detTi|
1
p1
− 1p2 · ‖F−1η‖Lq
≤ max {‖F−1η‖L1 , ‖F
−1η‖L∞} · |detTi|
1
p1
− 1p2 .
Here, the last step used the estimate ‖f‖Lq ≤ max {‖f‖L1 , ‖f‖L∞} which is valid for all measurable
f : Rd → C and q ∈ [1,∞], cf. [16, Proposition 6.10]. Further, recall that η only depends on d and on
R = R (d, k,RQ, CQ), so that C = max {‖F
−1η‖L1 , ‖F
−1η‖L∞} is of the form C = C (d, k, p0,Q), as
desired. Actually, C does not depend on p0 in this case. 
As a corollary, we see that every Lp-BAPU is also an Lq-BAPU for all q ≥ p.
Corollary 5.4. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured covering of ∅ 6= O ⊂ R
d,
let p ∈ (0,∞], and let Φ = (ϕi)i∈I be an L
p-BAPU for Q. Then, for every q ∈ [p,∞], Φ is also an
Lq-BAPU for Q with
CQ,Φ,q ≤ C · CQ,Φ,p , for some constant C = C (d,Q, p) . ◭
Proof. In case of p ≥ 1 (and q ≥ p), the definition for an Lq-BAPU is the same as that for an Lp-BAPU
and CQ,Φ,q = CQ,Φ,p. Thus, we can assume p ∈ (0, 1).
Lemma 5.3 (with p0 = p = p1, p2 = r, k = 0, f ≡ 1 and γi = ϕi) yields a constant C = C (d,Q, p)
such that ∥∥F−1ϕi∥∥Lr = ∥∥F−1 (ϕi · 1)∥∥Lr ≤ C · |detTi| 1p− 1r · ∥∥F−1 (ϕi · 1)∥∥Lp
≤ C · |detTi|
1
p−
1
r · |detTi|
1− 1p · CQ,Φ,p
= CCQ,Φ,p · |detTi|
1− 1r (5.2)
holds for all i ∈ I and r ≥ p. For q ∈ [p, 1), this implies (for r = q ≥ p) that
CQ,Φ,q = sup
i∈I
|detTi|
1
q−1
∥∥F−1ϕi∥∥Lq ≤ C · CQ,Φ,p <∞,
as desired. Finally, for q ∈ [1,∞], we apply equation (5.2) with r = 1 ≥ p to get
CQ,Φ,q = sup
i∈I
∥∥F−1ϕi∥∥L1 ≤ C · CQ,Φ,p <∞ . 
Before we can state and prove our first sufficient criterion for embeddings between decomposition
spaces, we need one final technical lemma.
Lemma 5.5. Let I, J 6= ∅ be two index-sets and let p, q ∈ (0,∞] with p ≤ q. Then, for an arbitrary
sequence (xi,j)(i,j)∈I×J ∈ C
I×J , we have∥∥∥∥(∥∥(xi,j)i∈I∥∥ℓp)j∈J
∥∥∥∥
ℓq
≤
∥∥∥∥(∥∥∥(xi,j)j∈J∥∥∥ℓq)i∈I
∥∥∥∥
ℓp
. ◭
Proof. Let us first assume q <∞, which also implies p <∞, since p ≤ q. Then we get as desired∥∥∥∥(∥∥(xi,j)i∈I∥∥ℓp)j∈J
∥∥∥∥
ℓq
=
[∑
j∈J
(∑
i∈I
|xi,j |
p
)q/p ]1/q
=
∥∥∥∥(∑
i∈I
|xi,j |
p
)
j∈J
∥∥∥∥1/p
ℓq/p
(triangle ineq. for ℓq/p(J), since q/p≥1) ≤
[∑
i∈I
∥∥∥(|xi,j |p)j∈J∥∥∥
ℓq/p
]1/p
=
[∑
i∈I
(∑
j∈J
|xi,j |
q
)p/q ]1/p
=
∥∥∥∥(∥∥∥(xi,j)j∈J∥∥∥ℓq)i∈I
∥∥∥∥
ℓp
.
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Now, we consider the case q =∞. To this end, let j ∈ J be arbitrary. Then, by solidity of ℓp,∥∥(xi,j)i∈I∥∥ℓp = ∥∥(|xi,j |)i∈I∥∥ℓp ≤ ∥∥∥( sup
j∈J
|xi,j |
)
i∈I
∥∥∥
ℓp
q=∞
=
∥∥∥∥(∥∥∥(xi,j)j∈J∥∥∥ℓq)i∈I
∥∥∥∥
ℓp
.
Since this holds for arbitrary j ∈ J , we get the desired inequality. 
All of our sufficient conditions for the existence of embeddings between decomposition spaces will
be based on the following theorem. Its assumptions are very general, but usually quite tedious to
verify. Thus, in the remainder of this section, we will derive several more specialized consequences of
this general theorem, whose assumptions can often be verified more easily.
Theorem 5.6. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I and P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
be two semi-
structured admissible coverings of the open sets O ⊂ Rd and O′ ⊂ Rd, respectively. Let Y ≤ CI and
Z ≤ CJ be two solid sequence spaces which are Q-regular and P-regular, respectively.
Let p1, p2 ∈ (0,∞] with p1 ≤ p2 and assume that Q admits an L
p1-BAPU Φ = (ϕi)i∈I .
Fix I0 ⊂ I and let K 6= ∅ be an index-set. For each k ∈ K, let I(k) ⊂ I0 and J (k) ⊂ J be arbitrary,
but assume that ( ⋃
i∈I0\I(k)
Qi
)
∩
( ⋃
j∈J(k)
Pj
)
= ∅ ∀ k ∈ K . (5.3)
Let J0 ⊂ J00 :=
⋃
k∈K J
(k). For each k ∈ K, choose some qk ∈ [p1, p2]. Let q
(0) := infk∈K qk and
assume that P admits an Lq
(0)
-BAPU Ψ = (ψj)j∈J .
Let X ≤ CK be a solid sequence space on K and define two weights v = (vk,i)k∈K,i∈I(k) and
w = (wk,j)k∈K,j∈J(k) by
wk,j :=
|detSj|
p−12 −1 , if qk < 1,
|detSj |
p−12 −q
−1
k , if qk ≥ 1
(5.4)
and
vk,i :=
|detTi|
p−11 −q
−1
k ·
[
supj∈J(k) λ
(
Pj −Qi
)]q−1k −1 , if qk < 1,
|detTi|
p−11 −q
−1
k , if qk ≥ 1
(5.5)
where we implicitly assume (for k ∈ K with qk < 1) that supj∈J(k) λ
(
Pj −Qi
)
<∞ for all i ∈ I(k).
If the maps
η1 :X
([
ℓ
q△k
w (J
(k))
]
k∈K
)
→֒ Z, (xj)j∈J00 7→ (xj)j∈J with xj = 0 for j ∈ J \J00 (5.6)
η2 : Y → X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
, (xi)i∈I 7→ (xi)i∈L with L :=
⋃
k∈K
I(k) ⊂ I (5.7)
are well-defined and bounded, the map
ι : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z), f 7→
∑
(i,j)∈I0×J0
ψj ϕi f ,
is well-defined and bounded with |||ι||| ≤ C · |||η1||| · |||η2||| for a constant
C = C
(
d, p1, p2, q
(0),Q,P , CQ,Φ,p1 , CP,Ψ,q(0) , |||ΓP |||Z→Z
)
.
More precisely, we have (by definition)
〈ιf, g〉D′ =
∑
(i,j)∈I0×J0
〈f, ϕi ψj g〉D′ ∀ g ∈ C
∞
c (O
′) ,
with absolute convergence of the series for all g ∈ C∞c (O
′). ◭
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Remark. A few remarks are in order:
(1) The most common case is J0 = J . In this case, note that since (ψj)j∈J is a (locally finite) partition
of unity on O′ (cf. Lemma 2.4), we have g =
∑
j∈J ψj g =
∑
j∈J0
ψj g for arbitrary g ∈ C
∞
c (O
′),
where only finitely many terms of the sum do not vanish identically. Hence,
〈ιf, g〉D′ =
∑
(i,j)∈I0×J0
〈f, ϕi ψj g〉D′ =
∑
i∈I0
〈f, ϕi g〉D′ .
If furthermore I0 = I, a similar argument shows for g ∈ C
∞
c (O ∩O
′) that 〈ιf, g〉D′ = 〈f, g〉D′ .
Thus, if I0 = I and J0 = J and if also O = O
′, then ιf = f for all f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O),
so that ι is indeed an (injective) embedding.
(2) In the present case and in future theorems, we always use the BAPUs Φ and Ψ not only to define
the map ι, but also to compute the (quasi)-norms of the spaces DF (Q, L
p1 , Y ) and DF (P , L
p2, Z),
respectively. Of course, other choices lead to equivalent norms (cf. Corollary 3.18); but in this
case, the constant C from above would also depend on the BAPUs which are used to calculate
the (quasi)-norms on the two decomposition spaces.
(3) There is a slight variation of condition (5.3) which is sometimes useful: Assume that I(k,0) ⊂ I
and J (k) ⊂ J satisfy
O ∩
⋃
j∈J(k)
Pj ⊂
⋃
i∈I(k,0)
Qi.
Then the sets J (k) and I(k) :=
(
I(k,0)
)∗
satisfy condition (5.3) with I0 := I.
Indeed, if this was false, there would be some ℓ ∈ I \ I(k) and some h ∈ J (k) with Qℓ ∩Ph 6= ∅.
Thus, there is some
ξ ∈ Qℓ ∩ Ph ⊂ O ∩
⋃
j∈J(k)
Pj ⊂
⋃
i∈I(k,0)
Qi ,
so that ξ ∈ Qi for some i ∈ I
(k,0). But then ξ ∈ Qi ∩Qℓ 6= ∅ and hence ℓ ∈ i∗ ⊂
(
I(k,0)
)∗
= I(k),
in contradiction to ℓ ∈ I \ I(k).
(4) Note that there is no symmetry between Q,P in condition (5.3), i.e. the same condition is not
“automatically” satisfied with Q,P interchanged. This is natural; as we will see in more detail in
the proof, if we want to estimate ‖ιf‖DF (P,Lp2 ,Z), we have to estimate the individual “pieces”∥∥F−1 (ψj · ιf)∥∥Lp2 = ∥∥∥F−1 (ψj · ∑
(i,ℓ)∈I0×J0
ϕi ψℓ f
)∥∥∥
Lp2
=
∥∥∥F−1 ( ∑
ℓ∈J0∩j∗
ψj ψℓ
∑
i∈I0
ϕi f
)∥∥∥
Lp2
.
∑
ℓ∈J0∩j∗
∥∥∥F−1 (ψℓ ·∑
i∈I0
ϕi f
)∥∥∥
Lp2
.
At this point, condition (5.3) is designed to ensure that we have ψℓ ·
∑
i∈I0
ϕif = ψℓ ·
∑
i∈I(k) ϕif ,
as long as ℓ ∈ J (k) for some fixed k ∈ K.
In other words, given ℓ ∈ J (k), condition (5.3) allows us to identify those i ∈ I for which ϕif
(potentially) has an impact on ψℓ
∑
i∈I0
ϕif . The point here is that we want to estimate ιf when
localized using Ψ = (ψj)j∈J , while we are given information about f localized using Φ = (ϕi)i∈I .
Hence, we need information on how the localization using Ψ relates to Φ. This is exactly what
condition (5.3) achieves.
Very briefly, there is no symmetry in (5.3) regarding Q,P , since there is no symmetry in the
embedding DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z) regarding Q,P . 
Proof of Theorem 5.6. We divide the proof into 7 steps.
Step 1: Let f ∈ DF (Q, L
p1 , Y ), define ci :=
∥∥F−1 (ϕif)∥∥Lp1 for i ∈ I and note that c := (ci)i∈I ∈ Y
by definition ofDF (Q, L
p1 , Y ). Since η2 : Y → X
([
ℓ
q▽k
v
(
I(k)
)]
k∈K
)
is well-defined, we see in particular
that
∥∥(vk,i · ci)i∈I(k)∥∥ℓq▽k is finite for every k ∈ K. But because of q▽k ≤ 2 < ∞, this shows that there
is a countable subset I(k,0) ⊂ I(k) satisfying
∥∥F−1 (ϕif)∥∥Lp1 = ci = 0, and thus ϕif ≡ 0, for all
i ∈ I(k) \ I(k,0).
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Now, an application of Lemma 5.3 shows (for k ∈ K and i ∈ I(k), because of qk ≥ p1) that
c
(k)
i :=
∥∥F−1 (ϕif)∥∥Lqk ≤ C1 · |detTi|p−11 −q−1k · ∥∥F−1 (ϕif)∥∥Lp1 = C1 · |detTi|p−11 −q−1k · ci
for some constant C1 = C1 (Q, d, p1). Hence, we get for
uk,i := |detTi|
q−1k −p
−1
1 · vk,i =
supj∈J(k)
[
λ
(
Pj −Qi
)]q−1k −1 , if qk < 1,
1, if qk ≥ 1
that ∥∥(c(k)i )i∈I(k)∥∥ℓq▽ku ≤ C1 · ∥∥(vk,i · ci)i∈I(k)∥∥ℓq▽k <∞ ∀ k ∈ K .
Step 2: Fix k ∈ K. For j ∈ J (k) and i ∈ I(k), define θk,j,i :=
∥∥F−1 (ψjϕif)∥∥Lqk and
dk,j,i := wk,j · |detSj|
q−1k −p
−1
2 · θk,j,i
= wk,j · |detSj|
q−1k −p
−1
2 ·
∥∥F−1 (ψjϕif)∥∥Lqk
=
|detSj|
q−1k −1 ·
∥∥F−1 (ψjϕif)∥∥Lqk = |detSj |q−1k −1 · θk,j,i, if qk < 1,∥∥F−1 (ψjϕif)∥∥Lqk = θk,j,i, if qk ≥ 1. (5.8)
As suggested by the definition of dk,j,i and of the weight u = (uk,i)k∈K,i∈I(k) from above, we now
distinguish two cases.
Case 1. We have qk ∈ (0, 1). Note that this implies q
△
k = ∞. Now, we note suppϕi ⊂ Qi and
suppψj ⊂ Pj and use Theorem 3.4 to conclude for each j ∈ J
(k) and i ∈ I(k) that
dk,j,i = |detSj |
q−1
k
−1
·
∥∥F−1 (ψj ϕi f)∥∥Lqk
≤
[
λ
(
Pj −Qi
)]q−1k −1 · |detSj | 1qk−1 · ∥∥F−1ψj∥∥Lqk · ∥∥F−1 (ϕi f)∥∥Lqk
≤
[
λ
(
Pj −Qi
)]q−1k −1 · CP,Ψ,qk · ∥∥F−1 (ϕi f)∥∥Lqk
≤ C2 · uk,i ·
∥∥F−1 (ϕi f)∥∥Lqk <∞.
Here, the last step used the definition of u = (uk,i)k∈K, i∈I(k) (and that j ∈ J
(k)). Further-
more, it was used that Ψ is an Lq
(0)
-BAPU for P and that qk ≥ q
(0), so that Corollary 5.4
shows that Ψ is also an Lqk -BAPU for P , with CP,Ψ,qk ≤ C2 = C2
(
d,P , q(0), CP,Ψ,q(0)
)
.
Because of q△k =∞ and since j ∈ J
(k) was arbitrary, we finally get∥∥∥(dk,j,i)j∈J(k)∥∥∥
ℓq
△
k
≤ C2 · uk,i ·
∥∥F−1 (ϕif)∥∥Lqk <∞ ∀ i ∈ I(k) .
Case 2. We have qk ∈ [1,∞]. In this case, Lemma 5.2 shows that for arbitrary p ∈ [1,∞], the map
Γ(0)p : L
p
(
Rd
)
→ ℓp
△(
J ; Lp
(
Rd
))
, g 7→
(
F−1 (ψj · ĝ)
)
j∈J
is a well-defined, bounded, linear operator with |||Γ
(0)
p ||| ≤ NP · CP,Ψ,1 =: C3.
We now use this with p = qk ∈ [1,∞] for g = F
−1 (ϕif) ∈ L
qk
(
Rd
)
, to conclude for each
i ∈ I(k) that∥∥∥(dk,j,i)j∈J(k)∥∥∥
ℓq
△
k
=
∥∥∥(∥∥F−1 (ψjϕif)∥∥Lqk )j∈J(k)∥∥∥ℓq△k ≤ ∥∥∥(∥∥F−1 (ψjϕif)∥∥Lqk )j∈J∥∥∥ℓq△k
≤ C3 ·
∥∥F−1 (ϕif)∥∥Lqk
= C3 · uk,i ·
∥∥F−1 (ϕif)∥∥Lqk <∞.
All in all, we have shown that∥∥∥(dk,j,i)j∈J(k)∥∥∥
ℓq
△
k
≤ C4 · uk,i ·
∥∥F−1 (ϕif)∥∥Lqk <∞ ∀ i ∈ I(k) (5.9)
holds in both cases, for a suitable constant C4 = C4
(
d,P , q(0), CP,Ψ,1, CP,Ψ,q(0)
)
.
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Step 3: Now, take the ℓq
▽
k
(
I(k)
)
-norm of estimate (5.9) to derive∥∥∥∥(∥∥∥(dk,j,i)j∈J(k)∥∥∥ℓq△k )i∈I(k)
∥∥∥∥
ℓq
▽
k
≤ C4 ·
∥∥∥(uk,i · ∥∥F−1 (ϕif)∥∥Lqk )i∈I(k)∥∥∥ℓq▽k
= C4 ·
∥∥(c(k)i )i∈I(k)∥∥ℓq▽ku
(Step 1) ≤ C1C4 ·
∥∥(ci)i∈I(k)∥∥ℓq▽kv <∞.
Note that q▽k = min {qk, q
′
k} ≤ max {qk, q
′
k} = q
△
k . Thus, an application of Lemma 5.5 finally implies∥∥∥∥(∥∥(dk,j,i)i∈I(k)∥∥ℓq▽k )j∈J(k)
∥∥∥∥
ℓq
△
k
≤
∥∥∥∥(∥∥∥(dk,j,i)j∈J(k)∥∥∥ℓq△k )i∈I(k)
∥∥∥∥
ℓq
▽
k
≤ C1C4 ·
∥∥(ci)i∈I(k)∥∥ℓq▽kv <∞ ∀ k ∈ K . (5.10)
Step 4: The result from the previous step implies in particular for each k ∈ K and all j ∈ J (k) that∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k = ∥∥∥(∥∥F−1 (ψjϕif)∥∥Lqk )i∈I(k)∥∥∥ℓq▽k
=
|detSj |
1−q−1k ·
∥∥(dk,j,i)i∈I(k)∥∥ℓq▽k =: Ck,j <∞, if qk < 1,∥∥(dk,j,i)i∈I(k)∥∥ℓq▽k =: Ck,j <∞, if qk ≥ 1. (5.11)
We will derive from this that the mapping
fk,j : S
(
Rd
)
→ C, g 7→
∑
i∈I(k)
〈ϕi f, ψj g〉S′ (5.12)
is a well-defined, tempered distribution for all k ∈ K and each j ∈ J (k), with absolute convergence
of the defining series. Since this is only a qualitative statement, we will suppress some unimportant
constants in this step.
Fix k ∈ K and j ∈ J (k). To prove the absolute convergence, we first note supp (ϕi ψj f) ⊂ Qi and
invoke Lemma 5.1 to derive for arbitrary finite subsets F (k) ⊂ I(k) and
fF (k) :=
∑
i∈F (k)
ϕi ψj f ∈ S
′
(
Rd
)
the estimate∥∥F−1fF (k)∥∥Lqk ≤ C5 · ∥∥∥(∥∥F−1 (ϕiψjf)∥∥Lqk )i∈F (k)∥∥∥ℓq▽k = C5 · ∥∥(θk,j,i)i∈F (k)∥∥ℓq▽k (5.13)
for some constant C5 = C5 (NQ, CQ,Φ,1). But Corollary 5.4 yields CQ,Φ,1 = CQ,Φ,∞ .Q,p1,d CQ,Φ,p1 ,
so that we can choose C5 = C5 (Q, p1, d, CQ,Φ,p1).
Now, we claim that there is some rk ∈ [1,∞] such that we have∥∥F−1fF (k)∥∥Lrk .Q,Φ,k,j ∥∥(θk,j,i)i∈F (k)∥∥ℓq▽k (5.14)
for all finite subsets F (k) ⊂ I(k). Here, the implied constant is allowed to depend on k ∈ K and on
j ∈ J (k), but not on F (k) ⊂ I(k).
In case of qk ∈ [1,∞], we can simply take rk = qk, so that we can assume qk ∈ (0, 1). In this case,
note that we have supp fF (k) ⊂ Pj (since we multiply with ψj), so that Corollary 3.3 implies∥∥F−1fF (k)∥∥L∞ ≤ [λ (Pj )]1/qk · ∥∥F−1fF (k)∥∥Lqk
(using eq. (5.13)) .Q,Φ,k,j
∥∥(θk,j,i)i∈F (k)∥∥ℓq▽k .
Hence, we can choose rk =∞ in case of qk ∈ (0, 1).
Now, we can prove the absolute convergence of the series defining 〈fk,j , g〉S′ for g ∈ S
(
Rd
)
. Indeed,
because of q▽k ≤ 2 <∞ and since
∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k <∞, there is for arbitrary ε > 0 some finite subset
F (k,ε) ⊂ I(k) (potentially depending on j ∈ J (k)) satisfying∥∥(θk,j,i)i∈F (k)∥∥ℓq▽k ≤ ε ∀ finite subsets F (k) ⊂ I(k) \ F (k,ε).
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But in view of estimate (5.14), this implies∣∣∣ ∑
i∈F (k)
〈ϕi f, ψj g〉S′
∣∣∣ = |〈fF (k) , g〉S′ | = ∣∣〈F−1fF (k) , ĝ〉S′∣∣
≤
∥∥F−1fF (k)∥∥Lrk · ‖ĝ‖Lr′k
.Q,Φ,k,j
∥∥(θk,j,i)i∈F (k)∥∥ℓq▽k · ‖ĝ‖Lr′k
≤ ε · ‖ĝ‖
Lr
′
k
for every finite subset F (k) ⊂ I(k) \ F (k,ε). Since ε > 0 was arbitrary, this proves the unconditional
(and hence absolute) convergence of the series
∑
i∈I 〈ϕi f, ψj g〉S′ = 〈fk,j , g〉S′ for each g ∈ S
(
Rd
)
.
Furthermore, as seen in Step 1, there is a countable subset I(k,0) ⊂ I(k) satisfying ϕif ≡ 0 for all
i ∈ I(k) \I(k,0). In particular, this implies 〈ϕif, ψjg〉S′ = 0 for all i ∈ I
(k) \I(k,0). Thus, if
(
I(k,N)
)
N∈N
is a nondecreasing family of finite sets with I(k,0) =
⋃
N∈N I
(k,N), then∣∣〈fk,j , g〉S′ ∣∣ = limN→∞ ∣∣∣ ∑
i∈I(k,N)
〈ϕi f, ψj g〉S′
∣∣∣ = lim
N→∞
|〈fI(k,N) , g〉S′ |
= lim
N→∞
∣∣〈F−1fI(k,N) , ĝ〉S′∣∣
≤ lim
N→∞
∥∥F−1fI(k,N)∥∥Lrk · ‖ĝ‖Lr′k
(equation (5.14)) .Q,Φ,k,j lim
N→∞
∥∥(θk,j,i)i∈I(k,N)∥∥ℓq▽k · ‖ĝ‖Lr′k
≤
∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k · ‖ĝ‖Lr′k .
Because of
∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k <∞ (cf. equation (5.11)) and since the inclusion S (Rd) →֒ Lr′k(Rd) and
the Fourier transform F : S
(
Rd
)
→ S
(
Rd
)
are continuous, we conclude fk,j ∈ S
′
(
Rd
)
, as claimed.
Step 5: Here, we continue the previous step by showing∥∥F−1fk,j∥∥Lqk ≤ C5 · ∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k <∞ ∀ k ∈ K and j ∈ J (k) . (5.15)
To see this, note that (since we multiply by ψj , cf. equation (5.12)), the tempered distribution fk,j
has compact support supp fk,j ⊂ Pj . Thus, the Paley-Wiener theorem (cf. [31, Theorem 7.23]) implies
that F−1fk,j is given by (integration against) the smooth function(
F−1fk,j
)
(x) =
〈
fk,j , e
2πi〈x,•〉
〉
=
∑
i∈I(k)
〈
ϕi f, ψj e
2πi〈x,•〉
〉
S′
(since ϕif=0 for i∈I(k)\I(k,0)) =
∑
i∈I(k,0)
〈
ϕi f, ψj e
2πi〈x,•〉
〉
S′
= lim
N→∞
∑
i∈I(k,N)
〈
ϕi f, ψj e
2πi〈x,•〉
〉
S′
= lim
N→∞
(
F−1fI(k,N)
)
(x) ,
so that Fatou’s lemma yields∥∥F−1fk,j∥∥Lqk ≤ lim infN→∞ ∥∥F−1fI(k,N)∥∥Lqk
(equation (5.13)) ≤ C5 · lim inf
N→∞
∥∥(θk,j,i)i∈I(k,N)∥∥ℓq▽k ≤ C5 · ∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k <∞.
Finiteness of the last term was shown in equation (5.11) above.
Step 6: Now, we show that ιf ∈ D′ (O′) is a well-defined distribution, with absolute convergence
of the defining series. To this end, let k ∈ K be arbitrary and fix j0 ∈ J
(k).
Now, for ℓ ∈ I0 \ I
(k), we have by assumption (cf. equation (5.3)) that
Qℓ ∩ Pj0 ⊂
( ⋃
i∈I0\I(k)
Qi
)
∩
( ⋃
j∈J(k)
Pj
)
= ∅ ,
and thus ϕℓ · ψj0 ≡ 0 for all ℓ ∈ I0 \ I
(k).
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Thus, for arbitrary g ∈ S
(
Rd
)
, we have 〈ϕif, ψj0g〉S′ = 0 for all i ∈ I0 \ I
(k), so that we get (simply
by dropping vanishing terms)〈∑
i∈I0
ϕi ψj0 f, g
〉
S′
=
∑
i∈I0
〈ϕi f, ψj0 g〉S′ =
∑
i∈I(k)
〈ϕi f, ψj0 g〉S′ = 〈fk,j0 , g〉S′ .
In particular, by what we proved above (in Step 4), the series
∑
i∈I0
〈ϕi f, ψj0 g〉S′ converges absolutely
and we have ∑
i∈I0
ϕi ψj0 f = fk,j0 ∀ k ∈ K and j0 ∈ J
(k). (5.16)
We call this the localization identity. As a crucial observation, note that for fixed j0 ∈ J00, the left-
hand side of the localization identity (5.16) is independent of the choice k ∈ K (satisfying j0 ∈ J
(k)).
Hence, we may (and will) in the following write
fj0 := fk,j0 for all j0 ∈ J00 =
⋃
k∈K
J (k) and arbitrary k ∈ K with j0 ∈ J
(k) . ()
Now, let M ⊂ O′ be an arbitrary compact set. Since Lemma 2.4 shows that (ψj)j∈J is a locally
finite partition of unity on O′, the set
JM := {j ∈ J0 : M ∩ suppψj 6= ∅}
is finite. For g ∈ C∞c (O
′) with supp g ⊂ M , this implies ψjg ≡ 0 for j ∈ J0 \ JM . Next, note that
because of JM ⊂ J0 ⊂ J00 =
⋃
k∈K J
(k), there is for each j ∈ JM some kj ∈ K with j ∈ J
(kj). Hence,
simply by dropping vanishing terms, we see∑
(i,j)∈I0×J0
∣∣〈f, ϕi ψj g〉D′∣∣ = ∑
(i,j)∈I0×JM
∣∣〈f, ϕi ψj g〉D′∣∣ = ∑
j∈JM
∑
i∈I0
∣∣〈f, ϕi ψj g〉D′∣∣ <∞,
since JM is finite and since each of the series
∑
i∈I0
〈f, ϕi ψj g〉D′ =
〈
fkj ,j , g
〉
D′
for j ∈ JM converges
absolutely, as seen above.
Entirely the same calculation, but without the absolute value, shows
〈ιf, g〉D′ =
∑
(i,j)∈I0×J0
〈f, ϕi ψj g〉D′ =
∑
j∈JM
∑
i∈I0
〈f, ϕi ψj g〉D′
=
∑
j∈JM
〈
fkj ,j , g
〉
S′
=
〈 ∑
j∈JM
fkj ,j , g
〉
S′
.
Here, the right-hand side
∑
j∈JM
fkj ,j is a (tempered) distribution, since it is a finite sum of tempered
distributions. In particular, we see that g 7→ 〈ιf, g〉D′ is continuous when restricted to
C∞M (O
′) = {g ∈ C∞c (O
′) : supp g ⊂M} ,
for every compact subset M ⊂ O′. But by [31, Theorem 6.6], this already implies ιf ∈ D′ (O′), as
desired.
Step 7: It remains to show ιf ∈ DF (P , L
p2, Z), together with an accompanying (quasi)-norm
estimate. As we will see below, with fj as in equation (), the sequence ̺ = (̺j)j∈J given by
̺j :=
{∥∥F−1fj∥∥Lp2 , if j ∈ J0 ⊂ J00,
0, if j /∈ J0
will be useful to us. First, we will derive a bound for ̺j =
∥∥F−1fj∥∥Lp2 , for j ∈ J (k)∩J0 (and arbitrary
k ∈ K). Note that we have fj = fk,j .
Note that ψ∗j ψj = ψj , since ψ
∗
j ≡ 1 on Pj , cf. Lemma 2.4. Hence,〈
fk,j , ψ
∗
j g
〉
S′
=
∑
i∈I(k)
〈
ϕi f, ψj ψ
∗
j g
〉
S′
=
∑
i∈I(k)
〈ϕi f, ψj g〉S′ = 〈fk,j , g〉S′ ∀ g ∈ S
(
Rd
)
,
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i.e. fk,j = ψ
∗
j · fk,j . Hence, an application of Lemma 5.3 (with k = 1 and p0 = q
(0)) yields—because of
p2 ≥ qk ≥ q
(0)—a constant C6 = C6
(
d,P , q(0)
)
which satisfies
̺j =
∥∥F−1fk,j∥∥Lp2 = ∥∥F−1 (ψ∗j · fk,j)∥∥Lp2
≤ C6 · |detSj |
q−1k −p
−1
2 ·
∥∥F−1 (ψ∗j · fk,j)∥∥Lqk
= C6 · |detSj |
q−1k −p
−1
2 ·
∥∥F−1fk,j∥∥Lqk
(eq. (5.15)) ≤ C5C6 · |detSj |
q−1k −p
−1
2 ·
∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k <∞ ∀ k ∈ K and j ∈ J0 ∩ J (k). (5.17)
Now, let j ∈ J be arbitrary. Recall that ψjψj0 6≡ 0 implies j0 ∈ j
∗. Thus, using the definition of ιf
and the localization identity (5.16), we see
ψj · ιf = ψj ·
∑
(i,j0)∈I0×J0
ψj0ϕif =
∑
j0∈J0∩j∗
[
ψj ·
∑
i∈I0
ψj0ϕif
]
=
∑
j0∈J0∩j∗
ψjfj0 ,
where we used the notation fj0 from Step 6, equation (). We recall that fj0 satisfies fj0 = fk,j0 for
every k ∈ K with j0 ∈ J
(k).
Now, we use the quasi-triangle inequality for Lp2 and the uniform bound |j∗| ≤ NP to obtain
constants C7 = C7 (NP , p2) > 0 and C8 = C8 (CP,Ψ,1, CP,Ψ,p2 ,P , d, p2) > 0 with∥∥F−1 (ψj · ιf)∥∥Lp2 ≤ C7 · ∑
j0∈J0∩j∗
∥∥F−1 (ψjfj0)∥∥Lp2
(∗)
≤ C7C8 ·
∑
j0∈J0∩j∗
∥∥F−1fj0∥∥Lp2
= C7C8 · ̺
∗
j ,
(5.18)
where ̺∗ =
(
̺∗j
)
j∈J
is the “clustered version” of the sequence ̺, given by ̺∗j =
∑
ℓ∈j∗ ̺ℓ, where the
cluster j∗ is taken with respect to P . To justify the step marked with (∗), we distinguish two cases:
Case 1. p2 ∈ [1,∞]. In this case, we can simply use Young’s inequality and the uniform bound∥∥F−1ψj∥∥L1 ≤ CP,Ψ,1 to conclude as desired that∥∥F−1 (ψjfj0)∥∥Lp2 = ∥∥F−1ψj ∗ F−1fj0∥∥Lp2
≤
∥∥F−1ψj∥∥L1 · ∥∥F−1fj0∥∥Lp2
≤ CP,Ψ,1 ·
∥∥F−1fj0∥∥Lp2 .
Case 2. p2 ∈ (0, 1). Here, by definition of an L
p2-BAPU,
∥∥F−1ψj∥∥Lp2 ≤ CP,Ψ,p2 · |detSj |1−p−12 for
all j ∈ J , so that Corollary 3.14 implies because of supp fj0 ⊂ Pj0 (note that we multiply
with ψj0 in the definition of fj0 = fk,j0) that∥∥F−1 (ψjfj0)∥∥Lp2 ≤ C (P , d, p2) · |detSj |p−12 −1 · ∥∥F−1ψj∥∥Lp2 ∥∥F−1fj0∥∥Lp2
≤ C (P , d, p2)CP,Ψ,p2 ·
∥∥F−1fj0∥∥Lp2
for all j0 ∈ J0 ∩ j
∗.
Now, we multiply equation (5.17) by wk,j and recall the definition of the sequence (dk,j,i) from equation
(5.8), to derive
wk,j · ̺j ≤ C5C6 · |detSj |
q−1k −p
−1
2 · wk,j ·
∥∥(θk,j,i)i∈I(k)∥∥ℓq▽k
= C5C6 ·
∥∥(dk,j,i)i∈I(k)∥∥ℓq▽k . (5.19)
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Finally, we use the P-regularity of Z, the embeddings η1, η2 and the solidity of Z and X to conclude
‖ιf‖DF (P,Lp2 ,Z) =
∥∥∥(∥∥F−1 (ψj · ιf)∥∥Lp2 )j∈J∥∥∥Z
(eq. (5.18)) ≤ C7C8 ·
∥∥∥(̺∗j)j∈J∥∥∥Z
(Z is P-regular) ≤ C7C8 · |||ΓP |||Z→Z · ‖̺‖Z
(|||η1|||<∞, ̺j=0∀j∈J\J0) ≤ C7C8 · |||ΓP |||Z→Z |||η1||| ·
∥∥∥∥(∥∥∥(̺j)j∈J(k)∥∥∥
ℓ
q
△
k
w
)
k∈K
∥∥∥∥
X
= C7C8 · |||ΓP |||Z→Z |||η1||| ·
∥∥∥∥(∥∥∥(wk,j · ̺j)j∈J(k)∥∥∥ℓq△k )k∈K
∥∥∥∥
X
(eq. (5.19)) ≤ C5C6C7C8 · |||ΓP |||Z→Z |||η1||| ·
∥∥∥∥∥
(∥∥∥∥(∥∥(dk,j,i)i∈I(k)∥∥ℓq▽k)j∈J(k)
∥∥∥∥
ℓq
△
k
)
k∈K
∥∥∥∥∥
X
(eq. (5.10)) ≤ C1C4C5C6C7C8 · |||ΓP |||Z→Z |||η1||| ·
∥∥∥∥(∥∥(ci)i∈I(k)∥∥ℓq▽kv )k∈K
∥∥∥∥
X
(η2 bounded) ≤ C1C4C5C6C7C8 · |||ΓP |||Z→Z |||η1||| · |||η2||| ·
∥∥(ci)i∈I∥∥Y
= C1C4C5C6C7C8 · |||ΓP |||Z→Z |||η1||| · |||η2||| · ‖f‖DF (Q,Lp1 ,Y ) <∞.
Finally, Corollary 5.4 yields CP,Ψ,1 = CP,Ψ,∞ .P,q(0),d CP,Ψ,q(0) and CP,Ψ,p2 .P,q(0),d CP,Ψ,q(0) , since
q(0) ≤ qk ≤ p2 ≤ ∞ for arbitrary k ∈ K, so that the constant C can be chosen as stated. 
Of course, verifying the assumptions of Theorem 5.6 is not easy in general. Thus, we formulate two
important special cases as corollaries. Our first result handles embeddings of a decomposition space
w.r.t. a “fine” covering into one w.r.t. a “coarse” covering. This result is similar to [39, Theorem 5.1.8]
from my PhD thesis, but slightly more general.
Corollary 5.7. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I and P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
be semi-
structured admissible coverings of the open sets O ⊂ Rd and O′ ⊂ Rd, respectively. Let Y ≤ CI and
Z ≤ CJ be two solid sequence spaces which are Q-regular and P-regular, respectively.
Let p1, p2 ∈ (0,∞] with p1 ≤ p2 and assume that Q admits an L
p1-BAPU Φ = (ϕi)i∈I and that P
admits an Lp2-BAPU Ψ = (ψj)j∈J .
Let I0 ⊂ I be arbitrary with Qi ⊂ O
′ for all i ∈ I0. In case of p2 < 1, assume additionally that the
“restricted” family QI0 = (Qi)i∈I0 is almost subordinate to P.
Finally, assume that the embedding6
η : Y |I0 →֒ Z
([
ℓ
p▽2
|detTi|
p
−1
1 −p
−1
2
(I0 ∩ Ij)
]
j∈J
)
is well-defined and bounded, with Ij := {i ∈ I : Qi ∩ Pj 6= ∅} for j ∈ J .
Then, the map
ι : DF (Q, L
p1 , Y )→ DF (P , L
p2, Z), f 7→
∑
i∈I0
ϕif
is well-defined and bounded with absolute convergence of the defining series and with |||ι||| ≤ C · |||η|||
for some constant
C = C (d, p1, p2, k (QI0 ,P) ,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , |||ΓP |||Z→Z) ,
where the dependence on k (QI0 ,P) can be dropped for p2 ∈ [1,∞].
Finally, if I0 = I, then the distribution ιf ∈ D
′ (O′) is an extension of f to C∞c (O
′) ⊃ C∞c (O), for
arbitrary f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O). In particular, ι is injective if I0 = I. ◭
6Recall the definition Y |I0 =
{
c = (ci)i∈I0 ∈ C
I0 : c˜ ∈ Y
}
, where c˜ = (ci)i∈I , with ci = 0 for i ∈ I \ I0, cf. equation
(3.12).
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Proof. We want to apply Theorem 5.6 with I0 as in the statement of the present corollary and the
following additional choices:
K := J, J (k) := {k} , I(k) := Ik ∩ I0 = {i ∈ I0 : Qi ∩ Pk 6= ∅} and qk := p2
for all k ∈ K = J . With these choices, it is clear that condition (5.3) is satisfied. Furthermore,
J00 =
⋃
k∈K J
(k) =
⋃
k∈J {k} = J , so that we can choose J0 := J ⊂ J00. Finally, q
(0) = infk∈K qk = p2.
Next, we estimate the weight v from equation (5.5). To this end, let k ∈ K and i ∈ I(k) be arbitrary.
For p2 = qk ≥ 1, we simply have
vk,i = |detTi|
p−11 −q
−1
k = |detTi|
p−11 −p
−1
2 .
In case of p2 = qk < 1, our prerequisites include the assumption that QI0 is almost subordinate to P .
Hence, set N := k (QI0 ,P). Now, since J
(k) = {k}, we have
sup
j∈J(k)
λ
(
Pj −Qi
)
= λ
(
Pk −Qi
)
.
Furthermore, for every i ∈ I(k) = I0 ∩ Ik, there is some ji ∈ J with
∅ 6= Qi ∩ Pk ⊂ P
N∗
ji ∩ Pk
and thus k ∈ j
(N+1)∗
i , i.e. ji ∈ k
(N+1)∗, so that we get Qi ⊂ P
N∗
ji ⊂ P
(2N+1)∗
k . Hence, Corollary 2.8
yields a constant C1 = C1 (P , N, d) ≥ 1 satisfying
sup
j∈J(k)
λ
(
Pj −Qi
)
= λ
(
Pk −Qi
)
≤ λ
(
P
(2N+1)∗
k − P
(2N+1)∗
k
)
≤ C1 · |detSk| .
All in all, for C2 := C
1
p2
−1
1 ≥ 1 (in case of p2 < 1), we have shown
vk,i ≤
C2 · |det Ti|
p−11 −p
−1
2 · |detSk|
p−12 −1 , if p2 < 1,
|detTi|
p−11 −p
−1
2 , if p2 ≥ 1.
Now, our final choice for the application of Theorem 5.6 is to set X := Z1/w ≤ CJ = CK , where
the weight w is chosen as in equation (5.4), i.e.
wj := wj,j = wk,j :=
|detSj |
p−12 −1 , if p2 < 1,
|detSj |
p−12 −q
−1
k = |detSj |
p−12 −p
−1
2 = 1, if p2 ≥ 1
for k ∈ K = J and j ∈ J (k) = {k}, i.e. j = k. Using this choice and recalling J (k) = {k} for
k ∈ K = J , we see
X
([
ℓ
q△
k
w (J
(k))
]
k∈K
)
= Xw =
(
Z1/w
)
w
= Z →֒ Z,
so that the map η1 from condition (5.6) of Theorem 5.6 is well-defined and bounded with |||η1||| = 1.
To prove the boundedness of η2 from condition (5.7) of Theorem 5.6, first note that every i ∈ I0
satisfies ∅ 6= Qi ⊂ O′ and hence Qi ∩Pji 6= ∅ for some ji ∈ J . In particular, there is some k ∈ J = K
satisfying Qi ∩ Pk 6= ∅, i.e. i ∈ I(k), so that we have L :=
⋃
k∈K I
(k) = I0. Furthermore, observe
X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
= Z
([
ℓ
p▽2
(vk,i/wk)i
(I(k))
]
k∈K
)
with identical (quasi)-norms,
where
vk,i
wk
≤
C2 · |detTi|
p−11 −p
−1
2 · |detSk|
p−12 −1 · |detSk|
1−p−12 , if p2 < 1,
|detTi|
p−11 −p
−1
2 , if p2 ≥ 1
≤ C3 · |detTi|
p−11 −p
−1
2 , (5.20)
with C3 := C2 if p2 < 1 and C3 := 1 if p2 ≥ 1.
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Thus, our assumption (boundedness of η) shows that we have
Y |I0
η
−֒→ Z
([
ℓ
p▽2
|detTi|
p
−1
1 −p
−1
2
(I0 ∩ Ij)
]
j∈J
)
eq. (5.20) and I(k)=I0∩Ik
−֒−−−−−−−−−−−−−−−→ Z
([
ℓ
p▽2
(vk,i/wk)i
(I(k))
]
k∈K
)
= X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
,
which easily shows that the embedding η2 from condition (5.7) is well-defined and bounded with
|||η2||| ≤ C3 · |||η|||. Hence, an application of Theorem 5.6 (together with the first part of the ensuing
remark) implies that ι is bounded with
|||ι||| ≤ C4 · |||η1||| · |||η2||| ≤ C3C4 · |||η|||
for some constant C4 = C4 (d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , |||ΓP |||Z→Z). This completes the proof of
the first part of the corollary.
Finally, in case of I0 = I, note that we have Qi ⊂ O
′ for all i ∈ I0 = I and hence O =
⋃
i∈I Qi ⊂ O
′,
which implies C∞c (O) ⊂ C
∞
c (O
′). Now, since (ϕi)i∈I is a (locally finite) partition of unity on O (cf.
Lemma 2.4), we have for every g ∈ C∞c (O) ⊂ C
∞
c (O
′) that g =
∑
i∈I ϕi g, where only finitely many
terms do not vanish identically. Hence,
〈ιf, g〉D′ =
∑
i∈I
〈f, ϕi g〉D′ =
〈
f,
∑
i∈I
ϕi g
〉
D′
= 〈f, g〉D′ ,
so that ιf indeed extends f if I0 = I. 
If one wants to apply the preceding corollary, one faces two major challenges: First—at least for
p2 < 1—one has to verify that Q (or QI0) is almost subordinate to P . Then, one has to verify the
boundedness of the embedding η; in fact, it might also be desired to obtain a bound for |||η|||, since this
yields a bound for |||ι|||. Luckily, using the results from Section 4, one can greatly simplify this second
part, at least if Y and Z are both weighted ℓq spaces and if QI0 is almost subordinate to P :
Corollary 5.8. Let Q = (Qi)i∈I and P = (Pj)j∈J be two admissible coverings of the open sets
∅ 6= O,O′ ⊂ Rd, respectively. Furthermore, let w = (wi)i∈I and v = (vj)j∈J be Q- and P-moderate,
respectively. Finally, let q1, q2, r ∈ (0,∞] and let u = (ui)i∈I be a further weight on I (which is not
necessarily Q-moderate).
If I0 ⊂ I is chosen such that QI0 = (Qi)i∈I0 is almost subordinate to P and if J0 ⊂ J satisfies
7
I0 ⊂
⋃
j∈J0
Ij, then we have
|||η||| ≍
∥∥∥∥(vj · ∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓr·(q1/r)′)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
(5.21)
for
η : ℓq1w (I0) →֒ ℓ
q2
v
(
[ℓru (I0 ∩ Ij)]j∈J0
)
.
Precisely, this means that η is well-defined and bounded if and only if the right-hand side of equation
(5.21) is finite. Furthermore, there is a constant C ≥ 1 depending only on q1, q2, r, NP , k (QI0 ,P) , Cv,P
which satisfies
C−1 ·M ≤ |||η||| ≤ C ·M for M :=
∥∥∥∥(vj · ∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓr·(q1/r)′)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
.
Finally, if
• Q = (TiQ
′
i + bi)i∈I and P =
(
SjP
′
j + cj
)
j∈J
are tight semi-structured coverings,
• QI0 is relatively P-moderate,
7The typical choice will simply be J0 = J . In this case, the conclusion I0 ⊂
⋃
j∈J0
Ij is always satisfied; indeed, for
i ∈ I0, we have ∅ 6= Qi ⊂ O′, since QI0 is almost subordinate to P. Since P covers O
′, this yields Qi ∩Pj 6= ∅ for some
j ∈ J and hence i ∈ Ij .
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• there is some s ∈ N0 and some C0 > 0 such that
λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qs∗i
)
∀ j ∈ J0 with 1 ≤ |I0 ∩ Ij | <∞,
• u|I0 and w|I0 are relatively P-moderate and
• for each j ∈ J (0) := {j ∈ J0 : I0 ∩ Ij 6= ∅}, some ij ∈ I0 ∩ Ij is selected,
then∥∥∥∥(vj ·∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓr·(q1/r)′)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥∥∥
(
vj · uij
wij
·
[
|detSj|∣∣detTij ∣∣
]( 1
r−
1
q1
)
+
)
j∈J(0)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on
d, s, r, q1,Q,P , εQ, εP , C0, k (QI0 ,P) , Cu|I0 ,QI0 ,P , Cw|I0 ,QI0 ,P , Cmod (QI0 ,P) . ◭
Remark 5.9. In particular, if we have Y = ℓq1w (I) and Z = ℓ
q2
v (J) in Corollary 5.7, then the embedding
η from that corollary satisfies
|||η||| ≍
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)i∈I0∩Ij
∥∥∥∥
ℓp
▽
2
·(q1/p▽2 )
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on q1, q2, p2, NP , k (QI0 ,P) , Cv,P .
Furthermore, if the additional assumptions from the second part of the corollary are satisfied, we
have
|||η||| ≍
∥∥∥∥∥∥
 vj
wij
·
∣∣det Tij ∣∣ 1p1− 1p2 · [|detSj | / ∣∣detTij ∣∣]
(
1
p▽
2
− 1q1
)
+

j∈J(0)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥∥∥
 vj
wij
·
∣∣det Tij ∣∣ 1p1−
(
1
p▽
2
− 1q1
)
+
− 1p2
· |detSj |
(
1
p▽
2
− 1q1
)
+

j∈J(0)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
where the implied constant only depends on
d, s, q1, q2, p1, p2,Q,P , εQ, εP , C0, k (QI0 ,P) , Cw|I0 ,QI0 ,P , Cv,P , Cmod (QI0 ,P) . 
Proof. We begin with the first part of the corollary. For the proof, we want to use the estimate provided
by parts (2) and (3) of Corollary 4.12 with K = J0, I = I0, X = ℓ
q2
v (K) = ℓ
q2
v (J0) and
I(k,♮) := I(k) := I0 ∩ Ik = {i ∈ I0 : Qi ∩ Pk 6= ∅}
for k ∈ K = J0. For this, we first have to verify the prerequisites of Corollary 4.12, which are just the
prerequisites of Lemma 4.9.
To this end, first note that we have I0 =
⋃
k∈K I
(k). Indeed, “⊃” is trivial; and “⊂” follows from
our assumption I0 ⊂
⋃
j∈J0
Ij .
Now, define a relation ∼ on J0 = K by j ∼ ℓ :⇐⇒ I
(j) ∩ I(ℓ) 6= ∅⇐⇒ I0∩ Ij ∩ Iℓ 6= ∅. For brevity,
let us write k := k (QI0 ,P) ∈ N0, which is well-defined, since QI0 is almost subordinate to P . Lemma
4.11 (with n = 0, with QI0 instead of Q, and with P instead of R) implies
8 that the classes [j] of the
given relation ∼ satisfy
[j] ⊂ j(4k+5)∗ as well as |[j]| ≤ N4k+5P =: N ∀ j ∈ J0.
In particular, condition (4.5) of Lemma 4.9 is satisfied.
Furthermore, with the 4k + 5-fold clustering map Θ4k+5 as in Lemma 3.9 (for P instead of Q), the
generalized clustering map Θ from Lemma 4.9 satisfies∣∣∣(Θx)j∣∣∣ ≤ ∑
ℓ∈[j]
|xℓ| ≤
∑
ℓ∈j(4k+5)∗
1J0 (ℓ) · |xℓ| = (Θ4k+5 [1J0 · |x|])j
8Strictly speaking, we need to extend the relation ∼ to all of J to apply Lemma 4.11. But this can be done simply
by defining I(k) := ∅ for k ∈ J \ J0.
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for all j ∈ J0 and x = (xj)j∈J0 ∈ X (which we extended by 0 to all of J to obtain a sequence (xj)j∈J ).
Hence,
‖Θx‖X = ‖Θx‖ℓq2v (J0) ≤ ‖Θ4k+5 [1J0 · |x|]‖ℓq2v (J0)
≤ ‖Θ4k+5 [1J0 · |x|]‖ℓq2v (J)
≤ |||Θ4k+5|||ℓq2v (J)→ℓ
q2
v (J)
· ‖1J0 · |x|‖ℓq2v (J)
= |||Θ4k+5|||ℓq2v (J)→ℓ
q2
v (J)
· ‖x‖ℓq2v (J0)
(Lemmas 3.9 and 4.13) ≤
(
Cv,P ·N
1+q−12
P
)4k+5
· ‖x‖X .
For the final prerequisite of Lemma 4.9 (regarding the “inner” weight u = (uj,i)), note that we have
in our case uj,i = ui for all j ∈ J0 and i ∈ I
(j) = I0 ∩ Ij , so that uj,i ≤ uℓ,i holds for all j, ℓ ∈ J0 and
i ∈ I(j) ∩ I(ℓ), i.e. we can choose Cu = 1.
Now, we can finally apply Corollary 4.12 (with slightly permuted roles of the weights u, v, w and of
the exponents of the weighted ℓq spaces) to get
|||η||| ≍
∥∥∥∥(vj · ∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓr·(q1/r)′)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on NP , k, q1, q2, r, Cv,P , since the triangle constant CX of
X = ℓq2v (J0) only depends on q2.
Now, we consider the second part of the corollary. Note that the present assumptions include those
of Lemma 2.17 (since P-moderateness of QI0 implies PJ0-moderateness of QI0 ; precisely, we have
Cmod (QI0 ,PJ0) ≤ Cmod (QI0 ,P)). Thus, that lemma yields
|I0 ∩ Ij | ≍ |detSj |
/ ∣∣det Tij ∣∣
for each j ∈ J0 with I0 ∩ Ij 6= ∅, i.e. for each j ∈ J (0). Here, the implied constant only depends on
those quantities which are mentioned in the second part of the present corollary.
But for j ∈ J (0) and i ∈ I0 ∩ Ij , we also have(
Cw|I0 ,QI0 ,P · Cu|I0 ,QI0 ,P
)−1
·
uij
wij
≤
ui
wi
≤ Cw|I0 ,QI0 ,P · Cu|I0 ,QI0 ,P ·
uij
wij
.
All in all, this easily implies∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓr·(q1/r)′ ≍ uijwij · |I0 ∩ Ij |[r·(q1/r)′]−1
≍
uij
wij
·
[
|detSj |
/ ∣∣det Tij ∣∣][r·(q1/r)′]−1
=
uij
wij
·
[
|detSj |
/ ∣∣det Tij ∣∣]( 1r− 1q1 )+ ,
with implied constants as stated in the corollary. Here, the last step used 1
a·(b/a)′
=
(
1
a −
1
b
)
+
, cf.
equation (4.2).
Since the left-hand side of the desired estimate is unaffected if all terms j ∈ J0 \ J
(0) are discarded,
this easily yields the claim. 
In Corollary 5.7, we assumed Q to be almost subordinate to P . In our next result (which is similar
to [39, Theorem 5.1.6] from my PhD thesis), we make the “reverse” assumption. To simplify the proof,
we state the following technical lemma in advance.
Lemma 5.10. Let Q = (Qi)i∈I be an admissible covering of a set O and let X,Y ≤ C
I be Q-regular
sequence spaces. Fix n ∈ N0 and assume that for each i ∈ I, some qi ∈ (0,∞] and some subset Ii ⊂ in∗
is given. Finally, assume that q := infi∈I qi > 0 and let v = (vi)i∈I be an arbitrary (positive) weight.
If ι : Y →֒ Xv is bounded, then so is θ : Y →֒ X
(
[ℓqiv (Ii)]i∈I
)
, with
|||θ||| ≤ N
n/q
Q · |||ΓQ|||
n
X→X · |||ι||| . ◭
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Proof. Let x = (xi)i∈I ∈ Y be arbitrary. Let i ∈ I. Using the uniform bound |Ii| ≤ |i
n∗| ≤ NnQ (cf.
Lemma 2.9) and the norm-decreasing embedding ℓq →֒ ℓqi , we get (for q <∞) that
∥∥(xℓ)ℓ∈Ii∥∥ℓqiv ≤ ∥∥(xℓ)ℓ∈Ii∥∥ℓqv =
[∑
ℓ∈Ii
(vℓ |xℓ|)
q
]1/q
≤ |Ii|
1/q
·max
ℓ∈Ii
vℓ |xℓ|
≤ N
n/q
Q ·
∑
ℓ∈in∗
|vℓxℓ| = N
n/q
Q · (Θn |v · x|)i ,
where Θn denotes the n-fold clustering map from Lemma 3.9 and where |v · x|ℓ = vℓ · |xℓ|. It is not
hard to see that this estimate remains valid for q =∞.
By solidity of X , we conclude
‖x‖
X
(
[ℓqiv (Ii)]
i∈I
) ≤ Nn/qQ · ‖Θn |v · x|‖X ≤ Nn/qQ |||Θn|||X→X · ‖|v · x|‖X
= N
n/q
Q |||Θn|||X→X · ‖x‖Xv ≤ N
n/q
Q |||Θn|||X→X |||ι||| · ‖x‖Y <∞.
Recalling the bound |||Θn|||X→X ≤ |||ΓQ|||
n
X→X from Lemma 3.9, we get the desired bound. 
Corollary 5.11. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I and P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
be semi-
structured admissible coverings of the open sets O ⊂ Rd and O′ ⊂ Rd, respectively. Let Y ≤ CI and
Z ≤ CJ be two solid sequence spaces which are Q-regular and P-regular, respectively.
Let p1, p2 ∈ (0,∞] with p1 ≤ p2 and assume that Q and P admit L
p1-BAPUs Φ = (ϕi)i∈I and
Ψ = (ψj)j∈J , respectively.
Finally, let J0 ⊂ J and assume that the “restricted” family PJ0 := (Pj)j∈J0 is almost subordinate to
Q and that
η : Y
([
ℓ
p△1
u (J0 ∩ Ji)
]
i∈I
)
→֒ Z|J0
is well-defined and bounded, where Ji := {j ∈ J : Pj ∩Qi 6= ∅} and
ui,j :=
|detSj|
p−12 −1 · |detTi|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
(5.22)
Then, the map
ι : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z), f 7→
∑
j∈J0
ψjf
is well-defined and bounded with absolute convergence of the defining series and with |||ι||| ≤ C · |||η|||
for some constant
C = C (d, p1, p2, k (PJ0 ,Q) ,Q,P , CQ,Φ,p1 , CP,Ψ,p1 , |||ΓP |||Z→Z , |||ΓQ|||Y→Y ) .
Finally, in case of J0 = J , we have O
′ ⊂ O and ιf = f |C∞c (O′) for all f ∈ DF (Q, L
p1 , Y ). ◭
Proof. By assumption, there is N := k (PJ0 ,Q) ∈ N0 such that for every j ∈ J0, we have Pj ⊂ Q
N∗
ij
for some ij ∈ I. Now, we want to apply Theorem 5.6 with the following choices:
K := I0 := I, I
(k) := k(2N+2)∗, J (k) := J0 ∩ Jk and qk := p1
for all k ∈ K = I. After verifying the assumptions of Theorem 5.6 with these choices, we will show
that the map ι from that theorem coincides with the map ι as defined in the present corollary (with
the special case for J0 = J).
We first verify condition (5.3). Thus, assume to the contrary that there is some j ∈ J (k) = J0 ∩ Jk
and some i ∈ I \ I(k) with Qi ∩Pj 6= ∅. Because of j ∈ J0, we have ∅ 6= Qi ∩Pj ⊂ Qi ∩QN∗ij and thus
i ∈ i
(N+1)∗
j . Furthermore, j ∈ J0 ∩ Jk implies ∅ 6= Pj ∩ Qk ⊂ Q
N∗
ij
∩ Qk and hence k ∈ i
(N+1)∗
j , i.e.
ij ∈ k
(N+1)∗, which finally yields i ∈ i
(N+1)∗
j ⊂ k
(2N+2)∗ = I(k), in contradiction to i ∈ I \ I(k). We
have thus verified condition (5.3).
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Next, we want to verify conditions (5.6) and (5.7) withX := Y1/θ ≤ C
I , where θi := |detTi|
(p−11 −1)+ .
Note that equation (3.11) shows that (|det Ti|)i∈I is Q-moderate with C|detTi|,Q ≤ C
d
Q, so that also
1/θ is Q-moderate with Cθ,Q ≤ C
d(p−11 −1)+
Q . By Lemma 4.13, this implies that X is Q-regular, with
|||ΓQ|||X→X ≤ C
d(p−11 −1)+
Q · |||ΓQ|||Y→Y =: C1.
Note that we have I(k) ⊃ {k} and hence L :=
⋃
k∈K I
(k) = I. Thus, condition (5.7) requires
boundedness of the embedding
η2 : Y
!
→֒ X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
= X
([
ℓ
p▽1
v (k
(2N+2)∗)
]
k∈K
)
,
with
vk,i =
|detTi|
p−11 −q
−1
k ·
[
supj∈J(k) λ
(
Pj −Qi
)]q−1k −1 , if qk < 1,
|detTi|
p−11 −q
−1
k , if qk ≥ 1
=

[
supj∈J(k) λ
(
Pj −Qi
)]p−11 −1 , if p1 < 1,
1, if p1 ≥ 1
for k ∈ K = I and i ∈ I(k) = k(2N+2)∗.
We now estimate this weight further in case of p1 < 1. For j ∈ J
(k) = J0 ∩ Jk, Lemma 2.11 yields
Pj ⊂ Q
(2N+2)∗
k ⊂ Q
(4N+4)∗
i , so that we get
λ
(
Pj −Qi
)
≤ λ
(
Q
(4N+4)∗
i −Q
(4N+4)∗
i
)
≤ C2 · |detTi|
for some constant C2 = C2 (Q, N, d) ≥ 1, cf. Corollary 2.8. All in all, we have shown that there is a
constant C3 = C3 (Q, N, d, p1) ≥ 1 with
vk,i ≤
C3 · |detTi|
p−11 −1 = C3 · θi, if p1 < 1,
1 ≤ C3 · θi, if p1 ≥ 1.
Thus, Lemma 5.10 yields (because of Y = Xθ and K = I) that
Y
|||·|||≤C4=C4(N,p1,NQ,|||ΓQ|||X→X)
−֒−−−−−−−−−−−−−−−−−−−−−→ X
([
ℓ
p▽1
θ (k
(2N+2)∗)
]
k∈K
)
|||·|||≤C3 since vk,i≤C3·θi
−֒−−−−−−−−−−−−−−−→ X
([
ℓ
p▽1
v (k
(2N+2)∗)
]
k∈K
)
= X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
.
All in all, this shows that η2 is bounded with |||η2||| ≤ C3C4, so that condition (5.7) is satisfied.
Verification of condition (5.6) is easier: First note that each j ∈ J0 satisfies ∅ 6= Pj ⊂ QN∗ij for some
ij ∈ I. In particular, Pj ∩Qk 6= ∅ for some k ∈ K = I, so that we get j ∈ J0 ∩ Jk = J (k). Hence—in
the notation of Theorem 5.6—we have J00 =
⋃
k∈K J
(k) = J0. Thus, (because of X = Y1/θ), condition
(5.6) precisely requires boundedness of
η1 : Y
([
ℓ
p△1
(wi,j/θi)
(J (i))
]
i∈I
)
=X
([
ℓ
q△k
w (J
(k))
]
k∈K
)
!
→֒ Z, (xj)j∈J0 7→ (xj)j∈J with xj = 0 for j ∈ J\J0,
where (cf. equation (5.4))
wi,j
θi
=
|detSj|
p−12 −1 · |detTi|
1−p−11 = ui,j , if p1 < 1,
|detSj |
p−12 −p
−1
1 = ui,j , if p1 ≥ 1.
Thus, a moment’s thought shows that we have |||η1||| = |||η|||, with η as in the statement of the present
corollary.
Now, Theorem 5.6 shows that
ι(0) : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z), f 7→
∑
(i,j)∈I×J0
ϕi ψj f
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is well-defined and bounded with absolute convergence of the defining series and with
|||ι(0)||| ≤ C5 · |||η1||| · |||η2||| ≤ C3C4C5 · |||η|||
for some constant C5 = C5 (d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p1 , |||ΓP |||Z→Z).
But for j ∈ J0, we have Pj ⊂ Q
N∗
ij for some ij ∈ I. Because of Q
N∗
ij
⊂ O (cf. Lemma 2.4), this yields
ψj ∈ C
∞
c (O), so that ψj · f ∈ S
′
(
Rd
)
is well-defined for all f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O). Finally,
since (ϕi)i∈I is a (locally finite) partition of unity on O, we get ψj =
∑
i∈I ϕiψj and thus (using the
absolute convergence of the series)
〈 ι(0)f, g〉D′ =
∑
j∈J0
∑
i∈I
〈f, ϕi ψj g〉D′ =
∑
j∈J0
〈f, ψj g〉D′ =
〈∑
j∈J0
ψj f, g
〉
D′
for all g ∈ C∞c (O
′). Hence, ι(0)f = ιf with ι as in the statement of the present corollary. In particular,
this implies absolute convergence of the series defining 〈ιf, g〉D′ for all g ∈ C
∞
c (O).
Finally, assume J = J0. We just saw Pj ⊂ O for all j ∈ J0, so that O
′ =
⋃
j∈J Pj ⊂ O. Now, for
g ∈ C∞c (O
′) ⊂ C∞c (O), we have g =
∑
j∈J ψj g with only finitely many terms not vanishing, since
(ψj)j∈J is a locally finite partition of unity on O
′, cf. Lemma 2.4. Hence, we get as desired that
〈ιf, g〉D′ =
∑
j∈J
〈f, ψj g〉D′ = 〈f, g〉D′ =
〈
f |C∞c (O′), g
〉
D′
∀ g ∈ C∞c (O
′) . 
As for Corollary 5.8 above, one can greatly simplify the process of verifying boundedness of the
embedding η from above, at least if Y, Z are both weighted ℓq spaces:
Corollary 5.12. Let Q = (Qi)i∈I and P = (Pj)j∈J be two admissible coverings of the open sets
∅ 6= O,O′ ⊂ Rd, respectively. Furthermore, let w = (wi)i∈I and u
(1) = (u
(1)
i )i∈I be Q-moderate and
let v = (vj)j∈J and u
(2) = (u
(2)
j )j∈J be weights on the index set J . Finally, let q1, q2, r ∈ (0,∞] and
define u := (u
(1)
i u
(2)
j )i∈I,j∈J .
If J0 ⊂ J is chosen so that PJ0 := (Pj)j∈J0 is almost subordinate to Q, then we have
|||η||| ≍
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
(5.23)
for
η : ℓq1w
(
[ℓru (J0 ∩ Ji)]i∈I
)
→֒ ℓq2v (J0) .
Precisely, this means that η is well-defined and bounded if and only if the right-hand side of equa-
tion (5.23) is finite. Furthermore, there is a constant C ≥ 1 depending only on r, q1, q2 and on
Cw,Q, NQ, k (PJ0 ,Q) , Cu(1),Q which satisfies
C−1 ·M ≤ |||η||| ≤ C ·M for M :=
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
.
Finally, if
• Q = (TiQ
′
i + bi)i∈I and P =
(
SjP
′
j + cj
)
j∈J
are tight semi-structured coverings,
• PJ0 is relatively Q-moderate,
• there is some s ∈ N0 and some C0 > 0 such that
λ (Qi) ≤ C0 · λ
( ⋃
j∈J0∩Ji
P s∗j
)
∀ i ∈ I with 1 ≤ |J0 ∩ Ji| <∞ ,
• u(2)|J0 and v|J0 are relatively Q-moderate, and
• for each i ∈ I(0) := {i ∈ I : J0 ∩ Ji 6= ∅}, some ji ∈ J0 ∩ Ji is selected,
then∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥( vjiwi · ui,ji ·
[
|detTi|
|detSji |
]( 1
q2
− 1r
)
+
)
i∈I(0)
∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on
d, s, r, q2, C0, k (PJ0 ,Q) , Cmod (PJ0 ,Q) ,Q,P , εQ, εP , Cu(2)|J0 ,P,Q, Cv|J0 ,P,Q . ◭
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Remark 5.13. In particular, if we have Y = ℓq1w (I) and Z = ℓ
q2
v (J) in Corollary 5.11, then the
embedding η from that corollary satisfies
|||η||| ≍
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(p△1 /q2)′
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
=:M
with ui,j =
|detSj |
p−12 −1 · |detTi|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1,
where the implied constant only depends on p1, q1, q2, Cw,Q,Q, k (PJ0 ,Q). Here, we used the preceding
corollary with
u
(1)
i :=
|detTi|
1−p−11 , if p1 < 1,
1, if p1 ≥ 1
and u
(2)
j :=
|detSj |
p−12 −1 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
Finally, if the additional assumptions from the second part of the corollary are satisfied (where the
relative Q-moderateness of u(2)|J0 is implied by the relative Q-moderateness of PJ0), we get
M ≍
∥∥∥∥∥∥
vji
wi
· |detSji |
1
p1
−
(
1
q2
− 1
p
±△
1
)
+
− 1p2
· |det Ti|
(
1
q2
− 1
p
±△
1
)
+

i∈I(0)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
(5.24)
with 1/p±△1 = min
{
p−11 , 1− p
−1
1
}
, i.e., with
p±△1 :=

p1, if p1 ≥ 2,
p1
p1−1
, if 0 < p1 < 2 and p1 6= 1,
∞, if p1 = 1.
To see this, note that p△1 = p
±△
1 for p1 ∈ [1,∞], while p
±△
1 is negative for 0 < p1 < 1. Furthermore,
note that if we define the duality defect pd of p ∈ (0,∞] by
pd := min
{
0, 1−
1
p
}
=
{
1− 1p , if p < 1,
0, if p ≥ 1,
then 1/p±△1 = 1/p
△
1 + (p1)d, as a simple case distinction shows. Furthermore, u
(1)
i = |detTi|
(p1)d and
u
(2)
j = |detSj |
1
p2
− 1p1
−(p1)d for all i ∈ I and j ∈ J , so that we get
u−1i,ji · [|detTi| / |detSji |]
(
1
q2
− 1
p
△
1
)
+ = |detTi|
(
1
q2
− 1
p
△
1
)
+
−(p1)d
· |detSji |
1
p1
− 1p2
−
(
1
q2
− 1
p
△
1
)
+
+(p1)d
.
Finally, note (
1
q2
−
1
p△1
)
+
− (p1)d =
(
1
q2
−
1
p±△1
)
+
.
In case of p1 ∈ [1,∞], this is clear. But for p1 ∈ (0, 1), we have p
△
1 =∞ and hence(
1
q2
−
1
p△1
)
+
− (p1)d =
1
q2
− (p1)d =
1
q2
− 1 +
1
p1
=
1
q2
−
1
p±△1
.
Furthermore, since p±△1 < 0 for p1 ∈ (0, 1), we have(
1
q2
−
1
p±△1
)
+
=
1
q2
−
1
p±△1
.
All in all, these considerations establish equation (5.24), where the implied constant only depends on
d, s, p1, p2, q2, C0, k (PJ0 ,Q) , Cmod (PJ0 ,Q) ,Q,P , εQ, εP , Cv|J0 ,P,Q . 
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Proof of Corollary 5.12. For the proof of the first part, we want to use the estimate provided by
Corollary 4.12, with K = I, I = J0, X = ℓ
q1
w (K) = ℓ
q1
w (I) and
I(k,♮) := I(k) := J0 ∩ Jk = {j ∈ J0 : Pj ∩Qk 6= ∅} for k ∈ K = I,
to calculate the norm of this embedding. For this, we first have to verify the assumptions of Corollary
4.12, which are just the assumptions of Lemma 4.9.
To this end, first note that we have J0 =
⋃
k∈K I
(k). Indeed, “⊃” is trivial; for the reverse inclusion,
let j ∈ J0 be arbitrary. Since PJ0 is almost subordinate to Q, we have Pj ⊂ O and hence Pj ∩Qi 6= ∅
for some i ∈ I = K. Hence, j ∈ J0 ∩ Ji = I
(i).
Now, define a relation ∼ on K = I by i ∼ ℓ :⇐⇒ I(i) ∩ I(ℓ) 6= ∅. For brevity, let us write
n := k (PJ0 ,Q) ∈ N0, which is well-defined, since PJ0 is almost subordinate to Q. Lemma 4.11 (with
n = 0 and PJ0 ,Q for (Qi)i∈I ,R) implies that the the classes [i] of this relation satisfy
[i] ⊂ i(4n+5)∗, as well as |[i]| ≤ N4n+5Q =: N ∀ i ∈ I.
In particular, condition (4.5) of Lemma 4.9 is satisfied. Furthermore, the generalized clustering map
Θ from that lemma satisfies
|(Θx)i| ≤
∑
ℓ∈[i]
|xℓ| ≤
∑
ℓ∈i(4n+5)∗
|xℓ| = (Θ4n+5 |x|)i ∀x = (xi)i∈I ∈ X = ℓ
q1
w (I)
for all i ∈ I, with Θn (for n ∈ N0) as in Lemma 3.9. Thus, by solidity of X = ℓq1w , we see that Θ is
well-defined and bounded with
|||Θ||| ≤ |||Θ4n+5||| ≤ |||ΓQ|||
4n+5
ℓ
q1
w →ℓ
q1
w
≤
(
Cw,Q ·N
1+q−11
Q
)4n+5
,
cf. Lemma 4.13.
For the final assumption of Lemma 4.9 (regarding the weight u = (ui,j)) let i, ℓ ∈ K = I and
j ∈ I(i) ∩ I(ℓ). In particular, this implies i ∈ [ℓ] ⊂ ℓ(4n+5)∗, so that Lemma 2.9 yields
ui,j = u
(1)
i · u
(2)
j ≤ C
4n+5
u(1),Q
· u
(1)
ℓ · u
(2)
j = C
4n+5
u(1),Q
· uℓ,j .
Hence, we can choose (in the notation of Lemma 4.9) Cu = C
4n+5
u(1),Q
.
Now, we can finally apply parts (1) and (3) of Corollary 4.12, which yield
|||η||| ≍
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on
|||Θ||| ≤
(
Cw,Q ·N
1+q−11
Q
)4n+5
, N = N4n+5Q , Cu = C
4n+5
u(1),Q
and on r, q2.
For the final part of the corollary, note that the present assumptions include the prerequisites of
Lemma 2.17 (with interchanged roles of Q,P , with I0 = J0, and with J0 = I), so that we get
|J0 ∩ Ji| ≍ |detTi| / |detSji |
for all i ∈ I with J0 ∩ Ji 6= ∅, i.e. for all i ∈ I(0). Here, the implied constant only depends on those
quantities which are mentioned in the second part of the present corollary.
Furthermore, relative Q-moderateness of u(2)|J0 and of v|J0 implies
vj
ui,j
=
vj
u
(1)
i u
(2)
j
≤ Cu(2)|J0 ,P,Q · Cv|J0 ,P,Q ·
vji
u
(1)
i u
(2)
ji
= Cu(2)|J0 ,P,Q · Cv|J0 ,P,Q ·
vji
ui,ji
and likewise
vji
ui,ji
≤ Cu(2)|J0 ,P,Q · Cv|J0 ,P,Q ·
vj
ui,j
for all i ∈ I(0) and j ∈ J0 ∩ Ji. All in all, we derive∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(r/q2)′ ≍ |J0 ∩ Ji|[q2·(r/q2)′]−1 · vjiui,ji ≍ [|detTi|/ |detSji |]
(
1
q2
− 1r
)
+ ·
vji
ui,ji
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for all i ∈ I(0), with the implied constants as in the statement of the corollary. Here, we used the
formula 1
q·(r/q)′
=
(
1
q −
1
r
)
+
(cf. equation (4.2)) in the last step.
Since all indices i ∈ I \ I(0) can be neglected in the left-hand side of the desired estimate, this
completes the proof. 
As a further corollary of Theorem 5.6, we derive a result which applies to coveringsQ,P that exhibit
a kind of “mixed” subordinateness. Roughly, we assume that we can write O ∩O′ = A ∪B, such that
Q is almost subordinate to P “near A” and vice versa “near B”. We remark that the following corollary
is a generalized version of [39, Corollary 5.1.11] from my PhD thesis.
Corollary 5.14. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I and P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
be two semi-
structured coverings of the open sets ∅ 6= O,O′ ⊂ Rd, respectively. Let Y ≤ CI and Z ≤ CJ be
Q-regular and P-regular sequence spaces, respectively and let p1, p2 ∈ (0,∞] with p1 ≤ p2. Assume
that there are Lp1-BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J for Q and P, respectively. Denote by CZ a
triangle constant for the quasi-normed space Z ≤ CJ .
Assume that there are subsets A,B ⊂ Rd with the following properties:
(1) We have O ∩O′ = A ∪B.
(2) The family QIA := (Qi)i∈IA is almost subordinate to P, where
IA := {i ∈ I : Qi ∩ A 6= ∅} .
(3) The family PJB := (Pj)j∈JB is almost subordinate to Q, where
JB := {j ∈ J : Pj ∩B 6= ∅} .
Then, with Ij = {i ∈ I : Qi ∩ Pj 6= ∅} and Ji = {j ∈ J : Pj ∩Qi 6= ∅} as usual, we have
L :=
⋃
j∈J\JB
Ij ⊂ IA .
Finally, define
θi := |detTi|
p−11 −p
−1
2 and ui,j :=
|detSj |
p−12 −1 · |detTi|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1,
for i ∈ I and j ∈ J , and assume additionally that the following linear maps are bounded:
β1 : Y → Z|J\JB
([
ℓ
p▽2
θ (Ij)
]
j∈J\JB
)
,(xi)i∈I 7→ (xi)i∈L ,
β2 : Y
([
ℓ
p△1
u (Ji ∩ JB)
]
i∈I
)
→֒ Z|JB .
Then, the map
ι : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z), f 7→
∑
i∈I
ϕif
is well-defined and bounded with |||ι||| ≤ C · (|||β1|||+ |||β2|||) for some constant
C = C (d, p1, p2, CZ ,Q,P , k (PJB ,Q) , k (QIA ,P) , CQ,Φ,p1 , CP,Ψ,p1 , |||ΓQ|||Y→Y , |||ΓP |||Z→Z) .
The map ι has the following additional properties:
(1) For f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O), we have
〈ιf, g〉D′ = 〈f, g〉D′ ∀ g ∈ C
∞
c (O ∩O
′) .
In particular, if O = O′, then ιf = f for all f ∈ DF (Q, L
p1 , Y ) ≤ D′ (O).
(2) If f ∈ DF (Q, L
p1 , Y ) is given by (integration against) a measurable function f : Rd → C with
f ∈ L1loc (O ∪O
′) and with f = 0 almost everywhere on O′ \ O, then ιf = f as elements of
D′ (O′).
(3) In particular, ιf = f for f ∈ C∞c (O ∩O
′) ∩ DF (Q, L
p1 , Y ).
(4) For f ∈ DF (Q, L
p1 , Y ), we have supp ιf ⊂ O′ ∩ supp f , where the closure supp f is taken in
Rd.
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Finally, if Y = ℓq1w (I) and Z = ℓ
q2
v (J) for certain q1, q2 ∈ (0,∞] and weights w = (wi)i∈I and
v = (vj)j∈J which are Q-moderate and P-moderate, respectively, then
|||β1||| ≍
∥∥∥∥∥
(
vj ·
∥∥∥∥(w−1i · |detTi|p−11 −p−12 )
i∈Ij
∥∥∥∥
ℓp
▽
2 ·(q1/p
▽
2 )
′
)
j∈J\JB
∥∥∥∥∥
ℓq2·(q1/q2)
′
(5.25)
|||β2||| ≍
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈Ji∩JB∥∥∥ℓq2·(p△1 /q2)′
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
(5.26)
where the implied constants only depend on
d, p1, p2, q1, q2,Q,P , k (QIA ,P) , k (PJB ,Q) , Cw,Q, Cv,P . ◭
Remark. Note that the corollary in particular yields Ij ⊂ L ⊂ IA for all j ∈ J \ JB. Thus, under the
assumptions of the last part of the corollary, we have
|||β1||| ≍
∥∥∥∥∥
(
vj ·
∥∥∥∥(w−1i · |detTi|p−11 −p−12 )i∈Ij
∥∥∥∥
ℓp
▽
2
·(q1/p▽2 )
′
)
j∈J\JB
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤
∥∥∥∥∥
(
vj ·
∥∥∥∥(w−1i · |detTi|p−11 −p−12 )i∈Ij∩IA
∥∥∥∥
ℓp
▽
2 ·(q1/p
▽
2 )
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
,
which is more similar to the estimate given for |||β2|||. Note, though, that this only yields an upper
bound for |||β1|||. 
Proof. To begin with, we show L ⊂ IA. Indeed, if i ∈ Ij for some j ∈ J \ JB, there is some
ξ ∈ Qi ∩ Pj ⊂ O ∩ O
′ = A ∪ B. In case of ξ ∈ B, we would have ξ ∈ Pj ∩ B and hence j ∈ JB , a
contradiction. Hence, ξ ∈ A, i.e. ξ ∈ Qi ∩A 6= ∅ and therefore i ∈ IA.
Now, let us begin with the actual proof. Below, we will use Theorem 5.6 to show that the following
two maps are well-defined and bounded:
ι1 : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z),f 7→
∑
(i,j)∈IA×(J\JB)
ϕi ψj f,
ι2 : DF (Q, L
p1 , Y )→ DF (P , L
p2 , Z),f 7→
∑
(i,j)∈I×JB
ϕi ψj f,
both with absolute convergence of the series defining 〈ι1f, g〉D′ and 〈ι2f, g〉D′ for g ∈ C
∞
c (O
′). Let
us assume for the moment that this holds.
We first show that ι1f =
∑
(i,j)∈I×(J\JB)
ϕi ψj f for f ∈ DF (Q, L
p1 , Y ). To this end, it suffices to
show ϕi ψj ≡ 0 for i ∈ I \ IA and j ∈ J \ JB. But ϕi ψj 6≡ 0 would imply i ∈ Ij ⊂ L ⊂ IA, since
j ∈ J \JB. Since this is impossible for i ∈ I \IA, we have shown ϕi ψj ≡ 0 for i ∈ I \IA and j ∈ J \JB,
as needed. Therefore, we see for any f ∈ DF (Q, L
p1 , Y ) that
ι1f + ι2f =
∑
(i,j)∈I×(J\JB)
ϕi ψj f +
∑
(i,j)∈I×JB
ϕi ψj f =
∑
(i,j)∈I×J
ϕi ψj f,
again with absolute convergence of the defining series, since all we did was to add some vanishing
terms and to add two absolutely convergent (defining) series.
But for g ∈ C∞c (O
′), we have g =
∑
j∈J ψjg, with only finitely many non-vanishing terms, since
(ψj)j∈J is a locally finite partition of unity on O
′, cf. Lemma 2.4. This implies
〈ι1f + ι2f, g〉D′ =
∑
i∈I
∑
j∈J
〈ϕi f, ψj g〉S′ =
∑
i∈I
〈ϕi f, g〉S′ ,
with absolute convergence of the series. Hence, we see that the map ι as defined in the present corollary
is well-defined and bounded, with absolute convergence of the defining series.
It remains to establish the additional properties of ι (and the boundedness of ι1, ι2). Validity of
property (1) is shown just as above: For g ∈ C∞c (O ∩O
′), we have g =
∑
i∈I ϕi g (with only finitely
many terms not vanishing) and this easily yields 〈ιf, g〉D′ = 〈f, g〉D′ .
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Property (3) is an immediate consequence of property (2), which we prove next: For each ξ ∈ O,
there is some iξ ∈ I with ϕiξ (ξ) 6= 0 and hence ξ ∈ Q
◦
iξ
. Since O is second countable, there is thus
a sequence (iξn)n∈N satisfying O =
⋃
n∈NQ
◦
iξn
. But this implies ϕi ≡ 0 for all i ∈ I \ I0, with the
countable set I0 :=
⋃
n∈N i
∗
ξn
. Indeed, if ϕi 6≡ 0, then ϕi (ξ) 6= 0 for some ξ ∈ Qi ⊂ O. By what we just
saw, ξ ∈ Qiξn for some n ∈ N, so that we get Qi ∩Qiξn 6= ∅ and hence i ∈ i
∗
ξn
⊂ I0.
Now, recall that Fourier inversion implies
|ϕi (ξ)| =
∣∣∣F̂−1ϕi (ξ)∣∣∣ ≤ ∥∥F−1ϕi∥∥L1 ≤ CΦ <∞
for all ξ ∈ Rd and i ∈ I. As we saw in the previous paragraph, for each ξ ∈ O, there is some n = nξ ∈ N
with ϕi (ξ) = 0 for i ∈ I \ i
∗
ξn
. This implies∑
i∈I0
|ϕi (ξ)| =
∑
i∈i∗ξn
|ϕi (ξ)| ≤ CΦ
∣∣i∗ξn∣∣ ≤ CΦNQ <∞
for all ξ ∈ O. For ξ ∈ Rd \ O, the left-hand side vanishes, so that the estimate is true for all ξ ∈ Rd.
Now, let g ∈ C∞c (O
′) be arbitrary and set K := supp g. Note that K ⊂ O∪O′ is compact, so that
1K · f ∈ L
1
(
Rd
)
, since f ∈ L1loc (O ∪O
′). Furthermore,∑
i∈I0
|ϕi (ξ) f (ξ) g (ξ)| ≤ CΦNQ ‖g‖sup · (1K · |f |) (ξ) ∈ L
1
(
Rd
)
.
Thus, the dominated convergence theorem implies as desired that
〈ιf, g〉D′ =
∑
i∈I
〈ϕi f, g〉S′
(ϕi≡0 for i∈I\I0) =
∑
i∈I0
∫
Rd
ϕi (ξ) f (ξ) g (ξ) d ξ
(I0 countable, dominated conv.) =
∫
Rd
[∑
i∈I0
ϕi (ξ)
]
· f (ξ) g (ξ) d ξ
(ϕi≡0 for i∈I\I0) =
∫
Rd
[∑
i∈I
ϕi (ξ)
]
· f (ξ) g (ξ) d ξ
(
∑
i∈I ϕi≡1 on O, ϕi≡0 on R
d\O) =
∫
O
f (ξ) g (ξ) d ξ
(f=0 a.e. on O′\O and g=0 on Rd\O′) =
∫
Rd
f (ξ) g (ξ) d ξ = 〈f, g〉D′ .
Lastly, we establish property (4): Let f ∈ DF (Q, L
p1 , Y ) be arbitrary and set S := supp f , where
the closure is taken in Rd. Since S ⊂ Rd is closed, U := O′ \ S is open. Now, let g ∈ C∞c (O
′) with
supp g ⊂ U . Because of suppϕi ⊂ O for all i ∈ I, we have
supp (ϕi g) ⊂ O ∩ U = O ∩ (O
′ \ S) ⊂ O \ S = O \ supp f ⊂ O \ supp f,
where we note that O \ supp f is open, since supp f is closed in O, because of f ∈ D′ (O). Since f
vanishes on the open set O \ supp f , we get 〈f, ϕi g〉D′ = 0 for all i ∈ I, and thus
〈ιf, g〉D′ =
∑
i∈I
〈ϕi f, g〉D′ = 0.
All in all, ιf vanishes on the open(!) set U , so that we get as claimed that
supp (ιf) ⊂ O′ \ U = O′ \ [O′ \ S] ⊂ O′ ∩ S = O′ ∩ supp f .
To complete the proof, we finally prove the boundedness of ι1 and ι2.
Boundedness of ι1: Here, we apply Theorem 5.6 with I0 := IA ⊂ I and K := J0 := J \ JB and
with
J (k) := {k} , as well as I(k) := Ik = {i ∈ I : Qi ∩ Pk 6= ∅} for k ∈ K.
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Recall from the beginning of the proof that we have I(k) = Ik ⊂ IA = I0 for all k ∈ K = J \ JB, as
required in Theorem 5.6. Furthermore, note that we have (in the notation of Theorem 5.6)
J00 =
⋃
k∈K
J (k) =
⋃
k∈K
{k} = K = J0
and hence J0 ⊂ J00, as required.
Still in the notation of Theorem 5.6, we select qk := p2 ∈ [p1, p2] for all k ∈ K. This entails
q(0) = infk∈K qk = p2, so that Ψ = (ψj)j∈J is indeed an L
q(0) -BAPU for P , as required in Theorem
5.6. Here, we used Corollary 5.4 to conclude that the Lp1-BAPU Ψ is also an Lp2 -BAPU, since p1 ≤ p2.
For the application of Theorem 5.6, we first verify condition (5.3). Thus, assume towards a contra-
diction that for some k ∈ K = J \ JB, there is some
ξ ∈
( ⋃
i∈I0\I(k)
Qi
)
∩
( ⋃
j∈J(k)
Pj
)
=
⋃
i∈IA\Ik
(Qi ∩ Pk) .
This yields some i ∈ IA \ Ik with ξ ∈ Qi ∩ Pk 6= ∅, in contradiction to i /∈ Ik.
Next, we estimate the weights from equations (5.4) and (5.5). For the weight w, we have—because
of qk = p2—for k ∈ K = J \ JB and j ∈ J
(k) = {k} that
wk,j = w
(0)
k :=
{
|detSk|
p−12 −1 = |detSj |
p−12 −1 , if p2 < 1,
1, if p2 ≥ 1.
(5.27)
Estimating v is more involved. Here, we first estimate for k ∈ K = J \ JB and i ∈ I
(k) = Ik the
quantity
sup
j∈J(k)
λ
(
Pj −Qi
)
= λ
(
Pk −Qi
)
.
As noted above, we have i ∈ Ik ⊂ IA. By assumption, this means Qi ⊂ P
n∗
ji for some ji ∈ J , where
n := k (QIA ,P). But because of i ∈ Ik, we also have ∅ 6= Pk ∩Qi ⊂ Pk ∩ P
n∗
ji and hence ji ∈ k
(n+1)∗.
In view of Corollary 2.8, this yields
λ
(
Pk −Qi
)
≤ λ
(
Pk − Pn∗ji
)
≤ λ
(
P
(n+1)∗
k − P
(n+1)∗
ji
)
≤ C1 · |detSk| ,
for some constant C1 = C1 (d, n,P).
All in all, this shows vk,i ≤ C2 · v
(0)
k,i for all k ∈ K and i ∈ I
(k) = Ik for a suitable constant
C2 = C2 (p2, d, n,P) and
v
(0)
k,i :=
|detTi|
p−11 −p
−1
2 · |detSk|
p−12 −1 , if p2 < 1,
|detTi|
p−11 −p
−1
2 , if p2 ≥ 1.
It remains to establish boundedness of the embeddings η1, η2 from equations (5.6) and (5.7), for a
suitable solid sequence space X ≤ CK . Here, we choose X := (Z|K)1/w(0) , where we recall K = J \JB
and the definition of w(0) = (w
(0)
j )j∈J from equation (5.27).
It is not hard to see that the embedding from equation (5.6) is just X
(
[ℓ
q△k
w (J (k))]k∈K
)
→֒ Z|J00 ,
where in our case J00 = J0 = K = J \ JB. But since we have J
(k) = {k} for k ∈ K and because of
wk,j = w
(0)
k , we easily see
X
([
ℓ
q△k
w (J
(k))
]
k∈K
)
= (Z|K)w(0)/w(0)
([
ℓq
△
k ({k})
]
k∈K
)
= Z|K ,
so that the embedding η1 from equation (5.6) is trivially bounded, with |||η1||| ≤ 1.
For the embedding η2 from equation (5.7), first note that we have
v
(0)
k,i /w
(0)
k =
|detTi|
p−11 −p
−1
2 · |detSk|
p−12 −1 / |detSk|
p−12 −1 , if p2 < 1,
|detTi|
p−11 −p
−1
2 / 1, if p2 ≥ 1
= |detTi|
p−11 −p
−1
2 = θi
Embeddings of decomposition spaces — Section 5: Sufficient conditions for embeddings 87
for all k ∈ K = J \ JB and all i ∈ I
(k) = Ik, with θi as in the statement of the present corollary.
Thus, our estimate vk,i ≤ C2 · v
(0)
k,i from above, together with the boundedness of the map β1 from the
statement of the present corollary, shows that we have
Y
β1
−֒→ Z|J\JB
([
ℓ
p▽2
θ (Ij)
]
j∈J\JB
)
= Xw(0)
[ℓp▽2(
v
(0)
k,i
/w
(0)
k
)
i
(I(k))
]
k∈J\JB

= X
([
ℓ
q▽k
v(0)
(I(k))
]
k∈K
)
(since v≤C2·v(0)) →֒ X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
,
as required. The quantitative version of these considerations yields |||η2||| ≤ C2 · |||β1|||.
All in all, Theorem 5.6 shows that ι1 is well-defined and bounded and satisfies
|||ι1||| ≤ C3 · |||η1||| · |||η2||| ≤ C2C3 · |||β1|||
for some constant
C3 = C3 (d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , |||ΓP |||Z→Z) .
Note that CP,Ψ,p2 can be estimated in terms of CP,Ψ,p1 and d, p1,P , thanks to Corollary 5.4.
Boundedness of ι2: Here, we apply Theorem 5.6 with K := I0 := I and J0 := JB and with
J (k) := JB ∩ Jk = {j ∈ JB : Pj ∩Qk 6= ∅} , as well as I
(k) := k(2m+2)∗ for k ∈ K,
where m := k (PJB ,Q). Furthermore, we select qk := p1 ∈ [p1, p2] for all k ∈ K. This yields
q(0) = infk∈K qk = p1. Note that Ψ is an L
p1-BAPU for P , as needed for applying Theorem 5.6.
Observe J0 = JB ⊂
⋃
k∈K J
(k) = J00, as required in Theorem 5.6; indeed, for j ∈ JB, there is some
ξ ∈ Pj ∩B ⊂ A∪B = O∩O
′. But since Q = (Qi)i∈I covers O, there is some k ∈ I satisfying ξ ∈ Qk.
Hence, ξ ∈ Pj ∩Qk 6= ∅, which yields j ∈ JB ∩ Jk = J (k).
Now, let us show that condition (5.3) holds with our choices from above. Hence, assume towards a
contradiction that there is some
ξ ∈
( ⋃
i∈I0\I(k)
Qi
)
∩
( ⋃
j∈J(k)
Pj
)
=
( ⋃
i∈I\k(2m+2)∗
Qi
)
∩
( ⋃
j∈JB∩Jk
Pj
)
.
Thus, there are i ∈ I \ k(2m+2)∗ and j ∈ Jk ∩JB with ξ ∈ Qi∩Pj . Because of j ∈ JB, our assumptions
imply ξ ∈ Pj ⊂ Q
m∗
ij for some ij ∈ I. But because of ξ ∈ Qi, this implies Qi ∩ Q
m∗
ij 6= ∅ and thus
ij ∈ i
(m+1)∗. Finally, since j ∈ Jk, we get ∅ 6= Pj ∩Qk ⊂ Qm∗ij ∩Qk and hence k ∈ i
(m+1)∗
j ⊂ i
(2m+2)∗,
i.e., i ∈ k(2m+2)∗, in contradiction to i ∈ I \ k(2m+2)∗.
Next, we estimate the weights from equations (5.4) and (5.5). For the weight w from equation (5.4),
we note for k ∈ K and j ∈ J (k) = Jk ∩ JB (because of qk = p1) that
wk,j = w
(0)
j :=
{
|detSj |
p−12 −1 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
For the weight v from equation (5.5), we have to work slightly harder. First note for k ∈ K and
i ∈ I(k) = k(2m+2)∗, as well as j ∈ J (k) = Jk ∩ JB that (by our assumptions) Pj ⊂ Q
m∗
ij
for some
ij ∈ I. Furthermore, there is some ξ ∈ Pj ∩Qk ⊂ Q
m∗
ij
∩Qk, so that ij ∈ k
(m+1)∗ ⊂ i(3m+3)∗. Hence,
Pj ⊂ Q
m∗
ij
⊂ Q
(4m+3)∗
i . All in all, we get
λ
(
Pj −Qi
)
≤ λ
(
Q
(4m+3)∗
i −Q
(4m+3)∗
i
)
≤ C4 · |det Ti| ,
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for some constant C4 = C4 (d,m,Q) ≥ 1 which is provided by Corollary 2.8. All in all, we derive
(because of qk = p1) that
vk,i =
{[
supj∈J(k) λ
(
Pj −Qi
)]p−11 −1 ≤ Cp−11 −14 · |detTi|p−11 −1 , if p1 < 1,
1, if p1 ≥ 1.
We denote the right-hand side of this estimate by
v
(0)
i :=
{
|detTi|
1
p1
−1
, if p1 < 1,
1, if p1 ≥ 1,
so that we have shown vk,i ≤ C5 · v
(0)
i for all k ∈ K, i ∈ I
(k) and some constant C5 = C5 (d, p1,m,Q).
Note that v(0) is Q-moderate, with Cv(0),Q ≤ C6 = C6 (d, p1,Q), see equation (3.11). Hence, Lemma
4.13 shows that X := Y1/v(0) ≤ C
I = CK is Q-regular, with
|||ΓQ|||X→X ≤ Cv(0),Q · |||ΓQ|||Y→Y ≤ C6 · |||ΓQ|||Y→Y =: C7.
It remains to verify boundedness of the embeddings η1, η2 from equations (5.6) and (5.7) of Theorem
5.6, with the preceding choice of X = Y1/v(0) . To this end, note that Y →֒ Xv(0) and that X = Y1/v(0)
is Q-moderate, as we just saw. Hence, Lemma 5.10 yields
Y →֒ X
([
ℓ
p▽1
v(0)
(k(2m+2)∗)
]
k∈I
)
(∗)
→֒ X
([
ℓ
q▽k
v (I
(k))
]
k∈K
)
.
Here, the step marked with (∗) used vk,i ≤ C5 · v
(0)
i , as well as I
(k) = k(2m+2)∗ and qk = p1 for all
k ∈ K = I. But this embedding precisely yields boundedness of η2 from equation (5.7). One can easily
make the preceding arguments quantitative (see Lemma 5.10), to derive |||η2||| ≤ C8 for some constant
C8 = C8 (d, p1,m,Q, |||ΓQ|||Y→Y ) .
Finally, for the embedding η1 from equation (5.6), we note for k ∈ K and j ∈ J
(k) = JB ∩ Jk that
wk,j
v
(0)
k
=
w
(0)
j
v
(0)
k
=
|detSj |
p−12 −1 / |detTk|
p−11 −1 = uk,j , if p1 < 1,
|detSj |
p−12 −p
−1
1 = uk,j , if p1 ≥ 1.
Thus, noting J (k) = JB ∩ Jk and recalling the definition of the (assumed) embedding β2 from the
statement of the present corollary, we derive
X
([
ℓ
q△k
w (J
(k))
]
k∈K
)
= Y1/v(0)
([
ℓ
p△1
w (J
(k))
]
k∈K
)
= Y
([
ℓ
p△1
u (Ji ∩ JB)
]
i∈I
)
β2
−֒→ Z|JB ,
which precisely yields boundedness of η1 from equation (5.6), since we have JB = J00, as seen above.
Quantitatively, we get |||η1||| ≤ |||β2|||.
All in all, Theorem 5.6 shows that ι2 as defined above is bounded; more precisely, Theorem 5.6
yields |||ι2||| ≤ C9 · |||η1||| · |||η2||| ≤ C8C9 · |||β2||| for some constant
C9 = C9 (d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p1 , |||ΓP |||Z→Z) .
Altogether, this yields the desired estimate
|||ι||| ≤ C10 · [|||ι1|||+ |||ι2|||] . |||β1|||+ |||β2|||,
with an implied constant as in the statement of the corollary. Here, C10 is the triangle constant for
DF (P , L
p2 , Z), which can be bounded only in terms of p2 and CZ , see Theorem 3.21.
All that remains is to establish the final claim of the corollary, i.e., to estimate |||β1||| and |||β2||| in
case of Y = ℓq1w (I) and Z = ℓ
q2
v (J).
For β2, which in this case reads
β2 : ℓ
q1
w
([
ℓ
p△1
u (Ji ∩ JB)
]
i∈I
)
→֒ ℓq2v (JB) ,
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we can simply use Corollary 5.12, with r = p△1 , J0 = JB (since PJB is almost subordinate to Q) and
with
u
(1)
i :=
{
|detTi|
1−p−11 , if p1 < 1,
1 if p1 ≥ 1,
and u
(2)
j :=
{
|detSj |
p−12 −1 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
Note that equation (3.11) shows that u(1) is Q-moderate, with Cu(1),Q ≤ C (d, p1,Q).
Hence, Corollary 5.12 yields
|||β2||| ≍
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈JB∩Ji∥∥∥ℓq2·(p△1 /q2)′
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on d, p1, q1, q2,Q,P , k (PJB ,Q) , Cw,Q, as desired.
Finally, for β1, it is easy to see that the boundedness of β1 is equivalent to that of
β˜1 : ℓ
q1
w (L) →֒ ℓ
q2
v
([
ℓ
p▽2
θ (Ij)
]
j∈J\JB
)
,
with |||β1||| = |||β˜1|||. Thus, we use Corollary 5.8, with r = p
▽
2 , I0 = L and J0 = J \ JB, as well as u = θ
to obtain (because of Ij ⊂ L and hence I0 ∩ Ij = L ∩ Ij = Ij for j ∈ J \ JB) that∣∣∣∣∣∣∣∣∣β˜1∣∣∣∣∣∣∣∣∣ ≍ ∥∥∥∥(vj · ∥∥∥(w−1i · θi)i∈Ij∥∥∥ℓp▽2 ·(q1/p▽2 )′)j∈J\JB
∥∥∥∥
ℓq2·(q1/q2)
′
,
where the implied constant only depends on p2, q1, q2,P , k (QIA ,P) , Cv,P . Note that we indeed have
I0 = L =
⋃
j∈J0
Ij , as needed for the application of Corollary 5.8. Furthermore, as seen above, we have
I0 = L ⊂ IA, so that QL = QI0 is indeed almost subordinate to P , with k (QL,P) ≤ k (QIA ,P). 
6. Necessary conditions for embeddings
In this section, we study the sharpness of the sufficient criteria for the existence of embeddings
between decomposition spaces that we developed before.
Roughly speaking, the setting considered in this section is as follows: We assume that an embedding
of the form
DF (Q, L
p1 , Y ) →֒ DF (P , L
p2, Z) (6.1)
is true, where the two decomposition spaces are built with respect to the ((tight) semi-structured)
coveringsQ = (TiQ
′
i + bi)i∈I of O and P = (SjP
′
j + cj)j∈J of O
′. We will then show that the existence
of such an embedding necessarily implies p1 ≤ p2 and also the existence of certain embeddings between
discrete sequence spaces; these embeddings for the sequence spaces will be similar (and often identical)
to the sufficient conditions which we derived in the previous section.
The section consists of four subsections. In the first subsection, we impose no special restrictions
on the relation between Q and P . Nevertheless, we will show that the condition p1 ≤ p2—which
was required in all sufficient conditions from the previous section—is a necessary consequence of the
boundedness of the embedding (6.1). Furthermore, in case of p1 = p2, we will see that necessarily
‖δj‖Z . ‖δi‖Y for all i ∈ I and j ∈ J for which Q
◦
i ∩ P
◦
j 6= ∅.
In Subsection 6.2, we employ these elementary necessary criteria to show that an equality
DF (Q, L
p1 , Y ) = DF (P , L
p2, Z)
of two decomposition spaces is only possible if we have p1 = p2 and if the coverings Q,P are weakly
equivalent. Note though that in general this only holds for p1 6= 2. For the case of weighted ℓ
q spaces
Y = ℓq1w (I) and Z = ℓ
q2
v (J), however, we will be able to extend this result: In this case, we necessarily
have q1 = q2 and Q and P are also equivalent for p1 = 2, as long as q1 6= 2. Finally, we remark that in
addition to the elementary results from the previous subsection, the proof of the equivalence between
Q,P also uses simplified forms of the arguments used in Subsection 6.3. Thus, Subsection 6.2 serves
as a gentle introduction to the remainder of the section.
From Subsection 6.3 on, we always assume (essentially) that Q is almost subordinate to P (or vice
versa). Under this assumption, we will show that the boundedness of the embedding (6.1) (essentially)
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implies boundedness of the embedding
Y →֒ Z
([
ℓp2
|detTi|
p
−1
1
−p−1
2
(Ij)
]
j∈J
)
.
This necessary condition almost coincides with the sufficient condition from Corollary 5.7; the only
difference is that the “inner norm” for the necessary condition is ℓp2 , while it is ℓp
▽
2 for the sufficient
condition. At least for p2 ∈ (0, 2], we have p
▽
2 = p2, so that both conditions coincide. Thus, for a
certain range of exponents, we achieve a complete characterization. A similar statement also holds if
P is almost subordinate to Q.
Finally, in Subsection 6.5, in addition to Q being almost subordinate to P , we require Q to be rela-
tively moderate with respect to P and we only consider weighted ℓq spaces as the “global components”
for the decomposition spaces. Under these more restrictive assumptions, we will show that the suffi-
cient conditions from Corollary 5.7 are also necessary, so that we obtain a complete characterization
for all possible exponents p2. With suitable changes, the same holds for the conditions from Corollary
5.11, i.e. if P is almost subordinate to Q.
Before we properly begin our investigation of necessary criteria for the existence of embeddings, we
briefly indicate our proof strategy. Assuming an embedding ι : DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z), we
will “test” this embedding using suitably crafted functions:
For simplicity, we will assume p1 = p2 = p ∈ [1,∞]. Given any (finitely supported) sequence (cj)j∈J ,
where P = (Pj)j∈J , we consider functions of the form
f =
∑
j∈J
cjγj where γj ∈ C
∞
c (Pj) .
If Φ = (ϕi)i∈I is an L
p-BAPU for Q, then ϕi ≡ 0 outside of Qi. In particular, ϕiγj ≡ 0 for
j /∈ Ji = {ℓ ∈ J : Pℓ ∩Qi 6= ∅}, and thus∥∥F−1 (ϕi · f)∥∥Lp = ∥∥∥F−1 (ϕi ·∑
j∈Ji
cjγj
)∥∥∥
Lp
.
∥∥∥F−1 (∑
j∈Ji
cjγj
)∥∥∥
Lp
=: di ∀ i ∈ I. (6.2)
Here, the last step used that we have p ∈ [1,∞] and
∥∥F−1ϕi∥∥L1 . 1 for all i ∈ I, as part of the
definition of an Lp-BAPU. Consequently, using the boundedness of ι, we get
‖f‖DF (P,Lp,Z) . ‖f‖DF (Q,Lp,Y ) .
∥∥(di)i∈I∥∥Y <∞,
at least if we assume
∥∥(di)i∈I∥∥Y <∞. Thus, our next goal is to obtain a lower bound on ‖f‖DF (P,Lp,Z).
To this end, we use that admissibility of the covering P implies (cf. the “disjointization lemma”,
Lemma 2.14) that there is a finite partition J =
⊎r0
r=1 J
(r) such that no two different sets Pj from the
same index set J (r) are neighbors (of degree 3), i.e., such that P ∗j ∩ P
∗
ℓ = ∅ for all j, ℓ ∈ J
(r) with
j 6= ℓ. Thus, if we fix r ∈ r0 and assume cj = 0 for all j ∈ J \ J
(r), we get
f =
∑
j∈J(r)
cjγj .
The advantage of this additional assumption on the coefficients (cj)j∈J is—among other things—that
the different summands have disjoint support, which prevents cancellations in the sum. As a conse-
quence of this and the fact that the family (γj)j∈J is adapted to the covering P , one can show (cf.
Lemma 6.3) that∥∥(di)i∈I∥∥Y & ‖f‖DF (P,Lp,Z) & ∥∥∥(∥∥F−1 (cjγj)∥∥Lp)j∈J∥∥∥Z =: ∥∥∥(|cj | · ej)j∈J∥∥∥Z .
Now, we have reached a crucial point: The sequence (ej)j∈J given by ej =
∥∥F−1γj∥∥Lp is highly
invariant under certain transformations, for example under switching from γj to the modulated version
γ˜j =Mzjγj , with arbitrary zj ∈ R
d. Note that this transformation retains the property γ˜j ∈ C
∞
c (Pj).
In contrast to ej , however, the sequence (di)i∈I defined in equation (6.2) is (in general) not invariant
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under these transformations. More precisely, even though it is hard (or even impossible) to evaluate
di in general, we will see (cf. Corollary 6.6) that a suitable choice of the modulations zj entails
di =
∥∥∥∥∥F−1
(∑
j∈Ji
cj ·Mzjγj
)∥∥∥∥∥
Lp
≍
∥∥∥(|cj | · ∥∥F−1γj∥∥Lp)j∈Ji∥∥∥ℓp = ∥∥∥(|cj | · ej)j∈Ji∥∥∥ℓp
Thus, in the spirit of [34, Section 1.9], we found a possibility to arbitrage the embedding, i.e., to exploit
a differing degree of symmetry between both sides of the embedding.
All in all, we arrive at∥∥∥(|cj | · ej)j∈J∥∥∥
Z
.
∥∥(di)i∈I∥∥Y ≍ ∥∥∥∥(∥∥∥(|cj | · ej)j∈Ji∥∥∥ℓp)i∈I
∥∥∥∥
Y
,
for (almost) arbitrary sequences (cj)j∈J supported in J
(r). Since r ∈ r0 was arbitrary, this restriction
on the support can easily be removed. Careful readers will notice that the argument sketched here is
used (in a slightly more precise, general and elaborate form) in the proof of Theorem 6.13.
Now that we have illustrated the general idea, we are ready to properly start our investigations.
6.1. Elementary necessary conditions. In the following, we will actually consider a slightly more
general setting than in equation (6.1). Precisely, we will assume that there is an embedding(
DK , ‖•‖DF (Q,Lp1 ,Y )
)
→֒ DF (P , L
p2 , Z), (6.3)
for some subset K ⊂ O ∩O′, where
DK := D
Q,p1,Y
K := DF (Q, L
p1 , Y ) ∩
{
f ∈ C∞c
(
Rd
)
: supp f ⊂ K
}
are all those test functions with support in K which also belong to the Fourier-side decomposition
space DF (Q, L
p1 , Y ). As long as there is no chance for confusion, we will simply write DK instead of
DQ,p1,YK . Finally, if δi ∈ Y for all i ∈ I, it is not hard to see C
∞
c (O) ⊂ DF (Q, L
p1 , Y ), which implies
that DQ,p1,YK =
{
f ∈ C∞c
(
Rd
)
: supp f ⊂ K
}
is independent of Q, p1, Y (as long as Y contains all
finitely supported sequences). A similar argument shows that DQ,p1,YK is independent of the choice
of p1 (even if Y does not contain all finitely supported sequences), but we will not use this in the
following.
Our first necessary condition is rather simple: We observe that in Theorem 5.6 and in Corollaries
5.7, 5.11 and 5.14, the inequality p1 ≤ p2 was always part of the assumptions. Our first necessary
condition will show that this is inevitable. It is worth noting that we do not need to impose any
additional assumptions (like subordinateness) on the coverings Q,P .
Lemma 6.1. Let ∅ 6= O,O′ ⊂ Rd be open, let p1, p2 ∈ (0,∞] and let Q = (Qi)i∈I be an L
p1-
decomposition covering of O, and let P = (Pj)j∈J be an L
p2-decomposition covering of O′. Let Y ≤ CI
and Z ≤ CJ be Q-regular and P-regular, respectively.
Finally, let K ⊂ Rd and assume that there are i ∈ I and j ∈ J with K◦ ∩ Q◦i ∩ P
◦
j 6= ∅ and with
δi := 1{i} ∈ Y . If the identity map
ι :
(
DQ,p1,YK , ‖•‖DF (Q,Lp1 ,Y )
)
→ DF (P , L
p2 , Z), f 7→ f
is well-defined and bounded, then we have p1 ≤ p2.
In case of p1 = p2, there exists a constant C > 0 depending only on
d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , |||ΓQ|||Y→Y , |||ΓP |||Z→Z
such that δj ∈ Z and ‖δj‖Z ≤ C|||ι||| · ‖δi‖Y holds for all (i, j) ∈ I × J with K
◦ ∩ Q◦i ∩ P
◦
j 6= ∅ and
with δi ∈ Y .
Here, the Lp1-BAPU Φ and the Lp2-BAPU Ψ have to be used to compute the (quasi)-norms on
DF (Q, L
p1 , Y ) and DF (P , L
p2 , Z), respectively. ◭
Proof. Let Φ = (ϕi)i∈I be an L
p1 -BAPU for Q and let Ψ = (ψj)j∈J be an L
p2-BAPU for P . Fix
a nontrivial test function θ ∈ C∞c (B1 (0)). We will prove both parts of the lemma (more or less)
simultaneously. The assumptions yield ξ0 ∈ Rd and ε > 0 with Bε (ξ0) ⊂ K◦ ∩Q◦i ∩ P
◦
j .
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For n ∈ N, define
θn : R
d → C, ξ 7→ θ
(n
ε
(ξ − ξ0)
)
,
i.e. θn = Lξ0
[
Dn/εθ
]
. We then have
θn ∈ C
∞
c
(
Bε/n (ξ0)
)
⊂ C∞c (Bε (ξ0)) ⊂ C
∞
c
(
K◦ ∩ P ◦j ∩Q
◦
i
)
.
But Lemma 2.4 implies ψ∗j ≡ 1 on Pj ⊃ supp θn, and hence ψ
∗
j θn = θn.
Now note that if ϕℓ · θn 6≡ 0, then there is some ξ ∈ supp θn ⊂ Qi with ϕℓ (ξ) 6= 0. Hence,
ξ ∈ Qℓ ∩ Qi 6= ∅, i.e. ℓ ∈ i∗. But for ℓ ∈ i∗, there are two cases: For p1 ∈ [1,∞], Young’s inequality
(L1 ∗ Lp1 →֒ Lp1) yields∥∥F−1(ϕℓ θn)∥∥Lp1 = ∥∥(F−1ϕℓ) ∗ (F−1θn)∥∥Lp1 ≤ ∥∥F−1ϕℓ∥∥L1 ·∥∥F−1θn∥∥Lp1 ≤ CQ,Φ,p1 ·∥∥F−1θn∥∥Lp1 <∞.
Otherwise, in case of p1 ∈ (0, 1), we know (by definition of an L
p1-decomposition covering) that
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I is a semi-structured covering. Furthermore, we note suppϕℓ ⊂ Qℓ ⊂ Q
∗
ℓ
and supp θn ⊂ Q
◦
i ⊂ Q
∗
ℓ , so that Corollary 3.14 yields a constant C1 = C1 (Q, d, p1) > 0 with∥∥F−1 (ϕℓ θn)∥∥Lp1 ≤ C1 ·|detTℓ| 1p1−1 ·∥∥F−1ϕℓ∥∥Lp1 ∥∥F−1θn∥∥Lp1 ≤ C1CQ,Φ,p1 ·∥∥F−1θn∥∥Lp1 ∀ ℓ ∈ i∗ .
If we set C1 := 1 for p1 ∈ [1,∞], then a combination of the two cases from above easily yields∥∥F−1 (ϕℓ θn)∥∥Lp1 ≤ C1CQ,Φ,p1 · ∥∥F−1θn∥∥Lp1 · 1i∗ (ℓ) ∀ ℓ ∈ I.
But since Y is a Q-regular—in particular solid—sequence space with δi ∈ Y and since 1i∗ = ΓQ δi, we
get θn ∈ DF (Q, L
p1 , Y ) (and hence θn ∈ D
Q,p1,Y
K ) with
‖θn‖DF (Q,Lp1 ,Y ) =
∥∥∥(∥∥F−1 (ϕℓ θn)∥∥Lp1 )ℓ∈I∥∥∥Y ≤ C1CQ,Φ,p1 · ∥∥F−1θn∥∥Lp1 · ‖1i∗‖Y
≤ C1CQ,Φ,p1 |||ΓQ|||Y→Y · ‖δi‖Y ·
∥∥F−1θn∥∥Lp1
=: C2 · ‖δi‖Y ·
∥∥F−1θn∥∥Lp1 <∞ ∀n ∈ N .
Since we assume ι to be well-defined and bounded, we get θn ∈ DF (P , L
p2 , Z) and
‖θn‖DF (P,Lp2 ,Z) ≤ |||ι||| · ‖θn‖DF (Q,Lp1 ,Y ) ≤ C2 · |||ι||| · ‖δi‖Y ·
∥∥F−1θn∥∥Lp1 .
But by Remark 3.16, the family Γ := (γℓ)ℓ∈J := (ψ
∗
ℓ )ℓ∈J is an L
p2-bounded family for P , with
CP,Γ,p2 ≤ C (P , CP,Ψ,p2 , d, p2). Thus, Theorem 3.17 yields
‖θn‖DF (P,Lp2 ,Z) ≥ C
−1
3 ·
∥∥∥(∥∥F−1 (ψ∗ℓ θn)∥∥Lp2 )ℓ∈J∥∥∥Z
(since Z is solid and ψ∗j θn=θn) ≥ C
−1
3 ·
∥∥F−1θn∥∥Lp2 · ‖δj‖Z ,
with a constant C3 = C3 (P , p2, d, CP,Γ,p2 , |||ΓP |||Z→Z) > 0. In particular, δj ∈ Z.
Altogether, we finally arrive at∥∥F−1θn∥∥Lp2 · ‖δj‖Z ≤ C2C3 · |||ι||| · ‖δi‖Y · ∥∥F−1θn∥∥Lp1 ∀n ∈ N . (6.4)
Furthermore, we can estimate
C2C3 ≤ C4 = C4 (d, p1, p2,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , |||ΓQ|||Y→Y , |||ΓP |||Z→Z) .
Now, note F−1θn = (ε/n)
d
· e2πi〈•,ξ0〉 ·
(
F−1θ
) (
ε
n•
)
, and hence∥∥F−1θn∥∥Lp = (ε/n)d · ∥∥D εn (F−1θ)∥∥Lp = (ε/n)d(1− 1p) · ∥∥F−1θ∥∥Lp
for all p ∈ (0,∞]. Thus, estimate (6.4) yields∥∥F−1θ∥∥
Lp2
· (ε/n)
d
(
1− 1p2
)
· ‖δj‖Z ≤ C4 · |||ι||| · ‖δi‖Y · (ε/n)
d
(
1− 1p1
)
·
∥∥F−1θ∥∥
Lp1
and hence
n
1
p2
− 1p1 ≤ C4|||ι|||ε
d
(
1
p2
− 1p1
)
·
‖δi‖Y
‖δj‖Z
·
∥∥F−1θ∥∥
Lp1
‖F−1θ‖Lp2
∀n ∈ N,
which can only hold if p−12 − p
−1
1 ≤ 0, i.e. if p1 ≤ p2. This yields the first claim.
Finally, in case of p1 = p2, most terms cancel, so that we get ‖δj‖Z ≤ C4|||ι||| · ‖δi‖Y with C4
independent of i, j. 
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6.2. Coincidence of decomposition spaces. In this subsection, we assume that we are given two
coverings Q,P of a common set ∅ 6= O ⊂ Rd such that we have
DF (Q, L
p1 , ℓq1w ) = DF (P , L
p2, ℓq2v ) (6.5)
for certain p1, p2, q1, q2 ∈ (0,∞] and certain weights w, v which are Q-moderate and P-moderate,
respectively. Given these assumptions, we will be able to show that the “ingredients” for the two
decomposition spaces are essentially the same. Precisely, we will show p1 = p2, q1 = q2 and wi ≍ vj
given Qi ∩ Pj 6= ∅. Finally, in case of (p1, q1) 6= (2, 2), we will also show that the two coverings Q,P
are weakly equivalent. Recall from Definition 2.10 that this means that the sets
Ij := {i ∈ I : Qi ∩ Pj 6= ∅} and Ji := {j ∈ J : Pj ∩Qi 6= ∅}
satisfy |Ij | ≤ C and |Ji| ≤ C for all i ∈ I and j ∈ J . As the final result of this section, we show that
these properties together are sufficient for the equality (6.5) to hold, at least for p1 ∈ [1,∞]. In the
quasi-Banach regime p1 ∈ (0, 1), we will have to impose certain additional technical assumptions.
We thus obtain an (almost) complete characterization of the equality of two decomposition spaces
in terms of their “ingredients”. Note though that in order to get the full characterization as explained
above, we need to restrict ourselves to global components of the form Y = ℓq1w instead of general (Q)-
regular sequence spaces. For general (Q)-regular sequence spaces, we will nevertheless be able to show
that DF (Q, L
p1 , Y ) = DF (P , L
p2 , Z) can only hold if p1 = p2; in case of p1 6= 2, a further necessary
condition is that Q and P are weakly equivalent.
Finally, the methods of proof in this subsection provide a nice preparation for the following subsec-
tions, which are slightly more involved. One general technique which we will use again and again is to
“test” an embedding between (or an equality of) two Fourier-side decomposition spaces by considering
functions of the form
fz,c,ε =
∑
i∈I
Mzi (εici · γi) (6.6)
for certain functions γi which are supported (essentially) inQi and for (more or less) arbitrary sequences
ε = (εi)i∈I ∈ {±1}
I
and c = (ci)i∈I ∈ ℓ0 (I). With this choice, the (quasi)-norm ‖fz,c,ε‖DF (Q,Lp1 ,Y ) is
(essentially) independent of the choice of the modulations zi ∈ Rd and of the signs εi, since modulation
does not change the support (on the Fourier side) of the individual summands and since the individual
summands are (essentially) disjointly supported. Note that we are considering the quasi-norm with
respect to Q, i.e. with respect to the covering to which the γi are adapted.
In general, this independence from the choice of z = (zi)i∈I and ε = (εi)i∈I does not hold for the
(quasi)-norm ‖fz,c,ε‖DF (P,Lp2 ,Z). As we will see (cf. Corollary 6.6), a suitable choice of z often makes
it possible to derive a certain embedding between sequence spaces as a result of the embedding for
decomposition spaces. A similar statement holds for a suitable choice of ε. In the spirit of [34, Section
1.9], we have thus found a possibility to arbitrage the embedding, cf. also the introduction to this
section.
Our next lemma provides one of two estimates for the (essential) independence of ‖fz,c,ε‖DF (Q,Lp1 ,Y )
from the choice of z.
Lemma 6.2. Let ∅ 6= O ⊂ Rd be open, let p ∈ (0,∞] and let Q = (Qi)i∈I be an L
p-decomposition
covering of O with Lp-BAPU Φ = (ϕi)i∈I . Finally, let Y ≤ C
I be Q-regular.
For each k ∈ N0, there is a constant
C = C (k, d, p,Q, CQ,Φ,p, |||ΓQ|||Y→Y ) > 0
such that for arbitrary coefficients (ci)i∈I ∈ ℓ0 (I), functions (γi)i∈I with γi ∈ C
∞
c (O) and γi ≡ 0 on(
Qk∗i
)c
, signs ε = (εi)i∈I ∈ {±1}
I and modulations (zi)i∈I ∈
(
Rd
)I
, the estimate∥∥∥∥∥∑
i∈I
Mzi (εici · γi)
∥∥∥∥∥
DF,Φ(Q,Lp,Y )
≤ C ·
∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I∥∥∥Y (6.7)
holds, provided that
(
ci ·
∥∥F−1γi∥∥Lp)i∈I ∈ Y . In particular, if we have (ci · ∥∥F−1γi∥∥Lp)i∈I ∈ Y , then∑
i∈I Mzi (εici · γi) ∈ DF (Q, L
p, Y ). ◭
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Remark. Since the sequence (ci)i∈I ∈ ℓ0 (I) is finitely supported and since γi ∈ C
∞
c (O) ⊂ S
(
Rd
)
, we
have
(
ci ·
∥∥F−1γi∥∥Lp)i∈I ∈ Y as soon as δi ∈ Y for all i ∈ I, which holds for essentially all reasonable
“global components” Y , in particular for Y = ℓqw (I). 
Proof. Let ℓ ∈ I be arbitrary. For i ∈ I, we note that
0 6≡ ϕℓ ·Mzi (εici · γi) = εici ·Mzi (ϕℓ · γi)
is only possible if ∅ 6= Qℓ ∩Qk∗i and thus i ∈ ℓ
(k+1)∗.
As usual, we distinguish the two cases p ∈ [1,∞] and p ∈ (0, 1). For p ∈ [1,∞], Young’s inequality
(L1∗Lp →֒ Lp), together with the identity F−1 [Mzg] = L−z
[
F−1g
]
and with the translation invariance
of ‖•‖Lp , implies∥∥F−1 [Mzi (ϕℓ · γi)]∥∥Lp = ∥∥F−1 [ϕℓ · γi]∥∥Lp ≤ ∥∥F−1ϕℓ∥∥L1 · ∥∥F−1γi∥∥Lp ≤ CQ,Φ,p · ∥∥F−1γi∥∥Lp .
In case of p ∈ (0, 1), the definition of an Lp-decomposition covering shows that Q = (TiQ
′
i + bi)i∈I is
semi-structured. Next, we observe suppϕℓ ⊂ Qℓ ⊂ Q
(2k+1)∗
ℓ and supp γi ⊂ Q
k∗
i ⊂ Q
(2k+1)∗
ℓ , because
of i ∈ ℓ(k+1)∗. Hence, Corollary 3.14 yields a constant C1 = C1 (Q, k, d, p) with∥∥F−1 [Mzi (ϕℓ · γi)]∥∥Lp = ∥∥F−1 [ϕℓ · γi]∥∥Lp ≤ C1 · |detTℓ| 1p−1 ∥∥F−1ϕℓ∥∥Lp · ∥∥F−1γi∥∥Lp
≤ C1CQ,Φ,p · ‖F
−1γi‖Lp .
Thus, if we set C1 := 1 for p ∈ [1,∞], this estimate is valid for all p ∈ (0,∞].
Since ‖•‖Lp is a quasi-norm (with triangle constant only depending on p) and because of the uniform
bound |ℓ(k+1)∗| ≤ Nk+1Q , which was established in Lemma 2.9, there is a constant C2 = C2 (p, k,Q)
satisfying ∥∥∥∥∥F−1
[
ϕℓ ·
∑
i∈I
Mzi (εici · γi)
]∥∥∥∥∥
Lp
(†)
≤ C2
∑
i∈ℓ(k+1)∗
[
|ci| ·
∥∥F−1 [Mzi (ϕℓ · γi)]∥∥Lp]
≤ C1C2CQ,Φ,p ·
∑
i∈ℓ(k+1)∗
[
|ci| ·
∥∥F−1γi∥∥Lp]
= C1C2CQ,Φ,p · (Θk+1 ζ)ℓ ∀ ℓ ∈ I.
In the last step, we introduced the sequence ζ = (ζi)i∈I defined by ζi := |ci| ·
∥∥F−1γi∥∥Lp for i ∈ I.
Furthermore, we used the (k + 1)-fold clustering map Θk+1 : Y → Y as defined in Lemma 3.9. At
(†), we used that ϕℓ ·Mzi (εici · γi) 6≡ 0 can only hold for i ∈ ℓ
(k+1)∗, as observed at the beginning of
the proof.
Let f :=
∑
i∈I Mzi (εici · γi). Note that our assumptions and the solidity of Y imply ζ ∈ Y and thus
Θk+1 ζ ∈ Y . But the estimate above showed
∥∥F−1 (ϕℓ · f)∥∥Lp . (Θk+1 ζ)ℓ for all ℓ ∈ I. Hence, the
solidity of Y yields
(∥∥F−1 (ϕℓ · f)∥∥Lp)ℓ∈I ∈ Y and thus f ∈ DF (Q, Lp, Y ). To obtain a quantitative
estimate, note that Lemma 3.9 yields |||Θk+1||| ≤ C3 for some constant C3 = C3 (k, |||ΓQ|||Y→Y ). Finally,
define C4 := C1C2C3CQ,Φ,p and conclude (using the solidity of Y ) that∥∥∥∑
i∈I
Mzi (εici · γi)
∥∥∥
DF,Φ(Q,Lp,Y )
≤ C1C2CQ,Φ,p · ‖Θk+1 ζ‖Y
≤ C4 ·
∥∥(|ci| · ‖F−1γi‖Lp)i∈I∥∥Y
= C4 ·
∥∥(ci · ‖F−1γi‖Lp)i∈I∥∥Y . 
The reverse of the previous estimate is not true in general, since there could be cancellations between
neighboring indices, e.g. γi + γℓ = 0 for certain i 6= ℓ. We will see in the next lemma, however, that
this can be excluded by introducing suitable assumptions:
Lemma 6.3. Let ∅ 6= O ⊂ Rd be open, let p ∈ (0,∞], and let Q = (Qi)i∈I be an L
p-decomposition
covering of O. Finally, let Y ≤ CI be Q-regular.
For each k ∈ N0, there is a constant
C = C (Q, p, d, k, |||ΓQ|||Y→Y ) > 0
such that the following holds: If
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• I0 ⊂ I with Q
k∗
i ∩Q
k∗
ℓ = ∅ for all i, ℓ ∈ I0 with i 6= ℓ,
• (ci)i∈I0 ∈ ℓ0 (I0),
• (φi)i∈I is an L
p-bounded system for Q with φi ≡ 0 on O \Q
k∗
i for all i ∈ I,
• (γi)i∈I0 satisfies γi ∈ C
∞
c (O) and φiγi = γi for all i ∈ I0,
• ε = (εi)i∈I0 ∈ {±1}
I0 and (zi)i∈I0 ∈
(
Rd
)I0
,
• f ∈ DF (Q, L
p, Y ) with φif = φig for all i ∈ I0, where g :=
∑
i∈I0
Mzi (εici · γi),
then ∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I0∥∥∥Y |I0 ≤ C · CQ,(φi)i,p · ‖f‖DF,Φ(Q,Lp,Y ) (6.8)
for each Lp-BAPU Φ for Q. In particular,
(
ci ·
∥∥F−1γi∥∥Lp)i∈I0 ∈ Y |I0 . ◭
Proof. Our assumption on the Lp-bounded system (φi)i∈I shows that we can choose ℓ(φi)i,Q = k.
Therefore, Theorem 3.17 (with the partition
(
I(r)
)
r=1
of I consisting of the single element I(1) := I
and with the Lp-bounded system (φi)i∈I) yields a constant
C1 = C1 (Q, p, d, k, |||ΓQ|||Y→Y ) > 0
with
C1CQ,(φi)i,p · ‖f‖DF,Φ(Q,Lp,Y ) ≥ ‖f‖(φi)i,(I(r))r ,L
p,Y
=
∥∥∥(∥∥F−1 (φi · f)∥∥Lp)i∈I∥∥∥Y = ∥∥∥ζ(f)∥∥∥Y ∀ f ∈ DF (Q, Lp, Y ) ,
where we defined ζ(f) by ζ
(f)
i :=
∥∥F−1 (φi · f)∥∥Lp . In particular, we have thus shown ζ(f) ∈ Y for all
f ∈ DF (Q, L
p, Y ).
Now, we will apply this to the given function f from the assumption. To this end, let ℓ ∈ I0 be
arbitrary. For i ∈ I0, there are two cases:
Case 1. We have i 6= ℓ. By our assumption on I0, this implies Q
k∗
i ∩Q
k∗
ℓ = ∅. But because of φi ≡ 0
on O \Qk∗i , this yields φi φℓ ≡ 0. Using γi = φi γi, we finally get φℓ γi = φℓ φi γi ≡ 0.
Case 2. We have i = ℓ. In this case, our assumptions yield φℓ γi = φi γi = γi.
All in all, these considerations yield—together with our assumption φℓ f = φℓ g for all ℓ ∈ I0—that
φℓ f = φℓ g = φℓ ·
∑
i∈I0
Mzi (εici · γi) =
∑
i∈I0
Mzi (εici · φℓγi) = Mzℓ (εℓ cℓ · γℓ) ∀ ℓ ∈ I0 .
But this means
ζ
(f)
ℓ =
∥∥F−1 (φℓ · f)∥∥Lp = ∥∥F−1 [Mzℓ (εℓcℓ · γℓ)]∥∥Lp
= |cℓ| ·
∥∥L−zℓ [F−1γℓ]∥∥Lp = |cℓ| · ∥∥F−1γℓ∥∥Lp =: ωℓ ∀ ℓ ∈ I0 .
If we set ωℓ := 0 for ℓ ∈ I \ I0, we have thus shown 0 ≤ ωℓ ≤ ζ
(f)
ℓ for all ℓ ∈ I. Using the solidity of
Y , this implies ω := (ωℓ)ℓ∈I ∈ Y , and also the desired estimate∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I0∥∥∥Y |I0 = ‖ω‖Y ≤
∥∥∥ζ(f)∥∥∥
Y
≤ C1CQ,(φi)i,p · ‖f‖DF,Φ(Q,Lp,Y ) . 
Occasionally, the following specialized version of the preceding lemma is more convenient to use.
Corollary 6.4. Let ∅ 6= O ⊂ Rd be open, let p ∈ (0,∞], and let Q = (Qi)i∈I be an L
p-decomposition
covering of O with Lp-BAPU Φ = (ϕi)i∈I . Finally, let Y ≤ C
I be Q-regular.
For each k ∈ N0, there is a constant
C = C (Q, p, d, k, CQ,Φ,p, |||ΓQ|||Y→Y ) > 0
such that the following holds: If
• I0 ⊂ I with Q
(k+1)∗
i ∩Q
(k+1)∗
ℓ = ∅ for all i, ℓ ∈ I0 with i 6= ℓ,
• (ci)i∈I0 ∈ ℓ0 (I0),
• (γi)i∈I0 satisfies γi ∈ C
∞
c (O) and γi ≡ 0 on O \Q
k∗
i for all i ∈ I0,
• ε = (εi)i∈I0 ∈ {±1}
I0 and (zi)i∈I0 ∈
(
Rd
)I0
,
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then ∥∥∥∑
i∈I0
Mzi (εici · γi)
∥∥∥
DF,Φ(Q,Lp,Y )
≥ C−1 ·
∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I0∥∥∥Y |I0 , (6.9)
provided that
∑
i∈I0
Mzi (εici · γi) ∈ DF (Q, L
p, Y ). Therefore, if
∑
i∈I0
Mzi (εici · γi) ∈ DF (Q, L
p, Y ),
then
(
ci ·
∥∥F−1γi∥∥Lp)i∈I0 ∈ Y |I0 . ◭
Remark. For brevity, let f :=
∑
i∈I0
Mzi (εici · γi). The corollary shows for ζ :=
(
ci ·
∥∥F−1γi∥∥Lp)i∈I0
that ζ ∈ Y |I0 is a necessary condition for f ∈ DF (Q, L
p, Y ). Furthermore, it yields a corresponding
(quasi)-norm estimate.
Conversely, an application of Lemma 6.2 (to the extended sequences (ci)i∈I and (γi)i∈I with ci = 0
and γi ≡ 0 for i ∈ I \ I0) shows that we have f ∈ DF (Q, L
p, Y ) as soon as
(
ci ·
∥∥F−1γi∥∥Lp)i∈I ∈ Y ,
i.e. as soon as ζ ∈ Y |I0 . Furthermore, in this case, the same lemma shows ‖f‖DF,Φ(Q,Lp,Y ) . ‖ζ‖Y |I0
,
where the constant depends on the same quantities as in Corollary 6.4.
In summary, a combination of Corollary 6.4 and Lemma 6.2 shows f ∈ DF (Q, L
p, Y )⇐⇒ ζ ∈ Y |I0
and also
‖f‖DF,Φ(Q,Lp,Y ) ≍
∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I0∥∥∥Y |I0 , (6.10)
where the implied constant only depends on Q, p, d, k, CQ,Φ,p, |||ΓQ|||Y→Y . 
Proof. We apply Lemma 6.3 with k+1 instead of k and with φi := ϕ
(k+1)∗
i . To verify the prerequisites
of Lemma 6.3, note that we indeed have φi ≡ 0 on O \Q
(k+1)∗
i and that Remark 3.16 shows that the
family Λ := (φi)i∈I := (ϕ
(k+1)∗
i )i∈I is indeed an L
p-bounded control system for Q with
CQ,Λ,p ≤ C1 = C1 (Q, CQ,Φ,p, d, p, k) .
Furthermore, since γi ≡ 0 on O \ Q
k∗
i and since φi = ϕ
(k+1)∗
i ≡ 1 on Q
k∗
i (cf. Lemma 2.4), we
also get φi γi = γi for all i ∈ I0, as required in Lemma 6.3. The claim now easily follows from that
lemma. 
Above, it was claimed that—using a suitable choice of z = (zi)i∈I—one can achieve suitable values
of ‖fz,c,ε‖DF (P,Lp2 ,Z), with fz,c,ε as in equation (6.6). The goal of the next few lemmata is to show
how this can be done. The main point is that∥∥∥F−1 [ n∑
i=1
Mzifi
]∥∥∥
Lp
=
∥∥∥ n∑
i=1
L−zi
[
F−1fi
] ∥∥∥
Lp
−−−−−−−−−−→
min
i6=j
|zi−zj|→∞
∥∥∥(∥∥F−1fi∥∥Lp)i∈n∥∥∥ℓp .
Validity of the stated limit follows (at least if F−1fi ∈ L
p∩C0 for all i ∈ n) from the following lemma:
Lemma 6.5. Let n ∈ N, p ∈ (0,∞] and f1, . . . , fn ∈ Lp
(
Rd
)
. For p =∞, assume additionally that
fi ∈ {f ∈ L∞ (Rd) : supp f compact} for all i ∈ n,
where the closure is taken in L∞
(
Rd
)
.
Then we have ∥∥∥ n∑
i=1
Lxifi
∥∥∥
Lp
−−−−−−−−−−→
min
i6=j
|xi−xj|→∞
∥∥∥(‖fi‖Lp)i∈n∥∥∥
ℓp
.
In particular, there exists R = R (p, (fi)i∈n) > 0 with
1
2
·
∥∥∥(‖fi‖Lp)i∈n∥∥∥ℓp ≤ ∥∥∥
n∑
i=1
Lxifi
∥∥∥
Lp
≤ 2 ·
∥∥∥(‖fi‖Lp)i∈n∥∥∥ℓp
for all x1, . . . , xn ∈ Rd with |xi − xj | ≥ R for all i, j ∈ n with i 6= j. ◭
Remark. The additional assumption regarding the fi is certainly satisfied for f1, . . . , fn ∈ C0
(
Rd
)
,
where C0
(
Rd
)
is the space of continuous functions vanishing at infinity, i.e. with lim|x|→∞ f (x) = 0. 
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Proof. A complete proof of this statement is given in [40, Lemma 4.1]. Here, we only sketch the idea.
If f1, . . . , fn are compactly supported, say supp fi ⊂ BR (0) for all i ∈ n and if |xi − xj | > 2R for
all i 6= j, then the supports of (Lxifi)i∈n are pairwise disjoint. Hence, for p <∞, we have∣∣∣ n∑
i=1
Lxifi (x)
∣∣∣p = n∑
i=1
|Lxifi (x)|
p ,
since for each x ∈ Rd, at most one summand is nonzero. This easily implies the claim (with equality
for mini6=j |xi − xj | > 2R) for compactly supported f1, . . . , fn and p <∞. The general case follows by
approximating f1, . . . , fn by compactly supported g1, . . . , gn ∈ L
p
(
Rd
)
. Finally, the case p = ∞ can
be handled using similar arguments. 
The following version of the preceding lemma is more adapted to the setting that we will consider.
Corollary 6.6. Let p ∈ (0,∞] and let M 6= ∅ be a finite index set such that for each i ∈ M a
Schwartz-function fi ∈ S
(
Rd
)
is given.
For S ⊂M and any family z = (zi)i∈M in R
d, define
f
(z)
S :=
∑
i∈S
Mzifi ∈ S
(
Rd
)
.
Then there is a constant R = R
(
(fi)i∈M ,M, p
)
> 0 such that for every family (zi)i∈M in R
d which
satisfies |zi − zj | ≥ R for all i, j ∈M with i 6= j, the estimate
1
2
·
∥∥∥(‖F−1fi‖Lp)i∈S ∥∥∥ℓp ≤ ∥∥∥F−1f (z)S ∥∥∥Lp ≤ 2 · ∥∥∥(‖F−1fi‖Lp)i∈S ∥∥∥ℓp (6.11)
is true for every S ⊂M . Furthermore, such a family (zi)i∈M always exists. ◭
Proof. We first show the claim for the case S =M . In case of fi ≡ 0 for all i ∈M , choose R = 1 and
note that equation (6.11) holds trivially. Otherwise, there is some i ∈ M with fi 6≡ 0. In particular,
M 6= ∅, so that we can assume M = {i1, . . . , in} with n := |M | and (necessarily) pairwise distinct
i1, . . . , in ∈M .
Because of F−1fi ∈ S
(
Rd
)
⊂ Lp
(
Rd
)
, the following expression (then a constant) is finite and
positive:
ε :=
1
2
·
∥∥(‖F−1fi‖Lp)i∈M∥∥ℓp > 0 .
For ℓ ∈ n, let gℓ := F
−1fiℓ ∈ S
(
Rd
)
⊂ Lp
(
Rd
)
and note that we even have gℓ ∈ S
(
Rd
)
⊂ C0
(
Rd
)
,
so that Lemma 6.5 yields some R > 0 such that∣∣∣ ∥∥∥F−1 [ n∑
ℓ=1
M−yℓfiℓ
]∥∥∥
Lp
− 2ε
∣∣∣ = ∣∣∣ ∥∥∥ n∑
ℓ=1
Lyℓ (F
−1fiℓ)
∥∥∥
Lp
−
∥∥∥(‖F−1fi‖Lp)i∈M ∥∥∥ℓp ∣∣∣
=
∣∣∣ ∥∥∥ n∑
ℓ=1
Lyℓgℓ
∥∥∥
Lp
−
∥∥∥(‖gℓ‖Lp)ℓ∈n∥∥∥
ℓp
∣∣∣ < ε
holds for every family (yℓ)ℓ∈n which satisfies |yℓ − yk| ≥ R for all ℓ, k ∈ n with ℓ 6= k. Here, we used
the identity F−1 [M−zf ] = Lz [F
−1f ].
For yℓ := −ziℓ , this implies∥∥∥F−1f (z)M ∥∥∥
Lp
=
∥∥∥F−1 [ n∑
ℓ=1
M−yℓfiℓ
]∥∥∥
Lp
∈ (2ε− ε, 2ε+ ε) ,
as soon as we have |yk − yℓ| = |ziℓ − zik | ≥ R for all ℓ 6= k. Using the definition of ε, this easily implies
the claim for S =M .
Now the above (applied to (fi)i∈S for S ⊂M) yields some RS > 0 for each S ⊂M so that equation
(6.11) is satisfied for every family (zi)i∈S satisfying |zi − zj | ≥ RS for all i, j ∈ S with i 6= j.
Since M is finite, the same is true of the power set P (M), so that R := maxS⊂M RS is finite. It is
now easy to see that the claim holds for this choice of R.
For the existence of a family (zi)i∈M as in the statement of the corollary, note that we can take
ziℓ := ℓ ·R · (1, 0, . . . , 0) ∈ R
d, since this implies |ziℓ − zik | = |ℓ− k| ·R ≥ R for ℓ, k ∈ n with ℓ 6= k. 
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A convenient tool for choosing suitable signs ε = (εi)i∈I for the function fz,c,ε (cf. eq. (6.6)) is given
by Khintchine’s inequality, which we state next. A proof can be found e.g. in [43, Proposition 4.5]
or in [6, Section 10.3, Theorem 1].
Theorem 6.7. Let p ∈ (0,∞). Then there is a constant Cp > 0 such that
C−1p ·
( N∑
n=1
|an|
2
)p/2
≤ Eω
∣∣∣ N∑
n=1
ωnan
∣∣∣p ≤ Cp · ( N∑
n=1
|an|
2
)p/2
holds for all N ∈ N and all a1, . . . , aN ∈ C.
Here, the expectation Eω is taken with respect to the random variable ω ∈ {±1}
N
which is assumed
to be uniformly distributed in that set, i.e. Eω [f (ω)] = 12N
∑
ω∈{±1}N f (ω). ◭
Using all of these ingredients, we can now prove the following technical lemma which we will use to
prove our desired necessary criteria for the coincidence of two decomposition spaces.
Lemma 6.8. Let ∅ 6= O ⊂ Rd be open, let p ∈ (0,∞] and let Q = (Qi)i∈I and P = (Pj)j∈J be
two open Lp-decomposition coverings of O, with associated Lp-BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J .
Finally, let Y ≤ CI and Z ≤ CJ be Q-regular and P-regular, respectively, with ℓ0 (I) ≤ Y and with
ℓ0 (J) ≤ Z.
Assume that
‖f‖DF (Q,Lp,Y ) ≍ ‖f‖DF (P,Lp,Z) ∀ f ∈ C
∞
c (O) . (6.12)
Then, for arbitrary i0 ∈ I and pairwise distinct j1, . . . , jN ∈ Ji0 = {j ∈ J : Pj ∩Qi0 6= ∅}, we have∥∥1{j1,...,jN}∥∥Z ≍ ‖δi0‖Y ·N1/p, (6.13)
where the implied constant only depends on the implied constants in equation (6.12) and on
d, p,Q,P , |||ΓQ|||Y→Y , |||ΓP |||Z→Z , CQ,Φ,p, CP,Ψ,p, CZ ,
where CZ ≥ 1 is a triangle constant for Z. In particular, the implied constant is independent of
i0, j1, . . . , jN and of N .
Furthermore, in case of p ∈ (0,∞), we also have∥∥1{j1,...,jN}∥∥Z ≍ ‖δi0‖Y ·N1/2, (6.14)
where the implied constant depends on the same quantities as above.
Finally, for p =∞, we have ∥∥1{j1,...,jN}∥∥Z ≍ ‖δi0‖Y ·N, (6.15)
where the implied constant depends on the same quantities as above. ◭
Proof. Since we assume ℓ0 (I) ≤ Y and ℓ0 (J) ≤ Z, it is not hard to see that we have
C∞c (O) ⊂ DF (Q, L
p, Y ) ∩ DF (P , L
p, Z),
which we will use without comment in the remainder of the proof.
Fix a nontrivial, nonnegative function γ ∈ C∞c (B1 (0))\{0} for the remainder of the proof. Further-
more, set r0 := N
3
P = N
2·1+1
P , so that the disjointization lemma (Lemma 2.14) yields a finite partition
J =
⊎r0
r=1 J
(r) satisfying P ∗j ∩ P
∗
ℓ = ∅ for all j, ℓ ∈ J
(r) with j 6= ℓ and arbitrary r ∈ r0.
Since we assume Q,P to be open coverings and because of j1, . . . , jN ∈ Ji0 , there is some ε > 0 and
ξ1, . . . , ξN ∈ Rd satisfying Bε (ξℓ) ⊂ Qi0 ∩ Pjℓ for all ℓ ∈ N . Note that ε > 0 and ξ1, . . . , ξN depend
heavily on j1, . . . , jN and on i0, but that all occurrences of ε in our estimates will cancel in the end.
Define ξj for j ∈ J0 := {j1, . . . , jN} by ξjℓ := ξℓ for ℓ ∈ N and set γ
(ε)
j := Lξj
[
γ
(
ε−1•
)]
for j ∈ J0.
Note that γ
(ε)
j ∈ C
∞
c (Bε (ξj)) ⊂ C
∞
c (Pj ∩Qi0) for all j ∈ J0. Now, for r ∈ r0, set
f
(r)
z,θ :=
∑
j∈J0∩J(r)
θj ·Mzjγ
(ε)
j =
∑
j∈J0∩J(r)
Mzj
[
θjγ
(ε)
j
]
for z = (zj)j∈J0 ∈
(
Rd
)J0
and θ = (θj)j∈J0 ∈ {±1}
J0.
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Now, Lemma 6.2 (with P instead of Q, with k = 0 and with cj = 1J0∩J(r)) yields a constant
C1 = C1 (d, p,P , CP,Ψ,p, |||ΓP |||Z→Z) > 0 satisfying∥∥∥f (r)z,θ∥∥∥
DF (P,Lp,Z)
≤ C1 ·
∥∥∥∥(1J0∩J(r) (j) · ∥∥∥F−1γ(ε)j ∥∥∥Lp)j∈J
∥∥∥∥
Z
= C1 ·
∥∥F−1 [γ (ε−1•)]∥∥
Lp
·
∥∥1J0∩J(r)∥∥Z
(Z is solid) ≤ C1 · ε
d(1− 1p )
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z ,
for arbitrary r ∈ r0. Here, we also used∥∥∥F−1γ(ε)j ∥∥∥
Lp
=
∥∥F−1 (Lξj [γ (ε−1•)])∥∥Lp = ∥∥Mξj (F−1 [γ (ε−1•)])∥∥Lp = ∥∥F−1 [γ (ε−1•)]∥∥Lp ,
by standard properties of the Fourier transform. Similar identities will be used in the remainder of the
proof without comment.
Conversely, Corollary 6.4 (again with P instead of Q, with k = 0 and with I0 = J0 ∩J
(r), as well as
cj = 1 for all j ∈ J0 ∩ J
(r) = I0) yields a constant C2 = C2 (d, p,P , CP,Ψ,p, |||ΓP |||Z→Z) > 0 satisfying∥∥∥f (r)z,θ∥∥∥
DF (P,Lp,Z)
≥ C−12 ·
∥∥∥∥(∥∥∥F−1γ(ε)j ∥∥∥Lp)j∈I0
∥∥∥∥
Z|I0
= C−12 ·
∥∥F−1 [γ (ε−1•)]∥∥
Lp
·
∥∥1J0∩J(r)∥∥Z
= C−12 · ε
d(1− 1p )
∥∥F−1γ∥∥
Lp
·
∥∥1J0∩J(r)∥∥Z
for arbitrary r ∈ r0. Note that Corollary 6.4 requires P
∗
j ∩ P
∗
ℓ = P
(k+1)∗
j ∩ P
(k+1)∗
ℓ
!
= ∅ for arbitrary
j, ℓ ∈ I0 = J0 ∩ J
(r) with j 6= ℓ. This holds for every r ∈ r0 by choice of the partition J =
⊎r0
r=1 J
(r).
Now, using the identity J0 =
⊎r0
r=1
(
J0 ∩ J
(r)
)
and the (quasi)-triangle inequality for Z, we arrive
at ‖1J0‖Z ≤ C3 ·
∑r0
r=1
∥∥1J0∩J(r)∥∥Z for some constant C3 = C3 (r0, CZ) = C3 (P , CZ). Hence,
εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z ≤ C3 ·
r0∑
r=1
εd(1−
1
p)
∥∥F−1γ∥∥
Lp
·
∥∥1J0∩J(r)∥∥Z
≤ C2C3 ·
r0∑
r=1
∥∥∥f (r)z(r),θ(r)∥∥∥DF (P,Lp,Z)
≤ C1C2C3r0 · ε
d(1− 1p)
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z , (6.16)
which is our first main estimate. Note that this estimate holds for all choices of z(r) = (z
(r)
j )j∈J0 and
of θ(r) = (θ
(r)
j )j∈J0 , where for each r ∈ r0 a different choice is possible.
Now, recall that—by construction—supp γ
(ε)
j ⊂ Qi0 for all j ∈ J0, so that also supp f
(r)
z,θ ⊂ Qi0 .
Hence, we can apply Lemma 6.2 with k = 0, γi0 = f
(r)
z,θ and γi ≡ 0 for all i ∈ I \ {i0}, as well as
ci = δi0 (i), zi = 0 and εi = 1 for all i ∈ I to conclude∥∥∥f (r)z,θ∥∥∥
DF (Q,Lp,Y )
≤ C4 ·
∥∥∥F−1f (r)z,θ∥∥∥
Lp
· ‖δi0‖Y
for some constant C4 = C4 (d, p,Q, CQ,Φ,p, |||ΓQ|||Y→Y ) and arbitrary choice of z, θ, r. Note that Lemma
6.2 is indeed applicable with the above choices, since we have δi0 ∈ ℓ0 (I) ≤ Y .
Conversely, we can also apply Corollary 6.4 with I0 = {i0}, γi0 = f
(r)
z,θ and ci0 = εi0 = 1 and zi0 = 0
to conclude ∥∥∥f (r)z,θ∥∥∥
DF (Q,Lp,Y )
≥ C−15 ·
∥∥∥F−1f (r)z,θ∥∥∥
Lp
· ‖δi0‖Y
for a further constant C5 = C5 (p, d,Q, CQ,Φ,p, |||ΓQ|||Y→Y ) and arbitrary choices of z, θ, r.
Embeddings of decomposition spaces — Section 6: Necessary conditions for embeddings 100
In summary, with equation (6.16) and with our assumption ‖•‖DF (Q,Lp,Y ) ≍ ‖•‖DF (P,Lp,Z) on
C∞c (O), we have thus shown
εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z ≍
r0∑
r=1
∥∥∥f (r)z(r),θ(r)∥∥∥DF (P,Lp,Z) ≍
r0∑
r=1
∥∥∥f (r)z(r),θ(r)∥∥∥DF (Q,Lp,Y )
≍ ‖δi0‖Y ·
r0∑
r=1
∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp , (6.17)
where the implied constants only depend on p, d, CZ ,Q,P , CQ,Φ,p, CP,Ψ,p, |||ΓQ|||Y→Y , |||ΓP |||Z→Z and
on the implied constants in ‖•‖DF (Q,Lp,Y ) ≍ ‖•‖DF (P,Lp,Z) (see equation (6.12)).
With estimate (6.17) we have found an opportunity for arbitrage: The left-hand side is independent
of z(r), θ(r), while the right-hand side is not, as we will see now: If we choose θ
(r)
j = 1 for all j ∈ J0,
we get using Corollary 6.6 (which is applicable since γ
(ε)
j ∈ S
(
Rd
)
for all j ∈ J0) that∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp = ∥∥∥F−1 [ ∑
j∈J0∩J(r)
M
z
(r)
j
γ
(ε)
j
]∥∥∥
Lp(
for suitable (z
(r)
j )j∈J0
∈(Rd)J0
)
≍
∥∥∥∥(∥∥∥F−1γ(ε)j ∥∥∥Lp)j∈J0∩J(r)
∥∥∥∥
ℓp
= εd(1−
1
p )
∥∥F−1γ∥∥
Lp
·
∣∣∣J0 ∩ J (r)∣∣∣1/p .
Now, note that we have
∣∣J0 ∩ J (r)∣∣ ≤ |J0| = N for all r ∈ r0 and that J0 = ⊎r0r=1 (J0 ∩ J (r)), so that
there is some r ∈ r0 with
∣∣J0 ∩ J (r)∣∣ ≥ |J0| /r0 = N/r0. Thus, using equation (6.17), we get (for
suitable choices of the coefficients z(r) and θ(r)) that
εd(1−
1
p)
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z ≍ ‖δi0‖Y ·
r0∑
r=1
[
εd(1−
1
p )
∥∥F−1γ∥∥
Lp
·
∣∣∣J0 ∩ J (r)∣∣∣1/p]
(implied constant depending on P,p) ≍ εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖δi0‖Y ·N
1/p. (6.18)
Now, we can cancel the common factor εd(1−
1
p )
∥∥F−1γ∥∥
Lp
on both sides to obtain equation (6.13).
Note in particular that all occurrences of ε canceled.
Next, let us consider the case p ∈ (0,∞). In this case, choose z
(r)
j = 0 for all j ∈ J0 and let
ω = (ωj)j∈J0 be a random variable which is uniformly distributed in {±1}
J0 . The expected value in
the following calculation is taken with respect to ω. Elementary properties of the Fourier transform
and Khintchine’s inequality (Theorem 6.7) yield
E
∥∥∥F−1f (r)z(r),ω∥∥∥pLp = E
∫
Rd
∣∣∣ ∑
j∈J0∩J(r)
ωj ·
(
F−1γ
(ε)
j
)
(x)
∣∣∣p dx
= E
∫
Rd
∣∣∣ ∑
j∈J0∩J(r)
ωj · e
2πi〈ξj ,x〉 · εd ·
(
F−1γ
)
(εx)
∣∣∣p dx
= εdp ·
∫
Rd
∣∣(F−1γ) (εx)∣∣p · E ∣∣∣ ∑
j∈J0∩J(r)
ωj · e
2πi〈ξj ,x〉
∣∣∣p dx
(Theorem 6.7) ≍ εdp ·
∫
Rd
∣∣(F−1γ) (εx)∣∣p · ( ∑
j∈J0∩J(r)
∣∣∣e2πi〈ξj ,x〉∣∣∣2)p/2 dx
= εdp ·
∣∣∣J0 ∩ J (r)∣∣∣p/2 · ∫
Rd
∣∣(F−1γ) (εx)∣∣p dx
=
(
εd(1−
1
p ) ·
∣∣∣J0 ∩ J (r)∣∣∣1/2 · ∥∥F−1γ∥∥Lp)p , (6.19)
where the implied constant only depends on p ∈ (0,∞). Note that the interchange of the expectation
and the integral in the preceding calculation is justified, since the expectation is just a finite sum.
Alternatively, we could have used Fubini’s theorem.
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In particular, estimate (6.19) yields deterministic realizations θ(U,r) = (θ
(U,r)
j )j∈J0 ∈ {±1}
J0 and
θ(L,r) = (θ
(L,r)
j )j∈J0 ∈ {±1}
J0 satisfying∥∥∥F−1f (r)z(r),θ(L,r)∥∥∥Lp . εd(1− 1p) ∥∥F−1γ∥∥Lp · ∣∣∣J0 ∩ J (r)∣∣∣1/2 . ∥∥∥F−1f (r)z(r),θ(U,r)∥∥∥Lp ,
where the implied constants again only depend on p ∈ (0,∞). Using essentially the same arguments
as before equation (6.18), we thus conclude
εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖δi0‖Y ·N
1/2 . ‖δi0‖Y ·
r0∑
r=1
∥∥∥F−1f (r)z(r),θ(L,r)∥∥∥Lp
(equation (6.17)) ≍ εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z
(equation (6.17)) ≍ ‖δi0‖Y ·
r0∑
r=1
∥∥∥F−1f (r)z(r),θ(U,r)∥∥∥Lp
. εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖δi0‖Y ·N
1/2,
which establishes equation (6.14).
Finally, in case of p =∞, we choose z
(r)
j = 0 and θ
(r)
j = 1 for all j ∈ J0 and r ∈ r0 to arrive at∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp = ∥∥∥ ∑
j∈J0∩J(r)
F−1γ
(ε)
j
∥∥∥
L∞
≥
∣∣∣ ∑
j∈J0∩J(r)
(
F−1γ
(ε)
j
)
(0)
∣∣∣
(
since γ
(ε)
j ≥0
)
=
∑
j∈J0∩J(r)
∥∥∥γ(ε)j ∥∥∥
L1
(Riemann-Lebesgue) ≥
∑
j∈J0∩J(r)
∥∥∥F−1γ(ε)j ∥∥∥
L∞
.
The reverse estimate
∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp ≤ ∑j∈J0∩J(r) ∥∥∥F−1γ(ε)j ∥∥∥L∞ is a direct consequence of the
triangle inequality. Hence, recalling p =∞, we get∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp = ∑
j∈J0∩J(r)
∥∥∥F−1γ(ε)j ∥∥∥
L∞
= εd(1−
1
p ) ·
∥∥F−1γ∥∥
Lp
·
∣∣∣J0 ∩ J (r)∣∣∣ .
Exactly as in equation (6.18), this yields
εd(1−
1
p )
∥∥F−1γ∥∥
Lp
· ‖1J0‖Z ≍ ‖δi0‖Y ·
r0∑
r=1
∥∥∥F−1f (r)z(r),θ(r)∥∥∥Lp ≍ εd(1− 1p) ∥∥F−1γ∥∥Lp · ‖δi0‖Y ·N,
which establishes equation (6.15). 
Now, we can finally prove the announced necessary criteria for the equality of two decomposition
spaces:
Theorem 6.9. Let ∅ 6= O ⊂ Rd be open, let p1, p2 ∈ (0,∞], let Q = (Qi)i∈I be an open L
p1 -
decomposition covering of O, and let P = (Pj)j∈J be an open L
p2 -decomposition covering of O. Let
Y ≤ CI and Z ≤ CJ be Q-regular and P-regular, respectively and assume ℓ0 (I) ≤ Y and ℓ0 (J) ≤ Z.
Finally, assume that
DF (Q, L
p1 , Y ) = DF (P , L
p2, Z)
holds, with equivalent (quasi)-norms. Then the following hold:
(1) We have p1 = p2.
(2) There is a constant C1 > 0 with
C−11 · ‖δi‖Y ≤ ‖δj‖Z ≤ C1 · ‖δi‖Y for all i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅.
(3) In case of p1 6= 2, Q and P are weakly equivalent (cf. Definition 2.10).
(4) In case of Y = ℓq1w (I) and Z = ℓ
q2
v (J) for a Q-moderate weight w = (wi)i∈I and a P-moderate
weight v = (vj)j∈J and certain q1, q2 ∈ (0,∞], the following hold:
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(a) We have q1 = q2.
(b) There is a constant C1 > 0 with
C−11 · wi ≤ vj ≤ C1 · wi for all i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅.
(c) If (p1, q1) 6= (2, 2), the coverings Q,P are weakly equivalent. ◭
Remark. (1) Note that the theorem only yields weak equivalence of Q,P . Nevertheless, if all sets of the
coveringsQ,P are connected (which is usually the case), then these sets are even path-connected, since
both notions of connectedness are equivalent for open subsets of Rd and since we assume Q,P to be
open coverings. But then, Corollary 2.13 shows that Q,P are equivalent, not only weakly equivalent.
(2) It is not necessary to assume that the (quasi)-norms on both spaces are equivalent. Indeed, using
the completeness of decomposition spaces, a form of the closed graph theorem (cf. [31, Theorem 2.15])
and the continuous embeddings DF (Q, L
p1 , Y ) →֒ D′ (O) and DF (P , L
p2, Z) →֒ D′ (O) (cf. Theorem
3.21), it is not hard to see that an equality of the two decomposition spaces as sets already implies
that the (quasi)-norms are equivalent.
(3) Instead of assuming DF (Q, L
p1 , Y ) = DF (P , L
p2 , Z), the proof shows that it suffices to assume
‖f‖DF (Q,Lp1 ,Y ) ≍ ‖f‖DF (P,Lp2 ,Z) for all f ∈ C
∞
c (O).
(4) The requirement that Q,P are open coverings is made mostly for convenience. It is not hard
to see that we could always replace Q and P by the open coverings Q◦ and P◦ and get the same
decomposition spaces. The main reason for this is that for any subordinate partition of unity (ϕi)i∈I ,
we already have ϕi ≡ 0 outside of Q
◦
i . Note though that Qi ∩ Pj 6= ∅ is not necessarily equivalent to
Q◦i ∩ P
◦
j 6= ∅. To avoid distinctions of this type, we directly assume Q and P to be open.
(5) In contrast to our other theorems, the conditions in the theorem above are all stated qualitatively,
e.g. no (explicit) bounds on the quantities N (Q,P) and N (P ,Q) are provided. As the proof shows, it
is still true that we have N (Q,P) ≤ C and N (P ,Q) ≤ C, where C > 0 depends on the bounds of the
norm equivalence ‖•‖DF (Q,Lp1 ,Y ) ≍ ‖•‖DF (P,Lp2 ,Z) and on the usual quantities like p1, q1,Q,P , etc.
In this case, we prefer the compact form of the theorem, since we will not need to know the precise
dependency of the constants in any relevant application. 
Proof of Theorem 6.9. A straightforward application of Lemma 6.1 (with K = O) shows that we have
p1 ≤ p2 and p2 ≤ p1 and thus p1 = p2. Given this identity, the same lemma also yields existence
of C1 > 0 as required in (2) and (4b). This uses that (by assumption) δi ∈ Y and δj ∈ Z for
arbitrary i ∈ I and j ∈ J and that Q,P are open coverings of O, so that Qi ∩ Pj 6= ∅ is equivalent to
K◦ ∩Q◦i ∩ P
◦
j 6= ∅. Furthermore, we used ‖δi‖ℓq1w = wi and ‖δj‖ℓq2v = vj for all i ∈ I and j ∈ J .
Let us first show that Q,P are weakly equivalent if p1 6= 2. Note that (because of p1 = p2), our
assumptions are symmetric in Q,P , so that it suffices to show that Q is weakly subordinate to P , i.e.
that supi∈I |Ji| < ∞. To this end, first assume p1 ∈ (0,∞) and let i0 ∈ I be arbitrary. For pairwise
distinct j1, . . . , jN ∈ Ji0 , Lemma 6.8 (precisely, equations (6.13) and (6.14)) yields
‖δi0‖Y ·N
1/p1 ≍
∥∥1{j1,...,jN}∥∥Z ≍ ‖δi0‖Y ·N1/2 ,
and hence N1/p1 ≍ N1/2, where the implied constants are independent of i0 ∈ I and of N . Since we
assume p1 6= 2, it is easy to see that this can only hold if N ≤ C for some constant C > 0 (independent
of i0 ∈ I). This yields supi∈I |Ji| <∞ as desired.
Finally, in case of p1 = ∞, we again use Lemma 6.8 (this time equations (6.13) and (6.15)) to
deduce 1 = N1/p1 ≍ N , which again yields supi∈I |Ji| <∞, as desired.
We have now completed the proof of the first three claims of the theorem, so that we can assume
Y = ℓq1w (I) and Z = ℓ
q2
v (J) for the remainder of the proof.
For brevity, set p := p1 = p2. Let Φ = (ϕi)i∈I and Ψ = (ψj)j∈J be L
p-BAPUs for Q and P ,
respectively. Furthermore, fix a nontrivial, nonnegative function γ ∈ C∞c (B1 (0)) for the rest of the
proof. For ε > 0, define γ(ε) := γ
(
ε−1•
)
∈ C∞c (Bε (0)). Finally, fix C ≥ 1 with
C−1 · ‖f‖DF(Q,Lp,ℓq1w ) ≤ ‖f‖DF(P,Lp,ℓ
q2
v ) ≤ C · ‖f‖DF(Q,Lp,ℓ
q1
w ) ∀ f ∈ C
∞
c (O) .
Embeddings of decomposition spaces — Section 6: Necessary conditions for embeddings 103
Let us first show q1 = q2. By symmetry, it suffices to show q1 ≤ q2. To this end, let N ∈ N be
arbitrary and assume that there are sequences i1, . . . , iN ∈ I and j1, . . . , jN ∈ J with Qiℓ ∩Pjℓ 6= ∅ for
all ℓ ∈ N and with Q∗iℓ ∩Q
∗
ik
= ∅ = P ∗jℓ ∩P
∗
jk
for all ℓ, k ∈ N with ℓ 6= k. We will see below that such a
sequence indeed exists. Since the family (Qiℓ ∩ Pjℓ)ℓ∈N is a finite family of nonempty open(!) subsets
of O, there is some ε > 0 and a sequence ξ1, . . . , ξN ∈ O with Bε (ξℓ) ⊂ Qiℓ ∩ Pjℓ for all ℓ ∈ N . Note
that ε > 0 may depend heavily on N ∈ N and on i1, . . . , iN and j1, . . . , jN , but—as we will see—all
dependencies on ε that are relevant for us will cancel in the end.
As an auxiliary result, note that ℓ 6= k implies iℓ 6= ik; indeed, we have Q
∗
iℓ
∩Q∗ik = ∅ since ℓ 6= k.
But iℓ = ik would imply Q
∗
iℓ
∩Q∗ik = Q
∗
iℓ
⊃ Qiℓ ⊃ Qiℓ ∩ Pjℓ 6= ∅. The same argument also shows that
ℓ 6= k implies jℓ 6= jk.
Now, set γ
(ε)
ℓ := Lξℓγ
(ε)
ℓ ∈ C
∞
c (Bε (ξℓ)) for ℓ ∈ N and define
fN :=
N∑
ℓ=1
w−1iℓ · γ
(ε)
ℓ ∈ C
∞
c (O) ⊂ DF (Q, L
p, ℓq1w ) ∩ DF (P , L
p, ℓq2v ).
By assumption, we have
‖fN‖DF(P,Lp,ℓq2v ) ≤ C · ‖fN‖DF(Q,Lp,ℓ
q1
w ) ∀N ∈ N. (6.20)
To exploit this estimate, we will now obtain an upper bound on ‖fN‖DF(Q,Lp,ℓq1w ) and a lower bound
on ‖fN‖DF(P,Lp,ℓq2v ). Since each γ
(ε)
ℓ vanishes outside of Bε (ξℓ) ⊂ Qiℓ (and since we have iℓ 6= im for
ℓ 6= m), Lemma 6.2 yields a constant L1 > 0 (which does not depend on N) with
‖fN‖DF(Q,Lp,ℓq1w ) ≤ L1 ·
∥∥∥∥(wiℓ · ∥∥∥F−1 [w−1iℓ · γ(ε)ℓ ]∥∥∥Lp)ℓ∈N
∥∥∥∥
ℓq1
= L1 ·
∥∥∥∥(εd(1− 1p ) · ∥∥F−1γ∥∥Lp)ℓ∈N
∥∥∥∥
ℓq1
= L1 · ε
d(1− 1p) ·
∥∥F−1γ∥∥
Lp
·N1/q1 . (6.21)
Likewise, Corollary 6.4 (with P instead of Q and with I0 = {j1, . . . , jN} and k = 0) yields a constant
L2 > 0 (independent of N ∈ N) with
‖fN‖DF(P,Lp,ℓq2v ) ≥ L
−1
2 ·
∥∥∥∥(vjℓ · ∥∥∥F−1 (w−1iℓ · γ(ε)ℓ )∥∥∥Lp)ℓ∈N
∥∥∥∥
ℓq2
(vjℓ≥C
−1
1 ·wiℓ since Qiℓ∩Pjℓ 6=∅) ≥ (C1L2)
−1 · εd(1−
1
p) ·
∥∥F−1γ∥∥
Lp
·N1/q2 . (6.22)
Here, the prerequisites of Corollary 6.4 are indeed satisfied, since we have supp γ
(ε)
ℓ ⊂ Pjℓ = P
k∗
jℓ
for
all ℓ ∈ N and because of P
(k+1)∗
jℓ
∩ P
(k+1)∗
jn
= P ∗jℓ ∩ P
∗
jn = ∅ as soon as jℓ 6= jn (which implies ℓ 6= n).
Finally, we also used jℓ 6= jn for ℓ 6= n—which was shown above—since this implies that the map
I0 = {j1, . . . , jN} → C
∞
c (O) , jℓ 7→ w
−1
iℓ
· γ
(ε)
ℓ is well-defined.
Finally, a combination of inequalities (6.20), (6.21) and (6.22) yields—after canceling the common
factor εd(1−
1
p ) ·
∥∥F−1γ∥∥
Lp
> 0—the estimate
N1/q2 ≤ CC1L1L2 ·N
1/q1 .
Since the constant CC1L1L2 is independent of N and since this estimate holds for all N ∈ N, we
conclude q−12 ≤ q
−1
1 and thus q1 ≤ q2 as desired.
To complete the proof of q1 = q2, it remains to construct sequences of indices i1, . . . , iN and
j1, . . . , jN with Qiℓ ∩ Pjℓ 6= ∅ for all ℓ ∈ N and so that
(
Q∗iℓ
)
ℓ∈N
and
(
P ∗jℓ
)
ℓ∈N
are two sequences
of pairwise disjoint sets. This is done by induction on N ∈ N: If i1, . . . , iN−1 and j1, . . . , jN−1 are
already constructed, note that
M :=
N−1⋃
ℓ=1
Q3∗iℓ ∪ P
3∗
jℓ
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is a compact subset of O by Lemma 2.4. Since O ⊂ Rd is a nonempty open set, we conclude9 M ( O.
Thus, there is some ξ ∈ O \ M . Since Q,P both cover O, there are iN ∈ I and jN ∈ J with
ξ ∈ QiN ∩ PjN 6= ∅. It remains to verify that
(
Q∗iℓ
)
ℓ∈N
and
(
P ∗jℓ
)
ℓ∈N
are both pairwise disjoint. By
symmetry, it suffices to consider the first sequence. Also, since
(
Q∗iℓ
)
ℓ∈N−1
is pairwise disjoint, we
only need to show Q∗iN ∩Q
∗
iℓ
= ∅ for all ℓ ∈ N − 1. If this was false, we would have Qi ∩Q∗iℓ 6= ∅ for
some i ∈ i∗N . Hence, i ∈ i
2∗
ℓ , which implies iN ∈ i
3∗
ℓ and thus ξ ∈ QiN ⊂ Q
3∗
iℓ
⊂M , in contradiction to
ξ ∈ O \M . All in all, we have thus shown q1 = q2. For brevity, let us set q := q1 for the remainder of
the proof.
It remains to show that Q and P are weakly equivalent if (p1, q1) 6= (2, 2). In case of p1 6= 2, this
follows from our general considerations above. Hence, we can assume p1 = 2 and thus q1 = q2 6= 2,
since (p1, q1) 6= (2, 2). As above, our assumptions are symmetric in Q,P , so that it suffices to show
that Q is weakly subordinate to P , i.e. that supi∈I |Ji| <∞. To this end, let i0 ∈ I be arbitrary and
let j1, . . . , jN ∈ Ji0 be pairwise distinct.
Note that we have p1 = 2 <∞. Thus, Lemma 6.8 (precisely, equation (6.14)) shows that
wi0 ·N
1/2 = ‖δi0‖Y ·N
1/2 ≍
∥∥1{j1,...,jN}∥∥Z
=
∥∥∥(vj · 1{j1,...,jN} (j))j∈J∥∥∥ℓq2
(since vj≍wi0 for j∈{j1,...,jN}⊂Ji0) ≍ wi0 ·
∥∥1{j1,...,jN}∥∥ℓq2
(since q2=q1) = wi0 ·N
1/q1 ,
where the implied constants are independent of i0 ∈ I and of N . But since we assume q1 6= 2, this is
only possible if N ≤ C, for some constant C > 0 (independent of i0 ∈ I). This shows supi∈I |Ji| <∞,
as desired. 
In the theorem above, we assumed that both Q and P are coverings of the same set O ⊂ Rd. To
complement this result, our next theorem shows that the decomposition spaces D (Q, Lp1 , ℓq1w ) and
D (P , Lp2 , ℓq2v ) can—except in trivial cases—never coincide if Q and P cover two different sets O,O
′.
Theorem 6.91
2
. Let ∅ 6= O,O′ ⊂ Rd be open, let p1, p2 ∈ (0,∞], let Q = (Qi)i∈I be an open
Lp1-decomposition covering of O, and let P = (Pj)j∈J be an open L
p2-decomposition covering of O′.
Furthermore, let Y ≤ CI and Z ≤ CJ be Q-regular and P-regular, respectively, and assume that
ℓ0 (I) ≤ Y and that ℓ0 (J) ≤ Z.
Assume that O′ ∩ ∂O 6= ∅ and that we have
‖f‖DF (Q,Lp1 ,Y ) ≍ ‖f‖DF (P,Lp2 ,Z) ∀ f ∈ C
∞
c (O ∩O
′) ,
where the implied constant is independent of f . Then the following hold:
(1) We have p1 = p2 = 2.
(2) We have ‖δi‖Y ≍ ‖δj‖Z for all i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅, with the implied constant
independent of i, j.
(3) If Y = ℓq1w (I) with a Q-moderate weight w = (wi)i∈I and some q1 ∈ (0,∞], then q1 = 2.
(4) Assume that
(a) O ∩O′ is unbounded, or O ∩O′ * O ∪O′.
(b) Y = ℓq1w (I) and Z = ℓ
q2
v (J) for certain q1, q2 ∈ (0,∞] and weights w = (wi)i∈I and
v = (vj)j∈J which are Q-moderate and P-moderate, respectively.
Then q1 = q2 = 2 and wi ≍ vj for all i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅. 
Remark. The reason for the unusual theorem numbering is that I wanted to avoid changing theorem
numbers with respect to the earlier version of the manuscript. 
Proof. By assumption, there is some ξ0 ∈ O
′ ∩ ∂O ⊂ O′ ∩O. Since O′ is open, this easily implies that
K := O ∩O′ is nonempty (and open). With this choice of K, Lemma 6.1 yields p1 = p2. For brevity,
9Otherwise, M = O would be compact and open, so that connectedness of Rd yields M = O ∈
{
∅,Rd
}
, which is
impossible, since O is nonempty and M is compact.
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we will write p := p1 = p2 in the following. Having p1 = p2, another application of Lemma 6.1 shows
‖δi‖Y ≍ ‖δj‖Z in case of Qi ∩ Pj 6= ∅.
Next, fix a nonnegative, nonzero function γ ∈ C∞c (B1 (0)). By the disjointization lemma (Lemma
2.14), we get finite partitions I =
⊎R1
r=1 I
(r) and J =
⊎R2
r=1 J
(r) such that Q∗i ∩Q
∗
ℓ = ∅ for all i, ℓ ∈ I
(r)
(for any r ∈ R1) with i 6= ℓ, and analogously for the covering P . Furthermore, since O
′ ∩ ∂O 6= ∅,
Lemma 2.16 shows that there is some j0 ∈ J such that Ij0 is infinite; thus, there is some r ∈ R1 such
that Ij0 ∩ I
(r) is infinite.
Now, let N ∈ N be arbitrary, and choose pairwise distinct indices i1, . . . , iN ∈ Ij0 ∩ I
(r). Since
each of the sets Pj0 ∩ Qiℓ is open and nonempty, there is some ε > 0 and for each ℓ ∈ N some
ωℓ ∈ Rd with Bε (ωℓ) ⊂ Pj0 ∩ Qiℓ ⊂ O ∩ O
′. For n ∈ N , let γn := γin := Lωn
(
γ ◦ ε−1 id
)
and
note γn ∈ C
∞
c (Bε (ωn)) ⊂ C
∞
c (Pj0 ∩Qin) ⊂ C
∞
c (O ∩O
′). Now, for vectors c = (c1, . . . , cN ) ∈ CN ,
σ = (σ1, . . . , σN ) ∈ {±1}
N
and Ξ = (ξ1, . . . , ξN ) ∈
(
Rd
)N
, let
f
(c,σ,Ξ)
N :=
N∑
n=1
Mξn (σncn · γn) ∈ C
∞
c (O ∩O
′) ,
and set ξin := ξn, cin := cn and σin := σn for n ∈ N . With these definitions, a combination of Lemma
6.2 and Corollary 6.4 (with I0 = {i1, . . . , iN}) yields∥∥∥f (c,σ,Ξ)N ∥∥∥
DF (Q,Lp1 ,Y )
=
∥∥∥∑
i∈I0
Mξi (σici · γi)
∥∥∥
DF (Q,Lp,Y )
≍
∥∥∥(ci · ∥∥F−1γi∥∥Lp)i∈I0∥∥∥Y |I0
=
∥∥F−1γ∥∥
Lp
· εd(1−
1
p ) ·
∥∥(ci)i∈I0∥∥Y |I0 ,
where the implied constant is independent of the choice of N ∈ N and ε > 0 and of c, σ,Ξ. Note that
ε depends crucially on the choice of N ∈ N; but fortunately, all occurrences of ε will cancel in the end.
Next, another combination of Lemma 6.2 and Corollary 6.4 (this time with P instead of Q and with
I0 = {j0}) shows because of f
(c,σ,Ξ)
N ∈ C
∞
c (Pj0 ) that
‖f
(c,σ,Ξ)
N ‖DF (P,Lp2 ,Z) ≍ ‖δj0‖Z ·
∥∥F−1 (f (c,σ,Ξ)N )∥∥Lp
(implied constant may depend on j0, but not on N,c,σ,Ξ,ε) ≍
∥∥∥ N∑
n=1
L−ξn
(
σncn · F
−1γn
) ∥∥∥
Lp
=: E
(c,σ,Ξ)
N .
But our assumptions ensure ‖f
(c,σ,Ξ)
N ‖DF (Q,Lp1 ,Y ) ≍ ‖f
(c,σ,Ξ)
N ‖DF (P,Lp2 ,Z), so that we get∥∥F−1γ∥∥
Lp
· εd(1−
1
p ) ·
∥∥(ci)i∈I0∥∥Y |I0 ≍ ∥∥∥f (c,σ,Ξ)N ∥∥∥DF (Q,Lp1 ,Y ) ≍
∥∥∥f (c,σ,Ξ)N ∥∥∥
DF (P,Lp2 ,Z)
≍ E
(c,σ,Ξ)
N , (∗)
with the implied constants independent of the choice of N ∈ N, i1, . . . , iN ∈ Ij0 ∩I
(r), ε > 0 and c, σ,Ξ.
We will now “arbitrage” this estimate to obtain the desired claims.
First, we note that Lemma 6.5 shows
E
(c,σ,Ξ)
N =
∥∥∥ N∑
n=1
L−ξn
(
σncn · F
−1γn
)∥∥∥
Lp
−−−−−−−−−−−−→
mini6=j |ξi−ξj |→∞
∥∥∥(∥∥σncn · F−1γn∥∥Lp)n∈N∥∥∥ℓp
=
∥∥F−1γ∥∥
Lp
· εd(1−
1
p ) ·
∥∥∥(cn)n∈N∥∥∥
ℓp
.
In connection with equation (∗), we thus see (with “p.d.” abbreviating “pairwise distinct”) that∥∥∥(cn)n∈N∥∥∥
ℓp
≍
∥∥∥(ci)i∈{i1,...,iN}∥∥∥Y |{i1,...,iN} ∀N ∈ N, c1, . . . , cN ∈ C and p.d. i1, . . . , iN ∈ Ij0 ∩ I(r). (♦)
Now, our first “real” goal is to show p < ∞. To see this, we assume towards a contradiction that
p = ∞. Then, we choose c1 = · · · = cN = 1, Ξ = 0 and σ1 = · · · = σN = 1. Furthermore,
we recall that if f ∈ L1
(
Rd
)
is nonnegative, then f̂ (0) = ‖f‖L1 ; by continuity of f̂ , this entails
‖f̂ ‖L∞ ≥ ‖f‖L1 =
∫
f dx. Since we have
∑N
n=1 γn ≥ 0 and p =∞, this implies
E
(c,σ,Ξ)
N =
∥∥∥F−1 ( N∑
n=1
γn
)∥∥∥
Lp
≥
∫
Rd
N∑
n=1
γn (x) dx = N · ε
d · ‖γ‖L1 = ‖γ‖L1 · ε
d(1− 1p) ·N.
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In view of equations (∗) and (♦) and because of I0 = {i1, . . . , iN} and c1 = · · · = cN = 1, this yields
‖γ‖L1 ·N ≤ ε
d( 1p−1) ·E
(c,σ,Ξ)
N ≍
∥∥F−1γ∥∥
Lp
·
∥∥(1)i∈I0∥∥Y |I0eq. (♦)≍ ∥∥F−1γ∥∥Lp ·∥∥∥(1)n∈N∥∥∥ℓp = ∥∥F−1γ∥∥L∞ ,
where the last step used again that p =∞. Since the implied constants in the preceding equation are
independent of N ∈ N, we obtain the desired contradiction. Therefore, p <∞.
Now, we want to show p = 2. To this end, we choose Ξ = 0, and we choose σ = (σ1, . . . , σN ) to
be uniformly distributed in {±1}N . The expectation with respect to σ is simply denoted by E. Using
Khintchine’s inequality (Theorem 6.7), we then get because of Ξ = 0 that
E
(
E
(c,σ,Ξ)
N
)p
= E
∥∥∥ N∑
n=1
σncn · F
−1γn
∥∥∥p
Lp
= E
[
εdp ·
∥∥∥ N∑
n=1
σncn ·Mωn
([
F−1γ
]
◦ ε id
)∥∥∥p
Lp
]
= εdp ·
∫
Rd
E
∣∣∣ N∑
n=1
σn · cn · e
2πi〈ωn,x〉 ·
(
F−1γ
)
(εx)
∣∣∣p dx
(Khintchine) ≍ εdp ·
∫
Rd
( N∑
n=1
∣∣∣cn · e2πi〈ωn,x〉 · (F−1γ) (εx)∣∣∣2)p/2 dx
= εdp ·
( N∑
n=1
|cn|
2
)p/2
·
∫
Rd
∣∣(F−1γ) (εx)∣∣p dx = [εd(1− 1p ) · ∥∥∥(cn)n∈N∥∥∥
ℓ2
·
∥∥F−1γ∥∥
Lp
]p
,
where the implied constant only depends on p ∈ (0,∞). In combination with equations (∗) and (♦),
we thus see ‖•‖ℓ2(N) ≍ ‖•‖ℓp(N), where the implied constant is independent of the choice of N ∈ N.
Hence, necessarily p1 = p2 = p = 2. We have thus established the first two claims.
Now, let us additionally assume that Y = ℓq1w (I) with a Q-moderate weight w = (wi)i∈I . From the
second claim of the current theorem, we get wi = ‖δi‖Y ≍ ‖δj0‖Z for all i ∈ I with Qi ∩ Pj0 6= ∅, and
thus in particular for every i = iℓ with iℓ ∈ Ij0 ∩ I
(r). In combination with equation (♦) (choosing
c1 = · · · = cN = 1), we thus get
‖δj0‖Z ·N
1/q1 = ‖δj0‖Z ·
∥∥∥(1)n∈N∥∥∥
ℓq1
(since Y=ℓq1w (I)) ≍
∥∥∥(ci)i∈{i1,...,iN}∥∥∥Y |{i1,...,iN}
(by equation (♦)) ≍
∥∥∥(cn)n∈N∥∥∥
ℓp
= N1/p,
where the implied constant is independent of N ∈ N. Hence, q1 = p = 2.
It remains to prove the last claim. Hence, assume Y = ℓq1w (I) and Z = ℓ
q2
v (J). From the second
claim of the current theorem, we get wi = ‖δi‖Y ≍ ‖δj‖Z = vj in case of Qi ∩ Pj 6= ∅.
Let us first consider the case where O ∩O′ * O∪O′, i.e., there is some η0 ∈ O ∩ O′ with η0 /∈ O∪O′.
Hence, there is a sequence (ηn)n∈N in O∩O
′ with ηn → η0. For each n ∈ N, choose in ∈ I and jn ∈ J
with ηn ∈ Qin ∩ Pjn . If we had in = i for some fixed i ∈ I and infinitely many n ∈ N, we would
get η0 ∈ Qi ⊂ O, cf. Lemma 2.4. But since η0 /∈ O, we see that in = i can only hold for finitely
many n ∈ N, for each i ∈ I. Thus, by passing to a subsequence, we can assume in 6= im for n 6= m.
Completely similarly, we can also assume jn 6= jm for n 6= m.
If instead of O ∩O′ * O∪O′ we have that O∩O′ is unbounded, we can choose a sequence (ηn)n∈N
in O∩O′ with |ηn| → ∞. As above, let ηn ∈ Qin ∩Pjn for each n ∈ N. Now, since each of the sets Qi
and Pj is bounded, we get as above that i = in can only hold for finitely many n ∈ N, for each i ∈ I.
Thus, as above we can assume in 6= im and jn 6= jm for n 6= m, by passing to a subsequence.
Next, there are (r, s) ∈ R1×R2 such that (in, jn) ∈ I
(r)×J (s) for infinitely many n ∈ N. By passing
to a subsequence, we can (and will) assume that this holds for all n ∈ N. In particular, we thus get
Q∗in ∩Q
∗
im = ∅ = P
∗
jn ∩ P
∗
jℓ
if n 6= ℓ.
Let N ∈ N be arbitrary and choose ε = ε (N) > 0 with Bε (ηn) ⊂ Qin ∩ Pjn for all n ∈ N , and
set γin := γjn := γn := Lηn
(
γ ◦ ε−1 id
)
∈ C∞c (Qin ∩ Pjn). Furthermore, let un := ujn := uin := win
for n ∈ N and note because of ηn ∈ Qin ∩ Pjn 6= ∅ that ujn = un = win ≍ vjn . By recalling
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p1 = p2 = q1 = 2 and by combining Lemma 6.2 and Corollary 6.4 (one time with I0 = {i1, . . . , iN}
and one time with P instead of Q and with I0 = {j1, . . . , jN}), we thus get
εd/2 ·
∥∥F−1γ∥∥
L2
·N1/2 =
∥∥∥(u−1i · ∥∥F−1γi∥∥L2)i∈{i1,...,iN}∥∥∥ℓq1w ≍
∥∥∥ N∑
n=1
u−1n · γn
∥∥∥
DF(Q,Lp1 ,ℓq1w )
(by assumption of the current theorem) ≍
∥∥∥ N∑
n=1
u−1n · γn
∥∥∥
DF(P,Lp2 ,ℓq2v )
≍
∥∥∥(u−1j · ∥∥F−1γj∥∥L2)j∈{j1,...,jN}∥∥∥ℓq2v
(since ujn=win≍vjn) ≍ ε
d/2 ·
∥∥F−1γ∥∥
L2
·N1/q2 ,
where the implied constants are independent of N ∈ N and of ε > 0. Hence, q2 = 2, as desired. 
We close this subsection by showing that the necessary criteria from Theorem 6.9 for the equality
of two decomposition spaces—with weighted ℓq spaces as global components—are sufficient for the
coincidence of the two decomposition spaces. At least for p ∈ [1,∞], this is true as stated. In the
quasi-Banach regime p ∈ (0, 1), we will need to impose certain additional restrictions.
As our starting point, note that Theorem 6.9 only shows that Q,P are weakly equivalent as long
as (p1, q1) 6= (2, 2). This is natural, since all (Fourier side) decomposition spaces DF (Q, L
p, ℓqw) with
p = q = 2 are just certain weighted L2-spaces:
Lemma 6.10. Let ∅ 6= O ⊂ Rd be open, and let Q = (Qi)i∈I be an L
2-decomposition covering of O.
Finally, let w = (wi)i∈I be Q-moderate. Then there is a measurable weight
w0 : O → (0,∞) with w0 (ξ) ≍ wi for all ξ ∈ Qi and arbitrary i ∈ I,
where the implied constant is independent of i, ξ. For any such weight w0, both w0 and w
−1
0 are locally
bounded on O.
Furthermore, we have
DF
(
Q, L2, ℓ2w
)
= L2w0 (O) with equivalent norms, (6.23)
for the weighted L2 space L2w0 (O) :=
{
f : O → C : w0 · f ∈ L2 (O)
}
, with norm ‖f‖L2w0
:= ‖w0 · f‖L2 .
In particular, if P = (Pj)j∈J is another L
2-decomposition covering of O and if v = (vj)j∈J is
P-moderate with wi ≍ vj in case of Qi ∩ Pj 6= ∅, then
DF
(
Q, L2, ℓ2w
)
= DF
(
P , L2, ℓ2v
)
with equivalent norms. ◭
Proof. Let Φ = (ϕi)i∈I be an L
2-BAPU for O. We start with two technical results: First, we show
that I is necessarily countable. Then, we show that one can choose a weight w0 as in the statement of
the lemma, but with the additional property that w0 is smooth.
To see that I is countable, note as a consequence of Lemma 2.4 that the family of interiors (Q◦i )i∈I
covers O. Since O ⊂ Rd is second-countable, there is thus a sequence (in)n∈N with O =
⋃
n∈NQ
◦
in .
But this implies that I =
⋃
n∈N i
∗
n is countable as a union of countably many finite sets. To see that
the last identity is valid, let i ∈ I be arbitrary. Since Q is an admissible covering, we have Qi 6= ∅;
see Definition 2.3. Choosing any ξ ∈ Qi ⊂ O, we see that there is some n ∈ N with ξ ∈ Q◦in , so that
i ∈ i∗n, as claimed.
Next, for constructing a smooth weight w0 as in the statement of the lemma, we first construct a
smooth, nonnegative partition of unity (γi)i∈I subordinate to Q. We cannot simply take γi = ϕi, since
the elements of a BAPU are not required to be nonnegative. To construct (γi)i∈I , set ψi := (Reϕi)
2
for i ∈ I, and note suppψi ⊂ suppϕi. Lemma 2.4 shows that the family (suppϕi)i∈I is locally finite in
O. Thus, the function Ψ : O → ⌈0,∞) , ξ 7→
∑
i∈I ψi is well-defined and smooth as a locally finite sum
of smooth, nonnegative functions. In fact, Ψ is positive on O: For any ξ ∈ O, we have
∑
i∈I ϕi (ξ) = 1,
so that there is some i ∈ I with Reϕi (ξ) 6= 0, and thus ψi (ξ) > 0, whence Ψ(ξ) > 0. Thus, if we set
γi := ψi/Ψ, then it is not hard to see that γi ∈ C
∞
c (O) is nonnegative with γi (ξ) = 0 for ξ ∈ R
d \Qi,
and with
∑
i∈I γi ≡ 1 on O. Furthermore, supp γi ⊂ suppϕi, so that (γi)i∈I is a smooth locally finite
partition of unity on O.
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Therefore, the function
w0 : O → [0,∞) , ξ 7→
∑
i∈I
wi · γi (ξ) (6.24)
is smooth. But for i, ℓ ∈ I and ξ ∈ Qℓ, we have γi (ξ) = 0 unless i ∈ ℓ
∗. But in case of i ∈ ℓ∗, we have
C−1w,Q · wℓ ≤ wi ≤ Cw,Q · wℓ. Thus,
0 < C−1w,Q · wℓ = C
−1
w,Q · wℓ ·
∑
i∈I
γi (ξ) ≤ w0 (ξ) ≤ Cw,Q · wℓ ·
∑
i∈I
γi (ξ) = Cw,Q · wℓ.
We have thus shown w0 (ξ) ≍ wℓ for ξ ∈ Qℓ and ℓ ∈ I, where the implied constant only depends on
Cw,Q. In particular, w0 : O → (0,∞), so that w0 is as desired.
Next, we show that any weight w0 as in the statement of the lemma is locally bounded on O. Indeed,
let w0 : O → (0,∞) be measurable with C
−1 · wi ≤ w0 (ξ) ≤ C · wi for all i ∈ I and all ξ ∈ Qi, with a
fixed constant C ≥ 1. Then, for any ξ ∈ O, Lemma 2.4 shows that there is some i ∈ I with ξ ∈ Q◦i .
But on this set, we have w0 (η) ≤ C ·wi and [w0 (η)]
−1
≤ C ·w−1i , so that w0 and w
−1
0 are bounded on
the neighborhood Q◦i of ξ. Hence, w0 and w
−1
0 are locally bounded on O. Thus, it remains to prove
equation (6.23).
For the proof of “←֓ ” in equation (6.23), let f ∈ L2w0 (O) be arbitrary. Since w
−1
0 is locally bounded,
w0 is locally bounded from below, so that we get L
2
w0 (O) →֒ L
2
loc (O) →֒ L
1
loc (O) →֒ D
′ (O).
Now, by continuity of each of the ϕi, we have
|ϕi (ξ)| ≤ ‖ϕi‖L∞ =
∥∥FF−1ϕi∥∥L∞ ≤ ∥∥F−1ϕ∥∥L1 ≤ CQ,Φ,2 ∀ i ∈ I and ξ ∈ Rd . (6.25)
Furthermore, Plancherel’s theorem implies for any i ∈ I that∥∥F−1 (ϕi · f)∥∥2L2 = ‖ϕi · f‖2L2
(since suppϕi⊂O) = w
−2
i ·
∫
O
|wi · ϕi (ξ) · f (ξ)|
2
d ξ
(since ϕi≡0 on Qci and wi≤C·w0(ξ) on Qi) ≤ C
2 · w−2i ·
∫
O
|ϕi (ξ) · (w0 · f) (ξ)|
2
d ξ.
Multiplying with wi and summing over i ∈ I yields
‖f‖2DF (Q,L2,ℓ2w)
=
∑
i∈I
(
wi ·
∥∥F−1 (ϕi · f)∥∥L2)2 ≤ C2 ·∑
i∈I
∫
O
|ϕi (ξ) · (w0 · f) (ξ)|
2 d ξ
(monotone convergence, I countable) = C2 ·
∫
O
(∑
i∈I
|ϕi (ξ)|
2
)
· |(w0 · f) (ξ)|
2 d ξ.
But equation (6.25) yields for ξ ∈ O that∑
i∈I
|ϕi (ξ)|
2
≤ C2Q,Φ,2 ·
∑
i∈I
1Qi (ξ) ≤ NQC
2
Q,Φ,2 ,
where the last step used that Q is admissible. All in all, we have thus shown
‖f‖
2
DF (Q,L2,ℓ2w)
≤ C2 ·
∫
O
(∑
i∈I
|ϕi (ξ)|
2
)
· |(w0 · f) (ξ)|
2
d ξ
≤ NQ · (CCQ,Φ,2)
2
·
∫
O
|(w0 · f) (ξ)|
2
d ξ = NQ · (CCQ,Φ,2)
2
· ‖f‖
2
L2w0(O)
<∞,
i.e., L2w0 (O) →֒ DF
(
Q, L2, ℓ2w
)
.
For the reverse inclusion, let f ∈ DF
(
Q, L2, ℓ2w
)
⊂ D′ (O). Note that L2w0 (O) = L
2
w1 (O) if w0, w1
are measurable and equivalent, i.e., if w0 ≍ w1. Furthermore, any two weights w0, w1 satisfying
wℓ (ξ) ≍ wi for ξ ∈ Qi, ℓ ∈ {0, 1} and i ∈ I are equivalent. Hence, we can assume without loss of
generality that w0 is as in equation (6.24). As seen above, this ensures w0 ∈ C
∞ (O).
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Thus, for g ∈ C∞c (O), we have w0 · g ∈ C
∞
c (O) as well. Now, note
|〈f, w0 · g〉D′ | =
∣∣∣∑
i∈I
〈ϕi · f, w0 · g〉S′
∣∣∣
(since ϕ∗i≡1 on Qi and ϕi≡0 on Qci) =
∣∣∣∑
i∈I
〈ϕi · f, ϕ
∗
i · w0 · g〉S′
∣∣∣
=
∣∣∣∑
i∈I
〈
F−1 (ϕi · f) , F (ϕ
∗
i · w0 · g)
〉
S′
∣∣∣
≤
∑
i∈I
[
wi ·
∥∥F−1 (ϕi · f)∥∥L2 · w−1i · ‖F (ϕ∗i · w0 · g)‖L2]
(Cauchy-Schwarz and Plancherel) ≤
[∑
i∈I
(
wi ·
∥∥F−1 (ϕi · f)∥∥L2)2 ]1/2· [∑
i∈I
(
w−1i · ‖ϕ
∗
i · w0 · g‖L2
)2 ]1/2
.
The first factor in the last line is exactly ‖f‖DF (Q,L2,ℓ2w)
.
Now, let us consider the second factor: First, note∑
i∈I
(
w−1i · ‖ϕ
∗
i · w0 · g‖L2
)2
=
∑
i∈I
(
w−2i ·
∫
Rd
|ϕ∗i (ξ)|
2
· |(w0 · g) (ξ)|
2
d ξ
)
(since g∈C∞c (O), and by mon. conv., since I countable) =
∫
O
|g (ξ)|2 ·
∑
i∈I
∣∣w−1i · ϕ∗i (ξ) · w0 (ξ)∣∣2 d ξ.
But as a consequence of equation (6.25), we have
|ϕ∗i (ξ)| ≤
∑
ℓ∈i∗
|ϕℓ (ξ)| ≤ CQ,Φ,2 · |i
∗| · 1Q∗i (ξ) ≤ CQ,Φ,2 ·NQ · 1Q∗i (ξ) ∀ i ∈ I and ξ ∈ R
d .
Furthermore, for any i ∈ I with ϕ∗i (ξ) 6= 0, we have ξ ∈ Qℓ for some ℓ ∈ i
∗; by our assumptions on w0,
this implies w0 (ξ) ≤ C · wℓ ≤ CCw,Q · wi. Thus, w
−1
i · w0 (ξ) ≤ CCw,Q in case of ϕ
∗
i (ξ) 6= 0. Hence,∑
i∈I
∣∣w−1i · ϕ∗i (ξ) · w0 (ξ)∣∣2 ≤ (CCw,Q)2 ·∑
i∈I
|ϕ∗i (ξ)|
2 ≤ (CCw,QCQ,Φ,2NQ)
2 ·
∑
i∈I
1Q∗i
(ξ)
≤ (CCw,QCQ,Φ,2NQ)
2
·NQ∗
(cf. Lemma 2.9) ≤ (CCw,QCQ,Φ,2NQ)
2
·N3Q.
Putting everything together, we see
|〈f, w0 · g〉D′ | ≤ ‖f‖DF (Q,L2,ℓ2w)
·CCw,QCQ,Φ,2N
5/2
Q ·
√∫
O
|g (ξ)|2 d ξ =: C1 · ‖f‖DF (Q,L2,ℓ2w)
· ‖g‖L2(O) .
Since this holds for all g ∈ C∞c (O) and since C
∞
c (O) ≤ L
2 (O) is dense, the Riesz representation
theorem for Hilbert spaces yields some h ∈ L2 (O) →֒ D′ (O) with ‖h‖L2 ≤ C1 · ‖f‖DF (Q,L2,ℓ2w) and
with
〈f, w0 · g〉D′ = 〈h, g〉D′ =
〈
w−10 · h, w0 · g
〉
D′
∀ g ∈ C∞c (O) .
Since C∞c (O) → C
∞
c (O) , g 7→ w0 · g is a bijection (because w0 : O → (0,∞) is smooth), this means
f = w−10 · h as elements of D
′ (O). Hence, f = w−10 · h ∈ L
2
w0 (O) with
‖f‖L2w0
=
∥∥w−10 h∥∥L2w0 = ‖h‖L2 ≤ C1 · ‖f‖DF (Q,L2,ℓ2w) <∞.
For the final statement of the lemma, simply note that if w0, v0 : O → (0,∞) are the associated
continuous weights for the discrete weights w, v and if ξ ∈ O, then ξ ∈ Qi ∩ Pj for suitable i ∈ I and
j ∈ J . Hence, w0 (ξ) ≍ wi ≍ vj ≍ v0 (ξ), so that we get w0 ≍ v0, and thus
DF
(
Q, L2, ℓ2w
)
= L2w0 (O) = L
2
v0 (O) = DF
(
P , L2, ℓ2v
)
with equivalent norms. 
Finally, we consider the case in which Q,P are weakly equivalent. Again, we only consider the
case of weighted ℓq spaces as the global component. The main reason for this is that it is difficult to
formulate what it means for two generic (solid) sequence spaces Y ≤ CI and Z ≤ CJ—which live on
different sets I 6= J—to be “equivalent”. In the present case of weighted ℓq spaces, we simply require
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the exponents q1, q2 of ℓ
q1
w (I) and ℓ
q2
v (J) to coincide, q1 = q2, and furthermore require that wi ≍ vj if
Qi ∩ Pj 6= ∅.
Lemma 6.11. Let p, q ∈ (0,∞] and let ∅ 6= O ⊂ Rd be open. Let Q = (Qi)i∈I and P = (Pj)j∈J be two
Lp-decomposition coverings of O. Let w = (wi)i∈I be Q-moderate and let v = (vj)j∈J be P-moderate.
Assume that
• There is a constant C0 > 0 with
C−10 · wi ≤ vj ≤ C0 · wi ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ . (6.26)
• Q,P are weakly equivalent.
Then we have DF (Q, L
p, ℓqw) = DF (P , L
p, ℓqv) with equivalent quasi-norms, as long as p ∈ [1,∞].
For p ∈ (0, 1), the same holds under the following additional assumption: Because of p ∈ (0, 1), the
coverings Q = (TiQ
′
i + bi)i∈I and P = (SjP
′
j + cj)j∈J are semi-structured. We assume that there is a
constant C1 > 0 such that one of the following two conditions holds:
(1) For arbitrary i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅, we have
‖T−1i Sj‖ ≤ C1 and ‖S
−1
j Ti‖ ≤ C1.
(2) P is almost subordinate to Q and we have
|det (S−1j Ti)| ≤ C1 ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ . ◭
Remark. (1) The two kinds of assumptions for p ∈ (0, 1) seem to be somewhat artificial. But there
is a more natural condition which implies the second condition. Indeed, assume that
(a) Q,P are (open) semi-structured coverings of O,
(b) Q is tight,
(c) Q and P are weakly equivalent,
(d) all sets in Q and P are connected.
Then the sets in Q and P are in fact path-connected (as connected, open subsets of Rd). Since
the sets in Q and P are open, Corollary 2.13 shows that Q and P are equivalent, not just weakly
equivalent. In particular, P is almost subordinate to Q, as required. Furthermore, there is k ∈ N0
and for each i ∈ I some ji ∈ J with Qi ⊂ P
k∗
ji
. Hence, for i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅,
Lemma 2.11 yields Qi ⊂ P
(2k+2)∗
j . By tightness of Q, this implies
|detTi| . λ (Qi) ≤ λ (P
(2k+2)∗
j ) ≤
∑
ℓ∈j(2k+2)∗
λ (Pℓ)
.
∑
ℓ∈j(2k+2)∗
|detSℓ|
(|j(2k+2)∗|≤N2k+2P and eq. (3.11)) . |detSj | ,
where all implied constants are independent of i, j. Thus,
∣∣det (S−1j Ti)∣∣ = |detTi| / |detSj | . 1,
so that the second additional assumption from the theorem is indeed satisfied.
(2) The proof shows that an alternative assumption for the case p ∈ (0, 1) would be to assume
λ
(
Qi − Pj
)
. min {|detTi| , |detSj |} ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅.
But this estimate is usually very hard to check without establishing one of the additional assump-
tions from the lemma above. 
Proof. Let Φ = (ϕi)i∈I and Ψ = (ψj)j∈J be L
p-BAPUs for Q and P , respectively. As usual, let
Ji = {j ∈ J : Pj ∩Qi 6= ∅}, and define Ij analogously for i ∈ I and j ∈ J . We first show ϕi ψJi = ϕi.
For ξ ∈ Rd with ϕi (ξ) = 0, this is clear. If otherwise ϕi (ξ) 6= 0, then ξ ∈ Qi ⊂ O, and each j ∈ J
with ψj (ξ) 6= 0 hence satisfies ξ ∈ Qi ∩ Pj 6= ∅, i.e. j ∈ Ji. Thus,
1 =
∑
j∈J
ψj (ξ) =
∑
j∈Ji
ψj (ξ) = ψJi (ξ) ,
which implies ϕi (ξ) ψJi (ξ) = ϕi (ξ) also in this case. Note that the identity
∑
j∈J ψj (ξ) = 1 crucially
used that Q,P both cover the same set O. Analogously, one can show ψj ϕIj = ψj .
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We first prove the claim for p ∈ [1,∞]. Here, it suffices to show ‖•‖DF (Q,Lp,ℓqw) . ‖•‖DF (P,Lp,ℓqv),
since the assumptions are symmetric in Q,P . Hence, let f ∈ DF (P , L
p, ℓqv) be arbitrary. As seen
above, we have ϕi = ϕi ψJi . Together with Young’s inequality L
1 ∗ Lp →֒ Lp and with the triangle
inequality for Lp, this yields
wi ·
∥∥F−1 (ϕi f)∥∥Lp = wi · ∥∥F−1 (ϕi ψJi f)∥∥Lp
≤
∑
j∈Ji
[
wi ·
∥∥F−1 (ϕi ψj f)∥∥Lp]
≤ C0 ·
∑
j∈Ji
[
vj ·
∥∥F−1ϕi∥∥L1 · ∥∥F−1 (ψj f)∥∥Lp]
≤ C0CQ,Φ,p ·
∑
j∈Ji
[
vj ·
∥∥F−1 (ψj f)∥∥Lp] ∀ i ∈ I . (6.27)
In case of q =∞, this implies
‖f‖DF (Q,Lp,ℓqw) = sup
i∈I
wi ·
∥∥F−1 (ϕi f)∥∥Lp ≤ sup
i∈I
C0CQ,Φ,p · |Ji| · ‖f‖DF (P,Lp,ℓqv)
≤ C0CQ,Φ,p ·N (Q,P) · ‖f‖DF (P,Lp,ℓqv) <∞.
For q ∈ (0,∞), we use the uniform bound |Ji| ≤ N (Q,P) =: N to obtain C2 = C2 (N, q) > 0 with[∑
j∈Ji
vj ·
∥∥F−1 (ψj f)∥∥Lp ]q ≤ C2 ·∑
j∈Ji
[
vj ·
∥∥F−1 (ψj f)∥∥Lp]q
for all i ∈ I. This implies
‖f‖
q
DF (Q,Lp,ℓ
q
w)
=
∑
i∈I
[
wi ·
∥∥F−1 (ϕi f)∥∥Lp]q ≤ (C0CQ,Φ,p)q C2 ·∑
i∈I
∑
j∈Ji
[
vj ·
∥∥F−1 (ψj f)∥∥Lp]q
= (C0CQ,Φ,p)
q
C2 ·
∑
j∈J
∑
i∈Ij
[
vj ·
∥∥F−1 (ψj f)∥∥Lp]q
≤ (C0CQ,Φ,p)
q C2 ·N (P ,Q) ·
∑
j∈J
[
vj ·
∥∥F−1 (ψj f)∥∥Lp]q
= (C0CQ,Φ,p)
q
C2 ·N (P ,Q) · ‖f‖
q
DF (P,Lp,ℓ
q
v)
<∞.
Here, we used the equivalence i ∈ Ij ⇔ j ∈ Ji, as well as the estimate |Ij | ≤ N (P ,Q) for all j ∈ J .
Now, we consider the case p ∈ (0, 1). Here, we first show that both of the additional assumptions
imply that there are constants C3, R > 0 which satisfy
|det (S−1j Ti)| ≤ C3 ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ , (6.28)
and
Pj ⊂ Ti
[
BR (0)
]
+ bi ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ . (6.29)
The inequality concerning the determinant is clear (with C3 = C1) in case of the second assumption.
In case of the first assumption, we use Hadamard’s inequality |detA| ≤ ‖A‖d for arbitrary matrices
A ∈ Rd×d (see e.g. [30, Section 75]) to deduce
|det (S−1j Ti)| ≤ ‖S
−1
j Ti‖
d ≤ Cd1 ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ .
For the inclusion Pj ⊂ Ti
(
BR (0)
)
+bi, let us first consider the case of the second assumption. Since
P is almost subordinate to Q, the constant k := k (P ,Q) ∈ N0 is well-defined and we have Pj ⊂ Qk∗ij
for all j ∈ J and suitable ij ∈ I. In case of Qi ∩ Pj 6= ∅, this implies Pj ⊂ Q
(2k+2)∗
i by Lemma 2.11.
But finally, Lemma 2.7 yields
Pj ⊂ Q
(2k+2)∗
i ⊂ Ti
[
B(2CQ+1)2k+2RQ (0)
]
+ bi ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ .
In case of the first assumption, define R0 := max {RQ, RP} and let ξ ∈ Qi ∩ Pj 6= ∅. This yields
ω ∈ Q′i ⊂ BR0 (0) and η ∈ P
′
j ⊂ BR0 (0) with ξ = Ti ω + bi = Sj η + cj . Hence, bi = Sj η + cj − Ti ω.
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Now, let x ∈ BR0 (0) be arbitrary. We have∣∣T−1i (Sj x+ cj − bi)∣∣ = ∣∣T−1i (Sj x+ cj − (Sj η + cj − Ti ω))∣∣
≤
∣∣T−1i Sj x∣∣ + ∣∣T−1i Sj η∣∣ + |ω|
≤ C1 |x|+ C1 |η|+ |ω|
≤ R0 (1 + 2C1) =: R ,
and hence Sj x+ cj ∈ Ti
[
BR (0)
]
+ bi. Since x ∈ BR0 (0) was arbitrary, this implies
Pj = SjP
′
j + cj ⊂ Sj
[
BR0 (0)
]
+ cj ⊂ Ti
[
BR (0)
]
+ bi ∀ i ∈ I and j ∈ J with Qi ∩ Pj 6= ∅ .
With this preparation, we can prove the actual claim: The argument is almost the same as for
p ∈ [1,∞]; only the application of Young’s inequality and of the triangle inequality for Lp in equation
(6.27) need to be replaced. In short, we only need to establish equation (6.27) also for p ∈ (0, 1); the
rest of the proof then proceeds as for p ∈ [1,∞]. The only caveat is that since the assumptions are not
symmetric in Q,P anymore, we also need to show the “reverse” version of equation (6.27).
Since ‖•‖Lp is a quasi-norm and because of the uniform bound |Ji| ≤ N (Q,P) = N , there is a
constant C4 = C4 (N, p) > 0 with
wi ·
∥∥F−1 (ϕi f)∥∥Lp = wi · ∥∥F−1 (ϕi ψJi f)∥∥Lp
≤ C4 · wi ·
∑
j∈Ji
∥∥F−1 (ϕi ψj f)∥∥Lp
(†)
≤ C4C5 · wi ·
∑
j∈Ji
|detTi|
1
p−1 ·
∥∥F−1ϕi∥∥Lp · ∥∥F−1 (ψj f)∥∥Lp
≤ C0C4C5CQ,Φ,p ·
∑
j∈Ji
vj ·
∥∥F−1 (ψj f)∥∥Lp ∀ i ∈ I . (6.30)
Here, the step marked with (†) is justified as follows: By possibly enlarging the constant R from
equation (6.29), we can assume R ≥ R0 = max {RQ, RP}. This yields the inclusions
suppϕi ⊂ Qi ⊂ Ti
[
BR (0)
]
+ bi =:Mi and suppψj ⊂ Pj ⊂ Ti
[
BR (0)
]
+ bi =Mi ∀ j ∈ Ji ,
cf. equation (6.29). Thus, Theorem 3.4 shows∥∥F−1 (ϕi ψj f)∥∥Lp ≤ [λ (Mi −Mi)] 1p−1 · ∥∥F−1ϕi∥∥Lp · ∥∥F−1 (ψj f)∥∥Lp
=
[
λ
(
Ti
[
BR (0)−BR (0)
])] 1
p−1 ·
∥∥F−1ϕi∥∥Lp · ∥∥F−1 (ψj f)∥∥Lp
≤
[
λ
(
B2R (0)
)] 1
p−1 · |detTi|
1
p−1 ·
∥∥F−1ϕi∥∥Lp · ∥∥F−1 (ψj f)∥∥Lp
=: C5 · |detTi|
1
p−1 ·
∥∥F−1ϕi∥∥Lp · ∥∥F−1 (ψj f)∥∥Lp , (6.31)
where the constant C5 only depends on R > 0, on d ∈ N and on p ∈ (0, 1).
For the “reverse” version of equation (6.27), a similar argument applies: Because of the uniform
bound |Ij | ≤ N (P ,Q) =: N2, there is a constant C6 = C6 (N2, p) > 0 with
vj ·
∥∥F−1 (ψj f)∥∥Lp = vj · ∥∥F−1 (ψj ϕIj f)∥∥Lp
≤ C6 · vj ·
∑
i∈Ij
∥∥F−1 (ψj ϕi f)∥∥Lp
(†)
≤ C5C6 · vj ·
∑
i∈Ij
|detTi|
1
p−1 ·
∥∥F−1ψj∥∥Lp · ∥∥F−1 (ϕi f)∥∥Lp
(‡)
≤ C0C
1
p−1
3 C5C6 ·
∑
i∈Ij
[
|detSj |
1
p−1 ·
∥∥F−1ψj∥∥Lp · wi · ∥∥F−1 (ϕi f)∥∥Lp]
≤ C0C
1
p−1
3 C5C6CP,Ψ,p ·
∑
i∈Ij
[
wi ·
∥∥F−1 (ϕi f)∥∥Lp] .
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Here, we used 1p − 1 > 0, together with estimate (6.28) at (‡). The justification for (†) is exactly as in
equation (6.31) above.
Now, using the preceding estimate and equation (6.30) instead of equation (6.27), the proof for
p ∈ (0, 1) can be completed just as for p ∈ [1,∞]. 
6.3. Improved necessary conditions. In this subsection, we use many of the techniques from the
preceding subsection to improve upon the “elementary” necessary conditions that we developed in
Subsection 6.1.
As in the previous subsection, we will use functions of the form
f =
∑
i∈I0
Mzi (εici · γi) , with γi ∈ C
∞
c (Qi) , zi ∈ R
d, εi ∈ {±1} , and ci ∈ C,
to “test” the embedding DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z). Our next lemma indicates how we will
choose the functions γi.
Lemma 6.12. Let ∅ 6= Q ⊂ Rd be open, and let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured
covering of O with Lp-BAPU Φ = (ϕi)i∈I for some p ∈ (0,∞].
Let q ∈ [min {1, p} ,∞] and ℓ ∈ N0. Then there is a constant
C1 = C1 (d, p, ℓ,Q, CQ,Φ,p) > 0
such that
‖F−1ϕMi‖Lq ≤ C1 · |det Ti|
1− 1q ∀ i ∈ I and all sets Mi ⊂ i
ℓ∗ . (6.32)
If Q is tight, there are two families of functions (γi)i∈I , (φi)i∈I with the following properties:
(1) We have γi, φi ∈ C
∞
c (O) and supp γi, suppφi ⊂ Qi, as well as γi, φi ≥ 0 for all i ∈ I.
(2) We have φiγi = γi for all i ∈ I.
(3) For each s ∈ (0,∞], there are constants C2 = C2 (d, s) > 0 and C3 = C3 (d, s) > 0 with
‖F−1γi‖Ls = C2 ·ε
d(1− 1s )
Q ·|det Ti|
1− 1s and ‖F−1φi‖Ls = C3 ·ε
d(1− 1s )
Q ·|detTi|
1− 1s ∀ i ∈ I. ◭
Proof. Let r := min {1, p}. By definition of an Lp-BAPU, we know that
CQ,Φ,p = CQ,Φ,r = sup
i∈I
[
|detTi|
1
r−1 · ‖F−1ϕi‖Lr
]
is finite. By applying Lemma 5.3 (with k = 0, p0 = p1 = r and p2 = q ≥ r = p1, as well as f ≡ 1), we
get a constant K0 = K0 (d, r,Q) = K0 (d, p,Q) > 0 with
‖F−1ϕi‖Lq ≤ K0 · |detTi|
1
r−
1
q · ‖F−1ϕi‖Lr
≤ K0CQ,Φ,p |det Ti|
1
r−
1
q · |detTi|
1− 1r
= K0CQ,Φ,p · |detTi|
1− 1q
for all i ∈ I, because of ϕi ≡ 0 on O \Qi.
Since ‖•‖Lq is a quasi-norm with triangle constant 2
max{0,q−1−1} ≤ 2r
−1−1 (see [19, equation
(1.1.4)]), and because of the uniform bound |Mi| ≤
∣∣iℓ∗∣∣ ≤ N ℓQ (which was shown in Lemma 2.9),
we obtain a constant K1 = K1 (NQ, ℓ, r) = K1 (NQ, ℓ, p) > 0 with∥∥F−1ϕMi∥∥Lq ≤ K1 · ∑
j∈Mi
∥∥F−1ϕj∥∥Lq ≤ K0K1CQ,Φ,p · ∑
j∈Mi
|det Tj|
1− 1q ∀ i ∈ I and all Mi ⊂ i
ℓ∗ .
Next, recall from equation (3.11) that the weight (|detTi|)i∈I is Q-moderate with “moderateness
constant” CdQ. In combination with Lemma 2.9, we thus see |detTj| ≤ C
dℓ
Q · |detTi| for all i ∈ I
and j ∈ iℓ∗. There are now two cases: In case of q ≥ 1, we have 0 ≤ 1 − q−1 ≤ 1, and thus
|detTj|
1−q−1
≤ C
dℓ(1−q−1)
Q · |detTi|
1−q−1
≤ CdℓQ · |detTi|
1−q−1
, since CQ ≥ 1. Otherwise, if q ∈ (0, 1),
then 0 < p ≤ q < 1 and thus q−1 − 1 ≤ p−1 − 1 ≤ p−1. Therefore, by applying |detTj| ≤ C
dℓ
Q · |detTi|
with interchanged roles of i, j, we get
|det Tj|
1−q−1 = (1/ |detTj |)
q−1−1 ≤ C
dℓ(q−1−1)
Q · (1/ |detTi|)
q−1−1 ≤ C
dℓ/p
Q · |detTi|
1−q−1 .
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Because of the equivalence j ∈ iℓ∗ ⇐⇒ i ∈ jℓ∗, we thus see that in each case, there is a constant
K2 = K2 (CQ, d, ℓ, p) ≥ 1 with
K−12 · |detTi|
1− 1q ≤ |detTj |
1− 1q ≤ K2 · |det Ti|
1− 1q ∀ i ∈ I and j ∈ iℓ∗ ⊃Mi .
All in all, we conclude∥∥F−1ϕMi∥∥Lq ≤ K0K1K2CQ,Φ,p · ∑
j∈Mi
|detTi|
1− 1q
(
since |Mi|≤|iℓ∗|≤NℓQ
)
≤ K0K1K2N
ℓ
QCQ,Φ,p · |detTi|
1− 1q ∀ i ∈ I and all Mi ⊂ i
ℓ∗ .
We have thus established equation (6.32), for C1 := K0K1K2N
ℓ
QCQ,Φ,p.
For the construction of (γi)i∈I , (φi)i∈I , fix a non-trivial nonnegative function γ ∈ C
∞
c
(
B1/2 (0)
)
and a nonnegative function φ ∈ C∞c (B1 (0)) with φ ≡ 1 on B1/2 (0) and let ε := εQ. For each i ∈ I,
choose ci ∈ Rd with Bε (ci) ⊂ Q′i (cf. Remark 2.6 for the existence of ci) and define
γi := Lbi
[
(Lci [γ ◦ ε
−1id]) ◦ T−1i
]
and φi := Lbi
[
(Lci [φ ◦ ε
−1id]) ◦ T−1i
]
.
Clearly, γi ≥ 0 and φi ≥ 0. Furthermore, supp γ ⊂ suppφ and hence
supp γi ⊂ suppφi = supp
(
(Lci [φ ◦ ε
−1id]) ◦ T−1i
)
+ bi
= Ti (supp (Lci [φ ◦ ε
−1id])) + bi
= Ti (supp (φ ◦ ε
−1id) + ci) + bi
⊂ Ti [Bε (ci)] + bi ⊂ TiQ
′
i + bi = Qi ⊂ O,
and thus γi, φi ∈ C
∞
c (O). Finally, since φ ≡ 1 on B1/2 (0) ⊃ supp γ, it is easy to see φγ = γ, which
then implies φiγi = γi, as desired.
To complete the proof, note that a calculation using standard properties of the Fourier transform
(cf. [16, Theorem 8.22]) shows
F−1γi = ε
d · |detTi| ·Mbi
[
(Mci [(F
−1γ) ◦ εid]) ◦ T Ti
]
,
and thus∥∥F−1γi∥∥Ls = εd · |det Ti| · |detTi|− 1s · ∥∥(F−1γ) ◦ εid∥∥Ls = ∥∥F−1γ∥∥Ls · |detTi|1− 1s · εd(1− 1s )
for all i ∈ I and s ∈ (0,∞]. Thus, since γ only depends on the dimension d, the family (γi)i∈I has
the desired properties, with C2 (d, s) =
∥∥F−1γ∥∥
Ls
. With C3 (d, s) =
∥∥F−1φ∥∥
Ls
, exactly the same
calculation shows∥∥F−1φi∥∥Ls = C3 (d, s) · εd(1− 1s ) · |detTi|1− 1s ∀ i ∈ I and s ∈ (0,∞] . 
Given these preparations, we can now state and prove the first principal result of this subsection.
We remark that the following theorem is an improved version of (the second part of) [39, Theorem
5.3.6] from my PhD thesis.
Theorem 6.13. Let∅ 6= O,O′ ⊂ Rd be open, let p1, p2 ∈ (0,∞] and let P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
be a tight semi-structured Lp2 -decomposition covering of O′. Furthermore, let Q = (Qi)i∈I be an L
p1 -
decomposition covering of O. Finally, let Y ≤ CI and Z ≤ CJ be Q-regular and P-regular with
triangle constants CY , CZ ≥ 1, respectively.
Let J0 ⊂ J be arbitrary with Pj ⊂ O for all j ∈ J0. Define
K :=
⋃
j∈J0
Pj ⊂ O ∩O
′
and—with DQ,p1,YK as after equation (6.3)—assume that there is a bounded linear map
ι :
(
DQ,p1,YK , ‖•‖DF (Q,Lp1 ,Y )
)
→ DF (P , L
p2 , Z) (6.33)
satisfying 〈ιf, ϕ〉D′ = 〈f, ϕ〉D′ for all ϕ ∈ C
∞
c (O ∩O
′) and all f ∈ DQ,p1,YK . In case of p1 ∈ (0, 1),
assume additionally that PJ0 := (Pj)j∈J0 is almost subordinate to Q.
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Then the embedding
η : ℓ0 (J0) ∩ Y
(
[ℓp1 (Ji ∩ J0)]i∈I
)
→֒ Z
|detSj |
p
−1
1
−p−1
2
, (6.34)
(xj)j∈J0 7→ (xj)j∈J with xj = 0 for j ∈ J \ J0
is well-defined and bounded, with
|||η||| ≤ C · |||ι|||
for some constant
C = C (d, p1, p2, k (PJ0 ,Q) ,Q,P , εP , CQ,Φ,p1 , CZ , |||ΓP |||Z→Z) ,
where the dependence on k (PJ0 ,Q) can be dropped for p1 ∈ [1,∞]. Here, as usual, the L
p1-BAPU
Φ = (ϕi)i∈I has to be used to calculate the (quasi)-norm on the decomposition space DF (Q, L
p1 , Y )
when calculating |||ι|||.
If Z satisfies the Fatou property (see Definition 4.3), the embedding η is bounded (with the same
estimate for the norm) even without restricting to ℓ0 (J0). ◭
Remark 6.14. Two remarks are in order:
(1) A remarkable property of the preceding result is—at least for p1 ∈ [1,∞]—that we need to
impose virtually no restrictions upon the relation between the coverings Q and P—only that Pj ⊂ O
for all j ∈ J0. Only for p1 ∈ (0, 1), we assume that PJ0 is almost subordinate to Q.
However, under these minimal assumptions, the theorem is only of limited value since it is difficult
to (dis)prove boundedness of the embedding (6.34) in this general setting, i.e., without assuming
subordinateness. In contrast, if PJ0 is almost subordinate to Q and if the “global” components Y, Z
are in fact weighted ℓq spaces, one can use Corollary 5.12 to greatly simplify the task of checking
whether the embedding (6.34) is bounded; see also Theorem 7.2 below.
(2) Despite the pessimistic view of the preceding point, one can still derive nontrivial conditions
from the boundedness of the embedding (6.34): Indeed, let j0 ∈ J0 and assume 1Ij0 ∈ Y . Now, for
ℓ ∈ I there are two cases:
Case 1. We have j0 ∈ Jℓ ∩ J0. This implies ℓ ∈ Ij0 and thus ‖δj0‖ℓp1(Jℓ∩J0) = 1 ≤ 1Ij0 (ℓ).
Case 2. We have j0 /∈ Jℓ ∩ J0. This implies ‖δj0‖ℓp1(Jℓ∩J0) = 0 ≤ 1Ij0 (ℓ).
All in all, we get δj0 ∈ ℓ0 (J0) ∩ Y
(
[ℓp1 (Jℓ ∩ J0)]ℓ∈I
)
with
|detSj0 |
p−11 −p
−1
2 · ‖δj0‖Z = ‖η (δj0)‖Z
|detSj|
p
−1
1
−p−1
2
≤ |||η||| · ‖δj0‖Y ([ℓp1(Jℓ∩J0)]ℓ∈I)
= |||η||| ·
∥∥∥∥(‖δj0‖ℓp1(Jℓ∩J0))ℓ∈I
∥∥∥∥
Y
≤ |||η||| ·
∥∥1Ij0∥∥Y .
Of course, in general, it is not easy to guarantee 1Ij0 ∈ Y , or to estimate
∥∥1Ij0∥∥Y . But if PJ0 is
almost subordinate to Q, the above estimate can be improved: Indeed, simply assume that δi ∈ Y for
some i ∈ I with Qi ∩ Pj0 6= ∅. Setting k := k (PJ0 ,Q), Lemma 2.11 shows Ij0 ⊂ i
(2k+2)∗ and hence
1Ij0
≤ Θ2k+2 δi with the ℓ-fold clustering map Θℓ from Lemma 3.9. But in view of that lemma and
since Y is solid, this implies 1Ij0 ∈ Y with
∥∥1Ij0∥∥Y ≤ |||ΓQ|||2k+2Y→Y · ‖δi‖Y . Hence, if PJ0 is almost
subordinate to Q, then
|detSj0 |
p−11 −p
−1
2 · ‖δj0‖Z . ‖δi‖Y ∀ j0 ∈ J0 and i ∈ I with δi ∈ Y and Qi ∩ Pj0 6= ∅. (6.35)
This estimate can be seen as a generalization to the case p1 6= p2 of the estimate ‖δj‖Z . ‖δi‖Y from
Lemma 6.1, which required Qi ∩ Pj 6= ∅ and p1 = p2. In many cases, this—very simple—estimate
already suffices to show that a certain embedding between decomposition spaces can not exist. 
Proof of Theorem 6.13. For j ∈ J0, we have Pj ⊂ O and Pj 6= ∅ (by tightness of P) and hence
Pj ∩Qi 6= ∅ for some i ∈ I, since Q covers O. Hence, j ∈ Ji ∩ J0 for some i ∈ I. All in all, this shows
J0 =
⋃
i∈I (Ji ∩ J0), so that
V := Y
(
[ℓp1 (Ji ∩ J0)]i∈I
)
≤ CJ0 and V0 := ℓ0 (J0) ∩ V
are solid sequence spaces on J0.
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We begin by setting up some quantities which we will need for constructing suitable functions to
“test” the embedding ι. For r0 := N
3
P , the disjointization lemma (Lemma 2.14) yields a partition
J =
⊎r0
r=1 J
(r) satisfying P ∗j ∩ P
∗
ℓ = ∅ for all j, ℓ ∈ J
(r) with j 6= ℓ and arbitrary r ∈ r0. Let ε := εP .
With this notation, Lemma 6.12 (applied to the tight semi-structured covering P) yields two families
(γj)j∈J , (φj)j∈J of nonnegative functions γj , φj ∈ C
∞
c (O
′) with φjγj = γj and supp γj , suppφj ⊂ Pj ,
as well as∥∥F−1γj∥∥Lp = C(p)1 · εd(1− 1p ) · |detSj |1− 1p and ∥∥F−1φj∥∥Lp = C(p)2 · εd(1− 1p ) · |detSj |1− 1p
for all j ∈ J and p ∈ (0,∞], with C
(p)
1 = C
(p)
1 (d) and C
(p)
2 = C
(p)
2 (d). Note that
supp γj , suppφj ⊂ Pj ⊂ K ⊂ O ∀ j ∈ J0.
Let Ψ = (ψj)j∈J be an L
p2-BAPU for P .
Now, let c = (cj)j∈J0 ∈ V0 be arbitrary and let M := supp c, which is a finite subset of J0.
Define ζj := |detSj |
p−11 −1 · cj for j ∈ J0 and note supp ζ = supp c = M for ζ = (ζj)j∈J0 . Now, for
z = (zj)j∈J0 ∈
(
Rd
)J0
and r ∈ r0, define J
(r)
0 := J0 ∩ J
(r), as well as M (r) := M ∩ J (r) and
f (r)z :=
∑
j∈J
(r)
0
Mzj (ζj · γj) =
∑
j∈M(r)
Mzj (ζj · γj) . (6.36)
Note that we have supp γj ⊂ K ⊂ O for all j ∈ J0, so that we have f
(r)
z ∈ D
Q,p1,Y
K if we can show
f
(r)
z ∈ DF (Q, L
p1 , Y ), at least for suitable values of z.
We will now show that this is indeed true. To this end, first note for i ∈ I that
ϕi · f
(r)
z =
∑
j∈J
(r)
0
[
ζj ·Mzj (ϕi · γj)
]
(since ϕiγj 6≡0 only for Qi∩Pj 6=∅) =
∑
j∈Ji∩J
(r)
0
[
ζj ·Mzj (ϕi · γj)
]
= ϕi ·
∑
j∈Ji∩J
(r)
0
[
Mzj (ζj · γj)
]
=: ϕi · F
(r,z)
i .
Now, we invoke Corollary 6.6 (with fj = ζjγj ∈ S
(
Rd
)
for j ∈M) to obtain a family of modulations
(zj)j∈M (depending on the chosen fj and thus on ζj , as well as on p1) such that we have for every
subset S ⊂M the estimate∥∥∥F−1 [∑
j∈S
Mzj (ζj γj)
]∥∥∥
Lp1
≤ 2
∥∥∥(∥∥F−1 (ζj γj)∥∥Lp1 )j∈S∥∥∥ℓp1
= 2C
(p1)
1 ε
d(1−p−11 ) ·
∥∥∥∥(ζj · |detSj |1−p−11 )j∈S
∥∥∥∥
ℓp1
= 2C
(p1)
1 ε
d(1−p−11 ) ·
∥∥∥(cj)j∈S∥∥∥
ℓp1
.
In particular, if we set (e.g.) zj = 0 for j ∈ J \M , we get∥∥∥F−1F (r,z)i ∥∥∥
Lp1
=
∥∥∥F−1 [ ∑
j∈Ji∩M(r)
Mzj (ζj γj)
]∥∥∥
Lp1
≤ C2 ·
∥∥∥(cj)j∈Ji∩M(r)∥∥∥ℓp1 ≤ C2 · ∥∥∥(cj)j∈Ji∩J0∥∥∥ℓp1 = C2 · µi
for all i ∈ I, with C2 := 2C
(p1)
1 ε
d(1−p−11 ) and µi :=
∥∥∥(cj)j∈Ji∩J0∥∥∥ℓp1 . Observe that µ := (µi)i∈I ∈ Y
with ‖µ‖Y = ‖c‖V , because of c ∈ V = Y
(
[ℓp1 (Ji ∩ J0)]i∈I
)
.
Now, as usual, there are two cases for p1:
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Case 1. p1 ∈ [1,∞]. In this case, we set C3 := 1 and invoke Young’s inequality to derive∥∥F−1 (ϕi · f (r)z )∥∥Lp1 = ∥∥F−1 (ϕi · F (r,z)i )∥∥Lp1
≤
∥∥F−1ϕi∥∥L1 · ∥∥∥F−1F (r,z)i ∥∥∥Lp1
≤ CQ,Φ,p1 ·
∥∥∥F−1F (r,z)i ∥∥∥
Lp1
≤ C2C3CQ,Φ,p1 · µi .
Case 2. p1 ∈ (0, 1). In this case,Q = (TiQ
′
i + bi)i∈I is semi-structured and PJ0 is almost subordinate
to Q. In fact, this is the only part of the proof where this is used. Because of this subordi-
nateness, if we set k := k (PJ0 ,Q), then Lemma 2.11 implies supp γj ⊂ Pj ⊂ Q
(2k+2)∗
i for
all j ∈ Ji ∩ J0, and thus suppF
(r,z)
i ⊂ Q
(2k+2)∗
i . Since also suppϕi ⊂ Qi ⊂ Q
(2k+2)∗
i , we
can invoke Corollary 3.14 to derive∥∥F−1 (ϕi · f (r)z )∥∥Lp1 = ∥∥F−1 (ϕi · F (r,z)i )∥∥Lp1
≤ C3 · |det Ti|
1
p1
−1
·
∥∥F−1ϕi∥∥Lp1 · ∥∥∥F−1F (r,z)i ∥∥∥Lp1
≤ C3CQ,Φ,p1 ·
∥∥∥F−1F (r,z)i ∥∥∥
Lp1
≤ C2C3CQ,Φ,p1 · µi .
for some constant C3 = C3 (Q, k, d, p1).
Taken together, both cases show that we have
0 ≤ ̺i :=
∥∥F−1 (ϕi · f (r)z )∥∥Lp1 ≤ C4 · µi ∀ i ∈ I,
with C4 := C2C3CQ,Φ,p1 . By solidity of Y and because of µ ∈ Y , this yields ̺ = (̺i)i∈I ∈ Y and hence
f
(r)
z ∈ DF (Q, L
p1 , Y ) with
‖f (r)z ‖DF,Φ(Q,Lp1 ,Y ) = ‖̺‖Y ≤ C4 · ‖µ‖Y = C4 · ‖c‖V <∞.
Now, we are almost done. As seen above, what we have shown implies f
(r)
z ∈ D
Q,p1,Y
K with the
specific choice of z from above. Since ι is well-defined and bounded, this implies ιf
(r)
z ∈ DF (P , L
p2, Z).
Now, note for j ∈ J0 that we have suppφj ⊂ Pj ⊂ O ∩ O
′, so that our assumptions on ι imply for
arbitrary g ∈ S
(
Rd
)
and f ∈ DQ,p1,YK that
〈φj · ιf, g〉S′ = 〈ιf, φj g〉D′ = 〈f, φj g〉D′ = 〈φjf, g〉S′ ,
i.e. φj · ιf = φj f . In particular, φj · ιf
(r)
z = φj f
(r)
z . Furthermore, (φj)j∈J is an L
p2 -bounded system
for P , since we have suppφj ⊂ Pj for all j ∈ J and supj∈J
∥∥F−1φj∥∥L1 = C(1)2 , as well as
sup
j∈J
(
|detSj |
1
q−1 ·
∥∥F−1φj∥∥Lq) = C(q)2 · εd(1− 1q ) for arbitrary q ∈ (0, 1) .
Hence, C5 := CP,(φi)i,p2 = C
(
εP , C
(min{1,p2})
2 , p2
)
= C (d, p2, εP).
Next, recall from above that f
(r)
z =
∑
j∈M(r) Mzj (ζj · γj), with supp γj ⊂ Pj for all j ∈ M
(r) and
with P ∗j ∩ P
∗
ℓ = ∅ for j, ℓ ∈ M
(r) ⊂ J (r) with j 6= ℓ. Finally, the “coefficient sequence” ζ is finitely
supported. Thus, Lemma 6.3 (applied to P instead of Q, with f = ιf
(r)
z and g = f
(r)
z as well as
I0 = M
(r)) yields a constant C6 = C6 (d, p2,P , |||ΓP |||Z→Z) > 0 satisfying
C5C6 · ‖ιf
(r)
z ‖DF,Ψ(P,Lp2 ,Z) ≥
∥∥∥(ζj · ∥∥F−1γj∥∥Lp2 )j∈M(r)∥∥∥Z|
M(r)
(since ζj=0 for j∈J(r)0 \M
(r)) = C
(p2)
1 · ε
d(1−p−12 ) ·
∥∥∥∥(ζj · |detSj |1−p−12 )j∈J(r)0
∥∥∥∥
Z|
J
(r)
0
= C
(p2)
1 · ε
d(1−p−12 ) ·
∥∥∥∥(cj · |detSj|p−11 −p−12 )j∈J(r)0
∥∥∥∥
Z|
J
(r)
0
.
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In particular, part of the statement of Lemma 6.3 is that the sequence
(
cj · |detSj |
p−11 −p
−1
2
)
j∈J
(r)
0
is a
member of Z|
J
(r)
0
.
But since we have J0 =
⊎r0
r=1 J
(r)
0 and in view of the quasi-triangle inequality for Z, we get a
constant C7 = C7 (CZ , r0) = C7 (CZ , NP) with
‖η (c)‖Z
|detSj|
p
−1
1
−p−1
2
≤ C7 ·
r0∑
r=1
∥∥∥∥(|detSj |p−11 −p−12 · cj)j∈J(r)0
∥∥∥∥
Z|
J
(r)
0
≤
C5C6C7
C
(p2)
1 ε
d(1−p−12 )
·
r0∑
r=1
‖ιf (r)z ‖DF,Ψ(P,Lp2 ,Z)
≤ |||ι|||
C5C6C7
C
(p2)
1 ε
d(1−p−12 )
·
r0∑
r=1
‖f (r)z ‖DF,Φ(Q,Lp1 ,Y )
≤ |||ι|||
r0C4C5C6C7
C
(p2)
1 ε
d(1−p−12 )
· ‖c‖V <∞.
This is precisely the desired estimate.
The final statement of the theorem is an immediate consequence of Lemmas 4.5 and 4.6. The
required countability of J for Lemma 4.6 holds, since P is a locally finite covering of the second
countable space O′ (cf. Lemma 2.4) with the additional property that Pj 6= ∅ for all j ∈ J , by
definition of an admissible covering. 
Above, we simply assumed Pj ⊂ O =
⋃
i∈I Qi for all j ∈ J0, or—for p1 ∈ (0, 1)—that PJ0 is almost
subordinate to Q. In our next theorem, we make the “reverse” assumption, i.e., we assume QI0 to
be almost subordinate to P . As we will see, the techniques used in the proof are similar, but the
disjointization argument becomes slightly more complex: We will apply the disjointization principle
to P and then use this disjointization to construct a suitable disjointization of the index set I of the
covering Q. We remark that the following theorem is a slightly improved version of the first part of
[39, Theorem 5.3.6] from my PhD thesis.
Theorem 6.15. Let ∅ 6= O,O′ ⊂ Rd be open, let p1, p2 ∈ (0,∞] and let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I
be a tight semi-structured Lp1-decomposition covering of O. Furthermore, let P = (Pj)j∈J be an L
p2 -
decomposition covering of O′. Finally, let Y ≤ CI and Z ≤ CJ be Q-regular and P-regular with
triangle constants CY , CZ ≥ 1, respectively.
Let I0 ⊂ I and assume that QI0 := (Qi)i∈I0 is almost subordinate to P . Define
K :=
⋃
i∈I0
Qi ⊂ O ∩O
′
and—with DQ,p1,YK as after equation (6.3)—assume that the identity map
ι :
(
DQ,p1,YK , ‖•‖DF (Q,Lp1 ,Y )
)
→ DF (P , L
p2 , Z), f 7→ f (6.37)
is well-defined and bounded.
Then the embedding
η : ℓ0 (I0) ∩ (Y |I0)|detTi|p
−1
2
−p−1
1
→֒ Z
(
[ℓp2 (I0 ∩ Ij)]j∈J
)
is well-defined and bounded with
|||ι||| ≤ C · |||ι|||
for some constant
C = C (d, p1, p2, k (QI0 ,P) , CZ , εQ,Q, CQ,Φ,p1 ,P , CP,Ψ,p2 , |||ΓQ|||Y→Y , |||ΓP |||Z→Z) .
Here, the Lp1-BAPU Φ = (ϕi)i∈I and the L
p2-BAPU Ψ = (ψj)j∈J are those which are used to calculate
the (quasi)-norms on the two decomposition spaces when calculating |||ι|||.
Furthermore, the following hold:
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• If Z satisfies the Fatou property (cf. Definition 4.3), then η remains well-defined and bounded
(with the same estimate for |||η|||), even without intersecting with ℓ0 (I0).
• If p2 = ∞, then η remains well-defined and bounded (with the same estimate for |||η|||) even if
the “inner norm” ℓp2 (I0 ∩ Ij) = ℓ
∞ (I0 ∩ Ij) is changed to ℓ
p▽2 (I0 ∩ Ij) = ℓ
1 (I0 ∩ Ij). ◭
Remark 6.16. As for Theorem 6.13, one can obtain a generalization to the case p1 6= p2 of the estimate
‖δj‖Z . ‖δi‖Y for Qi ∩ Pj that was shown in Lemma 6.1. Indeed, if i0 ∈ I0 with δi0 ∈ Y and j0 ∈ J
with Qi0 ∩ Pj0 6= ∅, then i0 ∈ I0 ∩ Ij0 and hence
‖δj0‖Z = ‖δj0‖Z ·
∥∥∥(δi0 (i))i∈I0∩Ij0∥∥∥ℓp2 ≤ ‖δi0‖Z([ℓp2(I0∩Ij)]j∈J)
≤ |||η||| · ‖δi0‖(Y |I0)
|det Ti|
p
−1
2 −p
−1
1
= |||η||| · |detTi0 |
p−12 −p
−1
1 · ‖δi0‖Y . (6.38)
In case of p1 = p2, this again yields the estimate ‖δj0‖Z . ‖δi0‖Y from Lemma 6.1. 
Proof of Theorem 6.15. We begin by constructing several auxiliary objects and by deriving a few
properties of these objects; these properties and objects will be helpful later in the proof.
For brevity, we write V := (Y |I0)|detTi|p
−1
2 −p
−1
1
≤ CI0 and V0 := ℓ0 (I0)∩V , as well as k := k (QI0 ,P).
Now, for each i ∈ I0, we have Qi ⊂ P
k∗
ji ⊂ O
′ for a suitable ji ∈ J . Furthermore, Qi 6= ∅ since Q is
tight. But this implies Qi ∩ Pj 6= ∅ for some j ∈ J , and in particular i ∈ I0 ∩ Ij . All in all, we have
shown I0 =
⋃
j∈J (I0 ∩ Ij), so that W := Z
(
[ℓp2 (I0 ∩ Ij)]j∈J
)
is a solid sequence space on I0.
Now, choose (γi)i∈I as in the second part of Lemma 6.12 and set ε := εQ. Note that Lemma
6.12 is applicable, since Q is tight semi-structured. By choice of (γi)i∈I , there are certain constants
C1 = C1 (d, p2, ε) > 0 and C2 = C2 (d, p1, ε) > 0 with∥∥F−1γi∥∥Lp2 = C−11 · |detTi|1−p−12 and ∥∥F−1γi∥∥Lp1 = C2 · |detTi|1−p−11 ∀ i ∈ I . (6.39)
Let r0 := N
2(2k+3)+1
P = N
4k+7
P . With this choice, the disjointization lemma (Lemma 2.14) yields a
partition J =
⊎r0
r=1 J
(r) such that we have P
(2k+3)∗
j ∩ P
(2k+3)∗
ℓ = ∅ for all j, ℓ ∈ J
(r) with j 6= ℓ, for
arbitrary r ∈ r0.
A crucial property of the partition J =
⊎r0
r=1 J
(r) is the following: We have
∀ j, ℓ ∈ J (r) with j 6= ℓ : (Ij ∩ I0) ∩ (Iℓ ∩ I0) = ∅. (6.40)
Indeed, in case of i ∈ Ij ∩ Iℓ ∩ I0, we would have Qi ∩ Pj 6= ∅ 6= Qi ∩ Pℓ—in particular, Qi 6= ∅—so
that Lemma 2.11 would yield
∅ 6= Qi ⊂ P
(2k+2)∗
j ∩ P
(2k+2)∗
ℓ ⊂ P
(2k+3)∗
j ∩ P
(2k+3)∗
ℓ ,
in contradiction to j, ℓ ∈ J (r) with j 6= ℓ.
These considerations show that
I(r) :=
⊎
j∈J(r)
(Ij ∩ I0) ⊂ I0
is well-defined. As a simple consequence of this definition, we observe
∀ j ∈ J (r) : I(r) ∩ Ij = I0 ∩ Ij . (6.41)
Next, for i ∈ I0 and j ∈ J with Qi ∩ Pj 6= ∅, Lemma 2.11 yields supp γi ⊂ Qi ⊂ P
(2k+2)∗
j , and
Lemma 2.4 implies ψ
(2k+3)∗
j ≡ 1 on P
(2k+2)∗
j . Taken together, this establishes
∀ i ∈ I0 ∀ j ∈ J with Qi ∩ Pj 6= ∅ : γi · ψ
(2k+3)∗
j = γi. (6.42)
Now, we properly start the proof. Let c = (ci)i∈I0 ∈ V0 = ℓ0 (I0) ∩ (Y |I0)|detTi|p
−1
2
−p−1
1
be arbitrary
and extend this sequence to all of I by setting ci := 0 for i ∈ I \I0. Next, define ζi := |detTi|
p−12 −1 · |ci|
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for i ∈ I and set M := supp c = supp ζ ⊂ I0. With these choices, define
ζ(r) := ζ · 1I(r) and g
(r)
z :=
∑
i∈I(r)
Mzi (ζi · γi) =
∑
i∈I0
Mzi (ζ
(r)
i · γi) (6.43)
for r ∈ r0 and any family (zi)i∈I0 ∈
(
Rd
)I0
of modulations. Observe that we have γi ∈ C
∞
c (O) with
supp γi ⊂ Qi ⊂ K for all i ∈ I0. Because of ζ
(r)
i = 0 for all but finitely many i ∈ I0, we thus have
g
(r)
z ∈ D
Q,p1,Y
K , as soon as we have shown g
(r)
z ∈ DF (Q, L
p1 , Y ).
But this is ensured by Lemma 6.2; indeed, that lemma shows g
(r)
z ∈ DF (Q, L
p1 , Y ) and yields
‖g(r)z ‖DF,Φ(Q,Lp1 ,Y ) =
∥∥∥∥∥∑
i∈I
Mzi (ζ
(r)
i · γi)
∥∥∥∥∥
DF,Φ(Q,Lp1 ,Y )
≤ C3 ·
∥∥∥∥(ζ(r)i · ∥∥F−1γi∥∥Lp1)i∈I
∥∥∥∥
Y
= C2C3 ·
∥∥∥∥(ζ(r)i · |detTi|1−p−11 )i∈I
∥∥∥∥
Y(
since ζi=|ci|·|detTi|
p
−1
2
−1 and ζi=0 for i/∈I0
)
≤ C2C3 · ‖c‖(Y |I0)
|det Ti|
p
−1
2
−p−1
1
<∞
for some constant C3 = C3 (d, p1,Q, CQ,Φ,p1 , |||ΓQ|||Y→Y ).
Since by assumption ι is well-defined and bounded, we get g
(r)
z ∈ DF (P , L
p2 , Z) with∥∥∥g(r)z ∥∥∥
DF,Ψ(P,Lp2 ,Z)
≤ C2C3 · |||ι||| · ‖c‖V , (6.44)
for every family z of modulations. Our next goal is to obtain a lower bound on ‖g
(r)
z ‖DF,Ψ(P,Lp2 ,Z).
The idea we use is similar to the proof of Lemma 6.3. But here, it is slightly easier to give a direct
proof than to reduce to the setting of that lemma.
Thus, let r ∈ r0, j ∈ J
(r) and i ∈ I(r) ⊂ I0 be arbitrary. There are two cases:
Case 1. We have i ∈ Ij . In this case, equation (6.42) implies
ψ
(2k+3)∗
j ·Mzi (ζi · γi) =Mzi
(
ζi · ψ
(2k+3)∗
j · γi
)
=Mzi (ζi · γi) . (6.45)
Case 2. We have i /∈ Ij . Because of i ∈ I
(r) =
⊎
ℓ∈J(r) (I0 ∩ Iℓ), this implies i ∈ Iℓ for some
ℓ ∈ J (r) \ {j}. But since j, ℓ ∈ J (r) with j 6= ℓ, we get P
(2k+3)∗
j ∩P
(2k+3∗)
ℓ = ∅ which entails
ψ
(2k+3)∗
j ψ
(2k+3)∗
ℓ ≡ 0 and thus (using equation (6.45) for ℓ instead of j) that
ψ
(2k+3)∗
j ·Mzi (ζi · γi) = ψ
(2k+3)∗
j · ψ
(2k+3)∗
ℓ ·Mzi (ζi · γi) ≡ 0.
In summary, these considerations imply
ψ
(2k+3)∗
j ·Mzi (ζi · γi) =
{
Mzi (ζi · γi) , if i ∈ Ij ,
0, if i /∈ Ij
∀ r ∈ r0 and j ∈ J
(r), i ∈ I(r) . (6.46)
Next, a combination of Theorem 3.17 and Remark 3.16 yields a constant
C4 = C4 (P , p2, k, d, CP,Ψ,p2 , |||ΓP |||Z→Z) > 0
satisfying∥∥∥∥(∥∥∥F−1 (ψ(2k+3)∗j · g)∥∥∥Lp2)j∈J
∥∥∥∥
Z
≤ C4 · ‖g‖DF,Ψ(P,Lp2 ,Z) ∀ g ∈ DF (P , L
p2 , Z) .
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In particular, we have
(∥∥F−1 (ψ(2k+3)∗j · g)∥∥Lp2 )j∈J ∈ Z for each such g. By applying this to g = g(r)z ,
we derive∥∥∥g(r)z ∥∥∥
DF,Ψ(P,Lp2 ,Z)
≥ C−14 ·
∥∥∥∥(∥∥∥F−1 (ψ(2k+3)∗j · g(r)z )∥∥∥Lp2)j∈J
∥∥∥∥
Z
≥ C−14 ·
∥∥∥∥(∥∥∥F−1 (ψ(2k+3)∗j · g(r)z )∥∥∥Lp2)j∈J(r)
∥∥∥∥
Z|
J(r)
= C−14 ·
∥∥∥∥(∥∥∥F−1 [ ∑
i∈I(r)
ψ
(2k+3)∗
j ·Mzi (ζi · γi)
]∥∥∥
Lp2
)
j∈J(r)
∥∥∥∥
Z|
J(r)
(eq. (6.46)) = C−14 ·
∥∥∥∥(∥∥∥F−1 [ ∑
i∈I(r)∩Ij
Mzi (ζi · γi)
]∥∥∥
Lp2
)
j∈J(r)
∥∥∥∥
Z|
J(r)
. (6.47)
At this point, we need to separate two cases, namely p2 =∞ and p2 <∞.
We begin with the case p2 =∞, in which we will even show the (stronger) estimate with ℓ
p2 (I0 ∩ Ij)
replaced by ℓ1 (I0 ∩ Ij), cf. the last part of the theorem. Recall that we obtained the γi from Lemma
6.12. In particular, γi ≥ 0 for all i ∈ I, which yields(
F−1γi
)
(0) =
∫
Rd
γi (ξ) d ξ = ‖γi‖L1 ≥
∥∥F−1γi∥∥L∞ = ∥∥F−1γi∥∥Lp2 = C−11 · |detTi|1−p−12 ,
as a consequence of the Riemann-Lebesgue lemma and of equation (6.39). Thus, if we simply set zi = 0
for all i ∈ I, we get for each j ∈ J (r) that∥∥∥F−1 [ ∑
i∈I(r)∩Ij
Mzi (ζi · γi)
]∥∥∥
Lp2
=
∥∥∥ ∑
i∈I(r)∩Ij
ζi · F
−1γi
∥∥∥
L∞
(function is continuous) ≥
∣∣∣ ∑
i∈I(r)∩Ij
ζi ·
(
F−1γi
)
(0)
∣∣∣
(ζi≥0) ≥ C
−1
1 ·
∑
i∈I(r)∩Ij
[
ζi · |detTi|
1−p−12
]
= C−11 ·
∑
i∈I(r)∩Ij
[
|ci| · |detTi|
p−12 −1 · |detTi|
1−p−12
]
= C−11 · ‖c‖ℓ1(Ij∩I(r))
(eq. (6.41) and j∈J(r)) = C−11 · ‖c‖ℓ1(Ij∩I0) .
By solidity of Z and in view of equation (6.47), we have thus shown
(
‖c‖ℓ1(Ij∩I0) · 1J(r) (j)
)
j∈J
∈ Z
with ∥∥∥g(r)z ∥∥∥
DF,Ψ(P,Lp2 ,Z)
≥
1
C1C4
·
∥∥∥∥(‖c‖ℓ1(Ij∩I0))j∈J(r)
∥∥∥∥
Z|
J(r)
.
Now, using the quasi-triangle inequality for Z and recalling the identity J =
⊎r0
r=1 J
(r), we finally get
c ∈ Z
([
ℓ1(Ij ∩ I0)
]
j∈J
)
, with
‖c‖Z([ℓ1(Ij∩I0)]j∈J)
=
∥∥∥∥(‖c‖ℓ1(Ij∩I0))j∈J
∥∥∥∥
Z
≤ C5 ·
r0∑
r=1
∥∥∥∥(‖c‖ℓ1(Ij∩I0))j∈J(r)
∥∥∥∥
Z|
J(r)
≤ C1C4C5 ·
r0∑
r=1
∥∥∥g(r)z ∥∥∥
DF,Ψ(P,Lp2 ,Z)
(eq. (6.44)) ≤ C1C2C3C4C5r0 · |||ι||| · ‖c‖V <∞
for some constant C5 = C5 (r0, CZ) = C5 (k,NP , CZ). This establishes the boundedness of η (with the
“inner norm” ℓp2 (I0 ∩ Ij) replaced by ℓ
1 (I0 ∩ Ij)), as desired. In particular, this establishes the last
part of the theorem.
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Now, let us consider the general case. The proof given here is also applicable for p2 = ∞, but
yields a weaker conclusion (using ℓp2 (I0 ∩ Ij) instead of ℓ
1 (I0 ∩ Ij)). Here, we cannot simply choose
all modulations zi = 0. Instead, we apply Corollary 6.6 to the family (hi)i∈M defined by hi := ζ
(r)
i · γi
for i ∈M = supp ζ. This yields a family z(r) = (z
(r)
i )i∈M of modulations so that∥∥∥F−1 (∑
i∈S
M
z
(r)
i
(
ζ
(r)
i · γi
))∥∥∥
Lp2
≥
1
2
·
∥∥∥∥(∥∥∥F−1 (ζ(r)i · γi)∥∥∥Lp2)i∈S
∥∥∥∥
ℓp2
(eq. (6.39) and ζ(r)i =0 for i/∈I
(r)) =
1
2C1
·
∥∥∥∥(|ci| · |detTi|p−12 −1 · |detTi|1−p−12 )i∈S∩I(r)
∥∥∥∥
ℓp2
=
1
2C1
·
∥∥(ci)i∈S∩I(r)∥∥ℓp2 ∀S ⊂M . (6.48)
For simplicity, set z
(r)
i := 0 for i ∈ I \M .
With this choice of z(r), we have∥∥∥F−1 [ ∑
i∈I(r)∩Ij
M
z
(r)
i
(ζi · γi)
]∥∥∥
Lp2
=
∥∥∥F−1 [ ∑
i∈M∩Ij
M
z
(r)
i
(
ζ
(r)
i · γi
) ]∥∥∥
Lp2
≥
1
2C1
·
∥∥∥(ci)i∈M∩Ij∩I(r)∥∥∥ℓp2
(since ci=0 for i∈I\M) =
1
2C1
·
∥∥∥(ci)i∈Ij∩I(r)∥∥∥ℓp2
(eq. (6.41)) =
1
2C1
·
∥∥∥(ci)i∈Ij∩I0∥∥∥ℓp2 ∀ j ∈ J (r) .
By solidity of Z and using eq. (6.47), we thus get
(
‖c‖ℓp2(Ij∩I0) · 1J(r) (j)
)
j∈J
∈ Z with
∥∥∥g(r)z(r)∥∥∥DF,Ψ(P,Lp2 ,Z) ≥ 12C1C4 ·
∥∥∥∥(‖c‖ℓp2(Ij∩I0))j∈J(r)
∥∥∥∥
Z|
J(r)
.
Now, using the quasi-triangle inequality for Z and J =
⊎r0
r=1 J
(r), we finally get c ∈ Z
(
[ℓp2(Ij ∩ I0)]j∈J
)
,
with
‖c‖Z([ℓp2(Ij∩I0)]j∈J)
=
∥∥∥∥(‖c‖ℓp2(Ij∩I0))j∈J
∥∥∥∥
Z
≤ C5 ·
r0∑
r=1
∥∥∥∥(‖c‖ℓp2(Ij∩I0))j∈J(r)
∥∥∥∥
Z|
J(r)
≤ 2C1C4C5 ·
r0∑
r=1
∥∥∥g(r)z(r)∥∥∥DF,Ψ(P,Lp2 ,Z)
(eq. (6.44)) ≤ 2C1C2C3C4C5r0 · |||ι||| · ‖c‖V <∞
for the same constant C5 = C5 (k,NP , CZ) as for p2 = ∞. This completes the proof of the main
statement of the theorem.
Finally, if Z satisfies the Fatou property, it is an immediate consequence of Lemmas 4.5 and 4.6
that
η˜ : (Y |I0)|detTi|p
−1
2 −p
−1
1
→֒ Z
(
[ℓp2 (Ij ∩ I0)]j∈J
)
is bounded if and only if η is, with |||η˜||| = |||η|||. The required countability of I0 ⊂ I for Lemma 4.6
holds, since Q is a locally finite covering of the second countable space O (cf. Lemma 2.4) with the
additional property that Qi 6= ∅ for all i ∈ I, by definition of an admissible covering. 
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6.4. Further necessary conditions in case of p1 = p2. In the previous subsections, we obtained
necessary conditions for the existence (of slight generalizations) of the embedding
DF (Q, L
p1 , Y ) →֒ DF (P , L
p2 , Z), (6.49)
either assuming that (a subfamily of) Q = (TiQ
′
i + bi)i∈I is almost subordinate to P =
(
SjP
′
j + cj
)
j∈J
,
or vice versa. Slightly simplified, the derived necessary conditions were p1 ≤ p2 and
Y
|detTi|
p
−1
2
−p−1
1
→֒ Z
(
[ℓp2 (Ij)]j∈J
)
(6.50)
in case Q is almost subordinate to P , and
Y
(
[ℓp1 (Ji)]i∈I
)
→֒ Z
|detSj |
p
−1
1 −p
−1
2
(6.51)
in case P is almost subordinate to Q. Indeed, at least if Z satisfies the Fatou property and if Q,P
are tight semi-structured, these embeddings are consequences of Theorem 6.15 (with I0 = I) or of
Theorem 6.13 (with J0 = J), respectively, while p1 ≤ p2 is a consequence of Lemma 6.1.
Conversely, if Q is almost subordinate to P , then Corollary 5.7 shows that a sufficient condition
for the existence of the embedding (6.49) is p1 ≤ p2 and
Y
|detTi|
p
−1
2
−p−1
1
→֒ Z
(
[ℓp
▽
2 (Ij)]j∈J
)
.
If instead P is almost subordinate to Q, then Corollary 5.11 shows—at least for p1 ≥ 1—that p1 ≤ p2
and
Y
(
[ℓp
△
1 (Ji)]i∈I
)
→֒ Z
|detSj |
p
−1
1
−p−1
2
are sufficient for the existence of the embedding (6.49).
In summary, we thus achieve a complete characterization of the existence of the embedding (6.49)
in terms of embeddings for discrete (nested) sequence spaces in the following cases:
• If Q is almost subordinate to P and if p2 ∈ (0, 2]∪ {∞}. Indeed, for p2 ∈ (0, 2], we have p
▽
2 = p2,
so that both conditions coincide. Finally, in case of p2 = ∞, Theorem 6.15 shows that we can
replace ℓp2 (Ij) by ℓ
1 (Ij) = ℓ
∞▽ (Ij) in the necessary condition (6.50).
• If P is almost subordinate to Q and if p1 ∈ [2,∞], since this implies p1 ≥ 1, so that the sufficient
condition from above is applicable and since we have p△1 = p1 in this range.
In the remaining cases, there is a gap between the necessary and sufficient conditions. Under additional
hypotheses, this gap can be closed, as the next subsection shows.
In this subsection, our aim is slightly different: Note that we always have p△1 ≥ 2 and p
▽
1 ≤ 2. Thus,
there seems to be something special about the “critical” exponent 2. In this subsection, we will show
that this is indeed the case. Assuming p1 = p2, we will show that
Y →֒ Z
([
ℓ2 (Ij)
]
j∈J
)
or Y
([
ℓ2 (Ji)
]
i∈I
)
→֒ Z
are always necessary conditions for the existence of the embedding (6.49), respectively, if Q is almost
subordinate to P or vice versa. This strengthens the necessary conditions (6.50) and (6.51), while still
not fully reaching the sufficient conditions. Thus, we tighten the gap, but fail to close it completely.
As remarked above, closing the gap completely—but only under additional assumptions—is the goal
of the next subsection.
We begin with the following theorem which is analogous to Theorem 6.13 from the previous subsec-
tion. A curious feature of the present result is that we do not need to assume Q or P to be tight—not
even semi-structured. Furthermore, we do not need to assume P to be almost subordinate to Q, not
even for p ∈ (0, 1), in contrast to Theorem 6.13.
Theorem 6.17. Let ∅ 6= O,O′ ⊂ Rd be open, let p ∈ (0,∞] and let Q = (Qi)i∈I and P = (Pj)j∈J
be two Lp-decomposition coverings of O and O′, respectively. Finally, let Y ≤ CI be Q-regular and
Z ≤ CJ be P-regular, with triangle constants CY ≥ 1 and CZ ≥ 1, respectively.
Let J0 ⊂ J and assume that Pj is open and Pj ⊂ O for each j ∈ J0. Define K :=
⋃
j∈J0
Pj ⊂ O∩O
′.
If—with DQ,p,YK as after equation (6.3)—the identity map
ι :
(
DQ,p,YK , ‖•‖DF (Q,Lp,Y )
)
→ DF (P , L
p, Z), f 7→ f (6.52)
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is well-defined and bounded, then so is the embedding
η : ℓ0 (J0) ∩ Y
([
ℓmax{2,p} (J0 ∩ Ji)
]
i∈I
)
→֒ Z|J0 ,
with |||η||| ≤ C · |||ι||| for some constant
C = C (d, p, CZ ,Q,P , CQ,Φ,p, CP,Ψ,p, |||ΓQ|||Y→Y , |||ΓP |||Z→Z) > 0.
Here, the Lp-BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J are those which are used to compute the (quasi)-
norms on the respective decomposition spaces when computing the norm |||ι|||.
Finally, if Z satisfies the Fatou property, the same statement as above also holds for the embedding
η : Y
([
ℓmax{2,p} (J0 ∩ Ji)
]
i∈I
)
→֒ Z, i.e. without restricting to ℓ0 (J0). ◭
Remark. Note that we always have norm-decreasing embeddings ℓ2 (J0 ∩ Ji) →֒ ℓ
max{2,p} (J0 ∩ Ji) and
ℓp (J0 ∩ Ji) →֒ ℓ
max{2,p} (J0 ∩ Ji). Thus, it is easy to see that the theorem implies in particular that
η1 : ℓ0 (J0) ∩ Y
(
[ℓp (J0 ∩ Ji)]i∈I
)
→֒ Z|J0 and η2 : ℓ0 (J0) ∩ Y
([
ℓ2 (J0 ∩ Ji)
]
i∈I
)
→֒ Z|J0
are well-defined and bounded with |||ηℓ||| ≤ |||η||| for ℓ ∈ {1, 2}. 
Proof. For the sake of brevity, set s := max {2, p} ∈ [2,∞] and V := Y
(
[ℓs (J0 ∩ Ji)]i∈I
)
, as well as
V0 := ℓ0 (J0)∩V . Furthermore, fix a nonzero function γ ∈ C
∞
c (B1 (0)) for the rest of the proof. Finally,
let r0 := N
3
P . With this choice, Lemma 2.14 yields a partition J =
⊎r0
r=1 J(r) such that P
∗
j ∩ P
∗
ℓ = ∅
holds for all j, ℓ ∈ J(r) with j 6= ℓ and arbitrary r ∈ r0.
Note that we have ∅ 6= Pj ⊂ O for all j ∈ J0 (by definition of an admissible covering, all sets of P
are nonempty), so that we get Qi∩Pj 6= ∅ for some i ∈ I, since Q covers I. Hence, J0 =
⋃
i∈I (J0 ∩ Ji),
so that V is a solid sequence space over J0.
Let c = (cj)j∈J0 ∈ V0 be arbitrary and let M := supp c, which is a finite subset of J0. Since M ⊂ J0
is finite and since each set Pj with j ∈ J0 is open, there is some δ = δ (c) > 0 and for each j ∈M some
ξj ∈ Rd (possibly depending on c) with Bδ (ξj) ⊂ Pj ⊂ O. Now, Lemma 2.4 shows that Q◦ = (Q◦i )i∈I
covers O, so that for each j ∈ M there is some ℓj ∈ I with ξj ∈ Q
◦
ℓj
. This yields some εj ∈ (0, δ)
satisfying Bεj (ξj) ⊂ Qℓj . Again by finiteness of M , we see that ε := minj∈M εj ∈ (0, δ) is well-defined
with Bε (ξj) ⊂ Pj ∩Qℓj for all j ∈M .
It is important to observe that the quantities (ξj)j∈M and ε > 0 depend highly on the sequence
c = (cj)j∈J0 . Nevertheless, all constants C1, C2, . . . chosen in the remainder of the proof will be
independent of the sequence c. Finally, we will see that the precise choice of ξj will be immaterial for
the resulting estimates and that all occurrences of ε will cancel in the end.
For j ∈M , let γj := Lξj
(
γ
(
ε−1•
))
and note supp γj ⊂ Bε (ξj) ⊂ Pj ∩Qℓj , as well as
F−1γj = ε
d ·Mξj
[(
F−1γ
)
(ε•)
]
, (6.53)
which implies ∥∥F−1γj∥∥Lp = C1 · εd(1− 1p) for C1 = C1 (d, p) := ∥∥F−1γ∥∥Lp . (6.54)
Now, we make some technical observations which will become important in the remainder of the
proof. First, for ℓ ∈ I, we define
M (ℓ) := {j ∈M : ℓj = ℓ}
and note M =
⊎
ℓ∈IM
(ℓ), as well as j ∈M (ℓj) for all j ∈M . Next, suppose that we have
f =
∑
j∈M
Mzj (dj · γj) for certain sequences (dj)j∈M ∈ C
M and (zj)j∈M ∈
(
Rd
)M
.
We are interested in a simplified form of ϕi · f , for arbitrary i ∈ I.
To this end, note for j ∈M that we have ϕi γj ≡ 0 unless ∅ 6= Qi ∩ supp γj ⊂ Qi ∩Qℓj . But in this
case, we get ℓj ∈ i
∗ and thus j ∈M (ℓj) ⊂
⋃
ℓ∈i∗M
(ℓ). Thus, since the sequence
(
M (ℓ)
)
ℓ∈I
is pairwise
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disjoint, we finally get
ϕi · f = ϕi ·
∑
j∈M
Mzj (dj · γj) =
∑
j∈M
dj ·Mzj (ϕi · γj)
=
∑
j∈
⋃
ℓ∈i∗ M
(ℓ)
dj ·Mzj (ϕi · γj)
=
∑
ℓ∈i∗
∑
j∈M(ℓ)
dj ·Mzj (ϕi · γj)
(
with f(ℓ):=
∑
j∈M(ℓ)
Mzj (dj·γj)
)
=
∑
ℓ∈i∗
[ϕi · f
(ℓ)] . (6.55)
Now, we want to derive an estimate for
∥∥F−1 (ϕi · f)∥∥Lp . In case of p ∈ [1,∞], this is straightfor-
ward: Using the triangle inequality for Lp and Young’s inequality L1 ∗ Lp →֒ Lp, we get∥∥∥F−1 (ϕi · ∑
j∈M
Mzj (dj · γj)
)∥∥∥
Lp
≤
∑
ℓ∈i∗
∥∥∥F−1 [ϕi · ∑
j∈M(ℓ)
Mzj (dj · γj)
]∥∥∥
Lp
≤
∑
ℓ∈i∗
∥∥F−1ϕi∥∥Lp · ∥∥∥F−1 [ ∑
j∈M(ℓ)
Mzj (dj · γj)
]∥∥∥
Lp
≤ CQ,Φ,p ·
∑
ℓ∈i∗
∥∥∥F−1 [ ∑
j∈M(ℓ)
Mzj (dj · γj)
]∥∥∥
Lp
.
In case of p ∈ (0, 1), the argument is slightly more involved: For ℓ ∈ i∗ and j ∈ M (ℓ), we have
ℓj = ℓ ∈ i
∗, and hence
supp γj ⊂ Pj ∩Qℓj ⊂ Qℓ ⊂ Q
∗
i ⊂ Q
∗
i ,
which yields supp f (ℓ) ⊂ Q∗i , since j ∈ M
(ℓ) was arbitrary. Furthermore, suppϕi ⊂ Qi ⊂ Q∗i . Finally,
because Q is an Lp-decomposition covering of O and since p ∈ (0, 1), Q = (TiQ
′
i + bi)i∈I is semi-
structured. All in all, we can apply Corollary 3.14, which yields a constant C2 = C2 (Q, d, p) satisfying∥∥F−1 (ϕi · f (ℓ))∥∥Lp ≤ C2 · |detTi| 1p−1 · ∥∥F−1ϕi∥∥Lp · ∥∥F−1f (ℓ)∥∥Lp ≤ C2CQ,Φ,p · ∥∥F−1f (ℓ)∥∥Lp .
Finally, using the uniform estimate |i∗| ≤ NQ and the quasi-triangle inequality for L
p, we obtain a
constant C3 = C3 (NQ, p) with∥∥∥F−1 (ϕi · ∑
j∈M
Mzj (dj · γj)
)∥∥∥
Lp
eq. (6.55)
=
∥∥∥F−1 (∑
ℓ∈i∗
ϕi · f
(ℓ)
)∥∥∥
Lp
≤ C3 ·
∑
ℓ∈i∗
∥∥F−1 (ϕi · f (ℓ))∥∥Lp
≤ C2C3CQ,Φ,p ·
∑
ℓ∈i∗
∥∥F−1f (ℓ)∥∥
Lp
= C2C3CQ,Φ,p ·
∑
ℓ∈i∗
∥∥∥F−1 [ ∑
j∈M(ℓ)
Mzj (dj · γj)
]∥∥∥
Lp
. (6.56)
Thus, if we set C2 := C3 := 1 for p ∈ [1,∞], we see that the previous estimate remains true for all
p ∈ (0,∞].
Now, we divide the proof into two parts. For the first part, we assume p ≤ 2 < ∞, so that we get
s = max {2, p} = 2. In the second part, we will consider the case p > 2, where s = p.
Part 1: Here, we have p ≤ 2 < ∞. Let us fix some r ∈ r0. Now, for arbitrary ℓ ∈ I, we consider
the random variable ω(ℓ) = ω(ℓ,r) = (ω
(ℓ)
j )j∈M(ℓ)∩J(r) ∈ {±1}
M(ℓ)∩J(r) , which we take to be uniformly
distributed in {±1}
M(ℓ)∩J(r) . The expectation in the following computation is to be understood with
respect to ω(ℓ). Let C4 = C4 (p) be the constant supplied by Khintchine’s inequality (Theorem 6.7).
Embeddings of decomposition spaces — Section 6: Necessary conditions for embeddings 126
We then have (since we can interchange the expectation with the integral by Fubini’s theorem—or
since it is just a finite sum)
E
∥∥∥F−1[ ∑
j∈M(ℓ)∩J(r)
cj · ω
(ℓ)
j · γj
]∥∥∥p
Lp
= E
∫
Rd
∣∣∣ ∑
j∈M(ℓ)∩J(r)
cj · ω
(ℓ)
j ·
(
F−1γj
)
(x)
∣∣∣p dx
(eq. (6.53)) = εdp ·
∫
Rd
E
∣∣∣ ∑
j∈M(ℓ)∩J(r)
ω
(ℓ)
j · cj · e
2πi〈ξj ,x〉 ·
(
F−1γ
)
(εx)
∣∣∣p dx
(by Khintchine’s ineq.) ≤ C4ε
dp ·
∫
Rd
( ∑
j∈M(ℓ)∩J(r)
∣∣∣cj · e2πi〈ξj ,x〉 · (F−1γ) (εx)∣∣∣2)p/2dx
= C4ε
dp ·
[ ∑
j∈M(ℓ)∩J(r)
|cj |
2
]p/2
·
∫
Rd
∣∣(F−1γ) (εx)∣∣p dx
(
since C1=‖F−1γ‖
Lp
)
= Cp1C4 · ε
d(p−1) ·
∥∥∥(cj)j∈M(ℓ)∩J(r)∥∥∥pℓ2
≤
[
C1C
1/p
4 · ε
d(1− 1p ) ·
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓ2]p . (6.57)
Here, the last step used that we have ξj ∈ Qℓj ∩ Pj = Qℓ ∩ Pj and hence j ∈ M ∩ Jℓ ⊂ J0 ∩ Jℓ for
j ∈M (ℓ).
Estimate (6.57) yields a (deterministic) realization θ(ℓ) = θ(ℓ,r) = (θ
(ℓ)
j )j∈M(ℓ)∩J(r) ∈ {±1}
M(ℓ)∩J(r)
with ∥∥∥F−1 [ ∑
j∈M(ℓ)∩J(r)
cj · θ
(ℓ)
j · γj
]∥∥∥
Lp
≤ C1C
1/p
4 · ε
d(1− 1p) ·
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓ2 . (6.58)
Since we can choose such a realization for every ℓ ∈ I and since the sets
(
M (ℓ)
)
ℓ∈I
are pairwise disjoint
with M =
⊎
ℓ∈I M
(ℓ), we obtain a well-defined “global” realization θ = θ(r) ∈ {±1}
M∩J(r) defined by
θj := θ
(ℓj)
j for every j ∈M ∩ J(r). Note that we have θj = θ
(ℓ)
j = θ
(ℓ,r)
j for every j ∈M
(ℓ) ∩ J(r).
Now, define
g(r) = g
(r)
θ :=
∑
j∈M∩J(r)
cj · θj · γj . (6.59)
Observe supp γj ⊂ Pj ⊂ K for each j ∈ M ⊂ J0 and hence supp g
(r) ⊂ K, since the sum is finite.
Thus, g(r) ∈ DQ,p,YK , as soon as we have shown g
(r) ∈ DF (Q, L
p, Y ).
To see g(r) ∈ DF (Q, L
p, Y ), define ̺ = (̺ℓ)ℓ∈I by ̺ℓ :=
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓ2 . Note that we have ̺ ∈ Y
with ‖̺‖Y = ‖c‖V , since c ∈ V = Y
(
[ℓs (J0 ∩ Ji)]i∈I
)
and because of s = 2, since p ≤ 2. Since Y is
Q-regular, this also implies ΓQ ̺ ∈ Y , which will soon become helpful.
Indeed, let i ∈ I. Using estimate (6.56) (with zj = 0 for all j ∈ M and dj = cjθj · 1M∩J(r) (j)), we
derive ∥∥F−1 (ϕi · g(r) )∥∥Lp ≤ C2C3CQ,Φ,p ·∑
ℓ∈i∗
∥∥∥F−1 [ ∑
j∈M(ℓ)∩J(r)
cj · θj · γj
]∥∥∥
Lp
(
eq. (6.58) and θj=θ
(ℓ)
j for j∈M
(ℓ)∩J(r)
)
≤ C1C2C3C
1/p
4 · CQ,Φ,p · ε
d(1− 1p ) ·
∑
ℓ∈i∗
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓ2
= C5 · ε
d(1− 1p ) · (ΓQ ̺)i ,
with C5 := C1C2C3C
1/p
4 ·CQ,Φ,p. Since the right-hand side is an element of Y , the solidity of Y implies
g(r) ∈ DF (Q, L
p, Y ), with
‖g(r)‖DF,Φ(Q,Lp,Y ) =
∥∥∥(∥∥F−1 (ϕi · g(r))∥∥Lp)i∈I∥∥∥Y ≤ C5 · εd(1− 1p) · ‖ΓQ ̺‖Y
≤ C5 · |||ΓQ|||Y→Y · ε
d(1− 1p) · ‖̺‖Y
= C6 · ε
d(1− 1p) · ‖c‖V <∞, (6.60)
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where C6 := C5 · |||ΓQ|||Y→Y .
As noted above, we have now shown g(r) ∈ DQ,p,YK . Since ι is well-defined and bounded, we conclude
g(r) ∈ DF (P , L
p, Z), with
‖g(r)‖DF,Ψ(P,Lp,Z) ≤ |||ι||| · ‖g
(r)‖DF,Φ(Q,Lp,Y ) ≤ C6 · |||ι||| · ε
d(1− 1p ) · ‖c‖V .
It remains to obtain a lower bound for
∥∥g(r)∥∥
DF,Ψ(P,Lp,Z)
. But this is a direct consequence of Corollary
6.4 (with P instead of Q and with I0 = M ∩ J(r)): By choice of J(r), we have for j, ℓ ∈M ∩ J(r) with
j 6= ℓ that P ∗j ∩ P
∗
ℓ = ∅. Furthermore, we have (cj)j∈M∩J(r) ∈ ℓ0
(
M ∩ J(r)
)
, simply because M is
finite. Finally, γj ∈ C
∞
c (O
′) with supp γj ⊂ Pj for all j ∈M ⊃M ∩ J(r). Thus, Corollary 6.4 shows
C1 · ε
d(1− 1p ) · (cj)j∈M∩J(r)
eq. (6.54)
=
(
cj ·
∥∥F−1γj∥∥Lp)j∈M∩J(r) ∈ Z|M∩J(r)
and yields a constant C7 = C7 (P , p, d, CP,Ψ,p, |||ΓP |||Z→Z) > 0 satisfying
‖g(r)‖DF,Ψ(P,Lp,Z) ≥ C
−1
7 ·
∥∥∥(cj · ∥∥F−1γj∥∥Lp)j∈M∩J(r)∥∥∥Z|
M∩J(r)
(eq. (6.54) and cj=0 for j∈J0\M) = C1 · ε
d(1− 1p ) · C−17 ·
∥∥∥(cj · 1J0∩J(r) (j))j∈J0∥∥∥Z|J0 .
Finally, using J0 =
⊎r0
r=1
(
J0 ∩ J(r)
)
and the triangle inequality for Z, we arrive at c ∈ Z|J0 with
‖c‖Z|J0
≤ C8 ·
r0∑
r=1
∥∥c · 1J0∩J(r)∥∥Z|J0 ≤ C8 ·
r0∑
r=1
C7
C1ε
d(1− 1p )
‖g(r)‖DF,Ψ(P,Lp,Z)
≤ C8 ·
r0∑
r=1
C7
C1ε
d(1− 1p )
C6|||ι||| · ε
d(1− 1p ) · ‖c‖V
=
C6C7C8r0
C1
· |||ι||| · ‖c‖V ,
for a suitable constant C8 = C8 (CZ , r0) = C8 (CZ , NP). This is precisely the desired embedding, since
c ∈ V0 was arbitrary.
Part 2: Here, we have p ≥ 2 and s = max {2, p} = p. The proof in this case is a mixture of that of
Theorem 6.13 and of that of the first part. We only provide it here for the sake of completeness.
Corollary 6.6 (with M ∩ J(r) in place of M and with fj = cj · γj for j ∈ M ∩ J(r)) yields a family
z = (zj)j∈M∩J(r) ∈
(
Rd
)M∩J(r) of modulations (possibly depending on c) satisfying∥∥∥F−1 [∑
j∈S
Mzj (cj · γj)
]∥∥∥
Lp
≤ 2 ·
∥∥∥(∥∥F−1 (cj · γj)∥∥Lp)j∈S∥∥∥ℓp
(eq. (6.54)) = 2C1 · ε
d(1− 1p ) ·
∥∥∥(cj)j∈S∥∥∥
ℓp
∀S ⊂M ∩ J(r) . (6.61)
With this choice of z, define
g(r) :=
∑
j∈M∩J(r)
Mzj (cj · γj) .
As above, we have supp g(r) ⊂ K and hence g(r) ∈ DQ,p,YK , once we have shown g
(r) ∈ DF (Q, L
p, Y ).
To see g(r) ∈ DF (Q, L
p, Y ), define ̺ = (̺ℓ)ℓ∈I by ̺ℓ :=
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓp . Note that we have ̺ ∈ Y
with ‖̺‖Y = ‖c‖V , since c ∈ V = Y
(
[ℓs (J0 ∩ Ji)]i∈I
)
and because of s = p, since p ≥ 2. Since Y is
Q-regular, this also implies ΓQ ̺ ∈ Y , which will soon become helpful.
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Indeed, let i ∈ I be arbitrary. Using estimate (6.56) (with dj = cj · 1M∩J(r) (j)), we derive∥∥F−1 (ϕi · g(r) )∥∥Lp ≤ C2C3CQ,Φ,p ·∑
ℓ∈i∗
∥∥∥F−1 [ ∑
j∈M(ℓ)∩J(r)
cj · γj
]∥∥∥
Lp
(eq. (6.61)) ≤ 2C1C2C3 · CQ,Φ,p · ε
d(1− 1p) ·
∑
ℓ∈i∗
∥∥∥(cj)j∈M(ℓ)∩J(r)∥∥∥ℓp
(∗)
≤ 2C1C2C3 · CQ,Φ,p · ε
d(1− 1p ) ·
∑
ℓ∈i∗
∥∥∥(cj)j∈J0∩Jℓ∥∥∥ℓp
= C9 · ε
d(1− 1p ) · (ΓQ ̺)i , (6.62)
with C9 := 2C1C2C3 ·CQ,Φ,p. Here, the step marked with (∗) used that we have ξj ∈ Pj∩Qℓj = Pj∩Qℓ
and hence j ∈ J0 ∩ Jℓ for j ∈M
(ℓ) ⊂M ⊂ J0.
Since the right-hand side of estimate (6.62) lies in Y , the solidity of Y implies g(r) ∈ DF (Q, L
p, Y ),
with
‖g(r)‖DF,Φ(Q,Lp,Y ) =
∥∥∥∥(∥∥∥F−1 (ϕi · g(r))∥∥∥Lp)i∈I
∥∥∥∥
Y
≤ C9 · ε
d(1− 1p ) · ‖ΓQ ̺‖Y
≤ C9 · |||ΓQ|||Y→Y · ε
d(1− 1p ) · ‖̺‖Y
= C10 · ε
d(1− 1p) · ‖c‖V <∞,
where C10 := C9 · |||ΓQ|||Y→Y . This is the exact analog of equation (6.60) in the first part of the proof.
The remainder of the proof is now essentially identical to that of the first part and hence omitted.
Simply note that Corollary 6.4 allows for an arbitrary modulation of the individual summands.
The final claim of the theorem—in case Z satisfies the Fatou property—is an easy consequence of
Lemmas 4.5 and 4.6. For more details, see the end of the proof of Theorem 6.15. 
Now, in our final necessary criterion in this subsection, we will assume Q (or a subfamily of Q) to be
almost subordinate to P . Note though that no additional assumptions—like tightness—are necessary.
Theorem 6.18. Let ∅ 6= O,O′ ⊂ Rd be open, let p ∈ (0,∞] and let Q = (Qi)i∈I and P = (Pj)j∈J
be two Lp-decomposition coverings of O and O′, respectively. Finally, let Y ≤ CI be Q-regular and
let Z ≤ CJ be P-regular, with triangle constants CY ≥ 1 and CZ ≥ 1, respectively.
Choose a subset I0 ⊂ I such that we have Q
◦
i 6= ∅ for all i ∈ I0 and such that the restricted family
QI0 := (Qi)i∈I0 is almost subordinate to P . Define
K :=
⋃
i∈I0
Qi ⊂ O ∩O
′
and assume—with DQ,p,YK as after equation (6.3)—that the identity map
ι :
(
DQ,p,YK , ‖•‖DF (Q,Lp,Y )
)
→ DF (P , L
p, Z), f 7→ f (6.63)
is well-defined and bounded.
Let
s :=
{
1, if p =∞,
min {2, p} , if p <∞.
(6.64)
Then the embedding
η : ℓ0 (I0) ∩ Y |I0 →֒ Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
is well-defined and bounded, with |||η||| ≤ C · |||ι||| for some constant
C = C (d, p, k (QI0 ,P) , CZ ,Q,P , CQ,Φ,p, CP,Ψ,p, |||ΓQ|||Y→Y , |||ΓP |||Z→Z) > 0.
Here, the Lp-BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J are those which are used to compute the (quasi)-
norms on the respective decomposition spaces when computing the operator norm |||ι|||.
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Finally, if Z satisfies the Fatou property, the same statement as above also holds for the embedding
η : Y |I0 →֒ Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
, i.e. without restricting to ℓ0 (I0). ◭
Remark. Note that we always have s ≤ 2 and s ≤ p. Thus, we have norm-decreasing embeddings
ℓs (I0 ∩ Ij) →֒ ℓ
2 (I0 ∩ Ij) and ℓ
s (I0 ∩ Ij) →֒ ℓ
p (I0 ∩ Ij). Consequently, it is easy to see that the
theorem implies boundedness of the embeddings
η1 : ℓ0 (I0) ∩ Y |I0 →֒ Z
([
ℓ2 (I0 ∩ Ij)
]
j∈J
)
and η2 : ℓ0 (I0) ∩ Y |I0 →֒ Z
(
[ℓp (I0 ∩ Ij)]j∈J
)
,
with |||ηℓ||| ≤ |||η||| for ℓ ∈ 2. If Z satisfies the Fatou property, then this holds even without restricting
to ℓ0 (I0). 
We remark that parts of the following proof are very similar to parts of the proofs of Theorems 6.15
and 6.17. For the sake of completeness—and to make the proof self-contained—we still provide almost
all details.
Proof of Theorem 6.18. As usual, we begin by setting up a few auxiliary objects. For brevity, set
V := Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
and k := k (QI0 ,P). For arbitrary i ∈ I0, there is some ji ∈ J with
Qi ⊂ P
k∗
ji ⊂ O
′. Furthermore, Q◦i 6= ∅ by assumption so that we get Qi∩Pj 6= ∅ for some j ∈ j
k∗
i ⊂ J .
In particular, i ∈ Ij ∩ I0 and thus I0 =
⋃
j∈J (Ij ∩ I0). All in all, this shows that V ≤ C
I0 is a solid
sequence space over I0.
Fix a nonzero, nonnegative γ ∈ C∞c (B1 (0)) for the rest of the proof. Set r0 := N
2(2k+3)+1
P = N
4k+7
P
and note that Lemma 2.14 yields a partition J =
⊎r0
r=1 J
(r) such that P
(2k+3)∗
j ∩ P
(2k+3)∗
ℓ = ∅ holds
for all j, ℓ ∈ J (r) with j 6= ℓ and all r ∈ r0.
As a crucial consequence of this, we have
∀ j, ℓ ∈ J (r) with j 6= ℓ : (Ij ∩ I0) ∩ (Iℓ ∩ I0) = ∅, (6.65)
because for i ∈ Ij ∩ Iℓ ∩ I0, we would have Qi ∩ Pj 6= ∅ 6= Qi ∩ Pℓ, so that Lemma 2.11 would yield
∅ 6= Qi ⊂ P
(2k+2)∗
j ∩ P
(2k+2)∗
ℓ ⊂ P
(2k+3)∗
j ∩ P
(2k+3)∗
ℓ
in contradiction to j, ℓ ∈ J (r) with j 6= ℓ.
These considerations show that
I(r) :=
⊎
j∈J(r)
(Ij ∩ I0) ⊂ I0
is well-defined. As a simple consequence of this definition, we observe
∀ j ∈ J (r) : I(r) ∩ Ij = I0 ∩ Ij . (6.66)
Now, we properly start the proof. Let c = (ci)i∈I0 ∈ ℓ0 (I0) ∩ Y |I0 and set M := supp c ⊂ I0. Since
each Qi with i ∈M ⊂ I0 has nonempty interior and becauseM is finite, there is some ε = ε (c) > 0 and
for each i ∈ M some ξi ∈ Rd (possibly depending on c) with Bε (ξi) ⊂ Qi. Note that although ε and
the family (ξi)i∈M may depend heavily on the specific sequence c—more precisely on its support—none
of the constants C1, C2, . . . in this proof will depend on c; in particular, all occurrences of ε will cancel
in the end.
For i ∈ M , define γi := Lξi
[
γ
(
ε−1•
)]
as in the proof of Theorem 6.17 and note that equations
(6.53) and (6.54) (with C1 :=
∥∥F−1γ∥∥
Lp
, i.e. C1 = C1 (p, d)) still apply, with j replaced by i. We
extend the sequence (ci)i∈I0 to all of I by setting ci := 0 for i ∈ I \ I0. Let us fix some r ∈ r0 (almost)
until the end of the proof.
In the following, we will “test” the embedding ι with a function of the form
g
(r)
z,θ :=
∑
i∈M∩I(r)
Mzi (θi · |ci| · γi)
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for suitable modulations z = (zi)i∈M∩I(r) ∈
(
Rd
)M∩I(r)
and signs θ = (θi)i∈M∩I(r) ∈ {±1}
M∩I(r)
. To
this end, first note that equation (6.54) and the solidity of Y yield(
|ci| ·
∥∥F−1γi∥∥Lp)i∈I = (C1 · εd(1− 1p ) · |ci|)i∈I ∈ Y,
so that Lemma 6.2 (with k = 0 and ci = γi = 0 for i ∈ I \M) implies g
(r)
z,θ ∈ DF (Q, L
p, Y ) with∥∥∥g(r)z,θ∥∥∥
DF,Φ(Q,Lp,Y )
≤ C2 ·
∥∥∥(|ci| · ∥∥F−1γi∥∥Lp)i∈M∩I(r)∥∥∥Y |
M∩I(r)
= C1C2 · ε
d(1− 1p ) ·
∥∥(|ci|)i∈M∩I(r)∥∥Y |
M∩I(r)
(since Y is solid) ≤ C1C2 · ε
d(1− 1p ) · ‖c‖Y |I0
<∞
for some constant C2 = C2 (d, p,Q, CQ,Φ,p, |||ΓQ|||Y→Y ). Here, we used supp γi ⊂ Bε (ξi) ⊂ Qi for all
i ∈M ∩ I(r).
Since we have γi ∈ C
∞
c (O) with supp γi ⊂ Qi ⊂ K for all i ∈ I0 and since the sum defining g
(r)
z,θ is
finite, we get g
(r)
z,θ ∈ C
∞
c (O) with supp g
(r)
z,θ ⊂ K and thus g
(r)
z,θ ∈ D
Q,p,Y
K . Since the identity map ι from
the statement of the theorem is well-defined and bounded, this implies g
(r)
z,θ ∈ DF (P , L
p, Z), with∥∥∥g(r)z,θ∥∥∥
DF,Ψ(P,Lp,Z)
≤ |||ι||| ·
∥∥∥g(r)z,θ∥∥∥
DF,Φ(Q,Lp,Y )
≤ C1C2 · ε
d(1− 1p ) · |||ι||| · ‖c‖Y |I0
<∞. (6.67)
In the remainder of the proof, we will obtain lower bounds on
∥∥∥g(r)z,θ∥∥∥
DF,Ψ(P,Lp,Z)
, for suitable values
of z and θ.
To this end, we will now prove the following observation: For arbitrary j ∈ J (r) and i ∈ M ∩ I(r),
we have
ψ
(2k+3)∗
j · γi =
{
γi, if i ∈ Ij ,
0, if i /∈ Ij .
(6.68)
Indeed, for i ∈M ⊂ I0 and j ∈ J with Qi ∩ Pj 6= ∅, Lemma 2.11 yields supp γi ⊂ Qi ⊂ P
(2k+2)∗
j , and
Lemma 2.4 implies ψ
(2k+3)∗
j ≡ 1 on P
(2k+2)∗
j . We have thus established the following:
∀ i ∈M ∀ j ∈ J with Qi ∩ Pj 6= ∅ : ψ
(2k+3)∗
j · γi = γi. (6.69)
Now, let j ∈ J (r) and i ∈ M ∩ I(r) ⊂ I0 be arbitrary. In case of i ∈ Ij , equation (6.69) yields
ψ
(2k+3)∗
j · γi = γi. Otherwise, if i /∈ Ij , then the definition of I
(r) yields some ℓ ∈ J (r) \ {j} with
i ∈ Iℓ ∩ I0. Note that this entails ψ
(2k+3)∗
ℓ · γi = γi by equation (6.69). But because of j, ℓ ∈ J
(r) with
j 6= ℓ, we get P
(2k+3)∗
j ∩ P
(2k+3∗)
ℓ = ∅, whence ψ
(2k+3)∗
j · ψ
(2k+3)∗
ℓ ≡ 0 and thus
ψ
(2k+3)∗
j · γi = ψ
(2k+3)∗
j · ψ
(2k+3)∗
ℓ · γi ≡ 0.
All in all, we have established identity (6.68) from above in both cases.
Next, Remark 3.16 shows that the family Λ :=
(
ψ
(2k+3)∗
j
)
j∈J
is an Lp-bounded family for P , with
CP,Λ,p ≤ C3 = C3 (P , CP,Ψ,p, d, p, k) and ℓΛ,P = 2k + 3. Consequently, Theorem 3.17 yields a further
constant C4 = C4 (P , p, d, k, |||ΓP |||Z→Z) > 0 satisfying∥∥∥∥(∥∥∥F−1 (ψ(2k+3)∗j · g(r)z,θ)∥∥∥Lp)j∈J(r)
∥∥∥∥
Z|
J(r)
≤
∥∥∥∥(∥∥∥F−1 (ψ(2k+3)∗j · g(r)z,θ)∥∥∥Lp)j∈J
∥∥∥∥
Z
≤ C4 · CP,Λ,p ·
∥∥∥g(r)z,θ∥∥∥
DF,Ψ(P,Lp,Z)
(eq. (6.67)) ≤ C1C2C3C4 · ε
d(1− 1p) · |||ι||| · ‖c‖Y |I0
.
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But equation (6.68) and the special form of g
(r)
z,θ show for j ∈ J
(r) that
ψ
(2k+3)∗
j · g
(r)
z,θ =
∑
i∈M∩I(r)
[
θi · |ci| ·Mzi
(
ψ
(2k+3)∗
j · γi
)]
=
∑
i∈M∩I(r)∩Ij
Mzi (θi · |ci| · γi) ,
so that we get—for C5 := C1C2C3C4—the estimate∥∥∥∥∥∥
(∥∥∥∥∥F−1 [ ∑
i∈M∩I(r)∩Ij
Mzi(θi · |ci| · γi)
]∥∥∥∥∥
Lp
)
j∈J(r)
∥∥∥∥∥∥
Z|
J(r)
≤ C5 · ε
d(1− 1p )|||ι||| · ‖c‖Y |I0
(6.70)
for all r ∈ r0 and z ∈
(
Rd
)M∩I(r)
, as well as θ ∈ {±1}
M∩I(r)
.
In the remainder of the proof, we will show for each r ∈ r0 that one can choose the parameters
z(r) = (z
(r)
i )i∈M∩I(r) ∈
(
Rd
)M∩I(r)
and θ(r) = (θ
(r)
i )i∈M∩I(r) ∈ {±1}
M∩I(r) in such a way that we get
εd(1−
1
p ) ·
∥∥∥(ci)i∈I0∩Ij∥∥∥ℓs ≤ C6 · ∥∥∥F−1 [ ∑
i∈M∩Ij∩I(r)
M
z
(r)
i
(θ
(r)
i · |ci| · γi)
]∥∥∥
Lp
∀ j ∈ J (r) (6.71)
for a suitable constant C6 = C6 (d, p). Once this is done, the quasi-triangle inequality for Z and the
identity J =
⊎r0
r=1 J
(r) yield a constant C7 = C7 (CZ , r0) = C7 (CZ , k,NP) satisfying
εd(1−
1
p ) · ‖c‖V =
∥∥∥∥(εd(1− 1p ) · ∥∥∥(ci)i∈I0∩Ij∥∥∥ℓs)j∈J
∥∥∥∥
Z
≤ C7 ·
r0∑
r=1
∥∥∥∥(εd(1− 1p ) · ∥∥∥(ci)i∈I0∩Ij∥∥∥ℓs)j∈J(r)
∥∥∥∥
Z|
J(r)
(equation (6.71)) ≤ C6C7 ·
r0∑
r=1
∥∥∥∥∥∥
(∥∥∥∥∥F−1 ( ∑
i∈M∩Ij∩I(r)
M
z
(r)
i
(θ
(r)
i · |ci| · γi)
)∥∥∥∥∥
Lp
)
j∈J(r)
∥∥∥∥∥∥
Z|
J(r)
(equation (6.70)) ≤ r0C5C6C7 · ε
d(1− 1p)|||ι||| · ‖c‖Y |I0
,
so that canceling the common factor εd(1−
1
p) yields the claim. Note that the quantitative arguments
from above (and solidity of Z) in particular yield the qualitative conclusion c ∈ V .
It remains to show that we can choose z(r), θ(r) in such a way that estimate (6.71) is fulfilled. To
this end we will distinguish the three cases which are indicated by the definition of s, cf. equation
(6.64).
Case 1: p =∞. In this case, choose z
(r)
i = 0 and θ
(r)
i = 1 for all i ∈M ∩ I
(r). Then the continuity
of F−1
(∑
i∈M∩Ij
|ci| · γi
)
∈ S
(
Rd
)
implies because of M ∩ Ij = M ∩ I0 ∩ Ij = M ∩ Ij ∩ I
(r) (cf.
equation (6.66)) that∥∥∥F−1 [ ∑
i∈M∩Ij∩I(r)
M
z
(r)
i
(θ
(r)
i · |ci| · γi)
]∥∥∥
Lp
=
∥∥∥F−1 ( ∑
i∈M∩Ij
|ci| · γi
)∥∥∥
L∞
≥
∣∣∣ ∑
i∈M∩Ij
|ci| ·
(
F−1γi
)
(0)
∣∣∣
=
∣∣∣∣ ∑
i∈M∩Ij
|ci| ·
∫
Rd
γi (ξ) d ξ
∣∣∣∣
(since γi≥0) =
∑
i∈M∩Ij
|ci| · ‖γi‖L1
(Riemann-Lebesgue) ≥
∑
i∈M∩Ij
|ci| ·
∥∥F−1γi∥∥L∞
(eq. (6.54) and ci=0 if i∈I0\M) = C1ε
d(1− 1p ) ·
∥∥∥(ci)i∈I0∩Ij∥∥∥ℓ1 ∀ j ∈ J (r) .
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Since we have s = 1 for p =∞, this is nothing but estimate (6.71), with C6 = C
−1
1 .
Case 2: 2 < p < ∞. For j ∈ J (r) consider the random variable ω(j) = (ω
(j)
i )i∈M∩Ij ∈ {±1}
M∩Ij
which we take to be uniformly distributed in {±1}M∩Ij . Let C8 = C8 (p) > 0 be the constant provided
by Khintchine’s inequality (Theorem 6.7). By applying that inequality, as well as equation (6.53), i.e.
F−1γi = ε
d ·Mξi
[(
F−1γ
)
(ε•)
]
, we conclude
E
∥∥∥F−1 [ ∑
i∈Ij∩M
|ci|ω
(j)
i γi
]∥∥∥p
Lp
= E
∫
Rd
∣∣∣ ∑
i∈Ij∩M
|ci|ω
(j)
i ·
(
F−1γi
)
(x)
∣∣∣p dx
(equation (6.53)) = εdp ·
∫
Rd
E
∣∣∣ ∑
i∈Ij∩M
|ci|ω
(j)
i · e
2πi〈ξi,x〉 ·
(
F−1γ
)
(εx)
∣∣∣p dx
(Khintchine’s inequality) ≥ C−18 ε
dp ·
∫
Rd
( ∑
i∈Ij∩M
∣∣∣ |ci| · e2πi〈ξi,x〉 · (F−1γ) (εx)∣∣∣2)p/2 dx
= C−18 ε
dp ·
( ∑
i∈Ij∩M
|ci|
2
)p/2
·
∫
Rd
∣∣(F−1γ) (εx)∣∣p dx
=
∥∥F−1γ∥∥p
Lp
C8
· εd(p−1) ·
∥∥∥(ci)i∈Ij∩M∥∥∥pℓ2
(since ci=0 for i∈I0\M) =
[
C
−1/p
8 ·
∥∥F−1γ∥∥
Lp
· εd(1−
1
p ) ·
∥∥∥(ci)i∈I0∩Ij∥∥∥ℓ2]p .
In particular, the estimate above yields a deterministic realization ω(j) = (ω
(j)
i )i∈Ij∩M ∈ {±1}
Ij∩M
with ∥∥∥F−1 [ ∑
i∈Ij∩M
|ci|ω
(j)
i γi
]∥∥∥
Lp
≥
∥∥F−1γ∥∥
Lp
C
1/p
8
· εd(1−
1
p ) ·
∥∥∥(ci)i∈I0∩Ij∥∥∥ℓ2 . (6.72)
Recall from above that the sets (I0 ∩ Ij)j∈J(r) form a partition of the set I
(r) ⊂ I0. Since M ⊂ I0, we
thus see that (Ij ∩M)j∈J(r) partitionsM∩I
(r). Thus, we can combine the individual “sign realizations”
ω(j) for j ∈ J (r) into the “global” sequence θ(r) = (θ
(r)
i )i∈M∩I(r) given by θ
(r)
i = ω
(j)
i , where—for given
i ∈M ∩ I(r)—the index j = j (i) is the unique j ∈ J (r) with i ∈M ∩ Ij .
Note that we have θ
(r)
i = ω
(j)
i for all i ∈ M ∩ Ij and arbitrary j ∈ J
(r). Furthermore, recall from
equation (6.66) that M ∩ Ij ∩ I
(r) = M ∩ I0 ∩ Ij = M ∩ Ij . Thus, given this “joint sign choice” θ
(r),
our previous considerations easily imply that equation (6.71) is indeed satisfied, with z
(r)
i = 0 for all
i ∈M ∩ I(r) and with C6 = C
1/p
8 ·
∥∥F−1γ∥∥−1
Lp
, since we have s = 2 in the present case 2 < p <∞.
Case 3: We have 0 < p ≤ 2. In this case, we choose θ
(r)
i = 1 for all i ∈ M ∩ I
(r). Next, Corollary
6.6, applied to the family (fi)i∈M∩I(r) with fi := |ci| · γi ∈ S
(
Rd
)
, yields a family z(r) = (z
(r)
i )i∈M∩I(r)
of modulations satisfying∥∥∥F−1 [∑
i∈S
M
z
(r)
i
(θ
(r)
i · |ci| · γi)
]∥∥∥
Lp
=
∥∥∥F−1 [∑
i∈S
M
z
(r)
i
fi
]∥∥∥
Lp
≥
1
2
·
∥∥∥(∥∥F−1fi∥∥Lp)i∈S∥∥∥ℓp = 12 · ∥∥∥(|ci| · ∥∥F−1γi∥∥Lp)i∈S∥∥∥ℓp
(eq. (6.54)) =
C1
2
· εd(1−
1
p) ·
∥∥(ci)i∈S∥∥ℓp ∀S ⊂M ∩ I(r) .
If we apply this with S = M ∩ Ij =M ∩ I0 ∩ Ij = M ∩ I
(r) ∩ Ij (for j ∈ J
(r)) and recall s = p (because
of 0 < p ≤ 2), we get∥∥∥F−1 [ ∑
i∈M∩Ij∩I(r)
M
z
(r)
i
(θ
(r)
i · |ci| · γi)
]∥∥∥
Lp
≥
C1
2
· εd(1−
1
p) ·
∥∥∥(ci)i∈M∩Ij∥∥∥ℓp
(s=p and ci=0 for i∈I0\M) =
C1
2
· εd(1−
1
p) ·
∥∥∥(ci)i∈I0∩Ij∥∥∥ℓs ,
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which is nothing but equation (6.71), with C6 = 2C
−1
1 .
This completes the proof, with the exception of the additional claim in case Z satisfies the Fatou
property. But this claim is an easy consequence of Lemmas 4.5 and 4.6. For more details, see the end
of the proof of Theorem 6.15. 
6.5. Complete characterizations for relatively moderate coverings. In this subsection, we
develop further necessary conditions for embeddings between decomposition spaces. These will show
that in general, one has to use the exponents p▽2 and p
△
1 (or p
±△
1 ) to calculate the “inner norm”, as in
the sufficient conditions from Remarks 5.9 and 5.13. Note that up to now, all our necessary criteria
were only able to show that these conditions are necessary for the existence of the embedding if one
replaces p▽2 by p2 and p
△
1 by p1, cf. Theorems 6.15 and 6.13; only in case of p1 = p2, we were able to
obtain a slight improvement, cf. Theorems 6.17 and 6.18.
For the proof of our stronger necessary conditions, we place more severe restrictions on the relation
between the two coverings and on the “global” components of the two decomposition spaces. Precisely,
we will only consider weighted ℓq spaces as our global components. Furthermore, we will assume that
one covering is almost subordinate as well as relatively moderate with respect to the other and that
the weight of the “subordinate” covering is also moderate with respect to the “coarse” covering.
Note that in the preceding subsections, the functions which we used to “test” the embedding were
always adapted to the finer of the two coverings. In contrast, in this subsection, our “test functions”
will be adapted to the coarser of the two coverings. We remark that the basic idea of this construction
is taken from Han and Wang[24], who use a similar construction for the special case of embeddings
between α-modulation spaces.
As a preparation, we first establish a necessary condition which does not assume relative moderate-
ness of the two coverings. Afterwards, we specialize this to the relatively moderate case. Occasionally,
the following lemma—especially the ensuing remark—will also be useful for coverings which are not
relatively moderate to each other.
Lemma 6.19. Let ∅ 6= O,O′ ⊂ Rd be open, let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured
Lp1-decomposition covering of O and let P = (Pj)j∈J = (SjP
′
j + cj)j∈J be a tight semi-structured
Lp2-decomposition covering of O′ for certain p1, p2 ∈ (0,∞]. Let Y ≤ CI and Z ≤ CJ be Q-regular
and P-regular, with triangle constants CY ≥ 1 and CZ ≥ 1, respectively.
Assume that J0 ⊂ J is such that PJ0 := (Pj)j∈J0 is almost subordinate to Q, and define
I0 := {i ∈ I : J0 ∩ Ji 6= ∅} .
Set10
k := k (PJ0 ,Q) and K :=
⋃
i∈I0
Q
(2k+3)∗
i ⊂ O,
and assume—with DQ,p1,YK as after equation (6.3)—that there is a bounded linear map
ι :
(
DQ,p1,YK , ‖•‖DF (Q,Lp1 ,Y )
)
→ DF (P , L
p2 , Z)
which satisfies 〈ιf, ϕ〉D′ = 〈f, ϕ〉D′ for all ϕ ∈ C
∞
c (O ∩O
′) and all f ∈ DQ,p1,YK .
Then the map
η : ℓ0 (I0) ∩ Y |I0 → Z, (xi)i∈I0 7→
∑
i∈I0
[
xi · |detTi|
p−11 −1 ·
(
|detSj |
1−p−12 · 1J0∩Ji (j)
)
j∈J
]
is well-defined and bounded, with |||η||| ≤ C · |||ι|||, for a constant C > 0 of the form
C = C (d, CZ , p1, p2, k (PJ0 ,Q) ,Q,P , εP , CQ,Φ,p1 , |||ΓQ|||Y→Y , |||ΓP |||Z→Z) .
Here, as usual, the Lp1-BAPU Φ = (ϕi)i∈I has to be used to calculate the (quasi)-norm on the decom-
position space DF (Q, L
p1 , Y ) for computing |||ι|||.
10The inclusion K ⊂ O is a direct consequence of Lemma 2.4.
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Finally, in case of Z = ℓq2v (J) for a P-moderate weight v = (vj)j∈J and some q2 ∈ (0,∞], we get
that the embedding
γ : Y |I0 →֒ ℓ
q2
u (I0) with ui := |detTi|
p−11 −1 ·
∥∥∥∥(vj · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
is well-defined and bounded, with |||γ||| ≤ C′ · |||ι||| for some constant
C′ = C′ (d, q2, p1, p2, k (PJ0 ,Q) ,Q,P , εP , Cv,P , CQ,Φ,p1 , |||ΓQ|||Y→Y ) .
In particular, ui <∞ for all i ∈ I0 with δi ∈ Y . ◭
Remark 6.20. As we have seen previously, even applying the derived embeddings for sequence spaces
to sequences which are supported on a single point can be useful. Indeed, in the present case, let
j0 ∈ J0 be arbitrary and let i0 ∈ I with Qi0 ∩ Pj0 6= ∅. This yields j0 ∈ J0 ∩ Ji0 and hence i0 ∈ I0.
Now, if δi0 ∈ Y , we can apply the lemma to conclude
|detTi0 |
p−11 −1 ·|detSj0 |
1−p−12 ·‖δj0‖Z ≤ |detTi0 |
p−11 −1 ·
∥∥∥∥(|detSj |1−p−12 )j∈J0∩Ji0
∥∥∥∥
Z|J0∩Ji0
≤ |||η|||·‖δi0‖Y .
In several cases, this estimate yields sharper conditions than estimate (6.35) from Remark 6.14; cf. the
proof of Theorem 9.21 for an example where this occurs. 
Proof. Choose (γj)j∈J as in Lemma 6.12 (applied to P instead of Q). Let r0 := N
2(2k+3)+1
Q = N
4k+7
Q ,
so that Lemma 2.14 yields a partition I =
⊎r0
r=1 I
(r) for which Q
(2k+3)∗
i ∩ Q
(2k+3)∗
ℓ = ∅ holds for all
r ∈ r0 and all i, ℓ ∈ I
(r) with i 6= ℓ.
We first note that the assumption on ι implies
γj · ιf = γj · f for all f ∈ D
Q,p1,Y
K and j ∈ J0, (6.73)
where the equality has to be understood in the sense of tempered distributions. To see this, let
g ∈ S
(
Rd
)
be arbitrary. By definition, we have
〈γj · ιf, g〉S′ = 〈ιf, γj g〉D′
(†)
= 〈f, γj g〉D′ = 〈γj · f, g〉S′ ,
where we used at (†) that supp γj ⊂ Pj ⊂ Q
k∗
ij
⊂ O for some ij ∈ I and also supp γj ⊂ Pj ⊂ O
′. Taken
together, we see γj g ∈ C
∞
c (O ∩O
′), so that 〈ιf, γj g〉D′ = 〈f, γj g〉D′ holds by assumption on ι.
For r ∈ r0, the family (J0 ∩ Ji)i∈I(r) is pairwise disjoint, because for i, ℓ ∈ I
(r) with j ∈ J0 ∩Ji ∩Jℓ,
Lemma 2.11 would imply
∅ 6= Pj ⊂ Q
(2k+2)∗
i ∩Q
(2k+2)∗
ℓ ⊂ Q
(2k+3)∗
i ∩Q
(2k+3)∗
ℓ
which in turn yields i = ℓ by choice of
(
I(r)
)
r∈r0
. Thus, we can define
J (r) :=
⊎
i∈I(r)
(J0 ∩ Ji) ⊂ J0.
Note that this definition yields
J (r) ∩ Ji = J0 ∩ Ji ∀ i ∈ I
(r).
As a next step, we note for i ∈ I(r) and j ∈ J (r) that
γj · ϕ
(2k+3)∗
i =
{
γj , if j ∈ J0 ∩ Ji,
0, otherwise.
(6.74)
To see this, first assume j ∈ J0 ∩ Ji. Lemma 2.11 yields Pj ⊂ Q
(2k+2)∗
i and Lemma 2.4 implies
ϕ
(2k+3)∗
i ≡ 1 on Q
(2k+2)∗
i ⊃ Pj . Since γj vanishes outside of Pj , this establishes the first case. For the
case j /∈ J0 ∩ Ji, observe that we have j ∈ J
(r) and thus j ∈ J0 ∩ Jℓ for some ℓ ∈ I
(r). As we just saw,
this implies γj = γj · ϕ
(2k+3)∗
ℓ . But j /∈ J0 ∩ Ji yields i 6= ℓ and thus Q
(2k+3)∗
i ∩Q
(2k+3)∗
ℓ = ∅ because
of i, ℓ ∈ I(r). This leads to
γj · ϕ
(2k+3)∗
i = γj · ϕ
(2k+3)∗
ℓ · ϕ
(2k+3)∗
j ≡ 0,
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so that equation (6.74) is established.
Now, let d = (di)i∈I0 ∈ ℓ0 (I0)∩Y |I0 be arbitrary and consider d as an element of ℓ0 (I) by extending
it trivially. Set
ζi := |detTi|
p−11 −1 · |di| for i ∈ I, and g
(r) :=
∑
i∈I0∩I(r)
ζi · ϕ
(2k+3)∗
i for r ∈ r0 .
Note that we have g(r) ∈ C∞c (O) with supp g
(r) ⊂ K, as a finite sum of functions which satisfy the
same properties.
Now, recall from Lemma 6.12 that∥∥∥F−1ϕ(2k+3)∗i ∥∥∥
Lp1
≤ C1 · |detTi|
1−p−11 ∀ i ∈ I ,
with a constant C1 = C1 (d, p1, k,Q, CQ,Φ,p1). Thus, Lemma 6.2, combined with the solidity of Y ,
implies g(r) ∈ DF (Q, L
p1 , Y ), with
‖g(r)‖DF (Q,Lp1 ,Y ) ≤C2 ·
∥∥∥∥(ζi · ∥∥∥F−1ϕ(2k+3)∗i ∥∥∥Lp1)i∈I
∥∥∥∥
Y
≤C1C2 · ‖d‖Y = C1C2 · ‖d‖Y |I0
<∞ , (6.75)
for some constant C2 = C2 (k, d, p1,Q, CQ,Φ,p1 , |||ΓQ|||Y→Y ). All in all, we have shown g
(r) ∈ DQ,p1,YK ,
so that ι g(r) ∈ DF (P , L
p2 , Z) is well-defined.
Now, we want to establish a lower bound for
∥∥ι g(r)∥∥
DF (P,Lp2 ,Z)
. To this end, note that equations
(6.74) and (6.73) and the pairwise disjointness of the family (J0 ∩ Jℓ)ℓ∈I(r) yield∥∥F−1 (γj · ιg(r))∥∥Lp2 = ζi ·∥∥F−1γj∥∥Lp2 = C3 · ζi · |detSj |1−p−12 ∀ i ∈ I0∩I(r) and j ∈ J0∩Ji , (6.76)
where the constant C3 = C3 (d, p2, εP) is taken from Lemma 6.12.
Similarly, Lemma 6.12 shows that (γj)j∈J satisfies for s := min {1, p2} the estimate
|detSj |
s−1−1 ·
∥∥F−1γj∥∥Ls ≤ C = C (d, p2, εP) ∀ j ∈ J .
Since we also have supp γj ⊂ Pj , we see that Γ = (γj)j∈J is an L
p2-bounded system for P , with
CP,Γ,p2 ≤ C (d, p2, εP) and ℓΓ,P = 0. By virtue of Theorem 3.17, this yields a positive constant
C4 = C4 (d, p2,P , εP , |||ΓP |||Z→Z) with
‖ι g(r)‖DF (P,Lp2 ,Z) ≥ C
−1
4 ·
∥∥∥(∥∥F−1 (γj · ι g(r))∥∥Lp2 )j∈J∥∥∥Z
≥ C−14 ·
∥∥∥(∥∥F−1 (γj · ι g(r))∥∥Lp2 · 1J(r) (j))j∈J∥∥∥Z . (6.77)
In particular, Theorem 3.17 shows that the sequence on the right-hand side of equation (6.77) is indeed
an element of Z.
But we have J (r) =
⊎
i∈I(r) (J0 ∩ Ji) and J0∩Ji = ∅ in case of i /∈ I0, i.e. J
(r) =
⊎
i∈I0∩I(r)
(J0 ∩ Ji).
Thus, for any j ∈ J , we have∥∥F−1 (γj · ι g(r))∥∥Lp2 · 1J(r) (j) = ∑
i∈I(r)∩I0
∥∥F−1 (γj · ι g(r))∥∥Lp2 · 1J0∩Ji (j)
(eq. (6.76)) = C3 ·
∑
i∈I(r)∩I0
ζi ·
(
|detSj |
1−p−12 · 1J0∩Ji (j)
)
(since di=0 for i∈I\I0) = C3 ·
∑
i∈I(r)
[
|di| · |detTi|
p−11 −1 ·
(
|detSj|
1−p−12 · 1J0∩Ji (j)
)]
.
Now, summing over r ∈ r0, using I =
⊎r0
r=1 I
(r), and recalling that Z is solid, we see that the map η
defined in the current lemma is well-defined. Furthermore, the (quasi)-triangle inequality for Z ensures
Embeddings of decomposition spaces — Section 6: Necessary conditions for embeddings 136
existence of a constant C5 = C5 (r0, CZ) = C5 (NQ, k, CZ) satisfying
‖η (d)‖Z ≤ ‖η (|d|)‖Z
(∗)
=
∥∥∥∥∥∑
i∈I
|di| · |det Ti|
p−11 −1 ·
(
|detSj |
1−p−12 · 1J0∩Ji (j)
)
j∈J
∥∥∥∥∥
Z
≤ C5 ·
r0∑
r=1
∥∥∥∥∥∥
∑
i∈I(r)
|di| · |detTi|
p−11 −1 ·
(
|detSj |
1−p−12 · 1J0∩Ji (j)
)
j∈J
∥∥∥∥∥∥
Z
=
C5
C3
·
r0∑
r=1
∥∥∥(1J(r) (j) · ∥∥F−1 (γj · ι g(r))∥∥Lp2 )j∈J∥∥∥Z
(eq. (6.77)) ≤
C4C5
C3
·
r0∑
r=1
‖ι g(r)‖DF (P,Lp2 ,Z) ≤
C4C5
C3
|||ι||| ·
r0∑
r=1
‖g(r)‖DF (Q,Lp1 ,Y )
(eq. (6.75)) ≤ r0
C1C2C4C5
C3
|||ι||| · ‖d‖Y |I0
.
Here, the first step (marked with (∗)) used that di = 0 for i ∈ I \ I0. All in all, we have shown that η
is well-defined and bounded, so that it remains to consider the second part of the lemma.
To this end, note that J (r) =
⊎
i∈I(r) (J0 ∩ Ji) implies∥∥∥(cj)j∈J(r)∥∥∥
ℓs
=
∥∥∥∥(∥∥∥(cj)j∈J0∩Ji∥∥∥ℓs)i∈I(r)
∥∥∥∥
ℓs
for arbitrary sequences (cj)j∈J(r) and any s ∈ (0,∞]. If we apply this in equation (6.77), we get
∞ > ‖ι g(r)‖DF (P,Lp2 ,Z) ≥ C
−1
4 ·
∥∥∥(vj · ∥∥F−1 (γj · ι g(r))∥∥Lp2 )j∈J(r)∥∥∥ℓq2
= C−14 ·
∥∥∥∥(∥∥∥(vj · ∥∥F−1 (γj · ι g(r))∥∥Lp2 )j∈J0∩Ji∥∥∥ℓq2)i∈I(r)
∥∥∥∥
ℓq2
≥ C−14 ·
∥∥∥∥(∥∥∥(vj · ∥∥F−1 (γj · ι g(r))∥∥Lp2 )j∈J0∩Ji∥∥∥ℓq2)i∈I(r)∩I0
∥∥∥∥
ℓq2
(eq. (6.76)) =
C3
C4
·
∥∥∥∥∥
(∥∥∥∥(vj · ζi · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
)
i∈I(r)∩I0
∥∥∥∥∥
ℓq2
=
C3
C4
·
∥∥∥∥∥
(
|di| · |detTi|
p−11 −1 ·
∥∥∥∥(vj · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
)
i∈I(r)∩I0
∥∥∥∥∥
ℓq2
=
C3
C4
·
∥∥(di)i∈I(r)∩I0∥∥ℓq2u (I0∩I(r)) .
Now, as above, we sum over r ∈ r0 and use the (quasi)-triangle inequality for ℓ
q2 to obtain
‖d‖ℓq2u (I0) ≤ C6 ·
r0∑
r=1
∥∥∥(di · 1I(r)∩I0 (i))i∈I0∥∥∥ℓq2u (I0)
≤
C4C6
C3
·
r0∑
r=1
‖ι g(r)‖DF (P,Lp2 ,Z)
(eq. (6.75)) ≤ r0
C1C2C4C6
C3
|||ι||| · ‖d‖Y |I0
<∞
for some constant C6 = C6 (r0, q2) = C6 (NQ, k, q2). For C
′ := r0
C1C2C4C6
C3
, this shows |||γ0||| ≤ C
′ · |||ι|||
for γ0 : ℓ0 (I0) ∩ Y |I0 →֒ ℓ
q2
u (I0).
Finally, since ℓq2u (I0) satisfies the Fatou property, Lemma 4.6 yields boundedness of γ, as well as
|||γ||| ≤ C′ · |||ι|||, as desired. Regarding the dependencies of the constants, note that Lemma 4.13 yields
|||ΓP |||ℓq2v →ℓ
q2
v
≤ C (q2, NP , Cv,P). 
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Now, we specialize the above lemma to the case in which PJ0 is relatively moderate with respect to
Q. It is worth noting that the imposed requirements are rather strict. In particular, for J0 = J , they
can never be fulfilled in case of O ∩ ∂O′ 6= ∅, as a consequence of Lemma 2.16 (with interchanged
roles of Q,P). Furthermore, we remark that the following theorem is a slightly improved version of
[39, Theorem 5.3.12] from my PhD thesis.
Theorem 6.21. Under the assumptions of Lemma 6.19, assume additionally that Y = ℓq1w (I) and
Z = ℓq2v (J) for certain q1, q2 ∈ (0,∞] and for certain weights w = (wi)i∈I and v = (vj)j∈J which are
Q-moderate and P-moderate, respectively.
Furthermore, assume that Q is tight and that
(1) PJ0 is relatively Q-moderate.
(2) The weight v|J0 is relatively Q-moderate
11.
(3) There is some r ∈ N0 and some C0 > 0 such that we have
λ (Qi) ≤ C0 · λ
( ⋃
j∈J0∩Ji
P r∗j
)
∀ i ∈ I0 := {i ∈ I : J0 ∩ Ji 6= ∅} .
Let12 s :=
(
1
q2
− 1
p±△1
)
+
and choose for each i ∈ I0 some ji ∈ J0 ∩ Ji. Then∥∥∥∥∥
(
vji
wi
· |detTi|
s · |detSji |
p−11 −p
−1
2 −s
)
i∈I0
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C · |||ι|||, (6.78)
for some constant
C = C
(
d, r, C0, p1, p2, q1, q2,Q, εQ,P , εP , k (PJ0 ,Q) , Cmod (PJ0 ,Q) , Cw,Q, Cv,P , Cv|J0 ,P,Q, CQ,Φ,p1
)
.
Here, the Lp1-BAPU Φ = (ϕi)i∈I has to be used to calculate the norm |||ι|||. ◭
Remark. As in the remark after Lemma 2.17, we observe that assumption (3) is automatically satisfied
(with r = 0 and C0 = 1) if we have O = O
′ and J0 = J . 
Proof. Lemma 6.19 yields a constant C1 > 0 which depends only on quantities mentioned in the
current theorem13 and which satisfies |||γ||| ≤ C1 · |||ι|||, where
γ : ℓq1w (I0) →֒ ℓ
q2
u (I0) with ui := |detTi|
p−11 −1 ·
∥∥∥∥(vj · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
.
In view of Lemma 4.8, this yields∥∥∥∥∥
(
|detTi|
p−11 −1
wi
·
∥∥∥∥(vj · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
)
i∈I0
∥∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥(ui/wi)i∈I0∥∥ℓq2·(q1/q2)′ = |||γ||| ≤ C1 · |||ι||| .
(6.79)
Next, set C2 := Cmod (PJ0 ,Q) and L := Cv|J0 ,P,Q > 0, so that vj ≤ L · vℓ holds for all j, ℓ ∈ J0 ∩ Ji
for arbitrary i ∈ I. In particular, this implies vj ≥ L
−1 · vji for all j ∈ J0 ∩ Ji and arbitrary i ∈ I0. In
addition, by choice of C2, we have
C−12 · |detSj| ≤ |detSji | ≤ C2 · |detSj | ∀ i ∈ I0 and j ∈ J0 ∩ Ji, (6.80)
since ji ∈ J0 ∩ Ji as well. But this yields a constant C3 = C3 (Cmod (PJ0 ,Q) , p2) ≥ 1 with
|detSj|
1−p−12 ≥ C−13 · |detSji |
1−p−12 ∀ i ∈ I0 and j ∈ J0 ∩ Ji. (6.81)
Note that this remains true also in case of 1− p−12 < 0.
11We recall that relative Q-moderateness of v|J0 means that there is some L = Cv|J0 ,P,Q
> 0 such that vj ≤ L · vℓ
holds for all j, ℓ ∈ J0 ∩ Ji for arbitrary i ∈ I.
12Recall from Remark 5.13 that p±△ ∈ R ∪ {∞} is defined by 1/p±△ = min
{
p−1, 1− p−1
}
.
13This uses Lemma 4.13 to estimate |||ΓQ|||Y→Y and |||ΓP |||Z→Z for Y = ℓ
q1
w (I) and Z = ℓ
q2
v (J) in terms of
Cw,Q, Cv,P , NQ, NP and q1, q2. Furthermore, it is used that CZ only depends on q2.
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Next, note that the assumptions of the present theorem include the prerequisites of Lemma 2.17
(with interchanged roles of Q and P), so that there is a constant
C4 = C4 (C0, d, r,Q,P , εQ, Cmod (PJ0 ,Q)) > 0
with
|detTi|
/
|detSji | ≤ C4 · |J0 ∩ Ji| ∀ i ∈ I0 . (6.82)
Combined with equation (6.80), this implies∥∥∥∥(vj · |detSj|1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
≥ C−13 L
−1 · |detSji |
1−p−12 vji · |J0 ∩ Ji|
q−12
≥
(
C3C
q−12
4 L
)−1
· |detSji |
1−p−12 −q
−1
2 · |det Ti|
q−12 · vji ∀ i ∈ I0 .
Let us set C5 := C1C3C
q−12
4 L. By combining the estimate above with equation (6.79), we conclude∥∥∥∥∥
(
vji
wi
· |detTi|
q−12 +p
−1
1 −1 |detSji |
1−p−12 −q
−1
2
)
i∈I0
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C5 · |||ι|||. (6.83)
With this preparation, we can deduce the actual claim of the theorem. For technical reasons,
however, we need to distinguish three cases:
Case 1: p1 ∈ (0, 1). In this case, we have
1
p±△1
= min
{
1
p1
, 1−
1
p1
}
= 1−
1
p1
< 0 and hence s =
(
1
q2
−
1
p±△1
)
+
=
1
q2
+
1
p1
− 1 .
Thus,
|detTi|
s
· |detSji |
p−11 −p
−1
2 −s = |detTi|
q−12 +p
−1
1 −1 · |detSji |
1−p−12 −q
−1
2 ,
so that the desired estimate (6.78) is a direct consequence of equation (6.83).
Case 2: p1 ∈ [1, 2] and q2 ≤ p
′
1. Here, we have
1
p±△1
= min
{
1
p1
, 1−
1
p1
}
= 1−
1
p1
=
1
p′1
and hence
1
q2
−
1
p±△1
=
1
q2
−
1
p′1
≥ 0 ,
which yields
s =
(
1
q2
−
1
p±△1
)
+
=
1
q2
−
1
p′1
=
1
q2
+
1
p1
− 1.
Thus, we see exactly as in the previous case that the desired estimate is a direct consequence of
equation (6.83).
Case 3: We have p1 ∈ [1, 2] and q2 > p
′
1 or we have p1 ∈ [2,∞]. In this case, we will not use
equation (6.83). Instead, we will invoke Theorem 6.13. As a preparation, set t := q2 · (p1/q2)
′ and note
that the exponent s =
(
1
q2
− 1
p±△1
)
+
satisfies
s =
1
q2 · (p1/q2)
′ =
1
t
. (6.84)
To see this, we first note that equation (4.2) shows 1t =
(
1
q2
− 1p1
)
+
. To complete the proof of equation
(6.84), we distinguish two sub-cases:
Case 1. We have p1 ∈ [1, 2] and q2 > p
′
1. In this case, note p
±△
1 = p
△
1 = max {p1, p
′
1} = p
′
1 and
hence 1q2 −
1
p±△1
= 1q2 −
1
p′1
< 0, since q2 > p
′
1. This implies s = 0. But since p1 ∈ [1, 2], we
also have p1 ≤ p
′
1 and thus
1
q2
−
1
p1
≤
1
q2
−
1
p′1
< 0, so that s = 0 =
(
1
q2
−
1
p1
)
+
=
1
t
,
as desired.
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Case 2. We have p1 ∈ [2,∞]. In this case, note p
±△
1 = p
△
1 = max {p1, p
′
1} = p1, which entails
s =
(
1
q2
− 1
p±△1
)
+
=
(
1
q2
− 1p1
)
+
= 1t , as claimed.
Recall from Lemma 6.19 that k = k (PJ0 ,Q). Now, to show that Theorem 6.13 is applicable, note for
j ∈ J0 that we have ∅ 6= Pj ⊂ Qk∗ij ⊂ O for some ij ∈ I. In particular, Pj ∩ Qi 6= ∅ for some i ∈ I,
which implies i ∈ I0 and (by Lemma 2.11) that Pj ⊂ Q
(2k+2)∗
i ⊂ Q
(2k+3)∗
i . Thus, using the notation
of Lemma 6.19, we have
K =
⋃
i∈I0
Q
(2k+3)∗
i ⊃
⋃
j∈J0
Pj .
In view of the assumed boundedness of ι (cf. Lemma 6.19), we thus see that the prerequisites of
Theorem 6.13 are satisfied (with |||ι0||| ≤ |||ι|||, where ι0 denotes the embedding from Theorem 6.13).
Since Z = ℓq2v (J) satisfies the Fatou property, since the triangle inequality of Z only depends on q2
and since Lemma 4.13 shows |||ΓP |||Z→Z ≤ Cv,P ·N
1+q−12
P , we conclude that there is a constant
C6 = C6 (d, k (PJ0 ,Q) , p1, p2, q2,Q,P , εP , Cv,P , CQ,Φ,p1)
satisfying |||η||| ≤ C6 · |||ι|||, for
η : ℓq1w
(
[ℓp1 (Ji ∩ J0)]i∈I
)
→֒ ℓq2
vj ·|detSj |
p
−1
1
−p−1
2
(J0) .
Now, an application of Corollary 5.12 (with r = p1, u
(1) ≡ 1 and u(2) ≡ 1 and finally with(
vj · |detSj |
p−11 −p
−1
2
)
j∈J
instead of v) yields a constant C7 = C7 (p1, q1, q2,Q, Cw,Q, k (PJ0 ,Q)) such
that ∥∥∥∥∥
(
w−1i ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2·(p1/q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C7 · |||η||| ≤ C6C7 · |||ι|||.
Now, the same arguments as in the previous cases—using the relative Q-moderateness of PJ0 and of
v|J0 (see in particular equation (6.82))—show
vji · |detSji |
p−11 −p
−1
2 −s · |detTi|
s
≤ Cs4 · vji · |detSji |
p−11 −p
−1
2 · |J0 ∩ Ji|
s
(since s=1/t) = C
1/t
4 · vji · |detSji |
p−11 −p
−1
2 · |J0 ∩ Ji|
1/t
≤ C
1/t
4 C8 ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈J0∩Ji
∥∥∥∥
ℓt
= C
1/t
4 C8 ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2·(p1/q2)
′
for some constant C8 = C8
(
p1, p2, Cv|J0 ,P,Q, Cmod (PJ0 ,Q)
)
= C8 (p1, p2, C2, L) and all i ∈ I0.
All in all, we conclude as desired that∥∥∥∥∥
(
vji
wi
· |detSji |
p−11 −p
−1
2 −s · |detTi|
s
)
i∈I0
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤C
1/t
4 C8 ·
∥∥∥∥∥
(
w−1i ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2·(p1/q2)
′
)
i∈I0
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤C
1/t
4 C8 ·
∥∥∥∥∥
(
w−1i ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2·(p1/q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤C
1/t
4 C6C7C8 · |||ι||| . 
With similar techniques, we will now prove the analogous result for the “reverse” case in which (a
subfamily of) Q is almost subordinate to and relatively moderate with respect to P . But as above,
we first establish an auxiliary result for which we do not need to assume that Q is relatively moderate
with respect to P . In contrast to Lemma 6.19, however, we assume the “global” components Y, Z
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to be weighted ℓq spaces, since the proof will use (a slight variant of) the “reproducing” property
ℓq1w (I) = ℓ
q1
([
ℓq1w
(
I(k)
)]
k∈K
)
, which holds for arbitrary partitions I =
⊎
k∈K I
(k).
Lemma 6.22. Let ∅ 6= O,O′ ⊂ Rd be open, let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a semi-structured
Lp1-decomposition covering of O and let P = (Pj)j∈J = (SjP
′
j + cj)j∈J be a semi-structured L
p2-
decomposition covering of O′, for certain p1, p2 ∈ (0,∞] . Let w = (wi)i∈I and v = (vj)j∈J be
Q-moderate and P-moderate, respectively. Finally, let q1, q2 ∈ (0,∞].
Choose an arbitrary subset J0 ⊂ J such that there is
14 some ε > 0 and for every j ∈ J0 some
ξj ∈ Rd with Bε (ξj) ⊂ P ′j and Sj [Bε (ξj)] + cj ⊂ O.
Define
I0 := {i ∈ I : Ji ∩ J0 6= ∅}
and assume that QI0 := (Qi)i∈I0 is almost subordinate to P and that
15
uj :=
∥∥∥∥(wi · |detTi|1−p−11 )i∈I0∩Ij
∥∥∥∥
ℓq1
=
∥∥∥∥(wi · |detTi|1−p−11 )i∈Ij
∥∥∥∥
ℓq1
<∞ ∀ j ∈ J0 . (6.85)
Finally, set
K :=
⋃
i∈I0
Qi ⊂ O ∩O
′
and—with DK :=
{
f ∈ C∞c
(
Rd
)
: supp f ⊂ K
}
—assume that the identity map
ι :
(
DK , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→֒ DF (P , L
p2 , ℓq2v ), f 7→ f
is bounded16. Then we have∥∥∥∥(vj · |detSj |1−p−12 /uj)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
≤ C · |||ι|||
for some constant
C = C (d, p1, p2, q2, ε, k (QI0 ,P) ,Q,P , Cv,P , CQ,Φ,p1 , CP,Ψ,p2) .
Here, the Lp1/Lp2 BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J are those which are used to calculate |||ι|||. ◭
Proof. As usual, we begin by setting up several auxiliary objects and by deriving some of their prop-
erties. For brevity, set k := k (QI0 ,P).
Using the inclusion Sj [Bε (ξj)] + cj ⊂ Pj ∩ O, one can use exactly the same construction as in the
proof of Lemma 6.12 (take a nontrivial γ ∈ C∞c (B1 (0)) and define γj := Lcj
(
Lξj
[
γ
(
ε−1•
)]
◦ S−1j
)
for j ∈ J0) to obtain a family (γj)j∈J0 satisfying γj ∈ C
∞
c (Pj ∩O) ⊂ C
∞
c (O ∩O
′) and∥∥F−1γj∥∥Lp = C(p)1 · |detSj |1− 1p ∀ j ∈ J0 and p ∈ (0,∞] , (6.86)
with a constant C
(p)
1 = C
(p)
1 (d, ε) > 0.
We start with a few technical observations which will be useful later on. We first note
K ′ :=
⋃
j∈J0
(Pj ∩ O) ⊂ K. (6.87)
To see this, let ξ ∈ K ′ be arbitrary. Hence, ξ ∈ Pj ∩O for some j ∈ J0 and thus ξ ∈ Qi for some i ∈ I,
since Q covers O. This entails ξ ∈ Qi ∩ Pj 6= ∅ and hence j ∈ Ji ∩ J0 6= ∅, which implies i ∈ I0 and
thus finally ξ ∈ Qi ⊂
⋃
ℓ∈I0
Qℓ = K.
14The easiest case in which this assumption is fulfilled is if P is tight with Pj ⊂ O for all j ∈ J0. In this case, one
can simply take ε = εP .
15Note that each j ∈ J0 satisfies ∅ 6= Sj [Bε (ξj)] + cj ⊂ Pj ∩ O by assumption. Hence, there is some i ∈ I with
Qi ∩ Pj 6= ∅, which yields i ∈ I0 ∩ Ij 6= ∅. In particular, the quantity in equation (6.85) is always positive. Finally, the
equality in (6.85) is justified by equation (6.88) below, since this equation yields Ij ⊂ I0 and hence I0 ∩ Ij = Ij for all
j ∈ J0.
16Here, DK ≤ C
∞
c (O ∩O
′). Note that Lemma 2.4 shows that (ϕi)i∈I is a locally finite partition of unity on O.
Hence, for each g ∈ DK , we can have ϕig 6≡ 0 only for finitely many i ∈ I. Since ℓ
q1
w (I) contains all finitely supported
sequences, we easily see DK ≤ DF
(
Q, Lp1 , ℓq1w
)
. An analogous argument shows DK ≤ DF
(
P, Lp2 , ℓq2v
)
, so that ι is
always well-defined, but not necessarily bounded.
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Furthermore, we have
Ij ⊂ I0 for all j ∈ J0, (6.88)
because for arbitrary i ∈ Ij we have j ∈ Ji ∩ J0 6= ∅ and hence i ∈ I0.
Next, we note
|Ji| ≤ N
k+1
P for all i ∈ I0. (6.89)
To see that this is true, note that j ∈ Ji entails ∅ 6= Qi ∩ Pj ⊂ P k∗ji ∩ Pj for some ji ∈ J and thus
j ∈ j
(k+1)∗
i , which means Ji ⊂ j
(k+1)∗
i . Using Lemma 2.9, this shows that equation (6.89) is true.
Finally, set r0 := N
2·1+1
P = N
3
P , so that Lemma 2.14 ensures existence of a partition J =
⊎r0
r=1 J
(r)
with P ∗j ∩ P
∗
m = ∅ for all j,m ∈ J
(r) with j 6= m and arbitrary r ∈ r0.
Now we properly start the proof: Let d = (dj)j∈J0 ∈ ℓ0 (J0) be arbitrary. Fix r ∈ r0 and define
g(r) :=
∑
j∈J0∩J(r)
dj · γj .
Equation (6.87) and compactness of supp γj ⊂ Pj ∩ O ⊂ K
′ show that supp g(r) ⊂ K ⊂ O ∩ O′ is
compact, since the sum defining g(r) is finite. This easily yields g(r) ∈ DK ≤ DF (Q, L
p1 , ℓq1w ), as well
as g(r) ∈ DK ≤ DF (P , L
p2, ℓq2v ). As usual, we now derive an upper bound on
∥∥g(r)∥∥
DF(Q,Lp1 ,ℓq1w )
and
a lower bound on
∥∥g(r)∥∥
DF(P,Lp2 ,ℓq2v )
.
Let us begin with the lower bound: For j ∈ J0 ∩ J
(r) and m ∈ J (r) with ψ∗m · γj 6≡ 0, we have
∅ 6= P ∗m ∩ supp γj ⊂ P
∗
m ∩ Pj ⊂ P
∗
m ∩ P
∗
j
and thus m = j by choice of J (r). But Lemma 2.4 shows ψ∗m ≡ 1 on Pm = Pj ⊃ supp γj and thus
ψ∗m · γj = γj = γm. In summary, we conclude
ψ∗m · g
(r) = dm · γm ∀m ∈ J0 ∩ J
(r). (6.90)
Next, note that Remark 3.16 shows that Λ := (ψ∗m)m∈J is an L
p2 -bounded (control) system for P
with CP,Λ,p2 ≤ C2 = C2 (d, p2,P , CP,Ψ,p2) and ℓΛ,P = 1. In combination with Theorem 3.17 and with
the estimate |||ΓP |||ℓq2v →ℓ
q2
v
≤ Cv,P ·N
1+q−12
P from Lemma 4.13, we get
C2C3 · ‖g
(r)‖DF,Ψ(P,Lp2 ,ℓq2v ) ≥
∥∥∥(∥∥F−1 (ψ∗m · g(r))∥∥Lp2 )m∈J∥∥∥ℓq2v
≥
∥∥∥(∥∥F−1 (ψ∗m · g(r))∥∥Lp2 )m∈J0∩J(r)∥∥∥ℓq2v
(eq. (6.90)) =
∥∥∥(∥∥F−1 (dm · γm)∥∥Lp2 )m∈J0∩J(r)∥∥∥ℓq2v
(eq. (6.86)) = C
(p2)
1 ·
∥∥∥∥(|detSm|1−p−12 · dm)m∈J0∩J(r)
∥∥∥∥
ℓ
q2
v
(6.91)
for some constant C3 = C3 (d, q2, p2,P , Cv,P) > 0.
Next, we want to establish an upper bound for ‖g(r)‖DF,Φ(Q,Lp1 ,ℓq1w ). To this end, consider any i ∈ I
with
0 6≡ ϕi · g
(r) =
∑
j∈J0∩J(r)
[dj · ϕi · γj ] .
Then, there is some j ∈ J0 ∩ J
(r) satisfying 0 6≡ ϕi · γj. But for any(!) such j ∈ J0 ∩ J
(r), we get
Qi ∩Pj 6= ∅, which leads to i ∈ Ij ⊂ I0 (cf. equation (6.88)), or equivalently i ∈ I0 and j ∈ Ji. Hence,
i ∈ I0, and
ϕi · g
(r) =
∑
j∈J0∩J(r)∩Ji
[dj · ϕi · γj ] . (6.92)
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Now, we distinguish the cases p1 ∈ [1,∞] and p1 ∈ (0, 1). For p1 ∈ [1,∞], we use equation (6.92),
Young’s inequality (L1 ∗ Lp1 →֒ Lp1) and the triangle inequality for ‖•‖Lp1 , to derive
wi ·
∥∥F−1 (ϕi · g(r))∥∥Lp1 = wi · ∥∥∥ ∑
j∈J0∩Ji∩J(r)
F−1 (dj · ϕi · γj)
∥∥∥
Lp1
≤ wi ·
∑
j∈J0∩Ji∩J(r)
(
|dj | ·
∥∥F−1γj∥∥L1 · ∥∥F−1ϕi∥∥Lp1)
(equations (6.86) and (6.32)) ≤ C
(1)
1 C4 · |detTi|
1−p−11 · wi ·
∑
j∈J0∩Ji∩J(r)
|dj | ,
where the left-hand side of the estimate vanishes for i ∈ I \ I0, as the discussion above showed. In the
previous estimate, the last step used that Lemma 6.12 yields∥∥F−1ϕi∥∥Lp1 ≤ C4 · |detTi|1−p−11 ∀ i ∈ I , (6.93)
with a constant C4 = C4 (d, p1,Q, CQ,Φ,p1).
In case of p1 ∈ (0, 1), we note that ‖•‖Lp1 is a quasi-norm with triangle constant only depending
on p1. Together with the uniform bound
∣∣J0 ∩ Ji ∩ J (r)∣∣ ≤ |Ji| ≤ Nk+1P from equation (6.89)—and
recalling the identity (6.92)—this yields a constant C5 = C5 (p1, k,NP) satisfying
wi ·
∥∥F−1 (ϕi · g(r))∥∥Lp1 = wi · ∥∥∥ ∑
j∈J0∩Ji∩J(r)
F−1 (dj · ϕi · γj)
∥∥∥
Lp1
≤ C5 · wi ·
∑
j∈J0∩Ji∩J(r)
|dj | ·
∥∥F−1 (ϕi · γj)∥∥Lp1 .
Now, observe for i ∈ I0 and j ∈ J0 ∩ Ji ∩ J
(r) that we have suppϕi ⊂ Qi ⊂ P
(2k+2)∗
j as well as
supp γj ⊂ Pj ⊂ P
(2k+2)∗
j . Indeed, Qi ⊂ P
(2k+2)∗
j is a consequence of Qi ∩Pj 6= ∅ (since j ∈ Ji) and of
Lemma 2.11, together with the fact that QI0 is almost subordinate to P with k = k (QI0 ,P). Thus,
Corollary 3.14 yields a constant C6 = C6 (d, p1, k,P) > 0 with∥∥F−1 (ϕi · γj)∥∥Lp1 ≤ C6 · |detSj |p−11 −1 · ∥∥F−1ϕi∥∥Lp1 · ∥∥F−1γj∥∥Lp1
(eq. (6.86)) = C
(p1)
1 C6 ·
∥∥F−1ϕi∥∥Lp1
(def. of an Lp1 -BAPU) ≤ C
(p1)
1 C6CQ,Φ,p1 · |detTi|
1−p−11 .
All in all, if we set C7 := C
(p1)
1 C5C6CQ,Φ,p1 , we arrive at
wi ·
∥∥F−1 (ϕi · g(r))∥∥Lp1 ≤ C7 · |detTi|1−p−11 · wi · ∑
j∈J0∩Ji∩J(r)
|dj | , (6.94)
where the left-hand side vanishes for i /∈ I0. Together with the case p1 ∈ [1,∞] considered above, we
conclude that this estimate holds for all p1 ∈ (0,∞], with C7 := C
(1)
1 C4 in case of p1 ∈ [1,∞].
Now, we can estimate
∥∥g(r)∥∥
DF,Φ(Q,Lp1 ,ℓq1w )
. We first assume q1 < ∞ and make use of equation
(6.89), which yields
∣∣J0 ∩ Ji ∩ J (r)∣∣ ≤ Nk+1P , to derive( ∑
j∈J0∩Ji∩J(r)
θj
)q1
≤
(
|J0 ∩ Ji ∩ J
(r)| · max
j∈J0∩Ji∩J(r)
θj
)q1
≤
(
Nk+1P
)q1
·
∑
j∈J0∩Ji∩J(r)
θq1j ,
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for arbitrary non-negative sequences (θj)j . We then use equation (6.94) and set C8 := C7N
k+1
P to
deduce
‖g(r)‖DF,Φ(Q,Lp1 ,ℓq1w ) =
∥∥∥(∥∥F−1 (ϕi · g(r))∥∥Lp1 )i∈I∥∥∥ℓq1w
(l.h.s. of (6.94) vanishes for i/∈I0) ≤ C8 ·
(∑
i∈I0
[ (
|detTi|
1−p−11 · wi
)q1
·
∑
j∈J0∩Ji∩J(r)
|dj |
q1
])1/q1
= C8 ·
 ∑
j∈J0∩J(r)
[
|dj |
q1 ·
∑
i∈I0
with j∈Ji
(
|detTi|
1−p−11 · wi
)q1 ]1/q1
(j∈Ji⇐⇒ i∈Ij) ≤ C8 ·
∥∥∥∥∥
(
dj ·
∥∥∥∥(|detTi|1−p−11 · wi)i∈I0∩Ij
∥∥∥∥
ℓq1
)
j∈J0
∥∥∥∥∥
ℓq1
. (6.95)
Now, let us consider the case q1 =∞. Here, we have
‖g(r)‖DF,Φ(Q,Lp1 ,ℓq1w ) = sup
i∈I
[
wi ·
∥∥F−1 (ϕi · g(r))∥∥Lp1 ]
(l.h.s. of (6.94) vanishes for i/∈I0) ≤ C7 · sup
i∈I0
[
|detTi|
1−p−11 · wi ·
∑
j∈J0∩Ji∩J(r)
|dj |
]
(
since |J0∩Ji∩J(r)|≤Nk+1P
)
≤ C7N
k+1
P · sup
i∈I0
[
|detTi|
1−p−11 · wi · sup
j∈J0∩Ji∩J(r)
|dj |
]
= C7N
k+1
P · sup
j∈J0∩J(r)
[
|dj | · sup
i∈I0
with j∈Ji
|detTi|
1−p−11 · wi
]
(j∈Ji⇐⇒ i∈Ij and q1=∞) ≤ C8 ·
∥∥∥∥∥
(
dj ·
∥∥∥∥(|det Ti|1−p−11 · wi)i∈I0∩Ij
∥∥∥∥
ℓq1
)
j∈J0
∥∥∥∥∥
ℓq1
. (6.96)
Observe that the right-hand sides of equations (6.95) and (6.96) are finite, since (dj)j∈J0 ∈ ℓ0 (J0) and
because of equation (6.85).
All in all, using the weight uj defined in equation (6.85), we see that equations (6.95) and (6.96)
show ∥∥∥g(r)∥∥∥
DF,Φ(Q,Lp1 ,ℓq1w )
≤ C8 ·
∥∥∥(uj · dj)j∈J0∥∥∥ℓq1 (6.97)
for arbitrary q1 ∈ (0,∞].
Now, we finish the proof: We use estimates (6.91) and (6.97), and the boundedness of ι, to deduce∥∥∥∥(dm · |detSm|1−p−12 )
m∈J0∩J(r)
∥∥∥∥
ℓ
q2
v
(eq. (6.91))
(†)
≤
C2C3
C
(p2)
1
· ‖g(r)‖DF,Ψ(P,Lp2 ,ℓq2v )
≤
C2C3
C
(p2)
1
· |||ι||| · ‖g(r)‖DF,Φ(Q,Lp1 ,ℓq1w )
(eq. (6.97)) ≤
C2C3C8
C
(p2)
1
· |||ι||| ·
∥∥∥(uj · dj)j∈J0∥∥∥ℓq1 ∀ d = (dj)j∈J0 ∈ ℓ0 (J0) . (6.98)
Since ℓq2v (J0) is a quasi-normed space with triangle constant only depending on q2, and because of
J0 =
⊎r0
r=1
(
J (r) ∩ J0
)
, there is a constant C9 = C9 (q2, r0) = C9 (q2,P) > 0 with∥∥(em)m∈J0∥∥ℓq2v ≤ C9 · r0∑
r=1
∥∥(em)m∈J(r)∩J0∥∥ℓq2v for arbitrary sequences (em)m∈J0 .
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Combining this with estimate (6.98) implies∥∥∥∥(dj · |detSj|1−p−12 )j∈J0
∥∥∥∥
ℓ
q2
v
≤
C2C3C8C9r0
C
(p2)
1
· |||ι||| ·
∥∥∥(uj · dj)j∈J0∥∥∥ℓq1 ∀ (dj)j∈J0 ∈ ℓ0 (J0) ,
which simply means that the embedding
η : ℓ0 (J0) ∩ ℓ
q1
u (J0) →֒ ℓ
q2
µ (J0) with µj := vj · |detSj |
1−p−12 for j ∈ J
is bounded, with |||η||| ≤ C10 · |||ι||| for C10 :=
C2C3C8C9r0
C
(p2)
1
. But since ℓq2µ (J0) satisfies the Fatou property,
Lemmas 4.8 and 4.6 show that this implies∥∥∥∥(vj · |detSj |1−p−12 /uj)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥(µj/uj)j∈J0∥∥∥ℓq2·(q1/q2)′ = |||η||| ≤ C10 · |||ι||| <∞.
To see that J0 ⊂ J is countable (as required by Lemma 4.6), one can argue as at the end of the proof
of Theorem 6.15. 
As before, we now specialize the above lemma to the case where Q (or more precisely QI0) is
relatively P-moderate. We remark that the following theorem is a slightly generalized version of [39,
Theorem 5.3.14] from my PhD thesis.
Theorem 6.23. Let ∅ 6= O,O′ ⊂ Rd be open, let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I be a tight semi-
structured Lp1-decomposition covering of O and let P = (Pj)j∈J = (SjP
′
j + cj)j∈J be a tight semi-
structured Lp2-decomposition covering of O′, for certain p1, p2 ∈ (0,∞]. Finally, let q1, q2 ∈ (0,∞]
and let w = (wi)i∈I and v = (vj)j∈J be Q-moderate and P-moderate, respectively.
Choose an arbitrary subset J0 ⊂ J , set
I0 := {i ∈ I : Ji ∩ J0 6= ∅}
and assume that the following hold:
(1) There is ε > 0 and for each j ∈ J0 some ξj ∈ Rd with Bε (ξj) ⊂ P ′j and Sj [Bε (ξj)] + cj ⊂ O.
(2) QI0 := (Qi)i∈I0 is almost subordinate to P .
(3) QI0 is relatively P-moderate.
(4) The weight w|I0 is relatively P-moderate.
Furthermore, set
K :=
⋃
i∈I0
Qi ⊂ O ∩O
′
and—with DK :=
{
f ∈ C∞c
(
Rd
)
: supp f ⊂ K
}
—assume that the identity map
ι :
(
DK , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→ DF (P , L
p2 , ℓq2v ), f 7→ f
is bounded.
For each j ∈ J0, let ij ∈ Ij be arbitrary
17. Then, we have∥∥∥∥∥∥
 vj
wij
· |detTij |
1
p1
−
(
1
p▽
2
− 1q1
)
+
− 1p2
· |detSj |
(
1
p▽
2
− 1q1
)
+

j∈J0
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C · |||ι||| (6.99)
for some constant C > 0 depending only on
d, p1, p2, q1, q2, k (QI0 ,P) , Cmod (QI0 ,P) ,Q,P , ε, εQ, εP , Cw,Q, Cv,P , Cw|I0 ,Q,P , CQ,Φ,p1 , CP,Ψ,p2 .
Here, the Lp1/Lp2-BAPUs Φ = (ϕi)i∈I and Ψ = (ψj)j∈J are those which are used to calculate |||ι|||. ◭
17We have Sj [Bε (ξj)] + cj ⊂ O ∩ Pj , so that there is some i ∈ I with Qi ∩ Pj 6= ∅. In particular, Ij 6= ∅, so that ij
can be chosen as desired.
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Proof. For brevity, let k := k (QI0 ,P). Furthermore, set L := Cw|I0 ,Q,P , so that we have wi ≤ L · wℓ
for all i, ℓ ∈ I0 ∩ Ij and arbitrary j ∈ J . Moreover, set
P
(0)
j := Sj [Bε (ξj)] + cj ⊂ Pj ∩ O ∀ j ∈ J0,
with ε, ξj as in part (1) of the prerequisites of the current theorem.
As in the proof of Lemma 6.22 (see equation (6.88)), we note
∅ 6= Ij ⊂ I0 ∀ j ∈ J0.
Indeed, we have ∅ 6= P (0)j ⊂ Pj ∩ O and thus Qi ∩ Pj 6= ∅ for some i ∈ I, i.e. Ij 6= ∅. Furthermore,
every i ∈ Ij satisfies j ∈ Ji ∩ J0 6= ∅ and thus i ∈ I0.
Our first goal is to invoke Lemma 2.17 to get |Ij | = |I0 ∩ Ij | ≍ |detSj | /
∣∣detTij ∣∣ for all j ∈ J0.
Thus, we first need to verify the assumptions of Lemma 2.17. Note that QI0 is relatively P-moderate
and thus in particular relatively PJ0-moderate. Hence, it remains to verify part (3) of the assumptions
of Lemma 2.17, i.e., we need to show
λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qr∗i
)
(6.100)
for all j ∈ J0 and suitable r ∈ N0 and C0 > 0. Note λ (P
(0)
j ) = C1 · |detSj | for all j ∈ J0 and a suitable
constant C1 = C1 (d, ε). But Corollary 2.8 yields a constant C2 = C2 (d,P) satisfying
λ (Pj) ≤ C2 · |detSj | =
C2
C1
· λ (P
(0)
j ) .
Furthermore, we have P
(0)
j ⊂ O and hence
P
(0)
j ⊂
⋃
i∈I
with Qi∩P
(0)
j 6=∅
Qi ⊂
⋃
i∈Ij
Qi
Ij⊂I0
=
⋃
i∈I0∩Ij
Q0∗i ∀ j ∈ J0 .
Thus equation (6.100) is fulfilled for r := 0 and C0 := C2/C1.
All in all, we have shown that Lemma 2.17 is applicable, so that there are constants
C3 = C3 (d, k (QI0 ,P) , Cmod (QI0 ,P) ,Q, εQ,P) and C4 = C4 (d, Cmod (QI0 ,P) , ε,Q,P , εP)
which satisfy
|I0 ∩ Ij | ≤ C3 · |detSj | · |detTij |
−1
∀ j ∈ J0, (6.101)
and
|detTij |
−1
· |detSj | ≤ C4 · |I0 ∩ Ij | ∀ j ∈ J0 . (6.102)
Here, we also used that I0 ∩ Ij = Ij is nonempty for all j ∈ J0, as seen above.
In particular, equation (6.101) shows that I0 ∩ Ij is finite for every j ∈ J0, so that equation (6.85)
from the prerequisites of Lemma 6.22 is satisfied. In fact, using the notation from that lemma, we get
uj =
∥∥∥∥(wi · |detTi|1−p−11 )i∈I0∩Ij
∥∥∥∥
ℓq1
≤ LC5 · wij ·
∣∣detTij ∣∣1−p−11 · |I0 ∩ Ij |q−11
≤ LC
q−11
3 C5 · wij · |detSj |
q−11 ·
∣∣detTij ∣∣1−p−11 −q−11 <∞ ∀ j ∈ J0 ,
for some constant C5 = C5 (p1, Cmod (QI0 ,P)). Note that this also holds in case of 1− p
−1
1 < 0, since
we have |detTi| ≍
∣∣detTij ∣∣ for all i ∈ I0 ∩ Ij . For brevity, set C6 := LC1/q13 C5.
It is now easy to see that all assumptions of Lemma 6.22 are satisfied, so that we get a constant
C7 > 0, which only depends on quantities mentioned in the statement of the theorem, and which
satisfies∥∥∥∥∥
(
vj
wij
·|detSj |
1−q−11 −p
−1
2 ·
∣∣detTij ∣∣q−11 +p−11 −1)
j∈J0
∥∥∥∥∥
ℓq
≤ C6 ·
∥∥∥∥∥
(
|detSj |
1−p−12 ·
vj
uj
)
j∈J0
∥∥∥∥∥
ℓq
≤ C6C7 · |||ι|||, (6.103)
where we defined q := q2 · (q1/q2)
′
for brevity.
To see that this indeed implies the claim, we distinguish two cases:
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Case 1: We have p2 ∈ [2,∞] and q1 ≥ p
′
2. In this case, we get p
▽
2 = min {p2, p
′
2} = p
′
2 and
1
p▽2
− 1q1 =
1
p′2
− 1q1 ≥ 0. Thus, (
1
p▽2
−
1
q1
)
+
=
1
p′2
−
1
q1
= 1−
1
p2
−
1
q1
and hence
|detTij |
1
p1
−
(
1
p▽2
− 1q1
)
+
− 1p2
· |detSj |
(
1
p▽2
− 1q1
)
+ = |detSj|
1− 1p2
− 1q1 · |detTij |
1
p1
−
(
1− 1p2
− 1q1
)
− 1p2
= |detSj|
1− 1p2
− 1q1 · |detTij |
1
p1
+ 1q1
−1
.
Plugging this into the target inequality (6.99), we see that equation (6.103) implies the claim.
Case 2: We have p2 ∈ (0, 2] or q1 < p
′
2. For brevity, define s :=
(
1
p▽2
− 1q1
)
+
and t := p2 · (q1/p2)
′.
Recall from equation (4.2) that
1
t
=
(
1
p2
−
1
q1
)
+
.
Our first goal is to show s = 1/t. In case of p2 ∈ (0, 2], this is clear, since we have p
▽
2 = p2. Thus, let
us assume p2 ∈ (2,∞]. In view of our case distinction, this entails q1 < p
′
2 = p
▽
2 and hence s = 0. But
since p2 ∈ (2,∞], we also have p
′
2 < p2 and hence q1 < p2, which entails s = 0 = 1/t, as desired.
Now, it is easy to see that the assumptions of the current theorem include those of Theorem 6.15.
Hence (using the estimate for |||ΓQ|||ℓq1w →ℓq1w and |||ΓP |||ℓq2v →ℓq2v from Lemma 4.13), there is a constant
C8 = C8 (d, p1, p2, q1, q2, k (QI0 ,P) ,Q, εQ,P , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p2)
which satisfies |||η||| ≤ C8 · |||ι|||, with
η : ℓq1(
wi·|detTi|
p
−1
2 −p
−1
1
)
i
(I0) →֒ ℓ
q2
v
(
[ℓp2 (I0 ∩ Ij)]j∈J
)
.
In view of Corollary 5.8 (with u ≡ 1 and r = p2, as well as J0 = J), there is hence a suitable constant
C9 = C9 (q1, q2, p2, k (QI0 ,P) ,P , Cv,P) satisfying∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)i∈I0∩Ij
∥∥∥∥
ℓp2·(q1/p2)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C9 · |||η||| ≤ C8C9 · |||ι|||.
Hence, ∥∥∥∥∥
(
vj
wij
·
∣∣detTij ∣∣p−11 −p−12 −s · |detSj|s)
j∈J0
∥∥∥∥∥
ℓq2·(q1/q2)
′
(since s=1/t) =
∥∥∥∥∥
(
vj
wij
·
∣∣detTij ∣∣p−11 −p−12 · |detSj |t−1 / ∣∣detTij ∣∣t−1)
j∈J0
∥∥∥∥∥
ℓq2·(q1/q2)
′
(eq. (6.102)) ≤ C
1/t
4 ·
∥∥∥∥∥
(
vj
wij
·
∣∣detTij ∣∣p−11 −p−12 · ∥∥∥(1)i∈I0∩Ij∥∥∥ℓt
)
j∈J0
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ LC
1/t
4 C10 ·
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)i∈I0∩Ij
∥∥∥∥
ℓp2·(q1/p2)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ LC
1/t
4 C8C9C10 · |||ι|||
for some constant C10 = C10 (Cmod (QI0 ,P) , p1, p2). This is precisely the desired estimate. 
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7. An overview of the derived embedding results
In this section, we summarize those embedding results from the present paper which are most
convenient to use. We will always be interested in sufficient or necessary conditions for an embedding
of the form
DF (Q, L
p1 , ℓq1w ) →֒ DF (P , L
p2 , ℓq2v ),
under varying assumptions on the coverings Q,P of the open sets O,O′ ⊂ Rd.
In the first subsection, we state three theorems which provide sufficient as well as necessary criteria
for the existence of the above embedding: Theorem 7.2 is applicable when P is almost subordinate
to Q, while Theorem 7.4 applies in the “converse” case where Q is almost subordinate to P . Finally,
Theorem 7.5 applies if we can write O ∩ O′ = A ∪ B where Q is almost subordinate to P “near A”,
while P is almost subordinate to Q “near B”.
In the second subsection, we accompany these results with a “user’s guide” for their application.
This user’s guide describes a sequence of steps that can be followed to determine the existence of an
embedding between two decomposition spaces.
While we strove for maximal generality in the preceding sections, our aim in this section is ease
of applicability, even if this makes our results slightly less general. Thus, those readers who are
interested in embeddings between decomposition spaces which are highly “incompatible”—e.g. there is
no subordinateness or no relative moderateness or we have neither O ⊂ O′, nor O′ ⊂ O—or for which
the “global components” are not just weighted ℓq-spaces, are encouraged to browse the results from the
preceding sections and not only this one. But for the most common cases, the results in this section
are easily applicable and yield optimal results.
7.1. A collection of readily applicable embedding results. To simplify notation, we will employ
the following general assumptions in this section:
Assumption 7.1. Let ∅ 6= O,O′ ⊂ Rd be open and let Q = (TiQ′i + bi)i∈I and P =
(
SjP
′
j + cj
)
j∈J
be
two open, tight, semi-structured coverings of O and O′, respectively. Let w = (wi)i∈I and v = (vj)j∈J
be Q-moderate and P-moderate, respectively and let p1, p2, q1, q2 ∈ (0,∞].
Furthermore, assume that Φ = (ϕi)i∈I and Ψ = (ψj)j∈J are L
p-BAPUs for Q or P, respectively,
simultaneously for all p ∈ (0,∞].
Finally, assume that the (quasi)-norms ‖•‖DF(Q,Lp1 ,ℓq1w ) and ‖•‖DF(P,Lp2 ,ℓq2v ) are calculated using
the BAPUs Φ and Ψ, respectively. ◭
Remark. Note that the preceding assumptions—excluding the moderateness of w, v—are always ful-
filled if Q and P are almost structured coverings (cf. Definition 2.5 and the ensuing remark), for a
proper choice of Φ,Ψ (cf. Theorem 3.19). 
We begin with the case in which P is almost subordinate to Q. We remark that the following result
is a generalized version of [39, Theorem 5.4.1] from my PhD thesis.
Theorem 7.2. In addition to our standing assumptions, assume that P is almost subordinate to Q.
Note that this entails O′ ⊂ O.
For i ∈ I, let
Ji := {j ∈ J : Pj ∩Qi 6= ∅}
and for r ∈ (0,∞] and ℓ ∈ {1, 2}, define
Kr,ℓ :=
∥∥∥∥(w−1i · ∥∥∥(vj/u(ℓ)i,j )j∈Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞] ,
with
u
(1)
i,j := |detSj |
p−12 −p
−1
1 and u
(2)
i,j :=
|detSj |
p−12 −1 · |det Ti|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1
for i ∈ I and j ∈ J.
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Then, the following hold:
(1) If we have p1 ≤ p2 and if Kp△1 ,2
<∞, then
ι : DF (Q, L
p1 , ℓq1w )→ DF (P , L
p2 , ℓq2v ), f 7→ f |C∞c (O′)
is well-defined and bounded, with |||ι||| ≤ C1 ·Kp△1 ,2
for some constant
C1 = C1 (d, p1, p2, q1, q2,Q,P , k (P ,Q) , CQ,Φ,p1 , CP,Ψ,p1 , Cw,Q, Cv,P) .
(2) Conversely, if the identity map
θ :
(
C∞c (O
′) , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→ DF (P , L
p2 , ℓq2v ), f 7→ f
is bounded, then we have p1 ≤ p2 and Kp1,1 ≤ C2 · |||θ||| <∞ for some constant
C2 = C2 (d, p1, p2, q1, q2,Q,P , εP , k (P ,Q) , CQ,Φ,p1 , Cw,Q, Cv,P) .
(3) Under the assumptions of the preceding point, if p1 = p2, then K2,1 ≤ C3 · |||θ||| < ∞ for some
constant
C3 = C3 (d, p1, q1, q2,Q,P , k (P ,Q) , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P) .
(4) Finally, if we have O = O′ and if P and v are relatively Q-moderate, then we have the following
equivalence (with ι, θ as above): Setting s :=
(
1
q2
− 1
p±△1
)
+
and choosing for each i ∈ I some
ji ∈ J with Qi ∩ Pji 6= ∅, we have:
ι well-defined and bounded
⇐⇒ θ well-defined and bounded
⇐⇒ p1 ≤ p2 and K :=
∥∥∥∥(vjiwi · |detTi|s · |detSji |p−11 −p−12 −s
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
<∞.
Furthermore, given p1 ≤ p2, we have
|||ι||| ≍ |||θ||| ≍ K,
where the implied constants only depend on
d, p1, p2, q1, q2,Q, εQ,P , εP , k (P ,Q) , Cmod (P ,Q) , Cw,Q, Cv,P , Cv,P,Q, CQ,Φ,p1 , CP,Ψ,p1 . ◭
Proof. In the whole proof, let us set Y := ℓq1w (I) and Z := ℓ
q2
v (J), as well as J0 := J . We now prove
each statement individually.
Ad (1): Remark 5.13 shows that the embedding
η : Y
([
ℓ
p△1
u(2)
(J0 ∩ Ji)
]
i∈I
)
→֒ Z|J0
satisfies |||η||| ≍ Kp△1 ,2
, where the implied constant only depends on p1, q1, q2, Cw,Q,Q, k (P ,Q).
Hence, the boundedness of ι, with
|||ι||| ≤ C · |||η||| ≤ C′ ·Kp△1 ,2
<∞
for suitable constants C,C′ as in the statement of the theorem, follows directly from Corollary 5.11.
Here, we also used Lemma 4.13 to estimate |||ΓQ|||ℓq1w →ℓ
q1
w
and |||ΓP |||ℓq2v →ℓ
q2
v
by quantities involving
only q1, q2,Q,P , Cw,Q, Cv,P .
Ad (2): First, note that C∞c (O
′) ⊂ C∞c (O) and hence C
∞
c (O) ⊂ DF (Q, L
p1 , ℓq1w )∩DF (P , L
p2 , ℓq2v ),
so that θ is always well-defined, but not necessarily bounded. Of course, in the present case, θ is
bounded by assumption.
Now, it is easy to see that Lemma 6.1 is applicable with K := O′ ⊂ O ∩ O′ . Picking any j ∈ J
and any ξ ∈ Pj ⊂ O
′ ⊂ O, there is some i ∈ I with ξ ∈ Qi. Hence, ξ ∈ K
◦ ∩ Q◦i ∩ P
◦
j , since by our
standing assumptions, Q and P are open coverings. Finally, δi ∈ Y = ℓ
q1
w (I) for arbitrary i ∈ I, so
that Lemma 6.1 yields p1 ≤ p2, as claimed.
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Next, note that our assumptions (in particular, boundedness of θ) imply that Theorem 6.13 (with
Y, Z, J0 as above) is applicable. Since Z = ℓ
q2
v (J) satisfies the Fatou property, this yields boundedness
of
η : ℓq1w
(
[ℓp1 (Ji)]i∈I
)
= Y
(
[ℓp1 (Ji ∩ J0)]i∈I
)
→֒ Z
|detSj |
p
−1
1
−p−1
2
= ℓq2[
vj ·|detSj |
p
−1
1
−p−1
2
]
j
(J) ,
with |||η||| ≤ C · |||θ||| for some constant
C = C (d, p1, p2, q2, k (P ,Q) ,Q,P , εP , CQ,Φ,p1 , Cv,P) .
Here, we used that the triangle constant CZ for Z = ℓ
q2
v (J) only depends on q2 and that Lemma 4.13
allows to estimate |||ΓP |||Z→Z in terms of q2,P , Cv,P .
But in view of Corollary 5.12 (with r = p1, u
(1) ≡ 1 and u(2) ≡ 1, as well as
(
vj · |detSj |
p−11 −p
−1
2
)
j∈J
instead of v), this entails∥∥∥∥∥
(
w−1i ·
∥∥∥∥(vj · |detSj |p−11 −p−12 )j∈Ji
∥∥∥∥
ℓq2·(p1/q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C′ · |||η||| ≤ CC′ · |||θ|||
for some constant C′ = C′ (p1, q1, q2, Cw,Q, NQ, k (P ,Q)). But the left-hand side of this estimate is
simply Kp1,1.
Ad (3): In this case, Theorem 6.17 (and the ensuing remark) show that the identity map
η : ℓq1w
([
ℓ2 (Ji)
]
i∈I
)
= Y
([
ℓ2 (J0 ∩ Ji)
]
i∈I
)
→֒ Z|J0 = ℓ
q2
v (J)
is well-defined and bounded, with |||η||| ≤ C · |||θ||| for some constant
C = C (d, p1, q1, q2,Q,P , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P) .
Here, we again used that the triangle constant CZ of Z = ℓ
q2
v (J) only depends on q2 and that Lemma
4.13 allows to estimate |||ΓQ|||Y→Y and |||ΓP |||Z→Z in terms of q1, q2,Q,P , Cw,Q and Cv,P .
The remainder of the proof proceeds precisely as in the previous case (with r = 2 instead of r = p1),
noting that we have
(
vj · |detSj |
p−11 −p
−1
2
)
j∈J
= v, since p1 = p2.
Ad (4): Let us first prove the estimate K . |||θ|||. To do this, it suffices to verify that the assumptions
of Theorem 6.21 are met; these consist of the following:
(1) Q is tight, and PJ0 = P is relatively Q-moderate. This holds by assumption.
(2) The weight v = v|J0 is relatively Q-moderate. Again, this holds by assumptions.
(3) There is r ∈ N0 and some C0 > 0 satisfying
λ (Qi) ≤ C0 · λ
( ⋃
j∈J0∩Ji
P r∗j
)
∀ i ∈ I0 for a certain set I0 ⊂ I .
But since we are assuming O = O′, we have Qi ⊂ O = O
′ =
⋃
j∈J Pj . Since we also have
J0 = J , we see that the preceding estimate is satisfied for C0 = 1 and r = 0.
(4) The assumptions of Lemma 6.19 are satisfied. This is indeed the case, as we will verify now.
First, P = PJ0 is almost subordinate to Q, as required in Lemma 6.19. Finally, we want to verify that
θ satisfies the properties of the map ι from that lemma. Hence, we have to verify
〈θf, ϕ〉D′ = 〈f, ϕ〉D′ ∀ϕ ∈ C
∞
c (O ∩O
′) and f ∈ D
Q,p1,ℓ
q1
w (I)
K ,
for a certain setK ⊂ O, which is defined in the statement of Lemma 6.19, but whose precise definition is
unimportant for us. Indeed, we haveK ⊂ O = O′ and hence θf = f for all f ∈ D
Q,p1,ℓ
q1
w (I)
K ⊂ C
∞
c (O
′),
which easily implies the desired identity from above.
All in all, we see that Lemma 6.19, and thus also Theorem 6.21 are applicable, so that we get
K . |||θ|||, with an implied constant as in the statement of the current theorem. In view of the second
part of the current theorem, it is clear that the boundedness of θ also entails p1 ≤ p2.
Next, if ι is bounded, it is clear that ι|C∞c (O′) = θ, so that we get K .
∣∣∣∣∣∣ ι|C∞c (O′) ∣∣∣∣∣∣ ≤ |||ι||| and
p1 ≤ p2.
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Hence, it remains to show that if p1 ≤ p2 and if K is finite, then ι is well-defined and bounded with
|||ι||| . K. In view of the first part of the theorem, it is thus sufficient to verify Kp△1 ,2
. K. But this
is a direct consequence of Remark 5.13; see in particular equation (5.24). 
One easy, but nevertheless frequently useful special case is when Q and P coincide.
Corollary 7.3. In addition to our standing assumptions, assume that Q = P. Then, the identity map
ι : DF (Q, L
p1 , ℓq1w )→ DF (Q, L
p2 , ℓq2v ), f 7→ f
is well-defined and bounded if and only if we have p1 ≤ p2 and if
K :=
∥∥∥∥(|detTi|p−11 −p−12 · viwi
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
<∞.
More precisely, in case of p1 ≤ p2, we have |||ι||| ≍ K, where the implied constants only depend on
d, p1, p2, q1, q2,Q, εQ, Cw,Q, Cv,Q, CQ,Φ,p1 . ◭
Proof. We apply part (4) of Theorem 7.2 (with Q = P). First of all, P(= Q) is almost subordinate to
Q with k (P ,Q) = 0, since we have Pj = Qj ⊂ Q
0∗
j for all j ∈ J = I. Next, note that P(= Q) and v
are clearly relatively Q-moderate, with Cmod (P ,Q) = C (d, CQ) and Cv,P,Q = C (Cv,Q), cf. equation
(3.11). Furthermore, Q and P(= Q) both cover the same set O, so that part (4) of Theorem 7.2 is
indeed applicable.
Thus, we see that ι is well-defined and bounded if and only if we have p1 ≤ p2 and if
K˜ :=
∥∥∥∥(vjiwi · |detTi|s · |detSji |p−11 −p−12 −s
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
is finite, where s =
(
1
q2
− 1
p±△1
)
+
and where for each i ∈ I, some ji ∈ Ji can be arbitrarily selected.
Because of Q = P , we can simply choose ji := i, so that we get
K˜ =
∥∥∥∥(|detTi|p−11 −p−12 · viwi
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
.
Now, all claims follow from part (4) of Theorem 7.2. 
As our next result, compared to Theorem 7.2, we consider the “reverse” case, in which Q is almost
subordinate to P . We remark that the following theorem is an improved version of [39, Theorem 5.4.4]
from my PhD thesis.
Theorem 7.4. In addition to our standing assumptions, assume that Q is almost subordinate to P .
Note that this entails O ⊂ O′.
For j ∈ J , let
Ij := {i ∈ I : Qi ∩ Pj 6= ∅}
and for r ∈ (0,∞], define
Kr :=
∥∥∥∥∥
(
vj ·
∥∥∥∥(|det Ti|p−11 −p−12 /wi)i∈Ij
∥∥∥∥
ℓr·(q1/r)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞] . (7.1)
Then, the following hold:
(1) If we have p1 ≤ p2 and if Kp▽2 <∞, then
ι : DF (Q, L
p1 , ℓq1w )→ DF (P , L
p2, ℓq2v ), f 7→
∑
i∈I
ϕif
is well-defined and bounded, with |||ι||| ≤ C1 ·Kp▽2 for some constant
C1 = C1 (d, p1, p2, q1, q2,Q,P , k (Q,P) , CQ,Φ,p1 , CP,Ψ,p2 , Cv,P ) .
Furthermore, the following hold:
(a) For each f ∈ DF (Q, L
p1 , ℓq1w ) ≤ D
′ (O), the distribution ιf ∈ D′ (O′) is an extension of f
onto C∞c (O
′), i.e., 〈ιf, g〉D′ = 〈f, g〉D′ for all g ∈ C
∞
c (O) ⊂ C
∞
c (O
′).
(b) For each f ∈ C∞c (O), we have ιf = f .
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(2) Conversely, if the identity map
θ :
(
C∞c (O) , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→ DF (P , L
p2 , ℓq2v ), f 7→ f
is bounded, then we have p1 ≤ p2 and
Ks ≤ C2 · |||θ||| <∞ with s :=
{
p2, if p2 <∞,
1 = p▽2 , if p2 =∞,
for some constant
C2 = C2 (d, p1, p2, q1, q2,Q, εQ,P , k (Q,P) , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P) .
(3) Under the assumptions of the preceding point, if p1 = p2 =: p and
s :=
{
1 if p =∞,
min {2, p} , if p <∞,
then Ks ≤ C3 · |||θ||| <∞ for some constant
C3 = C3 (d, p1, q1, q2,Q,P , k (Q,P) , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P) .
(4) Finally, if we have O = O′ and if Q and w are relatively P-moderate, then we have the following
equivalence (with ι, θ as above): Choosing for each j ∈ J some ij ∈ I with Pj ∩Qij 6= ∅, we have:
ι well-defined and bounded
⇐⇒ θ well-defined and bounded
⇐⇒ p1 ≤ p2 and
K :=
∥∥∥∥∥
(
vj
wij
· |detTij |
p−11 −p
−1
2 −s · |detSj |
s
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
<∞, where s :=
(
1
p▽2
−
1
q1
)
+
.
Furthermore, given p1 ≤ p2, we have
|||ι||| ≍ |||θ||| ≍ K,
where the implied constants only depend on
d, p1, p2, q1, q2,Q,P , εQ, εP , k (Q,P) , Cmod (Q,P) , Cw,Q,P , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p2 . ◭
Proof. For the whole proof, set Y := ℓq1w (I), Z := ℓ
q2
v (J) and I0 := I. We now prove each statement
individually.
Ad (1): Remark 5.9 shows that the embedding η from Corollary 5.7 (with I0 = I) satisfies
|||η||| ≍
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)
i∈Ij
∥∥∥∥
ℓp
▽
2 ·(q1/p
▽
2 )
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
= Kp▽2 ,
where the implied constant only depends on q1, q2, p2, NP , k (Q,P) , Cv,P .
Since we also assume p1 ≤ p2, Corollary 5.7 shows that the stated map ι is well-defined and bounded
and satisfies property (1a), since I0 = I. Furthermore, since Φ = (ϕi)i∈I is a locally finite partition of
unity on O, we have for g ∈ C∞c (O) that g =
∑
i∈I ϕig = ιg, where only finitely many terms do not
vanish.
Finally, Corollary 5.7 even yields |||ι||| . |||η|||, where the implied constant only depends on quantities
mentioned in the current theorem—at least, once we use Lemma 4.13 to estimate |||ΓP |||Z→Z in terms
of q2,P , Cv,P .
Ad (2): The present assumptions show that Lemma 6.1 (with K = O ⊂ O∩O′) is applicable. Now,
for i ∈ I and arbitrary ξ ∈ Qi ⊂ O ⊂ O
′, we get ξ ∈ Qi ∩ Pj 6= ∅ for some j ∈ J . But since Q,P are
open coverings, we get K◦ ∩Q◦i ∩ P
◦
j 6= ∅, so that Lemma 6.1 yields p1 ≤ p2.
Next, note that Z = ℓq2v (J) satisfies the Fatou property and that our assumptions imply that
Theorem 6.15 is applicable, so that the embedding
η : ℓq1(
|detTi|
p
−1
2 −p
−1
1 ·wi
)
i
(I) = (Y |I0)|detTi|p
−1
2 −p
−1
1
→֒ Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
= ℓq2v
(
[ℓs (Ij)]j∈J
)
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is well-defined and bounded, with |||η||| ≤ C · |||θ||| for some constant
C = C (d, p1, p2, q1, q2,Q, εQ,P , k (Q,P) , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P ) .
Here, we again used Lemma 4.13 to estimate |||ΓQ|||Y→Y and |||ΓP |||Z→Z in terms of q1, q2,Q,P , Cw,Q
and Cv,P , and we also used that the triangle constant CZ of Z = ℓ
q2
v (J) only depends on q2.
But in view of Corollary 5.8 (with J0 = J , u ≡ 1, r = s and
(
|detTi|
p−12 −p
−1
1 · wi
)
i∈I
instead of w),
the boundedness of η entails∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)i∈Ij
∥∥∥∥
ℓs·(q1/s)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
≤ C′ · |||η||| ≤ C′C · |||θ|||
for some constant C′ = C′ (q1, q2, p2,P , k (Q,P) , Cv,P). But the left-hand side of this estimate is
simply Ks.
Ad (3): In this case, Theorem 6.18 shows that
η : Y |I0 →֒ Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
is well-defined and bounded, with |||η||| ≤ C · |||θ||| for some constant
C = C (d, p1, q1, q2,Q,P , k (Q,P) , CQ,Φ,p1 , CP,Ψ,p2 , Cw,Q, Cv,P ) .
Here, we again used that the triangle constant CZ of Z = ℓ
q2
v (J) only depends on q2 and that Lemma
4.13 allows to estimate |||ΓQ|||Y→Y and |||ΓP |||Z→Z in terms of q1, q2,Q,P , Cw,Q and Cv,P .
The rest of the proof is as in the previous case, noting that we have
(
|detTi|
p−12 −p
−1
1 · wi
)
i∈I
= w,
since p1 = p2.
Ad (4): Under the present assumptions, let us first assume that θ is well-defined and bounded. As
seen above, this yields p1 ≤ p2, so that it suffices to show K . |||θ|||, with an implied constant as
stated. To see this, we want to apply Theorem 6.23, with J0 := J . In the notation of that theorem,
this implies
I0 = {i ∈ I : Ji ∩ J0 6= ∅} = {i ∈ I : Ji 6= ∅}
= {i ∈ I : ∃ j ∈ J : Qi ∩ Pj 6= ∅}
(since P covers O′) = {i ∈ I : Qi ∩ O
′ 6= ∅} = I,
where the last step used that we have O′ = O and that each Qi is nonempty. Now, let us verify
assumptions (1)–(4) of Theorem 6.23:
(1) Since P =
(
SjP
′
j + cj
)
j∈J
is a tight semi-structured covering, there is for ε := εP for each
j ∈ J = J0 some ξj = cj ∈ Rd with Bε (ξj) ⊂ P ′j . Particularly, Sj [Bε (ξj)]+cj ⊂ Pj ⊂ O
′ = O,
as desired.
(2) By assumption, QI0 = Q is almost subordinate to P .
(3) By assumption, QI0 = Q is relatively P-moderate.
(4) By assumption, the weight w = w|I0 is relatively P-moderate.
Finally, in view of
⋃
i∈I0
Qi = O we see that the map ι from Theorem 6.23 coincides with θ from
the current theorem. In particular, ι (as in Theorem 6.23) is bounded, so that Theorem 6.23 shows
K ≤ C|||θ||| <∞ for some constant
C = C (d, p1, p2, q1, q2,Q,P , εQ, εP , k (Q,P) , Cmod (Q,P) , Cw,Q, Cv,P , Cw,Q,P , CQ,Φ,p1 , CP,Ψ,p2) ,
as desired.
Now, by the properties of ι shown in the first part of the present theorem, we see that θ is a
restriction of ι. In particular, if ι is bounded, then so is θ, so that we get p1 ≤ p2 and K . |||θ||| ≤ |||ι|||.
Finally, we need to show that p1 ≤ p2 and K <∞ together imply that ι is bounded. In view of the
first part of the current theorem, it suffices to show Kp▽2 . K. But this is an immediate consequence of
the second part of Corollary 5.8 (with J0 = J , ui = |detTi|
p−11 −p
−1
2 , r = p▽2 , and I0 = I), once we verify
its assumptions. But the only assumptions which are not obviously implied by the present ones are the
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relative moderateness of u =
(
|detTi|
p−11 −p
−1
2
)
i∈I
—which holds since Q is relatively P-moderate—and
the existence of s ∈ N0 and C0 > 0 satisfying
λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qs∗i
)
∀ j ∈ J .
But since we have Pj ⊂ O
′ = O and since Q covers O, we have Pj ⊂
⋃
i∈Ij
Qi. Since we have I0 = I,
we can thus take C0 = 1 and s = 0.
Finally, the implicit constant in the estimate Kp▽2 . K provided by Corollary 5.8 only depends on
d, q1, q2, p1, p2,Q,P , εQ, εP , k (Q,P) , Cmod (Q,P) , Cw,Q,P , Cv,P . 
Our final theorem in this summary is concerned with the “intermediate” case in which some part of
Q is almost subordinate to P , while some part of P is almost subordinate to Q.
Strictly speaking, the two preceding theorems are special cases of this theorem. We nevertheless
stated them separately, since their application is much more convenient than invoking the following
theorem, which is an improved version of [39, Theorem 5.4.5] from my PhD thesis.
Theorem 7.5. In addition to our standing assumptions, suppose that we have
∅ 6= O ∩O′ = A ∪B
for certain sets A,B ⊂ Rd, and such that the following additional properties are satisfied:
(1) With IA := {i ∈ I : Qi ∩ A 6= ∅}, the family QIA := (Qi)i∈IA is almost subordinate to P .
(2) With JB := {j ∈ J : Pj ∩B 6= ∅}, the family PJB := (Pj)j∈JB is almost subordinate to Q.
For r ∈ (0,∞] and ℓ ∈ {1, 2}, define
K(1)r :=
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)i∈Ij∩IA
∥∥∥∥
ℓr·(q1/r)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞]
K(2,ℓ)r :=
∥∥∥∥(w−1i · ∥∥∥(vj / u(ℓ)i,j )j∈Ji∩JB∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞] ,
with
u
(1)
i,j := |detSj|
p−12 −p
−1
1 and u
(2)
i,j :=
|detSj |
p−12 −1 · |detTi|
1−p−11 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
Then the following hold:
(1) If p1 ≤ p2 and if K
(1)
p▽2
<∞ and K
(2,2)
p△1
<∞, then there is a bounded linear map
ι : DF (Q, L
p1 , ℓq1w )→ DF (P , L
p2 , ℓq2v )
with |||ι||| . K
(1)
p▽2
+K
(2,2)
p△1
, where the implied constant only depends on
d, p1, p2, q1, q2,Q,P , k (QIA ,P) , k (PJB ,Q) , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p1 ,
and with the following additional properties:
(a) For f ∈ DF (Q, L
p1 , ℓq1w ) ≤ D
′ (O), we have
〈f, g〉D′ = 〈ιf, g〉D′ ∀ g ∈ C
∞
c (O ∩O
′) .
In particular, if O = O′, then ιf = f for all f ∈ DF (Q, L
p1 , ℓq1w ) ≤ D
′ (O).
(b) If f ∈ DF (Q, L
p1 , ℓq1w ) is given by (integration against) a measurable function f : R
d → C
with f ∈ L1loc (O ∪O
′) and with f = 0 almost everywhere on O′ \ O, then ιf = f as elements
of D′ (O′).
(c) In particular, ιf = f for all f ∈ C∞c (O ∩O
′).
(d) For f ∈ DF (Q, L
p1 , ℓq1w ), we have supp ιf ⊂ O
′ ∩ supp f , where the closure supp f is taken in
Rd.
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(2) Conversely, if the identity map
θ :
(
C∞c (O ∩O
′) , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→ DF (P , L
p2 , ℓq2v ), f 7→ f
is bounded, then the following hold:
(a) p1 ≤ p2,
(b) K
(1)
s . |||θ||| with s =
{
1, if p2 =∞,
p2, otherwise,
(c) K
(2,1)
p1 . |||θ|||.
Here, all implied constants only depend on
d, p1, p2, q1, q2,Q,P , εQ, εP , k (QIA ,P) , k (PJB ,Q) , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p2 .
(3) Under the assumptions of the previous case, if additionally p1 = p2, we also have K
(1)
2 . |||θ||| and
K
(2,1)
2 . |||θ|||, where the implied constants only depend on
d, p1, q1, q2,Q,P , k (QIA ,P) , k (PJB ,Q) , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p2 .
(4) Finally, if
(a) O = O′, and
(b) QIA and w|IA are relatively P-moderate, and
(c) PJB and v|JB are relatively Q-moderate,
then the following equivalence holds:
θ bounded ⇐⇒ ι bounded ⇐⇒
(
p1 ≤ p2 and K
(1) <∞ and K(2) <∞
)
,
where for each j ∈ J \ JB , some ij ∈ Ij and for each i ∈ I
(B), some ji ∈ Ji ∩ JB is selected, to
define
K(1) :=
∥∥∥∥∥
(
vj
wij
· |detTij |
p−11 −p
−1
2 −s1 · |detSj |
s1
)
j∈J\JB
∥∥∥∥∥
ℓq2·(q1/q2)
′
with s1 :=
(
1
p▽2
−
1
q1
)
+
,
K(2) :=
∥∥∥∥(vjiwi · |detTi|s2 · |detSji |p−11 −p−12 −s2
)
i∈I(B)
∥∥∥∥
ℓq2·(q1/q2)
′
with s2 :=
(
1
q2
−
1
p±△1
)
+
,
where I(B) := {i ∈ I : JB ∩ Ji 6= ∅}.
Precisely, given p1 ≤ p2, we have |||θ||| ≍ |||ι||| ≍ K
(1) +K(2), where the implied constant only
depends on d, p1, p2, q1, q2 and on
Q,P , εQ, εP , k (QIA ,P) , k (PJB ,Q) , CQ,Φ,p1 , CP,Ψ,p1 ,
Cmod (QIA ,P) , Cmod (PJB ,Q) , Cw,Q, Cv,P , Cw|IA ,Q,P , Cv|JB ,P,Q. ◭
Proof. For the whole proof, let Y := ℓq1w (I) and Z := ℓ
q2
v (J). We will prove each statement individually.
Ad (1): This is an immediate consequence of Corollary 5.14, cf. in particular the last statement
of that corollary and the ensuing remark. Also note that the triangle constant of Z = ℓq2v (J) only
depends on q2 and that Lemma 4.13 can be used to estimate |||ΓQ|||Y→Y and |||ΓP |||Z→Z only in terms
of q1, q2,Q,P , Cw,Q and Cv,P .
Ad (2): First, note that we can apply Lemma 6.1 with K := O∩O′. Thus, choose some ξ ∈ O∩O′,
which is possible since O ∩ O′ 6= ∅ by assumption. Since Q and P are open covers of O and O′,
respectively, there are i ∈ I and j ∈ J with
ξ ∈ Qi ∩ Pj ∩K = Q
◦
i ∩ P
◦
j ∩K
◦.
Furthermore, δi ∈ Y = ℓ
q1
w (I), so that Lemma 6.1 yields p1 ≤ p2, by boundedness of θ.
Next, we apply Theorem 6.13, with J0 := JB. Note that PJ0 is almost subordinate to Q by
assumption. In particular, K :=
⋃
j∈J0
Pj satisfies K ⊂ O ∩ O
′, so that the map ι := θ|DK , with
DK =
{
f ∈ C∞c
(
Rd
)
: supp f ⊂ K
}
⊂ C∞c (O ∩O
′) ⊂ DF (Q, L
p1 , ℓq1w ), i.e. with DK = D
Q,p1,ℓ
q1
w (I)
K ,
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satisfies the assumptions of Theorem 6.13. Since Z = ℓq2v (J) satisfies the Fatou property, this implies
that the embedding
η : ℓq1w
(
[ℓp1 (Ji ∩ JB)]i∈I
)
→֒ (ℓq2v (JB))|detSj |p
−1
1 −p
−1
2
= ℓq2[
|detSj |
p
−1
1 −p
−1
2 ·vj
]
j
(JB) ,
is bounded with |||η||| . |||θ|DK ||| ≤ |||θ|||, where the implied constant only depends on
d, p1, p2, q2, k (PJB ,Q) ,Q,P , εP , CQ,Φ,p1 , Cv,P ,
since the triangle constant for Z = ℓq2v (J) only depends on q2 and since Lemma 4.13 allows us to
estimate |||ΓP |||Z→Z only in terms of q2,P , Cv,P .
Finally, an application of Corollary 5.12 (with r = p1, u ≡ 1, u
(1) ≡ 1 and u(2) ≡ 1) yields
|||η||| ≍ K
(2,1)
p1 , where the implied constant only depends on p1, q1, q2,Q, k (PJB ,Q) , Cw,Q.
To prove the statement involving K
(1)
s , we invoke Theorem 6.15, with I0 = IA. To see that it is
applicable, note that we have K :=
⋃
i∈I0
Qi ⊂ O ∩ O
′, since QIA is almost subordinate to P . As
above, this implies that the map ι := θ|DK satisfies the assumptions of Theorem 6.15. Since Z = ℓ
q2
v (J)
satisfies the Fatou property, this yields boundedness of
η : ℓq1(
|detTi|
p
−1
2 −p
−1
1 ·wi
)
i
(IA) = (Y |I0)|detTi|p
−1
2 −p
−1
1
→֒ Z
(
[ℓs (I0 ∩ Ij)]j∈J
)
= ℓq2v
(
[ℓs (IA ∩ Ij)]j∈J
)
.
Precisely, we get |||η||| . |||θ|DK ||| ≤ |||θ|||, where the implied constant only depends on
d, p1, p2, q1, q2,Q,P , εQ, k (QIA ,P) , Cw,Q, Cv,P , CQ,Φ,p1 , CP,Ψ,p2 ,
by the usual arguments involving Lemma 4.13. But by Corollary 5.8 (with J0 = J , r = s, u ≡ 1 and(
|detTi|
p−12 −p
−1
1 · wi
)
i
instead of w), we have K
(1)
s . |||η|||, where the implied constant only depends
on p2, q1, q2,P , k (QIA ,P) , Cv,P .
Ad (3): The proof is similar to the previous case, but using Theorems 6.17 and 6.18 (and the ensuing
remarks) instead of Theorems 6.13 and 6.15, respectively.
Ad (4): Let us first assume that θ is bounded. As seen above, this yields p1 ≤ p2. We want to show
that also K(1) . |||θ||| and K(2) . |||θ|||.
For the first part, we invoke Theorem 6.23, with J0 := J \ JB. Let us verify the prerequisites of
that theorem. First of all, we need to verify that QI0 is almost subordinate to and relatively moderate
with respect to P , where
I0 = {i ∈ I : Ji ∩ J0 6= ∅} .
But for i ∈ I0, there is some j ∈ J0 ∩Ji, which yields existence of some ξ ∈ Qi ∩Pj ⊂ O∩O
′ = A∪B.
In case of ξ ∈ B, we would have j ∈ JB , in contradiction to j ∈ J0. Hence, ξ ∈ A, so that we get
i ∈ IA, since ξ ∈ A ∩Qi. Thus, we have shown I0 ⊂ IA.
Since QIA is almost subordinate to and relatively moderate with respect to P , so is QI0 , with
k (QI0 ,P) ≤ k (QIA ,P) and Cmod (QI0 ,P) ≤ Cmod (QIA ,P). Furthermore, since w|IA is relatively P-
moderate, so is w|I0 , with Cw|I0 ,Q,P ≤ Cw|IA ,Q,P . Finally, since P is tight and since we have O = O
′,
assumption (1) of Theorem 6.23 is also satisfied (with ε = εP). All in all, we have verified assumptions
(1)–(4) of that theorem. Finally, note that we have CP,Ψ,p2 . CP,Ψ,p1 , where the implied constant
only depends on d, p1,P , cf. Corollary 5.4.
Thus, it remains to verify boundedness of the map ι as defined in Theorem 6.23. But since the set
K defined in Theorem 6.23 satisfies K ⊂ O ∩ O′, we see that this map ι satisfies ι = θ|DK and hence
|||ι||| ≤ |||θ||| <∞. Hence, Theorem 6.23 yields a constant C > 0, depending only on
d, p1, p2, q1, q2, k (QIA ,P) , Cmod (QIA ,P) ,Q,P , εQ, εP , Cw,Q, Cv,P , Cw|IA ,Q,P , CQ,Φ,p1 , CP,Ψ,p1 ,
which satisfies K(1) ≤ C · |||ι||| ≤ C · |||θ||| <∞.
To show K(2) . |||θ|||, we invoke Theorem 6.21, with J0 := JB. Let us first verify assumptions
(1)–(3) of that theorem. The first two of these are direct consequences of our assumptions and our
choice of J0 = JB. For the last one, we need to find C0 > 0 and r ∈ N0 satisfying
λ (Qi) ≤ C0 · λ
( ⋃
j∈J0∩Ji
P r∗j
)
∀ i ∈ I0 := {i ∈ I : J0 ∩ Ji 6= ∅} = I
(B) . (7.2)
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To this end, set k := k (QIA ,P) and let i ∈ I
(B) be arbitrary. We distinguish two cases:
Case 1. We have i ∈ IA. Because of i ∈ I0 = I
(B), there is some ℓ ∈ J0 ∩ Ji, i.e. with Qi ∩ Pℓ 6= ∅.
Since i ∈ IA and because QIA is almost subordinate to P , Lemma 2.11 yields the inclusion
Qi ⊂ P
(2k+2)∗
ℓ ⊂
⋃
j∈J0∩Ji
P
(2k+2)∗
j .
Case 2. We have i /∈ IA, i.e. Qi ∩ A = ∅. But we have Qi ⊂ O = O ∩ O′ = A ∪ B, so that we
get Qi ⊂ B. Now, let ξ ∈ Qi ⊂ B ⊂ O ∩ O
′ = O′ be arbitrary. Then there is some ℓ ∈ J
with ξ ∈ Pℓ. Since ξ ∈ B, we get ξ ∈ Pℓ ∩ B 6= ∅ and hence ℓ ∈ JB = J0, i.e. ℓ ∈ J0 ∩ Ji,
which implies ξ ∈ Pℓ ⊂
⋃
j∈J0∩Ji
Pj ⊂
⋃
j∈J0∩Ji
P
(2k+2)∗
j . Since ξ ∈ Qi was arbitrary, we
get Qi ⊂
⋃
j∈J0∩Ji
P
(2k+2)∗
j .
Together, the two cases easily show that we can choose r = 2k + 2 and C0 = 1.
We have thus verified all prerequisites formulated in Theorem 6.21 itself; but note that the prereq-
uisites of the theorem also include those of Lemma 6.19, which we verify now. First of all, PJ0 = PJB
is almost subordinate to Q, so that it remains to establish the existence of a bounded linear map
ι :
(
D
Q,p1,ℓ
q1
w (I)
K , ‖•‖DF(Q,Lp1 ,ℓq1w )
)
→ DF (P , L
p2, ℓq2v )
with 〈ιf, ϕ〉D′ = 〈f, ϕ〉D′ for all ϕ ∈ C
∞
c (O ∩O
′) and all f ∈ D
Q,p1,ℓ
q1
w (I)
K , where
K =
⋃
i∈I0
Q
(2k+3)∗
i ⊂ O = O ∩O
′.
But given our present assumptions, it is easy to see that ι = θ|
D
Q,p1,ℓ
q1
w (I)
K
satisfies these properties.
All in all, we can thus apply Theorem 6.21, so that we get a constant C > 0, depending only on
d, p1, p2, q1, q2,Q, εQ,P , εP , k (QIA ,P) , k (PJB ,Q) , Cmod (PJB ,Q) , Cw,Q, Cv,P , Cv|JB ,P,Q, CQ,Φ,p1 ,
which satisfies K(2) ≤ C · |||ι||| ≤ C · |||θ||| <∞.
Next, if ι is bounded, the properties of ι from part (1) (together with O = O′) imply ιf = f for all
f ∈ DF (Q, L
p1 , ℓq1w ), so that the map θ from part (2) satisfies θ = ι|C∞c (O). In view of what we just
showed, we thus get p1 ≤ p2, K
(1) . |||θ||| ≤ |||ι||| and K(2) . |||θ||| ≤ |||ι|||.
It thus remains to show that ι is bounded if p1 ≤ p2, K
(1) < ∞ and K(2) < ∞. To this end, we
will show that the assumptions of Corollary 5.14 are satisfied. All of these assumptions are trivially
included in those of the present theorem, with the exception of finiteness of the right-hand sides of
equations (5.25) and (5.26), which we will verify now.
First, note that the second part of Corollary 5.8 (with J0 := J \ JB, with I0 := L :=
⋃
j∈J\JB
Ij
and with r = p▽2 and ui := |det Ti|
p−11 −p
−1
2 ) yields
r.h.s. of eq. (5.25) =
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)
i∈Ij
∥∥∥∥
ℓp
▽
2 ·(q1/p
▽
2 )
′
)
j∈J\JB
∥∥∥∥∥
ℓq2·(q1/q2)
′
(since Ij⊂L=I0 for j∈J0=J\JB) =
∥∥∥∥(vj · ∥∥∥(ui/wi)i∈I0∩Ij∥∥∥ℓp▽2 ·(q1/p▽2 )′)j∈J0
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥∥∥
vj · uij
wij
·
[
|detSj |
/∣∣detTij ∣∣]
(
1
p▽
2
− 1q1
)
+

j∈J(0)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
(∗)
= K(1) <∞, (7.3)
with J (0) := {j ∈ J0 : I0 ∩ Ij 6= ∅} and with an implied constant only depending on
d, p1, p2, q1,Q,P , εQ, εP , k (QIA ,P) , Cmod (QIA ,P) , Cw|IA ,Q,P .
The prerequisites for the application of Corollary 5.8 from above are not hard to verify: As seen in
Corollary 5.14, we have I0 = L ⊂ IA, so that QI0 is almost subordinate to and relatively moderate with
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respect to P , since QIA is. We also get Cmod (QI0 ,P) ≤ Cmod (QIA ,P) and k (QI0 ,P) ≤ k (QIA ,P).
Hence, the only nontrivial point is to establish existence of C0 > 0 and s ∈ N0 satisfying
λ (Pj) ≤ C0 · λ
( ⋃
i∈I0∩Ij
Qs∗i
)
∀ j ∈ J0 .
But since we have I0∩Ij = L∩Ij = Ij for all j ∈ J0 = J \JB, and because of Pj ⊂ O
′ = O =
⋃
i∈I Qi,
we easily see Pj ⊂
⋃
i∈Ij
Qi =
⋃
i∈I0∩Ij
Q0∗i for all j ∈ J0, so that we can choose C0 = 1 and s = 0.
Finally, to justify the step marked with (∗) in estimate (7.3), note that we have uij = |detTij |
p−11 −p
−1
2
and that we have I0 ∩ Ij = Ij 6= ∅ for all j ∈ J0, since ∅ 6= Pj ⊂
⋃
i∈I0∩Ij
Qi, as we just saw. Hence,
J (0) = J0 = J \ JB.
We have thus established finiteness of the right-hand side of equation (5.25).
To establish finiteness of the right-hand side of equation (5.26), we apply the second part of Corollary
5.12, with r = p△1 , J0 = JB and
u
(1)
i :=
{
|detTi|
1−p−11 , if p1 < 1,
1, if p1 ≥ 1,
as well as u
(2)
j :=
{
|detSj |
p−12 −1 , if p1 < 1,
|detSj |
p−12 −p
−1
1 , if p1 ≥ 1.
All of the prerequisites of Corollary 5.12 are easily seen to be fulfilled, with the possible exception of
λ (Qi) ≤ C0 · λ
( ⋃
j∈J0∩Ji
P s∗j
)
∀ i ∈ I(0) = {i ∈ I : J0 ∩ Ji 6= ∅} = I
(B).
But following equation (7.2), we verified exactly this estimate, for C0 = 1 and s = 2k + 2, for
k = k (QIA ,P). All in all, Corollary 5.12 thus yields
r.h.s. of eq. (5.26) =
∥∥∥∥(w−1i · ∥∥∥(vj/ui,j)j∈J0∩Ji∥∥∥ℓq2·(p△1 /q2)′
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥∥∥
w−1i · vjiui,ji ·
[
|detTi|
/
|detSji |
]( 1
q2
− 1
p
△
1
)
+

i∈I(B)
∥∥∥∥∥∥
ℓq2·(q1/q2)
′
(cf. Remark 5.13) = K(2) <∞,
where the implied constant only depends on
d, p1, p2, q2,Q,P , εQ, εP , k (QIA ,P) , k (PJB ,Q) , Cmod (PJB ,Q) , Cv|JB ,P,Q.
Finally, we can invoke Corollary 5.14 to conclude that ι is bounded, with
|||ι||| ≤ C · [(r.h.s. of eq. (5.25)) + (r.h.s. of eq. (5.26))] ,
for some constant
C = C (d, p1, p2, q1, q2,Q,P , k (PJB ,Q) , k (QIA ,P) , CQ,Φ,p1 , CP,Ψ,p1 , Cw,Q, Cv,P ) ,
thereby completing the proof. 
7.2. Embeddings between decomposition spaces: A user’s guide. We close this section with a
user’s guide which describes a convenient workflow for deciding the existence of an embedding between
decomposition spaces. Concrete applications of (essentially) this workflow are given in Section 9. The
typical approach is as follows:
(1) Determine the coverings Q,P (and the remaining parameters p1, p2, q1, q2, w, v) which define the
decomposition spaces for which an embedding DF (Q, L
p1 , ℓq1w ) →֒ DF (P , L
p2 , ℓq2v ) is desired.
(2) If p1 > p2, the embedding does not exist. Thus, assume in the following that p1 ≤ p2.
(3) Determine whether P is almost subordinate to Q or vice versa (or neither). Probably the most
convenient way to do this is as follows:
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(a) Determine upper and lower bounds (in terms of set-inclusion) for the intersection sets
Ij := {i ∈ I : Qi ∩ Pj 6= ∅} and Ji := {j ∈ J : Pj ∩Qi 6= ∅} .
This amounts to finding conditions on i, j which ensure/prevent Qi ∩Pj 6= ∅. This step is the
(only) one in which the geometry of the two coverings plays a significant role.
(b) If we have supj∈J |Ij | < ∞, then P is weakly subordinate to Q. If P consists of path-
connected sets and if Q is an open covering, then this implies that P is almost subordinate to
Q, cf. Lemma 2.12.
The same holds if Q and P are exchanged everywhere and if the condition supj∈J |Ij | <∞ is
replaced by supi∈I |Ji| <∞.
(4) A quick check: If p1 = p2, try to prove/disprove that vj . wi if Qi ∩ Pj 6= ∅. If this fails, the
embedding does not exist.
(5) Determine whether P and v are relatively moderate with respect to Q (or vice versa).
This amounts to showing that any two sets Pj , Pℓ with j, ℓ ∈ Ji have essentially the same
measure, λ (Pj) ≍ λ (Pℓ) and that vj ≍ vℓ for j, ℓ ∈ Ji. Of course, this depends on having good
upper bounds for the sets (Ji)i∈I . Usually, this step will yield sequences γ
(1)
i , γ
(2)
i satisfying
λ (Pj) ≍ γ
(1)
i and vj ≍ γ
(2)
i for j ∈ Ji and i ∈ I. (7.4)
(6) Choose the right criterion to use:
(a) If Q is almost subordinate to P : Consider Theorem 7.4. Specifically:
(i) If Q and w are relatively P-moderate: Use part (4) of Theorem 7.4. This requires only
to check whether a single norm is finite, which can usually be easily done (using the
equivalents of the weights γ(1) and γ(2) from equation (7.4)). Furthermore, this yields a
complete characterization of the existence of the embedding, i.e. a yes/no answer.
(ii) If Q or w are not relatively P-moderate: Consider the expression
K (r) :=
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)
i∈Ij
∥∥∥∥
ℓr·(q1/r)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞]
from Theorem 7.4 (equation (7.1)) for general r ∈ (0,∞]. More precisely, determine for
which values of r the expression K (r) is finite. For this, it could be helpful to note
1
r·(q1/r)
′ =
(
r−1 − q−11
)
+
. In particular, r 7→ K (r) is non-increasing.
The following hold:
(A) If K (p▽2 ) <∞, the embedding exists.
(B) If K (p2) =∞ or if p2 =∞ and K (p
▽
2 ) =∞, the embedding does not exist.
(C) If p1 = p2 and K (2) =∞, the embedding does not exist.
(D) If none of the cases above applies, the (convenient) criteria given in this paper are
inconclusive.
(b) If P is almost subordinate to Q: Consider Theorem 7.2. Specifically:
(i) If P and v are relatively Q-moderate: Use part (4) of Theorem 7.2. This requires only to
check whether a single norm is finite, which can usually be easily done (using the weights
γ(1) and γ(2) from equation (7.4)). Furthermore, this yields a complete characterization of
the existence of the embedding, i.e. a yes/no answer.
(ii) If P or v are not relatively Q-moderate: Consider the expression
K (r, α, β) :=
∥∥∥∥∥
(
w−1i · |detTi|
α
·
∥∥∥∥(|detSj |β · vj)j∈Ji
∥∥∥∥
ℓq2·(r/q2)
′
)
i∈I
∥∥∥∥∥
ℓq2·(q1/q2)
′
∈ [0,∞]
for general r ∈ (0,∞] and α, β ∈ R. Then,
(A) If p1 ≥ 1 and if K
(
p△1 , 0, p
−1
1 − p
−1
2
)
<∞, the embedding exists.
(B) If p1 < 1 and if K
(
p△1 , p
−1
1 − 1, 1− p
−1
2
)
<∞, the embedding exists.
(C) If K
(
p1, 0, p
−1
1 − p
−1
2
)
=∞, the embedding does not exist.
(D) If p1 = p2 and K (2, 0, 0) =∞, the embedding does not exist.
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(E) If none of the cases above applies, the (convenient) criteria given in this paper are
inconclusive.
(c) If neither Q is almost subordinate to P , nor vice versa:
(i) Try to find sets A,B satisfying A∪B = O∩O′ and such that Q is “smaller than” P “near”
A and vice versa “near” B. Precisely, such that if
IA := {i ∈ I : Qi ∩ A 6= ∅} and JB := {j ∈ J : Pj ∩B 6= ∅} ,
then QIA := (Qi)i∈IA is almost subordinate to P and PJB := (Pj)j∈JB is almost subordi-
nate to Q.
If such sets can be found, use Theorem 7.5. A more detailed explanation of this is outside
of the scope of this user’s guide. See the mentioned theorem for more details.
If no sets A,B as above can be found, see the next two points for further options.
(ii) If a sufficient criterion is desired:
(A) Try to find a covering R such that Q and P are both almost subordinate to R or
such that R is almost subordinate to both Q and P . Then, use the preceding criteria
to establish a chain of embeddings
DF (Q, L
p1 , ℓq1w ) →֒ DF (R, L
p3 , ℓq3u ) →֒ DF (P , L
p2 , ℓq2v )
for suitably selected parameters p3, q3 and a suitable weight u.
(B) Try to apply the (very general) Theorem 5.6. This theorem does not require subor-
dinateness of any kind, but its prerequisites are quite involved and fall outside the
scope of this user’s guide.
(iii) If a necessary criterion is desired: In case of p1 = p2, Theorem 6.17 might be helpful. In
case of 1 ≤ p1 ≤ p2, Theorem 6.13 and Remark 6.14 yield readily applicable necessary
criteria. Finally, recall that the necessary conditions from Section 6.3 only need a subfamily
of Q to be almost subordinate to P , or vice versa. Thus, even though Q might not be
almost subordinate to P , one can try to find a “large” (infinite) subset I0 ⊂ I such that
QI0 = (Qi)i∈I0 is almost subordinate to P (or a “large” subset J0 ⊂ J such that PJ0
is almost subordinate to Q). If such a subset can be found, the necessary criteria from
Section 6.3 can be readily applied.
If all these criteria fail, then there is no readily applicable criterion in this paper which
applies in this generality. However, reading the statements and proofs of our various neces-
sary conditions might yield inspiration for finding a “custom-tailored” necessary criterion.
The interested reader might want to study the proof of equation (9.23) in the proof of
Theorem 9.21 as an example of such a criterion.
8. Decomposition spaces as spaces of tempered distributions
In this section we study embeddings of decomposition spaces into the space of tempered distri-
butions. This question is nontrivial, since the (Fourier-side) decomposition spaces in this paper are
defined as subspaces of D′ (O) instead of S ′
(
Rd
)
.
As noted in Section 3—in particular in Remark 3.13 and Example 3.22—this has two main reasons:
(1) We want to allow the case O ( Rd. In this case, one would have to factor out a certain
subspace of S ′
(
Rd
)
to obtain a positive definite quasi-norm ‖•‖DF (Q,Lp,Y ).
(2) Even for O = Rd, using S ′
(
Rd
)
as the reservoir can lead to incomplete spaces DS′ (Q, L
p, Y ),
even in case of Y = ℓ1u with a Q-moderate weight u.
The second reason can be seen as just a technical nuisance in most cases. That is why we now provide
a readily verifiable sufficient criterion which ensures that each element f ∈ DF (Q, L
p, Y ) ≤ D′ (O)
of a (Fourier-side) decomposition space has an extension to a tempered distribution fS′ ∈ S
′
(
Rd
)
.
In case of O = Rd, this also implies that every element f ∈ D (Q, Lp, Y ) ≤ Z ′ (O) of the space-side
decomposition space admits an extension F−1 (Ff)S′ ∈ S
′
(
Rd
)
, since S ′
(
Rd
)
is invariant under the
(inverse) Fourier transform and because of Ff ∈ DF (Q, L
p, Y ) →֒ S ′
(
Rd
)
, see Remark 3.13. This
implies that the two spaces D (Q, Lp, Y ) and DS′ (Q, L
p, Y ) (as defined in Remark 3.13) coincide up
to obvious identifications.
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Our criterion for ensuring DF (Q, L
p, Y ) →֒ S ′
(
Rd
)
can be most conveniently formulated using the
notions of so-called regular partitions of unity and regular coverings. These terms were first
used informally by Borup and Nielsen[4] and formally introduced in [40, Definition 2.4].
Definition 8.1. Let Q = (TiQ
′
i + bi)i∈I be a semi-structured covering of an open set ∅ 6= O ⊂ R
d and
let Φ = (ϕi)i∈I be a smooth partition of unity subordinate to O. For i ∈ I, define the normalized
version of ϕi as
ϕ#i : R
d → C, ξ 7→ ϕi (Tiξ + bi) .
We say that Φ is a regular partition of unity subordinate to Q if ϕi ∈ C
∞
c (O) with ϕi ≡ 0 on
O\Qi for all i ∈ I and if additionally the following expression (then a constant) is finite for all α ∈ Nd0:
CΦ,α := sup
i∈I
‖∂αϕ#i ‖sup .
Q is called a regular covering of O if there is a regular partition of unity Φ subordinate to Q. ◭
Although the notion of a regular covering seems somewhat restrictive, every “reasonable” covering
turns out to be regular. For readers who want to recall the notion of an almost structured covering,
we refer to Definition 2.5 from above.
Theorem 8.2. (cf. [40, Corollary 2.7 and Theorem 2.8]; see [4, Proposition 1] for a similar statement)
Every almost structured covering is regular. In particular, every structured covering is regular.
Finally, every regular partition of unity subordinate toQ is an Lp-BAPU forQ, for all p ∈ (0,∞]. ◭
Using the notion of regular partitions of unity, we can now state our criterion for embeddings into
the space of tempered distributions. One can probably tweak some of the parameters to obtain similar,
but different sufficient criteria; but for our purposes, the present version suffices.
Theorem 8.3. Assume that Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I is a regular covering of the open set
∅ 6= O ⊂ Rd and let Φ = (ϕi)i∈I be a regular partition of unity for Q. Let Y ≤ C
I be Q-regular and
let p ∈ (0,∞].
For each N ∈ N0, define w(N) = (w
(N)
i )i∈I by
w
(N)
i := |detTi|
1/p ·max
{
1, ‖T−1i ‖
d+1
}
·
[
inf
ξ∈Q∗i
(1 + |ξ|)
]−N
.
If there is some subset I0 ⊂ I and some N ∈ N0 for which we have
w(N) · 1I0 · θ ∈ ℓ
1 (I) ∀ θ = (θi)i∈I ∈ Y, (8.1)
then
Φ : DF (Q, L
p, Y )→ S ′
(
Rd
)
, f 7→
[
g 7→
∑
i∈I0
〈ϕif, g〉S′
]
is well-defined, and continuous with respect to the weak-∗-topology on S ′
(
Rd
)
. The series defining
〈Φf, g〉S′ converges absolutely for every g ∈ S
(
Rd
)
.
Finally, for I0 = I, the tempered distribution Φf ∈ S
′
(
Rd
)
is an extension of f : C∞c (O) → C to
S
(
Rd
)
for any f ∈ DF (Q, L
p, Y ) ≤ D′ (O), i.e., 〈Φf, g〉S′ = 〈f, g〉D′ for all g ∈ C
∞
c (O). ◭
Remark. In case of Y = ℓqu (I), it is not hard to see that the assumption (8.1) regarding the weight
w(N) is equivalent to requiring w(N)|I0 ∈ ℓ
q′
1/u (I0). 
Proof. We start the proof with some preliminary observations, estimates and definitions.
By assumption, the linear map
Λ : Y → ℓ1 (I) , θ 7→ w(N) · 1I0 · θ
is well-defined. Furthermore, since convergence in Y and in ℓ1 (I) yields convergence in each coordinate
(cf. Lemma 3.8), it is easy to see that Λ has a closed graph. Finally, as discussed in Section 1.2, the
closed graph theorem is valid for the quasi-Banach space Y . Therefore, Λ is continuous and hence
bounded, i.e., there is a constant C1 > 0 with∥∥(w(N)i · θi)i∈I0∥∥ℓ1(I0) = ∥∥∥w(N) · 1I0 · θ ∥∥∥ℓ1(I) ≤ C1 · ‖θ‖Y ∀ θ ∈ Y . (8.2)
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For brevity, let us set
Si : R
d → Rd, ξ 7→ Tiξ + bi and ci := inf
ξ∈Q∗i
(1 + |ξ|) for i ∈ I .
Furthermore, let
‖g‖k,N := max
α∈Nd0
|α|≤N
sup
x∈Rd
[
(1 + |x|)
k
· |(∂αg) (x)|
]
for g ∈ S
(
Rd
)
and k,N ∈ N0 .
Next, Lemma 5.3 furnishes a constant C2 = C2 (d, p,Q) > 0 such that∥∥F−1 (ϕi f)∥∥L∞ ≤ C2 ·|detTi|1/p ·∥∥F−1 (ϕi f)∥∥Lp ∀ i ∈ I and f ∈ D′ (O) ⊃ DF (Q, Lp, Y ) . (8.3)
Furthermore, for ℓ ∈ d, k ∈ N0, and j ∈ I, the chain rule18 implies (with ϕ
#
j := ϕj ◦Sj as in Definition
8.1) that ∣∣(∂kℓ ϕj) (ξ)∣∣ = ∣∣∣(∂kℓ (ϕ#j ◦ S−1j )) (ξ)∣∣∣ = ∣∣∣(∂kℓ [η 7→ ϕ#j (T−1j (η − bj))]) (ξ)∣∣∣
=
∣∣∣(∂kℓ [ϕ#j ◦ T−1j ]) (ξ − bj)∣∣∣
≤ C
(k)
3 · ‖T
−1
j ‖
k
· max
|α|≤k
∥∥∥∂αϕ#j ∥∥∥
sup
≤ C
(k)
3 · ‖T
−1
j ‖
k · max
|α|≤k
CΦ,α ≤ C
(k)
4 · ‖T
−1
j ‖
k
for suitable constants C
(k)
3 , C
(k)
4 depending only on d ∈ N, on k ∈ N0 and on the constants (CΦ,β)β∈Nd0
from the definition of a regular partition of unity (cf. Definition 8.1).
If we additionally assume j ∈ i∗ for some i ∈ I, we get
‖T−1j ‖ = ‖T
−1
j TiT
−1
i ‖ ≤ ‖T
−1
j Ti‖ · ‖T
−1
i ‖ ≤ CQ · ‖T
−1
i ‖ ,
which leads to
|(∂kℓ ϕ
∗
i ) (ξ)| ≤
∑
j∈i∗
|(∂kℓ ϕj) (ξ)| ≤ C
(k)
4 ·
∑
j∈i∗
‖T−1j ‖
k
≤ C
(k)
4 NQC
k
Q · ‖T
−1
i ‖
k
=: C
(k)
5 · ‖T
−1
i ‖
k
.
Because of ϕ∗i ≡ 0 on R
d \Q∗i , we arrive at
|(∂kℓ ϕ
∗
i ) (ξ)| ≤ C
(k)
5 · ‖T
−1
i ‖
k
· 1Q∗i
(ξ) for all ξ ∈ Rd, i ∈ I, and ℓ ∈ d, k ∈ N0 . (8.4)
Now, let g ∈ S
(
Rd
)
and k ∈ N0 be arbitrary. Using Leibniz’s rule we derive∣∣(∂kℓ [ϕ∗i · g]) (ξ)∣∣ ≤ k∑
j=0
[(
k
j
)
· |(∂k−jℓ ϕ
∗
i ) (ξ)| · |(∂
j
ℓg) (ξ)|
]
.
But using ci = infξ∈Q∗i (1 + |ξ|) = minξ∈Q∗i
(1 + |ξ|) and estimate (8.4), we see
(1 + |ξ|)
−N
· |(∂k−jℓ ϕ
∗
i ) (ξ)| ≤ C
(k−j)
5 · ‖T
−1
i ‖
k−j
· 1Q∗i
(ξ) · (1 + |ξ|)
−N
≤ C
(k−j)
5 · ‖T
−1
i ‖
k−j ·
[
inf
y∈Q∗i
(1 + |y|)
]−N
(
distinguish ‖T−1i ‖≤1 and ‖T
−1
i ‖≥1
)
≤ C
(k−j)
5 · c
−N
i ·max
{
1, ‖T−1i ‖
k
}
∀ ξ ∈ Rd .
Furthermore,
(1 + |ξ|)
N+d+1
· |(∂jℓg) (ξ)| ≤ ‖g‖N+d+1,k ∀ ξ ∈ R
d and j ∈ {0, . . . , k} .
By setting C
(k)
6 :=
∑k
j=0
(
k
j
)
C
(k−j)
5 , a combination of the three estimates above shows∣∣(∂kℓ [ϕ∗i · g]) (ξ)∣∣ ≤ C(k)6 ‖g‖N+d+1,k · c−Ni ·max{1, ‖T−1i ‖k} · (1 + |ξ|)−d−1
18See [40, Lemma 2.6] for a more detailed explanation of how the chain rule is applied here.
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for arbitrary ξ ∈ Rd, ℓ ∈ d and k ∈ N0. For C
(k)
7 := C
(k)
6 ·
∥∥∥(1 + |•|)−d−1∥∥∥
L1
, this implies∥∥∂kℓ (ϕ∗i · g)∥∥L1 ≤ C(k)7 · ‖g‖N+d+1,k · c−Ni ·max{1, ‖T−1i ‖k} ∀ i ∈ I, ℓ ∈ d and k ∈ N0. (8.5)
Next, it is not hard to see that we have
(1 + |ξ|)
d+1
≤M1 ·
(
1 +
d∑
ℓ=1
|ξℓ|
d+1
)
∀ ξ ∈ Rd
for a suitable constant M1 > 0 which only depends on d ∈ N. Employing the well-known identity (see
e.g. [16, Theorem 8.22(e)])
ξα · ĝ (ξ) = (2πi)
−|α|
· ∂̂αg (ξ) ∀ ξ ∈ Rd and g ∈ S
(
Rd
)
,
and setting M2 := M1 ·
∥∥∥(1 + |•|)−d−1∥∥∥
L1
, we thus derive∥∥∥ϕ̂∗i · g∥∥∥
L1
=
∥∥∥(1 + |•|)−d−1 · (1 + |•|)d+1 · ϕ̂∗i · g∥∥∥
L1
≤M1 ·
∥∥∥(1 + |•|)−d−1∥∥∥
L1
·
∥∥∥ξ 7→ ( 1 + d∑
ℓ=1
|ξℓ|
d+1
)
· ϕ̂∗i · g (ξ)
∥∥∥
sup
≤M2 ·
[∥∥∥ϕ̂∗i · g∥∥∥
sup
+
d∑
ℓ=1
∥∥∥ξ 7→ ξd+1ℓ · ϕ̂∗i · g (ξ)∥∥∥
sup
]
=M2 ·
[∥∥∥ϕ̂∗i · g∥∥∥
sup
+
d∑
ℓ=1
∣∣∣(2πi)−(d+1)∣∣∣ · ∥∥F [∂d+1ℓ (ϕ∗i · g)]∥∥sup
]
≤M2 ·
[
‖ϕ∗i · g‖L1 +
d∑
ℓ=1
∥∥∂d+1ℓ (ϕ∗i · g)∥∥L1
]
(8.6)
≤ (d+ 1)M2 ·max
{
C
(0)
7 , C
(d+1)
7
}
· ‖g‖N+d+1,d+1 · c
−N
i ·max
{
1, ‖T−1i ‖
d+1
}
,
where the last step used estimate (8.5) and that the quantity ‖g‖N+d+1,k · max
{
1, ‖T−1i ‖
k
}
is non-
decreasing as a function of k (because both factors are). The step before used the boundedness of
F : L1
(
Rd
)
→ C0
(
Rd
)
.
Setting M3 := (d+ 1)M2 ·max
{
C
(0)
7 , C
(d+1)
7
}
and v
(N)
i := c
−N
i ·max
{
1, ‖T−1i ‖
d+1
}
for each i ∈ I,
we have thus shown∥∥∥ϕ̂∗i · g∥∥∥
L1
≤M3 · ‖g‖N+d+1,d+1 · v
(N)
i ∀ i ∈ I and g ∈ S
(
Rd
)
. (8.7)
Next, recall from Lemma 2.4 that ϕ∗i ≡ 1 on Qi. Consequently, ϕ
∗
i ϕi = ϕi. Furthermore, note for
f ∈ DF (Q, L
p, Y ) ≤ D′ (O) that ϕi f is a distribution onRd with compact support (since ϕi ∈ C∞c (O))
and hence ϕi f ∈ S
′
(
Rd
)
. All in all, we thus arrive at∑
i∈I0
|〈ϕi f, g〉S′ | =
∑
i∈I0
|〈ϕi f, ϕ
∗
i g〉S′ | =
∑
i∈I0
∣∣∣〈F−1 (ϕi f) , ϕ̂∗i g〉
S′
∣∣∣
≤
∑
i∈I0
[∥∥F−1 (ϕi f)∥∥L∞ · ∥∥∥ϕ̂∗i g∥∥∥L1]
(eqs. (8.3) and (8.7)) ≤ C2M3 · ‖g‖N+d+1,d+1 ·
∑
i∈I0
[∥∥F−1 (ϕi f)∥∥Lp · |detTi| 1p · v(N)i ]
= C2M3 · ‖g‖N+d+1,d+1 ·
∥∥∥∥(∥∥F−1 (ϕi f)∥∥Lp · w(N)i )i∈I0
∥∥∥∥
ℓ1
(eq. (8.2)) ≤ C1C2M3 · ‖g‖N+d+1,d+1 ·
∥∥∥(∥∥F−1 (ϕi f)∥∥Lp)i∈I∥∥∥Y
= C1C2M3 · ‖g‖N+d+1,d+1 · ‖f‖DF,Φ(Q,Lp,Y ) <∞.
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This estimate proves that Φf ∈ S ′
(
Rd
)
is well-defined with absolute convergence of the series defining
〈Φf, g〉S′ for every g ∈ S
(
Rd
)
.
Additionally, we see 〈Φf, g〉S′ → 0 for f → 0 in DF (Q, L
p, Y ), for arbitrary g ∈ S
(
Rd
)
, so that Φ
is continuous, as claimed.
Finally, Lemma 2.4 shows that (ϕi)i∈I is a locally finite partition of unity on O, so that we get
g =
∑
i∈I ϕig for every g ∈ C
∞
c (O), where only finitely many terms of the sum do not vanish. In case
of I0 = I, this implies
〈Φf, g〉S′ =
∑
i∈I
〈ϕi f, g〉S′ =
∑
i∈I
〈f, ϕi g〉D′ =
〈
f,
∑
i∈I
ϕi g
〉
D′
= 〈f, g〉D′
for all g ∈ C∞c (O), so that Φf is indeed an extension of f . 
9. Applications
In this section, we demonstrate the power and ease-of-use of our results by considering two classes
of classical spaces, for which our general results extend the state of the art.
First, we completely characterize the existence of embeddings between α-modulation spaces (for-
mally defined below) with general parameters. Formally, we characterize the existence of the embed-
ding Mp1,q1s1,α1
(
Rd
)
→֒Mp2,q2s2,α2
(
Rd
)
in terms of the “smoothness parameters” s1, s2 ∈ R, the integrability
exponents p1, p2, q1, q2 ∈ (0,∞] and in terms of α1, α2 ∈ [0, 1].
In this generality, the derived embedding result greatly improves the state of the art: Previously,
the most general characterization of embeddings between α-modulation spaces was obtained by Han
and Wang[24]; but they only allow (p1, q1) 6= (p2, q2) in case of α1 = α2, whereas they assume
(p1, q1) = (p2, q2) in case of α1 6= α2. Our results need no such restriction.
Incidentally, only a few days after the first version of the present paper appeared on the arXiv, the
preprint [23] of Guo, Fan, Wu, and Zhao was submitted to the arXiv. In that preprint, the authors
independently obtain the same fully general characterization of the existence of embeddings between
different α-modulation spaces. The proof techniques used in their preprint and in the present paper
are both based in parts on the arguments of Han and Wang[24]. Nevertheless, the two proofs differ
quite a bit: While we developed a general framework for deciding the existence of embeddings between
decomposition spaces, which we then simply need to apply to the special case of α-modulation spaces,
the authors of [23] work only in the special setting of α-modulation spaces.
Precisely, they first show for 0 ≤ α1 ≤ α2 ≤ 1 that M
p,q
s,α1
(
Rd
)
= Dgeneral
(
Q(α2),Mp,q0,α1 , ℓ
q
w(α2,s)
)
;
see [23, Proposition 3.1]. Here, the generalized decomposition space on the right-hand side is to be
understood as in the paper [15] by Feichtinger and Gröbner—it is defined just as the decomposition
spaces considered in the present paper, the only difference being that when computing the (quasi)-
norm, the space Lp is replaced by the α1-modulation space M
p,q
0,α1
. The above characterization of
Mp,qs,α1
(
Rd
)
shows that the α1-modulation spaceM
p,q
s,α1
(
Rd
)
= D
(
Q(α1), Lp, ℓq
w(α1,s)
)
—which is defined
using the “α1-modulation covering” Q
(α1)—can be interpreted as a (generalized) decomposition space
that uses the very different covering Q(α2); but this requires changing the local component Lp to
the α1-modulation space M
p,q
0,α1
(
Rd
)
. We remark that the space ℓq
w(α,s)
(
Zd
)
is the usual “global
component” used to define the α-modulation spaces Mp,qs,α
(
Rd
)
= D
(
Q(α), Lp, ℓq
w(s,α)
)
; see Definition
9.4 and Corollary 9.16.
Guo et al. then use this characterization of the α1-modulation spaceM
p,q
s,α1
(
Rd
)
to give an alternative
description of the space MF
(
Mp1,q1s1,α1 ,M
p2,q2
s2,α2
)
of all Fourier multipliers that act boundedly as a map
Mp1,q1s1,α1
(
Rd
)
→Mp2,q2s2,α2
(
Rd
)
. Precisely, [23, Theorem 3.2] shows for α := max {α1, α2} that
MF
(
Mp1,q1s1,α1 ,M
p2,q2
s2,α2
)
= Dgeneral
(
Q(α),MF
(
Mp1,q10,α1 ,M
p2,q2
0,α2
)
,Mp
(
ℓq1
w(s1,α)
, ℓq2
w(s2,α)
))
. (∗)
Here, the right-hand side is again a generalized decomposition space as introduced in [15]; furthermore,
Mp
(
ℓq1
w(s1,α)
, ℓq2
w(s2,α)
)
denotes the space of all sequences (mk)k∈Zd for which the associated pointwise
multiplication operator (ck)k∈Zd 7→ (mk · ck)k∈Zd defines a bounded operator from ℓ
q
w(s1,α)
(
Zd
)
into
ℓq
w(s2,α)
(
Zd
)
.
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Finally, we have Mp1,q1s1,α1
(
Rd
)
→֒ Mp2,q2s2,α2
(
Rd
)
if and only if (ξ 7→ 1) ∈ MF
(
Mp1,q1s1,α1 ,M
p2,q2
s2,α2
)
, which
can be decided using the characterization (∗). Note, however, that this is still highly nontrivial; see [23,
Section 4]. The arguments in that section are based on those of Han and Wang[24], and are essentially
simplified versions of those used in Sections 5 and 6 of the present paper. Of course, the arguments in
the present paper are much more involved, since they have to apply to general coverings, and not only
to the relatively simple case of the coverings Q(α) used to define the α-modulation spaces.
Overall, the approach in [23] is more elementary and thus also more accessible than the present
paper. But this is only true if one considers the entirety of the present paper; if instead we consider
Theorems 7.2 and 7.4 as given, then the present treatment is much shorter. Furthermore, our approach
clearly shows which properties of the α-modulation spaces determine the existence of the embedding:
As we will see, the crucial point is that the covering Q(α) used to define the α-modulation spaces is
almost subordinate to, and relatively moderate with respect to the covering Q(β) if α ≤ β.
Finally, we emphasize that—once the “embedding framework” is given—most of the work is needed
to obtain a proper understanding of the relation between the coveringsQ(α) and Q(β) which are used to
define the α-modulation spaces. Once this understanding is obtained, the actual embedding statements
can be derived with ease. In many other treatments, the properties of the coverings Q(α) which we
formally derive here are essentially taken for granted, and only the existence of the embedding is
considered with care.
As our second example, we consider the question of embeddings between homogeneous and inhomo-
geneous Besov spaces. The relation between these spaces is particularly interesting, since they live on
slightly different frequency domains: The covering B used to define the inhomogeneous Besov spaces
covers O = Rd, while the covering B˙ for the homogeneous spaces only covers O′ = Rd \ {0}. In
particular, B˙ is not relatively moderate with respect to B (see Lemma 2.16). Therefore, this example
shows that the criteria developed in Sections 6.1, 6.3, and 6.4 are important, since there are relevant
cases in which the complete characterizations from Section 6.5 do not apply.
We finally remark that a huge number of other examples—including (α)-shearlet smoothness spaces
and a large class of wavelet-type coorbit spaces—can be handled using the framework developed in this
paper. But since the present paper already has a considerable length, we postpone these applications to
later contributions. The interested reader can already find some of these applications in my PhD thesis
[39], and in the recent preprint [42]. The examples considered in the present section are essentially
taken from my thesis [39].
9.1. Embeddings of α-modulation spaces. We begin our study of α-modulation spaces by describ-
ing the construction of the associated covering Q(α), as given by Borup and Nielsen in [2].
Theorem 9.1. (cf. [2, Theorem 2.6]) Let d ∈ N and 0 ≤ α < 1 be arbitrary and set α0 := α1−α . Then
there is a constant r0 = r0 (d, α) > 0 such that for every r > r0, the family
Q(α) := Q(α)r :=
(
Q
(α)
r,k
)
k∈Zd\{0}
:=
(
Br|k|α0 (|k|
α0 k)
)
k∈Zd\{0}
is an admissible covering of Rd, called the α-covering of Rd. ◭
Our plan is to examine the (relative) geometry of the coverings Q(α) by showing that
(1) the covering Q(α) is a structured admissible covering of Rd,
(2) the weight Zd \ {0} → (0,∞) , k 7→ 〈k〉 :=
√
1 + |k|
2
is moderate with respect to Q(α),
(3) Q(α) is almost subordinate to and relatively moderate with respect to Q(β) for α ≤ β.
We begin with establishing the second point.
Lemma 9.2. Let d ∈ N, 0 ≤ α < 1 and r > 0 so that Q(α) = Q(α)r is an admissible covering of Rd.
For ξ ∈ Rd, set 〈ξ〉 := (1 + |ξ|2)1/2 . We then have
〈ξ〉 ≍ 〈k〉
1
1−α for all k ∈ Zd \ {0} and ξ ∈ Q(α)r,k ,
where the implied constants only depend on r, α.
In particular, for any γ ∈ R, the weight w(γ) := (〈k〉γ)k∈Zd\{0} is moderate with respect to Q
(α)
r . ◭
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Proof. Define α0 :=
α
1−α ∈ [0,∞). For k ∈ Z
d \ {0} and arbitrary ξ ∈ Q
(α)
r,k = Br|k|α0 (|k|
α0 k), we have
|ξ| ≤
∣∣∣ξ − |k|α0 k∣∣∣+ ∣∣∣ |k|α0 k∣∣∣ < r |k|α0 + |k|α0 |k|
≤ 〈k〉α0 · [r + 〈k〉]
(since 〈k〉≥1) ≤ (1 + r) · 〈k〉α0 · 〈k〉
= (1 + r) · 〈k〉
1
1−α .
Because of 11−α > 0, we have 〈k〉
1
1−α ≥ 1. In combination, this yields “.”; indeed,
〈ξ〉 ≤ 1 + |ξ| ≤ 〈k〉
1
1−α + |ξ| ≤ (2 + r) · 〈k〉
1
1−α .
For the proof of “&”, we distinguish two cases:
Case 1. We have |k| ≥ 2r. This implies |k| − r ≥ |k| − |k|2 =
|k|
2 and hence
|ξ| =
∣∣∣ |k|α0 k − (|k|α0 k − ξ)∣∣∣ ≥ ∣∣∣ |k|α0 k∣∣∣− ∣∣∣ |k|α0 k − ξ∣∣∣
> |k|α0 |k| − r |k|α0
= |k|
α0 · (|k| − r) ≥
1
2
· |k|
α0 |k| =
1
2
· |k|
1
1−α .
Because of k ∈ Zd \ {0}, we have |k| ≥ 1. But this implies 〈k〉 ≤ 1 + |k| ≤ 2 |k|; therefore,
〈k〉
1
1−α ≤ 2
1
1−α · |k|
1
1−α ≤ 21+
1
1−α · |ξ| ≤ 2
2−α
1−α · 〈ξ〉 .
Case 2. We have |k| ≤ 2r. In this case, we use the positivity of 11−α together with 〈ξ〉 ≥ 1 and
〈k〉 ≤ 1 + |k| ≤ 1 + 2r to derive
〈k〉
1
1−α ≤ (1 + 2r)
1
1−α ≤ (1 + 2r)
1
1−α · 〈ξ〉 .
Overall, this proves 〈k〉
1
1−α ≤ C0 · 〈ξ〉 with
C0 := max
{
(1 + 2r)
1
1−α , 2
2−α
1−α
}
.
We have thus established the first part of the lemma.
To prove the Q
(α)
r -moderateness of w(γ), note that ξ ∈ Q
(α)
r,k ∩Q
(α)
r,ℓ implies 〈k〉 ≍ 〈ξ〉
1−α
≍ 〈ℓ〉 and
hence 1 . 〈k〉 / 〈ℓ〉 . 1, which yields 1 . (〈k〉 / 〈ℓ〉)
γ
. 1, and thus finally w
(γ)
k = 〈k〉
γ
≍ 〈ℓ〉
γ
= w
(γ)
ℓ ,
where the implied constants only depend on r, α, γ. 
Using the moderateness of the weight w(γ), we can now show that Q
(α)
r is a structured admissible
covering of Rd.
Lemma 9.3. Let d ∈ N, α ∈ [0, 1) and set α0 := α1−α . Let r0 = r0 (d, α) as in Theorem 9.1. Then
Q(α)r =
(
Q
(α)
r,k
)
k∈Zd\{0}
=
(
T
(α)
k Q
(r) + bk
)
k∈Zd\{0}
is a structured admissible covering of Rd for each r > r0, with
T
(α)
k := |k|
α0 · id and bk := |k|
α0 k for k ∈ Zd, and with Q(r) := Br (0) . ◭
Proof. Let s := r0+r2 , so that we have r0 < s < r. Define P := Q
(s) := Bs (0). This implies
P = Q(s) ⊂ Q(r) =: Q, where P,Q are both open and bounded. Using Theorem 9.1, we see that
Q
(α)
s = (T
(α)
k P + bk)k∈Zd\{0} and Q
(α)
r = (T
(α)
k Q+ bk)k∈Zd\{0} are both admissible coverings of R
d.
It remains to show that C
Q
(α)
r
is finite. To see this, let k, ℓ ∈ Zd \ {0} with ∅ 6= Q(α)r,k ∩Q
(α)
r,ℓ . Using
〈k〉 ≤ 1 + |k| ≤ 2 |k|, as well as |ℓ| ≤ 〈ℓ〉 and α0 ≥ 0, we see∥∥∥(T (α)k )−1 T (α)ℓ ∥∥∥ = ( |ℓ||k|
)α0
≤
(
〈ℓ〉
|k|
)α0
≤
(
2
〈ℓ〉
〈k〉
)α0
= 2α0 ·
w
(α0)
ℓ
w
(α0)
k
≤ 2α0 · C
w(α0),Q
(α)
r
.
But C
w(α0),Q
(α)
r
is finite as a consequence of Lemma 9.2. This completes the proof. 
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Lemma 9.3 (together with Theorem 3.19) implies in particular that the α-covering Q
(α)
r admits a
family (ϕk)k∈Zd\{0} which is an L
p-BAPU for Q
(α)
r for every p ∈ (0,∞]. Furthermore, the weight w(γ)
is Q
(α)
r -moderate by Lemma 9.2. Hence, the associated decomposition spaces are well-defined.
Definition 9.4. Let d ∈ N and 0 ≤ α < 1 be arbitrary. Choose r0 = r0 (d, α) as in Theorem 9.1. For
each r > r0, and p, q ∈ (0,∞], as well as γ ∈ R, we define the Fourier-side α-modulation space
with integrability exponents p, q and weight-exponent γ as
Mp,qF ,γ,α
(
Rd
)
:= DF
(
Q(α)r , L
p, ℓq
w(γ/(1−α))
)
,
where the weight w(γ/(1−α)) = (〈k〉
γ/(1−α)
)k∈Zd\{0} is defined as in Lemma 9.2. ◭
Remark. (1) We will show below (cf. Corollary 9.16) that the Fourier transform restricts to an (iso-
metric) isomorphism
F :Mp,qγ,α (R
d) ≤ S ′
(
Rd
)
→Mp,qF ,γ,α
(
Rd
)
≤ D′
(
Rd
)
, f 7→ f̂ |C∞c (Rd) ,
where the (space-side) α-modulation space on the left-hand side is defined as in [2, Definition 2.4].
This justifies the name “Fourier-side α-modulation space”.
(2) The notation for the α-modulation spaces is not completely consistent in the literature. For
example, the space that we denote byMp,qγ,α
(
Rd
)
is denoted byMγ,αp,q
(
Rd
)
in [2]. The notation adopted
here is motivated by the usual notation Lp
(
Rd
)
and Lp,q
(
Rd
)
for the Lebesgue spaces and Lorentz
spaces: the integrability exponents are at the top.
(3) We observe that the parameter r is suppressed on the left-hand side of the definition above; but
since any two coverings Q
(α)
r ,Q
(α)
s (with r, s > r0 (d, α)) use the same parametrization, it follows that
every Lp-BAPU Φ for Q
(α)
r is also an Lp-BAPU for Q
(α)
s —at least for s ≥ r, which we can always
assume by symmetry. With this choice of the BAPUs for both spaces, we get
‖•‖
DF,Φ
(
Q
(α)
r ,Lp,ℓ
q
w(γ/(1−α))
) = ‖•‖
DF,Φ
(
Q
(α)
s ,Lp,ℓ
q
w(γ/(1−α))
) ,
which implies that both spaces coincide. Since different choices of the BAPU yield the same space with
equivalent quasi-norms (cf. Corollary 3.18), we see that the right-hand side of the above definition is
independent of the choice of r > r0 (d, α), with equivalent quasi-norms for different choices. 
As the next step in our program, we will estimate the cardinalities of the “intersection sets” Ji,
where Q = (Qi)i∈I and P = (Pj)j∈J are both certain α-coverings, for different values of α. As a
byproduct, we will then see (using Lemma 2.12) that Q
(α)
r is almost subordinate to Q
(β)
s for α ≤ β.
Lemma 9.5. Let d ∈ N and α, β ∈ [0, 1) with α ≤ β. Let r1 = r0 (d, α) and r2 = r0 (d, β) with r0 as
in Theorem 9.1, and let r > r1 and s > r2.
There is a constant C = C (d, α, β, r, s) > 0 with
1 ≤
∣∣∣{ℓ ∈ Zd \ {0} : Q(β)s,ℓ ∩Q(α)r,k 6= ∅}∣∣∣ ≤ C ∀ k ∈ Zd \ {0} . (9.1)
In particular, Q
(α)
r is almost subordinate to Q
(β)
s . ◭
Proof. To be consistent with our usual notation, set Q = (Qi)i∈I := Q
(α)
r and P = (Pj)j∈J := Q
(β)
s .
Then, the intersection set Jk is given by
Jk =
{
ℓ ∈ Zd \ {0} : Q(β)s,ℓ ∩Q
(α)
r,k 6= ∅
}
for any k ∈ Zd \ {0} .
Once we have established estimate (9.1), we have shown that Q is weakly subordinate to P , cf. Defini-
tion 2.10. But since all sets in Q and P are open balls, which are open and path-connected, Corollary
2.13 easily implies that Q = Q
(α)
r is almost subordinate to P = Q
(β)
s , since Q,P are both coverings of
all of Rd.
It thus remains to establish equation (9.1). To this end, set α0 :=
α
1−α and β0 :=
β
1−β . For
m ∈ Zd \ {0} and γ ∈ [0, 1), let us denote the γ-normalized version of m by m(γ) := |m|γ0 m with
γ0 :=
γ
1−γ . By definition, we have Q
(γ)
t,m = Bt|m|γ0 (m
(γ)) for all t > 0 and m ∈ Zd \ {0}.
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Lemma 9.2 implies
〈k〉
1
1−α ≍ 〈ξ〉 ∀ k ∈ Zd \ {0} and ξ ∈ Q(α)r,k ,
〈ℓ〉
1
1−β ≍ 〈ξ〉 ∀ ℓ ∈ Zd \ {0} and ξ ∈ Q(β)s,ℓ ,
(9.2)
where the implied constants only depend on d, α, β, r, s.
The lower estimate in equation (9.1) is trivial, because of
∅ 6= Q(α)r,k ⊂ R
d =
⋃
ℓ∈Zd\{0}
Q
(β)
s,ℓ .
To prove the upper estimate, fix k ∈ Zd \ {0}, some ℓ0 ∈ Jk and some ξ0 ∈ Q
(β)
s,ℓ0
∩ Q
(α)
r,k . Using
equation (9.2), this yields
|k|
α0 ≤
(
〈k〉
1
1−α
)α
. 〈ξ0〉
α
.
(
〈ℓ0〉
1
1−β
)α (†)
≤ 〈ℓ0〉
β
1−β = 〈ℓ0〉
β0
where the step marked with (†) is justified by 〈ℓ0〉 ≥ 1 and α ≤ β. As usual, the implied constants
only depend on d, α, β, r, s.
Note that for each ℓ ∈ Jk, there is some ξ ∈ Q
(α)
r,k ∩ Q
(β)
s,ℓ . Hence, ξ, ξ0 ∈ Q
(α)
r,k , which yields
〈ξ〉 ≍ 〈k〉
1/(1−α)
≍ 〈ξ0〉 by equation (9.2). Now, another application of equation (9.2), together with
〈ℓ〉 ≤ 1 + |ℓ| ≤ 2 |ℓ|, leads to
〈ℓ0〉
β0 = 〈ℓ0〉
β
1−β . 〈ξ0〉
β
. 〈ξ〉
β
.
(
〈ℓ〉
1
1−β
)β
. |ℓ|
β0 (9.3)
and
|ℓ|
β0 ≤
(
〈ℓ〉
1
1−β
)β
. 〈ξ〉
β
. 〈ξ0〉
β
.
(
〈ℓ0〉
1
1−β
)β
= 〈ℓ0〉
β0 .
For arbitrary η ∈ Q
(β)
s,ℓ , a combination of the estimates from the previous two paragraphs shows∣∣∣η − |ℓ0|β0 ℓ0∣∣∣ ≤ ∣∣∣η − ℓ(β)∣∣∣+ ∣∣∣ℓ(β) − ξ∣∣∣+ ∣∣∣ξ − k(α)∣∣∣+ ∣∣∣k(α) − ξ0∣∣∣+ ∣∣∣ξ0 − ℓ(β)0 ∣∣∣
< s · |ℓ|
β0 + s · |ℓ|
β0 + r · |k|
α0 + r · |k|
α0 + s · |ℓ0|
β0
. (s+ r) · 〈ℓ0〉
β0 ,
and thus Q
(β)
s,ℓ ⊂ BC1〈ℓ0〉β0 (|ℓ0|
β0 ℓ0) for all ℓ ∈ Jk and some constant C1 = C1 (d, α, β, r, s).
But the admissibility of Q
(β)
s yields a constant C2 = C2 (d, β, s) > 0 with∑
ℓ∈Zd\{0}
1
Q
(β)
s,ℓ
≤ C2.
In fact, we can take C2 = NQ(β)s
; cf. the remark after Definition 2.3. In combination with the above
inclusion, we conclude ∑
ℓ∈Jk
1
Q
(β)
s,ℓ
≤ C2 · 1B
C1〈ℓ0〉
β0
(|ℓ0|
β0ℓ0). (9.4)
Furthermore, equation (9.3) yields
λ (Q
(β)
s,ℓ ) = λ (B1 (0)) · s
d · |ℓ|
dβ0 & sd · 〈ℓ0〉
dβ0 ∀ ℓ ∈ Jk .
Thus, integration of estimate (9.4) leads to
sd · |Jk| · 〈ℓ0〉
dβ0 .
∑
ℓ∈Jk
λ (Q
(β)
s,ℓ ) =
∫
Rd
∑
ℓ∈Jk
1
Q
(β)
s,ℓ
(ξ) d ξ
(eq. (9.4)) ≤ C2 · λ
(
BC1〈ℓ0〉β0 (|ℓ0|
β0 ℓ0)
)
. C2C
d
1 · 〈ℓ0〉
dβ0 .
This establishes the upper estimate in equation (9.1) and thereby completes the proof. 
As we just saw, the α-coveringQ
(α)
r is almost subordinate to the β-coveringQ
(β)
s , for 0 ≤ α ≤ β < 1.
Even more is true:
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Lemma 9.6. Let d ∈ N and α, β ∈ [0, 1) with α ≤ β be arbitrary. Choose r1 = r0 (d, α) and
r2 = r0 (d, β) with r0 as in Theorem 9.1, and let r > r1, as well as s > r2.
Then Q
(α)
r is almost subordinate to Q
(β)
s and relatively Q
(β)
s -moderate. More precisely,
C−1 · 〈ℓ〉
d· α1−β ≤ |det (T
(α)
k )| ≤ C · 〈ℓ〉
d· α1−β ∀ k, ℓ ∈ Zd \ {0} with Q(α)r,k ∩Q
(β)
s,ℓ 6= ∅ , (9.5)
for a suitable constant C = C (d, α, β, r, s) ≥ 1.
Finally, let γ ∈ R be arbitrary, and let w(γ) as defined in Lemma 9.2. Then, there is a constant
L = L (d, α, β, γ, r, s) ≥ 1 with
L−1 · w
(γ· 1−α1−β )
ℓ ≤ w
(γ)
k ≤ L · w
(γ· 1−α1−β )
ℓ ∀ k, ℓ ∈ Z
d with Q
(α)
r,k ∩Q
(β)
s,ℓ 6= ∅ . (9.6)
◭
Proof. Lemma 9.5 shows that Q
(α)
r is almost subordinate to Q
(β)
s , so that we only have to establish
estimates (9.5) and (9.6).
To this end, let k, ℓ ∈ Zd \ {0} with ∅ 6= Q(α)r,k ∩Q
(β)
s,ℓ ∋ ξ. Lemma 9.2 shows 〈k〉
1
1−α ≍ 〈ξ〉 ≍ 〈ℓ〉
1
1−β ,
where the implied constants only depend on d, α, β, r, s. If implied constants also depend on γ, this is
indicated by ≍γ and .γ . By what we just saw, 〈k〉
1
1−α / 〈ℓ〉
1
1−β ≍ 1, and hence
1 .γ
(
〈k〉
1
1−α
/
〈ℓ〉
1
1−β
)(1−α)γ
.γ 1,
which means w
(γ)
k = 〈k〉
γ
≍γ 〈ℓ〉
γ· 1−α1−β = w
(γ· 1−α1−β )
ℓ . Hence, equation (9.6) is established.
Finally, the considerations from above (with γ = d·α0) also show thatQ
(α)
r = (T
(α)
k Q
(r) + bk)k∈Zd\{0}
is relatively moderate with respect to Q
(β)
s , because of
|det (T
(α)
k )| = |det (|k|
α0 id)| = |k|
d·α0 ≍ 〈k〉
d·α0 = w
(d·α0)
k ≍ 〈ℓ〉
d·α0·
1−α
1−β = 〈ℓ〉
d· α1−β
for all k ∈ Zd \ {0} with Q(α)r,k ∩Q
(β)
s,ℓ 6= ∅. This also establishes equation (9.5). 
After the above analysis of the geometric relationship between the different α-coverings, it is now
essentially straightforward to derive the announced characterization of the existence of embeddings
between α-modulation spaces with different values of α.
The “limit case” α = 1—which corresponds to (inhomogeneous) Besov spaces—will be treated below;
cf. Theorem 9.13. Finally, we remark that the present theorem is essentially identical to [39, Theorem
6.1.7] from my PhD thesis.
Theorem 9.7. Let d ∈ N and α, β ∈ [0, 1) with α ≤ β. Finally, let p1, p2, q1, q2 ∈ (0,∞], as well as
γ1, γ2 ∈ R. Define
γ(0) := α
(
1
p2
−
1
p1
)
+ (α− β)
(
1
p▽2
−
1
q1
)
+
,
γ(1) := α
(
1
p2
−
1
p1
)
+ (α− β)
(
1
q2
−
1
p±△1
)
+
.
We have Mp1,q1F ,γ1,α
(
Rd
)
⊂Mp2,q2F ,γ2,β
(
Rd
)
if and only if19 Mp1,q1F ,γ1,α
(
Rd
)
→֒Mp2,q2F ,γ2,β
(
Rd
)
, if and only if
we have
p1 ≤ p2 and
{
γ2 ≤ γ1 + d · γ
(0), if q1 ≤ q2,
γ2 < γ1 + d ·
(
γ(0) + (1− β)
(
q−11 − q
−1
2
))
, if q1 > q2.
Conversely, we have Mp1,q1F ,γ1,β
(
Rd
)
⊂ Mp2,q2F ,γ2,α
(
Rd
)
if and only if Mp1,q1F ,γ1,β
(
Rd
)
→֒ Mp2,q2F ,γ2,α
(
Rd
)
, if
and only if we have
p1 ≤ p2 and
{
γ2 ≤ γ1 + d · γ
(1), if q1 ≤ q2,
γ2 < γ1 + d ·
(
γ(1) + (1− β)
(
q−11 − q
−1
2
))
, if q1 > q2.
◭
19This equivalence uses that both (Fourier-side) α-modulation spaces embed into the Hausdorff space D′
(
Rd
)
(see
Theorem 3.21), and that the closed graph theorem is also valid for quasi-Banach spaces, as seen in Section 1.2.
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Remark 9.8. In case of q1 = q2 = q and p1 = p2 = p, the first condition reduces to
γ2 + d (β − α)
(
1
p▽
−
1
q
)
+
≤ γ1,
which is identical to the condition given by Han and Wang in [24, Theorem 4.1]. Analogously, the
second condition reduces to
γ2 + d (β − α)
(
1
q
−
1
p±△
)
+
≤ γ1,
which also coincides with the condition stated in [24, Theorem 4.1]. The verification that the stated
conditions are equivalent to the ones given by Han and Wang is straightforward, but slightly tedious,
since Han and Wang use a different notation.
Finally, as already mentioned at the beginning of this section, we remark that the result obtained
here is identical to the one in [23, Theorem 1.2], which was obtained independently and appeared on
the arXiv only a few days after the first version of the present paper appeared there. It appeared even
earlier, however, in my PhD thesis [39, Theorem 6.1.7]. 
Proof. Let r1 = r0 (d, α) and r2 = r0 (d, β), with r0 as in Theorem 9.1; choose r > r1, as well as s > r2
and recall the definition of the spaces Mp,qF ,γ,α
(
Rd
)
= DF
(
Q
(α)
r , Lp, ℓ
q
w(γ/(1−α))
)
from Definition 9.4.
We first analyze for which parameters the inclusion Mp1,q1F ,γ1,α
(
Rd
)
⊂ Mp2,q2F ,γ2,β
(
Rd
)
holds. By the
closed graph theorem, this holds iff the identity map ι : Mp1,q1F ,γ1,α
(
Rd
)
→ Mp2,q2F ,γ2,β
(
Rd
)
, f 7→ f is
well-defined and bounded. To characterize when this is the case, we define α0 :=
α
1−α and β0 :=
β
1−β ,
and set
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := Q
(α)
r =
(
Q
(α)
r,k
)
k∈Zd\{0}
=
(
(|k|
α0 · id)Q(r) + |k|
α0 k
)
k∈Zd\{0}
,
and likewise
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= Q(β)s =
(
Q
(β)
s,k
)
k∈Zd\{0}
=
((
|k|
β0 · id
)
Q(s) + |k|
β0 k
)
k∈Zd\{0}
;
cf. Lemma 9.3 for the notations Q(r) and Q(s). Furthermore, with w(γ) as in Lemma 9.2, we set
w := w(γ1/(1−α)) and v := w(γ2/(1−β)). These choices ensure that Mp1,q1F ,γ1,α
(
Rd
)
= DF (Q, L
p1 , ℓq1w ) and
Mp2,q2F ,γ2,β
(
Rd
)
= DF (P , L
p2, ℓq2v ). Lemma 9.3 shows that Q,P are structured admissible coverings of
Rd, which thus satisfy the standing assumptions from Section 7 (i.e., Assumption 7.1). Furthermore,
w is Q-moderate and v is P-moderate, thanks to Lemma 9.2, so that Assumption 7.1 is completely
satisfied.
Finally, since we have α ≤ β, Lemma 9.6 shows that Q is almost subordinate to P and that Q and
w are relatively P-moderate. Thus, all assumptions of part (4) of Theorem 7.4 are satisfied. Note that
the embedding ι from Theorem 7.4 satisfies ιf = f for all f ∈ DF (Q, L
p1 , ℓq1w ), since Q,P both cover
the same set O = Rd = O′. Thus, all in all, we conclude that ι is well-defined and bounded if and only
if we have p1 ≤ p2 and if
K :=
∥∥∥∥∥
(
vj
wij
· |det Tij |
p−11 −p
−1
2 −s · |detSj |
s
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
is finite, where s =
(
1
p▽2
− 1q1
)
+
and where for each j ∈ J = Zd \ {0}, some ij ∈ Ij , i.e. with
Q
(α)
r,ij
∩Q
(β)
s,j 6= ∅ is selected. According to Lemma 9.6, we have
|detTij | ≍ 〈j〉
d α1−β and wij = w
(γ1/(1−α))
ij
≍ w
( γ11−α ·
1−α
1−β )
j = w
(γ1/(1−β))
j = 〈j〉
γ1
1−β .
Since we also have |detSj | = |j|
d β1−β and vj = w
(γ2/(1−β))
j = 〈j〉
γ2
1−β , we get
K ≍
∥∥∥∥(〈j〉 γ2−γ11−β · 〈j〉d α1−β (p−11 −p−12 −s) · |j|ds β1−β )j∈Zd\{0}
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥(〈j〉 11−β [(γ2−γ1)+dα(p−11 −p−12 −s)+dβs])
j∈Zd\{0}
∥∥∥∥
ℓq2·(q1/q2)
′
.
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Recall from equation (4.3) that q2 · (q1/q2)
′
is finite if and only if q2 < q1. Hence, there are two
cases:
Case 1: q1 ≤ q2. Here, we have q2 · (q1/q2)
′
=∞, so that we get the following equivalence:
K <∞⇐⇒
1
1− β
[
(γ2 − γ1) + dα
(
p−11 − p
−1
2 − s
)
+ dβs
]
≤ 0
⇐⇒ γ2 + d
[
s (β − α) + α
(
p−11 − p
−1
2
)]
≤ γ1
⇐⇒ γ2 ≤ γ1 + d · γ
(0).
This completes the proof for q1 ≤ q2.
Case 2: q1 > q2. Here, we have t := q2 · (q1/q2)
′
<∞. But for arbitrary ̺ ∈ R and t ∈ (0,∞), it is
an elementary fact that∥∥∥(〈j〉̺)j∈Zd\{0}∥∥∥
ℓt
<∞ ⇐⇒ t · ̺ < −d ⇐⇒ ̺ < −
d
t
.
In the present setting, equation (4.2) yields 1t =
(
1
q2
− 1q1
)
+
= 1q2 −
1
q1
. Furthermore,
̺ =
1
1− β
[
(γ2 − γ1) + dα
(
p−11 − p
−1
2 − s
)
+ dβs
]
=
1
1− β
[
(γ2 − γ1) + d
(
s (β − α) + α
(
p−11 − p
−1
2
))]
,
so that we get all in all that K <∞ is equivalent to
1
1− β
[
(γ2 − γ1) + d
(
s (β − α) + α
(
p−11 − p
−1
2
))] !
< −d
(
q−12 − q
−1
1
)
⇐⇒ (γ2 − γ1) + d
(
s (β − α) + α
(
p−11 − p
−1
2
)) !
< d (1− β)
(
q−11 − q
−1
2
)
⇐⇒ γ2
!
< γ1 + d
(
s (α− β) + α
(
p−12 − p
−1
1
))
+ d (1− β)
(
q−11 − q
−1
2
)
⇐⇒ γ2
!
< γ1 + d
(
γ(0) + (1− β)
(
q−11 − q
−1
2
))
.
This completes the proof for q1 > q2.
Now, we analyze for which parameters the inclusion Mp1,q1F ,γ1,β
(
Rd
)
⊂ Mp2,q2F ,γ2,α
(
Rd
)
holds. By the
closed graph theorem, this holds iff the identity map θ : Mp1,q1F ,γ1,β
(
Rd
)
→ Mp2,q2F ,γ2,α
(
Rd
)
, f 7→ f is
well-defined and bounded. To characterize when this is the case, we define α0 :=
α
1−α and β0 :=
β
1−β ,
and set
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := Q
(β)
s =
(
Q
(β)
s,k
)
k∈Zd\{0}
=
((
|k|β0 · id
)
Q(s) + |k|β0 k
)
k∈Zd\{0}
,
and likewise
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= Q(α)r =
(
Q
(α)
r,k
)
k∈Zd\{0}
=
(
(|k|
α0 · id)Q(r) + |k|
α0 k
)
k∈Zd\{0}
,
where again Q(r) and Q(s) are as in Lemma 9.3. Further, we set w := w(γ1/(1−β)) and v := w(γ2/(1−α)),
so that we have Mp1,q1F ,γ1,β
(
Rd
)
= DF (Q, L
p1 , ℓq1w ) and M
p2,q2
F ,γ2,α
(
Rd
)
= DF (P , L
p2 , ℓq2v ).
Exactly as above, we see that Assumption 7.1 is fulfilled. Furthermore, since α ≤ β, Lemma 9.6
shows that P = Q
(α)
r is almost subordinate to Q = Q
(β)
s . The same lemma also shows that P and v
are relatively Q-moderate, so that all assumptions of part (4) of Theorem 7.2 are satisfied.
As above, we thus see that θ is well-defined and bounded if and only if we have p1 ≤ p2 and if
K :=
∥∥∥∥(vjiwi · |detTi|s · |detSji |p−11 −p−12 −s
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
<∞
holds, where s =
(
1
q2
− 1
p±△1
)
+
and where for each index i ∈ I = Zd \ {0}, some ji ∈ Ji, i.e. with
Q
(α)
r,ji
∩Q
(β)
s,i 6= ∅ is selected. But in view of Lemma 9.6, we have
|detSji | ≍ 〈i〉
d α1−β and vji = w
(γ2/(1−α))
ji
≍ w
( γ21−α ·
1−α
1−β )
i = w
(γ2/(1−β))
i = 〈i〉
γ2
1−β ,
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so that we get
K ≍
∥∥∥∥(〈i〉 γ2−γ11−β · 〈i〉d α1−β (p−11 −p−12 −s) · |i|ds β1−β )i∈Zd\{0}
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥(〈i〉 11−β [(γ2−γ1)+d(s(β−α)+α(p−11 −p−12 ))])i∈Zd\{0}
∥∥∥∥
ℓq2·(q1/q2)
′
.
The remainder of the proof is entirely analogous to the considerations for the other inclusion, and is
hence omitted. 
In summary, we have shown that the embedding results for α-modulation spaces obtained in [24,
Theorem 4.1] can be derived with ease using our more general approach. We remark that our approach
can also handle the case (p1, q1) 6= (p2, q2) which is not covered by [24, Theorem 4.1] (but which was
independently considered in [23]). Furthermore, the most tedious parts of our derivation—namely the
proof thatQ
(α)
r is almost subordinate to Q
(β)
s for α ≤ β and the proof of the Q
(β)
s -relative moderateness
of Q
(α)
r and w(γ)—are used in [24, 23] without much justification; see e.g. [24, equations (4.4) and (4.6)]
and [23, equations (4.12) and (4.29)].
In the next subsection, we will begin our study of Besov spaces. Precisely, we will extend Theorem
9.7 to include the case β = 1, which shows that the results for embeddings between α-modulation
spaces and inhomogeneous Besov spaces obtained in [24, Theorem 4.2] are also special cases of our
approach; in fact our approach extends these results to the case (p1, q1) 6= (p2, q2).
9.2. Embeddings between α-modulation spaces and Besov spaces. It is common to consider
the (inhomogeneous) Besov spaces Bp,qγ
(
Rd
)
as the “limit case” of α-modulation spaces for α ↑ 1, i.e.
to set Mp,qγ,1
(
Rd
)
:= Bp,qγ
(
Rd
)
. In the present subsection, we want to extend Theorem 9.7 to include
the case β = 1.
As a further result, we will show in the present subsection that the Fourier transform restricts to
an isomorphism of quasi-Banach spaces
F :Mp,qγ,α
(
Rd
)
→ DF
(
Q(α)r , L
p, ℓq
w(γ/(1−α))
)
= Mp,qF ,γ,α
(
Rd
)
,
thereby justifying the name “Fourier-side α-modulation spaces” for the spaces Mp,qF ,γ,α
(
Rd
)
. As a
consequence, the characterization of the embeddings for the Fourier-side α-modulation spaces from
Theorem 9.7 readily extends to the “usual” (space-side) α-modulation spaces.
But let us begin by defining the inhomogeneous Besov covering:
Definition 9.9. For d ∈ N, define
B0 := B4 (0) ⊂ R
d and Bn := B2n+2 (0) \B2n−2 (0) ⊂ R
d for n ∈ N .
The family B := (Bn)n∈N0 is called the inhomogeneous Besov covering of R
d. ◭
The following lemma (partly) justifies our nomenclature, by showing that B is indeed an (almost
structured) covering of Rd. The full justification of our nomenclature will be given in Lemma 9.15.
Lemma 9.10. The inhomogeneous Besov covering B = (TnB
′
n + bn)n∈N0 is an almost structured
covering of Rd, with parametrization given by
Tn := 2
n · id, bn := 0 and B
′
n :=
{
B4 (0) \B1/4 (0) , if n ∈ N,
B4 (0) , if n = 0.
Furthermore, for any γ ∈ R, the weight v(γ) := (2γn)n∈N0 is B-moderate. ◭
Proof. The given Tn, B
′
n and bn indeed satisfy Bn = TnB
′
n + bn for all n ∈ N0. Furthermore, if we set
Pn :=
{
B2 (0) \B1/2 (0) , if n ∈ N,
B2 (0) , if n = 0,
then all Pn and all B
′
n are open and bounded, the sets {Pn : n ∈ N0} and {B
′
n : n ∈ N0} are finite,
and we have Pn ⊂ B
′
n for all n ∈ N0.
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Further, Rd =
⋃
n∈N0
(TnPn + bn). Indeed, for ξ ∈ Rd with |ξ| ≥ 1, choose n ∈ N0 maximal with
2n ≤ |ξ|. This implies 2n ≤ |ξ| < 2n+1. If n = 0, this yields |ξ| < 2 and hence ξ ∈ B2 (0) = T0P0 + b0.
Otherwise, for n ∈ N, we have 2n−1 < 2n ≤ |ξ| < 2n+1, i.e. ξ ∈ 2n ·
(
B2 (0) \B1/2 (0)
)
= TnPn + bn, as
desired. Finally, in case of |ξ| < 1, we clearly have ξ ∈ P0 = T0P0 + b0.
Thus, recalling the definition of an almost structured covering (Definition 2.5), it remains to show
that B is admissible and that CB is finite. To this end, fix n ∈ N and assume that there is some m ∈ N
with ∅ 6= Bn ∩Bm. If we choose ξ ∈ Bn ∩Bm, we thus get
2m−2 < |ξ| < 2n+2 and 2n−2 < |ξ| < 2m+2.
In particular, m− 2 < n+ 2 and n− 2 < m+ 2, i.e. n− 4 < m < n+ 4. Since all these quantities are
integers, we get n− 3 ≤ m ≤ n+ 3. All in all, we derive
n∗ ⊂ {0} ∪ {n− 3, . . . , n+ 3} ∀n ∈ N , (9.7)
and hence |n∗| ≤ 8. Finally, for m ∈ N with ξ ∈ B0 ∩Bm 6= ∅, we get 2m−2 < |ξ| < 4 = 22 and hence
m − 2 < 2, i.e. m ≤ 3. We have thus shown 0∗ ⊂ {0, 1, 2, 3} and hence |0∗| ≤ 4. All in all, we get
NB = supn∈N0 |n
∗| ≤ 8 <∞, so that B is an admissible covering of Rd.
It remains to show that
CB := sup
n∈N0
sup
m∈n∗
∥∥T−1n Tm∥∥ = sup
n∈N0
sup
m∈n∗
2m−n
is finite. This is indeed the case: For n ∈ N, we saw in equation (9.7) that n∗ ⊂ {0, . . . , n+ 3}, so that
every m ∈ n∗ satisfies 2m−n ≤ 23 = 8. Finally, for n = 0 and m ∈ n∗ = 0∗ ⊂ {0, 1, 2, 3}, we also have
2m−n ≤ 23 = 8, so that CB ≤ 8 < ∞. All in all, we have thus shown that B is an almost structured
covering of Rd.
As an almost structured covering, B is in particular a semi-structured covering, so that equation
(3.11) shows that the weight (|detTn|)n∈N0 =
(
2nd
)
n∈N0
is B-moderate. But if w = (wn)n∈N0 is B-
moderate, it is not hard to see that the same holds for (w̺n)n∈N0 , for arbitrary ̺ ∈ R. If we apply this
with ̺ = γd , we see that v
(γ) is B-moderate, as claimed. 
Recall from Theorem 3.19 that every almost structured covering admits a subordinate partition
of unity which is an Lp-BAPU, simultaneously for all p ∈ (0,∞]. Thus, the decomposition spaces
DF
(
B, Lp, ℓq
v(γ)
)
are well-defined.
Definition 9.11. For d ∈ N, p, q ∈ (0,∞] and γ ∈ R, we define the Fourier-side inhomogeneous
Besov space with integrability exponents p, q and smoothness parameter γ as
Bp,qF ,γ
(
Rd
)
:= Mp,qF ,γ,1
(
Rd
)
:= DF
(
B, Lp, ℓq
v(γ)
)
,
where the weight v(γ) = (2γn)n∈N0 is as in Lemma 9.10. ◭
Remark. As we will see in Lemma 9.15, the Fourier transform yields an isomorphism
F : Bp,qγ
(
Rd
)
≤ S ′
(
Rd
)
→ Bp,qF ,γ
(
Rd
)
≤ D′
(
Rd
)
, f 7→ f̂ |C∞c (Rd)
between the usual (inhomogeneous) Besov space Bp,qγ
(
Rd
)
and Bp,qF ,γ
(
Rd
)
. This will justify the name
“Fourier-side inhomogeneous Besov space.” 
As in the previous subsection, the main step for establishing embedding results is to obtain a suitable
subordinateness and moderateness statement.
Lemma 9.12. Let d ∈ N and α ∈ [0, 1) be arbitrary and choose r > r0 (d, α), with r0 (d, α) as in
Theorem 9.1. Then, the covering Q
(α)
r is almost subordinate to B.
Furthermore, we have
|k| ≍ 〈k〉 ≍ 2n(1−α) ∀ k ∈ Zd \ {0} and n ∈ N0 with Q
(α)
r,k ∩Bn 6= ∅, (9.8)
where the implied constants only depend on d, r, α.
Thus, Q
(α)
r and w(γ) are relatively B-moderate, with w(γ) = (〈k〉
γ
)k∈Zd\{0} as in Lemma 9.2. ◭
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Proof. Let us first show that Q
(α)
r = (Q
(α)
r,k )k∈Zd\{0} is almost subordinate to B = (Bn)n∈N0 . Observe
that each of the sets Q
(α)
r,k is convex and hence path-connected and that Q
(α)
r and B are both admissible
coverings of all of Rd. Moreover, each of the sets Bn is open, so that Corollary 2.13 implies that it
suffices to show that the cardinality of the sets
Jk :=
{
n ∈ N0 : Bn ∩Q
(α)
r,k 6= ∅
}
is uniformly bounded with respect to k ∈ Zd \ {0}.
To see this, let k ∈ Zd \ {0} be arbitrary and choose n ∈ Jk. Hence, there is some ξ ∈ Bn ∩ Q
(α)
r,k .
Lemma 9.2 implies
〈ξ〉 ≍ 〈k〉
1
1−α
where the implied constants only depend on r, α.
Let us assume n ≥ 2 for the moment. This yields |ξ| ≥ 2n−2 ≥ 1 because of ξ ∈ Bn. Hence,
|ξ| ≤ 〈ξ〉 ≤ 1 + |ξ| ≤ 2 |ξ|. In combination with 2n−2 < |ξ| < 2n+2, i.e. 〈ξ〉 ≍ |ξ| ≍ 2n, we arrive at
2n ≍ 〈ξ〉 ≍ 〈k〉
1
1−α for k ∈ Zd \ {0} and n ∈ Jk ∩ N≥2. (9.9)
This yields
2
log2〈k〉
1−α +log2 C0 = C0 · 〈k〉
1
1−α ≤ 2n ≤ C1 · 〈k〉
1
1−α = 2
log2〈k〉
1−α +log2 C1
for suitable constants C0 ∈ (0, 1) and C1 ≥ 1, which only depend on r, α. We conclude
log2 C0 ≤ n−
log2 〈k〉
1− α
≤ log2 C1 ,
and hence n ∈ N0 ∩BR
(
log2〈k〉
1−α
)
for R := max {− log2 C0, log2 C1}.
By dropping the assumption n ≥ 2, we finally arrive at
Jk ⊂ {0, 1} ∪
[
N0 ∩BR
(
log2 〈k〉
1− α
)]
,
where the latter set has cardinality at most 2 + 2 ⌈R⌉+ 1 = 2 ⌈R⌉+ 3 =: N . As observed above, this
implies that Q
(α)
r is almost subordinate to B. More precisely, Lemma 2.12 shows that Q
(α)
r,k ⊂ B
N∗
n
holds for all k ∈ Zd \ {0} and all n ∈ Jk.
Now, we establish equation (9.8). For n ∈ N≥2, and k ∈ Zd \ {0} with Q
(α)
r,k ∩ Bn 6= ∅, we get
〈k〉 ≍ 2n(1−α) from equation (9.9). Furthermore, since |k| ≥ 1, we also have |k| ≤ 〈k〉 ≤ 1 + |k| ≤ 2 |k|
and hence |k| ≍ 〈k〉 ≍ 2n(1−α). This establishes equation (9.8) for n ≥ 2. In case of n ≤ 1, we note
that Lemma 9.2 yields for arbitrary ξ ∈ Q
(α)
r,k ∩Bn that
1 ≤ |k| ≤ 〈k〉 ≍ 〈ξ〉
1−α
≤ (1 + |ξ|)
1−α
<
(
1 + 2n+2
)1−α
≤ 91−α . 1,
as well as 1 ≤ 2n(1−α) ≤ 21−α . 1, where all implied constants only depend on r and on α ∈ [0, 1).
Thus, equation (9.8) holds in all cases. 
Now, it is again easy to establish sharp embeddings between the Fourier-side α-modulation spaces
and the Fourier-side inhomogeneous Besov spaces. We remark that the following theorem is essentially
identical to [39, Theorem 6.2.8] from my PhD thesis.
Theorem 9.13. Let d ∈ N, α ∈ [0, 1) and p1, p2, q1, q2 ∈ (0,∞], as well as γ1, γ2 ∈ R.
We have Mp1,q1F ,γ1,α
(
Rd
)
⊂Mp2,q2F ,γ2,1
(
Rd
)
if and only if20 Mp1,q1F ,γ1,α
(
Rd
)
→֒Mp2,q2F ,γ2,1
(
Rd
)
, if and only if
we have
p1 ≤ p2 and
γ2 ≤ γ1 + αd
(
1
p2
− 1p1
)
+ d (α− 1)
(
1
p▽2
− 1q1
)
+
, if q1 ≤ q2,
γ2 < γ1 + αd
(
1
p2
− 1p1
)
+ d (α− 1)
(
1
p▽2
− 1q1
)
+
, if q1 > q2.
20This equivalence uses that both spaces continuously embed into the Hausdorff space D′
(
Rd
)
(see Theorem 3.21),
and that the closed graph theorem also applies to quasi-Banach spaces, as seen in Section 1.2.
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Conversely, we have Mp1,q1F ,γ1,1
(
Rd
)
⊂ Mp2,q2F ,γ2,α
(
Rd
)
if and only if Mp1,q1F ,γ1,1
(
Rd
)
→֒ Mp2,q2F ,γ2,α
(
Rd
)
, if
and only if we have
p1 ≤ p2 and
γ2 < γ1 + αd
(
1
p2
− 1p1
)
+ d (α− 1)
(
1
q2
− 1
p±△1
)
+
, if q1 > q2,
γ2 ≤ γ1 + αd
(
1
p2
− 1p1
)
+ d (α− 1)
(
1
q2
− 1
p±△1
)
+
, if q1 ≤ q2.
◭
Proof. Let r0 = r0 (d, α) as in Theorem 9.1, choose r > r0 and recall the definition of the spaces
Mp,qF ,γ,α
(
Rd
)
= DF
(
Q
(α)
r , Lp, ℓ
q
w(γ/(1−α))
)
from Definition 9.4.
We first analyze for which parameters the inclusion Mp1,q1F ,γ1,α
(
Rd
)
⊂ Mp2,q2F ,γ2,1
(
Rd
)
holds. By the
closed graph theorem, this holds if and only if the identity map ι :Mp1,q1F ,γ1,α
(
Rd
)
→Mp2,q2F ,γ2,1
(
Rd
)
, f 7→ f
is well-defined and bounded. To characterize when this is the case, we set α0 :=
α
1−α , and define
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := Q
(α)
r =
(
Q
(α)
r,k
)
k∈Zd\{0}
=
(
(|k|
α0 · id)Q(r) + |k|
α0 k
)
k∈Zd\{0}
,
and
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 ,
where the setsQ(r) and B′n are defined as in Lemmas 9.3 and 9.10, respectively. Furthermore, we choose
w := w(γ1/(1−α)) and v := v(γ2), where w(γ) and v(γ) are defined as in Lemmas 9.2 and 9.10, respectively.
With these choices, we have Mp1,q1F ,γ1,α
(
Rd
)
= DF (Q, L
p1 , ℓq1w ) and M
p2,q2
F ,γ2,1
(
Rd
)
= DF (P , L
p2 , ℓq2v ).
Lemmas 9.3, 9.2 and 9.10 imply that both Q and P are almost structured coverings and that w
and v are Q-moderate and P-moderate, respectively. Hence, the standing assumptions from Section 7
(i.e., Assumption 7.1) are satisfied.
Finally, Q,P are both coverings of the same set O = O′ = Rd, and Lemma 9.12 shows that Q is
almost subordinate to P and that Q and w are relatively P-moderate. Thus, all assumptions of part
(4) of Theorem 7.4 are satisfied. Note that the embedding ι from Theorem 7.4 satisfies ιf = f for all
f ∈ DF (Q, L
p1 , ℓq1w ), since both Q and P cover the same set O = R
d = O′. Thus, the map ι from
above coincides with ι from Theorem 7.4. All in all, we conclude that ι is well-defined and bounded if
and only if we have
p1 ≤ p2 and K :=
∥∥∥∥∥
(
vj
wij
· |detTij |
p−11 −p
−1
2 −s · |detSj |
s
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
<∞,
where s :=
(
1
p▽2
− 1q1
)
+
and where for each j ∈ J = N0, some ij ∈ Ij ⊂ Zd\{0}, i.e. with ∅ 6= Bj∩Q
(α)
r,ij
is selected. But according to Lemma 9.12, we have
wij = w
(γ1/(1−α))
ij
= 〈ij〉
γ1
1−α ≍ 2j(1−α)
γ1
1−α = 2jγ1 ,
and
|detTij | = |ij|
dα0 ≍
(
2j(1−α)
)d α1−α
= 2jdα, since α0 =
α
1− α
.
All in all, we get
K ≍
∥∥∥∥(2j(γ2−γ1) · 2jdα(p−11 −p−12 −s) · 2jds)j∈N0
∥∥∥∥
ℓq2·(q1/q2)
′
≍
∥∥∥∥(2j(γ2−γ1+d[s(1−α)+α(p−11 −p−12 )]))j∈N0
∥∥∥∥
ℓq2·(q1/q2)
′
. (9.10)
Recall from equation (4.3) that q2 ·(q1/q2)
′
is finite if and only if q2 < q1. Hence, due to the exponential
nature of the sequence in equation (9.10), we get
K <∞⇐⇒
{
γ2 − γ1 + d
[
s (1− α) + α
(
p−11 − p
−1
2
)]
≤ 0, if q1 ≤ q2,
γ2 − γ1 + d
[
s (1− α) + α
(
p−11 − p
−1
2
)]
< 0, if q1 > q2
⇐⇒
γ2 ≤ γ1 + αd
(
p−12 − p
−1
1
)
+ d (α− 1)
(
1
p▽2
− 1q1
)
+
, if q1 ≤ q2,
γ2 < γ1 + αd
(
p−12 − p
−1
1
)
+ d (α− 1)
(
1
p▽2
− 1q1
)
+
, if q1 > q2.
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This completes the characterization of the inclusion Mp1,q1F ,γ1,α
(
Rd
)
⊂Mp2,q2F ,γ2,1
(
Rd
)
.
To characterize the cases in which the inclusion Mp1,q1F ,γ1,1
(
Rd
)
⊂ Mp2,q2F ,γ2,α
(
Rd
)
holds, we note as
above that this holds if and only if the identity map θ : Mp1,q1F ,γ1,1
(
Rd
)
→ Mp2,q2F ,γ2,α
(
Rd
)
, f 7→ f is
well-defined and bounded. To characterize when this is the case, we set
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 ,
and
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= Q(α)r =
(
Q
(α)
r,k
)
k∈Zd\{0}
=
(
(|k|
α0 · id)Q(r) + |k|
α0 k
)
k∈Zd\{0}
,
with B′n, Q
(r), and α0 as above. Further, we set w := v
(γ1) and v := w(γ2/(1−α)), where w(γ) and v(γ) are
defined as in Lemmas 9.2 and 9.10, respectively. These choices ensure Mp1,q1F ,γ1,1
(
Rd
)
= DF (Q, L
p1 , ℓq1w )
and Mp2,q2F ,γ2,α
(
Rd
)
= DF (P , L
p2 , ℓq2v ). Precisely as above, we see that Assumption 7.1 is fulfilled for
these choices.
Finally, Q and P both cover the same set O = Rd = O′, and Lemma 9.12 shows that P is almost
subordinate to Q and that P and v are relatively Q-moderate. Thus, all assumptions of part (4) of
Theorem 7.2 are satisfied. As above, we see that the map ι from that theorem satisfies ιf = f = θf
for all f ∈ DF (Q, L
p1 , ℓq1w ) with θ as above. Thus, all in all, we conclude that θ is well-defined and
bounded if and only if we have
p1 ≤ p2 and K :=
∥∥∥∥(vjiwi · |detTi|s · |detSji |p−11 −p−12 −s
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
<∞,
where s :=
(
1
q2
− 1
p±△1
)
+
and where for each i ∈ I = N0, some ji ∈ Ji ⊂ Zd\{0}, i.e. with ∅ 6= Bi∩Q
(α)
r,ji
is selected.
But since α0 =
α
1−α and in view of Lemma 9.12, we see—exactly as above—that
vji = 〈ji〉
γ2
1−α ≍ 2i(1−α)
γ2
1−α = 2iγ2 and |detSji | = |ji|
dα0 ≍ 2i(1−α)dα0 = 2idα .
Thus, setting t := q2 · (q1/q2)
′
, we get
K ≍
∥∥∥∥(2i(γ2−γ1) · 2ids · 2idα(p−11 −p−12 −s))i∈N0
∥∥∥∥
ℓt
≍
∥∥∥∥(2i(γ2−γ1+ds(1−α)+dα(p−11 −p−12 )))i∈N0
∥∥∥∥
ℓt
.
The remainder of the proof is exactly as above and hence omitted. 
We note that our embedding results for α-modulation spaces from Theorem 9.7 apply also to the
case α = β. In contrast, the preceding theorem requires α ∈ [0, 1), so that embeddings between
two (different) inhomogeneous Besov spaces are strictly speaking not covered by that criterion. This
motivates the following theorem:
Theorem 9.14. Let d ∈ N, p1, p2, q1, q2 ∈ (0,∞] and γ1, γ2 ∈ R be arbitrary.
We have Mp1,q1F ,γ1,1
(
Rd
)
⊂Mp2,q2F ,γ2,1
(
Rd
)
if and only if Mp1,q1F ,γ1,1
(
Rd
)
→֒Mp2,q2F ,γ2,1
(
Rd
)
, if and only if
p1 ≤ p2 and
{
γ2 ≤ γ1 + d
(
p−12 − p
−1
1
)
, if q1 ≤ q2,
γ2 < γ1 + d
(
p−12 − p
−1
1
)
, if q1 > q2.
◭
Remark. In contrast to Theorems 9.7 and 9.13, the preceding theorem is not a new result. For example,
[24, Proposition 2.4] already shows that the stated conditions are sufficient for the existence of the
embedding. We state the theorem here mainly for completeness, and to give an example application
of Corollary 7.3. 
Proof. Let Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 , and w := v
(γ1), as
well as v := v(γ2). Here, the sets B′n and the weight v
(γ) are chosen as in Lemma 9.10. We want
to apply Corollary 7.3 with these choices. Since B is an almost structured covering by Lemma 9.10
and since the same lemma shows that v, w are B-moderate, the general assumptions of Section 7 (i.e.
Assumption 7.1) are satisfied.
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Thus, Corollary 7.3 shows that the embedding Mp1,q1F ,γ1,1
(
Rd
)
→֒Mp2,q2F ,γ2,1
(
Rd
)
holds if and only if we
have p1 ≤ p2 and if
K :=
∥∥∥∥(|det Ti|p−11 −p−12 · viwi
)
i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥(2n[γ2−γ1+d(p−11 −p−12 )])n∈N0
∥∥∥∥
ℓq2·(q1/q2)
′
is finite. But equation (4.3) shows that q2 · (q1/q2)
′
is finite if and only if we have q2 < q1. Due to the
exponential nature of the weight in the preceding equation, we thus see that K is finite if and only if
we have {
γ2 − γ1 + d
(
p−11 − p
−1
2
)
≤ 0, if q1 ≤ q2,
γ2 − γ1 + d
(
p−11 − p
−1
2
)
< 0, if q1 > q2.
Finally, the equivalence between the embedding Mp1,q1F ,γ1,1
(
Rd
)
→֒ Mp2,q2F ,γ2,1
(
Rd
)
and the inclusion
Mp1,q1F ,γ1,1
(
Rd
)
⊂ Mp2,q2F ,γ2,1
(
Rd
)
follows from the closed graph theorem (which applies also to quasi-
Banach spaces, cf. Section 1.2), since both involved spaces embed continuously into the Hausdorff
space D′
(
Rd
)
, as we saw in Theorem 3.21. 
Now, we show that our “Fourier-side” inhomogeneous Besov space Bp,qF ,γ
(
Rd
)
indeed coincides with
the Fourier transform of the usual inhomogeneous Besov space Bp,qγ
(
Rd
)
:
Lemma 9.15. Let d ∈ N, p, q ∈ (0,∞] and γ ∈ R be arbitrary. Let the inhomogeneous Besov space
Bp,qγ
(
Rd
)
≤ S ′
(
Rd
)
be as defined in21 [20, Definition 2.2.1].
Then, the Fourier transform restricts to an isomorphism of (quasi)-Banach spaces
F : Bp,qγ
(
Rd
)
→Mp,qF ,γ,1
(
Rd
)
, f 7→ f̂ |C∞c (Rd) . (9.11)
In particular, every f ∈Mp,qF ,γ,1
(
Rd
)
≤ D′
(
Rd
)
extends to a tempered distribution. ◭
Proof. As in [20, Sections 1.3.2 and 2.2.1], we fix a radial Schwartz function Ψ ∈ S
(
Rd
)
such that Ψ̂
is nonnegative with supp Ψ̂ ⊂ B2 (0) \B6/7 (0), with Ψ̂ ≡ 1 on B12/7 (0) \B1 (0), and such that
∞∑
j=−∞
Ψ̂ (2−jξ) = 1 ∀ ξ ∈ Rd \ {0} . (9.12)
Let Ψj (x) := 2
dj · Ψ
(
2jx
)
for j ∈ Z and x ∈ Rd. We then have Ψ̂j (ξ) = Ψ̂
(
2−jξ
)
=: ψj (ξ) for all
ξ ∈ Rd. From this, it follows easily that∥∥F−1ψj∥∥Lp = ‖Ψj‖Lp = 2dj · ‖D2j idΨ‖Lp = 2dj(1− 1p ) · ‖Ψ‖Lp = |det (2jid)|1− 1p · ‖Ψ‖Lp
for all j ∈ Z and p ∈ (0,∞]. Furthermore, using supp Ψ̂ ⊂ B2 (0) \ B6/7 (0) ⊂ B4 (0) \ B1/4 (0), we
see suppψj = 2
j · supp Ψ̂ ⊂ Bj for all j ∈ N, where B = (Bn)n∈N0 denotes the inhomogeneous Besov
covering from Definition 9.9.
Grafakos (cf. [20, equation (2.2.2)]) states that there is a Schwartz function Φ ∈ S
(
Rd
)
satisfying
Φ̂ (ξ) =
{∑
j≤0 Ψ̂
(
2−jξ
)
=
∑
j≤0 ψj (ξ) , if ξ 6= 0,
1, if ξ = 0
(9.13)
and Φ̂ (ξ) = 1 for |ξ| ≤ 1, as well as Φ̂ (ξ) = 0 for |ξ| ≥ 2.
Set ϕi := ψi for i ∈ N, and let ϕ0 := Φ̂. Using equations (9.12) and (9.13), it is not hard to see∑
i∈N0
ϕi (ξ) = 1 for all ξ ∈ Rd. Furthermore, we have ϕi ∈ C∞c
(
Rd
)
with suppϕi ⊂ Bi for all i ∈ N
and with suppϕ0 ⊂ B2 (0) ⊂ B4 (0) = B0. Finally, we have
|det (2iid)|
1
p−1·
∥∥F−1ϕi∥∥Lp ≤ max{‖Φ‖Lp , sup
j∈Z
|det (2j id)|
1
p−1 ·
∥∥F−1ψj∥∥Lp} = max {‖Φ‖Lp , ‖Ψ‖Lp}
21Note that the exact notation in [20, Definition 2.2.1] is actually slightly different. What we call Bp,qγ
(
Rd
)
here is
written as Bγ,qp in [20, Definition 2.2.1]. Just as for the α-modulation spaces, the notation is not completely consistent
in the literature. Our choice of notation is motivated by the Lebesgue spaces Lp and the Lorentz spaces Lp,q, where the
integrability exponents are always at the top.
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for all i ∈ N0, and thus CB,Φ,p <∞ for Φ := (ϕi)i∈N0 and arbitrary p ∈ (0,∞]. All in all, we see that
Φ is an Lp-BAPU for B for all p ∈ (0,∞].
Now, still following Grafakos (see [20, Section 2.2.1]), we define
∆Ψj : S
′ (Rd)→ S ′ (Rd) , f 7→ F−1 ( Ψ̂j · f̂ ) = F
−1 (ψj · f̂ )
for j ∈ Z, as well as
S0 : S
′ (Rd)→ S ′ (Rd) , f 7→ Φ ∗ f = F−1 ( Φ̂ · f̂ ) = F−1 (ϕ0 · f̂ ) .
Using these notations, Grafakos defines the (quasi)-norm on Bp,qγ
(
Rd
)
as
‖f‖Bp,qγ := ‖S0f‖Lp +
∥∥∥∥(2jγ · ∥∥∆Ψj f∥∥Lp)j∈N
∥∥∥∥
ℓq
=
∥∥F−1 (ϕ0 · f̂ )∥∥Lp + ∥∥∥(∥∥F−1 (ϕj · f̂ )∥∥Lp)j∈N∥∥∥ℓq
v(γ)
∈ [0,∞] for f ∈ S ′
(
Rd
)
.
Note that we have f̂ ∈ S ′
(
Rd
)
≤ D′
(
Rd
)
for f ∈ S ′
(
Rd
)
. Now, it is not hard to see∥∥∥f̂ |C∞c (Rd)∥∥∥DF,Φ(B,Lp,ℓq
v(γ)
) =
∥∥∥(∥∥F−1 (ϕi f̂ )∥∥Lp)i∈N0∥∥∥ℓq
v(γ)
≍ ‖f‖Bp,qγ ∀ f ∈ S
′
(
Rd
)
, (9.14)
so that the map F defined in equation (9.11) is a well-defined isomorphism of quasi-normed vector
spaces, when considered as a map onto a certain subspace of Mp,qF ,γ,1
(
Rd
)
(namely onto its range).
It remains to show that the map F from equation (9.11) is surjective. To this end, it suffices to show
that every f ∈ DF
(
B, Lp, ℓq
v(γ)
)
extends to a tempered distribution f˜ ∈ S ′
(
Rd
)
. Indeed, if this is the
case, equation (9.14) implies
∥∥F−1f˜ ∥∥
Bp,qγ
≍ ‖f‖
DF
(
B,Lp,ℓq
v(γ)
) <∞, and hence g := F−1f˜ ∈ Bp,qγ
(
Rd
)
with Fg = f˜ |C∞c (Rd) = f , so that F is surjective. By completeness of DF
(
B, Lp, ℓq
v(γ)
)
(see Theorem
3.21), this incidentally proves the completeness of Bp,qγ
(
Rd
)
, so that the map F as defined in equation
(9.11) is indeed an isomorphism of quasi-Banach spaces.
But Theorem 8.3 (with Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 and
I0 = I = N0, with B′n as in Lemma 9.10) is well-suited for showing that every f ∈ DF
(
B, Lp, ℓq
v(γ)
)
extends to a tempered distribution f˜ ∈ S ′
(
Rd
)
.
It is not hard to verify that the partition of unity Φ defined above is regular (cf. Definition 8.1). Thus,
all we need to verify is that there is someN ∈ N0 with w(N) ·c ∈ ℓ1 (N0) for all c = (cn)n∈N0 ∈ ℓ
q
v(γ)
(N0),
where
w(N)n = |detTn|
1/p
·max
{
1,
∥∥T−1n ∥∥d+1} · [ inf
ξ∈B∗n
(1 + |ξ|)
]−N
.
Because of ℓq
v(γ)
(N0) →֒ ℓ∞v(γ) (N0), it suffices to show w
(N) ·
(
v(γ)
)−1
∈ ℓ1 (N0) for some N ∈ N0.
Now, for n ∈ N, we saw in equation (9.7) that n∗ ⊂ {0} ∪ {n− 3, . . . , n+ 3}. Furthermore,
directly after that equation, we showed 0∗ ⊂ {0, 1, 2, 3}, which implies 0 /∈ n∗ for n ∈ N>3. Thus,
n∗ ⊂ {n− 3, . . . , n+ 3} for n ∈ N>3, which easily implies |ξ| ≥ 2(n−3)−2 = 2n−5 for all ξ ∈ B∗n.
Furthermore, we have
∥∥T−1n ∥∥ = ‖2−n · id‖ = 2−n ≤ 1 for all n ∈ N0, so that we get
w(N)n = 2
dn/p ·
[
inf
ξ∈B∗n
(1 + |ξ|)
]−N
≤ 2dn/p ·
(
2n−5
)−N
= 25N · 2n(
d
p−N) ∀n ∈ N>3 .
Thus,
0 ≤ w(N)n
/
v(γ)n ≤ 2
−γn · 25N · 2n(
d
p−N) = 25N · 2n(
d
p−γ−N) ∀n ∈ N>3,
which implies
(
v(γ)
)−1
· w(N) ∈ ℓ1 (N0), as soon as dp − γ −N < 0, i.e. as soon as N >
d
p − γ. 
As a corollary, we can now show that the Fourier transform also yields an isomorphism between the
classical “space-side” α-modulation spaces and our “Fourier-side” variants of these spaces.
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Corollary 9.16. Let d ∈ N, p, q ∈ (0,∞], α ∈ [0, 1] and γ ∈ R. Then, the map
F : Mp,qγ,α
(
Rd
)
→ DF
(
Q(α), Lp, ℓq
w(γ/(1−α))
)
=Mp,qF ,γ,α
(
Rd
)
, f 7→ f̂ |C∞c (Rd)
yields an isomorphism of (quasi)-Banach spaces, where the α-modulation space Mp,qγ,α
(
Rd
)
is as defined
in [2, Definition 2.4].
In particular, Theorems 9.7, 9.13, and 9.14 concerning the embeddings between the “Fourier-side”
α-modulation spaces apply just as well to the classical “space-side” α-modulation spaces. ◭
Proof. For α = 1, the claim was just shown in Lemma 9.15. Thus, we can assume α ∈ [0, 1).
Note that we have (by definition) that Mp,qF ,γ,α
(
Rd
)
= DF
(
Q
(α)
r , Lp, ℓ
q
w(γ/(1−α))
)
, for r > r0 (d, α),
with r0 (d, α) as in Theorem 9.1. But the covering Q
(α)
r is exactly the same covering which is used in [2,
Definition 2.4] to define the (space-side) α-modulation spaces Mp,qγ,α
(
Rd
)
. Thus, let Φ = (ϕk)k∈Zd\{0}
be an Lp-BAPU for Q
(α)
r , jointly for all p ∈ (0,∞]. Existence of Φ is ensured by Theorem 3.19, since
Q
(α)
r is an (almost) structured covering of Rd, by Lemma 9.3. Using such a system Φ, the (quasi)-norm
on Mp,qγ,α
(
Rd
)
, as defined in [2, Definition 2.4], is given by
‖f‖Mp,qγ,α =
∥∥∥(〈ξk〉γ · ∥∥F−1 (ϕk · f̂ )∥∥Lp)k∈Zd\{0}∥∥∥ℓq ,
where ξk ∈ Q
(α)
r,k can be selected arbitrarily. Note that we have ξk := |k|
α0 k ∈ Q
(α)
r,k (with α0 =
α
1−α ),
and that |ξk| = |k|
α0+1 = |k|
1
1−α ≍ 〈k〉
1
1−α (since k ∈ Zd \ {0}). In particular, |ξk| & 1, and hence
〈ξk〉 ≍ |ξk| ≍ 〈k〉
1/(1−α)
, so that we get 〈ξk〉
γ
≍ 〈k〉
γ/(1−α)
≍ w
(γ/(1−α))
k . All in all, it is now not hard
to see that we have
‖f‖Mp,qγ,α ≍
∥∥∥(∥∥F−1 (ϕk · f̂ )∥∥Lp)k∈Zd\{0}∥∥∥ℓq
w(γ)
=
∥∥∥f̂ |C∞c (Rd)∥∥∥DF(Q(α)r ,Lp,ℓq
w(γ/(1−α))
) (9.15)
for all f ∈ S ′
(
Rd
)
, which shows that the map F defined in the statement of the corollary is a well-
defined isomorphism of quasi-normed vector spaces onto a certain subspace ofDF
(
Q
(α)
r , Lp, ℓ
q
w(γ/(1−α))
)
(namely, onto the range of F).
Thus, to complete the proof, we only have to show that F is surjective. To this end, it suffices
to show that each distribution f ∈ DF
(
Q
(α)
r , Lp, ℓ
q
w(γ/(1−α))
)
= Mp,qF ,γ,α
(
Rd
)
can be extended to a
tempered distribution f˜ ∈ S ′
(
Rd
)
. Indeed, if this is the case, equation (9.15) shows∥∥∥F−1f˜ ∥∥∥
Mp,qγ,α
≍
∥∥∥f˜ |C∞c (Rd)∥∥∥Mp,qF,γ,α = ‖f‖Mp,qF,γ,α <∞ ,
and hence g := F−1f˜ ∈ Mp,qγ,α
(
Rd
)
with Fg = f˜ |C∞c (Rd) = f , so that the map F (as defined in the
present corollary) is surjective.
But Theorem 9.13 shows that we have Mp,qF ,γ,α
(
Rd
)
→֒ Mp,qF ,σ,1
(
Rd
)
for a suitable σ ∈ R, so that
every f ∈Mp,qF ,γ,α
(
Rd
)
also satisfies f ∈Mp,qF ,σ,1
(
Rd
)
. But in view of Lemma 9.15, this implies that f
extends to a tempered distribution, as desired. 
9.3. Embeddings between homogeneous and inhomogeneous Besov spaces. In the previous
subsections, the coverings which we considered were very compatible: They all covered the same set
(namely, Rd) and Q was almost subordinate to P and relatively P-moderate, or vice versa. Thus, we
could completely characterize the existence of the associated embeddings, but we could not indicate in
how far our theory also applies in cases where the two coverings are more incompatible to each other.
Therefore, in this subsection, we discuss one such example of more incompatible coverings: We
consider embeddings between inhomogeneous and homogeneous (Fourier-side) Besov spaces. The
inhomogeneous Besov covering was introduced in Definition 9.9; it consists of the dyadic annuli
Bn = B2n+2 (0) \ B2n−2 (0) for n ∈ N, but the low-frequency part is covered by one large ball
B0 = B4 (0). In contrast, the homogeneous Besov covering only consists of dyadic annuli:
Definition 9.17. For d ∈ N and n ∈ Z, the n-th dyadic ring is B˙n := B2n+2 (0) \ B2n−2 (0) ⊂ R
d.
We define the (d-dimensional) homogeneous Besov covering as B˙ := (B˙n)n∈Z. ◭
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Our first aim is to show that B˙ is an almost structured covering of Rd\{0}. In fact, B˙ is a structured
covering:
Lemma 9.18. Let d ∈ N. Then B˙ = (TnQ+ bn)n∈Z is a structured admissible covering of R
d \ {0},
with parametrization given by
Tn := 2
n · id and bn := 0 for n ∈ Z, and Q := B4 (0) \B1/4 (0) .
Furthermore, for any γ ∈ R, the weight u(γ) := (2nγ)n∈Z is B˙-moderate. ◭
Proof. With Tn, bn, Q as in the statement of the lemma, we clearly have B˙n = TnQ+ bn for all n ∈ Z.
Now, let P := B2 (0) \ B1/2 (0). It is clear that P,Q ⊂ R
d are open and bounded, with P ⊂ Q.
Furthermore,
P := (Pn)n∈Z := (TnP + bn)n∈Z =
(
B2n+1 (0) \B2n−1 (0)
)
n∈Z
is a covering of Rd \ {0}. Indeed, clearly Pn ⊂ Rd \ {0} for all n ∈ Z. Conversely, for arbitrary
ξ ∈ Rd \ {0}, we can choose n ∈ Z maximal with 2n ≤ |ξ|, since the set of those n ∈ Z is nonempty
(this uses |ξ| > 0 and 2n −−−−−→
n→−∞
0), closed and bounded from above. Then 2n−1 < 2n ≤ |ξ| < 2n+1,
which means ξ ∈ Pn.
Since we have Pn ⊂ B˙n ⊂ Rd \ {0} for all n ∈ Z, we see that B˙ is also a covering of Rd \ {0}. To
show that B˙ is a structured admissible covering of Rd \ {0}, it remains to show that B˙ is admissible
and that
CB˙ := sup
n∈Z
sup
k∈n∗
∥∥T−1n Tk∥∥ = sup
n∈Z
sup
k∈n∗
2k−n (9.16)
is finite. But for n ∈ Z and k ∈ n∗, there is some ξ ∈ B˙k ∩ B˙n, which implies
2n−2 < |ξ| < 2k+2 and 2k−2 < |ξ| < 2n+2.
Hence, n− 2 < k+2 and k− 2 < n+2, which implies n− 4 < k < n+ 4. Since all of these quantities
are integers, we conclude k ∈ {n− 3, . . . , n+ 3} and thus
n∗ ⊂ {n− 3, . . . , n+ 3} , (9.17)
which yields |n∗| ≤ 7. Since this holds for all n ∈ Z, B˙ is admissible.
But we also get 2k−n ≤ 2(n+3)−n = 23 = 8. Thanks to equation (9.16), this yields CB˙ ≤ 8 <∞, as
desired.
Finally, we also get the B˙-moderateness of u(γ): For n ∈ Z and k ∈ n∗, we saw above that |k − n| ≤ 3.
Hence, ∣∣∣u(γ)k /u(γ)n ∣∣∣ = 2γ(k−n) ≤ 2|γ(k−n)| ≤ 23|γ|,
so that we get Cu(γ),B˙ ≤ 2
3|γ| <∞. 
In view of the preceding lemma, the following decomposition spaces are well-defined:
Definition 9.19. For d ∈ N, p, q ∈ (0,∞] and γ ∈ R, we define the homogeneous (Fourier-side)
Besov space with exponents p, q and smoothness parameter γ as
B˙p,qF ,γ
(
Rd
)
:= DF
(
B˙, Lp, ℓq
u(γ)
)
≤ D′
(
Rd \ {0}
)
, with u(γ) =
(
2kγ
)
k∈Z
. ◭
Remark. In addition to the homogeneous Fourier-side Besov spaces that we defined above, there are
other function spaces that one can define using the homogeneous Besov covering B˙. All of these fit
into the (slightly generalized) framework of general decomposition spaces as introduced in [15]. We
mention here the three most important examples of such spaces: If Φ = (ϕk)k∈Z is a suitable partition
of unity subordinate to B˙, if u(γ) =
(
2kγ
)
k∈Z
is as above, and if p, q ∈ (0,∞], then we define
‖f‖B˙p,qγ :=
∥∥∥(∥∥F−1 (ϕk · f̂ )∥∥Lp)k∈Z∥∥∥ℓq
u(γ)
∈ [0,∞] for f ∈ S ′
(
Rd
) /
P ,
‖f‖B˙p,qF,γ
:=
∥∥∥(∥∥F−1 (ϕk · f )∥∥Lp)k∈Z∥∥∥ℓq
u(γ)
∈ [0,∞] for f ∈ D′
(
Rd \ {0}
)
,
‖f‖K˙p,qγ :=
∥∥(‖ϕk · f ‖Lp)k∈Z∥∥ℓq
u(γ)
∈ [0,∞] for f : Rd → C measurable.
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Here, P denotes the space of polynomials. The corresponding function spaces B˙p,qγ
(
Rd
)
, B˙p,qF ,γ
(
Rd
)
,
and K˙p,qγ
(
Rd
)
then simply consist of those functions/distributions for which the respective quasi-norm
is finite.
The spaces B˙p,qγ
(
Rd
)
are the homogeneous Besov spaces; they are studied in greater detail for
example in [29], [37, Chapter 5], and [25]. The last mentioned paper [25] by Herz also introduces the
spaces K˙p,qγ
(
Rd
)
, which are nowadays called (homogeneous) Beurling-Herz spaces; see also [29,
Chapter 3, Example 7]. We mention that with the definition given in [25], it is not quite trivial to see
that the spaces Kγp,q defined there really coincide with the spaces K˙
p,q
γ
(
Rd
)
as defined above. One can
either trust Peetre (see [29, Chapter 3, Example 7]) on this, or one can use [25, Proposition 2.4] with
the kernel κ̂ (ξ;h) := 1(2−1,2) (|ξ| · |h|) to see that this is indeed the case.
Of course, all of these spaces are related: As shown in [39, Lemma 6.2.2], the Fourier transform
induces an isomorphism of (quasi)-Banach spaces
F : B˙p,qγ
(
Rd
)
≤ S ′
(
Rd
)
/P → DF
(
B˙, Lp, ℓq
v(γ)
)
= B˙p,qF ,γ
(
Rd
)
≤ D′
(
Rd \ {0}
)
,
f + P 7→ f̂ |C∞c (Rd\{0})
(∗)
between the homogeneous Besov space B˙p,qγ
(
Rd
)
and the homogeneous Fourier-side Besov space
B˙p,qF ,γ
(
Rd
)
. This justifies our name for these spaces. Furthermore, one of the main results of the
paper [25] by Herz is [25, Proposition 3.1], where it is shown for q ∈ [1,∞], p ∈ [1, 2] and γ ∈ R that
the Fourier transform maps B˙p,qγ
(
Rd
)
boundedly into K˙p
′,q
γ
(
Rd
)
. In view of (∗), this is equivalent to
the embedding B˙p,qF ,γ
(
Rd
)
→֒ K˙p
′,q
γ
(
Rd
)
. From a modern perspective, this statement is very easy to
obtain: The Hausdorff-Young inequality shows
‖ϕk · Ff‖Lp′ =
∥∥FF−1 [ϕk · Ff ]∥∥Lp′ ≤ ∥∥F−1 [ϕk · f̂ ]∥∥Lp .
With this observation, the boundedness of F : B˙p,qγ
(
Rd
)
→ K˙p
′,q
γ
(
Rd
)
is a direct consequence of the
definitions of the involved spaces. We emphasize, however, that the proof given in [25] is very differ-
ent and much more involved. The reason for this is that Herz uses a definition of the homogeneous
Besov spaces B˙p,qγ
(
Rd
)
in terms of difference quotients; the resulting spaces are called (homogeneous)
Lipschitz spaces and denoted by Λ˙p,qγ
(
Rd
)
. The equality B˙p,qγ
(
Rd
)
= Λ˙p,qγ
(
Rd
)
, i.e., the equiva-
lence of the definition using difference quotients with the Fourier-analytic definition of B˙p,qγ
(
Rd
)
from
above—while well-known nowadays—is not trivial. It can be found for example in [37, Theorem 2 in
Section 5.2.3]. We also mention the paper [26] as an early source in which embeddings between homo-
geneous Besov spaces (again under the name Lipschitz spaces) have been studied; see [26, Theorem
8].
Finally, we emphasize that we are mainly interested in the space-side homogeneous Besov spaces
B˙p,qγ
(
Rd
)
, and their inclusion relations with the space-side inhomogeneous Besov spaces Bp,qγ
(
Rd
)
. But
in view of equation (∗), this is equivalent to studying embeddings between the Fourier-side counterparts
of these spaces, which are somewhat more convenient to handle. Thus, we are not really interested
in the Fourier-side spaces themselves, but only use them as a convenient means of studying their
space-side counterparts. 
Our next step is to verify that the homogeneous Besov covering B˙ is almost subordinate to the
inhomogeneous Besov covering B.
Lemma 9.20. Let d ∈ N be arbitrary. The homogeneous Besov covering B˙ = (B˙k)k∈Z is almost
subordinate to the inhomogeneous Besov covering B = (Bn)n∈N0 , and we have
{n} ⊂ {k ∈ Z : B˙k ∩Bn 6= ∅} ⊂ {n− 3, . . . , n+ 3} ∀n ∈ N, (9.18)
and
Z≤1 ⊂ {k ∈ Z : B˙k ∩B0 6= ∅} ⊂ Z≤3. (9.19)
◭
Proof. For k ∈ N, we simply have B˙k = Bk = B0∗k . But for k ∈ Z≤0, we have
B˙k = B2k+2 (0) \B2k−2 (0) ⊂ B22 (0) = B4 (0) = B0 = B
0∗
0 .
All in all, we have shown that B˙ is almost subordinate to B with k (B˙,B) = 0.
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Now, for n ∈ N and k ∈ Z with ∅ 6= B˙k ∩ Bn = B˙k ∩ B˙n, equation (9.17) shows that we have
k ∈ {n− 3, . . . , n+ 3}, which establishes equation (9.18).
Finally, for k ∈ Z with B˙k ∩B0 6= ∅, there is some ξ ∈ B0 ∩ B˙k, which implies 2k−2 < |ξ| < 4 = 22
and hence k < 4, i.e. k ≤ 3, which establishes the right inclusion in equation (9.19).
Conversely, for k ∈ Z≤1, we have ξ := 2k · (1, 0, . . . , 0) ∈ B˙k and |ξ| ≤ 21 < 4, which implies
ξ ∈ B0 ∩ B˙k 6= ∅. This establishes the left inclusion in equation (9.19). 
Now, we are in a position to consider embeddings between the homogeneous and the inhomogeneous
(Fourier-side) Besov spaces. We remark that the following theorem already appeared in my PhD thesis,
[39, Theorem 6.2.6].
Theorem 9.21. Let d ∈ N, γ1, γ2 ∈ R and p1, p2, q1, q2 ∈ (0,∞]. Then, the map
ι : Bp1,q1F ,γ1
(
Rd
)
→ B˙p2,q2F ,γ2
(
Rd
)
, f 7→ f |C∞c (Rd\{0})
is well-defined and bounded if we have p1 ≤ p2 and{
γ2 ≤ γ1 + d
(
p−12 − p
−1
1
)
, if q1 ≤ q2,
γ2 < γ1 + d
(
p−11 − p
−1
2
)
, if q1 > q2,
(9.20)
as well as {
γ2 ≥ d
(
p−12 −min
{
1, p−11
})
, if p△1 ≤ q2,
γ2 > d
(
p−12 −min
{
1, p−11
})
, if p△1 > q2.
(9.21)
Conversely, if ι is bounded, then we have p1 ≤ p2, condition (9.20) is fulfilled and we have{
γ2 ≥ d
(
p−12 − p
−1
1
)
, if p1 ≤ q2,
γ2 > d
(
p−12 − p
−1
1
)
, if p1 > q2.
(9.22)
Furthermore, we also have {
γ2 ≥ d
(
p−12 − 1
)
, if q2 =∞,
γ2 > d
(
p−12 − 1
)
, if q2 <∞.
(9.23)
Finally, in case of p1 = p2, we also have{
γ2 ≥ 0, if 2 ≤ q2,
γ2 > 0, if 2 > q2.
(9.24)
◭
Remark. Note that the conditions p1 ≤ p2 and (9.20) belong to the sufficient conditions as well as to
the necessary conditions derived above.
Thus, the only difference between the sufficient and the necessary conditions is that condition (9.21)
is not fully equivalent to the conjunction of conditions (9.22) and (9.23). There are, however, many
cases in which the equivalence does hold: For p1 ∈ [2,∞], we have p
△
1 = p1 and min
{
1, p−11
}
= p−11 ,
so that conditions (9.21) and (9.22) are equivalent. Furthermore, for p1 ∈ (0, 1], we have p
△
1 =∞ and
min
{
1, p−11
}
= 1, so that conditions (9.21) and (9.23) are equivalent.
Thus, the only case in which we do not get a complete characterization is if we have
p1 ≤ p2, p1 ∈ (1, 2) , γ2 = d
(
p−12 − p
−1
1
)
and finally p1 ≤ q2 < p
′
1. (9.25)
In this case, the necessary conditions are fulfilled, but the sufficient conditions are not, so that our
criteria cannot decide whether ι is or is not bounded.
In case of p1 = p2 =: p, this “gap” between necessary and sufficient criteria can be narrowed
further. In this case, condition (9.24) shows that the only case in which we do not get a complete
characterization is if we have
p ∈ (1, 2) , γ2 = 0 and finally 2 ≤ q2 < p
′. (9.26)
If conditions (9.25) or (9.26) are fulfilled, our criteria are inconclusive. But I do not know of any
more comprehensive results in this direction which could clarify this ambiguity. In fact, the only
statement about embeddings of inhomogeneous into homogeneous Besov spaces of which I know is [38,
Theorem in §2.3.3], which shows that
f 7→ ‖f‖Lp + ‖f‖B˙p,qγ
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is an equivalent norm on the space Bp,qγ
(
Rd
)
, provided that γ > σp := d
(
p−1 − 1
)
+
. In particular, this
yields Bp,qγ
(
Rd
)
→֒ B˙p,qγ
(
Rd
)
for γ > d
(
p−1 − 1
)
+
. Note, however, that our results from above show
that this embedding is even true for γ ≥ d
(
p−1 − 1
)
+
, as long as q ≥ p△. In this sense, our results
improve that given by Triebel in [38].
I would be thrilled about any further progress in closing the gap described in equation (9.25). 
Proof of Theorem 9.21. Define
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 ,
and
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= B˙ = (B˙k)k∈Z =
((
2k · id
)
Q
)
k∈Z
,
with B′n and Q as in Lemmas 9.10 and 9.18, respectively. Furthermore, set w := v
(γ1) = (2nγ1)n∈N0
and v := u(γ2) =
(
2kγ2
)
k∈Z
. In view of Lemmas 9.10 and 9.18, we see that Q and P are both almost
structured coverings of O := Rd and O′ := Rd \ {0}, respectively. Furthermore, the same lemmas also
show that w and v are Q-moderate and P-moderate, respectively, so that the standing assumptions of
Section 7 (i.e., Assumption 7.1) are satisfied.
Finally, thanks to Lemma 9.20, we know that P is almost subordinate to Q (but not relatively
Q-moderate). For the sufficient condition, we can thus apply part (1) of Theorem 7.2 to conclude that
ι is well-defined and bounded if we have p1 ≤ p2 and if Kp△1 ,2
<∞ (in the notation of Theorem 7.2).
To verify this, we more generally investigate finiteness of
K (r, α, β) :=
∥∥∥∥(w−1i · |detTi|α · ∥∥∥(|detSj |β · vj)j∈Ji∥∥∥ℓq2·(r/q2)′)i∈I
∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥(2ndα · 2−nγ1 · ∥∥∥(2kdβ · 2kγ2)k∈Z(n)∥∥∥ℓq2·(r/q2)′)n∈N0
∥∥∥∥
ℓq2·(q1/q2)
′
for arbitrary r ∈ (0,∞] and α, β ∈ R and with
Z(n) :=
{
k ∈ Z : B˙k ∩Bn 6= ∅
}
. (9.27)
We first observe that K (r, α, β) is finite if and only if we have
K0 (r, α, β) :=
∥∥∥(2kdβ · 2kγ2)k∈Z(0)∥∥∥ℓq2·(r/q2)′ <∞
and if
K˜ (r, α, β) :=
∥∥∥∥∥
(
2n(dα−γ1) ·
∥∥∥∥(2k(γ2+dβ))k∈Z(n)
∥∥∥∥
ℓq2·(r/q2)
′
)
n∈N
∥∥∥∥∥
ℓq2·(q1/q2)
′
(equation (9.18)) ≍
∥∥∥∥(2n(dα−γ1) · 2n(γ2+dβ))n∈N
∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥(2n(γ2−γ1+d(α+β)))n∈N
∥∥∥∥
ℓq2·(q1/q2)
′
is finite. Since equation (4.3) shows that q2 · (q1/q2)
′ is finite if and only if q1 > q2, we see that
K˜ (r, α, β) is finite if and only if we have{
γ2 − γ1 + d (α+ β) ≤ 0, if q1 ≤ q2,
γ2 − γ1 + d (α+ β) < 0, if q1 > q2.
(9.28)
Furthermore, equation (9.19) from Lemma 9.20 yields Z≤1 ⊂ Z(0) ⊂ Z≤3. Additionally, by another
application of equation (4.3), we see that q2 · (r/q2)
′
is finite if and only if r > q2, so that K0 (r, α, β)
is finite if and only if we have
∥∥∥(2k(γ2+dβ))k∈Z≤1∥∥∥ℓq2·(r/q2)′ <∞ and thus if and only if{
γ2 + dβ ≥ 0, if r ≤ q2,
γ2 + dβ > 0, if r > q2.
(9.29)
All in all, we see that K (r, α, β) is finite if and only if conditions (9.28) and (9.29) are satisfied.
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Now, there are two cases. In case of p1 ≥ 1, the quantity Kp△1 ,2
from Theorem 7.2 satisfies
Kp△1 ,2
= Kp△1 ,1
= K
(
p△1 , 0, p
−1
1 − p
−1
2
)
. Plugging these values into conditions (9.28) and (9.29),
we see that these conditions are satisfied, thanks to our assumptions (9.20) and (9.21). To see this,
note that we have min
{
1, p−11
}
= p−11 , since p1 ≥ 1.
In case of p1 < 1, the quantity Kp△1 ,2
from Theorem 7.2 satisfies Kp△1 ,2
= K
(
p△1 , p
−1
1 − 1, 1− p
−1
2
)
.
Plugging these values into conditions (9.28) and (9.29), we again see that these conditions are satisfied,
thanks to our assumptions (9.20) and (9.21). To see this, note in this case that min
{
1, p−11
}
= 1, since
p1 ∈ (0, 1).
Now, let us derive the stated necessary conditions. To this end, assume that ι is bounded. This
easily implies boundedness of the map θ from part (2) of Theorem 7.2, since ι maps each function
f ∈ C∞c (O
′) = C∞c
(
Rd \ {0}
)
to itself (interpreted as a distribution on Rd \ {0}). Hence, part (2)
of Theorem 7.2 yields p1 ≤ p2 and shows that we have K
(
p1, 0, p
−1
1 − p
−1
2
)
= Kp1,1 < ∞. In view of
conditions (9.28) and (9.29), this shows that conditions (9.20) and (9.22) from the statement of the
theorem are indeed fulfilled.
Next, if we have p1 = p2, we can apply part (3) of Theorem 7.2, which shows that K2,1 = K (2, 0, 0)
is finite. In view of condition (9.29), we thus see that condition (9.24) from the statement of the
theorem is indeed fulfilled.
It remains to show that condition (9.23) is fulfilled, regardless of whether p1 = p2 or p1 6= p2. This
appears to be difficult, since we have exhausted the necessary criteria provided by Theorem 7.2. But
in this case, it helps to invoke Lemma 6.19, with our choices Q = B and P = B˙ from above and with
J0 = J = Z. Indeed, as required in Lemma 6.19, PJ0 is almost subordinate to Q.
Furthermore, Lemma 6.19 requires existence of a bounded map ι (which we will write as ι0 from now
on to avoid confusion with the map ι from the current theorem) which satisfies 〈ι0f, ϕ〉D′ = 〈f, ϕ〉D′
for all ϕ ∈ C∞c (O ∩O
′) = C∞c
(
Rd \ {0}
)
and all f ∈ D
Q,p1,ℓ
q1
w
K , where K is some subset of O = R
d
(defined in Lemma 6.19), whose precise definition is immaterial for us.
In our present case, we can simply select ι0 := ι|
D
Q,p1,ℓ
q1
w
K
. Indeed, for f ∈ D
Q,p1,ℓ
q1
w
K ⊂ C
∞
c
(
Rd
)
(interpreted as a distribution on Rd) and ϕ ∈ C∞c
(
Rd \ {0}
)
, we have
〈ιf, ϕ〉D′ =
〈
f |C∞c (Rd\{0}), ϕ
〉
D′
= 〈f, ϕ〉D′ ,
as required. Now, note that B0 = B4 (0) intersects Rd \ {0}, so that B0∩ B˙k 6= ∅ for some k ∈ Z = J0;
i.e., 0 ∈ I0 with I0 as in Lemma 6.19. Since we also have δ0 ∈ ℓ
q1
w (N0), Lemma 6.19 shows (for i = 0)
that we have
∞ > ui = |detTi|
p−11 −1 ·
∥∥∥∥(vj · |detSj |1−p−12 )j∈J0∩Ji
∥∥∥∥
ℓq2
(since i=0, since J0=Z and since Ji=Z(i)) =
∥∥∥∥(2jγ2 · 2jd(1−p−12 ))j∈Z(0)
∥∥∥∥
ℓq2
,
with Z(0) as in equation (9.27). But because of Z≤1 ⊂ Z(0) ⊂ Z≤3, we see that u0 is finite if and only
if condition (9.23) is satisfied. 
As our final result, we study the “reverse” direction of the preceding theorem, i.e. the existence of
embeddings of the homogeneous into the inhomogeneous Besov spaces. We remark that the following
theorem already appeared in a slightly different form in my PhD thesis, as [39, Theorem 6.2.3].
Theorem 9.22. Let d ∈ N, p1, p2, q1, q2 ∈ (0,∞] and γ1, γ2 ∈ R.
If we have p1 ≤ p2, {
γ2 ≤ γ1 + d
(
p−12 − p
−1
1
)
, if q1 ≤ q2,
γ2 < γ1 + d
(
p−12 − p
−1
1
)
, if q1 > q2.
(9.30)
and {
γ1 ≤ d
(
p−11 − p
−1
2
)
, if q1 ≤ p
▽
2 ,
γ1 < d
(
p−11 − p
−1
2
)
, if q1 > p
▽
2 ,
(9.31)
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then there is a bounded linear map
ι : B˙p1,q1F ,γ1
(
Rd
)
→֒ Bp2,q2F ,γ2
(
Rd
)
satisfying
〈ιf, ϕ〉D′ = 〈f, ϕ〉D′ ∀ϕ ∈ C
∞
c
(
Rd \ {0}
)
and f ∈ B˙p1,q1F ,γ1
(
Rd
)
and ιf = f for all f ∈ C∞c
(
Rd \ {0}
)
.
Conversely, if a map with these properties exist, then we necessarily have p1 ≤ p2, condition (9.30)
is satisfied, and we have 
γ1 ≤ d
(
p−11 − p
−1
2
)
, if q1 ≤ p2 <∞,
γ1 < d
(
p−11 − p
−1
2
)
, if q1 > p2,
γ1 < d
(
p−11 − p
−1
2
)
, if p2 =∞ and q1 > 1 = p
▽
2 ,
γ1 ≤ d
(
p−11 − p
−1
2
)
, if p2 =∞ and q1 ≤ 1 = p
▽
2 .
(9.32)
Finally, in case of p1 = p2, we also have {
γ1 ≤ 0, if q1 ≤ 2,
γ1 < 0, if q1 > 2.
(9.33)
◭
Remark. As for the previous theorem, we precisely determine the case in which our criteria are incon-
clusive. The condition p1 ≤ p2 and condition (9.30) appear in both the necessary and the sufficient
conditions. Hence, the only difference is between conditions (9.31) and (9.32). In case of p2 ∈ (0, 2],
we have p▽2 = p2, so that both conditions coincide. They also coincide for p2 = ∞. Thus, the only
case in which our criteria are inconclusive is if
p1 ≤ p2, p2 ∈ (2,∞) , γ1 = d
(
p−11 − p
−1
2
)
, and finally p′2 < q1 ≤ p2. (9.34)
In this case, the necessary conditions are fulfilled, but the sufficient conditions are not.
In case of p1 = p2 =: p, we can narrow this region down even further, using condition (9.33). In
this case, the only case in which our criteria are inconclusive is if
p ∈ (2,∞) , γ = 0 and finally p′ < q1 ≤ 2. (9.35)
Finally, note that our necessary conditions always entail γ1 ≤ d
(
p−11 − p
−1
2
)
and
γ2 ≤ γ1 + d
(
p−12 − p
−1
1
)
≤ d
(
p−11 − p
−1
2
)
+ d
(
p−12 − p
−1
1
)
= 0,
so that the homogeneous Besov spaces can only ever embed into inhomogeneous Besov spaces of non-
positive smoothness.
We also remark that the preceding theorem is connected to the paper [5]. In that paper Bourdaud
studies the existence of translation commuting realizations of the homogeneous Besov spaces
B˙p,qγ
(
Rd
)
. More precisely, Bourdaud characterizes the conditions under which there is a continuous
linear map η : B˙p,qγ
(
Rd
)
→ S ′
(
Rd
)
/Pν , where Pν denotes the set of polynomials of degree strictly
less than ν with ν ∈ N0 fixed, such that η (f + P) + P = f + P and η (Lxf + P) = η (f + P) for all
f + P ∈ B˙p,qγ
(
Rd
)
≤ S ′
(
Rd
)
/P and x ∈ Rd. One can indeed show that the map ι constructed above
is translation commuting. Thus, for the case ν = 0, our result gives another proof of the fact that
there exists a translation commuting realization η : B˙p,qγ
(
Rd
)
→ S ′
(
Rd
)
if γ ≤ d/p (for q ≤ 1) or if
γ < d/p (for q > 1). For more details, we refer to [39, Remark 6.2.5]. 
Proof of Theorem 9.22. Define
Q = (Qi)i∈I = (TiQ
′
i + bi)i∈I := B˙ = (B˙k)k∈Z =
((
2k · id
)
Q
)
k∈Z
and
P = (Pj)j∈J =
(
SjP
′
j + cj
)
j∈J
:= B = (Bn)n∈N0 = ((2
n · id)B′n)n∈N0 ,
with Q and B′n as in Lemmas 9.18 and 9.10, respectively.Furthermore, set w := u
(γ1) =
(
2kγ1
)
k∈Z
and
v := v(γ2) = (vnγ2)n∈N0 . In view of Lemmas 9.10 and 9.18, we see that Q and P are both almost
structured coverings ofO := Rd\{0} and ofO′ := Rd, respectively. Furthermore, the same lemmas also
show that w and v are Q-moderate and P-moderate, respectively, so that the standing assumptions of
Section 7 (i.e., Assumption 7.1) are satisfied.
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Finally, thanks to Lemma 9.20, we know that Q is almost subordinate to P (but not relatively
P-moderate). For the sufficient condition, we can thus apply part (1) of Theorem 7.4 to conclude
that a map ι with properties as in the current theorem exists if we have p1 ≤ p2 and if Kp▽2 < ∞
(in the notation of Theorem 7.4). To see this, note that the map ι given by Theorem 7.4 satisfies
〈ιf, ϕ〉D′ = 〈f, ϕ〉D′ for all ϕ ∈ C
∞
c
(
Rd \ {0}
)
and f ∈ DF (Q, L
p1 , ℓq1w ) = B˙
p1,q1
F ,γ1
(
Rd
)
. Furthermore,
the map ι from Theorem 7.4 also fulfills ιf = f for all f ∈ C∞c (O) = C
∞
c
(
Rd \ {0}
)
, as desired.
To verify Kp▽2 <∞, we more generally investigate the finiteness of
K (r) := Kr =
∥∥∥∥∥
(
vj ·
∥∥∥∥(|detTi|p−11 −p−12 /wi)
i∈Ij
∥∥∥∥
ℓr·(q1/r)
′
)
j∈J
∥∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥∥
(
2nγ2 ·
∥∥∥∥(2kd(p−11 −p−12 )/2kγ1)k∈Z(n)
∥∥∥∥
ℓr·(q1/r)
′
)
n∈N0
∥∥∥∥∥
ℓq2·(q1/q2)
′
for general r ∈ (0,∞], where
Z(n) := {k ∈ Z : B˙k ∩Bn 6= ∅}
is defined as in equation (9.27). Recall from Lemma 9.20 that we have {n} ⊂ Z(n) ⊂ {n− 3, . . . , n+ 3}
for n ∈ N and Z≤1 ⊂ Z(0) ⊂ Z≤3.
Now, we observe that K (r) is finite if and only if
K0 (r) :=
∥∥∥∥(2kd(p−11 −p−12 )/2kγ1)k∈Z(0)
∥∥∥∥
ℓr·(q1/r)
′
=
∥∥∥∥(2k[−γ1+d(p−11 −p−12 )])k∈Z(0)
∥∥∥∥
ℓr·(q1/r)
′
is finite and if furthermore
K˜ (r) :=
∥∥∥∥∥
(
2nγ2 ·
∥∥∥∥(2kd(p−11 −p−12 )/2kγ1)k∈Z(n)
∥∥∥∥
ℓr·(q1/r)
′
)
n∈N
∥∥∥∥∥
ℓq2·(q1/q2)
′
(equation (9.18)) ≍
∥∥∥∥(2nγ2 · 2nd(p−11 −p−12 )/2nγ1)n∈N
∥∥∥∥
ℓq2·(q1/q2)
′
=
∥∥∥∥(2n[γ2−γ1+d(p−11 −p−12 )])n∈N
∥∥∥∥
ℓq2·(q1/q2)
′
is finite. But equation (4.3) shows that the exponent q2 · (q1/q2)
′
is finite if and only if q2 < q1. Hence,
due to the exponential nature of the sequence above, we conclude
K˜ (r) <∞ ⇐⇒
{
γ2 − γ1 + d
(
p−11 − p
−1
2
)
≤ 0, if q1 ≤ q2,
γ2 − γ1 + d
(
p−11 − p
−1
2
)
< 0, if q1 > q2.
(9.36)
Note that the right-hand side is independent of r.
Finally, recalling Z≤1 ⊂ Z(0) ⊂ Z≤3 and noting that r · (q1/r)
′ is finite if and only if r < q1, we also
conclude
K0 (r) <∞ ⇐⇒
{
−γ1 + d
(
p−11 − p
−1
2
)
≥ 0, if q1 ≤ r,
−γ1 + d
(
p−11 − p
−1
2
)
> 0, if q1 > r.
(9.37)
If we now recall from above that a map ι with the properties claimed in the current theorem exists if
we have p1 ≤ p2 and if Kp▽2 < ∞, we see that the sufficient conditions stated in the current theorem
are indeed sufficient for the existence of ι.
Now, we consider the necessary conditions. To this end, assume that a map ι as in the statement of
the current theorem exists. Since ι satisfies ιf = f for all f ∈ C∞c
(
Rd \ {0}
)
= C∞c (O), we see that
the map θ from part (2) of Theorem 7.4 is well-defined and bounded. Hence, that part of Theorem
7.4 shows that we have p1 ≤ p2 and Ks < ∞, with s = p2 for p2 ∈ (0,∞) and with s = 1 = p
▽
2 for
p2 = ∞. In view of conditions (9.36) and (9.37), we thus see that conditions (9.30) and (9.32) from
the statement of the current theorem are indeed fulfilled.
Finally, if we have p1 = p2, we can apply part (3) of Theorem 7.4, which yields K1 <∞ in case of
p =∞, and Kmin{2,p} <∞ if p <∞. Just as above, this easily implies that condition (9.33) is indeed
fulfilled. 
Remark 9.23. One can show—similar to Lemma 9.15—that the map
B˙p,qγ
(
Rd
)
≤ S ′
(
Rd
)
/P → DF
(
B˙, Lp, ℓq
u(γ)
)
= B˙p,qF ,γ
(
Rd
)
, f + P 7→ f̂ |C∞c (Rd\{0}) (9.38)
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is an isomorphism of (quasi)-Banach spaces; cf. [39, Lemma 6.2.2]. This justifies the name “homo-
geneous (Fourier-side) Besov space” of the space B˙p,qF ,γ
(
Rd
)
. Furthermore, using this isomorphism,
it is easy to see that the embedding results from Theorems 9.21 and 9.22 also yield corresponding
embedding results for the “usual, space-side” homogeneous and inhomogeneous Besov spaces.
The main step in showing that (9.38) indeed yields an isomorphism is to show that each distribution
f ∈ DF
(
B˙, Lp, ℓq
u(γ)
)
≤ D′
(
Rd \ {0}
)
can be extended to a tempered distribution f˜ ∈ S ′
(
Rd
)
. To
prove this, however, we cannot use Theorem 8.3, since this theorem relies on the quantity
ci := inf
ξ∈Q∗i
(1 + |ξ|)
being large for most i ∈ I. But for the homogeneous Besov covering, we have ci ≍ 1 for all i ∈ Z≤0.
The actual proof given in [39, Lemma 6.2.2] is quite technical and does not yield a further illustration
of our embedding results. Hence, we omit the proof. 
Concluding remarks
In this paper, we developed a comprehensive and easy to use framework for deciding the existence
of embeddings between decomposition spaces. This framework essentially allows to reduce the study
of embeddings between the Fourier analytic decomposition spaces to purely combinatorial conditions.
To check whether these conditions are satisfied, no knowledge of Fourier analysis is required anymore.
Instead, all one needs to understand is the relation between the two coverings under consideration and
the associated discrete sequence spaces.
The applications given in Section 9 underline this claim: Once we understood the relation between
the different “α-modulation coverings”, or between the homogeneous and the inhomogeneous Besov
coverings, the application of the criteria produced by our embedding framework was straightforward.
Note, however, that we were unable to completely characterize the existence of embeddings between
homogeneous and inhomogeneous Besov spaces. This shows that for highly “incompatible” coverings,
the developed theory is still incomplete—although it is more comprehensive than any previously known
results. The desire to close this gap provides a fascinating topic for further research.
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