We present a multiscale MDS method extending Chalmers 
Introduction
Multidimensional scaling (MDS) is concerned with the representation of multi-variate data sets as sets of 2D or 3D euclidean points.That is, high dimensional distances or dissimilarities between pairs of data elements are used to compute a 2D or 3D view. Although most of the MDS literature focuses on the analysis of the representation and of its objective quality [12, 3] , efforts have been devoted to the design of methods and algorithms used to actually embed the data in a euclidean space.
Among different approaches, force based placement algorithms have recently gained popularity, partly because of their underlying intuitive model and their ease of implementation. The quality of the drawings they produce can also be accounted for their popularity (see [1, Section 3.5.4] ). Although originally designed to produce a drawing of a graph in 2D or 3D space [5, 10, 6] , force based placements generalize to abstract datasets, where they can be seen as variations of simulated annealing algorithms. When dealing with a graph, attractive forces correspond to actual links between nodes. Nodes usually are seen as charged masses and repulse each other. A placement algorithm simply runs a simulation of the corresponding physical system, until the overall system reaches a stable state which is usually admitted to provide a good view of the data. Algorithms defining variations of the physical model and of the simulation have been published in the past two decades (see [2, 11] ).
These approaches can be used when dealing with abstract data where forces are defined according to dissimilarities between data elements, where dissimilarities can be computed from contextual attributes or from any other source. Authors frequently compute dissimilarities as high-dimensional distance between vectors of attributes associated with data elements. As a particular case, nodes of a graph can be embedded in euclidean using this approach, by making the dissimilarity between two nodes coincide with their distance in the graph.
More recent efforts on force-based placements have addressed scalability. Indeed, a straightforward implementation of the simulation requires to iterate a visit of all AE ¾ pairs of data elements leading to a Ç´AE ¿ µ time complexity for the whole simulation (since most algorithms run the simulation over Ç´AEµ iterations). These costly solutions are obviously not relevant as soon as data sets comprise thousands of elements.
Fruchterman and Reingold [7] were among the first to observe that the full visit of the AE ¾ pairs of elements at each iteration could be avoided, by limiting the computation of the forces to the close neighborhood of nodes, arguing that distant nodes had but a small effect on the overall displacement induced from the repulsive force. Chalmers, Morrison and Ross have fully exploited this avenue in a series of papers on MDS [4, 13, 14] . Their contribution adds to the ideas introduced by Fruchterman and Reingold by restricting the simulation to a subset of randomly chosen elements in a first phase before opening the process to the full data set. Chalmers' 1996 algorithm on the subset of size Ç´ÔAEµ, we recursively apply our Ç´AE ÐÓ AEµ algorithm. As we will show, this approach reveals to be significantly faster and provides output of a quality that compares well with previous approches.
Data sampling, dissimilarities and parentfinding strategies
The 1996 paper by Chalmers [4] had already decreased the complexity of traditional MDS force-based algorithms by designing a linear time iteration approach. This first improvement compared to Fruchterman and Reingold [7] , in that at each iteration the placement of a data element depended on a constant number of close neighbors, thus The search for the elements in Ë being closest to Ù ¾ Î Ò Ë could then be performed by selecting for each pivot Ô, a candidate element Ù Ô that competed against all others to act as the closest element to Ù. A search through all emerging candidates Ù Ô , astutely using the bucket structure, allowed to elect the element declared as closest to Ù.
Remark. Others have suggested improvements of force-directed placements based on similar approaches. Kobourov et al. [8] , for instance, divide the original data set into layers (subsets) that are iteratively taken into account when embedding elements in euclidean space. In another paper [9] , Kobourov et al. also promote intelligent placement of nodes when they are initially introduced in the simulation, as opposed to a simple random initial placement, to improve the overall behaviour of the algorithm.
Further improving the parent-finding strategy
It is the parent-finding strategy we suggest to change in order to reach a Ç´AE ÐÓ AEµ complexity. Instead of organizing the set Ë into a subset of pivots with associated buckets, we suggest to associate with each pivot Ô the list Ä Ô of all sampled elements ordered according to the dissimilarity AE´ Ô µ or high-dimensional distance from Ô. The cost of sorting the list associated with a pivot element Ô is Ç´ÔAE ÐÓ ´AE µµ on average and Ç´AEµ in the worst case.
The number of pivots being constant, the worst case complexity for this preliminary step is in Ç´AEµ. 
The two strategies actually bear some similarity, as we now explain. Assume for a moment that the dissimilarity map AE satisfies the triangular inequality. Assume also that ´Ù Ô Ô µ compares well with AE´Ù Ô Ô µ. Then having AE´Ù Ô Ô µ close to AE´Ù Ôµ is equivalent to AE´Ù Ù Ô µ being small, as illustrated in Figure 2 .1. The assumptions we make actually are reasonable as soon as there are reasons to expect a good placement of the data set in the euclidean space. Experimental results presented in the next section confirm that these two strategies produce output of comparable quality. This can be explained. The two algorithms we consider here (Chalmers' et al. 2003 pivot-based MDS and our's) mainly differ on the parent-finding phase. All the other steps of the algorithms behave similarly. Hence, what we ought to compare is the time spent by each algorithm on the parent-finding phase. Incidentally, Chalmers et al. made a similar remark and observed that roughly 40% of the time is devoted to the parent-finding process. Now, Chalmers et al. parent-finding strategy is in Ç´AE ½ µ while ours is in Ç´ÐÓ AEµ. Consequently, looking at the curves AE ½ and ÐÓ AE is more relevant when comparing the two algorithms, since these curves predict the time the algorithms respectively spend on the parent-finding process. As Figure 3.2 shows, the ÐÓ AE strategy ultimately provides better performance. However, the benefits of the ÐÓ AE search strategy reveal themselves only for rather large datasets (
This prediction is confirmed by our experiments. Figure 3.3 reports the actual time spent on the parent-finding process of the Ç´AE µ and Ç´AE ÐÓ AEµ algorithms. As one can see, the curves grow similarly but start to separate when the datasets reach the predicted size. As we will see in a later section, the improvement in time becomes clear and acts as well for smaller dataset when applied through a multiscale schema.
Quality of the output
The improvement offered by the Ç´AE ÐÓ AEµ algorithm requires that we can assess of the quality of its output. Indeed, improving the running time of force-based MDS only makes sense if we remain able to produce nice views of the data. The MDS theory relies on an objective measure to assess of the quality of a placement. This measure is traditionally called the Stress of a configuration (or placement) and is defined as:
where Î R ¾ denotes the map defining the embedding of the dataset in euclidean space and where the sums run over all pairs of distinct data elements Ù Ú. Intuitively, the lower the stress of a placement is, the better the algorithm outputing was able to satisfy the constraints given by the dissimilarities AE Ù Ú . Figure 3 .4. We used as a benchmark a set of randomly generated small world networks of sizes ranging from 500 to 80000 nodes. The algorithm used to generate those graphs randomly selects points in a 2D euclidean space according to a multiple gaussian distribution. More precisely, the distribution used is such that it selects groups of closely situated points 1 . What should be observed is the organization of the points in loosely connected clusters.
Thus, each point in the original data comes equipped with its own 2D coordinates, which moreover determines how it links with its close neighbours and optionnaly with more distant points. Thus, a MDS algorithm can be fed with dissimilarities exactly equal to the 2D euclidean distance between the points. This type of data clearly acts as a benchmark for any MDS algorithm which should be able to recover the initial positions of the points, up to obvious symmetries (local combinations of rotations and reflections). 
Multiscale MDS
Chalmers et al. algorithms and the Ç´AE ÐÓ AEµ algorithm described above are two-steps algorithms. They concentrate on a subset of randomly sampled elements, embed it in euclidean space, before developing different strategies to agglomerate the remaining data elements around this kernel configuration. As the kernel configuration is computed using Chalmers' 1996 algorithm, and because this algorithm is in Ç´AE ¾ µ, the size of the sampled subset must necessarily be of size Ç´ÔAEµ (thus insuring a Ç´AEµ cost for this first phase).
In our view, these choices follow a basic assumption : a simulation taking into account a larger range of dissimilarity values produces output of a better quality. Hence, that Chalmers' 1996 algorithm performs better on that aspect than the 2002 and 2003 variants, or the one presented in the previous section, for instance. This assumption is obviously hard to verify and, in our opinion, is incorrect. Depending on the original dataset, it might well be better to first limit the number of dissimilarities defining the forces acting in the simulation, and incrementally expand the simulation to a larger set of dissimilarities. Intuitively, iteratively displacing elements among a crowd may be counterproductive whether incrementally assigning and updating positions may produce good quality output, as our work and that of Chalmers et al. assess. Indeed, Chalmers et al.
had already observed that their Ç´AE ¿ ¾ µ strategy gave output showing a lower stress than that of the 1996 algorithm. Figure 3 .6 corroborates our claim and shows the stress values reached by all four algorithms. Clearly, the Stress of our multiscale MDS is lower than that of all three other algorithms (darker curve at the bottom). Hence, there are evidence that a multiscale (hybrid) force-based MDS can produce output of a quality at least equal if not better than any other force-based MDS. The second benefit we observed from the multiscale schema is a significant improvement in time. Recursively calling the multiscale MDS strategy to compute the kernel configuration clearly improves the performance of the algorithm. As illustrated Figure 4 .2, the improvement brought by the multiscale schema increases with the size of the dataset.
Our experiments indicate a ratio stabilizing around 0.4 in favor of the multiscale schema (thus being 60% faster than the two-phase approaches). 
Conclusion and future work
The Ç´AE ÐÓ AEµ hybrid MDS algorithm we presented turns out to be faster than Chalmers et al. 2002 and 2003 variants for large datasets. The improvement we suggest mainly concerns the parent-finding process involved in the second phase of those hybrid MDS approaches, while all other subroutines show similar performance. However, when embedding data through a multiscale schema, the improvement in time of the overall algorithm becomes clearer. Furthermore, our experiments enabled us to verify that the output produced both from the simple two-phase Ç´AE ÐÓ AEµ and the multiscale approach are of a quality similar to Chalmers et al. 2002 and 2003 hybrid MDS algorithms.
The multiscale approach should be further examined. Indeed, at the top level, the multiscale schema is recursively applied to embed the Ç´Ô´AEµµ sampled elements into a kernel configuration. The placement of the remaining elements is then accomplished just as in the simple Ç´AE ÐÓ AEµ algorithm. Parameters such as the size of the kernel configuration should also be studied in order to "'measure"' their impact on the overall quality of the layout. Finally, a comparative study of Stress, normalized Stress and Energy [1, Section 3.2] could eventually lead to finer conclusions about the relative behavior and objective quality of all those hybrid, simple and multiscale MDS approaches.
