The methodology presented provides a quantitative way to characterize investor behavior and price dynamics within a particular asset class and time period. The methodology is applied to a data set consisting of over 250,000 data points of the S&P 100 stocks during 2004-2018. Using a two-way fixed-effects model, we uncover trader motivations including evidence of both under-and overreaction within a unified setting. A nonlinear relationship is found between return and trend suggesting a small, positive trend increases the return, while a larger one tends to decrease it. The shape parameters of the nonlinearity quantify trader motivation to buy into trends or wait for bargains. The methodology allows the testing of any behavioral finance bias or technical analysis concept.
IV.
Market Microstructure. A trader attempts to determine the likely price change of a traded asset as a function of the order book. The timescale is typically on the order of milliseconds to minutes for liquid securities and potentially hours for less liquid assets.
Most of classical finance focuses on (I) Portfolio Optimization, and thus, in providing a theoretical framework for choosing the highest return given a particular risk tolerance. However, a resolution to this problem provides little insight into the more refined issues further down this list. In recent years, there has been some effort to understand why investors as a group are more risk-averse during certain time periods than others, which is part of (II) Risk Premium Analysis. Empirically these preferences appear to vary on time periods of several months to many years and provide the key to understanding large market moves (e.g., the high tech bubble of the late 1990s). This is an important line of investigation that is relevant to understanding significant aggregate market movements.
However, it does not impact the more detailed issue of the factors behind price movements for a particular asset, namely problem (III), Asset Price Dynamics. Methodologies have been developed to understand how a stock should adjust to a new equilibrium price given changes in fundamentals, e.g., earnings forecasts. However, the manner in which a stock should adjust to its recent price history, volume and volatility changes, resistance (upon nearing a recent high), etc. is largely untouched by the methodologies of (I) and (II). Finally, the rapid price movements in actively traded stocks as orders flow into the marketplace have become another important issue (i.e., problem (IV) Market Microstructure) that has moved to the forefront as the debate rages on the effects of high-frequency trading.
Problems (I) -(IV) each illuminate different aspects of investor motivation. For example, (I)
involves the key concept of risk tolerance in an equilibrium or static context, while (II) invokes temporal changes in risk tolerance together with other factors that lead to changes in the popularity of stocks.
Problem (III) can illuminate investor and trader behavior and reactions on a daily basis that can provide valuable insight to the causes and evolution of critical periods of market instability, e.g., Fall 2008, as the housing crisis unfolded. Problem (IV) can be useful in developing market trading rules and their implications for order flow.
In this paper, we focus on problem (III). Behavioral finance has noted numerous diversions of asset prices from fundamental value and has provided evidence of the factors responsible for these discrepancies. For example, although both overreaction and underreaction have been established, advocates of classical finance argue that without a way to distinguish overreaction from underreaction, the ideas can be viewed as philosophical rather than practical. This study shows that both of these effects are present and provides clear criteria under which they can be expected. Hence, it is possible to distinguish between under-and overreaction so that it is clear when one or the other is more likely. It also demonstrates a new method that can illuminate and quantify the motivations of traders using market data. In particular, this methodology can examine either one stock or a class of stocks over a particular time period, and conclude, for example, whether momentum trading, profit taking, or changes in valuation motivates traders. Furthermore, these effects can be measured, and their relative importance examined. This methodology can be used for testing any particular motivation that is hypothesized and can be quantified.
It is widely acknowledged that "noise," or the randomness involved in valuation, complicates testing of hypotheses related to market dynamics (Black, 1986) . Less well appreciated is the idea that examining nonlinear phenomena within the framework of linearity can obscure an effect completely.
For example, suppose a market participant is examining the effect of the recent price trend on asset returns. If the empirical data is such that small uptrends have a positive effect on returns, while large uptrends have a negative effect, then a linear (unlike a nonlinear) regression may fail to establish a significant effect.
This paper pursues a methodology that overcomes both of these obstacles using the S&P 100 stocks. The first key idea is that by modeling the valuation and using this as one of the independent variables in a regression, much of the randomness that is inherent in valuation may be extracted.
Second, the linear, square, and cubic terms of a suitably defined price trend variable are included as regressors. Thus, the effect of these terms on the return, which is the dependent variable, is obtained.
The primary objectives of this paper are to:
1. Provide a precise methodology for testing and quantifying the effect of any hypothesized influence beyond valuation on the dynamics of stocks by utilizing an equity valuation model together with non-classical effects such as trend and resistance.
2. Demonstrate that the short-term trend variable has a non-linear contribution to the daily return, i.e., small uptrends (downtrends) increase (decrease) daily return, while large uptrends (downtrends) decrease (increase) returns.
3. Demonstrate that this methodology can be used to examine long-standing practitioner strategies and trader behavior.
A natural goal for practitioners is the development of tools for forecasting. Our work provides a basis for this endeavor, but the goal in this paper is not to determine the best model for predictions but rather to examine quantitatively the existence of factors in price dynamics beyond valuation.
Closed-end funds (CEFs) and exchange-traded funds (ETFs) have been used in order to examine trader motivations (see DeSantis, 2011a, 2011b for closed-end funds; and Caginalp et al., 2014 for ETFs). The key to this approach is the inclusion of an appropriately defined valuation variable as an independent regressor in the model. The net asset value (NAV) is utilized as a proxy for the fund's intrinsic value in these earlier studies. Since both CEFs and ETFs are special asset classes, it is important to determine whether investor behavior can be characterized for a broad class of major stocks that are of interest to both the individual and institutional investor. In particular, we consider the stocks in the S&P 100. As there is no unique and unambiguous valuation methodology for these stocks, an approach for estimating a stock's intrinsic value based upon market returns and forecasted earnings per share estimates is developed. With this variable defined it is then possible to extend the methodology from prior works to stocks. Thus, it opens the door to a new way of analyzing the price change dynamics of individual stocks and identifying additional influences on returns. It is then possible to test any quantifiable variable in terms of its effect on price changes.
A discussion of the implications of the results in terms of the motivations in the marketplace and a description of how this methodology may be utilized to understand additional factors and strategies in the financial markets are presented in the Conclusion.
Background and Related Literature

Quantifying behavioral factors
Behavioral finance suggests a number of factors that influence price dynamics, but the establishment of these ideas in a quantitative and decisive manner is a new and evolving endeavor. Among these behavioral factors are two opposing effects: underreaction and overreaction. A steady trend in prices is usually seen as evidence of underreaction whereby investors are slow to assimilate and act upon new information that arrives into the market stochastically. Overreaction is essentially the opposite effect whereby traders bid up prices excessively as positive information enters the market, and analogously for negative information (Bremmer and Sweeney, 2001; Madura and Richie, 2004; Sturm, 2003) .
Advocates of the efficient market hypothesis would argue that if both of these phenomena exist with similar frequencies in the marketplace, and there is no methodical way to distinguish them, then the market must be efficient (Fama, 1998 . A cubic relationship exists between the return and the recent price trend, so that an uptrend has an increasingly positive effect on prices up to a maximum, at which point an increase in the uptrend diminishes the positive effect on return. Beyond a particular point in the magnitude of the uptrend, there is a negative effect on the return.
Thus, the analysis demonstrates in a unified setting the impact of both underreaction and overreaction within a data set of large capitalization stocks. The distinction between these is determined empirically. Among the other variables considered in the analysis is volatility (both short-and longterm), which is a key concept in finance that is generally assumed to be a proxy for risk. Both volatility variables have statistically significant and positive regression coefficients. In addition, daily trading volume exhibits a positive and marginally significant impact on the return. This paper utilizes a data set comprising daily closing prices of the S&P 100 stocks from [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] [2016] [2017] [2018] . While many studies of stock prices have focused on yearly or monthly data, there are a number of advantages to studying the shorter time periods from the perspective of understanding the motivations of traders and investors. One of these is that the short time scale reduces the impact of long term issues such as economic cycles, demographics and other influences on prices. Another involves the size of the data. Since many stocks are highly correlated with one another, using a time scale of years severely reduces the amount of data. Examining this issue further, we consider the time period 1998 to 2018.
Most stocks experienced a sharp rise during the first two years, then a sharp decline for three years;
1 Bloomfield et al. (2000) attempt to discern between situations in which one might expect under-or overreaction by conducting laboratory market experiments. Their results suggest this can be accomplished provided one knows the "reliability of investors' information." Indeed, as the reliability of information increases both "prices and investors' value estimates tend to underreact." this 20 year period, one would essentially be observing these three cycles and arriving at conclusions that describe this era, but not necessarily the fundamental forces in stock dynamics. Thus, the use of yearly data is equivalent to studying a small data sample.
Asset pricing and estimation of intrinsic value
Several studies, for example the surveys of Subrahmanyam (2010) and Goyal (2012) , note that a tremendous amount of research has been devoted to understanding why one stock might exhibit a higher expected return than another. At the heart of these cross-sectional studies lies the FamaMacbeth (1973) regression methodology and the development of n-factor models.
Our goal, however, is to determine the variables beyond valuation that impact future returns on a daily basis and to develop a methodology that facilitates understanding of trader motivations and strategies.
A first step in this process is the estimation of the value of a stock. This a classical problem in finance, dating back to Graham and Dodd (1934) [see also review by Pinto et. al. (2015) ]. In principle, one would like to estimate the daily valuation as with the closed-end and exchange-traded fund studies in which one can approximate the intrinsic value through the use of a proxy such as the fund's net asset value. Lee et al. (1999) notes that "the scant attention paid to this important topic [measurement of the intrinsic value] reflects the standard academic view that a security's price is the best available estimate of the intrinsic value."
One way to account for much of the daily change in valuation is by assuming that the relative change in a stock's price should, on average, be proportional to the relative change in the overall market. This concept of beta has long been used by practitioners and academics 2 . Moreover, crosssectional regression studies of asset prices consistently control for the return on the market.
A study by Ang and Bekaert (2007) finds that the earnings yield is a strong predictor of future cash flows, but does not help to explain excess returns. Bali et al. (2008) find that "earnings yield is a significant predictor of firm-level stock returns... " Campbell and Thompson (2008) find that several valuation ratios, including earnings-to-price, serve as better out-of-sample predictors for returns than historical return data. Lee et al. (1999) find that the use of consensus analyst earnings forecasts yield better predictive results than using time series methods on historical data. Thus, rather than using the current earnings yield which does not contain new or forward-looking information, the relative change in the expected earnings per share is utilized. Although Ang and Bekaert (2007) find that the short-term interest rate is a "robust predictive variable for future excess returns …at short horizons", we utilize a long-term rate. While the Ang and Bekaert (2007) data set includes data up to 2001, our data set consists of data from December 2004 to July 2018. Note that for much of our time period of interest short-term interest rates were held artificially low (near zero). Thus, we believe that relative changes in the longer term rate are more informative as a 5% change in the short-term rate (e.g., 0.21% versus 0.20% are essentially the same for an equity investor) is not as significant as a 5% change in the longterm rate 3 which was more significant during this time period. While long-term rates were also targeted by the Federal Reserve during this time period, these rates were generally higher and provided some competition for stocks. Finally, Vassalou (2003) shows that news regarding upcoming gross domestic product (GDP) growth can help to explain the cross-section of returns. So relative changes in the forecasted GDP are utilized (see below).
2 In addition to the numerous academic articles regarding beta, standard Finance textbooks such as Bodie et al. (2008) and Luenberger (1998) also cover this topic. From a practitioner's perspective, beta's importance is evident from its inclusion on the standard equity summary screens/pages of, for example, Bloomberg and Value Line. 3 Further support for the long-term bond yield is provided by Neely, et al. (2014) who find that it helps to predict the equity risk premium.
In order to quantify the changes in valuation 4 , we consider a set of variables that practitioners have long known to be relevant and recent studies have established as statistically significant. There are numerous effects on stocks. These can be divided generally into two sets: those that impact the overall market and those that are firm specific. Since the former are already incorporated into the price changes in the S&P 500, we can utilize these changes rather than consider each of the numerous indicators that impact the market. The change in the valuation of a particular stock can be separated into three parts:
(i) Changes due to adjustments in the overall economy. Any modifications to the GDP forecast will have an impact on expected output, and hence profits for the aggregate market.
Changes in interest rates affect borrowing costs and consumer purchases. Each company will feel the influence of these two key indicators, and the magnitude of the impact will depend on the type of industry. When determining each stock's valuation, the regressions include a coefficient for each of these two variables to measure that magnitude.
(ii) Changes to the aggregate market due to exogenous events. There are many other factors that influence the stock market beyond GDP, interest rates, and similar variables. These include political events, extreme weather, earthquakes, tsunamis, etc. that tend to push the entire market up or down. By using the S&P 500 as a proxy for the aggregate market and including a coefficient for the change in the S&P 500, we can compensate for this effect, as well as the standard effects described in (i). We use the S&P 500 rather than the S&P 100 since it is a broader measure of market activity.
(iii) Changes due to firm-specific events. Company-specific news will impact a particular stock beyond that of the overall market. While there are many events that can change the perceived value of a company, the forecast of future earnings is the most important, as this essentially determines the value of the company by classical measures. Analysts are constantly updating their forecasts for the companies they cover, and for each stock there is (on average) a couple of dozen analysts whose average forecast can easily be found in financial news services on the internet
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. By including a coefficient in the regression for the earnings, we capture this key factor for the firm-specific valuation.
As such, the effects of the overall market, interest rates, and both forecasted earnings per share as well as forecasted GDP are incorporated into the valuation variable 6 .
Data Set and Variable Definitions
Data Set
The data set is a balanced panel of 279,565 daily observations corresponding to the date range , and the absence of data in some cases, the regressions are run on a balanced panel of 257,635 observations (3,031 records per stock covering the time period January 3, 2006 through January 17, 2018). These are large, highly liquid firms. Indeed, the median firm has an average daily market capitalization of $96,039,310,000 and an average daily dollar trading volume of $577,130,000 (see Table 1 ). Hence, this set comprises an unbiased collection of large capitalization and liquid stocks. The set is large enough to obtain broad results while still being within the computing capacity. Note that since we are examining daily (rather than yearly) changes, it is unlikely that neglecting those companies for which adequate records are available would introduce survivorship issues. This would likely be a more relevant issue if we were examining mutual fund returns over years. In that case, one might have, for example, underperformance in the funds that have been terminated. Table 1 here >>
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Variable Definitions
This paper's methodology, which is described in Section 4, consists of running two-way fixed effects regressions with the following day's return as the dependent variable. That is, if today is day t, then the dependent variable is defined as
where , is the daily adjusted close price for firm . This price, which accounts for dividends, is obtained from Bloomberg's "Total Return Index Gross Dividends" field. The regressions' independent variables are based upon this closing price and are described in the remainder of this section.
Valuation
The determination of the Valuation variable is a two-step process. Given a stock , for each day an ordinary linear regression is performed for the time period [ − 188, ] 
, +
where , is an error term and the parameters , ( ) correspond to stock on day for independent variable . Further analysis of the error terms, which are close to Gaussian between the 1% and 99% levels, can be found in the Appendix. The nine-month period was chosen as on optimal time period as a short time period does not provide enough data for a reliable set of regression coefficients. Examining data that is much older can provide data from a different era. For example, in 2009, the data from the crisis may be less relevant than the post-crisis data.
These coefficients for this rolling nine-month period are used to determine a valuation for time using the linear equation:
, +̂,
+̂,
where ̂, ( ) represents the estimated regression coefficient from equation (1). Thus, equation (2) provides an estimate of the value of stock on day based on its relationship with the market index and its earnings outlook. 10 Note that the information used at time involves only the days prior.
The Valuation variable, which is the relative excess value (and measures the extent of undervaluation) is defined via the expression
This affords the opportunity to test the hypothesis that the daily return is greater when this independent variable is positive. This is consistent with the earlier regression studies cited above.
The nature of the marketplace is that traders are always trying to obtain the most recent information about the present and future in order to gain an edge in making profits. For example, the earnings per share for the previous year is already incorporated into the market, and, thus is not as important as the earnings report that will be issued in the future. Thus, traders are focused on the prospects for future earnings and any signs of changes. In utilizing information about the earnings for each company, the change in the prevailing forecasts on the day of the trade is considered. It would appear that taking a weighted average of the forecasts for the current year and the following year could yield a more precise estimate. In other words, on day d of the 252 trading days, the weight given to the current year would be (252 -d)/252, with the remainder of the weighting assigned to the following year. We re-ran regression models 1V, 2, 3, and 4 with the valuation variable calculated with weighted averages for EPS and GDP. The results are qualitatively similar to those reported in Table 2 . This is not surprising as the two valuation variables are highly correlated (with the correlation computed on a per firm basis). Indeed, the median correlation is 0.99 and the minimum correlation is 0.94.
Price Trend
Several prior empirical studies have noted the existence of a trend in asset prices. See, for example, Carhart (1997) , Jegadeesh and Titman (1993) , Moskowitz and Grinblatt (1999) , and George and Hwang (2004) . In addition, several theoretical models, starting with Caginalp and Ermentrout (1990) using differential equations have been developed to model price behavior when traders are motivated by both trend and valuation. In addition, Barberis, Shleifer, and Vishny (1993) , Daniel, Hirshleifer, and Subrahmanyam (1998) , and Hong and Stein (1999) , have developed models to relate intermediate-term
trend coupled with long term reversals.
Moreover, studies have also identified phenomena such as underreaction and overreaction in asset prices. Bremer and Sweeney (1991) , Madura and Richie (2004) , Sturm (2003) define underreaction (overreaction) as positive (negative) returns following large positive price movements and negative (positive) returns following large negative price movements.
Practitioners also recognize the impact of the recent trend in price on asset prices through sayings such as "The trend is your friend." Indeed, a survey by Menkhoff (2010) suggests that practitioners frequently use technical analysis (including, in particular, trend following) for trading horizons of weeks. While the efficient market hypothesis and technical analysis seem to be in conflict, Sturm (2013) concludes that the latter "…attempts to measure changes in these beliefs to predict stock prices and should have value given the evidence in behavioral finance…" In other words, the process of price discovery as new information enters the market provides an opportunity for technical analysis to be useful. Moreover, traders may be inclined to act on deviations from the recent trend rather than the trend itself
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. For example, suppose returns have been trending upward at 0.5% per day over the past two weeks. If today's relative change in price is consistent with that trend, then traders may not 11 Various technical analysis methods focus on the differences of moving averages that, in effect, are a measure of a smoothed out second derivative, i.e., the change in the trend over a particular time period.
respond. However, if today's relative change in price surges to, say, 1%, then traders may act. In this case traders are responding to the "acceleration" in returns rather than the "derivative" of returns.
Given these two factors, i.e. that stock prices tend to exhibit a trend and traders may respond to deviations from the recent trend more so than the trend itself, the trend variable is defined 12 as follows: This Price Trend variable for firm is defined by subtracting an exponentially weighted average of the past ten days' relative changes in price from the current day's relative price change. This modeling approach is similar to the manner in which the valuation variable is defined in prior studies
13
.
A key aspect of this paper's analysis involves the nonlinear relationship between the recent trend and the following day's return. This is achieved by including the square and cube of this trend variable in the regressions described in Section 4.
Volatility
In classical finance, risk is often associated with the standard deviation of returns. In order to understand the impact of volatility without the trend effect, the Volatility variable for firm is defined as the standard deviation of returns over the past + 1 days, i.e., . 13 The price trend definition is reminiscent of the moving averages utilized in prior works (see, for example, Neely, et al., 2014) , though these moving average definitions typically assign equal weight to each observation. where = 10 for short-term volatility and = 251 for long-term volatility. Previous studies on closedend DeSantis, 2011a, 2011b) and exchange-traded (Caginalp et al., 2014) funds have shown an ambiguous role for Volatility. With respect to closed-end funds Long Term Volatility tended to depress returns, while an increase in Short-Term Volatility boosted closed-end fund returns. For ETFs, both long-and short-term volatility increased returns (though the longer term volatility was only marginally significant). These variables are included in the current study to examine their effect on stock returns.
Long Term Trend
Several studies (e.g., Poterba and Summers, 1988) have found that returns tend to regress to the mean or experience price reversals over longer time periods. Theoretical justification has been shown in Leung and Wang 2018. We test for the existence of this phenomenon. Indeed, to test this hypothesis an annual trend variable is defined as the slope of the straight line fitted to returns over the past year scaled to annual units. That is, the variable, , , is the slope of the straight line fitted to ( , − , −1 ) , −1 ⁄ multiplied by 251, the number of trading days per year. Hence this is an average of the price changed during the previous 251 trading days.
Resistance
Consider the scenario in which individuals experience regret upon failing to capitalize by selling at the recent high price. These individuals might be inclined to sell if the price recovers to again approach this recent value that has become "anchored" in their minds (in analogy with Tversky and Kahneman, 1974) .
This selling exerts a downward pressure on the price. If this downward force keeps the price from attaining its recent high, then the price has encountered resistance. That is, the notion that an increase in price tends to slow or even retreat as the price approaches a recent high price is termed Resistance.
Studies by George and Hwang (2004) and Sturm (2008) That is, Resistance is set for day if the recent price has been less than 85% of the recent quarterly high price and the current price is between 85% of this recent high price and the high price. Approximately 1% of the records in the data set (2,139 out of 257,635) satisfy these criteria.
Volume
Market participants have long recognized the significance of trading volume in financial markets. As noted in Karpoff (1987) , "It takes volume to make prices move." Numerous theoretical (e.g., Blume, Easley, and O'Hara, 1994; Harris and Raviv, 1993; Wang 1994 ) papers have developed models in which volume and the magnitude of price changes are positively linked. Karpoff (1987) provides a survey of papers and provides empirical evidence that volume is positively related to the magnitude of price changes and to the price change itself (the latter holding only in equity markets). Antoniou et al., (1997) finds evidence suggesting that volume might help to predict returns. 
Methodology
The data set consists of 85 time series -one for each company in the study. These time series are appended to one another and grouped by stock. Thus, the data set may be characterized as a timeseries-cross-sectional data set or a panel data set (though, it has a large number of both cross-sections, 85 firms, and time periods, 3,031 days). Asset pricing models are typically tested with time series or cross-sectional methods (Goyal, 2012) . For example, the Fama-Macbeth regressions account for contemporaneous correlations but not serial correlation (over time) in the error terms. Bali et al. (2008) utilize a fixed-effect regression with the firm as the sole fixed effect to consider the predictive relationship between earnings and stock returns at the firm-level.
Both firm heterogeneity and contemporaneous correlations are accounted for by utilizing a twoway fixed effects model with both firm and time fixed effects 14 . An advantage of the fixed-effects model is that it mitigates the impact of omitted variable bias. In addition, the unobserved firm-specific effects may be correlated with the independent variables. Although use of this model restricts any inferences to the subset of stocks considered (S&P 100) in contrast to a random-effects model, it should be noted that as the number of time periods per firm increases, the random effects estimator approaches the fixed effects estimator (Hsiao, 1996) . As the data set contains 3,031 time observations per firm, these estimators should be similar. The applicability of this method, particularly for contemporaneous correlations, is described in Caginalp et al. (2014) .
Moreover, as noted in Section 2, most asset pricing studies account for the three Fama-French factors (and frequently the momentum factor as well). As these factors vary over time but not across firms, the model is not enhanced by their inclusion. However, use of the time fixed effect controls for these (and any other firm invariant) factors. Thus, this paper's results are robust to any time and/or firm invariant factors.
The primary goal of this study is to analyze and better understand the factors that underlie the dynamics of stock prices (i.e., the daily changes in price). This paper considers the effect of the variables discussed in Section 3 defined at time on the following day's return, , +1 . To that end, we consider regressions of the form with representing the firm-specific effect, the time-specific effect, and , the idiosyncratic error term.
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To minimize the impact of outliers in the data, all independent variables (with the exception of the Resistance variable) are winsorized at the 99 th percentile 16 . As stock prices commonly exhibit "fat tails," this helps to minimize the impact of a few extreme observations. Without winsorizing the data, it would be possible for a few values to distort the motivations that dominate trading most of the time. A future topic of study would be to focus on these extreme events that often occur in the midst of a crisis. 15 We report the R-square measure of Theil (1961) for all regressions. The R-square values are fairly large, which is not surprising given the fixed effects for firm and time. However, what is most important to our analyses is the significance of the coefficients of the primary explanatory variables, e.g. Valuation, Price Trend, etc., rather than goodness of fit of the model. 16 That is, all outliers above (below) the 99th (1st) percentile are set to the value corresponding to the 99th (1st) percentile.
For the most comprehensive model, the results without winsorizing (reported in Table 2 shows that a one standard deviation increase in the Long Term Trend is large enough to counteract the effect of a one standard deviation increase in the Long Term Volatility variable on the following day's return.
We utilize robust standard errors to account for heteroscedasticity 18 . We also cluster the standard errors to account for the fact that the regression residuals might be correlated by firm and/or time (Petersen, 2009; Thompson, 2011) . Thompson (2011) notes that if the firm and time dimensions are not equivalent, then it is preferable to cluster along the dimension with fewest observations. As each of the 85 firms in this study has 3,031 daily observations, clustering is performed along the firm dimension to account for within-firm correlations. 17 Resistance is a highly skewed binary variable. That is, only 2,139 out of 257,635 observations meet the Resistance criteria. Thus, standardization by a single standard deviation may not be sufficient to obtain regression coefficients comparable to those of the other variables (Gelman, 2008) . Therefore this variable is left unstandardized. As such, note that the regression coefficient of this variable should be interpreted with care when comparing to the coefficients of other variables. 18 There exist several heteroscedasticity-consistent covariance matrix estimators. Davidson and MacKinnon (1993) describe four such alternatives and infer that option 3 may perform best. As such, we employ this estimator which utilizes the squared residuals divided by (1 + ℎ ) 2 to estimate the diagonal entries of the error covariance matrix. The variable, ℎ , is defined as ( ) −1 where is the regressor matrix with th row denoted by .
Regression Results
To ensure our valuation variable is appropriately defined, we first regress the dependent variable, return on day + 1, against the change in valuation on day , using the definition of , +1 in Section 3.2.
Intuitively, we expect the coefficient of the valuation variable to be positive. To confirm this we consider Model 1V
where , is as defined in Section 4. The results of this model are reported in Table 2 . Consistent with our expectation the coefficient of the valuation variable is positive.
Since our primary interest is the nature of the relationship between the return and the recent trend in price, we next consider Model 1T
The coefficient of the sole independent variable, Trend, is positive as one might intuitively expect, and statistically significant. Table 2 here >> As described in Section 2.2, it is hypothesized that the inclusion of an appropriately defined valuation variable will account for much of the "noise" in returns and allow the effect of other variables, for example the recent trend, to be noted and measured. To this end, we combine Models 1V and 1T
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and consider Model 2
The results of Model 2 are given in Table 2 . The coefficient of the valuation variable is both statistically significant and positive. Consistent with the results from Model 1T, the Price Trend's coefficient is still positive and statistically significant. These results also suggest that a small increase (decrease) in the price trend corresponds, on average, to a small increase (decrease) in the following day's return.
However, it remains to be determined if this effect is truly linear
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We next consider the nature of the relationship between the following day's return and the valuation and trend variables. As previously noted, using a purely linear regression would likely mask important effects that can only be observed with nonlinear terms. Indeed, if a straight line is fit to the curve = 3 , then a coefficient of zero would be obtained for the linear term. While this coefficient may be significant, the linear approximation is certainly inappropriate and misleading. Thus, we seek to determine whether the relationship between trend and return is nonlinear, similar to those of closed- Using the quadratic and cubic terms provides enough degrees of freedom to describe the general shape of the dependent variable as a function of the independent. This is analogous to using the first three terms of a Taylor series for a function.
The results of Model 3, which are included in Table term is also significant and positive suggesting that large changes in the daily trend correspond to positive returns the following day. Although the coefficient of the quadratic Trend variable is not significant, the coefficient of the cubic Trend variable is both significant and negative. This suggests that large positive (negative) changes in the daily trend tend to lead to lower (higher) returns. Indeed, consider Figure 1 , which displays the return as a function of both the Valuation and the Trend. That is, using the statistically significant coefficients from Model 3, the following function Thus, the data exhibit evidence supporting both underreaction and overreaction to price changes. Here underreaction is defined as a continuation of the trend and overreaction as a reversal of the trend. Figure 3 here >> Earlier studies on different time periods revealed an asymmetry in the local minimum and maximum, suggesting that traders were more eager to take profits than buy on dips (Caginalp et al., 2014) . However, Figure 3 is quite symmetric in this regard. The symmetry may be a consequence of the long time period of this study that includes both bull and bear markets. The level of symmetry may be an indication of general investor caution or optimism during a particular period.
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As noted in Section 3, numerous variables have been hypothesized to impact returns. significant. This is not consistent with the results on exchange traded funds in Caginalp et al. (2014) in which the Short Term Volatility variable is significant with a positive coefficient, and the Long Term
Volatility is not significant. The discrepancy may reflect the greater use of ETFs for rapid trading and readjustment of positions.
Mean reversion in stock prices is a commonly accepted idea. Consistent with this notion, the Long Term Trend variable, which is modeled to account for this phenomenon, is statistically significant with a negative coefficient. This suggests that if the trend over the past year is positive (negative), then (holding all other variables constant at zero) the following day's return will be negative (positive).
The coefficient of the Volume variable is not statistically different from zero. Inclusion of the Volume variable thus confirms that the observed effects are not artifacts of changes in volume.
Lastly, strong support for the existence of resistance is exhibited in this data set. Indeed, the regression coefficient for the Resistance variable is both statistically significant and negative suggesting that a downward pressure is exerted on prices as they approach a recent high price.
Conclusion
This paper utilizes a methodology whereby the effects of price trend, resistance, volume changes, volatility and other variables on return are determined together. Without adjusting for valuation (thus using the raw data of individual S&P 100 stocks) most of these non-valuation effects would be masked by the noise inherent in the changes in valuation.
Another important aspect of this methodology that is neglected in many studies is that nonlinear effects are often invisible using linear methods, or they appear as small terms possibly with the opposite (or unexpected) sign. In particular, raw data of major stocks usually shows a nearly negligible trend effect. However, the combination of adjusting for changes in valuation and the examination of nonlinear terms establishes a nonlinear trend term with strong statistical significance and a magnitude that is comparable to the coefficient of valuation. This suggests that for short term movements, the trend has an influence that is comparable to that due to changes in valuation.
The results show that the return is a cubic function of the trend. In particular, the return is positively influenced by the trend, so long as the trend is one which is small as measured by standard deviation. Thus an uptrend that is observed sufficiently often that it is within 1.634 standard deviations tends to have a positive influence (see Figure 3 ), but beyond this point any increase in trend tends to reduce returns. This effect can be attributed to underreaction, since it indicates investors are slow to react to a positive development. For sufficiently large trends, there is a negative effect on return, providing evidence of overreaction. Thus this methodology addresses these two key issues related to behavioral finance and provides answers for questions that critics have posed: (1) Can one establish over-and underreaction? (2) How does one distinguish between over-and underreaction? The methodology indicates that traders are usually eager to observe an uptrend and to buy into it, but are also eager to take profits when the uptrend is significantly stronger than the typical level.
Another issue is whether this cubic is symmetric or asymmetric. Symmetry indicates a balance between buying on dips or taking profits, and is reflected in Figure 3 . Asymmetry in the form of a negative root that is larger in magnitude than the positive root would indicate that traders are less eager to buy on dips than they are to take profits during that time period. This behavior could be an indication of a cautious or pessimistic outlook. The opposite situation would indicate a euphoric market. By examining different groups of stocks and eras, the shape of the cubic polynomial can be used to display motivations of traders and the temporal evolution of these motivations.
An important idea in behavioral finance involves anchoring, or using a particular number related to the trader's experience as a benchmark. Traders often utilize this concept in a practical context, and feel that a stock nearing its quarterly high, for example, will encounter resistance that will slow or terminate an uptrend. The methodology proposed and utilized in this paper shows that this is indeed the case.
This methodology facilitates the examination of a broad range of questions in a quantitative manner, and the independent variables are not limited to those considered above. Whether the hypothesized effect is fundamental or behavioral, it is possible to include it among the variables so long as it can be quantified. Hence, any theoretical model can be examined in terms of the predictions it renders, allowing researchers to accept, modify or reject facets of the model. A paradigm for behavioral finance thus involves an expanding and verifiable set of motivations that can be quantified and integrated into a model of market dynamics, much as physics has evolved with a growing list of experimentally established forms of energy.
An interesting application of this would be to examine different time periods e.g., the crisis period of [2008] [2009] , to determine how the cubic function formed by the regression coefficients changes. For example, are traders more eager to lock in profits, or are they more reluctant to buy on dips. Analysis of this type can provide a useful tool for trading and risk analysis.
The ideas can also be implemented in a different direction back-tested for trading purposes. At each time t, the data up until t may be used in order to provide the optimal coefficients up to that time period. These coefficients can then be used to render a (out-of-sample) forecast for time t+1. The profit can then be determined based on these forecasts. Other tests such as the fraction of time in which the forecast has the right direction (i.e., positive or negative) can also be performed. Nevertheless, the purpose of this paper is not to develop a profitable trading strategy but rather to understand the motivations of traders for a particular class of assets during a particular time period.
Implementation of such a trading application would be improved by focusing on a specific group of stocks for which valuation can be estimated more precisely. For example, investors in companies manufacturing high-tech consumer goods react quickly to sales data and announcements of new products. Thus, quantifying and refining changes in valuation for a smaller set of stocks may lead to useful forecasting, in addition to an understanding of trader motivations.
Appendix. Winsorization and Error Terms.
The data discussed above involves winsorized data at the 1% level. In other words, data points that are outside of the (1%, 99%) interval are replaced by the last data points that are within that interval. The reasons for this are that we are interested in motivations of traders in normal times rather than in extreme times. In other words, it is possible that events that occur within 1% of the time would skew the regressions. Also, financial data are known to exhibit fat tails which could increase the problem.
Nevertheless, the same regressions were performed for the non-winsorized data, and the results are quite similar, although the coefficients differ. The interpretation is that the regressions done with winsorized data (Table 2 ) reflect the trader motivations during trading days that are typical while the non-winsorized data (Table 4 ) take all points into account.
The choice of winsorization at 1% is typical of asset price change studies. It is also consistent with the distribution of the error terms in the regressions in that they are very close to the normal distribution between the 1% and 99% levels. A plot of the cumulative distribution functions for the error terms and the normal distributions shows some deviation between the 99% and the 99.99% levels. The direction of the difference is toward fat tails as one might expect. The Ryan-Joiner normality test on the non-winsorized error terms (with N=257,365) shows a correlation of 0.888 between the error terms and the normal distribution.
Another way to look at the data is to note the value attained at the k th percentile, and to see how this differs from the theoretical (perfect Gaussian) k th percentile. For k=10% the observed data value is 0.019. For the Gaussian we have the corresponding value, V, is V(0.019) = 0.10143. The ratio of the two is 0.10143/0.1= 1. 0143, i.e., 1.43% difference from the ideal. At k=0.01%, the observed value is 0.055, while V(0.055) = 1. 1376×10⁻⁴ differing from the ideal by 13.76%. and 1.634 standard deviations. As the trend increases beyond 1.634 standard deviations, the return begins to diminish. Conversely, the return begins to increase as the trend decreases below -1.634 standard deviations.
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