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R810single-tone stimuli for 1–3 days
again enhanced excitatory–inhibitory
correlation, but this time the changes
lasted for weeks. Once balanced
excitation and inhibition had been
achieved, additional episodes of tonal
stimulation had no further effect on
synaptic tuning, implying that the
matching of these inputs may be the
limiting factor in determining whether
the receptive fields of cortical neurons
can change in response to an altered
acoustic environment.
While these findings suggest that
inhibitory inputs are particularly
susceptible to experience, it
remains the case that the conflicting
conclusions of the two studies
highlighted here have to be reconciled.
Nevertheless, it seems highly likely
that in vivowhole-cell recordingswill be
able to provide very valuable insights
into thematurationof cortical sensitivity
to other, more complex stimulus
features and how this is shaped by
experience. Just as important,however, for establishing a link with
developmental hearing disorders in
humans is the application of behavioral
studies in young animals [13].
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in Living CellsA new study provides the first direct visualization of DNA replication errors as
they become mutations in living cells. After decades of post-hoc inference
of mutation rates and mechanisms, a new method opens the possibility of
cell-, tissue- and cancer-clone-specific mutation-rate detection and real-time
visualization of transient hypermutable states in situ.Susan M. Rosenberg
Mutations are the units of genetic
change that fuel evolution, cancer
formation, progression and resistance
mechanisms, host–pathogen
evolutionary arms races, and de novo
antibiotic-resistance mechanisms.
Mutations are important but
exceedingly rare, and so have provided
challenges to biologists interested in
howmutations form. For example, DNA
base substitutions in Escherichia coli
and human occur at about 5 3 10210
and 5 3 10211 per basepair replication,
respectively, such that only one base
substitution perw2,000 replications
of the E. coli genome and one per 6.7
replications of the human genome will
be produced [1].
In all organisms, mutations have
been observed only after the fact byobservation of either new phenotypes
in very rare cells or organisms that
experienced a phenotype-changing
(non-neutral) mutation in the cell
lineage’s past [2,3], and/or by
sequencing of multiple cells’ or
organisms’ genomes after mutations
have occurred [4]. Perhaps because
of this, mutagenesis has been studied
for nearly a century but has
never been witnessed in action. In a
groundbreaking study in a recent issue
of Current Biology, Elez et al. [5] show
us pictures of individual spontaneous
mutations as they form in living
E. coli cells.
The authors coaxed the mutation-
prevention apparatus itself to display
mutagenesis in real time. Most
spontaneous base-substitution and
1-few basepair insertion/deletion
(indel) mutations originate as errors inDNA replication in the daughter DNA
strand. Replication errors that escape
the proofreading exonuclease of the
DNA polymerase have another chance
to be corrected using parental-strand
information via post-replicative
mismatch repair. Conserved from
bacteria to human, the mismatch
correction machinery comprises a set
of proteins that recognize mispaired
bases, such as C paired with A,
in double-stranded DNA [6]. MutS
protein of E. coli, or one of the MutS
homologues in human, fly or yeast,
binds the base mispair (correct base
in the old strand and incorrect base
in the new). MutS is then bound by
MutL, or a MutL homologue, which
coordinates nuclease and helicase
activities to remove the newly
synthesized strand, allowing
resynthesis to correct the error.
Elez et al. made a functional
MutL–GFP fusion protein that both
corrects DNA mismatches and forms
green foci, in cells observed under
the microscope, when bound at
a mismatched basepair in DNA,
allowing mismatch visualization.
But the beauty of the method is that
the mismatched basepair forms
a visible focus only if it is not
mismatch-corrected — that is, if it is
Dispatch
R811about to become a mutation. They
used a variety of tests to show that
foci observed represent the rare base
mismatches that are not corrected
by mismatch repair and that these
are roughly 1% of all mismatches that
escape the DNA polymerase. First,
the number of foci increased about
100-fold in cells defective in mismatch
correction due to a mutation that
inactivates MutH mismatch repair
endonuclease. This implies that about
1% of mismatches escape correction
and are replicated to produce one
mutant and one non-mutant DNA
molecule. Second, and elegantly, when
followed over time, individual foci
persist for only about 40 minutes, the
length of time that it takes to replicate
the E. coli genome. This indicates that
the mismatches visible as foci form
during one round of replication, are
bound by MutL–GFP, and remain
bound until the next replication fork
passes, which reduces the mismatch
to two correctly paired DNAmolecules,
one with parental and one with mutant
sequence. Third, the number of foci
observed, about 1 per 200 cells,
corresponds to the previously
estimated mutation rate for E. coli
as well as to their own determination.
All of these lines of evidence imply that
the foci do not represent mismatch
correction in action, but rather
mutation in action in the small fraction
of replication errors that are not
successfully rectified by mismatch
correction. The implication is that
when mismatch correction works
(w99% of the time), complexes of
mismatch-bound MutS bound to
MutL–GFP are localized on DNA
too transiently for foci to be visible.
So, for the first timemutations can be
seen as they appear in cells. How does
this help biologists? The authors used
their elegant assay to ask whether
all cells in a population experience
uniformmutation rate, or whether some
cells in a subpopulation are transient
hypermutators andproducemost of the
mutations in the culture, as predicted
for growing cell populations [7] and
observed in non-growing, stressed
cells [8]: that is, whether there are
‘showers’ of unclustered (not co-
localized) mutations in some cells. If all
cells mutated equally, then the
distribution of foci among cells
in a population would be random:
a Poisson distribution. A limitation of
their method is that because they used
microscopy, they could analyze onlypopulations of 103–104 cells. This
means that subpopulations fewer than
1023 of all cells would not be seen.
Arguing against the possibility of
a smaller cell subpopulation important
to overall mutation rate is the
correspondence of the mutation rate
with the focus numbers that they
observed in their main population of
the mismatch correction competent
cells. More importantly though, the
number of cells with one focus in
correction-competent (‘wild-type’)
cells was less than 1% such that the
expected frequencywith two fociwould
bew1024: fewer than they
could measure with microscopy.
Because of this, they looked at
mismatch-correction-defective mutant
cells with their 50–100-times higher
mutation rate, and in these saw close
to a Poisson distribution of cells with
one, two or three foci. Given that
mismatch repair is one of the most
powerful mutation-reduction devices,
that it can be turned off or knocked out
with little ill effect to cells [6], and that its
activity is actually downregulated [9]
and/orbecomes limiting [10] in stressed
cells, it would seem that becoming
transiently mismatch correction
defectivewould be a likelyway to cause
a hypermutable cell subpopulation.
Future work with higher-throughput
methods for seeing the foci will be
needed to address this possibility.
The method of Elez et al. could also,
as they suggest, be adapted for
eukaryotic cells. With such tools in
bacteria and eukaryotes, it could be
possible, for example, to see the cells
in the immune system of transgenic
(MutL-homologue–GFP-expressing)
mice as they perform somatic
hypermutation of immunoglobulin
genes and, perhaps more excitingly,
to see whether other cells in addition
to those of the immune system are
differentiated for programmed
mutability. It could be possible to follow
clones of developing cancers, whose
progression is fueled by mutations
and genome instability [11]. One could
determine whether, as with bacterial
cultures in changing environments [12],
intermediate-strength mutators
out-compete both high mutators
and cells with wild-type levels of
spontaneous mutation. One could
identify when during tumor progression
mutation rates become elevated.
In bacteria, one could examine
organisms such as Bacillus subtilis
in which a subpopulation of stressedcells becomes competent for uptake
and horizontal acquisition of DNA from
its environment, and mutagenesis is
increased at the same time [13].
One could determine whether the
same cells that take up the DNA
become mutable or whether these
processes occur in different cells, an
important question for understanding
whether deleterious effects of induced
mutagenesis are ameliorated
by recombination. Many other
applications will be possible. Andmany
tantalizing problems concerning
mutation may be about to give way.
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