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Abstract. We present a block lower triangular (BLT) preconditioner to accelerate the con-
vergence of nthe Krylov subspace iterative methods, such as generalized minimal residual
(GMRES), for solving a broad class of complex symmetric system of linear equations. We
analyze the eigenvalues distribution of preconditioned coefficient matrix. Numerical experi-
ments are given to demonstrate the effectiveness of the BLT preconditioner.
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1 Introduction
Consider the complex system of linear equations of the form
Au = b, (1)
where
A =W + iT, W, T ∈ Rn×n,
in which u = x+ iy and b = p+ iq, such that the vectors x, y, p and q are in Rn and i =
√−1.
We assume that W and T are symmetric positive semidefinite matrices such that at least
one of them, e.g., W , is positive definite. Complex symmetric linear systems of this kind
arise in many important problems in scientific computing and engineering applications. For
example, FFT-based solution of certain time-dependent PDEs [7], diffuse optical tomography
[1], algebraic eigenvalue problems [13, 17], molecular scattering [14], structural dynamics [9]
and lattice quantum chromodynamics [10].
In recent years, there have been many works to solve (1), and several iterative methods
have been presented in literature. For example, based on the Hermitian and skew-Hermitian
splitting (HSS) of the matrix A, Bai et al. in [4] introduced the Hermitian/skew-Hermitian
splitting (HSS) method to solve positive definite system of linear equations. Next, Bai et al.
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presented a modified version of the HSS iterative method say (MHSS) [3] to solve systems of
the form (1). The matrix A naturally possesses the Hermitian/Skew-Hermitian (HS) splitting
A = H + S, (2)
where
H =
1
2
(A+AH) =W, S =
1
2
(A−AH) = iT,
with AH being the conjugate transpose of A. In this case, the HSS and MHSS methods to
solve (1) can be written as follows.
The HSS method: Let u(0) ∈ Cn be an initial guess. For k = 0, 1, 2, . . ., until {u(k)}
converges, compute u(k+1) according to the following sequence:{
(αI +W )u(k+
1
2
) = (αI − iT )u(k) + b,
(αI + iT )u(k+1) = (αI −W )u(k+ 12 ) + b, (3)
where α is a given positive constant and I is the identity matrix.
The HSS iteration can be reformulated into the standard form
u(k+1) = Gαu
(k) + Cαb, k = 0, 1, 2, . . . ,
where
Gα = (αI + iT )
−1(αI −W )(αI +W )−1(αI − iT ),
and
Cα = 2α(αI + iT )
−1(αI +W )−1.
Assumming
Mα =
1
2α
(αI +W )(αI + iT ), Nα =
1
2α
(αI −W )(αI − iT ),
it holds that
A =Mα −Nα, Gα =Mα−1Nα.
Hence, it follows that the matrixMα can be used as a preconditioner for the complex symmet-
ric system (1). Note that the multiplicative factor 1/(2α) has no effect on the preconditioned
system and therefore it can be dropped. Hence, the HSS preconditioner can be considered as
Pα = (αI +W )(αI + iT ).
The MHSS method: Let u(0) ∈ Cn be an initial guess. For k = 0, 1, 2, . . ., until
{u(k)} converges, compute u(k+1) according to the following sequence:{
(αI +W )u(k+
1
2
) = (αI − iT )u(k) + b,
(αI + T )u(k+1) = (αI + iW )u(k+
1
2
) − ib, (4)
where α is a given positive constant and I is the identity matrix.
In [3], it has been shown that if W and T are symmetric positive definite and symmetric
positive semidefinite, respectively, then the MHSS iterative method is convergent. Since
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αI + T and αI +W are symmetric positive definite, the involving sub-system in each step of
the MHSS iteration can be solved exactly by using the Cholesky factorization of the coefficient
matrices or inexactly by the conjugate gradient (CG) method. Similar to the HSS method,
Eq. (4) can be written in the stationary form
u(k+1) = Lαu
(k) +Rαb, k = 0, 1, 2, . . . ,
where
Lα = (αI + T )
−1(αI + iW )(αI +W )−1(αI − iT ),
and
Rα = (1− i)α(αI + T )−1(αI +W )−1.
Then, A = Fα −Hα and Lα = Fα−1Hα, where
Fα =
1 + i
2α
(αI +W )(αI + T ), Hα =
1 + i
2α
(αI + iW )(αI − iT ).
Therefore matrix Qα = (αI +W )(αI + T ) can be used as the MHSS preconditioner.
It is possible to convert the complex system (1) to the real-valued form
Au =
[
W −T
T W
] [
x
y
]
=
[
p
q
]
. (5)
Under our hypotheses, it can be easily proved that the matrix A is nonsingular. Recently,
Salkuyeh et al. in [16] solved system (5) by the generalized successive overrelaxation (GSOR)
iterative method. They split the coefficient matrix of the system (5) as
A = D − L− U ,
where
D =
[
W 0
0 W
]
, L =
[
0 0
−T 0
]
, U =
[
0 T
0 0
]
.
So, for 0 6= α ∈ R, they construct GSOR method as[
xk+1
yk+1
]
= Gα
[
xk
yk
]
+ Cα
[
p
q
]
,
where
Gα = (D − αL)−1((1− α)D + αU) =
[
W 0
αT W
]−1 [
(1− α)W αT
0 (1− α)W
]
,
and
Cα = α(D − αL)−1 = α
[
W 0
αT W
]−1
.
After some simplifications the GSOR method can be written as following.
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The GSOR iteration method: Let (x(0); y(0)) ∈ Rn be an initial guess. For k =
0, 1, 2, . . ., until {(x(k); y(k))} converges, compute (x(k+1); y(k+1)) according to the
following sequence{
Wx(k+1) = (1− α)Wx(k) + αTy(k) + αp,
Wy(k+1) = −αTx(k+1) + (1− α)Wy(k) + αq, (6)
where α is a given positive constant and I is the identity matrix.
In [16], it has been shown that ifW and T are symmetric positive definite and symmetric,
respectively, then the GSOR method is convergent. Letting
Mα = 1
α
(D − αL), Nα = 1
α
((1 − α)D + αU),
it holds that
A =Mα −Nα, Gα =Mα−1Nα.
Hence
Mα = 1
α
(D − αL),
can be used as a preconditioner for the system (5). As usual the multiplicative factor 1/α
can be neglected.
In this paper we propose a block lower triangular (BLT) preconditioner for the system (5)
and investigate the eigenvalues distribution of the preconditioned coefficient matrix. Then
the preconditioned system is solved by the restarted version of the GMRES (GMRES(m))
method.
The rest of the paper is organized as follows. In Section 2 our BLT preconditioner is
introduced and its properties are investigated. Section 3 is devoted to some numerical ex-
periments to show the effectiveness of BLT preconditioner. Finally, some concluding remarks
are given in Section 4.
2 The new block lower triangular preconditioner
We introduce a preconditioner of the form
Gα =
[
W 0
αI W
]
, (7)
for system (5) and propose using the Krylov subspace method such as GMRES, to accelerate
the convergence of the iteration, where α > 0. It is known that for the SPD problems, the rate
of convergence of CG depends on the distribution of the eigenvalues of the system coefficient
matrix. For nonsymmetric problems the eigenvalues may not describe the convergence of
nonsymmetric matrix iterations like GMRES. Nevertheless, a clustered spectrum (away from
0) often results in rapid convergence [6, 8, 5]. Therefore, we need to examine the eigenvalues
distribution of the matrix G−1α A.
Lemma 1. Let W ∈ Rn×n be symmetric positive definite and T ∈ Rn×n be symmetric
positive semidefinite. Let also λk be an eigenvalue of the preconditioned matrix G−1α A, and
uk = (xk; yk) be the corresponding eigenvector. If yk = 0, then λk = 1.
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Proof. We have G−1α Auk = λkuk, or[
W −T
T W
] [
xk
yk
]
= λk
[
W 0
αI W
] [
xk
yk
]
,
which is itself equivalent to {
Wxk − Tyk = λkWxk,
Txk +Wyk = αλkxk + λkWyk.
(8)
If yk = 0, then from the first equation of (8) we get (1− λk)Wxk = 0. Since W is symmetric
positive definite, we see that xk = 0 or λk = 1. If xk = 0 then uk = 0, which is a contradiction.
Hence λk = 1.
Lemma 2. Let W ∈ Rn×n and T ∈ Rn×n be symmetric positive definite and symmetric
positive semidefinite, respectively, and (λk, uk = (xk; yk)) be an eigenpair of the preconditioned
matrix G−1α A. For yk 6= 0, set
ak =
y∗kTyk
y∗kyk
, bk =
y∗kTW
−2Tyk
y∗kyk
, ck =
y∗kTW
−1TW−1Tyk
y∗kyk
. (9)
Then, λk = 1 or
λk − 1 =
αbk ±
√
∆(α)
2ak
, (10)
where ∆(α) = α2b2k + 4ak(αbk − ck).
Proof. As we saw in Lemma 1, G−1α Auk = λkuk is equivalent to (8). It follows from the first
equation of (8) that (1− λk)Wxk = Tyk. If λk 6= 1, then we get
xk =
1
1− λkW
−1Tyk.
Substituting xk into the second equation of (8) yields
(1− λk)Wyk = α λk
1− λkW
−1Tyk − 1
1− λkTW
−1Tyk.
Simplifying this equation gives
(1− λk)2Wyk = αλkW−1Tyk − TW−1Tyk. (11)
According to Lemma 1 if yk = 0, then λk = 1 and there is nothing to prove. Otherwise,
multiplying both sides of (11) by yk
∗TW−1 results in
(1− λk)2 yk
∗Tyk
yk∗yk
= αλk
yk
∗TW−2Tyk
yk∗yk
− yk
∗TW−1TW−1Tyk
yk∗yk
.
Now from the latter equation and Eq. (9), we get
ak(1− λk)2 = αλkbk − ck. (12)
Obviously, both of the matrices TW−2T and TW−1TW−1T are symmetric positive semidef-
inite. Therefore, we deduce that ak, bk, ck ≥ 0. We consider the following two cases.
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• If ak = 0, then from (9), we have yk∗Tyk = 0. Hence Tyk = 0 and therefore from
the first equation in (8) we obtain λk = 1 or xk = 0. If xk = 0 then from the second
equation in (8), (1 − λk)Wyk = 0. This implies that λk = 1, since W is nonsingular
and yk 6= 0.
• If ak 6= 0, then by solving the quadratic equation (12) we get
λk − 1 = αbk ±
√
∆(α)
2ak
,
where ∆(α) = α2b2k + 4ak(αbk − ck).
Therefore, the proof is complete.
Theorem 1. Let W and T ∈ Rn×n be symmetric positive definite and symmetric positive
semidefinite, respectively. Let also
0 < α ≤ min
{
2
bk
(
√
ak(ak + ck)− ak) : bk 6= 0
}
. (13)
Then the eigenvalues of the matrix G−1α A are enclosed in a circle of radius
√
(ck − αbk)/ak
centered at (1,0) where ak, bk and ck were defined in (9).
Proof. Let λk be an eigenvalue of the matrix G−1A. From Lemma 2, we have λk = 1 or
λk − 1 = (αbk ±
√
∆(α))/2ak. If λk = 1, there is nothing to prove. Otherwise, if ∆(α) > 0
then the quadratic equation (12) has two roots λ+
k
and λ−
k
which satisfy
|λ+k − 1| =
|αbk +
√
∆(α)|
2ak
=: r1, |λ−k − 1| =
|αbk −
√
∆(α)|
2ak
=: r2.
In this case, we deduce that these eigenvalues are enclosed in a circle of radius max{r1, r2} =
r1 centered at 1. On the other hand, if ∆(α) ≤ 0, then from Eq. (10), we have
λ±
k
− 1 =
αbk ± i
√
−α2b2k + 4ak(ck − αbk)
2ak
,
which gives
|λ±k − 1| =
√
ck − αbk
ak
=: r. (14)
This means that the eigenvalues of the preconditioned matrix are enclosed in a circle of
radius r centered at 1. It is not difficult to see that r ≤ r1. Therefore, to have a more
clustered eigenvalues around 1 we should choose the parameter α such that ∆(α) ≤ 0. We
have ∆(α) ≤ 0 if and only if α ∈ [α1, α2], where
α1 =
−2
bk
(
ak +
√
ak(ak + ck)
)
and α2 =
−2
bk
(
ak −
√
ak(ak + ck)
)
.
It is necessary to mention that if bk = 0, then we have ∆(α) = −4akck ≤ 0. Since ak, bk
and ck are nonnegative, we deduce that α1 is nonpositive and α2 is nonnegative. Therefore,
having in mind that α > 0 it is enough to choose α ∈ (0, α2]. Obviously, if we consider the
above result over all the eigenpairs the desired result is obtained.
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Theorem 2. Let W and T ∈ Rn×n be symmetric positive definite and symmetric positive
semidefinite, respectively and 0 < ν1 ≤ ν2 ≤ · · · ≤ νn and 0 ≤ µ1 ≤ µ2 ≤ · · · ≤ µn 6= 0 be the
eigenvalues of W and T , respectively. If α satisfies (13), then the eigenvalues of G−1α A lie in
the following disk
|λ− 1| ≤
√
µ3nν
2
n − αµ21ν21
ν21ν
2
nµ1
. (15)
Proof. Since the matrix T is symmetric, using the Courant-Fisher minmax theorem [2], we
get
µ1 ≤ ak ≤ µn. (16)
On the other hand,
bk =
y∗kTW
−2Tyk
y∗kyk
=
yk
∗TW−2Tyk
yk∗TTyk
yk
∗TTyk
yk∗yk
.
Letting zk = Tyk, again by using the Courant-Fisher minmax theorem it follows that
λmin(W
−2)λmin(T
2) ≤ bk = zk
∗W−2zk
zk∗zk
yk
∗T 2yk
yk∗yk
≤ λmax(W−2)λmax(T 2),
where λmin(·) and λmax(·) stand for the smallest and largest eigenvalues of the matrix, re-
spectively. Hence,
λ2min(W
−1)µ21 ≤ bk ≤ λ2max(W−1)µ2n,
and therefore
(
µ1
νn
)2 ≤ bk ≤ (µn
ν1
)2. (17)
Similarly, it is easy to see that
µ31
ν2n
≤ ck ≤ µ
3
n
ν21
. (18)
Now from Theorem 1 and Eqs. (16), (17) and (18) the desired result is obtained.
Remark 1. Assuming αk =
2
bk
(
√
ak(ak + ck)− ak), from Eqs. (16), (17), (18) we obtain
αk =
2
bk
akck√
ak(ak + ck) + ak
≥ 2ν
3
1µ
4
1
ν2nµ
3
n(
√
ν21 + µ
2
n + ν1)
= α∗.
for all k. Therefore, Eq. (13) can be replaced by 0 < α ≤ α∗.
Remark 2. If we choose
α = α˜ =
µ3nν
2
n
ν21µ
2
1
,
then the right-hand side of Eq. (15) becomes zero. However, it may not belong to the interval
(0, α∗]. Hence, we select the nearest α in interval (0, α∗] to α˜.
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3 Numerical experiments
We use three test problems from [4] and an example of [12], to illustrate the feasibility
and effectiveness of the BLT preconditioner when it is employed as a perconditioner for the
GMRES method to solve the real system (5). To do so, we compare the numerical results
of the restarted generalized minimal residual (GMRES(m)) method in conjunction with the
BLT preconditioner with those of the MHSS and the GSOR preconditioners and the restarted
GMRES method without preconditioning. Numerical results are compared in terms of both
the number of iterations and the CPU which are respectively denoted by “IT” and ”CPU”
in the tables. In Tables, a dagger (†) means that the method fails to convergence in 500
iterations. In all the tests we use a zero vector as an initial guess and stopping criterion
‖ b−Au(k) ‖2
‖ b ‖2 < 10
−10
is always used, where u(k) = x(k)+iy(k). In the implementation of the preconditioners to solve
the inner symmetric positive definite system of linear equations we use the sparse Cholesky
factorization incorporated with the symmetric approximate minimum degree reordering [15].
To do so we have used the symamd.m command of Matlab. All runs are implemented in
Matlab R2014b with a personal computer with 2.40 GHz central processing unit (Intel(R)
Core(TM) i7-5500), 8 GB memory and Windows 10 operating system.
Example 1. (see [4]) Consider the system of linear equations
[(K +
3−√3
τ
) + i
(
K +
3 +
√
3
τ
I)]x = b, (19)
where τ is the time step-size and K is the five-point centered difference matrix approximating
the negative Laplacian operator L = −∆ with homogeneous Dirichlet boundary conditions,
on a uniform mesh in the unit square [0, 1] × [0, 1] with the mesh-size h = 1/(m + 1). The
matrix K ∈ Rn×n possesses the tensor-product form K = I ⊗ Vm + Vm ⊗ I, with Vm =
h−2tridiag(1, 2, 1) ∈ Rm×m. Hence, K is an n × n block-tridiagonal matrix, with n = m2.
We take
W = K +
3−√3
τ
I, and T = K +
3 +
√
3
τ
I
and the right-hand side vector b with its jth entry bj being given by
bj =
(1− i)j
τ(j + 1)2
, j = 1, 2, . . . , n.
In our tests, we take τ = h. Furthermore, we normalize coefficient matrix and right-hand
side by multiplying both by h2.
Example 2. (See [4]) Consider the system of linear equations (1) as following[
(−ω2M +K) + i(ωCV + CH)
]
= b,
whereM and K are the inertia and the stiffness matrices, CV and CH are the viscous and the
hysteretic damping matrices, respectively, and ω is the driving circular frequency. We take
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CH = µK with µ a damping coefficient, M = I, CV = 10I, and K the five-point centered
difference matrix approximating the negative Laplacian operator with homogeneous Dirichlet
boundary conditions, on a uniform mesh in the unit square [0, 1] × [0, 1] with the mesh-size
h = 1/(m+1). The matrix K ∈ Rn×n possesses the tensor-product form K = I⊗Vm+Vm⊗I,
with Vm = h
−2tridiag(−1, 2,−1) ∈ Rm×m. Hence, K is an n × n block-tridiagonal matrix,
with n = m2. In addition, we set µ = 8, ω = pi, and the right-hand side vector b to be
b = (1 + i)A1, with 1 being the vector of all entries equal to 1. As before, we normalize the
system by multiplying both sides through by h2.
Table 1: Numerical results for Example 1.
Method m = 32 m = 64 m = 128 m = 256 m = 512 m = 1024
GMRES(5) IT 349 † † † † †
CPU 0.39 - - - - -
MHSS-GMRES(5) αopt 10 9.1 4.7 5.1 10.5
IT 54 26 71 114 179
CPU 0.73 0.12 6.01 50.84 541.41
GSOR-GMRES(5) αopt 0.037 0.457 0.432 0.418 0.412 0.411
IT 23 25 26 26 27 27
CPU 0.11 0.43 2.57 14.92 83.01 413.93
BLTP-GMRES(5) αopt 1.4 1.4 1.5 1.5 1.5 1.5
IT 6 7 7 7 7 7
CPU 0.02 0.1 0.59 3.51 18.98 98.37
Table 2: Numerical results for Example 2.
Method m = 32 m = 64 m = 128 m = 256 m = 512 m = 1024
GMRES(5) IT † † † † † †
CPU - - - - - -
MHSS-GMRES(5) αopt 81 110 - - - -
IT 73 243 † † † †
CPU 0.29 4.65 - - - -
GSOR-GMRES(5) αopt 0.099 0.099 0.099 0.099 0.099 0.099
IT 65 70 71 67 63 61
CPU 0.23 1.07 6.97 38.01 196.88 959.75
BLTP-GMRES(5) αopt 0.4 0.4 0.4 0.4 0.4 0.4
IT 8 8 8 8 8 8
CPU 0.03 0.11 0.7 3.96 21.99 112.15
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Table 3: Numerical results for Example 3.
Method m = 32 m = 64 m = 128 m = 256 m = 512 m = 1024
GMRES(5) IT 235 † † † † †
CPU 0.41 - - - - -
MHSS-GMRES(5) αopt 52 18 - - - -
IT 120 272 † † † †
CPU 0.6 6.95 - - - -
GSOR-GMRES(5) αopt 0.776 0.566 0.354 0.199 0.106 0.055
IT 7 8 11 22 52 117
CPU 0.07 0.21 1.76 20.39 255.93 3926.97
BLTP-GMRES(5) αopt 0.4 0.7 1.0 1.4 1.7 2.0
IT 4 5 7 9 12 18
CPU 0.02 0.11 0.94 7.33 55.15 556.44
Table 4: Numerical results for Example 4.
Method m = 32 m = 64 m = 128 m = 256 m = 512 m = 1024
GMRES(5) IT 138 † † † † †
CPU 0.15 - - - - -
MHSS-GMRES(5) αopt 130 10 13 8 - -
IT 12 28 84 283 † †
CPU 0.08 0.41 5.75 88.92 - -
GSOR-GMRES(5) αopt 0.038 0.038 0.038 0.038 0.038 0.037
IT 69 92 75 66 67 152
CPU 0.22 1.3 19.08 194.10 231.36 2422.25
BLTP-GMRES(5) αopt 2.1 2.2 2.3 2.4 2.5 2.3
IT 21 21 19 21 20 20
CPU 0.06 0.3 9.30 13.20 63.25 369.66
Example 3. (See [4]) Consider the system of linear equations (1) as following
T = I ⊗ V + V ⊗ I and W = 10(I ⊗ Vc + Vc ⊗ I) + 9(e1eTm + em(eTm)⊗ I,
where V = tridiag(−1, 2,−1) ∈ Rm×m, Vc = V − e1eTm − emeT1 ∈ Rm×m and e1 and em are
the first and last unit vectors in Rm, respectively. We take the right-hand side vector b to be
b = (1+i)A1, with 1 being the vector of all entries equal to 1. Here T andW correspond to the
five-point centered difference matrices approximating the negative Laplacian operator with
homogeneous Dirichlet boundary conditions and periodic boundary conditions, respectively,
on a uniform mesh in the unit square [0, 1] ∈ [0, 1] with the mesh-size h = 1/(m+ 1).
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Example 4. (See [4, 12]) We consider the complex Helmholtz equation
−∆u+ σ1u+ iσ2u = f,
where σ1 and σ2 are real coefficient functions, u satisfies Dirichlet boundary conditions in
D = [0, 1]× [0, 1] and i = √−1. We discretize the problem with finite differences on a m×m
grid with mesh size h = 1/(m+ 1). This leads to a system of linear equations
((K + σ1I) + iσ2I)x = b,
where K = I ⊗ Vm + Vm ⊗ I is the discretization of −∆ by means of centered differences,
wherein Vm = h
−2tridiag(−1, 2,−1) ∈ Rm∈m. The right-hand side vector b is taken to be
b = (1 + i)A1, with 1 being the vector of all entries equal to 1. Furthermore, before solving
the system we normalize the coefficient matrix and the right-hand side vector by multiplying
both by h2. For the numerical tests we set σ1 = −10 and σ2 = 500.
Numerical results for Examples 1-4 are listed in Tables 1-4, respectively. We use GM-
RES(5) as the iterative method. In the tables, the numerical results of the GMRES(5)
method in conjunction with the MHSS, the GSOR and the BLT preconditioners are denoted
by MHSS-GMRES(5), GSOR-GMRES(5) and BLTP-GMRES(5). For the BLT and MHSS
preconditioners the optimal value of α (αopt) were found experimentally and are the ones
resulting in the least numbers of iterations. For the GSOR preconditioner the values was
computed by using Theorem 2 in [16]. As the numerical results show for all the four ex-
amples the preconditioned GMRES(5) with the BLT preconditioner outperforms the other
methods in terms of the number of the iterations and the CPU time.
Surprisingly, we see from Tables 1, 2 and 3 that the number of iterations of the BLT pre-
conditioner, in contrast to the other methods, does not grow with the problem size. However,
this growth for Example 3 is slow for the BLT preconditioner. Another observation which
can be posed here is that, for the Examples 1, 2 and 3, the optimal value of the parameter α
is not sensitive to the problem size.
4 Conclusion
We have established and analyzed a block lower triangular (BLT) preconditioner to expedite
the convergence speed of the Krylov subspace methods such as GMRES, for solving an
important class of complex symmetric system of linear equations. Eigenvalues distribution of
the preconditioned matrix has been intestigated. Since the proposed preconditioner involves
a parameter, we have defined an interval for the choosing a suitable parameter. We have
compared the numerical results of the GMRES(5) in conjunction with BLT preconditioner
with those of the GSOR and MHSS preconditioners. Numerical results show that the BLT
preconditioner is superior to the other methods in terms of both iteration number and CPU
time.
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