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Introduction and preliminaries
Throughout this paper, C m×n is the set of all m × n complex matrices. For any A ∈ C m×n , let R(A), A * and A denote the range, the conjugate transpose and the 2-norm of A, respectively. Let B, C ∈ C n×n be Hermitian. The notation B ≥ C is used to indicate that B − C is positive semi-definite.
One application of the Moore-Penrose inverse is the study of the parallel sum introduced by Anderson and Duffin in [2] for Hermitian positive semi-definite matrices. Let A, B ∈ C n×n be Hermitian positive semi-definite. The parallel sum of A and B is defined by
which is so named because of its origin in and application to the electrical network theory that The perturbation estimation for the parallel sum is also considered in [2] . More precisely, let A, B, X, Y ∈ C n×n be all Hermitian positive semi-definite and let E be the error induced by the perturbation of A : B as Ever since the publication of [2] , the parallel sum has been studied in the more general settings of non-square matrices under certain conditions of range inclusions [17] , of positive operators A and B on a Hilbert space such that the range of A + B is closed [5] and furthermore, without any assumptions on the range of A + B [14, 19] . As the generalizations of the parallel sum, shorted operators and the weakly parallel sum are also studied in [1, 6, 12, 16, 18] and [7, 13] , respectively. For many different equivalent definitions and the properties of the parallel sum, see a recent review paper [9] and the references therein.
Although much progress has been made in the study of the parallel sum and its various generalizations, very little has been done on the improvement of norm upper bound (1.4), which is the concern of this paper. Let X, Y ∈ C n×n be Hermitian positive semi-definite. Checking the proof of [2, Theorem 31] carefully, we find that the norm X + Y appearing in (1.4) can in fact be replaced by any Z , where Z is any common upper bound of X and Y . The less is Z, the sharper is the resulting upper bound (1.4) . This leads us to investigate small common upper bounds of X and Y . One choice less than X + Y is the matrix C X,Y defined by 6) which is a common upper bound of X and Y since by (2.1),
It is of independent interest to find out a common upper bound of X and Y , which is even less than C X,Y . By using certain C * -algebraic technique, we have managed to figure out such a common upper bound X ∨ Y ; see Theorem 2.4 for the details.
Another way to improve the upper bound (1.4) is the reduction of the coefficient λ A,B given by (1.5), where A, B, X, Y ∈ C n×n are all Hermitian positive semi-definite. Let T and H be defined by
(1.7)
Along the line of checking Hx, x ≥ 0 for any x ∈ C n , it is proved in [2, Lemmas 18 and 20] that the matrix H defined by (1.7) is also Hermitian positive semi-definite. An interpretation of such a result with electronic circuits is as follows:
The key point of this paper is, a factorization formula for H can be derived as (3.1), which leads obviously to the positivity of H since by Lemma 2.3, the matrix T defined by (1.7) is positive.
The parallel sum and its generalizations have proved to be useful operations in a wide variety of fields, such as electrical networks [2, 3, 16] , statistics [18, 20] , control theory [4, 15] , geodetic adjustments [25] , image denoising problems [11] , signal recovery [8] , numerical calculations [10] and so on. In view of the observational error or measuring error, it is meaningful to study the perturbation estimation of the parallel sum.
Formula (3.1) plays a crucial role in our study of the perturbation estimation for the parallel sum. It is firstly applied to study the one-sided perturbation (3.7), and is then applied to deal with the special case of the two-sided perturbation (3.11) , where a norm upper bound (3.12), as well as its simplified version (3.13), is obtained. The general two-sided perturbation (1.3) is concerned in Theorem 3.5, where two norm upper bounds with parameters are derived, and one of which turns out to be the infimum of a function f (t) defined on (0, +∞) as (3.20) . As shown by Example 4.1, this infimum is easy to handle since the parameter t can be chosen by using certain Matlab commands directly. The sharpness of the newly obtained upper bounds are illustrated by Remark 3.2 and two numerical examples in Section 4.
The rest of this paper is organized as follows. In Section 2, a new kind of common upper bound of two Hermitian positive semi-definite matrices is constructed. In Section 3, the perturbation estimation for the parallel sum of Hermitian positive semi-definite matrices is carried out. In Section 4, two numerical examples are provided.
A new kind of common upper bound of two Hermitian positive semi-definite matrices
The purpose of this section is to construct a new kind of common upper bound of two Hermitian positive semi-definite matrices. We begin with two auxiliary lemmas, whose proofs are direct.
Some basic properties of the parallel sum of Hermitian positive semi-definite matrices are derived in [2] , part of which are as follows: 
where
Proof.
(1) We prove that the matrix X ∨ Y defined by (2.2) is a common upper bound of X and Y . Let P = (X + Y )(X + Y ) † . Then P is an orthogonal projection and by Lemma 2.1, we have
which is the unit of the
where H = C n is a Hilbert space endowed with the usual inner product and L(H) ∼ = C n×n is the set of all (bounded) linear operators on H. Let X 1 , Y 1 ∈ B be Hermitian positive semi-definite defined by
Then clearly, X 1 + Y 1 = P and hence
Let C * P, X 1 ) be the unital commutative C * -subalgebra of B generated by P and X 1 , and Sp(X 1 ) be the spectrum of X 1 . Then by [21, Section 1.1], we know that C * P, X 1 ) is isomorphic to C Sp(X 1 ) via Gelfand transform ∧ such that
Then, clearly X 1 ∨ Y 1 is the least common upper bound of X 1 and Y 1 in C * P, X 1 ). The expression of X 1 ∨ Y 1 (t) given by (2.5) indicates that
In view of (2.7), (2.4), (2.1) and (2.3), we have
The expression of W 1 above, together with (2.7), indicates that
Then since X 1 ∨ Y 1 ≥ X 1 , we know from (2.4) that
Similarly, it holds that Z ≥ Y . Moreover, from (2.9), (2.6), (2.8) and (2.2) we know that Z = X ∨ Y . This completes the proof that X ∨ Y is a common upper bound of X and Y .
(2) We prove that X ∨Y ≤ C X,Y and X ∨Y = C X,Y if and only if X : Y = 0. Indeed, by (1.6), (2.2), (2.1), (2.4), (2.8) and (2.7) we have
, so the discussion above indicates that where
Accordingly, from (2.2) we have
by functional calculus in the commutative C * -algebra generated by X and Y . Case 2: One of X and Y is larger than another. We might as well assume that X ≤ Y . Following the notations as in the proof of Theorem 2.4, we have X 1 ≤ Y 1 and thus by (2.9) we conclude that Next, we consider the special case where the underlying matrices are orthogonal projections. Assume that P, Q ∈ C n×n are two orthogonal projections. Let P 0 be the orthogonal projection from C n onto R(P ) ∩ R(Q). We prove that
Indeed, by [2, Theorem 8] we have P : Q = 1 2 P 0 , which means that P 0 , P + Q, (P + Q) 1 
, (P + Q)
† and (P + Q) † 1 2 are commutative each other. It follows that (P + Q)
Note that P + Q − 2P 0 = (P − P 0 ) + (Q − P 0 ) ≥ 0, so the equation above indicates that [(P + Q)W (P + Q)] . This, together with (2.2) and (2.12), yields (2.11).
Based on (2.11), we prove that
In fact, if P Q = QP , then P ∨ Q given by (2.11) is an orthogonal projection and thus (2.10) is satisfied, with X and Y therein be replaced by P and Q, respectively. On the other hand, if P Q = QP , then the orthogonal projection P − P 0 is non-zero and from (2.11) we have P ∨Q ≥ (P −P 0 )·P ∨Q·(P −P 0 ) = (P −P 0 )+(P −P 0 )Q(P −P 0 ) . (2.13)
Similarly, Q − P 0 = 0 and
(2.14)
Suppose on the contrary that P ∨ Q = 1, then it can be deduced from (2.13) and (2.14) that (P − P 0 )Q(P − P 0 ) = 0 and (Q − P 0 )P (Q − P 0 ) = 0;
or equivalently, Q(P − P 0 ) = 0 and P (Q − P 0 ) = 0, that is, QP = P 0 and P Q = P 0 , which is in contradiction to the assumption that P Q = QP .
Perturbation estimation for the parallel sum
In this section, we study the perturbation estimation for the parallel sum of Hermitian positive semi-definite matrices. (3.11)
Proof. For simplicity, we put
Since R(T α,β ) = R(A + B) ∩ R(Z) by Lemma 2.3, we have
The equations above, together with (3.14), yield
Note that (αZ) : (βZ) = αβ α+β Z, so by (3.11), (1.7), (3.1), (3.14), (3.15) and (1.2), we have
Remark 3.1. Let X, Y ∈ C n×n be any Hermitian positive semi-definite matrices and let α, β be any positive numbers. As the numbers of the resistors in electronic circuits can be viewed as positive scalar matrices, it is meaningful to find out a Hermitian positive semi-definite matrix Z such that αZ ≥ X and βZ ≥ Y .
One solution to the problem above is Z α,β , which can be derived directly by (2.2) and (2.3) as
. Now, we consider the general case of the two-sided perturbation of the parallel sum as follows:
n×n are all Hermitian positive semidefinite. Let E be defined by (1.3) . Then 19) where Z α,β is given by (3.16) such that
for t = β α , and
Proof. Let Z α,β be given by (3.16) for any α > 0 and β > 0. Then αZ α,β ≥ X and βZ α,β ≥ Y , which means by (3.1) than E ≤ F α,β and thus E ≤ F α,β , where F α,β is defined by (3.11) with Z therein be replaced by Z α,β . The desired norm upper bounds follows immediately from Theorem 3.4.
Putting α = β = 1 in (3.18), we get a corollary as follows:
Corollary 3.6. Suppose that A, B, X, Y ∈ C n×n are all Hermitian positive semi-definite. Let E be defined by (1.3) . Then
where X ∨ Y is given by (2.2) and µ A,B is defined by
Remark 3.2. Suppose that A, B, X, Y ∈ C n×n are all Hermitian positive semidefinite. Let λ A,B and µ A,B be defined by (1.5) and (3.22), respectively. Then Remark 3.4. Given any natural number n and any k i > 0 for i = 1, 2, 3, 4, let A = k 1 I n , B = k 2 I n , X = k 3 I n and Y = k 4 I n , where I n is the identity matrix in C n×n . Let E be defined by (1.3). Then (3.17) becomes an equation if we put α = k 3 and β = k 4 therein.
Numerical examples
In this section, we provide two numerical examples as follows. and from the graph of f drawn by using Matlab command "fplot" or by using Matlab command "fmincon" alternatively, we know that f gets its infimum around the point t = 6.2197; that is, inf{t > 0|f (t)} ≈ f (6.2197) = 0.0511. Thus, a comparison of the errors can be provided as in Table 1 , which shows that for this example, norm upper bound (3.19) is much better than the other two. Example 4.2. For any t ∈ (−∞, +∞), let P (t) ∈ C 2×2 be the orthogonal projection defined by
and let E, f be defined by (1.3) and (3.20), respectively. Then E = 0.4650 and inf{t > 0|f (t)} = f (1) = 0.5000. A comparison of the errors is also provided in Table 2 , which shows that for this example, norm upper bounds (3.19) and (3.21) are the same. 
Concluding remarks
As shown in Theorem 2.4 that for any two Hermitian positive semi-definite matrices X, Y ∈ C n×n , a common upper bound of X and Y can be constructed based on certain C * -algebraic technique. This common upper bound is proved to be strictly less than X +Y −X : Y whenever X : Y is non-zero. As mentioned early, the positivity of the matrix H defined by (1.7) can be derived directly from the factorization formula (3.1) for H. This newly obtained factorization formula can also be extended to the infinite-dimensional case. More precisely, if A, B, X and Y are positive operators such that A+ B + X + Y, A+ B and X + Y are all Moore-Penrose invertible, then the factorization formula (3.1) for H is also valid.
As illustrated by Remark 3.2 and two numerical examples in Section 4, the newly obtained upper bounds (3.19) and (3.21) are sharper than the original one established in [2, Theorem 31]. It is not hard to prove that norm upper bound (1.2) is also true for positive operators A and B if A+B is Moore-Penrose invertible. Thus in the general setting of Hilbert C * -modules, a generalized version of Theorem 3.5 can also be obtained provided that the associated operators are all Moore-Penrose invertible.
