Abstract: This paper gives stability results for nonlinear optimal control problems subject to a regular state constraint of second-order. The strengthened Legendre-Clebsch condition is assumed to hold, and no assumption on the structure of the contact set is made. Under a weak second-order sufficient condition (taking into account the active constraints), we show that the solutions are Lipschitz continuous w.r.t. the perturbation parameter in the L 2 norm, and Hölder continuous in the L ∞ norm. We use a generalized implicit function theorem in metric spaces by Dontchev and Hager [SIAM J. Control Optim., 1998]. The difficulty is that multipliers associated with second-order state constraints have a low regularity (they are only bounded measures). We obtain Lipschitz stability of a "primitive" of the state constraint multiplier.
Introduction
This paper deals with stability analysis of nonlinear optimal control problems of an ordinary differential equation with a second-order state constraint. State constraints of second-order occur naturally in applications, see e.g. [7] . Stability and sensitivity analysis of solutions of optimal control problems is of high interest for the study of numerical methods, such as e.g. continuation algorithms, see [4] , and to analyze the convergence of discretization schemes and obtain errors estimates, see e.g. [10] .
For a class of general constrained optimization problems in Banach spaces, when the derivative of the constraint is "onto" and a second-order sufficient condition holds, Lipschitz stability of solutions and multipliers can be obtained by application of Robinson's strong regularity theory [27] to the first-order optimality system. For optimal control problems, this theory does not apply because of the well-known two-norm discrepancy (see [24] ). Stability results for optimal control problems using variants of Robinson's strong regularity in order to deal with the two-norm approach have been obtained in [8] , [17] , [11] for control constraints, and [19] for mixed control-state constraints.
Lipschitz stability results for state constraints of first-order have been obtained by Malanowski [18] and Dontchev and Hager [9] . The difficulty of pure state constraints is the low regularity of multipliers, which are bounded Borel measures. For first-order state constraints, the multipliers are actually more regular (they are Lipschitz continuous functions, see Hager [14] ). This additional regularity of solutions and multipliers is strongly used in the analysis in [18] and [9] . In those two papers, strong second-order sufficient conditions were used (that do not take into account the active constraints). The sufficient condition was recently weakened by Malanowski [21, 20] .
For higher-order state constraints, the multipliers associated with the state constraints are only measures, and are not continuous w.r.t. the perturbation parameter (for the total variation norm). For this reason, the frameworks of [18] or [9] are not directly applicable. The only stability and sensitivity results known for state constraints of higher-order are based on the shooting approach, see Malanowski and Maurer [22] and [5] . Such results require strong assumptions on the structure of the contact set.
The main result of this paper is a stability result for regular second-order state constraints, with no assumption on the structure of the contact set. The control is assumed to be continuous and the strengthened Legendre-Clebsch condition to hold. We use a generalized implicit function theorem in metric spaces by Dontchev and Hager [9] , applied to a system equivalent to the first-order optimality condition (the alternative formulation). This formulation involves alternative multipliers that are "integrals" of the original state constraint multipliers, and therefore are more regular. We obtain Lipschitz continuity of solutions and alternative multipliers in the L 2 norm, and Hölder continuity in the L ∞ norm, under a weak second-order sufficient condition taking into account the active constraints.
The paper is organized as follows. In section 2, the problem, optimality conditions, assumptions, and the admissible class of perturbations are introduced. In section 3, the second-order sufficient optimality condition is presented. In section 4, the main stability results for the nonlinear optimal control problem are given. Section 5 is devoted to stability analysis of linear-quadratic problems, that is used to prove the main theorem in section 6. Finally, conclusion and comments are given in section 7.
Preliminaries
We consider the following optimal control problem (P) min (u(t), y(t))dt + φ(y(T )) (2.1) subject toẏ(t) = f (u(t), y(t)) for a.a. t ∈ [0, T ], y(0) = y 0 (2.2) g(y(t)) ≤ 0 for all t ∈ [0, T ] (2.3)
with the control and state spaces U := L ∞ (0, T ; R m ) and Y := W 1,∞ (0, T ; R n ). The following assumptions are assumed to hold throughout the paper and will not be repeated in the various results of the paper.
(A0) The data : R m × R n → R, φ : R n → R (resp. f : R m × R n → R n , g : R n → R) are C 2 (resp. C 3 , C 4 ) mappings, with locally Lipschitz continuous second-order (resp. third-order, fourth order) derivatives, and f is Lipschitz continuous.
(A1) The initial condition y 0 ∈ R n satisfies g(y 0 ) < 0.
We consider in this paper state constraints of second-order. This means that the first-order time derivative g (1) : R m × R n → R of the constraint, defined by g (1) (u, y) := g y (y)f (u, y)
does not depend on the control variable u, i.e. g
(1) u ≡ 0 (and hence, we write g (1) (y) = g (1) (u, y)), and the second-order time derivative g (2) : R m × R n → R, defined by g (2) (u, y) := g (1) y (y)f (u, y) depends explicitly on the control, i.e. g (2) u ≡ 0. Remark 2.1. In this paper the state constraint is assumed to be scalar-valued for simplicity. The results are directly generalizable to several state constraints g 1 , . . . , g r of second-order (and even of higher-order [23, 15] q i ≥ 2 for i = 1, . . . , r, see Remark 2.2 further) under the assumption (see [23, 3] ) that the gradients of the nearly active constraints ∇ u g (qi) i (u, y) are uniformly linearly independent along the trajectory.
Notation We denote by subscripts Fréchet derivatives w.r.t. the variables u, y, i.e. x(t)dη(t). We denote by B X (x, ρ) (resp. B X ) the open ball of the space X with center x and radius ρ (resp. the open unit ball of the space X). We write B r for B L r , r = 2, ∞.
We call a trajectory an element (u, y) ∈ U × Y satisfying the state equation (2.2) . A trajectory satisfying the state constraint (2.3) is said to be feasible. The contact set of a feasible trajectory is defined by
Under assumption (A0), the mapping U → Y, u → y u where y u is the unique solution of the state equation (2.2), is well-defined. This leads us to the following abstract formulation of (P): min Finally, in all the paper the time argument t ∈ [0, T ] is often omitted when there is no ambiguity.
Optimality conditions and Assumptions
Let us first recall the well-known first-order necessary optimality condition of problem (P).
We say that a feasible trajectory (u, y) is a stationary point of (P), if there exists
Here N K (g(y)) denotes the normal cone to K at point g(y) (in the sense of convex analysis).
We may write the first-order optimality condition as follows: (u, y = y u ) is a stationary point of (P) iff there exists
The costate p is then obtained in function of u, y = y u and η as the unique solution in BV ([0, T ]; R n * ) of the costate equation (2.7). Robinson's constraint qualification [25, 26] for problem (P) in abstract form (2.5) is as follows:
This condition is equivalent to the existence of some v ∈ U such that
It is well-known that a local solution (weak minimum) of (P) satisfying (2.12) is a stationary point of (P).
Alternative formulation For the stability analysis, it will be convenient to write the optimality condition using alternative multipliers η 2 and p 2 , uniquely related to (p, η) in the following way:
We see that η 2 belongs to the set BV 16) where H is the classical Hamiltonian (2.6). Using these alternative multipliers, it is not difficult to see by a direct calculation (see [23] or [3, Lemma 3.4] ) that a feasible trajectory (u, y) is a stationary point of (P) iff there exists (
The definition of these multipliers p 2 , η 2 is inspired by the ones used in the alternative formulation for the shooting algorithm, see [23, 15, 22, 5] , though p 2 , η 2 are continuous over [0, T ] while the ones in the shooting algorithm have jumps. Remark 2.2. The results of this paper have a natural generalization to a state constraint of higher-order q > 2, considering in the analysis alternative multipliers (η q , p q ) of order q defined below and the resulting alternative formulation of optimality condition of order q. These alternative multipliers of order q, η
Assumptions Let (ū,ȳ) be a local solution of (P). We denote by Ω := I(g(ȳ)) the contact set of the trajectory (ū,ȳ), and for a small σ > 0, let Ω σ denote a neighborhood of the contact set
We assume that (ū,ȳ) satisfies the assumption below:
(A2) The state constraint is a regular second-order state constraint, i.e. g
u ≡ 0 and ∃ β, σ > 0, |g
Note that the derivative of the constraint mapping is given by DG(ū)v = g y (ȳ)z v .
Lemma 2.3. Let (ū,ȳ) be a feasible trajectory of (P) satisfying (A2). Then for all r ∈ [1, +∞] and all ε ∈ (0, σ), with the σ of (2.21), so small that
the linear mapping 24) where | Ωε denotes the restriction to the set Ω ε , is onto, and therefore has a bounded right inverse by the open mapping theorem.
Proof. We only recall the main ideas of the proof, given in [3, Lemma 2.2]. We have that
Since by (A1) and hypothesis (2.21), g (2) u (ū(t),ȳ(t)) is non singular on a left neighborhood of Ω ε , the result follows from Gronwall's Lemma.
By the above lemma, assumption (A2) (together with (A1)) implies that (ū,ȳ) satisfies Robinson's constraint qualification (2.12), and hence (ū,ȳ) is a stationary point of (P), with multipliers (p,η). Moreover, Lemma 2.3 implies that the multipliers (p,η) associated with (ū,ȳ) are unique. We assume in addition that (A3)ū is continuous on [0, T ] and the strengthened Legendre-Clebsch condition holds:
Remark 2.4. A stronger assumption than (2.25), which implies the continuity ofū (see [3, Prop. 3.1] ), is the uniform strong convexity of the Hamiltonian:
Denote byp 2 andη 2 the alternative multipliers related top andη by (2.13)-(2.14). Assumption (2.25) can be rewritten, using the alternative multipliersp 2 andη 2 instead ofp andη and the alternative Hamiltonian (2.16), by:
Lemma 2.5. Let (ū,ȳ) be a stationary point of (P) satisfying (A2)-(A3 
u .
andH uu is uniformly invertible by (2.26), we obtain the result.
Perturbed optimal control problem
We consider perturbed problems in the following form:
Here µ is the perturbation parameter, living in an open subset M 0 of a Banach space M .
Definition 2.7. We say that (P µ ) is a stable extension of (P), if:
, with locally Lipschitz continuous secondorder (resp. third-order, fourth order) derivatives, uniformly w.r.t.
(iv) the state constraint is not of first-order, i.e. (g µ )
(1)
Given a stable extension (P µ ) and (u, µ) ∈ U × M 0 , we denote by y µ u the unique solution in Y of the state equation (2.28), and we have the abstract formulation of (P µ )
When we refer to the data of the reference problem (P), we often omit the superscriptμ.
3 Second-order sufficient optimality condition Let (ū,ȳ) be a stationary point of (P), with multipliers (p,η). Let V := L 2 (0, T ; R m ). The quadratic form involved in the second-order optimality conditions, defined over V, is as follows:
Recall that z v is the solution of the linearized state equation (2.22) . Here the notation D
A sufficient second-order optimality condition for (P) is, see [2, Th. 18] for scalar-valued control and constraint and [3, Th. 6.1] for vector-valued ones:
When the strengthened Legendre-Clebsch condition (2.25) holds, (3.4) implies that (ū,ȳ) is a local solution of (P) satisfying the second-order growth condition:
5) This condition involves two norms, L
2 for the growth condition and L ∞ for the neighborhood. We will use, in the stability analysis, a natural strengthening of the sufficient condition (3.4), omitting the inequality constraint (3.3) in the critical cone. So let the extended critical coneĈ(ū) be defined as the set of v ∈ V satisfying (3.2) (and hence, C(ū) ⊂Ĉ(ū)). The strong second-order sufficient condition used in the stability analysis is as follows:
Although we call the above condition the strong second-order sufficient condition (in comparison with (3.4)), it takes into account the active constraints so it is weaker than the second-order sufficient condition used in [9] that assumes the strict positivity of Q over the whole space V \ {0}. The strengthened Legendre-Clebsch condition (2.25) implies (see [6, Prop. 3 .76(i)]) that the quadratic form Q is a Legendre form (see [16] ), i.e. a weakly lower semi-continuous (weakly l.s.c.) quadratic form with the property that if a sequence v n weakly converges to
Lemma 3.1. Let (ū,ȳ) be a stationary point of (P). An equivalent expression for the quadratic form Q defined by (3.1), using the alternative multipliers (p 2 ,η 2 ) given by (2.13)-(2.14) instead of (p,η) and the alternative Hamiltonian (2.16), is:
Denote byQ(v) the right-hand side of (3.7) and set ∆ :
In view of the relations (2.13)-(2.14) between (p 2 ,η 2 ) and (p,η), we have
The integration by parts formula in BV [12, p.154] shows that (the calculus is analogous to Lemma 3.6 in [5] )
Similarly, we obtain that
Summing the two above equalities, we obtain that ∆ = 0, which completes the proof.
Stability analysis for the nonlinear problem
According to Def. 5.16 in [6] , adapted to our optimal control framework, we consider the following definition of uniform second-order growth condition.
Definition 4.1. Let (ū,ȳ) be a stationary point of (P). We say that the uniform second-order (or quadratic) growth condition holds, if for all stable extensions (P µ ) of (P), there exists c, ρ > 0 and a neighborhood N ofμ, such that for any stationary point (u µ , y µ ) of (P µ ) with µ ∈ N and u µ −ū ∞ < ρ,
The next proposition (proved in subsection 4.2) shows that the strong second-order sufficient condition (3.6) implies the uniform second-order growth condition. Therefore, if a stationary point for the perturbed problem (P µ ) exists, then the latter is locally unique in a L ∞ -neighborhood ofū, and is a local solution of (P µ ).
Proposition 4.2. Let (ū,ȳ) be a stationary point of (P) satisfying (A2)-(A3) and the strong second-order sufficient condition (3.6). Then the uniform second-order growth condition holds.
The difficult part in the stability analysis here is to prove the existence of a stationary point for the perturbed problem. For some general optimization problems, Robinson's constraint qualification (2.12) and the uniform quadratic growth condition imply, for a certain class of perturbations, the existence of a stationary point for the perturbed problem, see Bonnans and Shapiro [6, Th. 5.17] . The proof uses Ekeland's variational principle [13] . However, this result does not apply to our nonlinear optimal control problem, due to the two-norms discrepancy, but it does for a linear-quadratic problem (see the proof of Th. 5.4). For the general nonlinear problem, in order to obtain the existence of a stationary point for the perturbed problem, we need to use a variant of Robinson's strong regularity theory [27] .
The main result of the paper is the next theorem (proved in section 6).
Theorem 4.3. Let (ū,ȳ) be a local solution of (P), satisfying (A2)-(A3) and the strong second-order sufficient condition (3.6). Then for all stable extensions (P µ ) of (P), there exist c, ρ, κ,κ > 0 and a neighborhood N ofμ, such that for all µ ∈ N , (P µ ) has a unique stationary point (u µ , y µ ) with u µ −ū ∞ < ρ and unique associated alternative multipliers (p 2,µ , η 2,µ ), and for all µ, µ ∈ N ,
Moreover, (u µ , y µ ) is a local solution of (P µ ) satisfying the uniform quadratic growth condition (4.1).
The above theorem is obtained by application of a generalized implicit function theorem by Dontchev and Hager [9] (Th. 4.8 of this paper) to the alternative formulation (2.17)-(2.19) in suitable functional spaces described in subsection 4.3. In order to show that the main assumption of this theorem is satisfied (assumption (iv)), we have to show that a perturbed linear-quadratic optimal control problem has a unique solution which is Lipschitz continuous w.r.t. the parameter. For this, we will use Prop. 4.2 (or more precisely, its analogous statement adapted to linear-quadratic problems.) Before giving the proof of Prop. 4.2, we first need to study the stability of multipliers (Prop. 4.4).
Stability of multipliers
The next result shows that under the constraint qualification (A2), the stability of multipliers could be deduced from the stability of solutions. Given r ∈ [1, +∞], we denote by · 2,r * INRIA the norm of the dual space to W 2,r (0, T ), i.e., for dη ∈ M[0, T ] we have
Proposition 4.4. Let (ū,ȳ) be a stationary point of (P) satisfying (A2). Then for every stable extension (P µ ) of (P), there exists ν > 0 such that for every stationary point (u, y) of (P µ ), with (unique) associated multipliers (p, η) and alternative multipliers (p 2 , η 2 ) given by (2.13)-(2.14), the following hold:
The proof of the above proposition uses the lemma below.
Lemma 4.5. For all 1 ≤ r < ∞, with r := r/(r − 1) (1 = ∞), there exists a positive constant C such that
2,r (0, T ), and Φ 2,r ≤ C ϕ r , with
, using that ξ(T ) =ξ(T ) = 0, the integration by parts formula in BV [12, p.154] 
Therefore,
which gives the result.
Proof of Prop. 4.4. Let (P µ ) be a stable extension of (P). Note first that for µ −μ and u −ū ∞ small enough, assumptions (A1) and (A2) hold for (P µ ). This implies the uniqueness of the multipliers (p, η) associated with a stationary point (u, y) of (P µ ). Since (ū,ȳ) satisfies Robinson's constraint qualification (2.12), point (i) follows from [6, Prop. 4 .43].
Let us show (ii). Since (u, y = y µ u ) is a stationary point of (P µ ), we have that
Fix ε ∈ (0, σ) with the σ of (2.21) satisfying (2.23). By Lemma 2.3, the linear mapping defined in (2.24) for r = 1 is onto. By the open mapping theorem, there exists a constant
, and hence the support of the measure dη, are included in the set Ω ε . Therefore, dη − dη, DG(ū)v = dη − dη, Φ . Consequently, by (4.5),
By point (i), |dη| M is uniformly bounded, and it is not difficult to check that
where C denotes (possibly different) positive constants. Therefore, we obtain that
Consequently, dη − dη 2,1 * ≤ CC 1 ( u −ū ∞ + µ −μ ), and since by Lemma 4.5, η 2 − η 2 ∞ ≤ C dη − dη 2,1 * , this proves (ii). Now consider a sequence µ n →μ, and (u n , y n ) a stationary point of (P µn ) such that u n →ū in L ∞ , with (unique) multipliers (p n , η n ) and alternative multipliers (p . Then e n := exc{supp(dη), supp(dη n )} converges to zero when n → +∞.
Proof. The result follows from classical compactness arguments. By contradiction, assume that the result is false. Then there exist ε 0 > 0 and a subsequence, still denoted by dη n , such that for all n ∈ N * , e n > ε 0 , i.e. there exists t n ∈ supp(dη) such that for all s ∈ supp(dη n ),
ϕdη, which gives the desired contradiction. Proof of Prop. 4.2. We argue by contradiction. If the uniform second-order growth condition does not hold, there exist a stable extension (P µ ), a sequence µ n →μ, a stationary point (u n , y n ) of (P µn ) such that u n →ū in L ∞ , with multipliers (p n , η n ) and alternative multipliers (p 2 n , η 2 n ), and a feasible point (û n ,ŷ n ) of (P µn ) such that
Introducing the Lagrangian of (P µ ), L µ (u, η) = J µ (u) + dη, G µ (u) , and using that dη n ∈ N K (G µn (u n )), (4.7) implies that
Set ε n := û n − u n 2 → 0 and
, where the quadratic form Q µn is defined like (3.1) for the stationary point (u n , y n ) of (P µn ). Therefore, dividing the above inequality by ε 2 n , we obtain that
Since v n 2 = 1 for all n, taking a subsequence if necessary, we may assume w.l.o.g. that v n v weakly in L 2 for somev ∈ V when n → +∞. Since by Lemma 3.1, Q µn can also be expressed by (3.7), and (u n , y n , p 
, and using that Q is a Legendre form and hence weakly l.s.c., we obtain by (4.8) that
Moreover, since v n v weakly in L 2 , and (u n , y n ) → (ū,ȳ) uniformly, the linearized state z n , solution oḟ
y (y n )z n is uniformly bounded over [0, T ], the functions g µn y (y n )z n are uniformly Lipschitz continuous over [0, T ]. Therefore,
y (y n )z n ∞ e n + sup
where e n := exc{supp(dη), supp(dη n )} is defined by (4.6). Since dη n * dη by Prop. 4.4(iii), it follows from Lemma 4.6 that e n → 0. Therefore, we obtain that
In addition, by (4.7),
Since dη n * dη and g µn y (y n )z n → g y (ȳ)z uniformly, we obtain that T 0 g y (ȳ)zdη ≥ 0. Using that dη ≥ 0, (4.11) implies that g y (ȳ)z = 0 on supp(dη),
i.e.v ∈Ĉ(ū). The strong second-order sufficient condition (3.6) and (4.9) imply then that v = 0. But then Q(v) = 0, and Q(v n ) → Q(v) strongly. Since Q is a Legendre form, we deduce that v n →v = 0 strongly in L 2 , contradicting that v n 2 = 1 for all n.
The strong regularity framework
We use the following generalized implicit function theorem in metric spaces by Dontchev and Hager [9] , which is a variant of Robinson's strong regularity [27] .
INRIA
Theorem 4.8 ([9], Th. 2.2). Let X be a complete metric space,X a closed subset of X, W a linear metric space, ∆ a subset of W , P a metric space, F :
Assume that L is continuous and that there exists (x,μ) ∈X × P such that:
is strictly stationary at x =x, uniformly in µ nearμ, i.e. for all ε > 0, there exists ν > 0 such that if
13)
and there exists λ > 0 such that, with x δ the unique solution associated with δ,
(v) F − L maps a neighborhood of (x,μ) into ∆. Then for all λ + > λ, there exist neighborhoods X ofx inX and W ofμ, such that for each µ ∈ W, there exists a unique x ∈ X satisfying F(x, µ) ∈ N (x); moreover, for each µ i ∈ W, i = 1, 2, if x i denotes the x ∈ X associated with µ i , then
In [9] , the theorem is stated withX = X, but remains true if we replace the complete metric space X by any closed subsetX of X, equipped with the metric of X, sinceX remains a complete metric space.
This theorem was used for stability analysis of optimal control problems subject to firstorder state constraints in [9] . In what follows, we describe a suitable framework to apply Th. 4.8 for second-order state constraints.
Remark 4.9. Our choice of functional spaces to apply Th. 4.8 differs from that of [9] or [18] in the spaces for the state constraint and state constraint multiplier. Whereas in [9, 18] the state constraint is seen in W 1,∞ , we consider here rather the state constraint in the space of continuous functions C[0, T ]. Another natural choice for the space of second-order state constraints would be W 2,∞ since the constraint is "onto" in this space (Lemma 2.3). The reason for considering here the constraint in C[0, T ] is to have multipliers in M[0, T ] instead of in the dual space of W 1,∞ or W 2,∞ . For first-order state constraints it can be shown (see [14] ) that the state constraint multiplier η lies in W 1,∞ (and therefore a suitable choice for the state constraint multiplier space is the space Lip k defined below), but this is no more true for higher-order state constraints. Note that since W 2,∞ ⊂ W 1,∞ ⊂ C[0, T ] with continuous and dense embeddings, and the constraint is "onto" in W 2,∞ by Lemma 2.3, the multipliers in the three possible formulations are the same.
Given k, l > 0, let
and set
By Lemma 2.5, we have that (ū,η 2 ) ∈ X for sufficiently large k, l.
Lemma 4.10. Equipped with the norm
X is a complete metric space, and 
Let us show that the limit pointξ lies in BV
SinceX is a closed subset of X, by Lemma 4.10 the spaceX equipped with the norm of X (4.16) is a complete metric space. We need to work withX instead of X in order to obtain the uniqueness of a solution of (4.13) inX, for small enough r > 0. Let P denotes a closed neighborhood ofμ, contained in M 0 , and let (4.20) equipped with the norm δ W := γ 2 + ζ 2,2 for δ = (γ, ζ) ∈ W . Given a stable extension (P µ ) of (P), our formulation is the following: For µ in the neighborhood ofμ, find
where F and N are as follows:
, whereH µ is the alternative Hamiltonian (2.16) of (P µ ), y 
where
Then (u, y µ u ) is a stationary point of (P µ ) with alternative multipliers (p
The space of sufficiently smooth variations ∆ ⊂ W , in assumptions (iv) and (v) of Th. 4.8, is, for some , k > 0,
Finally, Theorem 4.8 is applied with
We have now defined all the elements to apply Th. 4.8 to prove Th. 4.3 in section 6.
Stability analysis of linear-quadratic problems
The verification of assumption (iv) of Th. 4.8 is strongly related to stability analysis of linearquadratic optimal control problems with a second-order state constraint, that we study in this section. Since these results have their own interest, they are stated independently of the rest of the paper. The problem under consideration is of the form:
The perturbation parameter is here Given v ∈ V, we denote by z v the unique solution in Z of the linearized state equation (5.3). Then we may write (P δ ) as follows:
Assume that C(t)B(t) ≡ 0 on [0, T ] (state constraint of second-order), and define the matrix:
Then for all v ∈ V, we have that
The alternative multipliers (
for the linear-quadratic problem are defined by
INRIA Let (v,z = zv) be a stationary point of (P 0 ), with multipliers (π,η) and alternative multipliers (π 2 ,η 2 ). Denote the contact set by Ω := {t ∈ [0, T ] : C(t)z(t) + d(t) = 0}, and a neighborhood of the contact set by Ω σ := {t ∈ [0, T ] : dist{t, Ω} < σ} for σ > 0. For linear-quadratic problems, assumptions (A2)-(A3) may be rewritten as follows:
(Ã2) The state constraint is a regular second-order state constraint, i.e. C(t)B(t) ≡ 0 on [0, T ], and there exists β, σ > 0 such that
(Ã3) The matrix S(t) is uniformly positive definite over [0, T ], i.e.,
Note that by Rem. 2.4, (Ã3) is equivalent to (A3). Assumption (Ã2) (together with (5.5)) imply the following (cf Lemma 2.3):
Lemma 5.1. Assume that (Ã2) holds. Then for all ε ∈ (0, σ), with the σ of (Ã2), so small that (2.23) holds, there exists a positive constant c such that for all ϕ ∈ H 2 (0, T ), there exists v ∈ V satisfying
Therefore (Ã2) (and (5.5)) imply that Robinson's constraint qualification holds, and that the multipliers associated with (v,z) are unique.
Propositions 5.2 and 5.3 below hold for a larger set of perturbations, more precisely for
equipped with its standard norm δ Ŵ := γ 2 + ζ ∞ . We have of course W ⊂Ŵ with continuous embedding. Identically to Prop. 4.4, we obtain the stability of multipliers for linear-quadratic problems (with a slightly modified statement).
Proposition 5.2. Let (v,z) be a stationary point of (P 0 ) satisfying (Ã2). Then there exists ν > 0 such that for every stationary point (v, z) of (P δ ), with (unique) multipliers (π, η) and alternative multipliers (π 2 , η 2 ) defined by (5.7)-(5.6), the following hold:
2 and η 2 converges uniformly toπ 2 andη 2 , respectively.
Second-order optimality conditions
LetQ denote the quadratic part of the cost J δ (independent of δ):
The strong second-order sufficient condition is:
Identically to Prop. 4.2, we obtain that the second-order sufficient condition (5.10) implies the uniform second-order growth condition for the perturbed problems (P δ ) (here again the statement is slightly modified).
Proposition 5.3. Let (v,z) be a stationary point of (P 0 ) satisfying (Ã2)-(Ã3) and the strong second-order sufficient condition (5.10). Then there exist c, ρ > 0 and a neighborhood W of 0 inŴ , such that for all δ ∈ W and any stationary point (v δ , z δ ) of (P δ ) with v δ −v 2 < ρ,
Stability Analysis
The main result of this section is the theorem below. The key point to show the existence of a stationary point for the perturbed linear-quadratic problem under the weak second-order sufficient condition (5.10) taking into account the active constraints is the uniform growth condition (Prop. 5.3) and a theorem from abstract optimization theory by Bonnans and Shapiro [6, Th. 5.17 and Rem. 5.19].
Theorem 5.4. Let (v,z) be a stationary point of (P 0 ) satisfying (Ã2)-(Ã3) and the strong second-order sufficient condition (5.10). Then there exist c, ρ, λ > 0 and a neighborhood W of 0 in W , such that for all δ ∈ W, (P δ ) has a unique stationary point (v δ , z v δ ) with v δ −v 2 < ρ and unique associated alternative multipliers (π 2 δ , η 2 δ ), and
is a local solution of (P δ ) satisfying the uniform quadratic growth condition (5.11).
Proof. Let us show the existence of a stationary point of problem (P δ ). We may write (P δ ) as (P δ ) min
where A is the continuous, self-adjoint bilinear operator over V associated with the quadratic form (5.9), b is an element in
Here, without ambiguity, we also denote by ·, · the scalar product over V.
Step 1: Reduction to a fixed feasible set. Let us first consider perturbations of the cost function only, i.e. consider the problem (P γ ) defined by
By Prop. 5.3, the uniform second-order growth condition holds for (P γ ), so does Robinson's constraint qualification by (Ã2), and the perturbed problem (P γ ) includes the so-called tilt perturbation (see [6, p.416] ), i.e. additive perturbations of the cost function of type − γ, v with γ ∈ V * . Therefore, it follows from [6, Th. 5.17 and Rem. 5.19] , since the feasible set of (P γ ) is constant, that there exist ρ 1 , ρ 2 > 0 and a constant λ > 0, such that for all γ ∈ B 2 (0, ρ 2 ), (P γ ) has a unique stationary point v γ in B 2 (v, ρ 1 ), and
We have of course thatv = v 0 .
Step 2: Existence of a stationary point of (P δ ). Fix ε ∈ (0, σ) with the σ of (Ã2) satisfying (2.23). Let now δ = (γ, ζ) ∈ W . By Lemma 5.1, there exists v ζ ∈ V such that (Cv ζ )(t) = ζ(t) on Ω ε and v ζ 2 ≤ c ζ 2,2 .
Therefore, there exists a (unique) stationary point vγ ∈ B 2 (v, ρ 1 ) of (Pγ), with multiplier dηγ ∈ M[0, T ], satisfying the first-order optimality condition 
and hence, if δ W is small enough, then
Since on Ω ε , we have that Cv δ + d − ζ = Cvγ + d ≤ 0, using (5.14) and (5.15), v δ obviously satisfies
i.e. v δ is a stationary point of (P δ ), with multiplier dη δ . Consequently, for ρ 3 > 0 small enough, reducing ρ 1 if necessary, (P δ ) has, for all δ ∈ B W (0, ρ 3 ), a (necessarily unique by Prop. 5.3) stationary point v δ ∈ B 2 (v, ρ 1 ), with (unique) multiplier dη δ . That (v δ , z v δ ) is a local solution of (P δ ) satisfying the uniform growth condition (5.11) follows then from Prop. 5.3.
Step 3: Lipschitz continuity of the stationary point. Let δ i = (γ i , ζ i ) ∈ B W (0, ρ 3 ), i = 1, 2, and v ζi be such that
It follows that v ζ2 2 ≤ c(2 ζ 1 2,2 + ζ 2 2,2 ) < 3cρ 3 . Settingγ i := γ i − Av ζi , we obtain as before that if ρ 3 is small enough, then the unique stationary point v i of (P δi ) is given by v i = v ζi + vγ i . Therefore, using (5.13),
Step 4: Lipschitz continuity of the alternative multiplier η 
(5.17)
By Lemma 5.1, for all ϕ ∈ H 2 (0, T ), there exists v ∈ V such that Cv = ϕ on Ω ε and v 2 ≤ c ϕ 2,2 . It follows from (5.15) that T 0 ϕ(t)(dη 2 (t) − dη 1 (t)) = dη 2 − dη 1 , Cv . Therefore, we obtain in view of (5.17) that dη 2 − dη 1 2,2 * = sup
Since η x , η 2 )):
y , π
Applications of Gronwall's Lemma shows that, for µ in a neighborhood ofμ,
In all the section, we use the following notations (time dependence is omitted):
y (ȳ),
y (ū,ȳ),
u (ū,ȳ),
All the above quantities are bounded and Lipschitz continuous over [0, T ] . By the chain rule, we obtain that
where z u−ū := zμ u,u−ū is the solution of (5.3) for v = u −ū, and π
. Set v := u −ū, and let δ = (γ, ζ) ∈ ∆. Then (4.13) has a unique solution x = (u, η 2 ) ∈X iff the system of equations below has a unique solution (v, z, π 2 , η 2 ) with (ū + v, η 2 ) ∈X:
We recognize the first-order necessary optimality condition of linear-quadratic problem (P δ ) in its alternative form. That is, setting dη = dη 2 and π = π 2 − Cη 2 + C 1 η 2 , we recover the "classical" optimality conditions of (P δ ) (note that C 1 =Ċ + CA, C 2 =Ċ 1 + C 1 A, N 2 = C 1 B and CB = g (1) u (ū,ȳ) ≡ 0):
We see then that (v,z) := 0 is a stationary point of (P 0 ), with alternative multipliersπ 2 := 0 andη 2 , and classical multipliersπ := −Cη 2 +C 1η 2 andη =η 2 . The second-order optimality condition (3.6), with the quadratic cost expressed by (3.7), is precisely the condition (5.10) and implies that (v,z) = 0 is a local solution of (P 0 ).
The verifications of assumptions (iii) and (v) in Lemmas 6.1 and 6.3 are only technical, and for assumption (iv) in Lemma 6.2, we use Th. 5.4.
is strictly stationary at x =x, uniformly in µ nearμ.
Proof. Let x 1 , x 2 ∈ X and µ ∈ P . We have that 
Let us express the first row r 1 . Omitting by (·) the arguments (u θ , y
, we obtain that
2 ) and µ in the neighborhood ofμ, we have that 
u . Therefore, given any ε > 0, for x i −x X , µ −μ small enough,
Using (6.1)-(6.3) with x = x θ and h = x 1 − x 2 , we obtain that r 1 2 ≤ ε x 1 − x 2 X , whenever x 1 , x 2 are close enough tox in X and µ is close enough toμ. For the second row r 2 , we have that
y (ū,ȳ)zμ u,u1−u2 .
Therefore, we conclude with the same arguments that r 2 2,2 ≤ ε u 1 − u 2 2 , whenever x i −x X , i = 1, 2 and µ −μ are small enough. This shows the desired property. Proof. We have that x = (u, η 2 ) is solution of (4.13) iff (v := u −ū, z v ) is solution of the first-order optimality condition of (P δ ) with alternative multipliers π 
From the first-order alternative optimality condition of (P δ ), we have that
Let us show that r 1 2 + r 2 2,2 ≤ and ṙ 1 ∞ ≤ k , for x −x X and µ −μ small enough. By the arguments of Lemma 6.1, given any ε > 0, for x −x X and µ −μ small enough, we have that 1 0
(D x F(x θ , µ θ ) − D x F(x,μ))dθ(x −x) W ≤ ε x −x X . Moreover, since D µ F(x, µ) is uniformly bounded for (x, µ) in a neighborhood of (x,μ) by definition of a stable extension, we deduce that r 1 2 + r 2 2,2 ≤ ε x −x X + C µ −μ ≤ , (6.5) for x −x X and µ −μ small enough. Making now explicit the expression of r 1 , we obtain that (recall the notations S =Hμ uu , R =Hμ uy , B = fμ u , N 2 = (gμ) Proof of Th. 4.3. We apply Th. 4.8 with the spaces X,X, W , ∆, P and mappings F, N , L defined in subsection 4.3. We setx := (ū,η 2 ). The assumptions (i) and (ii) of Th. 4.8 are obviously fulfilled from our hypotheses and the definition of a stable extension. For an appropriate choice of the constants k, l, r, k , involved in the definition of the spaces X,X and ∆, assumptions (iii), (iv) and (v) hold by respectively Lemmas 6.1, 6.2 and 6.3. It follows that for all µ in a neighborhood ofμ, there exists a unique stationary point (u µ , y µ ) of (P µ ) and unique associated alternative multipliers (p 2,µ , η 2,µ ) with (u µ , η 2,µ ) in a X-neighborhood ofx, and (4.14) is satisfied. Since by definition of a stable extension, F is Lipschitz continuous w.r.t. µ, uniformly w.r.t. x, this implies that (4.2) holds, while (4.3) follows from (4.17)-(4.18). Finally, by (4.3), taking if necessary a smaller neighborhood ofμ, u µ belongs to the L ∞ -neighborhood ofū on which the uniform quadratic growth condition holds (Prop. 4.2). Therefore, (u µ , y µ ) is the unique stationary point of (P µ ) with u µ in a L ∞ -neighborhood ofū and is a local solution of (P µ ) satisfying (4.1).
Conclusion and Remarks
In this paper, we obtain for the first time stability results for optimal control problems with a state constraint of order greater than one without any assumption on the structure of the contact set. For this we use a generalized implicit function theorem in metric spaces [9] applied to a system equivalent to the first-order optimality condition, involving alternative multipliers obtained by integrating the original state constraint multiplier. In the stability analysis of linear-quadratic problems, we use [6, Th. 5.17 ] to obtain the existence of a stationary point for the perturbed problem under a weak second-order sufficient condition taking into account the active constraints. In this way the method for weakening the secondorder sufficient condition is different from the method used in [21, 20] . Due to the low regularity of state constraint multipliers, we use a framework that differs from the ones used for first-order state constraints in [18] or in [9] in the choice of the spaces for the state constraint and state constraint multiplier. We keep the idea of [9] to use as control space the space of Lipschitz continuous functions with a bound on the Lipschitz constant.
Though the analysis is restricted to a scalar state constraint of second-order, the framework and results presented in this paper have a natural extension to several state constraints of orders ≥ 2 (see Remarks 2.1 and 2.2). Taking into account both components of first-order and higher-order is more delicate since then the arguments used in [18, 9, 20] and in the present paper would have to be combined.
Making additional assumptions on the structure of the contact set, L ∞ Lipschitz stability of solutions can be obtained, see [22, 5] , improving (4.3), as it is the case for first-order state constraints (see [9, Section 4] ). In [22, 5] it was also shown using a shooting approach that the solutions are directionally differentiable w.r.t. the parameter. It would be interesting as well to obtain sensitivity results without assumption on the structure of the contact set, extending to higher-order state constraints the sensivity results obtained by Malanowski [18] for state constraints of first-order.
Finally, let us note that the second-order sufficient condition (3.6) used in the stability analysis might be weakened by taking into account the curvature term of the constraint (see [2, Th. 27] , [3, Th. 6 .1] and [5, Th. 4.3] ).
