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 要  旨 
グラフは複雑なシステムを記述する強力なツールとして，ソーシャルネットワーク分析，生
物情報科学，化学情報科学などの多くの分野で幅広く使用されている．例えば，分子の生物活
性を予測するなどのパターン認識がグラフ分類問題に帰着できる．しかし，グラフに適用する
数学ツールが少ないため，グラフ分類問題は伝統的な機械学習のベクトル分類問題より難しい．
そこで，グラフデータを既存の機械学習アルゴリズムに適用するために，グラフデータを数値
特徴ベクトルに変換する技術が注目されいる．特に近年，ニューラルネットワークを用いたグ
ラフの特徴ベクトル(分散表現とも呼ばれる)を学習する課題が盛んである． 
近年提案されたニューラルネットワークを用いて，グラフの分散表現を獲得する手法ではノ
ード特徴のみを活用し．エッジ特徴を扱えない手法が多い．そこで， 本研究では，エッジ特徴
を用いてグラフの特徴ベクトルを改良することを目指す． 提案手法では，まずライングラフを
用いて，元のグラフのエッジをノードに変換する．この操作により，元のグラフのエッジ特徴
がライングラフのノード特徴となるため，ノード特徴しか取り扱えない手法を利用して，元の
グラフのエッジ特徴を反映したグラフ分散表現を獲得する． 
この方針に基づき，ノード特徴のみを使う既存の 2つのグラフ分散表現学習手法を改良した． 
1つ目は Graph2vecである．Graph2vecはノードラベル付きのグラフ集合から，教師なしで
グラフの分散表現を獲得する手法である．本論文では，まず従来手法 Graph2vec の(1)エッジ
ラベル情報を扱えないことと，(2)グラフ間構造の類似性が適切に表現できないという欠点を指
摘して，それを対処するため，ライングラフを利用して補う手法 GL2vecを提案した．  
2 つ目は GIN(Graph Isomorphism Network)である．GINはノード属性付きのグラフ集合
から，教師ありでグラフの分散表現を獲得する．GINはノード間で情報伝搬することによって，
End-to-End で特徴ベクトル及び分類器を一気に学習させる．しかし，GIN もエッジの属性情
報を使用していない．本論文では，ライングラフを用いて，GINが生成するグラフの特徴ベク
トルにエッジの特徴を補完できる手法 GLINを提案した．  
実験によって，エッジ特徴とノード特徴両方とも考慮した提案法が従来法よりもグラフ分類
性能を改善することを示した．上記の二つ改良例から，ノード属性しか扱えないグラフ分散表
現学習のモデルの一族に対し，ライングラフはエッジ属性を活用できる有効なツールであるこ
とを確認できた．なお，エッジ特徴がグラフ分類タスクに役に立つことも確認できた． 
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図 1–1: 分子構造の乳癌細胞株に対する生物活性

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図 1–2: 分子のグラフ表現
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›Ã¶	6ÞÃçpK” Graph2vectmMo
†Ì›æO}‡h| 2.3.2

…px|¬åÑÇá”åçÉ¿Äë”«t	tb” GIN tmMo	\‚”}
2.1 	q;ûÇá”åçÉ¿Äë”«
Š	·px , 	q;ûÇá”åçÉ¿Äë”«tmMo
†Ìb”}
2.1.1 Ï
	q;ûÉ¿Äë”« (feedforward neural network)qx|	ØCUÖ—T’
	Z—t°M²twˆ;V`oMXÉ¿Äë”«pK“|
ÚÍ”·ÓÄéï
MLP(Multilayer perceptron) q‹zy•”}Ï›
$ 2{1 tÔb}7	sw
ÚxÖ—

ÚpK”}7™w
Úx	Z—
ÚpK”}Ö—
Úq	Z—
Úw
ÚxÅ•
Úqzy•”}

$¤wUÇá”éïâÇ¿Ä›¯` , ¤
ÚxMXmTwÇá”éïpÏ
R^•”}
¤Çá”éïxÖ—›	!Z	”qÆ
Q=
: f () t‘“	Z—›>`|Íw
Ú•
q‹›	Z—b”}Æ
Q=
:q`o|Ü 2.1p[^•”³¬Þ Å
:  () q|
Ü 2.2p[^•” ReLU 
: ReLU() U‘X;M’•” .
 (x) =
1
1 + exp(  x)
(2.1)
ReLU(x) = max(0; x) (2.2)
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図 2–1: 二つの隠れ層を持つ順伝播型ニューラルネットワーク
入力層を 0層で定義し，各層の入力を u (l )，出力を z (l )で表すと，入出力は次のよ
うに計算される．
u (l ) = W (l )z (l   1) + b(l )
z (l ) = f (u (l ))
ここで，W (l )は l層と l   1層の間の結合重みを表し，l層のニューロン数が d(l )の
とき，W (l ) 2 Rd
( l   1)  d( l ) である．また, b(l )は l層のバイアス項を表し，b(l ) 2 Rd
( l )
である．
このように, ネットワークは与えられた入力 x に対して，入力層から出力層へと
上の計算を繰り返し，MLPの全ての層のパラメータW と bをまとめて  で表す
と，MLPはパラメータ  もつ関数 y = y (x ;  )と表現することができる．MLPは
パラメータを変えることで，様々な関数を表現することができる [22]．
2.1.2 出力層の設計と誤差関数
与えられたデータの集合D = f (x 1; ŷ 1); (x 2; ŷ 2); :::; (x N ; ŷ N )gに対し，MLPを
用いて F : X ! Y のようなマッピングを構築するために，扱う問題の種類に応じ
て,誤差関数 (損失関数とも呼ばれる)と出力層の活性化関数を適切に設定する必要
がある．ここで，誤差関数はモデルの出力 y と正解 ŷ 間の差 E (y ; ŷ )を測る．
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回帰問題の場合，出力層の活性化関数は恒等関数となる．そして，誤差関数は
式 2.3のような二乗誤差を採用するのが一般的である．
E( ) =
1
N
NX
n=1
En( ) =
1
N
NX
n=1
kŷ n   y (x n ;  )k22 (2.3)
ここで，En( )は n番目のデータに関する誤差値である．
分類問題の場合，入力に対応するクラスラベルを，one-hotベクトルを用いて表
現する．したがって，出力層の i番目のニューロンの出力を下記のようなソフト
マックス関数を用いて計算する．
yi  z
(L )
i =
exp(u
(L )
i )
P d( L )
j =1 exp(u
(L )
j )
(2.4)
ここで，u(L )i は出力層 (L番目の層)の i番目のニューロンが隠れ層L   1から受取
る入力である．
誤差関数は下記のような交差エントロピー誤差を使用するのが一般的である．
E( ) =
1
N
NX
n=1
En( ) =  
1
N
NX
n=1
d( L )X
i =1
ŷni log yi (x
n ;  ) (2.5)
ここで，ŷni は n番目の学習データの正解ラベル ŷ
n における i番目要素である．
2.1.3 パラメータの学習
誤差関数の値をなるべく小さくするようにネットワークの重みを調整する操作
がは学習と呼ばれる．パラメータの更新にはバッチ勾配降下法が用いられる．下
記のような更新式を使うのが一般的である．
     η
1
N
NX
n=1
∂En( )
∂
(2.6)
ここで，ηは学習率と呼ばれ，小さな正の値である．N はバッチ内のデータ数．
これからの式で使う符号EはEn( )を代表する．すなわち，1つの学習データ
に対するの誤差である．
さて，隠れ層における第 l-1層の i番目のニューロンから第 l層の j番目のニュー
ロンへの結合重みw(l )ij に着目すると，誤差Eがw
(l )
ij に関する偏微分は下記の式で
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算出できる．
∂E
∂w
(l )
ij
=
∂u
(l )
j
∂w
(l )
ij

∂z
(l )
j
∂u
(l )
j

∂E
∂z
(l )
j
= z
(l   1)
i 
∂z
(l )
j
∂u
(l )
j

∂E
∂z
(l )
j
= z
(l   1)
i  f
0(u
(l )
j ) 
∂E
∂z
(l )
j
ここで，f0()は活性化関数 fの導関数である．例えば，シグモイド関数 σ()の導
関数は σ()  (1   σ())である．そして， @E
@z( l )j
の値が下記の式で算出できる．
∂E
∂z
(l )
j
=
d( l +1)X
q
∂u
(l+1)
q
∂z
(l )
j

∂z
(l+1)
j
∂u
(l+1)
q

∂E
∂z
(l+1)
q
=
d( l +1)X
q
wjq  f0(u(l+1)q ) 
∂E
∂z
(l+1)
q
ここで，d(l+1) は l + 1層のニューロン数である．上記の式から見ると，出力層に
おける各ニューロンに関する偏微分値があれば，出力層から入力層まですべての
偏微分値が算出できる．例えば，誤算関数が式 2.3で定義された二乗誤差の場合，
誤差Eが出力層における k番目のニューロンに関する偏微分 @E
@z( L )k
を下記の式で算
出できる．
∂E
∂z
(L )
k
=   2(ŷk   z
(L )
k ) (2.7)
ここで，ŷk は正解データの k番目の要素である．
以上の計算流れが，誤差逆伝搬法 [23]と呼ばれる．また，ネットワークの構造
がさらに複雑になると，上記のような手動微分 (Manual Differentiation)は不現実
である．なので，pytorch[27]などの深層学習向けのライブラリでは，ネットワー
クの計算過程を計算グラフ (computational graph)に登録し，計算グラフを基に自
動微分 (Automatic Differentiation)アルゴリズムを使うことが一般的である．
2.2 Graph2vec
本節ではGraph2vecを説明する．Graph2vecはノードラベル付きグラフを対象
にする．ここで，ノードラベル付きグラフが f V,E, λgで表す．Vはノードの集合
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図 2–2: DBOWの仕組み
であり，E ⊂ (V × V )はエッジの集合である．λは，関数 λ : V → Lで，アルファ
ベットLからすべてのノード v ∈ V に一意のラベルを割り当てる．
グラフの集合{G1, G2, ..., GN}と正整数δが与えられて，Graph2vecは{G1, G2, ...,
GN}から特徴ベクトルの集合 {G⃗1, G⃗2, ..., G⃗N}への写像を学習する．ここで，Gi
の特徴ベクトルである G⃗iの次元数は δである．
Graph2vecは自然言語処理における文章の特徴ベクトルを学習するモデルであ
るDoc2vec[8]を基にしている．Doc2vecではドキュメント (文書)を単語集合とし
て表し，それを入力として，ニューラル言語モデル skip-gram[7]を拡張した言語
モデルDBOW[8]を用いて文書の分散表現を学習する．DBOWの仕組みは図 2–2
に示す．文書中に出現する単語を予測するよう学習し，入力層と中間層の間の重
み (文書の埋め込み行列)を更新する．また，文章の埋め込み行列における各列が
各文書の分散表現と見なす．この様に，可変長の文書を固定長の特徴ベクトルに
変換する．
Doc2vecから獲得した文章の特徴ベクトルが重要な性質がある．それは 2つ文
書が意味的に類似していれば，特徴ベクトル空間において近い位置にマッピング
されることである．また，文書間意味的に類似とは，共通の単語が多いというこ
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図 2–3: グラフに適用したDBOWの仕組み
とである．
Graph2vecでは，1つのグラフを局所的な根付き部分グラフの集合として表す．
各グラフを根付き部分グラフの集合で表現した後，グラフを文書とし，根付き部分
グラフを単語として，Doc2vecで使われた言語モデルDBOWに入力，各グラフの
特徴ベクトルを学習する．グラフに適用したDBOWが図 2–3で示すようになる．
特に，Graph2vecで学習された特徴ベクトルも以下の性質がある．Gi とGj が
意味的に類似していれば， ~Gi と ~Gj も特徴ベクトル空間内において近い．グラフ
同士間意味的に類似とは，共通の根付き部分グラフが多いということである．
本節残りの部分は次のように構成されている．第 2.2.1節では、グラフから根付
き部分グラフ集合への作り方を述べる．第 2.2節では、構築した根付き部分グラフ
の集合からグラフの特徴ベクトルを学習する方法について説明する．
2.2.1 根付き部分グラフの抽出
Graph2vecでは，まず個々のグラフGを根付き部分グラフの集合 c(G)と表現す
る．事前に根付き部分グラフの最大深さHを設定し，グラフ内のすべてのノード
vに対し，各 vを根とする (H+1)個の根付き部分グラフを生成して，式 2.8のよう
な n(H+1)個根付き部分グラフから構成された集合 c(G)を作る．ここで，sg(t )i は
i番目のノード vi を根とする，深さ tの根付き部分グラフを表す．nはグラフ内の
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ノード数である．
c(G) = f sg(0)1 ; sg
(0)
2 ; :::; sg
(0)
n ; sg
(1)
1 ; sg
(1)
2 ; :::; sg
(1)
n ; :::; sg
(H )
1 ; sg
H )
2 ; :::; sg
(H )
n g (2.8)
上記の各根付き部分グラフがWL(Weisfeiler-Lehman)再ラベル戦略 [6]で識別 ID
にマッピングされる．
以下に、すべてのノードに対し，深さ tの根付き部分グラフの生成と識別 IDへ
の量子化するための t回目でのWL再ラベル操作の手順を説明する。以下のアル
ゴリズムでは， t(v)が t回操作後ノード vのラベルであり，vを根とする深さ tの
根付き部分グラフ sg(t )v の識別 IDと表す．
W-L(Weisfeiler-Lehman)再ラベル操作が下記の四つのステップで構成される．
1. 8v 2 V，ノードvに隣接する近傍ノードのラベルを集めて，多重集合M t(v) =
f  t   1(u)ju 2 Neighbors(v)g
2. 多重集合M t(v)の要素を昇順でソートした文字列St(v)を作る．その後，St(v)
の先頭に根ノードのラベル  t(v)を加える.
3. 全単射能力が持つハッシュ関数を用いて St(v)を識別 IDにマッピングする．
Hash(St(v)) = Hash(St(w)) if f S t(v) = St(w)．このハッシュ関数は異な
る文字列を異なる識別 IDに写像することが要求されるが,基数ソートを使用
すれば簡単に実装できる.
4. 識別 IDを vの新しいラベルとする． t(v) = Hash(St(v))
ここで，ステップ 2では，vの隣接ノードの深さ t-1の根付き部分グラフと v自身
の深さ t-1の根付き部分グラフから，vの深さ tの根付き部分グラフ sg(t )v を合成し，
ステップ 2で根付き部分グラフを識別 IDである  t(v)へ量子化している．再ラベル
操作の実行例を図 2–4に示す．例えば，v5を根とする部分グラフ sg
(1)
v5 が “2-1,1,2”
で表し，ここで，先頭の “2”は根ノード v5のラベル，“1,1,2”は v5に隣接するノー
ド v1，v3，v4のラベル．そして，sg
(1)
v5 を代表する “2-1,1,2”が識別 ID“6”にマッピン
グする．このような一回目操作後，グラフGから抽出された根付き部分グラフの
集合 c(G) = f sg(0)v1 ; sg
(0)
v2 ; sg
(0)
v3 ; sg
(0)
v4 ; sg
(0)
v5 ; sg
(1)
v1 ; sg
(1)
v2 ; sg
(1)
v3 ; sg
(1)
v4 ; sg
(1)
v5 gは識別 IDの
多重集合 c(G) = f 1; 1; 1; 2; 2; 4; 5; 6; 5; 6gに代表される．また，H回繰り返すの操
作により，深さHまでの n(H+1)個の根付き部分グラフの集合 (識別 IDの多重集
合)が作れる．
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図 2–4: グラフGに対する 1回W-L再ラベル操作
2.2.2 分散表現の学習
すべてのグラフから根付き部分グラフを抽出した後，Graph2vecはDBOWモデ
ルを用いて，グラフの特徴ベクトルを学習する．DBOWは自然言語処理における
文書の特徴ベクトルを抽出する言語モデルであり，一つ隠れ層を持つ順伝搬ニュー
ラルネットワークで構築される．入力層では，各グラフの IDを one-hotベクトル
の形で表現し，モデルに入力する．出力層では，根付き部分グラフがグラフから
抽出されたと言う条件を基にして，各根付き部分グラフの条件付き確率分布を出
力する．学習により，中間層から各グラフの特徴ベクトル獲得できる．
グラフの集合{G1, G2, ..., GN }と対応する部分グラフの集合S = {c(G1), c(G2), ...,
c(GN )}が与えられたときに，Graph2vecは次元数 δの各グラフGi の特徴ベクトル
G⃗i と，(1 <= i <= ni (H + 1))，Sの要素である各部分グラフの特徴ベクトル s⃗gj
を学習する．特に，Graph2vecには，sgj が c(Gi )からサンプリングされたことに
基づき，式 2.9のような対数尤度関数の最大化に目指し，ネットワークのパラメー
ターを学習する．
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ni(H+1)X
j=1
logPr(sgj|Gi) (2.9)
ここで，niはGiのノード数，また，確率 logPr(sgj|Gi)は式 2.10のように定義さ
れる．
exp(G⃗i · s⃗gj)
P
sg∈V oc exp(G⃗i · s⃗g)
(2.10)
ここで，Vocはすべてのグラフに渡るすべての根付き部分グラフの集合である．ま
た，グラフの特徴ベクトル G⃗iが式 2.11で定義される．
G⃗i = Win · onehot(Gi) (2.11)
つまり，G⃗iはWinの i列目である．また，根付き部分グラフの特徴ベクトル s⃗gjが
Woutの j行目である．ここで，WinとWoutは図 2–3に示す通り，それぞれが入力
層と中間層，中間層と出力層の間の重みであり，グラフと根付き部分グラフの埋
め込み (特徴ベクトル)行列と見なす．学習によって，特徴ベクトルを更新する．
また，学習完了後，多く共通の根付き部分グラフを持つグラフ同士が、潜在特
徴ベクトル空間内に近い，つまり，類似な特徴ベクトルへマッピングされる．
2.3 GIN
本節ではGIN(Graph Isomorphism Network)[4]を説明する．GINはノード属性
付きのグラフ集合から，教師ありで，個々のグラフに対する特徴ベクトルを獲得す
る手法である．ここでの教師ありと言うのはグラフの特徴ベクトルを学習する時点
で，分類タスク用のクラスラベルを使うことである．GINはGNN(Graph Neural
Network)[5]の一員である．End-to-End(特徴抽出器と分類器が一つのモデル内に
ある)のアーキテクチャでグラフに対し，特徴ベクトルの抽出から分類まで一気に
学習させる．
本節残りの部分は次のように構成されている．第 2.3.1節では，GINが所属する
GNNモデルの概念を説明する．第 2.3.2節では，GINの仕組みを述べる．
2.3.1 Graph Neural Network
グラフG = (V,E)における，各ノード v ∈ V が初期特徴ベクトル xvを持つ，こ
れらの初期特徴はノードの属性を表す．GNNの目標は，グラフのノード属性情報
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図 2–5: 近傍の情報を集約
とグラフの構造情報 (隣接行列など)からノードの潜在特徴ベクトル hvおよびグラ
フの潜在特徴ベクトル hGを学習する．ノードの潜在特徴ベクトルはノード分類，
コミュニティ検出，およびリンク推定などのノードレベルのタスクで使われる．一
方，グラフの潜在特徴ベクトルがグラフ分類とグラフクラスタリングなどのタス
クで使われる．
近年，様々なGNNが提案された，代表的な手法としてはGCN[9]，GraphSAGE[10]，
GIN[4]等がある．これらの共通点はグラフにおけるノード情報の伝搬によるノー
ドの潜在特徴ベクトルを更新することである．
k回目の情報伝搬の手順について説明する．具体的に，まず各ノードを根とし
て，近傍ノードの特徴ベクトルを集約する．例を図 2–5に示す．ここで，青いノー
ド v1を根ノードとする場合では，v1と隣接している近傍ノード群 {v2, v3, v4}の特
徴ベクトル {h(k  1)v2 , h
(k  1)
v3 , h
(k  1)
v4 }を集約関数Aggregate(k)に入力して，近傍情報
を代表するベクトルMessage(k)を生成する．次では，近傍情報を根ノードの特徴
を結合し，根ノードの潜在特徴ベクトルを更新すること．例を図 2–6に示す．こ
こで，得られた近傍の情報Message(k)と根ノード v1の現在の特徴ベクトル h
(k  1)
v1
を結合関数 Combine(k)に入力して，出力を v1の新しい特徴ベクトル h
(k)
v1 と見な
して，v1の状態を更新する．このような情報伝搬の操作を繰り返すことによって，
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図 2–6: 近傍情報と根ノードの現在の特徴ベクトルを結合し，根ノードの特徴量を
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図 2–7: 全ノードの特徴ベクトルからグラフの特徴ベクトルを生成
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より広い範囲の周辺ノードまで考慮した潜在特徴ベクトルが得られる．GNNのレ
イヤー数は潜在特徴ベクトルの更新回数と等しい．kレイヤーの式が下記のように
なる．
Message(k)v = Aggregate
(k)({h(k−1)u : u ∈ N (v)}) (2.12)
h(k)v = Combine
(k)(h(k−1)v ,Message
(k)
v ) (2.13)
ここで，h(k)v はkレイヤーにてノードvの潜在特徴ベクトルである．また，レイヤー
０での特徴量 h(0)v がノードの初期特徴 xvである．そして，N (v)は根ノード vに隣
接している近傍ノードの集合である．なお，集約関数Aggragate(k)(·)と結合/更新
関数Combine(k)(·)の設計がGNNにとって非常に肝心なことである．GraphSAGE
の場合集約関数は式 2.14のように定義される．
Message(k)v = MAX({ReLU(W · h(k−1)u )，∀u ∈ N (v)}) (2.14)
ここで，Wは学習可能なニューラルネットワークのパラメター，ここで，MAX関
数は複数のベクトルを入力として，次元ごとの最大値を取ったベクトルを出力す
る．また，結合/更新関数は式 2.15の通りである．
h(k)v = W · [h(k−1)v ,Message(k)v ] (2.15)
ここで，[·]は結合 (concatenation)の操作である．
GCNの場合集約関数と結合関数を合わせて式 2.16の通りである．
h(k)v = ReLU(W ·MEAN{h(k−1)u ，∀u ∈ N ∪ {v}}) (2.16)
ここで，MEAN関数は複数のベクトルを入力として，次元ごとの平均値を取った
ベクトルを出力する．
ラストレイヤーKで生成したノードの潜在特徴ベクトル h(K)v はノードレベルの
タスクに適用できる．なお，グラフレベルのタスクに適用するために，グラフの
潜在特徴ベクトル hGを生成する必要がある．その時，ノードの特徴からグラフの
特徴への読み出す関数Readout(·)を使用する．例を図 2–7に示す．ここで，得ら
れた全ノードの特徴ベクトル {h(K)v1 , h
(K)
v2 , h
(K)
v3 , h
(K)
v4 }を読み出す関数Readout(·)に
入力して，グラフの特徴ベクトル hG出力する．
hG = Readout({h(K)v |v ∈ G}) (2.17)
ここで，読み出す関数 Readout(·)は足し算など簡単な置換不変 (permutation in-
variant)の操作がよく使われる．それ以外，もっと複雑な操作 [11][12]も提案さ
れた．
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2.3.2 Graph Isomorphism Network
GINには，2.3.1節で説明したGCN，GraphSAGEより，グラフに対する識別能
力が高いGNNモデルと知られている．これから，GINの仕組みを説明する．GIN
も情報伝搬フレームワークに基づいてノードの特徴ベクトルを更新する．GINは
GNNとW-L同型テスト [6]の類似性に着目して提案された．W-L同型テストにつ
いて説明する．これは，二つのグラフG1とG2が同型であるか判定するテストで
ある．W-L同型テスト操作の手順が下記のようにまとめる．
1. 各ノードを根として，根ノードと近傍ノードのラベルを集める．
2. ラベルの多重集合を全単射ハッシュ関数で識別 IDへマッピングする．
3. 生成した識別 IDを根ノードの新しいラベルと見なす．
4. 二つグラフにて，ノードラベルが不一致の場合，不同型と判定する．
設定した回数までに，1から 4までの操作を繰り返し，不同型と判定されなかった
場合は同型と判定する．
GNNとW-Lテストは下記のような類似性がある．
• 近傍情報を集約する
• 近傍情報に識別する
• 近傍情報と根ノード情報を結合することにより，根ノードの状態を更新こ
する
グラフに対し，GNNがW-Lテストと同じ識別能力になるために，以下の条件
を満たさなければならない．
条件:近傍集約関数Aggragate(k)(·)，結合/更新関数Combine(k)(·)，および読み出
す関数Readout(·)がそれぞれ多重集合に対する全単射能力を持つ操作のであるこ
とが要求される．
GINでは，理論により，前述の条件を満たす式 2.18と式 2.19を使用する．
h(k)v = MLP
k((1 + ϵ(k)) · h(k  1)v +
X
u2N (v)
h(k  1)u ) (2.18)
hG = CONCAT (SUM({h(K)v |v ∈ G})|k = 0, 1, ..., K) (2.19)
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ここで，式 2.18について，MLPは多層パーセプトロンであり，学習によって，異
なるノード特徴ベクトルの多重集合を異なる潜在特徴表現にマッピングすることが
できる．また，ϵも学習可能なパラメーターである．そして，式 2.19でのCONCAT
は結合 (concatenation)操作である．このような 0レイヤーからKレイヤーまで特
徴をCONCATする操作により，グラフに対し，W-Lグラフカーネル [6]と言う手
法と同じレベルのグラフ識別能力を持つ．
ネットワークのパラメータを学習するときには，読み出すステップで出力した
グラフの潜在特徴ベクトル hGを 2層の全結合ニューラルネットワーク (分類器)に
入力し，分類の誤差信号の逆伝搬により，ネットーワークのパラメーターを更新
する．このような特徴ベクトルの生成モデルと分類モデルを一緒に学習させるの
仕組みが end-to-endモデルと言われる．
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2.2節で述べた Graph2vecはノードラベル付きグラフを対象に，抽出された根
付き部分グラブのコーパスにより，言語モデル DBOWを用いて，グラフの特徴
ベクトルを学習する．そのようなアプローチが実に 2つの欠点がある．本章では，
Graph2vecの欠点を改善する手法GL2vecを提案する．
まず，3.1節で，Graph2vecの 2つの欠点を指摘する．そして，3.2節で，その課
題を克服する手法を提案する．3.3節は実験．3.4節はまとめ．
3.1 Graph2vec w=:
本節で，Graph2vecが持つ 2つの欠点を述べる．
1つ目の欠点はエッジラベルを扱えないということ．たとえ分類したいグラフ
データにはエッジラベルが付与されていても，Graph2vecはそれを利用できない．
なぜかと言うと，2.2.1節で説明した通り，根付き部分グラフを抽出する時点で，
Graph2vecはW-L再ラベル戦略を基にしていて，ノードを対象に，ラベルの集約
と更新を行う．その結果，エッジの属性情報があっても，完全に捨てられてしま
う．つまり，作った根付き部分グラフのコーパスがエッジ情報に反映されない．そ
のようなコーパスを用いて学習したグラフの特徴ベクトルもエッジの属性情報が
含まれない．しかし，エッジの属性情報 (ノード間の関係を表す情報)がかなり重
要な情報である．それを活用できれば，エッジ属性が役に立つ分類などのタスク
でさらに一歩より高い認識精度の向上が期待される．
2つ目の欠点は抽出した根付き部分グラフを識別 IDへマッピングする際に，ノー
ドラベルとグラフ構造を同時に畳み込むため，構造の類似性を適切に表現できな
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図 3–1: 形状が同一で中央ノードのラベルだけが異なる 2つのグラフG,G*
図 3–2: 深さH = 1までの根付きの部分グラフの集合 (識別 IDの多重集合)c(G)と
c(G*)
い場合があることである．マッピングされた根付き部分グラフの集合 (識別 IDの
多重集合)がグラフ間の構造的な類似性も適切に反映できない．一般に，ノードラ
ベル付きグラフの類似性は (1)ノードラベルの類似性と (2)構造つまりグラフ形状
の類似性の両者で決定される．さて，Graph2vecにおける根付き部分グラフを識
別 IDへのマッピングはノードラベルとグラフの構造を同時に畳み込んでいる．し
かし，この方式ではノードラベルが一致している条件でのみ構造の同一性を評価
するので，二個のグラフの構造が類似していることが判別できない．この問題は
かなり複雑なので，これから，図 3–1に示す二つグラフの例を使って説明する．
形状が同一で中央ノードのラベルだけが異なる 2つのグラフG,G*を対象に，深
さH = 1までの根付きの部分グラフの集合 (識別 IDの多重集合)c(G)と c(G*)を
作ってみる．結果を図 3–2に示す．この二つ識別 IDの多重集合 c(G)と c(G*)は半
分以上の要素が異なる．例えば，グラフGにおける v5を根とする部分グラフ sg
(1)
v5
が “2-1,1,2”で，マッピングされた識別 IDが “6”である．一方，グラフG*におけ
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図 3–3: グラフGと対応するライングラフ LG
る u5を根とする部分グラフ sg
(1)
u5 が “2-1,2,3”で，マッピングされた識別 IDが “8”
である．形が同じだが，識別 IDが異なる．c(G)と c(G*)から pGとG*はノード
ラベルが一致するノード [1,1,2,2]を 4つ持つ yことしか判別できない．GとG*の
形状が同一であることはおろか，ノードラベルが一致するノードの次数が一緒で
あることすら判別困難である．これは，形状が同じ根付き部分グラフでもノード
ラベルが 1つでも違えば異なる識別 IDになり，形状が同一であるという情報は捨
てられるためである．
前述したGraph2vecの 2つの欠点への改良手法が次の節で述べる．
3.2 Š	O :GL2vec
本節では，3.1節で指摘したGraph2vecの 2つの欠点を改善するために，ライン
グラフ [1]を用いたGraph2vecへの拡張するフレームワークであるGL2vecを提案
する．3.2.2節での提案手法GL2vecを説明する前に，まず 3.2.1節でライングラフ
について説明を行う．
3.2.1 å ï¬åÑ
グラフG = (V,E)を与えられて，対応するライングラフ LG = (LV,LE)とは，
Gにおけるエッジの隣接関係を表すグラフである．エッジからノードへの双対グ
ラフとも呼ばれる．ライングラフの定義として，まず，式 3.1で，LGの各ノード
がGのエッジから変換される．
LV = {v(e)|e ∈ E} (3.1)
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また，エッジの集合 LEが式 3.2のルールで構築される．
LE = {(v(ei), v(ej))|eiと ejがGにおいて端点を共用する } (3.2)
例を図 3–3に示す．ここで，例えば，グラフ Gにおけるエッジ (v1, v2)とエッジ
(v1, v5)は端点 v1を共用している．この場合，対応するライングラフ LGにおける
ノード (v1, v2)とノード (v1, v5)も連結している．また，グラフ理論では，ノード
vと隣接しているノードの数がノード vの次数と定義され，deg(v)で記述される．
同様に，エッジ eと隣接しているエッジの数もエッジ eの次数で定義され，deg(e)
で表す．グラフにおけるエッジ次数とノード次数との関係が式 3.3に示す．
deg(e) = deg(va) + deg(vb)− 2 (3.3)
ここで，ノード vaとノード vbはエッジ eの二つの端点である．
また，ライングラフにおけるノード v(e)の次数はグラフにおけるエッジ eの次
数と同じである．つまり，deg(v(e))=deg(e)．
一つ説明必要のは，グラフがライングラフに変換するした後，元のグラフに対
し，どれぐらいの構造情報を残るのか?答えとしては，ほぼ全部の構造情報がその
まま反映できる．なぜがと言うと，Whitney graph isomorphism theorem[2]によ
り，二つ連結グラフが同型であれば，対応するライングラフも同型はずである．た
だし，一つだけの例外あがる:完全グラフK3と完全二部グラフK1,3のライングラ
フは同じでK3である．
3.2.2 GL2vec wÑè”Üë”«
3.1節で指摘したGraph2vecで対処するのが困難なグラフGの (1)エッジラベル
と (2)構造情報を,Gに対するライングラフLGを利用して補う手法を提案する．提
案手法をGL2vec(graph and line to vector)と呼ぶ．本論文でライングラフに着目
した理由は以下の 2つである．
• Gのエッジ eが LGのノード v(e)に変換されるので,Gのエッジラベルを LG
のノードラベルとして扱える．
• LGはGのノードラベル情報を持たないので,構造の類似性をノードラベル
とは独立に評価するのに適している.
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図 3–4: 提案手法GL2vecのフレームワーク
GL2vecでは,元のグラフGのエッジラベルと構造情報の片方をユーザが選択し，
LGの特徴ベクトルに反映する．典型的には，Gがエッジラベルを持つ場合，Gの
エッジラベルを LGのノードラベルとして与え，Gのエッジラベルに基づいた LG
の特徴ベクトルを獲得する．Gがエッジラベルを持たない場合は，ライングラフ
LGにおいてノード次数をノードラベルとすることでGのノードラベルとは独立
にGの構造情報をLGの特徴ベクトルに入れる．ここで，強調すべきのは，LGの
ノード次数 (Gのエッジ次数)はグラフ構造に依存する特徴である．
ここで，なぜわざとライングラフを経由して，元のグラフGの構造特徴を抽出
するのか？適当に元のグラフに対し，ノードラベルにノード次数を入れ替えれば，
グラフの構造特徴も獲得可能ではないか？答えとして，確かにノード次数の入れ
替えことで，グラフGから構造特徴を抽出できるだが，説明必要のは，基本的に，
図 3–3に示すように，変換したライングラフ LGが元のグラフGより構造的に複
雑になる．なので，もと細かい構造の特徴を学習できることが期待される．
LGの特徴ベクトルのみを生成すると，逆にGのノードラベルが無視されてし
まうので，Gの特徴ベクトルも同時に生成する．提案手法GL2vecのフレームワー
クが図 3–4に示す．また，手順は下記のように構成される．
1. 与えられたグラフの集合{G1, G2, ..., GN}に対し，ライングラフの集合{LG1,
LG2, ..., LGN}を作成．さらに，Giのエッジ情報をLGiへ渡すときに，デー
タセットにより，二つ場合を分ける．
• Giがエッジラベルを持つ場合，GiのエッジラベルをLGiのノードのラ
ベルに持たせる．
• Giがエッジラベルを持たない場合，Giのエッジ次数をLGiのノードの
ラベルに持たせる．
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2. {G1, G2, ..., GN}に対して，Graph2vecモデルを適用する．その結果，Giに
対して δ次元の特徴ベクトル G⃗iが得られる．
3. {LG1, LG2, ..., LGN}に対して，Graph2vecモデルを適用する．その結果，LGi
に対して δ次元の特徴ベクトル L⃗Giが得られる．
4. Giに対して，G⃗iと L⃗Giを結合した 2δ次元のベクトルをGiに対する最終的
な特徴ベクトルとする．
なお，エッジラベルとノードラベル両方ともないデータセットに対し，Graph2vec
の論文ではノード次数をノードラベルとして，構造特徴を学習する．それについ
て，前文で述べたとおり，ライングラフを経由し，エッジ次数を利用することで，
もとのグラフより一歩細かい構造特徴を抽出可能である．GiとLGiの連結により，
粗い構造特徴と細かい構造特徴を組み込むことも可能になる．
3.3 îg
本節では，提案手法の優位性を検証するために，ソーシャルネットワーク，生物
情報分野と化学情報分野分野におけるいくつかのベンチマークデータセットを用
いて，グラフ分類 (2クラス)タスクを行う．補助特徴量としてのライングラフの
特徴ベクトルが元のグラフの特徴ベクトルと連結する形で，分類タスクの正解率
を向上させるのかどうかを検証する．
3.3.1 ¬åÑÃ”»·¿Ä
本論文では，11個のグラフ分類ためのデータセットを用意し，二種類に分ける:(1)
エッジラベル無しの六つのデータセット;(2)エッジラベル有りの五つのデータセッ
ト．すべてのデータセットの情報 (サンプル数，平均ノード数，ノードラベル種類
数，エッジラベル種類数)を表 3–1に示す．また，これから，各データセットの説
明を行う．
¤¿´åÕçs`Ã”»·¿Ä
種類 1に所属する 6つのデータセットは，MUTAG[3]，PTC[3]，PROTEINS[3]，
NCI1[3]，NCI109[3]，および IMDB-B[14]である．最初の 5つは，[3]でGraph2vec
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表 3–1: データセットの統計量
データセット サンプル ノード ノードラベル エッジラベル
名 数 数 (平均) 種類数 種類数
MUTAG 188 17.9 7 -
PTC 344 25.5 19 -
PROTEINS 1113 39.1 3 -
NCI1 4110 29.8 37 -
NCI109 4127 29.6 38 -
IMDB-B 1000 19.8 - -
MUTAG* 188 17.9 7 4
NCI33 2843 30.2 29 4
NCI81 4030 29.6 31 4
NCI83 3867 29.5 28 4
DBLP 19456 100.5 41324 3
の評価にすでに使用されていた．
MUTAG，PTC，NCI1，NCI109 これらのデータセットは化学情報学の分野
からのデータである．化学データをグラフに変換したときには，ノードが原子を
表し (水素は省略され)，エッジが化学結合を表す．なお，ノードは原子タイプに
よってラベル付けされている．MUTAGデータセットは，細菌に対する変異原性
の影響に応じて 2クラスに分類された 188個の化合物で構成される．PTCデータ
セットは 344 個の化合物から成り，ネズミにおける発がん性を示している．NCI1
と NCI109はそれぞれ非小細胞肺癌細胞株と卵巣癌細胞株に対する活性について
スクリーニングされた化合物データセットからバランスを考慮してサンプリング
したサブセットであり，4110個と 4127個のグラフで構成される．
PROTEINS はタンパク質に関するデータセットで，ノードが 2次構造要素を
表し，エッジがアミノ酸配列または 3D空間の近傍を表す 1113個のグラフで構成
される．
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IMDB-B はグラフにノードラベルもエッジラベルもない，特別なグラフデータ
セットである．このデータセットには，映画コラボレーションデータベースから
変換されたグラフが格納される．より具体的には，2つのジャンル「アクション」
と「ロマンス」の 2つの映画コラボレーションネットワークが構築される．ノー
ドは俳優/女優を表し，同じ映画に登場する場合はそれらの間にエッジがある．次
に，この二つのネットワークから各俳優/女優の ego-networkを抽出しグラフデー
タとする．そして，各 ego-networkを代表するグラフが 2つのジャンルのどちらに
属するかを判断するタスクを行う．
¤¿´åÕçK“Ã”»·¿Ä
種類 2に所属する 5つのデータセットは，MUTAG*[24]，NCI33[13]，NCI81[13]，
NCI83[13]，およびDBLP[13]である．
MUTAG* | NCI33 | NCI81 | NCI83 これらのデータセットも化学情報学の
分野からのデータである．MUTAG*データセットはMUTAGと同じで，さらに
エッジが化学結合タイプでラベル付けされている．NCI33，NCI81およびNCI83
データセットはそれぞれ黒色腫の癌細胞株，大腸癌細胞株および乳癌細胞株に対
する活性についてスクリーニングされた化合物データセットからバランスを考慮
してサンプリングしたサブセットであり，2843個，4030個および 3867個のグラ
フで構成される．さらにエッジは化学結合タイプでラベル付けされている．
DBLP データセットは，コンピュータサイエンスの参考文献データから変換さ
れた 19456個グラフで構成されている．各論文は下記のルールでグラフへ変換す
る．(1)各論文は論文ノードになる．(2)論文タイトルに含まれるキーワードはキー
ワードノードになり，論文ノードと接続される．また，同じ論文ノードに接続され
たキーワードノード群は全結合する．(3)論文の間に引用関係があれば，対応する
論文ノードペアにエッジを張る．論文ノードは論文番号を，キーワードノードは
キーワードをノードラベルとして持つ．また,エッジには両端点が論文ノードであ
るかキーワードノードであるかを表すラベルが付与される．このデータセットに
対するタスクは，各論文の分野が「データベースとデータマイニング」或は「コ
ンピュータビジョンとパターン認識」のどちらであるかを推定する 2クラス分類
である．
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3.3.2 実験の設定
GL2vecの実装では，既存のGraph2vecソフトウェアパッケージをサブルーチン
として呼び出し，Graph2vecのパラメーターについては，根付き部分グラフの最
大の深さHを 3に設定し，Graph2vecで生成した特徴ベクトルの次元を  = 1024
に設定する．そして，GL2vecはグラフの特徴ベクトルとライングラフの特徴ベク
トルを連結するので，最終の特徴ベクトルが 2048次元になる．
生成した各グラフの (特徴ベクトル,所属するクラス)ペアを線形 SVM分類器に
任せて，グラフ分類タスクを行う．データセットごとに，サンプルの 90％を学習
データとしてランダムに選択し，残りの 10％のサンプルをテストデータとして使
用する．SVMのハイパーパラメーターは 5分割交差検証によって調整され，実験
を 20回繰り返し，テストデータでの平均分類精度を報告する．
3.3.3 実験結果
表 3–2: エッジラベル無しグラフ分類の正解率 (平均  標準偏差)%
データセット名 MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B
Graph2vec 83.68 7.02 61.00 5.58 72.50 6.16 75.82 2.72 75.87 2.27 72.80 3.42
GL2vec 86.58 5.78 60.57 4.41 70.09 5.52 77.77 2.34 79.69 2.04 74.10 4.44
表 3–3: エッジラベル有りグラフ分類の正解率 (平均  標準偏差)%
データセット名 MUTAG* NCI33 NCI81 NCI83 DBLP
Graph2vec 83.68 7.02 78.95 1.82 77.77 2.24 75.90 1.66 90.63 0.59
GL2vec 87.63 7.50 81.30 2.17 79.60 2.09 77.29 1.31 92.27 0.62
種類 1 に所属する 6 つのエッジラベル無しのデータセットに対し，従来手法
Graph2vecおよび提案手法GL2vecで生成した特徴ベクトルを用いたグラフ分類の
正解率が表 3–2で報告される．これらのデータセットのうち 5つは [3]でGraph2vec
の評価に既に使用されているが，本論文におけるGraph2vecの実験では，もとの
論文とほぼ同じ精度が再現できた．表 3–2は，GL2vecが 4つのデータセット (MU-
TAG，NCI1，NCI109，および IMDB-B)でGraph2vecよりも優れていることを示
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している．提案手法が従来手法よりそれぞれ 2.90%，1.95%，3.82%で分類精度が
上がっている．そしてPTCに対して，提案手法と従来手法が同じぐらい精度が出
る．なお，PROTEINSに対して，正解率が 2.41%で下がっている.これらの結果
から，ノードラベルの影響を受けずにライングラフの特徴ベクトルで構造情報を
補完する GL2vecのアプローチは有望であると主張しているが，まだ決定的では
ない．
IMDB-Bデータセットに関して，元々ノードラベルがないため，Graph2vecは
ノードの次数を元のグラフのノードラベルとして使用する．3.2.2節の最後の説明
によると，この実験結果は次のように解釈される．GL2vecは，元のグラフとライ
ングラフを用いての 2つの異なるレベル (粗い構造特徴と細かい構造特徴)で構造
的類似性を測る，単一レベルの構造的な類似性に基づくGraph2vecよりも優れて
いる．
種類 2 に所属する 5 つのエッジラベル有りのデータセットに対し，従来手法
Graph2vecおよび提案手法 GL2vecで生成した特徴ベクトルを用いたグラフ分類
の正解率が表 3–3で報告される．表 3–3は，すべてのデータセットに対し，提案
手法が従来手法より分類精度が上回っていることを示している．これらの結果は,
GL2vecがGraph2vecでのエッジラベルを処理できないことを適切に解決し，エッ
ジラベル情報をライングラフの特徴ベクトルで補完することを証明している．ま
た，エッジラベルがグラフ分類タスクに役立つことも明らかになった．
全体的に，GL2vecは 11個のデータセットのうち 9個でGraph2vecよりもグラ
フ分類の正解率が上回る．なので，ライングラフを用いて，元のグラフの特徴を
補完できることが確認できた．
3.4 ‡qŠ
本章では，まず，Graph2vecの二つ欠点を指摘した．一つ目はエッジラベルを扱
えないこと，二つ目は抽出した根付き部分グラフを識別 IDへマッピングする際に，
ノードラベルとグラフ構造を同時に畳み込むため，構造の類似性を適切に表現でき
ない場合があることである．そして，この二つ欠点を改良するために，Graph2vec
への拡張する手法GL2vecを提案した．提案手法GL2vecでは，ライングラフを活
用することで，元のグラフにおけるエッジラベルおよびエッジ次数がライングラフ
のノードに渡すことが出来る．ライングラフの特徴ベクトルにより，元のグラフ
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の特徴ベクトルで含まないエッジ属性情報と構造情報を補完できる．実験で，ラ
イングラフと元のグラフの特徴ベクトルを連結することで，GL2vecはGraph2vec
よりもグラフ分類タスクの性能を改善することを示した．
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第4章
GINの改善
2.3.1節で述べたGINでは，ノード属性付きグラフを対象に，ノード間で情報伝
搬することで，ノードの潜在特徴ベクトルを更新する．また，全ノードの特徴ベク
トル合成してグラフ分類用のグラフ全体に対する特徴ベクトルを生成する．また，
end-to-endで，特徴抽出器と分類器を一緒に学習させる．このようなアプローチ
も欠点がある．本章では，GINの不足を改良する手法GLINを提案する．
まず，4.1節で，GINの欠点を指摘する．そして，4.2節で，その課題を克服す
る手法を提案する．4.3節は実験．4.4節はまとめ．
4.1 GINの欠点
2.3.1節で説明した通り，GINはGNNの一員であり，情報伝搬を行う．特に，各
ノード vを根として，集約した近傍ノードの特徴ベクトルと根ノード現在の特徴
ベクトルを結合することで，根ノードの特徴ベクトルを更新する．このように情
報伝搬で得られるノードの潜在特徴ベクトルが下記四つの条件でで決定される．
1. 入力したノードの属性情報
2. グラフの構造，特に隣接ノード関係
3. モデルの構成:潜在特徴ベクトルの次元数やネットワークの層数など
4. 学習されたネットワークの重み
上記の条件から見ると，明らかに，GINではエッジの属性情報を使用してない．
グラフ上で，いくらノード間でノード属性情報を伝搬しても，生成したノードの
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図 4–1: 提案手法GLINの仕組み
潜在特徴ベクトルにはエッジの情報が一切含まれない．この結果，全ノードの特
徴ベクトルから計算されるグラフの特徴ベクトルもエッジの情報に一切反映して
いない．3章の実験で示した通り，エッジの属性情報 (ノード間の関係を表す情報)
はグラフ分類にとってかなり重要な情報である．それを活用できれば，一歩より
高いグラフ分類精度が得られると期待される．
4.2 提案手法:GLIN
本節では，4.1節で指摘したGINの欠点を改善するために，GINへの拡張する
フレームワークであるGLIN(Graph and Line graph Isormorphism Network)を提
案する．
提案手法のフレームワークが図 4–1に示す．3章で提案した GL2vecと同様に，
GLINもライングラフを用いて，グラフの特徴ベクトルをエッジ特徴で補完する．
手順が下記のように構成される．
1. 与えられたグラフの集合{G1, G2, ..., GN}に対し，ライングラフの集合{LG1,
LG2, ..., LGN}を作成．Giのエッジ属性を LGiのノード属性として使う．
2. GiをGIN層に入力し，Giに対して δ次元の特徴ベクトル G⃗iが得られる．
3. LGiをGIN層に入力し，LGiに対して δ次元の特徴ベクトル L⃗Giが得られる．
4. G⃗iと L⃗Giを結合した 2δ次元のベクトルをMLPに入力し，分類を行う．
具体的に，元のグラフGをGINに入力際に，式 2.18と式 2.19により，ノード領域
における近傍ノード間の情報伝搬で，各ノード特徴ベクトル hvを生成 (更新)し，
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それを用いてグラフの特徴ベクトル hGを合成する．hGにはノード属性情報しか
持っていない．なので，提案手法では hGにエッジの属性情報を補完させるために，
ライングラフを活用する．ライングラフ LGをGINに入力すると，4.1と式 4.2に
より，エッジ領域における近傍エッジ間の情報伝搬で，各エッジ特徴ベクトル he
を生成 (更新)し，それを用いてグラフの特徴ベクトル hLGを合成する，合成した
ライングラフの特徴ベクトル hLGがエッジの属性情報を持つ．また，hGと hLGを
結合 (concatenate)したものがノード特徴とエッジ特徴両方とも反映できるグラフ
の特徴ベクトルになる．
h(k)e = MLP
k((1 + ϵ(k)) · h(k  1)e +
X
i2N (e)
h
(k  1)
i ) (4.1)
hLG = CONCAT (SUM({h(K)e |e ∈ G})|k = 0, 1, ..., K) (4.2)
4.3 îg
本節では，提案手法の優位性を検証するために，生物化学情報分野分野におけ
る四つのデータセットを用いて，グラフ分類 (2クラス)タスクを行う．単一の hG
より，hGと hLGを結合した特徴ベクトルが分類タスクの正解率を向上させるのか
どうかを検証する．
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本実験で使ったNCI(National Cancer Institute)データシーリズは，アメリカ国
立がん研究所からの抗がん活性予測データである．化学データをグラフに変換し
たときには，ノードが原子を表し (水素は省略され)，エッジが化学結合を表す．な
お，ノードは原子タイプによってラベル付けされている．にエッジは化学結合タイ
プでラベル付けされている．本実験ではNCI33，NCI81，NCI83，およびNCI123
この四つデータセットを使用する．それぞれ黒色腫の癌細胞株，大腸癌細胞株，乳
癌細胞株，および白血病細胞株に対する活性についてスクリーニングされた化合
物データセットからバランスを考慮してサンプリングしたサブセットであり，2843
個，4030個，3867個，および 5260個のグラフで構成される．すべてのデータセッ
トの情報 (サンプル数，平均ノード数，ノードラベル種類数，エッジラベル種類数)
を表 4–1に示す．
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表 4–1: NCIデータセットの統計量
データセット サンプル ノード エッジ ノードラベル エッジラベル
名 数 数 (平均) 数 (平均) 種類数 種類数
NCI33 2843 30.2 32.9 29 4
NCI81 4030 29.6 32.3 31 4
NCI83 3867 29.5 32.2 28 4
NCI123 5260 28.8 31.4 33 4
4.3.2 実験の設定
ハイパーパラメターの設定について GINの論文 [4]での最適なハイパーパラメー
タ設定を参照し，設定は以下通り．
• モデルのアーキテクチャ
⋄ GINの階層数:4
⋄ 各GIN層内にあるMLPの階層数:2
⋄ 分類器としてのMLPの階層数:2
⋄ 各MLPにおける隠れ層のニューロン数:32
⋄ ϵ:0
⋄ 各隠れ層に batch normalization[17]を使用する．
• パラメターの学習
⋄ 最適化アルゴリズム:Adam[15]
⋄ 学習率:初期値は 0.005であり，50エポックごとに 0.5の減衰率で学習率
を調整する．
⋄ エポック数:300
⋄ batch-size:128
⋄ 分類器での dropout[16]率:0.5
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実験で使った pythonのライブラリについて rdkit[25]，networkx[26]，pytorch-
geometric[18]，およびpytorch[27]，この四つのライブラリを用いて実験を行う．ラ
イブラリの役割は以下通り．
 rdkit: 化合物データ (.sdfファイル)を読み取ると分析する．
 networkx: グラフの生成と，グラフからライングラフへ変換などのグラフに
対する操作を行なう．
 pytorch-geometric: GINレイヤーを構築する．
 pytorch: MLPレイヤーの構築とネットワークの学習などの操作を行う．
評価基準について 各データセットを 80%，10%，10%の割合で，学習，検証，テ
ストの三つのグループにランダムで分ける．過学習を抑えるために，学習データを
使って学習するときには，検証データに最も正確に分類できるモデル (ネットワー
クの重み)を選択する．そして，そのモデルによりテストデータのグラフ分類実験
を行う．モデルの生成は (1)学習データ，検証データ，テストデータをランダムに
選択すると，(2)ネットワークの重みをランダムに初期化するというように乱数を
2箇所で用いている．グループ分けのランダムシードを五つと，重み初期化のラン
ダムシードを三つ用意して，合わせって 15回の実験 (15パターン)を行って，テス
トデータでの分類正解率 (平均と標準偏差)を報告する．
4.3.3 実験結果
表 4–2: グラフ分類の正解率 (平均  標準偏差)%
データセット名 NCI33 NCI81 NCI83 NCI123
GIN 80.56 2.96 77.06 1.22 75.35 1.84 74.47 2.29
GLIN 80.92 2.26 79.21 1.86 76.39 1.91 75.02 1.48
実験結果を表 4–2に示す．すべてのデータセットに対し，提案手法GLINが，従
来手法GINよりもグラフ分類の性能を向上させていることがわかる.なお，提案
手法では，エッジ領域における情報伝搬で学習したライングラフの特徴ベクトル
と，ノード領域における情報伝搬で学習した元のグラフの特徴ベクトルを結合す
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ることで，ノード属性情報とエッジ属性情報両方を考慮したグラフの特徴ベクト
ルを適切に表現することができたと考えられる．3.3節の実験結果と同様に，本実
験の結果も，エッジ属性情報がグラフ分類タスクに役に立つことを示した．
4.4 まとめ
本章では，まず，GINの欠点を指摘した．その後，GINへの拡張するフレーム
ワークGLINについて述べた．そして，実験によって，ライングラフを用いて，元
のグラフの特徴ベクトルにエッジ属性特徴を補完することが可能であることを示
した．また，提案法GLINは従来法であるGINよりもグラフ分類タスクの性能を
改善することを示した．
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第5章
関連研究
本章では，グラフに基づくパターン認識分野におけるライングラフを用いた二
つの関連手法について説明する．
Bai et al.[19]は，一致したエッジペアの数から 2つのグラフ間の類似性を測定
するエッジベースのマッチンググラフカーネルEMBKを提案した．2つのエッジ
が一致するかどうかを判断するために，彼らはライングラフを用いて各エッジの
特徴ベクトルを生成する．特に，グラフGにおける各エッジ eの特徴ベクトルの
i 番目の座標値は，ライングラフにおけるノード v(e)の i ホップ周囲の周辺情報か
ら決定される．彼らは，エッジベースのマッチングカーネルが，元のグラフで定
義されるノードベースのマッチングカーネルよりも優れていることを示している．
本研究で提案した手法と EMBKの違いは下記の 2点である．(1)EBMKはグラフ
マッチングカーネルであり，グラフの特徴ベクトルを直接に生成しない．一方，提
案法は，任意のベクトルベースの機械学習アルゴリズムに適用できるグラフの特
徴ベクトルを生成する．(2)EBMKは元のグラフを無視して，線グラフのみを使用
するが、提案法は元のグラフとライングラフ両方とも考慮したグラフの特徴ベク
トルを生成する．
DPGCNN[20]は，GAT(Graph Attention Networks)[21]を拡張した双対グラフ
畳み込みネットワークある．GATはノード特徴を用いてアテンションスコアを計
算するが，DGCNNはエッジ特徴を基にしてアテンションスコアを計算する．提
案法と類似しているのは，DPGCNNもライングラフのノード特徴を元のグラフの
エッジ特徴をとして扱うこと．なお，違いとして，DGCNNがノードとエッジの
特徴量を生成し，それをノード分類，リンク推定などのタスクに適用する．一方，
提案法はグラフの特徴ベクトルを生成して，グラフ分類などのタスクに適用する．
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第6章
結論
本論文では，ニューラルネットワークを用いたグラフの分散表現 (特徴ベクトル)
を学習する課題を着目し，エッジ特徴により，グラフの分散表現を改良する手法
を提案した．具体的に，まず，5章で，近年提案された様々なグラフの分散表現の
学習手法から二つの代表的な手法であるGraph2vecとGINについて説明した．そ
して，3章で，従来手法Graph2vecの二つ欠点 (1)エッジラベル情報を扱えないこ
とと，(2)グラフ間構造の類似性が適切に表現できないことを指摘した．それを対
処するため，グラフGのエッジ双対グラフLG(ライングラフ)を利用して補う手法
GL2vecを提案した．ライングラフ LGを用いて，グラフGのエッジ特徴を表現で
きることを示した．実験によって，エッジ特徴 (属性特徴，構造特徴)とノード特
徴両方を考慮した提案法GL2vecが従来法Graph2vecよりもグラフ分類性能を改
善することを示した．また，4章で，エッジ属性付きグラフに適用できないGINへ
の拡張モデルGLINを提案した．ライングラフを用いて，エッジ特徴を表現でき
うことを再び示した．実験によって，エッジ特徴を補完することで，提案法GLIN
は従来法GINによりもグラフ分類の性能を改善することを示した．
上記の二つ改良例から，ノード属性しか扱えないグラフ分散表現学習のモデル
の一族に対し，ライングラフはエッジ属性を活用できる有効なツールであること
が考えられる．エッジ特徴がグラフ分類タスクに役に立つことも明かになった．
今後の課題について，1つの興味深い研究問題は，大きいかつ密なグラフの処理
に関するものである．元のグラフが大きいかつ密な場合，ライングラフにおける
ノードの数が元のグラフより 2乗まで増加する．したがって，計算リソースがか
かる．このような場合にライングラフを用いたモデルへの拡張する方法は，検討
する価値がある．
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