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1 はじめに
大規模疎行列を係数に持つ連立一次方程式 Ax=b,  A\in \mathbb{R}^{n\cross n},  b\in \mathbb{R}^{n} を短い漸化式を
用いる Krylov 部分空間法によって数値的に解くことを考える.
双共役勾配 (BiConjngate Gradient, BiCG) 法[4] やその改良である自乗共役勾配 (Conju‐
gate Gradient Squared, CGS) 法[13] , 安定化双共役勾配 (BiCG STABilized, BiCGSTAB)
法 [16] などの積型 BiCG 法は,最も基本的かつ有効な反復法であり,広く利用されてい
る.しかし,これらの反復法では,残差などの反復ベクトルのノルムが大きく振動すると
き,丸め誤差が拡大し,収束性が悪化する場合がある.特に,漸化式から求まる残差  r_{k}
と近似解  x_{k} から陽に求まる真の残差  b-Ax_{k} との間に大きな乖離が生じることが知られ
ている [1, 5, 6, 10]. 以降,この乖離を residual gap と呼ぶ.
通常,短い漸化式を用いる Krylov 部分空間法では,その漸化式から求まる残差ノルム
 \Vert r_{k}\Vert が十分に小さくなったとき,反復を停止する.しかし,丸め誤差の影響により residual
gap が生じるため,反復終了時点において真の残差ノルム  \Vert b-Ax_{k}\Vert を計算し,これに
よって近似解の精度を評価することが一般的である.ここで,漸化式から求まる残差ノル
ムと真の残差ノルムとの問には,次の関係が成り立つ.
 \Vert b-Ax_{k}\Vert\leq\Vert(b-Ax_{k}.)-r_{k}\Vert+\Vert r_{k}\Vert.
右辺の第 項が residual gap を表し,無限精度演算であれば  0 となるが,浮動小数点演算
では丸め誤差の影響により  0 とはならない.したがって,residual gap が大きくなると,
たとえ漸化式から求まる残差ノルムが減少し続けても,真の残差ノルムは一定の値で停滞
し,近似解の精度が向上しなくなる.このような状況を偽収束と呼ぶ.
BiCG 法や積型 BiCG 法において,偽収束を回避する,すなわち residual gap の拡大を
防ぐには,残差ノルムが大きく振動せずに滑らかに減少することが望ましい [5,  101 . これ






解の精度は,同程度になることが明らかにされている [7]. これに対して,最近, スムー
ジングにおける丸め誤差の影響を再考し,近似解精度の改善に向けた新しい計算スキーム
が提案された [8]. この手法は,特に CGS 系統の反復法 [5, 13] に対して有効であり,少な
い計算コストで近似解の精度が向上することが示されている.
本稿では,いくつかの漸化式の形式とresidual gap との関係を述べた ‐  \vdash_{arrow}で,文献 [8] で提







式の形式と residual gap との関係について述べる.次に3節では,従来のスムージングと





 x_{k+1}=x_{k}+p_{k}, r_{k+1}=r_{k}-q_{k\tau} . (2.1)
ただし,ベクトル  p_{k} は適当な探索方向を表し,儀は理論上  Ap_{k} と等価なベクトルを表
す.なお,BiCG 法などの反復法では,ステップ幅にあたる漸化式の係数  \alpha_{k},  \beta_{k} などが通
常は含まれるが,議論を簡単にするため,ここでは省略する.
漸化式 (2.1) によって得られる近似解と残差の問には,理論上  r_{k}= b—Axk という関
係が成り立つが,浮動小数点演算ではこの関係が失われる.これは特に,丸め誤差の影響
により反復過程で縣と  Ap_{k}. の等価性が崩れることに起因する.なぜなら,両者の差分を
 \delta_{k}  :=Ap_{k} —儀と定めると,  k 反復目における residual gap は,
  \Vert(b-Ax_{k})-r_{k}\Vert\leq\sum_{\dot{j}^{=0}}^{k-1}\Vert\delta_{j}\Vert (2.2)
と評価されるためである (cf. [1]). ただし,初期近似解は  x_{0}=0 とし,漸化式 (2.1) 中の
加減算で生じる丸め誤差は無視する.以上より,residual gap に関しては,アルゴリズム
中でどのようにベクトル畝を計算するか (与えられた探索方向  p_{k} に対して,  A窟に相当
するベクトルをどの程度精度よく計算できるか) が重要となる.
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最も基本的な計算法は,行列ベクトル積  Ap_{k}(=q_{k}) を陽に計算するものであり,BiCG
法,CGS 法,BiCGSTAB 法などはいずれもこの形式に準ずる.このとき発生する誤差は,
行列ベクトル積によるものであり,以下のように表すことができる [10].
 fl(Ap_{k})=Ap_{k}+\triangle_{k}p_{k} , \Vert\triangle_{k}\Vert\leq\hat{n}
u\Vert|A|\Vert . (2.3)
ただし,  fl(\cdot) は浮動小数点演算による結果を表し,  \triangle_{k}p_{k} が誤差項である.  \triangle_{k} は  A にも
依存する  n\cross n の行列,  \hat{n} は  A の1行あたりの最大非零要素数,  u は浮動小数点演算にお
ける相対精度を表す.また,  A=(a_{ij}) に対して  |A|=(|0_{ij}|) である.行列ベクトル積に
よって生じる誤差項の蓄積を考えると,(2.2) は次のように変換される [10].
  \Vert(b-Ax_{k})-r_{k}\Vert\leq\sum_{j=0}^{k-1}\Vert\triangle_{j}p州   \leq 2u\kappa\sum_{j=0}^{k}\Vert r_{j}\Vert . (2.4)
ただし,  \kappa:=n\Vert|A|\Vert\Vert A^{-1}\Vert であり,  O(u^{2}) の項は無視する.(2.4) より,残差ノルムが大
きく振動して   \max_{j}Ir_{j}\Vert\gg\Vert  | rÛ  ||  =\Vert b\Vert となる場合 , 相対的に residual gap が大きくなる
可能性があることがわかる.
次に,ベクトル縣も漸化式によって計算する方法が挙げられる.例えば,探索方向が
 p_{k}=rん  +p_{k-1} と表される場合,
 q_{k}=Ar_{k}+q_{k-1} (2.5)
と更新できる.このような形式は双共役残差(BiConjugate Residual, BiCR) 法 [12] など
で用いられる.ただし,先程と同様に漸化式の係数については省略する.行列ベクトル積
はベクトル瀞んを求めるために用いられ,(2.3) と同じように誤差が混入する.すなわち,
 fl(Ar_{k})=Ar_{k}+\triangle_{k}r_{k} であり,これによって生じる誤差項の蓄積を見積もると,(2.4) に
対応する評価として,次が得られる [1].
  \Vert(b-Ax_{h_{!}}.)-r_{h_{\ovalbox{\tt\small REJECT}}}.\Vert\leq 
2u\kappa\sum_{\prime,J^{=0}}^{k-1}(k-j)\Vert q_{j}\Vert . (2.6)
したがって,  \Vert qj\Vert の大きな振動が residual gap に影響を与えることがわかる.
最後に,上記の2つとは異なる方法でベクトル  qんを計算する場合について簡単に述べ
る.近年注目されている IDR  (s) 法 [14] やその拡張にあたる IDRstab 法 [11] (cf. [15]) など




列ベクトル積以外の演算により発生する丸め誤差が  \Vert\delta_{k}\Vert を拡大させる要因となることが
考察されている.また逆に,行列ベクトル積  Ap_{k}(=q_{h}.) を陽に計算するように漸化式を
修正することで,residual gap は小さくなり,近似解の精度が改善されることも示されて












適当な反復法によって得られる近似解と残差の列をそれぞれ  \{x_{k}\},  \{r繍とする.スムー




ただし,  x_{0}^{S}=x_{0},  r_{0}^{\llcorner s}=r_{0} とする.ここで,  \eta_{k} はパラメータであり,本稿では直交性
 r_{k}^{s}\perp r_{k}-r_{k\cdot-1}^{s} が成り立つように定める.これを最小残差スムージング (Minimal Residual
Smoothing, MRS) と呼ぶ..MRS では,明らかに  \Vert r_{k}^{s}\Vert_{2}\leq\Vert r_{k-1}^{s}\Lambda\Vert_{2} かつ  \Vert r_{k}^{s}\Vert_{2}\leq\Vert r_{k}\Vert_{2} が
成り立つ.
(3.1) による MRS の実装は容易であり,スムージング後の残差ノルムは滑らかに減少
するため,一見するとresidual gap の改善にも役立つように思われる.しかし,実際には
 r_{k} と  b-A職との乖離が大きくなるとき,スムージング後の残差  r_{k}^{S} と対応する真の残差
 b-Ax_{k}^{s} との乖離も同程度に大きくなる.これは元の反復列に蓄積した丸め誤差が,ス
ムージング後のベクトル列にも影響を与えるためと考えられる.また,Zhou とWalker に






 x_{k\cdot+1}=x_{k}+p_{k}, r_{k+1}=r_{k}-Ap_{k} (3.2)
と更新されるものとする.ただし,ベクトル  Ap_{k} は探索方向  p_{k} に  A を陽に掛けることで
得られる.このとき,探索方向を用いて,補助ベクトル  v_{k+1}^{s} を次のように計算する.
 v_{k\cdot+1}^{S}=(1-\eta_{k})v_{k}^{S}+p_{k} . (3.3)
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である.さらに,(3.4) によって求まるスムージング後の残差  r_{k+1}^{S} を用いて,元の CGS 系
統の残差  r_{k+1} を
 r_{k+1}=r_{k+\~{I}}^{s}-(1-\eta_{k+1})Av_{k+1}^{s} (3.5)
と計算し,反復過程で使用する.(3.5) によって求まる残差が元の CGS 系統の残差と等し
くなることは,帰納法により証明される [8]. なお,以上の実装において,近似解と残差
の更新 (3.2) および行列ベクトル積  Ap_{k} は,もはや不要となることに注意されたい.
スムージング  (3.3)-(3.5) は,Zhou と Walker による実装法 [19] を元に改良されたもの
であるが,従来の方法とは二つの明確な違いがある.第一に,従来の Zhou とWalker によ
る実装法では,  Av_{k+1}^{S} に相当するベクトルを漸化式によって計算するが,(3.4) ではベク
トル  v_{k+1}^{S} に  A を陽に掛ける.これにより,スムージングされた残差と対応する近似解は
(3.2) と同様の形式によって更新され,residual gap の評価も容易となる.すなわち,(3.4)
における residual gap は,(2.4) と同様にして,
  \Vert(b-Ax_{k}^{S})-r_{k}^{S}\Vert\leq 2u\kappa\sum_{j^{=0}}^{k}\Vert r_{j}
^{s}\Vert (3.6)
と見積もられる [8, 10]. (3.6) において,スムージング後の残差ノルム  \Vert r_{j}^{s}\Vert は滑らかに減
少することから,従来の (2.4) に比べると residual gap は相対的に小さく抑えられるとい
える.第二の違いは,(3.5) の利用である.従来の方法では,スムージング後のベクトル列
が元の CGS 系統の反復過程に影響を与えることはないが,(3.5) によりスムージング前後
の反復列が相互作用するスキームに変化している.特に,(3.5) によって得られる残差に
混入する局所誤差は,元の (3.2) で残差を計算する場合に比べて相対的に小さくなり [8],
近似解精度の向上に役立つと考えられる.詳細は文献 [8] を参照されたい.
3.2 BiCGSTAB 法への適用
スムージング  (3.3)--(3.5) を BiCGSTAB 法に適用することを考える.BiCGSTAB 法の
残差  r_{k}. は,1次多項式の積からなる安定化多項式  \phi_{k\cdot+1}(\lambda)=(1-\omega_{k}\lambda)\phi_{k}(\lambda) と,BiCG 法
の残差  r_{k}^{bZcg} との積,すなわち  r_{k}  :=\phi_{k}(A)r_{1}^{b.icg} によって定まる [16]. この残差の更新過程
は,BiCG 法の残差を1つ進めて中間的な残差嘘  =\phi_{k}.(A)r_{k+1}^{bicg} を求める過程と,1次多項
式を施して  T_{k+1}=(I-\omega_{k}.A)嘘に更新する過程とに明確に分けられる.これらの過程は,
それぞれ BiCG part と polynomial part と呼ばれ , 適当な補助ベクトル嶌を伴って,次
の漸化式によって表される.
緯 r_{k}'.  =r_{k}-\alpha_{k}Au_{k} , (BiCG part) (3.7)
 r_{k+1}=r_{k}'-\omega_{h}.Ar_{k}' . (polynomial part) (3.8)
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Algorithm 1. Smoothed variant of BiCGSTAB,
1. Select an  initia1 guess  x_{0}.
2. Compute  r_{0}=b-Ax_{0} , and choose  \overline{r}_{0}
3. Set  u_{0}=r_{0},  r_{-1}'=0,  \omega_{-1}=0 , and  \rho_{0}=(r_{0},\tilde{r}_{0})
4. Set  x_{0}^{s}=x_{0},  r_{0}^{S}=r_{0_{\vee}}.v_{0}^{S}=0 , and  \eta_{0}=0
5. For  k=0,1,2 , . . . , until convergence do:
6.  \alpha_{k}=\rho_{k}/(u_{k}., A^{T}\tilde{r}_{0})
7. Set  p_{k^{n}}=\omega_{k-1}r_{k\cdot-1}'+\alpha_{k}u_{k}
8.  v_{k+1}^{S}=(1-\eta_{k})v_{k}^{S}+p_{k}





13. Set  Au_{k}.  =(r_{k}-r_{k}')/\alpha_{k}.
14.  \omega_{k}=(r_{k}^{f}, Ar_{k}')/(\Lambda r_{k\wedge}', Ar_{k}')
15.  x_{k+1}=x_{k}'+\omega_{k}.r_{\lambda:}'
16.  r_{k+1}=r_{k}'-\omega_{k}Ar_{\lambda}
①7.  \rho_{k+1}  = (rk  + Ĩ,  \tilde{r}_{0} )
18.  \betaた  =(\rho_{k\cdot+1}/\rho_{k})(\alpha_{k}/\omega_{k})
19.  u_{k+1}=r_{k+1}+\beta_{k}(u_{k}-\omega_{k}Au_{k})
20. End for
ただし,  \alpha_{k} は BiCG 法の残差多項式を定めるひとつの係数であり,  \alpha_{k\wedge}=  (r_{k}, \tilde{r}_{0})/(Au_{k}, \tilde{r}_{0})
と計算される.  \overline{r}_{0} は初期シャドウ残差である.また,安定化多項式の係数  \omega_{k} は,局所的
に残差2ノルム  \Vert r_{k+1}\Vert_{2} が最小化されるように,  \omega_{k}=(r_{k}', Ar_{k}')/(Ar_{k}', A_{T_{k}'}) と計算される.
(3,7), (3.8) は,(3.2) と同様の形式であるから,各paĨl に対してスムージング  (3.3)-(3.5)
を適用することができる.しかし,CGS 系統の反復法とは異なり,計算コストに関しては
注意を要する.(3.7) , (3.8) は,行列ベクトル積により求まる2つのベクトル  Au_{k},  Ar_{k}' を
含み,これらは係数の計算などアルゴリズム中の他の部分でも使用される.したがって,




行列ベクトル積  A嘘を取り除くことはできないため,スムージングを BiCG part のみに
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適用する.具体的には,(3.7), (3.8) の漸化式を BiCG part の残差を基準に縮約し,
 r_{k}'=r_{k-1}'-Ap_{k}, p_{k} :=\omega_{k-\^{I}}r_{k-l}'+\alpha_{k}u_{k} (3.9)
として考える.(3.9) により,BiCG part で生成される残差列  \{r_{k}'\} に対して,スムージン
グ  (3.3)-(3.5) を自然に適用することができる.BiCGSTAB 法において,残差ノルムが大
きく跳ね上がるのは BiCG part であるから,このような部分的な適用でもスムージング
の効果は見込まれる.
次に,文献 [10] に倣い,行列ベクトル積  Au_{k} の計算を取り除く.具体的には,係数  \alphaん
について,分母の計算を  (u_{k}, A^{T}\overline{r}_{0}) とする.行列ベクトル積  A^{T}角は,反復を開始する前
に一度だけ計算し,保持しておけばよい.また,補助ベクトル  u_{k} の更新にベクトル  Au_{k}
が必要となるが,(3.7) より,  r_{k}' が計算された後に,  Au_{k}=(r_{k}-r_{k}^{\ovalbox{\tt\small REJECT}})/\alpha_{k} と逆算すること
ができる.これらの工夫により,行列ベクトル積  Au_{k} は不要となる.
以上の修正を踏まえて,スムージング  (3.3)-(3.5) を BiCGSTAB 法に適用した提案ア
ルゴリズムをAlgorithm 1に示す.1反復あたりに必要な行列ベクトル積の計算回数は,
 Av_{k+1}^{s} と  A垢を求めるための2回のみである.10, 垣行目で生成される  x_{k+1}^{s},  r_{k+1}^{S} がBiCG
part に対してスムージングを適用した近似解と残差である.また,12行目と16行目で生




数値実験を通して,従来の BiCGSTAB 法とスムージング  (3.3)-(3.5) を適用した方法
(Algorithm 1) の収束性を比較し,提案した方法の有効性を検証する.以降,簡単のため,
提案した方法を  S‐BiCGSTAB法と表記する.
数値実験は,PC(Intel Xeon CPU E3‐1245  v5,16GB RAM) において,GNU  C++5.4.0
コンパイラの倍精度演算を用いて行われた.テスト行列は,疎行列データベースSuiteSparse
Matrix Collection [3] に収納されている非対称疎行列より,odepa400, epb2を取り上げる.
表1に,行列の名前 (Matrices), 次元数  (n) , 非零要素数 (nnz) , 1行あたりの最大非零要
素数  (\hat{n}) , 2ノルム条件数 (cond (A)) を示す.右辺項  b は乱数により生成した.初期近似解
は  x_{0}=0 , 初期シャドウ残差は  \overline{r}_{0}=T_{0} と設定した.収束判定条件として,漸化式から求
まる相対残差2 ノルム (従来の BiCGSTAB 法では  \Vert rん  \Vert_{2}/\Vert b\Vert_{2} , 提案した  S‐BiCGSTAB
法では  \Vert r_{k}^{s}\Vert_{2}/\Vert b\Vert_{2}) が  10^{-12} 以下となったときに反復を停止した.
表1: Characteristics of the test matrices.
Matrices  n nnz  \hat{n} cond(A)
odepa400 400 1,201 5  2.26E+05
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図4.1: Histories of relative norms of updated and true residuals of the original BiCGSTAB
(on the left) and the proposed  S‐BiCGSTAB (on the right) for epb2.
表2: Number of iterations, computation time, and true relative residual 2‐norm of the
original BiCGSTAB and the proposed  S‐BiCGSTAB.
Matrices Solver Iter. Time  [s] True res.
BiCGSTAB 504 0.018 5.  91E-09
odepa400  S‐BiCGSTAB 592 0.023 5.  20E-11
BiCGSTAB 596 1.307 1.  26E-11
epb2  S‐BiCGSTAB 596 1.534 9.  89E-13
図4.1に,行列 epb2に対する各解法の漸化式から求まる相対残差2 ノルムと真の相対
残差2ノルムの振る舞いを示す.グラフの横軸は行列ベクトル積数,縦軸は相対残差2ノ
ルムを表す.ただし,従来の BiCGSTAB 法では BiCG part とpolynomial part で生成さ
れる残差の両方を,提案した  S‐BiCGSTAB法では Algorithm 1の11行目で生成されるス
ムージング後の残差のみを,それぞれプロットする.また,表2に残差ノルムが収束する
までに要した反復回数,計算時間 [秒] , および反復終了時点での真の相対残差2ノルムを,
それぞれ “Iter.  j , , “Time  [s] “True  res^{j} ’ として示す.
図4.1, 表2より,次のことがいえる.行列 epb2に対して,従来の BiCGSTAB 法では
反復の初期段階で残差ノルムが大きく振動しており,相対残差2 ノルムは最大で  10^{3} 程度
まで跳ね上がっている.このとき,漸化式から求まる相対残差2 ノルムは減少し,収束判
定条件を満たしたが,反復の終盤では相対的に大きなresidual gap が生じ,真の相対残差
2 ノルムは1.  26E-11 で停滞した.すなわち,偽収束が起きていることが確認できる.
れに対して,スムージングを適用した  S‐BiCGSTAB法では,残差ノルムは単調に減少し,
かつ漸化式から求まる残差ノルムと真の残差ノルムの振る舞いが一致している.反復終
了時点において,真の相対残差2 ノルムは9.  89E-13 まで減少し,偽収束を回避している





た.Algorithm 1では,残差  r_{k} だけではなく,行列ベクトル積数の増加を抑えるために係
数飢やベクトル  Au_{k} の計算法も変更しているため,収束速度については上記のように変











ムージングを適用した  S‐BiCGSTAB法 (Algorithm 1) の残差ノルムは滑らかに収束し,
かつ従来の BiCGSTAB 法に比べて偽収束が起こりづら  \langle , 近似解の精度が向上する傾向
にあることを示した.今後の課題として,提案した  S‐BiCGSTAB法に対する収束速度の
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