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Abstract
The efficiency of any loss of coolant accident mitigation strategy is necessarily bound by the
promptness of the break detection as well as the accuracy of its diagnosis. The availability of
on-line monitoring tools able to detect the occurrence of such events and appropriately character-
ize the severity of the damage is then crucial for enhancing safety as well as for preserving the
availability and reducing the costs associated with the operation and maintenance of nuclear fa-
cilities. Nevertheless, the requirements of robustness and short latency implied by the necessity
for fast and effective actions are undermined by the challenges associated with break prediction
during transients. Such a task entails the handling of large input spaces on the one hand, and the
availability of only restricted dataset on the other, leaving room for high degrees of uncertainty that
can significantly affect the output credibility.
This study presents a novel approach to tackle the challenges associated with the on-line diagnos-
tics of loss of coolant accidents and the limitations of the current state of the art. The proposed
strategy relies on the combination of more artificial neural network architectures through the use of
Bayesian statistics, allowing to robustly absorb different sources of uncertainty without requiring
their explicit characterization in input. As a results, it provides not only the quantification of the
output confidence bounds but also the enhancement of the model response accuracy on the basis
of the credibility of each individual architecture along the output domain. In addition to these ad-
vantages, the implemented methodology allows to relax the need for model selection as well as to
limit the demand for user-defined analysis parameters, still guaranteeing the real-time feasibility
of the computation. A numerical case-study entailing a 220 MWe heavy-water reactor is analysed
in order to test the efficiency of the developed computational tool.
Keywords: LOCA, Neural Networks, Pattern Recognition, Bayesian Statistics, Fault Diagnostics,
On-line Condition Monitoring
1. Introduction
The attractiveness of nuclear energy in the market and among the public is generally challenged
by its operation and maintenance costs (equal to 73% of the total nuclear power generation cost in
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contrast with 15% of the cost of electricity generation from fossil sources [1]) and by the numerous
concerns regarding the system safety and reliability. Hence, the challenges for the growth of the
nuclear sector involve the enhancement of safety, the preservation of availability and the reduction
of the costs associated with the operation and maintenance of the plants.
The possibility of pipe breaks resulting in refrigerant loss in the primary cooling system, generally
referred as LOCA (Loss of Coolant Accident), is an integral part of the design of pressurized water
reactors (PWRs). Indeed, due to the dramatic consequences that this type of incident may have on
the structural safety of the reactor, the latter must be designed and built with the purpose of with-
standing any related accident scenario avoiding the release of radioactive material to the external
environment. As for any kind of emergency, the key to the effectiveness of the system response to
failure lies primarily with the prompt and accurate diagnosis of the incident occurred. In the spe-
cific case of LOCAs, the severity of the break defines the time until the core will be uncovered and
thus is an essential information to predict the behaviour of the system during the accident scenario
and plan for timely action.
In the case of an accident, this task is allocated to the plant operators: they are required to forecast
the progression of the accident through the observation of the abnormal trends of plant parameters
displayed in the control room (e.g. inlet and outlet temperature, pressure in hot headers etc.) and
their similarity with the typical patterns of specific break sizes and locations. Taking into account
even only the time constraint and the hundreds of instrument readings and alarms the operators
would be faced with, it is not difficult to deduce how overwhelming such task may result and how
much room it leaves to potential errors. On the other hand, LOCA can occur without triggering
drastic transients, i.e. small breaks may result in primary pressure remaining high up for few hours,
making the detection and diagnosis of such occurrence difficult for the operator and hence putting
the system in danger on the long term.
To enhance reactor safety and overcome the limitations and risks associated with the reliance on
operators'response, several efforts towards the automatization of fault detection and diagnostics
have been made. On-line monitoring techniques are commonly regarded as promising tools for
tackling these issues through the continuous supervision of the ongoing processes, behaviour and
overall system health. This is achieved through the acquisition of data while the plant is operat-
ing (i.e. through the use of sensors) on one hand, and on the adoption of low-cost computational
methodologies that ensure real-time computation response on the other.
This latter requirement has progressively led the implementation of such techniques towards the
field of machine learning and, more specifically, towards the use of artificial neural networks
(ANNs). Indeed, this methodology not only ensures fast response in mapping data, which makes
it particularly attractive for on-line monitoring purposes, but has been proven able to satisfacto-
rily capture the non-linear behaviour typical of complex systems [2]. For these reasons, ANNs
solutions are not new to the nuclear industry: successful application include the determination of
two-phase mixture density [3] and flow regime [4], the prediction of the critical heat flux and heat
transfer [5] [6] [7], the calculation of maximum fuel cladding during complex transients [8] [9],
neutron transport [10], reactor reactivity [11] and, more generally, the implementation of control
systems [12] [13] [14] [15]. Focusing exclusively on the use of ANNs for LOCAs monitoring,
the available literature narrows significantly. First attempts date back to the early 90s [16], when
ANNs started acquiring popularity exponentially thanks to the re-discovery of the backpropaga-
tion method [17]. Beyond the work of Bartlett and Uhrig, that embraced LOCAs detection in a
wider-purpose plant transient diagnostics systems, few other studies have focused specifically on
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tailoring neural network models on LOCAs applications [18] [19].
Although these studies have highlighted the great potential of this approach, the reliance on mea-
sured data and the black-box nature of ANNs raise reasonable questions about the impact of the
input and model uncertainty on the analysis accuracy and hence on the credibility of the provided
point prediction. Indeed, measured data possess an intrinsic level of uncertainty, due to its evo-
lutionary nature (i.e. time-space variability) and unavoidable measurement imprecision or even
errors [20]. In the case of real-time monitoring, the degree of uncertainty affecting the prediction
is further exacerbated by the restriction to low computational complexity models, which generally
comes at the cost of lower accuracy. In light of this, the quantification of the uncertainty in output,
and hence the robustness of the tools adopted for the analysis, play a role as crucial as the primary
diagnostic analysis itself. In other words, any robust on-line monitoring methodology should char-
acterize the output of interest with margins of uncertainty in order to provide a fully risk-informed
decision support.
The present study aims to address the limitations of the current literature, providing a novel so-
lution for enhancing the robustness of the adopted models on the one hand and to quantify the
accuracy of the diagnostic response on the other. Differently from existent strategies, the proposed
approach allows to take into account several sources of uncertainty in input (e.g. data noise, model
uncertainty etc.) without requiring their characterization and to quantify the uncertainty affecting
the model in output. This is achieved thanks to the use of a novel methodology that relies on the in-
tegration, through Bayesian statistics, of diverse ANN architectures for shaping the model response
on the basis of the individual models'credibility along the output domain. Section 2 provides a brief
overview of the theoretical background associated with the ANN architectures developed while 3
describes thoroughly the novel methodology proposed for the robustness enhancement and uncer-
tainty quantification of the model. Details regarding the specific computational tools adopted and
implemented are provided in Section 4. Finally, the effectiveness of the novel methodology has
been verified through the analysis of a real-world case-study focusing on a 220 MWe pressurized
heavy water reactor system, discussed in detail in Section 5.
2. Background
Multilayer perceptron (MLP) is the most common class of feedforward artificial neural net-
works, which create a functional mapping from the input space to the output target space. This
is realised adapting the weights connecting the networks nodes, generally referred as neurons,
according to a predefined target through the training of the network. The most widely used train-
ing approach for adapting the weights is back-propagation which is based on gradient descent
techniques. In this study, four different ANN models have been employed. Three of these are
MLP models trained adopting the Levenberg-Marquardt algorithm, as it is the fastest method for
moderate-sized feedforward ANNs (up to several hundred weights) [21]. The three MLP architec-
tures differ for number of layers (e.g. one and two hidden layer networks are considered) and for
number of connections, which were reduced adopting the optimal brain surgeon method, briefly
introduced in section 2.0.1. The fourth model adopted falls in the class of group method of data
handling, described in Section 2.0.2.
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2.0.1. Optimal Brain Surgeon (OBS)
In neural networks, the regularization problem is often cast as minimizing the number of con-
nection weights. When there are too many weights, over-fitting problems can occur which result in
poor generalization performance. Conversely, if there are too few weights, the network might not
be capable to adequately learn the key aspects of the training data. The optimal architecture should
be large enough to learn the problem and small enough to generalize well. When the training set is
very limited, it is increasingly important to choose a network architecture wisely in that it should
only contain the most essential weights. The optimal architecture selection can also be increas-
ingly difficult, if a limited number of available data sets causes difficulties to set aside a suitable
data set for testing purposes. The OBS algorithm proposed by Hassibi et al. [22] is an effective
method to optimize the network architecture, allowing to improve the generalization ability of the
network and hence its robustness.
The OBS algorithm judges the importance of a weight by its saliency which represents the
increase in error that is introduced by eliminating it. Then, the OBS algorithm deletes the weights
with the weakest saliency, which means they are insignificant. This is an iterative process which
continues until a stopping criterion is satisfied [23], as shown in Figure 1.
2.0.2. Group method of data handling (GMDH)
GMDH [24] is an approach that involves growing a neural network which has a self-organized
structure. There is no need to specify the number of layers and neurons in each layer. The GMDH
algorithm replaces the neuron activation functions by the set of hierarchically connected partial
models. The coefficients of these models are estimated by the least squares method. GMDH
networks gradually increase the number of partial model components and find a model structure
with optimal complexity. Thus this approach avoids the tedious work of architecture selection,
and allows focusing on the organization of effective model inputs based on physical and statistical
considerations. Figure 2 shows the structure of a GMDH network with three inputs and one output.
The algorithm is based on a multilayer structure using the general form, which is referred to as the
Kolmogorov-Gabor polynomial (Volterra functional series) [25]. The output of a neuron with three
inputs shown in Figure 2 can be expressed by a partial polynomial, for example as given in Eq. (1)
y = a0+a1x1+a2x2+a3x3+a4x1x2+a5x1x3+a6x2x3
+a7x21+a8x
2
2+a9x
2
3+a10x1x2x3+a11x
3
1+a12x
3
2+a13x
3
3...
(1)
where xi denotes the ith input, y is the corresponding output, and ai, ai j and ai jk are the coefficients.
The architectures of the neural networks applied in this study are from reference [26]. For the
1-hidden layer MLP, there are 15 neurons in the hidden layer. For the 2-hidden layer MLP, there
are 19 neurons in the first hidden layer and 26 neurons in the second hidden layer. There are 586
weights in the fully-connected 1-hidden layer MLP. The minimum number of weights is set to 400,
so there are 186 weights pruned at most to guarantee the accuracy of modelling. For the GMDH
method, the maximum number of inputs for each neuron is 3, the degree of polynomials is 3, the
maximum number of neurons in a layer is 7 and the structure is optimized by the method.
2.1. Interpolation pre-processing
Generally, the training data sets are only available for a limited number of break sizes. This
causes robustness issues, as the resulting neural network models are not very accurate for predicting
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Train a reasonably large network to
minimum error
Compute the Hessian matrix H and invert it
H =
∂ 2E(w)
∂w2
Calculate the saliency of all weights
Lq =
w2q
2[H−1]qq
Delete the weight with smallest saliency
Update the remaining weights using
δw =
wq H−1eq
[H−1]qq
Retrain the network
Satisfy the stopping criteria,
return the network
Figure 1 – The process flow chart of OBS
unseen break sizes. With the aim of improving robustness in this study, interpolation was applied to
generate data sets for additional break sizes for neural network training. Overall, the criterium for
selecting the interpolated sizes is that a newly generated break size can split the interval between
two adjacent break sizes equally. If the break sizes are Bs(1),Bs(2), ...,Bs(n), the interpolated
break size can be calculated as
Bsn(i) = [Bs(i−1)+Bs(i+1)]/2, i = 1,2, ...,n−1 (2)
Therefore, the new break size list is Bs(1), Bsn(1), Bs(2), Bsn(2), ..., Bs(n−1), Bsn(n−1), Bs(n).
Two well-known interpolation methods (linear interpolation and cubic spline interpolation)
were applied in this study.
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Figure 2 – The structure of a GMDH network with three inputs and one output
3. Proposed approach
The ANN implementation process allows to capture the underlying relationship existing be-
tween a set of input factors and an output. This capability is exploited to draw further predictions,
which are provided as crisp estimates of the system response. In spite of the large popularity of
ANNs in a wide range of applications, the lack of transparency associated with their black-box
nature, together with the stochastic character of training process, raises reasonable questions on
the credibility of the model output when addressing real-world problems, which are unavoidably
affected by inherent variability and uncertainty.
The uncertainty affecting the model prediction can be mainly traced back to the input, network
parameters and model structure. Indeed, for the first case, any available dataset will be inevitably
affected by measurement and sampling errors to a certain extent, potentially resulting in misleading
model outputs when the degree of uncertainty becomes significant. Moreover, the overall accuracy
of the diagnosis depends not only on the quality of the available data but also on how much the input
differs from the initial dataset the network was trained on. This is due to the data-driven nature
of the ANN training process, which allows to identify the parameters of the model on the basis of
the information available for calibration. Such mechanism is intrinsically stochastic: due to the
random initialization of the network weights in the training process, even the adoption of identical
architectures and training strategies would result in ANNs characterized by different parameters
and hence performance. In other words, it is not possible to identify an unique set of global optimal
parameters for the model, adding further uncertainty on how well this will later approximate the
true system. Finally, it is worth to stress out that ANNs only approximate the true process or system
under study, implying uncertainty on the model structure due to the simplification and inadequacy
of the approximated model.
In order to deal with the above drawbacks, several numerical techniques aiming to characterize
the uncertainty affecting the network prediction have been proposed in the literature. Probabilis-
tic based methods, including Bayesian neural networks [27]), require the characterization of the
uncertainty affecting the variables involved in the analysis as probability distribution functions.
In this case, the credibility of the model output distribution depends on the accuracy of the input
distribution and on the number of random samples computed [28]. The first of these requirements
implies the capability of accurately capturing the uncertainty in input while the second may hinder
the real-time feasibility of the computation due to the problem size. Similarly, fuzzy logic based
methods [29] are based on the representation of the uncertain model inputs or parameters as fuzzy
numbers to quantify the prediction uncertainty in output. Also in this case, the computational costs
result higher than other more traditional approaches and the methodology requires the character-
ization of the uncertainty in input. Another common category of techniques adopted for ANN
uncertainty quantification embraces error prediction methods: these rely on the analysis of the
model error in reproducing observed data [30]. Due to the low computational costs, this approach
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results quite attractive for real-time purposes but lacks any guarantee on the prediction accuracy
outside of the training domain. Furthermore, a previous comparison between the error estimation
by series association technique and the Bayesian model selection method (which has been demon-
strated to be outperformed by the method proposed in the current study [31]) has highlighted the
superiority of this latter, at least for the application of interest in the current study [32]. Finally, a
further sampling based approach such as bootstrapped techniques [33] rely on the assumption that
the bootstrapped samples follow the statistical characteristics of population data and the resamples
mimic the random component of the process to be modelled.
All the mentioned strategies require the introduction of several assumptions (e.g. related to the
prior distributions of the uncertain input parameters and data to be propagated or to the member-
ship function of the above uncertain quantities), on the validity of which depends the accuracy of
the analysis. Moreover, most of the mentioned techniques imply the need for sampling and opti-
mization, increasing the computational costs of the overall analysis which is a crucial aspect for
real-time applications.
The current study aims to overcome these limitations, bypassing the need for user-defined input
uncertainty and ensuring the computational feasibility of the real-time analysis without affecting
the accuracy of the response, as already highlighted in previous studies [31][32]. This is achieved
through the combination of multiple ANN models responses on the basis of Bayesian statistics,
relaxing the need for model selection. The relevance of this aspect is crucial since different ANNs
may outperform each other in different parts of the domain. In this case, the adoption of one model
rather than the other, implies a decrease of the model performance in such regions. Furthermore,
while it is relatively easy to assess the accuracy of each model over the known dataset (even if the
limitations of accuracy metrics adopted in common practice has been often highlighted [34]), the
same cannot be said with regards to unexplored data regions.
On the basis of Bayesian statistics, the proposed approach allows to predict automatically the ac-
curacy of each model output on the basis of its behaviour over the training dataset and to predict its
reliability outside the known domain. In light of this information, which is obtained avoiding re-
liance on user's judgements, the models'output are combined in a single response whose accuracy
results enhanced compared to the individual ANN contributions. Moreover, it allows to quantify
the uncertainty affecting the output according to the specific area of the domain where the output
lies. This section is dedicated to provide an overall description of the approach adopted, which is
referred to as Adaptive Bayesian Model Selection (ABMS).
3.1. Adaptive Bayesian Model Selection (ABMS)
In order to meet the requirements imposed by the specific application proposed in the current
study, both in terms of robustness of the response and computational time, a novel technique based
on the Bayesian model averaging approach, has been developed.
ANNs sharing identical architectures and training process result in different models (i.e. ANNs
with identical structure but different weights). This is mainly due to the random initialization of
the weights in the training process and leads to the implementation of ANNs characterized by dif-
ferent performance and hence output accuracy, introducing a degree of uncertainty in selecting the
best performing ANN. Although it is common practice to select the best performing ANN based
on cross-validation test (i.e. k-fold), this selection strategy does not take into account the eventual
noise and imprecision affecting the validation data available and the impossibility to determine the
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Define a set of M ANN models over the training dataset Dtrain:
{NN1,NN2, ...,NNk, ...,NNM}
Construct empirical posterior probability from:
P(NNk,yk|Dtrain) = P(Dtrain|NNk)P(NNk,yk)∑Mk=1 P(Dtrain|NNk)P(NNk)
Identify best response yˆ∗
from ANN with maximum P(NNk,yk|Dtrain)
Estimate expected value of the adjustment factor:
E( ˆQ(Y )) = ∑Mk=1 P(NNk,yk|Dtrain)(yˆk− yˆ∗)
Compute robust response:
yrobust = yˆ∗+E( ˆQ(Y ))
Estimate variance of the adjustment factor:
Var( ˆQ(Y )) = ∑Mk=1 P(NNk,yk|Dtrain)(yˆk− yrobust(Y ))2
Compute 95% confidence bounds:
yrobust = yrobust +1.96
√
Var( ˆQ(Y ))
yrobust = yrobust−1.96
√
Var( ˆQ(Y ))
Figure 3 – Overview of the Adaptive Bayesian Model Averaging approach.
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ANN performance when considering unseen data. In order to tackle this issue, a novel method-
ology for the enhancement of ANN response robustness has been developed to exploit the inner
variability of the training process through a Bayesian model averaging technique.
The proposed adaptive Bayesian model selection method computes the posterior probability
associated to each network of the ANN set in the form of a continuous distribution over the out-
put domain. Once the continuous posterior distribution has been computed, the robust response
as well as the prediction confidence bounds are obtained from the individual networks output
adopting as weights posterior probability values according to the distributions previously built,
for each network, over the available calibration dataset. Therefore, given a set of identical (i.e.
the same model structure) ANNs {NN1,NN2, ...,NNk, ...,NNM} trained with the same data set
Dtrain = (X ,Y ) = (x1,y1)...(xi,yi)...(xn,yn), Bayes'theorem can be applied to build a continuous
posterior probability distribution for the kth ANN in the set which is defined as shown in Eq. 3:
P(NNk,yk|(X ,Y )) = P((X ,Y )|NNk)P(yk,NNk)
∑Mq=1 P(Dtrain|NNq)P(NNq)
(3)
where P((X ,Y )|NNk) is the likelihood associated with the NNk for the given training dataset. For
any kth network the true value yi of the prediction for the i-th sample of the training dataset can
be rewritten as y = yˆki+ εk, where yˆki is the i-th output sample provided by the k-th network while
εk is the associated bias, due to data noise and model error. Assuming the bias for each sample
being independent and normally distributed so that εki = εk−N(0,σ2k ), the likelihood in Eq.3 can
be built over the calibration domain on the basis of the probability points obtained for each ith data
sample as:
P((xi,yi)|NNk) = 12piσ2k
· e−
(yi−yˆki)2
2σ2k (4)
where the variance σ2k for the k-th network is computed from the training data according to the
maximum likelihood estimation approach.
On this basis, the posterior probability distribution for each network is built over the response
dataset domain and stored. When the model is run in order to provide a prediction of the sys-
tem state, each output yˆqk,k = 1...M is associated with the approximate value of the probability
P((xq, yˆq)|NNk) obtained from the posterior distribution. This shall be understood as a measure of
the accuracy of the specific output value for the network of reference. On this basis, the best output
yˆ∗q among those provided by each ANN in the training set, is selected, identifying the maximum
value of the posterior probability, so that
P((xq, yˆ∗q)|NN∗) = max(P((xq, yˆ∗q)|NNk)),k = 1, ...,M. (5)
The main idea behind the implemented approach is that the information provided by each
network in the set, and not only the best output, is valuable, but its importance is proportional to its
quality. Hence, the robust response, yrobust, is computed adjusting the best output on the basis of
all the M network outputs but weighting their contribution on the basis of their associated posterior
probability, as shown in Eq.6
yrobust = yˆ∗q+
M
∑
k=1
P(NNk, yˆqk|(X ,Y ))(yˆqk− yˆ∗q) (6)
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The variability of the answer obtained from the M networks contains also valuable information that
can provide a measure of the uncertainty affecting the output. Indeed, assuming the model uncer-
tainty to follow a normal distribution, the 95% confidence bounds on the robust response, express
in terms of upper and lower bounds (yrobust and yrobust respectively), can finally be computed as:
yrobust = yrobust+1.96
√√√√ M∑
k=1
P(NNk, yˆqk|(X ,Y ))(yˆqk− yq robust)2 (7)
yrobust = yrobust−1.96
√√√√ M∑
k=1
P(NNk, yˆqk|(X ,Y ))(yˆqk− yq robust)2 (8)
4. Computational Tool: SMARTool toolbox
All the presented methods and the novel approach proposed in the current study have been
implemented in an open source MATLAB toolbox named SMARTool. The SMARTool contains
procedures and scripts used to identify and train ANN architectures adopting the Machine Learning
Toolbox for MATLAB, while the pruning of the one hidden layer architecture has been performed
adopting the NNSYSID toolbox [23]. The NNSYSID is a toolbox for the identification of non-
linear dynamic systems with artificial neural networks which implements several algorithms for
ANN training and pruning.
The SMARTool toolbox provides the adaptive Bayesian model averaging method [31, 35],
dataset organization and re-population methods (i.e. for linear and cubic spline interpolation as
well as for Gaussian mixture sampling) and dedicated uncertainty quantification techniques, such
as the error estimation for series association [32]. In addition, the SMARTool can also access
the advanced uncertainty quantification techniques provided by OpenCossan [36]. The methods
available in the toolbox include:
• createSMARTdataset: this method allows to organize the available experimental data into
subsets for calibration, test and validation purposes, according to user's size preferences.
Further options provide the enrichment of the available dataset through interpolation (either
linear or cubic spline) or sampling techniques adopting Gaussian mixture random models.
• applyBMS: this method applies the Bayesian Model Selection technique. This latter can
be regarded as a particular case of the ABMS methodology: it relies on the use of crisp
posterior probability values instead of continuous distributions for the characterization of
the networks performance and hence the definition of the robust model response as well
as for the identification of the associated confidence values, which can be specified by the
user [37]. The algorithm performs the implementation of the ANN models through the
Levenberg-Marquardt training algorithm when provided with calibration dataset, while it
directly applies the Adaptive Bayesian Model Selection approach to the data of interest if
the ANN set is already available.
• applyEESA: this method allows the application of the Error Estimation by Series Association
methodology [38] Such approach allows to predict the error associated with the output of a
primary ANN through the use of a secondary ANN specifically trained for such task. The
10
tool provides the implementation of the primary and secondary network upon the specifica-
tion of the model architecture and calibration dataset, as well as the application of existent
models to the data of interest. For further details about the implementation of the method and
the comparison between the EESA and BMS approach performance, please refer to [31].
• applyABMS: this algorithm implements the methodology discussed in Section 2. User de-
fined options include the choice of model for prior and posterior probability distributions
(i.e. uniform or empirical and Gaussian mixture or empirical respectively). As for the ap-
plyBMS method, the algorithm can either provide the training and implementation of the
ANNs according to the calibration dataset and model architecture provided or use existent
ANN sets.
5. Robust On-line monitoring of a Nuclear Power Plant
The simulation setting was referred from Santhosh et al. [39] and consists of the primary
heat transport system of a 220 MWe pressurised heavy water reactor, whose design has a double
containment with a vapour suppression pool. The main aim of the containment is to limit the
release of radioactivity under normal and accident conditions, both at the ground level and through
the stack. The accident scenario contemplated by design is a Loss Of Coolant Accident (LOCA)
involving a double ended guillotine rupture of the reactor inlet header. In case of such accident, the
vapour suppression pool is designed to limit the peak pressure and temperature in the containment,
allowing the complete condensation of the incoming steam and limiting the leakage of fission
products to the surrounding environment. In addition to this, several strategies (e.g. dissolving,
trapping, entraining mechanisms) are in place to perform the removal of the fission products that
reach the pool. All the instrumentation and control parameters are continuously displayed in the
reactor control room.
The aim of the analysis is to identify the severity of the LOCA events on the basis of selected
instrument signals: for this purpose, the main task of the implemented ANN is to recognize the
pattern drawn by the input signals in time and to provide, on the basis of this information, the
severity of the break in output. This is quantified in terms of break size, expressed in comparison
with the double-ended rupture of the largest pipe in the reactor coolant system. For instance, a
200% break indicates the free discharge of the primary coolant from both the broken ends of the
main pipe (this is generally considered the worst accident that can occur in a water circuit).
5.1. Dataset and Models
The proposed approach has been applied to the case study previously described adopting two
different sets of ANNs: the first set includes the four specified architectures (i.e. two layers MLP,
one layer MLP fully connected, one layer MLP pruned, GMDH network) trained on each defined
dataset (i.e. original, with linear and with cubic spline interpolation) for a total set size equal to
twelve networks (SET I); conversely, the second set (SET II) includes only four networks, one for
each architecture, selected from the previous set on the basis of the model performance in terms
of mean square error: for all architectures the best performance was achieved adopting the dataset
enriched through cubic spline interpolation, with the only exception of the 2-hidden layer model
for which the best results were obtained adopting the linearly interpolated dataset. Both the ANN
sets have been tested on two different datasets: the first includes unseen data falling within the
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training domain (i.e. associated with 20%, 60%, 100%, 120% or 200% break size), the second
refers to blind cases where data lie outside the adopted training domain (i.e. break sizes equal to
70%, 50% and 160%).
5.2. Results
The performance of the models implemented has been evaluated in terms of response accuracy
as well as confidence interval efficiency. The first is estimated in terms of mean and standard de-
viation of the squared error (i.e. MSE and STDSE), while the accuracy of the confidence bounds
was computed as the overall percentage of experimental data falling within the defined interval.
The width of the confidence interval has also been taken into account in the comparison in order
to evaluate the degree of precision of the overall analysis. In order to verify the validity of the hy-
pothesis underlying the construction of the confidence bounds for the robust response of the model,
goodness of fit tests have been carried out over the test dataset. Both KolmogorovâA˘S¸Smirnov and
Chi-square sets of tests resulted in the acceptance of the Gaussian distribution hypothesis for the
models response error, with a confidence of 95% and 90% respectively for all the cases analysed.
For both SET I and II, 4 different representations of the prior and posterior probability distributions
have been considered and compared, namely:
a Uniform prior and empirical posterior
b Gaussian mixture prior and empirical posterior
c Gaussian mixture prior and Gaussian mixture posterior
d Uniform prior and Gaussian mixture posterior
For all the cases considered, the adoption of different combinations seems not to significantly
affect the performance of the models and hence the quality of the prediction.
5.2.1. Test Dataset
All the tests performed over the test dataset resulted in bound accuracy well over 95%. In
particular, with regards to SET I, all the output computed fell within the defined confidence bounds,
with the only exception of the model adopting uniform distributions as priors and Gaussian mixture
as posteriors: nevertheless, also in this case the bounds accuracy is satisfactory, being over 99%
(see Table1). As shown in Figure 4, the accuracy of the prediction, as well as the width of the
uncertainty intervals in output, is consistent among all the models tested, with a mean value of the
square error around 0.0002 and an interval length of about 13 for all the options considered.
ABMS ANN SET MSE STDSE Bounds Accuracy Interval Width
[mean (std)]
SET I (a) 0.000218 0.000938 100% 13.0137 (8.9663)
SET I (b) 0.000218 0.000938 100% 13.0137 (8.9667)
SET I (c) 0.000220 0.000926 100% 12.9747 (8.9726)
SET I (d) 0.000227 0.000955 99.79% 13.0935 (8.9834)
Table 1 – Results for the SET I (12 ANNs) over the test dataset.
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Figure 4 – Model response and computed confidence bounds for SET I (12-ANN set) over the test dataset.
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Figure 5 – Model response and computed confidence bounds for SET II (4 ANN set) over the test dataset
The use of 4 ANNs instead of 12 slightly decreased the quality of the results, increasing the
MSE by over 0.0005 and lowering the bounds accuracy to about 96%. However, this loss of ac-
curacy is at least partly compensated by narrower intervals, as shown in Table 2. As for SET I,
the adoption of different probability representations does not significantly affect the overall per-
formance of the models. On the other hand, the quality of the prediction, as well as the associated
uncertainty, seems to change within the domain: the trend shown in Fig.4 and 5 suggests a higher
performance of the models for small LOCAs and a decrement of the response quality along with
13
ABMS ANN SET MSE STDSE Bounds Accuracy Interval Width
[mean (std)]
SET II(a) 0.000508 0.001606 96.41% 12.4727 (9.8989)
SET II(b) 0.000508 0.001606 96.41% 12.4729 (9.8992)
SET II(c) 0.000528 0.001729 95.98% 12.4221 (9.8504)
SET II(d) 0.000537 0.001709 96.19% 12.5103 (9.9045)
Table 2 – Results for the SET II over the test dataset
the increment of the break size. Furthermore, the output associated with the 200% break size seems
to strongly affect the overall error mean value that results instead of an order of magnitude of 10−4
for all the lower break sizes. This tendency is common to all the single ANNs included in the sets:
as shown in Fig.6, the models'responses is affected by fluctuations for bigger LOCAs, leading to
higher prediction errors.
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Figure 6 – Comparison between SET I accuracy and the individual models in the set, i.e. two layers MLP (2HL), group
method of data handling (GMDH), one layer MLP fully connected (1HL fully connected) and pruned (1HL pruned),
over the test dataset
5.2.2. Blind Cases (Validation)
In order to test the generalization capability of the models implemented, both SET I and SET
II have been applied to a further unseen dataset including break size values not previously anal-
ysed by the networks and hence lying outside the training domain. Also in this case, the mod-
els'performance results were satisfactory: as seen in the results for SET I in Table 3, the bounds
accuracy is over 95% and the MSE under 0.003 for all the options adopted. As highlighted in Fig.7
and coherently with the previous tests, the choice of distribution results in negligible performance
differences.
Similar considerations are valid also for the results for SET II (see Fig. 8), shown in Table 4.
However, the comparison of the response obtained adopting the two ANN sets highlights the higher
accuracy of the confidence interval computed for SET I: for all the possible options considered, the
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Figure 7 – Model response and computed confidence bounds for SET I (12-ANN set)
ABMS ANN SET MSE STDSE Bounds Accuracy Interval Width
[mean (std)]
SET I(a) 0.002941 0.0084079 96.05% 36.2437 (21.4466)
SET I(b) 0.002941 0.0084079 96.05% 36.2437 (21.4466)
SET I(c) 0.002865 0.0081679 96.18% 35.7369 (20.6085)
SET I(d) 0.002925 0.0083353 96.05% 36.1851 (21.2125)
Table 3 – Results for the ANN sets of Case I
ABMS ANN SET MSE STDSE Bound Accuracy Interval Width
[mean (std)]
SET II(a) 0.0021509 0.0060499 81.55% 22.2611 (17.0164)
SET II(b) 0.0021507 0.0060490 81.55% 22.2604 (17.0155)
SET II(c) 0.0021550 0.0060395 81.42% 22.1101 (16.5398)
SET II(d) 0.0021261 0.0060162 81.29% 22.1664 (16.8253)
Table 4 – Result for the ANN sets of Case II
confidence intervals computed for SET II contain the true value of the prediction only about 81%
of the times against the 96% registered for the previous case. This can be traced back to the higher
variability of the prediction values computed by each network due to the larger number of ANNs in
the set and comes at the cost of a larger width of the confidence bounds, which increases by about
60% with regards to the SET II output. On the other hand, the selection of networks performed
for the definition of the SET II, ensures a higher accuracy of the model response in this case,
lowering the MSE value by almost 30% in comparison to the values obtained by the larger ANN
set. The overall best result in terms of response accuracy was obtained by adopting the five-ANN
set analysed in SET II and using Gaussian mixture models for posterior probability and uniform
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Figure 8 – Model response and computed confidence bounds for the case B (four ANN set)
Model MSE STDSE
ABMS (I c) 0.002126 0.0009
2HL 0.003609 0.0124
1HL fully connected 0.003716 0.0079
1HL pruned 0.003578 0.0083
GMDH 0.002952 0.0094
Table 5 – Response accuracy for the best case in SET II (ABMS Ic) and the individual models in the set, i.e. two
layers MLP (2HL), group method of data handling (GMDH), one layer MLP fully connected (1HL fully connected)
and pruned (1HL pruned)
distributions as prior. Such best case was hence compared to the single ANN models included in
the set (see Fig. 9), highlighting the advantages in terms of overall prediction accuracy as shown
in Table 5. Moreover, the response obtained through the combination of the five ANN models
resulted in an MSE equal to about 70% of the value obtained with the best performing single
ANN (i.e. GMDH) and 57% of the worst performing one (i.e. one hidden layer fully connected).
Conversely, the adoption of the larger ANN set seems generally to lead to a higher MSE than that
obtained with the one layer architectures, but still lower than the other single models analysed.
5.2.3. Discussion
The numerical case-studies analysed demonstrate the suitability of the methodology adopted in
terms of response accuracy and reliability of the uncertainty bounds identified. Indeed, even for un-
trained areas of the output domain (i.e. for the blind cases considered) the true value of the break
size falls within the confidence bounds in more than 80% of the cases for the worst-performing
model. Moreover, in all the cases considered, the accuracy of the overall response results higher
than that achieved by the individual ANN architectures separately: this can be interpreted as proof
of the efficiency of the method and of the generalization capability of the approach. Furthermore,
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Figure 9 – Comparison between the proposed method (ABMS) accuracy and the single models in the set, i.e. two
layers MLP (2HL), group method of data handling (GMDH), one layer MLP fully connected (1HL fully connected)
and pruned (1HL pruned)
as anticipated in the introductory sections, the analysis parameters to be defined by the user are
extremely limited: in all the settings analysed, the quality of the results appears to be insensitive to
the type of representation adopted for both the prior and posterior distributions, providing further
proof of the robustness of the methodology. Overall, the definition of the analysis, e.g. in terms of
stopping criteria and parameters identification, lies with the design of the single ANN models to be
included in the network rather than with their combination according to the proposed technique.
This is true with the exception of the ANN set size which affects the output in terms of response
accuracy, confidence bounds effectiveness and confidence interval width. A higher numbers of
ANN models in the set ensure lower mean square error values and higher accuracy of the confi-
dence bounds at the cost of wider intervals. Generally, bigger ANN sets are preferable since ensure
more accurate responses without significantly increasing the burden of the computation. Never-
theless, when applied to strongly uncertain domain (e.g. far from the support points of the prior
distributions), the amount of uncertainty affecting the output may grow significantly leading to not
informative response. This drawback is mainly associated with the eventual nature of the appli-
cation and its high level of uncertainty rather than with the ability of the methodology to depict
it. Indeed, this does not apply to the diagnostics of LOCAs since such application is characterized
by a finite output domain and the possibility of enriching the training dataset through the use of
simulators. On the contrary, the results obtained demonstrate the potential of such technique for
LOCAs diagnostics and point to the extension of the current implementation beyond the break size
prediction, that is to the inclusion in the analysis of break location detection. However, to extent
the application of the proposed methodology to applications characterized by extremely uncer-
tain domains, further research effort are required in order to refine the computation of the output
confidence avoiding non-informative interval width.
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6. Conclusions
A novel methodology for the on-line detection and diagnostics of loss of coolant accident has
been proposed. The adopted approach relies on the selection of high-performing artificial neural
networks and their combination through the use of a Bayesian approach. The methodology adopted
is proven to enhance the robustness of the response as well as to reliably quantify the confidence
bounds associated with the computed prediction. The main advantages introduced by the proposed
solution lie with its capability to relax the need for model selection, limit the reliance on userâA˘Z´s
judgement (in terms of analysis parameters definition), to enhance the response accuracy with re-
gards to the single models adopted and to provide the domain-wise quantification of the output
uncertainty.
The methodology was implemented as the diagnostics system of the primary cooling system of a
220 MWe heavy-water pressurized reactor. The numerical application was performed considering
two cases: the first includes the use of 12 ANNs sharing 4 architectures (including group method
of data handling, fully connected and pruned multilayer perceptron networks) and trained on both
experimental and enriched datasets. In the second case, the best performing models among the for-
mer networks have been selected, obtaining a set of 4 models. In both cases, the results highlight
the suitability of the selected approach as uncertainty quantification technique, with a confidence
interval accuracy well over 80% for all the analysed models. The number of the ANNs adopted in
the analysis results to be proportional to such accuracy: the use of a higher number of networks
results in wider confidence bounds and hence in a higher percentage of success for the uncertainty
interval to include the true answer. Nevertheless, this comes at the cost of wider confidence inter-
vals. The novel technique provides better results than any single best-performing network, both
in terms of mean and standard deviation of the prediction squared error. The application analysed
focuses exclusively on the prediction of break sizes, future work will be dedicated to extent the
current diagnostic system to include the break location, which plays a crucial role for the effective-
ness of accident mitigation strategies.
The proposed methodology has been implemented and tested in MATLAB and is available in the
SMARToolbox, which includes several computational tools for the robust on-line diagnosis of
loss of coolant accident in nuclear facilities previously implemented in the context of the SMART
project.
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