ABSTRACT An accurate and rapid pig detection algorithm based on video image processing technology can be helpful to identify abnormal pigs and take timely measures to reduce the incidence of diseases. In order to solve the problems of low computational efficiency and low precision in pig detection algorithm based on sliding windows, this paper proposed a simple and efficient pig detection algorithm. A two-level support vector machine model was trained to calculate the probabilities of sliding windows by using gradient and gray distribution features of pigs. The principal component analysis convolution kernels were trained to extract foreground and background features of pig images. The support vector machine was used to classify sliding windows to obtain windows where pigs were located, and the non-maximum suppression algorithm was used to eliminate redundant windows to complete the target detection. The experiments showed that the proposed algorithm blending gradient and gray distribution features had a higher recall rate than the BING algorithm. The recall rate was up to 99.21% using 500 windows. The classification accuracy of sliding windows in this paper was 95.21%, which was higher than that of the PCANet. By calculating the omission detection rate, the misdetection rate, and the average detection time, it can be seen that in the detection methods of the proposed algorithm, BING + PCANet, faster rcnn and yolo, the performance of the proposed algorithm was optimal.
I. INTRODUCTION
The expansion of pig breeding scale and the increase of breeding density have increased the risk of pig infection [1] - [4] . The video image processing technology is used to detect pig behaviors accurately and quickly, which is helpful to find abnormal pig behaviors and take timely measures to reduce the incidence of diseases [5] - [9] . An accurate and effective pig detection algorithm is the basis of pig behavior analysis and breeding decision [10] - [13] .
Li et al. [14] distinguished the categories of sliding windows by constructing a metric function of the target features, and realized the detection of artificial targets in the image. Yao et al. [15] utilized sliding windows to search the whole image, and used convolution neural network to classify sliding windows to realized the detection of aircraft targets.
The associate editor coordinating the review of this manuscript and approving it for publication was Li He.
Gouk and Blake [16] accelerated up the classification of sliding windows by improving convolutional neural network, and achieved an improvement in target detection speed. Wang et al. [17] extracted interesting regions of images through sliding windows, and used the histogram of oriented gradient (HOG) feature to classify interesting regions to get the detection of traffic signs. Bai et al. [18] adopted a slidingwindow object detection framework and hybrid features of the sub-image in detecting windows to complete the detection of aerial refueling drogues. Although these target detection algorithms based on sliding windows can detect targets effectively, there are two major problems. The first is that most sliding windows have large redundancy and long operation time. The second is that the extracted image features are poorly robust. In order to solve the problem of large sliding window redundancy, Uijlings et al. [19] proposed the Selective Search algorithm, which used the graph-based image segmentation method [20] to generate initial regions, and then merged regions with high similarity to reduce window redundancy. In order to solve the problem of long sliding window operation time, Zitnick and Dollar [21] proposed the Edge Boxes algorithm, which combined the edges with similar features such as size and direction in the edge images to obtain several target regions. It could shorten the operation time. Cheng et al. [22] proposed a binarized normed gradients feature (BING) region proposal algorithm. The algorithm evaluated candidate windows by training a two-level linear support vector machine (SVM) model, which speeded up the detection speed. Although the BING algorithm had advantages of fast detection speed and high recall rate, the reduction of recall rate would be especially obvious with the stricter IoU standard between the proposed area and the real area. In order to solve the problem of poor image features robustness, Krizhevsky et al. [23] proposed the AlexNet-5 model. The model learned image features through a 5-layer neural network, with a top-5 error rate of 17% on ImageNet. In order to obtain more robust image features and higher classification accuracy, ZFNet [24] , VGG-Net [25] , GoogLeNet [26] , ResNet [27] have been proposed one after another. Although these depth models extracted more robust image features, they had many parameters and long training time. In order to solve the problems in deep learning models, Chan et al. [28] proposed PCANet model, which trained two-level principal component analysis (PCA) convolution kernels to extract image features, and used binary hash coding instead of the activation function in convolution neural network (CNN). Instead of pooling with a block histogram, the classifier was trained with SVM. The model had a simple structure and few parameters, but the extracted image feature vector was complex and the operation efficiency was low.
In order to solve the problem that the target detection algorithm based on sliding windows had low computational efficiency, long detection time and low precision in pig target detection, this paper proposed a simple and efficient pig detection algorithm. According to the characteristics of pig images, the algorithm used the gradient and gray distribution features of pigs to train a two-level SVM model to calculate the probabilities of sliding windows, and trained the PCA convolution kernels to extract the foreground and background features of pig images. The SVM was used to classify sliding windows to obtain the windows where pigs were located, and the non-maximum suppression algorithm (NMS) [29] was used to eliminate redundant windows to complete pig detection. The pig detection algorithm in this paper can accurately detect target pigs, laying a foundation for further analysis of pig behaviors in the future.
II. MATERIALS AND METHODS

A. EXPERIMENTAL DATA COLLECTION
In this experiment, the piggery was selected in a pig farm in Linyi city, Shandong Province. Pig pictures were taken in real time with a camera. The samples in the training set consisted of captured farm real video images and partial ImageNet database pigs' images. (1) We selected 1500 images taken by cameras and 1500 pig images of the ImageNet database, as shown in Fig. 1 .
(2) We used LabelImg to label images manually, and generate annotation files in xml format.
(3) 70% of the experimental images were used as training images and 30% were used as test images.
B. TARGET DETECTION MODEL 1) INDICATOR CALCULATION FOR HITTING DETECTION TARGET IN A SLIDING WINDOW
The probability that a sliding window hitting a pig target is viewed as an indicator. Firstly, the images are scaled in various scales. Then the scaled images are scanned with a sliding window with a size of 8 × 8 (in pixels) to calculate the indicator S gcu of the current sliding window.
where, s gcu is an indicator, ω ∈ R 64 is a 64-dimensional linear vector trained by SVM, g u is a 64-dimensional vector transformed from the gradient map of the current sliding window, s gu is a probability that the gradient of the current sliding window as a pig target, η ∈ R 256 is a 256-dimensional linear vector trained by SVM, c u is a 256-dimensional gray distribution vector of the original image region corresponding to the current sliding window, s cu is a probability that the gray distribution of the original image region corresponding to the current sliding window as a pig target, u is the upper left pixel coordinate of the original image region corresponding to the current sliding window, f is the scale of image scaling, and (x, y) represents the upper left pixel coordinate of the current sliding window. NMS is used to provide some proposal windows for each scale. 
2) INDICATOR CORRECTION FOR HITTING DETECTION TARGET
In order to make indicator more accurate (the window probability with pig target is higher), the indicator needs to be corrected.
where, v f , t f ∈ R. There are different correction coefficients v f and t f for different scale f .
3) ACCURATE CLASSIFICATION ALGORITHM FOR DETECTION TARGET
The proposal windows extracted by the above steps belong to a preliminary detection result. In order to detect pigs, a strong classifier is needed to classify proposal windows accurately. PCA can effectively extract the principal components of images. Therefore, the PCA convolution kernels are used to extract image features. After PCA convolution, the feature maps are encoded by binary hash to form new feature maps. Then, histograms from different directions are counted and stitched together to form feature vectors. Finally these feature vectors are put into SVM classifier for classification.
Resizing the original image regions corresponding to the proposal windows to the size of k × k. Using the first level convolution kernels for convolution.
where, X is the original image region corresponding to a proposal window, P 1 i is the i th convolution kernel of the first level, Y 1 i is a convolution feature map of X and P 1 i , and k 1 represents the number of the first level convolution kernels. Then, we convolve Y 1 i with the second level convolution kernels.
where, P 2 j is the j th convolution kernel of the second level, Z 2 ij is a convolution feature map of Y 1 i and P 2 j , and k 2 represents the number of the second level convolution kernels.
After the second level convolution, X corresponds to k 1 ×k 2 feature maps. Each k 1 feature maps are divided into a group of k 2 groups. In order to construct the feature vector of X , the binary hash coding of all feature maps is performed firstly. Then, we take one feature map every k 1 feature maps and stack it. After that, each pixel value in the stacked image is converted into a decimal number, as shown in formula (20) . After the above steps, the proposal window X corresponds to k 1 feature maps. Finally, we count histograms of each feature map from four directions, and concatenate all histogram vectors to form a feature vector of X , as shown in formula (21) . The length of the feature vector corresponding to the proposal window X is k 1 × 4 × 2 k 2 . The feature vector is input into SVM classifier to determine whether X is a pig target. The flowchart of our pig detection algorithm is shown in Fig. 2 .
As can be seen from Fig. 2 , the pig detection algorithm is divided into two steps. The first step is for extracting the candidate windows of the input image, and the second step is for classifying the candidate windows.
C. MODEL TRAINING 1) MODEL PARAMETER TRAINING a: POSITIVE AND NEGATIVE TRAINGING SAMPLES COLLECTION
Each labeling window of each image was recorded as a positive sample. There were 8500 positive samples.
Set rw as a random window and lw as labeling window. A number of windows were selected randomly from each image, and when IoU = rw∩lw rw∪lw < 0.5, rw was recorded as a negative sample. There were 9000 negative samples. We grayed all samples, scaled them to a size of 8 × 8 respectively, and converted each sample's gradient map into a 64-dimensional vector. Then, a 64-dimensional linear vector ω ∈ R 64 needed to be trained by SVM.
where, G (x, y) is the gradient at coordinate (x, y), I (ho, lc) is a pixel value at coordinate (x, y), dx (ho, lc) is the gradient in the horizontal direction of coordinate (ho, lc), dy (ho, lc) is the gradient in the vertical direction of coordinate (ho, lc), g is 64-dimensional gradient vectors transformed from the gradient maps, and y represents samples.
c: GRAYSCALE MODEL TRAINING
We grayed all samples, and extracted each sample's 256-dimensional gray distribution vector respectively. Then, a 256-dimensional linear vector η ∈ R 256 was trained by SVM.
where, c is 256-dimensional gray distribution vectors, and y represents samples.
d: CORRECTION COEFFICIENT TRAINING
We scaled training images in various scales, scanned each image using a window with a size of 8×8, and calculated indicator s gcu . Using SVM to train parameters v f , t f in formula (5) for each scale. In the process of training, if the IoU ≥ 0.5 of the original image region corresponding to the current sliding window and the labeling windows, the current sliding window was viewed as a foreground window, otherwise it was viewed as a background window.
2) THE PCA CONVOLUTION KERNELS AND SVM CLASSIFICATION MODEL TRAINING a: THE FIRST LEVEL CONVOLUTION KERNELS
Let be N samples, which were scaled to a size of K × K . We sampled each sample using a bolck with a size of k × k. The i th sample was expressed as:
where
, s is the sampling step, k is the size of sampling block, and x i,j represents the j th sampling block of the i th sample. The sampling matrix of N samples was represented:
The first k 1 eigenvectors of the covariance matrix of X were extracted to form the first level convolution kernels:
where, mat k×k is a matrix with a size of k ×k, q l XX T is the l th eigenvector of the covariance matrix of X , k 1 is the number of the first level convolution kernels, and P 1 l represents the l th convolution kernel of the first level.
b: THE SECOND LEVEL CONVOLUTION KERNELS
The convolution output of I i and P 1 l was:
where, I i is the i th sample, P 1 l is the l th convolution kernel of the first level, and I l i represents the convolution feature map. We sampled I l i in the same way as the first level. Let I l i be H in height and W in width. The sampling result for I l i was as follows: (15) where, a =
The first k 2 eigenvectors of the covariance matrix of Y were extracted to form the second level convolution kernels:
where, mat k×k is a matrix with a size of k ×k, q r YY T is the r th eigenvector of the covariance matrix of Y , k 2 is the number of the second level convolution kernels, and P 2 r represents the r th convolution kernel of the second level.
c: SVM CLASSIFICATION MODEL
After the second level convolution, there were k 2 outputs for each input I l i .
where, o r i,l represents the convolution feature map of I l i and P 2 r . There were N × k 1 × k 2 feature maps for N samples. All feature maps were encoded by binary hash. Then a feature map every k 1 feature maps was taked and stacked. The feature maps corresponding to the feature vector of larger eigenvalue corresponded to the higher bit of the k 2 -bit binary numbers. Each pixel value in stacked images was converted into a decimal number, as the formula (20) shown. In this way, N × k 1 × k 2 feature maps would become N × k 1 feature maps. The size of image elements was in 0, 2 k 2 − 1 . I i corresponded to k 1 feature maps. We counted the histogram of each feature map from four directions, and concatenated all the histograms to form a feature vector of I i .
Histogram statistics were applied for image τ . The pig labeling windows myopia were classified into the following four patterns, as shown in Fig. 3 .
That was, the position directions of pigs were divided into four categories: (1) horizontal, (2) vertical, (3) left diagonal and (4) right diagonal. Therefore, the following four directions were adopted in the histogram statistics. Let τ be W in width and H in height:
According to the above four patterns, the histogram in each pattern was 2 k 2 dimension. The Four histograms together constituted the feature vector of τ . The length of the feature vector corresponding to I i was 4 × k 1 × 2 k 2 . N samples corresponded to N feature vectors. Finally, N vectors were input into SVM for training, and a SVM classification model was obtained.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In the experiment, the experimental platform were desktop, NVIDIA GeForce GT720 graphics card, and 16G memory. The experimental environment were windows10, VS2012, C++, and OpenCv2.4.10.
A. DETERMINATION AND ANALYSIS OF THE IMAGES SCALING SCALES
In order to determine image scaling scales, the external rectangles of pigs in images were used as labeling windows, and the ratios of width to height of labeling windows were counted, as shown in Table 1 .
As can be seen from Table 1 , the ratios of width to height of labeling windows mostly belongs to 1 ≤ w/h < 1.5, 1.5 ≤ w/h < 2, 1 ≤ h/w < 1.5 and 1.5 ≤ h/w < 2. Based on the statistical results in Table 1 and video images of pig farm, we selected some scaling scales that met the following criteria:
The first:
The second: w, h ∈ {20, 30, 40, 60, 80, 120, 160} A total of 23 scales were used to scale images.
B. EXPERIMENTAL ANALYSIS OF THE RECALL RATE AND DISCUSSION OF RESULTS
According to literature [30] , a good OP (object proposal) algorithm should have a high recall rate. Jan Hosang, the author of this paper, pointed out the traditional ways to measure the recall rate. The first: Recall versus IoU threshold. Fix the number of proposals and calculate the recall rate according to different IoUs standards.
The second: Recall versus number of proposal windows. Fix the IoUs and calculate the recall rate based on the number of different proposals.
In the experiment, the region proposal algorithm was analyzed according to the above two measurement methods. For the first measurement method, 100, 300 and 500 proposals were chosen respectively. The recall rate was calculated according to different IoUs. The experimental results were shown in Fig. 4 .
As can be seen from Fig. 4 , when the value of proposals was 100 and the IoU was less than 0.63, the recall rate of our region proposal algorithm was lower than that of the BING algorithm; When the IoU was greater than 0.63, the recall rate of our region proposal algorithm was higher than that of the BING algorithm. When the value of proposals was 300 and the IoU was less than 0.54, the recall rate of our region proposal algorithm was slightly lower than that of the BING algorithm; When the IoU was greater than 0.54, the recall rate of our region proposal algorithm was higher than that of the BING algorithm. When the value of proposals was 500, the recall rate of our region proposal algorithm was higher than that of the BING algorithm under different IoUs. Therefore, given the number of proposals were fixed, the recall rate of our region proposal algorithm was higher than that of the BING algorithm at a higher IoU, indicating that the windows extracted by our regional proposal algorithm were closer to the real pig windows.
For the second measurement method, the recall rates under four different IoUs were calculated respectively, as shown in Fig. 5 . According to Fig. 5 , the recall rate of our region proposal algorithm has been improved in varying degrees compared with BING algorithm. When the IoU was equal to 0.5, 0.6, 0.7 and 0.8 respectively, the highest recall rate was 0.9922, 0.8982, 0.4637 and 0.121 respectively, which was higher than 0.9668, 0.5694, 0.1538 and 0.0354 of the BING algorithm. When the IoU was equal to 0.6 or 0.7, the recall rate increased significantly, indicating that the windows extracted by our region proposal algorithm were less redundant than the BING algorithm.
Let the relationship recall = fun (proposals) was satisfied. When proposals = n, the slope k = lim ε→0 fun(n+ε)−fun(n) ε . According to Fig. 5 (a) , when n ≥ 400, k tended to 0, indicating that when the number of proposals was greater than 400, the recall rate was basically unchanged. In the experiment, the first 400 sliding windows were selected for classification and identification.
C. PCA CLASSIFICATION EXPERIMENT AND RESULT DISCUSSION 1) CLASSIFICATION ACCURACY ANALYSIS
Considering the limited computing performance of our computers, we used two-level PCA convolution. In order to more fully depict image features, we set the sampling step size s = 1. Since the width and height of pig labeling windows were mostly in the interval [50, 100], we regularized the size of samples to 64 × 64 (2 5 =32<2 6 = 64 < 2 7 = 128), and trained a classifier using a linear SVM.
In order to determine the size of convolution kernels, the experiments were carried out using four different sizes of convolution kernels: 3 × 3, 5 × 5, 7 × 7 and 9 × 9 respectively. Eight convolution kernels were used for each level convolution, and the experimental results were shown in Table 2 . According to Table 2 , the convolution kernels with a size of 5 × 5 had the highest classification accuracy of 93.57%. Thus it was determined that the size of the sampling block k × k should be 5 × 5.
After determining the size of convolution kernels, we used different numbers of convolution kernels to analyze the classification effect, as shown in Fig. 6 .
Let k 1 = k 2 = β, when 4 ≤ β ≤ 10, the classification accuracy of our method improved with the increase of β. When β = 10, the highest accuracy was 95.21%. When 10 ≤ β ≤ 12, the classification accuracy decreased with the increase of β. When 4 ≤ β ≤ 9, the classification accuracy of the PCANet improved with the increase of β. When β = 9, the classification accuracy reached a maximum of 89.36%. When 9 ≤ β ≤ 12, the classification accuracy decreased with the increase of β. According to the comparison figure, the classification effect was best when the number of convolution kernels was 10, and our classification algorithm had a higher classification accuracy under the same β compared with PCANet.
2) CLASSIFICATION TIME ANALYSIS
Time comparison between our classification algorithm and PCANet was shown in Table 3 .
According to the Table 3 , our classification algorithm has a significant reduction in time compared with PCANet. The reason was that PCANet adopted sliding windows in the block histogram statistics. This statistical approach required traversing the entire images, and the length of the histogram vectors depended on the window size and sliding step size. In order to better depict features, smaller window and smaller step were generally adopted, but the histogram vectors would be too verbose. When it trained and predicted, too many eigenvalues would lead to longer computation time. In our classification algorithm, four predefined directions were used to calculate histogram vectors, which could effectively reduce the length of feature vectors. Due to smaller number of eigenvalues, the calculation time was less.
D. DETECTION EFFECT ANALYSIS 1) VISUAL ANALYSIS OF DETECTION EFFECT
There were many candidate windows for a pig image. After filtering out the non-pig windows with a strong classifier, although the remaining windows contained target pigs, many of these windows overlapped each other. In order to reduce window overlap, we used the non-maximum suppression algorithm to eliminate the overlapping windows.
The BING + PCANet detection effect was shown in Fig. 7 . The detection effect of our detection algorithm was shown in Fig. 8 . Fig. 7 (e) -(h) and Fig. 8 (e) -(h) were images from commercial pig farm with uneven illumination and complex background. It can be found that both detection algorithms can detect multi-target pigs. However, our detection algorithm was more accurate for the location of pigs. The rectangle boxes had fewer redundant areas and boxes were closer to the edge of the real pigs.
2) PRECISION-RECALL EVALUATION
In order to further measure the effect of the detection algorithm, we intercepted one-hour pig video images from a commercial pig farm on a certain day. An image every 10 seconds was captured. The target pigs were detected by several different algorithms respectively. The Precision-Recall curve was shown in Fig. 9 .
where, TP indicates that the detected target is a real pig target, FP indicates that the detected target is a non-pig target, and FN indicates that the undetected real pig target. According to the characteristics of the PR curve, the detection algorithm with better performance will keep a higher precision while increasing recall rate. Detection algorithms with poor performance may lose a lot of precision in order to the improvement of recall rate. According to Fig. 9 , we can intuitively observe that the algorithm in this paper had a higher precision under the same recall rate among the four different detection algorithms, which indicated that the detection performance of our algorithm in the detection of pigs was the best. The detection performance of faster rcnn was slightly worse than our algorithm. The detection performance of BING + PCANet was worse than our algorithm, and the detection performance of yolo algorithm was the worst.
We have calculated the omission rate, misdetection rate and average detection time of the 360 video images, as shown in Table 4 .
As can be seen from Table 4 , the omission detection rate, misdetection rate and average detection time of our method were lower than BING + PCANet, which indicated that the performance of our method was better than BING + PCANet. Although the omission detection rate of our method was higher than that of the faster rcnn, the misdetection rate and the average detection time were lower than the faster rcnn, which indicated that the detection performance of the faster rcnn was similar to the detection performance of our method. The detection time of the faster rcnn was more than twice that of our method, which indicated that faster rcnn was not conducive to real-time detection. Although the average detection time of the yolo was lower than our method, the omission detection rate and the misdetection rate were higher than our method, which indicated that although the detection speed of yolo was faster, the detection error was higher. Considering various factors comprehensively, it can be seen that the comprehensive performance of our method was superior to the other three algorithms. This is mainly due to the following two points:
The first: The scales of image scaling were more consistent with the pig's body shape, so the extracted candidate windows were more consistent with the size of the pig labeling window. After adding the gray distribution features, the windows with higher probabilities were closer to pig regions.
The second: The classification algorithm in this paper calculated the histogram vectors from different directions according to the posture characteristics of pigs, so the detection results were more consistent with the real scene.
IV. CONCLUSION
1) Candidate windows were generated by multi-scale scaling images. By integrating gradient and gray features, windows with higher probabilities were more concentrated on real targets. Experiments showed that the region proposal algorithm in this paper had a higher recall rate than the BING algorithm. 2) Two-level PCA convolution kernels were trained to extract window features, the feature maps were encoded by binary hash, histogram vectors from four directions were calculated, and foreground and background windows were classified by utilizing SVM. The accuracy of our classification algorithm was 95.21%, which was higher than that of the PCANet.
3) The detection algorithm in this paper realized multi-target pigs detection in video. By analyzing the omission detection rate, the misdetection rate and the average detection time, it can be seen that the proposed algorithm in this paper had better detection performance than BING + PCANet, faster rcnn and yolo. 
