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Table 1: Absolute times for GA simulation on dierent processors.
Problem: Quadratic Assignment Problem, Problem Size = 30
Population Size = 120, Number of Generations = 250
1 processor 2 processors 6 processors Mac IIci
with output 300.1 s 192.3 s 132.03 s 309.35 s
without output 184.9 s 99.3 s 35.01 s 229.03 s
Table 2: Relative performance compared to an one{processor NERV system.
1 processor 2 processors 6 processors Mac IIci
with output 1.0 1.56 2.2 0.97
without output 1.0 1.86 5.2 0.81
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One appealing property of this implementation is
that it behaves exactly the same if it is run on a sin-
gle processor or a multiprocessor system (if we assume
that our random number generators are initialized ap-
propriately). The synchronization points take care
that no data will be used by any processor before it is
generated by another one. In fact for most parts the
program looks exactly like its serial counterpart and
without explanation one would not expect that the
program may run in several processors while implic-
itly updating other processor's memory with broad-
casts. Is it indeed possible to write some dummy rou-
tines for the special hardware procedures (mk global(),
synchronize()) and then run the same program on a
workstation (although the actual implementation his-
tory was the other way round: additions were made
to a serial implementation to take care of the special
NERV features).
Therefore one can immediately compare the timing
of the multiprocessor version with the single processor
version. One implementation of the above algorithm
tried to nd a solution for the Quadratic Assignment
Problem (QAP) which is known to be NP{hard. This
special problem required several changes to the algo-
rithm which have been omitted for the sake of clarity.
E.g. the chromosomes were not a string of bits but
a given permutation of the natural numbers 1 to L.
Each solution was required to be such a permutation
which puts constraints on the crossover and mutation
operators. However all of these modication were only
local and did not change e.g. the communication be-
havior of the program. The resulting program was run
on a Macintosh IIci with A/UX as operating system.
This machine uses an MC68030 processor so that the
comparison of the execution times should be reason-
able. The NERV system was running with one, two,
or six processors respectively. Since there was no pro-
ling tool on the NERV side the output of the UNIX
time command is given. A NERV system with one
processor is used as a reference point.
Only the real times are shown, since there is no
meaningful interpretation of the user and sys times
for the NERV system. The rst part is for a program
version which outputs several information after each
generation (best value, mean value etc.). This is often
desirable if one wants to look at the behavior of the
algorithm during the run. The NERV system is how-
ever badly prepared for small outputs of data. Since
it has no local storage it uses the mass storage of the
workstation. Each printf() for example requires that
the NERV system is stopped and waits for the host to
handle the output transaction. One can see that the
speedup is only a factor 2:2 in this case.
If the output is either disabled or handled in a dif-
ferent way, e.g. by collecting all data and outputting
them at the end of the program with a single fwrite()
command the NERV system performs much better. It
achieves a speedup of a factor 5.2. This is still less than
the maximal speedup of 6, partly due to the reasons
explained above. Anyway one should keep in mind
that two such dierent system are not directly com-
parable. The point is that the single processor version
of the program could be mostly taken unchanged and
put on the multiprocessor system with a signicant
speedup in time.
The measurements for the host above were taken
on a workstation with a processor similar to the one
in the NERV system. Today's workstations however
are usually equipped with much faster processors. A
typical RISC workstation (e.g. a Sparcstation 2) can
easily outperform the NERV system with 6 processors.
At the time of this writing a redesign of the NERV sys-
tem is nearly nished. It uses a MC68040 processor
with 25 MHz and 16 MByte of dynamic RAM for each
module. The total system may contain up to 40 pro-
cessing elements. Therefore one can again expect a
signicant decrease in computing time when a GA is
implemented on such a system.
5 Conclusions
We have shown how to implement a standard ge-
netic algorithm on a multiprocessor system. The
speedup which has been achieved is proportional to
the number of processors in the system. Putting in
more processing elements reduces the computation
time while the communication time remains constant.
The system circumvents the problems of a global
shared memory by using a copy of all relevant data on
every processor. The update of data is implemented
by a broadcast facility. This ensures that all processor
will immediately get a copy of any changed data. By
using the broadcast facility and a global bus this can
be accomplished much faster than with any message
passing system. Since each changeable datum is as-
signed to a certain processor which is responsible for
the update, no other hardware mechanisms are nec-
essary to control exclusive access. Synchronization is
only necessary after each application of an operator
and is also eciently supported by hardware.
is the (implicit) broadcast. After the synchronize()
call the processors can continue, e.g. by computing the
mean value of all function evaluations. The computa-
tion of the rst and last individual for each processor
is simple if P mod N = 0. Otherwise it may hap-
pen that some processors have been assigned more
chromosomes than the rest. Since these details are
not important for the algorithm itself they have been
omitted.
4.2 Crossover
As already mentioned we decided to make the next
generation by looping over all individuals of the new
population and either copying an individual from the
old one or create a new one by crossover from two
parents. Again each processor will be responsible for
a part of the population. In the case of one{point
crossover, the general algorithm looks like this:
for ( i = "first individual"; i <= "last
individual"; i++) {
offspring = &newPopulation[i];
parent1 = select();
parent2 = random_select();
if (random(CROSSOVER_PROB) < CROSSOVER_PROB) {
k = random(CHROM_LENGTH);
for(j = 0; j < k; j++)
offspring[j] = parent1[j];
for(j = k; j < CHROM_LENGTH; j++)
offspring[j] = parent2[j];
} else /* copy individual */
for(j = 0; j < CHROM_LENGTH; j++)
offspring[j] = parent1[j];
}
synchronize();
The function select() selects an individual accord-
ing to its relative tness (e.g. using a roulette wheel
algorithm), random select() selects an individual by
random. Each of these functions uses only local infor-
mation. ospring is a pointer to the new individual.
Since it gets its value from the newPopulation pointer
it will also point into the broadcast region. This means
that each access to ospring in the inner for{loops
will be a broadcast. Again each element in the new-
Population array will only be written by exactly one
processor, so no conicts will arise.
After this step P L elements will have been broad-
casted (assuming that we encode e.g. each bit in a
separate character) and each processing element will
have a complete copy of the new population.
4.3 Mutation
The mutation operator is parallelized in the same
fashion as the other operators. Again each processor
handles P
N
chromosomes and broadcasts the results.
for(i = "first individual"; i <= "last
individual"; i++) {
individual = &newPopulation[i];
for(j = 0; j < CHROM_LENGTH; j++)
if (random(MUTATE_PROB) < MUTATE_PROB)
individual[j] = !individual[j];
}
synchronize();
Each bit changed by mutation must again be broad-
casted to all other processors. This is done by the
assignment to individual[j]. Note that the right hand
side of this assignment will only access local memory
since it is a read access. After the synchronization
the pointer to the old and the new population can be
exchanged and the next generation can be computed.
The program will transfer P tness values (from
step 1) and P  L bits for the new population (from
step 2) over the common bus. In addition it must
transfer the bits which are changed during mutation
which may vary in each generation. This is all commu-
nication which will occur. All other values are usually
fetched from local memory. A broadcast facility is the
most ecient way to implement this since it does not
depend on the number of processors. If we increase
the number of processing elements we will decrease
the time needed for each step while the communica-
tion overhead will stay constant.
From the consideration above we should expect
a linear speedup with the number of processing ele-
ments. However this is not entirely true since if sev-
eral processors want to broadcast at the same time
only one request can be satised. This is due to the
one{at{a{time property of a single bus. In practice
this will lead to a serialization of the program. How-
ever the time for a single transfer is usually very small
compared to the rest of the computations required,
e.g. the tness evaluation or the selection of a parent
chromosome.
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A second extension on the VMEbus includes a hard-
ware synchronization of all processing elements. This
is necessary at several points in the algorithm. E.g.
we must be sure that the tness of all individuals has
been computed before we proceed with crossover. If
this would be done in software it would require at
least one bus transfer for each processing element. The
NERV system uses a special open{collector line on the
bus which can be set via a local register by each pro-
cessor. After all processors have set this register the
bus line will become high and signal a successful syn-
chronization. Processors which reached the synchro-
nization point rst will simply poll this line until the
last one is nished. Therefore additional processors
will have no inuence on the overall performance of
the synchronization process. The programmer uses a
special procedure synchronize() which will only return
after all processors have set their line. So each syn-
chronization point in the program consists of a call of
this procedure.
Figure 2: Address space of a NERV processor module
A third hardware feature of the NERV system can-
not be directly exploited by the genetic algorithm. It
implements a distributed global maximum nder for
small numbers. The realization is similar to the ar-
bitration schemes used in several multiprocessor bus
systems like Futurebus+. Each processor puts a num-
ber on some special open{collector bus lines and the
hardware selects the largest one. Since it is not used
in the GA we will not discuss it further.
4 Implementation of the Parallel Ge-
netic Algorithm
The previous sections suggest the following setup
for the algorithm.
The same program is loaded in each processor. Ev-
ery processor has a copy of all individuals in his lo-
cal memory. The population is initialized at program
start by a single processor (usually processor number
1) and transferred to all others by broadcast. The
current population and the population of the next
generation are accessed by two pointers which have
been prepared by mk global() so that they both point
into the broadcast region. The same holds for an ar-
ray which contains the tness values of all individuals.
After each generation the two population pointers are
simply exchanged. Let N be the number of processing
elements in the system. The general strategy will be
to distribute the computational load equally among
all processing elements by assigning P
N
individuals to
each processor.
Chromosome pop1[POP_SIZE],pop2[POP_SIZE];
Chromosome *population,*newPopulation;
population = mk_global(pop1);
newPopulation = mk_global(pop2);
The parallelization of each GA operator is now
straightforward.
4.1 Fitness evaluation
Each processor evaluates the tness of the individ-
uals it has been assigned. No interaction is required
between dierent processors. The tness values are
simply written into the mentioned array which will
automatically initiate a broadcast. Since each pro-
cessor is responsible for another set of individuals no
overlap will occur. After this step is nished P broad-
cast transfers have occurred and the tness array on
each processor contains the up{to{date values.
int fitness_values[POP_SIZE];
int *fitness;
fitness = mk_global(fitness_values);
for ( i = "first individual"; i <= "last
individual", i++)
fitness[i] = eval(i);
synchronize();
Note that the evaluation function uses only the lo-
cal copy of the population. The access to tness[i]
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which has a network connection to the special worksta-
tion which is physically connected to the NERV sys-
tem. The user usually does not recognize the underly-
ing network protocol which handles all data transfers.
Program development is done on the user's local work-
station. The GNU C and C++ compilers [16] are used
for cross development.
At rst sight it might seem that this setup includes
two disadvantages we mentioned above: There is no
global memory while at the same time the intercon-
nection network used for communication is based on
a bus system which does not scale up very well with
the number of processing elements. However we will
show that this is not the case if we make use of some
special features of the NERV hardware.
Figure 1: General layout of the NERV multiprocessor
system
This following extensions to the VMEbus have been
implemented in the NERV system:
The rst one is a broadcast facility which is not
part of the standard VME protocol. It allows each
processor to access the memory of all other processor
boards with a single write cycle. Therefore it is easy to
transfer information to all processors simultaneously.
From the programmers point of view the address space
of each processor is divided into several regions where
one is dedicated to local memory, one to broadcast ad-
dress space and the others to local registers on board.
A broadcast transfer can be simply initiated by writ-
ing to the broadcast address region. This will result in
a data transfer to the memory of all other processors
(including the local one). On the other hand a read
from the broadcast region will simply return the data
in the local memory of the processor. The software
is usually written in C or C++ where a programmer
might take advantage of this property in the following
way:
Assume that you have a data structure, e.g. an ar-
ray, which is most of the time only read. However the
values of the array must be the same and consistent in
all processing elements even if an update of an element
occurs. Then a programmer might take the address of
the array and pass it to a special function mk global()
which modies the address in such a way that it now
is part of the broadcast address region. The pointer
returned by this function can now be used to access
the array. Whenever we read a value from the array
we simply get the local value. No other processors or
the bus are involved. However if we write into any
element of this array a broadcast will automatically
be initiated since the address is part of the broadcast
region. Therefore this element will be updated on all
other processors. Note however that there is no ex-
plicit synchronization between the processors. If two
processors update the same element, the last one will
win. This will not happen if e.g. each processor is only
allowed to update a certain range of array elements.
Here is an example C fragment:
int vector[100];
int *p;
int a;
p = mk_global(vector); /* p is now pointer into
the broadcast address
region */
a = p[10]; /* this is a read from
local memory */
p[50] = 5; /* this is an implicit
broadcast transfer
vector[50] on all
processors will now
contain the value 5 */
If we can restrict our communication to broadcast
transfers only, we have a very ecient way for updat-
ing global information, although the information itself
will be duplicated on each processor's local memory.
The last point solves the bottleneck problem usually
associated with a single global shared memory. The
rst one reduces the communication time between the
processing elements. Note that a broadcast transfer
facility cannot be implemented with such eciency in
a system without a global bus.
Unfortunately a multiprocessor system with a glob-
ally shared memory using e.g. a bus system is usually
restricted to only a few processing elements. Other-
wise the bus will become a serious bottleneck. Other
interconnection networks like a crossbar switch do not
scale up very well with the number of processing ele-
ments. Therefore many systems with a large number
of processors use only local memory instead and pro-
vide communication e.g. via message passing. Algo-
rithms where the processing elements are only loosely
coupled perform well on these machines and the num-
ber of processing elements can often be scaled to sev-
eral hundreds of processors.
The drawback of these systems when applied to
genetic algorithms is that some of the data must be
passed to all processors. This data transfer may take
an enormous amount of time, especially if there is
no direct connection between two arbitrary processors
but the data must be passed on by several interme-
diate nodes. This is the case e.g. for a transputer
system where a processor may be connected to only
four neighboring processing elements.
This seems to be the reason that many implemen-
tors of parallel genetic algorithms have decided to
change the standard algorithm in several ways.
One popular approach is the partitioning of the
population into several subpopulations [5,9]. The evo-
lution of each subpopulation is handled independently
from each other. From time to time there is however
some interchange of genetic material between dierent
subpopulations. Sometimes a topology is introduced
on the population, so that individuals can only inter-
act with nearby chromosomes in their neighborhood
[3,6,10,12,13]. All these methods obviously reduce
the coupling between dierent processing elements.
Therefore an ecient implementation on multiproces-
sor systems with local memory is possible.
Some authors argue that their changes to the origi-
nal algorithm actually improve the performance. E.g.
the splitting in dierent subpopulation allows each
subpopulation to evolve to a dierent suboptimum
without interference from other subpopulations. The
danger that the whole population evolves into a sub-
optimal solution is greatly reduced. The combination
of two dierent subpopulation with good suboptimal
solutions may result in further improvement.
The restriction to use only individuals taken from
a given neighborhood can be justied by biological
reasons. Here an individual is obviously not able to
choose an arbitrary individual from the whole popula-
tion. Furthermore the separation of subpopulations is
often considered as an essential point for the evolution
of new species. As long as there is a constant ow of
genetic material the two populations will not evolve in
two dierent directions.
Despite these arguments we consider it as a draw-
back that not the original standard GA could be ef-
ciently implemented. The reason is that a genetic
algorithm is often a computational intensive task. It
often depends critically on the given parameters used
for the simulation (e.g. PM and PC). There are some
theoretical results about how to choose these parame-
ters or the representation of a given problem, but most
of them deal with the standard GA only. Even then
one often has to try several possibilities to adjust the
parameters optimally.
Therefore it is desirable that the standard GA
can be parallelized and simulated eciently. If one
changes the algorithm itself in the process of paral-
lelization the theoretical assumptions will usually no
longer apply. Such a simulation e.g. cannot be directly
used to support some theoretical results. Of course
this does not speak against the changed algorithms,
it simply argues that for a fast simulation system it
should be possible to parallelize the standard version
of the algorithms so that the results can be directly
compared to a single processor version.
In the following we present some results of such a
parallelization on the multiprocessor system NERV.
We will show that only a small number of properties
are required to get an ecient parallel program which
implements the standard GA.
3 The NERV multiprocessor system
The NERV multiprocessor [14] is a system which
has been originally designed for the ecient simula-
tion of neural networks. The general layout can be
seen in Fig. 1. It is based on a standard VMEbus
system [15] which has been extended to support sev-
eral special functions. Each processing elements con-
sists of a MC68020 processor with static local memory
(currently 512 kB). Each VME board contains several
processor boards. The NERV system can therefore
be considered as a MIMD machine, since each proces-
sor may run a dierent program in its local memory.
However usually the system is run in a SIMD style
mode, which means that the same program is down-
loaded to each processing element, while the data to
be processed are distributed among the boards.
The whole multiprocessor is connected to a work-
station via a parallel interface. Programs can be trans-
parently downloaded and run from each workstation
operator is the case where all individual of a popu-
lation have bit k set to zero. Neither selection nor
crossover is able to change to this bit to the other
value. If the optimal solution happens to lie in the
subspace of the conguration space where bit k = 1
then this optimum can never be reached.
All three steps above are iterated for a given num-
ber of generations (or until one can no longer expect
a better solution).
2 Parallel Genetic Algorithms
It has long been noted that genetic algorithms are
well suited for parallel execution. Several parallel
implementations of GAs have been demonstrated on
a variety of multiprocessor systems. This includes
MIMD machines with global shared memory [11] as
well as message passing systems like transputers [3,4]
and hypercubes [8] as well as SIMD architectures [6,7]
like the Connection Machine.
It is easy to see that the following steps in the al-
gorithm can be trivially parallelized:
1. Evaluation of tness function The tness of each
individual can be computed independently from
all others. This could give a linear speedup with
the number of processing elements. The maxi-
mum speedup can be achieved if the number of
processing elements is equal to the number of
individuals in the population. It might be possi-
ble, of course, that e.g. the tness evaluation of
each individual can itself be parallelized.
2. Crossover If we choose to generate each indi-
vidual of the next generation by applying the
crossover operator, we can do this operation in
parallel for each new individual. The alterna-
tive would be to apply crossover and to put
the resulting individual in the existing popula-
tion where it replaces e.g. an individual with a
bad tness. This would obviously introduce race
conditions when applied concurrently to several
individuals. One processing element may start
with an old individual which is replaced by a
new one during processing. For these reasons we
will use the rst variant. Again a linear speedup
with the number of processing elements can be
achieved as long as the number of processing el-
ements is less than or equal to the number of
individuals.
3. Mutation The mutation operation can be applied
to each bit of each individual independently. Be-
sides from the bit value the only information
needed is the global parameter PM .
It should be noted that it is usually not possible
to gain a larger speedup for steps 1) and 2) because
of data dependencies between the dierent steps of
the algorithm. This can be seen e.g. for step 2: If
the crossover operation selects one of the parents it
does this according to its relative tness. However
this can only be done if the tness values of all other
individuals are already computed so that the mean
value is available. Therefore the three steps will in
general be done one after each other.
Up to now we did not assume any concrete imple-
mentation for our parallel processing system. We did
not mention how ne grained our parallel processing
can be and how the memory system is organized. Es-
pecially the last point can have an enormous impact on
the resulting performance of the system. The problem
is that we always assumed that all data are available
in a global shared memory. The crossover procedure
e.g. takes two arbitrary individuals to create a new
one. Therefore it must have access to the whole pop-
ulation. If we have a multiprocessor system with local
memory only, we must rst transfer the whole popula-
tion to all processing elements before we can proceed.
In the following we will point out what kind of data
each processing element must access to perform the
dierent steps of the algorithm:
1. Fitness evaluation: Each processing element
must have access only to those individuals whose
tness it is going to compute. In the optimal
case (number of processing elements = number
of individuals) this means one individual. How-
ever the result of this computation is needed by
all other processing elements since it is used in
computing the mean value of all function evalu-
ations which is needed in step 2.
2. Crossover: Each processing element which cre-
ates a new individual must have access to all
other individuals since each one may be selected
as a parent. Furthermore to make this selection
the procedure needs all tness values from step
1.
3. Mutation: As in step 1 each processing element
need only the individual(s) it deals with. As
mentioned above the parallelization could be
even more ne grained as in steps 1 and 2, in
which case each processing element would need
only one bit of each individual. This could usu-
ally only be achieved by a SIMD style machine.
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Abstract
This paper describes the implementation of a stan-
dard genetic algorithm (GA) on the MIMD multipro-
cessor system NERV. It discusses the special features
of the NERV hardware which can be utilized for an ef-
cient implementation of a GA without changing the
structure of the algorithm.
1 Introduction
In recent years genetic algorithms (GAs) [1,2] have
found considerable interest as a means of solving op-
timization problems. They do this by exploiting ideas
which are drawn from natural evolution. The basic
idea is to rst choose a representation for a solution
to a given optimization problem. In the following we
will assume that the representation will be in the form
of a bit string although other representations are pos-
sible. Then several operators are iteratively applied
to a set of solutions. This improves their quality. The
terminology of GAs is mostly drawn from biology, so
the set of solutions is called the population, the quality
of a given solution the tness, one solution is called an
individual etc. The basic operators of GA are modeled
after their natural counterpart and consist of selection,
crossover and mutation.
1.1 Selection
The tness of each individual in the population is
evaluated. The tness of each individual relative to
the mean value of all other individuals gives the prob-
ability with which this individual is reproduced in the
next generation. Therefore the frequency hi of an in-
dividual in the next generation is given by
This work has been supported by the Deutsche Forschungs-
gemeinschaft (DFG) under grants Ma 1150/8{1 and 436 WER
113{1{3.
hi /
fi
f
(1)
where fi is the tness of individual i and f the average
over all tness values. The eect of this procedure
is that individuals with a higher{than{average tness
become more frequent in the population. Individuals
with worse tness will be reproduced with a smaller
probability and therefore vanish from the population.
1.2 Crossover
The crossover operator takes two individuals from
the population and combines them to a new one. The
most general form is uniform crossover from which the
so called one{point crossover and two{point crossover
can be derived. First two individuals are selected. The
strategy for this selection can again vary. A popular
one is to select the rst individual according to its t-
ness and the second one by random. Then a crossover
mask Mj , j = 1; . . . ; L, where L is the length of the
chromosome, is generated randomly. A new individual
is generated which takes its value at position j from
the rst individual if Mj = 1 and from the second
one if Mj = 0. One gets, e.g., the usual one{point
crossover operator if Mj = 1 for j = 1; . . . ; k, and
Mj = 0 for j = k + 1; . . . ; L. The crossover operator
is applied with probability PC . The old individual is
simply copied to the new population if no crossover
happens. The reasoning behind this operator is that
it might happen that two individuals each have found
an optimum in dierent subspaces and the combina-
tion of these solutions gives also a good solution in the
combined subspaces.
1.3 Mutation
Each bit of an individual is changed (e.g. inverted)
with probability PM . This probability is a parameter
of the algorithm. One important motivation for this
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