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ABSTRACT
In high-energy astrophysics, it is common practice to account for the background overlaid
with the counts from the source of interest with the help of auxiliary measurements carried on
by pointing off-source. In this “on/off” measurement, one knows the number of photons detected
while pointing to the source, the number of photons collected while pointing away of the source,
and how to estimate the background counts in the source region from the flux observed in the
auxiliary measurements. For very faint sources, the number of detected photons is so low that
the approximations which hold asymptotically are not valid. On the other hand, the analytical
solution exists for the Bayesian statistical inference, which is valid at low and high counts. Here
we illustrate the objective Bayesian solution based on the reference posterior and compare the
result with the approach very recently proposed by Knoetig (2014), discussing its most delicate
points. In addition, we propose to compute the significance of the excess with respect to the
background-only expectation with a method which is able to account for any uncertainty on the
background and is valid for any photon count. This method is compared to the widely used
significance formula by Li&Ma (1983), which is based on asymptotic properties.
Subject headings: gamma-rays: general — methods: statistical
1. Introduction
In a counting experiment, the detector response
to a trigger signal is saved, whenever at least one
among (possibly many) different conditions is sat-
isfied. The trigger requirements are defined in
such a way to select interesting “events” and oper-
ate the detector in the most efficient way. Count-
ing experiments are widespread in high-energy
physics and astrophysics, and sometimes have to
deal with very low event rates. This is the case,
for example, when one tries to observe a very faint
gamma-ray source with a space experiment, or
when the goal is to detect the excess of counts
corresponding to a new particle created by the col-
lisions produced by underground particle acceler-
ators.
When only few events are collected, the asymp-
totic espressions which can be used with high
1Visiting Scientist, Department of Physics and Astron-
omy, UCL, Gower Street, London WC1E 6BT, UK
count rates can not be adopted any more. In-
stead, it is of great importance to study the correct
statistical model without simplifying assumptions
which could invalidate the result. For counting
experiments, it is commonly assumed that the in-
teger number n ≥ 0 of observed events follows the
Poisson distribution:
Poi(n | a) = a
n
n!
e−a
where the real value a ≥ 0 is the Poisson parame-
ter, which coincides with the expected number of
events and with the variance: E[n] = V [n] = a.
Realistic measurements always involve some
degree of “background” counts, due to non-
interesting events which satisfy (hopefully, but
not always, with low probability) some trigger
condition. We assume that the counts from the
source of interest and those from the background
are independent Poisson variables. A well known
property of the Poisson distribution is that the
sum of two independent variables is again Poisson
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distributed, with parameter given by the sum of
the respective expectations:
P (n | s, b) = Poi(n | s+ b) = (s+ b)
n
n!
e−(s+b) (1)
where the expected number of events from the
source s ≥ 0 is the parameter of interest, and the
background contribution b ≥ 0 is the nuisance pa-
rameter (n is integer, whereas s and b are real
numbers).
In high-energy astrophysics, it is common to es-
timate b with the help of auxiliary measurements,
obtained by pointing the detector off the source.1
In this case, it is assumed that the source of inter-
est does not contribute to the observed k counts,
such that one has a simple Poisson process:
Poi(k |B) = B
k
k!
e−B (2)
where B ≥ 0 is the expected (background-only)
photon count in the region off the source. By
knowing the details (like the area on the sky and
the exposure time) of the source and off-source re-
gions, it is possible to relate the expected counts
from the background alone in the two regions:
b = ρB, where ρ is a constant, assumed to be
perfectly known (i.e. with negligible uncertainty
compared to B).
In summary, the statistical inference about this
“on/off” measurement makes use of the observed
counts n and k in the source and off-source re-
gions, of the known proportionality ρ between the
expected background fluxes in the two regions, and
of the Poisson models (1) and (2) for the two mea-
surements.
Recently, Knoetig (2014) (MK2014 hereafter)
summarized the previous approaches to the on/off
inference problem and proposed an objective
Bayesian solution which consists of two different
steps. First, it is checked whether the number n
of events in the source region is too high to be
comfortably attributed to the background alone.
If this is the case, one rejects the “null hypoth-
esis” (background only) and claims a successful
observation of the source. Next, the source inten-
sity s is estimated with the help of the auxiliary
1In high-energy physics, the background is estimate by look-
ing at “control regions” in which the expected signal is neg-
ligible or null. Alternatively, Monte Carlo simulations are
used to estimate the background in the “signal region”.
measurement. The good point is that MK2014
finds a (rather complicate) analytic solution to
the Bayesian inference problem, in terms of spe-
cial (Gamma and hypergeometric) functions which
are available in many libraries.
The procedure proposed by MK2014 is well mo-
tivated and it aims at achieving very desirable
goals. However, it is not free from issues. The first
source of possible troubles is the proposed prior
[eq. (15) of MK2014], which is obtained following
the Jeffreys’ rule in the bidimensional (s, b) space
[called (λs, λbg) in MK2014]. Even though Jef-
freys’ priors have a number of desirable properties
for 1-dimensional problems, it is well known that
they behave badly in multidimensional problems
[for a recent discussion, see Berger et al. (2013)].
Here we overcome this difficulty by reducing the
problem to a 1-dimensional (marginal) model for
which an objective prior is known.
One further complication in the procedure pro-
posed by MK2014 is the comparison of the null
hypothesis H0 that s = 0 (called “background-
only hypothesis” here) against the alternative hy-
pothesis H1 that s > 0 in the target region (the
“source+background hypothesis”). In absence of
additional information, MK2014 assigns identi-
cal (prior) probabilities to the two hypotheses:
P (H0) = P (H1) = 1/2. They are “nested” hy-
potheses, in the sense that H0 assumes a single
value whereas H1 allows the source strength to
assume any other value in its domain. The fact
that the measure of the allowed domain is zero for
H0 gives troubles when using improper priors[(see
for example Bayarri et al. (2008) and references
therein].
To overcome the problem, MK2014 fixes the
ratio between the arbitrary scale factors of the
source and background priors with a procedure
relying on the assumption that, when no counts
are observed both in the target and off-source re-
gions, the probabilities of H0 and H1 stay the
same. This assumption is questionable, as count-
ing zero events is not the same as performing no
measurement. If the outcome is k = 0 in the
auxiliary region, we learn that the background in
the source region is very small (possibly negligi-
ble), and this may imply a better sensitivity (see
Appendix A for more details). In addition, if we
count n = 0 events in the source region, we know
that there is no background contribution in this
2
outcome and also that there is no count due to
the source (which makes it easy to get an upper
bound to its intensity). Thus, intuitively one may
think that the absence of counts in the target re-
gion decreases the probability that a source is ac-
tually there, hence increasing P (H0) = 1−P (H1),
contrarily to MK2014. Although this way of think-
ing might also be criticized, what matters here is
that the assumption, that measuring zero counts
in both regions does not update our degree of be-
lief about the validity of both the background-only
and the source+background hypotheses, is ques-
tionable and can not be taken as a basis for the
hypothesis test.
In this paper, we present the objective Bayesian
approach based on the analytical solution of model
(1) in the framework of the Bayesian reference
analysis (Bernardo 2005a) obtained by Casadei
(2012) (DC2012 hereafter). This solution is based
on the “reference prior” corresponding to the
model given in equation (1), which has a solid
formal justification and does not suffer from the
problems of multidimensional Jeffreys’ priors. In
addition, frequentist coverage studies have been
carried on by DC2012 and show a good average
agreement between the posterior probability and
the coverage (exact agreement is not possible, as
this is a discrete problem).
The reference prior computed by DC2012 may
be coded in any programming language (a C++
version is adopted here), and is also available
in the Bayesian Analysis Toolkit (Caldwell et al.
2009)2. For the users of other analysis frameworks
and/or programming languages, it may be use-
ful to know that simple approximations also exist,
which are even quicker to compute (Casadei 2014).
To illustrate the application of the objective
Bayesian approach of DC2012 and compare to
MK2014, our solution will be applied in a sim-
plified way (i.e. in a single-step procedure) to the
same Gamma-Ray Burst (GRB) data listed in ta-
ble 1 of MK2014. The marginal reference poste-
rior probability density of the source strength s
will be estimated directly, without comparing H0
against H1. Similarly to MK2014, the posterior
distribution for s will be summarized by provid-
2Few lines of BAT instructions are sufficient to setup and
solve the problem: a complete example is provided in the
examples/advanced/referencecounting/ directory.
ing its mode, i.e. the most probable value or peak
position, together with Highest Posterior Density
(HPD) intervals, which are the narrowest intervals
covering a predefined posterior probability. When-
ever one of such intervals is limited by zero at the
left, its right edge automatically provides an upper
bound to the source intensity.3 In this case, it will
be assumed that no source was detected, so that
the alternative hypothesis of source+background
is discarded. In our conservative approach, when
the posterior for s suggests a non-negligible in-
tensity we check the statistical significance of the
excess of counts with respect to the background-
only hypothesis to decide whether to claim a suc-
cessful source detection or not. This procedure
provides results which are essentially equivalent
to the two-steps approach involving the compari-
son of two hypotheses, without the complications
arising from the latter in the presence of improper
priors (as it is the case for the on/off problem).
2. Methods
We have two Poisson models, characterizing a
region where no source contribution is expected,
eq. (2), and the target region where a source may
produce counts in addition to those coming from
the background alone, eq. (1). The available data
are the number n of photons detected when point-
ing to the source (called Non in MK2014), the k
off-source counts (called Noff in MK2014), and the
ratio ρ = b/B (called α in MK2014) between the
background fluxes in both regions. One first has to
estimate the background in the target region with
the help of the auxiliary off-source measurement.
Next one considers the marginal model obtained
by integrating over b and finds the reference prior
for s. Finally, one gets the reference posterior for
s with the help of Bayes’ theorem.
The auxiliary measurement is analyzed first.
The Poisson distribution (2) allows to estimate the
off-source background intensity B by means of the
3It is useful to recall the difference between an upper limit on
the intensity which one expects to detect with a predefined
probability, characterizing the sensitivity of the detection
technique, and an upper bound on the intensity inferred
from the actual measurement (Kashyap et al. 2010). Here
we are only concerned with the latter. Appendix A provides
details about upper limits.
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Bayes’ theorem:
p(B | k) ∝ Poi(k |B)pi(B) (3)
(we omit the proportionality constant, as the lat-
ter can be determined by imposing that the inte-
gral of p(B | k) be one). This equation expresses
the posterior probability density function p(B | k)
of the off-source background intensity B given the
k observed counts, in terms of the likelihood func-
tion (2) and of the prior density pi(B).
If we have some prior estimate of the back-
ground flux in the off-source region, it is most con-
venient to represent it with a Gamma distribution
(the conjugate prior of the Poisson model):
Ga(x |S,R) = R
S
Γ(S)
xS−1 e−Rx (4)
with shape parameter S > 0 and rate parameter
R > 0. In this case, the posterior also belongs to
the Gamma family, with new shape and rate pa-
rameters S′ = S+k and R′ = R+1, corresponding
to k observed counts4. For example, the prior pa-
rameters S,R can be fixed with the the method of
moments, by imposing values for the prior expec-
tation E[x] = S/R and variance V [x] = S/R2.
In absence of prior information, it is best to
adopt an objective prior. The reference prior for
the Poisson model coincides with Jeffreys’ prior,
which is the limiting case of a Gamma function
with shape parameter S = 1/2 and rate parame-
ter R = 0. Hence we use here the (improper) Jef-
freys’ prior pi(B) = B−1/2 and find the (properly
normalized) density which represent the solution
of Bayes’ formula (3):
p(B | k) = Ga(B | k + 12 , 1) (5)
This is the reference posterior for the background
in the off-source region, and the same solution is
used in MK20145.
Our goal is to estimate the source intensity s
in the target region. We use the Bayes’ theorem
4The fact that the parameters assume new values well re-
flects the interpretation of Bayes’ theorem as a way of up-
dating our knowledge.
5The constant at the numerator of eq. (14) in MK2014 is
irrelevant, as an improper prior can have any scaling factor.
Here we took the latter to be one, for simplicity. What
matters is that the posterior is a proper density, as is the
case with eq. (5) above.
to write the joint posterior density in the source
region as
p(s, b |n) ∝ Poi(n | s+ b)pi(s)pi(b) (6)
Later, we will integrate over b to find the marginal
posterior density p(s |n). Hence we need to find
the prior pi(b) by translating the background esti-
mate in the control region into a background es-
timate in the target region. In order to do so, we
use the posterior density p(B | k) from eq. (5) to
determine the prior for the background contribu-
tion b in the source region. With the change of
variable b = ρB we find
pi(b) = Ga(b | k + 12 , 1ρ ) (7)
It is interesting to note that the expected back-
ground in the source region is E[b] = ρ(k+ 12 ) with
the most probable value ρ(k − 12 ) being the mode
of pi(b) when k ≥ 1 (if k = 0 the prior peaks at
zero). The commonly used maximum likelihood
estimator bˆ = ρk (Li&Ma 1983) is just in between
the peak value and the expected background. The
background variance V [b] = ρ2(k+ 12 ) is also very
similar (but not identical) to the commonly used
value of ρ2k.
The next step is to write down the prior for the
source strength s. We assume no prior knowledge
here, hence adopt the reference prior calculated in
DC2012. The starting point for determining pi(s)
is the marginal model
P (n | s) =
∫
Poi(n | s+ b)pi(b)
which is in our case
P (n | s) =
(
1
1 + ρ
)k+1/2
e−s f(s;n, k + 12 ,
1
ρ ) (8)
The polynomial
f(x;n, c, d) =
n∑
m=0
(
c+m− 1
m
)
xn−m
(n−m)! (1 + d)m
(9)
is a function of the real variable x ≥ 0 with integer
parameter n ≥ 0 and real parameters c, d > 0
whose properties are studied in DC2012.
From the marginal model, DC2012 finds the
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Fisher’s information, which in our case reads
I(s) =
(
1
1 + ρ
)k+1/2
e−s ×
×
∞∑
m=0
[f(s;m, k + 12 ,
1
ρ )]
2
f(s;m+ 1, k + 12 ,
1
ρ )
− 1
(10)
The resulting reference prior is proportional to
| I(s) | 1/2 and is improper. Hence it is defined
apart from a multiplicative constant. Making use
of this degree of freedom, the expression proposed
by DC2012 is
pi(s) =
| I(s) | 1/2
| I(0) | 1/2 (11)
which is a monotonically decreasing function of s
with maximum at one for s = 0.6 In the limit
of perfect prior background knowledge7 pi(b) =
δ(b− b0), one gets Jeffreys’ prior for the offset-ed
variable s′ = s+ b0:
pi(s) −→
√
b0
s+ b0
≡ pi0(s) (12)
where b0 = E[b] is a known value.
As it is shown in Appendix B, the limiting prior
pi0(s) can often be used in place of the more com-
plicate reference prior pi(s) given in (11). When
this is not the case, a closed-form function pro-
vides an excellent approximation of the reference
prior pi(s) as described by Casadei (2014). This
considerably simplifies the computation, although
it is not used in this paper.
The marginal reference posterior for the source
strength in the source region is finally
p(s |n) ∝ e−s f(s;n, k + 12 , 1ρ )pi(s) . (13)
obtained after having removed the inessential con-
stant factor (1 + ρ)−k−1/2 in front of the marginal
model (8), as the normalization of the marginal
posterior is found by dividing by the integral from
zero to infinity of the expression above (which is
integrable for all possible values of the background
shape and rate parameters).
6Incidentally, this makes it easy to compare it to the uniform
prior, a very common (although mathematically ill-defined)
choice with a long tradition.
7Ga(x | c, d)→ δ(x− b0) in the limit c, d→∞ while keeping
b0 = c/d constant.
The marginal reference posterior (13) is the full
solution of our inference problem. Very often, it
will be summarized by providing only few figures
of merit, like the most probable value or the pos-
terior expectation, plus an interval enclosing the
true value with some predefined posterior proba-
bility. To complement this solution, one can check
whether the counts n in the source region are com-
patible with the background-only hypothesis by
comparing n with the expectation E[b] = ρ(k+ 12 )
from a simple Poisson process in which no source
is present.
The statistical significance z quantifies the devi-
ation between observed counts and expected back-
ground in terms of the displacement from the peak
of a normal distribution in units of standard de-
viations. An excess of counts for which z = 3
is commonly called “a 3-sigma excess” and con-
sidered a real effect (that is an evidence for an
additional contribution on top of the events ex-
pected from the background-only hypothesis), al-
though more stringent requirements may be pre-
ferred, like the “5-sigma” excess traditionally re-
quired in high-energy physics to claim the discov-
ery of a new particle, and required by MK2014
too.8
A deviation from the expected background can
occur in two directions: as an excess of counts
when n > E[b] = ρ(k + 12 ), or as a deficit when
n < E[b]. The commonly used expression for the
significance is eq. (17) of Li&Ma (1983) (LM1983
hereafter). Such formula gives always a positive
value for z, while it is more appealing to differen-
tiate between excess and deficit of observed events
with respect to the expected background. In ad-
dition, strictly speaking that formula is valid only
asymptotically, although it was shown to behave
well already with moderately small values of n.
We compute the significance of the deviation
from E[b] with the inclusion of the uncertainty on
the background in the source region, represented
by the square root of the prior background vari-
8Strictly speaking, an excess with z = 3 or z = 5 leads to
the rejection of H0 with a very low probabiliy of false re-
jection. It does not automatically imply that H1 is true, as
there could be more alternative hypotheses in competition,
like e.g. an instrumental effect. However in the simplified
setup in which there are only two alternatives, the excess
is usually taken as evidence for the source without further
discussion. We follow this tradition here.
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ance V [b], as described by Choudalakis&Casadei
(2012) (CC2012 in the following)9 A Poisson pro-
cess with uncertain parameter, whose probability
density is represented by a Gamma distribution,
is described by the Poisson-Gamma mixture
P (n|c, d) =
∫ ∞
0
Poi(n | b) Ga(b | c, d) db
=
dc
Γ(c)
Γ(n+ c)
n! (1 + d)n+c
(14)
In our case, we find c, d with the method of mo-
ments, from E[b] = c/d = ρ(k + 12 ) and V [b] =
c/d2 = ρ2(k + 12 ). As expected, the result is
c = k + 12 and d = 1/ρ, the same as in eq. (7),
but eq. (14) can also be used when there are
other (e.g. systematic) contributions to the back-
ground uncertainty in the target region, by apply-
ing the method of moments with the correspond-
ing (larger) variance.
For an excess, the probability p to get a devia-
tion not smaller than the observed one is given by
the sum from n to infinity of (14). For a deficit,
p is given by the sum of the terms from 0 to n.
Next, we compute the significance z by imposing
that the integral from z to infinity (excess) or from
minus infinity to z (deficit) of a standard normal
distribution is equal to p.
This definition of p-value (hence of statistical
significance z) is similar to the usual (frequentist)
definition, with the exception that the Poisson-
Gamma mixture (the marginal model given H0) is
used in place of the Poisson distribution, to which
it reduces in case of negligible background uncer-
tainty. Hence it represents a sort of hybrid com-
putation of the probability that the data deviate
from the expectation at least as much as in the ac-
tual observation. The result is valid for any value
of n, even when n = 0, hence it does not rely
on asymptotic properties like the LM1983 signif-
icance. On the other hand, MK2014 defines the
p-value as the probability of the model H0 given
the data [eq. (27) of MK2014]. Hence his signif-
icance (denoted by Sb) has a different meaning
from the significance used here and by LM1983,
despite from the similarity between the numerical
values.
9C/C++ macros freely available on http://svn.cern.ch/
guest/psde/ based on the ROOT framework (Antcheva et
al. 2009).
3. Results
We apply the methods described above on the
same input data as MK2014, to make a detailed
comparison with that solution. Table 3 shows
gamma-ray burst (GRB) data collected by Fermi-
LAT (Abdo et al. 2009) and VERITAS (Acciari et
al. 2011). Such GRBs were selected by MK2014
because they have low counts (otherwise the dif-
ference with respect to asymptotic formulae is dif-
ficult to notice): at least one among n and k is not
bigger than 15 counts.
The first step is to estimate the background B
in the off-source regions with the help of eq. (5).
The reference posterior for B only depends on the
off-source counts k, hence it is the same for GRBs
080607 and 090418A (both with k = 16), and for
GRBs 081024A and 090429B (both with k = 7).
Figure 1 shows all the reference posteriors for the
background B in the off-source regions. In addi-
tion to the counts in the off-source region, for each
GRB the reference posterior mean and standard
deviation of B are reported, which may be useful
summaries for back-of-the-envelope computations.
Next, one finds the background prior for b = ρB
in the source region from eq. (7). Because the
value of ρ differs in each pair of GRBs with the
same off-source background estimate, their back-
ground priors in the source regions are all distinct
Gamma densities.
Once the reference prior from eq. (11) is
computed, the final solution is provided by the
(marginal) reference posterior for the source
strength s in the source region, eq. (13). It is worth
noticing that in all cases considered here, the lim-
iting prior pi0(s) defined in (12) works equally well.
There would be no relevant change if pi0(s) were
used in place of the reference prior pi(s) defined in
(11), although the latter was used here.
Figure 2 shows the reference posteriors for s for
all GRBs listed in table 3, where the posteriors are
summarized by reporting the HPD credible inter-
vals with 99%, 95%, 90%, 68.3% posterior prob-
ability, the source intensity expectation (E), me-
dian (M), mode (P ), plus variance (V ), skewness
(S), and excess kurtosis (K). Two decimal places
are shown in the table, even though they do not
bring any insight on the physics, because the goal
is to compare against MK2014 results (where only
the 99% upper bounds are reported).
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Table 1
Gamma-ray burst data from Fermi-LAT and VERITAS.
GRB k n ρ L99 L95 L90 L68 E M P R68 R90 R95 R99 V S K λ99 λ
R
99
070419A 14 2 0.057 0.02 0.09 0.17 0.51 1.92 1.57 0.71 3.35 4.91 5.82 8.05 2.32 1.40 2.80 6.88 7.34
070521 113 3 0.057 0.00 0.00 0.00 0.00 1.42 1.02 0.00 1.67 3.26 4.20 6.59 1.83 1.79 4.58 6.12 3.52
070612B 21 3 0.066 0.03 0.13 0.24 0.69 2.39 2.01 1.12 4.08 5.84 6.83 9.15 3.17 1.24 2.13 8.00 8.54
080310 23 3 0.128 0.00 0.00 0.00 0.00 1.87 1.45 0.00 2.26 4.07 5.09 7.46 2.58 1.49 3.08 7.16 7.08
080330 15 0 0.123 0.00 0.00 0.00 0.00 0.88 0.60 0.00 1.01 2.08 2.77 4.93 0.81 2.10 6.74 4.10 2.40
080604 40 2 0.063 0.00 0.00 0.00 0.00 1.49 1.11 0.00 1.77 3.34 4.25 6.51 1.85 1.67 3.99 6.12 5.66
080607 16 4 0.112 0.04 0.19 0.35 0.95 2.93 2.55 1.71 4.90 6.83 7.89 10.30 4.17 1.09 1.62 9.17 9.83
080825C 19 15 0.063 5.95 7.51 8.39 10.36 14.27 13.94 13.28 18.17 21.27 22.90 26.29 15.58 0.50 0.38 — —
081024A 7 1 0.142 0.00 0.00 0.00 0.00 1.26 0.93 0.00 1.49 2.85 3.66 5.75 1.38 1.77 4.63 5.29 5.19
090418A 16 3 0.123 0.02 0.09 0.17 0.54 2.15 1.75 0.57 3.77 5.52 6.52 8.94 2.94 1.34 2.48 7.64 8.01
090429B 7 2 0.106 0.02 0.09 0.18 0.53 1.95 1.60 0.76 3.39 4.96 5.86 8.08 2.35 1.38 2.74 6.92 7.41
090515 24 4 0.126 0.02 0.09 0.19 0.51 2.36 1.93 0.52 2.88 6.05 7.13 9.68 3.54 1.30 2.27 8.34 8.66
Note.— Low count gamma-ray burst data where either or both of n or k are ≤ 15. All data report VERITAS measurements
(Acciari et al. 2011), apart from GRB 080825C, detected by Fermi-LAT (Abdo et al. 2009). The posterior HPD credible
intervals are reported with 99%, 95%, 90%, 68.3% posterior probability, together with source intensity expectation (E), median
(M), mode (P ), variance (V ), skewness (S), and excess kurtosis (K). The last two columns report the 99% upper bounds
computed by MK2014 using his solution and the method by Rolke et al. (2005). GRB 080825C is the only clear detection: we
obtain s = 13.28+4.89−2.92, MK2014 obtains 13.28
+4.16
−3.49, and 13.7 is the official result by the Fermi-LAT collaboration.
As remarked by MK2014, the only clear de-
tection is GRB 080825C, observed by Fermi-LAT
(Abdo et al. 2009): we obtain s = 13.28+4.89−2.92 with
significance z = 6.26, whereas MK2014 obtains
s = 13.28+4.16−3.49 with significance Sb = 6.11 com-
puted by mapping the posterior probability of H0
onto a Gaussian metric. Both Bayesian solutions
find the same peak value for the source strength,
which is only 3% weaker than the result of 13.7
units obtained by the Fermi-LAT collaboration,
a difference ten times smaller than the standard
deviation computed here (
√
V = 3.95), hence neg-
ligible. Our result is slightly more suggestive of
higher source counts than MK2014, as the right-
asymmetry of our 68.3% credible interval is more
pronounced. This implies that our source strength
expectation (14.27 units) should be larger than
MK2014 (where this value is not reported). How-
ever, this small difference is of little practical im-
portance.
Apart from 080825C, all other GRB data do
not show any evidence for a detectable source, as
the significance values reported in figure 3 confirm.
For GRBs 070521, 080310, 080330, 080604 and
081024A, the reference posterior is monotonically
decreasing with maximum probability density at
zero: the right edges of their HPD intervals are all
upper bounds to the source strength. Although
the posteriors of the other GRBs are not mono-
tonically decreasing functions, their peaks are so
near to zero that one has in practice upper bounds
also in these cases. The significance z of the devia-
tion from the background-only expectation is 0.83
for 070419A, 0.93 for 070612B, 1.14 for 080607,
0.44 for 090418A, 0.87 for 090429B, and 0.33 for
0900515: clearly H0 can not be rejected. In ad-
dition, their posterior 99% HPD intervals, when
keeping a single decimal place, all start at zero.
In conclusion, there is no clear evidence for some
additional contribution in addition to the photon
counts expected from the background alone.
It is interesting to look at the distribution of the
significance z of the deviations between observed
counts and expected background, as this is a quick
way of checking that the background-only hypoth-
esis is valid for the entire set of measurements. By
definition, under repeated sampling the model H0
will give values of z which are normally distributed
with center at zero and unit standard deviation.
A plot produced with all GRBs listed in table 3
apart from GRB 080825C is shown in figure 3.
The values computed according to LM1983 are
also shown for comparison. As mentioned above,
they are always positive, which makes a difference
when a deficit of events is observed. However, this
case is less interesting than the observation of an
excess of counts, for which the agreement is ac-
ceptable. The formula by LM1983 overestimates
the significance when the latter is small (by 15%
when z ≈ 1, increasing when z → 0 but decreasing
when z increases), which is not a big problem in
practice. When the significance is high, it gives
7
B1 10
210
p r
o b
a b
i l i t
y  
d e
n s
i t y
-310
-210
-110
1
On/off measurements: background posteriors in the off-region
0 7
0 4
1 9
A
0 7
0 5
2 1
0 7
0 6
1 2
B
0 8
0 3
1 0
0 8
0 3
3 0
0 8
0 6
0 4
0 8
0 6
0 7
0 8
0 8
2 5
C
0 8
1 0
2 4
A
0 9
0 4
1 8
A
0 9
0 4
2 9
B 0 9
0 5
1 5
[b] = 3.8) σ070419A : N_off = 14 (E[b] = 14.5, 
[b] = 10.7) σ070521 : N_off = 113 (E[b] = 113.5, 
[b] = 4.6) σ070612B : N_off = 21 (E[b] = 21.5, 
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[b] = 4.9) σ090515 : N_off = 24 (E[b] = 24.5, 
Fig. 1.— Reference posteriors for the background in off-source regions. The GRB name is followed by the
counts in the off-source and source regions, and by the resulting posterior mean and standard deviation.
very similar results to our approach. For example,
the detection of GRB 080825C by Fermi-LAT has
significance z = 6.26.10 The formula by LM1983
gives a value of 6.36 while MK2014 obtains 6.11,
hence the three methods agree that the result is
very significant. The good agreement (1.6%) be-
tween the standard formula of LM1983 and our
method is connected to their very similar back-
ground uncertainty estimates (ρ
√
k for the stan-
dard method of LM1983 and ρ
√
k + 1/2 in our
case). However this uncertainty is purely statis-
tical: if any additional contribution exists, then
the formula by LM1983 is not able to account for
it and the method by CC2012 should be used in-
stead, as it is more general (the uncertainty is not
assumed but is an input parameter). Another pos-
sibility is to compute the posterior probability of
H0 given the data, and map it onto a Gaussian
metric. This is what is done by MK2014, whose
result is a bit (2.4%) smaller than, but still appre-
ciably similar to ours, despite from the different
10For illustration purposes only, figure 3 also shows than one
finds z = 6.80 when ignoring the background uncertainty.
meaning.
By collecting all significance values one creates
the “pull distribution”, which in case of purely
stochastic fluctuations should follow a standard
normal distribution (as it is indeed the case when
simulating a large number of pseudo-experiments).
The inset at the top-left corner of figure 3 shows
that the GRB measurements — with the exception
of GRB 080825C, detected with more than six-
sigma statistical significance and not shown there
— do not show any strong deviation from that dis-
tribution (dashed black curve), which would sug-
gest that H0 does not all for the entire sample.
Although a Gaussian fit (red curve) actually con-
firms the preference for positive fluctuations which
is visible in the bottom plot, it also says that the
results are more tightly clustered than expected.
The shift of the barycenter is not significant, being
about twice as big as the uncertainty on its posi-
tion, confirming that the null hypothesis of pure
background counts well describes the set of obser-
vations.
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On/off measurements: reference posteriors
Fig. 2.— Marginal posteriors for GRB data. The GRB name is followed by the counts in the off-source and
source regions, and by the ratio between the background fluxes in these regions.
4. Summary and discussion
We have illustrated how the objective Bayesian
solution to the inference problem for the Poi(s+b)
model can be applied to the on/off problem. Our
solution is the marginal reference posterior prob-
ability density for the source strength s, given the
measured counts n in the source region, and the
auxiliary measurement of background-only counts
summarized by the off-source counts k and the ra-
tio ρ between the background fluxes in the two
regions. Based on the reference prior computed
by DC2012, this solution appears to be more con-
servative (higher upper bounds) when there is no
clear detection of additional photons with respect
to the background-only expectation in the source
region, compared to the posterior proposed re-
cently by MK2014 and to the frequentist method
based on asymptotic properties of the profile like-
lihood test statistic by Rolke et al. (2005).
The approach by MK2014 also aims at provid-
ing an objective Bayesian result. Its most delicate
point is the choice of the prior for the source re-
gion. The choice of Jeffreys’ prior in the (s, b)
space may give troubles which can be avoided
if one consider the marginal model instead (ob-
tained by integrating over the entire range of b,
weighted by its prior). On the other hand, the
marginal model is 1-dimensional and the corre-
sponding reference prior is known. Reference pri-
ors, when available, are the recommended objec-
tive priors in the statistics literature, as they pos-
sess a number of desirable properties and are well
“calibrated” from the frequentist point of view.
In 1-dimensional problems, they usually coincide
with Jeffreys’ priors, but this is not true in multi-
dimensional problems.
Another possible source of troubles is the hy-
pothesis testing step in the method proposed by
MK2014, as the improper priors used both in the
off-source and source regions are not identical.
MK2014 proposes an ad-hoc procedure to over-
come the problem, which is based on the ques-
tionable assumption that measuring k = 0 and
n = 0 does not change our degree of belief about
the two alternative hypotheses. We propose to
avoid the problem by omitting the comparison be-
tween H0 and H1. One can compute the statistical
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inset in the top-left corner shows the pull distribution computed with background uncertainties, with a
Gaussian fit (red line). A standard normal distribution (centered at zero with unit standard deviation) is
also shown for comparison (dashed black line).
significance of the deviation between the observed
counts and the background-only expectation on
the basis of H0 alone, as a conservative check that
the probability of claiming a false detection is low
enough. This complements the estimate of the
source strength s provided by the marginal refer-
ence posterior.
In case the hypothesis test is considered a fun-
damental step (which seems not to be the case
here), it might be worth noticing that Bernardo
(2011) recommends to base our decision on the
comparison between the reference posteriors of
each model by means of an invariant information-
based loss function (the “intrinsic discrepancy”).
This promises to be the best way of achieving
an universally applicable procedure which guar-
antees objective decisions. Unfortunately, this ap-
proach to the Bayesian hypothesis testing is not
yet widespread in the scientific community, where
most people continue to look at the Bayes factors
(ill-defined in our case; see also the discussion in
Bayarri et al. (2008)).
The HPD intervals chosen by MK2014 cover
99% posterior probability. In other words, they
are the shortest 99% credible intervals on the
source strength s, given the measurements in the
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on/off regions. Even though they are not invariant
under reparametrization, nor it is the most prob-
able value, there is little or no discussion in the
astrophysics community about the best choice for
the parameter of interest: everybody just looks at
s. Hence here we also show the posterior mode
with 99% credible HPD intervals, although one
might consider more complicate ways of summa-
rizing the result in an invariant way. The inter-
ested reader can find details about the “reference
posterior intrinsic loss” function which allows one
to find the “intrinsic estimator” of the parameter
of interest, together with “intrinsic 99% credible
regions” for s, in Bernardo (2005b) and Bernardo
(2007).
The numerical comparison with the results ob-
tained by MK2014 shows that the two methods
are in decent agreement, although the use of Jef-
freys’ prior leads to narrower posterior densities
than the marginal reference posterior. This means
that the upper bounds obtained by MK2014 are
always tighter than those obtained here.
The only clear case of unambiguous GRB de-
tection by is 080825C by Fermi-LAT (Abdo et
al. 2009). For this GRB, MK2014 obtains s =
13.28+4.16−3.49 whereas the result obtained here is
s = 13.28+4.89−2.92: even though the posterior peak
is at the same position as in MK2014, our result is
slightly more suggestive of a higher intensity, al-
though it well overlaps with MK2014 within the
uncertainties.
With all GRB data considered here, the very
simple approximate reference prior pi0 ∝ (s +
E[b])−1/2 provides practically the same result as
the (more complicate) reference prior. This is al-
ways true when the rate parameter describing the
Gamma prior for b is large enough (in practice,
it is sufficient to be larger than a few units), or
when the shape parameter is large. In our case,
the shape parameter of the background prior in
the source region is S = k + 12 , while the rate
parameter is R = 1ρ . The approximate reference
prior pi0(s) differs less than 1% from the reference
prior when R > 4 or S > 40, plus a portion of the
parameters space which does not satisfy any of
these requirements (Appendix B). The first condi-
tion is fulfilled by all GRBs in table 3, apart from
GRBs 080310 (S = 23.5, R = 7.8), 081024A (S =
7.5, R = 7.04), and 090515 (S = 24.5, R = 7.9).
However these three GRBs have shape and rate
parameters which fall in regions of the parameters
space in which pi0(s) differs very little from the
reference prior. This means that the approximate
marginal reference posterior
p0(s |n) ∝ Ga(s+ E[b] |n+ 12 , 1) (15)
(Casadei 2014) could have been used in place of
the marginal reference posterior (13), with a con-
siderable simplification.
Finally, we have noticed that the significance
z obtained with the standard asymptotic formula
by Li&Ma (1983), when it is not too small, well
agrees with the values calculated as suggested by
CC2012, which are correct for any value of n (in-
cluding the case n = 0). By treating the back-
ground uncertainty as a free parameter, the more
recent definition of z is more general than the stan-
dard formula and should be used whenever ad-
ditional sources of uncertainty exist beyond the
pure statistical fluctuations connected with the fi-
nite number of photons collected while pointing
off-source.
5. Conclusion
The Bayesian approach proposed by MK2014
aims at providing an objective solution for the
on/off measurement. Two possible sources of trou-
bles with this approach are connected with the use
of Jeffreys’ prior in the bidimensional space (s, b)
of source and background intensities in the tar-
get region, and with the hypothesis test performed
with improper priors.
Instead of using the Jeffreys prior, a differ-
ent approach exists which provides an objective
Bayesian solution as the marginal reference poste-
rior for s obtained after reducing the problem to a
1-dimensional problem. This is done by integrat-
ing over the background intensity b in the target
region, for which an informative prior exists. The
reference prior for this 1-dimensional problem is
known, which ensures that the solution possesses
all the important features of the reference posteri-
ors, including invariance under reparametrization
and good frequentist properties. Thus, it is recom-
mended to compute the reference posterior, pos-
sibly with the help of some approximation of the
reference prior when the difference is small enough
(which can be judged by checking the background
parameters as explained in Appendix B).
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A formal two-steps procedure, in which the
comparison between background-only H0 and
source+background H1 hypotheses is performed
before estimating the source intensity in the tar-
get region, is not strictly necessary. A simpler
approach is to estimate s directly, and only check
the significance of the deviation from the expec-
tation from pure background counts in case the
posterior for s suggests a non negligible source in-
tensity. As the significance is computed with H0,
one avoids the complications arising when com-
paring two nested hypotheses whose parameters
have improper priors.
The significance Sb defined by MK2014 is
Bayesian, in the sense that it corresponds to the
probability that H0 is true given the data. Thus,
it is conceptually different from the usual defini-
tion of statistical significance z, in terms of the
probability of obtaining data with deviations at
least as large as the observed one, given H0. The
latter is a frequentist concept, which is typically
computed with the help of asymptotic formulae
as in LM1983. Here we have adopted a hybrid
approach which computes the probability of devi-
ations given H0 with the marginal model obtained
after integrating over the background in the target
region, given by a Poisson-Gamma mixture. This
approach is superior to LM1983 for three reasons:
it does not rely on asymptotics, it differentiates
between excess and deficit, and it allows to in-
clude any uncertainty on the background (while
LM1983 only account for the statistical uncer-
tainty from the auxiliary measurement). As ex-
pected, when the significance is high enough, the
three definitions provide results which are numeri-
cally very similar. However, our approach behaves
differently for mildly significant results, for which
LM1983 tend to overestimate z, and for all other
cases (including deficits, which get assigned posi-
tive z values by LM1983).
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A. Upper limits on detectable sources
Kashyap et al. (2010) emphasize the important difference between the upper bound on the source intensity
s in the target region, given the observed number n of counts and the prior knowledge about the background
intensity b in the same region, and the upper limit on the detectable sources with the chosen detection
technique. Upper bounds (typically at 90%, 95% or 99% confidence level) are a way of summarizing the
result of a measurement, when there is no significant evidence of an excess with respect to the counts expected
from the background alone. On the other hand, upper limits are connected to the detection technique and
can/should be computed before looking at the experimental outcome. In other words, upper limits are
connected to the sensitivity of the chosen technique, and do not depend on the counts n in the source region.
However, they depend on the estimated background in the target region, which in our case means that they
depend on the counts k in the off-source region, on the prior knowledge about the background rate B in
this control region, and on the known ratio ρ = b/B between the background rates in both regions. In this
paper we only addressed upper bounds on the measured source intensity. Here we provide an algorithm to
compute the upper limit accordingly to Kashyap et al. (2010), whose approach is generally valid for any
detection technique, for the case of on/off measurements.
The notation by Kashyap et al. (2010) is the following. The source and background rates in the target
region are λS , λB , respectively, with corresponding exposure times τS , τB . The ratio between the two regions
is r, and one performs two measurements whose results are the counts nS and nB in the source and off-source
regions, with
nB |(λB , τB , r) ∼ Poi(rτBλB) and nS |(λS , λB , τS) ∼ Poi(τS(λS + λB)) (A1)
The correspondence to our notation is the following:
n ≡ nS s ≡ τSλS B ≡ rτBλB
k ≡ nB b ≡ τSλB ρ ≡ τS/(rτB) (A2)
In addition to (i) the background prior pi(b) in the source region, an upper limit also depends on (ii) the
“size of the test” α, that is the predefined maximum tolerable probability of false detection (or Type I error
rate), and on (iii) the predefined minimum “power of the test” β, which is connected with Type II errors
(β = 1− Type II error rate), happening when one makes a false exclusion (i.e. does not recognize that a
source is present in the target region). Common values for α are 0.05, 0.003 (a “three-sigma” threshold),
and 0.001, whereas a “five-sigma” threshold would correspond to 5.7× 10−7. In addition, typically one sets
β = 0.5 or β = 0.9 to require at least 50% or 90% detection probability, when speaking about the expected
sensitivity of the measurement process for a given source strength.
For the on/off measurement we choose n as the test statistic and fix a threshold nmin ≥ 0 such that if
n > nmin we claim that a source has been detected, and if n ≤ nmin we declare that the measurement is
compatible with the background-only hypothesis. The threshold nmin is chosen such that the probability of
false detection (i.e. of wrongly rejecting the null hypothesis H0) does not exceed α:
α ≥ P (n > nmin | s = 0) = 1−
nmin∑
n=0
∫
Poi(n|b)pi(b) db = 1− 1
(1 + ρ)k+1/2 Γ(k + 12 )
nmin∑
n=0
Γ(n+ k + 12 )
n! (1 + 1/ρ)n
(A3)
where we used the Poisson-Gamma mixture from eq. (14) with c = k + 12 and d = 1/α, i.e. we used the
background prior pi(b) from eq. (7). Because the threshold nmin changes at discrete steps, the actual Type I
error rate will typically be smaller than α.
The expected detection probability when s > 0 is
β(s|α) = P (n > nmin | s) = 1−
nmin∑
n=0
∫
Poi(n|s+ b)pi(b) db = 1− e
−s
(1 + ρ)k+1/2
nmin∑
n=0
f(s;n, k + 12 ,
1
ρ )
= 1− e
−s
(1 + ρ)k+1/2 Γ(k + 12 )
nmin∑
n=0
n∑
m=0
Γ(m+ k + 12 ) s
n−m
m! (n−m)! (1 + 1/ρ)m
(A4)
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obtained after inserting the polynomial (9) into the marginal model (8). For s → 0 eq. (A4) gives the last
expression of (A3), because only the term with m = n survives in the second sum. Thus β(0|α) ≤ α, which
means that one must find a compromise, while aiming at a low probability of claiming a fake source and a
high probability to detect a true but faint source.
Now that all ingredients are available, we can formulate the algorithm for computing the upper limit.
Once the size and power of the test have been chosen (say α = 0.003 and β = 0.5), one has to estimate the
background in the target region, where the prior pi(b) shall be chosen as a Gamma density whose parameters
are determined by the method of moments, starting from the background expectation and variance. In the
on/off measurement, we use the control region to find the background in the target region, given by eq. (7).
Next, we define a threshold for detecting the source, in terms of the minimum number nmin of counts which
ensures that our Type I error rate does not exceed α, following the inequality (A3). Finally, one takes as
the upper limit the smallest value of s for which β(s|α) ≥ 0.5, where β(s|α) is computed in eq. (A4).
B. Approximate forms for the reference prior
Here we report useful approximations to the reference prior pi(s) defined in eq. (11), from Casadei (2014).
A movie comparing the reference prior with these approximations and with the flat prior is available on
https://www.youtube.com/watch?v=vqUnRrwinHc, clearly showing when different approximations should
be used.
The limiting form pi0(s) of the reference prior when there is certain knowledge of the background in the
source region is given by eq. (12). The limit of perfect knowledge is approached by increasing values of the
shape parameter, as the relative uncertainty on the background in the source region is
√
V [b]/E[b] = 1/
√
S.
However, it turns out that even at small values of S there are cases in which pi0(s) provides a very good
approximation to pi(s).
In order to quantify the deviation from pi(s), their relative RMS difference has been computed on the
signal range 0 ≤ s ≤ 70, by dividing the distance
d2 =
(∫ 70
0
[pi0(s)− pi(s)]2 ds
)1/2
(B1)
by the integral of the reference prior over the same range.
For most practical purposes, a relative RMS difference below 1% is acceptable, as this is the order of
magnitude of the maximum change in the posterior in the limit of very few or zero observed counts. For
increasing n, the changes of the posterior become smaller and smaller. Figure 4 shows that the pi0(s) is
satisfactory (differing from pi(s) by less than 1%) when the shape parameter is larger than 40 or the rate
parameter is larger than 4, and in some case even for lower values.
It should be emphasized that the threshold at 1% chosen here is arbitrary and quite conservative. In most
applications larger deviations can be acceptable, as the posteriors will quickly become indistinguishable for
increasing number n of observed counts. In addition, the common practice is to summarize the posterior by
providing one value (e.g. the expectation or the mode) and some estimate of its uncertainty (e.g. the shortest
interval covering 68.3% posterior probability), by rounding the values to the minimum meaningful number
of digits. Often, this summary is quite robust compared to relative RMS differences of several percent.
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