In this paper, we investigate ground-motion variability due to different faulting approximations and crustal-model parametrizations in the Messina Straits area (Southern Italy). Considering three 1-D velocity models proposed for this region and a total of 72 different source realizations, we compute broad-band (0-10 Hz) synthetics for M w 7.0 events using a fault plane geometry recently proposed.
I N T RO D U C T I O N
Over the last three decades, seismologists have introduced several analytical and numerical techniques to compute synthetics seismograms. Despite the increase in complexity, their applicability to high-frequency ground-motion prediction for engineering purposes is hampered by the still limited knowledge of small-scale crust heterogeneities and fine rupture process details.
To partially overcome these limitations, researchers have proposed different approaches, the most important being empirical Green's functions (Irikura 1986; Kamae et al. 1998 ) and purely stochastic (Boore 1983) ones. However, in recent years the attention has been focused on the simulation of realistic broad-band (0-10 Hz) ground-motion synthetics through so-called hybrid techniques (e.g. Pitarka et al. 2000; Liu et al. 2006; Mai et al. 2010) . Their main advantage compared to the other methods is that the computed wavefield still presents a deterministic component at low frequency, thus reflecting the effects of rupture processes and largescale crust heterogeneities. Scattering effects become dominant only at higher frequencies.
Such broad-band simulation approaches are increasingly applied to reliably estimate possible ground shaking levels for future events . Compared to estimating the shaking levels in potential future earthquake based on empirical ground motions prediction equations, simulation-based methods offer several advantages, the most important being the explicit consideration of the effects of earthquake source, wave-propagation path, and local site effects on ground motions. Moreover, earthquake scenario simulations that generate complete three component broadband synthetics represent an important resource for earthquake engineering and structural design. At the same time the simulation approach can be applied to past events for investigating source and site effects or have a more complete description of the experienced shaking levels, as for example, for the 1906 San Francisco , the 1994 Northridge (Hartzell et al. 2005 ) and the 1997 Umbria-Marche (Castro et al. 2001) earthquakes.
Generally, studies on earthquake rupture scenario include different realizations of slip, rise-time, rupture-speed, hypocentre and even fault plane positions (or a combination of them) to capture as much as possible the variability of ground shaking levels. In most cases, these models are purely kinematic but allow for rise-time and rupture speed variations to reproduce the essential features of dynamic faulting process (Guatteri et al. 2004; Liu et al. 2006; Graves et al. 2008) . Such variations, although not directly derived from the constitutive relations, are constrained to be consistent with main findings of dynamic rupture studies (e.g. Day 1982; Oglesby & Day 2002; Guatteri et al. 2003) .
Besides these source-related aspects, complex Earth models can significantly influence the propagating wavefield and hence amplitude, duration and frequency content of ground motions. Considering Green's function variability can be an important issue especially in regions where the Earth structure is particularly complex and no reliable 3-D models are available (e.g. Imperatori et al. 2010) . Unfortunately, detailed 3-D crustal models are limited to few and small areas worldwide, and usually suffer from limited spatial resolution. In most cases, Earth structure is approximated by one or more 1-D models, generally obtained with different methodologies and data sets. Although in earthquake scenario studies, it is common practice to assume a single velocity model (thought to be the best representative model) and to focus on earthquake source-related effects (Cultrera et al. 2010) , this study investigates broad-band ground-motion variability by accounting for various 1-D velocity models in the same area. This permits us to explicitly include medium uncertainties on ground shaking estimations and to compare medium influences with respect to those attributed to source terms.
In our study, we consider an area characterized by the highest seismic risk in the Mediterranean region: the Messina Straits (Italy). This region is characterized by significant structural complexities as supported by numerous geological and geophysical studies (Monaco & Tortorici 2000; Barberi et al. 2004 , among the others), and several 1-D velocity models have been proposed in the recent past by different authors (Barberi et al. 2004; Langer et al. 2007 ). Besides exploring ground-motion variability for possible future M w 7.0 events, we also consider the last strong earthquake that struck the Straits area on 1908 December 28. This highly damaging event was one of the most powerful European earthquakes (M w 7.1 as estimated by Pino et al. 2000) causing tsunami waves and thousands of casualties in the nearby cities (Teramo et al. 2008) . Many authors have investigated the fault responsible for this earthquake and, due to scarceness of data and their low quality, very different models have been proposed (see Amoruso et al. 2002, for a review) . Even if the debate is far from being closed, recent models of Pino et al. (2000) and Amoruso et al. (2006) are currently considered the most reliable ones, though still showing some remarkable differences. Here, we consider a slightly modified version of the original Amoruso et al. (2006) model (hereafter referred to as modified Amoruso model) that has been obtained by including all available seismological and geodetic data in a non-linear joint inversion for fault position and slip distribution. In the following, we describe in details the source and the velocity models used in our simulations. Numerical techniques adopted to compute broadband synthetic seismograms are reported separately. Results are then analysed in context of the different effects on ground motion due to the source terms and structures models. In the last section, we present simulated scenarios for possible future M w 7.0 events and the historical 1908 Messina Straits event, focusing on the two major cities of Messina and Reggio Calabria.
S O U RC E M O D E L S
To study ground-motion variation in terms of scenario calculations for future strong earthquakes in the Messina Straits area, considering both earthquake source and Earth structure effects, we propose four random slip models generated using the procedure described in Mai & Beroza (2002) . We fix our target moment magnitude to 7.0 and adopt a fault plane whose orientation and mechanism (Table 1) are equal to those proposed by Amoruso et al. (2006) . Its position is shown in Fig. 1 along with the irregular receiver grid and the fault plane projection. It is worth noticing that our fault plane (as the modified Amoruso model) differs from that proposed in the Italian database of individual seismogenic sources in terms of orientation, position and, secondarily, mechanism. Our decision of assuming the Amoruso model geometry as a reference is determined by the fact that it was obtained using all available geophysical data. Note that Zonno et al. (2008) deployed the Basili et al. (2008) geometry for scenario simulations in the Straits area, applying strongly simplified rupture characterizations and performing high-frequency simulations only. Our broad-band simulations with more physics-based rupture models, resolved onto the Amoruso et al. (2006) geometry, thus provides an alternative approach to perform simulation-based shaking scenarios for this region.
The dimensions of the assumed rupture plane are consistent with Wells & Coppersmith (1994) equations for dip-slip events of same magnitude. Rupture models are shown in Fig. 2 , and can be classified as single slip-patch and double slip-patch source models. The slip distributions in each class are rather similar to highlight the influence of Earth structure models on the computed ground-motions.
For simulating the 1908 Messina Straits earthquake, we modify the original source model of Amoruso et al. (2006) because of its excessive length and keep only the section releasing the largest amount of energy. Discarded areas are characterized by small slip Rupture models developed in this study (see also Table 1 and 2) in terms of slip, rise-time and rupture propagation on the fault. First and second rows are referred to the M w 7.0 scenarios, classified in single slip-patch (top row) and double slip-patch (centre row) models. Each of these rows contain two similar models to make our analysis more robust. The third row shows the 1908 M w 7.1 event. The last column reports the normalized hypocentre probability distribution computed following Mai et al. (2005) . Stars indicate chosen hypocentre locations. Rupture times contours are in seconds.
values (see Fig. 2 of Amoruso et al. 2006, for a comparison) . The final slip model, rescaled to M w 7.1, is shown in Fig. 2 . It can be noted that a considerable part of the plane defining the fault is characterized by zero slip values. Although the original model was allowed to reach the surface, we force the top of the plane to lie at 1 km of depth as no clear evidence for surface breaking was found (Billi et al. 2008; Pino et al. 2009 ). complete arbitrary hypocentre selections, we pick its position based on the work of Mai et al. (2005) , who examined the statistics of hypocentre locations for a large data set of published finite-fault models. The last column of Fig. 2 shows, for each slip model, the normalized probability of hypocentre position computed using the distribution functions proposed by Mai et al. (2005) and the chosen hypocentre itself (grey star). All random slip models share intentionally the same hypocentre location to better isolate ground-motion variability due to structural effects and the actual slip patterns. For these models, we fix the hypocentre to be in the southern section of the fault plane: this would likely correspond to the highest possible shaking levels on the Straits area (Fig. 1) . We constrain the hypocentre to be in the southern part also for the modified Amoruso model because of evidences for south-to-north directivity effects for the 1908 event (Pino et al. 2009 ). Interestingly, the selected position based on the Amoruso slip-model and the findings of Mai et al. (2005) is in good agreement with that recently proposed by Michelini et al. (2005) after probabilistic first arrivals inversion. Hypocentres for the random slip and modified Amoruso models are reported also in Fig. 1 .
V E L O C I T Y M O D E L S
We use three distinct 1-D velocity models for the same area to include the influence of Earth structure uncertainty on groundmotions variability. These models have been recently proposed by different authors (Barberi et al. 2004; Langer et al. 2007) and are shown in Fig. 3 . Although not referred as their best model, we consider also model 2 (model C in this paper) of Langer et al. (2007) to fully explore the crustal variability of the area under study. Except for model B (in dark grey), the others lack S-wave speed and density values. We, therefore, estimate shear-wave speed and density using the empirical relations proposed by Brocher (2005) . The differences in the Earth models corroborate the structural complexity of the Messina Straits region. In particular, at depths less than 10 km, models A and B show a closely resembling pattern but with model A having lower velocities. Model C is instead characterized by a strong velocity contrast close to the surface. However, below a depth of 10 km, the velocity models are similar (Fig. 3 ).
P S E U D O -DY N A M I C A P P RO X I M AT I O N S
We utilize different kinematic rupture models in our investigation to explore the influence of Greens function variability. Besides simplistic approximations of the rupture process (i.e. constant rise-time and rupture speed), we compute different scenario realizations by also varying rise-time and rupture speed consistently with spontaneous rupture models results (Day 1982; Oglesby & Day 2002; Pulido & Dalguer 2009 ). In detail, we allow for two rise-time and three rupture speed configurations, resulting in six cases: constant rise-time and constant rupture speed, constant rise-time and variable rupture speed (subshear), constant rise-time and variable rupture speed (locally super-shear), variable rise-time and constant rupture speed, variable rise-time and rupture speed (subshear), variable risetime and rupture speed (locally super-shear). These source-model parametrizations are summarized in Table 1 .
Rise-time variations τ with respect to a constant reference rise time are directly related to the particular slip distribution by the following relation:
where D k i, j represents the kth slip matrix that belongs to the same class (in this study n = 2), with i and j being the row and column indexes, respectively. The over-bar indicates averaging over the entire fault plane. Although dimensionless, we use the empirical quantity given in eq. (1) to assign a rise-time variation in units of seconds.
The dimensionless quantity expressed by eq. (1) can be added to an estimated average rise-time valueτ to give the final variable rise-time distribution
If desired τ can be scaled to assure final non-negative or userdefined minimum values, and to avoid unrealistic moment-rate peak values. Because τ has zero mean, the final rise-time distribution still maintains its original mean value, also showing a controllable range of variability. In this study, for all the source models including the modified Amoruso model, we assume an average rise-timē τ of 1.8 s, based on the scaling relation propose by Somerville et al. (1999) . Final rise-time distributions are shown in the second column of Fig. 2 . Obtained patterns resemble respective average slip matrixes (first term of numerator in eq. 1). Basically, eq. (1) states that values on each point of the plane are proportional to the difference between the average slip matrix and its mean value. A similar approach, in which rise-time is proportional to slip, has previously been adopted by other investigators (e.g. Aagaard et al. 2008; Graves et al. 2008) . Although dimensionless and scalable by the user, our parametrization of τ is more realistic than a purely random slip-uncorrelated rise-time distribution, because our approach encodes finding from source-dynamics studies that show how rise-time depends on slip and stress heterogeneity (e.g. Guatteri et al. 2003 Guatteri et al. , 2004 .
To track the propagating rupture front, we connect rupture speed variations to static stress-drop distribution as follows:
where σ k i, j is the stress-drop matrix computed for the kth slip model belonging to the same class using the procedure described in Ripperger & Mai (2004) . Stress-drop distributions obtained from variable slip on the fault are highly heterogeneous, characterized by regions of positive and negative stress drop, as demonstrated by Bouchon (1997) . From the obtained average stress-drop distribution σ , we compute the mean negative and mean positive stress-drop values along with their weights w i :
Here the +/-superscript indicates positive/negative stress-drop values, respectively, whereas the num-operator returns the number of matrix elements satisfying the specified condition. At this point, we impose the rupture speed to assume a given mean value (0.75 * β) only where condition for w 3 is met, and we assign the maximum value (0.9 * β) where condition for w 1 is met. These rupture speed values (in percent of the S-wave speed) are determined using a trialand-error approach. The minimum value is then computed using weights w 1 and w 3 , to assure that the mean rupture speed reaches at the desired value.
The described procedure produces faster rupture velocities in areas characterized by higher-than-average stress drop. If we allow for locally super-shear speed, the workflow features two more steps: we force the rupture speed to be super-shear (1.5 * β) where the 95th percentile of σ + is exceeded, and then assign a particularly low value where the 5th percentile of σ − is not exceeded. As before, this low value is computed to guarantee a mean speed value close as much as possible to the desired one. The above procedure is based on the assumption that faster rupture speeds are observed in region of high stress drop (Day 1982) . Moreover, although simplistic and based on a trial-and-error procedure, our approach reflects recent evidences about high-frequency generation mainly within large stress-drop regions (Pulido & Dalguer 2009 ).
To avoid any influence of the different media characteristics on the source characterization, we compute the actual rupture times using a common minimum-velocity model, obtained by selecting the slowest wave speed at each depth level. As can be noted from Fig. 3 , it corresponds to model A for the first ten kilometres and to model B at deeper levels. Computations of rupture front arrivals are then carried out, for each slip-class, by applying a ray-tracing (i.e. rupture-front tracking) algorithm (Hole 1992) . Following this procedure, we insure that absolute rupture speed values are the same for each rupture speed class. As an example, in Fig. 4 we report the on-fault relative rupture speeds for the single slip-patch case. Both constant and variable rupture speed cases are shown. According to crack dynamics studies (Andrews 1976; Dunham et al. 2003) and laboratory experiments (Rosakis et al. 1999 (Rosakis et al. , 2006 , shear cracks cannot propagate at speed Cr between 0.92 * β < Cr < β (considering mixed mode II and III). In this study, we obtain rupture speed in this forbidden regime only for small sections of the fault plane for super-shear cases related to velocity models B and C. However, considering their negligible extent (less than 0.1 per cent of fault surface), we believe that they have no effect on the overall physical validity of our models.
Finally we apply three different source-time functions: boxcar, triangular and the modified Yoffe function proposed by Tinti et al. (2005) . For the latter, a constant acceleration time ('Tacc' in Tinti et al. 2005) of 0.33 s has been adopted. This value would correspond to the minimum resolvable period in our deterministic simulations. Table 1 and 2 summarize the source model characteristics used in all our simulations. 
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Considering three velocity models, four random-slip models and variability in source-time function, rise-time and rupture speed, we simulate ground motions for a total of 216 scenarios in the Messina Straits area.
B ROA D -B A N D WAV E F I E L D C O M P U TAT I O N
The low-frequency (LF) deterministic synthetics are computed using a discrete wavenumber technique (COMPSYN, Spudich & Xu 2003) up to a maximum frequency of 3.0 Hz. We set this frequency considering its resolving power compared to the average thickness of layers characterizing our velocity models. Because COMPSYN calculations are referred to perfectly elastic media, we approximate S body wave attenuation for the deterministic LF-synthetics through a t * -operator that depends on traveltime and quality factor Q (Varela et al. 1993) . S-waves traveltimes for each medium are computed using a ray-tracing algorithm (Hole 1992) .
To compute the t * -operator, we consider a quality factor model of the form:
Because our velocity models are different in the shallower part (less than 10 km), we compute different values of Q 0 for each of them. These values are estimated using the relation
proposed by Graves et al. (2008) for computing near-field seismograms up to 1 Hz in southern California, a tectonically active region. Although developed for a specific region, this equation can be applied to our case study that involves a tectonically very active area of ongoing deformation and a continuously high level of seismicity. We, thus, express the differences in attenuation for the three crustal models using eq. (6), limiting our calculations to the first 10 kilometres of depth. We obtain Q 0 values of 115, 140 and 155 for models A, B and C, respectively. The frequency-decay parameter α is assumed to be 0.8 after a trial-and-error procedure to reproduce the distance-decay rate of simulated PGV values with respect to empirically predicted by attenuation relations of Boore & Atkinson (2008) and Campbell & Bozorgnia (2008) . Following several studies (see Sato & Fehler 1994, p.114) , we keep the quality factor constant up to 0.5 Hz and then let it increase following the exponential of eq. (5).
We calculate hybrid broad-band synthetics using the method developed by Mai et al. (2010) . It permits to merge stochastic highfrequency seismograms to pre-computed LF-synthetics around a specified matching frequency. The stochastic high-frequency seismograms are based on multiple S-to-S scattering theory Zeng 1991 Zeng , 1993 . For all cases, we use the Dreger source time function to compute high-frequency contributions avoiding unrealistic spectral notches (Mena et al. 2010) . Coda wave attenuation is explicitly handled in the stochastic component by assuming the exponential form of eq. (5): in this case, we use the same Q 0 values as specified for the deterministic synthetics but a slightly different frequency-decay parameter α, set to 0.7 after a trial-and-error procedure, to obtain PGA decay rates closer to those predicted by empirical relations. The matching frequency is set at 2.0 Hz, thus falling in the transition between the deterministic and stochastic near-field seismic radiation, thought to be in the range 1-4 Hz (Pulido & Kubo 2004) .
The generic GMPE-based attenuation models discussed above for direct and coda waves are characterized by values constantly Table 3 . Attenuation models for the 1-D velocity structures used in our simulations. Direct S-waves values are used for the deterministic low frequencies, whereas coda waves values for the stochastic high-frequency computations. Values estimated by Tuvé et al. (2006) for the Messina Straits area are reported in the first column. Tuvé et al. (2006) GMPE fit Tuvé et al. (2006) fit
higher than those estimated by Tuvé et al. (2006) for the Messina Straits area (see Table 3 ). Hence, for each velocity model, we first halve previous Q 0 values and then estimate new frequency-decay parameters by fitting the attenuation models proposed by Tuvé et al. (2006) for both direct and coda waves. Obtained values are listed in Table 3 . Although arbitrary, this approach allows us to obtain more representative attenuation models of this complex tectonic region, without omitting differences of the velocity profiles. In the following, we adopt the generic GMPE-based attenuation models (higher Q 0 values; second column of Table 3 ) to analyse ground-motions variability and to verify the validity of our simulations; in contrast, the specific attenuation models (lower Q 0 values; third column of Table 3 ) are used to compute past (M w 7.1, 1908 earthquake) and future (M w 7.0) scenarios. Scattering and absorption coefficients values are the same for both models and are estimated from the work of Tuvé et al. (2006) .
S TAT I S T I C A L A N A LY S I S O F G RO U N D M O T I O N S
We first carry out a test involving a point source to assess the particular response of each velocity model to simple forces. Here, our attention is focused only on the LF deterministic component of the ground-motion, because the high-frequency part is essentially stochastic and hence unrelated to the media response. Synthetics are computed for an M w 3.6 normal-faulting earthquake at a depth of about 9 km (dark-grey star in Fig. 1 ), characterized by a boxcar source time function with rise-time of 0.3 s. In Fig. 5 , we present synthetics for two stations (indicated by hexagrams in Fig. 1 ), one close to the epicentre and one in the far north-west corner of the computational domain, after the t * -operator has been applied to include attenuation. As can be noted, model A synthetics (in black, as in Fig. 3) show the highest amplitudes. This can be explained by the lower shear wave speed (in the upper ten kilometres) that also generates pronounced surface waves at large epicentral distances (Fig. 5b) . For the other two velocity models surface waves are not or barely developed. Model B (dark grey) is characterized by slightly higher wave amplitudes than model C (light grey). Although the synthetic seismograms for the station closer to the source (Fig. 5a ) are rather similar to each other, those related to model A contain longer pulses. This can be explained by the higher Vp/Vs ratios characterizing this model, in particular in the shallowest layers (Fig. 3) .
Next, we analyse our broad-band simulations for random slip models by comparison with the NGA (http://peer.berkeley.edu/nga/) relations of Boore & Atkinson (2008) and Campbell & Bozorgnia (2008) . In addition, we compare our results against predicted values by computing residuals through the following expression:
where n is the number of stations used and Y is the considered parameter (PSA, PGV or PGA in this work). Note that Y indicates, for the ith station, the parameter averaged over a given number of simulations (gathered according to specific criteria, see below). Positive values of R correspond to larger than predicted ground-motion levels, whereas negative values indicate lower than predicted ground-motion levels. When considering a single simulation, eq. (7) corresponds to formulas 3.1 and 3.2 of Star et al. (2008) . In Fig. 6 , we display the results for all 216 scenarios and the two attenuation models used in this study. The figure reports computed PGA and PGV values and the corresponding empirical predictions, as well as the residuals (as given by eq. 7 considering all simulations). Although the Boore & Atkinson (2008) model is chosen for distance plots due to its simplicity, we prefer the Campbell & Bozorgnia (2008) relation for analysing residuals because it distinguishes between hangingwall and footwall stations. These summary figures exhibit important general features of our simulations: large ground-motion variability at each distance range, with higher than predicted values at long periods contrasting lower than predicted values at short periods. This can be traced back to the coherency of our slip models, that also controls variations of rise-time and rupture speed: smooth (coherent) rupture favour long-period radiation at the expense of diminished high-frequency radiation due to small-scale source complexity. Note also that our attenuation models based on the findings of Tuvé et al. (2006) (third column of Table 3 ) results in faster decay rates than expected, especially at short periods and large distances.
In Fig. 7 , we carry out our residuals analysis at multiple levels investigating the influence of velocity models relative to the sourcetime functions. In Fig. 7(a) , showing results separately for each velocity model, residuals have been computed considering parameters averaged (Y term in eq. 7) over source-time functions and slip classes. In Fig. 7(b) , dedicated to source-time functions, the averaging process involves velocity models and slip classes. In each figure, rows describe the simulation residuals for different rupture models indicated by indexes ranging from 1 to 6: these indexes and the relative rupture models are reported in the last column of Table 1 .
As one could expect from Fig. 5 , velocity model A gives the largest values for all considered parameters (PGV, PGA and PSA). Although more appreciable at short periods, differences associated to velocity models remain important also at long periods and are rather insensitive to the particular rupture model adopted (Fig. 7a) . Differences at very long periods can be related to the mechanical properties (i.e. rigidity) of each velocity model. This can be noted also from the static displacements shown in Fig. 5(a) . On the other hand, the ground-motion variability due to different source time functions is more intricate, showing dependency on period and rupture model. The boxcar, triangular and Yoffe source-time functions, as already pointed out by Mena et al. (2010) , show peculiar spectral characteristics that can be reflected in simulated ground motion. As depicted in Fig. 7(b) , at intermediate and long periods (T > 2 s) the Yoffe and the triangular source-time functions consistently show the largest values. On the contrary, the latter is always associated to the lowest values at shortest periods (T < 0.5 s). In this domain, the boxcar and Yoffe source-time functions give about the same ground-motions levels when variable rise-time and variable rupture speed models are used.
Moreover, the effects of variable rupture speed and, secondarily, variable rise-time can be clearly outlined: although long periods are insensitive to these variations, high frequencies are sufficiently excited only if a pseudo-dynamic approach is pursued (Figs 7a and b, rupture models 2 to 6). This behaviour is also strongly visible in the PGA residuals. PGV is instead less affected, showing in every case rather stable values. Another interesting point concerns the standard deviations for each single item of Figs 7(a) and (b): a careful analysis leads to the observation that, for short periods, variable rupture speed (in particular for the super-shear case; Figs 7a and b, rupture model 3 and 6) increases the standard deviation whereas variable rise-time reduces it. At long periods, this behaviour is again no longer visible. This can be explained by the fact that in our pseudo-dynamic approach rupture speed variations are important at short scales whereas rise-time, being proportional to slip, tends to contrast peak slip velocity variability over the fault plane.
In Fig. 8 , we report standard deviation for each triplet of Figs 7(a) and (b). Its computation is based only upon the three mean values of the triplets, because we are interested in evaluating the variability induced by structure and source. The different rupture process approximations at each period are distinguished by numbers (see Table 1 ) to better illustrate their relative importance for groundmotions variability. The medium-related variability trend (squares in Fig. 8 ) is clearly visible, remaining rather constant over the whole spanned period range, while the source-time function influence (circles in Fig. 8 ) is strong at short to intermediate periods and then drops to very low levels at long periods. As noted previously, different rupture approximations assume an important role, considering also different source-time functions; the analysis in Fig. 8 corroborates our earlier finding that the greatest variability is associated to variable rupture speed cases. More general, examining carefully the different trends for standard deviation, we find that ground motions variability is clearly dominated by source terms at short periods, whereas at periods longer than 3 s it is controlled by velocity models differences. Similar behaviour is found also for PGV and PGA. This may imply that, although source processes represent undoubtedly the main factor influencing ground motions at short and intermediate periods, also structural uncertainties should be included in scenario simulations to fully explore possible shaking variability levels.
An analogous residuals analysis in two different distance ranges (from 0 to 30 Km and from 30 to about 60 Km) reveals no pronounced distance-dependence. For brevity, we omit in Fig. 7 the residuals analysis for slip classes (where the averaging is over velocity models and source-time functions) also because in this case no particular trends are visible. This observation indicates that globally these two classes are equivalent in terms of ground motions, whereas angular dependences are to be expected as well as local differences due to the radiation pattern.
It is important to note that that each entry in Fig. 7 is the result of an averaging process over several quantities: for instance, entries in Fig. 7(a) are the result of averaging simulations featured by different source-time functions and slip classes. As such, these residuals estimates are valid for a wide range of cases, and are not restricted to a single scenario. Therefore, Fig. 7 implies that small residuals at short periods are obtained only when pseudo-dynamic approximations are used. In that case, with the Yoffe function returning the best results, it is interesting to note that the triangular source-time function is unable to reproduce satisfactory PGA and PSA values due to its spectral content depleted in high frequencies. Simple standard kinematic modelling (i.e. constant rise-time and (2008) attenuation relation. Only M w 7.0 simulations are used. Entries shown are mean value and standard deviation; the zero-labelled dotted line indicates unbiased estimations, whereas the dashed grey line represents one standard deviation. Each row describes residuals for different rupture models as indicated by numbers from 1 to 6 on the right-hand side (see last column of Table 1 for reference). Residuals are computed after grouping simulations with respect to different velocity models. (b) Same as for Fig. 7(a) , but with residuals computed after grouping simulations with respect to different source-time functions.
constant rupture speed) always results in unrealistic modelling of PGA and short-period PSA, regardless of source-time function or velocity model used.
On the other hand, velocity model A gives the lowest residuals while models B and C present residuals often too high at short periods. However, it has to be considered that our rupture models are tailored to a common reference velocity model equal to model A for the first 10 km (where the largest part of the rupture process occurs). As can be noted from Fig. 4 , this methodology has the inconvenience of generating relatively low-rupture velocities (compared to local shear wave speed) over large sections of fault surface for velocity models B and C. This feature may be partly responsible for the constant underprediction of PGA and PSA values for these two velocity models. (Fig. 7a) , circles to source-time functions group (Fig. 7b) . Numbers from 1 to 6 indicate different rupture models as reported in the last column of Table 1 . Focusing our attention on the most important cities in the Straits area, Messina and Reggio Calabria, we examine corresponding PGA values (Fig. 9) . Following the above observations, we keep only those simulations giving the most satisfying levels of fit with respect to ground-motions prediction equations. This subset consists of variable rise-time and variable rupture speed (subshear) and variable rise-time and variable rupture speed (locally super-shear) models. Moreover, although all velocity models are used, we keep only boxcar and Yoffe source-time functions, and use the specific attenuation model (third column of Table 3 ) derived from the work of Tuvé et al. (2006) which result in faster decay rates.
Simulations considered so far are referred to hard rock soils and hence do not account for local site and non-linear soil effects near the surface. For this reason, we apply a site-amplification correction to this subset of synthetics, using a methodology proposed by Graves & Pitarka (2004) based on Vs30 values and recently adopted also in Mai et al. (2010) . In this approach, the response-spectral amplification factors of Borcherdt (1994 Borcherdt ( , 2002 for the Messina city and 373 m s −1 for the Reggio Calabria city are extracted from the USGS Vs30 global maps based on topographic slope (Allen & Wald 2007) . Results in Fig. 9 are shown in histograms separating the influence exerted by medium, source-time function and rupture model. According to our simulations the largest peak values occur in the city of Messina, where PGA values of 1 g or higher may be expected. For Reggio Calabria our simulations predict lower peak accelerations, not exceeding 0.6 g.
S I M U L AT I O N S O F T H E 1 9 0 8 M W . 1 M E S S I N A S T R A I T S E A RT H Q UA K E
To study the ground-motion pattern of the 1908 M w 7.1 Messina Straits earthquake and to compare observations with simulation, we use the same rupture models and source-time functions as for Fig. 9 (see also Table 2 ) and the modified Amoruso slip model (see bottom row of Fig. 2 ). We utilize all three velocity models considered in this study, and apply our specific attenuation model (third column of Table 3 ) derived from Tuvé et al. (2006) . Fig. 10 shows plots of synthetics PGA and PGV from all simulations (not accounting for site amplification at this stage) against those predicted by the Boore & Atkinson (2008) empirical relation. Residuals for PGA, PGV and PSA at several periods with respect to the Campbell & Bozorgnia (2008) predictions are reported as well.
The ground motions displayed in Fig. 10 resemble the pattern in the right-hand column of Fig. 6 (for M w 7.0 simulations): underpredicted values at short periods and fast decay rates for PGA. This behaviour can be related to the particular, patchy slip model and the notably high-attenuation values characterizing this tectonically complex area (Tuvé et al. 2006 ). When we focus on the resulting PGA values for the cities of Messina and Reggio Calabria (Fig. 11) after including site-amplification corrections, we observe a different behaviour with respect to that encountered in Fig. 9 : in this case no differences are visible between the two cities, and the highest peak Table 2 ). Only the Tuvé et al. (2006) -based attenuation model has been used (Tuvé et al. 2006 , fit of Table 3 ). Top and central panel: synthetics PGV and PGA from our broad-band simulations against Boore & Atkinson (2008) values are around 0.6 g. Fig. 12 displays example time-series of two broad-band ground-motion for Messina and Reggio Calabria.
Finally, we compare simulated ground motions for the 1908 event against available macroseismic intensities maps. For this purpose, we apply site amplifications factors to all receivers on land and compute average PGA values using all simulations (Table 2 ). However, we do not estimate macroseismic intensities from PGA through available empirical relations (e.g. Wald et al. 1999) because we are primarily interested in a direct geometrical comparison. Moreover, macroseismic intensities are strictly related to masonries quality and also to site and particular 3-D wave-propagation effects that are not considered in our simulations, hence a quantitative comparison could be misleading. Our PGA map and a representative smoothed MSK map for the 1908 event (Bottari et al. 1986 ) are compared in Fig. 13 : although our map shows a pattern roughly symmetrical with respect to the Straits axis, the isoseismals map reports higher damage levels in the Calabria region (east of the Messina Strait). These differences are likely due to the fact that our simulations consider only a single hypocentre position and do not account for 3-D basin effects that strongly affect the resulting wavefield.
C O N C L U S I O N S
In the context of broad-band scenario simulations for M w 7.0 events in the Messina Straits region, we compare the influence of three available 1-D velocity models (Barberi et al. 2004; Langer et al. 2007 ) on ground-motions levels with respect to source-related variability. The faulting process is approximated through a sequence of simple kinematic and more realistic pseudo-dynamic models affecting rise-time and rupture speed. Two basic classes of random slip distributions are generated using the procedure of Mai & Beroza (2002) : one-patch and two-patch slip models. The local on-fault slip-rate function is described using boxcar, triangular and modified Yoffe (Tinti et al. 2005) source-time functions. For the latter, a constant acceleration time of 0.33 s is assumed. We use a fault plane whose location, orientation and mechanism are derived directly from a recent source-model study (Amoruso et al. 2006) . Their particular source geometry differs from that proposed in the Italian database of individual seismogenic sources ), but it is corroborated by modelling results using all available geophysical data (Amoruso et al. 2006) . We, thus, choose this rupture plane model in our study, also for investigating the ground-motion pattern of the 1908 M w 7.1 earthquake.
In our work, the adopted crustal models are characterized by velocity profiles whose properties are markedly different in the upper 10 km of the Earth crust, where a large part of the rupture process takes place. Broad-band synthetics are generated using the hybrid method proposed by Mai et al. (2010) . Attenuation is included through two models, one generic and the other specific for the Straits region (Tuvé et al. 2006 ).
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W. Imperatori and P.M. Mai We compare our simulations against the empirical attenuation relations of Boore & Atkinson (2008) and Campbell & Bozorgnia (2008) . Chosen ground motion intensity measures are the PGV, PGA and spectral acceleration (5 per cent damping). We find that our simulations are generally in good agreement with empirically predicted values when the generic attenuation model is used. Interestingly, each simulation shows an overall pattern represented by slight over-prediction trend at long periods and slight underprediction trend at short periods (Figs 6, 7a and 7b) . A similar behaviour has been reported also in Graves et al. (2008) . Considering that our broad-band technique remains unchanged for all the rupture models, we conjecture that this pattern of over-and underprediction is related to the coherency of our slip models, that also influences variations of rise-time and rupture speed (see eqs 1 and 3). Supplementary simulations carried out at a maximum frequency of 20 Hz show no significant PGA and SA changes when an intrinsic attenuation model is used. Because we are using heterogenous slip distributions, characterized by one or two high-slip areas, groundmotion residuals at long periods do not show significant variability, whereas short period variability is strictly dependent on the faulting process approximation (Figs 7a and b) .
Classic kinematic models and triangular source-time function always underestimate ground shaking levels at periods shorter than 1-0.5 s. On the other hand, we find that contributions to high-frequencies radiation are controlled mainly by variable rupture speed and secondarily by variable rise-time, indicating that only pseudo-dynamic approximations can reproduce realistic broadband ground motions. Analogous observations can be found in a recent study by Cultrera et al. (2010) . At the same time, rupture speed variability is able to increase ground-motion variability; an opposite effect is encountered for rise-time, due to its proportional dependence on slip. In contrast, variability due to Greens functions uncertainty is common over all periods. Even if less important at high frequencies, where source-driven effects appear to dominate, it becomes notable for longer periods. Although our results show slight dependencies on the specific velocity models, we conclude that the main factor affecting ground motions variability at high frequencies is represented by the source term. However, at intermediate and (especially) long periods uncertainties, details of crustal structures become important and should, therefore, be included in broad-band simulations.
Considering only those simulations that adequately reproduce empirically predicted shaking levels and applying site amplification factors based on Vs30 estimations (Graves & Pitarka 2004; Mai et al. 2010 ), we show that for possible future M w 7.0 events the city of Messina could experience ground-motions peak levels exceeding gravitational acceleration (PGA >1 g). Lower levels, around 0.6 g, could be expected in the other major city close to the Straits, Reggio Calabria. Average expected PGA values are in the range 0.3-0.6g. Recent findings of Zonno et al. (2008) corroborate this hypothesis.
In addition, we simulate ground shaking for the 1908 M w 7.1 earthquake, using a slightly modified version of the Amoruso et al. (2006) slip model (Fig. 2) . In this case, we find that the maximum possible experienced peak levels for Messina and Reggio Calabria were up to 0.6-0.7g for both cities. Interestingly, these values are lower than those obtained for a smaller earthquake of magnitude M w 7.0 for the city of Messina. This can be reasonably traced back to the patchy character of the slip model and the relative station-slip patch positions. As shown by Cultrera et al. (2010) , the relative position between nucleation point and slip patches with respect to the observation sites can strongly influence ground-shaking levels. This phenomenon of on-fault directivity, reported also by Mena & Mai (2011) , thus plays an integral part in near-field ground-motion simulations. Moreover, we note that the maximum slip-rates on the fault are slightly larger for the M w 7.0 earthquakes (that occur on a 40 by 20 km 2 fault plane) than for the M w 7.1 rupture (on a 60 by 30 km 2 plane), thus reducing the peak ground-motions for the M w 7.1 scenario. However, it should be underlined that, for both M w 7.0 and 1908 M w 7.1 events, our simulations do not consider basin effects or 3-D wave propagation effects that strongly modulate the resulting ground-shaking levels and their distribution (Graves et al. 1998; Benites & Olsen 2005; Imperatori et al. 2010) . Although selecting a hypocentre position in southernmost part of the fault, in agreement with other authors (Michelini et al. 2005) , the qualitative comparison between our synthetic PGA distribution and observed isoseismal maps for the 1908 event (Bottari et al. 1986) suggests that the Amoruso fault geometry fails to fully explain the mapped intensity pattern. Beside basin and 3-D wave-guide propagation effects, and the uncertainty affecting the damage mapping, we hypothesize that complex faulting on several fault segments need to be considered to reconcile the simulation results with the various data sets.
