Single-atom junctions and novel electron confinement mechanism on Pb(111) by Müller, Martin
Technische Universität Ilmenau
Institut für Physik
Dissertation
zur Erlangung des akademischen Grades
Doctor rerum naturalium
der Mathematisch-Naturwissenschaftlichen Fakultät
der Technischen Universität Ilmenau
Single-Atom Junctions
and Novel Electron Confinement Mechanism
on Pb(111)
vorgelegt von
Martin Müller
geboren am 26.06.1989
in Plauen
1. Gutachter: Prof. Dr. Jörg Kröger
2. Gutachter: Prof. Dr. Stefan Krischok
3. Gutachter: Dr. Simon Crampin
Tag der Einreichung: 04.04.2017
Tag der wissenschaftlichen Aussprache: 31.08.2017
urn:nbn:de:gbv:ilm1-2017000352

Abstract
Point contacts were established between the Pb covered tip of a Scanning
Tunneling Microscope (STM) and a flat Pb(111) surface or single deposited
Pb adatoms. The conductance was recorded while forming and subsequent
breaking of these junctions. Contacts on the flat surface show a pronounced
conductance hysteresis which is less prominent for contacts incorporating a
single Pb adatom. The analysis of the experimentally recorded conductance and
hysteresis width is supported by density functional calculations which reproduce
the experimental findings. In order to fully reproduce the experimental results
it was necessary to include tip apices terminated by more than one atom which
is an important finding considering the large influence of the tip on results
obtained by scanning tunneling microscopy and spectroscopy.
The second part of this thesis will present a study of a novel form of electron
quantum confinement above Ar-filled nanocavities buried underneath a Pb(111)
surface. The cavities are created by irradiation of the surface with high
energetic argon-ions and subsequent annealing. A vertical confinement between
the cavity and the crystal surface leads to quantum well subbands which were
probed by scanning tunneling spectroscopy. The volume above the cavity can
approximately be considered as a thin film with a finite lateral dimension.
Unexpectedly the electrons are additionally laterally confined by the interface
where the thin film recovers its bulk thickness. This lateral confinement leads
to a fine structure in spectra of the differential conductance. The experimental
findings will be supported by calculations based on the free electron gas which
reproduce the results to a high degree. The lateral confinement is furthermore
observable by a distinct standing wave pattern which was used to extract the
dispersion relation of thin Pb film quantum well states in a range up to 2 eV. An
analysis of the line widths of the spectroscopic features will reveal the influence
of the interface of the thin film on the elastic decay rate.

Zusammenfassung
Punktkontakte wurden zwischen der bleibedeckten Spitze eines Rastertunnel-
mikroskops und der flachen Pb(111) Oberfläche oder einzelnen Pb-Adatomen
hergestellt. Der Leitwert wurde während des Aufbaus und des sich anschließen-
den Abbruchs des Kontakts aufgenommen. Kontakte auf der flachen Oberfläche
zeigen eine starke Leitwerthysterese, die bei Kontakten mit einem einzelnen
Pb-Adatom geringer ausgeprägt ist. Die Auswertung der experimentell aufge-
nommen Kontaktleitwerte und Hysteresebreiten wird von Dichtefunktionalbe-
rechnungen unterstützt. Für eine vollständige Reproduktion war es notwendig,
Spitzenapizes in Betracht zu ziehen, die von mehr als einem Atom terminiert
werden. Dies ist ein wichtiges Ergebnis, wenn man den großen Einfluss der
Spitze auf Ergebnisse der Rastertunnelmikroskopie- und Spektroskopie bedenkt.
Der zweite Teil dieser Arbeit wird sich mit einer neuartigen Form des Quanten-
einschlusses von Elektronen beschäftigen, der über vergrabenen Nanokavitäten
unter einer Pb(111)-Oberfläche beobachtet werden kann. Die Kavitäten werden
durch den Beschuss der Oberfläche mit hochenergetischen Argon-Ionen sowie
einem sich anschließenden Heizzyklus erzeugt. Ein vertikaler Einschluss von
Elektronen zwischen der Kavität und der Oberfläche des Kristalls führt zu
Quantentrogsubbändern, die mit Hilfe der Rastertunnelspektroskopie unter-
sucht wurden. Das Volumen oberhalb der Vakanz kann näherungsweise als
dünner Film mit begrenzter lateraler Ausdehnung angesehen werden. Über-
raschenderweise sind die Elektronen zusätzlich lateral eingeschlossen von der
Grenzfläche, an der der dünne Film in das ungestörte Kristallvolumen übergeht.
Diese laterale Beschränkung führt zu einer Feinstruktur, die in Spektren des
differentiellen Leitwerts beobachtet werden kann. Die experimentellen Befunde
werden durch auf dem freien Elektronengas beruhenden Berechnungen unter-
stützt, die die Ergebnisse zu einem hohen Grad reproduzieren. Die laterale
Beschränkung drückt sich weiterhin durch ein charakteristisches stehende Welle
vi
Muster aus, das genutzt wurde, um die Dispersionsrelation der Quantentro-
gzustände dünner Bleifilme in einem Bereich von bis zu 2 eV zu ermitteln.
Eine Analyse der Linienbreite der spektroskopischen Charakteristika wird den
Einfluss der Grenzfläche des dünnen Films auf die elastische Abklingrate zeigen.
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1 Introduction
“God made the bulk; surfaces were invented by the devil.” This quote was made
by Wolfgang Pauli and is representative for the challenges faced in surface
science. The breaking of the bulk symmetry completely alters the physical
properties of surfaces and interfaces and is exploited in a wide variety of
applications.
These challenges did not prevent the scientific community from further
investigations, in contrast it induced the development of new experimental
techniques which continuously improved over the last decades. The ongoing
research gives us a deep understanding of e. g. catalysis, friction and electronic
properties at the nanoscale. In particular, the tunable resistance and elastic
properties of electric contacts containing only a single atom at the point of the
smallest constriction may allow the development of electronic devices which
finally reach the ultimate size limit.
The development of electronic circuits follows a roadmap (ITRS) predicting
a 10 nm-process for 2017 which will be followed by 7 nm and 5 nm processes
in 2018 and 2020 respectively. This means that in the foreseeable future the
half-distance between identical features in an array of electronic circuits will
decrease down to 5 nm. Due to the continuous miniaturization towards sizes
comparable with interatomic distances the fundamental understanding of the
physical properties in such scales is of crucial importance. The ultimate size
limit for electronic circuits is the single atomic contact, which is hence a matter
of current research. At such scales the consideration of the wave nature of the
electrons is necessary for a complete description and macroscopic laws, like the
Ohm’s law lose their applicability. The conductance of an atom sized contact
becomes independent of its length an instead the electrons travel ballistically
through the constriction. As a consequence the fundamental understanding of
single-atomic contacts is a requisite for the future development of electronic
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circuits. In this thesis a study of the electronic and mechanical properties
of Pb contacts reaching the ultimate size limit is reported. Pb was chosen
because it shows an increased conductance in nano contacts compared to other
metals. For example, in macroscopic junctions Au has an order of magnitude
higher conductance than Pb. This situation drastically changes when the
junction comprises only a single atom and Pb conducts current ≈ 2.5 times
better than Au. In addition it has been shown that the electronic transport
properties strongly depend on the actual junction geometry and arrangement
of the contributing atoms. Although a wealth of works of has been reported
in this field, experiments with highly controlled junction geometries are rare
and more work is necessary for a fundamental understanding. Furthermore in
this thesis not only the electronic but also the mechanical properties of nano
junctions are investigated. The understanding of the elastic and inelastic effects
during the opening and closing of contacts comprising only a small number of
atoms may be of high interest for possible applications in the future.
Another part of this thesis will present a novel way of quantum confinement
which can be observed atop buried cavities in a Pb crystal. Confinement of
electrons to dimensions close to their fermi wavelength leads to a quantization
of the electronic energies which in turn influences the physical properties of the
material. This interplay of geometry and physical properties is exploited in a
wide variety of applications, e. g. involving semiconductor hetero structures,
novel catalytic materials and optoelectronics. The advancement of this field
depends on the probing and characterization of new forms of quantum confine-
ment. Thin films restrict electrons in a direction perpendicular to the surface
resulting in the formation of so-called quantum well states. Thin Pb films in
particular are attracting a considerable interest due to the possibility to grow
them on wide range of different substrates and their strongly varying physical
properties with film thickness. The fermi wavelength of Pb is approximately
four times the interlayer spacing. This leads to an oscillation of the density of
states at the fermi level with a bilayer periodicity which in turn influences the
superconducting transition temperature, the surface energy, chemical reactivity
and the electron phonon coupling. The properties of especially thin Pb films
are well investigated and described in a wealth of works. An open question
which still remains is the effect of the lateral dimension of the film, especially
3when the thin-film is not restricted by a vacuum barrier but instead by an
interface where the thin film recovers its bulk thickness. This is a hitherto
unexplored confinement mechanism and may contribute to future applications
in e. g. optoelectronics or catalysis.
The organization of the thesis is as follows. Chapter 2 will give an introduction
into Scanning Tunneling Microscopy (STM). In a first step the basic working
principle will be explained which will be followed by a brief recapitulation of
the 1D potential barrier. Based on this simplistic description the tunneling
problem in the context of STM will be summarized by introducing the most
common models. The last two section will present the different measurement
modes and the experimental setup.
Chapter 3 will provide an analysis of the electronic and mechanical properties
of Pb nano contacts. For this purpose the tip of a STM was used to contact the
flat Pb(111) surface as well as single deposited Pb adatoms. This procedure
allows for a highly reproducible contact geometry. The I(z) characteristics were
recorded during the approach and the retraction of the tip and show a hysteretic
behavior. In combination with state-of-the-art density functional calculations
the experimental results allow conclusions to be drawn about the elastic and
inelastic properties as well as the atomic configuration of the contact.
Chapter 4 will present a study describing a novel form of quantum confinement
which can observed in the volume above buried nanocavities. Here the the
electrons are confined laterally by the interface between a thin film and the
bulk of the crystal. The chapter will present the experimental findings and
introduce a theoretical model based on the free electron gas.
Some of the chapters have been published in part or completely in peer
reviewed journals:
• Chapter 3 has been published as Plasticity of single-atom Pb junctions
by M. Müller, C. Salgado, N. Néel, J. J. Palacios, and J. Kröger in Phys.
Rev. B 93, 235402 (2016).
• Chapter 4 has been published in parts as Lateral Electron Confine-
ment with Open Boundaries: Quantum Well States above Nanocavities at
Pb(111) by M. Müller, N. Néel, S. Crampin and J. Kröger in Phys. Rev.
Lett. 117, 136803 (2016).

2 Scanning Tunneling Microscopy
The Scanning Tunneling Microscop (STM) has been developed by G. Binnig,
H. Rohrer, Ch. Gerber and E. Weibel in the early 1980’s [1, 2] and has since
developed to a widely used tool in surface science. The STM is based on
the quantum-mechanical tunneling effect which describes the possibility for
electrons to penetrate classically forbidden regions in which the electron energy
E is smaller than potential barrier height V .
The first section 2.1 describes the basic working principle and will be followed
by section 2.2 describing the effects observed when an electron tunnels through
a 1D rectangular potential barrier. This simple model already captures the
fundamental properties of the STM. A more sophisticated model based on
the works by Bardeen, Tersoff and Hamann which also describes the effects
observed by scanning tunneling spectroscopy is presented in section 2.3 [3–5].
Sections 2.4 and 2.5 will give an introduction in the different operation modes
utilized in this thesis and present the experimental setup.
2.1 Basic Working Principle
Figure 2.1 shows schematically the basic working principle of STM. In order
to record a tunneling current a bias is applied and an atomically sharp tip is
brought close to the sample. The approach to the sample is achieved with the
help of piezo stacks using the slip-stick technique. After each coarse step the
tube piezo of the scanner tests whether a tunneling current can be detected in
its working range. This process is repeated until stable tunneling conditions
are achieved.
Once a tunneling current can be recorded a feedback loop keeps the current
at a certain setpoint by regulating the voltage applied to the z-piezo. Typical
voltages applied between the tip and the sample range from several µV to some
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Figure 2.1: Schematic working principle of STM. The tip is brought in vicinity to
the sample and a bias V is applied. The resulting tunneling current is amplified and
recorded by the STM control unit. The control unit applies the high voltages to
the x-, y- and z-piezos and controls the movement of the tip. During the scan the
current is held constant by a feedback loop controlling the z-position of the tip.
V whereas the current ranges from pA to several hundreds of nA. High-precision
positioning parallel to the surface is achieved via piezo controlled movement
of the tip. The most common STM operation mode is the so-called constant
current scan. Here the current is held constant by the feedback loop and the
tip scans across the surface. This operation mode allows the acquisition of a
three-dimensional image of the surface and reduces the risk of an undesired
contact between the tip and the sample. The spatially resolved z-position of
the tip contains information about the topography as well as the electronic
structure of the surface. For low voltages the recorded images can be interpreted
in terms of contours of constant density of states (DOS).
2.2 1D Square Potential Barrier
The 1D square potential barrier is the simplest approach to describe the
tunneling barrier in STM experiments. Despite its simplifications the obtained
results are in good qualitative agreement with the experiment. The potential
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Figure 2.2: 1D square potential barrier with height V0 and width d and schematic
wave function Ψ representing the quantum mechanical tunneling process. The wave
function inside the barrier decays exponentially and is transmitted with a finite
probability.
barrier is sketched in Figure 2.2 with height V0 and width d. The stationary
Schrödinger equation(
− ~2m
d2
dz2 + V (z)
)
Ψ(z) = EΨ(z) (2.1)
can be solved for an incoming wave with an amplitude of one moving from left
to right (+) for all regions by three different wave functions
Ψ1(z) = eikz +A−e−ikz z < 0 (2.2)
Ψ2(z) = B+eiκz+B−e−iκz 0 <z < d (2.3)
Ψ3(z) = C+eikz z > d (2.4)
with the wave numbers
k =
√
2mE
~2
and (2.5)
κ =
√
2m(E − V0)
~2
. (2.6)
The coefficients A−, B+, B− and C+ can be derived from the boundary
conditions at z = 0 and z = d. The wave function Ψ and its derivative Ψ′ have
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to be continuous. From these coefficients the probability T for an electron to
be transmitted through the barrier can be calculated.
T = |C+|2 (2.7)
= 1
1 + V
2
0 sinh
2(κd)
4E(V0−E)
(2.8)
For strong potentials (κd  1) equation (2.8) can be approximated with an
exponential relationship.
T ≈
(
4kκ
k2 + κ2
)2
e−2κd (2.9)
For typical potential heights of 4-5 eV and barrier widths of several Ångström
the transmission probability changes by one order of magnitude for a variation
of 1Å in the barrier width. This ballpark estimate explains the high spatial
resolution achieved with STM.
2.3 The Tunneling Process in STM
The tunneling process in a STM can be described as an interaction between
two independent electrodes, namely tip and sample [5–8]. Figure 2.3 shows the
energy diagram of an STM setup.
In a biased junction tip and sample are separated by a trapezoidal energy
barrier whose shape is determined by the work functions of tip Φs and sample
Φt. The electron wave functions of both electrodes decay into the vacuum and
overlap with the wave function of the counter electrode. These overlaps result
in two electron currents flowing between tip and sample in both directions (see
section 2.2). In an unbiased junction these two currents exactly cancel each
other and the resulting net current is zero. In figure 2.3 a positive bias V is
applied to the sample and the electrons can tunnel from occupied (light grey)
tip states to unoccupied sample states leading to a net current from tip to
sample. In the 1960’s Bardeen proposed a theory based on Fermi’s golden rule
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tip samplevacuum
Figure 2.3: Tunneling process in STM for finite bias voltages. Tip and sample are
separated by a vacuum energy barrier with a trapezoidal shape determined by the
work functions Φt and Φs of tip and sample, respectively. With a positive voltage
applied to the sample, the fermi levels EF of tip and sample shift relatively to each
other and electrons tunnel from occupied tip states (light grey) to unoccupied sample
states. The DOS of the tip ρt is set constant. The arrows indicate the direction
of the flowing net current with the length of the arrows symbolizing the relative
contributions. With higher energy the transmission probability of the electrons and
their impact on the tunneling current increases.
describing the tunneling between to electrodes [5–8]. In this formalism the
tunneling current for finite bias can be written as
I = 4pie
~
∞∫
−∞
[f(EF − eV + ε)− f(EF + ε)]
×ρt(EF − eV + ε)ρs(EF + ε)|Mts|2 dε
(2.10)
where ρs and ρt denote the local density of states of sample and tip, respectively.
The fermi function f(E) accounts for the thermal broadening. The squared
tunneling matrix elements |Mts|2 describes the transmission probability T for
electrons being transmitted through the barrier and can be expressed for an
arbitrary barrier U(s) of width z with the well-known WKB expression [9, 10]
T = |Mts|2 = exp
−2
~
z∫
0
√
2m(U(s)− E) ds
 (2.11)
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with E denoting the energy of the electrons. For a trapezoidal barrier as shown
in figure 2.3 the equation can further be simplified to
T (z, V, E) = exp
−2z
√√√√2m
~2
(
Φt + Φs
2 +
eV
2 − E
) . (2.12)
This relation reproduces the exponential dependency found for the 1D square
potential from equation (2.9). At 0K the fermi function simplifies to a step
function and equation (2.10) can be written as
I = 4pie
~
eV∫
0
ρt(EF − eV + ε)ρs(EF + ε)|Mts|2 dε . (2.13)
The majority of STM experiments is geared towards the investigation of the
sample DOS ρs while the tip DOS ρt is typically unknown and it has become
common practice, supported by experimental evidence, to assume a constant or
only slowly varying DOS of the tip in the investigated energy range eV . The
differential conductance can then be approximated by differentiating equation
(2.13) with respect to V and yields [3, 4]
dI
dV =
4pie2
~
ρt(EF)ρs(EF + eV )T . (2.14)
This is an important result and shows that I–V-characteristics measured by
STM allow the direct probing of the local density of states of the sample.
Combined with the possibility of the high accuracy positioning of the tip the
STM provides means to study the electronic properties of a surface with sub-
atomic resolution. It is important to note that a crucial requirement for the
validity of equation (2.14) is a constant tip DOS meaning that dρt/dV = 0
for the investigated energy range. A commonly utilized technique to assure a
constant tip DOS is the covering of the tip with substrate material by intending
it into the substrate [11]. A subsequent investigation of a surface with a well-
known electronic structure, like a noble-metal substrate, by scanning tunneling
spectroscopy (STS) allows conclusions to be drawn about features in the tip
DOS which may influence the recorded spectra. An absence of such features
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is absolutely necessary for a reliable and reproducible interpretation of the
recorded I–V-characteristics.
Additionally equation (2.14) requires a constant transmission probability T .
While this is a good approximation for energies eV close to zero, the exponential
dependence has to be taken in consideration for elevated voltages. Starting at
equation (2.13) reference [12] derives the sample density of states considering a
non-constant transmission factor:
ρs =
1
eT [z(V ), V, eV ]
{
dI
dV [z(V ), V ] +
e
√
2mz(V )
2~
√
Φ
I
}
(2.15)
Here Φ = Φs+Φt2 is the effective barrier height and z(V ) denotes the absolute
distance between tip and sample. While the absolute distance is typically not
known the variation of tip excursion ∆z relative to a certain offset value z0
is routinely recorded simultaneously to the I(V ) and dI/dV (V ) signals. The
absolute distance can then be approximated by z = z0 + ∆z. Reference [12]
shows that z0 does not drastically influence the spectral line shape if varied
in a range which is common for STM experiments. Equation (2.15) allows to
eliminate the influence of the transmission factor and provides means to link
the dI/dV signal and the sample density of states for large applied voltages
and non-constant tip–sample separation distances. The procedure of applying
equation (2.15) to an recorded dI/dV -spectra if often referred to as a so-called
normalization. An example of such a normalization is provided in figure 2.4(a).
The spectra is showing the spectroscopic signature of the highest occupied
quantum well state of a Pb thin-film atop a buried cavity of which a detailed
analysis will provided later in this thesis. The black curve represents the
recorded and unmodified dI/dV signal. The red curve is computed by applying
(2.15) to the unmodified spectra, i. e. by normalizing it. In the unmodified
spectra the influence of the transmission factor on the spectroscopic signature
is clearly visible in form of an exponential background. After the normalization
this exponential influence is strongly decreased and the spectra now resembles
the theoretically expected density of states (see chapter 4).
To record the differential conductance in constant height mode, the tip is
positioned atop the desired sample position and the feedback loop is opened
12 2 Scanning Tunneling Microscopy
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Figure 2.4: (a) Comparison between a unmodified (black) and a normalized (red)
constant-height dI/dV -spectra showing the HOQWS of a Pb thin-film atop a buried
cavity. The normalization was achieved by applying equation (2.15) to the unmodified
spectra with the parameters Φ = 4.2 eV and z0 = 1 nm. The feedback loop was
opened at V = −2.5 V and I = 0.5 nA. (b) Comparison between a dI/dV -spectra
obtained by the numerical differentiation of the I(V )-curve (blue) and the same
unmodified dI/dV -spectra obtained by Lock-In-technique (black). The feedback
loop was opened at V = −2 V and I = 0.5 nA.
at a certain setpoint Vset and Iset. The current is recorded while the voltage is
ramped through the energy range of interest. The easiest way to obtain the
differential conductance is to compute a numerical differentiation of the I(V )
signal which is shown as a blue curve in figure 2.4(b). The numerical derivative
only yields a very poor signal to noise ratio (SNR) which is insufficient for
most experiments. A common utilized method to increase the SNR is the
so-called Lock-In technique [13]. Here a small high-frequency modulation bias
Vmod sin(ωt) is superimposed to the applied sample voltage which in turn causes
an answer in the current. If the modulation amplitude Vmod is much smaller
than the bias voltage Vbias, the modulated current can be expanded in a taylor
series:
I[Vbias + Vmod sin(ωt)] ≈
I(Vbias) +
dI(Vbias)
dV Vmod sin(ωt) +
d2I(Vbias)
dV 2 V
2
mod sin2(ωt) + . . .
(2.16)
The first term is the unmodulated direct current. The second term is the first
harmonic of the current response and has an amplitude which is proportional
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to the differential conductance signal. By means of a Lock-In amplifier it is
now possible to record the dI/dV -signal by mixing the response signal with a
reference signal oscillating at the same frequency as the voltage modulation.
Multiplying the response signal from equation (2.16) with a sinusoidal phase
shifted reference signal sin(ωt+ ϕ) yields:
Iout ∝ sin(ωt+ ϕ)
[
I(Vbias) +
dI(Vbias)
dV Vmod sin(ωt) + . . .
]
(2.17)
= sin(ωt+ ϕ)I(Vbias)︸ ︷︷ ︸
AC
+12
dI(Vbias)
dV Vmod[− cos(2ωt+ ϕ)︸ ︷︷ ︸
AC
+ cos(ϕ)︸ ︷︷ ︸
DC
] + . . . (2.18)
The output contains AC and DC components. After eliminating the AC
components with a low-pass filter only the DC component remains which is
directly proportional to the differential conductance and only depends on the
phase difference ϕ between reference and response signal. The DC component
is then outputted by the Lock-In amplifier and can be recorded parallel to the
I(V )-signal. To obtain the highest possible output signal the phase difference
ϕ should be close to zero. With this detour the Lock-In technique is able to
strongly increase the SNR by effectively suppressing broad-band noise. Only
frequencies close to the modulation frequency can pass the low-pass filter and
it is therefore of crucial importance to choose a modulation frequency which is
not in resonance with electronic or mechanical noise of the experimental setup.
In figure 2.4(b) the significant improvement in the SNR using the Lock-In
technique (black curve) compared to a numerical derivative (blue curve) is
clearly visible.
The STM provides furthermore direct access to the effective work function of
the electrodes by studying the exponential behavior between tunneling current
and tip excursion z. For voltages close to zero the tunneling current from
equations (2.12) and (2.13) can be approximated by
I =4pie
~
V ρs(EF)ρt(EF) exp
(2z
~
√
2mΦ
)
(2.19)
I ∝ exp(−1.025
√
eV−1Å−1
√
Φz) (2.20)
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with Φ = Φs+Φt2 being the effective barrier height. If the current is plotted
logarithmically the effective barrier height can directly be calculated from the
slope of ln(I(z)) [7]
Φ = ~
2
8m
(
d ln I
dz
)
. (2.21)
2.4 Operating Modes of STM and STS
2.4.1 Surface Mapping
Constant Current Topography Scan
In the constant current topography scan mode the current is held constant
at a certain sample voltage by a feedback loop which adjusts the vertical
tip excursion during the scan. The scan is performed line by line and the
topography, i. e. the tip displacement, can be recorded during the forward as
well as the backward scan. A typical topography scan therefore leads to two
images of the surface which can be utilized for quality control purposes. If
the same surface feature appears differently in the forward and backward scan,
it is in the most cases a sign for a too slowly regulating feedback loop or a
highly asymmetric tip apex. To avoid artifacts in the topography scans an
ideally monoatomic tip apex and a well-tuned feedback loop are of uttermost
importance. For low voltages a constant current topography map can be
considered a contour of constant integrated local density of states (see equation
(2.13)). The 3D contour of the tip displacement therefore contains information
about the electronic structure as well as the actual topography of the surface.
Constant Current dI/dV Scan
The dI/dV mapping mode offers the possibility to record the LDOS at a given
energy eV . Similar to the constant current topography scan the current is
held constant by the feedback loop at a given sample voltage. In this scanning
mode the dI/dV -signal is recorded simultaneously to the topography. The
dI/dV -signal is directly related to the LDOS at energy eV and equation (2.15)
can be used to normalize the recorded dI/dV -map. For low voltages and small
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tip displacements relative to the tip-sample separation it is commonly assumed,
backed up by experimental evidence, that the constant current dI/dV -map is
directly proportional to the LDOS without the application of any normalization.
dI/dV -maps allow direct experimental access to e. g. the chemical substructure
of molecules or like in the case of this thesis the real space mapping of confined
electronic states. Note that the modulation frequency has to exceed the cut-off
frequency of the feedback-loop to avoid a continuous adjusting of the tip in
resonance with the modulation. The scan speed has to be reduced compared
to the constant current topography scan to account for the averaging time
necessary to achieve a sufficient SNR.
2.4.2 Spectroscopy
Constant Height dI/dV Spectroscopy
This spectroscopy mode allows the acquisition of the LDOS at a fixed point
of the surface for an extended energy range. After the tip is positioned at
the desired location the feedback loop is disabled and the voltage is ramped
through the energy range of interest while the current and the dI/dV -signal
are recorded. In constant height mode the energy range which can be covered
by a single spectra is limited by the exponential energy dependence of the
current (see equation (2.12)). If the energy range is chosen too large, parts of
the spectrum may show an insufficient SNR or an intensity which exceeds the
output specifications of the Lock-In amplifier.
Constant Current dI/dV Spectroscopy
In contrast to the constant height spectroscopy the feedback loop stays active
for the constant current spectroscopy. While the voltage is ramped the tip
displacement z(V ) is adjusted to keep the current constant and the dI/dV -
signal is recorded concomitantly. The active feedback loop again requires that
the modulation frequency exceeds the cut-off frequency of the feedback loop
to avoid a resonating oscillation of the tip. In this thesis the constant current
spectroscopy is utilized to map wide energy ranges from 0.05 eV up to 10 eV in
a single spectra which is not possible in constant height mode.
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I(z) Spectroscopy
I(z) spectroscopy is a tool to investigate the effective work function as well as to
perform conductance measurements in the contact regime. In order to perform
I(z) spectroscopy the tip is moved to the desired position and the feedback loop
is opened at a given sample voltage. Subsequently the tip is approached to the
surface with an adjustable speed while the current is recorded. In the tunneling
regime the I(z) dependence allows conclusions to be drawn about the effective
work function following equation (2.21). After a certain tip displacement the
tip and sample can be considered to be in contact (see chapter 3). In this
contact regime the I(z) depends on the atomic configuration and the elastic
properties of the electrodes.
2.5 Experimental Setup
2.5.1 UHV System
All experiments presented in this thesis were performed under ultra-high
vacuum conditions (UHV). This is a necessary step to obtain well characterized
atomically clean surfaces and to avoid contamination of the surface by residual
gases. Additionally the STM is operated at ultra-low temperatures to improve
the spectroscopic resolution and to reduce the mobility of adsorbents on the
surface and the tip. In order to achieve these UHV and ultra-low temperature
conditions a sophisticated experimental setup is necessary.
Figure 2.5 shows a photography of the UHV system which is a custom-built
setup by Createc Fischer & Co. The system has two major parts, the analysis
chamber on the left and the preparation chamber on the right. The differentially
pumped manipulator allows the transfer of samples and tips between the two
chambers as well as the positioning of the sample for preparation purposes. In
order to sustain the UHV conditions the preparation chamber is equipped with a
turbomolecular pump with a rotary vane roughening pump, an ion-getter pump
and a titan sublimation pump. With this setup pressures below 1 · 10−10 mbar
can be achieved. The whole UHV system is mounted on a stainless steel frame
which rests on four laminar flow air dampers to decouple the chamber from
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Figure 2.5: Photography of the experimental UHV setup. The most important parts
are labeled. The setup consists of two separated chambers, the preparation chamber
and the analysis chamber with the mounted cryostat. The load lock chamber allows
to load samples into the UHV without breaking the vacuum of the preparation
chamber.
18 2 Scanning Tunneling Microscopy
the mechanical vibrations of the building. Additionally the dampers rest on a
solid concrete block which is cut free from the foundation of the building.
The preparation chamber contains various tools for sample preparation. The
manipulator is equipped with a filament mounted directly below the sample
storage position which can be used for annealing. Sample temperatures up
to 1000K can be achieved by radiation heating. By applying an additional
positive high voltage to the sample the temperature can further be increased
up to 2800K utilizing electron beam heating. The sample can furthermore
be bombarded with high energetic argon ions, a process commonly known as
argon sputtering. The argon gas is provided via a high precision leak valve.
The preparation chamber also exhibits two electron beam evaporators for the
deposition of high-melting metals and a quadrupole mass spectrometer to
investigate the composition of the residual gases and to perform leak checks.
In order to load samples and tips into the UHV without breaking the vacuum
the chamber is equipped with a load lock. The load lock is separated from the
preparation chamber by a gate valve and has an independent turbomolecular
and roughening pump.
The analysis chamber is visible in the left part of the photography in figure
2.5 and is separated from the preparation chamber by a gate valve. The UHV
conditions are ensured by an ion-getter pump and a titan sublimation pump.
The analysis chamber is dominated by the liquid helium bath cryostat. In
order to achieve cryogenic temperatures at the STM body and to reduce liquid
helium consumption the cryostat consists of several differential cooling stages.
The innermost part is filled with up to 10 l of liquid helium. The evaporating
liquid helium cools an enclosing shield to approximately 20K. The outermost
stage consists of a 20 l liquid nitrogen bath at 77K. The STM is mounted inside
of a aluminum shield which fixed at the bottom of the liquid helium bath. This
liquid helium shield is completely enclosed by an additional shield which is
fixed at the bottom of the liquid nitrogen bath. With this setup a measurement
temperature of about 6K can be sustained for 72 hours without the need of
refilling the cryostat. The wobble stick is used to transfer tips and samples
between the sample storage, the STM and the manipulator.
During the measurement all mechanical pumps, i. e. the roughening as well
as the turbomolecular pumps, are turned off and the UHV is maintained by
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Figure 2.6: Photography of the unmounted STM body. The most important parts
are labeled. During measurements the STM body is hanging spring-suspended from
the bottom of the liquid helium cryostat.
the ion getter pumps. All separateable chamber parts contain an ionization
gauge to monitor the pressure.
2.5.2 Scanning Tunneling Microscope
Figure 2.6 shows a photography of the unmounted STM body. Inside of the
UHV chamber the STM is spring-suspended from the bottom of the cryostat.
The springs allow for an effective decoupling of the STM and the UHV chamber
to decrease mechanical vibrations. The samples used in this thesis are hat-
shaped with a bottom diameter of 8mm, a top diameter of 5mm and a thickness
of 2mm. The samples exhibit a roughness depth below 0.01µm and a miss-cut
angle below 0.4◦. The samples are fixed on an Omicron style sample holder with
a shallow indentation corresponding to the bottom diameter of the hat-shape.
Inside the STM the sample holder is fixed mechanically and the coarse as well
as the fine positioning is carried out by tip.
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The tip holder (not shown) is mechanically fixed by springs in the tip
mounting stage which is placed at the bottom of a tube with a triangular
cross-section. The fine positioning of the tip is achieved by a vertically mounted
piezoelectric tube scanner. The piezo constants at 6K are 44Å/V in x and
y direction and 10Å/V in z direction. The coarse movement in z-direction is
performed by a piezo stack which presses against the triangular tube (see figure
2.6). The whole tip setup rests on three feet standing on the ground plate of
the STM body. These three feed contain piezo stacks which allow for a coarse
positioning of the tip in x and y direction utilizing a stick-slip motion.
The STM is controlled by commercially available Createc electronics, high-
voltage amplifiers and software. The current flowing through the tip is converted
to a voltage by the transimpedance amplifier Femto DLPCA-200 with a
variable gain in the range between 103 V/A and 1011 V/A. The high voltage
amplifier supplies voltages in range of ±300V which can be applied to the coarse
movement piezos and the piezoelectric tube scanner. The STM electronics
contain several 20 bit analog to digital (ADC) and digital to analog converters
(DAC) which allow for high precision measurements. Lock-In measurements
are performed by a SR830 from Stanford Research Systems [14].
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A low-temperature scanning tunneling microscope was used to fabricate atomic
contacts on Pb(111). Conductance characteristics of the junctions were simul-
taneously recorded with forming and subsequent breaking of the contacts. A
pronounced hysteresis effect in conductance traces was observed from junctions
comprising the clean Pb(111) surface. The hysteretic behavior was less pro-
found in contacts to single Pb atoms adsorbed to Pb(111). Density functional
calculations reproduced the experimental results by performing a full ab initio
modeling of plastic junction deformations. A comprehensive description of the
experimental findings was achieved by considering different atomic tip apex
geometries.
3.1 Introduction
Electrical contacts with constrictions at the atomic scale are receiving substan-
tial attention owing to their importance in fundamental and applied sciences.
[15–17] In particular, molecular spintronics, [18] spin caloritronics [19] and
thermoelectric effects in nanoscale junctions [20] are emerging fields. To these
investigations structural and mechanical properties of the junctions are relevant
since electron transport depends crucially on the contact geometry. [21, 22]
A wealth of experimental and theoretical works has been reported for Au
contacts, [15] presumably due to their propensity to form monoatomic chains
bridging the electrodes. [23, 24] By appropriate treatment of Au electrodes
in break-junction experiments hysteretic loops were reproducibly observed in
conductance-versus-distance traces that were simultaneously recorded with
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closing and opening of the junctions. [25] This observation was traced to the
elasticity of the electrodes. To our knowledge this work [25] represents the only
combination of experimentally observed and theoretically described hysteretic
conductance behavior between tunneling and contact range of single-atom
junctions that has been available to date. Other materials that have often
been used in contact experiments are Ni, Cu, Pd, Ag, Al and Pt. [15] For
some of these materials conductance hysteresis upon opening high-conductance
junctions were reported. [26–29]
For Pb contacts, which are the focus of this article the following experiments
and calculations were reported. [15] In an early work W tips of a scanning
tunneling microscope (STM) were approached to Pb(110) and neck formation
was investigated at different sample temperatures. [30] Neck heights exceeding
500 nm were reported and their growth was rationalized in terms of mobile
surface atoms. In another experiment polycrystalline Pb tips and samples were
used to study the conductance of Pb junctions depending on the forces exerted
on the electrodes. [26] A jump to contact was observed upon approaching the
tip to the sample surface. The resulting junction conductance of less than
one quantum of conductance, G0 = 2e2/h (e: elementary charge, h: Planck
constant), was rationalized in terms of constrictions comprising about one atom.
In addition, conductance hysteresis was reported after indenting the tip into
the substrate, thereby increasing the junction conductance to ≈ 10G0, and
subsequent retraction of the tip. The contact area was appreciably modified by
forming asperities with diameters on the order of 100 nm. In a break junction
experiment Pb–Pb contacts were stretched until an abrupt decrease of the
conductance occurred from ≈ 1 — 3G0 to typical tunneling conductances. [31]
Tight-binding calculations assuming a simple pyramid-based geometry for the
electrodes confirmed conductance values of ≈ 2.5G0 as a result of electron
transport through spz, px, py orbitals of the Pb atom bridging the electrodes.
In the ballistic electron transport range, STM experiments revealed that
contact formation between Pb-covered W tips and thin films of Pb on Ag(111)
depended on the film thickness. [32] While a gradual transition from tunneling
to contact was observed for the single Pb wetting layer, the transitions became
more abrupt for thicker films. Conductances of contacts comprising the single
Pb wetting layer as well as several layers were broadly distributed around
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≈ 2G0. For Pb(111) films on Si(111) atomically resolved conductance traces
were obtained by using Pb-coated PtIr tips. [33] On-top, bridge, face-centered
cubic and hexagonal close-packed sites of the Pb(111) lattice led to different
conductances in the range of ≈ 1 — 1.3G0.
Pb junctions were likewise investigated in electrochemical environments. [34]
Accompanying density functional calculations revealed the importance of the
contact geometry for the conductance. Also superconducting properties of Pb
contacts exposed to external magnetic fields were demonstrated to depend
on the junction geomtery. [35] Moreover, atomic Pb wires were grown on a
vicinal semiconductor surface and demonstrated to exhibit correlated spin-orbit
order. [36] In tunneling junctions comprising Pb electrodes the competition
of superconducting phenomena and Kondo screening [37] as well as tunneling
processes into localized subgap states were unraveled. [38]
Here, we present a surface science approach to single-atom contacts fabricated
from Pb-covered W tips and a Pb(111) surface in a low-temperature STM
experiment. The forming and breaking of junctions was performed on pristine
Pb(111) as well as on single Pb adsorbed atoms (adatoms). Simultaneously,
the conductance of the junction was recorded for tip–sample distances in
tunneling and contact ranges. Both types of junctions exhibited a rather broad
distribution of contact conductances, i. e., from 1G0 to 5G0 for Pb(111) and
from 0.7G0 to 3G0 for Pb adatoms. These variations are not compatible
with the previous tight-binding calculations for a single-atom Pb junction
where conductance variations from 1G0 to 2.5G0 depending on the distance
between the central atom and its first neighbors were reported. [39] In addition,
both junctions showed hysteretic behavior. Breaking of the contacts on clean
Pb(111) required tip retractions by up to hundreds of pm beyond the jump to
contact. Contact regions were imaged prior to and after contact experiments in
order to identify surface and tip modifications. The experimental results were
corroborated by state-of-the-art ab initio quantum mechanical simulations.
The calculations unveiled the important role of relaxations of the tip structure
on the contact conductance and the hysteresis width. Atomically sharp and
crystalline tips alone were unable to explain the experimental observations.
Rather, tip apices terminated by more than one atom had additionally to be
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considered to describe the experimentally observed contact conductances and
hysteresis effects.
3.2 Experiment
The experiments were performed with an STM operated in ultrahigh vacuum
(10−9 Pa). The absence of the superconducting energy gap in spectra of the
differential conductance together with the temperature readings from a Si
diode indicated a sample temperature of 7.2K – 7.5K. Pb(111) was cleaned
by Ar+ bombardment and annealing. Tips were electrochemically etched
from polycrystalline W wire (diameter 300µm, purity 99.95 %) in a 0.1M
solution of NaOH. In the vacuum recipient the tips were heated close to
the W melting temperature. The tip apex was then coated with substrate
material by indentation into the Pb(111) surface with an applied voltage of
130V.1 A similar procedure was reported previously, which ensured the bulk-
like character of the Pb coating by measuring the superconducting energy
gap. [40] Tip–surface contacts were formed by disabling the feedback loop at
a tunneling current of 0.5 nA, at a bias voltage between −50mV and 50mV,
and approaching the tip by 300 – 600 pm towards the surface. The tip approach
was stopped a few tens of picometers after the first jump to contact. The
tip was then retracted by 1 nm. Approach and retraction velocities ranged
between 2 nm s−1 and 3 nm s−1. For the contact experiments a specific selection
of tips was used. The tip was approached to the surface until a single Pb
atom was transferred from the tip to the sample upon contact. Atom transfer
from the tip apex to the surface was reported previously for several surfaces
[16, 17, 41–43] and is due to the strong adhesive forces between the electrodes
close to the point of maximum attraction. Such tips were particularly stable
and led to reproducible conductance traces and STM images prior to and after
contact formation. STM images were recorded at constant current with the
bias voltage applied to the sample. For measurements with a time resolution
of 20 ns a transimpedance amplifier with a 3 dB cut-off frequency of 14MHz
and an oscilloscope sampling rate of 50MS s−1 were used.
1Experiments were likewise performed with bulk Pb tips. The resulting junctions exhibited
virtually identical behavior to the contacts with Pb-covered W tips.
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3.3 Results and Discussion
Tip approach to the clean Pb(111) surface gave rise to the evolution of the
junction conductance depicted as the black line in Fig. 3.1(a). The tunneling
range in the vicinity of the transition to contact (−100 pm < ∆z < 0 pm) was
characterized by an exponential increase of the conductance with an apparent
barrier height of (5.0 ± 0.5) eV. This value is larger than the Pb(111) work
function of 4.05 eV. [44] The deviation is in accordance with the previously
reported increase of the apparent barrier height close to contact formation on
thin Pb films on Ag(111). [32] Indeed, the calculations presented below revealed
strong atomic relaxations in the vicinity of the tunneling-to-contact transition.
Therefore the tip–surface distance decreased faster than the tip displacement,
which is defined by a linear voltage ramp applied to the piezoelectric scanning
unit.
The transition from the tunneling range to the contact range was reflected by
an abrupt increase of the junction conductance. Time-resolved measurements
of the jump to contact revealed that the transition was abrupt on a time scale
of 20 ns. This almost discontinuous tunneling-to-contact transition was used
to define ∆z = 0 pm [Fig. 3.1(a)]. These observations are compatible with the
emerging trend reported previously. [32] While for a single wetting layer of
Pb on Ag(111) the transition from the tunneling to the contact range was
gradual, it turned into a more abrupt cross-over region for thicker Pb films. [32]
Therefore, a jump to contact for bulk Pb may be expected and was observed in
our experiments. The conductances just before [Gj, Fig. 3.1(a)] and after (Gc)
the jump did not depend on the applied bias voltage in the range of −50mV
to 50mV. Tunneling spectra of the differential conductance were featureless
and nearly constant in that voltage interval.
In the subsequent contact range, i. e., for ∆z > 0 pm, the conductance
exhibited a linear increase. Upon tip retraction the junction conductance
decreased linearly [gray line in Fig. 3.1(a)] several hundreds of pm beyond
the precedent point of contact formation, i. e., the conductance displayed a
pronounced hysteretic behavior. The conductance decrease in the contact range
(∆z < 0 pm) was reported previously and rationalized in terms of the splitting
of Pb p orbitals at the Fermi level due to elastic distortions of the contact.[39]
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Figure 3.1: (a) Representative conductance evolution of a junction comprising
Pb(111) and a Pb-coated W tip acquired at 50mV. Tip approach (black line)
leads to an exponential increase of the conductance in the tunneling range (dis-
placements ∆z < 0 pm). The abrupt change of the conductance from Gj = 0.2G0
to Gc = 2.9G0 at ∆z = 0 pm reflects the formation of the contact. In the probed
contact range (∆z > 0 pm) the conductance increases linearly. Upon tip retraction
(gray line) the conductance decreases linearly and reveals instabilities in the form of,
e. g., two-level fluctuations (dashed rectangle). The definition of the hysteresis width,
H, is indicated. Inset: Two-level fluctuations observed in the conductance trace upon
tip retraction. (b) Like (a) for a contact to a single Pb adatom on Pb(111) with
Gj = 0.1G0 and Gc = 2.2G0. Inset: Pseudo-three-dimensional representation of an
STM image of Pb(111) (0.1V, 55pA, 50 nm× 50nm). Two terraces are visible. A
Pb adatom appears as a protrusion on the upper terrace. Additional structure is due
to near-surface voids induced by Ar+ bombardment. [45, 46] Image processing was
performed using WSxM. [47] (c), (d) Density plots of all acquired conductance traces
[137 for Pb(111), 19 for single Pb adatoms]. The color scale depicts the number of
conductance data linearly grouped into bins defined by a regular 90× 90 grid, which
was spanned from −1090 pm to 260 pm and from 0G0 to 7G0. Full lines are the
conductance traces shown in (a), (b). This figure was reproduced from [48] with
permission from the American Physical Society.
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During retraction of the tip two-level fluctuations of the conductance were
often observed [dashed rectangle in Fig. 3.1(a)]. Data acquisition with high
time resolution [inset to Fig. 3.1(a)] revealed that the fluctuations were abrupt
changes between two conductance values, which may be attributed to atomic
relaxations in the junction. [49–51] Local heating of the junction due to
power dissipation in the µW range is likely to be present. For Au junctions a
temperature increase of 50mK was unraveled for this power dissipation. [52]
On general grounds, in the case of electron and hole injection into pure metal
a temperature increase on the order of 1mK may be estimated for the used
currents and bias voltages assuming that electrons and holes deposit their
energy within the inelastic mean free path. [53] This temperature increase
is not sufficient to surpass Ehrlich-Schwoebel barriers (86meV) [54] and kink
energies per atom (61–87meV) [55] of Pb(111). Therefore, local heating of
the junction does not represent the main driving mechanism for the observed
junction instabilities. Importantly, after acquiring a typical conductance trace
on Pb(111) [Fig. 3.1(a)] STM images of the contact area showed that in most
cases a single atom was transferred from the tip to the surfaces. In less frequent
cases a Pb dimer was transferred.
Contact experiments on single Pb adatoms were likewise performed. Single
Pb atoms were transferred from the tip to the Pb(111) surface, as reported
previously for other surfaces. [16, 17, 41–43] The inset to Fig. 3.1(b) shows
an STM image of Pb(111) where a single adatom is visible as a protrusion
on the upper terrace. The tip approach to a single Pb adatom exhibited
an abrupt change of the conductance at the tunneling-to-contact transition
and a linear variation of the conductance in the contact range. A hysteresis
loop of the conductance was observed for the adatom, too, albeit considerably
less pronounced than on clean Pb(111). A representative example is shown
in Fig. 3.1(b) in which the conductance hysteresis appears with a width of
≈ 50 pm. Imaging the adatom after conductance data acquisition showed that
no material had been transferred to the surface.
While the conductance traces in Figs. 3.1(a), (b) represent specific data sets
Figs. 3.1(c), (d) comprise all conductance data as density plots. These density
plots illustrate the propensity of single-adatom contacts to exhibit smaller
conductance hysteresis widths than junctions on clean Pb(111) surfaces. For
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Figure 3.2: Histograms of observed contact conductances (Gc) on pristine Pb(111)
(a) and on single Pb adatoms (b). (c), (d) (c), (d) Histograms of hysteresis widths
(H) observed from closing and subsequent opening of junctions comprising Pb(111)
(c) and single Pb adatoms (d). All contacts were formed with bias voltages in the
range 10mV ≤ |V | ≤ 50mV. This figure was reproduced from [48] with permission
from the American Physical Society.
clarity the data sets of Figs. 3.1(a), (b) were added to the density plots as black
lines.
Statistics were performed for the contact conductance, Gc, and the hysteresis
width, H, in order to more thoroughly compare contact experiments on clean
Pb(111) and on single Pb adatoms on Pb(111). To this end Gc was defined as
the conductance value that is reached directly after the jump to contact. The
hysteresis width was defined as follows [Fig. 3.1(a)]. A horizontal line starting
from Gj – the conductance just before the jump to contact – intersects the con-
ductance trace acquired during retraction. The difference of the corresponding
displacements is referred to as H.
Figures 3.2(a), (b) show histograms of Gc obtained for contacts comprising
Pb-covered W tips and the clean Pb(111) surface [Fig. 3.2(a)] and single Pb
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adatoms on Pb(111) [Fig. 3.2(b)]. The distribution of Gc for contacts on Pb(111)
exhibited a broad maximum at ≈ 2.5G0. Contacts on three-layer thick Pb
films on Ag(111) were previously reported to exhibit similar conductances. [32]
However, these contact conductances were observed less frequently than contact
conductances of ≈ 1.4G0. [32] Junctions comprising a single Pb adatom showed
a maximum in the histogram of Gc that is more sharply peaked between 2G0
and 2.25G0. The different widths of the conductance histograms are assigned to
the degree of precise knowledge of the contact geometry. The Pb(111) surface
was not imaged with atomic resolution. Therefore, whether contact was formed
to on-top, hollow or bridge lattice sites of Pb(111) remained elusive. In contrast,
contact to the adatom left less doubt to the junction geometry at the substrate
and thus led to a sharper distribution of Gc. These findings are in agreement
with results obtained for Ag(111), Cu(111) [41] and Au(111). [42, 43] Below
we will show that contact conductances calculated for different lattice sites and
tip geometries corroborate the experimental results (Table 3.1).
Histograms of the hysteresis widths are different for Pb(111) [Fig. 3.2(c)] and
Pb adatoms [Fig. 3.2(d)], too. For contacts on clean Pb(111) the distribution is
broad with a maximum at ≈ 250 pm. Junctions comprising Pb adatoms most
frequently exhibit conductance hysteresis widths between 0 pm and 50 pm. In
the probed bias voltage range 10mV ≤ |V | ≤ 50mV and within the uncertainty
margins the hysteresis width did not depend on the sample voltage [Fig. 3.3].
Moreover, the potential influence of Pb phonons was not explored since bulk
and surface phonon energies are below 10meV. [56]
For both contact types breaking of the junctions was accompanied by conduc-
tance instabilities before the jump out of contact occurred. These findings are
different from results reported for Au contacts. [25] The hysteretic conductance
variations in Au contacts were characterized by clear jumps to contact and
jumps out of contact. Stretching of the Au junctions led to a gradual decrease
of the conductance without the occurrence of conductance fluctuations. These
observations were rationalized in terms of junctions in which no further atomic
reorganizations took place, i. e., the closing and opening of the Au contacts
was understood by elastic deformations of the electrodes. [25] For Pb, however,
our ab initio quantum mechanical calculations showed that reorganizations
of the electrode structure occurred, i. e., the junctions were characterized by
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Figure 3.3: Hysteresis width H of Pb contacts as a function of the sample voltage.
The uncertainty margins reflect standard deviations of the different data sets.
plastic deformations. In particular, several atoms were involved in forming and
breaking of the contact. This interpretation is compatible with our observation
that the hysteresis width slightly increased with increasing contact conductance
[Fig. 3.4].
In order to rationalize the experimental data and gain insight into the
relation between the mechanical or structural properties and the conductance
of the contacts, a full set of density functional calculations was performed.
While it is common practice to address the mechanical behavior of contacts
at the nanometer scale through molecular dynamics and effective interatomic
potentials, [57] the detailed and controlled nature of the present experiments
called for taking quantum effects on the forces into account. Both the mechanical
behavior and the electron transport were addressed by means of our code ANT.G
[58, 59] in combination with Gaussian. [60] The atomic and electronic structure
of the relevant contact region were obtained in a fully self-consistent manner
and translated into a conductance through a standard Green function formalism
with the help of effective self-energies representing the far and less relevant
part of the system. [58, 59, 61, 62] To expand the electronic density and
represent the Green function, the CRENBS minimal basis set was typically
used, with one s and three p orbitals, including its corresponding core pseudo-
potentials. [63] Additionally, calculations with larger basis sets such as the
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Figure 3.4: Contact conductance Gc versus hysteresis width H for all junctions
established between the tip and the flat surface investigated in the experiments. The
full line represents a linear fit to the data with a slope of 2.6 · 10−3 G0/pm.
LANL2DZ were performed. [64] However, the resulting atomic and electronic
properties were virtually identical to the findings obtained by the minimal
basis sets. Tight-binding calculations of the electronic structure for the same
geometries led to similar results. A standard local density approximation to
the density functional was used. The choice of the functional is not critical to
the results for mono-elemental sp metals. The specific procedure to mimic the
experiments involved successive instantaneous structural relaxations subject to
certain geometrical constraints on the boundary atoms of our system which
coupled to the bulk substrate and the rest of the tip.
The geometry of the surface and of the contact was known to a very good
extent owing to the imaging capabilities of the STM. However, to reduce the
large number of possible atomic coordinates the starting atomic structure of
the tip prior to contact had in part to be guessed. For all calculations Pb
tips grown in the 〈100〉 and 〈111〉 direction were chosen. This choice was
motivated by the findings of several previous works. Pb tips grown along
〈100〉 and 〈111〉 directions exhibit {111} facets, which were shown to exhibit
the lowest surface energy. [65] Face-centered cubic metals in general realize
〈100〉 and 〈111〉 stacking directions, which was demonstrated for, e. g., Au,
[23, 66–68] Pt, [68] and Al [69] electrodes. Consequently, four obvious choices
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Table 3.1: Calculated contact conductances (Gc) and hysteresis widths (H) of atom-
sized Pb junctions. Pb tips grown in 〈100〉 and 〈111〉 direction with apex terminations
of n = 1, 4 and n = 1, 3 atoms, respectively, were considered. On pristine Pb(111)
Gc and H were calculated for contacts to on-top and hollow sites. For contacts
comprising a Pb adatom the adatom resided at a Pb(111) hollow site.
stacking Gc (G0) H (pm)
direction n on-top hollow adatom on-top hollow adatom
〈100〉 1 0.7 0.9 0.9 270 180 404 2.2 4.5 2.2 200 140 260
〈111〉 1 1.5 2.2 1.2 150 410 1103 2.4 2.3 2.4 480 530 480
for the tip termination were available, i. e., the commonly assumed single-atom
termination for both orientations and a termination via a four-atom or three-
atom plane parallel to the surface for tips grown in the 〈100〉 and 〈111〉 direction,
respectively. While these choices did not cover all possible configurations, the
particular preparation of the tip ( vide supra) certainly reduced the number
of possibilities. The clean Pb(111) surface was represented by an embedded
three-layer cluster of up to 100 atoms. The calculations revealed that hexagonal
close-packed hollow sites of Pb(111) represent energetically favored adsorption
sites for single Pb atoms.
Comparing calculated Gc for 〈100〉 and 〈111〉 tips (Table 3.1) similar values
were found. A notable exception is Gc = 2.2G0 obtained for single-atom
terminated 〈111〉 tips at Pb(111) hollow sites. This elevated conductance
may tentatively be ascribed to the particular junction geometry where the tip
continues the stacking of the sample. This situation may maximize the trans-
mission of transport channels. We further found that 〈111〉 tips exhibited larger
hysteresis widths than 〈100〉 tips. Due to the larger surface-to-volume ratio of
〈111〉 tips less bonds need to be broken in the course of plastic deformations.
Therefore, 〈111〉 tips may be considered less stiff than 〈100〉 tips, which favors
more pronounced hysteresis effects. Apart from this, Table 3.1 reflects that
〈100〉 and 〈111〉 tips exhibit similar trends. Consequently, we will concentrate
on the findings obtained for 〈100〉 tips in the following.
Entire conductance traces were calculated for tips approaching to and re-
tracting from on-top and hollow sites of the pristine Pb(111) surface as well
3.3 Results and Discussion 33
(g)
(h)
Δz (pm)-200 0-400
(e)
-200 0-400
(f)
on-top
G
 (G
0)
0
2
4
-200 0-200 0 200 -400-400 200Δz (pm)
Pb(111) Pb adatom
hollow
(a) (b) (c)
(d)
-140 0 220 30 -110 -410140
(i)
G
 (G
0)
0
2
4
Δz (pm)
Figure 3.5: Calculated of conductance–distance characteristics for forming and
breaking of Pb contacts with a tip grown along the 〈100〉 direction. (a) A single-atom
terminated tip approaches (filled symbols) to and retracts (open symbols) from
on-top (squares) and hollow (circles) Pb(111) lattice sites. (b) Same as (a) for a
single Pb adatom (triangles). (c), (d) Position of single-atom terminated tip (filled
and hatched circles for apex atom and second-layer atoms, respectively) relative to
the Pb(111) lattice (circles) for contacts comprising the on-top (c) and the hollow
(d) site. (e), (f) Like (a), (b) for a four-atom terminated tip. (g), (h) Position of
four-atom terminated tip (filled circles) relative to the Pb(111) lattice (circles) for
contacts comprising the on-top (g) and hollow (h) site. (i) Snapshots of calculated
contact geometries for a single-atom terminated tip approaching an on-top site of
pristine Pb(111). Increasing (decreasing) displacements (∆z) correspond to tip
approach (retraction). Upon retraction the tip apex atom (encircled by a full red
line) is transferred to a Pb(111) hollow site adjacent to the approached on-top site.
This figure was reproduced from [48] with permission from the American Physical
Society.
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as Pb adatoms. Representative data obtained for 〈100〉 tips are shown in
Figs. 3.5(a), (e) for Pb(111) and in Figs. 3.5(b), (f) for Pb adatoms. Addition-
ally, conductance traces for single Pb adatoms [Figs. 3.5(b), (f)] were simulated.
The orientation of the tip structure with respect to the Pb(111) lattice is
indicated for the single-atom [Figs. 3.5(c), (d)] and the four-atom [Figs. 3.5(g),
(h)] terminated tip. In the calculations contact formation (∆z = 0 pm) was
defined by a conductance increase exceeding 0.3G0 between two subsequent tip
displacements. An additional requirement was the variation of the conductance
by less than 0.3G0 for two subsequent displacements in the contact range
(∆z > 0 pm). According to this definition the single-atom terminated Pb tip
exhibited calculated contact conductances of Gc = 0.7G0 and Gc = 0.9G0 for
on-top and hollow sites on Pb(111), respectively [Fig. 3.5(a)]. The geometry of
such low-conductance junctions is depicted in Fig. 3.5(i) for the on-top config-
uration at displacement ∆z = 0 pm. Distortions of the tip and the substrate
were still elastic at this displacement. In particular, the tip apex atom was
centered atop the approached Pb(111) atom. The calculations unveiled that
the geometry of these low-conductance junctions was unstable. Indeed, the
simulations revealed that these junctions exhibited the propensity for atomic
relaxations upon further tip approach. Approaching the single-atom terminated
tip towards the Pb(111) on-top (hollow) site by 140 pm (60 pm) led to a strong
increase of the junction conductance, rather than to a plateaulike variation.
The calculated junction geometry showed the implantation of the tip apex
atom into the surface [Fig. 3.5(i), ∆z = 220 pm], which caused the conductance
increase.
Forming and breaking of contacts comprising a single-atom terminated tip
and the pristine Pb(111) surface revealed hysteretic behavior [Fig. 3.5(a)]. The
hysteresis widths were extracted from calculated conductance traces according
to the procedure exposed in Fig. 3.1(a). For single-atom terminated tips
hysteresis widths of 270 pm and 180 pm were obtained for on-top and hollow
sites, respectively (Table 3.1). Figure 3.5(i) further shows that single-atom
terminated tips transfer their apex atom to the bare Pb(111) surface upon
contact, in agreement with the experimental observation. Upon approaching a
Pb(111) on-top site the tip apex atom was transferred to an adjacent hollow
site upon contact, reflecting the preferred adsorption site of a single Pb atom.
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Junctions comprising an atomically sharp tip and a single Pb adatom showed
the conductance–displacement characteristics depicted in Fig. 3.5(b). In con-
trast to the simulation of contacts comprising the pristine Pb(111) surface
a nearly gradual evolution of the conductance in transition range between
tunneling an contact was observed, rather than an abrupt jump. The contact
conductance was ≈ 0.9G0 and thus appreciably lower than the averaged exper-
imental value. Only a few number of contacts were experimentally observed
with a similarly low conductance [Fig. 3.2(b)]. In addition, a conductance
hysteresis was virtually absent for the simulated contacts to adatoms.
The broad range of contact conductances observed in the experiments, i. e.,
≈ 1.0G0 to ≈ 5.0G0 for Pb(111) and ≈ 1.5G0 to ≈ 3G0 for Pb adatoms, could
not be explained by tip apices terminated by a single atom alone. According to
Table 3.1 calculated contact conductances comprising single-atom terminated
〈100〉 and 〈111〉 tips and on-top and hollow sites of Pb(111) range from 0.7G0
to 2.2G0, respectively, while contacts to a single Pb adatom exhibit a conduc-
tance range spanning of 0.9G0 to 1.2G0. These deviations to experimental
observations represented the impetus to likewise consider junctions comprising
tips terminated by more than a single Pb atom in the simulations.
Representative conductance–displacement characteristics are displayed in
Fig. 3.5(e) for contacts of 〈100〉 tips at on-top and hollow Pb(111) sites and in
Fig. 3.5(f) for single Pb adatoms residing at Pb(111) hollow sites. In agreement
with the experiment abrupt changes of tunneling to contact conductances and
jumps out of contact occurred in the calculations. The calculated contact
conductance for on-top and hollow Pb(111) sites was 2.2G0 and 4.5G0, respec-
tively. Contacts comprising a four-atom terminated tip and a single Pb adatom
exhibited a conductance of 2.2G0. Calculations revealed that contacts com-
prising a four-atom terminated tip apex and on-top sites of Pb(111) involved
many atoms in the contact range. In particular, decreasing the tip–surface
distance led to an increase of the conductance without reaching a plateaulike
conductance variation. Therefore, for this specific junction geometry contact
was defined at the same displacement ∆z at which contact was reached for
junctions comprising four-atom terminated tips and Pb(111) hollow sites.
The calculated hysteresis widths were 200 pm and 140 pm for on-top and
hollow sites of Pb(111), respectively, and 260 pm for the Pb adatom. The
36 3 Plasticity of Single-Atom Pb Junctions
simulated hysteresis width for the adatom junction exceeds the experimentally
most frequently observed widths between 0 and 50 pm [Fig.3.2(d)]. A few
junctions exhibited hysteresis widths in the range of 200 – 450 pm, which
are compatible with the calculated result, in particular when 〈111〉 tips are
considered (Table 3.1). For the other ideal contact geometry considered in the
calculations, i. e., a single-atom terminated tip and the adatom, an essentially
vanishing H was obtained [Fig.3.5(b)]. Therefore, the experimental junction
most likely adopts a geometry within the range of these two extreme and
ideal cases. Unlike the simulations based on a single-atom terminated tip, the
approach of a four-atom terminated tip to a single Pb adatom on Pb(111)
[Fig. 3.5(f)] showed – in accordance with the experiment – an abrupt jump
to and out of contact. Therefore, considering both single-atom and four-
atom terminated tips in the simulations led to an improved description of the
broad conductance distribution observed in the experiments. Furthermore, the
conductance hysteresis observed from closing and opening of the junctions was
well reproduced.
3.4 Conclusion
Closing tunneling junctions comprising Pb tips of an STM and Pb(111) surfaces
occurred via an abrupt jump to the first ballistic-conductance plateau. Upon
opening such junctions a pronounced hysteretic conductance behavior was
observed. In contrast to previously studied Au junctions the Pb conductance
hysteresis was not solely due to elastic distortions of the electrodes. Rather,
it reflected the plasticity of Pb constrictions even at the ultimate size limit.
Additionally, to comprehensively describe electron transport through the biased
Pb contacts and mechanical relaxations of the junctions simulations had to
deviate from the commonly assumed simple pyramidal tip structure and include
more complex tip apices that were terminated by more than a single atom.
The presented findings therefore highlight that low-conductance junctions do
not necessarily reflect simple junction geometries. Moreover, the results are
relevant to mechanical deformations at the nanometer scale.
4 Quantum Confinement above
Nanocavities at Pb(111)
Reprinted (adapted) with permission from
Phys. Rev. Lett. 117, 136803 (2016).
Copyright 2016 American Physical Society.
We have studied electron states present at the Pb(111) surface above Ar-
filled nanocavities created by ion beam irradiation and annealing. Vertical
confinement between the parallel crystal and nanocavity surfaces creates a
series of quantum well state subbands. Differential conductance data measured
by scanning tunneling spectroscopy contain characteristic spectroscopic fine
structure within the highest occupied subband, revealing additional quantiza-
tion. This finding is supported by maps of the differential conductance which
show a distinct standing wave pattern. Unexpectedly, reflection at the open
boundary where the thin Pb film recovers its bulk thickness gives rise to lateral
confinement of electrons.
4.1 Introduction
Restricting the motion of electrons in metals or semiconductors to dimensions
that are comparable to the Fermi wavelength (λF) is referred to as quantum
confinement. The resulting quantized electron states alter the physical proper-
ties of the solid, which is beneficial to a variety of applications, e. g., spintronics,
[70] quantum computing, [71] optoelectronics, [72, 73] photovoltaics, [74] and
catalysis. [75]
An important example for the quantum confinement to one dimension is the
occurrence of quantum well states (QWS) in thin films. While quantum well
electrons move freely parallel to the thin film their propagation is confined to
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the perpendicular direction. The interfaces between vacuum and film as well as
film and substrate represent barriers at which the electron waves are reflected.
At specific film thicknesses standing electron waves form between the interfaces,
the QWS. In the last decades a wealth of experimental and theoretical work
on QWS has been reported for a wide variety of film–substrate combinations.
[76] The first experimental evidence for QWS was reported from Au films
deposited on Ir(111) using the reflection of low-energy electrons. [77] The
importance of QWS has been unraveled for, e. g., monitoring film quality, [78]
chemical reactivity, [79, 80] crystal growth, [81] magnetic interactions, [82–84]
and electron correlation effects such as thin-film superconductivity [85–87] and
the Kondo effect. [88, 89]
Lateral electron confinement to two dimensions has likewise been reported.
Real-space images of surface electron standing waves in the vicinity of noble-
metal step edges belong to the seminal findings in that respect. [90–92]
Artificially fabricated atom assemblies acted as quantum corrals for electronic
surface states. [93–95] Nanometer-scaled clusters, [96, 97] vacancies [98, 99] as
well as molecular networks [100, 101] were shown to effectively confine the elec-
tron motion. On narrow terraces [102] and vicinal surfaces [103–105] laterally
confined surface states were observed. More recently, electron confinement to
graphene nanostructures attracted considerable interest. [106–111]
Further restriction of the electron motion has been demonstrated for atomic
[112–116] and molecular [117, 118] chains on surfaces, defects on semiconductor
surfaces, [119] colloidal semiconductor nanocrystals, [120] metal [121] and
semiconductor [122] quantum dots as well as for artificial atoms. [123] A
beautiful demonstration of electron confinement is the observation of the
quantum analogue to whispering gallery modes in oligothiphene rings [124] and
graphene. [125]
The aforementioned examples clearly reveal the panoply of confinement
effects. An important ingredient is common to these examples. In order to
restrict the electron motion to a specific region of space a potential well for
the reflection of the electron wave is required. The confining potential wells
may be provided by geometric constraints, such as boundaries of terraces and
quantum corrals, atomic and molecular chain edges, and by the forbidden
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electron penetration into the vacuum or surface-projected energy gaps of the
substrate.
Here a novel confinement mechanism for conduction electrons of a metal
is reported. To this end, nanometer-scaled subsurface voids at Pb(111) were
used [Fig. 4.1(a)]. These cavities were fabricated by the impact of Ar+ ions
and buried several atomic layers underneath the Pb(111) surface. Similar
structures were previously reported for Al(111), [45] Cu(100), [46, 126, 127]
Cu(110), [126, 128] Ag(100) [129] and Ag(111)[129]. The voids offer the unique
opportunity to investigate vertical and lateral confinement. Vertical confinement
between Pb(111) and the surface of the cavity leads to the appearance of QWS.
In addition, reflection at the open boundaries where the thin Pb film above
the nanocavity recovers its bulk thickness leads to lateral confinement, that
is, confinement is achieved without confining potential wells. We support our
experimental findings using a semi-analytic model accounting for the main
features and discuss the role of elastic and inelastic scattering on the confined
electron lifetimes. Furthermore real-space images of electron standing wave
patterns and the extraction of the relevant Pb band dispersion is presented.
4.2 Experiment
Experiments were performed with a scanning tunneling microscope (STM) op-
erated in ultrahigh vacuum (10−9 Pa) and at low temperature (6K). Atomically
clean Pb(111) was obtained by repeated Ar+ bombardment and annealing. To
efficiently create subsurface voids the ion kinetic energy and current density at
the sample were set to 1.1 keV and 5µAcm−2, respectively, with the ion beam
impinging onto the surface at an angle of 30◦ with respect to the surface normal.
Samples were subsequently annealed at 560K for 20min. All STM images
were recorded at constant current with the bias voltage applied to the sample.
Spectra of the differential conductance (dI/dV ) were acquired by modulating
the sample voltage (5mVpp, 6.3 kHz) and detecting the current response with
a lock-in amplifier.
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4.3 Results and Discussion
4.3.1 Spectroscopic Signatures
STM images of the prepared surface confirm the presence of Ar-filled subsurface
cavities [Fig. 4.1(a)] with cross sectional diameters in the 2.5–7 nm range, as
previously reported at Al, Cu and Ag surfaces [45, 127–129, 131], and which
result from the diffusion and aggregation during annealing of implanted Ar,
most likely as Ar+vacancy complexes [126]. Spectra of dI/dV acquired atop
their centers contain considerable structure [Fig. 4.1(b)] attributable to quantum
well states (QWS) associated with vertical confinement of electrons between
the surfaces of the buried cavity and the crystalline sample. Calculations of
QWS energies within thin Pb films show a distinctive thickness dependence.
Based upon a comparison with QWS energies found using density functional
theory [inset to Fig. 4.1(b)] we have been able to identify the depth of individual
nanocavities. The most abundant Pb film thicknesses above the buried void were
4, 6, 8 atomic layers. This observation is ascribed to the vertical confinement
of QWS. Their Fermi wavelength approximately corresponds to four times
the Pb layer spacing along (111), i. e., λF ≈ 4a(111). Consequently, a bilayer
periodicity of the density of states (DOS) at the Fermi energy (EF) may be
expected. Similar observations were reported for the bilayer oscillation of the
superconducting transition temperature in ultrathin Pb films, [85–87] preferred
island heights, [132, 133] and the work function. [134]
The QWS dispersion parallel to the surface in thin Pb films is parabolic near
the Brillouin zone center Γ, but due to hybridization flattens and disperses
downward for larger wave vector k. As an example, Fig. 4.1(c) shows the
dispersion of the highest occupied QWS (HOQWS) for a 4-layer Pb(111) film
as a blue line. The hybridization effects increase (and consequently the effective
mass) for higher QWS energies, leading to states at ≈ 1 eV above the Fermi
level εF and higher having a very narrow line shape in dI/dV spectra. However,
occupied states exhibit an identifiable band width [135], and close inspection of
dI/dV spectra recorded atop the center of cavities reveal additional structure
within the band width of the HOQWS, in the form of a series of peaks [indicated
by horizontal arrows in the right panel of Fig. 4.1(c)] whose location varies with
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Figure 4.1: (a) STM image of Pb(111) showing buried cavities on a lower (dark gray)
and an upper (light gray) terrace (0.5 nA, 1.08V, 94 nm× 94 nm). Inset: Schematic
illustration of a subsurface nanocavity, with geometry based upon Wulff construction
using (111), (110) and (001) Pb surface energies. (b) Constant-current (0.5 nA) dI/dV
spectra (vertically offset) acquired atop cavities located at different depths, exhibiting
signatures of unoccupied QWS. Inset: Calculated QWS energies as a function of the
Pb layer thickness. (c) Left: Calculated energy band structure of a 4-layer Pb(111)
thin film showing the dispersion of the highest occupied QWS (blue line) with a
0.2 eV energy shift applied to align band minimum. Right:. Right: Experimental
constant-height dI/dV spectrum acquired atop the center of a subsurface cavity
identified as being 4 layers below the surface, showing spectroscopic fine structure
(red arrows) within the band of the highest occupied QWS (feedback loop parameters:
1 nA, −2.5V). This figure was reproduced from [130] with permission from the
American Physical Society.
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Figure 4.2: Density of states (DOS) of the HOQWS for a 4-layer Pb film (blue)
integrated over film thickness, and atop a 2.7 nm radius bubble 4 layers beneath the
surface omitting (red) and including (green) interband scattering. The dashed line
shows the DOS in the absence of inelastic lifetime broadening (Σi = 0). The arrows
in the main figure indicate the expected energies of electrons ideally confined to
region I. Inset: Model geometry and partitioning of space used in calculations. The
cavity with radius R exhibits a surface–vacuum distance L. Electrons are excluded
from the cavity and the vacuum above the surface. Surface S separates region I, the
space between the cavity and the crystal surface, from region II, where the electron is
no longer confined in the vertical (downwards) direction. This figure was reproduced
from [130] with permission from the American Physical Society.
the diameter of the particular subsurface cavity. This structure manifests the
existence of additional quantization of the electron states, which we associate
with lateral confinement to the region between the cavity and the Pb surface.
We base this unusual interpretation of the fine structure in the HOQWS
on the model illustrated in the inset to Fig. 4.2, comprising a circularly sym-
metric cavity of radius R a depth L beneath the surface (z = 0), with side
facets normal to the upper face extending into the bulk (z → −∞). Electrons
are ideally excluded from the volume of the cavity and the vacuum region
outside the crystal, whilst being free to move within the region occupied by
Pb; there we set the potential to zero since the relevant Pb states disperse
with effective mass m∗ close to the free-electron mass, m, both normal and
parallel to the surface. We find the local density of states (DOS) at energy
4.3 Results and Discussion 43
ε as %(r; ε) = 1/pi ImG(r, r; ε) where the Green function G satisfies the inho-
mogeneous Schrödinger equation (H − ε)G = δ(r − r′). We include in the
Hamiltonian H = −~2/(2m)∇2 + V − iΣi(ε) a non-Hermitian self-energy term
accounting for inelastic lifetime effects, for which we use Σi = Σe-ph + Σe-e with
electron-phonon and electron-electron interaction terms Σe-ph = 12meV and
Σe-e = α(ε−εF)2, respectively, with α = 0.012 eV−1 from measured values in Pb
overlayers [135, 136]. If the cavity has infinite extent (R→∞) then integrating
over the well width L the DOS associated with the nth quantum well subband
is %∞n (ε) = m/(2pi2~2) (pi − arg(ε− εn + iΣi(ε))), corresponding to a lifetime-
broadened steplike increase at the threshold QWS energy εn = ~2n2pi2/(2mL2)
(blue curve in Fig. 4.2).
For a cavity of finite radius we partition space into regions I and II, shown
in the inset to Fig. 4.2, separated by surface S. Working in I alone, the Green
function satisfies the inhomogeneous Schrödinger equation with embedded
Hamiltonian [137] HΣS = H + ~2/(2m) δ(r− rS)nS · ∇+ ΣS(ε) (nS: surface
normal pointing from I to II) where together the second term and surface
operator ΣS(ε) = δ(r−rS)δ(r′−r′S)ΣS(rS, r′S; ε) ensure that the Green function
in I matches correctly on S to the Green function in II. The embedding
potential ΣS found from nS · ∇ψ = −2m/~2 ∫S ΣSψ dS ′ for r ∈ S, where ψ is
the solution of the Schrödinger equation in region II at energy ε, is
ΣS(rS, r′S; ε) = −
~2
2mpi2R
∑
M
eiM(φ−φ′)
∫ ∞
0
dq sin(qz) sin(qz′)×
d
dr ln[H
(1)
M (
√
2mε/~2 − q2r)]
∣∣∣∣
r=R
, (4.1)
with H(1)M the Hankel function and M the angular momentum quantum number.
Finally, expanding the Green function in region I as
G(r, r′; ε) = 1
piL
∑
M
eiM(φ−φ′)
∑
n,n′>0
sin(knz) sin(kn′z′)×
GM,n,n′(r, r′, ε) (4.2)
with kn = npi/L, we solve for G. Further analytic development is possible
upon neglecting interband coupling, i. e., the mixing of states with different
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n, n′. The virtual coincidence of numerical results obtained by omitting (red
curve in Fig. 4.2) and including (green curve in Fig. 4.2) interband coupling
validates this approximation. Within this approximation the DOS from the
nth QWS subband integrated over the well width L above the center of
the cavity (r = 0, whence only states with M = 0 contribute) is %n(ε) =
%∞n (ε) +m/(2pi~2)Re (2Rn(ε)/(1− Rn(ε))), where
Rn() =
H
(1)′
0 (κnr)− Ln(ε)H(1)0 (κnr)
Ln(ε)H(2)0 (κnr)−H(2)′0 (κnr)
∣∣∣∣∣∣
r=R
, (4.3)
with ′ ≡ d/dr, κn =
√
2m/~2 − k2n, and
Ln() =
∫ ∞
0
dq 4k
2
n
piL
sin2(qL)
(q2 − k2n)2
×
d
dr ln[H
(1)
0 (
√
2m/~2 − q2r)]
∣∣∣∣
r=R
. (4.4)
This DOS is precisely equivalent to that of a system in which electrons are
free to move in two dimensions within a circular domain, with Rn an effective
reflection coefficient whereby an outgoing radial circular wave H(1)0 (κnr) results
in the incoming wave Rn(ε)H(2)0 (κnr) following reflection at boundary radius
R. Here the reflection is not caused by a conventional confining potential, but
by the removal beyond R of the confinement in the perpendicular direction,
with Rn vanishing if the electron remains confined to a depth L in region II.
In effect, the electron is reflected by the “open door” that exists beyond the
cavity, should it attempt to move deeper into the crystal.
The consequences of this reflection and concomitant confinement are visible
in the calculated density of states of the QWS subband, with Fig. 4.2 showing
the energy variation using parameters appropriate to the HOQWS of a 4-layer
Pb film above a cavity with R = 2.7 nm. There is good correspondence between
the features exhibited by the DOS and the structure observed in the measured
dI/dV spectra recorded atop subsurface cavities, Fig. 4.1(c). In particular,
the steplike increase characteristic of the thin film (R→∞) is replaced by a
series of quantized resonant levels, this being especially apparent if the effects
of inelastic lifetime broadening processes are suppressed in the calculations
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Figure 4.3: (a), (c), (e) Experimental dI/dV spectra [feedback loop parameters:
1 nA, −2.5V (a), −2V (c), (e)]. The data were normalized [12] to ensure an improved
approximation to the DOS. Arrows in (a) and (c) indicate additional spectroscopic
features caused by the reduced symmetry of the (111) facets. (b), (d), (f) Calculated
DOS of the HOQWS atop cavities of indicated radii and depths. Shaded areas in (b),
(d), (f) show the range of energies with parabolic HOQWS dispersion. This figure
was reproduced from [130] with permission from the American Physical Society.
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(Σi = 0; dashed line in Fig. 4.2). Further measured and calculated spectra are
presented in Fig. 4.3 for different cavity depths and sizes, with the range of
energies for which the HOQWS exhibits parabolic dispersion — above this the
model is no longer applicable. It is worth noting that we have confirmed using
similar methods to those in Ref. [138] that additional low-amplitude peaks
present in the experimental dI/dV spectra (arrows in Fig. 4.3) are consistent
with expected contributions from lower symmetry states at slightly off-center
locations in domains with C3v symmetry, appropriate to the (111) faces of the
polyhedral cavities given by the Wulff construction.
The resonances in calculated spectra can be identified with poles in the Green
function that occur when Rn(ε) = 1, which requires d/dr ln J0(κnr)|r=R =
Ln(ε). Using asymptotic forms, this becomes tan(κnR − pi/4) = −Ln(ε)/κn.
Numerically, we find ReLn(ε) < 0, slowly varying and only weakly dependent
upon R. Then with κn → 0 as ε→ εn from above, the lowest energy resonances
correspond closely to the positive asymptotes of the tangent, occurring when
κnR− pi/4 ' pi/2, 3pi/2, . . ., or equivalently at energies close to
ε− εn = ~
2(3pi/4)2
2mR2 ,
~2(7pi/4)2
2mR2 , . . . . (4.5)
These are the same energies that would arise for hard-wall reflection at the cavity
edge, indicating that the open boundary acts as an effective confining barrier.
These values are indicated in Fig. 4.2 as arrows. For higher-order members
of the series the increase in κn means the actual value of the logarithmic
derivative Ln(ε) becomes more important. The resonance energies, therefore,
occur increasingly below these values (compare the position of arrows and
maxima of red, green and dashed curves in Fig. 4.2).
In contrast to the HOQWS the spectroscopic signature of the lowest unoccu-
pied QWS is much simpler which becomes clear in direct comparison. Figure
4.4(a) shows dI/dV spectra acquired atop the center of cavities buried 4, 6,
8 atomic layers beneath the Pb(111) surface. All spectra reveal the signature
of the highest occupied QWS (HOQWS), which covers a rather broad range
of voltages. The broad lineshape of the HOQWS is due to the band structure
of thin Pb films that exhibits an increasing effective mass for increasing QWS
energy. [139, 140] Concomitantly, the band width decreases giving rise to
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Figure 4.4: (a) Constant-height spectra of dI/dV acquired atop the center of different
cavities with indicated depths showing the highest occupied QWS (HOQWS). The
spectra for 6 and 4 layers were vertically offset by 2 nS and 4.1nS, respectively. The
arrows indicate the spectroscopic fine structure due to lateral confinement. Prior to
data acquisition the feedback loop had been disabled at 1 nA, −2V for all spectra.
(b) Like (a) for the lowest unoccupied QWS (LUQWS). The spectra for 6 and 4
layers were vertically offset by 2nS and 4.2nS, respectively. The feedback loop had
been disabled at 0.5 nA, 2.3V prior to data acquisition.
broad signatures of the HOQWS and narrow, lorenz-like lineshape of the lowest
unoccupied QWS (LUQWS), Fig. 4.4(b). [135]
4.3.2 Line Widths
The finite resonance widths Γ (full width at half maximum, FWHM) also
signal that confinement due to reflection at the open boundary is not ideal,
with electrons persisting in the states only for time τ = ~/Γ. We observe that
there is a crossover between states at lower energies for which the lifetime is
limited by intrinsic inelastic effects (e-ph and e-e scattering) to states at higher
energies for which passage through the open boundary and escape into the
Pb bulk is limiting. The elastic decay rate for electrons at the center of a
circular domain of radius R is Γe/~ ' vg/(2R) (1 − |R |2) with vg/(2R) the
boundary collision rate and 1− |R |2 the escape probability per attempt. Here
the group velocity vg =
√
2(ε− εn)/m for parabolic dispersion, and R is given
by Eq. (4.3). Figure 4.5 displays total line widths, Γ, of laterally confined QWS
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(Γ = Γi + Γe, Γi = Γe-ph + Γe-e) from calculated DOS (squares) and experimental
dI/dV spectra (dots), which are related to decay rates via 1/τ = Γ/~.1 The
calculated data show how elastic decay rates become increasingly suppressed as
the electron energy approaches, from above, the threshold QWS energy. This
is a direct consequence of the decreasing electron velocity impacting upon the
collision rate, but also of an increasing reflection probability, as pointed to
by the near-linear rather than square-root energy variation in Γ. The inset
to Fig. 4.5 shows how |R | tends to unity as the increasing lateral de Broglie
wavelength of the near-threshold electrons increases sensitivity to the change
in the environment at the cavity edge.
Experimentally, the FWHM of the laterally confined QWS electrons was
extracted by fitting a superposition of Lorentzians and linear background to
dI/dV data acquired above 6-layer deep cavities with radii between 1.5 nm
and 2.2 nm. The measured line widths are broadly consistent with the range of
calculated values at lower energies, but peak approximately 0.2–0.25 eV above
the HOQWS onset and then decrease. A cluster of values, encircled in Fig. 4.5,
that deviate noticeably from the calculated values occur at energies close to the
upper edge of the HOQWS band [see Fig. 4.1(c), left panel for the 4-layer case],
where vg — and thus Γ — decrease in a manner not described by our model.
4.3.3 Quantum Well State Dispersion
Figure 4.6 shows the pseudo-three-dimensional STM image of a freshly prepared
Pb(111) surface. The inset to Fig. 4.6 presents a constant-current dI/dV
map of the indicated cavity and reveals a rich structure. In the center of
the map a regular hexagonal array of protrusions is visible. This array is
assigned to the standing-wave pattern that results from the reflection of QWS
electrons at the open boundary where the thin Pb film between the cavity and
the Pb(111) surface recovers its bulk thickness. The characteristic voltage-
dependent changes in the standing-wave pattern will be used to extract the
dispersion of the underlying electron bands.
1Extracted line widths for cavities buried 4 and 8 layers below the surface can be found in
in the appendix in figure A.1.
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Figure 4.5: Experimentally determined (dots) and calculated (squares) line widths
Γ of laterally confined QWS electrons associated with a 6-layer deep cavity as a
function of energy. The energy is referenced to the onset energy ε9 of the HOQWS.
Calculations were performed for the indicated cavity radii and represent the sum of
inelastic (Γe-ph + Γe-e, dashed line) and elastic contributions to Γ. Experimental data
were obtained for cavity radii ranging between 1.5nm and 2.2 nm. The data encircled
by a dotted line are line widths of confined states with energies close to the flat region
of the HOQWS band. Uncertainty margins represent the statistical uncertainty of
the fit procedure. Inset: Calculated energy dependence of the reflection coefficient
|R | at the boundary above a cavity with 2.5 nm radius. This figure was reproduced
from [130] with permission from the American Physical Society.
Figure 4.6: Pseudo three-dimensional STM image of Pb(111) showing buried cavities
on two terraces (0.5 nA, 1.2V, 100 nm× 100 nm). Inset: Constant-current map of
dI/dV recorded atop the indicated cavity showing electron standing wave patterns
(1nA, 0.4V, 7.8 nm× 7.8 nm).
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Figure 4.7(a) presents a collection of voltage-dependent constant-current
dI/dV maps of a cavity buried 4 atomic layers underneath the Pb(111) sur-
face.2 The voltage range comprises the HOQWS [≈ −1.7V, Fig. 4.4(a)] and
the LUQWS [≈ 1.2V, Fig. 4.4(b)]. From −1.7V to −1.1V the central interfer-
ence pattern resembles a set of concentric rings whose number increases with
increasing voltage. For voltages > −1.0V the standing wave pattern changes
strongly. Rather than concentric rings a hexagonal arrangement of antinodes
appears. With increasing voltage the periodicity of this array increases.
In order to rationalize these observations in terms of an electronic band
dispersion mutual distances between nodes and antinodes of electron standing
wave patterns [Fig. 4.7(a)] along 〈121〉 crystallographic directions [inset to
Fig. 4.7(b)] were determined. These distances were identified with λ/2 where λ
is the electron wavelength. Figure 4.7(b) shows the experimentally extracted
dispersion (dots) where E − EF = eV (e: elementary charge) is plotted versus
the wave vector k = 2pi/λ. The full lines in Fig. 4.7(b) present the calculated
band structure of a 4-layer thick Pb(111) film along the ΓM direction of the
SBZ. The HOQWS (LUQWS) dispersion appears as a blue (orange) line. The
HOQWS exhibits an upper edge at ≈ 0.5Å−1 and ≈ −1 eV. This observation
explains why maps of dI/dV at ≈ −1V [Fig. 4.7(a)] do not show clearly resolved
interference patterns. Due to the rather flat band in the region around ≈ 0.5Å−1
electron states with various wave vectors and similar energies contribute to the
interference pattern, which results in a smeared dI/dV map. The calculations
likewise reveal the rather steep downward dispersion of the LUQWS, which
gives rise to the decreasing number of interference antinodes for increasing
voltage.
2The complete gallery with all recorded dI/dV maps is presented in the appendix in figure
A.2. The extracted dispersion relation for 6 and 8 layers can be found in figure A.3.
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Figure 4.7: (a) Gallery of constant-current dI/dV maps recorded atop a cavity
buried 4 atomic layer underneath the Pb(111) surface at the indicated voltages (1nA,
7.8 nm×7.8 nm). (b) Experimental (dots) and calculated (lines) QWS band dispersion.
Experimentally, the wave vector was extracted from the relevant periodicities visible
in the dI/dV maps of six different cavities. The calculations were performed for a
4-layer thick Pb(111) film. The wave vector is oriented along the ΓM direction of the
SBZ, which corresponds to 〈121〉 crystallographic directions. Inset: STM image of
the surface region atop a buried cavity with atomic resolution of the Pb(111) lattice
and indicated crystallographic directions (0.5nA, 0.3V, 7.8 nm× 7.8 nm).
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4.4 Conclusion
We have identified through spectroscopic fine structure unexpected additional
electronic state quantization atop near-surface cavities at Pb(111). This un-
precedented experimental observation is understood to originate from reflection
at the open boundary where the thin Pb film recovers its bulk thickness, and
which serves to further isolate electrons parallel to the surface. We present a
model that accounts for this phenomenon and quantifies aspects of this hitherto
unexplored mechanism for electron confinement. Besides potential applications
exploiting the cavity size and depth dependence of the confined electron energy
levels for future studies of lifetime physics, we expect similar strong electron
scattering at open boundaries will occur more generally in systems where
electrons exhibit long wavelengths compared to constriction sizes, with beyond
Pb other simple metals and semiconductors most likely to provide examples.
5 Summary and Outlook
Highly controlled Pb point contacts have been investigated by means of scanning
tunneling microscopy. The contacts exhibit a hysteretic behavior upon closing
and opening of the contact. Two parameters have been in the focus of the
experimental analysis, namely the contact conductance and the hysteresis
width. These two parameters contain information about the electronic and
mechanical properties of the junction. The hysteretic behavior was reproduced
to a high degree by supporting density functional calculations. The presented
work revealed that tip shapes deviating from the commonly assumed simple
pyramidal configuration are necessary to fully comprehend the experimental
results. This conclusion might prove useful for future STM studies in which
the tip shape influences the recorded data.
The second part of this thesis dealt with a novel form of quantum confinement
in the volume above buried nanocavities. The investigated cavities were buried
between 4 and 8 layers below a Pb(111) surface. The electrons in this volume
are confined vertically between the crystal surface and the surface of the cavity
as well as laterally by the interface at which the thin film and the bulk are
separated. A confinement mechanism in this form has not been reported
previously. The scanning tunneling microscope allowed the investigation of this
effect by its ability to map the local density of states. The lateral confinement
causes a fine structure in spectra of the differential conductance as well as a
standing wave pattern in maps of the differential conductance. The analysis of
line widths provided means to study the elastic decay rates while the standing
wave patterns were evaluated to extract the dispersion relation of the QWS
subbands. The presented model based on the free electron gas is able to
reproduce the majority of experimental observations and captures the basic
physics in this system. A follow-up manuscript is currently in progress and is
intended to be published in Physical Review B and will contain experimental
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data and theoretical descriptions which have not been included in the Physical
Review Letters article due to length restrictions. The upcoming manuscript will
present the standing wave patterns including the extracted dispersion relation
and will show additional recorded spectra of the differential conductance of
cavities with varying depths and radii supported by the theoretical model. The
presented open boundary scattering is also likely to occur in other systems in
which the electron wave lengths are long compared to the size of the constriction.
Related effects may be observed in e. g. semiconductor heterostructures and
have the possibility to be exploited in applications related to e. g. spintronics,
quantum computing, optoelectronics, photovoltaics or catalysis.
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Figure A.1: Experimentally determined (dots) and calculated (squares) line widths
Γ of laterally confined QWS electrons associated with 4-layer (a) and 8-layer (b)
deep cavities as a function of energy. The energy is referenced to the onset energy
of the HOQWS. Calculations were performed for the indicated cavity radii and
represent the sum of inelastic (Γe-ph + Γe-e, dashed line) and elastic contributions
to Γ. Experimental data were obtained for cavity radii ranging between 1.2nm and
3.6 nm for (a) and (b). The data encircled by a dotted line are line widths of confined
states with energies close to the flat region of the HOQWS band.
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Figure A.2: Complete gallery of all dI/dV maps recorded atop an exemplary cavity
buried 4 atomic layer underneath the Pb(111) surface at the indicated voltages (1 nA,
7.8 nm× 7.8 nm). The gallery is an expansion of the dI/dV maps shown in figure
4.7(a). The majority of the dI/dV maps show additional elongated structures outside
of the central hexagon (red circles at 0.3V). These modulations of the LDOS have
been reported before [128] and can be attributed to electron standing waves between
the crystal surface and the edges of the downward sloping Wulff construction which
determines the shape of the buried cavity.
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Figure A.3: (a)/(b) Gallery of constant-current dI/dV maps recorded atop a cavity
buried 6 (a) and 8 (b) atomic layer underneath the Pb(111) surface at the indicated
voltages (1 nA, (a) 10 nm× 10 nm, (b) 6.3nm× 6.3 nm). (c)/(d) Experimental (dots)
and calculated (lines) QWS band dispersion. The calculations were performed for
6-layer (c) and 8-layer (d) thick Pb(111) films. An energy shift of 0.2 eV was applied
to align the band minima.
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3.1 (a) Representative conductance evolution of a junction compris-
ing Pb(111) and a Pb-coated W tip acquired at 50mV. Tip
approach (black line) leads to an exponential increase of the
conductance in the tunneling range (displacements ∆z < 0 pm).
The abrupt change of the conductance from Gj = 0.2G0 to
Gc = 2.9G0 at ∆z = 0 pm reflects the formation of the con-
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tion of the hysteresis width, H, is indicated. Inset: Two-level
fluctuations observed in the conductance trace upon tip re-
traction. (b) Like (a) for a contact to a single Pb adatom on
Pb(111) with Gj = 0.1G0 and Gc = 2.2G0. Inset: Pseudo-three-
dimensional representation of an STM image of Pb(111) (0.1V,
55 pA, 50 nm× 50 nm). Two terraces are visible. A Pb adatom
appears as a protrusion on the upper terrace. Additional struc-
ture is due to near-surface voids induced by Ar+ bombardment.
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number of conductance data linearly grouped into bins defined
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in the range 10mV ≤ |V | ≤ 50mV. This figure was reproduced
from [48] with permission from the American Physical Society. 28
3.3 Hysteresis width H of Pb contacts as a function of the sample
voltage. The uncertainty margins reflect standard deviations of
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3.5 Calculated of conductance–distance characteristics for forming
and breaking of Pb contacts with a tip grown along the 〈100〉
direction. (a) A single-atom terminated tip approaches (filled
symbols) to and retracts (open symbols) from on-top (squares)
and hollow (circles) Pb(111) lattice sites. (b) Same as (a) for
a single Pb adatom (triangles). (c), (d) Position of single-atom
terminated tip (filled and hatched circles for apex atom and
second-layer atoms, respectively) relative to the Pb(111) lattice
(circles) for contacts comprising the on-top (c) and the hollow
(d) site. (e), (f) Like (a), (b) for a four-atom terminated tip. (g),
(h) Position of four-atom terminated tip (filled circles) relative to
the Pb(111) lattice (circles) for contacts comprising the on-top
(g) and hollow (h) site. (i) Snapshots of calculated contact ge-
ometries for a single-atom terminated tip approaching an on-top
site of pristine Pb(111). Increasing (decreasing) displacements
(∆z) correspond to tip approach (retraction). Upon retraction
the tip apex atom (encircled by a full red line) is transferred to
a Pb(111) hollow site adjacent to the approached on-top site.
This figure was reproduced from [48] with permission from the
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4.1 (a) STM image of Pb(111) showing buried cavities on a lower
(dark gray) and an upper (light gray) terrace (0.5 nA, 1.08V,
94 nm × 94 nm). Inset: Schematic illustration of a subsurface
nanocavity, with geometry based upon Wulff construction using
(111), (110) and (001) Pb surface energies. (b) Constant-current
(0.5 nA) dI/dV spectra (vertically offset) acquired atop cavities
located at different depths, exhibiting signatures of unoccupied
QWS. Inset: Calculated QWS energies as a function of the Pb
layer thickness. (c) Left: Calculated energy band structure of a
4-layer Pb(111) thin film showing the dispersion of the highest
occupied QWS (blue line) with a 0.2 eV energy shift applied to
align band minimum. Right:. Right: Experimental constant-
height dI/dV spectrum acquired atop the center of a subsurface
cavity identified as being 4 layers below the surface, showing
spectroscopic fine structure (red arrows) within the band of
the highest occupied QWS (feedback loop parameters: 1 nA,
−2.5V). This figure was reproduced from [130] with permission
from the American Physical Society. . . . . . . . . . . . . . . . 41
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4.2 Density of states (DOS) of the HOQWS for a 4-layer Pb film
(blue) integrated over film thickness, and atop a 2.7 nm radius
bubble 4 layers beneath the surface omitting (red) and including
(green) interband scattering. The dashed line shows the DOS
in the absence of inelastic lifetime broadening (Σi = 0). The
arrows in the main figure indicate the expected energies of
electrons ideally confined to region I. Inset: Model geometry
and partitioning of space used in calculations. The cavity with
radius R exhibits a surface–vacuum distance L. Electrons are
excluded from the cavity and the vacuum above the surface.
Surface S separates region I, the space between the cavity
and the crystal surface, from region II, where the electron is no
longer confined in the vertical (downwards) direction. This figure
was reproduced from [130] with permission from the American
Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 (a), (c), (e) Experimental dI/dV spectra [feedback loop parame-
ters: 1 nA, −2.5V (a), −2V (c), (e)]. The data were normalized
[12] to ensure an improved approximation to the DOS. Arrows
in (a) and (c) indicate additional spectroscopic features caused
by the reduced symmetry of the (111) facets. (b), (d), (f) Cal-
culated DOS of the HOQWS atop cavities of indicated radii and
depths. Shaded areas in (b), (d), (f) show the range of energies
with parabolic HOQWS dispersion. This figure was reproduced
from [130] with permission from the American Physical Society. 45
4.4 (a) Constant-height spectra of dI/dV acquired atop the center
of different cavities with indicated depths showing the highest
occupied QWS (HOQWS). The spectra for 6 and 4 layers were
vertically offset by 2 nS and 4.1 nS, respectively. The arrows
indicate the spectroscopic fine structure due to lateral confine-
ment. Prior to data acquisition the feedback loop had been
disabled at 1 nA, −2V for all spectra. (b) Like (a) for the lowest
unoccupied QWS (LUQWS). The spectra for 6 and 4 layers were
vertically offset by 2 nS and 4.2 nS, respectively. The feedback
loop had been disabled at 0.5 nA, 2.3V prior to data acquisition. 47
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4.5 Experimentally determined (dots) and calculated (squares) line
widths Γ of laterally confined QWS electrons associated with
a 6-layer deep cavity as a function of energy. The energy is
referenced to the onset energy ε9 of the HOQWS. Calculations
were performed for the indicated cavity radii and represent the
sum of inelastic (Γe-ph + Γe-e, dashed line) and elastic contribu-
tions to Γ. Experimental data were obtained for cavity radii
ranging between 1.5 nm and 2.2 nm. The data encircled by a
dotted line are line widths of confined states with energies close
to the flat region of the HOQWS band. Uncertainty margins
represent the statistical uncertainty of the fit procedure. Inset:
Calculated energy dependence of the reflection coefficient |R |
at the boundary above a cavity with 2.5 nm radius. This figure
was reproduced from [130] with permission from the American
Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 Pseudo three-dimensional STM image of Pb(111) showing buried
cavities on two terraces (0.5 nA, 1.2V, 100 nm× 100 nm). Inset:
Constant-current map of dI/dV recorded atop the indicated
cavity showing electron standing wave patterns (1 nA, 0.4V,
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4.7 (a) Gallery of constant-current dI/dV maps recorded atop a
cavity buried 4 atomic layer underneath the Pb(111) surface
at the indicated voltages (1 nA, 7.8 nm × 7.8 nm). (b) Exper-
imental (dots) and calculated (lines) QWS band dispersion.
Experimentally, the wave vector was extracted from the relevant
periodicities visible in the dI/dV maps of six different cavities.
The calculations were performed for a 4-layer thick Pb(111) film.
The wave vector is oriented along the ΓM direction of the SBZ,
which corresponds to 〈121〉 crystallographic directions. Inset:
STM image of the surface region atop a buried cavity with atomic
resolution of the Pb(111) lattice and indicated crystallographic
directions (0.5 nA, 0.3V, 7.8 nm× 7.8 nm). . . . . . . . . . . . 51
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A.1 Experimentally determined (dots) and calculated (squares) line
widths Γ of laterally confined QWS electrons associated with
4-layer (a) and 8-layer (b) deep cavities as a function of energy.
The energy is referenced to the onset energy of the HOQWS.
Calculations were performed for the indicated cavity radii and
represent the sum of inelastic (Γe-ph + Γe-e, dashed line) and
elastic contributions to Γ. Experimental data were obtained for
cavity radii ranging between 1.2 nm and 3.6 nm for (a) and (b).
The data encircled by a dotted line are line widths of confined
states with energies close to the flat region of the HOQWS band. 55
A.2 Complete gallery of all dI/dV maps recorded atop an exemplary
cavity buried 4 atomic layer underneath the Pb(111) surface
at the indicated voltages (1 nA, 7.8 nm× 7.8 nm). The gallery
is an expansion of the dI/dV maps shown in figure 4.7(a).
The majority of the dI/dV maps show additional elongated
structures outside of the central hexagon (red circles at 0.3V).
These modulations of the LDOS have been reported before [128]
and can be attributed to electron standing waves between the
crystal surface and the edges of the downward sloping Wulff
construction which determines the shape of the buried cavity. . 56
A.3 (a)/(b) Gallery of constant-current dI/dV maps recorded atop a
cavity buried 6 (a) and 8 (b) atomic layer underneath the Pb(111)
surface at the indicated voltages (1 nA, (a) 10 nm× 10 nm, (b)
6.3 nm × 6.3 nm). (c)/(d) Experimental (dots) and calculated
(lines) QWS band dispersion. The calculations were performed
for 6-layer (c) and 8-layer (d) thick Pb(111) films. An energy
shift of 0.2 eV was applied to align the band minima. . . . . . . 57
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