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Abstract
Graphs have been widely utilized in network design and other applications. A
natural question is, can we keep as few edges of the original graph as possible,
but still make sure that the vertices are connected within certain distance
constraints.
In this thesis, we will consider different versions of graph compression
problems, including graph spanners, approximate distance oracles, and Steiner
networks. Since these problems are all NP-hard problems, we will mostly
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Graph compression has been intensively studied and widely used in different
areas. Compressing a graph not only allows us to reduce the storage space
in memory, but it also allows algorithms to run faster because the size of the
problem decreased.
There are multiple ways to compress a graph. In some circumstances, we
are not allowed to lose any information. However, information theory tells us
that in this case we must still use Ω(n2) bits in average. Therefore, in order to
have much smaller graphs, information loss is unavoidable. Since the distance
between pairs of vertices in the graph is often the major thing we care about,
we will mainly focus on the case that some increase of the distance between
pairs of vertices is allowed, as long as it is bounded.
Spanners are one of the most interesting types of graph compression. A
k-spanner (or a spanner with stretch k) of a graph G is a subgraph, where
distances in this subgraph are at most k times the original graph. They were
originally introduced by Peleg and Schäffer (Peleg and Schäffer, 1989) and
Peleg and Ullman (Peleg and Ullman, 1989) in the context of distributed
1
computing, but can also be used in compact routing (e.g. Thorup and Zwick,
2001), property testing (e.g. Bhattacharyya et al., 2009), and preprocessing
approximation algorithms for graphs. The fundamental result in this area
is given by Althöfer et al. (Althöfer et al., 1993), which basically says that
every graph has a (2t− 1)-spanner with at most n1+ 1t edges. There are many
different settings and hundreds of papers extending the result of this work
(e.g., studying the tradeoff between the stretch and the total weight (Chandra
et al., 1992) rather than the stretch and the size).
In parallel to these works on tradeoffs between the stretch and the size,
there has been a line of work on optimizing spanners (Kortsarz and Peleg,
1994; Berman et al., 2013; Dinitz and Krauthgamer, 2011a). In this setting we
are given a graph G and a stretch bound k, and the objective is to construct a k-
spanner, with size that is comparable to the size of the best possible k-spanner
of G. The first result of this thesis is on approximating low stretch spanners,
which will be introduced in Section 1.1, and the technical details appear in
Chapter 2.
Another interesting type of graph compression is approximate distance
oracle. Given a finite metric space (V, d), an approximate distance oracle
is a data structure which, when queried on two points u, v ∈ V, returns an
approximation to the actual distance between u and v which is within some
bounded stretch factor of the true distance. The seminal work for this problem
is due to Thorup and Zwick (Thorup and Zwick, 2005). They proved that
every metric space has a approximate distance oracle with stretch (2t− 1)
using O(tn1+
1
t ) space and query time O(t).
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We can see that this tradeoff between the stretch and the size of the data
structure is quite similar to the tradeoff on spanners. It seems straightforward
to also take an optimization view on approximate distance oracles, similar to
what we and others have done for the spanner problem: given a metric space
(V, d), can we find (or approximate) the smallest approximate distance oracle
on (V, d)?
However, it is not clear whether this question is even well-defined. Lower
bounds on data structures are commonly arrived at through information or
communication complexity (see, e.g., Jacobson, 1988), but when we ask for
the optimal data structure on one particular instance this approach becomes
meaningless: for any specific instance, there is a data structure which uses
size O(1) on this instance, by storing it in the query algorithm. In Section 1.2,
we will introduce the ideas on approximating approximate distance oracles,
which shows how to get around of this issue by restricting attention to certain
classes of distance oracles, as well as giving algorithmic results. The technical
details will be in Chapter 3.
We can see that both definitions of spanners and approximate distance
oracles require that the distance constraints to be some function of the orig-
inal distance, but what if we loosen the constraint, and just ask them to be
connected, or to maintain a global distance bound? It becomes more or less a
STEINER NETWORK problem.
In the simplest case, if the demands are all pairs and the vertices just need
to be connected, then this is the classical MINIMUM SPANNING TREE problem.
If we consider other classes of demands, then we get more difficult but still
3
classical problems. Most notably, if the demands form a star (or any connected
graph on V), then we have the famous STEINER TREE problem. If the demands
are completely arbitrary, then we have the STEINER FOREST problem. Both
problems are known to be in FPT parameterized by the number of demands
(Dreyfus and Wagner, 1971) (i.e., they can be solved in f (p) · poly(n) time for
some function f , where p is the number of demand pairs).
There are many obvious generalizations of STEINER TREE and STEINER
FOREST. For example, DIRECTED STEINER TREE (DST) and DIRECTED STEINER
NETWORK (DSN) are just considering these problems on directed graphs.
Both problems have been well-studied (e.g., (Charikar et al., 1999; Zosin and
Khuller, 2002; Chekuri et al., 2011; Chlamtác et al., 2017; Abboud and Bodwin,
2018)), and in particular it is known that the same basic dynamic program-
ming algorithm used for STEINER TREE will also give an FPT algorithm for
DST. However, DSN is known to be W[1]-hard, so it is not believed to be in
FPT (Feldmann and Marx, 2016).
This gives an obvious set of questions: what demand graphs make the
problem “easy” (in FPT) and what demand graphs make the problem “hard”
(W[1]-hard)? Recently, Feldmann and Marx (Feldmann and Marx, 2016)
completely characterize the “easy” and “hard” cases for DSN. This inspires
us to think about the same question of the distance-bounded variations of
STEINER TREE and STEINER FOREST.
In Section 1.3, we will introduce the SHALLOW-LIGHT STEINER TREE
(SLST) problem and SHALLOW-LIGHT STEINER NETWORK (SLSN) problem.
This is setting that the distance constraint is a global constant, where for
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SHALLOW-LIGHT STEINER TREE the demand graph is a star, and SHALLOW-
LIGHT STEINER NETWORK has arbitrary demands. We will also show how we
characterize “easy” and “hard” cases for these problems. The technical details
are in Chapter 4.
1.1 Spanners
A k-spanner of a graph G = (V, E) is a subgraph H of G in which dH(u, v) ≤
k · dG(u, v) for all u, v ∈ V, where dH and dG denote shortest path distances in
H and G, respectively. The factor k is also called the stretch of the spanner.
The fundamental tradeoff between the number of edges and the stretch
given by (Althöfer et al., 1993) shows that, for all integer t ≥ 1, there is a
(2t− 1) spanner with at most n1+ 1t edges for any undirected graph G. This
result is given by a simple greedy algorithm, which first sorts all the edges,
starting from the shortest one, and picks an edge (u, v) into H if (u, v) does
not already satisfy the distance constraint (i.e. dH(u, v) > (2t− 1) · dG(u, v)).
There is a long standing conjecture due to Erdős which says that there
exist graphs with Ω(n1+
1
t ) edges and girth 2t + 1 for all t and large enough
n. This is known as the Erdős girth conjecture. If we assume this conjecture
holds, then the fundamental tradeoff is actually tight, because the only (2t− 1)
spanner of these graphs are themselves. Here “girth” is the size of the smallest
cycle in the graph.
It seems like there is nothing we can do because the upper and lower
bound match each other. However, we can take an optimization view of
this problem, where we are given a graph G with a stretch bound k, and the
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objective is to construct the smallest possible k-spanner for G. This problem is
called BASIC k-SPANNER in the undirected case, and DIRECTED k-SPANNER
in the directed case. The fundamental tradeoff only shows an O(n
1
⌊(k+1)/2⌋ )-
approximation to BASIC k-SPANNER, because the best k-spanner can be as
small as Θ(n) edges. Such a large polynomial approximation ratio seems
quite weak, which motivates recent work on optimizing spanners: can we get
better approximation ratio than the fundamental tradeoff?
It is particularly interesting to focus on small values of k. One of the
reasons is that spanners are most useful when the stretch is small. Another
reason is that when k = Ω(log n), we have O(1)-approximation by just us-
ing the fundamental tradeoff bound, which means there is little space for
improvements.
There is a classic greedy algorithm given by Kortsarz and Peleg (Kortsarz
and Peleg, 1994) for BASIC 2-SPANNER, which gives an O(log n)-approximation.
Later Berman et al. (Berman et al., 2013) used linear programming and pre-
sented an Õ(n
1
3 )-approximation in the k = 3 case, where the fundamental
tradeoff only gives an O(
√
n)-approximation. Recently, our main result in
(Dinitz and Zhang, 2016) extends the previous results to the k = 4 case and
gives an Õ(n
1
3 )-approximation algorithm, where the previous best is also the
fundamental tradeoff with O(
√
n)-approximation.
For the lower bounds, it was shown recently that BASIC k-SPANNER is
actually LABEL COVER-hard, which means, unless NP ⊆ BPTIME(2polylog(n)),
there is no polynomial-time algorithm for BASIC k-SPANNER with 2(log
1−ε n)/k
approximation factor for any constant ε > 0 and k > 2 (Dinitz, Kortsarz,
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and Raz, 2012). However, up to now there is no polynomial hardness result
known for this problem. Based on the observation that almost all non-trivial
upper bounds for optimizing spanners are given by a standard flow-based LP,
proving the existence of a polynomial integrality gap can help us understand
the limitation of this LP approach. Our second result basically proved an
Ω(n
1
⌊ k+12 ⌋+2 ) integrality gap, which is close to the fundamental tradeoff.
There is also an interesting extension called fault-tolerant spanners, which
was first introduced by (Levcopoulos, Narasimhan, and Smid, 1998) in the
geometric graph case. In this setting we want the subgraph to be a spanner
even when vertex failures happen. Chechik et al. (Chechik et al., 2010) then
extended this concept to general graphs, and (Dinitz and Krauthgamer, 2011a;
Dinitz and Krauthgamer, 2011b) studied the optimization version of this
problem.
A subgraph H of G is an f -fault-tolerant k-spanner if dH\F(u, v) ≤ k ·
dG\F(u, v) for all u, v ∈ V and F ⊆ V with |F| ≤ f . In other words, H \ F must
be a k-spanner of G \ F for all sets F ⊆ V with size at most f . The optimization
problem is that we are given a graph G and integers k, f , and the objective is
to output an f -fault-tolerant k-spanner of G with as few edges as possible.
Previously, all the algorithms (Chechik et al., 2010; Dinitz and Krauthgamer,
2011a; Dinitz and Krauthgamer, 2011b) for approximating f -fault-tolerant
k-spanner have high dependency of f in the approximation ratio, except for
the k = 2 case where (Dinitz and Krauthgamer, 2011b) gave an O(log n)-
approximation. While in absolute terms the number of edges required to be
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f -fault-tolerant can be larger than the number required to be ( f − 1)-fault-
tolerant, it is unclear what the dependence on f should be in the approxima-
tion ratio. Our third result shows that for k ∈ {3, 4} it is possible to remove
the dependence on f in the approximation ratio, although we pay for this by
only giving bicriteria approximations.
In Chapter 2, we will describe the detailed results which have been pub-
lished in (Dinitz and Zhang, 2016).
1.2 Distance oracles
Given a finite metric space (V, d), an approximate distance oracle is a data
structure which can approximately answer distance queries. It is usually a
combination of a preprocessing algorithm to compute a data structure, and a
query algorithm which returns a distance d′(u, v) whenever queried on a pair
of vertices u, v ∈ V. Similar to the spanners, an approximate distance oracle is
said to have multiplicative stretch k if d(u, v) ≤ d′(u, v) ≤ k · d(u, v).
Note that we can have a trivial stretch 1 distance oracle using Θ(n2) space:
we could just store the entire metric space. We can also have good space
bound but bad query time by storing a spanner. So the primary goal is to to
build a small data structure that also has small stretch and small query time.
As the fundamental work in this area, Thorup and Zwick (Thorup and
Zwick, 2005) show that for every integer t ≥ 1, every finite metric space
(V, d) has an approximate distance oracle with multiplicative stretch (2t− 1)
and query time O(t) which uses only O(tn1+
1
t ) space. A significant fraction
of more recent results have built off of the ideas developed in (Thorup and
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Zwick, 2005), and much of this follow-up work has stored the exact same (or
very similar) data structure, just with improved query algorithms or slightly
different information in the storage (see, e.g., (Patrascu, Roditty, and Thorup,
2012; Wulff-Nilsen, 2013; Chechik, 2014; Chechik, 2015)).
Most notably, Pǎtraşcu and Roditty (Patrascu and Roditty, 2010) gave a
different distance oracle (although still using some of the basic ideas from
(Thorup and Zwick, 2005)) that has multiplicative stretch of 2 and additive
stretch of 1 (i.e. d(u, v) ≤ d′(u, v) ≤ 2 · d(u, v) + 1. Note that additive stretch is
only meaningful on unweighted graphs), with size O(n
5
3 ). This broke through
the stretch 3 barrier from (Thorup and Zwick, 2005). Later this result was
improved to more general multiplicative/additive stretches (Abraham and
Gavoille, 2011).
As we have discussed in the introduction, it is really natural to think about
approximating approximate distance oracles, but one of the difficulties is
how to make the problem well defined (i.e. what is the meaning of opti-
mizing a data structure given the input instance). In fact, we observed in
(Dinitz and Zhang, 2017) that many modern distance oracles (and in particu-
lar Thorup-Zwick, Pǎtraşcu-Roditty, and almost all of their variants) have a
similar structure. The preprocessing algorithm chooses to store a subset of the
original distances, which has some particular structure. The query algorithm
can return a valid distance estimate efficiently as long as the stored distances
satisfy the required structure. Thus we can optimize for these particular
distance oracles by choosing the best possible set of distances to remember,
subject to the required structure. By characterizing this structure for different
9
types of distance oracles, we can optimize over those types.
For example, the stretch-3 Thorup-Zwick distance oracle uses a subtle but
simple method to choose the set of distances to store. It randomly samples a
subset of approximately
√
n vertices, without using any information about
the original metric space, and then creates a data structure which is related (in
a well-defined, important way) to these vertices. The correctness of the query
algorithm does not depend on the choice of the vertices; the choice affects only
the size of the data structure. Thus instead of simply choosing the subset of
vertices uniformly at random, we can try to optimize the set of chosen vertices
with respect to the actual input metric space.
In Chapter 3, we will describe the detailed definitions and results which
have been published in (Dinitz and Zhang, 2017).
1.3 Shallow-Light Steiner Network
The SHALLOW-LIGHT STEINER NETWORK problem is defined as follows:
Given a graph G = (V, E), a cost function c : E → R+, a length function
l : E → R+, a distance bound L, and p pairs of vertices {s1, t1}, . . . , {sp, tp}.
The objective of SLSN is to find a minimum cost subgraph G′ = (V, S), such
that for every i ∈ [p], there is a path between si and ti in G′ with length less or
equal to L.
Let H be the graph with vertex set {s1, . . . , sp, t1, . . . , tp} and edge set
{{s1, t1}, . . . , {sp, tp}}. We call H the demand graph of the problem. We use
|H| to represent the number of edges in H. When H is a star (i.e. there is a
root r = s1 = s2 = · · · = sp), this is essentially the SHALLOW-LIGHT STEINER
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TREE problem.
As we have mentioned, the DIRECTED STEINER NETWORK problem is
defined as follows: Given a directed graph G = (V, E), an cost function
c : E → R+, and p pairs of vertices {(s1, t1), . . . , (sp, tp)}. The objective of
DSN is to find a minimum cost subgraph G′ = (V, S), such that for every
i ∈ [p], there is a path from si to ti in G′.
(Feldmann and Marx, 2016) defined a structure called “almost-caterpillar”,
which is the union of a constant number of stars where their centers form a
path, as well as a constant number of extra edges. Informally, they proved that
if the demand graph is transitively equivalent to an “almost-caterpillar”, then
the DSN problem is in FPT, and otherwise the DSN problem is W[1]-hard.
While a priori there might not seem to be much of a relationship between
the directed and the length-bounded problems, there are multiple folklore
results that relate them, usually by means of some sort of layered graph. For
example, any FPT algorithm for the DST problem can be turned into an FPT
algorithm for SLST (with unit edge lengths) and vice versa through such
a reduction. Such a relationship is not known for more general demands,
though.
In light of these relationships between the directed and the length-bounded
settings and the recent results of (Feldmann and Marx, 2016), it is natural to
attempt to characterize the demand graphs that make SLSN easy or hard.
We solve this problem, giving (as in (Feldmann and Marx, 2016)) a complete
characterization of easy and hard demand graphs. We show that SLSN is
significantly harder than DSN: the only “easy” demand graphs are stars (in
11
which case the problem is just SLST) and constant-size graphs. Even tiny
modifications, like a star with a single independent edge, the problem become
W[1]-hard (despite being in FPT for DSN).
In Chapter 4, we will describe the detailed results which have been pub-
lished in (Babay, Dinitz, and Zhang, 2018).
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2.1 Definitions and Preliminaries
Given a graph G = (V, E), the distance dG(u, v) between any two nodes u, v
is the length of the shortest path between them. While in many contexts it is
interesting to allow arbitrary edge lengths, in this thesis we consider the more
basic setting of unit-length spanners (i.e., the distance between two nodes is
the number of hops in a shortest path). When the graph is clear from context,
we will sometimes drop the subscript and refer to d(u, v). We will typically
let n = |V(G)|. For any subset S ⊆ V, we will let G \ S denote the subgraph
of G induced by V \ S.
A subgraph H of G is a k-spanner of G if dH(u, v) ≤ k · dG(u, v) for all
u, v ∈ V. The value k is referred to as the stretch. Note that it is necessary
and sufficient for dH(u, v) ≤ k for all edges {u, v} ∈ E, since if every edge
has its distance (approximately) preserved then all pairs have their distances
(approximately) preserved. Hence we will typically prove that all edges have
stretch at most k. In the BASIC k-SPANNER problem, we are given a graph
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G and an integer k ≥ 2. The goal is to output a k-spanner of G with as few
edges as possible. DIRECTED k-SPANNER is the same problem but where G is
directed.
Chechik et al (Chechik et al., 2010) extended the definition of a spanner
to an f -fault-tolerant k-spanner: a subgraph H of G is an f -fault-tolerant k-
spanner if dH\F(u, v) ≤ k · dG\F(u, v) for all u, v ∈ V and F ⊆ V with |F| ≤ f .
In other words, H \ F must be a k-spanner of G \ F for all sets F ⊆ V with size
at most f . In the f -FAULT-TOLERANT k-SPANNER problem, we are given a
graph G and integers k, f . The goal is to output an f -fault-tolerant k-spanner
of G with as few edges as possible.
2.1.1 Results and Techniques
For BASIC k-SPANNER with k ≥ 3, while (Althöfer et al., 1993) provided a
trivial upper bound of n2/k (even k) or n2/(k+1) (odd k) on the approximation
ratio, the only case in which we know how to beat this bound is for k = 3:
an Õ(n1/3)-approximation was given by (Berman et al., 2013). Moreover, for
k ≥ 5 the trivial bound is already at most n1/3, so in fact k = 4 is the only
stretch value for which an Õ(n1/3)-approximation was not known. Our first
result closes this gap, proving the following theorem.
Theorem 2.1.1. There is a Õ(n1/3)-approximation for BASIC 4-SPANNER (and for
DIRECTED 4-SPANNER).
The main innovation of this algorithm is a new LP rounding algorithm for
the standard flow-based LP which generalizes both of the previous algorithms
for the k = 3 case (Dinitz and Krauthgamer, 2011a; Berman et al., 2013). This
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rounding algorithm picks any edge that (Dinitz and Krauthgamer, 2011a) or
(Berman et al., 2013) would have picked, but also includes additional edges
without increasing the cost by more than an O(log n) factor. The analysis is
a combination of careful bucketing, allowing us to assume that a significant
amount of flow uses paths with similar structure which then form subgraphs
which are extremely regular, and case analysis.
After that, we consider the approximation lower bound. While (Dinitz,
Kortsarz, and Raz, 2012) proved a superpolylogarithmic lower bound for
BASIC k-SPANNER, there is still a significant gap between the lower bound of
(Dinitz, Kortsarz, and Raz, 2012) and the trivial upper bound of (Althöfer et
al., 1993). Even assuming polynomial hardness for LABEL COVER, it remains
possible that there is (for example) an n1/(100k)-approximation algorithm for
BASIC k-SPANNER, which would be an enormous improvement over the upper
bound from (Althöfer et al., 1993), particularly for small k. Our second result
provides some evidence that the upper bound is essentially tight (or at least,
if improvements are possible then they must use stronger relaxations).
Theorem 2.1.2. Assuming the Erdős girth conjecture, for any constant δ > 0, the
integrality gap of the flow LP for BASIC k-SPANNER is at least Ω(n
2
(1+δ)(k+1)+4 ) for
odd k or Ω(n
2
(1+δ)k+4 ) for even k.
In other words, the dependence on k of the LP is (up to an additive 4 in the
denominator) essentially the same as the upper bound from (Althöfer et al.,
1993). This is particularly notable since this flow LP (or its equivalents) is the
basic building block for essentially all known spanner approximations other
than (Althöfer et al., 1993), including the best known algorithm for BASIC
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3-SPANNER (Berman et al., 2013).
The Erdős girth conjecture (given here as Conjecture 2.4.1) is a longstanding
open question about the maximum density possible in large girth graphs. If
this conjecture turns out to be false, then Theorem 2.1.2 can be replaced by a
theorem in which k is replaced by some value that is a function the degrees
of these extreme graphs. While this would be weaker, the upper bound of
(Althöfer et al., 1993) would immediately be stronger, and once again the
integrality gap would essentially match the upper bound.
At a high level, this integrality gap is similar to the Ω(n1/3) integrality
gap from (Dinitz and Krauthgamer, 2011a) for the same LP in the directed
setting: the hardness reduction of (Elkin and Peleg, 2000; Kortsarz, 2001) is
applied not to hard instances of LABEL COVER (or its minimization version,
MIN-REP), but to random instances. This forces the integral optimum to be
large, but small fractional solutions still exist. In order to make this work in
the undirected context, we need to use the ideas of (Dinitz, Kortsarz, and Raz,
2012) rather than the simple hardness reduction of (Elkin and Peleg, 2000). In
particular, we use a random instance of MIN-REP which have some additional
properties. It contains a fixed dense supergraph with large supergirth from
Erdős girth conjecture, but the connections between partitions are random.
This requires a new analysis of random instances of LABEL COVER, which
together with some parameter-tuning is enough to give the result.
We then turn our attention to low-stretch fault-tolerant spanners. Our
goal is to study the dependency on f , and in particular to remove all such
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dependency from the approximation. The best known results depend polyno-
mially on f : for any k ≥ 3 there is an Õ( f n1/⌊(k+1)/2⌋)-approximation (this is
straightforward from the absolute bound of (Dinitz and Krauthgamer, 2011b)).
For directed graphs the situation is far worse: the best dependence known on
f is exponential, except for k = 3 where the dependence is linear (Dinitz and
Krauthgamer, 2011a).
By using a new LP relaxation (modeled after the improved relaxation for
f -FAULT-TOLERANT 2-SPANNER from (Dinitz and Krauthgamer, 2011b)) we
are able to remove all dependence on f when k ∈ {3, 4}, but at the price
of a bicriteria approximation. An algorithm is an (α, β)-approximation for
f -FAULT-TOLERANT k-SPANNER if on all inputs, it returns an α f -fault-tolerant
k-spanner with at most β ·OPT edges, where OPT is the size of the sparsest
f -fault-tolerant k-spanner.
Theorem 2.1.3. For k ∈ {3, 4}, f ≤ O(
√
n), and any arbitrarily small constant
ϵ > 0, there is a (1− ε, Õ(
√
n))-approximation algorithm for f -FAULT-TOLERANT
k-SPANNER and for f -FAULT-TOLERANT DIRECTED k-SPANNER.
Proving this theorem requires extending Theorem 2.1.1 in two ways: using
a new LP relaxation, and a more sensitive analysis in which the high probabil-
ity guarantees are high enough that we can do a union bound over all fault
sets. It straightforward to achieve this kind of high probability guarantee by
losing factors of f in the rounding, but obtaining it without losing factors of f
turns out to be extremely challenging.
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2.1.2 Outline
We begin in Section 2.1.3 by defining the natural LP, which will be used in
our algorithms and for which we will prove the integrality gap. In Sections
2.2 and 2.3 we discuss our new algorithm for directed and basic 4-spanner,
where Section 2.2 gives the algorithm and a general overview of the techniques
while Section 2.3 gives the formal proofs. We then move to the integrality gap
for BASIC k-SPANNER, giving the basic ideas in Section 2.4 and the detailed
proofs in Section 2.5. Finally, we give our algorithm for f -FAULT-TOLERANT
k-SPANNER (for k = 3, 4) and an extremely high-level view of the analysis in
Section 2.6, with details in Section 2.7
2.1.3 The flow-based LP for BASIC k-SPANNER
The flow LP for BASIC k-SPANNER (which was initially introduced by (Dinitz
and Krauthgamer, 2011a) for the directed version) is given in Figure 2.1, where
Pu,v denotes the collection of all u− v paths of length at most k. Intuitively,
one can think of the x variables as capacities and the y variables as flow values,
and the LP is set up to minimize total capacity (integrally, number of edges
included) subject to being able to send at least 1 unit of flow from u to v along
stretch k paths for all {u, v} ∈ E (integrally, some stretch-k path must exist).
This is also clearly a valid relaxation for the directed setting.
We note that this LP can clearly be solved in polynomial time for constant
k, which will be useful when designing our algorithm in Section 2.2. When k
is superconstant, it can be approximately solved to within a (1 + ϵ)-factor of







fP ≤ xe ∀{u, v} ∈ E, ∀e ∈ E
∑
P∈Pu,v
fP ≥ 1 ∀{u, v} ∈ E
xe ≥ 0 ∀e ∈ E
fP ≥ 0 ∀{u, v} ∈ E, ∀P ∈ Pu,v
(2.1)
Figure 2.1: LP relaxation for BASIC k-SPANNER
2.2 Directed and Basic 4-Spanner
We describe our algorithm in the directed setting, but it is straightforward
to see that it gives the same bounds in the undirected setting. In this section
we give the algorithm and an informal overview of the proof. The full proof
follows in Section 2.3.
2.2.1 Algorithm
Our algorithm follows (Dinitz and Krauthgamer, 2011a; Berman et al., 2013) in
having two parts: a tree-sampling algorithm to handle “thick" edges, and an
LP-rounding algorithm to handle “thin" edges. We use the basic flow LP (2.1)
with k = 4. Define the local neighborhood of (u, v) to be Vu,v = {w ∈ V : w ∈
P for some P ∈ Pu,v}, the set of nodes that are in at least one spanning path for
(u, v). For a parameter β = n1/3, we say that (u, v) is thin if |Vu,v| ≤ n/β and
that otherwise it is thick. We say that a subset of edges E′ settles (u, v) if there is
some P ∈ Pu,v such that the edges of P are contained in E′. Thus the optimal
4-spanner H is exactly the smallest edge set which settles all (u, v) ∈ E(G).
Thick edges can be handled in the same way as in (Dinitz and Krauthgamer,
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2011a) and (Berman et al., 2013), through random arborescence sampling. The
following theorem is implicit in (Dinitz and Krauthgamer, 2011a) and explicit
in (Berman et al., 2013).1
Theorem 2.2.1. There is a randomized algorithm to construct a set of edges E1 such
that E1 settles all thick edges (u, v). Moreover, the expected size of E1 is at most
3β ln n ·OPT.
It remains to handle thin edges. For this we will first solve the LP relaxation,
and then round the produced fractional solution x⃗ to get a set of edges E2.
Our algorithm is given formally in Algorithm 1. Our rounding combines the
Poisson sampling technique of (Berman et al., 2013) with a generalization of
the “square-root rounding" of (Dinitz and Krauthgamer, 2011a).
Informally, we first use the basic Poisson sampling step of (Berman et al.,
2013) to ensure that all fractional values are multiples of β/n without losing
more than a constant factor in the cost and while maintaining feasibility. We
then have each vertex u draw uniformly at random a value ru from [0, 1]. We
then add each edge (u, v) ∈ G to E2 if rurv ≤ αxe = Õ(βxe); in other words,
we include e if the product of the values of its endpoints is at most the LP value
of the edge (inflated by β). The final set of edges returned by our algorithm is
E1 ∪ E2.
This generalizes previous algorithms for related problems (DIRECTED 3-
SPANNER in particular): Berman et al. (Berman et al., 2013) include (u, v)
if either ru or rv is at most Õ(βxe), and Dinitz and Krauthgamer (Dinitz
1We note that defining some type of “local neighborhood", using arborescence sampling
in some cases, and LP rounding in others, was used earlier (with different terminology) in the
context of the DIRECTED STEINER FOREST problem (Feldman, Kortsarz, and Nutov, 2012).
24
Algorithm 1 Rounding algorithm for thin edges
1: E2 ← ∅
2: C1 ← 600, C2 ← 8000
3: α← C2β ln6 n
4: for each edge e ∈ E do
5: pe ← sample from the Poisson distribution with parameter λe =
C1nxe/β
6: x̂e ← βpe/n
7: end for
8: for each vertex v ∈ V do
9: rv ← uniform sample from [0, 1]
10: end for
11: for each edge e = (s, t) ∈ E do
12: if rs · rt ≤ αx̂e then




and Krauthgamer, 2011a) include xe if both ru and rv are at most Õ(
√︁
βxe).
Informally, Berman et al. required one endpoint to “buy" the edge, while
Dinitz and Krauthgamer require both endpoints to evenly split the cost of the
edge. We, on the other hand, allow the two endpoints to together buy the
edge using uneven splits.
This new “product rule" is, despite its simplicity and obvious intuition,
the major algorithmic change from (Berman et al., 2013) and (Dinitz and
Krauthgamer, 2011a). It is not difficult to construct examples where both
(Berman et al., 2013) and (Dinitz and Krauthgamer, 2011a) fail when k = 4,
but our generalized algorithm succeeds. Moreover, it gives us enormous
flexibility in the analysis. Depending on where in the proof we are and what
case we are considering, we can define thresholds pu and pv and say that
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we “select" edge (u, v) if ru ≤ pu and rv ≤ pv. As long as pu pv ≤ αx̂e, any
edge we select is actually chosen by the algorithm. The algorithms of (Berman
et al., 2013) and (Dinitz and Krauthgamer, 2011a) can both be thought of as
hardcoding pu and pv into the algorithm, while we can use different threshold
values in different cases. This turns out to make all the difference.
We note that Algorithm 1 does “work" for all edges (not just thin edges) if
β is replaced by Θ(
√
n), but this would only give an Õ(
√
n)-approximation.
This is essentially how (Dinitz and Krauthgamer, 2011a) gave an Õ(
√
n)-
approximation when k = 3. But the performance of Algorithm 1 degrades
when local neighborhoods get large, while the performance of the algorithm
in Theorem 2.2.1 improves when local neighborhoods are large. By trading
them off appropriately, we get our bound of Õ(n1/3).
2.2.2 Overview of Analysis
Cost:
We defer the proof of the cost, as well as other detailed proofs in this
section, to section 2.3, and just state the following theorem.
Theorem 2.2.2. IE[|E1 ∪ E2|] ≤ Õ(n1/3 ·OPT).
Correctness:
We now focus on proving the following theorem, which together with
Theorem 2.2.2 implies Theorem 2.1.1.
Theorem 2.2.3. E1 ∪ E2 is a 4-spanner of G with probability at least 1− 2n .
In other words, we need to show that with high probability, every edge
26
is settled by E1 ∪ E2. This is true for the thick edges by Theorem 2.2.1, so we
need to prove this only for thin edges.
Let (s, t) ∈ E be a thin edge. We claim that the probability that E2 settles
(s, t) is at least 1− 1n3 , which then by a union bound implies Theorem 2.2.3.
It is relatively straightforward to show that the Poisson rounding, when we
changed edge capacities from xe to x̂e, does not have much impact on the flow
(see Lemma 2.3.7 for the formal statement). So we will simply assume that
after Poisson rounding we still have essentially the same amount of flow, and
ignore the Poisson rounding for the rest of this section (it is a technical detail
which is important in some cases in the main proof, as it allows us to lower
bound the minimum capacity on any edge which has nonzero flow, but we
will not go into details here).
It is easy to see that if a constant amount of flow is sent from s to t along
paths of length 1, 2, or 3 then E2 settles (s, t) with high probability. This is
because the algorithm of (Berman et al., 2013) suffices for those cases, and any
edge picked by (Berman et al., 2013) is picked by our algorithm. So without
loss of generality a constant fraction of the flow is sent along paths of length
exactly 4. Again without loss of generality, by using standard partitioning
tricks we can assume there is a partition S1, S2, S3 of Vs,t \ {s, t} such that at
least a constant amount of flow is on paths of the form s→ S1 → S2 → S3 → t.
Let P ′ denote this set of paths and let E∗s,t denote the edges which are used by
at least one path in P ′. For each edge e ∈ E∗s,t, let fe denote the total amount of
flow along paths in P ′ which use edge e.
So now we just need to show that E2 contains a path from P ′ with high
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probability. For each v ∈ Vs,t, define the load lv to be lv = ∑P∈P ′ :v∈P fP, i.e., the
total flow on paths in P ′ which passes through v.
If there is a node v ∈ S2 with lv ≥ 1/β, then it turns out to be relatively
easy to prove that E2 settles (s, t) with high probability. Intuitively, this is
because there is so much flow going through v that with high probability we
choose a path of length 2 from s to v and with high probability we choose a
path of length 2 from v to t.
The more difficult case is when no node in S2 has large load, i.e., the flow
from s to t is very “spread out". For each P ∈ P ′, let uP denote the S1 node
in P, let vP denote the S2 node in P, and let wP denote the S3 node in P. We
first bucket the paths in P ′ based on the load of the S1 node (luP), the load of
the S3 node (lwP), and the amount of flow in total along the second and third
hops ( f(uP,vP) and f(vP,wP)) and pick the bucket with the largest amount of flow.
This costs us a polylogarithmic factor in the amount of flow, but now all of
the paths that we consider have the same values for these parameters (up to a
factor of 2 in each parameter). We now split into four more cases depending
on how these parameters relate to each other.
The first case (and the easiest) is if luP and lwP are both at least 1/α. In this
case we get the first and last hop of each path with probability 1, making it
straightforward to argue that there is a high probability of getting an entire
path. The tricker cases are when we do not have large loads at both uP and
wP. There are three cases, depending on whether both of them have small
load or whether one (or the other) has small load. All of these cases work in
basically the same way, but with different parameters. In particular, we will
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use an “iterative sampling" method for all of them. This method will also turn
out to be useful in the fault-tolerant setting, so we state the corresponding
lemma in full generality and include a brief discussion.
Iterative Sampling:
Let G = (L1, . . . , Ll , E) be a layered graph with l layers and at most n nodes
(by layered, we mean that all edges are between adjacent layers). Let P be the
set of all paths of the form L1 → L2 → · · · → Ll. For each P ∈ P , let fP be
the flow along this path. For each i ∈ [l] and each node v ∈ Li, suppose that
∑P∈P :v∈P fP ≤ ci (so the load is at most ci for each vertex in Li). Let pi ∈ R≥0
be a threshold value for each layer i. For each vertex v, let rv be a value drawn
independently and uniformly at random from [0, 1], and say that v ∈ Li is
“good" if rv ≤ pi. We call a path j-good if it goes from the first layer to the j-th


















for an integer t, then with probability at least 1− 1n3 , there are t node-disjoint l-good
paths.
The intuition behind Lemma 2.2.4 is that if the total flow is large compared
to the node capacities (i.e. the loads) then the flow must be very spread out,
so it should be possible to find disjoint paths (for this particular case multiple
paths are not necessary, but they will become useful when considering the
fault-tolerant setting). The proof of Lemma 2.2.4 works by flipping the random
coins in a very specific order (since all rv values are independent we can flip
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them in any order that we like). We first flip only some of the coins for L1,
and then analyze how much flow is “used up" and how many nodes in L2
are adjacent to a good node in L1. We keep repeating this throughout the
layers, and by doing this carefully can show that we find such a path with
high probability. It then turns out that if the flow is large enough there are
still unflipped coins left, so we can repeat using only nodes that we did not
already consider. Again, if the flow is large enough we can keep repeating
until we have our disjoint paths. We call this technique “iterative sampling"
due to the iterative nature of the coin flips.
Use in 4-Spanner:
As an example of how Lemma 2.2.4 is used, suppose we are in the case
where both luP and lwP are less than 1/α. Then we can prove that every
edge of P is included if we have ruP ≤ αluP and rwP ≤ αlwP and rvP ≤
min{ f(uP,vP)/luP , f(vP,wP)/lwP}. So by thinking of Li as Si for i ∈ {1, 2, 3} and
each of the above thresholds as the thresholds pi, we can apply Lemma 2.2.4
with t = 1 to get a path from s to t with high probability. The other two cases
work the same way, just with different sufficient conditions for a path to be
included. This is an example of where the flexibility of the product rule is
extremely helpful, as we can set different thresholds for the different cases.
2.3 Complete Analysis for 4-Spanner
We begin by formally analyzing the cost of the algorithm, before proving that
it does indeed compute a 4-spanner with high probability.
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2.3.1 Cost of Algorithm 1: Proof of Theorem 2.2.2
In order to prove Theorem 2.2.2, we first need an easy lemma about the
Poisson distribution. This lemma can be found as Lemma A.1 in (Berman
et al., 2013).








≤ e− λ4 and Pr[X > eλ] ≤ e−λ.
We analyze the cost of the Poisson rounding process in the same way as
in (Berman et al., 2013) but with different parameters, to get the following
lemma. This lemma shows that with very high probability, the total weight













Proof. Since the summation of Poisson distribution is still a Poisson distri-
bution, we have that ∑e∈E pe is a Poisson random variable with parameter



























≤ e−∑e∈E λe = e−C1
n





We can now calculate the expected cost of our product rule in terms of the
x̂ variables.
Lemma 2.3.3. IE[|E2|] ≤ O(α ln n ·∑{u,v}∈E x̂u,v)
Proof. Let Xu,v be the indicator variable for the event that e = (u, v) is included
in E2. We claim that Pr[Xu,v = 1] ≤ O(α ln n · x̂u,v). This clearly implies the
theorem by linearity of expectations. Note that the claim is trivially true if
x̂e = 0, since in that case the probability that the algorithm selects (u, v) is 0.
The claim is also true if αx̂e ≥ 1. So we will assume that x̂e > 0 and αx̂e < 1,
which by the Poisson rounding implies that βn ≤ x̂e ≤
1
α . Note that once rv has
been chosen, the probability that (u, v) is added to E2 is min{1, αx̂u,vrv }. Hence

























≤ O(ln n) · αx̂u,v,
where in the final step we used that αx̂u,v ≥ x̂u,v ≥ βn ≥
1
n . Hence Pr[Xu,v =
1] ≤ O(α ln n · x̂u,v).
Now we can bound the actual cost of E1 ∪ E2, the subgraph that our
algorithm returns.
Note that Theorem 2.2.1 directly implies that IE[|E1|] ≤ Õ(β ·OPT). To


























The second inequality is because when we fail to control the summation of x̂e,
the total number of edges is at most n2.
Linearity of expectations, and the fact that β = n1/3, implies the Theorem
2.2.2
2.3.2 Correctness of Algorithm 1
In order to prove Theorem 2.2.3, we need a number of useful lemmas. We
first give a general rounding technique we call “iterative sampling" (discussed
earlier in Section 2.2.2), which will allow us to handle many cases in the main
proof and will also be useful in the fault-tolerant setting. We then show (in
Lemma 2.3.7) that after Poisson rounding, we can find a layered graph where
the max flow is still large. Finally we move to the heart of the proof, Lemma
2.3.8, which shows that if a significant amount of flow is sent along paths of
length 4 then E2 settles (s, t) with high probability.
33
2.3.2.1 Iterative Sampling: Proof of Lemma 2.2.4
We begin with the proof of Lemma 2.2.4. This is an extremely general lemma
which will also be useful in the fault-tolerant setting, so we prove it in full
generality. Note, however, that for the purpose of proving Theorem 2.2.3 it is
overkill – we will only ever need to set t = 1.
Recall the basic definitions for this lemma. Let G = (L1, . . . , Ll, E) be a
layered graph with l layers and at most n nodes (by layered, we mean that
all edges are between adjacent layers). Let P be all the possible paths from
L1 to Ll of length l − 1 (i.e., paths of the form L1 → L2 → · · · → Ll). For each
P ∈ P , let fP be the flow along this path. For each i ∈ [l] and each node v ∈ Li,
suppose that ∑P∈P :v∈P fP ≤ ci (so the “load" is at most ci for each vertex in
Li). Let pi ∈ R≥0 be a threshold value for each layer i. For each vertex v, let rv
be a value drawn independently and uniformly at random from [0, 1], and say
that v ∈ Li is “good" if rv ≤ pi. We call a path j-good if it goes from the first
layer to the j-th layer and all nodes in the path are good.
For any vertex set S, we define N(S) as the neighbor of set S. Because all
the rv are assigned independently, we can arbitrarily choose the sampling
order in order to make our analysis easier. We just need to be careful that we
never choose rv for the same node v more than once.
Consider the recursive procedure SAMPLE(j, R) as follows. We will show
that, if we run SAMPLE(j,∅) successfully, it will return an endpoint of a j-good
path and hence we successfully sampled a j-good path. In order to get more
than one path, we will run SAMPLE t times. But instead of initializing R = ∅,
on the t’th iteration we will set it to the final value of R at the end of the
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(t− 1)’st iteration. In other words, R is essentially a global variable which
keeps track of which nodes have already sampled their rv value. We will show
that with high probability (at least 1− 1n3 ) we can run SAMPLE successfully t
times, which suffices to prove the lemma.
We emphasize that while SAMPLE is phrased as an algorithm, it is an
analytical and not algorithmic tool. Lemma 2.2.4 is purely structural, and we
do not actually use SAMPLE as part of any algorithm.
Algorithm 2 Iterative sampling
1: procedure SAMPLE(j, R)
2: Sj ← ∅






4: if j = 1 then
5: v← arbitrary node in L1\R
6: else
7: (ans, R)←SAMPLE(j− 1, R)
8: v← arbitrary node in Lj ∩ N(ans)\R
9: end if
10: //add v to S, S is always a subset of Lj\R
11: S← S ∪ {v}
12: //sample v
13: rv ← uniform sample from [0, 1]
14: //remove the sampled node
15: R← R ∪ {v}
16: //remove nodes which no longer have any flow going through
after removing R
17: while ∃u ∈ Lk\R, k ∈ [j− 1] such that ∑P∈P :u∈P,P∩R=∅ fP = 0 do
18: R← R ∪ {u}
19: end while
20: end for
21: //S′ is the good nodes in S
22: S′ ← {v | v ∈ S, rv ≤ pj}
23: ans← arbitrary node in S′
24: return ans, R
25: end procedure
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First, note that a trivial induction implies that throughout the algorithm, R
contains the set of nodes where rv has already been chosen. Hence no node
will have its rv value sampled more than once.
This procedure first recursively picks the endpoints of many disjoint (j− 1)-
good paths. Because we sample many (j− 1)-good paths, with high probabil-
ity we can extend at least one of them to a j-good path. We begin by showing
that if the algorithm does not get stuck due to some set that it is trying to
select from being empty, then the algorithm successfully finds a path.
Claim 2.3.4. If we can always perform line 5, line 8 and line 23 while recursively call-
ing them in this procedure (i.e. these sets are always non-empty), then SAMPLE(j, R)
can find an endpoint of j-good path.
Proof. We do induction on j. In the base case, if j = 1 then if we can always
perform line 5 and line 23, ans itself is a 1-good path because all nodes in S′
are good.
For the inductive case, assume the claim is true for j = k and consider
j = k + 1. In each iteration i, the procedure runs SAMPLE(k, R) and gets the
endpoint of a k-good path (by induction), and finds its neighbor v in Lk+1\R
to extend this path to (k + 1)-st layer (such a vertex exists by the assumption
that we can execute line 8). Then we sample v, move it to the sampled set
R, and clean-up all the useless nodes (i.e., remove all nodes u where all of
the remaining flow for u went through v). After that, the next iteration will
generate another k-good path. This path must be disjoint from the former
ones, because every node in the former paths must have been put into R and
will never be selected again. Also, this path can be extended to layer (k + 1)
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because line 8 can always be performed.
When we have finished all the iterations, we get a endpoint set S in the
(k + 1)-st layer of these disjoint paths. All nodes in these paths are good
except (possibly) the nodes in S. However, if we can always perform line 23, it
means that ans ∈ S is good, which means the procedure finds a (k + 1)-good
path.
Claim 2.3.5. While ∑P∈P :P∩R=∅ fP > 0, we can always perform line 5 and line 8.
Proof. If ∑P∈P :P∩R=∅ fP > 0, then L1\R ̸= ∅ because there must be some
nodes in L1 such that these flow end with. So we can always choose a node in
L1 in line 5.
Also, in procedure SAMPLE(k + 1), any possible return of SAMPLE(k, R) (i.e.
any node in Sk) must have a neighbor in Lk+1\R. This is because each time
before we do SAMPLE(k, R), every node in Lk\R must not be useless (i.e. there
is some flow pass through it, and all the nodes in the flow are not in R), so it
connects to some node in Lk+1\R. Hence we can always perform line 8.
Claim 2.3.6. Suppose that we run SAMPLE(l, R) t times, but instead of always
initializing R = ∅, on the t’th iteration we will set it to the final value of R at the
end of the (t− 1)’st iteration. Then ∑P∈P :P∩R=∅ fP will always be greater than 0,
and with probability at least 1− 1n3 , we can perform line 23 on every call.
Proof. It is easy to see that the total remaining flow ∑P∈P :P∩R=∅ fP decreases
only when a useful node (i.e. a node with ∑P∈P :v∈P,P∩R=∅ fP > 0 remaining
flow pass through it) is put into R, which is in line 15. Each time that line
15 is called in layer i, the flow decreased by at most ci. We also know that
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⌈4 ln npj ⌉ times, and line 15 will be
called ⌈4 ln npi ⌉ times of each call to SAMPLE(i, R). Therefore the total flow will










⌈4 ln npj ⌉
)︄]︄
< f . Thus ∑P∈P :P∩R=∅ fP > 0 after
we run SAMPLE(l, R) t times.
Therefore from Claim 2.3.5, we can always perform line 5 and line 8.
Line 23 fails only when S′ = ∅. We know that in SAMPLE(i, R), if all the
former procedure succeeded, then |S| = ⌈4 ln npi ⌉. We also know that if pi ≥ 1,
then S′ ̸= ∅ with probability 1, and if pi < 1, the probability that there is no
good node is (1− pi)
⌈ 4 ln npi ⌉ ≤ e−4 ln n ≤ 1n4 . Thus S
′ ̸= ∅ with probability at
least 1− 1n4 . Because each node can be sample only once, by union bound, S
′
always non-empty with probability at least 1− 1n3 . Therefore with probability
at least 1− 1n3 , we can perform line 23 on every call.
After combining Claim 2.3.4, Claim 2.3.6, and the property that all the
paths must be disjoint (which is mentioned in proof of Claim 2.3.4), we know
that with probability at least 1− 1n3 , there are t disjoint paths from L1 to Ll
where every node in these paths is good.
2.3.2.2 Main Correctness: Proof of Theorem 2.2.3
As discussed in Section 2.2, we only need to prove that E2 settles thin edges
with high probability. So let (s, t) be a thin edge. We begin by partitioning Ps,t
into four sets: for i ∈ {1, 2, 3, 4}, let P (i)s,t be the paths in Ps,t of length i. Note
that since ∑P∈Ps,t fP ≥ 1, there is some i such that ∑P∈P (i)s,t
fP ≥ 1/4.
We first show that we can find a layered graph such that there is still a
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significant amount of flow on paths that obey the layering, even after the
Poisson sampling.
Lemma 2.3.7. Suppose that ∑P∈P (i)s,t
fP ≥ 1/4. Then with probability at least
1− e−
25n
36β we can find a layered subgraph Ĝs,t of G of the form s → S1 → . . . →
Si−1 → t of G with the following properties, where P ′ is the set of all possible s− t
paths of length i in this layered graph:
1. We can assign each P ∈ P ′ a flow value f̂ P such that ∑P∈P ′ f̂ P ≥ 1108 , and
2. ∑P∈P ′ :e∈P f̂ P ≤ x̂e for all e ∈ E, and
3. Each f̂ P is multiple of
β
n .
Proof. We begin by randomly partitioning Vs,t\{s, t} to i− 1 parts S1, . . . , Si−1.
Then the probability that each vertex is in partition Sj is 1i−1 for j = 1, . . . , i− 1.
Let P ′ ⊆ P (i)s,t be the collection of paths of the form s → u1 → u2 → · · · →
ui−1 → t where uj ∈ Sj. Clearly each path P ∈ P
(i)
s,t is in P ′ with probability
( 1i−1)






108 , and hence there is some
partition S1, . . . , Si−1 where ∑P∈P ′ fP ≥ 1108 . Fix this partition and collection
of paths P ′.
Let E∗s,t denote the edges which are on at least one path in P ′, and let the
layered graph Ĝs,t = (Vs,t, E∗s,t). Note that every s− t path in Ĝs,t has length
exactly i, so the maximum flow restricted to length i paths is equal to the
unrestricted maximum flow. Hence by the max-flow min-cut theorem and the
fact that ∑P∈P ′ fP ≥ 1108 we know that for any s− t cut T ⊆ E∗s,t the original
capacities satisfy ∑e∈T xe ≥ 1108 . When we switch to the new capacities, by
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≤ e− 14 ∑e∈T λe ≤ e−
C1n
4β ∑e∈T xe ≤ e−
25n
18β
Since (s, t) is a thin edge we know that |Vs,t| ≤ nβ , and hence there are
at most 2
n
β cuts. A union bound then implies that the probability that there
is any cut T with ∑e∈T x̂e ≤ 1108 is at most e
− 25n18β+
n
β ln 2 ≤ e−
25n
36β . Therefore
with probability at least 1− e−
25n
36β , the maximum flow from s to t in Ĝs,t with
capacities {x̂e} is at least 1108 (by max-flow min-cut). Also, because the new
capacity of each edge is multiple of βn , we can let the flow of each path be
multiple of βn , which implies the lemma.
We now have all of the lemmas necessary to prove that thin edges with
significant flow along paths of length 4 are settled by E2.
Lemma 2.3.8. Let (s, t) be a thin edge with ∑P∈P (4)s,t
fP ≥ 14 . Then E2 settles (s, t)
with probability at least 1− 2n3 .
Proof. We first use Lemma 2.3.7 to get the layered graph Ĝs,t = (Vs,t, E∗s,t) and
the path set P ′ in Ĝs,t (which by construction each have length exactly 4).





For each e ∈ E∗s,t, let f̂ e = ∑P∈P ′ :e∈P denote the amount of flow which
uses edge e (so clearly f̂ e ≤ x̂e), and for each V ∈ Vs,t, define the load lv to be
lv = ∑P∈P ′ :v∈P f̂ P = ∑u:(u,v)∈E∗s,t f̂ (u,v), which is the total flow which passes
through v.
Note that Ĝs,t is a directed acyclic graph, which was partitioned to layers
s, S1, S2, S3, t. We just need to show that E2 contains a path through s→ S1 →
S2 → S3 → t with high probability.
We first split the problem into two cases, depending on whether there is a
node in S2 with large load.
Case 1: Suppose that there is a node v in S2 with lv ≥ 1β . Consider an
arbitrary path v → w → t, with w ∈ S3. Since all flow goes from S3 to t, we
know that f̂ (w,t) = lw ≥ f̂ (v,w). Thus a sufficient condition for there to be a
path from v to t in E2 is for there to be some w ∈ S3 with rw ≤ α f̂ (v,w), since
that would guarantee the inclusion of (v, w) and (w, t). Hence the probability
of there not existing a path from v to t in E2 is at most
∏
w∈S3








6 n·lv ≤ e− ln
6 n
By the same argument, the probability that there does not exist a path (of
length 2) from s to v is also at most e− ln
6 n. Therefore with probability at least
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1− 2e− ln6 n, there is a path from s to t of length 4 in E2.
Case 2: Suppose that there is no node in S2 which has load at least 1β . For
each path P ∈ P ′, let uP be the node of P in S1, let vP be the node of P in S2,
and let wP be the node of P in S3 (so P is of the form s→ uP → vP → wp → t).
We will bucket the paths in P ′ according to four values: luP , f̂ (uP,vP), f̂ (vP,wP),
and lwP . Note that all four of these values are multiples of β/n (due to
the Poisson sampling), and are at most 1. Let Bi,j,k,ℓ be the bucket which




n ≤ f̂ (uP,vP) < 2
j+1 β
n




n ≤ lwP < 2ℓ+1
β
n . Note that there are
only (log nβ )
4 buckets, and hence there must be a bucket Bi,j,k,ℓ such that




4 ≥ 1500 ln4 n (since β = n
1
3 ).
In order to simplify notation, we will fix this bucket and let B = Bi,j,k,ℓ, let
a = 2i βn , let b = 2
ℓ β
n , let c = 2
j β
n , and let d = 2
k β
n . So for each P ∈ B we have
that a ≤ luP < 2a, b ≤ lwP < 2b, c ≤ f̂ (uP,vP) < 2c, and d ≤ f̂ (vP,wP) < 2d.
We further split the problem to 4 cases, depending on whether a ≥ 1α and
whether b ≥ 1α :
Case 2.1: a < 1α and b <
1
α .
Without loss of generality, we can assume ca ≤
d
b (since otherwise we can
simply consider the graph from the reverse direction). Let P ∈ B, and note
that if




then all edges of P are in E2, and so E2 settles (s, t). This is easy to see by
simple calculations: if (2.2) holds, then rsruP ≤ ruP ≤ aα ≤ luP α ≤ x̂(s,uP)α
and so (s, uP) ∈ E2. Similarly, at the other end of the path we would have
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that rwPrt ≤ rwP ≤ bα ≤ lwP α ≤ x̂(wP,t)α, so (wP, t) ∈ E2. For the second
edge of the path, we would have that ruPrvP ≤ aα · ca = cα ≤ x̂(uP,vP)α, so
(uP, vP) ∈ E2. Finally, for the third path edge we would have that rvPrwP ≤
c
a · bα ≤
d
b · bα = dα ≤ x̂(vP,wP)α, and so (vP, wP) ∈ E2.
We use Lemma 2.2.4, treating S3 as layer 1, S2 as layer 2, S1 as layer 3 in
the lemma. We know that c1 = 2b, c2 = 1β , c3 = 2a. Let p1 = bα, p2 =
c
a ,
p3 = aα. Then, in order to prove that there exists a good path P ∈ E2 with














because c ≥ βn , d ≥
β
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Therefore, with probability at least 1− 1n3 , there is a path P ∈ E2 from s to
t with length 4.




As in case 2.1, let P ∈ B, and note that if




then all edges of P are in E2, and so E2 settles (s, t). This is because if (2.3)
holds, then rsruP ≤ 1 ≤ aα ≤ luP α ≤ x̂(s,uP)α and so (s, uP) ∈ E2. Similarly,
at the other end of the path we would have that rwPrt ≤ rwP ≤ bα ≤ lwP α ≤
x̂(wP,t)α, so (wP, t) ∈ E2. For the second edge of the path, we would have that
ruPrvP ≤ rvP ≤
αβ
n ≤ cα ≤ x̂(uP,vP)α, so (uP, vP) ∈ E2. Finally, for the third
path edge we would have that rvPrwP ≤ rvP ≤
αβ
n ≤ dα ≤ x̂(vP,wP)α, and so
(vP, wP) ∈ E2.
We again use Lemma 2.2.4, but this time only need to use it for two levels.
We treat S3 as layer 1 and S2 as layer 2 in the lemma, and we know that
c1 = 2b, c2 = 1β . Let p1 = bα, p2 =
α
n . Then, in order to prove that there
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bα
























Therefore, with probability at least 1− 1n3 , there is a path P ∈ E2 from s to
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t with length 4.
Case 2.3: a < 1α and b ≥
1
α .
This case is symmetric to case 2.2. Let P ∈ B, and note that if




then all edges of P are in E2, and so E2 settles (s, t).
We use Lemma 2.2.4, treating S1 as layer 1 and S2 as layer 2. Then essen-
tially the same calculation as in case 2.2 implies that with probability at least
1− 1n3 , there is a path P ∈ E2 from s to t with length 4.
Case 2.4: a ≥ 1α and b ≥
1
α .





then all edges of P are in E2, and so E2 settles (s, t). This is because if (2.5)
holds, then rsruP ≤ 1 ≤ aα ≤ luP α ≤ x̂(s,uP)α and so (s, uP) ∈ E2. Similarly,
at the other end of the path we would have that rwPrt ≤ 1 ≤ bα ≤ lwP α ≤
x̂(wP,t)α, so (wP, t) ∈ E2. For the second edge of the path, we would have that
ruPrvP ≤ rvP ≤
αβ
n ≤ cα ≤ x̂(uP,vP)α, so (uP, vP) ∈ E2. Finally, for the third
path edge we would have that rvPrwP ≤ rvP ≤
αβ
n ≤ dα ≤ x̂(vP,wP)α, and so
(vP, wP) ∈ E2.
Because there is no node in S2 which has load at least 1β and the flow
through B is at least 1
500 ln4 n
, there are at least β
500 ln4 n
nodes in S2 which are
in a path of B. Thus there is a node vP such that rvP ≤
αβ
n with probability at
least 1− (1− αβn )
β
500 ln4 n ≥ 1− e
αβ2
500n ln4 n ≥ 1− e− ln2 n.
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Therefore, with probability at least 1− e− ln2 n, there is a path P ∈ E2 from
s to t with length 4.
By a union bound on the probability that total flow is at least 1108 and the
probability in each case before, with probability at least 1− 1n3 − e
25n
36β ≥ 1− 2n3 ,
E2 contains a length 4 path for thin edge (s, t) if ∑P∈P (4)s,t
f ∗P ≥ 14 . Therefore we
have proved the lemma.
Finally, we can prove our main correctness theorem, which in turn implies
Theorem 2.2.3.
Theorem 2.3.9. E2 settles all thin edges with probability at least 1− 2n .
Proof. Let (s, t) be a thin edge. Since ∑P∈Ps,t fP ≥ 1, there is some i ∈
{1, 2, 3, 4} such that ∑P∈P (i)s,t
≥ 1/4. If this is true for some i ∈ {1, 2, 3},
then we know from (Berman et al., 2013) that E2 settles (s, t) with probability
at least 1− 1n3 (since any edge picked by their algorithm is also picked in E2).
Otherwise we know from Lemma 2.3.8 that E2 settles (s, t) with probability at
least 1− 2n3 . A union bound completes the proof.
2.4 Integrality Gap
The basic flow LP (2.1) (or simple variations of it) has been used in the best-
known approximations of many spanner problems, including DIRECTED
k-SPANNER and BASIC 3-SPANNER (Berman et al., 2013), LOWEST DEGREE
k-SPANNER (Chlamtác and Dinitz, 2014; Chlamtác, Dinitz, and Krauthgamer,
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2012), and various versions of f -FAULT-TOLERANT k-SPANNER (Dinitz and
Krauthgamer, 2011a; Dinitz and Krauthgamer, 2011b).
Given the prevalence and usefulness of this LP, it is natural to attempt to
use it to break the trivial upper bound from (Althöfer et al., 1993) for BASIC
k-SPANNER. In this section we show an integrality gap which proves that only
very limited improvements are possible when using this LP.
We begin by proving the existence of instances of MIN-REP with certain
parameters (large OPT, large supergirth, bijection constraints). These instances
will then be used to construct our integrality gap.
As with our algorithm and analysis for 4-spanner, we first give an overview
in this section of the main techniques, and then in Section 2.5 give the complete
construction and analysis.
2.4.1 MIN-REP Instances
MIN-REP was originally defined by Kortsarz (Kortsarz, 2001) as a tool for
proving hardness of spanner problems. It is essentially a minimization version
of the well-known LABEL COVER problem. In MIN-REP we are given a bi-
partite graph G = (A, B, E) where A is partitioned into groups A1, A2, . . . , Ar
and B is partitioned into groups B1, B2, . . . , Br, with the additional property
that every set Ai and every set Bj has the same size (which we will call |Σ|
due to its connection to the alphabet of a 1-round 2-prover proof system). This
graph and partition induces another bipartite graph G′ = (U, V, E′) called the
supergraph in which there is a vertex ai ∈ U for each group Ai and similarly
a vertex bj ∈ V for each group Bj. There is an edge between ai and bj in G′ if
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there is an edge in G between some node in Ai and some node in Bj. A node in
G′ is called a supernode, and similarly an edge in G′ is called a superedge.2 A
REP-cover is a set C ⊆ A ∪ B with the property that for all superedges {ai, bj}
there are nodes a ∈ Ai ∩C and b ∈ Bj ∩C where {a, b} ∈ E. We say that {a, b}
covers the superedge {ai, bj}. The goal is to construct a REP-cover of minimum
size.
Instead of using MIN-REP as the starting point of a hardness reduction (in
which case there is a very tight connection with PCPs and 1-round 2-prover
proof systems), we will use it as the starting point of an integrality gap. Hence
we allow ourselves to build instances with structure that will help the gap,
rather than being given by a proof system. These instances will not necessarily
be computationally hard, but instead will have large integrality gaps and
useful structural properties.
Most importantly, we will need instances with large supergirth (the size of
the smallest cycle in the supergraph). So to begin with, we will assume that
the Erdős girth conjecture is true for bipartite graphs. In particular, we will
assume the following:
Conjecture 2.4.1. For any integer k, for large enough n there are bipartite graphs
with n nodes on each side and girth at least 2k + 2 that are regular with degree
d = Ω(n1/k).
This conjecture has been made by Erdős (Erdős, 1964) and by Bondy and
2Rather than G being the graph and G′ being the supergraph, sometimes G′ is referred to
as the graph and G is called the label-extended graph.
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Simonovits (Bondy and Simonovits, 1974)3. If Conjecture 2.4.1 is false, then
we can instead fall back on the best known constructions of dense, large girth
graphs (Lazebnik, Ustimenko, and Woldar, 1995). These do not quite achieve
degree d = Ω(n1/k) for girth at least 2k + 2, but come somewhat close: they
have degree approximately n2/(3k) (this a simplification of a more complex
bound – see (Lazebnik, Ustimenko, and Woldar, 1995) or Thorup and Zwick,
2005, Table 2 for the fully correct bound). In general, if there are graphs with
girth at least 2k + 2 and degree nα for some α ≤ 1/k, then wherever k appears
in the rest of this section it can be replaced by 1/α.
This will now let us build instances of MIN-REP that have both large
supergirth and large OPT.
Theorem 2.4.2. For any integer k, assuming Conjecture 2.4.1 there is an infinite
family of instances of MIN-REP with the following properties:
1. |U| = |V| = n,
2. Every supervertex has degree d = Ω(n1/k) in the supergraph G′,
3. G′ has girth at least 2k + 2,
4. |Σ| = nγ for γ = 2k + δ where δ > 0 is an arbitrarily small constant,
5. If {ai, bj} ∈ E′ then the edges between Ai and Bj in G form a perfect matching,
and
3The girth conjecture is sometimes stated without the regularity and bipartiteness con-
ditions. The bipartiteness restriction is without loss of generality thanks to standard graph
transformations. The regularity condition is not without loss of generality, but the best known
constructions of dense, large girth graphs (Lazebnik, Ustimenko, and Woldar, 1995) are
regular. Moreover, it is easy to see that we can assume near-regularity (degrees all within
a logarithmic factor) without loss of generality (other than a logarithmic factor in the total
number of edges), and that this suffices for the claimed integrality gap.
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6. OPT ≥ Ω(dn) = Ω(n1+1/k).
The intuition behind the proof of Theorem 2.4.2 is to use the probabilistic
method. We start with the graphs from Conjecture 2.4.1 as the supergraph
G′, and for each superedge we construct a random matching in G. To prove
that OPT is large, we consider each set of size less than dn and prove that
the probability that it is a REP-cover is extremely small. We then do a union
bound over all of these small sets to get that the probability that any small set
is a REP-cover is less than 1. Now the probabilistic method implies that there
is some instance where OPT is large.
2.4.2 BASIC k-SPANNER
Now that we have instances of MIN-REP with large supergirth and large OPT,
we can construct the integrality gap instances for BASIC k-SPANNER. They
essentially follow from applying the hardness reduction of (Kortsarz, 2001;
Elkin and Peleg, 2000) to the instances from Theorem 2.4.2. We include the
details for completeness in Section 2.5.
Let OPTMR denote the optimal value of the MIN-REP instances from Theo-
rem 2.4.2. At a high level, the reduction of (Kortsarz, 2001; Elkin and Peleg,
2000) constructs a graph H with the property that if OPTMR is large then any
k-spanner of H must be large. In order for this to be true we need the MIN-
REP instance to have supergirth larger than k + 1, which is why we required
the supergirth property in Theorem 2.4.2 (MIN-REP was shown to be hard
even with large supergirth by (Dinitz, Kortsarz, and Raz, 2012), but we need
extremely large OPTMR, not hardness).
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The LP, on the other hand, can find a fractional solution of cost only
O(|V(H)|). While the LP is for BASIC k-SPANNER on H, this fractional solution
intuitively corresponds to a simple fractional solution to the MIN-REP instance
it is based on, which just includes every node in the REP-cover but only
fractionally at 1/|Σ|. Since each superedge {ai, bj} is a matching in G between
Ai and Bj, including all nodes at 1/|Σ| satisfies the covering requirement
(fractionally, it looks the same as picking one node in Ai and one node in Bj
that are adjacent).
By setting parameters carefully, we can get both of these properties (large
OPT, small fractional solution) to hold simultaneously, proving Theorem 2.1.2.
2.5 Details of Integrality Gap
We begin by formally proving the existence of MIN-REP instances with the
properties we need, and then show how to use these instances to build the
integrality gap.
2.5.1 MIN-REP Instances: Proof of Theorem 2.4.2
We start with the graphs from Conjecture 2.4.1. We will construct random
instances based on these graphs, and show by the probabilistic method that
there is some instance where OPT is large. Let G′ = (U, V, E′) be one of these
graphs with |U| = |V| = n, and note that parts 1, 2, and 3 of the theorem
are true simply because we are using the graphs from Conjecture 2.4.1, so it
simply remains to prove parts 4, 5, and 6.
For each edge e = {ai, bj} ∈ E′, let πe : Ai → Bj be a bijection chosen
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uniformly at random from the space of all bijections. Note that now by
construction we have satisfied part 5 of the theorem. We claim that with
nonzero probability, OPT ≥ ϵdn. To see this, consider a set L ⊆ A ∪ B with
|L| = 2αn, making the average number of nodes per supernode α (smaller
values of |L| are even easier to handle, so for simplicity we ignore them). We
will call nodes in L selected nodes. We will upper bound the probability that L
is a REP-cover when we set α = ϵd.
Since the average number of nodes in L per supernode is α and there are
2n supernodes, by Markov’s inequality (or a simple averaging argument) we
know that at most n/2 supernodes have more than 4α nodes in L. Call these
supernodes heavy, and call all other supernodes light. Thus at most d(n/2)
superedges are incident on heavy supernodes, so at least d(n/2) superedges
have two light endpoints. We say that such a superedge is light.
Let {ai, bj} be a light superedge, and let α ∈ Ai ∩ L be an arbitrary selected
node in Ai. Since the bijection π{ai,bj} is chosen uniformly at random, the
probability that π{ai,bj}(α) ∈ L ∩ Bj is at most |L ∩ Bj|/|Σ| ≤ 4α/|Σ|. Since
|L ∩ Ai| ≤ 4α, a union bound implies that Pr[L covers {ai, bj}] ≤ 16α2/|Σ|.
Since in order for L to be a REP-cover it must cover all of the light superedges
and the bijection for each superedge is chosen independently, we get that









We now bound the number of possible sets L, which is straightforward:
out of 2n · |Σ| total nodes, we required L to be a set of 2αn. Thus the number
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Now a union bound, equations (2.6) and (2.7), and setting α = ϵd together
imply that








= e2αn · 4dn · α
dn−2αn
|Σ|(dn/2)−2αn
= e2ϵdn4dn · (ϵd)
(1−2ϵ)dn
|Σ|( 12−2ϵ)dn










If this is less than 1, then we know that there must exist some instantiation
of the randomness such that OPT > 2αn = 2ϵdn = 2ϵn1+1/k, which would
imply the final part of the theorem. Thus we need |Σ| = nγ to be large enough
to make the ratio less than 1. By making ϵ a very small constant and n large
enough, we get that it is sufficient for γ to be 2k + δ, where δ is an arbitrarily
small constant that depends on ϵ. This finishes the proof of the theorem.
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2.5.2 BASIC k-SPANNER Instance
We now show how to use Theorem 2.4.2 to build integrality gap instances
for BASIC k-SPANNER. For ease of notation, we will actually consider BASIC
(2k− 1)-SPANNER, and only convert the stretch at the end.
Let G = (A, B, E) and G′ = (U, V, E′) be the graph and supergraph for an
instance from Theorem 2.4.2. Let x = nγ = n
2
k+δ. We will create a new graph
H = (VH, EH) which will be the integrality gap instance. To define VH, we
first need two new sets of vertices:
S = {spij : ai ∈ U, j ∈ [k− 1], p ∈ [x]}
T = {tpij : bi ∈ V, j ∈ [k− 1], p ∈ [x]}
The vertex set of H will be VH = A ∪ B ∪ S ∪ T. Note that |VH| = 2n1+γ +
2(k− 1)xn = 2kn1+γ = 2kn1+ 2k+δ.
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i(j+1)} : p ∈ [x], ai ∈ U, j ∈ [k− 2]}
∪ {{tpij, t
p
i(j+1)} : p ∈ [x], bi ∈ V, j ∈ [k− 2]},
EsA = {{s
p
i1, a} : ai ∈ U, a ∈ Ai, p ∈ [x]},
EtB = {{b, t
p










EC = (∪ni=1{{a, a′} : a, a′ ∈ Ai})
⋃︂
(∪ni=1{{b, b′} : b, b′ ∈ Bi}).
Our final edge set EH is the union of all of these edges together with E.
Intuitively, H consists of a single copy of G and x copies of G′ (for each p ∈ [x]
the edges EpG′ form a graph isomorphic to G
′). For each supernode in G′
and each p ∈ [x] there is one vertex incident to the edges in G′, then a path
of length k− 2, and then a vertex adjacent to the nodes in the group of the
supernode.
For two nodes spi(k−1) and t
p
j(k−1) with {ai, bj} ∈ E
′, it is easy to verify that
(other than the direct edge between them) there are exactly nγ paths of length
at most 2k− 1 between them. These paths are called the canonical paths for the
pair, and all have the form
spi(k−1) → s
p
i(k−2) → · · · → s
p








where a ∈ Ai and b ∈ Bj and {a, b} ∈ E. Note that there are exactly nγ such
paths (corresponding to the choice of edge in E) and they all have different
nodes in Ai, Bj (due to the perfect matching between Ai and Bj).
In fact, this is exactly why we need instances of MIN-REP which have
large girth – if the girth is less than 2k + 1, then there is the possibility of
{spi(k−1), t
p
j(k−1)} being spanned by a path consisting of edges from EG′ . But
without such paths, the only way to span the edge is to use a canonical path
or include the edge itself.
We first claim that there is a small fractional solution.
Theorem 2.5.1. There is a fractional solution to the flow LP on H with objective
value O(|VH|).
Proof. Set xe = 1 for all edges e ∈ EM, and set xe = 0 for all e ∈ EG′ . Set
xe = 2/nγ for all other edges in EH. Under this assignment, the objective






(|E|+ |EsA|+ |EtB|+ |EC|)
≤ 2xn(k− 2) + 2
nγ
(︂




k + 4n1+γ + 2n1+γ
≤ |VH|+ O(n1+γ) ≤ O(|VH|)
Hence it remains only to prove that with these values for the x variables,
there are values for the y variables which form a feasible solution to the LP.
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In other words, we need to show how to ship one unit of flow along paths
of length (2k− 1) for every edge in EH. This is trivial for edges in EM, since
they have capacity one. For edges in EC, we can send 2/nγ flow directly and
(2/nγ)(nγ − 2) flow along paths of length 2 through other nodes in the same
group (using other edges of EC), so we can send at least 1 unit of flow.
For each edge (a, b) ∈ E (with a ∈ Ai and b ∈ Bj), we can again send
2/nγ flow directly and can send (nγ − 1)(2/nγ) > 1 flow on paths of length
3 of the form a → a′ → b′ → b, where a′ ∈ Ai and b′ ∈ Bj and {a′, b′} ∈ E.
For each edge {spi1, a} ∈ EsA, we can again send 2/n
γ flow directly and
can send another (2/nγ)(nγ − 1) ≥ 1 flow on paths of length 2 of the form
spi−1 → a
′ → a, where a, a′ ∈ Ai. A similar argument holds for edges in EtB.
Finally for edges in EG′ we can simply send 1/nγ flow along each of the
nγ canonical paths, for a total flow of 1.
We now need to claim that the integral OPT is large.
Theorem 2.5.2. Every (2k− 1)-spanner of H has at least Ω(n1+ 3k+δ) edges.
Proof. Let H′ be a (2k− 1)-spanner of H. If H′ uses any edge from EG′ , we can
replace this edge with an arbitrary canonical path to get a (2k− 1)-spanner
H′′ of H with size at most (2k− 1)|H′|. Now since H′′ does not use any edges
from EG′ , every edge in EG′ must be spanned by at least one canonical path
(since as noted they are the only paths of length 2k− 1 between the endpoints
other than the edge itself).
For each p ∈ [x], let
Lp =
(︂
∪i∈[n]{a ∈ Ai : {s
p
i1, a} ∈ H
′′}
)︂ ⋃︂ (︂






denote the nodes from G that in H′′ are adjacent to nodes in S or T for the given
p. We claim that Lp is a valid REP-cover. To see this, consider an arbitrary




j(k−1) are spanned by
a canonical path, and hence Lp contains a ∈ Ai, b ∈ Bj such that {a, b} ∈ E.
Thus Lp is a REP-cover.
Thus |Lp| ≥ Ω(n1+
1




Combining Theorems 2.5.1 and 2.5.2 gives us the desired theorem.
Theorem 2.5.3. For any constant δ > 0, the integrality gap of the flow LP for BASIC
(2k− 1)-SPANNER is at least Ω(n
1
(1+δ)k+2 ).
Proof. The only thing remaining is to rewrite the gap in terms of |VH|, since
we want the n of the theorem statement to correspond to the number of nodes
in the integrality gap graph H rather than the number of nodes in G′. We
know that |VH| = 2kn1+
2
k+δ, and hence n ≥ Ω(|VH|
1
1+(2/k)+δ ). From Theorem













2.5.3 Proof of Theorem 2.1.2
Suppose that k = 2t− 1 is odd. Then by Theorem 2.5.3, the integrality gap is
at least Ω(n
1
(1+δ)t+2 ) = Ω(n
1
(1+δ) k+12 +2 ) = Ω(n
2
(1+δ)(k+1)+4 ) as claimed. If k = 2t is
even, then it is easy to verify that if we use the construction of H for 2t− 1
then there is still no way of spanning an edge in EG′ other than the edge
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itself or a canonical path (which now have length k− 1 rather than k). Hence
the integrality gap is at least Ω(n
1
(1+δ)t+2 ) = Ω(n
1





As with the first two results, we break our discussion of f -FAULT-TOLERANT
k-SPANNER into two sections. We begin here by giving a new LP relaxation
and a rounding algorithm for it, and then giving a high-level overview of the
analysis. In Section 2.7 we then give more details of the analysis.
2.6.1 LP Relaxation
We now design algorithms for approximating f -FAULT-TOLERANT k-SPANNER
when k ∈ {3, 4} in both the directed and undirected setting. As in the previous
section, we will mostly consider the directed setting since our bounds there
immediately imply the same bounds for undirected graphs. Our goal is to
give approximation algorithms with performance that does not degrade with
f , and in particular to prove Theorem 2.1.3. The k = 3 case is a simplified
version of the k = 4 case, so in order to be more general we will focus on k = 4
for most of what remains.
There is a natural LP relaxation for f -FAULT-TOLERANT k-SPANNER which
(informally) is just the basic flow LP (2.1) but where the ability to send one
unit of flow must hold in G \ F for all fault sets F. This LP has been used in ap-
proximations for f -FAULT-TOLERANT k-SPANNER (Dinitz and Krauthgamer,







fP ≤ xe ∀(s, t) ∈ E, ∀e ∈ E
( f + 1)xe + ∑
P∈Ps,t
fP ≥ f + 1 ∀e = (s, t) ∈ E
∑
P∈Ps,t :v∈P
fP ≤ 1 ∀(s, t) ∈ E, ∀v ∈ V\{s, t}
0 ≤ xe ≤ 1 ∀e ∈ E
fP ≥ 0 ∀(s, t) ∈ E, P ∈ Ps,t
(2.8)
Figure 2.2: LP relaxation for f -FAULT-TOLERANT k-SPANNER
fault sets, and hence some dependence on f is clearly necessary. To get around
this, we use a different relaxation which is an adaptation of a relaxation first
introduced for the special case of k = 2 (Dinitz and Krauthgamer, 2011b). Our
new LP is given in Figure 2.2, and will henceforth be referred to as LP (2.8).
Intuitively, the LP requires for every edge (s, t) that either (s, t) itself is
(fractionally) in the spanner, or that there are f + 1 node-disjoint paths from s
to t with stretch at most k in the spanner. Clearly since k is constant we can
solve this in polynomial time. Note that it is not obvious that this is a valid
relaxation: the existence of f + 1 disjoint low-stretch paths clearly guarantees
that the spanner is f -fault-tolerant, but it is not clear that this is a necessary
condition. And, in fact, it is not: when k ≥ 5 there are examples of graphs with
nodes s, t such that it is only possible to construct one disjoint path of length
at most 5 from s to t, but it takes two node deletions to make their distance
larger than 5 (see Lovasz, Neumann-Lara, and Plummer, 1978, Figure 1). In
other words, the fault-tolerance can be larger than the number of short disjoint
paths.
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On the other hand, (Lovasz, Neumann-Lara, and Plummer, 1978) proved
that for k = 2, 3, 4, this situation is not possible. For paths of these very short
lengths, the maximum number of node-disjoint paths of length at most k is
exactly equal to the minimum number of nodes necessary to remove to make
the distance larger than k. Hence LP (2.8) is indeed a valid relaxation for
k ∈ {3, 4}.
Clearly LP (2.8) is at least as strong as the natural relaxation. Intuitively,
though, it is much stronger: for fault sets with size (1− ε) f , there is not just 1
unit of flow from s to t, but in fact there are ε f units of flow. This will enable us
to round in a way that is independent of f , and yet still get bounds that hold
with high enough probability that we can do a union bound over (almost) all
fault sets. The only issue with this approach is if we try to consider fault sets
which have size f (or very close to f ), since for these sets (as in the natural
relaxation) there will only be constant flow, so we cannot get high enough
probability bounds. This is why we give only bicriteria approximations: by
giving up on extremely large fault sets, we can union bound over the rest.
2.6.2 Rounding Algorithm and Cost Analysis
Our rounding algorithm is essentially the same as Algorithm 1, but with
slightly different parameters (namely, β =
√
n rather than n1/3, and with
some extra polylogarithmic losses) and without the Poisson sampling. We
begin our algorithm by solving LP (2.8). Let x∗e and f ∗P be the fractional
optimal solution for all e ∈ E and paths P. We then round this solution using
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Algorithm 3, which returns an edge set EH. Note that unlike the non-fault-
tolerant case, we cannot use tree or arborescence sampling to handle thick
edges, and hence our rounding algorithm needs to work for all edges.




2: C ← 1013
3: α← Cβ ln
26 n
ε3
4: EH ← ∅
5: for each edge e ∈ E do





8: for each vertex v ∈ V do
9: rv ← uniform sample from [0, 1]
10: end for
11: for each edge e = (s, t) ∈ E do
12: if rs · rt ≤ αx̂e then




It is easy to see that the cost analysis of Section 2.3.1 still goes through but
in an even simpler way, since there is no longer any Poisson rounding. Indeed,
it is straightforward to see that ∑e x̂e ≤ ∑e x∗e + n2 × 1n ≤ 2OPT( f ). Now
the same analysis as in Lemma 2.3.3 implies that IE[|EH|] = O(α ln n ·∑e x̂e).
Putting this together, we have IE[|EH|] = O(α ln n ·OPT( f )).
We leave the formal proof of Theorem 2.1.3 to Section 2.7, but give some
brief intuition here. Consider an edge (s, t) ∈ E. Similarly to the non-fault-
tolerant case, we say that EH settles (s, t) if for all fault sets F ⊆ V \ {s, t} with
|F| ≤ (1− ϵ) f , there is a path of length at most 4 from s to t in G \ F that
uses only edges in EH. If significant flow is sent along (s, t) itself then it is
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straightforward to argue that EH settles (s, t). Otherwise, consider a fault set
F ⊆ V \ {s, t} with |F| ≤ (1− ϵ) f . Then in G \ F there is still at least ϵ f flow
along paths of length 2, 3 or 4 from s to t. The most difficult case is if most of
the remaining flow is along paths of length 4 (although the length 3 case is
not at all trivial), so assume there is at least ϵ3 f flow on paths of length 4.
As in the non-fault tolerant case, we can lose polylogarithmic factors in the
flow and bucket the paths so that certain parameters (total flow along second
hop, total flow along third hop, load of first node, and load of last node) are
essentially identical for each path we consider. We can then break into what
are essentially much more complicated versions of the same cases as in the
non-fault tolerant setting.
As an example, recall that in the non-fault tolerant setting the simplest
case was when one node in the middle layer (S2) had large load, in which
case we could directly analyze the probability that this node was the center
of a 4-path from s to t. In the fault-tolerant case, we need this to hold with
such high probability (essentially 1− 1
n f
) that we cannot depend on a single
node having large load. We instead need to define the case to be where a
significant fraction of the flow is sent through a set of nodes with large load.
And we can no longer directly analyze this, instead needing a much more
complicated analysis. We cannot even use Lemma 2.2.4 – we need a different
way of analyzing this case.
In this case we first set thresholds p1, p2, p3 such that if ruP ≤ p1 and
rvP ≤ p2 and rwP ≤ p3 then EH will include the entire path P. If a node v
has rv less than its threshold, then we say that v is selected. We then flip the
63
random coins for S1, and show that with extremely high probability there
are many nodes in S2 that are adjacent to at least one selected node in S1.
Call these nodes partially selected. This is actually a nontrivial lemma (Lemma
2.7.10), since for two nodes in S2 the event of being partially selected is not
independent if their neighborhoods are overlapping. So instead of using
a Chernoff bound, we have to rewrite the process as a martingale and use
Azuma’s inequality.
Once we know that there are many partially selected nodes in S2, we can
repeat our analysis for S3 to show that with extremely high probability there
are many partially selected nodes in S2 that are also adjacent to a selected
node in S3. Hence there are many nodes in S2 who have selected neighbors
in both S1 and S3, so we can finally flip the random coins for S2 to prove that
with extremely high probability there is some path in which all nodes are
selected.
All other cases are handled in either a similar way, through the use of
Lemma 2.2.4 to directly prove the existence of many disjoint paths, or by using
another method to prove concentration despite correlations (e.g., Janson’s
inequality).
2.7 Details of f -FAULT-TOLERANT k-SPANNER
Recall the definition of an edge set settling an edge:
Definition 2.7.1. A set E′ ⊆ E “settles" an edge (s, t) ∈ E if for all sets F ⊆
V \ {s, t} with |F| ≤ (1− ε) f there is a path from s to t in G \ F of length at
most k that only uses edges in E′.
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Now we start to show that Algorithm 3 returns a (1− ε) f -fault tolerant
spanner with probability at least 1n , which together with the previous cost
analysis suffices to prove Theorem 2.1.3.
Depending on how the flow splits in the optimal solution of linear program
(2.8), we can use different approaches to prove that with high probability, there
is a spanning path remaining after faults. We first introduce a definition which
will let us define some cases of interest and help analyze others.
Definition 2.7.2 ((s, t, c1, . . . , ck, l2, . . . , lk−2, F, f )-scene). Given two nodes s, t ⊆
V and a fault set F ⊆ V\{s, t}, an (s, t, c1, . . . , ck, l2, . . . , lk−2, F, f )-scene is a
(k + 1)-layer graph (S0 = {s}, S1, . . . , Sk−1, Sk = {t}, E′) which is a subgraph
of G\F and:
1. For i ∈ [k], each edge e that goes from Si−1 to Si has x̂e ≥ ci.
2. If we let the capacity of each edge e that goes from Si−1 to Si be 2ci, i =
1, . . . , k, and also let the capacity of each node in Si be li, i = 2, . . . , k− 2,
then the max flow from s to t is at least f .
Note that in this definition, if k = 3 then there are no l values, while if k = 4
there is simply l2. We now use this definition to prove two lemmas, each of
which corresponds to a case which can be easily handled using Lemma 2.2.4.
The first lemma gives a sufficient condition for EH to contain at least f + 1
internally vertex disjoint paths of length 3 from s to t (and thus a sufficient
condition for EH to settle (s, t)).




n ≤ c ≤ a ≤
1
α , and c ≤ b ≤
1
α , then EH contains at least f + 1 length 3
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disjoint paths from s to t with probability at least 1− 1n3 .
Proof. Let G′ be this (s, t, a, c, b,∅, f ′)-scene. Let B be all the possible paths






and rvP ≤ bα (2.9)
then all edges of P are in EH. This is because if (2.9) holds, then rsruP ≤ ruP ≤
aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH. Similarly, at the other end of the path we
would have that rvPrt ≤ rvP ≤ bα ≤ x̂(vP,t)α, so (vP, t) ∈ EH. For the middle
edge of the path, we would have that ruPrvP ≤ cb · bα = cα ≤ x̂(uP,vP)α, so
(uP, vP) ∈ EH.
We can now use Lemma 2.2.4, treating S2 as layer 1 and S1 as layer 2 in
the lemma. Then using the notation of Lemma 2.2.4, we know that c1 = 2b
and c2 = 2a. Let p1 = bα, p2 = min{ cb , aα}. Then, in order to prove that there
exists f + 1 disjoint good paths P ∈ EH with high probability, we only need to









⌈4 ln npj ⌉
)︄
< f ′. Because a ∈ [ 1n ,
1








and p1 < 1, p2 < 1, we have that













< ( f + 1) ·
(︃
2b · 5 ln n
bα
· 5 ln n
min{ cb , aα}
+ 2a · 5 ln n
min{ cb , aα}
)︃
= ( f + 1) ·
(︄
50 ln2 n
α min{ cb , aα}
+
10 ln n
min{ cab , α}
)︄
≤ ( f + 1) ·
⎛⎝ 50 ln2 n


















ε( f + 198)
24⌈log n⌉3 = f
′
Therefore, with probability at least 1− 1n3 , EH contains f + 1 disjoint s− t
paths with length 3.
The next lemma is similar, but for paths of length 4.
Lemma 2.7.4. For each (s, t) ∈ E, if there is a (s, t, a, c, d, b, 1β ,∅, f ′)-scene with
f ′ ≥ ε( f+198)324⌈log n⌉4 ,
1




n ≤ d ≤ b ≤
1
α , then with probability at least
1− 1n3 , EH contains at least f + 1 disjoint paths from s to t of length 4.
Proof. Without loss of generality, we can assume that ca ≤
d
b (since otherwise
we can simply consider the graph from the reverse direction). Let G′ be this
(s, t, a, c, d, b, 1β ,∅, f
′)-scene. Let B be all the possible paths from s to t in G′.
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Each P ∈ B has the form s→ uP → vP → wP → t. Note that if




then all edges of P are in EH. This is easy to see by simple calculations: if
(2.10) holds, then rsruP ≤ ruP ≤ aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH. Similarly,
at the other end of the path we would have that rwPrt ≤ rwP ≤ bα ≤ x̂(wP,t)α,
so (wP, t) ∈ EH. For the second edge of the path, we would have that ruPrvP ≤
aα · ca = cα ≤ x̂(uP,vP)α, so (uP, vP) ∈ EH. Finally, for the third path edge
we would have that rvPrwP ≤ ca · bα ≤
d
b · bα = dα ≤ x̂(vP,wP)α, and so
(vP, wP) ∈ EH.
We can now use Lemma 2.2.4, treating S3 as layer 1, S2 as layer 2, and
S1 as layer 3 in the lemma. Using the notation of Lemma 2.2.4, we know
that c1 = 2b, c2 = 1β , and c3 = 2a. Let p1 = bα, p2 =
c
a , p3 = aα. Then, in
order to prove that there exists f + 1 disjoint good paths P ∈ EH with high









⌈4 ln npj ⌉
)︄
< f ′. Because
68
c ≥ 1n , d ≥
1
n , and p1 < 1, p2 < 1, p3 < 1, we have that













< ( f + 1) ·
(︃
2b · 5 ln n
bα
· 5 ln nc
a





· 5 ln nc
a
· 5 ln n
aα
+ 2a · 5 ln n
aα
)︃

























≤ ( f + 1) ·























ε( f + 198)
324⌈log n⌉4 = f
′
Therefore, with probability at least 1 − 1n3 , EH contains f + 1 length 4
disjoint paths from s to t.
These two lemmas let us directly prove the existence of many vertex-
disjoint paths (and thus fault-tolerance). In other situations, though, we need
to reason about possible fault sets, in which case the following definition is
useful.
Definition 2.7.5 (remaining edge set EH\F). Given a graph G = (V, E), an
edge set EH ⊆ E, and a fault set F ⊆ V, let EH\F be the set of edges in EH
which do not have an endpoint in F.
Now we can finally prove the main fault-tolerant theorem.
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2.7.1 Proof Sketch of Theorem 2.1.3
We want to prove that for any edge (s, t) ∈ E, EH settles (s, t) with probability
at least 1− 1n3 . After that, because there are at most n
2 edges in the graph, we
can use a union bound over all edges to finish the proof of the theorem.
From the linear program (2.8) we know that either ∑P∈Ps,t f
∗
P ≥ (1− 1α )( f +
1), or x∗(s,t) ≥
1
α .
Note that if x∗(s,t) ≥
1
α , then x̂(s,t) ≥
1
α , so (s, t) ∈ EH with probability
1 and hence EH settles (s, t). So for the rest of the proof we will assume
∑P∈Ps,t f
∗
P ≥ (1− 1α )( f + 1).
If k = 3 and there is a scene which satisfies Lemma 2.7.3, then EH contains
f + 1 disjoint paths from s to t of length at most 3. If k = 4 and there is a scene
which satisfies Lemma 2.7.3 or Lemma 2.7.4, then EH contains f + 1 disjoint
paths from s to t of length at most 4. These implies that EH settles (s, t). So
for the rest of the proof we will also assume there is no scene which satisfies
Lemma 2.7.3, and there is no scene which satisfies Lemma 2.7.4 when k = 4.
In order to prove that EH settles (s, t) with probability at least 1− 1n3 , we
only need to prove that for each fault set F ⊆ V with |F| ≤ (1− ε) f , the
probability that there is no path of length at most k in EH\F from s to t is at
most 1
n f+3
. A union bound over all possible fault sets (of which there are at
most (nf ) ≤ n f ) then gives the result.
Consider a fault set F ⊆ V \ {s, t} with |F| ≤ (1− ε) f . If ε < 1200 is a small
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constant then ε≫ 1α , and so from the linear program (2.8) we know that
∑
P∈Ps,t,P∩F=∅
f ∗P ≥ ∑
P∈Ps,t










( f + 1)− (1− ε) f · 1
≥ ε
2
( f + 198)
For i ∈ {2, 3, 4}, let P (i)s,t,F denote all the paths in Ps,t that have length
exactly i and do not intersect with F. We know that one of these three sets
must have ε( f+198)6 flow because the total flow is at least
ε
2( f + 198). This
naturally gives rise to three cases. We will consider all these cases in the
following lemmas: Lemma 2.7.6 for length 2 paths, Lemma 2.7.14 for length
3 paths, and Lemma 2.7.15 for length 4 paths. We show that in each of these
cases, there is a short path in EH\F from s to t with probability at least 1− 1n f+3 .
Combining these lemmas and taking appropriate union bounds completes the
proof.
2.7.2 Proving Paths Exist with High Probability
We now need to prove the three mentioned lemmas.




then with probability at least 1− 1
n f+3
, there is a path in EH\F from s to t with length
2.
Proof. Every length 2 path P ∈ P (2)s,t,F must have the form s → vP → t and






α , then (s, vP) ∈ EH\F and (vP, t) ∈ EH\F, so with probability 1,
there is a path in EH\F from s to t with length 2.
Otherwise, if there does not exist a path P such that x̂(s,vP) ≥
1
α and x̂(vP,t) ≥
1




α for all P ∈ P
(2)





= εα( f+198)6 such
paths. We also know that for each path P ∈ P (2)s,t,F, if rvP ≤
α
n , then (s, vP) and
(vP, t) must be in EH\F because x̂(s,vP) ≥
1
n and x̂(vP,t) ≥
1
n . The probability














n. Thus with probability at least 1− 1
n f+3
, there is a
path in EH\F from s to t with length 2.
The proofs of the other two lemmas both proceed in roughly the same way.
We first bucket the paths into appropriate scenes, arguing that since there are
not many possible scenes there must be one bucket with a polylogarithmic
amount of flow. We fix this bucket, and break into cases depending on how
the parameters of the scene relate to each other. For each case, we prove that
with appropriately high probability, the claimed path exists in the bucket. The
exact proof method is highly dependent on the case, ranging from relatively
straightforward direct analysis to more complicated cases in which we resort
to framing the number of intermediate “selected" nodes as a martingale and
using Azuma’s inequality to guarantee concentration.
Lemma 2.7.7 (Janson’s inequality). Let R = Rp1,...,pn be a random subset of [n]
formed by including each i ∈ [n] in R with probability pi, independently. Let S be
a family of subset of [n], and for each A ∈ S , let XA = 1A⊆R, X = ∑A∈S XA and
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∆ = ∑A,B∈S :A∩B ̸=∅ Pr[XA = XB = 1], t ∈ [0, IE[X]]. Then
Pr[X ≤ IE[X]− t] ≤ e−
t2
2 IE[X]+∆
Definition 2.7.8 (martingale). A sequence of random variables X0, X1, . . . is a
martingale if for each i ∈N, IE[|Xi|] < ∞ and IE[Xi+1 − Xi | X0, . . . , Xi] = 0.
Lemma 2.7.9 (Azuma’s inequality). If a sequence of random variables X0, X1, . . .
is a martingale and |Xi − Xi−1| < ci for all i, then





In particular, we sometimes argue if we have a bipartite graph with partic-
ular parameters (as we do between any two layers of a scene), then picking
nodes independently from one side results in many neighbors on the other
side, despite correlations induced by the edge structure. By considering each
layer of the scene appropriately, this allows us to bound the existence of paths.
This was the notion of partially selecting nodes that was discussed in Section
2.6.
To be more specific, we need the following lemma. For any vertex set S, we
define N(S) as the neighbor of set S. The lemma shows that given a bipartite
graph where both sides have bounded degree, if we randomly choose each
node on one side with a large enough probability, then the chosen set will
have a large neighborhood with very high probability.
Lemma 2.7.10. Let (L, R, E) be a bipartite graph. Each node in L has degree at most
dL and the average degree of nodes in L is at least
dL
rL
, and each node in R has degree
at most dR and the average degree of nodes in R is at least
dR
rR
. If we pick each node
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L . (In other words, with very high probability at least
a 12rR fraction of the nodes in R are adjacent to a node in S).
Proof. We will sometimes refer to L as the “left" and R as the “right". The
total number of nodes on the left is at least |E|dL , and we select each node with







we can assume we always have |S| ≥ |E|p2dL by taking a union bound in the
end with the probability that this is false. Now, we can treat this selection
of nodes as a procedure that iteratively selects nodes uniformly in L without
replacement, until we get |E|p2dL nodes.
Let vi ∈ L be the node selected in iteration i. Then in each iteration i, we
will delete not only vi, but also all of the nodes in N(vi) ⊆ R. So in each
iteration, |L| decreases by 1 and |R| decreases by a variable amount. Let t be
the first iteration in which |R| ≤ |E|2dR at the beginning of the iteration.
For i = 1, . . . , |E|p2dL , we define some new random variables: Zi = 1 with
probability 14rL , and 0 otherwise. These random variables are independent of
all other random variables. Let Xi = 1i≥t · Zi + 1i<t · 1degree(vi)≥ dL4rL
where 1
denotes an indicator variable.
We know that Xi ∈ {0, 1}. By definition, Xi = 1 only when i ≥ t and
Zi = 1, or i < t and degree(vi) ≥ dL4rL .
Claim 2.7.11. IE[Xi | X1, . . . , Xi−1] ≥ 14rL for all i.
Proof. First, if i ≥ t then Xi = Zi and so is independent of X1, . . . , Xi−1. Hence
in this case IE[Xi | X1, . . . , Xi−1] = 14rL .
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Alternatively, if i < t, then total edges remaining is at least |E| − |E|2dR ·
dR =
|E|
2 . Assuming Pr
[︂
degree(vi) ≥ dL4rL | X1, . . . , Xi−1
]︂
< 14rL , then the total
number of edges is at most |L| · 14rL · dL + |L| · (1−
1
4rL
) · dL4rL <
|E|
2 (where the
final inequality is because |L| ≤ |E|dL/rL ). This gives a contradiction. Therefore
Pr
[︂
degree(vi) ≥ dL4rL | X1, . . . , Xi−1
]︂













Proof. Because if |N(S)| < |E|2dR , then t >
|E|p
2dL
, which is the total number of the













, then because Xi = 1degree(vi)≥ dL4rL
,




= |E|2dR , which means t ≤
|E|p
2dL






, thus we have proved the lemma.
Let Yi = ∑ij=1(Xi − IE[Xi | X1, . . . , Xi−1]) for all i and Y0 = 0.
Claim 2.7.13. Y0, . . . , Y|E|p
2dL
is a martingale.
Proof. For all i, we have
IE[Yi+1 −Yi | X1, . . . , Xi] = IE[Xi+1 − IE[Xi+1 | X1, . . . , Xi] | X1, . . . , Xi] = 0
Because Y0, . . . , Yi are functions of X1, . . . , Xi, therefore for all i, IE[Yi+1 −




We also know that |Yi − Yi−1| = |Xi − IE[Xi | X1, . . . , Xi−1]| ≤ 1 because
















































Equation (2.11) is because of the definition of Y|E|p
2dL
, inequality (2.12) is





(2.14) is because of the Azuma’s inequality and |E| ≥ N.


















This is the key lemma which allows us to prove the next two lemmas, and
thus Theorem 2.1.3.




and there is no scene which satisfies Lemma 2.7.3, then with probability at least
1− 1
n f+3
, there is a path in EH\F from s to t with length 3.
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Proof. We begin by randomly partitioning Vs,t\({s, t} ∪ F) to 2 parts S1, S2.
Then the probability that each node is in partition Sj is 12 for j ∈ {1, 2}. Let
P ′ ⊆ P (3)s,t,F be the collection of paths of the form s→ u→ v→ t where u ∈ S1,
v ∈ S2. Clearly each path P ∈ P (3)s,t,F is in P ′ with probability (
1
2)
2 = 14 . So






24 , and hence there is some partition S1, S2
where ∑P∈P ′ f ∗P ≥
ε( f+198)
24 ≥ ε. Fix this partition and collection of paths P ′,
and let f ′ = ∑P∈P ′ f ∗P .
For each e ∈ E, let f̂ e = ∑P:P∈P ′,e∈P f ∗P be the total flow in P ′ that pass
through e. For each P ∈ P ′, let uP be the node of P in S1, let vP be the node
of P in S2 (so P is of the form s → uP → vP → t). We will bucket the paths
in P ′ according to three values: f̂ (s,uP), f̂ (uP,vP) and f̂ (vP,t). For each integer












. Then we can construct ⌈log n⌉3 buckets as follows.
Bi,j,k =
{︂
P ∈ P ′ | f̂ (s,uP) ∈ Li, f̂ (uP,vP) ∈ Lj, and f̂ (vP,t) ∈ Lk
}︂




⌈log n⌉3 . To simplify our
notation, we call this bucket B. Then there are three values a, b, c, each of
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which is a multiple of 1n , such that for each P ∈ B, we have
f̂ (s,uP) ∈
{︄










(0, 2b], if b = 1n
(b, 2b], otherwise
.
We can easily see that c ≤ a and that c ≤ b, and that the induced subgraph
by B is a (s, t, a, c, b, F, ∑P∈B f ∗P)-scene.
We further split the problem to 4 cases, depending on whether a ≥ 1α and
whether b ≥ 1α .
Case 1: a < 1α , b <
1
α
This case cannot appear: since c ≤ a < 1α and c ≤ b <
1
α , this would
imply the existence of a (s, t, a, c, b, F, ∑P∈B f ∗P)-scene, which would also be a
(s, t, a, c, b,∅, ∑P∈B f ∗P)-scene. Such a scene would satisfy the requirement of
Lemma 2.7.3, and so by assumption cannot exist.
Case 2: a ≥ 1α , b <
1
α





then all edges of P are in EH\F. This is because if (2.15) holds, then rsruP ≤
1 ≤ aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH\F. Similarly, at the other end of the
path we would have that rvPrt ≤ rvP ≤ αn ≤ x̂(vP,t)α, so (vP, t) ∈ EH\F. For
78
the middle edge of the path, we would have that ruPrvP ≤ rvP ≤ αn ≤ x̂(uP,vP)α,
so (uP, vP) ∈ EH\F.
We know that for each vP ∈ S2, there is at most f̂ (vP,t) ≤ 2b ≤
2
α flow pass







2⌈log n⌉3 . The










Thus with probability at least 1− 1
n f+3
, there is a path in EH\F from s to t
with length 3.
Case 3: a < 1α , b ≥
1
α
This case is symmetric to case 2.












2⌈log n⌉3 . The probability that there is no ruP ≤
α








2n⌈log n⌉3 ≤ 1
n f+3
.
Thus with probability at least 1− 1
n f+3
, there is a path in EH\F from s to t
with length 3.
Case 4: a ≥ 1α , b ≥
1
α
Consider the graph with node set {s, t} ∪⋃︁P∈B{vP, uP} in this case and let
the edge set be
⋃︁
P∈B{(s, uP), (uP, vP), (vP, t)}. Let the capacity of all (s, uP)
be 2a, the capacity of all (uP, vP) be 2c, the capacity of all (vP, t) be 2b. Because
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the max flow in this graph is at least f
′
⌈log n⌉3 and a, b, c are multiple of
1
n , we
can find a flow setting that maximizing the flow, and the flow of each path is
multiple of 1n . Let B
∗ be the set of paths that has non-zero flow in this setting,
and f ∗ be the flow, we know that f ∗ ≥ f
′
⌈log n⌉3 .
This rearrangement of flow also tells us that the degree from S1 to S2
through paths in B∗ is at most 2ac . This is because: If c >
1
n , then degree from
S1 to S2 through paths in B is at most 2ac , otherwise c =
1
n , the degree from S1
to S2 through paths in B∗ is at most 2a1
n
.
For each path P ∈ B∗, we consider the degree of vP ∈ S2 that goes into
S1 (i.e. |{uP′ | P′ ∈ B∗, vP′ = vP}|), then we can construct ⌈log n⌉ buckets
B′1, . . . , B
′
⌈log n⌉ on the degree:
B′i = {P | P ∈ B∗, 2i ≤ |{uP′ | P′ ∈ B∗, vP′ = vP}| ≤ 2i+1}
Because the total flow is at least f ∗, then there must be a bucket B′ ⊆ B∗ that




⌈log n⌉4 . And there exist d ∈N, for each P ∈ B
′, the
degree of vP ∈ S2 that goes into S1 is |{uP′ | P′ ∈ B∗, vP′ = vP}| = |{uP′ |
P′ ∈ B′, vP′ = vP}| ∈ [d, 2d].
Because for all vP ∈ S2 with P ∈ B′, the degree goes into S1 before bucket-
ing is at least b2c ≥
1
2cβ . And after bucketing, the average degree will decrease
at most ⌈log n⌉4 times. Therefore d ≥ 12cβ⌈log n⌉4 ≥
1
2aβ⌈log n⌉4 .
For all vP ∈ S2 with P ∈ B′, the degree to S1 is at most the number of nodes
in S1 which contains some flow in B, so 2d ≤ εβa because f ≤ β and we only
consider f ′ ≤ εβ flow.
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then all edges of P are in EH\F. This is because if (2.17) holds, then rsruP ≤ 1 ≤
aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH\F. Similarly, at the other end of the path we
would have that rvPrt ≤ 1 ≤ bα ≤ x̂(vP,t)α, so (vP, t) ∈ EH\F. For the middle









d is larger, we would have that
64⌈log n⌉8
d ≤ cα ≤ x̂(uP,vP)α be-
cause d ≥ 12cβ⌈log n⌉4 . So (uP, vP) ∈ EH. Otherwise if
273622a⌈log n⌉13
ε is larger,








x̂(uP,vP)α, so (uP, vP) ∈ EH\F.
We want to use lemma 2.7.10 to show that with probability at least 1− 2
n f+4
,
we have enough many nodes in S2 which connects to some nodes in S1 with






16cd⌈log n⌉4 . Among all these vP, the probability that there is no one has rvP ≤
267b⌈log n⌉5




16cd⌈log n⌉4 ≤ e−( f+4) ln n because d ≤ εβ2a . By
union bound, we will know that with probability at least 1− 1
n f+3
, there is a
path in EH\F from s to t with length 3.
Now we introduce how we use the lemma. Let S′1 = {uP | P ∈ B′},
S′2 = {vP | P ∈ B′} and E′ = {(uP, vP) | P ∈ B′} be the set of nodes and




a bipartite graph. Then |S′1| ≤
f ′
a when a >
1













2c⌈log n⌉4 . The maxium degree of the left part≤
2a
c . The average





≥ a2εc⌈log n⌉4 . The maxium degree of the right
part≤ 2d, the average degree of the right part≥ d. So we can set dL = 2ac , rL =
4⌈log n⌉4






If p ≥ 1, then the lemma always works. Otherwise, p < 1, we know









≥ ( f + 4) ln n because p ≥
273622a⌈log n⌉13
ε3
, the lemma also holds.










16cd⌈log n⌉6 with probability at least 1 −
2
n f+4
. This is what we
want.




is no scene which satisfies Lemma 2.7.4, then with probability at least 1− 1
n f+3
, there
is a path in EH\F from s to t with length 4.
Proof. We begin by randomly partitioning Vs,t\({s, t} ∪ F) to 3 parts S1, S2, S3,
Then the probability that each node is in partition Sj is 13 for j ∈ {1, 2, 3}. Let
P ′ ⊆ P (4)s,t,F be the collection of paths of the form s→ u→ v→ w→ t where
u ∈ S1, v ∈ S2, w ∈ S3. Clearly each path P ∈ P
(4)
s,t,F is in P ′ with probability
(13)








162 , and hence there is some
partition S1, S2, S3 where ∑P∈P ′ f ∗P = f
′ ≥ ε( f+198)162 ≥ ε. Fix this partition and
collection of paths P ′.
For each e ∈ E, we define f̂ e = ∑P:P∈P ′,e∈P f ∗P be the total flow in P ′ that
pass through e. For each v ∈ V, we define l̂v = ∑P:P∈P ′,v∈P f ∗P be the total flow
in P ′ that pass through v. For each P ∈ P ′, let uP be the node of P in S1, let vP
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be the node of P in S2, and let wP be the node of P in S3 (so P is of the form
s → uP → vP → wP → t). We will bucket the paths in P ′ according to four




P | P ∈ P ′, f̂ (s,uP) ∈
{︄






































⌈log n⌉4 . To simplity our
notation, we call this bucket B. Now we can find a, b, c, d be multiples of 1n
such that for each P ∈ B, we have
f̂ (s,UP) ∈
{︄















(0, 2b], if b = 1n
(b, 2b], otherwise
We can easily see that c ≤ a, d ≤ b, and the induced subgraph by B is a
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(s, t, a, c, d, b, 1, F, ∑P∈B f ∗P)-scene.
We further divide the paths P in B to two cases: whether l̂vP is at least
1
β or
not. Then one of these two cases must have total flow at least f
′
2⌈log n⌉4 .




Consider the graph with node set {s, t} ∪ ⋃︁P∈B:l̂vP< 1β {vP, uP, wP} in this





{(s, uP), (uP, vP), (vP, wP), (wP, t)}. This is a
(s, t, a, c, d, b, 1β , F, ∑P∈B f
∗
P)-scene.
Case 1.1: a < 1α , b <
1
α
This case should not appear, otherwise because c ≤ a < 1α , d ≤ b <
1
α , and
a (s, t, a, c, d, b, 1β , F, ∑P∈B f
∗
P)-scene is also a (s, t, a, c, d, b,
1
β ,∅, ∑P∈B f
∗
P)-scene,
there exists a scene which satisfies Lemma 2.7.4.
Case 1.2: a ≥ 1α , b <
1
α
Consider the graph with node set {s, t} ∪ ⋃︁P∈B:l̂vP< 1β {vP, uP, wP} in this





{(s, uP), (uP, vP), (vP, wP), (wP, t)}. Let the
capacity of all (s, uP) be 2a, the capacity of all (uP, vP) be 2c, the capacity of
all (uP, wP) be 2d, the capacity of all (wP, t) be 2b. Because the max flow in
this graph is at least f
′
2⌈log n⌉4 and a, b, c, d are multiple of
1
n , we can find a flow
setting that maximizing the flow, and the flow of each path is multiple of 1n .
Let B∗ be the set of paths that has non-zero flow in this setting, and f ∗ be the
flow, we know that f ∗ ≥ f
′
2⌈log n⌉4 .
This rearrangement of flow also tells us that the degree from S1 to S2
through paths in B∗ is at most 2ac . This is because: If c >
1
n , then degree from
S1 to S2 through paths in B is at most 2ac , otherwise c =
1
n , the degree from S1
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to S2 through paths in B∗ is at most 2a1
n
. Similarily, the degree from S3 to S2
through paths in B∗ is at most 2bd , the degree from S2 to S3 through paths in
B∗ is at most
l̂vP
d .
Let P ∈ B∗ with l̂vP < 1β , and note that if




then all edges of P are in EH\F. This is because if (2.18) holds, then rsruP ≤
1 ≤ aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH\F. Similarly, at the other end of the
path we would have that rwPrt ≤ rwP ≤ bα ≤ x̂(wP,t)α, so (wP, t) ∈ EH\F. For
the second edge of the path, we would have that ruPrvP ≤ rvP ≤ αn ≤ cα ≤
x̂(uP,vP)α, so (uP, vP) ∈ EH\F. Finally, for the third path edge we would have
that rvPrwP ≤ rvP ≤ αn ≤ dα ≤ x̂(vP,wP)α, and so (vP, wP) ∈ EH\F.
Let S′2 = {vP | P ∈ B∗}, S′3 = {wP | P ∈ B∗} and E′ = {(vP, wP) | P ∈ B∗}
be the set of nodes and edges remaining in this case. We use Janson’s inequality
(Lemma 2.7.7) to bound the probability.
Let the overall set be S′2 ∪ S′3, pi =
{︄
α
n , if i ∈ S′2
bα, if i ∈ S′3
, and S be the set of
endpoint sets of each edge in E′. Let X be the number of edges (vP, wP) such
that rwP ≤ bα and rvP ≤ αn , then IE[X] = bα ·
α










Pr[XA = XB = 1]
+ ∑
B∈S :A∩B ̸=∅,A∩B∈S′3



















· (bα)2 + 2b
d







































Thus with probability at least 1− 1
n f+3
, there is a path in EH\F from s to t with
length 4.
Case 1.3: a < 1α , b ≥
1
α
This case is symmetric to case 1.2.
Case 1.4: a ≥ 1α , b ≥
1
α






then all edges of P are in EH\F. This is because if (2.19) holds, then rsruP ≤ 1 ≤
aα ≤ x̂(s,uP)α and so (s, uP) ∈ EH\F. Similarly, at the other end of the path we
would have that rwPrt ≤ 1 ≤ bα ≤ x̂(wP,t)α, so (wP, t) ∈ EH\F. For the second
edge of the path, we would have that ruPrvP ≤ rvP ≤ αn ≤ cα ≤ x̂(uP,vP)α,
so (uP, vP) ∈ EH\F. Finally, for the third path edge we would have that
rvPrwP ≤ rvP ≤ αn ≤ dα ≤ x̂(vP,wP)α, and so (vP, wP) ∈ EH\F.
Because we only consider the nodes vP ∈ S2 which has l̂vP < 1β and the
total flow is at least f
′
2⌈log n⌉4 , there are at least
β f ′
2⌈log n⌉4 nodes in S2 which is in a








2n⌈log n⌉4 ≤ 1
n f+3
.
Thus with probability at least 1− 1
n f+3
, there is a path in EH\F from s to t
with length 4.




Consider the graph with node set {s, t} ∪ ⋃︁P∈B:l̂vP≥ 1β {vP, uP, wP} in this





{(s, uP), (uP, vP), (vP, wP), (wP, t)}. Let the
capacity of all (s, uP) be 2a, the capacity of all (uP, vP) be 2c, the capacity of
all (uP, wP) be 2d, the capacity of all (wP, t) be 2b. Because the max flow in
this graph is at least f
′
2⌈log n⌉4 and a, b, c, d are multiple of
1
n , we can find a flow
setting that maximizing the flow, and the flow of each path is multiple of 1n .
Let B∗ be the set of paths that has non-zero flow in this setting, and f ∗ be the
flow, we know that f ∗ ≥ f
′
2⌈log n⌉4 .
This rearrangement of flow also tells us that the degree from S1 to S2
through paths in B∗ is at most 2ac . This is because: If c >
1
n , then degree from
S1 to S2 through paths in B is at most 2ac , otherwise c =
1
n , the degree from S1
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to S2 through paths in B∗ is at most 2a1
n
. Similarily, the degree from S3 to S2
through paths in B∗ is at most 2bd .
For each path P ∈ B∗, we consider the degree of vP ∈ S2 on each side
(i.e. |{uP′ | P′ ∈ B∗, vP′ = vP}| and |{wP′ | P′ ∈ B∗, vP′ = vP}|), then we can
construct ⌈log n⌉2 buckets B′1,1, . . . , B′⌈log n⌉,⌈log n⌉ on the degree:
B′i,j = {P | P ∈ B∗, 2i ≤ |{uP′ | P′ ∈ B∗, vP′ = vP}| ≤ 2i+1,
2j ≤ |{wP′ | P′ ∈ B∗, vP′ = vP}| ≤ 2j+1}
Because the total flow is at least f ∗, then there must be a bucket B′ ⊆ B∗




2⌈log n⌉6 . And there exist d1, d3 ∈ N, for each
P ∈ B′, the degree of vP ∈ S2 that goes into S1 is |{uP′ | P′ ∈ B∗, vP′ = vP}| =
|{uP′ | P′ ∈ B′, vP′ = vP}| ∈ [d1, 2d1], the degree of vP ∈ S2 that goes into S3
is |{wP′ | P′ ∈ B∗, vP′ = vP}| = |{wP′ | P′ ∈ B′, vP′ = vP}| ∈ [d3, 2d3].
Because for all vP ∈ S2 with P ∈ B′, the degree goes into S1 before bucket-




2cβ . And after bucketing, the average degree will decrease
at most 2⌈log n⌉6 times. Therefore d1 ≥ 14cβ⌈log n⌉6 ≥
1
4aβ⌈log n⌉6 . Using the
same method, we will get d3 ≥ 14dβ⌈log n⌉6 ≥
1
4bβ⌈log n⌉6 .
For all vP ∈ S2 with P ∈ B′, the degree to S1 is at most the number of nodes
in S1 which contains some flow in B, so 2d1 ≤ εβa because f ≤ β and we only
consider f ′ ≤ εβ flow. Using the same method, we will get d3 ≤ εβ2b .
Without lose of generality, we assume ca ≤
d
b . Let P ∈ B





















then all edges of P are in EH\F.






} ≤ aα ≤
x̂(s,uP)α because d1 ≥
1
4aβ⌈log n⌉6 . So (s, uP) ∈ EH\F.
Similarly, if (2.21) holds, we would have that






} ≤ bα ≤ x̂(vP,t)α,
because d3 ≥ 14bβ⌈log n⌉6 . So (vP, t) ∈ EH\F.
For the second edge of the path, if (2.20) and (2.22) holds, if 256⌈log n⌉
12
ε2d1
is larger, we would have that ruPrvP ≤ ruP ≤
256⌈log n⌉12
ε2d1
≤ cα ≤ x̂(uP,vP)α













cα ≤ x̂(uP,vP)α, so (uP, vP) ∈ EH\F.
Finally, for the third edge of the path, if (2.21) and (2.22) holds, if 16384⌈log n⌉
12
ε2d3
is larger, we would have that ruPrvP ≤ ruP ≤
16384⌈log n⌉12
ε2d3
≤ dα ≤ x̂(uP,vP)α














≤ dα ≤ x̂(wP,vP)α, so (wP, vP) ∈ EH\F.
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The idea of proving this case is like this:
We want to use lemma 2.7.10 to first show that with probability at least 1−
2
n f+4
, we have enough many nodes in S2 which connects to some nodes in S1








. Then, we want to use lemma 2.7.10 again to show that with prob-
ability at least 1− 2
n f+4
, we have enough many nodes in S2 which connects to
some nodes in S1 with small enough ruP , and also connects to some nodes in S3














. Among all these vP, if it is the
case that 28747cβ⌈log n⌉
7
a ≥ 1, there must be one vP ≤
28747cβ⌈log n⌉7
a . Otherwise, if
28747cβ⌈log n⌉7
a < 1, the probability that there is no one has rvP ≤
28747cβ⌈log n⌉7
a is




128cd1⌈log n⌉6 ≤ e−( f+4) ln n because d1 ≤ εβ2a . By union
bound, we will know that with probability at least 1− 1
n f+3
, there is a path in
EH\F from s to t with length 4.
Now we introduce how we use the lemma.
For the first time, let S′1 = {uP | P ∈ B′}, S′2 = {vP | P ∈ B′} and
E′ = {(uP, vP) | P ∈ B′} be the set of nodes and edges remaining between
S1 and S2 in this case. We know that (S′1, S
′
2, E
′) is a bipartite graph. Then
|S′1| ≤
f ′
a when a >
1
n and |S′1| ≤ n when a =
1




Treat S′1 as the left part and S
′












≥ εa4c⌈log n⌉6 . The maxium degree of the right part ≤ 2d1, the average
degree of the right part ≥ d1. So we can set dL = 2ac , rL =
8⌈log n⌉6
ε , dR =








If p ≥ 1, then the lemma always works. Otherwise, p < 1, we know









≥ ( f + 4) ln n because p ≥
108a⌈log n⌉19
ε , the lemma also holds.






probability at least 1− 2
n f+4
.
Suppose lemma 2.7.10 succeeded in the first time. For the second time, let
S′′3 = {wP | P ∈ B′, vP ∈ S′′2 }, S′′2 and E′′ = {(vP, wP) | P ∈ B′, vP ∈ S′′2 } be
the set of nodes and edges remaining between S3 and S2 in this case. We know
that (S′′3 , S
′′
2 , E
′′) is a bipartite graph. Then |S′′3 | ≤
f ′
b when b >
1
n and |S′′3 | ≤ n
when b = 1n , so |S′′3 | ≤
f ′
εb because f
′ ≥ ε. Treat S′3 as the left part and S′2 as the
right part. Because we lose at most 34 fraction of the nodes in S
′
2, and the degree













32d⌈log n⌉6 . The maxium degree of





≥ εb32d⌈log n⌉6 .
The maxium degree of the right part ≤ 2d3, the average degree of the right
part ≥ d3. So we can set dL = 2bd , rL =
64⌈log n⌉6








If p ≥ 1, then the lemma always works. Otherwise, p < 1, we know









≥ ( f + 4) ln n because
p ≥ 10
11b⌈log n⌉19
ε , the lemma also holds.













with probability at least 1− 2
n f+4
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3.1 Definitions and Preliminaries
We begin with some basic definitions, including formal definitions of the
problems that we will be working on.
Definition 3.1.1. An approximate distance oracle with (m, a)-stretch, size s,
preprocessing time g, and query time h is a pair of algorithms, preprocess and
query, with the following properties.
• preprocess(V, d, m, a, r) is a randomized preprocessing algorithm which
takes as input a metric space (V, d), stretch bound (m, a), and random
string r and outputs a data structure S where the expected output size is
at most Er[|S|] ≤ s(|V|, m, a) and the expected preprocessing time is at
most g(|V|, m, a).
• query takes as input a data structure S = preprocess(V, d, m, a, r) (the
output of the preprocess algorithm) with two vertices u, v ∈ V, and
outputs a value d′(u, v) ∈ R such that d(u, v) ≤ d′(u, v) ≤ m · d(u, v)+ a.
The running time of query is at most h(|V|, m, a).
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We will frequently refer to these just as “distance oracles" rather than
“approximate distance oracles" when the stretch bound is clear from context.
The query algorithm guarantees here are deterministic: the randomness
only affects the size of the data structure. Note that one could easily define dis-
tance oracles so that either the correctness (with respect to the stretch bound)
or the query running time (or both) hold only in expectation or with high
probability, but as discussed in Chapter 1, essentially all existing distance ora-
cles (and in particular the Thorup-Zwick distance oracle) have deterministic
guarantees on the queries.
This naturally leads us to the following question: If we fix a particular
distance oracle and metric space, can we find the best possible data structure?
Here we will focus on the output size, not the preprocessing time (as long
as the preprocessing time is polynomial). In other words, since the query
algorithm work on any of the possible data structures which the preprocessing
algorithm might output, can we actually find the smallest such data structure?
This gives the following natural optimization problem.
Definition 3.1.2. Let A = (preprocess, query) be an approximate distance
oracle. The A-optimization problem takes as input a metric space (V, d) and
a stretch bound (m, a), and the goal is to find a string r which minimizes
|preprocess(V, d, m, a, r)|.
In this thesis we will focus on two distance oracles (Thorup-Zwick (Thorup
and Zwick, 2005) and Pǎtraşcu-Roditty (Patrascu and Roditty, 2010)), so we
now introduce these oracles.
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3.1.1 Thorup-Zwick Distance Oracle
For every integer k ≥ 1, Thorup and Zwick (Thorup and Zwick, 2005) pro-
vided an approximate distance oracle with (2k− 1, 0)-stretch, size O(n1+ 1k ),
preprocessing time O(kn2+
1
k ), and query time O(k). We call this distance
oracle TZk.
Their preprocessing algorithm first constructs a chain of subsets ∅ = Ak ⊆
Ak−1 ⊆ . . . ⊆ A0 = V by repeated sampling. Each set Ai, where i ∈ [k− 1], is




Let Riu = {v ∈ Ai−1 | d(u, v) < minw∈Ai d(u, w)} for all u ∈ V and i ∈ [k]
(where by convention minw∈∅ d(u, w) = ∞ for all u ∈ V to handle the i = k
case). The output data structure is obtained by storing (in a 2-level hash table)
the distance from each node u to each node in
⋃︁k
i=1 Riu.
The data structure also stores a little more information. Each vertex u
remembers k− 1 pivots: arg minw∈Ai d(u, w) for all i ∈ [k− 1], and the distance
from u to these pivots. However, this is a negligible space cost. We will ignore
the cost of storing the pivots when analyzing the size of the oracle.
Clearly the output data structure is determined once A1, . . . , Ak−1 are fixed.
The size of the data structure is:


















We will refer to ∑u∈V |Riu| as the cost in level i.
Let us look back on the definition of approximate distance oracle. The
random string r is only used to generate Ai’s, and the query algorithm will
return a correct distance estimate no matter what the sets Ai are, but the size
is determined by the sets. Therefore, the TZk-optimization problem is to find
the subsets ∅ = Ak ⊆ Ak−1 ⊆ . . . ⊆ A0 = V in order to minimize the total
cost.
3.1.2 Pǎtraşcu-Roditty Distance Oracle
Pǎtraşcu and Roditty (Patrascu and Roditty, 2010) provided an approximate
distance oracle with (2, 1)-stretch, size O(n
5
3 ), preprocessing time O(n2), and
query time O(1). We call this distance oracle PR. Note that PR works only for
unweighted graph metrics.
Their preprocessing algorithm first construct a set A ⊆ V via a complicated
correlated sampling (informally, they sample a large set and a small set, and
then define A to be everything in the large set and everything contained in
a ball around the small set delimited by the large set). The data structure
consists of a 2-level hash table for the distance from each node in A to each
node in V, as well as a 2-level hash table storing the distance between each
pair {u, v} ⊆ V such that d(u, v) < minw∈A d(u, w) + minw∈A d(v, w)− 1
As with Thorup-Zwick, the output data structure is completely determined
once A is fixed. Let
R =
{︃
{u, v} ⊆ V | d(u, v) < min
w∈A






Then the size of the data structure is
cost(A, V, d)
= n · |A|+ |R|
= n · |A|+
⃓⃓⃓⃓{︃
{u, v} ⊆ V | d(u, v) < min
w∈A





As before, the random string r is only used to generate the set A, and any
A ⊆ V gives a data structure on which the query algorithm works. Therefore,
the PR-optimization problem is to find the subset A ⊆ V in order to minimize
the total cost.
3.1.3 Distance Oracles With Outliers
In some cases, a small set of outlier vertices may make the size of the data
structure blow up. Yet in some applications it is acceptable to ignore these
outliers. This was the motivation behind a line of work on distance oracles
with slack (Chan et al., 2009; Chan, Dinitz, and Gupta, 2006), in which the data
structure could ignore the stretch bound on a small fraction of the distances.
In this thesis, we consider the case that we can refuse to answer distance
queries for some outlier vertices. In other words, we can essentially remove
an outlier set F out of V when computing the distance oracle. This gives us
the problem of optimizing distance oracle with outliers, in which we not only
need to find the random string to determine the output data structure, we also
need to find the set of outliers to minimize the final cost. More formally, we
have the following type of problem.
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Definition 3.1.3. Given approximate distance oracle A = (preprocess, query),
the A-optimization problem with outliers takes as input a metric space (V, d),
a stretch bound (m, a), and a bound on the number of outliers f ∈ N. The
goal is to find a string r as well as a set F ⊆ V where |F| ≤ f , in order to
minimize |preprocess(V\F, d, m, a, r)|.
We will provide both true approximation results and (α, β)-bicriteria results,
in which we slightly violate the bound on the number of outliers. Formally, an
(α, β)-approximation algorithm for the A-optimization problem with outliers
is on algorithm which on any input ((V, d), (m, a), f ) returns a solution with
cost at most α ·OPT that has at most β · f outliers (where OPT is the minimum
cost of any solution with at most f outliers).
3.1.4 Results and Techniques
With these definitions in hand, we can now formally state our results.
In Section 3.2 we discuss the problem of optimizing the 3-stretch Thorup-
Zwick distance oracle, i.e., the TZ2-optimization problem. It is straightforward
to obtain an O(log n)-approximation by reducing to the non-metric facility
location problem.
Theorem 3.1.4. There is an O(log n)-approximation algorithm for TZ2-optimization
problem.
To prove a matching lower bound, we use a reduction from Label Cover
to the TZ2-optimization problem. We use a proof which is similar to the
proof of the hardness of Set Cover in (Vazirani, 2013) (based on (Feige, 1998)).
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However, we cannot use a reduction directly from Set Cover since we will
need some extra properties of the starting instances, and thus are forced to
start from Label Cover. We introduce a new notion of (m, l, δ)-set families
and show that these can still be plugged into existing hardness results to get
the extra structural properties that we need. This lets us prove the following
theorem:
Theorem 3.1.5. Unless NP ⊆ DTIME(nO(log log n)), the TZ2-optimization prob-
lem does not admit a polynomial-time o(log n)-approximation.
For larger stretch values, a natural approach is to realize that a simple LP
relaxation suffices to give Theorem 3.1.4 in the stretch 3 case, and try to extend
this basic LP to larger stretches. In Section 3.3, we show that this does not work
for the more general TZk-optimization problem: the integrality gap jumps up
to become a polynomial. The instance is very simple: it is just the metric space
formed by shortest paths on the n-cycle. It turns out to be straightforward to
calculate the optimal fractional LP cost, but proving that the optimal integral
solution is large is surprisingly involved.





2k−1 ) integrality gap when k > 2.
In Section 3.4 we discuss the problem of optimizing the Pǎtraşcu-Roditty
distance oracle. The basic LP and a simple rounding algorithm gives us an
O(log n)-approximation algorithm.
Theorem 3.1.7. There is an O(log n)-approximation algorithm for PR-optimization
problem.
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A reduction from set cover problem also gives us a matching lower bound.
Theorem 3.1.8. Unless P = NP, the PR-optimization problem does not admit a
polynomial-time o(log n)-approximation.
In Section 3.5 we move to the outliers setting. For both TZ2- and PR-
optimization problems, a semidefinite programming relaxation and a simple
rounding algorithm gives us an (O( log nε ), 1+ ε)-approximation algorithm. Us-
ing an SDP relaxation seems to be necessary – the corresponding LP relaxation
requires violating the number of outliers by a factor of 2 rather than a factor
of 1 + ε. We can also get a true approximation on TZ2-optimization problem
with outliers if the number of outliers is low. These results form the following
theorems.
Theorem 3.1.9. There is an (O( log nε ), 1 + ε)-approximation algorithm for the TZ2-
optimization problem with outliers.
Theorem 3.1.10. There is an O(log n)-approximation algorithm for TZ2-optimization
problem with outliers if the number of outliers is at most
√
n.
Theorem 3.1.11. There is an (O( log nε ), 1 + ε)-approximation algorithm for the
PR-optimization problem with outliers.
3.2 TZ2-Optimization Problem
We first give an O(log n)-approximation for TZ2-optimization (Theorem 3.1.4),
and follow this with a matching lower bound.
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3.2.1 Upper Bound: Proof of Theorem 3.1.4
We will prove our upper bound by a reduction to the non-metric facility
location problem.
Definition 3.2.1. In the non-metric facility location problem we are given a set
F of facilities, a set D of clients, an opening cost function f : F → R+, and a
connection cost function c : D× F → R+. The goal is to find the set S ⊆ F
which minimizes ∑i∈S f (i) + ∑i∈D minj∈S c(i, j) (i.e. the sum of the opening
and connection costs).
Non-metric facility location is a classic problem, and much is known about
it, including the following upper bound due to Hochbaum.
Theorem 3.2.2 (Hochbaum, 1982). There is a polynomial time algorithm which
gives an O(log n)-approximation to the non-metric facility location problem.
Hochbaum’s algorithm is a greedy algorithm, but it is also straightforward
to design an algorithm with similar bounds using an LP relaxation. Since it is
not necessary we do not present the relaxation here, but generalizations of the
relaxation will prove important in the more general TZk setting (see Section
3.3).
We now show that the TZ2-optimization problem is essentially a special
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case of non-metric facility location problem. First, simple arithmetic manipula-































|{v ∈ V | d(u, v) < d(u, w)}| .
Given an instance (V, d) of the TZ2-optimization problem, we create an
instance of non-metric facility location by setting F = D = V, opening costs
f (v) = n for all v ∈ V, and connection costs c(u, w) = |{v ∈ V | d(u, v) <
d(u, w)}| for all u, w ∈ V. Then the cost function of the TZ2-optimization
problem is exactly the same as the cost function of non-metric facility location
problem. Therefore TZ2 is a special case of non-metric facility location, which
together with Theorem 3.2.2 implies Theorem 3.1.4.
3.2.2 Lower Bound
3.2.2.1 Overview
Proving an Ω(log n) hardness of approximation (Theorem 3.1.5) turns out to
be surprisingly difficult. Technically we reduce directly to TZ2-optimization
from a version of the Label Cover problem that corresponds to applying
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parallel repetition (Raz, 1998) to 3SAT-5, which is a standard starting point for
hardness reductions. Informally, though, we are “really" reducing from Set
Cover: given an instance of Set Cover, we show how to create an instance of
TZ2-optimization where the cost of the optimal solution is the same (up to
a constant and a polynomial scaling factor). But in order for our reduction
to work, we actually need more than just an arbitrary Set Cover instance:
we need a version of Set Cover in which it is hard even to cover most of the
elements, not just all of them.
So we have to also give a new reduction from Label Cover to Set Cover,
showing that even this version of Set Cover is hard. It turns out that Feige’s
reduction (Feige, 1998), reinterpreted by Vazirani (Vazirani, 2013), essentially
already gives us what we need. We just need to analyze it a bit more carefully.
In particular, a key component of this reduction is what Vazirani called (m, l)-
set systems, which can be thought of as nearly-unbiased sample spaces. We
generalize this notion to (m, l, δ)-set systems, given in the following definition.
Definition 3.2.3. A set B (the universe) and a collection of subsets C1, . . . , Cm
of B form an (m, l, δ)-set system if any l sets in {C1, . . . , Cm, C1, . . . , Cm} whose
union contains at least (1− δ)|B| elements must include both Ci and Ci for
some i.
An (m, l)-set system is just a (m, l, 0)-set system. While not all (m, l)-set
systems are (m, l, δ)-set systems for larger δ, the construction of (m, l)-set
systems in (Vazirani, 2013) actually does generalize directly to larger values
of δ. With this tool in hand, we follow through the rest of the reduction
and it gives us the type of Set Cover instances which we need. Technically
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our reduction skips this step by going directly from Label Cover to TZ2-
optimization, but generating these kinds of Set Cover instances is intuitively
what the first part of the reduction is doing.
3.2.2.2 Label Cover Problem
For the lower bound, we start from a hard Label Cover instance, and following
the steps in proving the hardness of approximating Set Cover problem. Since
the definition of the Label Cover problem is somewhat complex, we break
it into parts: first defining an instance, a labelling, and then defining the
problem. Note that we are using a specific setting where the parameters in
the graph are strongly related, so it is slightly different from the definition of
classic/general Label Cover problem.
Definition 3.2.4. A label cover instance consists of (G = (V1, V2, E), Σ, Π)
where
• G is a bipartite graph between vertex sets V1 and V2 and an edge set E.
Let V′ = V1 ∪V2
• G is left and right regular. Denote by ∆1 and ∆2 the degrees of vertices
in V1 and V2 respectively.
• For each edge e, there is a constraint Πe which is a bijection function from
Σ to itself. The set of all constraints in G are Π = {Πe : Σ→ Σ | e ∈ E}
Definition 3.2.5. A labelling of the graph, is a mapping σ : V′ → Σ which
assigns a label for each vertex of G. A labelling σ is said to satisfy an edge
e = (v1, v2) if and only if Πe(σ(v1)) = σ(v2).
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The following definition is the problem which will be the starting point of
our reduction.
Definition 3.2.6. In the LabelCovern,r,ε problem, we are given an instance
(G, Σ, Π) of Label Cover where |V1| = (5n)r, |V2| = (5n)r, |Σ| = 7r, ∆1 =
15r, ∆2 = 15r, and one of the following is true:
• There exists a labelling σ such that it satisfies all the edges e in G (in
which case we say that the input is a YES instance), or
• For any labelling σ of the vertices, no more than εr|E| edges are satisfied
by σ (in which case we say that the input is a NO instance).
The goal is to determine whether the input is a YES or a NO instance.
Label Cover forms the starting point of many hardness of approximation
results. Its hardness is a now-classical application of the PCP theorem (Ben-Or
et al., 1988) and Raz’s parallel repetition lemma (Raz, 1998), which give the
following theorem.
Theorem 3.2.7 (Raz, 1998). There exists a constant ε ≥ 0 such that LabelCovern,r,ε
is not in P unless NP ⊆ DTIME(nO(r)).
For example, there exists a constant ε ≥ 0 such that LabelCovern,3 log log n,ε
is not in P unless NP ⊆ DTIME(nO(log log n)). Starting from here, we will
fix r = 3 log log n, and ε be the constant which makes LabelCovern,3 log log n,ε
hard.
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3.2.2.3 (m, l, δ)-Set System
We also need a (m, l, δ)-set system (see Definition 3.2.3) to do the reduction.
We can construct a (m, l, δ)-set system by using a (l, γ)-independent collection
of length m strings.
Definition 3.2.8. Let B be a collection (may contains repetitions) of binary
strings of length m. B is (l, γ)-independent if the following inequality holds for
every i1, i2, . . . , il and a ∈ {0, 1}l:⃓⃓⃓⃓
Pr
x∈B




A corollary of lemma 1 and construction 3 in (Alon et al., 1992) provides a
explict construction of (l, γ)-independent collection.
Corollary 3.2.9. For any l ≤ m, there is an explict construction of a (l, (1− 2−l) ·
2−l−1)-independent collection of length m strings with |B| = 4l+1m2 in |B|O(1)
time.
With the corollary in hand, we can construct a (m, l, δ)-set system with the
parameters we want.
Lemma 3.2.10. For any l ≤ m, there is an explicit construction of a (m, l, 2−l−1)-set
system with |B| = 4l+1m2 in |B|O(1) time.
Proof. Let B be the collection of length m strings in Corollary 3.2.9. Define
Ci = {x ∈ B | xi = 1} for all i ∈ [m], we will show that (B; C1, . . . , Cm) is a
(m, l, 2−l−1)-set system.
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⃓⃓ ≥ (1− 2−l−1)|B|,
where each Dij is either Cij or Cij (note that this implies that there are no j and
k such that Dij = Dik). Define
aj =
{︄
0, if Dij = Cij
1, if Dij = Cij
.
Let S = {x | x ∈ B, xi1 = a1, xi2 = a2, . . . , xil = al}. Because B is a (l, (1−
2−l) · 2−l−1)-independent collection, we have
|S| = |{x | x ∈ B, xi1 = a1, xi2 = a2, . . . , xil = al}|
> (2−l − (1− 2−l) · 2−l−1)|B|
> 2−l−1|B|.
On the other hand, note by construction, for all x ∈ S and j ∈ [l], we




≤ |B| − |S| < (1− 2−l−1)|B|: a
contradiction.
3.2.2.4 Reduction
We now show how to use the set systems from the previous section to give a
reduction from Label Cover to TZ2-optimization problem.
Let (G = (V1, V2, E), Σ, Π) be a LabelCovern,r,ε instance with r = 3 log log n,
and let (B; C1, . . . , Cm) be a (m, l, 2−l−1)-set system with m = |Σ| = 7r, l =
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r log n.
We first create a universe U = E× B, and a set of sets S = {Sv,x | v ∈








{e} × Cx, if v ∈ V2.
We know that |E| = (15n)r, |B| = 4r log n+1 · 72r = nΘ(1)·r and |S| = m · |V′| =
7r · 2 · (5n)r, so |U | ≫ |S|. Without lose of generality and for simplicity of our
proof, we can assume |U | is dividable by |S|, so that we can replicate S for |U ||S|





which has the same size as
U .
It is also easy to see that each u = ((v1, v2), b) ∈ U appears in exactly
m sets in S because for each x ∈ [m], either u ∈ Sv1,x or u ∈ Sv2,Π(v1,v2)(x).
Therefore each u ∈ U appears in m|U ||S| =
|U |
|V′| sets in S
′.




1.2, if u ∈ S ′, v ∈ S ′
1.4, if u ∈ v or v ∈ u
1.6, if u ∈ U , v ∈ U
1.8, otherwise
This metric space (V, d) will form the instance of TZ2-optimization which
we analyze. It is easy to see that the reduction is polynomial because |V| is
polynomial of |E|.
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3.2.2.5 Analysis: Proof of Theorem 3.1.5
Lemma 3.2.11. If (G, Σ, Π) is a YES instance in the LabelCovern,r,ε problem. Then
the reduction (V, d) to the TZ2-optimization problem has a solution with cost ≤
(|V′|+ 1) · |V|.
Proof. Let σ : V′ → [m] denote a labelling of G which satisfies all the edges
in E. Let A1 = {Sv,σ(v) | v ∈ V′}. We claim that A1 is a solution with cost at
most (|V′|+ 1) · |V|.
Note that in Section 3.2.1 we showed that the level 2 cost ∑u∈V |R2u| =
|V| · |A1| = |V′| · |V|, the only thing left is to show that the level 1 cost is
∑u∈V |R1u| ≤ |V|. We will prove this by showing R1u ⊆ {u} for all u ∈ V.
For any u ∈ S ′, we have that d(u, v) ≥ 1.2 for all v ∈ V because the
definition of d, and minw∈A1 d(u, w) = 1.2 because A1 ∩ S ′ ̸= ∅. Thus R1u =
{v ∈ V | d(u, v) < minw∈A1 d(u, w)} ⊆ {u}.
For any u = ((v1, v2), b) ∈ U , we have that d(u, v) ≥ 1.4 for all v ∈ V
because the definition of d. We also know that either u ∈ Sv1,σ(v1) or u ∈
Sv1,Π(v1,v2)(σ(v1))
by the definition of S , and Π(v1,v2)(σ(v1)) = σ(v2) because
edge (v1, v2) is satisfied by labelling σ. Therefore u ∈ Sv1,σ(v1) ∪ Sv2,σ(v2). From
the fact that both Sv1,σ(v1) and Sv2,σ(v2) are in A1, we have minw∈A1 d(u, w) =
1.4. Thus R1u = {v ∈ V | d(u, v) < minw∈A1 d(u, w)} ⊆ {u}.
Therefore R1u ⊆ {u} for all u ∈ V, so that A1 is a solution with cost at
most ≤ (|V′|+ 1) · |V|.
Lemma 3.2.12. If (G, Σ, Π) is a No instance in the LabelCovern,r,ε problem. Then
the reduction (V, d) to the TZ2-optimization problem has no solution with cost
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< l8 |V′| · |V|.
Proof. We prove the lemma by showing that if the optimal solution of the
reduction (V, d) to the TZ2-optimization problem has cost < l8 |V′| · |V|, then
there exists a labelling σ such that it satisfies more than εr|E| edges.
Assume the optimal solution A1 ⊆ V has cost(A1, V, d) < l8 |V′| · |V|, then
|A1| < l8 |V′| because the level 2 cost is ∑u∈V |R2u| = |V||A1|.





s.t. S(j)v,x ∈ A1 ∩ S ′} for all v ∈ V, then
∑v Lv ≤ |A1 ∩ S ′| ≤ |A1| < l8 |V′|. Therefore at least
3
4 |V′| vertices has
|Lv| < l2 , because otherwise ∑v Lv ≥ (1−
3





Let E1 = {e = (v1, v2) ∈ E | |Lv1 | < l2 , |Lv2 | <
l
2}. Then |E1| ≥
|E|
2 because
|V1| = |V2| = |V
′|
2 and G is regular.
On the other hand, we define a u ∈ U is “uncovered” if {v ∈ A1 ∩ S ′ | u ∈
v} = ∅. Then for any uncovered u ∈ U , we know that minw∈A1 d(u, w) = 1.6.
Thus
R1u ={v ∈ V | d(u, v) < min
w∈A1
d(u, w)}
≥{v ∈ S ′ | d(u, v) < 1.6}
={v ∈ S ′ | u ∈ v} = |U ||V′| .






Let E2 = {e ∈ E | |{u = (e, b) ∈ U | u is uncovered}| < l|V
′|2
|E| }. Then








Let E′ = E1 ∩ E2, we know that |E′| ≥ |E|4 .
Now, we will show that if we uniformly random sample labels from Lv for
each v ∈ V′, the expected number of the edges satisfied in E′ is at least |E|l2 .
For each edge e = (v1, v2) ∈ E′ where v1 ∈ V1 and v2 ∈ V2. Assume
Lv1 = {a1, . . . , ap}, Lv2 = {b1, . . . , bq}. Note that for every e ∈ E2 we have⃓⃓⃓
{u = (e, b) ∈ U | ∃v ∈ A1 ∩ S ′, u ∈ v}
⃓⃓⃓
≥ |B| − l|V
′|2
|E| ,
and for all u = ((v1, v2), b) ∈ U , there exists v ∈ A1 ∩ S ′ where u ∈ v iff
u ∈ Sv1,ai or u ∈ Sv2,bi . Thus we have⃓⃓⃓⃓
























Thus by the definition of (m, l, 2−l−1))-set system, we know that there exists i, j
such that Πe(ai) = bj. Therefore, e is satisfied with probability 1|Lv1 |·|Lv2 |
≥ 4l2
because the labels are uniformly sampled. Thus the expected number of the




l2 , which means, there is a way to
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label all the vertices in V′ and satisfies at least |E|l2 edges.
Finally, because r = 3 log log n and l = r log n, we know that at most εr ·
|E| < |E|l2 edges can be satisfied by any labelling, which is a contradiction.
With these lemmas, we can prove our lower bound on the TZ2-optimization
problem.
By Lemma 3.2.11 and Lemma 3.2.12, we have a polynomial reduction
from LabelCovern,r,ε problem to TZ2-optimization problem, which maps a
YES instance of LabelCovern,r,ε to a TZ2-optimization instance with optimal
cost at most (|V′|+ 1) · |V|, and maps a NO instance of LabelCovern,r,ε to a





8) = Θ(log |V|).
Combined with the hardness Theorem 3.2.7, we know that unless NP ⊆
DTIME(nO(log log n)), the TZ2-optimization problem does not admit a polynomial-
time o(log n)-approximation.
3.3 TZk-Optimization Problem
We now move to the more general TZk-optimization problem. While we are
not able to give nontrivial upper bounds for this problem, we can at least
show that the basic LP relaxation (as discussed in Section 3.2.1) does not give









s.t. 0 = x(k)v ≤ x
(k−1)









x(i)w ∀u, v ∈ V, i ∈ [k]
y(i)uv ≥ 0 ∀u, v ∈ V, i ∈ [k]
(3.1)
Figure 3.1: LP relaxation for TZk-Optimization Problem (LPTZk )
3.3.1 The LP
Let Bu(v) = {w ∈ V | d(u, w) ≤ d(u, v)}. For every v ∈ V and i ∈ [k], let
x(i)v be a variable which is supposed to be an indicator for whether v ∈ Ai.
Similarly, for all u, v ∈ V and i ∈ [k], let y(i)uv be a variable which is supposed to
be an indicator for whether v ∈ Riu. (Recall that Riu = {v ∈ Ai−1 | d(u, v) <
minw∈Ai d(u, w)}) We can easily write an LP relaxation for this problem. See
Figure 3.1.
We first prove that our LP relaxation is indeed valid, i.e., we prove the
following claim.
Claim 3.3.1. LPTZk is a valid relaxation to the TZk-optimization problem.
Proof. Let A1, . . . , Ak−1 be a valid solution to the TZk-optimization problem.
Let x(i)v = 1v∈Ai and y
(i)
uv = 1v∈Riu for all i ∈ [k] and u, v ∈ V. We can see that
the objective value ∑ki=1 ∑u,v∈V y
(i)
uv = ∑ki=1 ∑u∈V |Riu| = cost(A1, . . . , Ak−1, V, d),
which is the cost function.
We can also see that the first constraint is satisfied by x(i)v and y
(i)
uv because
∅ = Ak ⊆ Ak−1 ⊆ . . . ⊆ A0 = V. The second constraint is satisfied because
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if v ∈ Ai−1 and there is no vertex in Ai ∩ Bu(v), then v ∈ Riu. The third
constraint is trivially satisfied.
Therefore x(i)v and y
(i)
uv is a valid solution to LPTZk which makes the LP
objective value equal to the actuall cost function. Thus the claim is proved.
When restricted to the special case of k = 2, it is not hard to see that this
LP is essentially a special case of the basic LP relaxation for non-metric facility
location, which can be used to prove the O(log n) bound of Theorem 3.1.4.
But for larger values of k the behavior is different, and does not result in a
polylogarithmic integrality gap.
3.3.2 Integrality Gap
The integrality gap instance is quite simple: the metric (V, d) induced by
shortest-path distances in a cycle. Slightly more formally, we let V = [n], and
use the cycle distance d(u, v) = min{|u− v|, n + min{u, v} −max{u, v}}.
3.3.2.1 Cost of The LP Solution
We first show that on this instance, LPTZk has a solution with low cost.
Lemma 3.3.2. LPTZk has a solution with cost O(n
1+ 1
2k−1 ) on instance (V, d).
Proof. Consider the following setting of the LP variables: let x(i)v = n
− 2i−1
2k−1 for




w } for all
u, v ∈ V and i ∈ [k].




2k−1 = x(i+1)v which satisfies the first




v − ∑w∈Bu(v) x
(i)
w which satisfies the second
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constraint of LPTZk , and y
(i)
uv ≥ 0 which satisfies the third constraint of LPTZk .
Therefore x(i)v , y
(i)
uv is a valid solution to LPTZk .
























































2k−1 − 3 · n−
2i−1


































Here equation (3.4) holds because of all x(i)v are equal and all x
(k)
v = 0.
Equation (3.5) holds because of the definition of circle distance. Equation (3.6)
is a unrolling, and equation (3.7) is a summation over arithmetic progression.
The last equation holds because of k is a constant.
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3.3.2.2 Optimal Solution of The Instance
Next we will show that the optimal solution of this instance is large.
Lemma 3.3.3. The optimal solution to the instance (V, d) has cost at least Ω(n1+
1
k ).
We will prove this lemma using a stronger claim. The lemma holds by
setting a = 1, b = ⌊n2 ⌋, and l = k in this claim:
Claim 3.3.4. For a segment [a, b] of the cycle where a, b ∈ [n], b− a < n2 , and all





for each l ∈ [k].
Proof. We prove this by doing induction on l. The base case is l = 1. For each
vertex u ∈ [a, b], We know that
R1u = {v ∈ V | d(u, v) < min
w∈A1
d(u, w)}
⊆ {v ∈ [a, b] | |u− v| ≤ min{u− a, b− u}},




|R1u| ≥ 2 · (1 + 2 + . . . +
⌊︃
b− a + 2
2
⌋︃
+ . . . + 2 + 1) ≥
(︃




Now we consider general case l ≥ 2, and assume the claim is established on
l − 1.
Assume there are m vertices t1, . . . , tm ∈ [a, ⌈ a+b2 ⌉] ∩ Al−1, and [a, ⌈
a+b
2 ⌉]
are splitted to small segments [a0, b0], . . . , [am, bm] where all the vertices in
[ai, bi] are not in Al−1 (if a segment has no vertex inside, we let bi = ai − 1
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without lose of generality). Then for each i ∈ [m] and u ∈ [ai, bi + 1], we have























bi − ai + 1
4l−1
)︃1+ 1l−1
+ i · (bi − ai + 2)
)︄
.
If m > b−a+14 , ∑
m





If m ≤ b−a+14 , we have a stronger inequality which we will prove later:











Using this inequality, by setting xi =
bi−ai+1





































3.3.2.2.1 Proof of Lemma 3.3.5
Let M = (∑mi=1 xi)
α−1
α . We first split the problem to 2 cases, depending on
whether m ≤ M.
Case 1: m ≤ M.














































Case 2: m > M.
Let’s fix T = ∑mi=0 xi and consider the x
∗ which minimizes the left side:
l(x) = ∑mi=0(x
α
i + 4i · xi).
Consider any two consecutive variables xj and xj+1, we claim that, in x∗,
for each 0 ≤ j < m, either x∗j+1 = 0, or (x∗j )α−1 − (x∗j+1)α−1 =
4
α .
This is because, if we replace the xj+1 in l(x) by T − ∑i ̸=(j+1) xi and do
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xαj + 4j× xj +
(︂
T −∑i ̸=(j+1) xi
)︂α
+ 4(j + 1) ·
(︂
T −∑i ̸=(j+1) xi
)︂)︂
=α · xα−1j + 4j− α ·
(︂
T −∑i ̸=(j+1) xi
)︂α−1











If we fix xi for all i ∈ [0, m]∩N\{j, j+ 1}, this partial derivative monotonically
increases as xj increases. Thus when l(x) is minimized, either the partial
derivative equals 0, which means (x∗j )
α−1 − (x∗j+1)α−1 =
4
α , or xj hits the
ceiling, which means x∗j = T −∑i ̸=j,(j+1) x∗i , so x∗j+1 = 0.
This result shows that, the number series (x∗0)
α−1, (x∗1)
α−1, . . . , (x∗m)α−1 is









If the number of non-zero entries in x∗ is at most M, then this comes back
to the Case 1. Otherwise, there are more than M non-zero entries in x∗, thus
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x0, x1, . . . , xM are all non-zero, and (x∗i )




































































Here inequality (3.15) holds because of α ∈ [1, 2]. Inequality (3.12) holds





















3.3.2.3 Proof of Theorem 3.1.6














n · xv + ∑
{u,v}⊆V
yuv
s.t. yuv ≥ 1− ∑
w∈Bu(r)∪Bv(d(u,v)−r)
xw ∀u, v ∈ V, ∀r ∈ [0, d(u, v)]
xv ∈ [0, 1] ∀v ∈ V
yuv ≥ 0 ∀u, v ∈ V
(3.16)
Figure 3.2: LP relaxation for PR-Optimization Problem (LPPR)
3.4 PR-Optimization Problem
We now move from Thorup-Zwick distance oracles to Pǎtraşcu-Roditty dis-
tance oracles. We show that from an optimization perspective, they are similar
to TZ2 in that we can find matching bounds: an O(log n)-approximation, and
Ω(log n)-hardness.
3.4.1 Upper Bound: Proof of Theorem 3.1.7
In this section we prove Theorem 3.1.7 by using an LP and randomized
rounding to give an O(log n)-approximation to the PR-optimization problem.
Let Bu(v) = {w ∈ V | d(u, w) ≤ d(u, v)}, and B(u, r) = {w ∈ V |
d(u, w) ≤ r}. We can see Bu(v) = B(u, d(u, v)). Now, let xv be a variable
which is supposed to be an indicator for whether v ∈ A, and let yuv be a
variable which is supposed to be an indicator for whether {u, v} ∈ R. (Recall
that R = {{u, v} ⊆ V | d(u, v) < minw∈A d(u, w) + minw∈A d(v, w)− 1}). We
can write the LP relaxation given in Figure 3.2.
At first blush it may not be obvious that the first type of constraint in this
LP really captures the characterization of pairs in R. But it is actually not that
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hard to see that this is a valid relaxation.
Claim 3.4.1. LPPR is a valid relaxation to the PR-optimization problem.
Proof. Let A be a valid solution to the PR-optimization problem. Let xv =
1v∈A and yuv = 1{u,v}∈R for all u, v ∈ V. We can see that the objective value
∑v∈V n · xv + ∑{u,v}⊆V yuv = n · |A|+ |R| = cost(A, V, d), which is the cost
function.
We can also see that the first constraint is satisfied by xv and yuv because if
yuv = 0, we have d(u, v) ≥ minw∈A d(u, w) + minw∈A d(v, w)− 1, then for all
r ∈ [0, d(u, v)], there must be a vertex in A ∩ (Bu(r) ∪ Bv(d(u, v)− r)), which
makes 0 ≥ 1− ∑w∈Bu(r)∪Bv(d(u,v)−r) xw satisfied. The second and the third
constraints are trivially satisfied.
Therefore xv and yuv is a valid solution to LPPR which makes the LP
objective value equal to the actuall cost function. Thus the claim is proved.
Note that while the number of constraints appears to be exponential (recall
that we assume integer weights, but not necessarily unit weights, and hence
d(u, v) is not necessarily polynomial in the input size), it is in fact possible
to solve this LP in polynomial time. We can do this by noting that for each
u, v ∈ V, only at most n different value of r actually yield different constraints,
so we can simply write the constraints for those values.
Our algorithm is relatively straightforward. We first solve LPPR and get an
optimal fractional solution (x∗v , y∗uv). We then use independent randomized
rounding, adding each v ∈ V to A independently with probability min{4 ln n ·
x∗v , 1}.
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Lemma 3.4.2. If y∗uv ≤ 12 , then the probability that {u, v} ∈ R is at most
1
n .




2 for all r ∈ [0, d(u, v)]. Therefore, the probability that A∩ (Bu(r)∪Bv(d(u, v)−
r)) = ∅ for a specific r ∈ [0, d(u, v)] is at most
∏
w∈Bu(r)∪Bv(d(u,v)−r)




A union bound over all the different values of r we used in our LP implies
that the probability that there exists an r ∈ [0, d(u, v)] where A ∩ (Bu(r) ∪
Bv(d(u, v)− r)) = ∅ is at most 1n2 · n =
1
n . We claim that the existence of such
an r is implied by {u, v} ∈ R, and hence the probability that {u, v} ∈ R is
at most 1n . To see this, suppose that {u, v} ∈ R, i.e. suppose that d(u, v) <
minw∈A d(u, w) + minw∈A d(v, w)− 1. Then if we set r = minw∈A d(u, w)− 1,
this implies that minw∈A d(v, w) > d(u, v)− r. But then this would imply that
no element of A is in Bu(r) ∪ Bv(d(u, v)− r).
Let OPTLPPR denote the optimal cost of LPPR. Then the above lemma
implies that the expected cost of the rounding algorithm is at most
E[n|A|+ |R|] ≤ ∑
v∈V





≤ O(log n) ·OPTLPPR + n
≤ O(log n) ·OPT
(where we use the fact that OPT ≥ Ω(n)). This completes the proof of
Theorem 3.1.7.
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3.4.2 Ω(log n)-hardness: Proof of Theorem 3.1.8
It is well known that Set Cover problem is hard to approximate:
Theorem 3.4.3 (Raz and Safra, 1997). Unless P = NP, there is no o(log n)-
approximation to the set cover problem.
We now show a matching hardness bound for the PR-optimization prob-
lem by reducing from the Set Cover problem.
Consider a set cover instance (U ,S) where |U |+ |S| = n. For each e ∈ U ,
we create a group of vertices Ge where |Ge| = 3n. For each S ∈ S , we also
create a group of vertices GS where |GS| = 3n.
Now we construct the following metric space: V = (
⋃︁






1, if u ∈ Ge, v ∈ Ge
1, if u ∈ GS, v ∈ GS
1, if u ∈ Ge, v ∈ GS, e ∈ S
2, otherwise.
We now prove two lemmas about the reduction (completeness and sound-
ness).
Lemma 3.4.4. If there is a solution S∗ to the set cover instance (U ,S) where |S∗| =
t, then there is a set A where cost(A, V, d) ≤ t|V|.
Proof. For each S ∈ S∗, we add an arbitrary element from GS to A. Then for
every vertex in V, the closest vertex in A has distance at most 1 to it. Therefore
R =
{︃
{u, v} ⊆ V | d(u, v) < min
w∈A




= {{u, v} ⊆ V | d(u, v) < 1 + 1− 1} = ∅
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Thus the total cost is at most |V| · |A|+ |R| = t|V|.
Lemma 3.4.5. If there is a set A ⊆ V where cost(A, V, d) ≤ t|V|, then there exists
a solution S∗ to the set cover instance (U ,S) where |S∗| = t.
Proof. First, we say that a group G = Ge or G = GS is “covered” if there
exists a vertex u ∈ G, which minw∈A d(u, w) = 1. Then by the definition of
d, it’s easy to see that if a group G is covered, then for all vertices u ∈ G, we
have minw∈A d(u, w) = 1. In addition, if a group Ge is covered, then either
Ge ∩ A ̸= ∅, or there is a S ∈ S , where e ∈ S and GS ∩ A ̸= ∅.
We can also see that, if a group G is not covered, then let
RG =
{︃
{u, v} ⊆ G | d(u, v) < min
w∈A




= {{u, v} ⊆ G | d(u, v) < 2 + 2− 1}
={{u, v} ⊆ G}
Thus |RG| ≥ 3n(3n−1)2 > 3n2 > |V|. Therefore if we add an arbitrary ele-
ment from G to A, then |R| decreases by at least |RG| ≥ |V|, and |V| · |A|
increases by |V|, which makes cost(A, V, d) only decrease. If we keep doing
this operation, there will be a set A which makes sure that all the groups are
covered, and cost(A, V, d) ≤ t|V|. Now, for every vertex u ∈ V, we have
minw∈A d(u, w) = 1, so R = ∅.
We can keep modifying A to the form we want. If there is a vertex v ∈
Ge ∩ A, removing v and simultaneously adding a vertex in any S ∋ e to A
does not increase the cost. This is because this operation keeps the fact that all
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the groups are covered.
Finally, we have a set A where only contains vertices in
⋃︁
S∈S GS and
cost(A, V, d) ≤ t|V|. Let S∗ = {S ∈ S | GS ∩ A ̸= ∅}. Then |S∗| ≤ t because
cost(A, V, d) = |A| · |V|+ |R| ≥ |S∗| · |V|, and S∗ covers U because all the
group Ge are covered.
These lemmas, combined with Theorem 3.4.3, imply Theorem 3.1.8
3.5 Distance Oracles With Outliers
We now move to the more difficult outliers setting, where we can also optimize
over a set of vertices to ignore. Recall that for an approximate distance oracle
A, our goal is now to find a set of vertices F (the outliers) where |F| ≤ f as
well as a string r in order to minimize |preprocess(V \ F, d, m, a, r)|. In other
words, we are going to try to solve the same problems as before, but where
we can choose a set F to remove. We begin with TZ2, and then move to PR.
3.5.1 TZ2-Optimization Problem With Outliers
For this problem, it is easy to see that the cost function becomes:
cost(A, F, V, d) = (n− f )|A|+ ∑
u∈V\F
|R1u|
= (n− f )|A|+ ∑
u∈V\F
⃓⃓⃓⃓




A natural approach is to use an LP which is similar to LPTZk to solve this




(n− f ) · xv + ∑
u,v∈V
yuv
s.t. yuv ≥ 1− zu − zv − ∑
w∈Bu(v)




xv ∈ [0, 1] ∀v ∈ V
yuv ≥ 0 ∀u, v ∈ V
zv ∈ [0, 1] ∀v ∈ V
(3.17)
Figure 3.3: LP relaxation for TZ2-Optimization Problem With Outliers (LPTZ2O)
which is supposed to be an indicator for whether v ∈ A, let yuv be a variable
which is supposed to be an indicator for whether v ∈ R1u, and let zv be a
variable which is supposed to be an indicator for whether v ∈ F. Then we can
write the natural LP relaxation given in Figure 3.3.
Unfortunately, this LP can not give an (α, β)-approximation with β = 2− ϵ.
To see this, consider the case that f = n2 . Then the optimal solution to LPTZ2O
is 0, by setting all zv to 12 , all xv to 0, and all yuv = 0. Thus any integral solution,
to be competitive with this fractional solution, must treat all nodes as outliers,
requiring β to be at least 2.
Fortunately we can give a stronger semidefinite programming relaxation,
allowing for a better approximation. As in LPTZ2O, let x⃗v be a variable which
is supposed to be an indicator for whether v ∈ A, let y⃗uv be a variable which
is supposed to be an indicator for whether v ∈ R1u, and let z⃗v be a variable
which is supposed to be an indicator for whether v ∈ F. We can then write









2 ≥ 1− z⃗u · z⃗v − ∑
w∈Bu(v)




∥x⃗v∥2 ≤ 1 ∀v ∈ V
∥y⃗uv∥
2 ≤ 1 ∀u, v ∈ V
∥z⃗v∥2 ≤ 1 ∀v ∈ V
(3.18)
Figure 3.4: SDP relaxation for TZ2-Optimization Problem With Outliers (SDPTZ2O)
3.5.1.1 Bicriteria Approximation: Proof of Theorem 3.1.9





v). We then use independent randomized rounding to construct A,
adding each v ∈ V to A independently with probability min{3 ln nε · ∥x⃗
∗
v∥2, 1}
where ε is a small constant. Finally, we use threshold rounding to construct F
by adding each v ∈ V to F if ∥z⃗∗v∥2 ≥ 11+ε .
We want to show that this is an (O(log n), 1 + ε)-approximation. It is easy
to see that |F| ≤ (1 + ε) f because ∑v∈V ∥z⃗∗v∥2 ≤ f . In order to prove Theorem
3.1.9 it only remains to prove that the expected cost is at most O(log n) ·OPT.
Lemma 3.5.1. If ∥y⃗∗uv∥2 ≤ ε2 , then the probability that uv ∈ R1u is at most
1
n .
Proof. If ∥z⃗∗u∥2 ≥ 11+ε or ∥z⃗
∗
v∥2 ≥ 11+ε , then u or v is in F, so v /∈ R1u. Thus
we only consider the case that ∥z⃗∗u∥2 < 11+ε and ∥z⃗
∗
v∥2 < 11+ε , which means
z⃗∗u · z⃗∗v < 11+ε . Since ∥y⃗
∗























Therefore, let OPTSDPTZ2O denotes the optimal cost of SDPTZ2O, then the
expected cost of the rounding algorithm is at most
∑
v∈V








2 + n2 · 1
n
≤ O(log n) · SDPTZ2O + n
≤ O(log n) ·OPT,
because OPT ≥ Ω(n), which proves Theorem 3.1.9.
3.5.1.2 True approximation: Proof of Theorem 3.1.10
When f ≤
√
n we can actually give a true O(log n)-approximation (Theorem
3.1.10). The algorithm is almost the same; we just need to change the threshold
rounding for outliers to instead pick the f vertices with largest ∥z⃗v∥2 value.
When the number of outliers is low, in particular when f ≤
√
n, we can
find an actual O(log n)-approximation.
The SDP and rounding algorithm are the same, except we will choose f
vertices with the highest ∥z⃗∗v∥2 values as F, rather than a threshold rounding
of 11+ε .




w∥2 ≥ ε3 . In this case, the probability that v ∈ R1u is at most
1
n . The other case is ∑w∈Bu(v) ∥x⃗
∗
w∥2 < ε3 , which means z⃗
∗




However, this case will not appear a lot. Whenever z⃗∗u · z⃗∗v ≥ 1− 56 ε, both
∥z⃗∗u∥ and ∥z⃗∗v∥ should be at least 1 − 56 ε, which means ∥z⃗
∗
u∥2 and ∥z⃗∗v∥2 is
at least 12 . Because ∑v∈V ∥z⃗
∗
v∥2 ≤ f , we know that there are at most 2 f of
∥z⃗∗v∥2 are at least 12 . Therefore the number of u, v pairs that ∥y⃗
∗
uv∥2 ≤ ε2 and
∑w∈Bu(v) ∥x⃗
∗
w∥2 < ε3 is at most 2 f · 2 f = 4n.
Therefore, let OPTSDPTZ2O denotes the optimal cost of SDPTZ2O, then the
expected cost of the rounding algorithm is at most
∑
v∈V








2 + n2 · 1
n
+ 4n
≤ O(log n) ·OPTSDPTZ2O + 5n
≤ O(log n) ·OPT,
because OPT ≥ Ω(n), which proves Theorem 3.1.10.
3.5.2 PR-Optimization Problem With Outliers
For this problem, the cost function becomes:
cost(A, F, V, d)
= (n− f ) · |A|+ |R|
= (n− f ) · |A|+
⃓⃓⃓⃓
{{u, v} ⊆ V\F | d(u, v) < min
w∈A













2 ≥ 1− z⃗u · z⃗v
− ∑
w∈Bu(r)∪Bv(d(u,v)−r)




∥x⃗v∥2 ≤ 1 ∀v ∈ V
∥y⃗uv∥
2 ≤ 1 ∀u, v ∈ V
∥z⃗v∥2 ≤ 1 ∀v ∈ V
(3.19)
Figure 3.5: SDP relaxation for PR-Optimization Problem With Outliers (SDPPR)
We will again use an SDP relaxation. Let x⃗v be a variable which is supposed
to be an indicator for whether v ∈ A, let y⃗uv be a variable which is supposed
to be an indicator for whether {u, v} ∈ R, and let z⃗v be a variable which is
supposed to be an indicator for whether v ∈ F. We have the relaxation given
in Figure 3.5, which is similar to both LPPR and SDPTZ2O:
Note that this SDPPR is solvable in polynimial time for the same reason
that LPPR is solvable: for each pair of (u, v), we can find n different values of
r that give all of the distinct constraints.
The rounding algorithm is basically the same as the TZ2-optimization





v). We then use independent randomized rounding to get A, adding
each v ∈ V to A independently with probability min{6 ln nε · ∥x⃗
∗
v∥2, 1} where
ε is a small constant. Then we use threshold rounding to get F, adding each
v ∈ V to F if ∥z⃗∗v∥2 ≥ 11+ε .
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3.5.2.1 Bicriteria Approximation: Proof of Theorem 3.1.11
We will prove that the previous algorithm is an (O(log n), 1+ ε)-approximation.
It is easy to see that |F| ≤ (1 + ε) f because ∑v∈V ∥z⃗∗v∥2 ≤ f . The proof that
the expected cost is at most O(log n) ·OPT is as follows:
Lemma 3.5.2. If ∥y⃗∗uv∥2 ≤ ε2 , then the probability that {u, v} ∈ R is at most
1
n .
Proof. If ∥z⃗∗u∥2 ≥ 11+ε or ∥z⃗
∗
v∥2 ≥ 11+ε , then u or v is in F, so {u, v} /∈ R. Thus
we only consider the case that ∥z⃗∗u∥2 < 11+ε and ∥z⃗
∗
v∥2 < 11+ε , which means
z⃗∗u · z⃗∗v < 11+ε . Since ∥y⃗
∗











Therefore, the probability that A ∩ (Bu(r) ∪ Bv(d(u, v) − r)) = ∅ for a











By using union bound over all the different r we used in our SDP, the
probability that there exists an r ∈ [0, d(u, v)] where A∩ (Bu(r)∪ Bv(d(u, v)−
r)) = ∅ is at most 1n2 · n =
1
n , which means d(u, v) < minw∈A d(u, w) +
minw∈A d(v, w)− 1 with probability at most 1n , so the probability that {u, v} ∈
R is at most 1n .
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Therefore, let OPTSDPPR denotes the optimal cost of SDPPR, then the ex-
pected cost of the rounding algorithm is at most
∑
v∈V








2 + n2 · 1
n
≤ O(log n) ·OPTSDPPR + n
≤ O(log n) ·OPT,
because OPT ≥ Ω(n), which proves Theorem 3.1.11.
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4.1 Definitions and Preliminaries
Definition 4.1.1 (SHALLOW-LIGHT STEINER NETWORK). Given a graph G =
(V, E), a cost function c : E → R+, a length function l : E → R+, a distance
bound L, and p pairs of vertices {s1, t1}, . . . , {sp, tp}. The objective of SLSN
is to find a minimum cost subgraph G′ = (V, S), such that for every i ∈ [p],
there is a path between si and ti in G′ with length less or equal to L.
Let H be the graph with vertex set {s1, . . . , sp, t1, . . . , tp} and edge set
{{s1, t1}, . . . , {sp, tp}}. We call H the demand graph of the problem. We use |H|
to represent the number of edges in H.
In order to distinguish the easy from the hard cases of the SLSN problem
with respect to the demand graph, we should first define the problem with
respect to a class (set) of demand graphs.
Definition 4.1.2. Given a class C of graphs. The problem of SHALLOW-LIGHT
STEINER NETWORK with restricted demand graph class C (SLSNC) is the
SLSN problem with the additional restriction that the demand graph H of the
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problem must be isomorphic to some graph in C.
4.1.1 Results and Techniques
Let Cλ be the class of all demand graphs with at most λ edges, and C∗ be the
class of all star demand graphs (there is a central vertex called the root, and
every other vertex in the demand graph is adjacent to the root and only the
root). Our main result is that these are precisely the easy classes: We first prove
that SLSN is in XP parameterized by the number of demands (i.e. solvable in
n f (p) time for some function f ), which immediately implies that SLSNCλ can
be solved in polynomial time if λ is a constant. Note that SLSNC∗ is precisely
the SLST problem, for which a folklore FPT algorithm exists, thus SLSNC∗
(while NP-hard) is in FPT for parameter p. We also show that, for any other
class C (i.e., any class which is not just a subset of C∗ ∪ Cλ for some constant
λ), the problem SLSNC is W[1]-hard for parameter p. In other words, if the
class of demand graphs includes arbitrarily large non-stars, then the problem
is W[1]-hard parameterized by the number of demands.
More formally, we prove the following theorems.
Theorem 4.1.3. The unit-length arbitrary-cost SLSN problem with parameter p is
in XP, and it can be solved in nO(p
4) time.
By “unit-length arbitrary-cost” we mean that the length l(e) = 1 for all
edges e ∈ E, while the cost c is arbitrary. To prove this theorem, we first
prove a structural lemma which shows that the optimal solution must be the
union of several lowest cost paths with restricted length (these paths may be
between steiner nodes, but we show that there cannot be too many). Then we
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just need to guess all the endpoints of these paths, as well as all the lengths of
these paths. We prove that there are only nO(p
4) possibilities, and the running
time is also nO(p
4). The algorithm and proof is in Section 4.2.1.
Theorem 4.1.4. The unit-length arbitrary-cost SLSNC∗ problem is FPT for parame-
ter p.
As mentioned, SLSNC∗ is exactly the same as SLST, so we use a folklore
reduction between SLST and DST to prove this theorem. The detailed proof
is in Section 4.2.2 for completeness.
Theorem 4.1.5. If C is a recursively enumerable class, and C * Cλ ∪ C∗ for any
constant λ, then SLSNC is W[1]-hard for parameter p, even in the unit-length and
unit-cost case.
Many W[1]-hardness results for network design problems reduce from the
MULTI-COLORED CLIQUE (MCC) problem, and ours are no exception. We
reduce from MCC to SLSNC ′ , where C ′ is a specific subset of C which has
some particularly useful properties, and which we show must exist for any
such C. Since C ′ ⊆ C, this will imply the theorem. The reduction is in Section
4.3.2.
All of the above results are in the unit-length setting. We extend both
our upper bounds and hardness results to handle arbitrary lengths, but with
some extra complications. If p = 1 (there is only one demand), then with
arbitrary lengths and arbitrary costs the SLSN problem is equivalent to the
RESTRICTED SHORTEST PATH problem, which is known to be NP-hard (Hassin,
1992). Therefore we can no longer hope for a polynomial time exact solution
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when p = 1, and thus cannot hope for an FPT algorithm (with parameter
p). So we change our notion of “easy” from “solvable in FPT” to “arbitrarily
approximable in FPT”: we show (1 + ε)-approximation algorithms for the




-approximation algorithm for the
hard cases in f (p) · poly(n) time for any function f .
Theorem 4.1.6. For any constant λ > 0, there is a fully polynomial time approxima-
tion scheme (FPTAS) for the arbitrary-length arbitrary-cost SLSNCλ problem.
Theorem 4.1.7. There is a (1 + ϵ)-approximation algorithm in O(4p · poly(nε ))
time for the arbitrary-length arbitrary-cost SLSNC∗ problem.
For both upper bounds, we use basically the same algorithm as in the
unit-length arbitrary-cost case, with some changes inspired by the (1 + ε)-
approximation algorithm for the RESTRICTED SHORTEST PATH problem (Lorenz
and Raz, 2001). These results can be found in Section 4.4.
Our next theorem is analogous to Theorem 4.1.5, but since costs are allowed
to be arbitrary we can prove stronger hardness of approximation (under
stronger assumptions).
Theorem 4.1.8. Assume that (randomized) Gap-Exponential Time Hypothesis (Gap-
ETH, see (Chalermsook et al., 2017)) holds. Let ε > 0 be a small constant, and C be a
recursively enumerable class where C * Cλ ∪ C∗ for any constant λ. Then, there is no(︁5
4 − ε
)︁
-approximation algorithm in f (p) · nO(1) time for SLSNC for any function
f , even in the unit-length and polynomial-cost case.
Note that this theorem uses a much stronger assumption (Gap-ETH rather
than W[1] ̸= FPT), which assumes that there is no (possibly randomized)
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algorithm running in 2o(n) time that can distinguish whether a 3SAT formula
is satisfiable or at most a (1− ε)-fraction of its clauses can be satisfied. This
enables us to utilize the hardness result for a generalized version of the MCC
problem from (Chitnis, Feldmann, and Manurangsi, 2017), which will allow us
to modify our reduction from Theorem 4.1.5 to get hardness of approximation.
This result appears in Section 4.5.
4.1.2 Relationship to (Feldmann and Marx, 2016)
As mentioned, our results and techniques are strongly motivated and influ-
enced by the work of Feldmann and Marx (Feldmann and Marx, 2016), who
proved similar results in the directed setting. Informally, they showed that
DIRECTED STEINER NETWORK is in FPT if the demand graph is transitively
equivalent to an “almost-caterpillar”, and otherwise it is W[1]-hard. Since
“transitively equivalent to an almost-caterpillar” is a complex and subtle class,
this showed that the tractability of DSN exhibits interesting behavior. Our
results, on the other hand, show that SLSN is extraordinarily hard: there
simply are not any algorithms possible for demand graphs that are even a
little bit complex, despite the folklore relationships between directed settings
and length-bounded settings. Thus our hardness proof is significantly more
complicated than the reduction in (Feldmann and Marx, 2016), despite sharing
some ideas.
The main case of the hardness reduction of (Feldmann and Marx, 2016)
(which, like our reduction, is from MCC) is when the demand graph is a 2-by-k
complete bipartite graph (i.e., two stars with the same leaf set). For this case,
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their reduction from MCC uses one star to control the choice of edges in the
clique and another star to control the choice of vertices in the clique. They set
this up so that if there is a clique of the right size then the “edge demands”
and the “vertex demands” can be satisfied with low cost by making choices
corresponding to the clique, while if no such clique exists then any way of
satisfying the two types of demands simultaneously must have larger cost.
The 2-by-k complete bipartite graph is also a hard demand graph in our
setting, and the same reduction from (Feldmann and Marx, 2016) can be
straightforwardly modified to prove this (this appears as one of our cases).
However, we prove that far simpler demand graphs are also hard. Most
notably, the “main” case of our proof is when the demand graph is a single
star together with one extra edge. Since we have only a single star in our
demand graph, we cannot have two “types” of demands (vertex demands
and edge demands) in our reduction. So we instead use the star to correspond
to “edge demands” and use the single extra edge to simultaneously simulate
all of the “vertex demands”. This makes our reduction significantly more
complicated.
With respect to upper bounds, the algorithm of (Feldmann and Marx, 2016)
is quite complex in part due to the complexity of the demand graphs that it
must solve. Our hardness results for SLSN imply that we need only concern
ourselves with demand graphs that are star or have constant size. The star
setting is relatively simple due to a reduction to DST, but it is not obvious how
to use any adaptation of (Feldmann and Marx, 2016) (or the earlier (Feldman
and Ruhl, 2006)) to handle a constant number of demands for SLSN. Our
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algorithm ends up being relatively simple, but requires a structural lemma
which was not necessary in the DSN setting.
4.2 Algorithms for the Unit-Length Arbitrary-Cost
SLSN
In this section we discuss the “easy” cases of SLSN. We first present an XP
algorithm for SLSN in Section 4.2.1. In Section 4.2.2, we describe a reduction
from SLSN with star demand graphs to DST, which gives an FPT algorithm.
4.2.1 The XP algorithm
The XP algorithm for Theorem 4.1.3 relies on the following structural lemma
, which allows us to limit the structure of the optimal solution. This lemma
works not only for the unit-length case, but also for the arbitrary-length case.
Lemma 4.2.1. In any feasible solution S ⊆ E of the SLSN problem, there exists a
way to assign a path Pi between si and ti in S for each demand {si, ti} ∈ H such that:
• For each i ∈ [p], the total length of Pi is at most L and there is no cycle in Pi.
• For each i, j ∈ [p] and u, v ∈ Pi ∩ Pj, the paths between u and v in Pi and Pj
are the same.
Proof. We give a constructive proof. Let m = |S| and S = {e1, . . . , em}. We first
want to modify the lengths to ensure that there is always a unique shortest
path. Let ∆ denote the minimum length difference between any two subsets
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of S with different total length, i.e.,
∆ = min
A,B⊆S,∑e∈A l(e) ̸=∑e∈B l(e)
⃓⃓⃓⃓
⃓∑e∈A l(e)− ∑e∈B l(e)
⃓⃓⃓⃓
⃓ .
We create a new length function g where g(ei) = l(ei) + ∆ · 2−i. Note that ∆
is always non-zero for any S which has at least 2 edges, and the problem is
trivial when |S| = 1.
We now show that any two paths have different lengths under g. Consider
any two different paths Px and Py. If ∑e∈Px l(e) ̸= ∑e∈Py l(e), then without loss









∆ · 2−i < ∑
e∈Px












∆ · 2−i − ∑
i:ei∈Py
∆ · 2−i ̸= 0.
Therefore in both cases Px and Py have different lengths under g.
For each demand {si, ti} ∈ H, we let Pi be the shortest path between si
and ti in S under the new length function g. Because any two paths under g
have different length, the shortest path between each {si, ti} ∈ H is unique. In
addition, because these are shortest paths and edge lengths are positive, they
do not contain any cycles.
For each i ∈ [p], we can see that Pi is also one of the shortest paths between
si and ti under original length function l. This is because in equation (4.1) we
proved that a shorter path under length function l is still a shorter path under
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length function g. Since S is a feasible solution, the shortest path between
si and ti in S must have length at most L. Thus for each i ∈ [p], we have
∑e∈Pi l(e) ≤ L.
For any two different paths Pi and Pj, let u, v ∈ Pi ∩ Pj. If the subpath of Pi
between u and v is different from the subpath of Pj between u and v, then by
the uniqueness of shortest paths under g we know that either Pi or Pj is not a
shortest path (since one of them could be improved by changing the subpath
between u and v). This contradicts our definition of Pi and Pj, and hence they
must use the same subpath between u and v.
Lemma 4.2.1 implies that for each two paths Pi and Pj, either they do not
share any edge, or they share exactly one (maximal) subpath. Since there
are only p demands, the total number of shared subpaths is at most (p2).
Therefore we can solve the unit-length arbitrary-cost SLSNCλ by guessing
these subpaths.
The first step of our algorithm is to guess the endpoints Q of these subpaths,




. The second step is to guess a set E′ ⊆ {{u, v} |
u, v ∈ Q′, u ̸= v}. Intuitively, a pair {u, v} ∈ E′ means there is a path between
u and v in the optimal solution such that only the endpoints of this path is in
Q′. Then we also guess the length l′({u, v}) of such path for each {u, v} ∈ E′.
Finally, we connect each pair of u, v ∈ V where {u, v} ∈ E′ by lowest cost
paths with restricted length l′({u, v}), check feasibility, and output the optimal
solution. The detailed algorithm is in Algorithm 4 in Section 4.2.1.
Claim 4.2.2. The running time of Algorithm 4 is nO(p
4).
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Algorithm 4 Unit-length arbitrary-cost SLSN
Let M← ∑e∈E c(e) and S← E
for Q ⊆ V where |Q| ≤ p(p− 1) do




for E′ ⊆ {{u, v} | u, v ∈ Q′, u ̸= v} and l′ : E′ → [L] do
T ← ∅
for {u, v} ∈ E′ do
T ← T ∪ {the lowest cost path between u and v with length at
most l′({u, v})}
// if such path does not exist, T remains the same
end for
if T is a feasible solution and ∑e∈T l′(e) < M then





Proof. Clearly there are at most np(p−1) possibilities for Q, and for each Q there
are at most 2(p(p−1)+2p)
2
possible sets E′ and at most L(p(p−1)+2p)
2
possible l′.
Since we assume unit edge lengths, we can use the Bellman-Ford algorithm
to find the lowest cost path within a given length bound in polynomial time.
Checking feasibility also takes polynomial time using standard shortest path
algorithms. Thus, the running time is at most np(p−1) · 2(p(p+1))2 · n(p(p+1))2 ·
poly(n).
4.2.1.1 Proof of Theorem 4.1.3:
By Claim 4.2.2, the running time of Algorithm 4 is nO(p
4). Now we will prove
correctness. The algorithm always returns a feasible solution, because we
replace S by T only if T is feasible, and thus S is always a feasible solution.
Therefore, we only need to show that this algorithm returns a solution with
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cost at most the cost of the optimal solution.
Let the optimal solution be S∗. We assign P∗i for all i ∈ [p] as in Lemma
4.2.1. Recall that path P∗i and P
∗
j can share at most one (maximal) subpath
for each i, j ∈ [p] where i ̸= j. Let Q∗ be the endpoint set of the (maximal)
subpaths which are shared by some P∗i and P
∗
j , and let Q
′∗ = Q∗ ∪⋃︁pi=1{si, ti}.
We can see that the optimal solution S∗ can be partitioned to a collection of
paths by Q∗. We use E′∗ to represent whether two vertices in Q′∗ are “adjacent”
on some path P∗i : for any u, v ∈ Q′∗ where u ̸= v, the set E′∗ contains {u, v}
if and only if there exists i ∈ [p] such that u, v ∈ P∗i , and there is no vertex
w ∈ Q′∗ \ {u, v} which is in the subpath between u and v in P∗i . For each
{u, v} ∈ E′∗, let P∗{u,v} be the subpath between u and v on path P
∗
i . This is well
defined because by Lemma 4.2.1 the subpath is unique. We define l′∗({u, v})
as the length of P∗{u,v} for each {u, v} ∈ E
′∗
Note that for any {u, v} ̸= {u′, v′} ∈ E′∗, we also know that P∗{u,v} and
P∗{u′,v′} are edge-disjoint. To see this, assume that they do share an edge, and
let u′′ and v′′ be the endpoints of the (maximal) shared subpath between P∗{u,v}
and P∗{u′,v′}. Then u
′′ and v′′ are both in Q′∗, and at least one of them is in
Q′∗ \ {u, v} or in Q′∗ \ {u′, v′}, which contradicts our definition of E′∗.
Since the algorithm iterates over all possibilities for Q, E′ and l′, there is
some iteration in which Q = Q′∗, E′ = E′∗, and l′ ≡ l′∗. We will show that the
algorithm also must find an optimal feasible solution in this iteration.
For each i ∈ [p], the path P∗i is partitioned to edge-disjoint subpaths
by Q′∗. Let qi be the number of subpaths, and let the endpoints be si =
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vi,0, vi,1, . . . , vi,qi−1, vi,qi = ti. We further let these subpaths be
P∗{si,vi,1}, P
∗




By the definition of l′∗, for each j ∈ [qi], there must be a path between vi,j−1
and vi,j with length at most l′∗({vi,j−1, vi,j}) in graph G. Thus after the algo-
rithm visited {vi,j−1, vi,j} ∈ E′∗, the edge set T must contains a path between
u and v with length at most l′∗({vi,j−1, vi,j}). Therefore we know that the




′∗({vi,j−1, vi,j}) ≤ L, and thus it is a feasible solution.
Let MinCost(u, v, d) be the lowest cost for a path between u and v with
distance at most d in graph G, then the total cost of this solution is
∑
{u,v}∈E′∗
MinCost(u, v, l′∗({u, v})).
Moreover, for each {u, v} ∈ E′∗ and {u′, v′} ∈ E′∗ with {u, v} ̸= {u′, v′},
the paths P∗{u,v} and P
∗
{u′,v′} are edge-disjoint, and each P
∗
{u,v} has cost at least
MinCost(u, v, l′∗({u, v})). Thus the cost of the optimal solution is at least
∑{u,v}∈E′∗ MinCost(u, v, l′∗({u, v})), and so the algorithm outputs an optimal
solution and it runs in polynomial time.
Corollary 4.2.3. The arbitrary-length unit-cost SLSN problem with parameter p is
in XP.
Proof. We can use the same technique, but instead of guessing the length l′ we
guess the cost c′, and then find shortest path under cost bound c′. We can also
use Bellman-Ford algorithm in this step.
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4.2.2 Star Demand Graphs (SLSNC∗)
We do a reduction from SLSNC∗ to the DST problem. This is essentially
folklore. We include it here for completeness.
Definition 4.2.4 (DIRECTED STEINER TREE). Given a directed graph G =
(V, E), a cost function c : E → R+, a root s, and p vertices t1, . . . , tp, the
objective of the DST problem is to find a minimum cost subgraph G′ = (V, S),
such that for every i ∈ [p], there is a path from s to ti in G′.
Theorem 4.2.5 (Feldman and Ruhl, 2006). There is an FPT algorithm for the DST
problem for parameter p.
4.2.2.1 Proof of Theorem 4.1.4:
Let (G = (V, E), c, l ≡ 1, {{s1, t1}, . . . , {sp, tp}}, L) be a unit-length arbitrary-
cost SLSN instance with restricted demand graph class C∗. Since C∗ is the
class of stars, we let s = s1 = s2 = . . . = sp.
For the reduction, we first create a (L + 1)-layered graph G′, where each
layer has |V| vertices. Let v(i) represent the vertex v ∈ V in layer i. Then for
each i ∈ [L] and u, v ∈ V, we add an edge from u(i−1) to v(i) if {u, v} ∈ E,
and we give this edge cost c′(u(i−1), v(i)) = c(u, v). For each i ∈ [L] and each
v ∈ V, we also add an edge (v(i−1), v(i)) with cost c′(v(i−1), v(i)) = 0.
This gives us an instance (G′, c′, s(0), t(L)1 , . . . , t
(L)
p ) of DST. Since this reduc-
tion clearly takes only polynomial time (since L ≤ n due to the unit-length
setting), the only thing left is to show that the two instances have the same
optimal cost.
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Let S be the optimal solution of our starting SLSN instance. Let ds(v)
be the distance between s and v in S. We can construct a solution S′ for the
DST instance of cost at most c(S). First, for each i ∈ [L] and {u, v} ∈ S with
ds(u) + 1 = ds(v), we add (u(ds(u)), v(ds(v))) to S′. Then, for each j ∈ [p] and




j ) to S
′. Note that the cost of S′ is at most
the cost of S, since every non-zero cost edge in S′ corresponds to a different
edge in S with the same cost. S′ is also a feasible solution, because for every
i ∈ [p] there is a path s – vi,1 – . . . – vi,ds(ti)−1 – ti in S with length at most L,
such that ds(vi,j) = j for each j ∈ [ds(ti)− 1], and thus S′ contains path s(0) –
v(1)i,1 – . . . – v
(ds(ti)−1)
i,ds(ti)−1
– t(ds(ti))i – . . . – t
(L)
i .
Now let S′ be the optimal solution of the DST instance. We can construct a
solution S for our original SLSNC∗ instance as follows: for any u, v ∈ V where
u ̸= v, we add {u, v} to S if there exists an i such that (u(i−1), v(i)) ∈ S′. Clearly
the cost of S is at most the cost of S′ because every edge in S corresponds to a
different edge in S′ with the same cost. S is also a feasible solution, since for
every i ∈ [p] there is a path s(0) = v(0)i,0 – v
(1)








and thus S contains path s – vi,1 – . . . – vi,L−1 – ti with length at most L. Notice
that there may be j ∈ [L] such that vi,j = vi,j−1, but this only decreases the
length and has no effect on cost.
Therefore, the two instances have the same optimal cost. Combining this
with Theorem 4.2.5 allows us to get an FPT algorithm for the unit-length
arbitrary-cost SLSNC∗ by first reducing to DST and then using the algorithm
from Theorem 4.2.5.
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4.3 W[1]-Hardness for the Unit-Length Unit-Cost
SLSN
In this section we prove our main hardness result, Theorem 4.1.5. We begin
with some preliminaries, then give our reduction and proof.
4.3.1 Preliminaries
We prove Theorem 4.1.5 by constructing an FPT reduction from the MULTI-
COLORED CLIQUE (MCC) problem to the unit-length unit-cost SLSNC prob-
lem for any C * Cλ ∪ C∗. We begin with the MCC problem.
Definition 4.3.1 (MULTI-COLORED CLIQUE). Given a graph G = (V, E), a
number k ∈N and a coloring function c : V → [k]. The objective of the MCC
problem is to determine whether there is a clique T ⊆ V in G with |T| = k
where c(x) ̸= c(y) for all x, y ∈ T.
For each i ∈ [k], we define Ci = {v ∈ V : c(v) = i} to be the vertices of
color i. We can assume that the graph does not contain edges where both
endpoints have the same color, since those edges do not affect the existence
of a multi-colored clique. It has been proven that the MCC problem is W[1]-
complete.
Theorem 4.3.2 (Fellows et al., 2009). The MCC problem is W[1]-complete with
parameter k.
We first define a few important classes of graphs. These are the major
classes that fall outside of C∗ ∪ Cλ, so we will need to be able to reduce MCC
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to SLSN where the demand graphs are in these classes, and then this will
allow us to prove the hardness for general C * C∗ ∪ Cλ. For every k ∈N, we
define the following graph classes. Each of the first four classes is just one
graph up to isomorphism, but classes 5 and 6 are sets of graphs, so we use
the notationH instead of H for these classes. Note that each of the first three
classes is just a star with an additional edge, so we use ∗ to make this clear.
1. H∗k,0: a star with k(k− 1) leaves and an edge with both endpoints not in
the star.
2. H∗k,1: a star with (k(k− 1) + 1) leaves and an edge {u, v} where u is a
leaf of the star and v is not in the star.
3. H∗k,2: a star with (k(k− 1) + 2) leaves, and an edge {u, v} where both u
and v are leaves of the star.
4. Hk,k: k(k− 1)+ 1 edges where all endpoints are different (i.e., a matching
of size k(k− 1) + 1).
5. H2,k: the class of graphs that have exactly k(k − 1) + 2 vertices, and
contain a 2 by k(k− 1) complete bipartite subgraph (not necessarily an
induced subgraph).
6. Hk: the class of graphs that contain at least one of the graphs in previous
five classes as an induced subgraph.
We first prove the following lemma.
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Lemma 4.3.3. For any k ≥ 2, if a graph H is not a star and H has at least 8k10
edges, then H ∈ Hk, and we can find an induced subgraph which is isomorphic to a
graph in {H∗k,0, H∗k,1, H∗k,2, Hk,k} ∪H2,k ∪Hk in poly(|H|) time.
Proof. We give a constructive proof. We first claim that either there is a vertex
in H which has degree at least 2k4 or there is an induced matching in H of
size k2. Suppose that all vertices have degree less than 2k4. Then we can
create an induced matching by adding an arbitrary edge {u, v} ∈ H to a edge
set M, removing all vertices that are adjacent to either u or v from H, and
repeating until there are no more edges in H. In each iteration we reduce the
total number of edges by at most 2 · 2k4 · 2k4, thus |M| ≥ 8k108k8 = k
2. Since
when we add an edge {u, v} we also remove all vertices adjacent to u or v,
every future edge we add to M will have endpoints which are not adjacent to
u or v, and thus M is an induced matching of H with size k2.
If H has an induced matching of size k2, then H ∈ Hk because it contains
Hk,k as an induced subgraph, and thus we are done.
Otherwise, H has a vertex s with degree at least 2k4. Let S be the neighbors
of s. If there is any vertex other than s that is adjacent to at least k(k − 1)
vertices in S, then H contains a 2 by k(k− 1) complete bipartite subgraph, so
it contains an induced subgraph H′ ∈ H2,k and thus is inHk.
So suppose that there is no vertex other than s that is adjacent to at least
k(k− 1) vertices in S. Consider the case that there is no edge between any pair
of vertices in S; then, because H is not a star, there must be an edge {u, v} ∈ H
with at least one of u, v not in S ∪ {s}. Since both u and v are adjacent to
at most k(k − 1) vertices in S, there are at least k4 − 2 · k(k − 1) ≥ k(k − 1)
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vertices in S that are not adjacent to either u or v. Let the set of these vertices
be T. Then the induced subgraph on vertex set T ∪ {s, u, v} is either H∗k,0 or
H∗k,1, depending on whether {u, v} ∩ T is an empty set.
Now the only remaining case is that there is at least one edge in H with
both endpoints in S. In this case, we can find H∗k,2 as an induced subgraph as
follows: We first let S0 = S. Then, in each iteration t we let vt be a vertex in
St−1 that is adjacent to the fewest number of other vertices in St−1. We add
vt to the vertex set T, and then delete vt and all the vertices in St−1 that are
adjacent to vt to get St. This process repeats until we have |T| = k(k− 1).
We can use induction to show that, after each iteration t ≤ k(k− 1), there
is always at least one edge in H where both endpoints are in St. The base
case is t = 0, where such an edge clearly exists. Assume the claim holds for
iteration t− 1, consider the iteration t ≤ k(k− 1). If vt is not adjacent to any
other vertex in St−1, then removing vt does not affect the fact that there is at
least one edge left, and thus the claim still holds. Otherwise, vt is adjacent to
at least one vertex in St−1. Thus, each vertex in St−1 must be adjacent to at
least one vertex in St−1. Since there is no vertex other than s which is adjacent
to at least k(k− 1) vertices in S, we know that at most k2 vertices are deleted in
each iteration, and thus there are still at least 2k4 − k2 · k(k− 1) ≥ k4 vertices
in St−1. Because removing vt and its neighbors can only affect the degree of at
most k2(k− 1)2 vertices in St−1, there must still be an edge left between the
vertices in St.
Let {u, v} be one of the edges in H where both endpoints are in St, then
the induced subgraph on vertex set T ∪ {s, u, v} is H∗k,2. Thus H ∈ Hk.
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It is easy to see that all the previous steps directly find an induced subgraph
which is isomorphic to a graph in {H∗k,0, H∗k,1, H∗k,2, Hk,k} ∪H2,k ∪Hk and takes
polynomial time, thus the lemma is proved.
4.3.2 Reduction
In this subsection, we will prove the following reduction theorem.
Theorem 4.3.4. Let (G = (V, E), c) be an MCC instance with parameter k, and let
H ∈ Hk be a demand graph. Then a unit-length unit-cost SLSN instance (G′, L)
with demand graph H can be constructed in poly(|V||H|) time, and there exists a
function g (computable in time poly(|H|)) such that the MCC instance has a clique
with size k if and only if the SLSN instance has a solution with cost g(H).
In order to prove this theorem, we first introduce a construction for any
demand graph H ∈ {H∗k,0, H∗k,1, H∗k,2, Hk,k} ∪H2,k, and then use the instances
constructed in these cases to construct the instance for general H ∈ Hk.
The construction for H ∈ H2,k is similar to (Feldmann and Marx, 2016),
which proves the W[1]-hardness of the DSN problem. We change all the
directed edges in their construction to undirected, and add some edges and





k,2, and Hk,k, we need to change this basic construction due to the
simplicity of the demand graphs. Because the constructions for these four
graphs are quite similar, we first introduce the construction for H∗k,0 in Section
4.3.2.1, and then show how to modify it for H∗k,1, H
∗
k,2, and Hk,k in Section
4.3.2.2.
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4.3.2.1 Case 1: H∗k,0
Given an MCC instance (G = (V, E), c) with parameter k, we create a unit-
length and unit-cost SLSN instance (G′, L) with demand graph H∗k,0 as follows.
We first create a graph G∗k with integer edge lengths (we will later replace
all non-unit length edges by paths). See Figure 4.1 for an overview of this
graph. The vertex set V∗k contains 6 layers of vertices and another group of
vertices. The first layer V1 is just a root r. The second layer V2 contains a
vertex z{i,j} for each 1 ≤ i < j ≤ k, so there are (k2) vertices. The third layer V3
contains a vertex ze for each e ∈ E, so there are |E| vertices. The fourth layer
V4 contains a vertex xv,j for each v ∈ V and j ∈ [k] with j ̸= c(v), so there are
|V| · (k− 1) vertices. The fifth layer V5 again contains a vertex x′v,j for each
v ∈ V and j ∈ [k] with j ̸= c(v). The sixth layer V6 contains a vertex li,j for
each i, j ∈ [k] where i ̸= j, so there are k(k− 1) vertices. Finally, we have a
vertex yi for i = 0, . . . , k, so there are k + 1 vertices in the set Vy.
Let fi : N → N be the function defined by fi(j) = j + 1 if j + 1 ̸= i and
fi(j) = j + 2 if j + 1 = i. This function gives the next integer after j, but skips
i. Let f ti (j) = fi( fi(. . . fi(j))) denote this function repeated t times. Recall that
Ci = {v ∈ V : c(v) = i}. The edge set E∗k contains following edges, with
lengths as indicated:
• E1 = {{r, z{i,j}} | 1 ≤ i < j ≤ k}, each edge in E1 has length 2.
• E2 = {{z{c(u),c(v)}, ze} | e = {u, v} ∈ E}, each edge in E2 has length 1.
• E3 = {{ze, xu,c(v)} | e = {u, v} ∈ E}, each edge in E3 has length 2k2 − 2.
Note that if {ze, xu,c(v)} ∈ E3, then {ze, xv,c(u)} ∈ E3
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• E4 = {{xv,j, x′v,j} | v ∈ V, j ̸= c(v)}, each edge in E4 has length 1.
• E5 = {{x′v,j, lc(v),j} | v ∈ V, j ̸= c(v)}, each edge in E5 has length 2k2− 2.
• Eyx = {{yi−1, xv, fi(0)} | i ∈ [k], v ∈ Ci}, each edge in Eyx has length 4.
• Exx = {{x′v,j, xv, fc(v)(j)} | v ∈ V, j ∈ [k] \ {c(v), f
k−1
c(v) (0)}}, each edge in
Exx has length 3.
• Exy = {{x′v, f k−1i (0)
, yi} | i ∈ [k], v ∈ Ci}, each edge in Exy has length 3.
Let G′ be the graph obtained from G∗k by replacing each edge e ∈ E∗k by
a length(e)-hop path. We create an instance of SLSN on G′ by setting the
demands to be {r, li,j} for all i, j ∈ [k] where i ̸= j, as well as {y0, yk}. Note
that these demands form a star with k(k− 1) leaves and an edge with both
endpoints not in the star, so it is isomorphic to H∗k,0. We set the distance bound
L to be 4k2.
This construction clearly takes poly(|V||H∗k,0|) time. Let g(H∗k,0) = 4k4 −
4k3 + 32 k
2 + 52 k, which is clearly computable in poly(H
∗
k,0) time. We will first
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prove the easy direction in the correctness of the construction.
Lemma 4.3.5. If there is a multi-colored clique of size k in G, then there is a solution
S for the SLSN instance (G′, L) with demand graph H∗k,0, and the total cost of S is
g(H∗k,0).
Proof. Let v1, . . . , vk be a multi-colored clique of size k in G, where vi ∈ Ci
for all i ∈ [k]. We create a feasible solution S to our SLSN instance, which
contains following paths in G′ (i.e., edges in G∗k ):
• {r, z{i,j}} for each 1 ≤ i < j ≤ k. The total cost of these edges is
2 · (k2) = k2 − k.




• {z{vi,vj}, xvi,j} and {z{vi,vj}, xvj,i} for each 1 ≤ i < j ≤ k. The total cost of
these edges is 2 · (2k2 − 2) · (k2) = 2k4 − 2k3 − 2k2 + 2k.
• {xvi,j, x′vi,j} for each i, j ∈ [k] where i ̸= j. The total cost of these edges is
2 · (k2) = k2 − k.
• {x′vi,j, li,j} for each i, j ∈ [k] where i ̸= j. The total cost of these edges is
2 · (2k2 − 2) · (k2) = 2k4 − 2k3 − 2k2 + 2k.
• {yi−1, xvi, fi(0)} for each i ∈ [k]. The total cost of these edges is 4k.
• {x′vi,j, xvi, fi(j)} for each i ∈ [k] and j ∈ [k] \ {i, f
k−1
i (0)}. The total cost of
these edges is 3 · k(k− 2) = 3k2 − 6k.
• {x′
vi, f k−1i (0)
, yi} for each i ∈ [k]. The total cost of these edges is 3k.
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Therefore, the total cost is k2 − k + k2−k2 + 2k4 − 2k3 − 2k2 + 2k + k2 − k +
2k4 − 2k3 − 2k2 + 2k + 4k + 3k2 − 6k + 3k = 4k4 − 4k3 + 32 k2 +
5
2 k = g(H
∗
k,0).
Now we show the feasibility of this solution. For each i, j ∈ [k] where i ̸= j,
the path between r and li,j is r – z{i,j} – z{vi,vj} – xvi,j – x
′
vi,j
– li,j. The length of
this path is 2 + 1 + 2k2 − 2 + 1 + 2k2 − 2 = 4k2, thus it is a feasible path.
The path between y0 and yk is y0 – xv1,2 – x
′
v1,2 – xv1,3 – x
′
v1,3 – . . . – xv1,k –
x′v1,k – y1 – xv2,1 – x
′
v2,1 – xv2,3 – x
′
v2,3 – . . . – y2 – . . . – yk. The length of this path
is (4 + 1 · (k− 1) + 3 · (k− 2) + 3) · k = 4k2, thus it is a feasible path.
For the other direction, we begin the proof with a few claims. We first show
that the only feasible way to connect r and li,j is to pick one edge between
every two adjacent layers. We can also see in Figure 4.1 that for each i ∈ [k],
there are |Ci| disjoint “zig-zag” paths between yi−1 and yi, and each path
corresponds to a vertex with color i. We will also show that the only feasible
way to connect y0 and yk is to pick one zig-zag path between each yi−1 and yi.
From these claims we can then prove that, if the cost of the optimal solution is
at most g(H∗k,0), then there is a multi-colored clique in G.
Claim 4.3.6. For all i, j ∈ [k] where i ̸= j, any path Pi,j between r and li,j with length
at most 4k2 must be of the form r – z{i,j} – z{u,v} – xu,j – x′u,j – li,j, where u ∈ Ci,
v ∈ Cj and {u, v} ∈ E.
Proof. We can see that G∗k is a 6-layer graph with a few additional paths
between the fourth layer and the fifth layer. Thus Pi,j must contain at least one
edge between each two adjacent layers. From the construction of G∗k , all the
edges between two adjacent layers have the same length. If we sum up the
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length from r to the fourth layer plus the length from the fifth layer to li,j, it is
already 2 + 1 + 2k2 − 2 + 2k2 − 2 = 4k2 − 1. Thus, between the fourth layer
and the fifth layer we can only choose one length 1 edge.
We know that the vertex in the fifth layer must adjacent to li,j, so it must
be x′u,j for some u ∈ Ci. Thus, the edge between the fourth layer and the fifth
layer must be {xu,j, x′u,j}, because this is the only length 1 edge adjacent to x′u,j.
In addition, the only way to go from r to xu,j with one edge per layer is to pass
through vertex z{i,j} and z{u,v} for some v ∈ Cj and {u, v} ∈ E. Therefore Pi,j
must correspond to an edge {u, v} ∈ E where u ∈ Ci and v ∈ Cj, and it has
form r – z{i,j} – z{u,v} – xu,j – x′u,j – li,j.
Claim 4.3.7. Any path Py between y0 and yk with length at most 4k2 does not contain
any edge in E1 ∪ E2 ∪ E3 ∪ E5.
Proof. We prove the claim by contradiction. If Py contains an edge in E1 ∪ E2 ∪
E3 ∪ E5, it must contain at least two edges with length 2k2 − 2 (one edge to go
out of the fourth and the fifth layer, and another one to go back). Since any
edge which has endpoint y0 has length 4 and any edge which has endpoint yk
has length 3, the total length 2 · (2k2 − 2) + 4 + 3 = 4k2 + 3 already exceeds
the length bound 4k2, giving a contradiction.
Claim 4.3.8. Any path Py between y0 and yk with length at most 4k2 can be divided
to k subpaths as follows. For each i ∈ [k], there is a subpath Pvi between yi−1 and yi
with length 4k, of the form yi−1 − xvi, fi(0) − x
′
vi, fi(0)
− xvi, f 2i (0) − x
′
vi, f 2i (0)
− · · · −
xvi, f k−1i (0)
− x′
vi, f k−1i (0)
− yi, where vi ∈ Ci.
Proof. Since we have Claim 4.3.7, it suffices to consider the edge set E4 ∪ Eyx ∪
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Exx ∪ Exy. We can see that E4 ∪ Eyx ∪ Exx ∪ Exy can be partitioned to k|V|
paths, where for each i ∈ [k] and each v ∈ Ci, there is a path Pv which connects
yi−1 and yi with length 4k. The path is yi−1 – xv, fi(0) – x
′
v, fi(0)
– xv, f 2i (0) – x
′
v, f 2i (0)
– . . . – xv, f k−1i (0)
– x′
v, f k−1i (0)
– y1. We can see that these paths are vertex disjoint
except for the endpoints y0, y1, . . . , yk.
Therefore, the only way to go from y0 to yk is by passing through y0, y1, . . . , yk
one-by-one. Thus, for each i ∈ [k], Py must contain a subpath Pvi where
vi ∈ Ci. Because each of these subpaths has length 4k, the total cost is already
4k · k = 4k2, which is exactly the length bound. Therefore, Py can not contain
any other edge, which proves the lemma.
Now, we can prove the other direction in the correctness of the construc-
tion.
Lemma 4.3.9. Let S be an optimal solution for the SLSN instance (G′, L) with
demand graph H∗k,0. If S has cost at most g(H
∗
k,0) = 4k
4 − 4k3 + 32 k2 +
5
2 k, then
there is a multi-colored clique of size k in G.
Proof. For each i, j ∈ [k] with i ̸= j, let Pi,j be a (arbitrarily chosen) path in S
which connects r and li,j with length at most L = 4k2. Let P = {Pi,j | i, j ∈
[k], i ̸= j} be the set of all these paths. We also let Py be a (arbitrary) path in S
of length at most L which connects y0 and yk.
From Claim 4.3.8, Py can be divided to k subpaths, each of which corre-
sponds to a vertex vi. We will show that v1, . . . , vk form a clique in G (i.e., for
each 1 ≤ i < j ≤ k, we have {vi, vj} ∈ E).
We first prove that these paths must share certain edges due to the cost
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bound of the optimal solution. From Claim 4.3.6, we know that each Pi,j
costs exactly 2 + 1 + 2k2 − 2 + 1 + 2k2 − 2 = 4k2. In addition, from the
form of Pi,j we can also see that these paths are almost disjoint, except that
Pi,j and Pj,i may share a length 2 edge {r, z{i,j}} ∈ E1 and a length 1 edge
{z{i,j}, ze} ∈ E2. Therefore, in order to satisfy the demands between r and all
of the li,j’s, the total cost of the edges in S ∩ (E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5) is at least
4k2 · k(k− 1)− (k2) · (2 + 1) = 4k4 − 4k3 −
3
2 k
2 + 32 k, even if every Pi,j and Pj,i
do share edge {r, z{i,j}} and edge {z{i,j}, ze}.
We now calculate the cost of the edges in S∩ (Eyx ∪ Exx ∪ Exy). From Claim
4.3.8, the total cost of edges in Py ∩ (Eyx ∪ Exx ∪ Exy) is at least (4+ 3 · (k− 1) +
3) · k = 3k2 + k. Thus, the total cost is already at least
(︁





(3k2 + k) = 4k4 − 4k3 + 32 k2 +
5
2 k = g(H
∗
k,0), so S cannot contain any edge
which has not been counted yet.
Therefore, every edge in Py ∩ E4 must appear in some path in P . In fact,
by the form of the paths in P , we can see that for each i, j ∈ [k] where i ̸= j,
the edge {xvi,j, x′vi,j} ∈ Py ∩ E4 can only appear in path Pi,j, rather than any
other Pi′,j′ . Thus xvi,j is in path Pi,j, and similarly xvj,i is in path Pj,i. Recall that
Pi,j and Pj,i must share an edge {z{i,j}, ze} for some e ∈ E because of the cost
bound, and z{vi,vj} is the only vertex which adjacent to both xvi,j and xvj,i, we
can see that e can only be {vi, vj}. Therefore {vi, vj} ∈ E, which proves the
lemma.
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4.3.2.2 Case 2, 3, and 4:
Cases 2, 3, and 4 are basically the same as Case 1, so we discuss them in the
same subsection.
Case 2: H∗k,1
We use the same G∗k , G
′, and L in the construction of the SLSN instance
for demand graph H∗k,0, and also set g(H
∗
k,1) = 4k
4 − 4k3 + 32 k2 +
5
2 k. The
only difference is the demand graph. Besides the demand of {r, li,j} for all
i, j ∈ [k] where i ̸= j, and {y0, yk}, there is a new demand {r, y0}. Clearly this
new demand graph is a star with (k(k− 1) + 1) leaves, and an edge in which
exactly one of the endpoints is a leaf of the star, so it is isomorphic to H∗k,1.
Assume there is a multi-colored clique of size k in G. The paths connecting
previous demands in the solution of the SLSN instance are the same as Case
1. The path between r and y0 is r – z{1,2} – z{v1,v2} – xv1,2 – y0. All the edges in
this path are already in the previous paths, so the cost remains the same. The
length of this path is 2 + 1 + 2k2 − 2 + 4 = 2k2 + 5 < 4k2, which satisfies the
length bound.
Assume there is a solution for the SLSN instance (G′, L, H∗k,1) with cost
4k4 − 4k3 + 32 k2 +
5
2 k. The proof that there exists a multi-colored clique of size
k in G is the same as Case 1.
Case 3: H∗k,2
As in Case 2, only the demand graph changes. The new demand graph
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is the same as in Case 2 but again with a new demand {r, yk}. Since {r, y0}
was already a demand, our new demand graph is a star with (k(k− 1) + 2)
leaves (the li,j’s and y0 and yk), and an edge between two of its leaves (y0 and
yk), which is isomorphic to H∗k,2.
Assume there is a multi-colored clique of size k in G. The paths connecting
previous demands in the solution of the SLSN instance are the same as Case
2. The path between r and yk is r – z{k−1,k} – z{vk−1,vk} – xvk,k−1 – yk. All the
edges in this path are already in the previous paths, so the cost stays the same.
The length of this path is 2 + 1 + 2k2 − 2 + 4 = 2k2 + 5 < 4k2, which satisfies
the length bound.
Assume there is a solution for the SLSN instance (G′, L, H∗k,2) with cost
4k4 − 4k3 + 32 k2 +
5
2 k. The proof that there exists a multi-colored clique of size
k in G is the same as Case 1.
Case 4: Hk,k
In order to get Hk,k as our demand graph, we have to slightly change
the construction from Case 1. We still first make a weighted graph Gk,k =
(Vk,k, Ek,k) and then transform it to the unit-length unit-cost graph G′. For the
vertex set Vk,k, we add another layer of vertices V0 = {l′i,j | i, j ∈ [k], i ̸= j} to
V∗k before the first layer V1. For the edge set Ek,k, we include all the edges in
E∗k , but change the length of edges in E1 to length 1. We also add another edge
set E0 = {{l′i,j, r} | i, j ∈ [k], i ̸= j}. Each edge in E0 has length 1.
The demands are {l′i,j, li,j} for each i, j ∈ [k] where i ̸= j, as well as {y0, yk}.
This is a matching of size k(k− 1) + 1, which is isomorphic to Hk,k. We still
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set the length bound to be L = 4k2, and set g(Hk,k) = 4k4 − 4k3 + 2k2 + 2k.
If there is a multi-colored clique of size k in G, the construction for the
solution in G′ is similar to Case 1. For each i, j ∈ [k] where i ̸= j, the path
between l′i,j and li,j becomes l
′
i,j – r – z{i,j} – z{vi,vj} – xvi,j – x
′
vi,j
– li,j (i.e., one
more layer before the root r). It is easy to see that the length bound and size
bound are still satisfied.
Assume there is a solution for the SLSN instance (G′, L, Hk,k) with cost
4k4 − 4k3 + 2k2 + 2k. The proof that there exists a multi-colored clique of size
k in G is essentially the same as Case 1, except the path between l′i,j and li,j has
one more layer.
4.3.2.3 Case 5: H2,k
In this case, we slightly modify the reduction of (Feldmann and Marx, 2016).
We first change all the edges from directed to undirected. In addition, in
(Feldmann and Marx, 2016) the demand graph is precisely a 2-by-k(k − 1)
bipartite graph, but we also handle the generalization in which there may be
more demands between vertices on each sides (i.e., the 2-by-k(k− 1) bipartite
graph is just a subgraph of our demands). In order to do this, we add some
dummy vertices and some edges.
Given an MCC instance (G = (V, E), c) with parameter k, and a demand
graph H ∈ H2,k, we create a unit-length and unit-cost SLSN instance G′ with
demand isomorphic to H as follows.
We first create a weighted graph G2,k = (V2,k, E2,k). The vertex set V2,k
contains 5 layers of vertices. The first layer V1 is just two roots r1, r2. The
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second layer V2 contains a vertex z{i,j} for each 1 ≤ i < j ≤ k, and a vertex yi
for each i ∈ [k]. The third layer V3 contains a vertex ze for each e ∈ E, and a
vertex yv for each v ∈ V. The fourth layer V4 contains a vertex xv,j for each
v ∈ V and j ̸= c(v). The fifth layer V5 contains a vertex li,j for each i, j ∈ [k]
where i ̸= j.
The edge set E2,k contains the following edges:
• E11 = {{r1, z{i,j}}, 1 ≤ i < j ≤ k}, each edge in E11 has length 1.
• E12 = {{z{c(u),c(v)}, ze} | e = {u, v} ∈ E}, each edge in E12 has length 1.
• E13 = {{ze, xu,c(v)} | e = {u, v} ∈ E}, each edge in E13 has length 1.
Note that if {ze, xu,c(v)} ∈ E13, then {ze, xv,c(u)} ∈ E13
• E21 = {{r2, yi} | i ∈ [k]}, each edge in E21 has length 1.
• E22 = {{yc(v), yv} | v ∈ V}, each edge in E22 has length 1.
• E23 = {{yv, xv,j} | v ∈ V, j ̸= c(v)}, each edge in E23 has length 1.
• Exl = {{xv,j, lc(v),j} | v ∈ V, j ̸= c(v)}, each edge in Exl has length 4.
• Ell = {{li,j, li′,j′} | i, j, i′, j′ ∈ [k], i ̸= j, i′ ̸= j′, (i, j) ̸= (i′, j′)}, each edge
in Ell has length 7.
We get a unit-length graph G′ from G2,k by replacing every edge e ∈ E2,k
by a length(e)-hop path. Our SLSN instance consists of the graph G′, length
bound L = 7, and the following demands (which will be isomorphic to H).
For each r ∈ {r1, r2} and i, j ∈ [k] with i ̸= j, there is a demand between
r and li,j (note that these demands form a 2 by k(k − 1) complete bipartite
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Figure 4.2: G2,k
graph. Let this complete bipartite subgraph be B. For the rest of the demands,
we arbitrarily choose a mapping between V1 = {r1, r2} and the 2-side of the
bipartite graph in H, as well as a mapping between V5 = {li,j | i, j ∈ [k], i ̸= j}
and the k(k− 1)-side. There is a demand between two vertices u, v ∈ V1 ∪V5
if there is an edge between u, v in H.
This construction clearly takes poly(|V||H|) time. Let g(H) = 7|H| − 7k2 +
9k− 7 · 1{r1,r2}∈H, where 1{r1,r2}∈H is an indicator variable for {r1, r2} being
a demand in H. This function is also computable in time poly(|H|). We first
prove the easy direction in the correctness of the reduction.
Lemma 4.3.10. If there is a multi-colored clique of size k in G, then there is a solution
S for the SLSN instance (G′, L) with demand graph H ∈ H2,k, and the total cost of
S is 7|H| − 7k2 + 9k− 7 · 1{r1,r2}∈H.
Proof. Let v1, . . . , vk be a multi-colored clique of size k in G, where vi ∈ Ci
for all i ∈ [k]. We create a feasible solution S to our SLSN instance, which
contains following paths in G′ (i.e., edges in G2,k):
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• {z{vi,vj}, xvi,j} and {z{vi,vj}, xvj,i} for each 1 ≤ i < j ≤ k. The total cost of
these edges is 2 · (k2) = k2 − k.
• {r2, yi} for each i ∈ [k]. The total cost of these edges is k.
• {yi, yvi} for each i ∈ [k]. The total cost of these edges is k.
• {yvi , xvi,j} for each i, j ∈ [k] where i ̸= j. The total cost of these edges is
2 · (k2) = k2 − k.
• {xvi,j, li,j} for each i, j ∈ [k] where i ̸= j. The total cost of these edges is
4 · 2 · (k2) = 4k2 − 4k.
• {u, v} for each {u, v} ∈ H \ (B∪{{r1, r2}}). The total cost of these edges
is 7 · (|H| − 2 · k(k− 1)− 1{r1,r2}∈H) = 7|H| − 14k
2 + 14k− 7 · 1{r1,r2}∈H.





2 − k + k + k + k2 − k + 4k2 −
4k + 7|H| − 14k2 + 14k− 7 · 1{r1,r2}∈H = 7|H| − 7k
2 + 9k− 7 · 1{r1,r2}∈H.
Now we show the feasibility of this solution. For each i, j ∈ [k] where
i ̸= j, the path between r1 and li,j is r1 – z{i,j} – z{vi,vj} – xvi,j – li,j, and the path
between r2 and li,j is r2 – yi – yvi – xvi,j – li,j. Both paths have length 7, which is
within the length bound. For each {u, v} ∈ H \ (B ∪ {{r1, r2}}), u and v have
an edge with length 7, thus a path under the length bound exists. Finally, if
167
there exists a demand between r1 and r2, we can follow the path r1 – z{1,2} –
z{v1,v2} – xv1,2 – yv1 – y1 – r2, which has length 6.
Now we prove the other direction.
Let S be an optimal solution for the SLSN instance (G′, L) with demand
graph H∗k,0. If S has cost at most 4k
4 − 4k3 + 32 k2 +
5
2 k, then there is a multi-
colored clique of size k in G.
Lemma 4.3.11. Let S be an optimal solution for the SLSN instance (G′, L) with
demand graph H ∈ H2,k. If S has cost at most 7|H| − 7k2 + 9k − 7 · 1{r1,r2}∈H,
then there is a multi-colored clique of size k in G.
Proof. For each i, j ∈ [k] where i ̸= j, let P1,i,j ⊆ S be a (arbitrarily chosen) path
between r1 and li,j with length at most 7, and P2,i,j ⊆ S be a (arbitrarily chosen)
path between r2 and li,j with length at most 7. Let P1 = {P1,i,j | i, j ∈ [k], i ̸= j},
and P2 = {P2,i,j | i, j ∈ [k], i ̸= j}. As in lemma 4.3.9, we first show that some
edges must be shared by multiple paths by calculating the total cost.
In order to satisfy the demand for each {li,j, li′,j′} ∈ H \ (B ∪ {{r1, r2}}),
the only way is to use the edge between li,j and li′,j′ in Ell . Otherwise, suppose
the path has more than one edge, since the only edges incident on any li,j have
length either 4 or 7, the cost of two of these edges already exceeds the length
bound. Thus the total cost of the edges in S ∩ Ell is at least 7|H| − 7|B| − 7 ·
1{r1,r2}∈H = 7|H| − 14k
2 + 14k− 7 · 1{r1,r2}∈H.
We can see that each of the paths in P1 ∪ P2 must have exactly one edge
between every two adjacent levels, and they cannot have any other edges
because of the length bound. Thus, each path P1,i,j ∈ P1 must have form r1 –
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z{i,j} – z{u,v} – xu,j – li,j for some {u, v} ∈ E with u ∈ Ci and v ∈ Cj, and each
path in P2,i,j ∈ P2 must have form r2 – yi – yv – xv,j – li,j for some v ∈ Ci.
By looking at the form of paths in P1, we can see that these paths are almost
disjoint, except that P1,i,j and P1,j,i may share edge {r1, z{i,j}} ∈ E11 and edge
{z{i,j}, ze} ∈ E12. Since paths in P1 only contain edges in E11 ∪ E12 ∪ E13 ∪ Exl ,




2 − 6k, even if every P1,i,j and P1,j,i do share edge {r1, z{i,j}} and
edge {z{i,j}, ze}.
We then look at the form of paths in P2. We can see that the first 3 hops of
these paths only contain edges in E21 ∪ E22 ∪ E23. In addition, these paths are
all disjoint on edges in E23. Moreover, in order to reach all li,j from r2 within
length 7, these paths should contain all edges in E21 and at least k edges in E22.
Therefore, the total cost of edges in S ∩ (E21 ∪ E22 ∪ E23) should be at least
k(k− 1) + k + k = k2 + k.
By summing up all these edges, the total cost of edges in S is already at
least 7|H| − 14k2 + 14k− 7 · 1{r1,r2}∈H + 6k
2− 6k + k2 + k = 7|H| − 7k2 + 9k−
7 · 1{r1,r2}∈H = g(H), which means S cannot contain any edge that has not
been counted before.
Therefore, S must contain exactly k edges in E22, and each of these edges
must have a different yi as an endpoint. Thus these edges must have form
{y1, yv1}, . . . , {yk, yvk}, where vi ∈ Ci for all i ∈ [k]. We claim that v1, . . . , vk
forms a (multicolored) clique in G.
For each 1 ≤ i < j ≤ k, by looking at the form of paths in P2, we know
that the path P2,i,j must be r2 – yi – yvi – xvi,j – li,j. Because of the total cost
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limitation, the edge {xvi,j, li,j} ∈ P2,i,j ∩ Exl must also appear in some path in
P1. By looking at the form of the paths in P1, the only possible path is P1,i,j.
Similarly, path P2,j,i must share edge {xvj,i, lj,i} with P1,j,i. Again by looking at
the form of the paths in P1, the edge in {z{i,j}, ze} ∈ S ∩ E12 which is shared
by P1,i,j and P1,j,i must have e = {vi, vj}, which means {vi, vj} ∈ E.
Therefore, v1, . . . , vk forms a clique in G.
4.3.2.4 Case 6: Hk
We now want to construct an SLSN instance for a demand graph H ∈ Hk
from an MCC instance (G = (V, E), c) with parameter k; since all other cases
have been handled, this will complete the proof of Theorem 4.3.4. By the
definition of Hk, for some t ∈ [5] there is a graph H(t) of Case t that is an
induced subgraph of H. We use Lemma 4.3.3 to find the graph H(t). Let
(G(t), L) be the SLSN instance obtained by applying our reduction for Case t
to the MCC instance (G, c), and let the corresponding function be g(t).
We now want to transform the SLSN instance (G(t), L) with demand
graph H(t) into a new SLSN instance (G′, L) with demand graph H, so that
instance (G(t), L, H(t)) has a solution with cost g(t)(H(t)) if and only if instance
(G′, L, H) has a solution with cost g(H) = g(t)(H(t)) + L · (|H| − |H(t)|). If
there is such a construction which runs in polynomial time, then there is
a multi-colored clique of size k in G if and only if instance (G′, L, H) has a
solution with cost g(H). This will then imply Theorem 4.3.4.
The graph G′ is basically just G(t) with some additional vertices and edges
from H \ H(t). For each vertex v in H but not in H(t), we add a new vertex v
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to G′. For each edge {u, v} ∈ H \ H(t), we add an L-hop path between u and
v to G′.
The construction still takes poly(|V||H|) time, because the construction for
the previous cases takes poly(|V||H(t)|) time and the construction for Case
6 takes poly(|G(t)||H|) time. Here |H(t)| ≤ |H|, and we know that |G(t)| is
polynomial in |V| and |H(t)|.
Lemma 4.3.12. SLSN instance (G(t), L, H(t)) has a solution with cost g(t)(H(t))
if and only if instance (G′, L, H) has a solution with cost g(H) = g(t)(H(t)) + L ·
(|H| − |H(t)|).
Proof. If instance (G(t), L, H(t)) has a solution with cost g(t)(H(t)). Let the
solution be S(t). For each e = {u, v} ∈ H \ H(t), let the new L-hop path
between u and v in G′ be Pe. Then S(t) ∪
⋃︁
e∈H\H(t) Pe is a solution to G
′ with
cost g(t)(H(t)) + L · (|H| − |H(t)|).
If instance (G′, L, H) has a solution with cost g(t)(H(t)) + L · (|H| − |H(t)|),
let the solution be S. Since for each e = {u, v} ∈ H \ H(t), the only path
between u and v in G′ within the length bound is the new L-hop path Pe, any
valid solution must include all these Pe, which has total cost L · (|H| − |H(t)).
In addition, for each demand {u, v} which is also in H, any path between u
and v in G′ within the length bound will not include any new edge, because
otherwise it will strictly contain an L-hop path, and have length more than L.
Therefore, S \⋃︁e∈H\H(t) Pe is a solution to G(t) with cost g(t)(H(t)).
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4.3.3 Proof of Theorem 4.1.5:
If C is a recursively enumerable class, and C * Cλ ∪ C∗ for any constant λ,
then for every k ≥ 2, let Hk be the first graph in C where Hk is not a star and
has at least 2k10 edges. The time for finding Hk is f (k) for some function f .
From Lemma 4.3.3 we know that Hk ∈ Hk, so that we can use Theorem 4.3.4
to construct the SLSNC instance with demand Hk.
The parameter p = |Hk| of the instance is a function just of k, and the
construction time is FPT from Theorem 4.3.4. Therefore this is a FPT reduction
from the MCC problem to the unit-length unit-cost SLSNC problem. Thus
Theorem 4.3.2 implies that the unit-length unit-cost SLSNC problem is W[1]-
hard for parameter p.
4.4 Algorithms for the Arbitrary-Length Arbitrary-
Cost SLSN
The idea for the algorithms for arbitrary-length arbitrary-cost SLSN is the
same as that for unit-length arbitrary cost. However, the arbitrary-lengths
increase the difficulty of the problem. For example, we cannot use Bellman-
Ford algorithm to find the lowest cost path within a certain distance bound.
We also cannot go over all the possible lengths of the paths in the dynamic
programming algorithm, because it will take exponential time.
In order to recover from this, we utilize some techniques in the (1 +
ε)-approximation algorithm for the RESTRICTED SHORTEST PATH problem,
where the problem is the special case of SLSN with p = 1.
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4.4.1 Preliminaries
In this section, we will introduce two algorithms: the first one gives a bound
on the optimal solution of the SLSN problem, and the second one finds the
shortest path under some flexible cost constraint. The algorithms are similar
to the algorithms for the RESTRICTED SHORTEST PATH problem.
Given an SLSN instance, the first algorithm OptLow orders all the edges
in E by cost and starts from the lowest one. In each iteration i, let ei be the
edge considered, and let Gei be the graph that contains all edges in E with cost
at most c(ei). The algorithm checks if Gei contains a feasible solution of the
SLSN instance, and returns C = c(ei) if a solution exists. The pseudocode is
in Algorithm 5.
Algorithm 5 OptLow(G = (V, E), c, l, H)
Order all the edges in E by the cost and get c(e1) ≤ c(e2) ≤ . . . ≤ c(e|E|)
for i = 1, . . . , |E| do
Gei ← the graph that contains all edges in E with cost at most c(ei)






Lemma 4.4.1. Let C be the solution returned by Algorithm 5 and OPT be the
cost of the optimal solution for the SLSN instance (G = (V, E), c, l, H). Then
C ≤ OPT ≤ n2C, and the running time is polynomial in n.
Proof. Since a graph in which all edges have cost less than C does not have a
feasible solution, we know that every feasible solution contains an edge which
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has cost at least C, so the optimal solution has cost at least C.
For the upper bound, because graph Gei contains a feasible subgraph, so
there is a feasible solution with cost at most n2C, thus the optimal solution has
cost at most n2C.
Because we can use a standard shortest path algorithm for each pair of
demands to test the feasibility, we can see that the running time is polynomial
in n.
Following is the second algorithm, which is aiming to find a low cost
path under certain distance bound. Algorithm 6 is essentially a dynamic










Lemma 4.4.2. Given a graph G = (V, E), a cost function c, a length function l, a
pair of vertices (s, t), a constant ε > 0, and a cost bound C, if there exists a path
between s and t with cost at most (1− 2ε)C and distance D, then Algorithm 6 returns
a path between s and t with cost at most C and distance at most D. The running time
is polynomial in nε .
Proof. The running time of this algorithm is clearly polynomial in nε because
there is only poly(nε ) slots of d(v, i).
We first claim that d(v, i) is the minimal length of a path from s to v under
new cost i. This can be proven easily by induction. The base case is i = 0,
where d(s, 0) = 0, and for other v ∈ V \ {s}, the minimal length is infinity. For
the inductive step, we consider the last edge {u, v} of the shortest path from s
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Algorithm 6 MinDist(G = (V, E), c, l, s, t, ε, C)
















for v ∈ V do





C∗ ← arg mini∈[⌊ nε ⌋] d(t, i)
if d(t, C∗) < ∞ then




to v under new cost i. By removing this edge from the path, it must be a path
from s to u under new cost i− c∗{u,v}. Therefore our claim holds.
If there exists a path between s and t with cost at most (1 − 2ε)C and
distance D, let the edge set of this path be S. Then because S has at most n









≤ n ·∑e∈S c(e)
εC







Thus the algorithm must return a non-empty set S′, which connects s and t
with distance at most D.
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Therefore, the algorithm returns a path S′, which has cost at most C and
distance at most D.
4.4.2 Constant Number of Demands
With the algorithms in Section 4.4.1, we can now introduce our FPTAS al-
gorithm for arbitrary-length arbitrary-cost SLSNCλ . Since Lemma 4.2.1 still
holds for the arbitrary length case, we can use the same idea as in Algorithm
4. However, in the arbitrary length case we can not guess the exact length of
each subpath, because there are too many possible lengths. We even can not
guess an approximate length for each subpath, because any violation on the
length bound may make the solution infeasible. Therefore, we switch to guess
the approximate cost of each subpath to solve this problem.
The algorithm for arbitrary-length arbitrary-cost SLSNCλ first bound the
optimal cost using Algorithm 5. Then guess the endpoint set Q and the set E′
which intuitively represents how the vertices in Q ∪⋃︁pi=1{si, ti} connected to
each other, the same way as in Algorithm 4. After that, the algorithm switch
to guess the cost c′ of each subpath, basically up to a (1 + ε) error. Finally, the
algorithm connect each pair of u, v ∈ V where {u, v} ∈ E′ by shortest paths
with restricted cost c′({u, v}) using Algorithm 6, check the feasibility, and
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output the optimal solution. The detailed algorithm is in Algorithm 7.
Algorithm 7 Arbitrary-length arbitrary-cost SLSNCλ
C ← OptLow(G = (V, E), c, l, H)
M← ∑e∈E c(e)
S← E
for Q ⊆ V where |Q| ≤ p(p− 1) do
Q′ ← Q ∪⋃︁pi=1{si, ti}











for {u, v} ∈ E′ do
T ← T ∪MinDist(G, c, l, u, v, ε, (1 + ε)c′({u,v})C)
end for







Claim 4.4.3. The running time for Algorithm 7 is is (nε )
O(p4).
Proof. We know that OptLow can be done in polynomial time by Lemma
4.4.1. Similar to Algorithm 4, we can also see that there are at most np(p−1)
possible Q, and for each Q there are at most 2(p(p−1)+2p)
2
possible E′, and






possible c′. The algorithm 6 in the
inner loop takes poly(nε ) running time. Thus the total running time is at most
np(p−1) · 2(p(p+1))2 · (5 log nε )(p(p+1))
2 · poly(nε ) + poly(n).
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4.4.2.1 Proof of Theorem 4.1.6:
The running time has been proven in Claim 4.4.3, which is polynomial in nε if
λ ≥ p is a constant. The correctness is also similar to Algorithm 4. Because
the algorithm only returns feasible solution, so we only need to show that this
algorithm returns a solution with cost at most the cost of the optimal solution.
We define S∗, P∗i , Q
∗, Q′∗, l′∗, P∗{u,v} the same as in the proof of Theorem
4.1.3. We further define c′∗({u, v}) as the cost of P∗{u,v} for each {u, v} ∈ E
′.
Since the algorithm iterates over all possibilities for Q, E′ and c′, there is














The reason that this c′ must have been iterated is because of Lemma 4.4.1. We
















We will show that the algorithm also must find a feasible solution in this
iteration.
For each i ∈ [p], the path P∗i is partitioned to edge-disjoint subpaths
by Q′∗. Let qi be the number of subpaths, and let the endpoints be si =
vi,0, vi,1, . . . , vi,qi−1, vi,qi = ti. We further let these subpaths be
P∗{si,vi,1}, P
∗




By the definition of l′∗ and c′∗, for each j ∈ [qi], there must be a path between
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vi,j−1 and vi,j with length at most l′∗({vi,j−1, vi,j}) and cost at most
c′∗({vi,j−1, vi,j}) ≤ (1− 2ε) · (1 + ε){c
′(vi,j−1,vi,j})C.
Therefore, by Lemma 4.4.2 we know that the edge set T in this iteration
must contains a path between u and v with length at most l′∗({vi,j−1, vi,j})










Because the summation ∑
qi
j=1 l
′∗({vi,j−1, vi,j}) is at most L, we know that the
edge set T in this iteration must satisfies demand {si, ti} for each i ∈ [p].
Therefore it is a feasible solution.












c′∗({u, v}) + εC
≤ OPT
1− 2ε + εC (4.2)
≤ OPT
1− 2ε + εOPT (4.3)
≤ (1 + 4ε)OPT.
Equation (4.2) is because the all the P∗u,v are edge-disjoint, and thus we
have OPT = ∑(u,v)∈E′∗ c′∗({u, v}). Equation (4.3) is because we know that
OPT ≥ C by Lemma 4.4.1.
Therefore, the algorithm outputs a (1 + 4ε)-approximation of the optimal
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solution. By replacing ε with ε4 in the whole algorithm, we get a (1 + ε)-
approximation.
4.4.3 Star Demand Graphs (SLSNC∗)
For the case that the demand graph is a star, let s = s1 = s2 = . . . = sp, and
T = {t1, . . . , tp}.
We first bound the optimal cost using Algorithm 5, and then assign a new
cost for each edge depending our bound of the optimal cost. Finally, we use a
dynamic programming algorithm which is similar to the algorithm for DST
to solve the problem under the new edge costs, and we can show that it is a
(1 + ε)-approximation to the optimal solution in the original edge cost. The
detailed algorithm is in Algorithm 8.
Here we are aiming to set d(v, R, j) as the smallest height of a tree, such
that the root is v, the total new cost is at most j, and it contains all the vertices
in R. Then, we can find the minimal j which makes d(v, T, j) ≤ L, and this j is
the minimal cost of a feasible solution under the new cost. Note that we only
need to consider the height of trees because the optimal solution in this case is
always a tree.
Lemma 4.4.4. The optimal solution S∗ of the SLSNC∗ problem is always a tree.
Proof. We can assign path P1, . . . Pp as in the Lemma 4.2.1. Because S∗ is an
optimal solution, it will not contain any edge other than the edges in P1, . . . Pp.
If there is a cycle in S∗, then there are two paths Pi and Pj intersect at a vertex
v other than the root s, and the paths to v are different, which contradict with
Lemma 4.2.1. Therefore S∗ is always a tree.
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Algorithm 8 Arbitrary-length arbitrary-cost SLSNC∗
C ← OptLow(G = (V, E), c, l, H)















0, if |R| = 1 and v ∈ R, or R = ∅
∞, otherwise
end for






for i = 1, . . . , p do
for v ∈ V, R ⊆ T with |R| = i do
d(v, R, j) ← minv′∈V,R′⊆R,k≤j−c∗{v,v′}(l({v, v
′}) + max{d(v′, R′ \










if d(s, T, j) ≤ L then




We again first prove the running time.
Claim 4.4.5. Algorithm 8 runs in time O(4p · poly(nε )).
Proof. Because running algorithm OptLow and setting new costs runs in poly-
nomial time, we only need to prove the time of the dynamic programming





slots, and filling each of
them takes at most n · 2p time, so the total running time is O(4p · poly(nε )).
We then prove the correctness of the dynamic programming part.





], the d(v, R, j) stores the
smallest height of a tree, such that the root is v, the total new cost is at most j, and it
contains all the vertices in R.
Proof. We prove the lemma using induction. The base case is that R = ∅ or
R = {v}, which has already been initialized.
The algorithm fill all the d(v, R, j) with the ascending order of j and then
ascending order of |R|, so for any v′ ∈ V, R′ ⊆ R, and k ≤ j− c∗{v,v′}, we know
that d(v′, R′ \ {v}, k) and d(v′, R \ R′ \ {v}, j− c∗{v,v′} − k) must have already
been filled before filling d(v, R, j). We will show that when updated, d(v, R, j)
is at most and at least the smallest height of a tree, such that the root is v, the
total new cost is at most j, and it contains all the vertices in R.
For the “at most” part, let S be the lowest tree, such that the root is v, the
total new cost is at most j, and it contains all the vertices in R. If S is not in the
base case, then either v has degree 1, or v has degree more than 1 in S.
If v has degree 1, then there must be a v′ which is adjacent to v, and the tree
rooted at v′ is the lowest height tree, which contains all the vertices in R \ {v},
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and the total cost is at most j− c∗{v,v′}. This case is already considered in the
algorithm by setting R′ = R and k = j− c∗{v,v′}, thus in this case d(v, R, j) is at
most the height of S.
If v has degree more than 1, then S can be split to two trees S1 and S2 with
the same root v. Let R1 = R ∩ S1, then the height of S is at least the lowest
possible height of S1, and also at least the lowest possible height of S2. This
case is considered in the algorithm by setting v′ = v, R′ = R1 and k be the cost
of S1, thus in this case d(v, R, j) is also at most the height of S.
For the “at least” part, we only need to show that there exist a tree with
height d(v, R, j) such that the root is v, the total new cost is at most j, and it
contains all the vertices in R. Let v∗, R∗, and k∗ be the value of v′, R, and k
which gives the minimum value of d(v, R, j). Then after removed redundant
edges, the union of the edge {u, v}, the tree for d(v∗, R∗ \ {v}, k∗), and the tree
for d(v∗, R \ R∗ \ {v}, j− c∗{v,v∗} − k
∗) is a tree which the root is v, the total
new cost is at most j, and it contains all the vertices in S, with height d(v, R, j).
Therefore d(v, R, j) is correctly set to what we want.
No we can finally prove our Theorem 4.1.7.
4.4.3.1 Proof of Theorem 4.1.7
The running time has already been proven in Claim 4.4.5. Now we prove the
correctness.
Let S∗ be the optimal solution and let OPT = ∑e∈S∗ c(e). Then, the new
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because from Lemma 4.4.4 we know that |S∗| ≤ n and from Lemma 4.4.1 we
know that C ≤ OPT ≤ n2C.
Since S∗ is a tree with height at most L, such that the root is s, the total
new cost is at most nεC (1 + ϵ)OPT, and it contains all the vertices in T, from
Lemma 4.4.6 and the last section of Algorithm 8 we know that the algorithm
must returns a tree S with height at most L, the total new cost is at most
n
εC (1 + ϵ)OPT, and it contains all the vertices in T, which is a feasible solution.
Now we calculate the original cost of S. Because
n
εC








≥ n ·∑e∈S c(e)
εC
,
we know that ∑e∈S c(e) ≤ (1 + ϵ)OPT, which is a (1 + ε) approximation to
the optimal solution.
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4.5 Hardness for the Unit-Length Polynomial-Cost
SLSN
4.5.1 Preliminaries
Here, we will do a FPT reduction from the MULTI-COLORED DENSEST k-
SUBGRAPH (MULTI-COLORED DkS) problem to the unit-length polynomial-
cost SLSNC problem with a C * Cλ ∪ C∗. Here is the definition of the MULTI-
COLORED DkS problem.
Definition 4.5.1 (MULTI-COLORED DENSEST k-SUBGRAPH). Given a graph
G = (V, E), a number k ∈ N, a coloring function c : V → [k], and a factor
α < 1. The objective of the MULTI-COLORED DkS problem is to distinguish
the following two cases:
• There is a k-clique in G, where each vertex has different color.
• Every subgraph of G induced by k vertices contains less than α · (k2)
edges.
Previously, it has been proven that, assume Gap-ETH holds, then there is
no FPT algorithm for MULTI-COLORED DkS even with α = o(1). Formally,
the theorem is as follows.
Theorem 4.5.2 (Chitnis, Feldmann, and Manurangsi, 2017, Corollary 24). As-
suming (randomized) Gap-ETH, for any function h(k) = o(1) and any function
f , there is no f (k) · nO(1)-time algorithm that solves MULTI-COLORED DkS with
factor α = k−h(k).
We can easily get a weaker version of this theorem which α = O(1).
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Corollary 4.5.3. For any constant 0 < α < 1, for any function f , assuming
(randomized) Gap-ETH there is no f (k) · nO(1)-time algorithm that solves MULTI-
COLORED DkS with factor α.
Proof. We can set h(k) = logk
1
α in Theorem 4.5.2.
4.5.2 Reduction
Theorem 4.5.4. Let 1 ≥ ϵ > 0 be an arbitrary constant, and let G = (V, E),
coloring function c : V → [k], and factor ε be a MULTI-COLORED DkS instance.
Let H ∈ Hk. Then we can construct a unit-length polynomial-cost SLSN instance
(G′, L) with demand graph H in poly(|V||H|) time, and there exists a function g
(computable in time poly(|H|)) such that
• If there is a k-clique in G, where each vertex has different color, then the SLSN
instance has a solution with cost g(H).
• If every subgraph of G induced by k vertices contains less than ε · (k2) edges,





As in the unit-length unit-cost setting, we will first design a reduction for
demand graphs H ∈ {H∗k,0, H∗k,1, H∗k,2, Hk,k} ∪H2,k first, and then consider the
general H ∈ Hk.
4.5.2.1 Case 1: H∗k,0
Let G = (V, E) with coloring function c : V → [k] and factor ε be a MULTI-
COLORED DkS instance. We create a unit-length and polynomial-cost SLSN
instance G′ with demand graph H∗k,0 as following.
186
We again use the length-weighted graph G∗k constructed in Section 4.3.2.1.
We change the cost of edges in E2 ∪ E4 to 4k4, while keeping the cost equal to
the length for the rest of the edges.
G′ is again a graph that each edge e ∈ E∗k is replaced by a length(e)-
hop path. Where the cost of edges is divided equally for each hop. The
demands are the same as the demands in Section 4.3.2.1, and L is still 4k2. The
construction still takes |V||H∗k,0|. The function g is slightly different, where
g(H∗k,0) = 6k
6 − 6k5 + 3k4 + k, this function is also computable in poly(H∗k,0)
time.
Using the same solution as in the proof of Lemma 4.3.5, we can see that, If
there is a multi-colored clique of size k, then the SLSN instance has a solution
with cost












· (4k4 − 1) = 6k6 − 6k5 + 3k4 + k,
because the cost of (k2) + k(k− 1) edges in this solution is changed from 1 to
4k4.
The other direction for the correctness is the following lemma.
Lemma 4.5.5. Let S be an optimal solution for the SLSN instance (G′, L) with






g(H∗k,0), then there is a subgraph
of G with ε · (k2) edges.
Proof. For each i, j ∈ [k] where i ̸= j, let Pi,j be a (arbitrarily chosen) path in
S which connects r and li,j with length at most L = 4k2. Let P = {Pi,j | i, j ∈
[k], i ̸= j} be the set of all these paths. We also let Py be a (arbitrarily chosen)
path in S which connects y0 and yk with length at most L.
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From Claim 4.3.8, Py can be divided to k subpaths, each correlates to a
vertex vi. We will show that the induced subgraph on vertex set {v1, . . . , vk}
has at least ε · (k2) edges. In fact, let R = {{vi, vj} | i, j ∈ [k], i ̸= j, Pi,j ∩ E2 =
Pj,i ∩ E2, Py ∩ Pi,j ∩ E4 ̸= ∅, Py ∩ Pj,i ∩ E4 ̸= ∅}, we will show that R ⊆ E and
|R| ≥ ε · (k2).
For any {vi, vj} ∈ R, by looking at the definition of G∗k and the form of the
path Py and Pi,j in Claim 4.3.6 and 4.3.8, we know that if Py ∩ Pi,j ∩ E4 is not an
empty set, then it must contain only one edge {xvi,j, x′vi,j}. Similarly, Py ∩ Pj,i ∩
E4 must be the edge {xvj,i, x′vj,i}. From this, we can see that Pi,j ∩ E2 = Pj,i ∩ E2
must be the edge {z{i,j}, z{vi,vj}}, because z{vi,vj} is the only vertex which is
adjacent to both xvi,j and xvj,i. Therefore by the definition of E2, we know that
{vi, vj} is an edge of E, which means R ⊆ E. Thus the only thing left is to
show that |R| ≥ ε · (k2).
From Claim 4.3.8, because Py contains k subpaths, and each subpath con-
tains k− 1 edges in E4, we know that |Py ∩ E4| ≥ k(k− 1). From Claim 4.3.6,
because for each i, j ∈ [k] where i ̸= j, there is at least one edge in Pi,j ∩ E4, and
they must be different from each other, we know that
⃓⃓⃓⋃︁
i,j∈[k],i ̸=j Pi,j ∩ E4
⃓⃓⃓
≥

















⃓⃓− x ≥ 2k(k− 1)− x.
Let T = {Pi,j | i, j ∈ [k], i ̸= j, Py ∩ Pi,j ∩ E4 ̸= ∅}, then |T| ≥ 2k(k− 1)− x,
because each Pi,j can share at most one edge with Py.
We also know that each edge {z{i,j}, ze} ∈ S ∩ E2 can only appear in at
most two different paths, which are Pi,j and Pj,i. Let y = |S ∩ E2|. From Claim
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4.3.6 we know that each path in T must contain at least one edge in S ∩ E2,
thus there are at least |T| − y edges in S ∩ E2 which appear in two different
paths in T. Therefore |R| ≥ |T| − y.
Now we calculate the size of R. Because every edge in E2 ∪ E4 has cost 4k4,






g(H∗k,0), thus we have































Therefore the induced subgraph with vertex set {v1, . . . , vk} has at least
ε · (k2) edges.
4.5.2.2 Case 2, 3, and 4:
In this setting, the construction of Case 2, 3 still keep the same as Case 1, and
the change for 4 are basically the same as the unit-cost setting.
Case 2: H∗k,1
We use the same G∗k , G
′ and L in the construction of the SLSN instance
for demand graph H∗k,0, and also set g(H
∗
k,1) = 6k
6 − 6k5 + 4k4 + k. The only
difference is the demand graph. Besides the demand of {r, li,j} for all i, j ∈ [k]
where i ̸= j, and {y0, yk}, there is a new demand {r, y0}. Clearly this new
demand graph is a star with (k(k − 1) + 1) leaves, and an edge in which
exactly one of the endpoints is a leaf of the star, so it is isomorphic to H∗k,1.
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Assume there is a multi-colored clique of size k in G. The paths connecting
previous demands in the solution of the SLSN instance are the same as Case
1. The path between r and y0 is r – z{1,2} – z{v1,v2} – xv1,2 – y0. All the edges in
this path is already in the previous paths, so the cost remains the same. The
length of this path is 2 + 1 + 2k2 − 2 + 4 = 2k2 + 5 < 4k2, which satisfies the
length bound.







g(H∗k,1). The proof of existing a subgraph of G with
ε · (k2) edges is the same as Case 1.
Case 3: H∗k,2
As in Case 2, only the demand graph changes. The new demand graph is
the same as in Case 2 but again with a new demand {r, yk}. Since {r, y0}was
already a demand, our new demand graph is a star with (k(k− 1) + 2) leaves
(the li,j’s and y0 and yk), and an edge between two of its leaves (y0 and yk),
which is isomorphic to H∗k,2.
Assume there is a multi-colored clique of size k in G. The paths connecting
previous demands in the solution of the SLSN instance are the same as Case
2. The path between r and yk is r – z{k−1,k} – z{vk−1,vk} – xvk,k−1 – yk. All the
edges in this path is already in the previous paths, so the cost stays the same.
The length of this path is 2 + 1 + 2k2 − 2 + 4 = 2k2 + 5 < 4k2, which satisfies
the length bound.







g(H∗k,2). The proof of existing a subgraph of G with
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ε · (k2) edges is the same as Case 1.
Case 4: Hk,k
In order to get Hk,k as our demand graph, we have to slightly change the
construction in Case 1. We still first make a weighted graph Gk,k = (Vk,k, Ek,k)
and then transform it to the unit-length graph G′. For the vertex set Vk,k, we
add another layer of vertices V0 = {l′i,j | i, j ∈ [k], i ̸= j} in to V∗k before
the first layer V1. For the edge set Ek,k, we include all the edges in E∗k , but
change the edges in E1 to length 1 and cost 1. We also add another edge set
E0 = {{l′i,j, r} | i, j ∈ [k], i ̸= j}. Each edge in E0 has length 1 and cost 1.
The demands are {l′i,j, li,j} for each i, j ∈ [k] where i ̸= j, as well as {y0, yk}.
This is a matching of size k(k− 1) + 1, which is isomorphic to Hk,k. We still set





If there is a multi-colored clique of size k in G, the construction for the
solution in G′ is similar to Case 1. For each i, j ∈ [k] where i ̸= j, the paths
between l′i,j and li,j becomes l
′
i,j – r – z{i,j} – z{vi,vj} – xvi,j – x
′
vi,j
– li,j (i.e., one
more layer before the root r). It is easy to see that the length bound and size
bound are still satisfied.







g(Hk,k). The proof of existing a subgraph of G with
ε · (k2) edges is the same as Case 1, except the path between l′i,j and li,j has one
more layer.
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4.5.2.3 Case 5: H2,k
For any ε > 0, assume there is a demand graph H ∈ H2,k and a MULTI-
COLORED DkS instance G = (V, E) with coloring function c, factor ε, and
parameter k. We create a unit-length and polynomial-cost SLSN instance G′
as following.
We again use the length-weighted graph G2,k constructed in Section 4.3.2.3.
We change the cost of edges in E22 to 4k4(k− 1), the cost of edges in E12 ∪ Exl
to 8k4, while keeping the cost equal to the length for the rest of the edges.
G′ is again a graph that each edge e ∈ E2,k is replaced by a length(e)-
hop path. Where the cost of edges is divided equally for each hop. The
demands are the same as the demands in Section 4.3.2.3, and L is still 7. The
construction still takes |V||H|. The function g is slightly different, where
g(H) = 16k6 − 16k5 − 10k2 + 11k + 7|H| − 7 · 1{r1,r2}∈H.
Using the same solution as in the proof of Lemma 4.3.10, we can see that, If
there is a multi-colored clique of size k, then the SLSN instance has a solution
with cost
7|H| − 7k2 + 9k− 7 · 1{r1,r2}∈H





· (8k4 − 4)
=16k6 − 16k5 − 10k2 + 11k + 7|H| − 7 · 1{r1,r2}∈H,
because the cost of k edges in E22 in this solution is changed from 1 to 4k4(k−
1), the cost of (k2) edges in E12 in this solution is changed from 1 to 8k
4, and
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the cost of k(k− 1) edges in Exl in this solution is changed from 4 to 8k4.
The other direction for the correctness is the following lemma.
Lemma 4.5.6. Let S be an optimal solution for the SLSN instance (G′, L) with






g(H), then there is a
subgraph of G with ε · (k2) edges.
Proof. For each i, j ∈ [k] where i ̸= j, let P1,i,j be a (arbitrarily chosen) path in S
which connects r1 and li,j, and P2,i,j be a (arbitrarily chosen) path in S which
connects r2 and li,j. Let P1 = {P1,i,j | i, j ∈ [k], i ̸= j}, and P2 = {P2,i,j | i, j ∈
[k], i ̸= j}. We can see that each of these paths must have exactly one edge
between each two levels. Where paths in P1 have form r1 – z{i,j} – z{u,v} – xu,j
– li,j with c(u) = i, c(v) = j, and {u, v} ∈ E. The paths in P2 have form r2 – yi –
yv – xv,j – li,j with c(v) = i.
For each color i ∈ [k], we can see that, in order to connect r2 with all
li,j, there must be at least one edge {yi, yv} ∈ S ∩ E22 with v ∈ Ci. Let






be the vertex which is in the most
number of paths in P2. We will prove that the induced subgraph with vertex
set {v1, . . . , vk} has at least ε · (k2) edges.
For each i ∈ [k], the edge {yi, yv} ∈ S∩ E22 can only appear in at most k− 1
different paths, which are P2,i,j where j ∈ [k] \ {i}. Because {yi, yvi} appears
in most number of paths in P2, any {yi, yv} other than {yi, yvi} can appear in
at most k−12 different paths. Let x = |S ∩ E22|. Let T = {(i, j) | i, j ∈ [k], i ̸=





We know that there is at least one different edge in Exl for each P1,i,j ∈ P1
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≥ |T|. There is also at least one




























⃓⃓− |S ∩ Exl|
≥|T|+ k(k− 1)− y = 5
2
k(k− 1)− k− 1
2
x− y.
For each (i, j) ∈ T, by looking at the form of P1 and P2, we know that
Exl ∩ P1,i,j can not intersect with P2,i′,j′ with any (i′, j′) ̸= (i, j). And if Exl ∩ P1,i,j
do intersect with P2,i′,j′ , the intersection must be exactly one edge {xvi,j, li,j}.
Therefore, let T′ = {P1,i,j | (i, j) ∈ T, {xvi,j, li,j} ∈ Exl ∩ P1,i,j ∩ P2,i,j}, we have
|T′| ≥ 52 k(k− 1)−
k−1
2 x− y.
Let z = |S ∩ E12| and R = {{vi, vj} | P1,i,j ∈ T′, P1,j,i ∈ T′, P1,i,j ∩ E12 =
P1,j,i ∩ E12}. Because each path in T′ has an edge in S ∩ E12, and any edge
(zc(u),c(v), z{u,v}) ∈ S ∩ E12 can appear in at most two paths P1,c(u),c(v) and
P1,c(v),c(u) in T′, we know that |R| ≥ |T′| − z.
For any {vi, vj} ∈ R, because {xvi,j, li,j} ∈ P1,i,j and {xvj,i, lj,i} ∈ P1,j,i, by
looking at the form of P1,i,j and the form of P1,j,i, we know that P1,i,j ∩ E12 =
P1,j,i ∩ E12 can only be the edge {z{i,j}, z{vi,vj}}, which means {vi, vj} ∈ E.
Therefore R ⊆ E. Thus the only thing left is to show that |R| ≥ ε · (k2).
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Because |H| ≤ (k(k− 1) + 2)(k(k− 1) + 1), we have
k− 1
2

















|R| ≥|T′| − z ≥ 5
2


















Therefore the induced subgraph with vertex set {v1, . . . , vk} has at least
ε · (k2) edges.
4.5.2.4 Case 6: Hk
For any small constant ε > 0, we now want to construct a SLSN instance for a
demand graph H ∈ Hk from a MULTI-COLORED DkS instance (G = (V, E), c),
factor ε, and parameter k. By definition ofHk, for some t ∈ [5] there is a graph
H(t) of Case t which is an induced subgraph of H. We use Lemma 4.3.3 to
find out the graph H(t). Let (G(t), L) be the SLSN instance obtained from
applying our reduction for case t from the MULTI-COLORED DkS instance
(G = (V, E), c). We want to construct a instance (G′, c′, L) with demand graph
H, and makes sure that
• If the SLSN instance (G(t), c(t), L) has a solution with cost g(t)(H(t)),
then the SLSN instance (G′, c′, L) has a solution with cost g(H).













If there is such a construction, then
• If there is a multi-colored clique in G with size k, then the SLSN instance
(G′, c′, L) has a solution with cost g(H).





then there is a induced subgraph of G with k vertices and at least ε · (k2)
edges.
Which is what we need for Theorem 4.5.4.
The graph G′ is basically graph G(t) with some additional vertices and
edges appeared in H \ H(t). We first increase the cost for all the edges in





. For each vertex v in H but not in H(t),
we add a new vertex v to G′. For each edge {u, v} ∈ H \ H(t), we add






· g(t)(H(t))+ L · (|H| − |H(t)|). This is computable in poly(|H|)
time.
The construction still takes poly(|V||H|) time, because the construction for
the previous cases takes poly(|V||H(t)|) time and the construction for Case
6 takes poly(|G(t)||H|) time. Here |H(t)| ≤ |H|, and we know that |G(t)| is
polynomial in |V| and |H(t)|.
If instance (G(t), L, H(t)) has a solution with cost g(t)(H(t)), let the optimal
solution be S(t). For each e = {u, v} ∈ H \ H(t), let the new L-hop path
between u and v in G′ be Pe. Then S(t) ∪
⋃︁







· g(t)(H(t)) + L · (|H| − |H(t)|) = g(H).
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let the optimal solution be S. Since for each e = {u, v} ∈ H \ H(t), the
only path between u and v in G′ within the length bound is the new L-hop
path Pe. Any valid solution must include all these Pe, which in total costs
L · (|H| − |H(t)|). In addition, for each demand {u, v} which is also in H(t),
any path between u and v in G′ within the length bound will not include any
new edge, because otherwise it will contain a L-hop path, and have length





















· g(t)(H(t)) + L · (|H| − |H(t)|)
)︃









L · (|H| − |H(t)|) ·
(︁5
































Therefore Theorem 4.5.4 is proved.
4.5.3 Proof of Theorem 4.1.8:
If C is a recursively enumerable class, and C * Cλ ∪ C∗ for any constant λ,
then for every k ≥ 2, let Hk be the first graph in C where Hk is not a star and
it has at least 2k10 edges. The time for finding Hk is f (k) for some function f .
From Lemma 4.3.3 we know that Hk ∈ Hk, so that we can use Theorem 4.5.4
to construct the SLSNC instance with demand Hk.
The parameter p = |Hk| of the instance is only related with k, and the
construction time is FPT from Theorem 4.5.4. Therefore this is a FPT reduc-
tion from the MULTI-COLORED DkS problem with parameter k and factor ε to
the unit-length polynomial-cost SLSNC problem with approximation factor(︁5
4 − ε
)︁





-approximation algorithm in f (p) · poly(n) time for any
function f , assuming Gap-ETH.
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