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Abstract
Current state of the art methods for generating seman-
tic segmentation rely heavily on a large set of images that
have each pixel labeled with a class of interest label or
background. Coming up with such labels, especially in do-
mains that require an expert to do annotations, comes at
a heavy cost in time and money. Several methods have
shown that we can learn semantic segmentation from less
expensive image-level labels, but the effectiveness of point
level labels, a healthy compromise between all pixels la-
belled and none, still remains largely unexplored. This pa-
per presents a novel procedure for producing semantic seg-
mentation from images given some point level annotations.
This method includes point annotations in the training of
a convolutional neural network (CNN) for producing im-
proved localization and class activation maps. Then, we
use another CNN for predicting semantic affinities in order
to propagate rough class labels and create pseudo semantic
segmentation labels. Finally, we propose training a CNN
that is normally fully supervised using our pseudo labels in
place of ground truth labels, which further improves per-
formance and simplifies the inference process by requiring
just one CNN during inference rather than two. Our method
achieves state of the art results for point supervised seman-
tic segmentation on the PASCAL VOC 2012 dataset [13],
even outperforming state of the art methods for stronger
bounding box and squiggle supervision.
1. Introduction
Today’s state of the art semantic segmentation algo-
rithms generally rely on full supervision to achieve top per-
formance. This means that annotators must label every pixel
of every image in order to train their models. While this
type of information is possible to obtain and available for
common classes of interests (e.g. the person, dog, and cat
class in natural image settings), many scientific applications
cannot feasibly gather such detailed annotations because of
the cost of annotator time, which may require a field ex-
pert. However, most settings can still afford some level of
annotation.
Figure 1. Top left: point annotations. Points are inflated and high-
lighted for visibility, but only the center pixel and its class label are
collected and used. Top right: squiggle supervision. Bottom left:
bounding box supervision. Bottom right: full supervision where
white represents an ignore label that is not used during training
and black is background. An image level label would only indi-
cate that there are one or more instances of person and one or more
instances of bicycle in this image.
This problem has motivated the exploration of weakly
supervised semantic segmentation, especially the setting
where image level labels are used for training [1, 2, 6, 45,
47, 14, 17, 25, 20, 46, 12, 38, 24, 28, 26, 23, 33, 35].
We make the distinction for image level labels because
there has also been some attention where bounding boxes
[42, 19, 50, 22, 32, 11, 37, 29], points [5], scribbles
[44, 43, 27, 48] or other forms of supervision [33] have
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Figure 2. PCAM training overview: compute PCAM with a point supervised input image using the ResNet50 [16] backbone, produce
the class labels, and compare the output with the supervised point and class labels to compute a loss used to update the PCAM network.
Note that the last convolutional layer’s feature maps are colored to match with their class dependent weight vector to produce per feature
heatmaps, which are then combined and upsampled during training to generate the PCAM.
been used for the weakly supervised segmentation problem.
Figure 1 shows visual examples of a few of these common
types of weak supervision for the semantic segmentation
problem.
Hence, we consider weak supervision to include any
supervised learning algorithm that makes finer predictions
than the annotations from which it should learn. For exam-
ple, a method for solving image level supervised semantic
segmentation (the most common form of weak supervision
for segmentation), uses image level labels (i.e. simple la-
bels of which classes appear in each training image) to train
and then produces semantic segmentation, which is a la-
belling of each pixel as a particular class of interest or back-
ground. A large gap still remains in performance between
algorithms using only image level labels and their fully su-
pervised counterparts with more supervision generally pro-
viding better performance.
While focusing on image level supervision makes sense
for many cases, such as those where many images of classes
of interest can be scraped from the web [17, 26], not all
problems are that way. Many research groups in more scien-
tific fields heavily guard their images and annotations such
that a given group might only have access to its own private
dataset. Further, these datasets can be much more expen-
sive to annotate than natural images, requiring field experts
to recognize and localize classes of interest. Therefore, it is
imperative that we develop methods that make optimal use
of annotator time. Bearman, et al [5] showed that, in their
setting, point supervision returned the best results given a
fixed budget of annotator time.
In this paper, we refer to point supervision as the same
setting as used presented by Bearman et al [5]. Specifically,
we are interested in the setting where annotators view an
image and annotate one or more instances of each class
of interest in the image. This setting makes sense when
users are manually annotating images as clicking on each
instance takes little time beyond providing image level la-
bels and provides valuable localization information that can
be used with this paper’s method and ultimately leads to sig-
nificantly better segmentation results. Further, with large or
dense images, this setting might even help annotators keep
track of which objects have already been noted and which
have not. During training, then, models would not have ac-
cess to any information beyond point annotations.
Despite its effectiveness and efficiency, this type of point
supervision for semantic segmentation has not been ex-
plored in several years since Bearman et al [5].
In this paper, we present a novel method for achieving
state of the art point-supervised semantic segmentation. At
the center of our method, we utilize point localization infor-
mation during the training of class activation maps (CAMs)
[51]. We then use IRNet [1] to refine these point supervised
class activation maps (PCAMs) to create pseudo semantic
segmentation labels, which are then used as ground truth for
training a fully supervised semantic segmentation network.
The primary contributions of this paper are as follows:
• We introduce a novel method for including point su-
pervision in the training of CAMs to produce PCAMs,
discussed in Section 3.1.
• We achieve state of the art performance on the PAS-
CAL VOC 2012 dataset [13] for point supervised se-
mantic segmentation, outperforming older fully super-
vised methods and current state of the art methods uti-
lizing even more supervision such as bounding boxes
and squiggles.
Our code will be made available on Github.
2. Related Work
This section reviews several methods on which our work
is based. First, we review some methods for coarse localiza-
tion given weak labels. Then we discuss some state of the
art image-level supervised segmentation papers before fi-
nally reviewing point-level supervised segmentation works.
2.1. Weakly Supervised Object Localization
Weakly supervised localization refers to the problem of
finding areas of interest in an image given weak labels.
This problem has also been referred to as saliency detec-
tion. These methods [21, 18, 3] attempt to find class generic
regions that are likely to contain some class of interest us-
ing varying levels of supervision. Similarly, methods such
as the one presented by Cholakka et al [9] work to localize
areas that are likely to contain a specific classes of interest.
Following the path of several methods which use CNNs
for weakly supervised object localization [4, 31, 10, 30],
CAMs as created by Zhou et al [51] have become the basis
for many weakly supervised class specific localization prob-
lems including some of the methods that will be discussed
in Section 2.2 [1, 2, 46].
In short, Zhou et al [51] propose a method for interpret-
ing the activation of a CNN trained for classification that
provides localization information for the classes of interest.
This localization is done by adding a global average pool-
ing (GAP) layer to a classification network and examining
the activations of the final convolutional layer in the classi-
fication CNN. The CNN has class dependent weight vectors
that learn which activations correspond with each class. By
weighting the feature map of the last convolutional layer
in the CNN and upsampling the weighted map to the im-
age size, the authors can begin to localize which areas of an
image correspond to different classes. Section 3.1 further
discusses this method.
Ultimately, this process allows for coarse localization of
classes of interest that can be derived from a network trained
with only image level labels. Other methods have built on
CAMs for creating even better class specific localization
extended beyond the image domain [40, 7]. Zhang et al
[49] proposed a method for iteratively improving localiza-
tion performance by erasing areas of high activation from
training images, forcing the CNN to learn other features as-
sociated with classes of interest thereby expanding areas of
localization.
Still, this line of work is only able to achieve coarse lo-
calization, and the resultant activation maps rarely cover the
full extent of classes of interest. These activation maps also
correspond poorly with object boundaries.
2.2. Image-level Supervised Segmentation
Given the ease of collecting image level labels, many ef-
forts have recently been made to create effective segmenta-
tion algorithms that use only these labels [1, 2, 6, 45, 47, 14,
17, 25, 20, 46, 12, 38, 24, 28, 26, 23, 33, 35].
Kolesnikov et al [23] propose a method for training a
segmentation CNN with a loss that guides the network via
its loss function to follow localization cues, expand around
those cues, and adhere to object boundaries. Several meth-
ods follow a similar path including work done by Huang et
al [20] which uses CAMs to generate its localization cues.
Similarly, their loss function has a term for adhering to these
cues, growing their regions according to some similarity cri-
teria, and adhering to object boundaries.
The most relevant methods to this paper include recent
works of Ahn et al [1, 2] which also generally rely on the
method of Zhou et al [51] to create CAMs. Ahn’s method
generates CAMs, mines affinity labels from the CAMs, and
presents a neural network that outputs information that can
be used to generate a transition probability matrix. In one
of their works [2], Ahn et al describe a method for carefully
exploiting CAMs to generate positive and negative affinity
labels for pixel pairs. Positive affinity labels should indicate
a pair of pixels is of the same class while negative labels
indicates differing classes. These labels can be generated
automatically by giving thresholds for confidence in CAMs
such that two pixels that have high confidence in the same
class are assigned a positive affinity label.
Each work by Ahn et al presents different networks and
methods for learning from these mined affinity labels, but
they both output information that is ultimately used to gen-
erate a transition probability matrix. They then perform
a random walk over CAMs using the computed transition
probabilities to propagate class labels and refine CAMs into
pseudo segmentation labels. Finally, these pseudo labels are
used in place of ground truth to train a CNN that is designed
to perform segmentation given real ground truth labels.
We largely follow this type of method with the novel
introduction of point supervision during early stages that
leads to a significant improvement in performance.
2.3. Point-level Supervised Segmentation
While image level supervision certainly has its place in
domains where images can easily be collected for classes
of interest, point supervision can significantly improve per-
formance of segmentation algorithms and can easily be col-
lected when annotating a new dataset. To our knowledge, no
publications have tackled the problem of point supervised
segmentation algorithms since Bearman et al [5] introduced
the problem, collected and provided point level annotations
for the PASCAL VOC 2012 dataset [13], and proposed a
method for incorporating point supervision and localization
cues into training a normally fully supervised network di-
rectly. This method computes a loss over supervised points
that is based on a log softmax probability.
The work by Mainis et al [29] is sometimes mentioned in
literature as using point level annotations to achieve seman-
tic segmentation; however, this paper uses extreme points
rather than more random points as collected in Bearman’s
work where annotators are simply asked to click on objects
of interest[5].
Rather than point-level annotations, then, [29] more
closely resembles bounding box level supervision. Ar-
guably, this method uses even more supervision than bound-
ing boxes in that extreme points give bounding box infor-
mation in addition to four points that are certainly on the
boundary of a given object. When given only a bounding
box, it is uncertain which parts of the bounding box edges
actually lie on an object boundary.
3. Framework
The primary contribution of this paper is to introduce a
method for training PCAMs: point supervised class acti-
vation maps as shown in Figure 2. Including point super-
vision in the training process in this way significantly im-
proves the localization performance of CAMs. To achieve
state of the art semantic segmentation results, we closely
follow the method of [1] to train IRNet on our PCAMs and
use its output to refine PCAMs to create pseudo semantic
segmentation labels. Finally, we train the fully supervised
segmentation network presented in [8], DeepLabv3+, on the
pseudo labels and use this network for final predictions.
3.1. PCAMs
To train PCAMs we generally follow the method pre-
sented in the work by Zhou et al [51] but present an ad-
ditional step that allows the inclusion of point supervision
during training as shown in Figure 2. The original method
for producing CAMs adds a global average pooling layer to
an image classification CNN. Following the work by Ahn et
al [1], we use ResNet50 [16] as the backbone classification
network and drop the stride of its last downsampling layer
to prevent too much reduction in resolution. Training the
image classification CNN is done with a simple multilabel
soft margin loss.
Limg(yˆ, y) = − 1
C
∗
C∑
i=1
(yi ∗ log((1 + exp(−yˆi))−1)
(1)
+(1− yi) ∗ log( exp(−yˆi)
1 + exp(−yˆi) ))
where y is the one hot encoded vector of classes in the
images, yˆ is the predicted class vector, yi is the label of the
ith class, and C is the number of classes. Once trained,
CAMs of a given class c can be generated by
Mc(x) =
φ>c f(x)
maxxφ>c f(x)
(2)
Where φc represents the learned class-dependent weight
vector for class c, f is the feature map from the final con-
volutional layer of the classification network backbone, and
x is a 2D coordinate in f . As mentioned before, we use
ResNet50 [16] as our backbone network with a reduced
stride in the final downsampling layer. The dimensions of
the CAMs are then 1/16 of the input image.
Training the classification network with point annota-
tions, however, requires that we generate the CAMs during
training. To align the CAMs with the input image, we use
bilinear interpolation to upsample the CAMs to the size of
the input image to create Uc, the upsampled CAM for class
c. This upsampling is only done during inference in previ-
ous works, but our method introduces this upsampling dur-
ing training so that we can compare the upsampled CAM
with any supervised points and guide the network for bet-
ter activation mapping. We then compute the mean squared
error loss over each of the supervised points as follows:
Lcpt =
1
|S|
∑
sS
(Uc(s)−Gc(s))2 (3)
where S is the set of supervised pixel locations, Uc(s)
is the predicted probability that location s is of class c, and
Gc(s) is the binary ground truth label for class c for the
pixel at location s. For the point supervised term of the loss
for training a network to generate PCAMs, we average the
classwise losses for each class present in the training image.
Lpt =
1
|C ′| ∗
∑
cC′
Lcpt (4)
where C ′ is the set of classes in the training image. This
allows us to precisely use any point level annotations to
guide the network to activate at specific locations. This loss
term also leads to more confident activation maps that cover
a greater spatial extent of objects of interest. The total loss
for training the PCAM network is then
Figure 3. From left to right: original images, CAM labels, PCAM labels, and ground truth segmentation for each image
L = Limg + αLpt (5)
where α is a weighting term.
3.2. IRNet
We follow the work of Ahn et al [1] in training and using
IRNet. We mine semantic affinity labels from our improved
PCAMs, which use point level supervision, rather than min-
ing labels from CAMs which use image level supervision,
and use them for training IRNet. In order to mine seman-
tic affinity labels, we threshold each PCAM such that low
values are considered background and high values are con-
sidered as the corresponding class. We ignore all pixels that
have middling confidence values as their labels are uncer-
tain and affinity labels must be mined reliably to optimize
the performance of IRNet.
We then examine all pixels within a small radius of con-
fident pixels. If a pair of pixels are both confident or back-
ground and have the same label, the pair is assigned a posi-
tive affinity label, and if it has a different label it is assigned
a negative affinity label.
IRNet uses training images and these mined affinity la-
bels to learn to predict a displacement vector field and class
boundary map. The displacement field should indicate cen-
troids of class boundaries, which aims to segment class in-
stance but also aids in separating instances of adjacent dif-
fering classes. The class boundary map aims to indicate
boundaries of classes.
The class boundary map can be synthesized to create
an affinity matrix. If a pair of pixels have a positive class
boundary pixel on the line between them, they have low se-
mantic affinity. Otherwise, they are likely to be of the same
class and have high semantic affinity. Next, the semantic
affinities are used to compute a transition probability ma-
trix for a random walk which is performed over instance-
wise PCAMs. Guided by this transition probability matrix,
a random walk over PCAMs expands and refines activation
areas. These refined PCAMs are then combined to create
pseudo semantic segmentation labels.
3.3. DeepLabv3+
The final step in our method takes the pseudo semantic
segmentation labels generated via random walk propagation
over PCAMs and uses them as ground truth for training
DeepLabv3+ [8]. We find that, despite training on imper-
fect labels, the network is still able to generate slightly bet-
ter segmentation results on unseen images when compared
to refined PCAMs.
Further, using a trained fully supervised network makes
inference simpler. To infer a new image otherwise, we
would need to first run inference using the trained PCAM
network and run inference using IRNet before we could
compute the transition probability network from IRNet’s
output. Finally, we would need to run the random walk al-
gorithm on the PCAM using the generated transition prob-
ability matrix to refine the PCAM.
After we train DeepLabv3+ on our pseudo semantic seg-
mentation labels, inference on an unseen image can be done
simply by running inference with our trained DeepLabv3+
model.
4. Experiments and Results
The following section describes our experiments on the
PASCAL VOC 2012 dataset [13] on which we achieve state
of the art performance for point-supervised semantic seg-
mentation.
4.1. Dataset
All of our experimental results are reported on the PAS-
CAL VOC 2012 dataset [13] and trained using the PAS-
CAL VOC 2012 training images supplemented with the im-
ages from the SBD dataset [15], following common prac-
tice [5, 1, 2]. The PASCAL VOC 2012 dataset includes
1,464 training images and 1,449 validatation images. The
SBD dataset contains annotations for 11,355 images from
the PASCAL VOC 2012 dataset. In total, we train with
10,582 training images and test with 1,449 validation im-
ages.
For training PCAMs, we use the point level labels pro-
vided by [5]. These labels include one ore more annotated
points per class in each training image. Overall, we use an
average of approximately 2.4 points per image for training.
4.2. Hyperparameters
4.2.1 PCAM Network
The PCAM network uses ResNet50 [16] as its backbone
network. The learning rate is initially set to 0.001 for the
backbone parameters and 0.01 for the classification layers.
The loss weighting term α is set to 0.1.
4.2.2 IRNet
We generally use IRNet as presented by Ahn et al [1]. We
set the CAM evaluation threshold for producing the labels
for IRNet to 0.3. Similarly, we set the threshold for seman-
tic segmentation at 0.3. These adjustments compensate for
PCAMs being somewhat more confident than CAMs. For
our setting, we had slightly better results setting IRNet’s β
parameter to 12. This parameter affects the generation of
the transition matrix that is used for the random walk pro-
pogation of attention scores and is detailed in the paper by
Ahn et al[1].
Activation Map Sup. train val
CAM I 48.3 46.0
PCAM P 56.5 54.4
PCAM F 64.0 55.5
Table 1. mIOU comparison of CAM, PCAM, and PCAM trained
with all points on the PASCAL VOC 2012 train and val sets
Refined Activation Map train val
CAM 66.5 57.4
PCAM 70.8 68.5
Table 2. mIOU comparison of performance on PASCAL VOC
2012 train and val sets of CAMs and PCAMs after being refined
by random walk via IRNet’s transition matrix
Method Sup. mIOU
WhatsPoint [5] P 46.1
MIL-FCN [34] I 25.7
CCNN [33] I 35.3
EM-Adapt [32] I 38.2
MIL+seg [35] I 42.0
DCSM [41] I 44.1
BFBP [39] I 46.6
SEC [23] I 50.7
AF-SS [36] I 52.6
Combining Cues [38] I 52.8
AE-PSL [46] I 55.0
DSRG [20] I 61.4
AffinityNet [2] I 61.7
IRNet [1] I 63.5
FickleNet [25] I 64.9
ScribbleSup [27] S 63.1
NormCut [43] S 65.1
BBox-seg [32] B 60.6
SDI [22] B 65.7
BCM [42] B 66.8
Ours - refined PCAM P 68.5
Ours - final P 70.5
DeepLabv3+ F 78.9
Table 3. mIOU comparison of recent or related weakly supervised
semantic segmentation methods on the PASCAL VOC 2012 val
set. Sup. shows the level of supervision of each method where P is
point level, I is image level, B is bounding box level, S is scribble
level, and F is fully supervised. Ours - final uses DeepLabv3+
trained on refined PCAMs for inference.
4.2.3 DeepLabv3+
We train DeepLabv3+ [8] using the labels generated from
refining PCAMs with IRNet. We use a ResNet backbone, a
learning rate of 0.007, weight decay of 4e-5, and a Nesterov
momentum optimizer with a momentum of 0.9. We use
an output stride of 16 during training and evaluation, and
Figure 4. From left to right: original images, PCAM labels, refined PCAM labels, predictions from PCAM-supervised DeepLabv3+,
ground truth segmentation, and predictions from fully supervised DeepLabv3+ for each image
Method Sup. bkg aero bike bird boat bottle bus car cat chair cow table dog horse mkb person plant sheep sofa train tv mean
EM-Adapt [32] I 67.2 29.2 17.6 28.6 22.2 29.6 47.0 44.0 44.2 14.6 35.1 24.9 41.0 34.8 41.6 32.1 24.8 37.4 24.0 38.1 31.6 33.8
CCNN [33] I 68.5 25.5 18.0 25.4 20.2 36.3 46.8 47.1 48.0 15.8 37.9 21.0 44.5 34.5 46.2 40.7 30.4 36.3 22.2 38.8 36.9 35.3
MIL+seg [35] I 79.6 50.2 21.6 40.9 34.9 40.5 45.9 51.5 60.6 12.6 51.2 11.6 56.8 52.9 44.8 42.7 31.2 55.4 21.5 38.8 36.9 42.0
SEC [23] I 82.4 62.9 26.4 61.6 27.6 38.1 66.6 62.7 75.2 22.1 53.5 28.3 65.8 57.8 62.3 52.5 32.5 62.6 32.1 45.4 45.3 50.7
AE-PSL [46] I 83.4 71.1 30.5 72.9 41.6 55.9 63.1 60.2 74.0 18.0 66.5 32.4 71.7 56.3 64.8 52.4 37.4 69.1 31.4 58.9 43.9 55.0
What’s Point [5] P 80 49 23 39 41 46 60 61 56 18 38 41 54 42 55 57 32 51 26 55 45 46.0
AffinityNet [2] I 88.2 68.2 30.6 81.1 49.6 61.0 77.8 66.1 75.1 29.0 66.0 40.2 80.4 62.0 70.4 73.7 42.5 70.7 42.6 68.1 51.6 61.7
BCM [42] B 89.8 68.3 27.1 73.7 56.4 72.6 84.2 75.6 79.9 35.2 78.3 53.2 77.6 66.4 68.1 73.1 56.8 80.1 45.1 74.7 54.6 66.8
Ours - final P 89.9 66.1 30.1 85.2 62.5 75.8 87.1 80.4 87.1 34.0 85.1 60.0 84.4 82.4 77.4 68.4 56.1 84.0 46.1 72.6 64.2 70.5
Table 4. per class mIOU comparsion of recent or related methods on the PASCAL VOC 2012 val set
we do not implement multi-scale or flipped inputs during
training. This is the same training setting as DeepLabv3+
shown in Table 3; however, the performance shown there
for ”DeepLabv3+” is for the fully supervised setting trained
on actual ground truth as opposed to ”Ours - final” which is
DeepLabv3+ trained on refined PCAMs.
4.3. PCAM Performance
Figure 3 shows some localization performance of
PCAMs compared to CAMs generated from the same net-
work without point supervision. This figure shows that the
point supervision generally leads to better localization. Fur-
ther, PCAMs do a much better job of covering more of a
given object’s extent.
Table 1 shows the quantitative performance difference of
each activation map. In addition to the image level CAM,
we also experimented with training the network with the
PCAM loss given every ground truth point, i.e. full super-
vision, rather than the much smaller one point per class per
image. Point supervision strongly increases the localization
performance of activation maps, though using all points in
an image with our method seems to have relatively little in-
fluence on performance on unseen images.
4.4. IRNet Label Refinement
Figure 4 shows several examples of our method’s perfor-
mance as well as the performance of the fully supervised
DeepLabv3+. We can see evidence that the label prop-
agation via IRNet’s transition matrix usually helps refine
boundaries more precisely, though we tend to see choppy
edges as a result of the random walk propagation.
Table 2 shows the performance difference of each acti-
vation map after having been refined by IRNet. Unsurpris-
ingly, the already better PCAMs have significantly better
localization performance after being refined than do CAMs.
The performance increase between PCAMs and CAMs only
becomes amplified after refinement. Before refinement,
PCAMs outperform CAMs by 8.4%, and after refinement,
PCAMs surpasses CAMs by 11.1%.
4.5. Semantic Segmentation Results
Figure 4 shows the performance of DeepLabv3+ after
being trained with refined PCAMs as well as its predictions
after being trained with ground truth. The results are quite
similar, with the PCAM-trained network generally making
fewer predictions, which is helpful in the case of the im-
age B where there is no false prediction in the bottom left
corner. However, fewer predictions are not helpful in cases
such as in the image E where the duck in the bottom right
corner is not predicted at all.
While the PCAM-trained CNN makes fewer predictions
and seems to sometimes miss smaller objects, it adheres to
boundaries better and performs slightly better quantitatively
than the refined PCAMs themselves.
Table 3 shows the performance of several recent meth-
ods on semantic segmentation of the VOC val set. Our
method achieves state of the art performance in point su-
pervision. Further, it surpasses the method from Tang et
al [43], which uses stronger scribble level supervision, and
it even outperforms the very recent method by Song et al
[42], which uses stronger bounding box supervision for this
task. Our method recovers an impressive 89% of the perfor-
mance of its fully supervised counterpart using only point
supervision.
Table 4 shows a number of recent methods, their levels
of supervision, and their class-wise IOU performance. Un-
surprisingly, the better supervised method from Song et al
[42] performs better on the some of the challenging classes
like chair; however, our method performs better on nearly
every class and overall.
5. Conclusion
While numerous methods for using image-level super-
vision for weakly supervised semantic segmentation have
been introduced recently, using point supervision has been
largely unexplored. We propose a new method for training
a class activation network to include point supervision. We
demonstrate that this approach greatly enhances class acti-
vation maps, and we achieve state of the art performance for
point supervised semantic segmentation that is even better
than the state of the art methods using the stronger bound-
ing box supervision. We achieve this performance using
today’s state of the art methods for label propagation over
activation maps, but our method and PCAMs can be used in
other pipelines as well.
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