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Abstract
The motivation for this work is based on a desire for ﬁnding light weight alternatives to
high strength steel as the material to use for armouring in military vehicles. With the use
of high strength steel, an increase in the level of armouring has a signiﬁcant impact on the
vehicle weight, aﬀecting for example the manoeuvrability and top speed negatively, which
ultimately aﬀects the safety of the personal in the vehicle. Strong and light materials, such as
ﬁbre reinforced composites, could therefore act as substitutes for the high strength steel, and
minimize the impact on the vehicle weight or actually reduce the weight. Before such materials
can be brought into use, their performance against blast loading need to be evaluated. This
can be done through the use of small scale blast testing. The overall objectives of this thesis
have therefore been to establish and validate an experimental facility, usable for performing
small scale blast test on laminate and sandwich panels, and to set-up a numerical framework
for modelling the test panel response when impacted by a blast load.
The test set-up was designed such that the panel response could be measured by use
of high-speed DIC (Digital Image Correlation). A test series, using Eglas/Epoxy laminates
and sandwich panels, with Eglas/Epoxy skins and foam core, was conducted, to evaluate the
functionality of the designed test set-up, and to gain insight into the response of the panels,
when impacted by a blast load. The test set-up proved functional and provided consistent data
of the panel response. The tests reviled that the sandwich panels did not provide a decrease
in panel deﬂection compared with the monolithic laminates, which was expected due to their
higher ﬂexural rigidity. This was found to be because membrane eﬀects became the controlling
parameter for the panel deﬂection, activated by the large deﬂection of the panels relative to
their thicknesses. The tests on the sandwich panels showed that no compression of the core had
taken place, an eﬀect that was thought could be utilized for absorbing energy from the blast
pressure, but which had to be rejected. A comparison between E-glas/Epoxy and S-glas/Phenol
laminates, with a quarto-axial (QA) and plain weave (PW) ﬁbre layup respectively, showed
that the S-glas/Phenol system could, as a minimum, withstand the load from an explosive
charge 50% larger than the E-glas/Epoxy laminate could, without rupturing, indicating that
the PW layup has attractive properties for absorbing energy from a blast load.
To model the blast tests the numerical solver ls-dyna was used. The blast load was modelled
using two approaches; (i) with ∗load_blast_enhanced model in ls-dyna, which applies
a pressure distribution on a selected surfaces and has been based on experimental pressure
measurement data, and (ii) with a designed 3 step numerical load model, where the blast
pressure and FSI (Fluid Structure Interaction) between the pressure wave and modelled panel
is modelled numerically. The tested laminates and sandwich panels was modelled using material
models available in ls-dyna.
Comparison between modelled and tested panel response from a 25g charge detonated
100mm from the panel surface, showed the modelled panel response to be 19% lower than the
test data. This diﬀerence could be argued to originate from test set-up uncertainties, but also
due to inconsistencies between model and test pressure. It was attempted to design a test set-up
to measure the blast pressure, but the variation in the measured pressure data was too large
to be used for comparison with the modelled pressure. In a future work this set-up should be
improved such that the modelled pressure can be validated.
For tests performed with a 250g charge load comparisons with model data showed poor
agreement. This was found to be due to improper design of the modelled laminate panels, where
the layer interface delamination was not represented physically, but was taken into consideration
through failure parameters in the used laminate model. To improve the observed behaviour
the layer interface should be modelled, by using a cohesive zone approach, based on fracture
resistance data for the layer interfaces.
By comparing model and test data for the blast testing performed on the sandwich panels,
it was found that in the models the foam core was compressed, a behaviour opposite what
was identiﬁed from the test results. The models showed that the foam was compressed with a
strain rate, several orders of magnitude larger than the strain rate used in the material testing
performed to obtain data for describing the strain rate sensitivity of the foam. Extrapolating the
rate behaviour to such large strain rate might therefore not be valid, and the material testing
should be extended to include tests at higher strain rates. Other reasons for the inconsistency
are believed to be due to improper representation of the laminate interfaces and the skin core
interface.
– vi –
Abstrakt
Baggrunden for dette projekt er basseret på et behov for at ﬁnde letvægtsalternativer til
højstyrkestål som beskyttelses materiale i militære køretøjer. Ved brug af højstyrkestål vil en
forøgelse af armeringsniveauet have signiﬁkant indvirkning på køretøjets vægt, som for eksempel
vil påvirke køreegenskaberne og top hastigheden i negativ retning, hvilket i sidste ende vil
kunne formindske sikkerheden for personerne i køretøjet. Stærke og lette materialer, såsom
ﬁberforstærkede kompositter, kunne derfor blive brugt som alternativer til højstyrkestålet og
derved minimere vægt forøgelsen eller direkte reducere køretøjets vægt. Før sådanne materialer
kan blive taget i anvendelse, skal deres egenskaber i forhold til en sprængningspåvirkning
evalueres. Dette kan blive opnået ved brug af små-skala sprængningstest. De overordnede formål
med dette projekt har derfor været at etablere og validere en test opstilling, som kan anvendes til
at gennemføre skalerede sprængningstest på monolitiske ﬁberkompositplader og sandwichpaneler,
samt at opbygge numeriske modeller til at modellere responset fra sprængningspåvirkede
kompositpaneler.
Forsøgsopstillingen blev designet således at pladeudbøjningen kunne måles ved brug af højha-
stigheds DIC (Digital Image Correlation). Der blev gennemført en testserie på E-glas/Epoxy
laminater og sandwich paneler, med E-glas/Epoxy skind og skum kerne, for at evaluere funktio-
naliteten af den designede forsøgsopstilling, og for at opnå indsigt i hvordan disse paneltyper
reagerer når de bliver påvirket af en trykpåvirkning fra en eksplosion. Testene bekræftede
brugbarheden af forsøgsopstillingen, som leverede konsistente målinger af panelernes udbøj-
ning. Testene viste at sandwich panelerne ikke havde en mindre udbøjning end de monolitiske
laminater, hvilket ellers var ventet på grund af sandwichpanelernes højere bøjningsstivhed.
Dette skyldtes at membraneﬀekter blev den styrende parameter for udbøjningen, aktiveret af
de store udbøjninger af pladerne i forhold til deres tykkelse. Testene på sandwich panelerne
viste også at skumkernen ikke blev trykket sammen under testen. En eﬀekt som var tænkt ville
kunne udnyttes til at tage energi ud af sprængningsbelastningen, men som blev afkræftet via
testene. I en sammenligning mellem E-glas/Epoxy og S-glas/Phenol laminater, med henholdsvis
et Quarto-Axialt (QA) og et Plain-Weave (PW) ﬁberoplæg blev det vist at S-glas/Phenol
systemet, som minimum, kunne modstå trykket fra en 50
Den numeriske kode ls-dyna blev brugt til at modellere sprængningstestene. To forskellige
tilgange blev brugt til at modellere eksplosionstrykket; (i) via ∗load_blast_enhanced
modellen i ls-dyna, som påfører en trykfordeling på en udvalgt overﬂade, og som er basseret
på eksperimentelle trykmålinger, og (ii) via en designet 3 trins numerisk last model, hvor
eksplosionstrykket og FSI (Fluid Structure Interaction) mellem trykbølgen og de modellerede
paneler bliver modelleret numerisk. De monolitiske laminater og sandwich panelerne blev
modelleret via de tilgængelige materialemodeller i ls-dyna.
Ved sammenligning mellem modelleret og målt panel udbøjning, forårsaget af en 25g ladning
detoneret 100mm fra paneloverﬂaden, var den modellerede udbøjning 19% lavere. Der kunne
argumenteres for at forskellen kunne bunde i opstillingsusikkerheder, men også fra forskelle
mellem det modellerede tryk og det reelle tryk i testene. Det blev forsøgt at designe en
forsøgsopstilling til måling af tryk fra en eksplosion, men variationerne i de målte data var for
store til at en valid sammenligning med model data kunne gennemføres. I et fremtidigt arbejde
bør denne forsøgsopstilling valideres således at valide trykmålinger kan gennemføres til brug
ved sammenligning med model data.
For test foretaget med en 250g ladning viste en sammenligning mellem test og model data
dårlig overensstemmelse. Dette blev vurderet til at skyldes et forsimplet design af de modellerede
test paneler, hvor interfacet mellem de forskellige ﬁberlag ikke blev modelleret fysisk, men blev
taget i betragtning via fejlparametre i den anvendte laminat model. For at forbedre dette skal
laminatmodeldesignet ændres således at ﬁberlag interfacet medtages i modellen og for eksempel
repræsenteres via en kohæsiv model, som bruger brudmekaniske data for ﬁberlag interfacene.
For sandwichpanelerne viste en sammenligning mellem test og model data, at skumkernen
i modellen blev trykket sammen, hvilket var i modsætning til hvad der blev observeret i
testene. Modellerne viste at skummet blev presset sammen med en tøjningsrate, som var ﬂere
størrelsesordner højere enden de tøjningsrater, som blev brugt i materialetestning af skummet
for at opnå data til at beskrive skummets tøjningsratefølsomhed. Ekstrapolering af tøjningrate
dataene til de tøjninger, som er observeret i modellerne er muligvis ikke valid, hvilket bør
afklares eksperimentelt. Andre årsager til kompressionen af kernen i modellen kan være den
forsimplede repræsentation af laminaterne i sandwich skindene eller manglende repræsentation
af skind-kerne interfacet.
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Chapter 1
Introduction
The increasing use of Improvised Explosive Devices (IED) against military vehicles in war zones
has become a severe threat to military personnel. The latest Iraq War and the Afghan War have
emphasised the need for protection and survivability when operating in asymmetric theatres.
The Iraqi insurgents showed how simple means could inﬂict high losses against high-tech modern
armies. Likewise, the Taliban and other armed groups in Afghanistan have adopted similar
strategies by using IEDs as one of their main weapons. The use of sophisticated detonating
devices makes it possible for insurgents to bring the IED to detonation, causing a worst-case
scenario for the vehicle undercarriage.
These threats have led to the need for a higher degree of vehicle armouring. Traditionally
high strength steel was used as armour on military vehicles. However, modern military vehicles
Figure 1.1: Military vehicle exposed to a mine blast
Chapter 1. Introduction
must balance the need for protection against mobility and payload capacity. Increasing the
armouring by using high strength steel will results in an overall increase in vehicle mass, which
will negatively impact the functionality of the vehicle through:
• Reduced crew carrying capacity
• Reduced ammunition carrying capacity
• Reduced manoeuvrability
• Increased fuel consumption
Therefore, there is a need to identify and test alternative materials that are lighter than steel,
but provide the same or better protection. Such alternative materials could include advanced
composite materials [1]. Composites are known to possess higher stiﬀness and strength to weight
ratios compared to steel, and it is therefore envisioned that such materials can oﬀer improved
blast protection performance. Before new types of lightweight armour are used on vehicles in
operation, the performance of the armour must be tested and compared with existing armour to
evaluate whether the new alternative is better than the old. This is typically done by full-scale
blast testing of a vehicle that has the new armour mounted. Full-scale blast testing is both
costly and time consuming, especially given the many variables that can be changed in the
lay-up of composite materials. It is therefore highly desirable to ﬁnd a way that enables the
evaluation of the performance of candidate materials and structures, without the need to carry
out a full scale blast test on them. This can be done using small scale blast tests, where the
performance of the candidate materials are tested at small scale, after which only the best
performing candidate materials are tested at full-scale. The use of small scale blast tests is
much more cost eﬀective and less time consuming than full scale blast tests.
In the literature several examples exist where small scale blast testing has been used
to investigate the structural response of diﬀerent types of materials and structural designs.
Examples span from blast tests on steel plate and steel sandwich structures [2, 3], to tests on
diﬀerent kinds of laminates and ﬁbre metal laminate structures [4, 5], and tests on various
sandwich designs [6, 7], all describing the advantages and disadvantages of the tested structures.
Recently the use of Carbon Fibre Reinforced Polymers (CFRP) for blast protection has been
investigated in the European CAFV project [1]. Still, this project, did not recommend a better
alternative to commercial armour steel products. However, it was concluded that composite
materials have the potential to be used in blast protection and further research should be
performed. Common for all of these studies are that they required special blast testing facilities,
as these tests cannot be conducted in a standard laboratory. There is a desire to be able to
perform such tests in Denmark and so establish an experimental foundation that can support
the development and research into the use of composite structures for blast protection. This
desire is the driving force behind the present project.
An alternative approach to evaluate candidate materials for lightweight armour is to use a
numerical tool, such as FEA (Finite Element Analysis). Here, using mathematical models, the
blast and material responses are evaluated. The advantage of FEA is that it does not require
physical testing of candidate materials, which makes it a highly cost eﬀective alternative to
traditional physical testing. The disadvantage is that results from FEA are not more accurate
than the models used to describe for example the explosives and materials that are modelled.
Such models are generally heavily dependent on material parameter input, which has to be
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found through material testing. Therefore, using FEA requires a material testing program to
be established in order that the materials to be modelled can be properly described.
The present Ph.D. project will therefore focus on both experimental blast testing and on
using FEA to set up models that can be used in the analysis of blast loading on composite
panels.
1.1 Project Objectives
Two overall objectives have been deﬁned for the present Ph.D. project;
1. Design and verify an experimental facility that can be used to conduct small scale blast
testing on composite panels while monitoring their response with high-speed cameras
allowing DIC to be performed on the recorded images, such that the panel deﬂection and
deformation can be analysed
2. Establish a numerical framework that can be used to model the blast load on a tested
panel such that the response of the panel to the applied blast load can be modelled, using
the experimentally measured panel response from the blast tests as basis for validation.
The establishment of the blast facility will involve the following tasks;
• Design the experimental set-up to be used
• Introduce the high-speed cameras in the set-up and verify that DIC can be performed on
test panels and provide valid data for analysis
• Perform a series of blast tests on designed monolithic and sandwich composite panels, to
test the stability of the designed set-up, and to test if valid data can be generated from
tests on diﬀerent panel types.
• Test the set-up in extreme conditions, for example, when a hole is blown through the
thickness of a test panel
To establish the numerical frame work the numerical solver ls-dyna will be used. The work
will involve the following steps;
• Becoming familiar with ls-dyna and its ability to model blast and laminated structures
• Design a numerical model for modelling blast on structures based on Fluid Structure
Interaction (FSI)
• Investigate the capability of the available laminate material models in ls-dyna,
• Compare model and test results for selected blast test set-ups
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1.2 Report Outline
To cover the described objectives the thesis has been divided into chapters with the following
content:
In Chapter 2 a general overview will be given to the ﬁeld of blast, and the primary parameters
that describe a characteristic blast wave will be presented. The concept of geometrical scaling
will be introduced to show how a limited number of blast measurements can provide the
foundation for predicting parameters for a wide range of blast load scenarios. In addition the
interaction between blast wave and structures will be described highlighting some of the eﬀects
that develops due to this interaction.
In Chapter 3 an introduction to ls-dyna will be given together with the possibilities that exist
in ls-dyna to model blast loads on structures. In addition a description of the diﬀerent models
needed to set up a blast load scenario will be given. This is followed by an overview of the
models available in ls-dyna for modelling laminated and foam structures, and a walk through
of the models used for this purpose will be given.
In Chapter 4 a description of the designed experimental blast test set-up will be given. Here
details of a designed blast box to hold the test panels and of the functionality of the installed
high-speed DIC system will be outlined. The chapter ends with a description of the steps
involved in performing a blast test.
In Chapter 5 a detailed description of the results of the performed blast test is given. A
comparison of the performance between monolithic laminates and sandwich panels will be
shown. This comparison indicates that there were no signiﬁcant advantages in using sandwich
panels over monolithic laminates. This will be followed by the results from a test series performed
on a single panel receiving multiple blast load impacts, where a characteristic change in the
response of the panel was identiﬁed, a change that could be related to the onset of internal failure
development. Finally a comparison between the performances of two monolithic laminates is
made, where one laminate was constructed from quarto axial fabric layers and the other from
plain weave (PW) layers. This comparison shows a signiﬁcantly better performance for the PW
laminate type.
In Chapter 6 a presentation of material tests performed on the two foam types used as core
materials in the designed sandwich panels will be given. The tests are primarily performed to
generate input to numerical models to model the sandwich panels during a blast load. First,
the chapter will give an introduction to foam as a material and then a comparison of the two
foam types will be made. This will be followed by the results from the quasi-static and dynamic
material testing, which compare the behaviour of the two foams. Finally the rate dependent
response of the foams will be analysed and a simple model for to describe the rate behaviour
will be introduced.
In Chapter 7 comparisons between modelled and tested panel responses from the performed
blast tests will be given. First it will be shown how ls-dyna is used to numerically model the
blast wave and also how it is brought into contact with the modelled panel by use of Fluid
Structure Interaction (FSI) modelling. Then comparisons between model and experimental test
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data for blast on a monolithic laminate panel loaded by a charge sizes of 25g is presented. This
is followed by a discussion on how to model a layered laminate, using the available material
models. Included in the discussion are the challenges that still remain to obtain a correct
response of the modelled laminate. Finally, comparisons between modelled and tested responses
from blast loading on the sandwich panels are shown, where challenges still remain in getting
the foam to respond correctly in the model.
Chapter 8 contains a summary of the overall conclusions that can be drawn from the performed
work and gives recommendations for future work.
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Chapter 2
Behind the Blast
An explosion is a phenomenon resulting from a sudden release of energy [8], where the exact
source can be anything from gunpowder, wheat ﬂour dust in a grain elevator to a pressurized
steam boiler or an uncontrolled nuclear transformation. The energy release must be sudden
and very rapid, such that a local accumulation of energy can take place. The accumulated
energy is then suddenly spread to the surroundings where a blast wave is generated when
the surrounding air is rapidly pushed back. The blast wave expands and impacts with any
obstacles it passes on its way, where energy from the blast wave is transferred to the impacted
structure and a structural response takes place. The shape, speed and duration of the blast wave
depend on the type of explosive used and the shape of the explosive charge before detonation.
A perfect spherically shaped charge will generate a blast wave that spreads spherically from
the detonation point.
In this work, a PETN (Pentaerythritol tetranitrate) based Plastic Bonded Explosive (PBX),
where the explosive is mixed with a binder, such as polystyrene or polyester, to make the
explosive formable is used. The PBX used here is a mixture with an 85% PETN content and
has the designation PETN(85/15). This type of explosive is a detonating explosive or High
Explosive (HE), a name that relates to the rate at which the explosive decomposes. In an HE,
the activation energy for the explosive reaction to occur requires a shock pressure force acting
on the explosive material[8]. This means that HE cannot be brought to reaction by igniting it
but requires that a shock pressure front is sent through it. HE therefore needs to be activated
by use of a detonator1, that will generate a shock wave which is sent through the HE charge
and brings it to detonation.
2.1 Blast Theory
The generated blast wave expands in the surrounding atmosphere, and the pressure in the
blast wave measured at a stationary point some distance from the detonation point has the
theoretical shape illustrated in ﬁgure 2.1, from which several parameters, characteristic for a
blast pressure front, can be identiﬁed. The ﬁrst is the arrival time ta which is the time it takes
1A small devise used to trigger the HE charge. It is placed in the HE charge and then activated, e.g. by a
voltage, igniting a small primary charge in the detonator, which then activates a base charge, that generates the
shock front needed to activate the HE charge
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Figure 2.1: Development of pressure over time for a free air explosion [9]
the blast wave front to travel from the detonation point to the measuring point. When the blast
wave reaches the speciﬁc reference point, an instantaneous increase from ambient pressure P0 to
the peak overpressure Pso, also known as the side-on or incident pressure, which is the pressure
in the undisturbed pressure wave, will be observed. After passage of the peak overpressure the
blast wave pressure steadily decays until the pressure has drops to the ambient pressure, which
marks the end of the positive phase, where the blast pressure i higher than ambient pressure.
The time it takes the pressure to drop form Pso to P0 is known as the duration time td. From
here the pressure drops below ambient pressure, known as the negative phase, until the ambient
pressure is again stabilized. In most blast studies the negative phase is ignored [10], because
the impulse generated in the negative phase in most cases is much smaller than that of the
positive phase, and therefore leads to very little damage [11]. As illustrated in ﬁgure 2.2 this is
especially seen to be true for blasts at low scaled distances which is relevant for the present
work where scaled distances will be in the approximate range of 0.16 − −0.34m/kg1/3
Figure 2.2: Level of positive and negative pressure phase as function of scaled distance [11]
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21mm 
Blast Load 
Figure 2.3: 1D pressure wave travelling through the thickness of a composite panel
Even though the pressure level in the negative phase is low, then for composite panels
it might still be able to inﬂict damage due to the weak through thickness properties of the
laminates. But by comparing the duration time of the positive pressure phase with the time it
takes a stress wave to travel through the thickness of a panel, illustrated in ﬁgure 2.3, it can be
justiﬁed that the negative pressure phase can be ignored
For simplicity the stress wave is treated as 1D for which the wave speed can be calculated
by use of 2.1.
ν = sqrtE
ρ
(2.1)
Using the plate thickness of the tested panels (21mm), the time it takes the stress wave to
travel from the frontside to the backside of the panel can be found. In the blast experiments
performed a distance from charge to target (the Stand Oﬀ Distance) of 100mm is used, and the
smallest and largest charge sizes used are 25g and 250g respectively. Using emperical formulas
for calculating blast parameters (presented in Chapter ), the duration of the positive pressure
phase for the two extremity points can be calculated.
twave = 7.5μs
25g@100mm → t0 = 126μs
250g@100mm → t0 = 126μs
As can be seen from the calculated twave and the two t0 the generated stress wave will have
time to reﬂect several times before the positive phase is ended. The incoming compressive stress
wave will therefore have been reﬂected from the panel backside as a tensile wave. Since the
stress level in the positive phase is much larger than in the negative phase, as illustrated in
ﬁgure 2.3, any damage inﬂicted duo to tensile loads will therefore have occurred in the positive
pressure phase supporting the general accept of ignoring the negative pressure phase.
A typical example where the negative phase cannot be ignored is in a nuclear blast, where
the negative pressure can lead to further damage on structures already aﬀected from the positive
phase duration. Looking only at the positive phase in ﬁgure 2.1 the pressure in the blast wave
can be described by the Friedlander formulation [9, 10], shown in equation (2.2)
P (t) = Pso
(
1 − t − ta
td
)
exp
(
−αt − ta
td
)
(2.2)
and the impulse can be calculated from [10]
Js =
∫ td
ta
P (t)dt = Psota
[ 1
α
− 1
α2
(1 − exp (−α))
]
(2.3)
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The blast wave pressure and impulse during the positive duration is thus completely described
by ta, td, Pso. The parameter α is the wave form parameter that aﬀects the shape of the decay
in ﬁgure 2.1, which can be found by simultaneously solving equation (2.2) and (2.3).
2.1.1 Scaling of Blast Parameters
The magnitude of the incident pressure Pso, the arrival time ta and duration time td depend on
the amount of explosive used and the distance at which the blast parameters are measured.
This means that two charges of diﬀerent explosive mass measured at diﬀerent distances can
result in the same Pso. This principle is used to construct a dimensionless scaling parameter
that can be used to predict blast parameters for blast set-ups that have the same value of
the scaled parameter. When scaling spherical blast waves, a commonly used method is the
Hopkinson or cube root scaling law which states that; ‘self-similar blast waves are produced at
identical scaled distances when two explosive charges of similar geometries and explosive, but
diﬀerent weight, are detonated in the same atmosphere’ [12]. When using this scaling law the
scaled parameters are
Z = X
W 1/3)
, τ∗ = τ
W 1/3
, J∗ = J
W 1/3
(2.4)
where Z is the scaled distance, τ∗ is the scaled time and J∗ is the scaled impulse for a blast with
a SOD (Stand-Oﬀ Distance) R, an arrival or duration time τ and an impulse J , generated by
a charge with mass W . The scaling laws imply that quantities with dimensions of pressure and
velocity for the same Z are unchanged through scaling, because the charge radius is proportional
to the cubic root of the charge mass. So for the same Z two charge sizes generate the same Pso
at the stand-oﬀ distances used for the two set-ups. For the scaled time τ∗ and impulse J∗ the
same is not valid since time and impulse is not proportional to the cubic root of charge mass.
To get the real time and impulse values for the scaled set-up the scaled τ∗ and J∗ has to be
multiplied by W 1/3 [12, 13].
The scaling relations can be used to generalize measured blast load parameters from a
limited number of tests such that they can be used to predict blast load parameters for a wide
range of geometrically similar charge weight and SOD conﬁgurations. This principle is one of
the fundamental principles for the ∗load_blast function in ls-dyna, which will be described
later.
2.1.2 Reﬂected Pressure and Impulse
The peak pressure in the undisturbed pressure wave is Pso. If the blast wave impinges with
the surface of an object the blast wave is reﬂected but also locally reinforced at the object
surface. This reinforcement is due to compression and damming up of the air in the blast wave
at the surface of the structure, caused by the air particles coming to an abrupt halt before their
movement is reversed. This creates a pressure build up which increases the incident pressure
to what is known as the peak reﬂected pressure Pr, which is the pressure experienced by the
structural surface. The magnitude of the reﬂected pressure depends on the orientation of the
normal of the impinged surface with respect to the direction of travel of the blast wave. If
the shock wave impinges the surface oriented such that a line describing the path of travel
of the blast wave is parallel with the normal to the surface, then the point of initial contact
will experience the maximum possible reﬂected pressure. This kind of reﬂection is known as
the normal reﬂected pressure. As the angle between the direction of blast wave travel and the
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surface normal increases the reﬂected pressure decreases and reaches its minimum value at an
angle of 90°, where Pr = Pso. For a rigid surface the theoretical peak reﬂected pressure is 8Pso
[8], but higher reﬂected pressures can be generated depending on the venting conditions around
the impacted surface.
The response of the reﬂected pressure over time at a speciﬁc point on the impinged surface
has a shape similar to that of the incident pressure, shown in ﬁgure 2.1. Expression (2.2)
can thus also be used to calculate the pressure over time for the reﬂected pressure, since it
is governed by the same time scales as the incident pressure. The reﬂected impulse can be
determined by use of expression (2.3) with Pso replaced by Pr.
2.1.3 Blast Eﬀects on Structures
Upon impact with a structure, the blast wave generates both a shock eﬀect in the structure
and a dynamic response of the structure, where the ﬁrst eﬀect is controlled by the peak
reﬂected pressure Pr and the second is controlled by the reﬂected impulse Jr, transferred to
the structure from the blast wave. Compared with the reﬂected pressure, the reﬂected impulse
can be understood as the push on the structure, whereas the reﬂected pressure is the initial
shock that the structure experiences.
When the blast wave impinges the structure Pr is instantaneously built up and a compressive
stress wave is generated and starts to travel through the structure. If the structure is a ﬂat
panel impinged normal to its surface, the stress wave will travel through the thickness of the
panel and if the generated compressive stresses are large enough, they can cause damage in
the panel. In a laminate the ﬁbres could be damaged by the compressive stress, and in a foam
core sandwich the core could start to crush, and thereby weaken the panel before the panel has
started to respond to the applied impulse. When the stress wave reaches a free surface it is
reﬂected as a tensile stress wave, which travels back through the thickness of the panel. The
tensile wave can lead to further damage e.g. spalling, which is seen in steel panels impacted by a
blast load. For laminates, a failure type that can be initiated by the tensile wave is delamination
between adjacent ﬁbre layers, since the tensile wave can generate a mode I crack opening type.
Impulse is the change in momentum, so as the impulse increases on the panel, a velocity is
build up and the panel starts to deﬂect.
J =
∫ t2
t1
Fdt = Δp = mv2 − mv1
Depending on the localization of the blast load, the velocity build-up can take place over the
entire panel, in case of a planar blast wave impacting the panel, or the deﬂection can be built
up from the centre of the panel, in case of a localized spherical blast wave impacting in the
panel centre, where after the deﬂection is built up over the remaining part of the panel. The
impulse is a measure of the energy transferred to the structure and is highly inﬂuential on the
amount of deﬂection created [1]. The rate at which the impulse is built up is also of importance,
as it will control the strain rate experienced by the panel. The rate of change in impulse is
primarily controlled by the duration time td and the wave for parameter α.
When the blast wave impinges a structure, the phenomenon known as Mach Stem can
develop and is illustrated in ﬁgure 2.4. The phenomenon happens when the angle of incident
exceeds 45°[14], and is caused by the reﬂected pressure wave catching up with the incident
wave. The two wave intersect at what is known as the triple point, and the merging of the two
waves form a single outward travelling wave as illustrated in the ﬁgure. The merging of the
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Figure 2.4: Mach stem creation by merging of the reﬂected and incident pressure waves [14]
two waves creates a new wave with a pressure higher than the single reﬂected pressure wave,
and can thus contribute to an increase in the impulse transferred to the structure. In the blast
tests performed, the SOD used is 100mm and the exposed panel area is 500 × 500mm. Incident
angles larger than 45°will therefore be present and the Mach Stem eﬀect can develop.
Equations (2.2) and (2.3) do not take into account the eﬀect of the Mach Stem. They can
only be used to predict the pressure at a point. Another issue which the two equations also do
not account for is reﬂections from other nearby surfaces or structural edges hindering the high
pressure from moving away from the impacted surface. These eﬀects can prolong the duration
of the blast pressure applied to the structure, and thus increase the impulse delivered to the
structure, which can lead to a more severe structural response of the impacted object.
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As seen from section 2.1, the blast wave generated from the detonation of an explosive charge
is characterized by a peak pressure and an impulse, which impose diﬀerent eﬀects on an
impinged structure. Simple analytical expressions exist to describe the pressure and impulse
of the blast wave, which can be used as a foundation to analyse the response of blast loaded
structures. However the interaction between the blast wave and the object can lead to eﬀects
such as Mach Stem and reﬂections from edges, which are not properly described by the simple
analytical equations. One approach to overcome this challenge is to use FEA to analyse a
blast problem, where eﬀects such as reﬂections can be accounted for, for example through ﬂuid
structure interaction. Many ﬁnite element codes exist, that are capable of modelling the blast
pressure from an explosive, for example ls-dyna and Abaqus. In this work ls-dyna was used
to investigate the possibilities of modelling blast scenarios similar to the set-up used in the
performed blast tests.
ls-dyna, developed by Livermore Software Technology Corporation (LSTC), is a general-
purpose ﬁnite element code which can be used to analyse large deformations, static and dynamic
responses of structures including structures coupled to ﬂuids. The main solution methodology
is based on explicit time integration. An implicit solver is currently available with somewhat
limited capabilities including structural analysis and heat transfer [15]. ls-dyna is not limited
to any particular type of modelling and any of ls-dyna’s features can be combined to model
a wide range of physical events. Because of its generality and its ability to work with ﬂuid
structure interaction, ls-dyna is well suited for use in modelling blast impacts on structures.
Its ability to model blast incidents has also been reported in a number of diﬀerent articles
[1, 10, 16, 17]. In addition, ls-dyna holds a large material library that comes with the code,
where several alternatives exist for modelling for example laminated structures.
3.1 Finite Element Analysis
Using FEA, the problem is deﬁned within a numerical domain as illustrated in ﬁgure 3.1. The
numerical domain is divided into a large number of elements connected through element nodes.
For each material type represented in the numerical domain, relevant constitutive laws cover
the physical behaviour and at material interfaces, structural boundaries and at the geometrical
boundaries of the domain, proper conditions are deﬁned to represent physical behaviour. The
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Figure 3.1: Illustration of air blast deﬁned with in a numerical domain
deﬁned problem is then solved using the ls-dyna solver, after which the modelled structural
response can be analysed in a suitable post-processor, for example LS-PrePost. Unless the
modelled problem is linear, the solution needs to be processed over several time steps, whose
size is problem dependent. Figure 3.2 illustrates the solution procedure used in each solution
cycle by ls-dyna. The nodal acceleration, velocity and displacement used in each solution is
calculated from the equation of motion [15]
Mu¨ + Cu˙ + K (u)u = pext (3.1)
where M, C and K are the mass, damping and stiﬀness matrices respectively, and u and p are
the displacement and force vectors respectively. For a linear problem the stiﬀness matrix K is
constant and analytical solution methods to 3.1 exists. For non-linear problems simple analytical
solutions do not exist and equation 3.1 is instead solved by use of direct integration [18].
3.1.1 Time Integration
Direct integration refers to calculation of the response history using step-by-step integration in
time, and the term direct indicates that, prior to integration, no transformation of the equations
to a diﬀerent form is carried out as done for example in a modal analysis. Direct integration
methods calculate conditions at time step n + 1 for the numerical domain by use of (3.1), a
Figure 3.2: Time integration loop used in ls-dyna
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diﬀerence expression and known conditions at one or more preceding time steps [18]. Generally
two types of algorithms for direct integration are used; an explicit algorithm with diﬀerence
expressions of the form
un+1 = f (un, u˙n, u¨n,un−1 . . . ) (3.2)
and an implicit algorithm with the following general form
un+1 = f (u˙n+, u¨n+1,un, u˙n, u¨n . . . ) (3.3)
The main diﬀerence between the two methods is that the explicit method only contains
information for times steps ≤ n, whereas the implicit algorithm also uses data for the step n+1.
The two methods have some distinctive diﬀerences. The explicit method is only conditionally
stable, meaning that the time step must be below some critical value. This means that with
this method many time steps are needed to solve a problem, but for the explicit method the
coeﬃcient matrix for un+1 in (3.2) can be made diagonal such that the system can be solved
computationally cheap [18]. For the implicit method there is no restrictions on the time step,
but in contrast to the explicit method the coeﬃcient matrix for un+1 cannot be made diagonal,
which means that a system of simultaneous equations must be solved [18]. The low cost per
time step combined with the small time step to avoid instability makes the explicit suited for
wave propagation problems such as blast loading, where the time duration is very short and
high frequencies dominate the structural response, requiring a small time increment for proper
modelling of the structural response. Implicit methods are more suited for structural dynamics
problems, where the time duration is over several seconds and the structural frequency response
is dominated by the lower modes [18].
3.2 Time Integration in LS-DYNA
In ls-dyna it is possible to choose between an implicit and explicit solver. But as described
above the explicit solver is preferred in case of blast modelling, where the structural response is
very short and of high-frequency. The direct integration method used in ls-dyna for explicit
analysis is theHalf-Step Central Diﬀerence method [19], a variation of the classical central
diﬀerence method shown in appendix D. In the following a recapitulation of the formulation of
the Half-Step Central Diﬀerence method used in ls-dyna is given based on the procedures in
[18, 19].
Figure 3.3 illustrates the principle behind the Half-Step Central Diﬀerence method used
in ls-dyna, which is formulated in actual geometry (xyz) rather than being based on nodal
displacements u. Using the Half-Step Central Diﬀerence method, the velocity and accelerations
can be written as
x˙n+ 12 =
1
Δtn+ 12
(xn+1 − xn) (3.4)
x¨n =
1
Δtn
(
x˙n+ 12 − x˙n− 12
)
= 1Δt2n
xn+1 − 2xn + xn − 1 (3.5)
which can be combined to give an expression for the position of xn+1
xn+1 = xn + Δtx˙n− 12 + Δt
2x¨n (3.6)
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Figure 3.3: Illustration of the Half-Step Central Diﬀerence method used in ls-dyna [19]
At time tn equation 3.1 will yield
Mx¨n + Cx¨n + Knxn = pnext (3.7)
In (3.7) the acceleration can be replaced by use of (3.6), but an expression for x˙n is missing.
To come around this ls-dyna assumes that
Cx˙n− 12 ≈ Cx˙n
Using this xn+1 can be found from
1
Δt2Mxn+1 = pext − Knxn +
1
Δt2M
(
xn + Δtx˙n− 12
)
− Cx˙n− 12 (3.8)
which only depends on data for time steps ≤ n, and by use of xn+1 the velocity and acceleration
in (3.4) and (3.5) can be calculated. Compared with the classical central diﬀerence method (see
appendix D), only the mass matrix M is present on the left hand side in (3.8), and since the
mass matrix is diagonal, due to lumped masses, xn+1 is easily solved without the problems of
requiring a diagonal damping matrix as needed for the classical central diﬀerence method.
As mentioned earlier, the explicit integration method is conditionally stable, which puts a
requirement on the times step Δt not being larger than some critical Δtcrint . If the time step
exceeds the critical value the calculations blow up resulting in an overﬂow error. In ls-dyna
the critical time step is based on the methods of the classical central diﬀerence method for a
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linear system, where the critical time step, for a problem with constant time step, is given by
Δtcr_int =
2
ωmax
,for the undamped case
Δtcr_int =
2
ωmax
(√
1 + ξ2 − ξ
)
,for the damped case
where ωmax is the maximum Eigen-frequency of the system. For varying time step sizes the
critical time step is given by
Δt2cr_intn =
4δi
ω2i
with δi =
Δti
Δti−1
0 ≤ δi ≤ 1 (3.9)
Δtcr_int is bounded by the largest natural frequency of the structure, which in turn is bounded
by the highest frequency of any individual element in the ﬁnite element mesh [15].
In ls-dyna the time step is also limited by the element size. Instability occurs if any
deformation mode in the model has a period that is less than π × Δt. The time step must
therefore divide the period of the highest mode by at least π. In general a single element mode
represents the highest mode [19]. In this work only solid elements will be used and for these
element types the critical times step Δtcr_ele is given by
Δtcr_ele =
Le[
Q + (Q2 + c2)1/2
] with Q =
{
C1c + C0Le | ε˙kk | for ε˙kk < 0
0 for ε˙kk ≥ 0
(3.10)
where C0 and C1 are bulk viscosity coeﬃcients. Le is the characteristic element length, which
for an 8-node solid element, is given by υe/Aemax , with υe being the element volume and Aemax
the area of the largest element side. The ﬁnal parameter in (3.10) c is the adiabatic sound
speed given by
c =
⎡
⎣ 4G
3ρ0
+ ∂p
∂ρ
)
E
+ pV
2
ρ0
∂p
∂E
)
ρ
⎤
⎦
1/2
(3.11)
As seen, the critical time step size based on the elements, depends on the element dimensions,
and therefore decreases if elements for example are compressed. It also depends on the material
sound speed in the element, which depends on the density and change in pressure in the material.
This becomes of signiﬁcance for example in a purely Eulerian formulation, where the mesh is
stationary and the material ﬂow through the elements, where the amount and speed of material
ﬂow inﬂuences the density and pressure of the material, in the element, and therefore the time
step to use. Such formulation is used in the blast modelling described later.
There are thus performed two time step controls in ls-dyna. One based on the element
condition, and one based on the integration scheme. The lowest of the critical values controls
the time step size Δt. In ls-dyna Δt is set to 0.9Δtcrit by default. If high-explosives are used
it is recommended to lower the value to 0.67Δtcrit.
The shown integration procedure also helps to understand the time integration loop shown
in ﬁgure 3.2 on page 14. After the boundary conditions has been applied, the elements are
processed, where expression (3.8) is solved and the new displacements found. From these
the strains and strain rates are calculated after which the stresses are determined from the
constitutive laws in the material models used. Penalty based contact interfaces (if any are
deﬁned) is then checked for nodal penetration, which indicates contact between two surfaces,
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and proper contact algorithms are applied. Then the accelerations are updated and used for
control of kinematic based contact deﬁnitions. After this, velocities and displacements are
updated together with the geometry. Finally, the time is updated and checked for termination.
If termination is not reached the processes is repeated by stepping one more step forward in
time, using the updated time step size.
3.3 Modelling of a Blast Problem
Several methods can be used to model the load developed from the detonation of an explosive
material. Using ls-dyna A at least three diﬀerent approaches are possible [16]
• Empirical
• Uncoupled
• Fully Coupled
Here focus is put on the ﬁrst and last approach.
3.3.1 Empirical Approach
Using this approach only the structure exposed to the blast is modelled. The load is applied
directly to the structure using idealized pressure-time curves from developed empirical models.
A number of diﬀerent empirical models exist (ConWep, BlastX, SHOCK, TACOM) [20, 21],
that can predict the pressure developed from a given blast charge. The empirical models are
essentially based on correlation with experimental data and the diﬀerent models are limited by
the extent of the underlying data.
ConWep (Conventional Weapons and Eﬀects Program) is a DOS based computer program
used to calculate the eﬀect oﬀ conventional weapons [22]. To apply blast loads on structures,
equations, developed by Kingery and Bulmash [23], to predict air blast parameters such as
reﬂected pressure Pr and incident pressure Pso, from spherical air bursts and from hemispherical
surface bursts have been implemented into ConWep. The equations are based on data from
explosion tests using charges with weights from 1kg to 400,000kg, where the pressure, arrival
time, duration time and other blast parameters were measured. The experimental data have been
represented by using curve ﬁtting with high order polynomials, which have been constructed
such that they describe the primary blast parameters, described in section 2.1, as function of
the scaled distance and thus are capable of covering a large number of blast test set-ups. The
ConWep load equations are widely accepted as engineering predictions to determine free-ﬁeld
pressure and loads on structures. The model cannot account for shadowing objects and is not
able to account for the eﬀect of a buried mine in terms of localization and particulate eﬀects.
TACOM (Tank Automotive Command), developed by Westine et al. [24] can predict the
impulse from a buried mine applied to a plate at a given distance from the mine. The model is
based on a series of tests conducted to measure the impulse at various locations above a mine
explosion. From the data a model were developed that accounts for the eﬀect of burial depth,
charge size, target height, impact angle and soil density. A disadvantage is that the model
was developed on the use of small charge sizes and it might be questionable if it is possible to
extrapolate the model to be used on larger charge sizes.
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BlastX allows the user to choose between two blast load schemes. One, which uses the
equations of Kingery and Bulmash, and one, which uses a tabular TNT model based on a series
of one dimensional Computational Fluid Dynamics (CFD) calculations. Contrary to ConWep,
BlastX is capable of calculating negative pressure and impulse, corresponding to the negative
phase of a blast.
SHOCK is a blast load analysis program, which will calculate the impulse and pressure on
either all or part of the blasted surface, which can be bounded by 1 to 4 reﬂecting surfaces,
from the incident blast wave and from the waves reﬂecting oﬀ of each adjacent surface [25].
Among the listed empirical models, ConWep is the most recognised. A comparison performed
in [21] between ConWep, BlastX and SHOCK found that the ConWep model was in best overall
agreement with experimental data.
The ConWep model has been implemented into ls-dyna by Randers-Perhson and Bannister
[26], who have extracted the blast-loading algorithms from ConWep. These have been collected
into the ∗LOAD_BLAST (or ∗LOAD_BLAST_ENHANCED) model in ls-dyna. To account
for the angle of incident the following expression is used to calculate the pressure at a point
impacted by a peak reﬂected Pr or peak incident pressure Pso with an angle theta between the
direction of travel of the impacting pressure wave and the surface normal [26]
P = Pr cos2 (θ) + Pso (1 − cos (θ))2 (3.12)
The implementation of ConWep into ls-dyna allows users of ls-dyna to model blast on
a structure using the empirical blast equations constructed by Kingery and Bulmash. This
requires only the blast loaded structure to be modelled in a numerical mesh, together with
information about the charge size, position of the charge, stand-oﬀ distance and deﬁnition of
the surface area on which the load is to be applied. From these inputs the scaled distance Z
is calculated, from which the blast parameters can be found in the blast loading algorithms,
which will provide a pressure-time distribution on the target. The upper and lower limit for the
scaled distances that can be used in the ∗LOAD_BLAST model is 0.147m/kg-1/3 < Z < 40
m/kg-1/3, which is the limit of the scaled distance in the underlying experimental data from
the Kingery and Bulmash equations.
The blast curves from Kingery and Bulmash are based on measurements from TNT based
charges. The blast parameters in the ∗LOAD_BLAST model in ls-dyna therefore use TNT
as the reference explosive type. If other types of explosives are wanted to be used their mass
must be represented in TNT equivalent weight. This is done by use of a scalar conversion factor
which is multiplied by the weight of the used explosive type to convert it to equivalent TNT
weight. The conversion factor can be estimated in several ways. It can be based on the relation
between peak pressure values, generated impulse, detonation velocities etc. [27, 28]. In the
ls-dyna user-manual [27] the suggested conversion is based on the detonation velocities
Meq−tnt = Mexplosive
D2explosive
D2tnt
(3.13)
where Mexplosive is the mass of the explosive used and Meq−tnt is the calculated equivalent
TNT mass to use in ∗LOAD_BLAST. D is the detonation velocities of the used explosive and
TNT, which has the standard value 6930ms . As discussed in [28]s one explosive type may have
several equivalent weight factors depending on which blast parameter of the used explosive that
is to be scaled. The conversion factor to achieve the same peak pressure is most likely not the
same as the factor to be used for getting the same impulse. The scaling parameter might also
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be dependent on the stand-oﬀ distance used, such that the parameter used for a speciﬁc mass
of explosive at for example a stand-oﬀ distance of 100mm is diﬀerent from the scaling factor
needed for the same explosive mass at for example 500mm [28]. The scaling factors often found
in the literature do normally not state the speciﬁc set-up used, when they were determined.
Knowing what scale factor to use is thus not simple to determine as it can be set-up speciﬁc
and also depend on the speciﬁc blast parameter against which the comparison is to be made.
The advantage of the empirical approach is that it is computationally very fast since only
the target structure is modelled. The disadvantage is that no interaction eﬀects of target and
pressure wave can be accounted for. Another disadvantage of the ∗LOAD_BLAST function in
ls-dyna is that it only works for spherical air blasts and hemispherical surface blasts with no
reﬂection from impacted surfaces. This makes the model less suited for modelling blasts in a
semi conﬁned space, where the conﬁning walls will prevent out ﬂow and generate reﬂections
of the impacting blast waves and thus build up a quasi-static pressure that will substantially
prolong the blast loading.
3.3.2 Fully Coupled Euler Lagrange Approach
Using this approach the entire problem is modelled from the beginning and solved as a whole.
The set-up could be similar to that illustrated in ﬁgure 3.1, but in contrast to the empirical
approach, where only the structure is modelled numerically, the air and explosive charge is
now also modelled numerically. When running the model, the detonation is simulated and the
explosion generates a pressure wave that expands through the modelled air, and when it reaches
the structure an interaction with the pressure wave and the structure will be modelled. The
advantage of this approach, compared with the empirical approach, is that reﬂections and Mach
Stem eﬀects can be accounted for. The clear disadvantage is that the approach is signiﬁcantly
more time consuming due to the much more extensive calculations needed and the larger size
of the numerical domain.
Modelling of the structural part is done with elements using a Lagrangian formulation,
where the mesh moves with the material. The air around the structure, the blast wave and the
detonation products are ﬂuids, and are not represented well by a Lagrangian formulation. Instead
an ALE element formulation is used for these materials. In ls-dyna the ALE formulation
consists of a Lagrangian time step followed by a remap or advection step, where the mesh
is either restored to its original shape and position, or to a remapped shape controlled by
smoothing algorithms or rigid body motion and scaling of the mesh [15, 27]. This procedure is
referred to as the operator split technique [29]. In the ALE mesh the material ﬂows through
the elements, meaning that an element can hold more than one material at a time. To account
for the interface between the materials in a single element, material interface reconstruction
algorithms, using the gradient of the nodal volume fraction ﬁeld, are used.
To get the pressure in the generated blast wave transferred to the structural part, a Fluid
Structure Interaction (FSI) model is used. In ls-dyna FSI is simulated using a coupling
algorithm through the keyword ∗constrained_lagrange_in_solid. The FSI couples the
ﬂuid to the surface of the deformable structure. The blast pressure in the air can then be
transferred to the structure surface, which then reacts to the applied pressure. In ls-dyna two
coupling techniques can be used; Constrained-based and Penalty-based. The constraint-based
formulation is an algorithm that alters the velocities of the nodes implicitly and forces them
to follow each other. The method attempts to conserve momentum, but not energy. The
penalty-based formulation, however, applies nodal forces explicitly by tracking the relative
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motion of a given point. The method conserves energy [30]. In the present study the penalty
based approach is used. The coupling algorithm ensures that the ﬂuid ﬂows around and not
through the structure. Flow through the structure is prevented by the application of a penalty
force. As soon as a ﬂuid particle penetrates the surface of the Lagrangian structure, a penalty
force is applied to both the ﬂuid particle and the structure node to prevent penetration. The
applied force is proportional to the size of the penetration [15]. Penetration of the ﬂuid through
the structure is referred to a leakage. Leakage is mainly caused by too few coupling points
and/or a too course Lagrangian mesh. The FSI coupling occurs at structural nodes and at
coupling points deﬁned for each Lagrangian surface segment. To prevent leakage similar mesh
sizes should be used for the ALE and Lagrange surface mesh. The Lagrange elements should
not be larger than the ALE elements. If similar mesh sizes are used 1–3 couplings points should
be adequate. Too many coupling points can lead to instability. In addition using too high
penalty forces in the coupling algorithm can lead to instability or very small time steps. Mesh
reﬁnement is the most eﬀective tool to avoid leakage.
In ls-dyna the explosive is modelled with the ∗MAT_HIGH_EXPLOSIVE_BURN
material model taking input regarding the explosive density, detonation velocity and the
Chapman-Jouget pressure. This model controls the detonation of the explosive material. The
model gives a fraction F of the explosive material in an element that has detonated. In the ini-
tialization phase, a lighting time is computed for each element, initially making up the explosive,
by dividing the distance from the detonation point to the centre of the element, with the detona-
tion velocity [31]. The detonation point is controlled with the keyword ∗initial_detonation
where the detonation point is deﬁned through an xyz coordinate point.
The blast pressure generated from the detonated explosive material is modelled through an
Equation Of State (EOS) that relates the energy released from an explosive to the pressure
developed. An EOS model that can represent the pressure developed from a detonated charge is
therefore appointed to the material representing the explosive. A widely used EOS for explosive
materials is the Jones-Wilkins-Lee (JWL) equation [12, 30, 32, 33]
Peos = A
(
1 − ω
R1V
)
e−R1V + B
(
1 − ω
R2V
)
e−R2V + ωE
V
(3.14)
where Peos is the calculated blast pressure, E is the detonation energy per unit volume and
A,B,R1, R2 and ω are material constants related to the explosive used. In ls-dyna the JWL
EOS is accessed through the keyword ∗EOS_JWL. To account for the fraction of explosive
material that has detonated the calculated pressure from the EOS is multiplied with the fraction
number F from the ∗MAT_HIGH_EXPLOSIVE_BURN, such that the actual explosive
pressure Pexp can be found
Pexp = FPeos((V,E) (3.15)
When the detonation has occurred the expansion of the blast wave into the surrounding air
has to be modelled. This also requires an EOS to describe the pressure in the air. An often
used EOS for this purpose is the ideal gas law (Gamma Law) [12, 30, 33] on the form
P = (γ − 1) ρ
ρ0
E (3.16)
where ρ0 and ρ are the initial and current densities of air, E is the internal energy per unit
reference volume and γ is the ratio of speciﬁc heats γ = cpcv . In ls-dyna the ideal gas law can
be accessed by use of the keyword ∗EOS_LINEAR_ POLYNOMIAL.
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3.4 Material Modelling
As presented in the introduction to this report, both monolithic composite panels and sandwich
panels will be tested in the established blast test facility. As part of establishing a numerical
frame work for modelling the response of such panels, when exposed to a blast load, material
models that can represent the type of materials used in the tested panels are needed. ls-dyna
contains a large material model library, which has several models for modelling both laminate
and foam materials. In this project focus has been on using the available models in ls-dyna, as
opposed to writing new models. The available laminate and foam models have therefore been
screened to ﬁnd the models that best represent the used materials.
3.4.1 Laminate Models
In ls-dyna a wide selection of material models already exists for modelling laminated structures.
Generally all of these are based on the Classical Lamination Theory (CLT) and the main
diﬀerence between the models is how they handle failure of the composite, where some models
use a simple maximum stress/strain based criteria, other use combined stress/strain criteria,
and one model uses a damage mechanics approach, where the elastic moduli are gradually
reduced until complete damage has developed. Table 3.1 shows the laminate models available
in ls-dyna indicating which element types that the models can be used with, if they can be
used to model failure and if strain rate eﬀects can be included in the models.
Because the blast loading on the panels induces stresses in the thickness direction of the
panels it was decided to look for models that can be used with solid elements, where it is
possible to analyse the eﬀect of the initial stress wave going through the thickness of the
panel. Of the remaining models it was decided to use ∗mat_orthotropic_elastic, which
Table 3.1: Laminate models available in ls-dyna
ls-dyna model name # Element typea Failureb Ratec
∗mat_orthotropic_elastic 002 So/Sh  
∗mat_composite_damage 022 So/Sh  
∗mat_enhanced_composite_damage 054/055 Sh  
∗mat_laminated_composite_fabric 058 Sh/T-Sh  
∗mat_composite_failure_option_model 059 So/Sh  
∗mat_composite_layup 116 Sh  
∗mat_composite_matrix 117 Sh  
∗mat_composite_direct 118 Sh  
∗mat_rate_sensitive_composite_fabric 158 Sh/T-Sh  
∗mat_composite_msc 161 So  
∗mat_composite_dmg_msc 162 So  
a Element type that can be used with the material model; So = Solid Elements, Sh = Shell Elements,
T-Sh = Thick Shell Elements.
b Indication of the model can represent failure.
c Indication of the model can include rate eﬀects.
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is an orthotropic elastic model, that can for comparisons with tests performed at low blast
charges where no or very limited damage has developed in the tested panels. For modelling test
cases where failure develop in the panels, it was decided to use ∗mat_composite_dmg_msc.
The primary reason for choosing this model is the possibility to include strain rate eﬀects, a
possibility which none of the other models usable with solid elements oﬀer, and because it can
model failure. Secondly ∗mat_composite_dmg_msc is based on damage mechanics where
progressive failure in the diﬀerent material directions can be modelled as opposed to the other
models which model failure as an instantaneous event, where the stress is immediately reduced
to zero.
MAT_ORTHOTROPIC_ELASTIC
∗mat_orthotropic_elastic models an orthotropic material by taking the elastic moduli,
shear moduli and the Poison ratios deﬁning an orthotropic material as input. For this model the
stress is based on the second Piola-Kirchhiﬀ stress S to the Green-St. Venant strain E by [15]
S = T tCTE (3.17)
where T is a transformation matrix and C the compliance matrix
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
E11
− ν21E22 − ν31E33
− ν12E11 1E22 − ν32E33
− ν13E11 − ν23E22 1E33
1
G12
1
G23 1
G31
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
After updating the stress, S is transformed to the Cauchy stress before the stress is stored
in the output data ﬁles.
MAT_ORTHOTROPIC_DMG_MSC
∗mat_composite_dmg_msc has been developed by Material Science Corporation (MSC)
and requires a special license to run in ls-dyna. The model is an elastic model and can be
used to predict the progressive failure of composite materials [34]. Failure models have been
established such that they can simulate ﬁbre failure, matrix damage and delamination behaviour
under opening, closure and sliding of failure surfaces. The failure criterion uses stress and elastic
material components to predict failure. The model can be set either to model a unidirectional
layup or a layup made from woven fabrics. Separate failure criteria exist for each of these layup
types. Table 3.2 shows the material input needed for this model, together with the parameters
for controlling rate and damage eﬀects. In [34] a description of the material test to obtain the
material parameters can be found.
The failure criteria in ∗mat_composite_dmg_msc have been based on the 3-dimensional
failure criteria for unidirectional ﬁbre composites established by Hashin [35]. There, a piecewise
smooth failure surface is developed, capable of representing diﬀerent failure criteria for ﬁbre
and matrix failure in tension or compression. In ∗mat_orthotropic_dmg_msc the failure
criteria from [35] are generalized to also include the eﬀect of highly constrained pressure on
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Table 3.2: Material parameter input for ∗mat_composite_dmg_msc
Variable Description
Material properties
RO Mass density
Ea,b,c Young’s modulus for the longitudinal, transverse and through
thickness direction
PRba,ca,cb Poisson’s ratio
Gab,bc,ca Shear moduli
SaC,aT Longitudinal tensile and compressive strength
SbT,bC Transverse tensile and compressive strength
ScT Through thickness tensile strength
Sfc Through thickness crush strength
Sfc Fibre mode shear strength
Sab∗,bc∗,ca∗ Fibre mode shear strength
Rate parameters
CRATE1 Coeﬃcient C1 for strain rate dependent strength properties
CRATE2 Coeﬃcient C2 for strain rate dependent axial moduli
CRATE3 Coeﬃcient C3 for strain rate dependent shear moduli
CRATE4 Coeﬃcient C4 for strain rate dependent through thickness moduli
Damage parameters
AM1 Coeﬃcient m1 for strain softening property for ﬁbre damage in
direction a
AM2 Coeﬃcient m2 for strain softening property for transverse
compressive matrix failure mode in direction b
AM3 Coeﬃcient m3 for strain softening property for ﬁbre crush and
punch shear damage
AM4 Coeﬃcient m4 for strain softening property for matrix failure and
delamination damage
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composite failure [34]. For the two layup types that the model can represent it divides the
failure types into the following groups
• Tension-Shear ﬁbre mode
• Compression ﬁbre mode
• Crush mode
• Transverse compressive matrix mode
• Perpendicular matrix mode
• Parallel matrix mode (Delamination)
For each group a speciﬁc failure criterion is used to predict failure. The failure criteria are of
the form shown in (3.18), which is the expression for the tension-shear ﬁbre mode failure
(〈σa〉
SAt
)2
+
(
τ2ab + τ2ca
S2fs
)
− r21 = 0 (3.18)
where 〈 〉 are Macaulay brackets and r1 is the damage threshold value for these failure criteria,
which have the initial value of 1 and are updated as damage accumulates. The damage threshold
values thus provide an initial bound for the elastic region of the material. Each failure criterion
holds a damage threshold value rj that accounts for the amount of damage developed for that
speciﬁc failure criteria. In appendix C the expressions for the remaining failure criteria can be
found.
In material model ∗mat_orthotropic_dmg_msc failure is expressed by a degradation
of the elastic moduli parameters, an approach that is in contrast to failure formulation in all
other laminate models in ls-dyna. To enable this the method established by Matzenmiller
[36] has been adopted, where a damage parameter  is introduced and incorporated in to the
compliance matrix
S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
(1−1)Ea −
νba
Eb
−νcaEc
−νabEa 1(1−2)Eb −
νcb
Ec
−νacEa −
νbc
Eb
1
(1−3)Ec
1
(1−4)Gab
1
(1−5)Gbc
1
(1−6)Gca
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The damage variables  are related to the damage threshold values rj through [34]
i = 1 − exp
(
1
mj
(
1 − rmjj
))
,→ rj ≥ 1 (3.19)
where j refers to a speciﬁc failure mode and mj refers to the softening parameters for that
speciﬁc damage mode. Initially the damage variable is zero since rj is initially 1. When the
damage thresholds exceed 1, damage starts to develop and the damage variables attain a value
larger than one. The increased value of the damage threshold rj now provides a new bound for
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Figure 3.4: Eﬀect of the softening parameters on the stress-strain response of a laminate
modelled with ∗mat_orthotropic_dmg_msc [34]
the elastic region inside which the linear elastic stress-strain response is governed by the now
reduced compliance matrix. The damage variables grow from 0 . . . 1 but to avoid instabilities,
that would arise by setting  = 0, a limit is set for the damage parameters. This is done in the
input deck through the parameter omgmx. The eﬀect of the softening parameters is illustrated
in ﬁgure 3.4, where it can be seen that values less than 1 lead to a hardening behaviour of the
laminate at the initiation of failure, whereas values greater than 1 lead to a softening eﬀect. To
have a brittle fracture response values larger than 10 should be used.
In the model a coupling is made between speciﬁc failure modes and the reduction of the
elastic moduli, which is illustrated in ﬁgure 3.5. The coupling is made through a coupling
matrix qij which, for the illustrated case, will have i = 1, . . . , 6; j = 1, . . . , 6. To calculate the
combined eﬀect of the failure modes on the damage parameters, i, qij is multiplied onto
equation (3.19). The coupling for the model, when set to model a plain weave laminate, can be
found in appendix C.2.
Rate eﬀects on the strength and moduli parameters are included in the model through a
logarithmic function of the form
Xrt
X0
= 1 + Cn ln
( ˙¯ε
˙¯ε0
)
(3.20)
where Xrt is the property of the parameter in question, at an average strain rate of ˙¯ε, and X0
is the parameter property at a reference strain rate ˙¯ε0, which is internally set to 1s−1. This
has the eﬀect that the time unit in ∗mat_orthotropic_dmg_msc has to be in seconds,
which is important to note before choosing a unit set for the model. The rate sensitivity Cn is
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UD DAMAGE
TYPES FIBER DAMAGE MODES MATRIX DAMAGE MODES
UD DAMAGE
MODES
MODE 1u
j = 1
MODE 2u
j = 2
MODE 3u
j = 3
MODE 4u
j = 4
MODE 5u
j = 5
MODE 6u
j = 6
MODULI Uijq
Ea 1 1 1 0 0 0
Eb 0 0 1 1 1 0
Ec 0 0 1 0 0 1
Gab 1 1 1 1 1 0
Gbc 0 0 1 1 1 1
Gca 1 1 1 0 0 1
Figure 3.5: Illustration of which failure modes that aﬀects the reduction of a speciﬁc elastic
moduli for the version of the material model, modelling laminates with a
unidirectional ﬁbre layup [34]
controlled through the CRATEn parameters in table 3.2. As can be seen from the table, the
same rate parameter is used to describe the rate sensitivity for all the strength parameters,
which might not correspond to what is seen in material testing. For the moduli the in-plane,
through thickness and shear moduli have separate parameters for the rate sensitivity.
The relevance of the model can be understood by studying the correlation between model
predictions and experimental data as done in [37]. Here it was seen that the logarithmic form
of the model was eﬀective in predicting the strain rate dependency observed for the strength
values of the tested composite material. In addition the experimental observations in [37] also
showed that the stiﬀness parameters did not depend on the applied strain rate. Since the
model uses diﬀerent rate parameters, CRATEn, for modelling the rate eﬀect of strength and
stiﬀness parameters this eﬀect can also be properly described by the model. By setting the
CRATEn related to the stiﬀness parameters to 0 and setting the rate parameters related to the
strength parameters to the values identiﬁed in [37] only the strength parameters will depend
on the applied strain rate. The opportunity to individually control the rate eﬀect is thus a
powerful property of the present material model. Regarding the rate dependency, the model
only accounts for rate eﬀects for strain rates larger than the reference strain rate. This means
that the X0 value in (3.20) is the reference value used for all strain rates ˙¯ε0 ≤ 1s−1, and is the
value deﬁned as the initial E and S property in the model input deck. The material described
by the material model is thus one where rate eﬀects does not have an impact for strain rates
˙¯ε0 ≤ 1s−1, a behaviour which is supported by observations made during the material tests
performed in [37].
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3.4.2 Foam Models
In ls-dyna a foam material is typically characterized as a material that can support large
compressive strains with no or limited Poisson eﬀects. In ﬁgure 6.1 on page 68 a typical stress-
strain curve for a rigid foam is shown. Such stress strain curves are not easy to represent by a
single constitutive law, which is why for most of the foam models in ls-dyna the stress-strain
relations are described by in-putted stress-strain curves obtained from material testing.
From the material testing performed on the foams, see chapter 6, it was identiﬁed that
the foam types were transverse-isotropic; that rate eﬀects had a signiﬁcant impact on the
stress-strain response; and that the compaction of the foam took place with very limited Poisson
eﬀects. When the load was removed after compression the foam retained its compressed shape,
which is characteristic of a crushable foam, in contrast to elastic foams which revert to their
original shape after load removal, as seen for example for foams used in cushions. Based on
these observations the foam model selected from the ls-dyna material library should be able
to describe a foam which:
• is crushable
• is transverse isotropic
• has no Poisson eﬀects during crushing
• includes strain rate eﬀects
Table 3.3 shows the foam models in ls-dyna that are able to represent a crushable foam.
Of these only two can represent a non-isotropic foam. From these, ∗mat_honeycomb was
chosen to represent the foam.
Table 3.3: Foam models available in ls-dyna that can be used to model a crushable foam
Model name # Formulationa Poisson Rateb
∗mat_honeycomb 026 Ortho  
∗mat_closed_cell_foam 053 Iso † 
∗mat_crushable_foam 063 Iso  
∗mat_transversely_isotropic_crushable_foam 142 T-Iso  
∗mat_modified_crushable_foam 163 Iso  
a Formulation of the constitutive law of the material; Iso = Isotropic, T-Iso = Transverse Isotropic; Ortho = Or-
thotropic
b Indication of the model can include rate eﬀects.
† The Poisson eﬀect in this model is due to air pressure in the cell structure which is accounted for in this
model
MAT_HONEYCOMB
∗mat_honeycomb can be used for modelling honeycomb or foam materials, where a nonlinear
elasto-plastic behaviour can be deﬁned separately for the normal and shear stresses, with each
material direction considered fully uncoupled [31]. Before densiﬁcation, the material behaviour
is orthotropic with no Poisson eﬀects. At densiﬁcation, the material becomes elastic-perfectly
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Table 3.4: Material parameter input for ∗mat_honeycomb
Variablea Description
RO Mass density
E Young’s modulus for compacted honeycomb material
PR Poisson’s ratio for compacted honeycomb material
SIGY Yield stress for fully compacted honeycomb
VF Relative volume at which the honeycomb is fully compacted
LCkli Load curve for σ − nm versus volumetric strain
LCsr Load curve for strain-rate eﬀects deﬁning the scale factor versus strain rate
EkkUii Elastic modulus Enn in uncompressed condition
GklUii Shear modulus Enm in uncompressed condition
a Name of variable used in ls-dyna
i A stress strain curve is inputted for each material direction. n, m = 1, . . . , 3
ii n, m = 1, . . . , 3 n = m
plastic and Poisson eﬀects are now included. In the input deck for the model, material parameters
for the foam in uncompressed and compressed condition therefore have to be deﬁned. Table3.4
shows the material parameter input needed for ∗mat_honeycomb.
In [15, 31] a description of the model can be found, which will be recapitulated in the
following. Before densiﬁcation, normal and shear stress in the elastic region is based on
expressions according to
σn+1
trial
kk = σ
n
kk + EkkΔεkk
σn+1
trial
kl = σ
n
kl + 2GklΔεkl (3.21)
for k, l = 1, . . . , 3 and k 	= l. The elastic and shear moduli in (3.21) varies linearly with the
relative volume of the material from the initial uncompressed value to the fully compacted
value, and is calculated from expressions on the following form
Ekk = EkkU + β (E − EkkU )
Gkl = GklU + β (G − GklU ) (3.22)
where G = E2(1+ν) is the shear modulus of the fully densiﬁed material and β is given by
β = max
[
min
( 1 − V
1 − VF , 1
)
, 0
]
(3.23)
where V is the current relative volume of the material, which initially is 1. During unloading
and reloading, the stress path will be based on the update moduli values. As indicated in
(3.21), the calculated stresses are trial stresses because a check has to be made to determine if
the calculated elastic stress exceeds the permissible stress determined by the in-putted load
curves [31]
|σn+1trial | > λσcurve(V ) (3.24)
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then
σn+1 = σcurve(V ) λσ
n+1trial
|λσn+1trial | (3.25)
If the trial stress is found to exceed the value of the load curve, then the stress is set equal to
the value in the load curve, as expressed in (3.25), and the correct sign is given to the stress
since the load curve data all are positive. To account for strain rate, the stress is scaled by the
parameter λ, which is a value taken from the LCsr load curve, and if the curve is not deﬁned
then λ is set to unity.
After passage of the deﬁned compaction strain, the material is described as elastic-perfectly
plastic with deviatoric stress updates according to
sn+1 trialkl = s
n
kl + 2GΔεdev
n+1
2
kl (3.26)
Again the calculated stress in (3.26) is a trial stress in the sense that before the stress can be
updated, a comparison with the deﬁned yield stress SIGY has to be made, and if the stress is
found to exceed the yield stress, the trial stress is scaled back to the yield surface. When the
deviatoric stress has been updated the Cauchy stress is ﬁnally obtained by
σn+1kl = skl n + 1 − pn+1δkl (3.27)
where
pn+1 = pn − KΔεn+1/2kk , and K =
E
3 (1 − 2ν)
As can been seen from the review, the model always estimates trial stresses based on the
updated elastic moduli. If the compaction strain has not been reached, the stresses are then
checked for permissibility by comparing with load curve values, otherwise they are checked
against the deﬁned yield stress. At each check, a lookup in the in-putted load curve is performed,
which is the primary limiting factor with respect to speed eﬃciency of this model.
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One of the main tasks of this Ph.D.project has been to establish and verify an experimental
facility that makes it possible to perform small-scale blast tests on designed test panels, and
monitor the response of the tested panels using a high-speed imaging system. Using DIC
software on the recorded images, the displacement of the tested panel and surface strains can
be evaluated making an analysis of the panel response possible.
Due to the hazards involved when testing using high explosive, the proving ground could
not be established on the university campus, but was instead build on a restricted military area
named Pionergaarden, close to the university. Currently Pionergaarden houses the Danish EOD
(Explosive Ordnance Disposal) company, but through time it has served diﬀerent purposes. The
main buildings on the site date back to the late 19th century where the area served as a farm.
During the Second World War, the ground was expropriated by the German occupation and
served as a radar installation, and during the Cold War an MM-23 Hawk surface-to-air missile
system was deployed there to defend Copenhagen against low ﬂying ﬁghter air-planes. These
installations were taken down in 2001.
The construction of the blast test facility began before the initiation of this project. Here the
foundation for the blast site was laid, but the established set-up only allowed for non-monitored
blast test to be performed, meaning that only post-test inspection of the tested specimen could
give any information on the panel performance. This initial work was continued in this project.
This involved ﬁrst and foremost incorporating the high speed imaging system in the test set-up,
Figure 4.1: Pionergaarden through history
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Figure 4.2: Location of the blast test facility on Pionergaarden, marked by the red circle in
(a), and the layout of the designed test site shown in (b)
such that monitored tests could be performed, but it also involved a redesign of the whole test
set-up as the original set-up proved to be unﬁt for providing usable data during a blast test.
4.1 Blast Test Setup
The blast test facility is located in one of the old launch sites for the HAWK missile system
as indicated on ﬁgure 4.2a. The set-up consists of two 20ft containers, positioned as shown
in ﬁgure 4.2b, where the container marked Blast Container holds the actual test set-up and
the other container serves as an oﬃce, workshop and shelter during testing. Around the blast
container and at the side of the shelter container facing the blast container, ground protection
mats have been placed to prevent fragments from escaping the test site and eventually causing
fatal injury.
The focal point of the experimental facility is the set-up inside the blast container, and the
main components are shown in ﬁgure 4.2b. The set-up consists of a high-speed imaging system,
coupled with 3D-DIC software (aramis from GOM); a blast box where the test panels are
ﬁxed; and a 10MHz data acquisition system for transient data recordings.
Figure 4.3: Setup inside the blast test container
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4.1.1 The Blast Box
The blast box is positioned outside the container, in such a way that the test panel, mounted
in the blast box, protrudes through a hole in the container wall to allow the camera system
to monitor the panel during a test. The placement of the blast box prevents ﬁre and smoke
from entering the space in front of the cameras, such that a clear view of the test panel can
be maintained during the entire test. Figure 4.4a and (b) show how the blast box looks from
outside and inside the container in the situation where a panel has been mounted in the box
ready to be tested.
The blast box consists of a box structure, constructed in ordinary construction steel, and a
frame made from Impax Supreme steel from Uddeholm. The test panels are mounted between
the box and the frame, where M30 10.9 bolts are used to mount the frame to the box through
pre-fabricated holes in the test panels. The blast box is designed to perform tests on 700×700mm
square panels with the central 500 × 500mm area exposed to the blast loading. The remaining
area of the panel is clamped between the frame and the box to hold the test plate along all
sides. The surfaces on the box and frame, pressing against the panel, have been milled into
a pyramid shaped pattern to obtain a better grip in the clamped area of the test panels. As
shown in ﬁgure4.4c the blast box is constructed of several steel parts that can be put together
in diﬀerent combinations such that tests can be performed under diﬀerent venting conditions,
mimicking for example the venting conditions below a vehicle or in a closed compartment. Some
of the possible conﬁgurations are shown in ﬁgure 4.5a to (c) In all conﬁgurations, except the
one in ﬁgure 4.5c the SOD can be changed from 0 up to 300mm which corresponds to the
depth of the blast box. For the surface explosion conﬁguration, ﬁgure 4.5c, the SOD is adjusted
by distance plates placed between the bottom and the explosive charge, which currently allows
for a minimum SOD of 100mm. Due to local restrictions the maximum charge size that can be
used is 500g TNT (Trinitrotoluene).
The presented blast box is a redesign of one that was designed before the initiation of this
project. Through a series of initial blast tests, the previous design was found to be inadequate
for use in tests, primarily because the original design proved too weak for the planned tests,
but also because the frame structure was poorly designed and the clamping area was not able
to hold the panels in position. This lead to a redesign of the original blast box into the design
(a) (b) (c)
Figure 4.4: Illustrations of the blast box used for blast testing where; (a) shows the blast box
from outside the container, (b) shows the blast box from inside the container,
and (c) shows a model of the blast box illustrating the diﬀerent parts making up
the box
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(a) (b) (c)
Figure 4.5: Examples of some of the diﬀerent assembly conﬁgurations for the blast box
where; (a) shows a conﬁguration mimicking a free air blast set-up, (b) shows an
example of a set-up imitating a blast in a closed environment, and (c) shows a
conﬁguration that simulates a surface explosion
presented here. The challenges with the original blast box and the changes made are described
in appendix A.
Before a test the explosive is positioned in the desired location relative to the test panel.
The explosive is formed to the wanted shape by hand. It is then wrapped in a plastic bag which
is closed using a plastic cable tie, which also functions as an attachment point for cord, and
attached to an adjustable hook at the top of the blast box. The vertical position of the explosive
charge can then be adjusted by controlling the length of the cord and the horizontal distance
to the panel is adjusted by moving the hook to the desired position. In all the presented tests
the charge was positioned vertically opposite the centre point of the test panels. The horizontal
distance is stated for the respective tests. In all tests spherical shaped charges were used.
4.1.2 High Speed Imaging System
To monitor and analyse the test panel deformation a high speed camera system in combination
with DIC software is used. The use of high-speed imaging systems combined with DIC for
blast loading experiments has proven to be a powerful tool for monitoring blast tests [38–41].
To be able to monitor the deﬂection of the tested panels, a stereo camera set-up is used with a
relative camera angle of 25° as illustrated in ﬁgure 4.6 Two Photron APX-RS cameras are used
Figure 4.6: Camera set-up in blast container
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Table 4.1: Photron APX-RS camera speciﬁcations
Full Resolution 1024 × 1024px (width × height)
Maximum frame rate 250.000fps
Maximum frame rate at full resolution 3000fps
Minimum shutter time 1μs
Sensor type 10 bit CMOS, grey scale
Pixel size 17μm
Physical sensor size 17.4 × 17.4mm
in a master/slave conﬁguration. Table 4.1 shows data for these camera types. The cameras are
positioned on a constructed aluminium rack where the two cameras are ﬁxed to adjustable
support plates. The position and angle of the support plates can be changed to achieve the
desired relative camera position, and the distance from the cameras to the measuring target
can be changed by moving the aluminium rack back and forth. Depending on the desired frame
rate and resolution the required FOV (Field Of View) can thus be obtained by adjusting these
physical parameters.
Speckle Pattern
The speckle pattern needed to perform the image correlation is applied by spraying black paint
through small holes in a designed spray stencil positioned on top of test panel. In all test cases
a dull white paint was ﬁrst applied on the surface of the test panel to create a good contrast
for the black speckles. The paint used for the speckles is standard spray can paint bought in a
local DIY-retailer. The size of the speckles were designed in accordance with the guidelines
given in [42], stating that the optimal size of the speckles is between 3 × 3 to 6 × 6px.
DIC Software
To perform the image correlation the software aramis from the German company GOM is used.
The software can work with cameras speciﬁcally designed for the GOM-systems but can also
work with third-party cameras, as is the case here. The software provides a simple graphical
user interface for both calibrating the system and to analyse the recorded test images. The
calibration is performed by following a built-in calibration procedure in the aramis software. To
perform the calibration, a calibration cross, designed for a one megapixel system was acquired.
The cross, which is shown in ﬁgure 4.7, is equipped with both coded and non-coded reference
scale bars, which are recognized by the software during the calibration procedure. To perform a
calibration of the system, 24 images of the cross in various positions are needed. The calibration
process produces a number of parameters that provide information regarding the quality of the
calibration. Of these parameters the Calibration Deviation is the most important. The aramis
manual [43] states that this parameter should be below 0.04, before the calibration can be
accepted as valid. For all calibrations made in connection with the performed blast tests the
calibration deviations were generally around 0.03. Ideally, the focus point of the cameras should
be adjusted to the surface of the target to be measured. To get the best possible calibration
the calibration cross should be positioned in the focus area. In the designed test set-up, it is
not possible to position the calibration cross at the plane of the target because the blast box
would need to be moved at each calibration process. The calibration cross is instead positioned
– 35 –
Chapter 4. Blast Test Facility
Figure 4.7: Calibration cross used in the calibration procedure of the cameras
a small distance in front of the target surface, as can be seen in ﬁgure 4.7, and focus is made to
this position. This still results in a calibration of the system that can be used to measure the
blast response of the test panels, because the process calibrates a volume around the calibration
cross, which, for the present set-up, is approximately 1000 × 1000 × 1000mm. The calibrated
volume will thus enclose the test panel making the measurements possible.
Reference Markers
In the current test set-up the blast box is not secured to the support it rests on, making it
possible to move the blast box during a test. If the blast box moves forward the movement
will be superposed the movement of the panels and thus the movement that the DIC software
calculates will be a combination of these two movements. To be able to track the box movement,
black circular markers on white background are placed on the upper and lower part of the
frame, see ﬁgure 4.8. These markers can be identiﬁed in aramis as reference markers and can
be used to make movement corrections of a measured area with respect to the position of these
markers. This makes it possible to withdraw any rigid body movement of the blast box from the
measured displacement, and then obtain the real panel deﬂection. For the movement correction
to work aramis needs to identify a minimum of 3 reference markers throughout the entire test
Figure 4.8: Illustration of reference markers placed on the blast box frame, used to keep
track of the blast box movement during testing
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and at least two of these markers should be on opposite frame parts. From these markers a
reference plane is created and used to make the movement correction against. As can be seen
from ﬁgure 4.8, more than 3 markers are put on the frame. This is because aramis can lose
track of individual reference markers during the test, for example due to dust or smoke covering
some of the reference markers. Using more than 3 markers thus increases the probability of
ending with a minimum of 3 markers.
Light
Because of the high frame rate used in the tests, artiﬁcial light is needed to illuminate the
specimen such that the cameras can catch enough details on the test panel surface making it
possible for aramis to perform the image correlation without failure. Therefore a rack that
holds nine 400W work lamps was built, as shown in ﬁgure 4.9. These types of lamps develop a
great deal of heat when in use. The distance from the lamps to the test panels is approximately
2m, which reduces the thermal impact on the test panels. During test set-up and calibration,
only one lamp is turned on. All nine lamps are only turned on immediately before the test
is carried out to further minimize any heat eﬀect. Since the lamps are turned away from the
cameras, the cameras are not aﬀected by the thermal radiation from the lamps, and the lamps
therefore do not aﬀect the calibration of the cameras.
(a) Front (b) Back
Figure 4.9: Spot lights used to generate the necessary amount of illumination for the DIC
procedure to work properly
4.1.3 Protective Measures
In the case of a through thickness rupture of a panel during a test dust, ﬁre and smoke will
enter the area inside the container. In addition, fragments from the panel will be spread out and
due to the high acceleration, caused by the explosive reaction, these fragments will have very
high velocities. Even though the fragments weigh very little, their high velocity means that they
can cause signiﬁcant damage to any equipment that they might impact with, which could be
catastrophic if they hit the high-speed cameras. To reduce the risk of damaging the equipment,
55mm panzer glass positioned vertically in front of the cameras, as shown in ﬁgure 4.10, to
prevent a fragment directly hitting them. In addition, a wooden covering is set-up to separate
the area with all the electronic equipment (cameras, computer etc.), from the area where the
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(a) (b) (c)
Figure 4.10: Panzer glass positioned in front of the high speed cameras to protect them from
fragments in case of a hole is blown through the tested panel
test panel is located and, in case of a rupture, where all dust and fragments will be spread. The
main purpose of the wooden covering is to protect the electronic equipment by reducing the
amount of dust and fragments entering the area where it is located.
4.1.4 Camera Settings Used in the Blast Tests
The settings for the cameras and DIC software for all tests are shown in table 4.2;
Table 4.2: Camera and software settings during blast tests
Camera settings
Resolution 512 × 512px (width × height)
Frame rate 10.000fps
Shutter time 1/frame rate
aramis settings
Facet size 15 × 15px
Step size 13 × 13px
Computation sizea 3
a Number of facets along the edges of the square ﬁeld used
by aramis to calculate the strain in the centre facet. The
minimum computation size is 3. For further details see [43]
4.2 Blast Test Procedure
Preparing and carrying out a blast test in the established blast test facility includes a number
of steps that have to be performed for each test. Figure 4.11 illustrates the steps that a single
test includes, divided into pre- and post-test activities. After setting up the equipment the
calibration is performed as described in section 4.1. Before each test a Noise Test is performed.
This entails taking a small image series of the stationary plate; performing DIC analysis on
it with aramis; and then evaluating the strains and displacements. This test is performed
for mainly two reasons; (i) to check that the speckle pattern on the panels is usable for
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Figure 4.11: The steps involved in setting up and carrying out a blast test
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DIC analysis, and (ii) to estimate the minimum level of displacement and strain that can
be distinguished from the background noise. If the noise test is satisfactory the test panel is
mounted in the blast box and the test performed, after which the post-test steps are carried out.
During the noise test, it is important to verify that aramis can identify the attached reference
markers, as failure to do so means that movement correction for the blast box movement will
not be possible. Figure 4.12 shows a panel mounted in the blast box, ready for testing. Along
the edges of the blast box, gaﬀer tape has been used to seal oﬀ any openings to reduce the
amount of dust and smoke that can enter the inside of the container due to the explosion. To
reduce the movement of the blast box during the test, retaining straps has been stretched out
along the top and bottom of the blast box frame.
One test takes roughly two hours to set up, execute and dismantle, and of this, the time
used to record the actual panel response takes up less than 1‰. Because of the vibrations
created from the detonation of the explosive the calibration of the cameras is lost during test.
This happens even with the smallest explosive charges used (25g) and means that the common
focus point of the cameras has to be re-checked and the system recalibrated after each test.
(a) (b)
Figure 4.12: Sealing of the openings around the edges of the blast box by use of gaﬀer tape,
to minimize the amount of ﬁre and smoke entering the area in front of the test
panel which can disturb the DIC analysis
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This chapter presents the results of the performed blast tests and the conclusions that can be
drawn from them. Both monolithic laminates and sandwich panels of diﬀerent conﬁgurations
were tested under diﬀerent blast conditions such that their performance over a broad spectrum
could be evaluated. The blast tests were carried out at the blast test facility described in
chapter 4. All tests were monitored by the calibrated high-speed camera system such that DIC
analysis could be performed on the recorded images of the tested panels.
One of the purposes of the test was to validate if the designed test set-up could provide
usable results for blast tested panels. In addition, the goal was also to compare the performance
of the panel types tested to gain some insight on how composite panels behave during a blast
impact such that a foundation for further development of composite panels, tailored to resist
blast impact, could be established. Based on the designed panel conﬁgurations, the list below
summarises the main goals of the performed tests. In the following these points will be treated
for the test case relevant to them.
• Test the functionality of the blast test facility when used to test diﬀerent panel types at
diﬀerent loading conditions.
• Compare the response of monolithic laminates and sandwich panels when exposed to a
blast load.
• Test the inﬂuence of core type on the response of a sandwich panel when exposed to a
blast load.
• Identify failure types developed in the diﬀerent panels when impacted by a blast load.
• Test if it is possible, with the current high-speed cameras, to perform DIC analysis on a
panel just before rupture, in the case of a test where through thickness fracture occurs.
• Investigate how panels perform during multiple blast impacts of increasing charge size.
• Generate data to be used for comparison with numerical models.
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5.1 Test panels
Four diﬀerent material systems were tested. Table 5.1 shows the technical details of the designed
systems. Details of the ﬁbre and matrix type can be found in appendix B. Except for the
SGPH panels, the panels are produced by the partners in the RESIST project. For more
elaborate fabrication details on these panels, see [44] and [45]. The SGPH panels are delivered
by TenCate. The exact production details for these panels could not be obtained. E-glass/Epoxy
as a material system was chosen because it is a well-known material system that is often used
and was therefore regarded as a material system for which information could easily be found in
the literature.
To test the blast performance of the materials presented in table 5.1, three diﬀerent test
scenarios were used:
(I) Repeatability test; where three panels of the same type were tested once each under the
same test condition.
(II) Multiple loading test; where a single panel were tested several times with increasing blast
loads.
(III) Rupture test; where the charge size and stand-oﬀ condition was chosen such that a hole
were blown in the panels.
Table 5.2 shows the actual test conditions used for the three described test scenarios. As can
Table 5.1: Speciﬁcations for the panels used for blast testing
Panel Code Panel Type Material Th [mm]a AW[kg/m2]b
CRBJ Monolithic laminate Eglas/Epoxy ∼ 21 ∼ 38.8
[0,−45, 90, 45]30
vf = 0.56
SGPH Monolithic laminate Sglas/Phenol ∼ 19.8 ∼ 39.8
[0, 90]PW40
vf = 0.62
Skin Core
CRCK Sandwich Eglas/Epoxy Divinycell H80c ∼ 57 ∼ 38.5
[0,−45, 90, 45]11
∼ 8.5mm
vf = 0.45
∼ 40mm
CRCL Sandwich Eglas/Epoxy Divinycell H250c ∼ 55.5 ∼ 38.9
[0,−45, 90, 45]9
∼ 7.7mm
vf = 0.45
∼ 40mm
a Total thickness of panel
b Area weight of panel
c Cores material are manufactured by DIAB
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Table 5.2: Blast test speciﬁcations used for the individual panels
Panel Code Panel Number Test Type Hitsa Charge size[g] SODmm
CRBJ 30–32 (I) 1 250 100
CRCK 1–3 (I) 1 250 100
CRCL 1–3 (I) 1 250 100
CRBJ 33 (II) 6 25 . . . 250 100
CRBJ 34 (III) 1 250 50
SGPH 3+9 (III) 1 250 + 375 50
a Number of blast impact the individual panels has received
be seen from the table, all panel types, except for the SGPH panels are tested for repeatability.
This has been done to evaluate if identical panels behave similarly under identical loading
conditions. For the multi load test case, (II), blast loads of 25g, 50g, 100g, 150g, 200g and 250g
were used and the loads were applied in the stated order. This was carried out in order to test
if the dynamic response of the panel would change at increased loadings. For the rupture tests
the SOD was reduced to 50mm. This was done because earlier trial tests had revealed that a
hole could not be blown in the panels using a charge size and SOD combination of 400g and
100mm. Keeping the SOD constant would thus dictate a larger charge mass, giving rise to
two problems: a) the maximum charge size that can be used at the test facility is 500g and
obtaining rupture at SOD = 100mm will most likely require a larger charge size than 500g,
b) the functionality of the test set-up becomes increasingly unstable at charge size above 250g.
This last limitation will be further discussed in section 5.3 on page 64. With the designed test
layout the blast test set-up can be evaluated, and it also makes it possible to compare the
performances of diﬀerent composite structures when tested under the same conditions.
5.1.1 Boundary Conditions
To ﬁxate the panels between the blast box and the frame holes has been cut by use of water
cutting along the panel edges, as illustrated in ﬁgure 5.1a. The holes are positioned to match to
holes on the frame and box and are made 3mm oversize in the diameter such that the screws
used to mount the frame easily can go though the panel holes. The centre of the large Ø33 are
50mm from the panel edge. The panel edges are thus symmetrically constrained in the clamped
region and held in position by the bolts and the friction between the frame and box surfaces.
For the sandwich panels wooden supports has been placed along the clamped area, see ﬁgure
5.1b, to prevent the foam core from being crushed during tightening of the screws and thus
preventing pre-damaging the panels. The wood support pieces was bonded to the foam core
and then to each other.
5.2 Test Results
Figure 5.2 shows a typical output from aramis, showing a contour plot of the deﬂection of
CRBJ-30 at a single stage. When the recorded images are loaded into aramis, a 3D coordinate
system is created with the x-, y- and z-axis deﬁned as shown in 5.2a. In the following, reference
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(a) (b)
Figure 5.1: Boundary conditions on the tested panels where; (a) shows the the 24 holes along
panel edges, and (b) shows the wood supports put along the sandwich panels
edges for preventing foam core compression during clamping of the panels
to panel deﬂection will always be in the z-direction, and strain will be in-plane major strain in
the xy-plane. The displacement contour shown corresponds to the area marked on the panel
in ﬁgure 5.2b. In aramis terms this area is called the masked area and is the area used for
analysis. This area is deﬁned manually for all tests. As can be seen, the masking is not taken
all the way to the edge. This has been chosen to avoid edge eﬀect in the analysis, which can
give spurious results.
(a) (b)
Figure 5.2: Typical output from aramis where; (a) shows a contour plot of the measured
deﬂections with the coordinate system deﬁned by aramis shown, and (b) shows
the selected area on the panel surface, called the masked area, on which the DIC
analysis is performed
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An important thing to note here is, that because of the way aramis performs the analysis, it
is not possible to obtain data at the exact edge location. In aramis the masked area is divided
into small rectangular areas called facets. The facets are then tracked from image to image by
the underlying algorithms in aramis and their centre point displacement is calculated. The
actual displacement reported in aramis is thus the displacement of the centre of these facets,
which is why the exact displacement of an edge cannot be calculated. The strain is calculated
by monitoring the relative movement of neighbouring facets. For further details see [43].
In all tests approximately 100 images, corresponding to 10ms of response time, usable for
DIC analysis was recorded. After approximately 10ms the calibration of the cameras was lost
due to the vibrations from the blast as described in chapter 4. The images recorded after the
calibration loss can therefore not be used for DIC analysis, but can still be used for visual
inspection of the panel response and thus still provide valuable information regarding the blast
response of the tested panels.
After blast testing the condition in the clamped area was investigated visually. All panel
types tested, except the panels tested under condition (III), did not show any visual signs that
movement in the clamped area had occurred during testing. The holes along the panel edged
was not deformed and on the panels surface the were no indications that the panel had been
dragged along the frame and box surface. It was therefore concluded that in the test the panel
boundary conditions had been very close to perfectly clamped edge conditions.
5.2.1 Movement Correction for Blast Box Movement
As described in section 4, the blast box is not restrained from movement during testing,
resulting in rigid body movement of the blast box, which will be superposed the measured panel
deﬂection. Using the DIC software, this can be adjusted for by monitoring reference points
placed on the frame of the blast box, which was done for all tests. An example of a movement
correction performed on CRBJ-30 is shown in ﬁgure 5.3. In this example four reference points
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Figure 5.3: Movement correction performed in aramis where; (a) shows the identiﬁed
reference points, and (b) shows the eﬀect of the movement correction on the
measured displacement
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were identiﬁed through the entire test. In the ﬁrst stage, all reference markers were identiﬁed
(ﬁgure 4.8 on page 36 shows the attached reference markers), but aramis was only able to
identify the four shown in ﬁgure 5.3a at the ﬁnal stage. This observation with loss of some of
the reference markers was seen for all tests.
From ﬁgure 5.3b it can be seen that the diﬀerence between the measured and corrected
displacement on the ﬁrst peak is negligible, indicating that the blast box has not really started
to move yet. In the presented example, the diﬀerence at the ﬁrst peak is 0.3mm. Looking at the
second peak, the diﬀerence is now clearly visible, which also ﬁts well when looking at the lines
describing the blast box movement. This means that the ﬁrst part of the panel deformation
can be measured correctly even though less than three reference points are tracked through the
ﬁrst 100 images, and no movement correction therefore can be performed. This is an important
observation because at the ﬁrst peak the largest deﬂection is observed and here the largest
strains develop. If fracturing occurs it is therefore most likely that it would happen during
this ﬁrst part of the deﬂection. It is therefore possible to correctly measure the displacement
before fracture even though a movement correction cannot be performed. In case the movement
correction cannot be performed on a speciﬁc test then, as can be seen from ﬁgure 5.3b, the
deviation will grow to several millimetres. In the presented example the ﬁnal deviation is 6.4mm.
To overcome this problem several approaches can be used. In aramis pixel points can be deﬁned
manually on each image, which can then be used as a reference point to perform the movement
correction. The problem with the pixel points is that they are very sensitive to their position,
and since they have to be positioned manually, inaccuracies in their position are very likely to
develop, which result in poor movement correction. Alternatively, an average box movement for
a speciﬁc charge size and SOD combination can be deﬁned from the measured box movement
on the tests where the movement correction were successful. This average box movement can
then be used to perform movement correction on a test, using a similar blast set-up, with
insuﬃcient reference point detection.
5.2.2 Repeatability Test
These tests were carried out with the following focus:
• Test the repeatability of the panel response when tested against identical loading conditions.
This knowledge is important if modelling of the blast response is required since a model
will always predict the same response.
• Test if sandwich panels oﬀer any advantages in mitigating the blast load, compared with
the monolithic laminates.
• Test if the sandwich core type has an eﬀect on the response of the sandwich panels.
The data from the measurements will be presented in two ways: (i) by analysing data from the
panel centre point over time, (ii) by analysing data at speciﬁc time steps from a section over
the width of the panel. These two approaches will give important information on how the panel
types react on the applied blast loading.
Centre Point Measurements
Figure 5.4 on the next page displays the measured centre deﬂection for the 3 panel types tested.
For the CRBJ panels, only two of the tested panels provided usable strain measurements. This
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Figure 5.4: Measured centre displacement for the 3 panel types tested
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Figure 5.5: Measured centre major strain for the 3 panel types tested
was because some of the paint applied to create the speckle pattern detached during the panel
deﬂection thereby creating a lot of noise on the strain calculation. As can be seen, the CRCL
panel has the lowest peak deﬂection and the CRCK panels have the largest peak deﬂection.
For the same panels, the measured centre major strain is shown in ﬁgure 5.5. An interesting
observation is that the largest strain is not seen for the panel with the largest deﬂection as
one might expect. The largest strain is found on the CRCL sandwich panels with the H250
foam core, which is the panel type with the lowest deﬂection. The reason for this behaviour
will be explained when analysing the sectional deﬂection of the panels. In table 5.3, the average
maximum peak deﬂection for the three panel types is shown together with the average maximum
major principle strain. For each measure the percentage diﬀerence with respect to the two other
panel types is also shown.
For all panel types tested, the behaviour up to the ﬁrst deﬂection peak shows good
Table 5.3: Maximum displacement and major strain of the curves from ﬁgure 5.4 and 5.5
Panel Code dmaxavg [mm] %-deva from dmaxavg σmaxavg [%] %-deva in σmaxavg
CRCL 26.8 -30.4/-20.3 2.04 29.7/16.8
CRCK 38.5 43.8/14.7 1,75 -14.4/11.0
CRBJ 33.6 25.41/-12.8 1,57 -9.9/-22.8
a Deviation of the speciﬁc panel type relative to the two other panel types
– 47 –
Chapter 5. Blast Testing
repeatability. After the ﬁrst peak, panel types CRCK and CRBJ continue to show good
repeatability while a clear diﬀerence in the response is seen for the individual CRCL panels.
The CRCL panel also shows a signiﬁcantly diﬀerent response over time. The response frequency
of the CRCL panel is higher and the oscillation is damped out more rapidly. Comparing the
CRBJ panels with the CRCL panels, a 20% reduction in the maximum deﬂection is seen for
the CRCL panel. Comparing with the CRCK panel a 12.8% increase in deﬂection is seen with
respect to the CRBJ panel. It was believed that the higher ﬂexural rigidity of the sandwich
panels would reduce the total panel deﬂection signiﬁcantly, but the experiments showed that
this was not the case. Even more surprisingly, the deﬂections of the CRCK sandwich panels
are larger than that of the CRBJ panels. Looking at contour plots of the panel deﬂection, a
possible explanation can be found by looking at the overall shape of the panel deformation.
From ﬁgure 5.6 it can be seen that a square deformation shape is built up. This indicates that
panel deﬂection has changed from a bending controlled problem to one that is controlled by
membrane eﬀect, where further bending becomes much harder since it is controlled by the
in-plane panel stiﬀness. This eﬀect is clearly visible on the CRCK and CRBJ panel, while the
CRCL panel only shows a very small eﬀect of this. This eﬀect can explain why similar deﬂection
is seen for the CRCL and CRBJ panels where the deﬂection of the CRBJ panel is restricted
due to membrane eﬀects. For the CRCK panels, membrane eﬀects are also clearly visible in
ﬁgure 5.6b. The large deﬂection of this type of panel must therefore be attributed to the weak
core, H80, compared to H250 core type, which are in the CRCL panel. The weak H80 core can
result in a signiﬁcant shear contribution to the total deﬂection which can then explain the large
diﬀerence between the CRCL and CRCK panels.
From aramis the in-plane strain rates can also be calculated. Figure 5.7 shows the maximum
strain rate for the tests on the 3 panel types. The in-plane strain rate regime is important,
as material test data, valid in this regime, are needed for input in numerical models trying
to replicate the test response. For all panel types the strain rate varies signiﬁcantly from test
to test. This might be due to inaccurate positioning of the explosive charge. As explained in
chapter 4, the explosive charge is positioned manually with distances measured by a ruler. If
the charge is positioned some distance over the geometrical centre of the panel, the peak strain
rate experienced might be aﬀected. The shape of the explosive charge might also have an eﬀect
since the shape has an eﬀect on the shape of the generated blast waves. Since the charge is
(a) CRCL (b) CRCK (c) CRBJ
Figure 5.6: Contour plots showing the square like deformation shape in the panels, indicating
that membrane eﬀects are controlling the deformation
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Figure 5.7: Measured maximum strain rate in the centre of the panels
formed by hand, deviation in shape must be expected from test to test.
Sectional Measurements
In table 5.3, it can be seen that the maximum strain is not found on the panel with the largest
deﬂection. This can be explained from the shape that the panels obtain during the deﬂection,
which is visualized by looking at the deﬂection along a section on the panel surface. In aramis
a sectional line can be created over which for example displacement data can be plotted for
each time step. As illustrated in ﬁgure 5.8, for all tests a horizontal section line, which crosses
through the geometrical centre of the panels, was created.
Figure 5.9 shows how the deformation of the panels are built up over time until the maximum
deﬂection is reached. In the plots the green lines correspond to the maximum deﬂection. The
red, blue and black coloured lines show the deﬂection at 0.2ms, 0.5ms and 0.7ms before the
peak deﬂection is reached. The diﬀerent line styles correspond to individual repetitions. In
ﬁgure 5.10 the strain across the sectional line is shown in a similar fashion as that used in
ﬁgure 5.9.
From ﬁgure 5.9 and 5.10 it can be seen why the largest strain is found on the CRCL
panel, which had the lowest maximum deﬂection. Looking at ﬁgure 5.9a, it can be seen that
after impact the panel almost immediately deﬂects to its maximum deﬂection in the centre, a
response which is not seen for the two other panel types. This gives the panel a large curvature
in the centre region, which gives rise to the high strains in this very ﬁrst part of the panel
deformation, see ﬁgure 5.10a. The two other panels types have a more gradual increase in the
deﬂection but still show very diﬀerent behaviour when compared to each other. The CRBJ
panel also gets an initial high deﬂection in the centre, which also gives this panel the highest
strains in the initial part of the deformation, as seen in ﬁgure 5.10c. After this the curvature
decreases in the centre while it starts to increase towards the edge of the panel, as the deﬂection
spreads across the panel. For the CRCK panels, shown in ﬁgure 5.9b, the deﬂection pattern is
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Figure 5.8: Position of section in aramis along which displacement data are analysed
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Figure 5.9: Measured displacement along the horizontal section shown in 5.8. The line style
types represents the individual test, and the diﬀerent colouring corresponds to a
speciﬁc time step, with the green line being the time step at maximum deﬂection,
and the remaining colours being time steps before maximum deﬂection
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(c) CRBJ 30-32
Figure 5.10: Measured major principle strain along the horizontal section. For explanation of
lines and colouring see ﬁgure 5.9
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reversed when compared with the two other panels. Here, a small initial deﬂection is seen in
the centre of the panel, but thereafter the deﬂection builds from the edges and inward over
time. Comparing the two sandwich panels a very diﬀerent deformation pattern is thus seen, as
illustrated in ﬁgure 5.9. The only diﬀerence between the two sandwich conﬁgurations is the core
type. The diﬀerence in deﬂection behaviour must therefore be attributed to the core properties
in the two panels. Here the lower shear modulus of the H80 core could be one of the reasons for
the observed diﬀerence.
Failure Identiﬁcation
After testing, the panels used in the repeatability test were inspected to identify any internal
damage that might have developed from the blast loading. This was done by cutting the panels,
using water jet cutting, into four square pieces following straight line across the centre of the
panel. In table 5.4 to 5.6 on pages 52–54 the identiﬁed failure types for the panel types are
described. For the monolithic laminate, CRBJ-30–32, good consistency was found in the type
and location of failure, which was identiﬁed as a large central delamination in the area around
the centre of the panel cross-section. This location ﬁts well with the location of the largest shear
stresses that develop at the neutral axis during the panel bending. The observed delamination
is not believed to be due to the initial pressure wave from the blast impact, which travels
through the thickness of the panel. If that was the case, the delamination sites would have been
more scattered and not localized in the centre region of the panel. The observed delamination
is going from the panel centre all the way to the panel edges.
Looking at the sandwich panels the identiﬁed failure types are more inconsistent. Looking
for example at the CRCL laminates with the H250 core, one sandwich panel shows no failure
after the test whereas another shows both 45° and 90° core cracks and core skin debonding.
The substantial diﬀerence seen in the failure extent for the CRCL panels may also help explain
why the deﬂection over time, see ﬁgure 5.4, behaves less consistently than seen for the two
other panel types. Diﬀerences in failure types and locations of the failure was also seen for the
CRCK sandwich types, where one panel (#1) shows a central core–skin debonding, which is
not seen in panel #2 and #3. Instead these panels show core cracking, which is not observed
in panel #1. Regarding the observed core–skin debonding seen in CRCK-1, care should thus
be taken regarding interpretation as this failure might have been initiated from the water jet
cutting process. Use of water jet cutting to cut the material test specimens from an SGPH
panel showed that the cutting process signiﬁcantly aﬀected the material and could generate
internal delamination. For the CRCL panels, which showed core cracking (panel #2 and #3),
the location of the 90° cracks are close to the central area of the panel indicating that these
cracks are initiated from the initial high strains in this area, as seen in ﬁgure 5.10a. For the
CRCK panels similar observations can be made for panels #2 and #3, where the location of the
core cracking ﬁts with the location of the high strain towards the edges, as seen in ﬁgure 5.10b.
One of the reasons for testing sandwich panels was to investigate whether the foam could
act as an energy absorber through crushing, and thus mitigate some of the blast energy, and
ultimately increase the survivability of a panel by increasing the explosive charge size needed
to generate a hole in the panel. The potential usage of foam as an energy absorber in panels
impacted by a blast load has been documented several places, for example in [7, 46, 47] and it
has also been used for its energy absorbing capabilities in more commercial applications, for
example in race track barriers to absorb energy during a crash [48]. In [49], full scale sandwich
panels were tested against air blast loading. But here large explosive charges (30kg) were used
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Table 5.4: Identiﬁed failure in the CRCL panels
Panel #1 Identiﬁed failure type
• No visual failure
• No visual sign of core crushing
Panel #2 Identiﬁed failure types
• Skin core debonding on blast side of panel along marked
purple line
• Core cracking located at purple circle
• Indications that crack was initiated at interface between
core and wood edge support
• No visual core crush
Panel #3 Identiﬁed failure types
• Skin core debonding on both sides of core
• On DIC side debonding is located around the panel
centre
• On the blast side the delamination extends from the
edge and 2/3 into the panel
• Core cracking at edge of centre circle and at the two
small circles
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Table 5.5: Identiﬁed failure in the CRCK panels
Panel #1 Identiﬁed failure types
• Core skin debonding in centre region of panel
• Delamination in skin on blast side. Visible in all cut
sections
• No visible core crushing
Panel #2 Identiﬁed failure type
• Small degree of core crushing in centre region
• Core cracking found in locations marked by circles
Panel #3 Identiﬁed failure type
• Core cracking at location of circle
• No visible core crushing
– 53 –
Chapter 5. Blast Testing
Table 5.6: Identiﬁed failure in the CRBJ30-32 panels
Panel #1 Identiﬁed failure type
• Delamination halfway through the thickness. Delamina-
tion extends into all sections and all the way to where
the panel was clamped
• Multiple delamination sites extending from panel centre
and towards the DIC side, corresponding to the panel
side initially put into tension
• Delaminations seem to be equally spaced
Panel #2 Identiﬁed failure type
• Same delamination pattern as seen for CRBJ-30
• Single delamination found on the part of the panel
initially put in compression
• A surface defect was seen on this panel that could have
given rise to the delamination on the compression side
Panel #3 Identiﬁed failure type
• Large delamination in the middle of the panel
• Delaminations found 1/3 and 2/3 away from the middle
towards the DIC side
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at a SOD of 8-14m. This gives a completely diﬀerent load scenario, with much more evenly
distributed pressure on the panel, compared with the much more localized initial loading that
develops when testing at very short SOD, as used here in the present study. There was no
mention of observed core crushing in [49], which might have been due to the evenly distributed
loading. It can therefore not be concluded that no core crush develops in the case of localized
blast loadings. Inspection of the cross-sections of both type of sandwich panels (CRBJ and
CRCK) showed no sign of visual core crushing, indicating that the foam core did not function
as an energy absorber in the tested blast scenarios. For the sandwich panel the energy seem
to have been absorbed by core cracking and skin core debonding. This observation suggests
that the idea of having a crushable core in sandwich structures with the purpose of absorbing
energy through crushing must be reconsidered. The core types used are rigid foam types and a
compression of the cores would therefore result in a permanent deformation. It therefore seems
unlikely that the cores should have been crushed to a certain level and then stretched, by the
skin movement, to their original height. If the cores had been crushed and stretched again, it
would be visible in the cell structure of the foam (which is visible to the eye) as the cell walls
fracture during the compression. Based on the observed results, it can thus be concluded that
the sandwich panels do not oﬀer any advantage over the monolithic laminates for the type of
loading applied.
5.2.3 Multiple Blast Impact Test
To test how a laminate reacts when it is exposed to multiple blast impacts, the CRBJ-33
panel was tested at explosive charge sizes ranging from 25g up to 250g starting from the lowest
charge load and increasing in steps to the highest load. For all the tests, a SOD of 100mm
were used. Figure 5.11a shows the measured centre deﬂection of the tested panels for each of
the charge sizes, and as expected the deﬂection increases with the charge size. Looking at the
centre deﬂection response over time, it can be seen that for the 25g and 50g, tests the panel
oscillates with approximately the same frequency. With the increase in charge size from 50g to
100g, a change in the oscillation frequency was detected. A frequency analysis was therefore
conducted to see if looking at the panel response in the frequency domain could give further
insight into the panel response. The frequency analysis was made by performing a FFT (Fast
Fourier Transform) on the time-displacement data and identifying the dominating frequencies
in the response. Figure 5.11b on the following page shows the identiﬁed dominating frequencies
of the response. From there it can be seen that the frequencies group in to two levels. For
charge loads of 25g and 50g the frequency is around 400Hz and for charge sizes from 100g to
250g the frequency is around 250Hz. There is thus a characteristic drop in response frequency
of the panel when going from a 50g to 100g charge size. This drop in the frequency response
could be due to failure that starts to develop internally in the panels, where for example an
internal delamination could change the dynamic response of the panel.
In 5.11b the frequency response of the repetition tests performed on CRBJ-30–32 has also
been plotted. These frequencies fall into the same range as the frequencies identiﬁed for the
multi blast loading test case for charge sizes larger than 100g. Post-test panel inspection of
panels CRBJ-30–32 revealed that internal failure in the form of delamination had developed,
see ﬁgure 5.6. This supports the postulate above that the drop in the frequency is due to
the build-up of internal failure. Why the frequencies identiﬁed in the multi blast impact test
do not change when increasing the charge load above 100g is not yet clear. It could be that
when the failure is ﬁrst initiated at one location internally in the panel, the growth of failure
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Figure 5.11: Measured response of the CRBJ–33 panel where; (a) shows the measured centre
displacement at the diﬀerent blast loads used, and (b) shows the dominating
frequency, found through an FFT analysis, of the panel response at each of the
used blast load levels
will propagate from this location and therefore not result in further changes of the panels
overall dynamic response. It has not been veriﬁed that the tests performed with charge sizes
of 25g and 50g did not show any internal damage since the test panels were reused for the
tests at the higher charge loads, and no other tests have been performed on the CRBJ panel
types at 25g and 50g. For the SGPH panels, a test was performed, using a 50g charge, where
the post-test inspection showed no internal damage, supporting the argument that no failure
develops at these low charge sizes. In ﬁgure 5.12 the measured centre strain for the 25g and 50g
test is shown. As shown, the peak strain for the 50g test is 0.68% which is below the measure
strain limits of the material, see [50]. The low strain levels combined with the above-mentioned
observations made on the inspected SGPH panels, provides solid indications that it can be
assumed that the panels tested at 25 and 50g have not developed damage. This means that the
frequency response of the panels can be used as an indicator of whether or not internal damage
has occurred.
In 5.13 the measured centre deﬂection from CRBJ-33 tested at 250g has been plotted
together with the deﬂection from the repetition tests performed on CRBJ-30–32. It can be
seen that the initial deﬂection of CRBJ-33 follows well the deﬂection shape of the panels that
received only one blast impact. As described, it is realistic to assume that the CRBJ-33 panel
contained internal damage before it was tested at 250g. It was thus expected that a diﬀerence
would have been seen in the response of CRBJ-33 compared with CRBJ-30–32, because the
internal failure should reduce the ﬂexural rigidity of the panel and thus give rise to a changed
deﬂection pattern over time. Why a similar response is seen on the panels could be due to the
internal delamination identiﬁed in panels CRBJ-30–32 that develops during the ﬁrst deﬂection
such that these panels, even though the panels have not been tested more than once, gets a
response similar to the CRBJ-33. The diﬀerence in panel response seen after the ﬁrst peak could
then be attributed to the extent to which the delamination is more developed in the CRBJ-33
panel compared to the CRBJ-30–32 panels, since the damage in CRBJ-33 has developed over
more blast impacts. As seen previously, the observed panel response indicated that membrane
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Figure 5.12: Measured strain in the centre of the CRBJ–33 panel tested with a 25 and 50g
charge sizes
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Figure 5.13: Measured centre displacement of the CRBJ30-32 and CRBJ-33 panels
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eﬀects at some point become governing for the panel response, where the in-plane properties
control the further deﬂection of the panels. This could also explain the similar response seen for
the CRBJ-30–32 and CRBJ-33 panels. If membrane eﬀects are the dominating eﬀects controlling
the deﬂection, then the eﬀect of internal damage in the form of delamination will be suppressed,
because such failures will not inﬂuence the in-plane panel properties as signiﬁcantly as they
will aﬀect the through thickness properties.
5.2.4 Rupture Test
The CRBJ and SGPH panel types were tested in a set-up to see if a hole could be blown in the
panels. Experience from other tests had indicated that a hole could not be blown in the CRBJ
panels using an SOD of 100mm. It was therefore decided to use an SOD of 50mm instead, where
the blast loading becomes much more localized. These rupture tests were performed, ﬁrstly to
see if it was possible to carry out a test where rupture could be obtained with the current blast
test set-up, and secondly to determine if the available high-speed camera system can be used for
analysis of the panel response just before rupture takes place. After the rupture has occurred it
is not believed that the images can be used for analysis, since the speckle pattern will be lost
and smoke, ﬁre and fragments will disturb the images. Thirdly, and most importantly, the tests
were conducted to compare the performance of the two panel types. Beside the diﬀerence in
material properties, the main diﬀerence between the CRBJ and SGPH panels is that the SGPH
panels are built from plain weave fabrics whereas the CRBJ panels are built from fabrics with
a quarto-axial layup. The test could therefore give indications about the eﬀect of the layup
structure and its inﬂuence on the blast performance of the panels.
CRBJ-34 panel
Figure 5.14 shows a selection of the images from the rupture test, starting from the time where
the charge is detonated (a) and then going 1ms forward. The ﬁgure shows both the raw images
from one of the cameras (the image on the left side in the ﬁgure) and an image with the DIC
data overlaid. In (b) the ﬁrst image after the detonation of the explosive is shown. Here it can
be seen that the speckle pattern in the central region of the panel has already been disturbed
to a level where the DIC analysis fails, indicating that a hole has been punched almost through
the panel. In (c) the disturbance has increased its area and from (d) and forward the hole is
clearly visible.
From the DIC displacement overlays it can be seen that the DIC algorithm immediately
loses track of the central part of the panel due to the severe disturbance of the speckle pattern.
As this disturbed area grows, more and more of the speckle pattern is lost until the hole is fully
developed and fragments cover the remaining part of the panel, as shown in (f). As can be
seen, the information that can be retrieved from a DIC analysis in the case of panel rupture
is very limited since the algorithm loses track of the speckle pattern after the ﬁrst image. To
obtain better information under such test conditions, cameras with a much higher frame rate
are needed, such that more information can be retrieved in the time from the detonation of the
explosive until the hole starts to develop, which takes place in a time frame smaller than 0.1ms.
Looking closer at the few usable DIC images, it can be seen that the hole has fully developed
before the deﬂection reaches the panel boundary, indicating that the hole is due to shear failure
through the thickness of the panel, and not because of a tensile rupture of the ﬁbres due to
excessive bending of the panel. Figure 5.15 shows images of the panel after the test, showing
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(a) t=0
(b) t=0.1ms
(c) t=0.2ms
Figure 5.14: Images from the high-speed cameras of the CRBJ-34 panel tested to rupture.
Left images are raw images from the cameras and right images are with
displacement overlay from aramis
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(d) t=0.4ms
(e) t=0.7ms
(f) t=1.0ms
Figure 5.14, continued
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(a) Monitored side (b) Blast side (c) Monitored side, zoom
Figure 5.15: CRBJ-34 panel after rupture testing
that it is only the area of the panel close to the hole that has been aﬀected, which further
supports that the hole has been generated before a response has reached the boundaries of the
panel.
SGPH panel
Contrary to the test on CRBJ-34, which resulted in rupture, the result of a similar test on SGPH-
3 did not result in rupture. Figure 5.16 shows the measured deﬂection of this panel. Compared
with the deﬂection patterns shown in ﬁgure 5.9, this deﬂection shape is very distinctive. After
the initial peak deﬂection, an almost linear rebound over time is seen, after which the panel
obtains a permanent deﬂection in the negative direction. This behaviour is believed to be due
to the woven fabrics, where ﬁbre interaction and failure creates some interlocking that prevents
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Figure 5.16: Displacement of the SGPH–3 panel tested with 250g at a SOD of 50mm
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(a) Monitored side (b) Blast side
(c) Blast site center
Figure 5.17: Condition of SGPH–3 panel after rupture testing
the panel from bending back to its neutral position. None of the CRBJ panels tested showed
any sign of permanent deformation and always ended up in the neutral position. Figure 5.17
shows images of the SGPH3 panel after testing, showing very little sign of damage on the front
side of the panel. Looking at the blast side, a small amount of ﬁbre damage is seen in the
area where the blast load ﬁrst impact. No indication of the panel being close to rupture is
seen. Compared with the CRBJ34 panel, this panel shows much better resistance against hole
rupture indicating that the weave structure is good in distributing and absorbing the blast load.
To further test the capability of the SGPH panels against hole rupture a second test was
conducted on a new panel (SGPH-9) where the charge size was increased by 50% to 375g. This
test was conducted without the cameras being calibrated. As shown in ﬁgure 5.18, the panel
also survived this test, and as with the SGPH-3 panel, a permanent deﬂection in the negative
z-direction was obtained. Looking at the front side of the SGPH-9 panel after testing, the panel
surface looks a little more aﬀected than was the case with the SGPH-3 panel. The surface has
a wavy shape indicating that severe delamination has developed inside the panel. Looking at
the blast side, the scenario is the same as seen for the SGPH-3 panel, just with a little more
extensive ﬁbre damage. However the state of the panel does not indicate that a hole rupture is
about to develop.
The two tests on the SGPH panel showed some surprising results, which indicated that
using a composite with woven fabric layers might have beneﬁts over a non-woven quarto-axial
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(a) Monitored side (b) Blast side
(c) Blast site center
Figure 5.18: Condition of the SGPH–9 panel after rupture testing
layup when it comes to mitigating a blast impact. The strength of the materials should be
taken into consideration when comparing their behaviour against a blast impact. Table 5.7
compares to tensile and compressive strength of S-glass and Eglass ﬁbres.
Comparing the weakest direction of the S-glas with the E-glas properties, as this direction
will fail ﬁrst, the S-glass is 18% stronger than E-glass i tension but 65% weaker in compression.
The diﬀerence in the strength properties of the two ﬁbre types therefore cannot solely explain the
better performance of the S-glass panels. Considerable contribution to the S-glass performance
could therefore be due to the woven layup used. To further verify weather the S-glass/Phenol
panels are better than the E-glass/Epoxy panels tests should be performed where a woven
Table 5.7: Measured elastic properties of the two foam types
σtx [MPa] σty [MPa] σcx [MPa] σcy [MPa]
S-glas 549 457 204 138
E-glas 387 398
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layup is used for the E-glass panels and also where a UD layup is used for the S-glass panels.
Performing such testing would give more insight into if it is the woven layup that is favourable
or if it is the S-glass/Phenol combination that is favourable.
5.3 Summary
As a result of the performed blast tests, the test set-up has been shown to be highly applicable
for the purpose, and capable of providing data of consistently high quality. With the designed
test set-up, blast tests ranging from very small charge sizes up to 250g have been performed
and provided usable results for analysis of the panel blast response. In addition, it has also been
shown that the set-up can be used to monitor a panel when tested to rupture. In its current
state the test set-up performs best when charge sizes not larger than 250g are used. The main
problem with exceeding this charge weight is that the blast box can move during the test, and
the larger the charge load, the more movement is seen. Successful tests with charges sizes up to
400g have been performed, but when the charge sizes exceed 250g the movements become so
severe that much work is needed to bring the blast box back in place again. In the worst case,
the box would have to be disassembled before repositioning can take place. Some work is thus
needed to ﬁnd a feasible solution for holding the blast box more ﬁrmly in place during loading.
This would signiﬁcantly increase the functionality of the test site.
The DIC set-up has proven to be usable in analysing the blast response of the tested panels.
The ability to analyse the deﬂection across a section over the panel surface has been especially
useful in comparing the response of the three panel types tested. This kind of analysis would
not be easy to perform using for example strain gauges as that would require many strain
gauges mounted on the panel surface. This functionality clearly demonstrates the power of
using full ﬁeld measurement, like DIC, to analyse the response of panels when exposed to blast
loading. For the rupture test case it was seen that the current high-speed cameras have too low
a frame rate to provide enough data such that valid analysis of the panel response before a
hole is created.
Through the post-test inspection of the water jet cut panels, it was possible to identify
some of the failures that developed during the blast loading of the panels. For the monolithic
laminates the failure development was relatively identical. The same thing was not observed
for the sandwich panels where the CRCL panel type especially showed a large diﬀerence in
the extent of the failure development. This variation in the failure of the sandwich panels is a
signiﬁcant challenge if modelling of blast loading on such panels is desired, since the model will
always predict the same behaviour. If no clear failure limit can be predicted from tests, it will
therefore be diﬃcult to use a model approach to optimize the structure.
From the post-test inspections of the sandwich panels it was also revealed that no core
compression had taken place for both core types. This suggests that the idea of using a foam
core as an energy absorber in a sandwich panel exposed to a blast loading should be rejected.
This, combined with the large deﬂection seen that made membrane eﬀects the dominating
factor for controlling the amount of deﬂection, indicates that there is no advantage in using
sandwich structure over monolithic laminates for blast protection.
The performed rupture test showed that the composite panel made from plain weave woven
ﬁbre layers clearly outperformed the panel made from non-woven quarto axial fabrics. The
woven fabric could withstand a charge size 50% larger than the non-woven laminate and still
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show no sign of being close to rupture. This result indicates that the usage of woven fabrics in
laminate for blast protection should be investigated further.
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For the designed sandwich panels foam types Divinycell H80 and H250 from DIAB was used.
If the blast response of the sandwich panels is to be modelled, knowledge of the mechanical
properties of the foam is needed. A series of material tests has therefore been conducted on
the foam types, where both the elastic and strength properties have been determined and the
dynamic response of the foam has been investigated. In the blast testing the primary load
will be through compression in the thickness direction of the foam. The focus of the tests has
therefore been to identify the compressional stiﬀness of the foam and the stress-strain behaviour
of the foam during compression in this direction. The non-measured material parameters will
be sought in the literature.
The H-series foams are rigid closed cell foams based on a combination of cross linked
polyurea and PVC [51], giving the foams the technical name IPN (Inter Penetrating Networks)
foams. The foam is produced by introducing gas bubbles into a mould with the liquid polymer
mixture, where the bubbles are allowed to grow to generate the cellular structure, after which
the foam is solidiﬁed by for example cross linking [52]. The number and shape of the generated
cells will determine the mechanical properties of the foam, and in general the larger the portion
of the foam structure which consists of cells, the lighter the foam will be. The names of the two
foams used refer to their density, indicating that the nominal density of H80 is 80kg/m3 and
the nominal density of H250 is 250kg/m3. In appendix B.6 the material properties provided by
the manufacture can be found. Looking at the data it can be seen that the lower the density
(and thus a larger content of cells) the lower are the moduli and strength values. Intuitively
this makes sense, sine the larger amount of cells gives a smaller amount of material to carry
and applied load.
Figure 6.1 illustrates the typical shape of a stress-strain for foam under uni-axial compression.
The stress-strain curve for foam is typically split into the three regions marked on the ﬁgure,
each characterizing a speciﬁc deformation mechanism taking place in the foam. In the elastic
region, elastic deformation takes place. If loading is removed in this region, the foam will return
to its original shape. The plateau region covers the range over which the cells gradually collapses
and are compressed in size. The plateau level can have an almost constant stress level or the
stress can increase, depending on the speciﬁc foam type. When the cells are close to complete
closure, the resistance to further deformation increases and a sharp increase in the stress will
initiate, indicating the transition to the densiﬁcation region, where the cells become completely
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Figure 6.1: Typical shape of a stress strain curve for a rigid foam material [52]
compressed. Depending on the foam type, the foam will either return to its original shape or
remain in a compressed shape if loading is removed. The types of foams used here are of the last
type. The foam inside a cushion is an example of the reversible type. An important location on
ﬁgure 6.1 is the transition point from the elastic region to the plateau region called the plastic
yield stress or the crush stress σcr. This point indicates the stress level at which the cell walls
start to collapse. For some foams a small drop in stress is seen after the passage of the crush
stress level. The crush stress will be seen to play an important role in the determination of the
foam’s dependence on strain rate. Figure 6.1 also gives a good illustration of why foam is an
interesting material to use to absorb energy. As illustrated by the ﬁgure, the material is able
to support stresses under compression to a strain of almost one. Even though the stress level
foams can resist before crushing initiates is relatively low, the strain energy the material can
take up is signiﬁcant. The same behaviour is not seen in for example tension, where the foam
types used here are brittle and have little plastic deformation.
The production process of the foams results in a non-uniform cell size distribution in the
thickness direction(or rise direction) of the foam, as can be visually conﬁrmed just by looking
at the foam specimens, as shown in ﬁgure 6.2. This eﬀect is due to a change in the cell shape
as illustrated in ﬁgure 6.3, which shows SEM (Scanning Electron Microscope) images of the
microstructure at three locations through the thickness of the two foam types. Looking at the
H250 foam it can be seen that in the centre of the foam the cells are elongated in the thickness
direction. This eﬀect diminishes when moving towards the surface of the foam when the cell
shape becomes more circular and cells becomes smaller. The same eﬀect can also be seen for
the H80 foam type but here the tendency is less pronounced. As will be shown in the result
section, this cell shape distribution has a signiﬁcant impact on how the foam specimens behave
during compression.
The elongated cell structure in the thickness direction is generated during the expansion
process of the liquid foam when gas bubbles are blown through it. When formed in a mould,
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(a) Divinycell H80 (b) Divinycell H250
Figure 6.2: Foam types used in the sandwich panels, where the eﬀect of the non-uniform
cell-size distribution can be noticed by the change in colouring through the
thickness of the specimens
H80 H250
Figure 6.3: SEM images of the two foam types, at the marked locations through the
thickness of the foam
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the foam expands in the thickness (rise) direction where viscous forces will give rise to the
elongated cell structure seen [52]. The same elongation is not found in the in-plane directions of
the foam block. This diﬀerence in cell shape will lead to an anisotropic (transversely-isotropic)
foam, an eﬀect that has been reported in the literature [53–55], and according to [52] an shape
anisotropic factor of 1.2 will make the foam almost twice as stiﬀ in the rise direction compared
with the two other directions.
6.1 Test Setup
The purpose of the characterization of the two foam types was:
• To estimate the in-plane and through thickness stiﬀness moduli and Poison ratios at quasi
static-strain rate. From the data sheet in appendix B.6, it can be seen that there is a
14% diﬀerence between the nominal and minimum compressive moduli. The exact moduli
will depend on the cell structure, which is hard to exactly replicate from one production
batch to another.
• To measure the stress-strain relationship of the foam during compression.
• To estimate the foams dependency on strain rate, an eﬀect which is not unfamiliar for
polymeric foams [54, 56–58], by performing tests at elevated deformation speeds.
The quasi-static material test was conducted in corporation with two bachelor students, who
performed the tests as part of their ﬁnal project. The tests were performed in accordance with
the speciﬁcations in ASTM standard D1621-10 and DS/EN ISO-844. For the high-speed tests
an in-plane area below that speciﬁed in the standards were used, as the test machine employed
could not otherwise deliver enough force to compress the foam specimens to the desired strain.
This usage of a smaller surface area was considered not to aﬀect the measured through thickness
stress-strain behaviour as the in-plane cell structure is uniform compared with the through
thickness cell structure as shown above.
For both test types the specimen deformation was monitored by cameras such that the
specimen strain could be estimated through DIC by use of aramis. To make this possible the
monitored surface of the specimen was ﬁrst painted with a dull white spray paint after which
black speckle was applied by use of black spray paint. Both type of paints used was ordinary
spray paint which can be obtained in a DIY-retailer.
6.1.1 Quasi-Static Material Tests
To estimate the elastic properties of the foams, cubical specimens with dimensions (xyz = 60×
60 × 40) were tested. The set-up used is based on a test frame which holds a 50kN hydraulic
actuator as shown in ﬁgure 6.4a. As shown in ﬁgure 6.4b, the specimens are positioned on a
stationary compression plate in such a way that the cross-sectional surface prepared for DIC
analysis can be monitored by the two cameras used. A secondary compression plate is attached
to the movable piston, which is programmed to move with the desired speed under which the
specimen is to be deformed. In the quasi-static tests, a deformation speed of 5.0 × 10−5m/s
is used, giving an average strain rate for the specimen of 1.24 × 10−3s−1. Table 6.1 shows the
camera and aramis settings used for the quasi-static measurements.
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(a) (b)
Figure 6.4: Set-up used for the quasi-static foam tests
Table 6.1: Camera and aramis settings used for the quasi-static foam tests
Camera settings
Camera model VDS Vosskühler
Resolution 2024 × 2024px
Frame rate 0.25fps
Shutter time 1/frame rate
aramis settings
Facet size 15 × 15px
Step size 13 × 13px
Computation size 3
Filtering aramis default
6.1.2 Dynamic Material Tests
To estimate the stress-strain behaviour of the foams and their dependence on deformation
rate, cubical specimens with equal dimensions in all directions (xyz = 40 × 40 × 40mm), in
addition to the quasi-static deformation speed, have been tested at three deformation speeds
(4.0 × 10−4m/s, 4.0 × 10−2m/s, 0.4m/s) in the through-thickness direction. The applied test
set-up, shown in 6.5, is based on a stiﬀ test frame (capacity of 500kN) and a 50kN servo-
hydraulic actuator capable of delivering a maximum piston speed of approximately 5 m/s. The
specimens are positioned on the lower compression plate which is connected to the actuator
piston. The piston is then accelerated to the speciﬁed velocity before the specimen reaches the
stationary compression plate at the top, which is connected to the load cell. The specimen is
subsequently compressed and deformed between the two compression plates. The high-speed
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Figure 6.5: Set-up used for the dynamic compression tests of the foam materials
cameras are positioned such that, just before the specimens impact with the upper compression
plate, the speckle-patterned surface will be in full view of the camera, making the DIC analysis
possible. In addition to the speckle pattern on the specimen surface, the compression plates
have been equipped with circular reference markers which can be identiﬁed by aramis and
used to perform additional analysis. Table 6.2 shows the camera and aramis settings used for
the dynamic compression tests.
Table 6.2: Camera and aramis settings used for the dynamic foam tests
Camera settings
Camera model Photron APX-RS
Resolutiona
–0.01 1024 × 1024
–1 1024 × 1024
–10 768 × 768
Frame ratea
–0.01 50
–1 500
–10 5000
Shutter time 1/frame rate
aramis settings
Facet size 15 × 15px
Step size 13 × 13px
Computation sizeb 3
Filtering aramis default
a Used resolution and frame rate for each target
strain rate
b Number of facets along the edge in a
quadratic area used to evaluate the strains
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6.2 Elastic Properties of Divinycell H80 and H250 Foams
Table 6.3 shows the measured elastic properties for the two foam types. For each foam type ﬁve
repetitions has been carried out. The elastic properties were based on the stress-strain values in
the strain regime from 0 to 0.8% where a linear relation between the stress and strain existed.
The stresses were calculated from the measured force divided by the surface area of the foam
(60 × 60mm) onto which the load was applied. The strain is taken as the average strain over
the area marked on the DIC contour plot shown in ﬁgure 6.6. From the area both the vertical
and horizontal strain were measured. The area for measuring the strains has been placed in
the centre of the specimen to avoid the inﬂuence of edge eﬀect, which is seen for the through
thickness strains in ﬁgure 6.6a, where there is a clear eﬀect from the contact between the
compression plates and the foam surface. Because of the cell structure of the foam, a completely
uniform strain distribution cannot be achieved, as seen in ﬁgure 6.6b, where, for the marked
area, the maximum strain is 0.47%, the minimum strain is 0.25% and the average is 0.35% with
a standard deviation of 0.04%.
Table 6.3 shows the measured elastic properties for the two foam types tested and the
95% Conﬁdence Interval. For both foams the through thickness moduli Eth was found to be
approximately twice the value of the in-plane moduli Eip, which ﬁts well with the diﬀerence in
the through thickness and in-plane cell structure of the foam, and also with the ﬁndings in other
studies as mentioned above. Comparing the found Eth values with the values given in the data
Table 6.3: Measured elastic properties of the two foam types
H80 H250
Average [MPa] 95% CI Average[MPa] 95% CI
Eth 81.7 5.7 382.3 10.9
Eip 40.7 6.6 192.9 9.2
νzx 0.35 0.022 0.36 0.012
νxy 0.37 0.013 0.38 0.014
(a) Through thickness strains (b) Horizontal strain
Figure 6.6: DIC contour plots showing the area where the strains, for calculating the elastic
foam properties, were taken.
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Table 6.4: Diﬀerence between measured foam density and nominal values taken from the
DIAB datasheet. The density is in kg/m3
Average Nominal %-dev
H80 74 80 8.1
H250 245 250 2.0
sheet from DIAB (see appendix B.6), then, for both foam types, the measured values are below
the nominal values given in the data sheet, but above the guaranteed minimum values stated.
The diﬀerence between the nominal values and the measured values can be explained by a
diﬀerence in the density between the data sheet material, and the tested material. Table 6.4
compares the calculated density of the tested foams and the nominal density of the data sheet
foam. In both cases the density of the tested foam is less than the nominal density, indicating
that the microstructure in the tested foam has a larger number of cells than the nominal foam.
This also ﬁts with the measured Eth being less than the nominal value, since the stiﬀness of the
foam depends on its cell structure. The deviation between the measured and nominal moduli
can be calculated to 10.2% for the H80 foam and 4.6% for the H250 foam. These deviations also
ﬁt with the deviations seen for the densities, which underline the close relationship between
foam density, its cell structure, and the elastic moduli.
As seen from the test results a clear Poisson eﬀect exists in the elastic regime. When shifting
from the elastic to the crushing regime the Poisson eﬀect vanishes. But as described section
3.4 the chosen material model does not include Poisson eﬀects before densiﬁcation is reached.
This is in clear disagreement with experimental observations. But for the currently available
material models in ls-dynafor modelling foam mateirals no model exists that can include
Poisson eﬀects in the initial elastic regime but not in the crushing regime. Either Poisson eﬀects
was included during the entire compression or not at all. It was therefore accepted to neglect
the initial Poisson eﬀects in the modelling as this only concerned in the very initial part of the
entire foam compression. Including the Poisson eﬀects in the entire compression would clearly
lead to a more erroneous behaviour. To overcome this challenge would most likely require a
reformulation of one of the existing foam material models in ls-dyna, which was found to be
out of the scoop of the present work.
In [54] Daniel and Cho reported elastic properties for H250 foam from DIAB. The reported
values are shown in table 6.5. Good agreement between the measured values and the reported
values in [54] was found for the in-plane moduli Eip, ν12, and ν13, which has been calculated to
0.19 by used of the reciprocity equation
νxy
Ex
= νyx
Ey
(6.1)
Table 6.5: Elastic properties for H250 foam type measured by Daniel & Cho [54]. The unit of
E and G is MPa
Eip Eth νxy νxz = νyz Gxy Gxz = Gyz
201 322 0.33 0.20 85 110
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Figure 6.7: Measured density of three sections of the foam types, measured by slicing the
foam into three pieces, illustrating the density distribution through the thickness
of the foams. The shown densities are in kg/m3
Looking at the Eth a much lower value is reported by Daniel and Cho. This diﬀerence
can relate to diﬀerences in the test set-up. In [54], specimens with a smaller thickness than
used here were tested. The specimens could therefore have another cell structure distribution,
which could result in the low stiﬀness measured. Comparing the value from [54] with the DIAB
data sheet value it is lower than the guaranteed minimum value and is actually closer to the
nominal stiﬀness of H200 than H250. For the two measured foam types a study was performed
to estimate the density distribution through the thickness of the foams, which must exist due
to the diﬀerence in the microstructure through the thickness of the specimen, as shown in
ﬁgure 6.3 on page 69. Here one specimen of each foam type were sliced into three pieces, as
illustrated in ﬁgure 6.7, and for each slice the volume and weight was measured such that their
approximate density could be estimated. The calculated density for each slice is shown in the
ﬁgure and clearly shows that for the H250 specimen the centre part has a much lower density
than the outer parts. For the H80 specimen a more even density distribution is seen. If for
example the panel tested in [54] originates from an originally thicker H250 panel where the top
and bottom surfaces have been cut away to obtain the desired thickness, resulting in a panel
with a weaker cell structure than in the original H250 panel, then that could result in the low
Eth reported.
6.3 Stress-Strain Behaviour of Divinycell H80 and H250 Foams
To measure the stress-strain response of the two foam materials under uniaxial compression,
the test procedure outlined in section 6.1.2 was used. For each of the deformation speeds the
specimen was deformed as much as the test machine was capable of, utilizing the specimen
itself as a damper to prevent the two compression plates from impacting with each other. As
for the test performed to measure the elastic properties of the foam types, ﬁve repetitions at
each of the test velocities were performed. For these tests the stress was again calculated from
the applied force divided by the surface area (40 × 40mm) of the foam samples. The strain was
based on the surface strains measured by the DIC system.
During the tests it was observed that the foam specimens did not deform uniformly, a
behaviour that could be related back to the cell structure distribution described in the beginning
of this chapter. This observed behaviour entailed that some considerations on how to measure
the strain on the specimen had to be done before the stress-strain curves could be established.
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Another issue that had to be dealt with was that at a strain of approximately 50% the speckle
pattern on the specimen was so disturbed that the correlation algorithm in aramis was no
longer able to facet movement and thus not able to calculate the specimen strains.
6.3.1 Foam Deformation Behaviour
From the DIC analysis it was found that the deformation of the foam blocks was not homogeneous.
After passage of the crush strength, σcr, the cell crushing started to develop in bands, a behaviour
seen for both the H80 and H250 foam types. An example of such collapse bands is shown in
ﬁgure 6.8. For all tests performed on the H250 foam the collapse bands always developed in
a horizontal zone around the centre region of the specimen. For the H80 foam the collapse
bands developed at more random locations through the cross-section of the specimen and the
shape of the bands were not the same clear horizontal shape as seen for the H250 foam, but
had diﬀerent shapes for the individual tests. The location of the collapse band for the H250
specimen ﬁts well with the observed cell structure and density distribution, showing that there
is less material in the centre region to support the applied stresses. For the H80 the same clear
cell size distribution was not identiﬁed which explains the more random location and shape of
the formed collapse bands seen in these specimens. After the collapse bands had developed,
all further straining grew from the collapse zone such that a large part of the specimen was
almost unstrained a opposed to the part in the collapse zone which can be strained up to more
than 50%.
Because of these collapse zones, measuring the strain of the specimen is not straight forward,
as one part of the specimen experiences large strains, while other parts of the specimen
experience almost no strain. Figure 6.9a shows the strain development over times for the H250
specimen for ﬁve diﬀerent lines positioned as shown in ﬁgure 6.9b. As can be seen, there is a
signiﬁcant diﬀerence between the strain measured by only focussing on the central part of the
specimen (Line-2) and over the whole specimen (Line-5). When Line-2 reaches its maximum
strain (46.6%) the strain of Line-5 is 21.6%. For line 2-5 it can be seen that the maximum
strain measured is approximately 50%. At this strain level the speckle pattern, necessary for
the aramis to calculate the strain, becomes so disturbed that aramis no longer can recognise
it and the calculations breaks down. Using the lines on the specimen, strain larger than 50%
can thus not be measured. To overcome this problem, an additional line, Line-1, was created.
(a) H80 (b) H250
Figure 6.8: Example of the crush band formation developing when the cell structure in the
foams starts to collapse
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Figure 6.9: Strain–time development measured along the ﬁve diﬀerent lines shown in (b)
Line 1 in the ﬁgure represents the strain taken over a line between the reference points on the
compression plates (shown in ﬁgure 6.5 on page 72). The strain of this line is evaluated with
the specimen height as the reference length, as it is assumed that the strain is solely due to the
straining of the foam specimen since the compression plates can be taken as rigid compared
with the foam. Using Line-1 it is therefore possible to measure the strain of the specimen
beyond 50%.
The diﬀerence in the strain development over time raises an issue with respect to the actual
strain rate experienced by the specimen. Figure 6.10 shows the strain rate for each of the lines
in ﬁgure 6.9, calculated by taking the point to point derivative and smooth the result with a
5-step moving average ﬁlter. As clearly shown, the line around the crush zone experience a
signiﬁcantly larger strain rate than, for example, the line closest to the specimen edges. As the
foam starts to densify, the strain rate in the centre drops because the primary straining moves
away from the centre area and to areas where the foam has not yet densiﬁed, and therefore is
easier to deform. This mechanism continues through the thickness of the specimen, shown by
the stepwise decrease in the strain rate for line 2-4. Due to the creation of the collapse zones
there will therefore at no point of the compression, after the crush has initiated, be a constant
strain rate through the thickness of the specimen.
For the given example the target strain rate was set to1s−1. This was obtained by setting
the speed of the piston to a constant velocity, knowing that the engineering strain rate relates
to the velocity by
ε˙ = v
h
(6.2)
where v is the deformation velocity and h is the initial height of the specimen. As seen from
ﬁgure 6.10 the target strain rate is naturally obtained for Line-1, since this line is based on
points on the compression plate. Looking at Line-5 the strain rate here is also close to the target
strain rate. A stress strain curve that has the target strain rate as a reference can therefore
only be obtained by taking the strain over the whole specimen, as seen for Line-1 or Line-5.
When the entire foam block has been compressed to the point of densiﬁcation, the strain rate
for Line-1 starts to drop as more and more force is needed for continued compression of the
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Figure 6.10: Strain rate for each of the measurements shown in ﬁgure 6.9a
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Figure 6.11: Stress strain curve based on each of the lines shown ﬁgure 6.9b
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specimen. But due to lack in the machine response time and getting close to the maximum
load capacity of the machine, the strain rate cannot be maintained for the last part of the
compression. For the H80 specimen, which compresses at much lower stresses, the strain rate
can be obtained all the way through the deformation
In ﬁgure 6.11 the stress-strain curves for the 5 lines in ﬁgure 6.9a are plotted. Again, the
eﬀect of the localized deformation is seen. Looking for example at Line-2 then, because there is
less material to support the stresses, the straining happens at a lower stress than the stresses
needed to compress e.g. Line-4 to the same amount of strain. For Line-4, which contains part
of the foam specimen away from the centre region, the cell structure is, on average, denser and
can thus support larger stresses, which is why the shown diﬀerence between the stress-strain
behaviour of LIne2 and 4 is seen. Previously it was shown that Line-1 had an average strain rate
representative of the target strain rate for the given example. It therefore would be obvious to
use Line-1 to generate the stress-strain curve for the foam specimen, but as seen in ﬁgure 6.11,
using Line-1 will give an initially too low stiﬀness. This is because when the compression plates
make contact with the foam, locally large strains develop in the contact region until proper
contact is established.
To generate a proper stress-strain curve representative of the average strain rate by which the
specimen is deformed, it has therefore been decided to use a combination of Line-1 and Line-5 as
this choice will give: (a) the correct initial stiﬀness (b) a stress-strain curve for the deformation
of the foam specimen all the way up to densiﬁcation, and (c) a correct representation of the
average strain rate by which the specimen has been deformed. In ﬁgure 6.12, Line-1 and Line-5
are shown together with the combined line. Here Line-5 has been used up to a deformation of
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Figure 6.12: Stress-strain curve for the H250 foam example based on the combination of the
stress-strain curves measured from Line-1 and 5 in ﬁgure 6.9b
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20% after which Line-1 takes over. For all the tests performed on H80 and H250, at the strain
rates given in tables 6.1 to 6.2 on pages 71–72, this procedure was used to generate proper
stress-strain curves for the tested specimens. The cut-over strain level, where the curves are
combined, are judged manually from test to test.
6.3.2 Stress Strain Relationship
For each repetition, a stress-strain curve was generated using the principle described above.
From these stress-strain curves a single average stress-strain curve was then generated by use
of interpolation. Figures 6.13 and 6.14 show the obtained average stress strain curves. The
shape of the curves shows the characteristic behaviour of a foam under uniaxial compression
as described in ﬁgure 6.1 on page 68. Both foam types show a local stress peak at the crush
strength followed by the stress plateau. For the H80 foam the stress plateau has an almost
constant stress until the densiﬁcation takes over at a strain of approximately 80%. For the
H250 foam the stress continuously increases during the crushing regime until the densiﬁcation
takes over, which happens at approximately 70% strain. For both foam types a clear response
to the strain rate can be observed. The rate response can be expressed as ‘an upward shift of
the curves with the slope of the elastic part giving the direction of the shift’. The elastic stiﬀness
does not seem to be aﬀected by the strain rate, as indicated by the coincident slopes of the
initial part of the stress-strain curves. Table 6.6 shows the crush strength for the two foams
at the tested strain rates. Comparing the crush stress level of the two foams, the H250 can
withstand stresses of approximately ﬁve times the level of the H80. Looking at the increase in
the crush strength levels with respect to the values at quasi-static strain rate, the same relative
increase is seen for the two foams indicating that the rate sensitivity is similar, which makes
sense since they are made from the same polymer base.
From the DIAB data sheet (appendix B.6) the nominal and minimum crush strength values
for H80 are 1.4MPa and 1.15MPa respectively; and for the H250 foam the data are 7.2MPa and
6.1MPa. Comparing the measured crush strength with the data sheet value, good agreement is
found against the nominal data.
6.3.3 Strain Rate Dependency
The observed strain rate response, with the upward shift of the stress-strain curve without a
change in the form of the stress-strain curves, indicates that the strain rate response of the foam
can be described by scaling a reference stress-strain curve up or down by a scaling parameter,
which depends on the applied strain rate relative to the strain rate, which the reference curve
Table 6.6: Measured crush strength of the two foam types
H80 H250
Strain Rate σcr [MPa] 95% CI RIa σcr [MPa] 95% CI RIa
0.001 1.32 0.05 – 6.99 0.25 –
0.01 1.51 0.06 1.14 7.92 0.12 1.13
1 1.71 0 02 1.3 8.84 0.23 1.26
10 1.91 0.1 1.45 9.82 0.20 1.40
a Relative increase in crush stress relative to the crush stress at quasi-static strain rate
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Figure 6.13: Measured stress strain curves for the H80 foam
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Figure 6.14: Measured stress strain curves for the H250 foam
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Figure 6.15: Relative increase in crush strength as a function of strain rate
is been based on. A suitable candidate for generating a scaling parameter could be the crush
strength σcr. According to [52] the strain rate response of σcr can be described by a logarithmic
relationship of the following form
σcr = σrefcr
(
1 − AT
Tg
ln ε˙ref
ε˙
)
(6.3)
where σrefcr and ε˙ref can be taken as the crush strength and strain rate for the reference curve,
T and Tg are the temperature of the material and its glass transition temperature and A is a
material parameter. In ﬁgure 6.15 the measured crush strength for the two foams is plotted as
a function of strain rate, with the x-axis set to logarithmic scale. A logarithmic function of the
form shown in equation (6.4)
σcr
σrefcr
= a ln ε˙
ε˙ref
+ b (6.4)
which is a paraphrasing of equation (6.3), was ﬁtted through the data as shown in the ﬁgure. In
table 6.7 the ﬁtted model parameters are shown together with the coeﬃcient of determination
R2, showing a good ﬁt to the proposed model for both data sets. Looking at the b parameter,
then for a perfect ﬁt with the proposed model; b = 1, which is almost the case for both foam
types indicating that for the reference strain rate the model will predict the reference crush
strength with good accuracy. The a parameter expresses how sensitive the foam is against rate
eﬀects. The higher a the larger a change in crush strength with increasing or decreasing strain
Table 6.7: Fitting parameters for the two foam types, when ﬁtting the relative increase in
crush strength to expression (6.4), with R2 being the coeﬃcient of determination
Foam type a b R2
H80 0.11 0.98 0.94
H250 0.10 0.98 0.95
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Figure 6.16: Stress-strain curves reported in [59], measured at the indicated strain rates
rate will be seen. From table 6.7 it is observed that the a value is almost equal for the two
foams, indicating that their response to rate eﬀects is very similar, which makes sense as the
foams are based on the same polymer base and thus should show the same rate behaviour [52].
Because the rate response of the foams corresponds to a vertical parallel shift of a reference
curve with known strain rate and σcr, it is therefore possible, using equation (6.4) and the
found parameters for the two foams, to generate stress strain curves at an arbitrary strain rate,
where the new curve will have the same shape as the reference curve and a crush strength
predicted by (6.4).
In [59] stress-strain curves for Divinycell H250 foam obtained at diﬀerent strain rates were
reported, and are shown in ﬁgure 6.16. In ﬁgure 6.17a the crush strength of the curves in
ﬁgure 6.16 at their indicated strain rates have been plotted together with the measured crush
strength for the H250 foam. As can be seen good agreement is found between the data in the
strain rate regime tested here (ε˙max ≤ 10). Following the trend line based on the performed
measurements, the point reported in [59] at ε˙ = 300 clearly deviates from this ﬁt, and ﬁtting a
line through the data from [59] also results in a ﬁt showing a more rate sensitive response than
found for the tested H250 foam.
In [59] it is reported that the data for strain rates below ε˙ = 1 were generated by uniaxial
compression tests, whereas the data for higher strain rates (ε˙ = 300) are obtained by use
of Split Hopkinson Pressure Bar tests. The data sets in [59] have thus been obtained from
two diﬀerent test set-ups, where diﬀerent specimen sizes could have been used. This has not
been veriﬁed since no details regarding specimen sizes are reported in [59], but the use of two
diﬀerent test set-ups alone could give rise to questioning whether such data can be compared.
In ﬁgure 6.17b a new ﬁt for the data in [59] has been made where the data point at ε˙ = 300
has been ignored in the ﬁtting procedure. Here, where only test data obtained from uniaxial
compression test were used, a much better correlation between the ﬁtted models for the two
data sets is seen, indicating that the data set obtained from the Split Hopkinson Pressure Bar
test has aﬀected the measured response of the material, such that it does not conform with the
response obtained through uniaxial compression tests.
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Figure 6.17: Comparison between the measured crush strength of H250 and data obtained
taken from [59]
6.4 Summary
Foam types Divinycell H80 and H250 from DIAB were tested in uniaxial compression at diﬀerent
strain rates. Firstly to measure the elastic properties of the foams and to generate stress-strain
curves for the foams for use as input in numerical models where the foam is to be modelled;
and secondly, to gain knowledge on the rate response of the material and see if the response
could be modelled in a simple manner such that rate eﬀect could be included in the numerical
modelling of the foam.
The compressive modulus and the Poisons ratios were measured by use of DIC on both
specimen types. The found data agreed well with the data in the DIAB data sheets and also
with data from the literature. The measurements also showed that the material was transverse
isotropic, an observation supported by other studies. In this work only the through thickness
and in-plane modulus was measured. For modelling purposes, data for the shear modulus is
also needed. Data for this will be obtained from[54].
During the compression tests to measure the foam stress-strain relationship, it was found
that the foams did not deform uniformly, but collapse lines developed from which all further
straining arose. This collapse line formation could be related to the non-uniform cell structure
distribution in the material, which caused a non-uniform density distribution in the material.
The collapse line developed in the area of the foam having the lowest density and thus the least
amount of material to carry the stresses. The collapse line formations were not alike for the two
foam types, which again could be related to the H250 foam, which has a much more pronounced
diﬀerence in the cell structure through the thickness than was seen for the H80 foam.
The identiﬁcation of the collapse line deformation meant that considerations about how to
establish the stress-strain curves for the foams had to be made. The presence of the collapse
lines entailed that the strain development in the foam was non-uniform and that the strain
rate therefore was not constant. A choice was made to use an overall average strain for the
specimen, as this took into account both the weak and strong parts of the foam, and it also
meant that a constant average strain rate could be ascribed to the stress-strain curves.
For both foam types, stress-strain curves were established for the tested strain rates, showing
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the characteristic shape of a rigid foam under uniaxial compression. A clear rate response was
identiﬁed showing a similar rate sensitivity for the two foam types. Plotting the crush strength
level for the diﬀerent strain rates showed that the increase in crush strength could be described
by a simple logarithmic relation given in [52]. Since the rate response of the foams was expressed
as an upward parallel shift of the stress-strain curves, the used rate law for the crush strength
can be used to generate scaling parameters to shift a reference stress-strain curve such that it
can express the stress-strain curve at an arbitrary strain rate. A set of scaling parameters for a
set of strain rates can thus be made and used in numerical models as a simple way to account
for rate eﬀects of the foam.
– 85 –

Chapter 7
Blast Modelling
One of the objectives of this project was to establish a numerical framework for modelling blast
loading on laminated panels. From the start it was decided to use ls-dyna as the numerical
solver, and to use the available models in ls-dyna for modelling the blast load and the laminated
structures. As described in chapter 3, two laminate models, ∗mat_orthotropic_elastic
and ∗mat_composite_dmg_msc, were selected to represent the monolithic laminates and
the skins on the sandwich panels. ∗mat_honeycomb was selected to represent the foam core
in the sandwich panels. Input data for these models are based on material tests, where the data
for the laminates can be found in appendix B and [37], and the data for the foam are based on
the measurements in chapter 6 and data from [54, 59].
In ls-dyna the blast load can be modelled using two approaches as described in chapter 3;
the Emperical or the Fully Coupled approach. Here both approaches have been used in the
modelling work. First of all to compare the two approaches, and secondly, to identify if the
reﬂections from the closed sides of the blast box contribute to the impulse transferred to the
panel. The application of the ∗load_blast_enhanced (LBE) model is straightforward, but
the fully coupled approach requires a much more complex model design, because for example
both the blast itself and the ﬂuid structure interaction between the blast wave and panel is
modelled numerically.
7.1 Design of Numerical Blast Load Model
Several challenges exist in the design of a numerical blast model;
• The explosive charge should, as a minimum, be covered by 6–10 elements over its radius1
• The geometrical size of the panels to be modelled is 700 × 700mm including the clamped
area, and the depth of the blast box is 300mm
• The element size in the ALE and Lagrangian parts should be of similar size for the FSI
coupling to work properly.
• The time for the load transfer to the panel is much shorter than the response time of the
panel.
1Recommendation received at an LSTC seminar for modelling blast problems in ls-dyna
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(a)
2D–3D Mapping
(b)
End FSI
(c)
Figure 7.1: Illustration of the 3 step blast model where: (a) illustrates the ﬁrst model step, a
2D model, where the explosive is detonated and the blast wave is build up; (b)
illustrates the step where the pressure from the 2D model is mapped on to a 3D
model, representing the blast box, and the interaction between the blast wave
and panel is handled through an FSI coupling; and (c) illustrates the last step
where, after all impulse has been transferred to the panel, the ALE mesh is
removed and the structural analysis is continued
The combination of these eﬀects would for a single model lead to a computationally demanding
model consisting of a very large number of elements. To approach the challenge of designing a
computationally eﬃcient load model it was therefore split up in three parts, as illustrated in
ﬁgure 7.1, each of which can be described as follows;
Blast wave generation, illustrated in 7.1a, where a 2D model is used to model the explosive
geometry, the detonation of the explosive and the initial generation of the blast wave.
Utilizing that the blast waves from a spherical charge spreads spherically in space, the
generated pressure can be used to initialize a pressure in a 3D model, by choosing proper
axis for rotational symmetry.
Fluid Structure Interaction, illustrated in 7.1b, where the pressure from the 2D model is
mapped on to the 3D model mesh, representing the air in the blast box, and the Fluid
Structure Interaction between the blast wave and panel is modelled.
Structural response, illustrated in 7.1c, where the air mesh has been removed, after checking
that no more impulse from the blast load is transferred to the panel, leaving the model
with only the panel part, which will continue to respond to the applied loading, resulting
in much faster computation than with the FSI coupling active.
The clear advantage of this model design is ﬁrst of all the time eﬃciency. By using a 2D model
for detonation of the explosive and generation of the blast wave, a model with a very ﬁne
numerical mesh can be constructed, resulting in the generation of a sharp pressure front of
the blast wave, and which can execute within minutes. Making a similar model in 3D would
result in a signiﬁcantly larger model that would take several hours of calculation time. A second
advantage is that the time where the FSI coupling is active is minimized. The FSI coupling
is computationally expensive as it requires continuous search algorithms to monitor for ﬂuid
structure contact. Finally the removal of the ALE mesh, after load transfer, also reduces run
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time since only the Lagrangian structure is kept in the model, which is computationally not
as demanding as the ALE parts, due to the advection calculations for those elements. In the
following, details of each model part will be given.
7.1.1 Blast Wave Generation
The ﬁrst step in the numerical load model is to model the explosive charge itself, its detonation
and the initial generation of the blast wave. This will be done using the models described in
chapter 3. When detonating a perfectly spherically shaped charge, spherical blast waves are
generated and spread in space from the detonation point. Because of this, quarter symmetry can
be used in the 2D model to model the explosive charge and air, as illustrated in ﬁgure 7.2a, where
the yellow part is the initial charge and the green area the surrounding air. The symmetrical
expansion of the blast wave is also utilized in the next model step, where the modelled 2D
pressure is used to initialize the pressure in the air domain of the 3D FSI model, by choosing
proper axis for rotational symmetry of the generated blast pressure.
(a) (b)
Figure 7.2: Design of the 2D model where; (a) shows the initial model setup with the yellow
part representing the explosive charge and the green is the surrounding air, and
(b) shows the mesh structure used in the 2D model
In ﬁgure 7.2b the mesh structure used for modelling the blast wave generation is shown.
A convergence study was carried out to see how the generated blast pressure developed as
function of the number of elements used in the model. The mesh reﬁnement was done by giving
the circular arc a ﬁner and ﬁner division, going from 16 and up to 256 (referred to as Div16
and Div256 in the following, with the other divisions named in the same manner) line elements,
resulting in the overall number of elements going from 1216 elements, for Div16 , to 311296
elements for Div256. The study was performed for a 100g TNT charge, where the free air
pressure, or incident pressure, was measured at 100mm from the charge centre. Figure 7.3
shows the measured pressure for the ﬁve mesh reﬁnements used, measured 100mm from the
charge centre, and ﬁgure 7.4 shows the corresponding accumulated impulse for each pressure
curve. As can be seen the ﬁner mesh used the larger peak pressure measured, which is due to a
more clearly deﬁned pressure wave front, with decreasing elements size, which is also shown by
the more instantaneous pressure rise observed. Looking at the impulse, a decrease is seen as
the element size is decreased. From Div128 to Div256 the impulse decreases by -1.7% which
is an acceptable change, and Div128 is taken as the converged mesh size. In ﬁgure 7.3 the
generated incident pressure for a similar set-up, but with the blast pressure modelled with the
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Figure 7.3: Measured pressure for the diﬀerent mesh reﬁnements of the 2D model, measured
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Figure 7.4: Accumulated impulse generated from the pressure curves in ﬁgure 7.3
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LBE model, is also plotted, showing similar peak pressure as the pressure of Div128, supporting
the convergence for this set-up. The pressure and impulse shown in ﬁgure 7.3 and ﬁgure 7.4
have been measured along the horizontal edge of the air domain 100mm from the charge centre.
Taking a similar measurement 100mm from the detonation point, on a line inclined by 45°,
exactly the same pressure and impulse are obtained showing the perfectly spherical expansion
of the blast wave.
Comparing the impulse from the pressure curves of LBE and Div128, by looking at the
area under their respective curves in ﬁgure 7.3, it is clear that the impulse from LBE is
signiﬁcantly higher. Looking closer at the pressure curves for Div32 to Div256 a characteristic
bend is observed at approximately 0.021ms, indicating a shift in the behaviour of the pressure.
Figure7.5a shows the pressure wave when it reaches the measuring point and (b) shows the
detonation products from the decomposed explosive material lagging behind the pressure front.
The detonation products should be understood as the ﬁre, smoke etc. that develops from the
detonation of the explosive. The peak pressure in ﬁgure 7.3 corresponds to the time at which the
pressure front passes the marked measuring point, positioned 100mm from the charge centre.
The bend observed in the pressure curves coincides with the time where the detonation product
front passes the measuring point, indicating that it is a change in material composition that
causes the pressure change, and that the domain with the detonation products has a much
lower pressure than that in the blast wave front. In [60] similar eﬀects are observed, where it is
argued that ∗load_blast_enhanced might not be accurate for near ﬁeld blast cases, where
interaction with the detonation products can happen. It has not been conﬁrmed if the eﬀect
represents reality since measuring incident pressure will require the establishment of a test
set-up suitable for measuring such pressures.
Based on the convergence analysis, the Div128 mesh will be used further on to generate
pressure initialization maps for the 3D FSI model. The 2D model will then be run for a
speciﬁc charge size for which a modelled plate response is required. The pressure map ﬁles are
automatically created by ls-dyna at the termination of the 2D model, and the ﬁles are then
used as input in the 3D FSI model.
(a) (b)
Figure 7.5: In (a) the pressure wave front is shown for the time step when it reaches the
pressure measuring point (small black marker in bottom of the ﬁgure), and in (b)
the expansion of the detonation products is shown at the identical time step
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7.1.2 Fluid Structure Interaction
Using the mapping ﬁle generated from the 2D model, the pressure in the air domain of the 3D
FSI model, representing the air inside the blast box, is initialized as illustrated in ﬁgure 7.6. The
pressure is then coupled with the panel, through FSI coupling, such that a pressure build-up
can take place on the panel surface, which will be the reﬂected pressure, and make the panel
react to the blast load. To get the 2D pressure mapped into the 3D domain the y-axis has been
used for rotational symmetry. The 2D model has been run until the pressure wave is just in
front of the modelled panel. Depending on the used stand-oﬀ distance and size of the explosive
charge, the run time for the 2D model needs to be adjusted to make sure that the pressure
wave has not passed the location of the panel surface. This reduces the number of calculations
needed in the 3D model before the FSI coupling occurs.
Figure 7.6: Contour plot of the mapped pressure from the 2D model on to the 3D model
Blast Box and Panel Representation
In all model cases the geometrical outline of the 3D model represents the test set-up used in
the blast test. To reduce the size of the model, symmetry has been applied on the xz and yz
planes cutting the blast box and panel into a quarter of its original size. For the blast wave,
symmetry could have been applied on the xy plane also, but this is not supported by the blast
box and panel because the panel is only in one end of the model. Imposing eight part symmetry
would thus create false reﬂections that would increase the loading on the panel. The blast box
therefore has to be modelled in its full depth. The blast box itself is not physically modelled.
Instead the air inside the blast box, bounded by the blast box sides, has been modelled, and
is represented by the red lines in ﬁgure 7.6. From ﬁgure 4.5a on page 34 it can be seen that
outﬂow is only possible through the two openings in the sides and through the back of the
blast box. To represent this outﬂow limitation, boundary conditions has been imposed on the
air domain, illustrated in ﬁgure 7.7, where the air cannot ﬂow out through the black marked
surfaces, representing the top and left side of the blast box. Since outﬂow is prevented, the
pressure will be reﬂected from these surfaces when impacted. As can be seen from the deﬁned
boundaries, a pressure trap can develop at the upper left corner area due to the closed top and
left hand top edge. This can create an increased impulse on the panel at this location, an eﬀect
which will later be shown in the run models.
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Figure 7.7: Boundary conditions deﬁned for representing the steel edges of the blast box
In all cases the plate has been modelled with the clamped part included, where the frame
and box in the clamped area have been represented by rigid shell parts. These have been
constrained from any movement. Surface to surface contact conditions have been deﬁned in the
clamped region and a dynamic friction is applied with a friction coeﬃcient of 1. Along the outer
edge of the panel, the panel has been constrained in all directions. This choice of boundary was
made based on the conditions of the panel holes and the panel surface observed during post-test
panel inspections as previously described. The clamped area was included in the model, as this
was seen to give a more correct behaviour compared to the case where only the part of the
panel aﬀected by the blast is modelled, and there imposing constraints on the panel edges. For
the test case with 25g@100mm these boundary conditions are believed to represent the actual
conditions well. But for the larger blast loads, e.g. 250g@100mm the boundary conditions might
not be valid as the damage developed in the at these load conditions might be inﬂuenced by the
panel boundary conditions. As the model development is progressing the boundary conditions
might therefore need to be revised but as a ﬁrst approach the chosen boundary conditions are
found suitable as the mimic the observed experimental behaviour.
2D to 3D Mapping
The mesh of the air domain in the 3D model is made up of cubical shaped elements. The mesh
in the 2D and 3D model are thus not of identical shape, which can have an eﬀect when the
pressure generated in the spherical 2D mesh is mapped on to the 3D cubical mesh. For three
diﬀerent element sizes, with edge lengths of 4mm, 2mm and 1.5mm, the pressure mapped to
the 3D air domain was therefore measured at 100mm from the detonation point at the positions
P1 and P2 as shown in ﬁgure 7.8.
Figure 7.9 shows the pressure measure at P1 and P2, and compares it with the pressure
from the 2D model at an identical location. For decreasing element sizes the peak pressure
is seen to increase and approach the pressure found in the 2D model, but for the pressure
measured at P1 a larger deviation between the 2D and 3D model pressure is seen, compared
with the pressure measured at P2. In ﬁgure 7.10 the impulse from the measured pressure is
plotted and compared with the impulse from the 2D model. For decreasing element sizes the
impulse is observed to decrease, as seen for the mesh convergence study performed for the 2D
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Figure 7.8: Location of pressure measuring points in the 3D model
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Figure 7.9: Measured pressure in the 3D model for the tested air domain mesh sizes, where
(a) shows the pressure at P1 in ﬁgure7.8, and (b) shows the pressure at P2
model, and approaches the impulse measured in the 2D model. As opposed to the pressure
measurements, the impulse at P1 is in best agreement with the 2D model.
Comparing the pressure at P1 and P2 for the 2D and 3D model, with an element size of
1.5mm in the 3D model, there is a 9.5% and 4.5% decrease in pressure, indicating that the
mesh in the 3D model is too coarse. Doing the same comparison for the impulse an increase
of respectively 0.06% and 7.2% is found, indicating that for P1, which will be the location for
the centre of the panel, the impulse in the 3D model is similar to that of the 2D model. The
impulse at P2 is not at the location of the panel surface, and along this path it will decrease
further before it reaches the panel surface. Because the impulse is the controlling property for
the panel deﬂection, that P1 is point receiving the largest impulse, and that the panel testing
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Figure 7.10: Impulse from the measured pressure in ﬁgure 7.9, where (a) shows the impulse
at P1 and (b) shows the impulse at P2
did not indicate damage development due to the peak pressure, the 1.5mm element size was
concluded as being acceptable for use as mesh size for the blast box air mesh. With this mesh
size the blast box is represented by more than 5.5 million elements. Furthermore, the elements
from the panel and the frame parts should be added. Decreasing the element size for the blast
box air domain to 1mm, would result in more than 18 million elements for the air volume mesh,
resulting in a model which, with the currently available hardware, would be very challenging to
run. The choice of the 1.5mm element size should also be seen in this perspective.
FSI Parameter Study
In the current step of the load model, the ﬂuid structure interaction is also included, where the
blast wave is coupled to the structural surface. In ls-dyna the FSI is controlled through the
keyword ∗constrained_lagrange_in_solid, where a number of parameters can be used
to control the coupling conditions. In simple terms it works like a contact coupling between
two structures, just with one of the structures being an ALE structure. In the keyword card
a master and slave part needs to be deﬁned, where the slave must be the Lagrangian part,
and the master must constitute the ALE part. The master part must cover the entire region
of interaction with the slave part, meaning that only the part of the Lagrangian structure in
contact with the ﬂuid need to be part of the FSI coupling. In table 7.1 the parameters on the
∗constrained_lagrange_in_solid card, that can be used to inﬂuence the coupling are
shown, together with a short description of the parameter. For further details on the parameters
see [27].
In addition to the shown parameters, the mesh size on the Lagrangian structure also has
an impact on the quality of the FSI coupling. Tthe study was performed to determine what
eﬀect changing the values of the parameters in table 7.1, as function of the element size, had
on the pressure and impulse received by the panel and on the deﬂection of the panel. From the
study it was found that the panel element size, nquad and pfacmm had signiﬁcant impact
on the developed pressure, impulse and panel deﬂection. The remaining parameters only had
little or no eﬀect and for these their default values will be used in the FSI modelling. Using
the default value for pfacmm resulted in instantaneous leakage through the Lagrange part.
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Table 7.1: Parameters in the ∗constrained_lagrange_in_solid keyword card that can
be used to control the FSI coupling conditions
Name Description
direc Coupling direction, controls if the ﬂuid coupling should be active in normal direction for
both tension and compression (1), in compression only (2) or in all directions(3)
frcmin Minimum volume fraction of coupled ALE element before coupling is activated. Default is
0.5
ileak Coupling leakage control; None (0), Weak (1), Strong (2) with 0 as the default value
nquad Number of coupling points distributed over each coupled Lagrangian surface segment.
Default is 2
pfac Penalty coupling factor for computing the coupling forces. Default is 0.1
pfacmm Coupling Penalty Stiﬀness (CPS) factor. Works in conjunction with pfac. Options are
0–3, which refers to the method by which it is calculated. 0 is the default value. See [27]
for further details.
pleak Leakage control penalty factor; 0 < pleak < 0.2 is recommended
Changing pfacmm to option 3 the CPS factor will be calculated as
CPS ∝ pfac · KLagrangian
where K is the bulk modulus of the Lagrangian part, prevented the instantaneous developed
leakage.
Figure 7.11 shows the eﬀect of the element size in the panel on the panel deﬂection, built
up pressure and impulse, for diﬀerent values of nquad. For nquad= [2, 4] convergence is seen
for an element size of 1.5mm. This matches the element size used in the air domain, as stated
earlier, and shows that the best performance of the FSI coupling requires an element size in the
Lagrange part of similar or smaller size than that used in the ALE domain. For nquad=[8, 12]
a sharp increase is seen in the deﬂection and pressure for elements smaller than 2mm. This is
due to instabilities that develop when too many coupling points are deﬁned.
Based on the results of the FSI coupling analysis the parameter values shown in table 7.2
have been chosen as the settings to be used in the FSI modelling, and will thus be used in the
models to compare the modelled panel response with that measured from the blast tests.
Table 7.2: Parameters used in the ∗constrained_lagrange_in_solid card for modelling
the ﬂuid structure interaction
e_size direc frcmin ileak nquad pfac pfacmm pleak
1.5mm 1 0.5 0 4 0.1 3 0.1
Blast Wave Reﬂections with FSI
One area where the numerical approach to modelling the blast load is superior compared with
using LBE, is the ability to catch reﬂections from surfaces. As pointed out earlier, the boundary
conditions on the air domain representing the blast box have been selected to represent the
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Figure 7.11: The eﬀect of nquad as function of panel element size where; (a) shows the
panel centre deﬂection, (b) shows the pressure on the surface of the panel centre
point, and (c) shows the corresponding impulse
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P1(0,0) – Panel centre
P2(125mm,125mm) P3(250mm,250mm)
Figure 7.12: Position of pressure measuring points on modelled panel surface
surfaces of the blast box that prevents out ﬂow. To illustrate the eﬀect of reﬂections, two
scenarios have been modelled, where the reﬂected pressure has been measured on the panel
surface at the three locations marked as P1–3 in ﬁgure 7.12. In the ﬁrst scenario the boundary
conditions on the air domain were applied as shown in ﬁgure 7.7 on page 93, and in the second
scenario the air domain boundary conditions were removed such that outﬂow was not prevented.
Figure 7.13 and 7.14 shows the modelled reﬂected pressure at the three marked locations
for the blast box and free out ﬂow conﬁguration respectively. The modelled pressure is based
on a blast set-up using a 25g PETN charge with a SOD of 100mm. As can be seen in the case
with limited outﬂow, an increased pressure is measured at P3, compared with the free outﬂow
scenario. This is due to the pressure trap than develops at this location, as described earlier,
which gives rise to a signiﬁcant impulse contribution at the panel corner area, resulting in an
increased panel deﬂection, as illustrated in ﬁgure 7.15, where an approximately 12% increase
in the deﬂection of the panel, compared with the free outﬂow conditions, is found. Since the
pressure at P1 and P2 for the two out ﬂow scenarios are the same, the increased panel deﬂection
has to be attributed to the increased pressure build at the corner region.
Using ∗load_blast_enhanced, the pressure increase at the corner could not have been
captured. This is illustrated in ﬁgure 7.16, comparing the pressure at the three marked positions
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Figure 7.13: Modelled reﬂected pressure at point 1–3, in ﬁgure 7.12, with air domain
boundaries deﬁned as in the blast box
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Figure 7.14: Modelled Pref at point 1–3, with air domain boundaries deﬁned for free outﬂow
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Figure 7.15: Panel centre deﬂection for P1 with the two boundary conditions tested
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Figure 7.16: Pressure at P1–3 modelled with the numerical load model, using blast box
boundary conditions, and by use of ∗load_blast_enhanced
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Figure 7.17: Impulse at point 1–3, in ﬁgure 7.12, modelled with the numerical load model,
using blast box boundary conditions, and by use of ∗load_blast_enhanced
between the numerical load model and LBE, where it is clear that at P3 there is almost no
pressure by using LBE compared with the numerical approach. Comparing the pressure at P1,
LBE predicts almost twice as high peak reﬂected pressure. Several factors can be attributed to
this diﬀerence. First of all, further mesh reﬁnement of the air domain could probably result in
an increase in the peak pressure, as this would give a more clearly deﬁned blast wave front.
Secondly, as mentioned earlier, LBE might be inaccurate for these near ﬁeld blast scenarios
where the detonation products can aﬀect the generated pressure. Finally, the LBE model is
based on TNT, but the numerical model is based on PETN, as this is the explosive used in the
experimental tests. There might be a diﬀerence in the pressure–time development between the
two explosives, as they are based on diﬀerent chemical compounds. In addition, as described
earlier, a conversion factor is applied to the LBE model to account for the diﬀerence in the
explosive types, which might also inﬂuence the developed pressure.
Looking at the impulse at P1, shown in ﬁgure 7.17, the much higher peak reﬂected pressure
in LBE does not contribute to a signiﬁcantly larger impulse (≈ 6.5%), and since the impulse is
the controlling parameter for the deﬂection, the observed diﬀerence in peak reﬂected pressure
can be accepted. Looking at the pressure for P2 in ﬁgure 7.16 the numerical load model and
LBE are in good agreement. The pressure here is signiﬁcantly lower than that of P1, which very
well illustrates the pressure in the blast front dependence of the distance travelled from the
detonation point. In the used set-up the distance from the detonation point to P1 is 100mm,
whereas the distance to P2 is 160mm.
Figure 7.18a shows the panel centre deﬂection for the two tested outﬂow boundary conditions,
modelled by using the designed numerical blast model, and the panel deﬂection modelled by
the LBE model. As shown, the panel deﬂection modelled by use of LBE is nearly identical to
that obtained by use of the numerical load model with the outﬂow deﬁned as in the blast box.
Since the LBE model did not account for the extra pressure build up at the panel corner, it
was expected that the panel deﬂection modelled with LBE would be closer to that obtained
with the numerical model using free outﬂow conditions, but was found to be approximately
10% larger. But as also shown in ﬁgure 7.17 the centre impulse using LBE is approximately
6.5% larger, which can be part of the reason for the deﬂection seen. In ﬁgure 7.18b the impulse
at P1 as function of time for the numerical load model with limited outﬂow conditions and
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Figure 7.18: Modelled panel response using the numerical load model and LBE where, (a)
shows the panel centre deﬂection, and (b) the panel centre impulse, obtained for
the two load model types
the LBE model are shown. As seen the impulse from the LBE model is applied much faster
than in the numerical model. Using the LBE model, the panel will therefore receive a higher
acceleration which also could contribute to the deﬂection seen for the LBE model.
With the used FSI coupling settings, ﬂuid leakage through the panel was avoided in the
initial contact between ﬂuid and the panel. However, at approximately 0.4ms leakage was
observed developing at the centre region of the panel, as illustrated in ﬁgure 7.19. Comparing
the time and location of the leakage development with the pressure for point P1–P3 in ﬁgure 7.14
on page 99, the leakage is found to occur after the primary impulse has been delivered, and as
it is initiated in the panel centre it will, initially, not inﬂuence the FSI coupling at P3, where
the pressure builds up due to reﬂections. The leakage is thus not believed to have signiﬁcant
impact on the panel response for the modelled case. But for a case where the primary impulse
has not been delivered before the leakage occurs it could constitute a problem for the modelled
panel response. It has not been possible to prevent the leakage by adjusting the FSI coupling
(a) t = 0.37ms (b) t = 0.42ms
Figure 7.19: Observed leakage in the FSI coupling, occurring at approximately 0.4ms
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parameters on the ∗constrained_lagrange_in_solid card. An attempt was made to
counteract the leakage by changing the direc parameter from setting 1 to 3 as this would make
the FSI coupling work in all directions instead of only in compression, but without signiﬁcant
change in leakage behaviour. Further mesh reﬁnement of both the air domain mesh and the
mesh used for the panel, since the mesh of the two parts should match in size, is therefore
believed to be the best way to counteract the observed leakage.
7.1.3 Structural Response
As seen from ﬁgure 7.13 on page 98, after approximately 0.5ms the primary impulse has been
transferred to the panel. The blast wave pressure has been reduced to ambient pressure and
cannot deliver more energy to the panel. A lot of computational power is thus now used just
to calculate the circulation of the air and detonation products in the modelled air domain,
without aﬀecting the response of the panel further. This leads to the ﬁnal step in the blast
load model, which is a restart of the model, where the air domain and the FSI model have
been removed. This is done by terminating the FSI model and instructing ls-dyna to write a
restart ﬁle that can be used to initialize a new changed model with new or removed parts. A
new model input ﬁle is created where the air domain and the FSI model have been removed
and ls-dyna is instructed to use the restart ﬁle to initialize the remaining panel part with the
deformations, stresses, velocities etc. that have been built up in the panel before the previous
model was terminated. When the initialization is ended the calculations are continued until the
deﬁned termination time. Figure 7.20 shows the deﬂection of the panel for the above mentioned
blast test set-up. As shown, the deﬂection of the restarted model continues from where the FSI
model ended.
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Figure 7.20: Modelled panel centre deﬂection from step 2 and 3 of the numerical load model,
showing the smooth transition between the two model steps
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The main reason for performing this restart is to reduce the total run time for the model.
The displacement part in ﬁgure 7.20 belonging to the FSI model used 18h and 20min to progress
the model 1ms forward in time, whereas the part of the deﬂection belonging to the restarted
model, containing only the panel used 52min to progress the model an additional 3ms forward
in time. This corresponds to an increase in speed by a factor of approximately 64. Whether the
restart step can be performed will depend on the speciﬁc model set-up. Modelling a blast in a
closed or very conﬁned space will build up a quasi-static pressure, which will last for a long
time compared with the actual blast load, and in such case one might be forced to run the FSI
modelled step the entire run time.
7.2 Model vs. Experimental Tests
To evaluate the accuracy of the designed blast load model and to evaluate the functional-
ity of the chosen laminate models, the model results and results from the performed blast
tests and laminate material tests will be compared. The material input data to describe
the monolithic laminates were based on material test data and can be found in appendix B.
The rate parameters used in ∗mat_composite_dmg_msc has been determined from dy-
namic material tests performed in [37], where data have been ﬁtted to the rate law used in
∗mat_composite_dmg_msc. The material tests on the Eglas/Epoxy laminates showed a
clear rate eﬀect on the material strength parameters. Table 7.3 shows the ﬁtted parameters to
be used as input in ∗mat_composite_dmg_msc to describe the rate eﬀect of the laminate.
As presented in chapter 3 the rate model in ∗mat_composite_dmg_msc only takes one
input to describe the rate eﬀect of all strength parameters. From table 7.3 it is seen that for
the UD material, the tested directions have diﬀerent rate responses and cannot be described
by the same rate parameter C. As shown in the table, only an in-plane tensile test has been
performed on the Quarto-axial layup, and the rate parameter C found for this test will be
used as the crate1 input in the modelling of the laminates. As indicated by the UD test
results, this value might not correctly describe the rate eﬀect in for example in-plane or through
thickness compression, and will therefore be a source of inaccuracy when comparing the test
data with model data. For measuring the moduli, tests were performed using the same layups
and directions as shown for the strength parameters in table 7.3. For these the test on the
UD laminates showed little or no rate eﬀect. Again this behaviour has been transferred to
the quarto-axial layup, and crate2–crate4 in the input to ∗mat_composite_dmg_msc
Table 7.3: Rate parameters to describe the strain rate sensitivity of the Eglas/Epoxy
laminates using expression (3.20)
Layup Property σfail(ε˙ = 1) [MPa]a C b
UD Xt11 1020 0.0773
Quarto Xtxx 453 0.0598
UD Xt22 23.5 0.0264
UD Xc33 44.4 0.0577
a Fitted strength at ε˙ = 1 based on dynamic material data
a Fitted Cn parameter to be in putted in ∗mat_composite_dmg_msc and
used in (3.20) for determining the rate eﬀect.
– 103 –
Chapter 7. Blast Modelling
Table 7.4: Parameters used for modelling the PETN explosive
ρ [kg/m3] vdetonation [m/s] PCJ [GPa] ω A [GPa] B [GPa] R1 R2 E0 [GPa]
1480 7200 20.5 0.3 373.8 3.647 4.2 1.10 7.00
has been set to zero, indicating no rate eﬀects for the moduli parameters. In the input deck,
crate3 describes the rate dependence of the shear moduli, which has not been tested for. Here
it has been assumed that it also will not show rate dependence as seen for the tested moduli
parameters.
The data used in the ∗mat_high_explosive_burn and ∗eos_jwl model, for describing
the explosive used in the tests, have been taken from [61] and are listed in table 7.4, where
vdetonation is the detonation velocity , PCJ the Chapman-Jouget pressure and E0 the detonation
energy per unit volume of the explosive material. A, B, R1, R2 and ω are model parameters
used by the JWL equation of state.
To model the blast load with ∗load_blast_enhanced a PETN to TNT conversion factor
of 1.08 has been used, based on the data for PETN and calculated from equation (3.13) on
page19.
7.2.1 25g Blast on a Monolithic Laminate
A comparison between the measured response of the CRBJ-33 panel tested at 25g, and
the modelled panel response from the designed numerical load model, with air domain
boundary conditions deﬁned to mimic those present in the real blast box, and by use of
∗load_blast_enhanced, has been made. For the blast load modelled by the numerical
model, a 2D run was performed to generate the initial blast wave developed by the 25g charge,
which then was mapped to the 3D model to take care of the FSI coupling. The FSI model
was run for 1ms, after which the primary impulse had been delivered to the plate, and a
restart was performed to model the continued panel response. The mesh for the air domain
in the 3D model and the FSI coupling parameter settings were as described in section 7.1.2
on page 92. The modelled panel dimensions are the same as in the tests (700 × 700 × 21mm).
The in-plane element size in the panel was 1.5mm, dictated by the air domain mesh size to
optimize the FSI coupling, as explained in section 7.1.2. The through thickness element size was
set to 1.75mm, resulting in 12 elements through the thickness of the panel. Since the analysis
of the response of the tested panel indicated that no failure development could be assumed
for the 25g test, and the response thus was purely elastic, the panel was modelled by use of
∗mat_orthotropic_elastic. The panel was modelled as an orthotropic material, with no
individual layers deﬁned. Figure 7.21 shows the comparison between the deﬂection measured in
the test by the DIC system, and the modelled deﬂection, where FSI refers to the deﬂection
obtained by use of the numerical load model and LBE refers to ∗load_blast_enhanced
model.
In addition to the models using ∗mat_orthotropic_elastic to model the laminate,
an additional model was constructed using ∗mat_composite_dmg_msc to represent the
laminate, marked as Mat162 in ﬁgure 7.21. For this model, the laminates were represented by
8 individual layers, with nodes merged at the layer interfaces. Each layer is represented by 3
elements through the layer thickness, a recommendation received from the model supplier. The
load for this model was applied using LBE.
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Figure 7.21: Comparison between the modelled and experimentally measured panel centre
deﬂection and major strain, for a 25g charge load at 100mm stand-oﬀ distance
Comparing the modelled peak centre deﬂection with that measured in the experiments,
the model underestimates the deﬂection. The FSI model shows a peak deﬂection of 4.33mm
whereas the DIC data showed 5.36mm, giving a 19% smaller deﬂection in the model. Looking at
the model using ∗mat_composite_dmg_msc as laminate material, exactly the same result
as the LBE run is obtained, indicating that the ∗mat_composite_dmg_msc model predicts
a completely elastic response, and no damage has developed. Up to the ﬁrst deﬂection peak
the modelled and measured responses show the same curve shape. After passage of the ﬁrst
peak, the FSI model data follow the experimental data better up to the third deﬂection peak.
This might be due to the extra impulse developing at the edges, due to the limited venting
in this region. The model data do not predict the damping of the deﬂection, as seen in the
experimental data. The damping in the experimental data is probably due to eﬀects in the
clamped region, which are not properly accounted for in the model. This is, however a secondary
problem, as the main focus must be to be able to predict the initial response, as this is of most
relevance with respect to whether or not the panel can withstand the applied load.
In aramis the major strain is calculated as
εmaj =
εx + εy
2 +
√(
εx + εy
2
)2
−
(
εx · εy − ε2xy
)
(7.1)
which is a plane strain condition. In the test plane strain does not apply as the blast wave will
generate minor compressions in the thickness direction. But since aramis cannot measure the
thickness strain, the major strain can only be based on the measured in-plane strain values. The
modelled strain, shown in ﬁgure 7.21b, has been calculated from (7.1) by taking out the centre
element x, y and xy surface strain values. As with the deﬂection, the model data lie below the
DIC data with the FSI data showing a 32% smaller strain. Again the FSI data follow better
the DIC data up to the 3 peak, after which the damping in the experimental data reduces the
strain compared with the model data. The lower strain found in the model can be a problem in
modelling of laminate failure, since the low strain will give lower stresses. Since the failure is
based on stress limits, too low stresses could lead to erroneous failure prediction.
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Figure 7.22: Measured and modelled panel deﬂection along a horizontal section passing
through the centre of the panel
Figure 7.22 shows the displacement along a horizontal section through the centre of the
panel at the time of the ﬁrst peak deﬂection. The shape of the deﬂection over the cross section
of the DIC and model are similar, indicating that the model seems to be oﬀset by a scalar
factor. Using the LBE model, the eﬀect of changing the charge mass and stand-oﬀ distance was
tested. In ﬁgure 7.23 the additional model runs using the LBE model have been plotted. One
model, where the explosive mass has been scaled up by 50% (LBE×1.5), and a model where
0 0.5 1 1.5 2
−6
−4
−2
0
2
4
6
Time [ms]
D
is
pl
ac
em
en
t [m
m]
 
 
DIC
FSI + Restart
LBE
LBE× 1.5
LBE 50mm
(a)
−300 −200 −100 0 100 200 300
0
1
2
3
4
5
6
Position [mm]
D
is
pl
ac
em
en
t [m
m]
 
 
DIC
FSI
LBE
LBE× 1.5
LBE 50mm
(b)
Figure 7.23: Impact on the modelled panel deﬂection, by increasing the explosive mass with
50% (LBE×1.5), and reducing the standoﬀ distance to from 100mm to 50mm
(LBE 50mm)
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the SOD has been reduced to 50mm (LBE 50mm). Maintaining the charge size and moving
closer to the target do not appear to aﬀect peak panel deﬂection much, but has an impact of
the initial panel response, where a much faster increase in deﬂection is seen, which must be
attributed to the larger reﬂected peak pressure received by the panel due to the shorter SOD.
The explosive mass on the other hand has a large eﬀect on the peak deﬂection. As seen from
ﬁgure 7.23a, using a 1.5 PETN to TNT scale factor (corresponding to scale up the charge mass
by 50%), the peak deﬂection of the model and DIC is similar. Compared with the model for
the reduced distance, the eﬀect of the increased mass on the initial panel response is minimal,
indicating that the increased mass has had a larger eﬀect on the impulse than on the initial
peak pressure. This is also expected when looking at the scale laws from section 2.1, showing
that the scaled impulse has to be multiplied by 3
√
Mexp to get the actual impulse. Looking
at the sectional deﬂection in ﬁgure 7.23b, the use of an increased conversion factor results in
an almost perfect match for DIC and LBE data, supporting the indication that the modelled
impulse is too low for the FSI and LBE model in ﬁgure 7.21.
The observations made from the comparison between the experimental test data and the
model data could indicate that the modelled impulse is too low compared with that developed
in the real tests. In LBE the too low impulse can be because the PETN to TNT conversion
factor of 1.08 used is not suitable to scale the impulse. As described in chapter 3 on page 13 the
conversion factor to be used to obtain the correct peak pressure, might not be the same as the
factor to use to obtain the correct impulse. As indicated by the modelling a scale factor of the
order 1.5 could be more accurate to scale the impulse. For the FSI load model a scale factor
cannot just be applied since the model uses actual explosive material parameters to model the
blast, and thus should correctly represent the used explosive type. A problem with this model
could be that the mesh or coupling parameters used do not result in the correct impulse on the
panel.
One way to conﬁrm that the modelled pressure and impulse are correct would be to
compare them with pressure and impulses measured from explosive tests. In corporation with
postgraduate student Bjarki Elíasson, as part of his thesis, a test set-up for measuring the
reﬂected blast pressure from a free air explosion was designed, the details of which can be found
in appendix E. As can be seen in the appendix, the measurements of the blast pressure could
be performed, but the variation in the data was too large to draw valid conclusions regarding
the level of the measured pressure, and the measurements were therefore to be found unﬁt
for comparison with model data. It has therefore not been possible to verify if the modelled
pressure and impulse represents the actual pressure and impulse from the blast tests.
An important parameter when performing the test-to-model comparison, is experimental
variation in the measured data. For the 25g test, only a single test was performed. The comments
regarding too low impulse of the models should therefore be taken with some reservations. For
the experimental tests performed on CRBJ30-32 a diﬀerence of 1.55mm from the lowest to the
largest deﬂection was seen corresponding to a 4.7% diﬀerence in peak deﬂection. Assuming that
the same percentage variation is valid for the 25g test, and that the experimentally observed
deﬂection of 5.33mm is the maximum deﬂection, then the minimum deﬂection would be 5.09mm.
Compared with tests performed at 250g, there are some factors that can indicate that the
expected uncertainties for the 25g test is higher. When weighing the explosive used for testing a
standard digital kitchen weight is used. For the 25g blast a 1g weighing error will correspond to
an 4.2% error on the total amount of the explosive. For the 250g charge the same weighing error
would only attribute to a 0.4% error. A weighing error will thus have much larger impact for
the 25g test. The detonator contains approximately 1g explosive material. For the 25g charge
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test the detonator will therefore add considerably more to the total explosive mass than for the
250g. For the 25g the detonator might therefore add a measurable contribution to the total
generated pressure and impulse.
Assuming that the 1.08 PETN to TNT conversion factor used is correct, then from the
modelling it was indicated that an 38% increase of the explosive mass, corresponding to 10g,
is needed to match the experimental test data. A weighing error of this size is not likely to
have happened. However, as indicated, a small weighing error and the contribution of the
detonator could explain some of the diﬀerence seen. In addition, the exact shape and position
of the explosive combined with the panel to panel variation could give further contributions.
The mentioned sources of inaccuracy for the experimental data can of course lead to both
a decrease and increase in the response, depending on whether for example, if the weighing
error is positive or negative. Therefore, before it can be determined if the models are actually
measuring correctly on an average level, the experimental variation should be established.
7.2.2 Modelling of a Laminate
From the 250g blast test performed on CRBJ30–32, internal panel failure in the form of
delamination was observed. To be able account for this in the modelling of the laminate panels,
the used model must be able to account for laminate failure. The ∗mat_orthotropic_elastic
model is therefore not usable for modelling the material, when models of the 250g blast tests
are designed. Here the ∗mat_composite_dmg_msc has to be used. By using the available
material data and rate parameters, a couple of test models of the 250g test were run to determine
how well they performed when compared with the experimental measurements. They were
found not to compare well and signiﬁcantly over predicted the amount of failure, indicating
that the model does not represent the material properly.
A step back in level of complexity was therefore taken in the modelling of the laminate
material to gain a better understanding of how the panels should be modelled. This was done
by designing models representing some of the material tests performed on the Eglas/Epoxy
laminates, reported in [50]. It was chosen to model the tensile test performed on laminates
with an unidirectional (UD) and quarto-axial (QA) layup. Figure 7.24 illustrates the specimen
design used in the testing of these two layup conﬁgurations, and in table 7.5 the dimensions
and ﬁbre layup used for the specimens are shown.
In ﬁgure 7.25 the measured stress-strain relationship for the UD and QA specimens at
quasi-static strain rate is shown. As can be seen, the UD laminate strength is, as expected, higher
than that of the QA laminate. For both laminates non-linearity is shown, most pronounced on
the QA laminate showing a non-linear behaviour almost from the beginning of the stress-strain
curve. For the UD specimen the non-linearity is most pronounced at the end of the stress-strain
curve. For the QA specimen, the non-linearity is likely to be caused by a progressive failure
build-up, where the diﬀerently oriented layers fail at diﬀerent levels of strain, giving the observed
non-linearity. For the UD laminate all layers build up the same stress and are therefore more
Table 7.5: Speciﬁcations for the used specimens in the performed material tests
Specimen dimension[mm] Gauge length [mm] Layup
250 × 15 × 2 100 [0]4
250 × 25 × 4 100 [0/ − 45/90/45/ − 45/90/45/0]3
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Figure 7.24: Specimen design used in the tensile tests performed on the UD and QA
specimens
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Figure 7.25: Experimentally measured stress–strain relationship for the UD and QA
specimens [50]
– 109 –
Chapter 7. Blast Modelling
likely to fail simultaneously, and the non-linearity seen at the end could be due to single ﬁbre
failure, caused by imperfections in the material. The bumps seen on the stress-strain curve for
the UD laminate are due to slippage in the clamped region or failure of individual ﬁbre layers.
The presence of the non-linear behaviour underlines the need to represent the individual
layers in the modelling of the laminate. Since ∗mat_composite_dmg_msc is a linear-elastic
model, where the stiﬀness matrix is gradually reduced when failure is initiated, modelling of
the laminate as a single layer structure using overall orthotropic values for moduli and strength
parameters would result in a linear stress-strain development until failure, and the non-linearity
due to the progressive failure of individual laminates would not be seen.
In the following, ﬁndings from modelling of the UD and QA material tests will be presented.
The test specimens have been represented by modelling only the gauge area part of the
specimen, since the exact conditions in the clamped region are unknown, and would complicate
the modelling signiﬁcantly if included. The loading on the specimen has been applied by
applying a velocity in the x-direction at one end of the specimen, and restricting movement in
the x-direction at the opposite end. Instead of applying the velocity instantaneously, a small
initial acceleration was given until the desired velocity was obtained. Applying the velocity
instantaneously was found to give an unstable behaviour of the model.
Unidirectional Layup
As seen from table 7.5, the UD specimens were made from 4 ﬁbre layers. In the model of
the UD specimen all four layers have been represented. To see how the modelled stress-strain
response depended on the model design, 4 diﬀerent cases were studied where the inﬂuence
of the number of elements through the thickness of each layer was analysed, together with
the eﬀect of hourglass control. ∗mat_composite_dmg_msc is only formulated for one-point
integration. The advantage of this formulation is that it is computationally cheap, but the big
disadvantage is that the elements can show zero energy deformation modes, called Hourglassing
modes [15]. To minimize the hourglass eﬀects, if present, an hourglass control model can be
applied, which generally works by adding a small amount of viscous damping or elastic stiﬀness
to the element capable of stopping the hourglass deformation, without aﬀecting the stable
global modes too much [15]. The energy dissipated by the hourglass forces, applied to hinder
the formation of the hourglass modes, is stored in the matsum and glstat output ﬁles from
ls-dyna. An indication of an unstable model is if the hourglass energy is larger than 10% of
the internal energy in the model.
Table 7.6 shows the settings used for the four runs. The default hourglass model in ls-dyna
Table 7.6: Speciﬁcations for the material test models of the UD specimens
Run number NElayera QHb
#1 3 0.10
#2 3 0.15
#3 4 0.10
#4 6 0.10
a Number of elements through the thickness
per layer
b Hourglass coeﬃcient
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has been used with the hourglass coeﬃcient (QH) set as shown in the table. In the four runs the
elements has been designed such that an 1:2 aspect ratio exists between the element dimensions
in the thickness to in-plane directions. The stress in the model has been measured by taking
the average stress of all the elements at the constrained end. The strain has been calculated
from the change in length over the entire specimen length. Due to specimen shape, and that
all layers have the same ﬁbre orientation, material and geometrical symmetry exist around
the specimen xz-centre-plane. For the UD model, only half of the specimen width is therefore
modelled, by deﬁning a symmetry boundary plane along one of the xz edge planes.
Figure 7.26 shows the stress-strain curves achieved from the four model runs. As seen from
run #1, #3 and #4 the number of elements through the thickness of each layer has a clear
eﬀect, where run #1 and #3 show premature failure. Looking at the energies for the model
runs, ﬁgure 7.27, it can be seen that for run #1 and #3 a rise in the hourglass energy occurs
earlier for these models compared with runs #2 and #4, indicating that too large hourglass
eﬀects have developed, leading to the premature failure seen. It is noted that run #3, which
has more elements through the layer thickness than run #1, fails before #1 and has become
more unstable by adding elements. Increasing the number of elements through the thickness og
the layers further stabilizes the model to a level where good agreement between test and model
is seen.
Increasing the hourglass coeﬃcient for the design with 3 elements through the layer thickness
(#2) is seen to stabilize the model such that good agreement between the test and model
is seen. Run #2 shows a slightly smaller peak stress than run #4, 1041MPa compared with
1067MPa respectively, giving a 2.5% diﬀerence. Taking the time perspective into consideration,
model #2 took 132min to progress the model 2.98ms forward in time, while model #4 took
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Figure 7.26: Modelled stress-strain relationship for the 4 model settings used to test the
modelling of the UD layup
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Figure 7.27: Energy balance in the modelled laminate during the simulation of the 4 model
setting used to test the modelling of the UD layup
1143min to progress to model 2.54ms forward in time, giving a time diﬀerence of 759% for a
2.5% improvement in predicted laminate strength. Based on this it is found that model design
#2 is best suited for modelling a UD laminate.
Quarto-Axial Layup
Based on the settings found to be most suitable for modelling the UD material test, a model
was designed to represent the tensile test performed on the QA specimen type. Before doing
this two issues had to be addressed. Firstly, as seen from table 7.5, the QA specimen consists
of 3 quarto-axial mats with 8 layers in each mat, giving a total of 24 ﬁbre layers. Modelling
all of these layers will result in a model with approximately 9 million elements, using a 1:2
element aspect ratio. A model of this size could not be run with the available computer capacity.
Therefore two reduced models, to represent the QA specimen, were designed. In the ﬁrst model
the laminate is represented with a QA mat, and in the second the laminate is represented with
two QA mats, giving a total of 8 and 16 layers in the two models, who will be referred to as QA8
and QA16 respectively. Secondly, the symmetry condition used from the UD specimen cannot
be used for the QA specimen. As illustrated in ﬁgure 7.28, symmetry around a plane going
vertically through the centre of the specimen exists for layers with 0° and 90° ﬁbre orientations.
But for the 45° material symmetry is not present. When modelling the QA laminate the entire
width of the specimen therefore has to be modelled.
Figure 7.29 holds the modelled stress-strain curves for the QA8 and QA16 and shows a
poor agreement with the model data. Initially the model and test data compare well, but at
approximately 0.2ms a shift in the modelled stress-strain data is observed, after which they
start to deviate from the test curve. After the shift, the modelled curve is linear in shape,
indicating that the non-linear eﬀect is not captured by the used model design. The modelled
curves keep their linear shape until complete failure of the modelled test specimen. The eﬀect
of having 16 layers, and thus two 0°layers in the centre of the specimen, is seen to have a
strengthening eﬀect on the modelled stress-strain relationship, but also has the eﬀect that the
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Figure 7.28: Symmetry consideration for a 0°, 90° and 45° ﬁbre layup
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Figure 7.29: Modelled stress-strain relationship for the 2 QA models layouts
specimen fails earlier than that modelled with only 8 layers.
In ﬁgure 7.30a the hourglass energy for the two model cases of the QA specimen is shown.
Compared with the hourglass energy development of the modelled UD specimen, ﬁgure 7.27a,
the hourglass energy for the modelled QA specimens builds up almost from the beginning of
the model run. Looking closer at the hourglass energy development, it can be seen that the
rise in hourglass energy coincides with the time where the shift in stress-strain curve shape
is observed in ﬁgure 7.29. The shift in the modelled stress-strain relationship is thus due to
instabilities that rise due to hourglass energy development.
The early development of hourglass energy, compared with what is seen for the modelled
UD specimens, is due to severe element deformation seen at the edge of the specimen, as
illustrated in ﬁgure 7.31. This deformation generates instabilities at the entire edge area of
the specimen leading to the premature failure seen. The reason for this element behaviour is
believed to be that the diﬀerently oriented layers shares nodes. As the specimens are stretched
the individual layers expand/subtract diﬀerently, due to the diﬀerent material orientation in the
layers, leading to the observed deformations. In ∗mat_composite_dmg_msc delamination
failure is included through a failure parameter, and is thus not modelled by modelling the
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Figure 7.30: Energy balance in the laminate during the modelling of the QA layups
(a) QA8
(b) QA16
Figure 7.31: Element deformation at the edge of the specimen modelled with the QA8 and
QA16 design
physical interface. But as seen, this leads to odd element deformation due to edge eﬀect, which
is known to cause delamination at free edges [62].
Before modelling of laminate panels blast tested at 250g can be carried out, the presented
issues regarding modelling of a quarto-axial layup need to be solved. One way to overcome the
observed issue with edge eﬀect, namely the merging of the nodes at the layer interfaces needs to
be changed, and the actual layer interfaces need to be modelled instead. To model the interfaces,
fracture resistance data for the diﬀerent layer interface orientations, describing the load vs
crack opening, is needed. These data can then be used in cohesive models to model the layer
interface. In ls-dyna there are basically two ways to model a cohesive interface. One method
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is to model the actual interface by an element layer, where the elements are represented by a
cohesive material model with an initial thickness of either zero or a thickness representative of
the interface thickness. The other method is to use a contact deﬁnition between two interfaces,
where the contact model is based on a cohesive law. Using this method a cohesive element layer
is not needed which can make this method computationally faster.
7.2.3 250g Blast on a Sandwich Panel
As a ﬁnal numerical study, modelling of the 250g blast on the sandwich panels with the H250
core type (CRCL-1–3) has been carried out. The CRCL sandwich type was chosen because it
has only been possible to obtain all the needed parameter input for ∗mat_honeycomb to
describe the H250 foam. In addition to the elastic and dynamic properties for the foam, tested
for in chapter 6, inputs to the foam model were obtained from [54, 59].
As seen from the results of the blast tests performed on CRCL-1–3, three very diﬀerent
responses with respect to the failure development were found, where CRCL-1 showed no failure,
CRCL-2 showed a single core crack and skin-core debonding, and CRCL-3 showed multiple
core cracking and skin-core debonding. This constitutes a severe challenge from a modelling
point of view, since the same model will not be able to predict these three diﬀerent responses.
The model has therefore been designed with focus on CRCL-1, where no failure was seen. This
was chosen for several reasons, one being that it allowed for an evaluation of the obtained foam
data when used to describe the core in the sandwich, but the choice was also made as no proper
data yet exist to describe a debonding crack in the core-skin interface.
In ﬁgure 7.32a the model structure of the sandwich panel is shown. In the production, wooden
supports have been placed around the edge of the sandwich, as shown in ﬁgure 7.32b, covering
the area clamped between the blast box and the frame, to avoid crushing of the foam during the
mounting of the frame. These wooden parts has been included in the model, and are represented
by a wood material model, (∗mat_wood_pine) available in ls-dyna , which uses available
default properties describing pine wood. To model the skins ∗mat_orthotropic_elastic
has been used, as the blast test performed on CRCL-1 did not show failure in the skin. Along
all interfaces of the diﬀerent model parts, nodes have been merged, such that no debonding can
take place, as observed for the tested CRCL-1 panel. The blast load has been applied by use of
∗load_blast_enhanced.
From the model run a notable diﬀerence in the modelled and tested sandwich response was
(a) (b)
Figure 7.32: Sandwich model representation, with the wood pieces put in to give support in
the clamped region to avoid crushing the sandwich, included in the model
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(a) t=0.18ms (b) t=0.06 (c) t=0.18ms
Figure 7.33: Crushing of the foam core in the model, where it was observed that the foam
crushing initiated from the blast impact side of the sandwich (the bottom side
of the shown sandwich panel), and then propagated up through the thickness of
the modelled foam core, as indicated in (b) and (c)
identiﬁed. In contrast to what was seen in the experiments, the foam cores in the modelled
sandwich compressed signiﬁcantly, as indicated in ﬁgure7.33a, showing the sandwich model at
the time for maximum foam compression. As shown in ﬁgure 7.33b and 7.33c the compression
is not uniform over the foam cross-section, but is initiated from the side of the sandwich
panel impacted by the blast wave, and then travels up through the thickness of the foam. The
compression is initiated almost instantaneously after the blast wave impacts the sandwich panel,
and thus before the panel has started to deﬂect.
The observed compression of the foam clearly indicates that one or more interactions are not
properly accounted for in the modelled sandwich panel, or that the foam data do not correctly
represent the foam core properties. A simple model was set-up to model the performed foam
compression test, to determine if they could show the correct stress-strain relationship of the
foam, which was found to be the case.
Regarding the foam data, a possible issue could be that the data generated from uni-axial
material tests on small foam specimens, are not valid as input for a large foam panel used in
the sandwich panels, where the sandwich skins and wood supports impose constraints on the
foam. The foam will also experience a multi axial load condition, a load condition not tested for
in the material test, and the eﬀect of such load condition on the foam stress-strain behaviour
is therefore not known. A study was performed to see how much the foam crush strength σcr
should be increased to avoid the foam compression, showing that the crush strength had to be
increased by 8 × σcr. Looking at the strain rate experienced by the compressed elements closest
to the impact side, strain rates of above 70,000s−1 were found. Using the rate law expression
(6.4) on page 82 to calculate the dynamic increase expected for the foam crush strength for
such strain rates, a factor of 1.8 was found for a strain rate of 72.000s−1, which is much below
the needed factor 8. In the material testing the maximum tested strain rate was 10s−1, and it
is therefore not certain that extrapolation to such high strain rates is valid. A dynamic increase
factor of 8 would require that the material changes behaviour and enters a regime where it
becomes signiﬁcantly more rate dependent than what has been found for the tested strain rate
area.
Other factors which might contribute to the observed core compression in the sandwich
model could be the improper representation of the skin-core interface, or the used representation
of the skin as a non-layered orthrtropic-elastic material. A proper representation of the skins
with ﬁbre layers and layer interfaces could be thought to have an impact on the stress wave
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impacting the foam, where for example the peak pressure could be attenuated by passage
through the laminate layer interfaces, and thus reduce the peak pressure experienced by the
foam, hindering the modelled core compression. Before this can be veriﬁed the challenges with
the representation of the layered laminate needs to be solved.
7.3 Summary
A three step numerical blast load model was set-up using ls-dyna to model the explosive,
detonation of the explosive, the pressure wave expansion, the ﬂuid structure interaction with
the blast impacted panel and the response of the panel. The three steps can be described as:
Blast wave generation, using a 2D model to model the explosion and the generation of the
blast wave. The use of a 2D model made it possible to use a very ﬁne mesh to generate a
well-deﬁned blast wave front. The generated pressure was stored in a mapping ﬁle used
to initialize the pressure in a 3D model representing the actual blast test set-up
Fluid Structure Interaction, using a 3D model designed to replicate the experimental test
set-up. The blast box was represented by modelling the air inside the blast box, where
boundary conditions were deﬁned at the edges of the air domain to replicate the outﬂow
constraints imposed by the real blast box. The pressure in the 3D air domain was initialized
by reading the 2D pressure mapping ﬁle and utilizing rotational symmetry. In this model
step FSI coupling with the modelled panel is performed such that the generated blast
pressure could be brought into contact with the panel surface.
Structural response, where the air domain from the 3D model has been removed, after
checking that no more impulse from the blast load is transferred to the panel, leaving the
model with only the panel part, which will continue to respond to the applied loading.
This results in a much faster computation time than with the FSI coupling active.
In the 2D model it was observed that the developed pressure was signiﬁcantly inﬂuenced by the
detonation products from the explosion, leading to a sudden decrease in pressure. The drop in
pressure resulted in a lower incident impulse generated in the numerical load model compared
to that obtained when using ∗load_blast_enhanced. That the detonation product part
of the model has an eﬀect on the generated pressure was supported by [60], but experimental
evidence of the observed behaviour has not been produced.
For the 3D part of the load model, studies on the inﬂuence of mesh size in the air domain
and the panel, and of the FSI parameter settings were performed to optimize the mapping of
the pressure in the 3D model and the FSI coupling. Leakage was prevented during the primary
load transfer, but at approximately 0.4ms leakage developed in the centre part of the panel.
Since the primary load transfer had taken place this was accepted, but in future work measures
should be taken to eliminate it since it can have a consequence for modelling other types of
blast loading scenarios. Further mesh reﬁnement is seen as the primary measure to prevent the
leakage.
The division of the load model into the three parts was primarily done for speed eﬃciency.
Comparing step 2 and 3 of the load model, an increase in computational speed of approximately
64 times was obtained when removing the air domain and FSI coupling. Whether going from
step 2 to 3 can take place, will depend on the actual problem in question. Some blast problems,
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for example blast in a closed or very conﬁned space, can generate long load transfer times such
that step 2 has to be maintained throughout the entire run time.
Compared with the LBE model the clear advantage of the numerical load model approach is
that reﬂections can be taken into consideration. This was shown in the case of modelling a blast
on a panel i the blast box, when setting the air domain outﬂow constraints to mimic the venting
conditions in the blast box, where a clear increase in panel deﬂection was seen compared to
modelling a case where no outﬂow constraints were set. A similar problem cannot be modelled
by use of LBE. The clear disadvantage of the numerical approach is the time consumption.
A comparison was performed between the modelled and tested panel response when impacted
by a 25g blast load using a SOD of 100mm. The panel response was modelled using both
the designed numerical load model and the ∗load_blast_enhanced model. For both load
models the modelled panel response was found to be smaller than in the test, with the deﬂection
of the panel modelled with the numerical load model being 19% lower than in the experiment.
The model results indicated that the modelled impulse was too low compared with the impulse
delivered from the explosive in the tests. A study using the LBE model showed that an increase
in explosive mass by 50%, leading to a larger impulse delivered to the panel, resulted in an exact
match between the model and test results. To verify if the modelled impulse is too low, a test
set-up was designed to measure the pressure and impulse from a blast test, but the variation
in the measured data was too large for any conclusions to be drawn. An important issue to
take into consideration in the model-to-test comparison for the 25g blast is that test data are
only available from one test. The experimental variation is therefore not known, which makes it
diﬃcult to fairly evaluate how close the model is to match the test data on average. Because
the test is from a 25g blast, the result can be sensitive to small deviations in used explosive
mass, as it can constitute a relatively large amount of the total charge mass. The detonator
itself can also have an eﬀect on the measured response for such small explosive charges.
A number of preliminary models were performed to model blast loading from a 250g on the
CRBJ30–32 panel types, resulting in a signiﬁcant over prediction of deﬂection and failure of the
modelled panels. It was therefore decided to take a step back in level of complexity, and instead
model the laminate response obtained from material tests on Eglas/Epoxy laminates such that
an evaluation of the performance of ∗mat_composite_dmg_msc could be made. Two layups
were modelled, a uni-directional and a quarto-axial. For the unidirectional good agreement
between model and test data was found when using 3 elements per ﬁbre layer and using the
default hourglass model in ls-dyna with hourglass coeﬃcient QH=0.15. Using the ﬁndings
from modelling the UD laminates, models of the tested quarto-axial laminates were built. Due
to computer power limitations, the QA laminates had to be represented with fewer ﬁbre layers
than in the actual tested laminates. Two layups were modelled. One with 8 ﬁbre layers and
another with 16 ﬁbre layers using the layer orientations shown in ﬁgure 7.5. The modelled
stress-strain relationships of the two QA designs were seen to deviate signiﬁcantly from the
test results. The primary reason for the deviation was found to be improper representation
of the layer interfaces resulting in odd element deformation leading to model instability. To
overcome this problem the layer interfaces need to be represented for example through cohesive
zone modelling.
Modelling of a 250g blast on the CRCL sandwich types revealed that the foam cores in the
modelled sandwich compressed, a behaviour that is the opposite of that identiﬁed in the tested
sandwich panels, where no core crushing was seen. It was found that the foam crush strength
should be increased by a factor of 8 before the crushing was avoided. Possible reasons for the
observed crushing could be that the foam data obtained from uni-axial material testing are
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not valid for describing a foam panel under multi-axial loading. Another issue could be that
the material data are based on a max strain rate of 10s−1, and it is therefore not known if the
foam rate dependence changes sensitivity for much larger strain rates, which could lead to a
larger dynamic increase factor at these strain rates. Finally, the improper representation of the
laminate and skin-core interface could also contribute to the observed model behaviour.
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Throughout this thesis a presentation has been given of the steps involved in the process of:
designing a blast test set-up to conduct small scale blast tests; performing actual blast tests
on designed panels; and using ls-dyna to establish numerical models to predict the dynamic
response of panels subjected to blast loading, where the measured panel response from the
blast experiments is used as basis of validation for the numerical predictions.
The construction of the blast test facility was necessary for the completion of the project
as it laid the foundation for conducting the blast tests and thus allowed the performance of
the designed test panels to be evaluated. This work involved the design of the set-up itself,
the blast box, the camera rack, and the creation of procedures for carrying out the blast tests.
In addition, the work involved introducing the DIC system into the set-up and verifying that
usable data could be obtained from blast test measurements. The construction of this facility
made up a signiﬁcant part of the project work. In addition to the construction of the blast test
facility the project can be divided in to three additional major work areas;
• Blast testing of the designed laminate and sandwich panels
• Foam testing of the two foam types used as cores in the sandwich panels
• The design of a numerical blast load model in ls-dyna, and the comparison of model
and test data from the blast testing
In the following the overall conclusions from these three work areas are presented.
8.1 Blast Testing
Throughout the performed blast tests, the designed test set-up proved to be highly applicable
for performing blast tests and provided data of consistently high quality. With the designed test
set-up, blast tests utilizing charge sizes up to 250g were conducted providing usable results for
analysis of the panel blast response. In addition to this, it was also shown that the set-up can
be used to monitor a panel when tested to rupture. In its current state the test set-up performs
best when charge sizes not larger than 250g are used. The main problem with exceeding this
charge weight is that the blast box can move during the test, and the larger the charge load
the more movement is seen. Successful tests with charges sizes up to 400g were performed, but
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when the charge sizes exceeds 250g, the blast box movements become so severe that much work
is needed to bring the box back into place. In the worst case, the box needs to be disassembled
before repositioning can take place. Some work is thus needed to ﬁnd a feasible solution to
hold the blast box more ﬁrmly in place during loading and thereby signiﬁcantly increase the
functionality of the test site.
The DIC set-up has proven to be very usable in analysing the blast response of the tested
panels. The ability to analyse the deﬂection across a section over the panel surface has been
particularly useful in comparing the response of the three panel types tested. This kind of
analysis would not be easy to perform using for example strain gauges, as that would require
many strain gauges mounted on the panel surface. This functionality clearly demonstrates the
power of using full ﬁeld measurement, like DIC, to analyse the response of panels when exposed
to blast loading. For the rupture test case, it was seen that the current high-speed cameras
have too low a frame rate to provide enough data such that valid analysis of the panel response
can be made, before a hole is created. The application of cameras with a higher frame rate
could provide better insight into the mechanisms that take place before the rupture occurs,
which could improve the understanding of the response of a panel when exposed to a near ﬁeld
blast load and thus lead to a better design of such panels.
During the post-test inspection of the water jet cut panels, it was possible to identify some
of the failures that had developed during the blast loading of the panels. For the monolithic
laminates the failure development was relatively similar in all tests. The same was not observed
for the sandwich panels where especially the CRCL panel type showed a large diﬀerence in
the extent of failure development. This variation in the level of failure is a signiﬁcant challenge
if modelling of blast loading on such panels is required, since the model always predicts the
same behaviour. If no clear failure limit can be predicted from tests it will therefore be diﬃcult
to use a model approach to optimize the structure. The large variation in the failure of the
sandwich panels also bring out a quandary in evaluating the performance of such panels. It
must be determined if the variation is for example, due to inconsistent production quality
or due to variations in the material properties of the constituents, to establish whether the
variation can be controlled better. If the reasons for the variation of the panel performance
cannot be established, then a lower blast limit should be set where a guarantee against failure
can be given.
From the post-test inspections of the sandwich panels it was also revealed that no core
crushing had taken place for both core types. This indicates that the idea of using a foam core
as an energy absorber in a sandwich panel exposed to a blast loading should be rejected. This
combined with the large deﬂection seen, indicates that there is no advantage in using sandwich
structure over monolithic laminates for blast protection. This ﬁnding might be a consequence
of the dimension of, and boundary conditions applied to the tested panels, and therefore only
apply to this speciﬁc set-up. Other studies has indicated that there are beneﬁts from using
sandwich structures and that foam cores can act as an energy absorbers. Care should therefore
be taken in concluding that sandwich panels do not oﬀer advantages over monolithic panels
based on the results from the limited number of tests carried out in this study.
The performed rupture test showed that the composite panel made from plain weave ﬁbre
layers clearly outperformed the panel made from non-woven quarto-axial fabrics. The woven
fabric could withstand a charge size 50% larger than the non-woven laminate and still show
no sign of being close to rupture. This result indicates that the plain weave ﬁbre layup has
attractive properties when it comes to absorbing the energy from a blast load, and their usage
should be investigated further.
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8.2 Foam Testing
Foam types Divinycell H80 and H250 from DIAB were tested in uniaxial compression at diﬀerent
strain rates. First of all, to measure the elastic properties of the foams and generate stress-strain
curves for the foams for use as input in numerical models, and secondly, to gain knowledge of
the rate response of the foam material to determine if the rate response could be modelled in a
simple manner, such that rate eﬀect could be included in the numerical modelling of the foam.
The compressive modulus and the Poisons ratio was measured by use of DIC on both
foam types. The found data agreed well with the data in the DIAB datasheets, and also with
data from the literature. The measurements also showed that the material was transverse
isotropic, an observation supported by other studies. During the compression tests, to measure
the foam stress-strain relationship, it was found that the foams did not deform uniformly.
The deformation was seen to take place along collapse lines, developing vertically over the
cross section of the foam, from which all further straining arose. This collapse line formation
could be related to the non-uniform cell structure distribution in the material, which caused a
non-uniform density distribution in the material. The collapse line developed in the area of the
foam having the lowest density and thus the least amount of material to carry the stresses. The
collapse line formations were not alike for the two foam types, which again could be related
back to the cell structure, where the H250 foam had a much more pronounced diﬀerence in the
cell structure through the thickness than was seen for the H80 foam.
The identiﬁcation of the deformation taking place along the collapse lines meant that
considerations about how to establish the stress-strain curves for the foams had to be made,
because the presence of the collapse lines entailed that the strain development in the foam was
non-uniform and that the strain rate therefore was not constant. A choice was made to evaluate
the strain over the entire specimen height, as this took into account both the weak and strong
parts of the foam, and it also meant that a constant average strain rate could be ascribed to
the stress-strain curves.
For both foam types, stress-strain curves were established for the tested strain rates, all
showing the characteristic shape of a rigid foam under uniaxial compression. A clear rate
response was identiﬁed, showing a similar rate sensitivity for the two foam types. Plotting the
foam crush strength level against strain rate showed that the increase in crush strength could
be described by a simple logarithmic relation given in [52]. The rate response of the foams was
seen to correspond to an upward parallel shift of the stress-strain curve measured at the lower
strain rate, indicating that the stress-strain curves at the higher strain rates could be generated
by scaling the initial reference curve with a suitable scaling parameter. Such scaling parameters
could be generated by using the established rate equation for the crush strength. This was used
to generate scaling parameters for a range of strain rate which was used in ls-dyna to model
the rate eﬀect of the foam materials.
8.3 Modelling
A three step numerical blast load model was set-up using ls-dyna to model the explosive,
detonation of the explosive, the pressure wave expansion, the ﬂuid structure interaction with
the blast impacted panel and the response of the panel. The model was divided into three steps
each taking care of a speciﬁc part of the blast loading problem;
Blast wave generation, using a 2D model to model the explosion and the generation of the
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blast wave. The use of a 2D model made it possible to use a very ﬁne mesh to generate a
well-deﬁned blast wave front. The generated pressure was stored in a mapping ﬁle used
to initialize the pressure in a 3D model representing the actual blast test set-up
Fluid Structure Interaction, using a 3D model designed to replicate the experimental test
set-up. The blast box was represented by modelling the air inside the blast box, where
boundary conditions was deﬁned at the edges of the air domain to replicate the outﬂow
constraints imposed by the real blast box. The pressure in the 3D air domain was initialized
by reading the 2D pressure mapping ﬁle and utilizing rotational symmetry. In this model
step FSI coupling with the modelled panel is performed such that the generated blast
pressure could be brought into contact with the panel surface.
Structural response, where the air domain from the 3D model has been removed, after
checking that no more impulse form the blast load is transferred to the panel, leaving the
model with only the panel part, which will continue to respond to the applied loading.
This results in a much faster computation time than with the FSI coupling active.
In the 2D model it was observed that the developed pressure was signiﬁcantly inﬂuenced
by the detonation products from the explosion, leading to a sudden decrease in pressure.
The drop in pressure resulted in a lower incident impulse generated in the numerical load
model compared to that obtained when using the ∗load_blast_enhanced model. That the
detonation product part of the model has an eﬀect on the generated pressure was supported by
[60], but experimental evidence of the observed behaviour has not been produced.
For the 3D part of the load model, studies on the inﬂuence of mesh size in the air domain
and the panel, and of the FSI parameter settings were performed to optimize the mapping
of the pressure in the 3D model, and the FSI coupling. Leakage was prevented during the
primary load transfer, but at approximately 0.4ms leakage developed in the centre part of the
panel. Since the primary load transfer had taken place this was accepted, but in a future work,
measures should be taken to eliminate it, since it can have a consequence for modelling other
types of blast loading scenarios. Further mesh reﬁnement is seen as the primary measure to
prevent the leakage.
The division of the load model into the three parts was primarily done for speed eﬃciency.
Comparing step 2 and 3 of the load model, an increase in computational speed of approximately
64 times was obtained when removing the air domain and FSI coupling. Whether going from
step 2 to 3 can take place, will depend on the actual problem in question. Some blast problems,
for example blast in a closed or very conﬁned space, can generate long load transfer times such
that step 2 has to be maintained through the entire run time. Compared with the LBE model,
the clear advantage of the numerical load model approach is that reﬂections can be taken into
consideration. This was shown in the case of modelling blast on a panel in the blast box, where
a clear increase in panel deﬂection was seen compared to modelling a case where no outﬂow
constraints were set on the blast box air domain. A similar problem cannot be modelled by use
of LBE. The clear disadvantage of the numerical approach is the time consumption.
The response of the modelled and tested panel from a 25g blast load using a SOD of 100mm
were compared. The panel response was modelled using both the designed numerical load model
and the ∗load_blast_enhanced model. For both load models the modelled panel response
was found to be smaller than in the test, with the deﬂection of the panel modelled with the
numerical load model being 19% lower than in the experiment. The model results indicated
that the modelled impulse was too low compared with the impulse delivered from the explosive
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in the tests. A study using the LBE model showed that an increase in explosive mass by 50%,
leading to a larger impulse delivered to the panel, resulted in an exact match between the
model and test results. To verify if the modelled impulse is too low a test set-up was designed
to measure the pressure and impulse in a blast test, but the variation in the measured data
was too large for any conclusions to be drawn. An important issue to take into consideration
in the model-to-test comparison for the 25g blast is, that test data were only available from
one test. The experimental variation is therefore not known, which makes it diﬃcult to fairly
evaluate how close the model is to match the test data on an average level. Because the test is
from a 25g blast, the result can be sensitive to small deviations in used explosive mass, as it
can constitute a relatively large amount of the total charge mass. The detonator itself can also
have an eﬀect on the measured response for such small explosive charges.
A number of preliminary model runs were performed to model blast loading from a 250g
on the CRBJ panel types, resulting in a signiﬁcant over prediction of deﬂection and failure of
the modelled panels. It was therefore decided to take a step back in level of complexity, and
instead model the laminate response obtained from tensile tests performed on Eglas/Epoxy
laminates such that an evaluation of the performance of the ∗mat_composite_dmg_msc
material model could be made. Two layups were modelled; uni-directional and quarto-axial. For
the unidirectional layup good agreement between model and test data was found, when using
3 elements per ﬁbre layer and using the default hourglass model in ls-dyna with hourglass
coeﬃcient QH=0.15. Using the ﬁndings from modelling the UD laminates, models of the tested
quarto-axial laminates were built. Due to computer power limitations, the QA laminates had
to be represented with fewer ﬁbre layers than in the actual tested laminates. Two layups were
modelled. One with 8 ﬁbre layers and one with 16 ﬁbre layers using the layer orientations
shown in ﬁgure 7.5 on page 108. The modelled stress-strain relationship of the two QA designs
was seen to deviate signiﬁcantly from the material test results. The primary reason for the
deviation was found to be improper representation of the layer interfaces resulting in odd
element deformation due to edge eﬀects leading to model instability.
Modelling of a 250g blast on the CRCL sandwich types revealed that the foam cores, in
the modelled sandwich, compressed, a behaviour which is opposite of that identiﬁed in the
tested sandwich panels, where no core crushing was seen. It was found that the foam crush
strength should be increased by a factor of 8 before the crushing was avoided. Possible reasons
for the observed crushing could be that foam data obtained from uni-axial material testing are
not valid for describing a foam panel under multi-axial loading. Another issue could be that
the material data used for describing the foam are based on a maximum strain rate of 10s−1,
and in the model strain rates over 70,000s−1 were identiﬁed. It is therefore not known if the
foam rate dependence changes sensitivity for much larger strain rates, which could lead to a
larger dynamic increase factor at these strain rates, and thus a much larger crush strength than
predicted by the obtained rate model parameters, which are based on the strain rates used
in the foam tests. Finally the improper representation of the laminate and skin-core interface
could also contribute to the observed model behaviour.
8.4 Recommendation for Future Work
Several issues have been pointed out as possible reasons for some of the inconsistencies seen
when comparing test and model data for the response of the blast tested panels. In future
work these challenges should be addressed such that better agreement between model and test
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data can be generated. The following are suggestions for future work that is believed to help
accommodate some of the challenges pointed out:
• To improve the comparison between model and test data for the 25g blast on the CRBJ
panels, a series of additional tests at 25g using a SOD of 100mm should be performed such
that the variation in the experimental data, for this blast test set-up, can be estimated.
Using a comparison between model and test data for a 25g blast is found attractive since
the test results indicate that no failure develops in the panel using this loading. The panel
can therefore be modelled by an elastic model without having to consider layer interfaces
and the agreement between test and model data will mainly be attributed to the applied
loading in the test and model, which leads to the next recommendation.
• To further support the validation of the load modelling, work should be done to improve
the pressure measurement set-up, such that valid pressure measurements can be performed.
It is suggested to set-up a test with a charge size and stand-oﬀ distance combination
resulting in a scaled distance Z ≈ 2. Here the duration time will be longer and the peak
pressure lower which might make measuring easier. In addition data in the literature can
be found for such a set-up and used for comparison to verify the measured data. Such
measurement will help disclose if the designed set-up is one of the problems in the large
variation seen in the performed pressure measurements. The pressure measurements will
also help to quantify the correct value to be used as a PETN to TNT conversion factor in
the LBE model.
• To overcome the challenges in modelling the tensile test of the quarto-axial laminates,
the design of the modelled laminate should be changed from not modelling the interfaces
physically to representing the layer interfaces for example through the use of cohesive zone
modelling. This will require establishment of fracture resistance data for the laminate
interfaces such that data for the cohesive laws can be generated. This will allow for proper
debonding at the tensile test specimen edges when tensioned and hopefully improve the
element deformation seen at the model edges.
• To verify if the rate expression for the foam is valid at higher strain rates than tested for
in the performed compression test, additional foam compression tests should be performed
at higher strain rates in for example a Split Hopkinson Pressure Bar (SHPB) set-up.
Before such tests are performed some considerations should be made with respect to
specimen design. Normally tests in an SHPB are performed on round specimens, which
is a deviation from the shape used in the performed test and thus could be a source
of inconsistency between the two data sets. Secondly the specimen height used in the
SHPB set-up should be similar to that used in performed tests as the foam microstructure
was seen to have an impact on the foam response. This raises a third issue that the
microstructure of the foam in any future test should be similar to that in the test already
performed as otherwise that could be a source of error.
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Appendix A
Re-Design of the Blast Box
During blast testing using the original blast box, it became clear that some issues existed with
its design. Damages to the bolts ﬁxating the frame to the box was observed after testing, and
one test resulted in the fracture of a number of bolts along one frame edge, leaving the blast
box unusable for further test. A re-design of the blast box was therefore necessary.
A.1 Identiﬁed Problems with the Original Blast Box
Figure A.1 shows the original design of the blast box. From testing the following problems were
identiﬁed;
• Improper design of the blast box frame, where rotation of the frame parts lead to damages
on the bolts ﬁxating the frame to the box.
• Sliding of the test plates in the clamped region between the frame and blast box, leading
to rupture of the plate material between the plate edge and the edges of the bolt holes
going through the plate.
• Insuﬃcient strength of the bolts ﬁxating the frame to the box, severely limiting the
possibilities for performing tests in the blast box.
Figure A.1: Design of the original blast box
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The most severe of the identiﬁed issues was the lack of strength in the frame/box assembly,
as it left the box unusable for further test. But the other issues were also detrimental for the
functionality of the blast box. The rotation of the frame parts bended the bolts, with the
consequence that they had to be changed after a test. But if the bending were to become large
enough, the bolts could also start to be dragged out and thereby damaging the threading in
the bolt holes, such that the sides of the blast box would have to be repaired or changed. The
sliding of the test plate also constituted a problem for the bolts, because the plate was dragged
into the side of the bolts, creating indentations in the side of them. In addition the sliding
makes it harder to model the response numerically, because the boundary conditions become
harder to represent.
A.1.1 Wrong Frame Design
The existing frame consisted of four parts that were assembled by a single bolt in each corner,
as illustrated in ﬁgure A.1. This made it possible for the two turquoise frame parts to rotate
around the axis of the corner bolts. When the plate is deﬂecting the up-warded bending of the
plate will apply a moment to the frame edge, rotating the frame parts, as shown in ﬁgure A.2a,
leading to the identiﬁed deformation of the bolts, see ﬁgure A.2b, and indirectly to the damage
of their threading, caused by unscrewing the bended bolts from the box, making them unﬁt for
further use.
(a) (b)
Figure A.2: Damage to bolts due to frame rotation
To solve this problem a redesign of the frame should be made that prevents the observed
rotation. This could be done by constructing a solid frame cut out from a large plate, or
redesigning the assembly method of the four frame parts.
A.1.2 Sliding of Test Plate in Clamped Area
After testing, it was observed that the holes in the plates, where the bolts go through, were
damaged as shown in ﬁgure A.3. This indicated that the friction between the frame/box and
the target plates was too low to keep the plates in position. When the edges of the holes in
the plate are brought into contact with the bolts, large stresses develop, leading to the shown
damages. For tests made on composite plates the problem was very severe. There the developed
stress between the bolts and plate hole edges got so large that it exceeded the strength of the
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(a) (b) (c)
Figure A.3: Problems with boundary conditions during test
composite material. This resulted in the observed fracture of the material between the hole
edges and the plate edge. But also the bolt itself can be damaged by the contact with the plate
as seen in A.3c. This will generated a form of shear load in the bolts, which could have been a
contributing factor to the observed fracture of the bolts along the frame edge.
The sliding problem is primarily related to the friction between the frame/box and the test
plate. Since the friction force is related to the ﬁxating force of the frame and the frictional
coeﬃcient μ between the contacting surfaces, this problem could be solved by increasing one or
both of these parameters.
A.1.3 Improper Strength of Frame-Box Assembly
In the original blast box, the frame was fastened to the box with 14 M20 8.8 bolts. During a
surface detonation test with 250g PETN, fracture of the bolts along one of the frame edges
occurred, see ﬁgure A.4. The failure was believed to be a combination of the force transferred
to the bolts from the upward movement of the test plat, and the damages added to the bolts
as described above.
(a) (b)
Figure A.4: Failure of blast box after fracture of bolt along on frame edge
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A.2 New Blast Box Design
Based on the identiﬁed failure types diﬀerent solutions have been considered of which the pros
and cons have been evaluated. The chosen solutions can be summarised as follows;
• Complete re-design of the frame structure.
• Increased friction in the clamped area by aﬀecting the surface roughness.
• Increased strength of the frame–box assembly by increasing the size and strength of the
bolts.
In the following the individual solutions will be described.
A.2.1 New Frame Design
To solve the problem regarding the rotation in the frame structure a new frame structure has
been designed, presented in ﬁgure A.5
The frame is still made from four parts that are assembled in each corner. This was found
better than making the frame as one solid structure, due to cheaper production, but most
importantly due to the fact that if one side is damaged it can be replaced. In the new frame
design the assembly of the frame parts is made by connecting overlapping slaps using four bolts.
To make it possible for the new frame to be positioned on the blast box, the nuts used for
tightening the bolts at each corner assembly has been countersunk, as shown in ﬁgure A.5b.
This new type of assembly will hinder the kind of rotation seen with the previous frame design.
The new frame is also constructed in a stronger material than before. The previous frame was
constructed from steel S235, whereas the new frame is constructed in Impax Supreme from
Uddeholm. The data for the two steels can be seen in table A.1. The Impax Supreme steel
is very tough, and should therefore be well suited to withstand the loading from the blast
Table A.1: Comparison of S235 steel and Impax Supreme
σy[MPa] σUTS[MPa] εfail[%] ρ[kgm−3]
S235 235 360 – 460 26 7850
Impax Supreme 750 – 950 900 – 1100 - 7800
(a) (b)
Figure A.5: New frame design
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testing. A further improvement of the new frame is that all the interior frame edges has been
giving a chamfer of 15° to allow full view from the high speed cameras. The old frame only
had the chamfer on two of the edges, resulting in shadows developing on the test plate surface
from the non-chamfered frame edges, when monitored by the high speed cameras. This can
be detrimental for the DIC analysis, since the shadows will darken that speciﬁc area of the
images, reducing the available grey-scale level, and thereby making it harder for the correlation
algorithm to estimate the movement of the surface pattern, from which the deformation is
determined.
Finally the dimensions of the new frame have been increased. The height has been increased
from 40 to 60 mm, to give greater bending stiﬀness to the structure, and the exterior dimension
has been increased from 600×600mm to 700×700mm, keeping the interior opening 500×500mm.
This has increased the area where the test plates are ﬁxed, from a width of 50 to 100mm. This
was done to increase the distance from the edge of the bolt holes in the plate to the edge of the
plate. This will give a larger amount of material to support the stress developing if the plates
are slid against the bolts, making it more diﬃcult to deform/rupture the plate edge area as
seen in ﬁgure A.3.
A.2.2 Improved Boundary Conditions
As explained earlier, a problem exists with ﬁxating the plates in the clamped area, which can
be regarded as a frictional problem. One way to solve this problem could be to increase the
clamping force, by tighten to bolts more. But with the tools available on the test site this is not
possible. Instead the problem has been addressed by increasing the surface roughness in the
clamping region. This has been done by milling a pyramid shaped pattern into the surfaces of
the box and frame that are clamped against the test plate. Each pyramid have a height of 1mm
and a bottom area of 2×2mm. The idea behind the pattern is that the small pyramids will
generate locally high stresses and are thus able to penetrate into the surface of the test material,
such that a higher friction between the box/frame surfaces and the test plate is generated.
A.2.3 Increased Box-Frame Assembly Strength
The observed failure of the bolts in the blast box was, as mentioned above, thought to be due
to a combination of the load from the blast pressure and from the damages imparted by the
bending of the frame and the contact deformation between test plate and the bolts, due to
the sliding of the test plate. The bending and sliding contributions should have been removed
or minimized from the redesign of the frame and application of the pyramid pattern in the
clamping area. Analysing the load going into the bolts from the blast load and the deﬂection
of the test plate, is not straight forward. First of all because no simple analytical expressions
could be found that describe the pressure build-up in a semi conﬁned volume, as that present
in the blast box set-up used when failure occurred. An expression for a zero venting volume
was found [63], but that was not valid for the explosive mass and box volume combination used.
Going to a full numerical analysis was found to be out of the scope for the redesign process, as
such a process would take up to much time before a design could be ready.
It was therefore decided to change the bolts holding the frame from M20 8.8 bolts to M30
10.9 bolts, which ﬁrst and foremost are able to take up more load. The change from M20 to
M30, and the redesign of the frame, meant that other parts of the blast box had to be replaced
to be able to support the new wider frame and have room for the larger bolts.
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A.2.4 New Blast Box Design
Figure A.6 shows a model of the redesigned blast box. Based on the described design changes,
the following parts had to be created or replaced with new ones;
• the two solid sides, which were changed from a thickness of 50 to 100mm to give support
for the new frame and bolts
• the 4 corner pieces giving frame support in the corners and connects the 100m sides with
the reused open sides
• Support plates, to better ﬁxate the target plate along the open sides
(a) (b)
Figure A.6: Redesigned blast box
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B.1 E-glass Fibre Properties
SAERTEX    GmbH & Co. KG
Brochterbecker Damm 52
D-48369 Saerbeck
phone: ++49/2574/902-0
fax: ++49/2574/902-209
e-mail: info@saertex.com
DATASHEET
STYLE NO.
S32EQ250-00940-01270-464000
DESCRIPTION OF STYLE
QUADRAXIAL-GLASS-FABRIC
CONSTRUCTION AREAL-WEIGHT TOLERANCE MATERIAL LINEAR DENSITY
[g/m²] [+/-%] tex
0° 236 5 E-Glass 600
-45° 234 5 E-Glass 300
90° 236 5 E-Glass 600
+45° 234 5 E-Glass 300
STITCHING: 6 5 PES 76 dtex
BINDER: Tricot-Warp GAUGES: 5
WIDTH: 1270 mm or in tapes
TOTAL AREAL WEIGHT: 946 g/m² TOTAL TOLERANCE: 5,0 %
23.06.2006 TG
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B.2 Epoxy Matrix Properties
Hot curing epoxy system based on Araldite LY 564 / Aradur 917/ Accelerator 960-1 
March 2004  1/1 
 
 
 
 
Advanced Materials 
 
Structural Composites 
 
 
MATRIX SYSTEMS FOR INDUSTRIAL COMPOSITES DATA SHEET
 Hot curing epoxy system based on  
Araldite® LY 564* / Aradur® 917* / Accelerator 960-1* 
  Araldite LY 564 is a low-viscosity epoxy resin 
Aradur 917 is an anhydride hardener 
Accelerator 960-1 is used as an amine accelerator 
Applications  Industrial composites (tubes, pipes, profiles) 
Properties  Araldite LY 564 with Aradur 917 and Accelerator 960-1 exhibits a low mix viscosity 
at room temperature in combination with a long pot life. Nevertheless very short 
cure cycles can be achieved at cure temperatures above 120 °C for an economical 
production. The system shows good fibre impregnation properties and is easy to 
process. The cured system has excellent mechanical properties. 
Processing  x Filament Winding  
x Pultrusion 
x Wet lay-up 
x Resin Transfer Moulding (RTM) 
Key data  Araldite LY 564 
  Aspect (visual) clear liquid 
  Colour (Gardner, 1 - 2  
  Viscosity at 25 °C (ISO 12058-1)) 1200 - 1400 [mPa s] 
  Density at 25 °C (ISO 1675) 1.1 - 1.2 [g/cm3] 
  Flash point 185 [°C] 
  Aradur 917 
  Aspect (visual) clear liquid 
  Colour (Gardner,  d 2  
  Viscosity at 25 °C (ISO 12058-1) 50 - 100 [mPa s] 
  Density at 25 °C (ISO 1675) 1.20 - 1.25 [g/cm3] 
  Flash point 195 [°C] 
  Accelerator 960-1 
  Aspect (visual) light yellow liquid 
  Colour (Gardner, d 8  
  Viscosity at 25 °C (ISO 12058-1) 150 - 300 [mPa s] 
  Density at 25 °C (ISO 1675) 0.95 - 0.97 [g/cm3] 
  Flash point 110 - 120 [°C] 
  Storage temperature in every case 
(see expiry date on original container) 
2 - 40 [°C] 
Storage  Provided that the products described above are stored in a dry place in their 
original, properly closed containers at the above mentioned storage temperatures 
they will have the shelf lives indicated on the labels. 
Partly emptied containers should be closed immediately after use.  
Because Aradur 917 is sensitive to moisture, storage containers should be 
ventilated with dry air only. 
                                                     
* In addition to the brand name product denomination may show different appendices , which allows us to differentiate between our production sites: 
e.g , BD = Germany, US = United States, IN = India, CI = China, etc.. These appendices are in use on packaging, transport  and invoicing documents. 
Generally the same specifications apply for all versions. Please address any additional need for clarification to the appropriate Huntsman contact. 
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Processing data 
Mix ratio  Components 
Araldite LY 564 
Aradur 917 
Accelerator 960-1 
 Parts by weight 
100 
98 
3 
Parts by volume
 100 
 93 
 3.5 
Processing 
recommendations 
 The hardener and accelerator can be premixed to allow the use of two-component 
mixing/dosing equipment. The temperature where gelation is being carried out should 
not be higher than necessary. A high gelation temperature induces shrinkage and 
generates internal stress within the part. 
Initial mix viscosity 
(Hoeppler, ISO 12058-
1B) 
  >°C@
 at 25
 at 40
 >mPa s@
450 - 700
100 - 200
Pot life 
(Tecam, 100 ml, 
65 % RH) 
  >°C@
 at 23
 at 50
 
>h@ 
>min@ 
80 - 90
210 - 250
Gel time 
(Hot plate) 
  >°C@
 at 80
 at 
100
 at 
110
 at 
120
 at 
130
 at 
140
 at 
150
 >min@
30 - 40
8 - 13
5 - 8
3 - 5
2 - 4
1 - 2
0.5 - 1.5
  The values shown are for small amounts of pure resin/hardener mix. In composite structures the gel time 
can differ significantly from the given values depending on the fibre content and the laminate thickness. 
Typical cure cycles  0.5 - 1 h 130 °C 
or 4 h 100 °C 
or 4 h 80 °C + 4 h 120 °C 
  The optimum cure cycle has to be determined case by case depending on the processing and the 
economic requirements. 
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Hot curing epoxy system based on Araldite LY 564 / Aradur 917/ Accelerator 960-1 
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Properties of the cured, neat formulation 
Glass transition 
temperature 
(IEC 1006, 
DSC, 10 K/min) 
 Cure: 
4 h 80 °C 
4 h 100 °C 
1 h 130 °C 
4 h 80 °C + 4 h 120°C 
4 h 80 °C + 4 h 140 °C 
4 h 80 °C + 8 h 140 °C 
4 h 80 °C + 4 h 160 °C 
  TG >°C]
88 - 98
110 - 120
94 - 102
122 - 130
115 - 123
115 - 123
112 - 120
Tensile test 
(ISO 527) 
  
 
Tensile strength 
Elongation at tensile strength 
Ultimate strength 
Ultimate elongation 
Tensile modulus 
Cure:
>MPa@
>%@
>MPa@
>%@
>MPa@
 4 h 80 °C 
+ 4 h 120 °C
75 - 91
4 - 5
75 - 91
4.5 - 5.5
3100 - 3200
Flexural test 
(ISO 178) 
  
 
Flexural strength 
Elongation at flexural strength
Flexural modulus 
Cure:
>MPa@
>%@
>MPa@
 4 h 100 °C
150 - 165
6 - 7
3250 - 3450
4 h 80 °C
+ 4 h 120 °C
140 - 150
6 - 7
3000 - 3100
Fracture properties 
Bend notch test 
(PM 258-0/90) 
  
 
Fracture toughness K1C 
Fracture energy G1C 
Cure:
>MPam@
>J/m2@
 4 h 80 °C
+ 4 h 120 °C
0.59 - 0.7
100 - 125
Water absorption 
(ISO 62) 
 Immersion: 
 
1 day H2O 23 °C 
10 days H2O 23 °C 
Cure:
>%@
>%@
 4 h 80 °C
+ 4 h 120 °C
0.13 - 0.15
0.40 - 0.45
Flexural test 
(ISO 178) 
 Laminate comprising 12 layers unidirectional 
E-glass fabric (425 g/m2) 
Fibre volume content: 59 - 64 % 
Laminate thickness t = 3.0 - 3.3 mm 
   
 
Flexural strength 
Elongation at flexural strength
Flexural modulus 
Cure:
>MPa@
>%@
>MPa@
 4 h 80 °C
+ 4 h 120 °C
880 - 980
2.0 - 2.2
44000 - 46000
Interlaminar shear 
strength 
(ASTM D 2344) 
 Short beam: Laminate comprising 12 layers unidirectional 
E-glass fabric (425 g/m2) 
Fibre volume content: 59 - 64 % 
Laminate thickness t = 3.0 - 3.3 mm 
   
 
Shear strength 
Cure:
>MPa@
  4 h 80 °C
+ 4 h 120 °C
54 - 58
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B.3 Measured Mechanical Properties for UD Eglas/Epoxy
laminate
Table B.1: Measured material data for an Eglas/Epoxy UD laminate
Measured property Symbol Unit Average 95%-CIa CLTb
Tensile modulus in the 1-direction Et11 GPa 45.3 1.3 45.2
Poissons ratio for loading in tension in the 1-direction ν12 – 0.272 0.013 0.256
Tensile strength in the 1-direction Xt11 MPa 1041 31 1117
Compressive modulus in the 1-direction Ec11 GPa 45.89 1.16 45.2
Compressive strength in the 1-direction Xc11 MPa 801 56 662
Tensile modulus in the 2-direction Et22 GPa 12.7 0.8 15.8
Poissons ratio for loading in tension in the 2-direction ν21 – 0.077 0.008 0.089
Tensile strength in the 2-direction Xt22 MPa 29 3 65
Compressive modulus in the 2-direction Ec22 GPa 14.7 0.5 15.8
Compressive strength in the 2-direction Xc22 MPa 107 1 161
Tensile modulus in the 3-direction Xt33 MPa 19 3 66.1
Compressive modulus in the 3-direction Ec33 GPa 16 0.7 15.8
Poissons ratio for loading in tension in the 3-direction ν31 – 0.096 0.01 0.089
Poissons ratio for loading in tension in the 3-direction ν32 – 0.040 0.02 0.036
Compressive strength in the 3-direction Xc33 MPa 186 15 161
Shear modulus in the 12-plane(1× specimen) G12 GPa 5.19 0.15 5.32
Shear strengths in the 12-plane(1× specimen) X12 MPa 62.2 0.9 80.6
Shear modulus in the 12-plane(2× specimen) G12 GPa 5.36 0.11 5.32
Shear strengths in the 12-plane(2× specimen) X12 MPa 62.0 1.3 80.6
Shear modulus in the 13-plane(1× specimen) G13 GPa 5.18 0.26 5.32
Shear strengths in the 13-plane(1× specimen) X13 MPa 58.1 0.8 80.6
Shear modulus in the 23-plane(1× specimen) G23 GPa 4.34 0.22 5.97
Shear strengths in the 23-plane(1× specimen) X23 MPa 31.4 3.7 –
a Conﬁdence Interval bound
b Calculated based on Classic Lamination Theory for a 60 vol-% laminate
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B.4 Measured Mechanical properties for Quarto-Axial
Eglas/Epoxy Laminate
Table B.2: Measured material data for an Eglas/Epoxu quarto-axial laminate
Measured property Symbol Unit Average 95%-CIa CLTb
Tensile modulus Etxx GPa 22.1 0.6 22.8
Poissons ratio νxy – 0.301 0.003 0.308
Tensile strength Xtxx MPa 387 8 108
Compressive modulus Ecxx GPa 23 1.2 22.8
Compressive strength Xcxx MPa 398 18 267
Poissons ratio νzx – – – 0.169
Poissons ratio νzy – – – 0.169
Shear modulus in the xy-plane(1× specimen) Gxy GPa 8.0 0.6 8.7
Shear strengths in the xy-plane(1× specimen) Xxy MPa 224 6 102
Shear modulus in the xy-plane(2× specimen) Gxy GPa 8.7 0.3 8.7
Shear strengths in the xy-plane(2× specimen) Xxy MPa 182 9 102
Shear modulus in the xz-plane(1× specimen) Gxz GPa – – 4.66
Shear strengths in the xz-plane(1× specimen) Xxz MPa – – –
Shear modulus in the yx-plane(1× specimen) Gyz GPa – – 4.66
Shear strengths in the yz-plane(1× specimen) Xyz MPa – – –
a Conﬁdence Interval bound
b Calculated based on Classic Lamination Theory for a 56 vol-% laminate
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B.5. S-glass/Phenol Laminate Datasheet Properties
B.5 S-glass/Phenol Laminate Datasheet Properties
Version: 1.3
Updated Date: Jan. 2013
Property Unit Input Value
vf - 0.62 Photo Representation:
ρc gm/cc 2.00
E1 GPa 29.7
E2 GPa 24.8
E3 GPa 12.0
ν21 - 0.100
ν31 - 0.200
ν32 - 0.200
G12 GPa 4.500
G23 GPa 2.900
G31 GPa 3.100
X1T MPa 549
X1C MPa 204
X2T MPa 457
X2C MPa 138
X3T MPa 52
SFC MPa 1540 Details:
SFS MPa 165 MIL-DTL-64154B, Class C
S12 MPa 73 Supply Chain Procured Plate
S23 MPa 49 ShieldStrand S - 360 tex Input
S31 MPa 49 24 oz PW Fabric - Phenolic Resin @ 20% RC
AM1 - 2.00
AM2 - 2.00 Notes:
AM3 - 0.50
AM4 - -0.20
PHIC - 10
SFFC - 0.30
Crate1 - 0.03
Crate2 - 0.00
Crate3 - 0.03
Crate4 - 0.03
SDELM - 1.2
OMGMX - 0.988
E_LIMT - 5.00
EEXPN - 5.00
ECRSH - 0.001
AMODEL - 2 (PW)
Owens Corning Proprietary Data
2)  This data is representative of a Ballistic Grade Laminate.  A 
Structural based laminate (30% RC) may have higher values.  
3)  Updates will be distributed as necessary and if there is any 
immediate verification needed, do not hesitate to contact Owens 
Corning.
1)  Fabric has a slight increase in fiber count within the Warp 
(Machine Direction); thus,  the value differences in the 
Transverse and Longitudinal directions.  Higher values would 
generally represent the Warp direction.
***Data shown for comparative purposes only and is not to be construed as a guaranty or warranty of performance.  Absolute performance will vary by resin 
system and process.  Owens Corning believes this to be an accurate representation of our material’s performance.
Technical Contact: Matthew Berning (513-480-0888)
ShieldStrand® S/ Phenolic     MAT 162 Input
Owens Corning Proprietary Data
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B.6 Divinycell H-series Datasheet
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Appendix C
LS-DYNA Material Model MAT_162
C.1 Manual for MAT_COMPOSIE_DMG_MSC
This appendix holds the description of ∗mat_composite_dmg_msc taken from the ls-dyna
material model user manual [31]
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&(5$7( &RHIILFLHQWIRUVWUDLQUDWHGHSHQGHQWWUDQVYHUVHPRGXOL
0DWHULDO0RGHOV
7KHXQLGLUHFWLRQDODQGIDEULFOD\HUIDLOXUHFULWHULDDQGWKHDVVRFLDWHGSURSHUW\GHJUDGDWLRQPRGHOVIRU
PDWHULDODUHGHVFULEHGDVIROORZV$OOWKHIDLOXUHFULWHULDDUHH[SUHVVHGLQWHUPVRIVWUHVVFRP
SRQHQWVEDVHGRQSO\OHYHOVWUHVVHV       D E F DE EF FDV V V W W W DQGWKHDVVRFLDWHGHODVWLFPRGXOLDUH
      D E F DE EF FD( ( ( * * * 1RWHWKDWIRUWKHXQLGLUHFWLRQDOPRGHODEDQGFGHQRWHWKHILEHULQSODQH
WUDQVYHUVHDQGRXWRISODQHGLUHFWLRQVUHVSHFWLYHO\ZKLOHIRUWKHIDEULFPRGHODEDQGFGHQRWHWKH
LQSODQHILOOLQSODQHZDUSDQGRXWRISODQHGLUHFWLRQVUHVSHFWLYHO\
8QLGLUHFWLRQDOODPLQDPRGHO
7KUHHFULWHULDDUHXVHGIRUILEHUIDLOXUHRQHLQWHQVLRQVKHDURQHLQFRPSUHVVLRQDQGDQRWKHURQHLQ
FUXVKXQGHUSUHVVXUH7KH\DUHFKRVHQLQWHUPVRITXDGUDWLFVWUHVVIRUPVDVIROORZV
7HQVLOHVKHDUILEHUPRGH
  
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ZKHUH DUH0DFDXOD\EUDFNHWV D76 DQG6D& DUHWKHWHQVLOHDQGFRPSUHVVLYHVWUHQJWKVLQWKHILEHU
GLUHFWLRQDQG6)6 DQG6)& DUHWKHOD\HUVWUHQJWKVDVVRFLDWHGZLWKWKHILEHUVKHDUDQGFUXVKIDLOXUH
UHVSHFWLYHO\
0DWUL[PRGHIDLOXUHVPXVWRFFXUZLWKRXWILEHUIDLOXUHDQGKHQFHWKH\ZLOOEHRQSODQHVSDUDOOHOWR
ILEHUV)RUVLPSOLFLW\RQO\WZRIDLOXUHSODQHVDUHFRQVLGHUHGRQHLVSHUSHQGLFXODUWRWKHSODQHVRI
OD\HULQJDQGWKHRWKHURQHLVSDUDOOHOWRWKHP7KHPDWUL[IDLOXUHFULWHULDIRUWKHIDLOXUHSODQHSHU
SHQGLFXODUDQGSDUDOOHOWRWKHOD\HULQJSODQHVUHVSHFWLYHO\KDYHWKHIRUPV
3HUSHQGLFXODUPDWUL[PRGH
  
 
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3DUDOOHOPDWUL[PRGH'HODPLQDWLRQ
  
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ZKHUH6E7LVWKHWUDQVYHUVHWHQVLOHVWUHQJWK%DVHGRQWKH&RXORPE0RKUWKHRU\WKHVKHDUVWUHQJWKV
IRUWKHWUDQVYHUVHVKHDUIDLOXUHDQGWKHWZRD[LDOVKHDUIDLOXUHPRGHVDUHDVVXPHGWREHWKHIRUPV
 WDQ DE DE E6 6 M V   

  WDQ EF EF E6 6 M V   
 WDQ FD FD F6 6 M V   
  WDQ EF EF F6 6 M V   
ZKHUHMLVDPDWHULDOFRQVWDQWDV WDQ M LVVLPLODUWRWKHFRHIILFLHQWRIIULFWLRQDQG6DE 6FD DQG6EF
DUHWKHVKHDUVWUHQJWKYDOXHVRIWKHFRUUHVSRQGLQJWHQVLOHPRGHV
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)DLOXUHSUHGLFWHGE\WKHFULWHULRQRIIFDQEHUHIHUUHGWRDVWUDQVYHUVHPDWUL[IDLOXUHZKLOHWKHPD
WUL[IDLOXUHSUHGLFWHGE\IZKLFKLVSDUDOOHOWRWKHOD\HUFDQEHUHIHUUHGDVWKHGHODPLQDWLRQPRGH
ZKHQLWRFFXUVZLWKLQWKHHOHPHQWVWKDWDUHDGMDFHQWWRWKHSO\LQWHUIDFH1RWHWKDWDVFDOHIDFWRU6LV
LQWURGXFHGWRSURYLGHEHWWHUFRUUHODWLRQRIGHODPLQDWLRQDUHDZLWKH[SHULPHQWV7KHVFDOHIDFWRU6
FDQEHGHWHUPLQHGE\ILWWLQJWKHDQDO\WLFDOSUHGLFWLRQWRH[SHULPHQWDOGDWDIRUWKHGHODPLQDWLRQDUHD
:KHQILEHUIDLOXUHLQWHQVLRQVKHDUPRGHLVSUHGLFWHGLQDOD\HUE\IWKHORDGFDUU\LQJFDSDFLW\RI
WKDWOD\HULVFRPSOHWHO\HOLPLQDWHG$OOWKHVWUHVVFRPSRQHQWVDUHUHGXFHGWR]HURLQVWDQWDQHRXVO\
WLPHVWHSVWRDYRLGQXPHULFDOLQVWDELOLW\)RUFRPSUHVVLYHILEHUIDLOXUHWKHOD\HULVDVVXPHGWR
FDUU\DUHVLGXDOD[LDOORDGZKLOHWKHWUDQVYHUVHORDGFDUU\LQJFDSDFLW\LVUHGXFHGWR]HUR:KHQWKH
ILEHUFRPSUHVVLYHIDLOXUHPRGHLVUHDFKHGGXHWRIWKHD[LDOOD\HUFRPSUHVVLYHVWUHQJWKVWUHVVLV
DVVXPHGWRUHGXFHWRDUHVLGXDOYDOXH 5&6   $&6))& 6 7KHD[LDOVWUHVVLVWKHQDVVXPHGWRUH
PDLQFRQVWDQWLH D 5&6V   IRUFRQWLQXRXVFRPSUHVVLYHORDGLQJZKLOHWKHVXEVHTXHQWXQORDGLQJ
FXUYHIROORZVDUHGXFHGD[LDOPRGXOXVWR]HURD[LDOVWUHVVDQGVWUDLQVWDWH:KHQWKHILEHUFUXVKIDLO
XUHRFFXUVWKHPDWHULDOLVDVVXPHGWREHKDYHHODVWLFDOO\IRUFRPSUHVVLYHSUHVVXUHS!DQGWRFDUU\
QRORDGIRUWHQVLOHSUHVVXUHS
:KHQDPDWUL[IDLOXUHGHODPLQDWLRQLQWKHDESODQHLVSUHGLFWHGWKHVWUHQJWKYDOXHVIRU6FD DQG
6EF DUHVHWWR]HUR7KLVUHVXOWVLQUHGXFLQJWKHVWUHVVFRPSRQHQWV FV  EFW DQG FDW WRWKHIUDFWXUHG
PDWHULDOVWUHQJWKVXUIDFH)RUWHQVLOHPRGH FV ! WKHVHVWUHVVFRPSRQHQWVDUHUHGXFHGWR]HUR
)RUFRPSUHVVLYHPRGH FV  WKHQRUPDOVWUHVV FV LVDVVXPHGWRGHIRUPHODVWLFDOO\IRUWKHFORVHG
PDWUL[FUDFN/RDGLQJRQWKHIDLOXUHHQYHORSWKHVKHDUVWUHVVHVDUHDVVXPHGWRµVOLGH¶RQWKHIUDF
WXUHGVWUHQJWKVXUIDFHIULFWLRQDOVKHDUVWUHVVHVOLNHLQDQLGHDOSODVWLFPDWHULDOZKLOHWKHVXEVHTXHQW
XQORDGLQJVKHDUVWUHVVVWUDLQSDWKIROORZVUHGXFHGVKHDUPRGXOLWRWKH]HURVKHDUVWUHVVDQGVWUDLQ
VWDWHIRUERWK EFW DQG FDW FRPSRQHQWV
7KHSRVWIDLOXUHEHKDYLRUIRUWKHPDWUL[FUDFNLQWKHDFSODQHGXHWRILVPRGHOHGLQWKHVDPHIDVK
LRQDVWKDWLQWKHDESODQHDVGHVFULEHGDERYH,QWKLVFDVHZKHQIDLOXUHRFFXUV6DE DQG6EF DUHUH
GXFHGWR]HURLQVWDQWDQHRXVO\7KHSRVWIUDFWXUHUHVSRQVHLVWKHQJRYHUQHGE\IDLOXUHFULWHULRQRII
ZLWK6DE DQG  EF6  )RUWHQVLOHPRGH EV !  EV  DEW DQG EFW DUH]HUR)RUFRPSUHVVLYH
PRGH EV   EV LVDVVXPHGWREHHODVWLFZKLOH DEW DQG EFW µVOLGH¶RQWKHIUDFWXUHVWUHQJWKVXUIDFH
DVLQDQLGHDOSODVWLFPDWHULDODQGWKHXQORDGLQJSDWKIROORZVUHGXFHGVKHDUPRGXOLWRWKH]HURVKHDU
VWUHVVDQGVWUDLQVWDWH,WVKRXOGEHQRWHGWKDW EFW LVJRYHUQHGE\ERWKWKHIDLOXUHIXQFWLRQVDQG
VKRXOGOLHZLWKLQRURQHDFKRIWKHVHWZRVWUHQJWKVXUIDFHV
)DEULFODPLQDPRGHO
7KHILEHUIDLOXUHFULWHULDRI+DVKLQIRUDXQLGLUHFWLRQDOOD\HUDUHJHQHUDOL]HGWRFKDUDFWHUL]HWKHILEHU
GDPDJHLQWHUPVRIVWUDLQFRPSRQHQWVIRUDSODLQZHDYHOD\HU7KHILOODQGZDUSILEHUWHQVLOHVKHDU
IDLOXUHDUHJLYHQE\WKHTXDGUDWLFLQWHUDFWLRQEHWZHHQWKHDVVRFLDWHGD[LDODQGVKHDUVWUHVVHVLH
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ZKHUH6D7 DQG6E7 DUHWKHD[LDOWHQVLOHVWUHQJWKVLQWKHILOODQGZDUSGLUHFWLRQVUHVSHFWLYHO\DQG6D)6 
DQG6E)6 DUHWKHOD\HUVKHDUVWUHQJWKVGXHWRILEHUVKHDUIDLOXUHLQWKHILOODQGZDUSGLUHFWLRQV7KHVH
IDLOXUHFULWHULDDUHDSSOLFDEOHZKHQWKHDVVRFLDWHGVD RUVE LVSRVLWLYH,WLVDVVXPHG6D)6 6)6DQG
 E)6 E7 D76 6)6 6 6 
:KHQVD RUVE LVFRPSUHVVLYHLWLVDVVXPHGWKDWWKHLQSODQHFRPSUHVVLYHIDLOXUHLQERWKWKHILOODQG
ZDUSGLUHFWLRQVDUHJLYHQE\WKHPD[LPXPVWUHVVFULWHULRQLH
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ZKHUH6D& DQG6E& DUHWKHD[LDOFRPSUHVVLYHVWUHQJWKVLQWKHILOODQGZDUSGLUHFWLRQVUHVSHFWLYHO\
7KHFUXVKIDLOXUHXQGHUFRPSUHVVLYHSUHVVXUHLV

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$SODLQZHDYHOD\HUFDQIDLOXQGHULQSODQHVKHDUVWUHVVZLWKRXWWKHRFFXUUHQFHRIILEHUEUHDNDJH
7KLVLQSODQHPDWUL[IDLOXUHPRGHLVJLYHQE\

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
ZKHUH6DE LVWKHOD\HUVKHDUVWUHQJWKGXHWRPDWUL[VKHDUIDLOXUH
$QRWKHUIDLOXUHPRGHZKLFKLVGXHWRWKHTXDGUDWLFLQWHUDFWLRQEHWZHHQWKHWKLFNQHVVVWUHVVHVLVH[
SHFWHGWREHPDLQO\DPDWUL[IDLOXUH7KLVWKURXJKWKHWKLFNQHVVPDWUL[IDLOXUHFULWHULRQLV
  

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
ZKHUH6F7 LVWKHWKURXJKWKHWKLFNQHVVWHQVLOHVWUHQJWKDQG6EF DQG6FD DUHWKHVKHDUVWUHQJWKVDV
VXPHGWRGHSHQGRQWKHFRPSUHVVLYHQRUPDOVWUHVVV F LH
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:KHQIDLOXUHSUHGLFWHGE\WKLVFULWHULRQRFFXUVZLWKLQHOHPHQWVWKDWDUHDGMDFHQWWRWKHSO\LQWHUIDFH
WKHIDLOXUHSODQHLVH[SHFWHGWREHSDUDOOHOWRWKHOD\HULQJSODQHVDQGWKXVFDQEHUHIHUUHGWRDVWKH
GHODPLQDWLRQPRGH1RWHWKDWDVFDOHIDFWRU6LVLQWURGXFHGWRSURYLGHEHWWHUFRUUHODWLRQRIGHODPL
QDWLRQDUHDZLWKH[SHULPHQWV7KHVFDOHIDFWRU6FDQEHGHWHUPLQHGE\ILWWLQJWKHDQDO\WLFDOSUHGLF
WLRQWRH[SHULPHQWDOGDWDIRUWKHGHODPLQDWLRQDUHD
6LPLODUWRWKHXQLGLUHFWLRQDOPRGHOZKHQILEHUWHQVLOHVKHDUIDLOXUHLVSUHGLFWHGLQDOD\HUE\IRUI
WKHORDGFDUU\LQJFDSDFLW\RIWKDWOD\HULQWKHDVVRFLDWHGGLUHFWLRQLVFRPSOHWHO\HOLPLQDWHG)RU
FRPSUHVVLYHILEHUIDLOXUHGXHWRE\IRUIWKHOD\HULVDVVXPHGWRFDUU\DUHVLGXDOD[LDOORDGLQWKH
IDLOHGGLUHFWLRQZKLOHWKHORDGFDUU\LQJFDSDFLW\WUDQVYHUVHWRWKHIDLOHGGLUHFWLRQLVDVVXPHGXQ
FKDQJHG:KHQWKHFRPSUHVVLYHD[LDOVWUHVVLQDOD\HUUHDFKHVWKHFRPSUHVVLYHD[LDOVWUHQJWK6D& RU
6E&  WKHD[LDO OD\HUVWUHVVLVDVVXPHGWREHUHGXFHG WRWKHUHVLGXDOVWUHQJWK 6D5& RU 6E5& ZKHUH
6D5&  6))& 6D&  DQG 6E5&  6))& 6E&   7KH D[LDO VWUHVV LV DVVXPHG WR UHPDLQ FRQVWDQW LH
VD   6D&5 RUVE   6E&5 IRUFRQWLQXRXVFRPSUHVVLYHORDGLQJZKLOHWKHVXEVHTXHQWXQORDGLQJFXUYH
IROORZVDUHGXFHGD[LDOPRGXOXV:KHQWKHILEHUFUXVKIDLOXUHLVRFFXUUHGWKHPDWHULDOLVDVVXPHGWR
EHKDYHHODVWLFDOO\IRUFRPSUHVVLYHSUHVVXUHS!DQGWRFDUU\QRORDGIRUWHQVLOHSUHVVXUHS
:KHQWKHLQSODQHPDWUL[VKHDUIDLOXUHLVSUHGLFWHGE\IWKHD[LDOORDGFDUU\LQJFDSDFLW\ZLWKLQD
IDLOHGHOHPHQWLVDVVXPHGXQFKDQJHGZKLOHWKHLQSODQHVKHDUVWUHVVLVDVVXPHGWREHUHGXFHGWR]H
UR
)RUWKURXJKWKHWKLFNQHVVPDWUL[GHODPLQDWLRQIDLOXUHJLYHQE\HTXDWLRQVIWKHLQSODQHORDGFDU
U\LQJFDSDFLW\ZLWKLQWKHHOHPHQWLVDVVXPHGWREHHODVWLFZKLOHWKHVWUHQJWKYDOXHVIRUWKHWHQVLOH
PRGH6FD DQG6EF DUHVHWWR]HUR)RUWHQVLOHPRGH FV ! WKHWKURXJKWKHWKLFNQHVVVWUHVVFRPSR
QHQWVDUHUHGXFHGWR]HUR)RUFRPSUHVVLYHPRGH FV   FV LVDVVXPHGWREHHODVWLFZKLOH EFW 
DQG FDW µVOLGH¶RQWKHIUDFWXUHVWUHQJWKVXUIDFHDVLQDQLGHDOSODVWLFPDWHULDODQGWKHXQORDGLQJSDWK
IROORZVUHGXFHGVKHDUPRGXOLWRWKH]HURVKHDUVWUHVVDQGVWUDLQVWDWH
7KHHIIHFWRIVWUDLQUDWHRQWKHOD\HUVWUHQJWKYDOXHVRIWKHILEHUIDLOXUHPRGHVLVPRGHOHGE\WKH
VWUDLQUDWHGHSHQGHQWIXQFWLRQVIRUWKHVWUHQJWKYDOXHV^ `576 DV
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ZKHUH&UDWHLVWKHVWUDLQUDWHFRQVWDQWVDQG 6^`DUHWKHVWUHQJWKYDOXHVRI^657 `DWWKHUHIHUHQFH
VWUDLQUDWH H 
'DPDJHPRGHO
7KHGDPDJHPRGHOLVDJHQHUDOL]DWLRQRIWKHOD\HUIDLOXUHPRGHORI0DWHULDOE\DGRSWLQJWKH
0/7GDPDJHPHFKDQLFVDSSURDFK0DW]HQPLOOHUHWDO>@IRUFKDUDFWHUL]LQJWKHVRIWHQLQJEH
KDYLRUDIWHUGDPDJHLQLWLDWLRQ&RPSOHWHPRGHOGHVFULSWLRQLVJLYHQLQ<HQ>@7KHGDPDJH
IXQFWLRQVZKLFKDUHH[SUHVVHGLQWHUPVRISO\OHYHOHQJLQHHULQJVWUDLQVDUHFRQYHUWHGIURPWKH
DERYHIDLOXUHFULWHULDRIILEHUDQGPDWUL[IDLOXUHPRGHVE\QHJOHFWLQJWKH3RLVVRQ¶VHIIHFW(ODVWLF
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C.2. Failure Mode Coupling for PW Model Type
C.2 Failure Mode Coupling for PW Model Type
PW DAMAGE 
TYPES FIBER DAMAGE MODES
MATRIX DAMAGE 
MODES
PW DAMAGE 
MODES
MODE 1f
j = 7
MODE 2f
j = 8
MODE 3f
j = 9
MODE 4f
j = 10
MODE 5f
j = 11
MODE 6f
j = 12
MODE 7f
j = 13
MO
-DU
-LI
F
ijq
 
Ea 1 0 1 0 1 0 0
Eb 0 1 0 1 1 0 0
Ec 0 0 0 0 1 0 1
Gab 1 1 1 1 1 1 0
Gbc 0 1 0 1 1 0 1
Gca 1 0 1 0 1 0 1
Figure C.1: Illustration of which failure modes at hat aﬀects the reduction of speciﬁc elastic
moduli for the version of the model set to model a laminates with a plain weave
ﬁbre layup [34]
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Appendix D
Classical Central Diﬀerence
Figure D.1: Discretization used to describe the classical central diﬀerence method [19]
For the time step size Δt, the velocity and acceleration at time step n can be approximated
by the conventional central diﬀerence equations [18, 19];
u˙n =
1
2Δt (un+1 − un−1) (D.1)
u¨n =
1
Δt
(
u˙n+ 12
− u˙n− 12
)
= 1Δt
(
un+1 − un
Δt −
un − un−1
Δt
)
= 1
(Δt)2
(un+1 − 2un + un−1) (D.2)
At time tn equilibrium is given by;
Mu¨n + Cu˙n + Kun = Pn (D.3)
Chapter D. Classical Central Diﬀerence
Inserting equations (D.1) and (D.2) into (D.3) gives;
(
M + 12ΔtC
)
un+1 = Δt2Pn −
(
Δt2K − 2M
)
un −
(
M − Δt2 C
)
un−1 (D.4)
from which the displacement at time step n + 1 can be found by inverting M and C where
after the velocity and accelerations can be found. If lumped masses is used M is diagonal
and inversion is trivial. To avoid the solution of simultaneous equations C also needs to be
diagonal or zero. A diagonal C corresponds to mass proportional damping which will damp
lower modes most heavily [18]. It is likely that stiﬀness-proportional damping is then also
desired but then equation (D.4) requires the solution of simultaneous equations. To overcome
this problem Half-Step Central Diﬀerence is preferred and also the method used in ls-dyna.
In order to start the time integration an initial condition is determined from equations (D.1)
and (D.2);
u−1 = u0 − Δtu˙0 + Δt
2
2 u¨0 (D.5)
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Appendix E
Pressure Measurement
In corporation with postgraduate student Bjarki Elíasson, a test set-up for measuring the
reﬂected pressure from an explosive charge was established. The set-up is shown in ﬁgure E.1,
and consists of a heavy steel plate, with dimensions 700×700×50mm, resting on 4 supporting
legs to raise the plate from the ground. In the plate 9 holes for mounting pressure transducers
has been made, as illustrated in ﬁgure E.2a and (b). The pressure transducer holes were placed
in a circular pattern at diﬀerent distances from the center of the panel. This was done such
that pressure measurements at diﬀerent distance from the detonation point could be performed,
and thus measuring how the pressure decays as function of distance from the detonation point.
Along the edges of the plate holes has been made, matching the holes in the blast box, such
that the pressure plate can be mounted onto the blast box and used for measuring the pressure
developing when performing tests in the box.
The explosive is positioned over the center hole, where a pressure transducer always has
to be placed. The explosive is hung from a tripod. In the performed tests a single pressure
transducer was used, because it was wanted to verify the functionality of the designed set-up,
before adding additional pressure transducers to the set-up. A triggering system was designed
such that the pressure transducer triggers with the detonation of the explosive.
Figure E.1: Designed test setup used for measuring reﬂected blast pressure
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(a) (b)
Figure E.2: Position of holes for mounting pressure transducers
For measuring the pressure a Kistler 217C piezoelectric pressure transducer was used. It is
speciﬁcally designed to measure high pressures in weapons development and munitions testing.
The measurable pressure range is up to 520MPa(75000 psi) with a 2ms rise time. The signal and
DC excitation power is emitted through a single coaxial cable. The power can be provided by any
industry standard voltage mode IEPE(Integral Electronic Piezo-Electric) power supply/coupler.
In appendix E.3 technical data for the pressure transducer can be found.
E.1 Measured Blast Pressure
Four diﬀerent combinations of charge size and stand-oﬀ distance was used for measuring the
blast pressure, and for each set-up 3 repetitions were performed;
50g@100mm
50g@150mm
100g@100mm
100g@150mm
Figure E.3 to E.6 shows the measured pressure and impulse, together with modelled pressure
and impulse based on the ∗load_blast_enhanced model. Looking at the measured pressure,
the characteristic shape for the pressure-time development of an explosive is seen, and comparing
the duration time from the test with that of the model, a similar level is found. Looking at the
impulses, large diﬀerences are seen between the individual repetitions, up to 100% in some cases.
Comparing the measured and modelled impulse there is a large diﬀerence in the agreement
with the model, where e.g. 100g@100mm shows relatively good correlation, but 100g@150mm
shows poor correlation.
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E.1. Measured Blast Pressure
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Figure E.3: Pressure and impulse measured for 50g@100mm
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Figure E.4: Pressure and impulse measured for 100g@100mm
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Figure E.5: Pressure and impulse measured for 50g@150mm
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Figure E.6: Pressure and impulse measured for 100g@150mm
E.2 Summery of Pressure Measurements
The large inconsistency seen in the measurements is not acceptable and compromises the
usage of the data e.g. for comparing with model data. Because the pressure is measured at
relatively short distance the deviation in the impulse could be an indication that the impulse
is sensitive to the exact shape and position of the explosive charge relative to the pressure
transducer. The position of the detonator in the explosive could also be thought to have an
eﬀect on the measured response. In the current set-up these properties are not exactly identical
from test to test since the explosive is formed in hand, the position of the charge is based on
measurements with a ruler, and the detonator is positioned randomly from test to test. More
rigorous procedures should be developed such that the variations in the mentioned properties
can be reduced from test to test, to minimize the eﬀect of these properties on the measurements.
The set-up with the pressure transducers mounted as shown could also be questioned, since
ringing in the measured signal was observed in some cases. Also, one pressure transducer lost it
functionality after approximately 20 tests had been performed on it, indicating that with the
designed set-up the life time of the transducers are limited.
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E.3. Kistler 217C Pressure Transducer
E.3 Kistler 217C Pressure Transducer
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