The question o f how much to trim or which weighting constant to use are practical considerations in applying robust methods such as trimmed means (L-estimators) and Huber statistics (M-estimators). An index o f location relative effi ciency (LRE), which is a ratio o f the narrowness o f resulting confidence intervals, was applied to various trimmed means and Huber M-estimators calculated on seven representative data sets from applied education and psychology research. On the basis o f LREs, lightly trimmed means were found to be more efficient than heavily trimmed means, but Huber M-estimators systematically produced narrower confidence intervals. The weighting constant o f \j/ = 1.28 was found to be superior to various competitors suggested in the literature for n < 50.
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In this example, the 2x10% trimmed mean is shown to be resistant to the extreme score (30), resulting in a value o f 72.25 which is more indicative o f bulk o f the scores. The arithmetic mean, in contradistinction, chased after the extreme low score, resulting in a measure o f loca tion that was lower than ninety percent o f scores in the data set. Thus, the arithmetic mean is said to have a low breakdown point, because it is strongly influenced by even a single value, such as an outlier.
The data analyst might wonder if a different amount o f trim would improve the estimate o f location. The literature on this question is divided into two camps: the "heavily trim" (e.g., a 2x25% trim was recommended by Rosenberger & Gasko, 1983, p. 332-333; a 2x20% trim was adopted by Wilcox, 1996, p. 16; 1998) Simulation evi dence on a contaminated normal distribution indicated that the variances o f trimmed means were minimized (and are thus one measure o f the optimum trim or "optrim") for sample size n = 10 when the trim was 16.1%; for samples o f size n = 20 it was almost half as much, as the optrim was 8.7% (Rosenberger & Gasko, 1983, p. 319). The variance o f estimators was minimized for data sampled from the double exponential and Cauchy distributions for samples o f size n = 10 with optrims o f 34% and 40% (p. 330), respectively, and was 37% and 39% (p. 331), respectively, for samples o f size n = 20. Wilcox (1996) noted, "Cur rently there is no way o f being certain how much trimming should be done in a given situation, but the important point is that some trimming often gives substantially better re sults, compared to no trimming" (p. 16).
The problem o f selecting parameters in the ro bust measures literature, such as how much to trim, is not restricted to L-estimators. As an example with M-estimators, there are many choices pertaining to the weighting constant ψ (also referred to as the bending constant or the tuning factor) used in the one-step Huber M-estimator. The M-estimator has a high breakdown point, determines em pirically how much and from which side to trim, and has other desirable properties (Wilcox, 1996, p. 146, 204) .
The formula for the one-step Huber M-estimator, with a weighting constant o f ψ = 1.28, is The LRE for the 95% bracketed interval is de fined as: where the LRE is the range (U = upper bound, L = lower bound) for the 95% bracketed interval for the one-step Huber M-estimator divided by the range for the 95% brack eted interval o f the competitor. The Huber^ 2g is not as serted to be the best estimator. Rather, the resulting ratio may be greater than or less than one. LREs greater than one indicate the competitor yields confidence intervals that are narrower and thus more efficient than the Huber , "0.
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LREs less than one indicate the Huber , "0 is more efficient in that it produces narrower bracketed intervals.
The LRE was used to evaluate the performance o f bracketed intervals produced by a variety o f procedures (Sawilowsky, 1998) The first question to be considered is whether the "heavily trim" or the "lightly trim" approach is more efficient in estimating location in real education and psychology data sets. Only symmetric trimming is considered because the applied researcher will most likely not have a priori knowl edge o f whether or not the parent population from which the data were sampled is asymmetric, and therefore will not know which side to trim. The second question is whether Huber's M-estimator is more efficient in estimating 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Huberψ1.5
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 As noted by Rosenberger and Gasko (1983), "Sometimes, in order to obtain a specified amount o f trim ming exactly, we need to trim a fraction o f an observation; for example, a 5%-trimmed mean from a sample o f size 10 requires trimming half o f each o f the largest and smallest observations" (p. 309). They accomplished this feat by "giving fractional weight" (p. 310) to the remaining frac tion. They noted that "Some authors trim only an integer number o f observations from each extreme" (p. 310). The debate on this issue is amazingly involved; the reader is referred to their discussion on the matter (Rosenberger & Gasko, 1983, p. 310-311). In the current study, trimming is rounded down to the whole number, which was the ap proach taken by Staudte and Sheather (1990, p. 134) and Wilcox (1998, in press ). Therefore, the 2x5% trim cannot be conducted for sample size n=10. Another anomaly is that the 2x25% and 2x20% trims yield identical samples (and therefore results) when n = 10.
Results
The study proceeded as follows. The LRE was calculated for each statistic. This process was repeated 1,000 times, sampling with replacement from the data set. Then, the median LRE for each statistic was computed from the 1,000 samples. The results are compiled in Table 2 .
The first question pertained to the amount of trim ming that would yield the most efficient estimator. With the exception o f the extreme asymmetric psychometric data set, lightly trimmed means produced narrower confidence intervals. In the best case (i.e., extreme bimodality psychometric withn = 20), the 2x5% trim produced confi dence intervals about 63% narrower than the 2x25% trimmed mean. In general, as the sample size increased, the confidence intervals produced by the various levels of trimming converged, although in half o f the data sets the results were less than satisfactory even for n = 100 in the sense that the LREs were substantially less than 1.0.
Indeed, the first question appears to be rather moot. On the basis o f LREs, trimmed means systemati cally performed worse than the various Hubers. The trimmed means were only competitive for n >90 with the smooth symmetric achievement and the digit preference psychometric data sets. The latter data set is essentially a smooth symmetric data set with certain scores enjoying a propensity to protrude. In the worst case (i.e., extreme asymmetry psychometric with n = 60), trimmed means pro duced confidence intervals as much as 293% wider than the HuberiJfl 2g. Jackson (1986) Table 2 suggest that ij; = 1.28 is the best choice regardless o f the nature o f the data set for n < 50. For situations where 50 < n < 100, i|j = 1.28 remains an excellent choice, although \|i = 1.5 produced narrower confidence intervals more fre quently.
Conclusion
The selection o f robust methods requires more consumer input than clicking on a pull-down menu in a statistical package. This is because many robust procedures require making choices, such as the amount to trim or the value of a tuning parameter. Although there are many opinions to be found in the literature on which values to use, there has not been a systematic study o f the impact o f these choices. For example, this article considered the bracketed interval around the location for a single sample.
The results in this article pertain to the 95% brack eted interval. It was chosen because it was the level used by Dixon and Tukey (1968) (who provided the impetus for the creation o f the LRE). Another reason is, "The 95% confidence level appears to be used more frequently in practice than any other level" (Hahn & Meeker, 1991, p. 38). Obviously, the results in this study should not be generalized to other levels (e.g., 90% or 99%).
There were some assumptions made in this pa per. First, it was assumed that bracketed intervals should have a fixed length. There have been attempts to improve on fixed-length bracketed intervals with those that "adjust so that their expected length depends... on the data" (Low, 1997, p. 2548). Second, it was assumed that the brack eted confidenc intervals should be symmetric with respect tO Q .
To restate the interpretation o f the LRE, values less than one indicate the length o f the bracketed interval is wider for a competitor than for the Huber^ 28. It is desir able that the choice o f \|/ for constructing the numerator of the LRE predominately result in a ratio less than one, and only occasionally should a competitor stand out in terms o f its comparative performance. This study showed that the value o f vj/ = 1.28 met this requirement. Specifically, for samples o f size n ^ 30, the LREs were greater than 1.0 for only 4 out o f 184 (2.2%) outcomes, and for only 10 out of 240 (4.2%) outcomes for n < 50.
The results were also generally less than 1.0 for all estimators for 50 ^ n ^ 100, save the Huber , c. An ad-9 \|/1.5
vantage in maintaining \|/ = 1.28 is that its bracketed inter vals were never more than 6% wider than those for \|/ = 1.5 for 50 < n ^ 100, whereas results for \j/ = 1.5 were as much as 13% wider than \j/ = 1.28 for certain distributions and sample sizes. (Although it would complicate a simple sta tistic, and therefore is not recommended, the Monte Carlo results indicate that it would be beneficial to compute the LREs with \|/=1.28 for 10 ^ n < 50, and \|/ = 1.5 for 50 £ n < 100.)
Huber (1981) defined robustness as "insensitiv ity to small deviations from the assumptions" (p. 1). In deed, many previously conducted studies concentrated on robustness against contamination in the form o f small de viations (e.g., one-out or one-wild). Barnett and Lewis (1994) noted that "Many such published procedures are robust against the possibility that the entire sample comes from some other distribution, possibly gamma or Cauchy, not too dissimilar to the normal but perhaps somewhat skew or fatter-tailed" (p. 56). The purpose o f this paper was to examine the LREs o f some robust measures where the sample comes from applied social and behavioral science data sets where the shape is quite dissimilar to the normal curve. The results indicate narrower 95% bracketed inter vals for the one step Huber M-estimator when \j/ = 1.28 (as opposed to \|/= 1.339,1.345,1.4088, and 1.5) for samples less than fifty. The results also indicate that, although lightly trimmed means o f 2x5% yield narrower 95% bracketed intervals than heavily trimmed means o f 2x25%, trimmed means alm ost alw ays result in sign ifican tly wider bracketed intervals than M-estimators for the real educa tion and psychology data sets and sample sizes studied.
