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Abstract—Precoded spatial multiplexing multiple-input
multiple-output (MIMO) systems using limited feedback are
mainly based on the notion of delay-free feedback channels. In
this paper, we take into account the time varying nature of the
channel, and consider the feedback delay problem. In order to
reduce performance degradation of spatial multiplexing systems
in the presence of feedback delay, we propose the use of a
Kalman filter linear predictor at the receiver to provide the
transmitter with the predicted channel state information, and
hence, mitigate the effect of feedback delay. The performance
of this method is assessed using computer simulation, and the
obtained results for the proposed channel prediction scheme
demonstrate improved bit error rate performance for time
varying Rayleigh fading channels.
I. INTRODUCTION
Spatial multiplexing, in which a bit stream is demultiplexed
into multiple substreams that are sent over different antennas,
allows MIMO wireless systems to obtain high spectral effi-
ciency. However, spatial multiplexing is susceptible to rank
deficiencies in the MIMO channel matrix. Linear precoding
is a technique employed to combat rank deficiency problems
and reduce the probability of error [1], [2]. However precoding
requires complete channel knowledge at the transmitter, and in
systems that use frequency division duplexing this information
is not available at the transmitter without feedback. Further-
more, for a time varying channel this information must be
continuously updated, otherwise outdated channel information
will result in performance degradation.
The design of an efficient feedback scheme that provides
reliable channel state information (CSI) to the transmitter
necessitates firstly minimizing the amount of information to
be fed back to the transmitter through the feedback channel,
and secondly solving the feedback delay problem. The first
issue has been extensively studied in [3]-[6], where the pre-
coding matrix is chosen from a precoding codebook, known
in advance at the transmitter and the receiver, and conveyed
to the transmitter using a limited number of bits. Different
codebook design criteria are described in [5], [6]. As with
the second issue of feedback delay in the feedback channel, a
prediction scheme for time varying MIMO channel has been
proposed in [7]. The proposed scheme is an extension of the
geodesic interpolation method which is used to predict the
future precoder directly without going through the prediction
of the channel matrix. The channel estimation errors and the
quantization error are not taken into account when evaluating
the performance of this scheme. A method based on Markov
chain theory for analyzing the effect of feedback delay on a
transmit beamforming system with limited feedback has been
proposed in [8]. The results presented show that the capacity
gain with respect to the case of no feedback diminishes at least
exponentially with the feedback delay. However, the channel
has been assumed to be perfectly known at the receiver.
The problem of finite rate feedback for spatially correlated
Rayleigh fading Multiple Input Single Output (MISO) channel
with estimation errors at the receiver and feedback delay
was addressed in [9], and a codebook design algorithm that
minimizes the loss in ergodic capacity was proposed. The
focus of this paper is on mitigating the feedback delay problem
by using a linear channel predictor at the receiver to predict
the precoder matrix of the next block and feed it back to
the transmitter. In the proposed receiver structure, we used a
receiver based on ZF and MMSE criteria, and the predictor
is implemented using a Kalman filter.
The rest of this paper is organized as follows: The sys-
tem model is presented in section II. Numerical results are
presented in Section III and concluding remarks are given in
Section IV.
II. SYSTEM MODEL
A precoded spatial multiplexing system with limited feed-
back is shown in Fig. 1. We consider a system with Nt transmit
and Nr receive antennas. The input bit stream is modulated
and then demultiplexed into M substreams, where the number
of substreams M < Nt and M ≤ Nr. Let the vector
s(n) = [s1(n), s2(n), ..., sM (n)]T denotes the M x 1 trans-
mitted symbol vector, where T denotes transpose operation,
and n is the time index. We assume that E[ssH ] =
εs
M
IM
in order to constrain the transmitted power, where (.)H refers
to matrix conjugate transposition, IM is the M x M identity
matrix, εs denotes the transmit energy, and E[.] represents
the statistical expectation operator. The symbol vector s(n) is
multiplied by the Nt x M precoder matrix F(n) generating a
length Nt vector x(n) = F(n)s(n), where F(n) ∈ U(Nt,M),
the set of Nt x M complex unitary matrices. F(n) is selected
at the receiver from a finite set of possible precoding matrices
F = {F1,F2, ...,FN}, represented by a limited number of
bits B (B = log2 N) and sent to the transmitter through a
limited feedback channel. In this work we consider a burst-
mode communication system where the transmitted data is
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Fig. 1. Precoded spatial multiplexing MIMO system model.
divided into frames, each of which contains multiple symbols.
Also we assume that the channel remains unchanged in the
duration of the frame, but it varies from frame to frame. In the
published works on limited feedback for spatial multiplexing
MIMO systems [3]-[6] the precoder matrix is chosen at the
receiver from a finite length codebook F using the current
channel state H(n), and perfect channel knowledge at the
receiver is assumed. In this work, however, we consider a
more practical time varying channel. A Kalman filter is used
to estimate the channel at the receiver and predict the future
state of the channel which is used to design the precoder
matrix. For simplicity, we have modeled the channel as a first
order autoregressive (AR) process. The state space equations
describing the channel are expressed as:
h(n + 1) = A(n)h(n) + w(n) (1)
y(n) = C(n)h(n) + v(n) (2)
where h(n) represents the NtNr x 1 channel taps vector, A(n)
is a known NtNr x NtNr matrix that denotes the time varying
transition matrix, and C(n) is a known Nr x NtNr measure-
ment matrix. The Nr x 1 vector v(n) is the measurement noise
and the NtNr x 1 vector w(n) is called the process noise. The
noise vectors w(n) and v(n) are mutually uncorrelated white
noise sequences with covariance matrices Φw(n) and Φv(n),
so we can write E[v(n)wH(m)] = 0, for all n and m. A first
order AR model provides an adequate model for time varying
channels [10]. Consequently, A(n) is a diagonal matrix of
autoregressive model factor α = E[hij(n + 1) ∗ h∗ij(n)].
According to Jakes model :
E [hij (n + 1 ) ∗ h∗ij (n)] = J0(2πfdTs) (3)
where J0(.) denotes the zeroth order Bessel function of the
first kind, and fd and Ts are the Doppler frequency and the
symbol duration respectively. For a spatial multiplexing system
with Nt transmit and Nr receive antennas, the measurement
matrix C(n) is given as:
C(n) = [x(n)]T ⊗ INr (4)
[x(n)]T =
[
x1(n), x2(n), . . . , xNt(n)
]
(5)
where xj(n) is the transmitted symbol from antenna j
(j = 1, 2, . . . , Nt) at time n, and ⊗ denotes the Kronecker
product.
In this work the Kalman filter is employed as a training
scheme to give the channel estimation and prediction. During
the training period the transmitted symbols are known to the
receiver. Then through the Kalman filter described in [11], the
estimated channel can be obtained by the following recursive
computation:
where the prediction part is given as
h˜(n + 1/n) = A(n)h˜(n/n) (6)
P(n + 1/n) = A(n)P(n/n)AH(n) + Φw (7)
α(n) = y(n)− C(n)h˜(n + 1/n) (8)
K(n) = P(n + 1)CH(n)
[
C(n)P(n + 1/n)CH(n) + Φv
]−1
(9)
And the update part is given as
h˜(n + 1/n + 1) = h˜(n + 1/n) + K(n)α(n) (10)
P(n + 1/n + 1) = [I−K(n)C(n)]P(n + 1/n) (11)
where K(n) is the Kalman gain, P(n) is the correlation matrix
of the error, and α(n) is the innovations vector.
Similar to [3]-[6], we assume that the receiver is capable
of feeding back a finite number of bits to the transmitter
through a zero error feedback channel. Moreover, we consider
the feedback delay due to signal processing delay at both
the receiver and transmitter, and the transmission delay. To
overcome the effect of the feedback delay on the system
performance we select the precoder matrix F(n) from the
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codebook F using the predicted channel state. Once the
precoder is selected from the codebook, the index of this
precoder is fed back to the transmitter through a finite rate
feedback channel.
The estimated channel taps vector h˜(n) is changed to a
matrix H˜(n) of diminsion Nr x Nt, and the precoder F(n)
is designed at the receiver using some sort of performance
criteria. Various selecting criteria have been proposed in [5],
[6] using linear receivers.
Because our focus in this work is on mitigating the feedback
channel delay in time varying MIMO channels, in this paper,
we limit our discussion to the Minimum Singular Value
Selection Criterion (MSV-SC) with a Zero Forcing (ZF) linear
receiver, and the Mean Squared Error Selection Criterion
(MSE-SC) with Minimum Mean Squared Error (MMSE) linear
decoding proposed in [5], however, the proposed scheme can
be used with all other selection criteria.
For Minimum Singular Value Criteria MSV-SC select F such
that:
F = arg max
Fi∈F
λmin(HpFi) (12)
where λmin is the minimum singular value of the effective
channel matrix HpFi .
For MSE-SC F is chosen according to:
F = arg min
Fi∈F
M(MSE(Fi)) (13)
And the mean squared error (MSE) for linear MMSE receiver
is expressed as:
MSE(F) =
εs
M
(IM +
εs
MN0
FHHHp HpF)
−1 (14)
where Hp is the predicted channel matrix, and M(.) is either
trace (tr) or determinant (det).
The received signal vector is assumed to be added with a noise
vector n(n), whose entries are independent and distributed
according to CN (0, N0). Then the signal seen at the receiver
can be written as:
r(n) = C(n)h(n) + n(n) (15)
where h(n) is the NrNt x 1 channel taps vector.
Using the estimated channel matrix H˜, the linear decoder
applies an M x Nr matrix G(n) to r(n) to produce the
vector ŝ(n) = Q(G(n)r(n)) where Q(.) is a function that
performs a single dimensional maximum likelihood decoding
for each entry of the vector. For a ZF linear decoder, the linear
transform G(n) is given as:
G(n) = (H˜F)+ =
[
FHH˜
H
H˜F
]−1
FHH˜
H
(16)
And for the MMSE linear decoder G(n) is given as:
G(n) =
[
FHH˜
H
H˜F +
MN0
εs
IM
]−1
FHH˜
H
(17)
where (.)+ is the matrix pseudo-inverse, and (.)−1 denotes the
matrix inverse.
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III. SIMULATION RESULTS
Simulations have been carried out to evaluate the system
performance for the following situations: Firstly, the channel
state information (CSI) is assumed to be perfectly known and
there is zero delay in the feedback channel, which represents
the ideal channel case; secondly, the channel is estimated at
the receiver using Kalman filter and then the precoder matrix
F(n) is designed at the receiver as a function of the estimated
channel H˜(n), which is then fed back to the transmitter;
finally, the channel is estimated at the receiver using Kalman
filter and the predicted future channel state is fed back to the
transmitter by selecting the precoder matrix from the codebook
using the predicted channel state Hp. The codebooks used in
the simulation are listed in [12]. 16 Quadrature Amplitude
Modulation (QAM) was used as a modulation scheme unless
otherwise specified to simulate M substreams precoding for an
Nt x Nr MIMO wireless system. We considerd a system with
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Fig. 4. Comparison of ZF and MMSE receivers for the conventional, CSI,
and prediction cases for a system with (Nt, Nr,M) = (6, 3, 3), using 4-
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carrier frequency 2 GHz, and a normalized Doppler frequency
fdTs = 1 · 10−2.
Case1 : BER performance was obtained for perfect channel
knowledge and delay-free feedabck channel denoted by ’CSI’,
the conventional case when there is a feedback delay denoted
by ’Conv.’, and for the Kalman filter based channel prediction
denoted by ’Pred.’. The simulation results in Fig. 2 show the
BER versus the SNR for a 4 x 2 system using two substreams
and two bits of feedback. ZF receiver employing a minimum
singular value selection criterion (MSV-SC) was used for this
scenario. It can be seen that using channel prediction improves
the system performance. It is also observed that at BER
of 10−3, the channel prediction scheme achieves ∼ 1 dB
improvement over the conventional case. The performance
improvement by the prediction scheme is due to mitigating
the effect of delay in the feedback channel. However, it is still
inferior to the unrealistic case of perfect CSI, which serves as
the benchmark performance.
Case2 : The same scenario as for case 1 is simulated; however,
in this case we investigated the effect of increasing the number
of feedback bits on the BER performance using channel
prediction. The simulation results are presented in Fig. 3. It
can be seen that by increasing the number of feedback bits,
(from 2 to 6 bits), ∼ 3 dB improvement was achieved in
BER performance. Also, it can be noted that using 6 bits
feedback performs approximately the same as the optimal
(infinite number of feedback bits) prediction ’Optimal, Pred.’
precoding case for high SNRs. This demonstrates that the
system performance significantly improves as the number of
feedback bits increases, and a satisfactory BER performance
can be achieved with a reasonable number of bits (6 bits).
Case3 : In this case a three substreams precoding on a
6 x 3 spatial multiplexing MIMO system was simulated using
4-QAM and 4 bits of feedback. In this case we compared
the BER performance of ZF and MMSE receivers. The
MSV-SC is used with the ZF receiver, whereas the MSE-SC
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Fig. 5. BER comparison of conventional, and prediction situations of a
(4, 2, 2) system for a different values of fN .
with trace cost function is used with the MMSE receiver.
The results in Fig. 4 show the BER performance of perfect
channel state information (’CSI’), conventional (’Conv.’), and
prediction (’Pred.’) for both ZF and MMSE receivers. It is
observed that the proposed scheme (prediction) outperforms
the conventional case for both receivers. Furthermore, it can
be observed that MMSE receiver performs better than ZF
receiver at the expense of SNR knowledge at the receiver.
Case4 : Finally, we investigate the BER performance for a
4 x 2 system for a different values of the normalized Doppler
frequency fN = fd.Ts. Fig. 5 shows that, as fN increases the
BER performance degrades due to channel estimation error
caused by a fast change of the channel. However, the system
using prediction performs better than the conventional case for
all fN values.
IV. CONCLUSIONS
In this paper we assessed the performance of precoded
spatial multiplexing MIMO systems in time-varying fading
channels. A prediction method based on a Kalman filter has
been proposed to overcome the dynamics of the channels,
and mitigates the feedback delay effect. The prediction of
the precoder is made at the receiver based on the information
that would be available for any spatial multiplexing MIMO
system, and only the index of the selected optimal matrix is fed
back to the transmitter. Therefore, the amount of the feedback
information is the same as for the case when no precoder
prediction is used. The effectiveness of this method was
evaluated using computer simulation, and it is shown through
the improved BER performance, that the proposed method
mitigates the adverse time varying channel impairments, and
reduces the feedback delay effects.
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