Abstract. We modify Talagrand's generic chaining method to obtain upper bounds for all p-th moments of the supremum of a stochastic process. These bounds lead to an estimate for the upper tail of the supremum with optimal deviation parameters. We apply our procedure to improve and extend some known deviation inequalities for suprema of unbounded empirical processes and chaos processes. As an application we give a significantly simplified proof of the restricted isometry property of the subsampled discrete Fourier transform.
Introduction
This paper is concerned with generic chaining, a method introduced by Talagrand to estimate the expected value of the supremum of a stochastic process. This method grew out of the classical chaining method and the later majorizing measures method, which were developed by, among others, Kolmogorov, Dudley, Fernique and Talagrand, to understand the continuity properties of stochastic processes. Generic chaining yields estimates for the expected value of the supremum in terms of so-called γ-functionals, which measure the metric complexity of the index set of the process [22, 23] . The resulting bounds are known to be sharp in several interesting situations. For instance, the famous majorizing measures theorem [21] states that this is the case for suprema of Gaussian processes, provided that the index set is equipped with the canonical metric induced by the process.
In practical applications of generic chaining in statistics, compressed sensing, and geometric functional analysis, see e.g. [6, 10] , it is often not sufficient to have an upper bound for the expected supremum of a process. One also needs to know how probable it is that the supremum of the process exceeds the upper bound. To that aim, a generic chaining bound is typically supplemented with a tail bound for the deviation of the supremum with respect to its expected value. There is an extensive and rapidly growing literature on such deviation inequalities, see for instance the monographs [3, 14] for a detailed introduction and a historical overview.
The purpose of this paper is to provide an alternative to the two-step procedure sketched above. We present a simple and general way to directly obtain upper deviation inequalities for the supremum of a stochastic process (X t ) t∈T using generic chaining. The idea is to alter the generic chaining procedure to produce bounds for not only the first, but for all p-th moments of sup t∈T |X t |. Together with a standard optimization argument using Markov's inequality this yields an upper tail bound. The deviation parameters in the resulting tail bound are sharp up to numerical constants. In particular, the bound is qualitatively as good as the one obtained by combining the usual generic chaining bound for E sup t∈T |X t | with the best possible upper tail bound for the deviation sup t∈T |X t | − E sup t∈T |X t |.
To give a concrete illustration of these statements, consider the simplest case that (X t ) t∈T is a centered Gaussian process and let d(s, t) = (E|X t − X s | 2 ) 1/2 be the canonical metric on T . Under this assumption, we prove that for some universal constants C, D > 0 and any 1 ≤ p < ∞,
where γ 2,p is a truncated version of the γ 2 -functional familiar from generic chaining and σ 2 = sup t∈T E(X 2 t ) is the weak variance of the process. Estimates for the constants C and D are provided in Remark 3.3, although these can certainly be improved. As a direct consequence of the stated L p -bounds we find
(u ≥ 1).
The bound (1) matches, up to a possibly worse constant D, the upper tail bound obtained by combining the optimal generic chaining estimate for E sup t∈T |X t | with the sharp concentration inequality for suprema of Gaussian processes due to Ibragimov, Sudakov, and Tsirelson [3, Theorem 5.8] .
A first advantage of the method proposed here is its simplicity: an upper tail bound is obtained essentially for free once one uses generic chaining to estimate the expected value. In contrast, the usual proofs of deviation inequalities for suprema of stochastic processes rely on sophisticated tools such as the entropy method, see for example [3, Chapters 6 and 12] . A second advantage is that the method only requires knowledge of the tail behavior of the individual increments of the process. In particular, one can obtain deviation inequalities for processes with dependent increments, see for example the uniform Azuma-Hoeffding inequality in Corollary 3.4. In the context of empirical processes, the method can readily cover situations in which the summands of the empirical process are unbounded and/or dependent. Under these conditions deviation inequalities are still scarcely available, see [1, 7] for notable exceptions.
To demonstrate the wide applicability of our method, we establish an upper tail bound for suprema of stochastic processes in several interesting situations. In Section 3 we consider two 'standard' generic chaining situations. In Theorem 3.2 we investigate processes which have exponentially decaying increments with respect to a single metric. In Theorem 3.5, we consider processes with a mixed subgaussiansubexponential tail, in particular suprema of empirical processes. The latter result positively answers an open question raised in Talagrand's new book [20] . In the second part of the paper, i.e., Sections 5 and 6, we consider two more involved chaining arguments. In Theorem 5.5 we find L p -bounds for the supremum of an empirical process which takes the form of an average of squares. It can be viewed as an L p -version of a result due to Mendelson, Pajor and Tomczak-Jaegermann [16] , see Theorem 5.6 and Corollary 5.7 for a detailed comparison. In the final section we deal with suprema of second order chaos processes.
In Section 4 we use Theorem 3.2 to simplify the proof of the restricted isometry property of the subsampled discrete Fourier transform. This cornerstone result in compressed sensing was originally discovered by Candès and Tao [4] and was later refined by Rudelson and Vershynin [19] and Rauhut [17] . The argument presented in Section 4 more generally applies to matrices obtained by sampling from bounded orthonormal systems, see Theorem 4.2. Let us mention as another application that one can use Theorem 5.5 to sharpen the Johnson-Lindenstrauss embedding of Klartag and Mendelson [9] . To keep this paper at a reasonable length we discuss this second application in a separate note [5] .
We conclude this introduction with a brief discussion of related work. In [25] , Viens and Vizcarra modified a classical, that is, non-generic chaining argument to obtain upper deviation inequalities for so-called sub-n-th chaos processes. Theorem 3.2 below yields an improvement of this result as a special case. We also improve a deviation inequality for suprema of unbounded empirical processes obtained recently by Van de Geer and Lederer [7] , see the discussion after Corollary 5.2. In [13] , Lata la used a procedure related to ours to prove a comparison result for the strong and weak moments of certain log-concave random vectors. Finally, Krahmer, Mendelson, and Rauhut [11] used a chaining argument to prove L p -bounds for the supremum of a second order chaos process. In Theorem 6.5 we give an improvement of their bounds with a simplified proof.
Preliminaries
Throughout, we will use (Ω, F , P) to denote a probability space and write E for the expected value. To describe the tail behavior of random variables we consider for every 0 < α < ∞ the function
For a complex-valued random variable X we define
It is common to say that X is subgaussian if X ψ2 < ∞ and subexponential if X ψ1 < ∞. If α ≥ 1 then ψ α is an Orlicz function and the space
is an Orlicz space. For 0 < α < 1 the space L ψα is only a quasi-Banach space. We will make use of the following Hölder type inequality, which can be derived from Young's inequality: if X, Y are ψ 2 -random variables, then XY is ψ 1 and
For more information on Orlicz spaces we refer to [12] . Let us recall some familiar concepts from generic chaining [23] . Let X be a normed linear space and let (T, d) be a semi-metric space, i.e., d(x, z) ≤ d(x, y) + d(y, z) and d(x, y) = d(y, x) for x, y, z ∈ T . To avoid complications with the measurability of suprema of stochastic processes we will always assume that the cardinality |T | of T is finite. Criteria for measurability of the supremum of a stochastic process in the case of an (uncountably) infinite index set can be found in [24, Section 1.7] . We denote the diameter of T with respect to d by
We say that an X -valued process (X t ) t∈T is ψ α with respect to d if for all s, t ∈ T ,
n for all n ≥ 1. For any 0 < α < ∞, the γ α -functional of (T, d) is defined by
where the infimum is taken over all admissible sequences and we write d(t, T n ) = inf s∈Tn d(t, s).
For any given u > 0 let N (T, d, u) denote the covering number of T , i.e., the smallest number of balls of radius u in (T, d) needed to cover T . One can always estimate We conclude by fixing some notation. We use · p , 1 ≤ p ≤ ∞, to denote the ℓ p -norms. We will write A β B if A ≤ C β B for a constant C β which only depends on a parameter β. Finally, if S is a finite set and π : S → R + is a map, then argmin s∈S π(s) denotes a minimizer of this map, which may not be unique.
Suprema of ψ α and mixed tail processes
We begin our discussion by considering two standard generic chaining situations. First, in Theorem 3.2 we establish tail bounds for suprema of ψ α processes. At the end of the section, in Theorem 3.5, we do the same for processes with a mixed tail.
In the formulation of our L p -bounds we will make use of the following truncated version of the γ-functionals. For a given 1 ≤ p < ∞, we will always write l := ⌊log 2 (p)⌋, where ⌊·⌋ denotes the integer part. We define
Since we assume T to be finite, the infimum in (5) is actually attained. We will call a sequence T that achieves the infimum optimal.
Remark 3.1. If T is an infinite set, then the L p -bounds presented below continue to hold if we interpret E sup t∈T X t − X t0 p as the lattice supremum
Theorem 3.2. Let 0 < α < ∞. If (X t ) t∈T is ψ α , then there exist constants C α , D α > 0 depending only on α, such that for any t 0 ∈ T and 1 ≤ p < ∞,
As a consequence, for any u ≥ 1,
2 produces a sharp L p -bound (up to universal constants). Indeed, Talagrand's majorizing measures theorem [21, 23] states that
Moreover, it is of course always true that
(ii) Although deviation inequalities are not discussed in [23] , it is implicitly used there that
in the case α = 2. Since ∆(T ) ≤ γ 2 (T, d) (and ∆(T ) is potentially much smaller), this bound is qualitatively worse than (7) . After the first version of this paper was finished, the author learned that (7) is proved for α = 2 in Talagrand's new book using a different method (see [20, Theorem 2.2 .27]). (iii) Let n ∈ N. In [25, Theorem 3.1], it was shown that if (X t ) t∈T is a sub-n-th chaos process, meaning in the terminology used here that it is ψ 2/n , then it satisfies the tail bound
where C n , C ′ n are constants depending only on n and M n is the entropy integral
By (4) To give an idea of their order of magnitude, one can readily deduce from the proof (without making any effort to optimize the constants) that
Although these estimates can certainly be improved, the method cannot yield optimal numerical constants. In particular losses occur when passing between moment and tail bounds (cf. Lemmas A.1 and A.2).
Proof of Theorem 3.2.
Let T = (T n ) n≥0 be an optimal admissible sequence for γ α,p (T, d) and let π = (π n ) n≥0 be a sequence of functions π n : T → T n defined by π n (t) = argmin s∈Tn d(s, t). Set l = ⌊log 2 (p)⌋. We make the decomposition
We estimate the second term on the right hand side by Lemma A.3,
For the first term, we write the telescoping sum
Since the increments of X are ψ α , we have for n > l,
then Lemma A.4 shows that
If the event Ω u,p occurs, then
The moment bound (6) follows by combining (9), (10) and (15) . For the tail bound, note that (3) and Lemma A.2 together imply that
The final assertion follows by using this estimate in (6) and applying Lemma A.1.
Note that Theorem 3.2 does not require any independence assumptions on the increments of the process (X t ) t∈T . To illustrate this, we recall the Azuma-Hoeffding inequality, see e.g. [14, Lemma 4 
Combined with Theorem 3.2 we immediately obtain the following uniform version of the Azuma-Hoeffding bound.
be a family of discrete-time martingales with respect to the same filtration. We consider the metric
Let d 1 , d 2 be two semi-metrics on T . We say that a process (X t ) t∈T has mixed subgaussian-subexponential increments, or simply has a mixed tail, with respect to the pair (
This means that the first part of the tail behaves as the tail of a subgaussian random variable and the second part as the tail of a subexponential random variable. In Theorem 3.5 we prove a tail bound for the supremum of a process with a mixed tail. In the proof it will be convenient to work with an alternative definition of the γ α -functionals. Let us say that a sequence A = (A n ) n≥0 of partitions of T is admissible if it is increasing with respect to the refinement ordering and |A n | ≤ 2 2 n . For any t ∈ T , let A n (t) be the unique element in the partition A n containing t. We now set
where the infimum is taken over all admissible partitions A of T . It can be shown that
Theorem 3.5. If (X t ) t∈T has a mixed tail, then there is a constant C > 0 such that for any 1 ≤ p < ∞,
As a consequence, there are constants c, C > 0 such that for any u ≥ 1,
Proof. We select two admissible sequences of partitions B = (B n ) n≥0 and C = (C n ) n≥0 such that
Let A n be the partition generated by B n−1 and C n−1 , i.e.,
Then A = (A n ) n≥0 is increasing and
so A is admissible. Observe that A n (t) = B n−1 (t)∩C n−1 (t). For every n ≥ 0 define a subset T n of T by selecting exactly one point from each A ∈ A n . In this way, we obtain an admissible sequence T = (T n ) n≥0 of subsets of T . For every n ∈ N ≥0 and t ∈ T we let π n (t) be the unique element of T n ∩ A n (t). This yields a sequence π = (π n ) n≥0 of maps π n : T → T n . Set l = ⌊log 2 (p)⌋. As in the proof of Theorem 3.2, we make the decomposition (9) and estimate the second term on the right hand side of (9) as in (10) . For the first term, we write the telescoping sum
Since X has a mixed tail, we have for n > l and u ≥ 0,
Observe that for n ≥ 2 we have π n (t), π n−1 (t) ∈ A n−1 (t) ⊂ B n−2 (t) and so
Therefore, by our choice of B,
Analogously, by our choice of C,
. As a consequence, we conclude that
whenever u ≥ 2. By Lemma A.5 and (13)
This proves the moment bound (14) . For the tail bound, note that (12) and Lemma A.2 together imply that
The assertion follows by using this estimate in (14) and applying Lemma A.1.
In Section 5 below we use Theorem 3.5 to derive tail bounds for suprema of empirical processes.
Restricted isometry constants of subsampled unitary matrices
In this section we present an application of Theorem 3.2 in compressed sensing. We use the following terminology. For a given s ∈ N, the s-th restricted isometry constant δ s of an m × N matrix A is the smallest constant δ ≥ 0 such that
for all s-sparse x ∈ C N . Equivalently, if we let x 0 = |{i : x i = 0}| and
The restricted isometry constants play an important role in compressed sensing, see [6, Chapter 6] for more information. We restrict ourselves to the task of giving a simpler proof of the fact that the random matrix obtained by uniformly sampling rows of the discrete Fourier transform has small restricted isometry constants with high probability. This result was obtained by Candès and Tao in the influential paper [4] . An improved result was later found by Rudelson and Vershynin [19] using a different method. Finally, by elaborating on this method a better probability estimate was obtained by Rauhut [17] . We consider the following (more general) setup. Let U be a unitary N × N matrix and suppose that for some constant K ≥ 1,
We consider a sequence (θ i ) 1≤i≤N of i.i.d. copies of the random selector θ : Ω → {0, 1} which satisfies
Let I = {i ∈ [N ] : θ i = 1} be the random set of selected indices and note that its expected cardinality is E|I| = m. Let R I : C N → C |I| be the operator which restricts a vector to its entries in I and consider the subsampled and rescaled matrix (17)
The subsampled discrete Fourier transform corresponds to taking
Theorem 4.1. [4, 19, 17] Let U and I be as above. Set δ s = δ s (U I ). There exist universal constants d 1 , d 2 > 0 such that for any given s ∈ N and 0 < δ, η < 1, we have P(δ s ≥ δ) ≤ η, provided that
The proof of Theorem 4.1 in [17] (see also [6, Theorem 12 .32]), which refines the approach in [19] , consists of two parts: firstly, the expected value of δ s is estimated using a (classical) chaining argument. Secondly, a deviation inequality for suprema of bounded empirical processes is used to show that δ s is typically not much larger than its expected value. Here we shorten the proof by merging these two steps, hence dispensing with the concentration inequality. Note that we still use a certain entropy bound obtained in [19] (see (21) below), which is nontrivial to prove.
Proof of Theorem 4.1. Let U i be the i-th row of U . For every x ∈ D s,N we define
and therefore we can write 
. Now we fix ω ∈ Ω and let t i = θ i (ω). By Hoeffding's inequality,
Moreover,
In conclusion, the process
has subgaussian increments with respect to the metric
where d t denotes the metric
By Theorem 3.2,
We apply (4) with α = 2, i.e.,
and use that Rudelson and Vershynin already proved that (see inequalities (3.8) and (3.9) in [19] , or [6, 17] )
Moreover, by Khintchine's (or Hoeffding's) inequality,
By Hölder's inequality and (16)
where the final inequality follows from the s-sparsity of x. Collecting our estimates we find
We now take the L p norm on Ω on both sides and obtain using (20)
where in the final step we use (19) . Note that (22) 
Since 1 ≤ p < ∞ was arbitrary, Lemma A.1 implies that for any u ≥ 1,
Therefore, if we set u = log(η −1 ) and pick m as in (18), then
A small modification of the proof of Theorem 4.1 yields the following result. It implies in particular the restricted isometry property of matrices obtained by sampling from bounded orthonormal systems, which was established in [17, Theorem 8.4 ] (see also [6, Theorem 12 .32]). 
for all x ∈ C N and max
Then there exist universal constants d 1 , d 2 > 0 such that for any given s ∈ N and 0 < δ, η < 1, we have P(δ s (A) ≥ δ) ≤ η, provided that (18) holds.
Supremum of an empirical process
In this section we investigate tail bounds for suprema of empirical processes. We begin by applying Theorem 3.5 to these processes. For this purpose we recall Bernstein's inequality. 
Then,
In particular, if X 1 , . . . , X m are subexponential, then
where
and κ = max 1≤i≤m X i ψ1 . Consider the following setup. Fix an m ∈ N and consider m probability spaces (Ω 1 , P 1 ), . . . , (Ω m , P m ). Suppose that we are given a parameter set T consisting of m-tuples t = (t 1 , . . . , t m ). For every t ∈ T we are given an m-tuple X t = (X t1 , . . . , X tm ) of subexponential random variables X ti : Ω i → R. We consider the empirical process
In the terminology used here, Bernstein's inequality (24) implies that the process (E t ) t∈T has a mixed tail with respect to the metrics (
, where
Theorem 3.5 can directly be applied to find the following tail bound.
Corollary 5.2. Let E t be as above and let σ, K > 0 be constants such that
Then, for any 1 ≤ p < ∞,
In particular, there exist constants c, C > 0 such that for any u ≥ 1,
Inequality (25) can be compared to a deviation inequality in [7, Theorem 8] . In this result the generic chaining estimate
occurring in (25) is replaced by an estimate obtained by 'chaining along a tree', which is a variation of classical (i.e., non-generic) chaining. As a consequence, the estimate (25) is in general better. The parameters σ and K governing the tail behavior in (25) are the same in [7] . Note that [7] also contains a tail bound obtained by 'generic chaining along a tree' (see Theorem 3 there). However, the parameters governing the tail behavior in the latter result still depend on the metric complexity of the index set T .
5.1.
Supremum of an average of squares. We continue in the above setup, but now assume that the random variables X ti : Ω i → R are subgaussian instead of subexponential. For every t in T we consider the average
Clearly, we can use Corollary 5.2 to find L p -bounds for sup t∈T A t . In this section, we will however look for a more natural bound involving a metric defined in terms of the X ti instead of their squares. The main result, Theorem 5.5, improves a result in this direction of Mendelson, Pajor and Tomczak-Jaegermann [16] (see Theorem 5.6 and Corollary 5.7 for a detailed comparison). We consider the metric
We define the associated radius of T bȳ
and usually write∆ ψ2 instead of∆ ψ2 (T ) for brevity. Finally, we denote by µ m the normalized counting measure on {1, . . . , m}. With this notation,
Proof. Consider Bernstein's inequality (24) . If u ≥ m then, using that ν ≤ κ, we have
Thus, for u ≥ m,
We apply this inequality for
Note that in this case
Therefore, we find for any u ≥ 1,
we deduce that
The following two tail bounds will be used in the proof of our main result.
Lemma 5.4. Let s, t ∈ T and n ∈ N. If 2 n/2 ≤ √ m then for any u ≥ 1,
On the other hand, if 2 n/2 ≥ √ m, then for any u ≥ 1,
Proof. Suppose first that 2 n/2 ≤ √ m. We apply Bernstein's inequality (24) with
. Let us first estimate the deviation parameters. We use the Hölder type inequality (2) to obtain
Similarly, κ ≤ 4∆ ψ2 d ψ2 (s, t). Thus, by (24) , for any v ≥ 0,
Taking v = 2 n u yields
Therefore,
By using that u ≥ 1 we obtain the first assertion. Suppose now that 2 n/2 ≥ √ m. Lemma 5.3 implies that for any v ≥ 1,
, then v ≥ 1 and therefore,
We are now ready to prove the main result of this section.
Theorem 5.5. Let (A t ) t∈T be the process of averages defined in (26). Let σ, K be constants satisfying
(q = 2, 3, . . .).
For any
As a consequence, there are constants c, C > 0 such that for all u ≥ 1,
Note that we can always take the parameters
Proof. We again write∆ ψ2 :=∆ ψ2 (T ) for brevity. Set l = ⌊log 2 (p)⌋. Let T be an optimal admissible sequence for γ 2,p (T, d ψ2 ) and let π n (t) = argmin s∈Tn d ψ2 (s, t). We divide N >l into two disjoint parts given by
We write the telescoping sum
By Lemma 5.4, if n ∈ I subg then for all t ∈ T and u ≥ 1,
whereas if n ∈ I subex , then for all u ≥ 1,
Let Ω u,p be the event
Since for any n > l the number of pairs (π n (t), π n−1 (t)) is bounded by |T n | |T n−1 | ≤ 2 
For the subexponential part we write
We now apply this estimate in (30) and find
In conclusion, if Ω u,p occurs then we find using (29)
which is a quadratic inequality in sup t∈T |A t | 1/2 . By solving this inequality, we obtain
, which implies that
In conclusion, if u ≥ 2, then
≤ c exp(−pu/4).
Since the random variable
is clearly positive, we can now apply Lemma A.5 (with α = 2) to obtain
We use the triangle inequality and the trivial bound
to write
This is a quadratic inequality in E sup t∈T |A t | p/2 1/2p
. By solving it and subsequently raising both sides to the fourth power, we arrive at
Finally, we use Lemma A.3, Bernstein's inequality (23) and our assumption (28) to obtain
This completes the proof.
Let us now compare Theorem 5.5 with [16, Corollary 1.9]. We consider the following situation. Let X 1 , . . . , X m be independent copies of a random variable X : Ω → Θ, where Θ is a measurable space. Let µ X denote the probability distribution of X. Suppose that F is a set of real-valued measurable functions on Θ and consider the process (Z(f )) f ∈F defined by
Theorem 5.6. [16] There exist absolute constants C, c such that the following holds. If f L 2 (µX ) = 1 for all f ∈ F , then with probability at least
we have
Theorem 5.5 improves this result in several respects: we can assume the X i to be only independent instead of i.i.d., we do not need to assume that F lies on the L 2 (µ X )-sphere and, most importantly, we get a better deviation inequality.
Corollary 5.7. There exist constants c, C > 0 such that the following holds. Let X i : Ω → Θ, 1 ≤ i ≤ m be independent random variables and let F be a set of real-valued measurable functions on Θ. Suppose that σ, K are such that
Then, for any u ≥ 1,
Supremum of a second order chaos process
In this section we will make use of the Schatten spaces. For any m × n matrix A with complex entries A ij we use
to denote the Schatten norms of A. We use
to denote the associated metrics on the m × n matrices. Accordingly, for any set A of m × n matrices and 1 ≤ q ≤ ∞ we define the radius
Let ξ be an n-dimensional random vector. For any n × n matrix B we define the associated second order chaos by
The tail behavior of C B (ξ) in the case that ξ has subgaussian components was described by Hanson and Wright [8] , see also [18] for a modern proof.
Theorem 6.1. Suppose that ξ 1 , . . . , ξ n are independent, mean-zero, real-valued random variables and max i ξ i ψ2 ≤ 1. Then, there is a universal constant c > 0 such that for any u ≥ 0,
In the terminology of Section 5, (31) implies that the process (C B (ξ)) B∈B has a mixed tail with respect to the pair (d ∞ , d 2 ). Thus, by Theorem 3.5
As it turns out, the occurrence of the γ 1 -functional in this bound can lead to suboptimal results in certain applications. To mend this, Krahmer, Mendelson and Rauhut proved the following deviation inequality for chaos processes of a special form, which involves only γ 2 -functionals. 
Then, there exist constants c 1 , c 2 > 0 depending only on ξ 1 ψ2 , . . . , ξ n ψ2 such that for all u ≥ 0,
As discussed in [11] , this result has interesting applications in compressed sensing with structured random matrices.
Note that due to the appearance of the γ 2 -functional in the factor V , the bound does not exhibit the correct tail behavior for large u. In fact, one would expect from Lemma A.3 and the Hanson-Wright bound that V can be replaced by the smaller factor∆ 2 4 (A). In Theorem 6.5 we show that is indeed possible. Our proof follows in general lines the proof of [11] , with some simplifications. For example, we completely avoid the use of the majorizing measures theorem.
The main chaining argument in the proof is contained in the following lemma. We follow the proof of [11, Lemma 3.2] . Lemma 6.3. Fix 1 ≤ p < ∞. Let ξ = (ξ 1 , . . . , ξ n ) be a random vector with max i ξ i ψ2 ≤ 1 and let ξ ′ be an independent copy of ξ defined on a probability space (Ω ′ , F ′ , P ′ ). Set l = ⌊log 2 (p)⌋. Let A be a collection of matrices, let (A n ) n≥0 be an optimal admissible sequence for γ 2,p (A, d ∞ ) and define an associated sequence of maps π n : A n → A by π n (A) = argmin B∈A d ∞ (A, B) . Then, Let us consider S 1 (A). Note that the terms ξ * (π n (A) − π n−1 (A)) * π n (A)ξ ′ are subgaussian in ξ when we condition on ξ ′ . Thus, for any n > l, P(|ξ * (π n (A) − π n−1 (A)) * π n (A)ξ ′ | ≥ u2 n/2 (π n (A) − π n−1 (A)) * π n (A)ξ ′ 2 ) ≤ 2 exp(−u 2 2 n ).
Note that for any n > l, |{((π n (A) − π n−1 (A)), π n (A)); A ∈ A}| ≤ |A n | |A n−1 | ≤ 2 Let Ω u,p be the event ∀n > l, ∀A ∈ A :|ξ * (π n (A) − π n−1 (A)) * π n (A)ξ ′ | ≤ u2 n/2 (π n (A) − π n−1 (A)) * π n (A)ξ If the event Ω u,p occurs, then
In conclusion, for any u ≥ √ 2, Proof. By a union bound, using that u α ≥ 2, The result follows by combining these estimates.
