Abstract. Due to their high intrinsic electron mobility, CdO-based materials are gaining interest as transparent conductive oxides. By creating model dielectric functions based on the Drude theory, accurate fits to the measured transmittance and reflectance of CdO and CdO:In thin-films were achieved without using a frequency dependent Drude damping parameter. Difference in the model between undoped and In-doped CdO showed that the Burstein-Moss shift is not the only mechanism which improves the transparency in In-doped samples. Comparing the Drude analysis with Hall measurements revealed a nonlinear relationship between the free-electron effective mass and the carrier concentration, an effect which is caused by the nonparabolicity of the CdO conduction band. Analysis of 50 CdO:In thin-films grown by pulsed filtered cathodic arc showed the nonparabolicity factor was C = (0.5 ± 0.2) eV −1 and the band-edge effective mass was (0.16 ± 0.05)me. Knowledge of the effective mass allows for optical measurements of carrier mobility, which was less than or equal to the Hall measured mobility in these films due to the large electron mean-free-path compared to the grain size.
Introduction
Transparent conductive oxides (TCOs) have been studied for decades and are now well ingrained in our daily lives. Nevertheless, many groups around the world continue researching TCOs in order to further increase the materials' performance and expand the possible applications. Furthermore, some basic material properties are unknown or are still debated, such as the exact role of oxygen vacancies in ZnO and In 2 O 3 :Sn. Developing a complete understanding of the common TCOs is a key step towards engineering new materials with superior qualities.
One of the first metal oxides to be investigated was the naturally n-type CdO. [1, 2] However, when the market for transparent conductors exploded, CdO and other toxic Cd-containing oxides were all but abandoned in favor of the nontoxic zinc-, indiumand tin-based oxides. Nevertheless, research into Cd-based TCOs has recently picked up, mainly in response to the development of high efficiency thin-film solar cells which already contain a significant amount of Cd. [3] Much progress has already been made and doped CdO thin-films with resistivities below 10 −4 Ωcm and visible transparency above 80% can be readily deposited by several techniques. [4, 5, 6, 7, 8, 9] Practical applications aside, CdO is an excellent material in which to study fundamental physics of degenerate semiconductors. Even high purity CdO is typically degenerate (Fermi level within the conduction band) since oxygen vacancies are shallow double donors with a low formation energy in both Cd-and O-rich growth conditions. [10] Carrier concentrations (n) for undoped CdO is usually in the 10 19 to 10 20 cm −3 range, but it can be pushed above 10 21 cm −3 by doping with various elements. [11, 9, 8] Aside from the Burstein-Moss [12] shift and band-gaprenormalization [13] , increasing n in CdO also alters the effective electron mass since the conduction band of CdO is nonparabolic. [14] Several groups have already studied the nonparabolicity of the CdO conduction band, [4, 6, 15] but developing a more complete picture is important for most applications of CdO since nonparabolicity affects both the electronic transport and optical properties. [16] In this work, we develop a simple model for the dielectric function of nominally undoped and In-doped CdO (ICO) which is based on the Drude theory. The model was used to fit the optical transmittance and reflectance of 50 high quality ICO thin films with carrier concentrations ranging from 6 × 10 19 to 1.5 × 10 21 cm −3 . By comparing the extracted Drude parameters with Hall effect measurements, the nonparabolicity factor of the ICO conduction band was inferred using readily available optical and electrical measurements.
Film Growth and Characterization
Pulsed filtered cathodic arc [17, 8] (PFCA) was used to deposit all the CdO samples investigated in this study. Separate Cd and In cathodes were alternately pulsed in order to control the doping level, as described in earlier work. [8] Energy dispersive Xray spectroscopy (EDX) showed that the In content was between 0 and 9 at %. Most of the films were about 240 nm thick and several thicker samples (≈ 600 nm) were also produced but had very similar electrical properties. Details of the structural, electrical, and optical properties of many such PFCA-deposited CdO:In (ICO) thin films, as well as more information about the equipment which was used can be found in Ref. 8 .
The samples analyzed in this study were deposited on borosilicate glass microscope slides, with a few samples deposited on c-axis sapphire. Similar quality films were obtained on both substrates, in stark contrast to what has been observed for ICO grown by PLD. [18] Before deposition, the substrate temperature was typically about 230
• C, although some substrates were kept at room temperature or heated to as high as 400
• C. Optimized oxygen partial pressure in our deposition system was typically 1 Pa but a few samples were deposited at pressures as low as 0.4 Pa.
Electrical properties of the samples were subsequently measured with an Ecopia HMS-3000 Hall Measurement System with a 0.6 T magnetic field. Carrier concentration was in the n H = 10
19 cm −3 range in the undoped CdO and n H = 10 20 to 10 21 cm −3 in the doped samples. Optical transmitance (T ) and reflectance (R) was recorded from 250 to 2500 nm using a Perkin-Ellmer Lambda 950 dualbeam spectrophotometer equipped with a universal reflectance accessory. No blank substrate was used in the reference path so the collected transmittance is the absolute transmittance of the ICO/glass stacks. Reflectance was taken using unpolarized light at 8
• incidence in the absolute reflectance mode. The T and R data of each of the 50 samples was then fit with the SCOUT modeling software (www.wtheiss.com) in a very similar fashion as in Ref. 19 using a two layer model (film on substrate). Film thickness was determined from step profilometry and confirmed by the T and R fits.
Optical Model
Excellent fits to the measured T and R data were obtained for all 50 samples using a relatively simple model for the complex dielectric function. Figure 1 shows examples for a nominally undoped CdO film and several In-doped samples. For the undoped CdO, the model used for the complex dielectric function was
where ω is the frequency and ϵ B is the dielectric background constant. ϵ B is similar in value to the high frequency dielectric background constant (ϵ ∞ ) but not exactly equal since the other terms in Eq. 1 can also contribute to the high frequency optical response. Here, "high frequency" refers to frequencies much higher than the phonon modes and thus includes the visible and NIR portions of the spectrum. In this work, the main focus of the dielectric model (Eq. 1) is the contribution of the free carriers. In transparent conductors, the Drude theory is a simple yet accurate framework which describes the free-electron photon interaction via
where ω P is typically called the plasma frequency and Γ is the damping constant (relaxation frequency). However, when written as Eq. 2, ω P should be called the Drude frequency and it is related to the longitudinal plasma frequency by the approximation [19] 
In fact, ω P and Γ are angular frequencies and so the units of ω , P and Γ are radians/cm when using wavenumbers (cm −1 ) for the frequency variable. As such, when using Eq. 2, the free carrier concentration (in
2 where c is the speed of light, ϵ 0 is the permittivity of free space, m * is the effective carrier mass, and e is the elementary charge. Similarly, carrier mobility (µ) is found from µ = 100e/2πcm * Γ. This Drude style model of free carrier interaction is significantly simpler than the rigorous approach used by Hamberg and Granqvist, [19] but it has proven to be effective for a wide range of metals and semiconductors. Eq. 2 works well for doped ZnO and In 2 O 3 :Sn provided that a frequency dependent Γ is used. [20, 21, 22] It is well accepted that ionized impurity scattering causes such a Γ(ω), giving rise to a frequency dependence which approximates a power law in the visible and NIR range. [19, 23] However, in both CdO and ICO, it is not necessary to use a frequency dependent Γ in ϵ D to get good fits to the T and R data from 250 to 2500 nm. This could be due to the relatively high value of ϵ ∞ in CdO, which can screen the carriers from the charged defects. Such a screening effect is clearly visible for the chalcogenides, [24] nanocrystals of which show very symmetric localized surface plasmon resonances, [25, 26] in stark contrast to those observed in In 2 O 3 :Sn nanocrystals. [27] In any case, a more detailed experimental and theoretical study into the carrier scattering mechanisms in doped and undoped CdO would be very beneficial.
Even though we are focused on the Drude term, the other contributions to ϵ in Eq. 1 need to be accounted for appropriately to get an accurate estimation of ω P , Γ, and film thickness. This is because the observed (screened) plasma absorption feature also depends on the high frequency dielectric background constant [19] (ϵ ∞ ). More specifically, the extracted ω P depends on the dielectric background in the visible-NIR region which is caused by the tail end of the bandgap and any other absorption features.
Fortunately, for thin-films the interference fringes provide valuable information needed to accurately determine the dielectric background in the region of ω P . The positions of the interference minima and maxima and the intensity of the modulation are two important pieces of information, as can be explored when determining film thickness using the well established envelope method. [28] Modeling the bandgap contribution, ϵ BG , using the O'Leary-Johnson-Lim (OJL) model [29] allows for good fits to the UV absorption as well as for the interference fringes in the visible spectrum. The OJL model was developed for amorphous semiconductors with parabolic bands and exponential tail states. It is only used here to approximate the magnitude and shape of the electronic susceptibility due to the bandgap transition. In other words, using the OJL model for ϵ BG is effective but the extracted parameter values have little or no physical meaning.
Two broad absorption features were also needed alongside ϵ BG to accurately model the undoped CdO data; one in the UV range (ϵ UV ) and one in the visible (ϵ VIS ). Both were modeled using Kim oscillators as described in previous work. [20] The UV absorption is likely necessary due to the limitations of the OJL model or, alternatively, the presence of absorption into a second conduction band. This term has previously been included when modeling In 2 O 3 :Sn and ZnO:Al thin films. [20, 21, 30] Intraband or defect related absorption could be responsible for ϵ VIS , but the presence of the weak indirect CdO bandgap [31, 10] near 1 eV could also be contributing. Without ϵ UV and ϵ VIS , poor fits to the undoped CdO spectra were obtained.
In an important contrast, neither ϵ UV nor ϵ VIS were needed to successfully model the data from any of the doped samples. Despite adding 6 additional free parameters, keeping ϵ UV and ϵ VIS in the model did not significantly reduce the mean-square-error of the fit for the doped samples. For degenerate carrier concentrations, doping distorts the band structure, [32] which may coincidentally hide the absorption responsible for ϵ UV . Doping could also be passivating an optically active native defect responsible for ϵ VIS . Moreover, first principle calculations suggest that mixing of the In and Cd 5s orbitals creates a hybridization gap within the conduction band, reducing intraband absorptions in the visible spectrum. [33] At this stage, it is unclear why In-doping negates the need for ϵ UV and ϵ VIS , but it seems to make ICO a nearly ideal TCO from both a theoretical and practical perspective.
Discussion
The effectiveness of the optical models we chose for CdO and ICO can be seen by the approximately linear plot of n H vs ω 2 P shown in Figure 2 . Perfectly linear behavior would, in fact, indicate a parabolic conduction band and good linearity is indeed observed in our data. The slope of the best fit line which accounts for the measurement uncertainties gives m * = (0.42 ± 0.01)m e . This value is substantially higher than the 0.2 to 0.3m e expected for single crystal CdO epilayers, [15] polycrystalline bulk, [6] , and chemical vapor deposited thin-films [4] with similar n. However, fitting straight lines to n H vs ω x P for a surprisingly large range of x gives excellent linearity, as shown in the inset of Figure 2 . As such, care should be taken when using n H vs ω 2 P plots for new materials, or when assuming exponents in any relation in general.
Thus, instead of using the slope from Figure 3 , m * was calculated for each sample from ω P determined from the optical model and n measured by the Hall technique. Figure 3 shows the results and a seemingly nonlinear variation of m * with increasing n is observed for these arc-deposited thin-films. Past m * (n) measurements [6, 4] on doped and undoped CdO show a linear dependence of m * on n. However, the previous reports may not have explored high enough n to observe the nonlinearity (as in Ref. To further explore potential nonlinearity in m * (n), we followed the lines of Pisarkiewicz and Kolodziej [16] , which was later utilized by Ruske et al. [34] A quadratic term is added to the dispersion relation of the conduction band such as
where E is the electron energy for wavevector k, m * 0 is the electron effective mass at the conduction band minimum, and C is the nonparabolicity factor. Using this conduction band model, the dependence of m * on n is given by [16] 
which was used to find the best fit through all the data as shown by the solid red line in Figure 3 . Now, one can argue that the data shown in Figure 3 is essentially linear (r 2 = 0.87) using the reverse of the argument presented in Figure 2 . Thus, it is important that upper and lower bounds to both m * 0 and C are obtained in order to establish the validity of Eq. 4. However, many algorithms used for nonlinear fitting give upper and lower bounds on the fitting parameters which are solely based on the statistical spread of the data from the best fit line. In this work, an iterative Monte-Carlo style method [35] was used which accounts for the measurement uncertainties and works well for linear least squares fitting (see Appendix A in Ref. anywhere within the upper and lower errorbar with equal probability. Instead of using the measured values (the markers in the figure) , the value of each data point passed into the nonlinear fitting algorithm was randomly selected from the box defined by the measured value and the m * and n errorbars. Then, the best fit was found and the process was repeated 1000 times for the data shown in Figure 3 , taking a total of about 300 s on a dual core 2.5 GHz laptop. The best fit parameters were the averages from all the iterations and we used the minimum and maximum values to indicate the upper and lower bounds.
Using all the data points, a physically reasonable value of m * 0 = (0.16 ± 0.05)m e was obtained from the algorithm, which agrees well with values suggested in previous work. [4, 6, 36] No other analysis using Eq. 4 has been carried out on CdO thus far, but the best fit value for the nonparabolicity factor, C = (0.5 ± 0.2) eV −1 , is in between C = 0.3 eV −1 found [34] for ZnO:Al and the C = 1 eV −1 found [16] for SnO 2 . Very reasonable uncertainty bounds were obtained for both m * 0 and C indicating that Eq. 4 gives a good approximation of m * (n) in CdO and Eq 3 is a good way to account for the nonparabolicity in the CdO conduction band.
Using the same methodology on a large number of ZnO:Al thin-films, Ruske et al. [34] showed that variations in key growth conditions leads to significant smearing of the m * (n) relationship. Samples about 230 nm thick with varying In content, but grown on glass under the same optimized oxygen partial pressure (1 Pa) and relatively low substrate temperature (230
• C) are shown as the solid markers in Figure 3 (Inseries). This series of samples lies neatly along the best fit line through all the data. Using just the In-series, the best fit parameters are m * 0 = (0.17 ± 0.5)m e and C = (0.5 ± 0.2) eV −1 , which gives essentially the same parameter values and uncertainty bounds. Thus, the accuracy of the fit to our data is limited mainly by the uncertainty in the measurements and is less influenced by the spread caused by variations in growth conditions. Now that we have a good idea about the variation of m * with n, the Γ values extracted from the Drude modeling can be used to calculate µ. A comparison of µ measured by Hall to those calculated from Γ is shown in Figure 4 . The optical mobility is notably lower than the Hall mobility, in contrast to the results of a recent mid-IR reflectance study on undoped CdO. [37] Usually, optical mobility is larger than Hall mobility for polycrystalline thin-films [38, 39, 37] since the electrons do not typically cross grain boundaries during their plasmonic oscillations. However, XRD measurements indicate [8] the average grain size in these arc grown films is no larger than 40 nm. From the Hall measurements, the electron mean free path can be estimated [40] and was in the range of 10 to 30 nm for the arc-grown ICO. Thus, its likely that many electrons are crossing the grain boundaries during optical excitation, which will bring the optical mobility closer to the Hall mobility.
From Figure 4 it can be seen that the agreement between the optical and Hall mobility seems to improve with increasing n. This most likely due to the fact that for higher n more of the plasmon absorption feature is observable in the 250 to 2500 nm spectral range, leading to more accurate estimates of the plasmon damping and hence carrier mobility. Thus, the y-errorbars shown in Figure 4 are likely underestimated for the films with relatively low n. Going to longer wavelengths would allow more solid conclusions about carrier mobility to be made. Another possible avenue for improvement is to explore the more rigorous theories dealing with carrier scattering [19, 22] and how they apply to CdO-based TCOs.
Conclusion
The Drude theory is an excellent foundation to build up an understanding of the optical and electrical properties of doped and undoped CdO thin-films. Surprisingly, there was no need to account for ionized impurity scattering to accurately fit the T and R data, which is in contrast to In 2 O 3 :Sn and doped ZnO and is possibly due to the high dielectric background for CdO. Furthermore, two absorption features which were necessary to model the undoped CdO data were not needed for the In-doped samples. Thus, the improvement in the optical transparency in CdO due to In doping is not solely due to the bandgap widening from the Burstein-Moss shift.
By combining the Drude analysis with Hall measurements, the effective electron mass was determined as a function of carrier concentration. Nonlinear behavior was observed for m * (n) which was fit well using the theory of Pisarkiewicz and Kolodziej. Best fit parameters were m * 0 = (0.17 ± 0.5)m e for the conduction band edge effective mass and the nonparabolicity factor was C = (0.5 ± 0.2) eV −1 . The Monte-Carlo style variation of nonlinear least square fitting used in this work showed that the measurement uncertainties in m * and n were the main contribution to the uncertainties in m * 0 and C as opposed to uncertainty due to the statistical spread of the data or fluctuations in the growth conditions. Improving these measurement uncertainties would likely require modeling a larger spectral region of the T and R data or integrating more electrical measurements into the analysis.
Once m * was determined, the optical carrier mobility calculated from the Drude relaxation frequency was compared to the Hall mobility. Surprisingly, the optical mobility was significantly lower than Hall measurements for most samples. However, comparable optical and Hall mobilities can be expected when the electron mean free path is large and the grain size is small, as is the case for the arc-deposited CdO used in this work. Nevertheless, the measurements did not likely go far enough into the IR to make sound conclusions about the carrier mobility in many of the samples, particularly at low carrier concentration when less of the plasmonic optical absorption feature is observed. Understanding and improving the carrier mobility in doped CdO is very important for its electronic applications and requires properly accounting for the nonparabolicity of the conduction band.
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