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1Robust multiplexed codes for compression of
heterogeneous data
Herve´ JE´GOU and Christine GUILLEMOT
Abstract— Compression systems of real signals (images, video,
audio) generate sources of information with different levels of
priority which are then encoded with variable length codes
(VLC). This paper addresses the issue of robust transmission
of such VLC encoded heterogeneous sources over error-prone
channels. VLCs are very sensitive to channel noise: when some
bits are altered, synchronization losses can occur at the receiver.
This paper describes a new family of codes, called multiplexed
codes, that confine the de-synchronization phenomenon to low
priority data while asymptotically reaching the entropy bound
for both (low and high priority) sources. The idea consists in
creating fixed length codes for high priority information and
in using the inherent redundancy to describe low priority data,
hence the name multiplexed codes. Theoretical and simulation
results reveal a very high error resilience at almost no cost in
compression efficiency.
Index Terms— source coding, variable length codes, data com-
pression, data communication, entropy codes
I. INTRODUCTION
Entropy coding, producing variable length codewords
(VLC), is a core component of any data compression scheme.
Unlike fixed length codes (FLCs), variable length codes are
designed to exploit the inherent redundancy of a symbol dis-
tribution. The main drawback of VLCs is their high sensitivity
to channel noise: when some bits are altered by the channel,
synchronization losses can occur at the receiver, the position of
symbol boundaries are not properly estimated, leading to dra-
matic symbol error rates. Soft VLC decoding ideas, exploiting
residual source redundancy (the so-called “excess-rate”), have
also been shown to reduce the “de-synchronization” effect
as well as the residual symbol error rates. These ideas rely
on capitalizing on source coder suboptimality, by exploiting
inner codeword redundancy and exploiting correlation within
the sequence of symbols (inter symbol dependency). Models
incorporating both VLC-encoded sources and channel codes
(CC) have also been considered [1], [2], [3]. The authors in [1]
derive a global stochastic automaton model of the transmitted
bitstream by computing the product of the separate models
(Markov source (MS), source coder (SC) and channel coder
(CC)). The authors in [4] push further the above idea by
designing an iterative estimation technique alternating the use
of the three models (MS, SC, and CC). The above methods
mostly consist in re-augmenting the redundancy of the bit-
stream, by introducing an error correcting code or dedicated
patterns in the chain. Also, the decoding algorithms, often
relying on MAP estimators, have a rather high complexity.
The synchronization recovery capability (or self-
synchronization property) of a VLC, which represents
the error-resiliency of the code, has also been considered as
a performance and design criterion of the code in addition
to its compression performance. The characterization of the
synchronization capability of VLC has thus been extensively
studied in the research community [5], [6]. This property is
often characterized by an error span [7], also called the mean
error propagation length (MEPL) [8]. The authors in [7] have
developed a state model for synchronization recovery which
is suitable for analyzing the performance of various codes
with respect to error recovery. Effort has then also naturally
been dedicated to the design of self-synchronizing codes.
In [9], the authors show that some Huffman codes, tailored
to a given source, may contain a codeword that can serve
as a “re-synchronization” point. However, the existence of
this codeword depends on the source statistics. Statistically
synchronizable codes containing a synchronization sequence
are also described in [5] and [10]. Self-synchronizing Huffman
codes are also proposed in [11]. The design is governed by
a trade-off between redundancy and synchronization recovery
capability. E.g., the authors in [12] and [8] search to construct
codes with minimum redundancy which allow to have short
mean error propagation length (MEPL). In the same spirit,
reversible VLCs (RVLC) [13], [14], [3] have been designed
specifically to fight against desynchronizations. Variable-to-
fixed length codes [15] [16] mainly designed for compression
purposes are also well-suited for robust transmission. Both
self-synchronizing codes and variable-to-fixed codes only
allow for synchronization in terms Levenshtein distance
sense [17]. However, strict-sense synchronization [8], i.e.
synchronization in the Hamming distance sense, is required
by applications, such as image and video compression.
Here, we consider the design of a new family of codes,
called “multiplexed codes”, that allow to control (even
avoid) the “de-synchronization” phenomenon of VLC encoded
sources, while still allowing to reach asymptotically the en-
tropy bound and to rely on simple decoding techniques. The
principle underlying these codes builds upon the idea that
compression systems of real signals generate sources of infor-
mation with different levels of priority (e.g. texture and motion
information for a video signal). This idea underlies unequal
error protection (UEP) techniques, which allocate different
levels of protection to the different types of information,
either to signal frequency bands [18], to bit planes [19], or to
quantization layers [20]. In the wake of this idea, we consider
two sources, a high priority source and a low priority source
referred to as SH and SL in the sequel. The codes designed are
such that the risk of “de-synchronization” is confined to the
low priority information. The idea consists in creating a FLC
for the SH source, and in exploiting the inherent redundancy
2to represent or store information of the low priority source
SL. Hence, the source SH inherits some of the properties of
FLCs such as random access in the data stream and strict-
sense synchronization. It is shown that these codes allow to
almost reach the entropy bound.
The rest of the paper is organized as follows. Section II in-
troduces the notations we use in the sequel. Section III outlines
the principle of multiplexed codes, discusses their compression
properties and describes the first coding algorithm in the case
of two sources. The approach relies on a mapping of the low
priority flow of data into a sequence of k-valued variables,
where k depends on the realization of the high priority
sequence of symbols. A first mapping, optimal in the sense
that it allows to reach the entropy bound is presented. This
mapping is based on an Euclidean decomposition of a long
integer, which can be computed with a hierarchical (dyadic)
approach with a close to linear computational complexity.
The computational cost can be further reduced (but this time
at the expense of a small excess-rate), by performing the
decomposition on a constrained set of k-valued variables.
This amounts to consider a constrained partition of the set
of fixed length codewords into equivalence classes expressed
in terms of prime-valued variables. The resulting loss in
compression depends on the distance between the respective
probability density functions (pdf) of the constrained set of
k-valued variable and of the source SH. A heuristic method
for selecting the set of k-valued variables (i.e., the partition)
that would best approximate the pdf of the source SH is
described in section VI. A second class of multiplexed codes
for which the cardinalities of the different equivalence classes
are constrained to be integer powers of two is also presented.
Such codes can be built in a very straightforward manner from
any VLC code. The compression performance is then the same
as the one achieved by the VLC considered. The impact of
channel noise, considering a binary symmetric channel, on
the overall source distortion is analyzed in section VII. The
choice of the parameters of the algorithm are discussed in
section VIII and simulation results are provided in section IX.
II. PROBLEM STATEMENT AND NOTATIONS
Let SH = (S1, . . . St, . . . SKH) be a sequence of source
symbols of high priority taking their values in a finite alphabet
A composed of |A| symbols, A = {a1, . . . ai, . . .}. Note
that, in the following, we reserve capital letters to random
variables, and small letters to values of these variables. Bold
face characters will be used to denote vectors or sequences.
The stationary probability function density of the source SH
is denoted µ = (µ1, . . . µi, . . . µ|A|), where µi stands for the
probability that a symbol of SH equals ai. Let h be the
stationary entropy of the source per symbol, given by h =
−
∑|A|
i=1 µi log2(µi). Let SL be a sequence of source symbols
of lower priority taking their values in a finite alphabet. We
assume that the realization sL of this source has been pre-
encoded into a bitstream b = (b1, . . . br, . . . bKB ) with a
VLC coder (e.g. Huffman or arithmetic coder). The problem
addressed here is the design of a family of joint codes for the
two sources SH and SL that would guarantee the strict-sense
class Ci codeword x symbol ai |Ci| probability µi index qi
C1 000 a1 3 0.40 0
001 1
010 2
C2 011 a2 2 0.20 0
100 1
C3 101 a3 1 0.20 0
C4 110 a4 1 0.10 0
C5 111 a5 1 0.10 0
TABLE I
AN EXAMPLE OF MULTIPLEXED CODES (c = 3).
synchronization of the high priority source SH at almost no
cost in terms of compression efficiency.
III. MULTIPLEXED CODES
A. Principle and definitions
Let us denote X the set of binary codewords of length
c. This set of |X | = 2c codewords is partitioned into |A|
subsets, denoted Ci for i = 1 . . . |A|, called equivalence
classes associated to symbols ai of the alphabet A, as shown in
Table I. Note that codebook partitioning is sometimes referred
to as binning. The condition c ≥ log2(|A|) is required to
have at least 1 codeword per subset. Each equivalence class
Ci is a set of |Ci| codewords. In the following, the integer |Ci|
denotes the cardinality of the equivalence class and is such
that
∑|A|
i=1 |Ci| = |X |.
A symbol St = ai of the flow SH can be encoded with
any c-bit codeword x belonging to the equivalence class
Ci (see example of Table I). Hence, each codeword St can
be mapped into a pair (Ci, Qi) of two variables denoting
respectively the equivalence class and the index of the
codeword in the equivalence class Ci. The variable Qi is an
|Ci|-valued variable, taking its value between 0 and |Ci| − 1
(see Table I) and representing the inherent redundancy of the
c-bits FLC. This redundancy will be exploited to describe the
lower priority flow of data. Let us denote nt the cardinality
|Ci| of the equivalence class associated to the realization
St = ai. Then, to the realization sH = s1 . . . st . . . sKH of
the sequence of high priority symbols one can associate a
sequence q1 . . . qt . . . qKH of nt-valued variables that will be
used to describe jointly the high and low priority data flows
(i.e., sH and sL).
Definition 1: a multiplexed code is defined as a set of
pairs (ai, qi), where ai is a symbol value belonging to the
alphabet A (on which the high priority source is quantized)
and where qi is the value of a variable Qi denoting the index
of the codeword in the equivalence class.
The corresponding encoder is the function which maps
every couple (ai, qi) into an c-bits fixed length codeword x as
( ai, qi )⇆ x. (1)
Example 1: let A = {a1, a2, a3, a4, a5} be the alphabet of the
source SH with the stationary probabilities given by µ1 = 0.4,
µ2 = 0.2, µ3 = 0.2, µ4 = 0.1 and µ5 = 0.1. Note that this
3source has been considered in [7] and [8]. Table I gives an
example of partitioning of the set X into the 5 equivalence
classes associated to the alphabet symbols. This partitioning
reveals 5 |Ci|-valued variables.
Note that, in Table I, the codes are ranked in the lexico-
graphic order. Using this order, each equivalence class can be
fully defined by, 1) the first codeword within this equivalence
class, 2) the cardinality of this equivalence class. Thus, the
lexicographic order permits a compact representation of the
multiplexed code table. However, note that the method is not
restricted to this order.
B. Conversion of the lower priority bitstream
It appears from above that the design of multiplexed codes
relies on the choice of the partition C = {C1, . . . C|A|}. The
encoding then proceeds with the conversion of the lower
priority bitstream into a flow of variables taking their val-
ues in the different sets of |Ci|-valued variables. In order
to be multiplexed with symbols of SH, the lower priority
bitstream b must be mapped into a sequence of |Ci|-valued
variables. Let us first consider the mapping of the realization
sH = s1 . . . st . . . sKH into the sequence n1 . . . nt . . . nKH .
The sequence of nt-valued variables can also be seen as a
unique Λ-valued variable γ, where Λ =
∏KH
t=1 nt. The variable
γ hence verifies 0 ≤ γ < Λ. The quantity Λ denotes the
number of different multiplexed sequences of codewords that
can be used as a coded representation of the sequence sH.
One of these sequences can be used as a multiplexed coded
description of the two sequences sH and sL 1. The sequence
of multiplexed codewords to be transmitted will then depend
on the bitstream representation b of the source SL.
The maximum amount of information that can be stored in
the Λ-valued variable γ is theoretically log2(Λ) bits. However,
since this variable is used to store bits of the bitstream b, only
K ′B = ⌊log2(Λ)⌋ bits can be stored, leading to an overhead
equal to log2(Λ)K′
B
. The last2 K ′B bits of b are then seen as the
binary representation of the integer γ comprised between 0
and 2K′B − 1, that can be expressed as
γ =
K′B∑
r=1
b(r+KB−K′B) 2
r−1 (2)
Note again that the variable γ is an index of the set of
sequences that represent sH. The variable γ must then be
expanded into a sequence of pairs (nt, qt) that will provide
entries in the multiplexed codes table. Let us recall that qt
denotes the index of a codeword in the equivalence class
associated to the realization st of a given symbol St. There are
different ways to expand the variable γ into the sequence of
nt-valued variables (qt), where t = 1, . . .KH . One possible
method is to use the recursive Euclidean decomposition:
Definition 2: the recursive Euclidean decomposition of
a positive integer x by a sequence y = (y1, y2, . . . , yK) of
1In fact, only a part of sL, whose length depends on the multiplexing
capacity of the sequence sH
2Any other subset of K ′
B
bits of b can be used
Algorithm 1 Conversion of the integer γ into the sequence q
for t = 1 to KH do
qt = γ
′ modulo nt
γ′ = γ
′−qt
nt
end for
t st nt γ qt codeword
1 a1 3 26 2 001
2 a4 1 8 0 000
3 a5 1 8 0 111
4 a2 2 8 0 011
5 a3 1 4 0 110
6 a3 1 4 0 111
7 a1 3 4 1 000
8 a2 2 1 1 001
TABLE II
EUCLIDEAN DECOMPOSITION OF THE VARIABLE γ AND CORRESPONDING
MULTIPLEXED CODEWORDS.
positive integers is the unique sequence r = (r1, r2, . . . , rK) ∈
N
K such that:{
x = r1 + y1(. . . (rt + yt(. . . (rK−1 + yK−1 rK) . . .)) . . .))
∀t ∈ [1..K], 0 ≤ rt ≤ yt − 1
(3)
It leads to expand γ as q1 + n1(q2 + n2(. . . (qKH−1 +
nKH−1 qKH ) . . .)). Since each codeword index qt verifies
qt =
⌊
γ∏t−1
t′=1 nt′
⌋
mod nt, (4)
the components qt can be calculated by Algorithm 1. In section
III-C, we will see that these quantities can be computed with
a lower complexity. In summary, the encoding proceeds as
follows:
1) For t = 1, . . .KH , let nt be the cardinality of the
equivalence class associated to the realization st of the
symbol St.
2) The integer Λ is computed as Λ =∏KHt=1 nt. The number
K ′B of bits of the lower priority bitstream b that can
be jointly encoded with the sequence SH is given by
⌊log2(Λ)⌋.
3) The K ′B last bits of the low priority bitstream b are con-
verted into the sequence of pairs (nt, qt), t = 1 . . .KH ,
using Algorithm 1 of the Euclidean decomposition of
(3).
4) The sequence of pairs (st, qt) provides the entries in
the table of multiplexed codes, hence allows to select
the sequence of c-bits fixed length codewords to be
transmitted on the channel.
5) If K ′B ≤ KB , the KB−K ′B first bits of the bitstream b
are then concatenated to the sequence of multiplexed
codewords. Otherwise, the remaining symbols of SH
are not multiplexed but sent using other codes on the
channel, such as FLCs or Huffman codes.
As all steps are reversible, the decoding proceeds in the reverse
order. A schematic diagram of the encoding process, for the
particular example proposed hereafter, is depicted in Fig. 1.
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Fig. 1. Link between the source SH, the low priority source formatted as a
state flow q of |Ci|-valued variables, and multiplexed codewords. Here, the
bolded path denotes the chosen codewords.
Example 2: let us consider the source alphabet described
in section III and the multiplexed code given in Table I.
Considering the sequence of symbols SH given in Table II,
the algorithm proceeds first with the derivation of the
sequence of nt variables as shown in Table II. This leads
to Λ = log2(36) ≈ 25.17. Therefore, the last 5 bits of
the bitstream b = 11010 are used to process the variable
γ =
∑5
r=1 br 2
r−1 = 26. The Euclidean decomposition of
the variable γ according to (1) leads to the sequence of
qt variables (indexes of the codewords in the classes of
equivalence associated to the sequence of symbols) given in
Table II. The sequence of pairs (st, qt) provides directly the
entries in the table of c-bits fixed length codewords, i.e. in
the table of multiplexed codes.
C. Hierarchical decomposition of γ
The complexity order of the Euclidean decomposition of
the global variable γ is O(K2H) if Algorithm 1 is used.
This overall complexity can be reduced by considering the
following hierarchical decomposition of the variable γ. Note
that this reduction in terms of complexity does not induce any
overhead or redundancy. The resulting states qt are identical
to the ones obtained by Algorithm 1. For sake of clarity, let us
assume that KH = 2l, with l ∈ N. The approach can be easily
extended to any length. Let nt2t1 denote the product
∏t2
t=t1
nt.
Similarly, qt2t1 is defined as
qt2t1 =
∆ qt1 + nt1(qt1+1 + . . . (qt2−1 + nt2−1qt2) . . .). (5)
If the number of terms in (5) is a power of two, i.e if t2 −
t1 + 1 = 2
l′
, then the entities nt2t1 and q
t2
t1 are respectively
decomposed as
nt2t1 = n
t2+t1−1
2
t1 n
t2
t2+t1+1
2
, (6)
qt2t1 = q
t2+t1−1
2
t1 + n
t2+t1−1
2
t1 q
t2
t2+t1+1
2
. (7)
Algorithm 2 Conversion of the integer γ into the sequence of
states q using the hierarchical algorithm (for sequences such
that ∃ l/KH = 2l).
for j = 1 to l do {Processing of values nt2t1 involved in
further processing}
for i = 1 to 2l−j do
t1 = (i− 1) 2
j + 1
t2 = i 2
j
tm = (t1 + t2 − 1)/2
nt2t1 = n
tm
t1 n
t2
tm+1
end for
end for
for j = l to 1 by − 1 do {Processing of values qt2t1}
for i = 1 to 2l−j do
t1 = (i− 1) 2
j + 1
t2 = i 2
j
tm = (t1 + t2 − 1)/2
qtmt1 = q
t2
t1 modulo n
tm
t1
qt2tm+1 = (q
t2
t1 − q
tm
t1 )/n
tm
t1
end for
end for
Notice that γ = q2l1 . Hence the state γ is decomposed as
γ = q2
l−1
1 + n
2l−1
1 q
2l
2l−1+1. (8)
Similarly, each term of (8) can be recursively decomposed
using (6) and (7). Thus, the conversion of the integer γ into
a sequence of states q can be done iteratively, as described
in Algorithm 2. Note that each level j generates the vari-
ables required for level j + 1. The reverse algorithm follows
naturally. It is shown in Appendix II that the complexity
order of this algorithm is in O((KH)r), where r > 1 is the
complexity exponent of the algorithms used for operations of
large integers. Usually, the algorithm used is such that r goes
from r = log3log2 ≈ 1.58 to r =
log9
log5 ≈ 1.37, depending on the
length of the message [21] [22].
Example 3: let us consider the decomposition proposed in
Example 2. This decomposition can also be processed with
the hierarchical algorithm as n21 = 3, n43 = 2, n65 = 1, n87 = 6,
n41 = 6, n
8
5 = 6 and q41 = 26 mod n41 = 2, q85 = ⌊ 26n4
1
⌋ = 4,
q21 = 2, q
4
3 = 0, q
6
5 = 0, q
8
7 = 8, q1 = 1, q2 = 0, q
4
3 = 0,
q3 = 0, q4 = 0, q5 = 0, q6 = 0, q7 = 1 and finally q8 = 1.
D. Compression efficiency
Each symbol of the sequence SH is associated to a c-
bits fixed length codeword, leading to a total length of the
multiplexed flow equal to c×KH . Therefore, the compression
rate is determined by the amount of SL information that can
be jointly coded by the sequence of multiplexed codewords.
Let us consider again the realization st of a symbol St of
the sequence SH. One can associate an nt-valued variable
to the symbol value st. The amount of data that can be
represented by this variable is log2(nt) bits. Since the c bits of
the multiplexed codeword code both the symbol value st and
the index qt describing the low priority bitstream realization,
5the description length for the symbol st is theoretically c −
log2(nt) = −log2(
nt
|X |) bits. The amount of data, in bits, used
to code the sequence sH is given by
−
∑
1≤t≤KH
log2(
nt
|X |
). (9)
In order to minimize the mean description length (mdl) hˆ
of the source SH, one has then to choose the partitioning C of
the set of |X | fixed length codewords into equivalence classes
Ci of cardinality |Ci|, i = 1 . . . |A|, such that
(|C1|, . . . |Ci|, . . . |C|A||) = argmin

− |A|∑
i=1
µi log2(
|Ci|
|X |
)


= argmin(hˆ). (10)
In order to have a rate close to the entropy bound of the source
SH, the quantity |Ci||X | should be as close as possible to µi. We
come back in section VI on how to calculate an efficient set
of |Ci| values for a given source pdf.
Example 4: the entropy of the source SH introduced in section
II is h = 2.122. The partition C given in Table I leads to an
mdl of SH of hˆ = 2.166. Note that a Huffman encoder of the
source would have led to an mdl equal to 2.2. The choice of c
as well as of the partition C has an impact on the coding rate.
For example, for c = 5, the partition into classes of respective
cardinalities (|C1|, |C2|, |C3|, |C4|, |C5|) = (13, 7, 6, 3, 3)
produces an mdl equal to 2.124.
Property 1: ∀ ǫ > 0, ∃ c ∈ N such that hˆ− h ≤ ǫ
In other words, the mdl of SH can be made as close as
required to the entropy, by increasing the length c of the
codewords. The proof is provided in Appendix I.
IV. MULTIPLEXED CODES BASED ON A CONSTRAINED
PARTITION C
The computational cost of the mapping (or multiplexing)
algorithm can be further reduced by considering a constrained
partition of the set of fixed length codewords. The pre-
formatted lower priority bitstream is in this case not seen as
the representation of a unique variable γ, but as a sequence of
“elementary variables”. An elementary variable is defined as
a variable which takes its value in a set of small dimension:
it is a k-valued variable, k being small.
A. Constrained choice of partition C
The |Ci|-valued variables, 1 ≤ i ≤ |A|, are decomposed
into a set of elementary variables as follows:
|Ci| =
νi∏
j=1
f
αi,j
j , (11)
where fj are prime factors. The term fνi denotes the highest
prime factor in the decomposition of |Ci|. The term αi,j stands
for the power of the prime factor fj in the decomposition
bit 1 bit 2 bit 3 3-valued variable 1 3-valued variable 2
0 0 0 0 0
0 0 1 0 1
0 1 0 0 2
0 1 1 1 0
1 0 0 1 1
1 0 1 1 2
1 1 0 2 0
1 1 1 2 1
2 2
TABLE III
EXAMPLE OF TRANSFORMATION T (uT = 3).
of |Ci|. This expansion of |Ci|-valued variables can also be
represented as:
|Ci|-valued variable⇄


αi,1 binary variables
αi,2 3-valued variables
.
.
.
αi,νi fνi-valued variables
(12)
In order to limit the encoding complexity, the partitioning of
the set of c-bits fixed length codewords must be such that the
set (|Ci|)1≤i≤|A| will not result in prime decompositions into
factors greater than a given value fν . These additional con-
straints on the partition C will induce an approximation of the
pdf of the SH source. This approximation leads to a slightly
higher mdl. We come back on this point in Section VIII-B.
B. Conversion of the low priority bitstream into fj-valued
variables
Consecutive segments of the low priority bitstream are seen
as the binary representations of integers to be decomposed
this time into a set of binary, 3-valued, . . ., j-valued, . . .,
fν-valued variables. Let T be a transformation that takes
uT bits and produces a set of fj-valued variables. Let vT ,j ,
1 ≤ j ≤ ν, be the number of fj-valued variables produced
by a transformation T . The number of possible values that
can be taken by the set of fj-valued variables resulting from
the transformation T applied on uT bits of the bitstream b is
given by
ΛT =
ν∏
j=1
f
vT ,j
j . (13)
This ΛT -valued variable allows to theoretically store log2(ΛT )
bits. Note that ΛT may be higher than 2uT . Therefore, there
is an overhead per bit given by
oT =
log2(ΛT )
uT
− 1. (14)
For example, the transformation T15 shown in table III applied
on 3 bits produces two 3-valued variables, leading to a number
of states increased from 8 to 9.
Table IV enumerates the transformations used for fν = 5.
If fν = 3, only the transformations that do not use 5-valued
variables are valid: T0, T3, T12, T15, T17. They are sorted by
increasing loss in compression efficiency. Among all the
possible sets vT = (vT ,1, . . . vT ,j , . . . vT ,ν) explored under
6Tz identifier uTz vTz ,1 vTz ,2 vTz ,3 oTz
T0 1 1 0 0 0.0000
T1 15 0 8 1 0.0001
T2 21 0 3 7 0.0004
T3 19 0 12 0 0.0010
T4 25 0 7 6 0.0011
T5 24 0 2 9 0.0028
T6 14 0 3 4 0.0030
T7 18 0 7 3 0.0034
T8 27 0 1 11 0.0047
T9 17 0 2 6 0.0060
T10 30 0 0 13 0.0062
T11 20 0 1 8 0.0080
T12 11 0 7 0 0.0086
T13 23 0 0 10 0.0095
T14 6 0 1 2 0.0381
T15 3 0 2 0 0.0566
T16 2 0 0 1 0.1610
Tzmax = T17 1 0 1 0 0.5850
TABLE IV
TRANSFORMATIONS USED FOR fν = 5
Algorithm 3 Choice of the transformations to be used
z = 0
while sum(dj) > 0 do {while some fj-valued variables
are not computed yet}
gTz = ⌊min(
dj
vTz,j
)⌋ {Calculation of how many transfor-
mations Tz can be used}
for ∀j between 1 and ν do {Update the number of fj-
variables to be transformed}
dj = dj − gTz ∗ vTz,j
z = z + 1 {Try next transformation}
end for
end while
previous constraints, only those for which the transformations
introduce an overhead lower than 1% are kept. Increasing fν
reduces this overhead.
C. Optimal set of transformations
Let again sh be the realization of a source SH mapped into
a sequence of nt-valued variables. Each nt-valued variable
is decomposed into a set of fj-valued variables, each one
being used αt,j times. Let dj be the total number of fj-valued
variables involved in the expansion of the entire sequence of
nt-valued variables. Let gTz be the number of transformations
Tz, z = 0, . . . zmax necessary to convert the low priority
bitstream into the fj-valued variables. There are several pos-
sible sets g = (gT1 , . . . gTz , . . . gTzmax ). The optimum set
of transformations is the one which will minimize the total
overhead, given by
O =
zmax∑
z=0
gTz uTz oTz . (15)
The choice of g is an optimization problem. Knowing the
transformation set (Tz)0≤z≤zmax and d = (d1, . . . dj , . . . dν),
the optimal vector g is estimated by Algorithm 3.
t 1 2 3 4 5 6 7 8
st a1 a4 a5 a2 a3 a3 a1 a2
nt 3 1 1 2 1 1 3 2
αt,1 0 0 0 1 0 0 0 1 d1 = 2
αt,2 1 0 0 0 0 0 1 0 d2 = 2
TABLE V
CALCULATION OF THE NUMBER OF AVAILABLE fj -VALUED VARIABLES.
D. Encoding procedure
Assuming that the low priority source sL has been pre-
encoded using efficient VLCs, the encoding of the two se-
quences sH and sL using fast multiplexed codes proceeds as
follows:
1) For each prime integer fj , 1 ≤ j ≤ ν, the number dj
of fj-valued variables resulting from the expansion of
the sequence of nt-valued variables associated to sH is
calculated.
2) The number gTz of transformations Tz needed to convert
the low priority bitstream b into a sequence of fj-valued
variables is searched with the procedure described in
Section IV-C. The transformations Tz are then applied
on consecutive segments of uTz bits of the bitstream
b, leading to the generation of sequences of fj-valued
variables.
3) The nt-valued variable associated to the symbol real-
ization st has to be in bijection with several elementary
fj-valued variables generated in the previous step. Then,
at this point, the encoder has to choose the value qt
taken by this nt-valued variable, such that the Euclidean
decomposition of qt leads to the given sequence of
fj-valued variables. This is done using the Euclidean
multiplication.
4) The resulting pair (st, qt) provides entries in the mul-
tiplexed codewords table to select the codeword to be
transmitted.
The decoding algorithm is made in the reverse order.
As a consequence, it is not necessary to receive the whole
sequence of codewords to decode the information of high
priority sH: it is directly read in the multiplexed codes tables.
Moreover, random access is also possible for the flow sH.
Example 5: let us consider the sequence of 8 high priority
symbols given in Table V, with the corresponding mapping
into the sequence of nt-valued variables according to the
multiplexed codes given in Table I. The sequence of nt-valued
variables is decomposed into a sequence of d1 binary and
d2 3-valued variables with respective powers αt,1 and αt,2
(cf. table V). In a second step, one has to convert the low
priority bitstream into the binary and 3-valued variables. It
appears that both transformations T0 and T15 have to be used
(see section IV-C) 2 times and 1 time, respectively. Thus, 5
bits can be multiplexed with the realization sH of SH. The
transformation T0 being identity, the first 3 bits of the bitstream
b are multiplexed unchanged. For each transformation T , the
uT input bits are seen as the binary representation of an integer
7t 1 2 3 4 5 6 7 8
st a1 a4 a5 a2 a3 a3 a1 a2
binary variables 1 1
3-valued variables 0 2
qt 0 0 0 1 2 1
codeword 000 110 111 100 101 101 010 100
TABLE VI
CONSTRUCTION OF THE SEQUENCE OF MULTIPLEXED CODEWORDS.
class Ci codeword x symbol ai |Ci| probability µi Ui
C5 000 a5 1 0.10 ∅
C1 001 a1 2 0.40 0
010 1
C2 011 a2 2 0.20 0
100 1
C3 101 a3 2 0.20 1
110 0
C4 111 a4 1 0.10 ∅
TABLE VII
A BINARY MULTIPLEXED CODES (c = 3, MDL = 2.2).
γT as
T Input bits → γT → binary 3-valued
T0 : 1 → 1 → 1
T0 : 1 → 1 → 1
T15 : 010 → 2 → 02
and leading to the sequences 11 of binary variables and 02
of 3-valued variables. The value qt taken by the nt-valued
variable associated to the symbol realization st and to the
realization of the low priority bitstream b is obtained from
the sequences of binary (j = 1) and 3-valued (j = 2)
variables. In the example above, the state qt is generated using
either a bit for equivalence class C2, either a 3-valued variable
for equivalence class C1. The resulting pair (st, qt) provides
entries in the multiplexed codes table (see Table I), leading to
the selection of multiplexed codes given in Table VI.
V. BINARY MULTIPLEXED CODES
The partition of the FLC into several equivalence classes can
be chosen such that the storage capacity is an integer number
of bits. It means that, for each equivalence class Ci, a bijection
exists between the interval of indexes [0, |Ci|−1] and a varying
integer number of bits, hence the following definition:
Definition 3: a binary multiplexed code is a multiplexed
code such that ∀i ∈ [1..|A|], log2(|Ci|) ∈ N.
Then, to each symbol ai of the source SH, one can associate
an equivalence class Ci, hence a set of fixed length codewords,
which is in turn indexed by a sequence Ui = U1i . . . U
log2|Ci|
i
of log2(|Ci|) bits. A codeword representing jointly a symbol
of the source SH and a segment of the low priority bitstream
b can thus be selected without requiring any conversion of the
bitstream b.
Example 6: let again consider the source sH =
a1a4a5a2a3a3a1a2 and b = 110100 a pre-encoded bitstream.
Let us also consider the binary multiplexed codes of Table VII.
0
0 0 0 01 1 1 1
1
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Fig. 2. Codetree describing both SH and B
The number of bits that can be multiplexed with each symbol
realization of the sequence SH is processed, which leads to
segment b into (u1, . . . ut, . . . uKH ) = (1,∅,∅, 1, 0, 1, 0, 0),
where notation ∅ indicates that the corresponding
equivalence class is of cardinality 1 and is consequently not
indexed by any bit. Then, for each high priority symbol
index t, the couple (st, ut) indexes a codeword in the
multiplexed table. The resulting multiplexed bitstream is
010 111 000 100 110 101 001 011.
Instead of designing a FLC codebook for the high priority
source SH, one can alternatively consider a variable length
codetree. This VLC codetree can then be completed to form a
binary FLC codetree (see Fig. 2). The symbols of the alphabet
of the source SH will then be associated either to leaves
of the FLC or to intermediate nodes. When they correspond
to a node, all the corresponding leaves will constitute the
equivalence class associated to the given symbol of SH. The
cardinalities of the equivalence classes are the integer powers
of 2. Hence, one can create a multiplexed code such that
codewords of the same equivalence class have the same prefix.
The suffix Ui of the codewords can then be used to “store”
the bits of the bitstream b (see Fig. 2).
Definition 4: a Binary multiplexed code derived from a
VLC is a multiplexed code constructed such that (1) every
prefix of a codeword is the representation of a symbol in a
VLC tree, (2) every suffix corresponds to the multiplexed
data of the low priority bitstream.
Example 7: considering the same sequences as in example 6,
the VLC-based multiplexed code depicted in Fig. 2 leads to
the multiplexed bitstream below.
st a1 a4 a5 a2 a3 a3 a1 a2
prefix 00. 110 111 01. 10. 10. 00. 01.
ut ..1 ... ... ..1 ..0 ..1 ..0 ..0
codeword 001 110 111 010 100 101 000 010
The compression efficiency for the source SH is obviously
given by the efficiency of the VLC considered. Similarly,
since the low priority source before multiplexing has been pre-
encoded, the corresponding compression efficiency depends
on the VLC code considered for this source. The low priority
source (e.g high frequencies of a wavelet decomposition) can
be pre-encoded with an arithmetic coder.
8VI. PROBABILITY DISTRIBUTION FUNCTION
APPROXIMATION
As already mentioned above, the mdl hˆ of the source
SH is function of the sizes |Ci| of the equivalence classes
Ci, i = 1 . . . |A|. This section describes an algorithm that aims
at approximating, under constraints, the pdf of the source SH.
The probability distribution function estimator µˆ is defined by
µˆ = (µˆ1, . . . µˆi, . . . µˆ|A|) =
(
|C1|
|X |
, . . .
|Ci|
|X |
, . . .
|C|A||
|X |
)
,
(16)
where
∑|A|
i=1 |Ci| ≤ |X |. Let η = {η1 = 1, . . . ηk, . . .} be the
set of possible values |Ci|. A higher number of valid values for
|Ci| leads indeed to a better approximation of the pdf of the
source SH. The probability µi of a symbol cannot be lower
than 1|X | . The alphabet A is partitioned into two subsets Am
and AM , defined respectively by
ai ∈ Am iff µi <
1
|X |
and ai ∈ AM iff µi ≥
1
|X |
. (17)
Let µ˜ be the probability distribution function of the set of
symbols ai ∈ AM . Each is given by
µ˜i =
µi∑
ai∈AM
µi
(18)
The algorithm aiming at the best partition of the set of
codewords proceeds as follows:
1) For each ai ∈ Am, |Ci| is set to 1.
2) The probability density function µ˜ of symbols belonging
to AM is calculated. Since |Am| codewords have already
been affected to equivalence classes in the first step,
there is still |X | − |Am| codewords to be assigned to
equivalence classes. The expression (10) can then be
written as
(|C1|, . . . |Ci|, . . . |C|A||) =
argmin
(
log2(|X |)
∑
ai∈Am
µi −
∑
ai∈AM
µi log2(
|Ci|
|X |
)
)
.
(19)
Since the first part of expression (19) is a constant and
|Ci| = 1 when ai ∈ Am, the optimization is performed
for symbols of AM only, and is expressed as
(|Ci|)i∈AM = argmin
(
−
∑
ai∈AM
µi log2(
|Ci|
|X | )
)
= argmin
(
−
∑
ai∈AM
µi∑
i∈AM
µi
(log2(
|Ci|
|X |−|Am|
)
+log2(
|X |−|Am|
|X | ))
)
= argmin
(
−
∑
ai∈AM
µ˜i log2(
|Ci|
|X |−|Am|
)
−
∑
ai∈AM
µ˜i log2(
|X |−|Am|
|X | )
)
= argmin
(
−
∑
ai∈AM
µ˜i (log2(
|Ci|
|X |−|Am|
)
)
.
(20)
As
∑
ai∈AM
µ˜i = 1, expression (20) can be seen as the
expression of the mdl when the index i is constrained
to be such that ai ∈ AM . Consequently, assuming
that |Ci||X |−|Am| can take any value of interval [0, 1], the
optimum is given by:
∀ai ∈ AM ,
|Ci|
|X | − |Am|
= µ˜i. (21)
In the following, the index i is supposed to be chosen
such that ai ∈ AM .
3) For each ai ∈ AM , |Ci| is set to the highest value
in η such that |Ci| ≤ µ˜i (|X | − |Am|). However, at
this point, some cardinalities may be equal to zero. In
that case, the corresponding symbols are assumed to
belong to Am instead of AM and the algorithm goes
back to step 1. The remaining number of codewords
to be assigned to equivalence classes is then given by
σ = |X | −
∑|A|
i=1 |Ci| ≥ 0.
4) As a consequence, it is possible to increase some values
of |Ci|. For each index i between 1 and |A|, if the value
ηk+1 is used instead of ηk, the mdl hˆ decreases of
a positive value µi log2(ηk+1ηk ). The decreasing mdl is
induced by the assignment of ηk+1 − ηk pairs (ai, |Ci|)
to classes of equivalence and, in average per codeword,
is given by γi =
µi log2(
ηk+1
ηk
)
ηk+1−ηk
. These pairs are then
sorted by decreasing values of γi. The way to proceed is
to choose the pair (ai, |Ci|) with the highest associated
value γi. For a given variable |Ci| set in the previous
steps, it is possible to re-set it to ηk+1 instead of ηk
only if ηk+1−ηk ≤ σ, i.e. if there is a sufficient number
of codewords still to be assigned. If it is not the case,
the pair (ai, |Ci|) is ignored in the next iteration of the
algorithm. The procedure continues with the treatment
of the pair with the next value γi. If ηk+1 − ηk ≤ σ,
then |Ci| = ηk+1, the value σ is set to σ − ηk+1 + ηk,
and the variable γi is updated for this symbol.
VII. ERROR HANDLING ON A BINARY SYMMETRIC
CHANNEL
In this section, we analyze the impact of channel errors on
the distortion of the source SH. The part of the flow b that
is not multiplexed is supposed to be lost if an error occurs on
the channel. We consider a binary symmetric channel (BSC)
with a bit error rate p. The pdf µ of SH being known, it
is possible to calculate the reconstruction accuracy in terms
of Symbol Error Rate (SER) or of Mean Square Error (MSE).
Since each state qt calculated from b can be seen as a uniform
random variable, a symbol ai of A has the same probability
to be encoded with any codeword of its equivalence class Ci.
Hence, for a given codeword x ∈ Ci,
P (x) =
µi
|Ci|
. (22)
The probability to receive the symbol y, if x has been
emitted, is function of the Hamming distance H(x, y) between
the codewords x and y, and is given by P (y/x) = pH(x,y) (1−
p)c−H(x,y). The mean distortion induced by the channel noise
is then given by
E(∆SH) =
∑
x∈X
P (x)
∑
y∈X
P (y/x) ∆(x, y), (23)
where ∆(x, y) denotes the distortion of the source SH induced
by the reception of y instead of x. Let respectively ai and
ai′ be the symbols decoded from x and y and ∆(ai, ai′)
the corresponding distortion measure. E.g., ∆(ai, ai′) may be,
9respectively, the Kronecker operator or the quadratic error,
depending on the error-resilience measure (respectively the
SER or the MSE). This leads to
E(∆SH) =
∑
ai∈A
µi
∑
ai′∈A
∆(ai, ai′)
1
|Ci|
∑
x∈Ci
∑
y∈Ci′
P (y/x),
︸ ︷︷ ︸
P (ai′/ai) (24)
where P (ai′/ai) is the probability to decode the symbol ai′ if
ai has been transmitted. Therefore, the choice of the partition
C has a major impact on the final distortion. However, the
number of partitions for a given set of |Ci|-values is very
high, and is given by |X |!∏|A|
i=1
|Ci|!
. For example, the number
of partitions such that |C1| = 3, |C2| = 2, |C3| = 1, |C4| = 1,
|C5| = 1, is 3 360.
Example 8: let us consider again the example of the source
alphabet given in section III and the corresponding multiplexed
code of codeword length c = 6. Let us define the alphabet
values as a1 = 1, a2 = 2, a2 = 3, a3 = 4, a4 = 5.
We consider the two following distortion measures: the SER
(in that case ∆(ai, ai′) = 1 if ai = ai′ , 0 otherwise) and
the quadratic error (∆(ai, ai′) = (ai − ai′)2). For a BSC of
BER equal to 0.01, the summation in (24) leads to a SER
of 0.0279 and an MSE of 0.0814 for a multiplexed code
when a lexicographic index assignment is used. If the index
assignment is optimized using a simulated annealing algorithm
(e.g, [23]), then the distortion is 0.0243 for the SER. However,
we did not observe any improvement for the MSE criteria
using this method (for this source).
For multiplexed codes derived from a VLC, the analysis of
the SER simplifies as follows. One can remark that a given
symbol ai is in error if and only if the prefix that identifies
the equivalence class is in error. Hence, the probability that
the symbol ai is in error is given by pc−log2(|Ci|). This leads
to the following expression of the SER:
SERSH = 1−
∑
ai∈A
µi (1− p)
c−log2(|Ci|). (25)
For low BER, the approximation (1− p)n = 1− n p+O(p2)
leads to
SERSH = p
∑
ai∈A
µi (c− log2(|Ci)|) +O(p
2), (26)
where we recognize the expression of the mdl of the VLC code
from which the multiplexed code has been derived: SER ≈
p×mdl. This SER is lower than for FLCs (p×mdl ≤ p× c),
but the error-resilience is not uniformly better: symbols with
higher probabilities of occurrence have a lower probability to
be erroneous whereas symbols with lower probabilities have
a higher probability to be erroneous.
Note on the error-resilience of the low priority bitstream: in
the general case and from equation (3), it appears that any
error occurring on a multiplexed codeword at symbol clock t
engenders, at least, an error on the quantity nt or on the state
qt, or on possibly both. Consequently, the remaining states
qt+1 · · · qKH are corrupted. Thus, the conversion of SL into a
sequence of state is a step that is sensitive to bit errors. As
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given in Example 1. Multiplexed codes designed for the product alphabets
{a1, a2, a3, a4, a5}n with n = 1, 2, 4, 6 have been considered. Compression
efficiencies of corresponding Generalized Huffman codes are also depicted.
a first approximation, the expectation of the position of the
first impaired bit on the BSC is given by (c−mdlSH)/(c×p)
(instead of 1/p if SL is not multiplexed).
In binary multiplexed codes, the bits of SL are directly in-
dexed by codewords. It follows that either a bit error may lead
to drop or to insert some bits, either the number of decoded
bits is correct but these bits are erroneous. Consequently, the
bitstream is not fully desynchronized in terms of Levenshtein
distance. This fact has been validated by simulations results
(see section IX).
VIII. DISCUSSION AND PARAMETERS CHOICE
A. Redundancy in terms of the ratio SH versus SH+SL
We have seen above that c must be high enough so that
one can find a partition that will closely approximate the pdf
of the source SH. On the other hand, a high value for the
parameter c will result in a decreased rate of synchronous
data. Thus a compromise has to be found between reaching the
entropy (compression efficiency) and the rate of synchronous
data in the multiplexed flow (error-resilience). Fig. 3 shows
the overhead (or redundancy) in terms of the ratio between
the source SH mdl and the total amount of transmitted bits
(SH+SL). It can be seen that, if we consider multiplexed
codes for joint encoding of motion and texture information
in a video stream, for which realistic ratios are around 15%,
the redundancy of the code is negligible (around 10−6).
Fig. 3 shows the performance of multiplexed codes versus
Huffman codes when both codes are designed for product
alphabets. One can observe in Fig. 3 that when considering
a ratio of SH versus the total number of symbols of 60%,
the overhead remains rather low (10−3). To achieve the same
overhead with a Huffman code, one has to take the symbols
by groups of 6 symbols (alphabet A6). Fig. 3 also shows
that using product alphabets (here A2, A4 and A6) allows
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source).
to find a better trade-off between compression efficiency and
the ratio of the high priority source versus the overall number
of symbols, however at the cost of larger codetrees or tables.
Note that using product alphabets preserves the strict-sense
synchronization of the multiplexed codes. However, this hard
synchronization is in this case guaranteed every n symbols,
where n is the power of the alphabet.
B. Pdf approximation inherent to codes with constrained
partitions
Let us consider the codes based on a constrained partition
presented in Section IV-A. The ability to closely approximate
the pdf of the source SH (hence the closeness to entropy)
depends also on the parameter ν. The choice of the parameters
c and ν has hence a strong impact on the performance, in
terms of compression and error-resilience, of the codes. Let
h be the entropy per symbol of the source and hˆ the mean
codeword length produced by the algorithm. The overhead rate
is given by hˆ−hh . As c bits are always used to represent a
symbol of the source SH, the rate of high priority data in
the final multiplexed c-bits codewords stream is given by hc .
Fig. 4 shows the influence of the parameters c and ν on the
rate hˆ−hh . For a source of cardinality |A| = 256, the value
fν = 5 leads to a small overhead when the codeword length
is c = 14. Notice that the number of available transformations
and the number of flows of fj-valued variables increases with
ν. Therefore, the computational cost of the algorithm increases
with ν.
The problem of finding good cardinalities for binary mul-
tiplexed codes is equivalent to the problem of finding good
VLC binary codetrees. Thus, choosing the codewords length
is equivalent to minimizing (10) by assigning the cardinalities
|Ci| , under the constraints log2(|Ci|) ∈ N and
∑
ai∈A
|Ci| =
2c. It is well known that the algorithm that will provide the best
approximation of the source SH pdf is the Huffman algorithm
MUX decoding
MUX encoding
Huffman encoding
Huffman decoding
Huffman soft decoding
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Fig. 5. Encoding and decoding processing durations of Multiplexed codes
(c=3) based on Algorithm 2. Source of Example 1 has still been considered.
Corresponding durations are provided for encoding and decoding (hard and
soft) of Huffman codes.
[24]. However, in order to meet the requirements in terms of
the ratio of synchronous data, one may limit the length of the
longest codeword [25], which amounts to limit the parameter
c. For this purpose, the algorithm proposed in [26] may be
used.
C. Elements of encoding and decoding complexity
The conversion of the low priority source into a sequence
of states is the step that has the highest computing cost. For
binary multiplexed codes, we have seen in section V that
this conversion is straightforward. In that case, the subsequent
computing costs required for encoding and decoding are very
similar to the ones involved in encoding and decoding VLCs.
The encoding and decoding of multiplexed codes based on
constrained partitions (see Section IV) has a higher computing
cost but the order of complexity remains the same: the number
of operations involved in the conversion of the low priority
source is linear as the length of the sequence to encode in-
creases. In section III-C, we have shown that the complexity of
the general case is sub-quadratic, but above linear complexity.
The exact complexity depends on the algorithms used for large
integer multiplications and divisions.
Fig. 5 depicts quantitative results of encoding/decoding
complexity using an implementation of Algorithm 2 based
on the GNU Multiple Precision Arithmetic Library [27]. The
computing cost, expressed in seconds, is compared with a
typical implementation of Huffman codes. It is shown that
the complexity of multiplexed codes, as the sequence length
increases, remains tractable for most applications. Multiplexed
Codes complexity has also been compared against the com-
plexity obtained with soft decoding of VLCs based on a
bit/symbol trellis [3] and on the BCJR algorithm [28]. Fig. 5
shows that this solution has a rather higher complexity than
multiplexed codes. This results from the fact that the corre-
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sponding trellis has a number of states which is quadratic as
the length of the sequence increases. Note that many authors
have proposed methods to decrease the complexity of VLCs,
using pruning techniques or suboptimal trellis, e.g. [29], but
then the estimation is not optimal.
IX. SIMULATION RESULTS
The multiplexed code are all the most beneficial when
applied to sources of different levels of priority. They intrin-
sically support unequal error protection of the corresponding
sources. This is going to be illustrated below with a simple
image coding system.
However, these codes can also be applied in the case, there is
a unique source. They allow to guarantee hard synchronization
for at least part of the sequence of symbols to be transmitted.
To illustrate the advantage in such a situation, the performance
of the multiplexed codes referred to as MUX codes in the
sequel and on the figures) is first assessed in terms of SER
(Hamming distance) and Levenshtein distance by considering
the simple theoretical source given in Example 1 [7]. The
performance of the MUX code is compared to the performance
achieved with the code V LC = {01, 00, 11, 100, 101} referred
to as C5 in [8]. We have chosen to use this code as a basis
for comparisons since, among the 16 optimal codes described
in [8], this is the code which leads to the best performance in
terms of Levenshtein distance. For the experiments reported
for the theoretical source, we have considered sequences of
1000 symbols. The sequence of 1000 symbols is divided into
two segments. The first and second segments are assumed
to be the sources of high and low priority respectively. The
second segment of the sequence of symbols is thus coded with
this code referred to as V LC on the figures. The sequence is
divided in such a way that the multiplexing capacity of the high
priority source is greater or equal to the length of the bitstream
representation of the low priority source. The multiplexed
code used in this first experiment is the lexicographic binary
multiplexed code such that |C1| = 4, |C2| = 1, |C3| = 1,
|C4| = 1 and |C5| = 1. This code is derived from the VLC
code {0, 100, 101, 110, 111}.
This code leads to a ratio between the high priority symbols
to the overall number of symbols equal to 0.72. The mdl
measured is close to the theoretical value of 2.2 with both
the MUX and the V LC (C5) codes. The results have been
averaged over 20000 simulations. For both codes, we have
respectively measured the overall performances in terms of
normalized Levenshtein distance and SER. Fig. 6 and Fig. 7
show the performance in terms of normalized Levenshtein
distance and SER obtained on the entire source with both
codes (curves VLC:S; MUX:S). These figures also show
the normalized Levenshtein distance and SER obtained on
the high (MUX:SH ) and low (MUX:SL) priority symbols
separately. It can be observed that the Levenshtein distance
values averaged on the entire sequence are very close with both
codes. However, Fig. 7 shows the advantage of multiplexed
codes if we consider strict-sense synchronization, i.e. the SER
or Hamming distance. It can also be observed that significantly
lower normalized Levenshtein distance and SER values are
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obtained for the symbols to be considered as high priority
symbols. One can also verify on the curves that the SER
approximation given in section VII (SERSH ≈ 2.2 × BER)
is valid. The benefit of this inherent unequal error protection
feature is better illustrated below with a concrete image coding
example.
The multiplexed codes have then been experimented with
real sources to show the benefits of both the inherent un-
equal error protection feature and of the hard synchronization
property guaranteed for the high priority symbols. We have
considered a simple image coding system where the image is
first decomposed into 16 subbands using a two-stage wavelet
transform. The low and high frequency subbands have been
quantized respectively on 7 and 4 bits. The high frequen-
cies have been encoded with an Huffman algorithm, and
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then multiplexed into the low frequencies using lexicographic
multiplexed codes of parameters c = 16 and fν = 5. A
synchronization marker has been used every four lines for both
Huffman codes and the low priority part of the multiplexed
codes. The bit rates obtained with Huffman and multiplexed
codes are quite similar and given respectively by 1.713 bit
per pixel (bpp) and 1.712 bpp. When considering FLCs, the
average bit rate obtained is 6.187 bpp. These FLCs are based
on the lexicographic index assignment. Fig. 8 depicts the
PSNR and visual qualities obtained with the three codes.
This figure evidences significant improvements both in PSNR
and visual quality when using multiplexed codes even in
comparison with FLCs and for a similar compression factor
as the one obtained with Huffman codes.
X. CONCLUSION
This paper describes a new family of codes called “mul-
tiplexed codes”. These codes avoid the “de-synchronization”
phenomenon for symbols considered to be of high priority, and
allow thus to confine error propagation to symbols assumed
to be of lower priority. The low priority symbols can be pre-
encoded with any efficient VLC. A FLC is created for the
high priority source, its inherent redundancy being exploited
to represent information from the low priority stream. These
codes are shown to reach asymptotically the entropy bound
for both (low and high priority) sources. Several methods of
multiplexing of the two sources are described. Sub-classes
of multiplexed codes relying on constrained partitions of
the FLC codebook are also introduced. The codes called
binary multiplexed codes can be constructed from classical
VLC. They thus inherit the compression properties of the
VLC considered and allow for multiplexing with very low
complexity. Theoretical and simulation results, using both
theoretical and real sources, show that these codes are error-
resilient at almost no cost in terms of compression efficiency.
Another key advantage is that they allow to make use of
simple decoding techniques. They hence appear to be excellent
alternatives to reversible variable length codes (which suffer
from some penalty in terms of compression efficiency, while
not avoiding completely error propagation despite a decoding
in two passes) or to classical VLCs for which robust decod-
ing makes often use of computationally expensive Bayesian
estimation techniques.
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APPENDIX I
PROOF OF PROPERTY 1
Let ǫ > 0. The problem consists in finding a partition C
that verifies the property. Let ch be the integer defined as
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ch = ⌈−log2(mini∈A(µi))⌉. By definition,
∀ i ∈ A, µi ≥ 2
−ch . (27)
For all c ∈ N such that c ≥ ch, we choose |Ci| =
⌊µi |X |⌋. From
∑
i∈A µi = 1 we get
∑
i∈A⌊µi |X |⌋ ≤
|X |
∑
i∈A µi = |X |. Moreover, ∀i, |Ci| ≥ 1. Therefore this
choice of (|Ci|)1≤i≤|A| is valid. By construction, µi |X |−1 ≤
|Ci| ≤ µi |X |, hence,
1 ≤ µi
|X |
|Ci|
≤ 1 +
1
µi |X | − 1
. (28)
The difference δh between the mdl and the entropy is given
by
δh = hˆ− h = −
∑
i∈A
µi log2(
|Ci|
|X |
) +
∑
i∈A
µi log2(µi)
=
∑
i∈A
µi log2(
µi |X |
|Ci|
). (29)
Therefore, from (28), it can be seen easily that δh verifies
δh ≤
∑
i∈A µi log2(1 +
1
µi |X |−1
)
⇒ δh ≤
∑
i∈A
µi
µi |X |−1
=
∑
i∈A
1
|X |− 1
µi
. (30)
From equations (27) and (30) we get
δh ≤
∑
i∈A
1
|X | − 2ch
=
|A|
|X | − 2ch
. (31)
Thus, using c = ⌈log2( |A|ǫ +2
ch)⌉ and ∀i, |Ci| = ⌊µi |X |⌋,
the inequality δh ≤ ǫ is verified.
Notice that, for any code for which the inequality c ≥ ch
is true, this proof provides an upper bound for the mdl. 
APPENDIX II
COMPLEXITY OF THE HIERARCHICAL DECOMPOSITION OF
THE VARIABLE γ
The complexity of the hierarchical decomposition of the
variable γ strongly depends on the complexity of the algo-
rithms used for the multiplication, division and modulo oper-
ations. Karatsuba [21] has shown that these operations have
a subquadractic complexity. For example, the multiplication
can be done in O(N
log3
log2 ) with the Karatsuba algorithm. For
implementation purpose, efficient algorithms are described in
the GNU Multiple precision computing library [27]. Now, let
us assume that the complexity of long integer operations are
given by C(K), where K is the block size of the largest
variable involved. Then, processing the level j in Algorithm 2
has the complexity 2l−j C(2j) = KH 2−jC(2j). Assuming
that C(K) = O(Kr) with r > 1, the overall complexity can
be written as
KH
l∑
j=1
2−j O((2j)r). (32)
Hence, from C(K) = O(Kr), we deduce that ∃A > 0 ∃B >
0 / ∀K > 0, C(K) < A+BKr. This leads to the following
inegality
KH
l∑
j=1
2−jC(2j) < KH
l∑
j=1
2−j(A+B (2j)r) (33)
< KHA
l∑
j=1
2−j +KH B
l∑
j=1
2j(r−1) (34)
< KH A+KH B 2
(l+1)(r−1). (35)
Since we have
2(l+1)(r−1) = (KH)
r−1 2r−1, (36)
it appears that the complexity of processing the level l and the
overall complexity are of the same order, i.e O((KH)r).
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Fixed length codes Huffman codes Multiplexed codes
PSNR = 25.50 dB, bpp = 6.187 PSNR = 24.78 dB, bpp = 1.713 PSNR = 30.71 dB, bpp = 1.712
PSNR = 16.79 dB PSNR = 15.59 dB PSNR = 24.82 dB
PSNR = 13.99 dB PSNR = 12.64 dB PSNR = 19.63 dB
Fig. 8. PSNR performance and visual quality obtained respectively with FLCs, Huffman codes and multiplexed codes. The channel bit error rates are 0.0005
(top images), 0.005 (middle images) and 0.05 (bottom images).
