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Abstract
This paper provides a review of several physics-based methods developed for predicting sound propagation in
ﬂows. The basic principle of physics-based methods is to incorporate some known properties of the underlying
physics into the numerical model. For instance, instead of using standard polynomials or Chebyshev polynomials to
interpolate the solution, physics-based methods generally use canonical solutions such as Green’s functions or plane
waves to construct a local description of the solution. The methods described in this paper include the Green’s function
discretisation, the partition of unity ﬁnite element method and the wave-based discontinuous Galerkin method. The
principles of these methods are described and their performance and shortcomings are discussed. A key issue that
emerges in several of these methods is that the canonical solutions are only valid for uniform coeﬃcients, while the
methods are intended to be used with strongly inhomogeneous propagation media.
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1. Introduction
Predicting sound propagation in complex ﬂows is an important element of many noise prediction methods for
aircraft noise. Some of the most common applications are sound radiation from the jet and sound absorption by
acoustic treatments in the bypass and inlet ducts. Some of the challenges associated with these simulations are the
strong ﬂow inhomogeneities, and the complex geometries but the main issue is the signiﬁcant costs of accurately
resolving the acoustic and vortical disturbances on large computational domains. Currently it remains particularly
expensive to solve a propagation problem such as the fan inlet with a fully three-dimensional geometry, for all the
modes propagating from the fan over the complete range of frequencies of interest and for several liner conﬁgurations.
The aim of this paper is to review several physics-based computational methods that could potentially reduce
the costs associated with such simulations. The rationale for physics-based methods is to incorporate some known
properties of the underlying physics, such as the acoustic wavenumber, into the numerical model. With standard ﬁnite
diﬀerence schemes and ﬁnite elements, the basic idea is to use values of the solution at several points xn to construct a
local interpolation of this solution so as to compute approximations of its derivatives. With ﬁnite diﬀerence schemes
this is generally done using a Taylor series, i.e. a polynomial interpolation of ﬁxed order in the vicinity of the points xn.
With ﬁnite elements, linear, quadratic or cubic shape functions are used to construct an interpolation of the solution.
With standard spectral methods the solution is expanded in terms of special families of functions, such as Chebyshev
or Laguerre polynomials which often have some useful orthogonality properties. But an important observation is that
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these standard polynomials or special functions are generic interpolation functions with no direct relation with the
underlying physics.
By constructing interpolations based on canonical solutions of the problem, such as plane waves or Green’s func-
tions, it is possible to devise computational methods with improved accuracy, especially by reducing signiﬁcantly
the dispersion error and therefore mitigating the so-called pollution eﬀect observed at high frequencies with standard
methods. Three diﬀerent physics-based methods will be described in this paper: the Green’s function discretization,
the partition of unity method and the wave-based discontinuous Galerkin method. All these methods have been formu-
lated in the frequency domain and are presented here for two-dimensional problems. The principles of these methods
are described and their performance and shortcomings are discussed. General conclusions concerning the potential
and limitations of physics-based methods for aero-acoustics are given in the last section.
It should be noted from the outset that the standard boundary element method can be considered as a physic-based
approach since the Green’s function of the problem is used to represent the solution inside the computational domain.
However, a common limitation of boundary element methods is that they are limited to uniform propagation media,
whereas for aircraft noise applications it is important to deal with strongly inhomogeneous ﬂows.
2. Green’s function discretizations
The Green’s function discretizations follows the same principle as ﬁnite diﬀerence scheme with the diﬀerence that
the Green’s function of the governing equation in the frequency domain is used to build a local interpolation of the
solution. The method was originally developed by Caruthers et al. for the Helmholtz equation [1, 2]. More recently
it has been further developed and used by Casalino and co-workers in the context of aero-acoustics [3, 4, 5, 6].
The construction of the GFD solution is as follows. Consider a point xi in the grid, and deﬁne a stencil of M
surrounding points xm, including xi, as shown in ﬁgure 1. Based on values φm = φ(xm) of the scalar solution φ(x)
at the points xm it is possible to build a local interpolation of this solution by deﬁning a set of N ﬁctitious monopole
sources around the points xm:
φ(x) =
N∑
n=1
γnG(x − xn) ,
where G is the Green’s function of the governing equation. The strengths γn of the monopoles are found by requiring
that this interpolation reduces exactly to the values φm at the points xm. This leads to an algebraic system φm = Gmnγn
with Gmn = G(xm − xn). Generally N > M, so this M × N system is rank deﬁcient and is solved using the pseudo-
inverse ˜G−1mn which also has the useful property of minimizing the summed squared strengths
∑
n γ
2
n. Based on the
strengths γn of the sources, it is then possible to interpolate the solution by using:
φ(x) =
M∑
m=1
φmFm(x) , with Fm(x) =
N∑
n=1
˜G−1mnG(x − xn) . (1)
Unless the grid is uniform and the governing equation has constant coeﬃcients, it is necessary to construct the inter-
polating functions Fm independently for each point xi of the grid.
The next step would be to apply this discretization in the governing equations at each point of the grid to obtain a
set of algebraic equations for φm. There is however a fundamental issue in that the approximation given by (1) satisﬁes
exactly the governing equations since it is essentially a linear combination of Green’s functions. To avoid this issue
two diﬀerent methods have been proposed.
First, Caruthers et al. proposed to build the interpolating function Fm for the point xi by excluding this point from
the calculation of the source strength γn. Then one can impose a compatibility condition by requiring that the solution
interpolated at xi matches the actual solution φi = φ(xi). This leads to an algebraic system that can be solved for the
solution values φm.
Instead, Casalino et al. suggested to modify the deﬁnition of the ﬁctitious sources so that the interpolating func-
tions Fm are not exact solutions of the governing equations while still retaining some of the physical features of the
solutions. To that end, for two-dimensional problems, the sources are distributed on a sphere around the points xm and
the three-dimensional Green’s function is used. For three-dimensional problems, ﬁctitious sources are distributed on
a four-dimensional hypersphere and one uses the three-dimensional Green’s function.
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Figure 1: Principle of the GFD scheme with the nodes xm of the stencil and the ﬁctitious sources xn.
The treatment of boundary conditions follows a similar logic, but will not be described here, the reader can refer
to [1] and [3] for more details. Investigators reported that GFD schemes are able to achieve good results with a much
reduced number of points per wavelength (up to 2 or 3 points) when compared with more standard CAA methods.
The GFD has been used to solve various sound propagation models, including the standard Helmholtz equation
[1], convected Helmholtz equation [3], the linearised potential theory [4], and more recently the Lilley (or Pridmore-
Brown) equation [5]. The problems that have been tackled using GFD schemes include a variety of academic test cases
(sound scattering by a vortex, sound propagation in simple ducts, trailing edge diﬀraction), and also more realistic
applications such as sound radiating from a bypass duct through the jet and including the sound refraction by the jet.
All the applications have used structured grids similar ﬁnite diﬀerence grids. But the GFD is essentially a mesh-
less method, and as such there is no obligation to use a structured grid. One could devise the same method for a
cloud of points distributed in the computational domain. There is also, in principle, no restriction to consider only
scalar operators. For instance it should be possible to devise a GFD scheme for the linearized Euler equations by
using the Green’s functions for the corresponding vector operator (see for instance section 13.1 in [7]). Finally, all
the variants of the GFD presented here rely on collocation techniques to formulate an algebraic system, but it could
be worth investigating the use of Galerkin techniques in this context. This could provide another way to avoid the
indeterminacy problem mentioned above, but this would also involve integrating highly-oscillatory functions which
can be quite costly, see sections 3 and 4.
3. Partition of unity methods
The framework of the Partition of Unity Finite Element method (PUFEM) was originally devised by Melenk and
Babusˇka [8, 9]. It has since been used extensively for wave propagation problems and fracture mechanics. The ﬁrst
application in the context of aero-acoustics is due to Astley and Gamallo [10, 11] who have applied this method to
the linearized potential theory:
∂
∂t
⎛⎜⎜⎜⎜⎝ρ0
c20
d0φ
dt
⎞⎟⎟⎟⎟⎠ − ∇ ·
⎛⎜⎜⎜⎜⎝ρ0∇φ − ρ0v0
c20
d0φ
dt
⎞⎟⎟⎟⎟⎠ = 0 , (2)
where d0/dt = iω + v0 · ∇ is the material derivative in the base ﬂow which is assumed to be potential v0 = ∇φ0.
To solve this model with PUFEM, one proceeds along the same lines as the standard ﬁnite element method, using a
Galerkin formulation:
∫
Ω
ρ0∇W · ∇φ − ρ0
c20
d0W
dt
d0φ
dt
dΩ +
∫
Γ
W
ρ0v0 · n
c20
d0φ
dt
− ρ0W ∂φ
∂n
dΓ = 0 , ∀W ,
where W is the test function Γ is the boundary and · denotes the complex conjugate. The boundary conditions are
included in exactly the same way as with the usual ﬁnite element method.
With standard ﬁnite elements, the solution is approximated by a polynomial approximation φ(x) =
∑
m Nm(x)φm
where Nm is the shape function (generally linear or quadratic) associated with the mth node. Instead of using only the
nodal values φm of the solution to build the interpolation, the PUFEM oﬀers a way to improve the interpolation by
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Figure 2: Example of shape functions for the partition of unity method. Left: Standard linear shape function Nm. Center: Enrichment function
Pmn. Right: Enriched shape function.
including so-called ‘enrichment’ functions that capture more accurately the physics of the problem compared to the
standard shape functions Nm. This can be written
φ(x) =
M∑
m=1
Nm(x)
N∑
n=1
Pmn(x)φmn .
For equation (2), one can use plane waves as enrichment functions Pmn(x) = exp(−ikmnθmn ·x) where θ is the unit vector
with direction θ. The resulting interpolation functions are illustrated in one dimension in ﬁgure 2 This amounts to
decompose the solution in the vicinity of the node m in terms of a set of N plane waves. The number N and directions
θmn can be chosen independently at each node but is generally taken to be the same everywhere. The wavenumber kmn
is computed using the dispersion relation of the problem and considering a locally uniform medium. Note also that
the PUFEM is not limited to plane waves for the enrichment of the ﬁnite element basis, but other canonical solutions
can be used such as Bessel or Hankel functions.
By introducing the exact wavenumber in the interpolation of the solution, one can reduce signiﬁcantly the dis-
persion error. In addition, the PUFEM, like many spectral methods, exhibits an exponential rate of convergence with
respect to the number of plane waves. So, rather than reﬁning the mesh to improve the accuracy, it is preferable to in-
crease the number of plane waves at each node (this also avoids generating another mesh). An example of comparison
of the PUFEM with a standard ﬁnite element method is shown in ﬁgure 3 for the case of a straight duct with a lined
wall and a uniform ﬂow. It can be seen that the accuracy of the PUFEM is far superior to the standard ﬁnite elements.
Even more so when the number of plane waves is increased and the rate of convergence is drastically increased. With
the same number of degrees of freedom per wavelength, the PUFEM can reduce the numerical error by several orders
of magnitude.
A recognized issue with the PUFEM (and other wave-based methods, see next section) is the poor conditioning of
the associated algebraic system, especially at low frequencies or high mesh resolutions. This is because on an element
small compared to the acoustic wavelength, the plane waves are only slightly diﬀerent and it is possible to represent
almost the same solution with very diﬀerent plane wave decompositions. In practice it appears however that accurate
solutions can still be obtained with particularly high conditioning. This is illustrated in Figure 4 which shows that
the interolation error can remain very good despite the wave amplitudes being diﬀerent from the exact solution. The
large condition number could render the use of iterative solvers diﬃcult, although another wave-based method, the
ultra-weak variational formulation, has been used successfully with iterative solvers for Helmholtz problems [12].
Another drawback of enriching the ﬁnite element basis with wave-like solutions is that the computation of the
element matrices can be time consuming. For standard ﬁnite elements the integration of polynomials integrands on
polygonal geometries is rather fast and straightforward using Gauss-Legendre quadratures for instance. With the
PUFEM, the integrands are combinations of polynomials and exponentials which can be quite costly to evaluate with
standard quadrature schemes, especially when the elements are large compared to the wavelength. Instead, a variety
of special integration techniques have been developed, see for instance [13] and [14].
As for the Green’s function discretization, there is technically no requirement to consider only scalar wave equa-
tions with the PUFEM, and one could extend it to deal with vector equations such as the linearized Euler equations.
Finally, it is interesting to note that PUFEM is related to inﬁnite elements used to model sound radiation and com-
monly used in aero-acoustic simulations. This is because inﬁnite elements use wave-like solutions (e.g. e−ikr/
√
r) as
enrichment functions in order to capture the far-ﬁeld asymptotic behaviour of the acoustic solution [15].
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Figure 3: Relative numerical error plotted against the number of degrees of freedom per acoustic wavelength λ. Left: with λ = 2πc0/ω. Right:
λ = 2π(c0 − u0)/ω. Results labelled Q-FEM refer to the standard ﬁnite element method.
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Figure 4: Comparison between the exact wave amplitudes (red) and the numerical amplitudes (blue). Left: 20 plane waves, the interpolation error
is 3 10−6%. Right: 24 plane waves, the interpolation error is 4 10−7%.
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4. Wave-based discontinuous Galerkin methods
The discontinuous Galerkin method (DGM) has received a lot of attention in recent years, especially for its ability
to provide very high-order spatial discretizations on unstructured grids with almost explicit time integration schemes.
Almost all instances of the DGM relies on polynomial basis to interpolate the solution within each element. The idea
to combine the discontinuous Galerkin method with a set of plane waves to represent the solution in the frequency
domain in each element was proposed in [16] and applied to the linearized Euler equations.
4.1. Formulation of the DGM
The method is formulated for a general system of linear conservation equations of the form:
iωu +
∂(Au)
∂x
+
∂(Bu)
∂y
= 0 , (3)
where u is a vector of conserved quantities and A and B are the coeﬃcient matrices.
The computational domain Ω is divided in a set of non-overlapping elements Ωe with e = 1, ...,N. On each
element the numerical solution is denoted ue and the associated test function is ve. Starting from equation (3) and
after integration by parts one can obtain the following variational formulation:
∑
e
∫
Ωe
(
iωve − ATe
∂ve
∂x
− BTe
∂ve
∂y
)T
ue dΩ +
∑
e
∫
∂Ωe∩∂Ω
vTe Feue dΓ +
∑
e, e′<e
∫
Γee′
vTe Feue − vTe′Fe′ue′ dΓ = 0 , ∀v ,
where F = Anx+Bny is the ﬂux matrix, ∂Ωe is the boundary of the elementΩe, ∂Ω is the boundary of the computational
domain and Γee′ = ∂Ωe ∩ ∂Ωe′ is the boundary between the element e and e′ with a normal n pointing toward Ωe′ .
Note that here T denotes the Hermitian transpose.
The product Fu represents the normal ﬂux of u across a surface with normal n. For the method to be consistent,
a basic requirement is that the normal ﬂux between elements should be continuous: Feue = Fe′ue′ on Γee′ . The
value of the ﬂux at the interfaces is deﬁned by means of a numerical ﬂux fee′ which is a function of both ue and ue′ :
fee′ (ue, ue′ ) = Feue = Fe′ue′ . For linear problems a general property of fee′ is that it is a linear function of ue and ue′
and one can deﬁne split ﬂux matrices F±ee′ such that fee′ (ue, ue′ ) = F
+
ee′ue + F
−
ee′ue′ which represents the so-called ﬂux
splitting. The variational formulation now reads
∑
e
∫
Ωe
(
iωve − ATe
∂ve
∂x
− BTe
∂ve
∂y
)T
ue dΩ +
∑
e
∫
∂Ωe∩∂Ω
vTe Feue dΓ
+
∑
e, e′<e
∫
Γee′
(ve − ve′ )T (F+ee′ue + F−ee′ue′ ) dΓ = 0 , ∀v . (4)
4.2. Plane-wave discretization
So far, the standard formulation of the DGM has been followed. The ﬂow properties are then approximated as
piecewise constant, i.e. A and B are constant in each element. Then the solution in each element is approximated as a
sum of plane waves:
ue =
Nw∑
n=1
ae,nUe,n exp(−ike,nθn · x) , (5)
where Nw is the number of plane waves in each element and the vector θ is the unit vector with direction θ. The number
and directions of the plane waves can be chosen independently in each element, but here for simplicity they are ﬁxed
(it is in fact possible to adjust the number of plane waves a priori in order to control the conditioning of the algebraic
system, as shown in [17]). The degrees of freedom are the wave amplitudes ae,n in each element. The wavenumber k
and the associated amplitude U are obtained by seeking plane wave solutions of the governing equations (3) in a given
element, which leads directly to the dispersion relation of the exact equations:
(A cos θ + B sin θ)U =
ω
k
U , (6)
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Figure 5: Directions for the acoustic plane waves (top) and the vortical plane waves (bottom).
where ω/k is the phase speed of the wave. The fact that the exact solutions of (6) are used for the discretization means
that the exact dispersion properties of the waves are built into the numerical model. In addition with the approximation
(5) all the components of the solution vector u are discretized in a consistent fashion. For instance for an acoustic wave
the phase relation between density and velocity would remain exact even for the discretized solution (5). This is a
signiﬁcant departure from standard DGM schemes where each unknown is discretized by a separate set of polynomial
coeﬃcients.
For the test function we use a similar plane wave basis
ve =
Nw∑
n=1
be,nVe,n exp(−ike,n · x) , (7)
with the diﬀerence that the plane waves are solutions of the adjoint problem. This amounts to deﬁne the amplitude
vector V as the left eigenvector of the matrix (A cos θ + B sin θ). The main motivation for using this deﬁnition of the
test function is that from equation (4) it appears that the variational formulation simpliﬁes to
∑
e
∫
∂Ωe∩∂Ω
vTe Feue dΓ +
∑
e, e′<e
∫
Γee′
(ve − ve′ )T (F+ee′ue + F−ee′ue′ ) dΓ = 0 , ∀v . (8)
This formulation involves only the boundaries of the elements. This avoids the calculation of highly-oscillatory
integrals over the element Ωe that would be particularly costly, as was already mentioned for the PUFEM.
4.3. Application to aero-acoustics
In two-dimensions the linearized Euler equations can be easily implemented by deﬁning
u =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρ′
(ρu)′
(ρv)′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ , A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
c20 − u20 2u0 0−u0v0 v0 u0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1
−u0v0 v0 u0
c20 − v20 0 2v0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
These equations describe both acoustic and vortical waves, so when solving the dispersion relation (6) one ﬁnds two
distinct sets of plane waves. The main diﬀerence is that vortical waves propagate with the base ﬂow, so the choice of
wave directions for equations (5) and (7) is diﬀerent for acoustic and vortical plane waves. Figure 5 illustrates typical
plane waves directions with acoustic plane waves evenly distributed on a circle and vortical waves evenly distributed
only on ahlf a circle in the downstream direction.
Some comparisons have been made between the wave-based DGM and the dispersion-relation-preserving ﬁnite
diﬀerence scheme by simulating the propagation of a single plane wave in a uniform ﬂow on a square computational
190  G. Gabard et al. / Procedia IUTAM 1 (2010) 183–192
10−1 100
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
acoustic wavelength
R
el
at
iv
e 
er
ro
r
10−1 100
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
hydrodynamic wavelength
R
el
at
iv
e 
er
ro
r
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
θ/π
R
el
at
iv
e 
er
ro
r
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
10−8
10−6
10−4
10−2
100
102
θ/π
R
el
at
iv
e 
er
ro
r
Figure 6: Computational error as a function of wavelength with ﬁxed grid resolution (top) and as a function of direction (bottom). Left: for an
acoustic wave. Right: for a vortical wave.
domain [16]. For the wave-based DGM, 12 acoustic waves and 7 vortical waves were used in each element, and a
Cartesian grid was used for the ﬁnite diﬀerence solutions. Some of the results are presented in ﬁgure 6 where exactly
the same number of degrees of freedom is used for both methods. The wave-based DGM is consistently able to
achieve much higher levels of accuracy, by often an order of magnitude.
Another useful comparison was made with the ﬁnite element package Actran which is commonly used for aircraft
noise predictions. The test case, shown in ﬁgure 7, is a straight duct with a lined segment and uniform ﬂow. Figure
8 shows that the wave-based DGM is able to provide similar levels of accuracy as Actran but with a much smaller
number of degrees of freedom. For instance with 13 plane waves per elements, the wave-based DGM produces 1%
of error when using 5 degrees of freedom per wavelength. For the same level of accuracy the standard ﬁnite element
method requires close to 18 degrees of freedom per wavelength. In ﬁgure 7 the diﬀerence between the numerical and
reference solution indicates that most of the numerical error originates from the vicinity of the impedance discontinuity
where the regularity of the solution is limited
The poor conditioning noted for the PUFEM is also present with the wave-based DGM, but to a lesser extent [16].
And, as mentioned above, it is possible to automatically adjust the number of plane waves in each element to control
the condition number.
5. Concluding remarks
From the results reviewed in this paper, it is clear that physics-based methods for aero-acoustics can provide
signiﬁcant beneﬁts in terms of accuracy when compared with standard ﬁnite elements or high-order ﬁnite diﬀerence
schemes. With the wave-based DGM and the PUFEM it is often possible to use elements larger than the wavelength.
However, high condition numbers have been reported for all wave-based methods but it is generally possible to
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Figure 7: Top: Sound ﬁeld in a straight duct with uniform ﬂow and a lined segment between x = 1 and x = 1.5. Bottom: Diﬀerence between the
wave-based DGM solution and a reference solution.
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Figure 8: Comparison of the numerical error for the wave-based DGM and Actran as a function of the number of degrees of freedom per wavelength.
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estimate the condition number beforehand and to devise automated procedures that adjust the number of plane waves
so as to control the conditioning, as shown for instance in [12].
This increase in accuracy should be nuanced by the fact that these methods tend to increase signiﬁcantly the
bandwidth of the algebraic system and the number of non-zero entries in the system, leading to increased memory
requirements (but this is also the case for more standard spectral or high-order methods). This drawback should
therefore be balanced against the signiﬁcant reduction in the size of the algebraic systems oﬀered by physics-based
methods.
To further explain some general features of the methods discussed here it is useful to describe the diﬀerent length
scales present in any typical aero-acoustic simulation. The size L of the computational domain is generally of the
same order of magnitude as the size of the scatterer or waveguide D. The mesh size h is controlled by the needs (i) to
have a suﬃcient number of grid points per wavelength λ to control the dispersion error, (ii) to resolve accurately the
ﬂow inhomogeneities and (iii) to resolve the geometrical features that are relevant to the scattering of waves. With
standard ﬁnite diﬀerence or ﬁnite elements, the third requirement is implicitly satisﬁed since any feature smaller than
the mesh size h will not be signiﬁcant since it will be much smaller than the wavelength. The situation is diﬀerent
with physics-based methods, the ﬁrst requirement is signiﬁcantly relaxed and one can even use a grid spacing close to
λ. But the other constraints can make the use of a coarse mesh impracticable, because it is still necessary to represent
the ﬂow inhomogeneities and the geometrical features accurately. This is because the physics-based methods tends
to decouple the interpolation of the solution amd the interpolation of the ﬂow properties, where as standard methods
tend to use the same interpolation for both. This distinction is not important for problems with uniform coeﬃcients
but is quite signiﬁcant for problems with inhomogeneous propagation media.
Looking ahead, only a few instances of physics-based methods have so far been applied to aero-acoustic problems,
in comparison with other applications. So there is clearly scope for further developments in this area.
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