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Beitrag zur Theorie der starken Summierbarkeit 
mit einer Anwendung auf Orthonormalreihen 
K U R T E N D L 
§ 1 . Einleitung 
1. Der Begriff der starken Summierbarkeit — ursprünglich eingeführt von 
HARDY u n d LITTLEWOOD i m Z u s a m m e n h a n g m i t F o u r i e r r e i h e n — findet s i ch in 
der Literatur in verschiedenen Formen. Wir legen hier die Definition nach BOR-
WEIN zugrunde, der in einer grundlegenden Arbeit [2] insbesondere die starke Sum-
mierbarkeit mittels Hausdorff-Verfahren untersucht hatte. 
D e f i n i t i o n 1. Es sei P=(p„v) eine positive Matrix (pBV^0), Q=(qnv) eine 
beliebige Matrix und 0. Eine Folge heißt bezüglich P, Q stark limitierbar 
von der Ordnung k gegen s: 
sn-s([P,Qf) 
wenn die folgenden Reihen alle existieren und wenn gilt: 
ZPn 2 tfvJlSx-S 
k 
o ( l ) . für n 
x=o 
Wir werden uns hier besonders mit der [Cß, CJ^-Summierbarkeit ( ß > 0 , a > — 1) 
beschäftigen, die in der Vergangenheit schon sehr oft untersucht wurde. Ohne 
Anspruch auf Vollständigkeit seien etwa erwähnt: HARDY—LITTLEWOOD [3] (ß=l, 
A = 0 , k=1,2), ZYGMUND [9] ^ = 1 , C T > - Y , k=2^; ALEXITS [1] (>5=1, O C > - L , 
k=2; [ Q , C A _ J A h e i ß t d o r t d i e s t a r k e C a - S u m m i e r b a r k e i t ) ; SUNOUCHI [7] 
1 \ 2 
a > — — , FC=ll; LEINDLER [6] ( a l l g e m e i n e P a r a m e t e r ) . 
2. Aus der starken Summierbarkeit läßt sich auf gewöhnliche Summierbarkeit 
schließen. So gilt allgemein, wenn P regulär und k^ 1 ist: [P, Q]FC=>Ö- (BOR-
Eingegangen am 5. September 1979, und in überarbeiteter Form am 22. Juli 1980. 
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WEIN [2], Theorem 3.) In unserem Fall gilt also [Cß, CJk=>CßCx~Cß+x (fcfel). 
Für läßt sich sogar auf kleinere Ordnungen schließen. 
Sa tz 1. Es sei ß>0, k> 1. Dann gilt 
(1) f u r * > - l + T . [ ^ ' C J - j f f i i M ) + a = 0 ( ( l n n ) 1 _ ( 1 / t ) ) ) 
(2) für a = -1 + [Cß, CJ» => *<«*>+«+• = o((ln ny-d/*)) (e s 0). 
Der erste Teil der Aussage (1) wurde in Spezialfalien bewiesen von ZYGMUND [9] 
( / } = 1 , 2), KUTTNER [5] ( ß = l , a=0, k> 1), HYSLOP [4] ( ß = l , k> 1). 
8 1 
B e m e r k u n g . Wählen wir für ein £ > 1 ß=k—l, so ist —= 1—— d . h . für 
I ß 
a = —1+— ist — + a = 0 und wir erhalten k k. 
, C_1+(1 / t )]* => o°„ = s„ = o((In n)1-W*>). 
Für k=2 liefert dies einen Satz von ZYGMUND [9]: 
[ Q , C_1 / 2]2S„ = 
3. Während man, wie oben erwähnt, für ß>0, aus der starken Summier-
barkeit [Cß, CJ* immer auf die gewöhnliche Summierbarkeit CßCx schließen kann, 
ist das Umgekehrte nicht der Fall. So hat schon WINN [8] ein Beispiel einer Folge 
gegeben, die CxCa-summierbar ist, aber nicht [Clt CJ1-summierbar. Man benötigt, 
um von der gewöhnlichen Summierbarkeit auf starke Summierbarkeit schließen zu 
können, noch eine starke Tauberbedingung. Da diese Bedingung öfters vorkommt, 
ist es zweckmäßig, eine Abkürzung einzuführen. OO 
D e f i n i t i o n 2. Eine Reihe 2 an genügt der Tauberbedingung T([P, Q f ) falls 
o 
' , na„ - 0([P,Qf). 
HYSLOP [4] z e ig t e n u n f ü r FCSL: 
{Ci Ca, TdC,, C, CJk)} o [Q, C x f . 
Dieses Resultat wurde verallgemeinert von BOR WEIN [2]. Er zeigte für eine beliebige 
Hausdorffmatrix H und k^l 
{Ci H, TdC,, C, H]k)} <=> [C,, H f . 
Wir werden zeigen: 
Sa t z 2. Es sei 0 < / ? ^ l , a > - l , k^ 1. Dann gilt 
{Cß Cx, T([Cß, Q C J ' ) } <=> [Cß, CJ. 
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B e m e r k u n g e n . 1) In der Richtung => läßt sich der Satz verschärfen. Es 
genügt, Cx Ca vorauszusetzen. 
2) Ist P regulär, so folgt für beliebige Matrizen Q und Q=>LP, Q]k 
(vgl. BORWEIN [2], Theorem 3). In unserem Fall lautet die Aussage: Ca=>[Cß, CJ*. 
Mit der Verschärfung unseres letzten Satzes können wir zeigen, daß wir den Index a 
in der Folgerung erniedrigen können. Ersetzen wir nämlich dort a durch a —1, so 
lautet die Aussage 
4. Als nächstes zeigen wir, daß Orthonormalreihen unter einer gewissen Koeffi-
zientenbedingung eine starke Tauberbedingung erfüllen. 
Sa tz 3. Es sei 0 < / ? S l und y cn<p„(x) eine beliebige Orthonormalreihe. Dann 
folgt aus 
0 ) ¿ n 1 - ' ^ « - für 
I 
(2) 2 nl~ß l n ncl ^00 f ^ « = 
die Tauberbedingung T([Cß, CJ2) f . ü. 
Aus den beiden vorangehenden Sätzen folgt schließlich aus Bemerkung 2 zu 
Satz 2 und Satz 3: 
Sa t z 4. Es sei 0 < j ? S l und 2 cn<Pn(x) eine beliebige Orthonormalreihe. Dann 
folgt aus der Cx - Summierbarkeit f . ü. und 
(1) ¿n1-'^«» für 
I 
(2) 2 M1—^ ln /JCJ < °° für « = 1 
die [Cß, Ca _ J2-Summierbarkeit f . ü. 
§ 2. Beweis von Satz 1 
Wir benutzen öfters, mit der üblichen Bezeichnung = die Beziehung 
n-1 jft . . . . . . °° 
2 — I n n (y>- — 1). Ferner definieren wir wie üblich für eine Reihe 2 a* 
v=i n — v »=0 
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mit Partiälsummenfolge { i j " die. n-ten Gesaromittel der Ordnung a: . 
j » 1 " 's" ' 
' . . . • • v=0 ' • • ' n • • 
v > 1) Es genügt, den Satz unter der Annahme, g cr„.= 0([C«, CJ*) zu beweisen. 
, J '. ".' \ 0 
Ist nämlich 2 a n = s ([Cß> ^ J ' ) ' so folgt für die Reihe 2 =.(a0—s).+.avf.... 
0 . . . . , 0 
wegen ö*n=ol-s: 2 ä„=o([Cß, CJ ') . Hieraus folgt dann 0 bzw. 
¿^№+«+«=0((ln ¿ i - u / * ) ) u n d damit ; bzw. 
.„,,, -2).Es.sei ,al§ou ¿ A n < = 0 < l C . t r C £ ) , .d. h... J Klk=.o(«0- Dann folgt mit 
0 v=0 
der Hölder'schen Ungleichung für eSO: • 
mit 
'=0 
n I ( n 1 
v=0 I ly=0 > 
Nun ist : T-': 
S; = O ( l ) j ( n _ 1 + ( 1 / l ) + £ ) ' ' / ( l ' - 1 ) + {{n - = 
= 0 ( 1 ) { » " 
v=l 
1 k a) für a > —1+ —, d .h . a - — — 1 u n d £ > 0 ergibt sich 
?„ = 0 ( l ) { n -
= 0 ( 1 ) 2 A^'M-VA'M-» = v=0 
Es folgt s V n + ' + t = o ( n " k ) 0 ( n a + * ) order a ^ + x + c = o(l). 
b) Für 0 0 —1+-^- und e = 0 ergibt sich 
{n-l i .(i / t-1) 1 
n - i + 2 ^ _ + „ * w « - i > } = 
• V = 1 n — V - ) • 
= ÖiO^n-1 +n« Wfc-U in M + „•€*/*-!)} = Orn'W'-^lnn). ¿S: folgt sWt>+» = o(> /*) -Ö(«at(ln «)<* oder a<' / , !>+I=o((in n)«Ll>"). 
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c) Für a = — u n d £ > 0 ergibt sich . ; { ! ; 
5„ = 0 ( l ){n - H C < ' i / 4 - 1 >+ ^ ^ ^ + n _ 1 | = 
= 0 ( l ) { n - 1 + t W ' - 1 i + r 1 + t < t " - 1 ) l i i : n + » - 1 } = 0(n-1+eWk~innn. 
Eä folgt s^ l k ) + a + e =o(n ß l k ) -0(n~ i k ~ l l k ^ + , : ( lnny k ~ 1 ^ k ) oder ' 'V 
o<''k>+'+t--.= ofclnn)«-1»!1). , 
d) Für a = —1+4- und £ = 0 ergibt sich K 
= + ^ J ( 7 + ^ 3 7 ) } = 0 ( l ) | 2 w - 1 + - ^ - l n n j = O i n - ^ l n n ) . 
Es folgt s +* = o(nßlk) •0(n-(k~1>/k(\r\nyk-r»k) oder <r^*>+*==o((ln n)< f c^k) . 
§ 3. Beweis von Satz 2 
1) Es sei 2 ° n = s dCß , CJ*). Dann folgt zuerst (Cß, Ca). . Fjerner 
mit der bekannten Beziehung 
(3-1) = A .V.:l . . . 
N V=L A N V = 1 
= °V)\-Jß 2 J? ¿ ^ i r K ' - s l } = 0(l){(l)+(2)}. lsln v=o /i„ y-0 J 
Da aus der Cß Ca-Summierbarkeit die C1Ca~C1+1I-Summierbarkeit folgt, gilt 
<r"+1—s und wegen der Regularität von Cß folgt ( l )=o ( l ) . Die Voraussetzung 
besagt gerade (2)=o(l) . Damit ist gezeigt, daß 0 ([Cß, C 1 + J k ) d. h. esgi l t 
T([Cß, C1+j): 
2) Es sei 2 <¡=3(^0 und es ge l t eT([C ß , C1+a\k). Mit ( a - M ) < = t « + 1 + 
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+ ( a + l ) < r j + 1 und (a+ l ) (o^—s)=T^ + , +(a+l ) ( f f^ + 1 —i) folgt 
4f i ^ K - ' l ' = 2Alz)K+1\k+^r ¿^K^-si*} = An y=0 F=0 <*n F=o J 
= 0(1) {(3)+(4)}. 
Die Voraussetzung Z a * = s ( Q Q ) besagt — s. Hieraus folgt wegen der 
o 
Regularität von Cß (4)=o( l ) . Die Voraussetzung T([Cß, C1 +JK) bedeutet gerade 
(4)=o( l ) . Damit ist die [Cß, CJ*-Summierbarkeit gezeigt. 
§ 4. Beweis von Satz 3 
Die zu beweisende Tauberbedingung T([Cß, Cx]k) lautet 
4? ¿^-v|til2 = o(l). Aa v=0 
Wir setzen > 
öH(ß, a; 2 ; * ) : = 1 ^ ! < ( * ) - < " W 
und haben also wegen (3.1) zu zeigen: S„(ß, a; 2; ,x)=o x ( l ) f. ü. 
1) Wir behandeln zuerst den Fall 
a) Für v s l gilt (vgl. etwa ALEXITS [1] S. 67): 
ftf-a%-^dx = - Z / W - - ) ) ^ . 
Hieraus folgt 
f s . ( ß , a; 2 ; x)dx = -L- J A ^ - ^ - Zj2(A°z)Yc*j = 
a a v-1 j= 1 
**AZ£} (Aty • 
Wegen — 1 — 1 < 0 ist mit fc monoton abnehmend, also Aßnz)^ \ . Wegen 
R j ~ , ? j i Ä « r - 0 I t J 
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(vgl. etwa ALEXITS [1], S. 102) ergibt sich 
¡ S M 2; S = O W ^ h c ) . 
Für eine beliebige Folge {«¡}~ natürlicher Zahlen mit folgt (n o=0): 
2 f S m ( ß , «; 2; x)dx =S 0(1) f j f j c j = • = i ; ¡=i j=i 
= o ( i ) i - i . ( i 1 ¿4 = 0(1) 2 Z-ir 2 ic) = 
1=1 A«, J=nk_x+1 ' k=li=k slni ^=nl[_1+l 
fc=iy=Bfc_1+i ;=<c -^n, Wählen wir «¡=2'" (i = l , 2 , . . . ) , so gilt 
~ 1 ~ 1 ~ 1 0(1) ~ 1 1 
Nun gilt für j ' s 2 ß k . Es folgt 
2 f s v ( ß , «; 2; x)dx ^ 0(1) J 2 j1''^'^ S 0(1) ¿ ^ - ' c j 
i=l„ lt=iy=2fc-» + l 7=0 
Hierausfolgt ö2n(ß, a; 2; x)—0 f. ü. 
b) Für 2"<fc<2" + 1 folgt mit *„(*) : = ( < ( * ) - o f 1 ^ ) ) 8 aus , 
ök(ß,«;2-,x)-ö„(ß,x;2;x)= 2 {<5V(0, a; 2; x ) - ^ . ^ , <x; 2; x)}: 
v = 2 n + l 
(l) = | ^ 0 ? , a ; 2 ; x ) - 5 2 „ ( ^ a ; 2 ; x ) | ^ 2 I W «; 2; x)-S^1(ß, oc; 2; x)| s 
v=2"+l 
2«+l v _ l / jß-1 A ß - 1 \ i ß - 1 
Aus O s & ^ v — l < v folgt und hieraus 
'-t AU-k _ (v-k+ß-1 v .) __ AtU kß-v 
£ AUi M-x \ v - f c 'v+ß ) A?_! "(v-fe)(v + Ä 
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Hieraus ergibt sich unter Berücksichtigung von Aß0~1=\: 
2» + l v - l / j ß - 1 jß-1) 2" + 
V = 2 " + L * = 0 > V = 2"M 
2"+1 f j W 
+l A> 
2" + 1 v-2 Aß-l 2» + 1 ,r /V^ 
V=2N + L * = 0 V = 2" + 1 
2 N + 1 V - 1 Aß-} 2N + 1 „ /"V"» 
- 2 2 = v = 2"+l*=0 v=2" + l 
2» + l_ L „ - 1 jß-1 2" + 1 „ 
= 2 2 ^ o k ( x ) + 2 ^ j T 1 -11 = 2" k =0 v = 2»+l 
2» + l v_l jß-1 2" + 1 „ 
- 2 2 2 = 
V = 2N + L K = 0 ^ V V=2 N +L ^ V 
2 " - L 
= 2 ¿ = 0 A$„ 
2N + 1— 





T = 0 
Aß-1 A2"-k 
2» + L 
**(*)+ 2 • 
* = 0 n A» , 
V , ' TvOc) 
=¿2-0?, a ; 2; + «; 2 ; x) + 2 2 
v = 2n 
°° ff (x) 
Da die letzte Summe ein Cauchy-Abschnitt der Reihe 2 \ ß ist, folgt mit 1) die 
1 v 
Aussage lim ök(ß, a ; 2; JC)=0 f. ü. wenn wir noch die Konvergenz f. ü. dieser k~-oo 
Reihe zeigen. Dies folgt aber aus 
1 OO oo 1 " 1 ~ ( AX~1\2 °° 
- — y i«C2. VILLLZIL < _L Y ;2C2_L Y ^v-j) _ Q( I\ y ;l-ßc2 
2) Wir betrachten nun den Fall a = y -
a) Hier ergibt sich im Beweisschritt la) eine andere Abschätzung für JtV2: 
°° (A-1'?)2 2J 
DL/2 _ Y '• V - J / _ Y I Y 
J A (ji/z\2 A"1" A . • 
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Es ergibt sich 
, 1 a W F J K ' ^ = 0 ( 1 ) 7 (' + i " r ) - ' 0 
2 = o ( i ) i i ! ^ t i = o ( i ) 2 i = 
v=2y+l v=2j+l V v=2./+l v \] J 
Es ergib t sich a lso Hie raus fo lg t schließlich ¿2„(ß, a;2; x)=ox(l) 
f. ü. , wenn wir die Vorausse tzung de r Aussage (2) heranz iehen . 
b) D e r zweite Teil des Beweises ver läuf t ana log wie l b ) bis z u m Schluß, w o 
wieder d ie obige Abschä tzung f ü r RV2 u n d d a n n die Vorausse tzung der Aussage (2) 
herangezogen werden m u ß . 
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