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Abstract — Asset value predictability has always been a major 
research concern in financial market especially when 
considering the impact of unprecedented market fluctuations on 
the behavior of market participants. 
This paper presents preliminary results toward the building 
a reliable forward problem on ensemble approach IPCBR 
model, that leverages the capabilities of Case based 
Reasoning(CBR) and Inverse Problem Techniques (IPTs) to 
describe and model abnormal stock market fluctuations (often 
associated with asset bubbles) using datasets from historical 
stock market prices. The framework uses a rich set of past 
observations and geometric pattern description and to come up 
with a model to generalize those patterns onto observations 
using PCA and k-means to formulate the forward problem. 
This research work presents a formative strategy aimed to 
determine the causes of behavior, rather than predict future 
time series points which brings a novel perspective to the 
problem of asset bubbles predictability, and a deviation from the 
existing research trend. The results depicts the stock dynamics 
and statistical fluctuating evidence associated with the envisaged 
bubble problem. 
 
Index Terms — Artificial Intelligence, Asset Bubble, Case-
based Reasoning, Inverse Problems, Machine learning. 
 
INTRODUCTION 
Developments in Artificial Intelligence (AI) and Machine 
Learning [1]-[3] have revealed numerous spectacular 
outcomes in diverse fields. Financial markets is no exception, 
as it is one of the fields where AI solutions impact directly on 
real time implementation and achieve exceptional 
performance in a variety of complicated tasks. 
In the wake of various equivocal concerns in asset value 
predictability, researchers have proposed various 
econometric techniques to consistently predict fluctuations in 
financial asset prices (often associated with asset bubbles) 
[4]-[6]. While these models promise improved predictive 
capability, they are yet to receive wider acceptance in 
practice. 
The reason is not far the stochastic nature of asset 
fluctuations making it Difficult to build reliable models. A 
major concern arises with the increase in complexity of the 
problem, which makes it difficult to mathematically 
formulate the problems, and as such leads to the choice of 
parameters being set by heuristics. This introduces certain 
deficiencies in reliability and explainability, specifically 
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because it becomes very hard to identify which parameters 
need to be optimized and in what way, in order to improve 
the descriptive power of the model. 
Based on the above, we propose an ensemble Inverse 
Problem Case Base Reasoning (IPCBR) model that uses the 
simplicity and applicability of CBR to deliver a more robust 
representation of asset value fluctuation patterns (and their 
subsequent classification as potential asset bubbles) and the 
successes of the Inverse Problem to identify the factors that 
most likely cause such patterns. 
The outcome of this will then be used as a case base for 
standard Case-based Reasoning process and will be evaluated 
against some known episodic data retrieved from the Yahoo 
Finance and human expert advice.  This paper is organized as 
follows: Section II outlines the class of asset bubble problems 
to be addressed in this research, and outlines the proposed 
relevant features/qualities of CBR that make it suitable, as 
well as the overall IP formulation approach. An insight to  the 
Inverse problems is given in Section III  with and its 
application areas, while Section IV  provides an articulation 
of the overall model to be used where the Inverse Problem 
formulation component is discussed. Section V focuses on the 
implementation where the experimental outcome is presented 
and discussed. The paper closes with a critical discussion on 
the major contributions this work intends to deliver, and a set 
of relevant concluding observations. 
 
II. RELATED WORK 
The academic literature provides frequent reference to so-
called asset bubbles, most often focusing on their theoretical 
or conceptual evolution and advancement. Bubbles are often 
defined relative to the fundamental value of an asset [7], [8]. 
While numerous theories exist on how bubbles form, one 
basic explanation may be that investors hold an asset even 
though the asset's price exceeds its fundamental value, with 
view to profiting from a later sale [9]. Detecting a bubble in 
real time is quite challenging, as what attributes to the 
fundamental value is difficult to pin down. Although every 
bubble differs in their initiation and specific details, they 
often share patterns that may be use to recognize their 
existence. 
Numerous researchers have proposed methods for 
detecting asset bubbles [10]-[12]. While the existing 
literature mainly focuses on econometric prediction methods, 
machine learning algorithms have been adopted over the 
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years towards attempting to predict asset bubbles [13],[14]. 
However, while both academic and trade literature in Finance 
and Economics have long been examining the occurrence of 
asset bubbles, that literature falls well beyond the scope of 
this work. In this study, we adopt a relatively narrow 
definition of asset bubbles as patterns which can be described 
as, "a short-term continuous, sustained, and extra-ordinary 
price growth of an asset or portfolio of assets, which is 
followed by an equally extra-ordinary price decay in a 
comparably short period” . The reader is referred to [15] for 
a full description of bubbles adopted in this research. 
A. Case Based Reasoning process 
Case-based Reasoning [16] is one of emerging field of 
Artificial intelligence research area. It is a paradigm for 
combining problem solving and learning, and has recently 
attracted research attention due to its simplicity and 
flexibility. This methodology was used in various application 
domain and it offers enormous advantages over other AI-
based techniques in all the fields where experiential 
knowledge is readily available, like engineering [3], 
production planning [17], medicine [18] and other. Its 
operations is based on the concept proposed by [16] 
introducing four key phases: Retrieve, Reuse, Revise, and 
Retain as shown in figure 1. 
 
 
Fig. 1: Case-based Reasoning Cycle. 
 
Retrieve-In terms of case retrieval, a new case 
characterized by a primary problem description is used to 
retrieve a case from the repository. The similarity measure 
computes the relationship between a new case and previous 
cases stored in the case base, which can be simple or more 
complex measure depending on the application domain and 
features used to define cases. 
Reuse- Case reuse, also otherwise referred to as case 
adaptation, normally maps the solution from previous stored 
cases to the target problem, where the retrieved case is 
carefully selected and recommended as a candidate solution 
to the new problem. It then becomes immediate solution if it 
can be fittingly applied to the target case and could as well be 
used for the latter solution.  
Revise- This step that maps previous solutions to the target 
situation, in such a way that it can be applied to it. I which 
case, the previous cases need to be further scrutinized to 
ascertain whether they are appropriate for the current 
situation and whether they can solve the target problem. The 
solution is tested for success  and repaired if failed. If revision 
is not possible, the system fails in finding a suitable solution 
to the target. 
Retain- it evaluates the obtained solution and it decides 
whether to retain the new solved case in memory. This stage 
is a dynamic procedure of adding and removing cases seeking 
to enhance the efficiency of the CBR model. Useful 
knowledge is retained for future reuse, and the case base is 
updated by a new learned case, or by modification of some 
existing cases. 
B. Case Definition and Representation  
Case representation has posed some fundamental issues in 
Case-based Reasoning methodology due to existence of some 
unaccustomed features that do not exist or align with the 
processing of the traditional “attribute-value" data 
representation, and the direct manipulation of continuous, 
high dimensional data in the time series domain [19]. 
We addressed this issue by forming a library pattern of 
observations and treated every group as a case category. The 
adopted approach followed the concept proposed in [20], 
where the entire Time series is split into smaller sequences of 
patterns, by decomposing the series into a sequence of rolling 
observations, or rolling windows, in which case every 
observation in the pattern constitutes the case which may 
attain a predefined upward, steady or declining pattern as 
shown in figure 2 
 
 
Fig. 2: Sample case patterns. 
 
This also infers that an interval comprising a series of three 
observation patterns can be easily recognized as constituting 
a case. Further analysis and matching of all the similar cases 
using appropriately selected algorithm makes it possible to 
discover a specific relation to the pattern. 
C. Case Retrieval  
Case retrieval and the adaptation phases are the most 
challenging phases in the CBR cycle. The Retrieval phase 
which based on a chosen similarity measure involves a 
process where the CBR methodology matches a new case 
with archive of historical cases with the suggested solution 
plan and returns results of closest matches to be adapted. In 
this paper, we adopted the Clustering technique, an 
unsupervised machine learning method in constructing the 
forward problem [15], in which case, the retrieval process 
only considers cases that are in the same cluster as the new 
case. 
D. Clustering methods 
Clustering is known to be one of the basic concepts in 
pattern recognition. It is unsupervised classification through 
partitioning data into segments of homogeneous data objects 
based on similarity of some features and dissimilarity to the 
objects in other clusters. This technique is predominantly 
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used as a knowledge discovery tool in modern machine 
learning with applications in a wide range in sciences, 
marketing, geology, medicine, etc as well as various data 
mining tasks involving time series [21] and financial 
markets[22] [23] In this paper we consider the K-means 
technique for clustering, which usually takes the Euclidean 
distance between the feature and feature : 
 
𝐷(x, y) = ∑ (xi − yi)
n
i
2    (1) 
 
where: d(x; y) is the distance of data x to the centre of the 
cluster y, xi is data position i in n data, and yi is data position 
j in n data. 
 
In other words, Given a set of observations X1,X2, X3,…,Xn 
, K-Means clustering aims to partition the N observations into 
(K<=N) sets S = {S1, S2, S3,…Sn} with the objective to 
minimize the within-cluster sum of squares (WCSS) given 
by: 
 
E= ∑𝑘𝑗=1 ∑ ‖𝑥𝑖
𝑗 − 𝐶𝑗‖
𝑛
𝑖=1
2    (2) 
 
where k represents the number of clusters formed, n is the 
number of cases, Cj denotes the centroid of i-th cluster, ||( )|| 
is the function which produces squared distance between two 
given points. 
E. Algorithmic Approach to Case Matching in bubble 
Consequently, the concept of the CBR proposed by [16], 
[24] and [25] is aligned with the task of pattern recognition 
with the algorithm illustrated in Fig. 3. 
 
 
Fig. 3:.Case Matching in bubble structure. 
 
Firstly, a fragment of the series is created and divided into 
n-interval patterns consisting of sequential rolling 
observation which are being stored as historical cases of n-
interval patterns. This sliced interval in the series of a new 
observation now makes the current case to be referenced 
during the retrieval process. All cases satisfying the pattern 
matching conditions are retrieved. If there is no perfect match 
as the case may be, the closest cases are retrieved, otherwise 
the fragmentation process is done again with the new case. 
The retrieved cases would then be revised and tested against 
the stated parameters, if satisfied, then the case is then reused 
and the solution Retained in the database. 
 
III INVERSE Problem 
Since its first appearance in the 1960s, the term "inverse 
problem", has significantly changed from what was notably 
to designate in geophysics (i.e. the determination, through 
input/output or cause-effect experiments of unknowns in the 
equations), to a contemporary  "inverse problem" that 
designates the best possible reconstruction of missing 
information, in order to estimate either the identification of 
sources or of the cause, or the value of undetermined 
parameters [26]. Inverse problem involves mapping between 
objects of interest (parameters), and acquired information 
about these objects, (data or measurements) [27]. 
This technique, otherwise referred to as model inversion 
[28] exists in many fields, usually in a situation where one is 
interested in finding a model that typically approximates 
observational data. Any inverse theory requirement is to 
relate a physical parameter, say “u" that describes a model to 
acquire observations making up some set of data, say ‘f’. 
Assuming the underlying concept of the model has a clear and 
well-stated representation, then an operator can be assigned a 
relation or mapping u to f through the equation: 
 
𝐹 = 𝐾𝑢      (3) 
 
where f is an N- dimensional constant coefficients data vector 
and u is an M-dimensional model parameter, and K (the 
Kernel) is an N x M matrix containing only constant 
coefficients. 
In a case where the operator f is linear, the inverse problem 
is termed as linear and the direct inverse is easy to find; 
otherwise it is a non-linear inverse problem, and termed ill-
posed problem which poses considerable difficulties in 
solving. 
A. Methods for solving the Inverse Problems  
Inverse problems theory involves a combination of 
mathematical techniques that operate on reduced volume of 
data in a problem, with a primary objective of obtaining 
useful information relevant to the real physical system in 
question. Many inverse problems exist; [26] classified 
various approaches to solving inverse problems (in line with 
the basis searched for) into three main categories namely, (i) 
Regularization of Ill-Posed Problems, (ii) Stochastic or 
Bayesian Inversion [29], and (iii) Functional analysis, a 
decision making approach in which a problem is broken-
down into its component functions, which are further divided 
into sub-functions until the function level suitable for solving 
the problem is reached. 
Other approaches of solving the inverse problem are 
provided in [30]-[33], and [34]. It is apparent from the 
literature that there is no unified approach or method to solve 
the entire inverse problems, as such, what is being presented 
here is a representation of general methods to the solution for 
inverse problem. 
B. Case-based Reasoning and Inverse Problems  
There exist very few publications specifically on Case-
Based Reasoning and Inverse Problem in the financial 
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domain, although the literature has some works done 
specifically using the Case Base Reasoning methodology and 
some other combing the methodology with other approaches, 
for instance, [35] presented a work on CBR and the Inverse 
Problems to improve usability of numerical models, and to 
show that CBR models are capable of giving fast answers to 
questions that are otherwise  difficult or impossible to 
formulate through numerical models. Some selected works 
involving the use of Inverse problems are presented in [28], 
[29], [36]-[40]. The IP was reportedly applied in biometric 
technology by generating synthetic (false) biometric 
information as a way of training biometric systems and 
preparing them against attack from false data. Others are seen 
in [41]-[43]. The combination the CBR with other 
methodology is reported in [44].  Also, adjacent to the 
concept proposed in this work is provided in [9] where an 
early-warning approach for detection of bubbles is proposed. 
That work uses the minimum-volume ellipsoids clustering 
method and Radon transform which tackles the bubble 
concept geometrically by determining and evaluating 
ellipsoids. Although closely related, work differs from 
IPCBR both in terms of its approach and concept. The IPCBR 
model utilizes stock data in its frameworks in CBR and IP 
phases: the CBR phase uses clustering to retrieve similar 
bubble structure while the IP phase uses sentiments analysis 
to assist explanation of bubble occurrences. 
 
IV. PROPOSED FRAMEWORK 
Owing the complexity of the problem at hand, we will 
attempt to tackle the problem by defining and solving its 
simplified forward problem and then with a clear definition of 
this, the solution of which will then be an input to the inverse 
problem. As such, the ensemble in made up two sections: The 
Case Based Reasoning Model and the Inverse Problem 
Model. First of all, the CBR model evaluates the potential 
indicators of all the stocks and output with potentially high 
yielding stocks with respect to the predefined criteria as a 
preselected stock set. Secondly, input this stock set, together 
with its corresponding indicators into the inverse Problem 
Model. The holistic framework is detailed in Fig. 4. 
  
Fig. 4. CBR/IP Model framework. 
 
With all the afore stated assumptions that defines our 
descriptive model, we aim to arrive at a representative of the 
descriptive model by calibrating the model parameters of the 
seed model through Case Base knowledge, which will be 
used to initially populate our case base. This involves 
representing our bubble model in a case structure which is 
made of historical stock projections represented by a set of 
points, where each point was given with the time of 
measuring and the equivalent stock volume. It follows from 
this that these processes could be represented as curves. Then 
follows a Pattern Matching phase which entails the process of 
automatically mapping an input representation for an entity 
or relationship to an output category. This involves Using the 
new model perform pattern recognition to identify new 
instances that fit into the model with the use of appropriate 
similarity metric. Meaning a new case (the reference case) 
from the data of new stock which constitutes the input profile 
is compared with in the case base to retrieve all cases having 
similar structure and the best-case match is identified. For this 
investigation, the Dynamic Time Warping will be considered 
as it is proven to be effective in finding distances Time Series 
[46] and also because most classic data mining algorithms do 
not perform or scale well on time series data. If a perfect 
match is found, then the complete cycle of the CBR will be 
adopted and solutions adapted, otherwise, a new problem 
case will be reformulated. The output of this phase signifies 
the end of the forward problem and the solution then used as 
a seed for the Inverse Problem phase. IP implementation 
requires taking the population of newly identified structure 
which satisfies our bubbles and extract the asset 
characteristics around the time of the occurrence. Identify 
correlation between such characteristics and Forward 
Problem model parameters in order to derive stochastic 
description of the factors that accompany the above bubbles. 
The output of this phase will as well be stored in the 
Knowledge base for easy recommendation. 
 
V.  IMPLEMENTATION  
In order to evaluate the proposed methodology, several 
experiments were designed and performed using the 
proprietary software [45]-[47]. These experiments were ran 
on benchmark datasets drawn from New York Stock 
Exchange (NYSE) data obtained from Yahoo finance. For the 
purpose of this report, we consider the monthly stock prices 
of sixteen companies. The time series data set ranges from 
2000 to 2018. which is made up of 4779 number of 
observations. The procedure is to collect the daily index 
historical data and to pre-process them for outliers, missing 
values, and standardization of the data. 
Our focus is on the Adjusted price rather than the Closing 
price. Although they both provide different information that 
can be used for analysis, the closing price is the raw price and 
only indicates end of sales price whereas the Adjusted price 
mirrors stock value after adjustments for any corporate 
actions like all applicable splits and dividend distributions. 
We closely follow the approach presented in [46] creating 
data by sliding a fixed-length time window from time tb to te. 
Resulting in N = te-tb time series created with a specified 
window length wtr. 
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where pi(i = 1, 2,…wtr + N -1) are stock prices at time i. This 
transformed to creating an N by wtr. matrix or a data set with 
N data records and wtr attributes of continuous values such 
that data mining methods can be applied directly [47]. 
A Results and Discussions 
We determined the optimal number of components which 
capture the greatest amount of variance in the data by making 
a bar plot of the whole dataset with all the components. (Fig. 
5). 
 
Fig. 5. Variance Bar plot 
 
Figure 6 shows that the first two components explain the 
majority of the variance in our data. The plot shows a 
marginal drop after the first component; with this in mind, we 
plotted just the first two components with the results showing 
clearly four distinguishable clusters. We can then deduce 
from this that the stocks can be classified. But we need to 
visualize the rest of the reduced dataset with much greater 
granularity, and for this, we applied a combination of 
Principal Components Analysis (PCA) and K-means 
Clustering to improve segmentation results [50]. When we 
visualize the raw data set on the two numerical features TOT 
and CVX, in figure 5, where the graph represents all points in 
our current dataset, which our K-means algorithm will aim to 
segment. Our segmentation model will be based on 
similarities and dissimilarities between individuals on the 
features that characterize them. 
  
Fig. 6. Plot of variance across components. 
Further dimensionality reduction was performed by first 
fitting our standardized data using PCA and then making a 
cumulative variance plot to ascertain the number of many 
features to keep based on the plot, and finally use the selected 
components to perform PCA (Fig. 7 a). The elbow method 
was used to guide the specific number of clusters to keep by 
fitting these principal components to the k-means algorithm. 
Our experiment tested the algorithm with up to 40 clusters 
and the results displayed in Figure 5  
 
a)                                        b) 
Fig. 7: Plot of cumulative variance variance(a) and elbow point (b) 
 
The elbow plot in Figure 7 b indicates the percentage of 
variance explained, but in slightly different terms, i.e, as a 
function of the number of clusters. We can deduce from the 
graph that after 5 clusters (the elbow point), neither the shift 
in the value of inertia nor the variance of the rest of the data 
after is substantial any longer. The partial output from of the 
algorithms is presented as a data frame in Figure 6. 
 
 
 
Fig. 8. PCA and K-means clusters Dataframe. 
 
Figure 9 provides a visualization  of our clusters on a 2D 
plane based on the first two components identified.  
 
  
Fig. 9. k-means clusters by PCA. 
 
Although some overlap between the clusters is observed, 
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this is rather typical, and separate clusters are rather clearly 
identifiable. 
 
B. Evaluation 
Evaluation of unsupervised learning is difficult as there is 
no goal model to compare with. With K-Means being an 
unsupervised clustering algorithm where a predicted label 
does not exist, it is improper to directly apply accuracy score 
to K-Means clustering evaluation. We therefore decided to 
use the silhouette coefficient, which is calculated using the 
mean intra-cluster distance (a) and the mean nearest-cluster 
distance (b) for each sample [51] to evaluate the performance 
of our clustering. We then compare the result with a different 
metric, the Calinski Harabasz [52] Score (also known as 
Variance Ratio Criterion).  
 
 
Fig. 10. Silhouette coefficient and Calinski Harabasz Score. 
 
  
Fig. 11: Plot of silhouette score and Calinski Harabasz against number 
of clusters. 
 
Both Fig. 10 and 11 shows the performance of the K-means 
cluster using silhouette coefficient and the Calinski Harabasz 
Score: the highest score gives the best performance at 2 
clusters, but the scatter plots revealed increased overlap 
between the clusters at this point.  Also, we noticed that the 
scores reduce after this and present a peak at 6 clusters as 
shown in both metrics, which evidently gives the best 
performance. 
 
VI. CONCLUSION AND FUTURE WORK 
This paper presents the IPCBR approach that uses an AI 
ensemble of CBR and Inverse Problem formulation, to 
describe, identify and ultimately predict abnormal 
fluctuations in stock markets, widely known as bubbles. The 
proposed framework uses a flexible query engine based on 
historical time series data and seeks to identify price 
fluctuations using the Adjusted Close price. The result is able 
to answer a basic question raised by performing case 
retrieval, of whether fluctuations in stocks can be classified 
based on the Adjusted close features. Decomposing all the 
features down to principal components and then envisioning 
the clusters in those principal components using k-means 
indicates that the stocks can be successfully classified based 
on this. 
For future work, effort is put into formulating the complete 
forward problem by select representative candidate object 
which has specified ’bubble’ characteristics from the time 
series dataset based on the objects’ degree in their neighbour 
network through clustering before applying CBR through 
computing the similarities from characteristics of the case 
using controlled experiment. 
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