We present a class of path constraints of interest in connection with both structured and semistructured databases, and investigate their associated implication problems. These path constraints are capable of expressing natural integrity constraints that are not only a fundamental part of the semantics of the data, but are also important in query optimization. We show that in semistructured databases, despite the simple syntax of the constraints, their associated Implication problem is r.e. complete and finite implication problem is co-P.O. complete. However, we establish the decidabllity of the implication probIems for severaI fragments of the path constraint language, and demonstrate that these fragments suffice to express important semantic information such as inverse relationships and local database constraints commonly found in object-oriented databases. We also show that in the presence of types, the analysis of path constraint implication becomes more delicate. We demonstrate some simple dccidabiiity results for two practical object-oriented data modols.
Introduction
Path inclusion constraints have been studied in [3] in the context of somlstructured data. Consider the following object-oriented schema: class student{ Name : string; Figure 1: Representation of a school database in which we assume that the declarations Students and Courses define (persistent) entry points into the database.
As it stands, thii declaration does not provide full information about the intended structure. Given such a database one would often expect the following informally stated constraints to hold: t/s E Students Vc E s.Taking (c E Courses) Vc E Courses Vs E cEnroIled (s E Students)
That is, any course taken by a student must be a course that occurs in the database extent of courses, and any student enrolled in a course must be a student that similarly occurs in the database. We shall call such constraints eztent constraints. It should be noted that there is a natural analogy between extent constraints and (unary) inclusion dependencies developed for relational databases. We might also expect an inverse relationship to hold between Taking and Enrolled.
Object-oriented databases d&r in the ways they enable one to state and enforce extent constraints and inverse relationships. Compare, for example, Oz [4] and ObjectStore [13] . The presence of such constraints is important both for database and for query optimization. Let us develop a more formal notation for describing such constraints. To do this we borrow an idea that has been exploited in semistructured data models (e.g., [2, 71) of regarding semistructured data as an edge-labeled graph. The database consists of two sets, and we express this by a root node r with edges emanating from it that are labeled either Students or Courses. These connect to nodes that re spectively represent students and courses which have edges emanating from them that respectively describe the structure of students and courses. For example a student has a single pame edge connected to a string node, and multiple These constraints are examples of "word constraints" studicd in [3] ; the implication problems for word constraints were shown to be decidable in semistructured databases there. Inverse Constraints. These are common in object-oriented databases [ll] . With respect to our student/course schema, the inverse between Taking and Enrolled is expressed as: Such constraints cannot be expressed as word constraints or even by the more general path constraints given in [3] . Local Database Constraints. In database integration it is sometimes desirable to make one database a component of another database, or to build a "database of databases". Suppose, for example, we wanted to bring together a number of student/course databases as described above. We might write something like:
class School-DB{ DB-identifier: string; Studonta : set (student) ; // as defined above Couraee: set(course);
// as defined above 1 Schools:
set (School-DB) ;
Now wo may want certain constraints to hold on components of this database, I?or example, the "extent constraints" de scribed above now hold on each member of the Schools set.
Hero we refer to a component database such as a member of the sot Schools aa a local database and its constraints as local databaae constraints. Extending our graph representation by adding Schools edges from the new root node to the roots of local databases, the local extent constraints are:
Again, these cannot be stated as word constraints. These considerations give rise to the question whether there 1s a natural generalization of the constraints of [3] which will capture these slightly more complicated forms. Here we consldcr a class of path constraints of either the form or the form va: Y kdr, 2) A I%, Y) + T(YJ)), whore LY(X, v) (/3(m, v) , ~(z, y)) represents a path from node x to node y. This class of path constraints can be used to express all the constraints we have so far encountered. These path constraints are useful not only for optimizing queries, but also for describing structure, in the context of structured data or semistructured data. Surprisingly, the implication problem for this mild generalization of word constraints is undecidable in semistructured databases. However, certain restricted cases are decidable, and these cases are sufficient to express at least the constraints we have described above. Another issue is the interaction between constraints and the type system. The type system or schema definition may also be viewed as imposing a constraint on the data. In general we can no longer expect results developed for semistructured data to hold when a type is imposed on the data. Indeed, the proof of the decidability of word constraint implication given in [3] breaks down in the presence of type constraints and again, only in restricted type systems do we have de cidability results on word constraint implication, The rest of the paper is organized as follows. Section 2 formally presents our path constraint language, P, and establishes the undecidability of its associated implication problems in the context of semistructured databases. Section 3 identifies several f?agments of P, and shows that the implication and finite implication problems for each of these fragments are decidable in semistructured databases. Section 4 studies the interaction between type constraints and path constraints, and establishes some simple decidability results for two specific type systems: a "generic" objectoriented type system and a type system based on ACeDB [14] , which is a database management system popular with biologists. Section 5 summarizes our results and identifies directions for further work.
2 Path constraints on untyped data
In this section, we investigate the path constraint language and its associated implication problems in the context of semistructured data, by which we mean data whose structure is not constrained by a schema. We first present an abstraction of semistructured databases, and define the path constraint language, P, in terms of first-order Iogic. We then show that, despite the simple syntax of the language P, its associated implication problem is r.e. complete and its finite implication problem is co-r.e. compIete. We assume the standard notations used in first-order logic. The (finite) implication problem for P is the problem of determining, given any i?nite set C U {cp} of sentences in P, whether all the (finite) o-structures satisfying C are also models of 'p.
Theorem 2.1: The implication problem for P is r.e. complete, and the &rite impIication problem for P is cor.e. complete. . 8
In fact, thiu result also holds for two proper subclauses of P. One of the subclasses, Pf, iu the set of all the constraints of the forward form in P. The other, P+, is the set The undecidability results given in the last section suggest that we search for fragments of P whose implication problems are decidable, and yet retain sufficient expressive power of the full language. In this section, we identify several fragments of P which share the following properties. Fist, they each properly contain the set of word constraints. Second, each of them is not included in two-variable first-order logic. Third, they allow the formulation of many semantic relations which are of interest from the point of view of database theory, such as extent constraints, inverse relationships and local database constraints. And finally, they each possess decidable implication problems in the context of semistructured databases. Beforo we present these fragments, we first define some basic notations. Tho concatenation of paths a(%,~) and /J(z, y), denoted LY(Z, x) * p(z, o/) or simply Q * p, is the path l p(z,y), ifcr=e;
where K E E and a! is a path.
The Iength of path cy, ICYI, is defined by:
Next, we introduce several fragments of P, demonstrate their oxprcssive power, and establish the decidability of their associated implication problems. We also present a mild gencraliaation of P, PC, and show that the decidability results for the fragments of P investigated in this section also hold for the analogous fragments of PC.
Prefix restricted implication
The implication problems for simple path constraints, which are known to be decidable, can be viewed as a restricted form of the implication problems for P. More specifically, the implication problems for Pa are the implication problems for P under the following restriction: for any given finite subset of P in the implication problems, the prefix of each constraint in the subset is the empty path. By replacing this prefix restriction with a weaker one, we define the p&x restricted implication problems for P ins follows.
Definition 3.1: A finite subset of P is called a prefi restticted subset of P if the prefixes of all the constraints in the set have the same length. The prefi restricted (finite) implication problem for P is the problem of determining, given any prefix restricted subset C U {(p) of P, whether all the (fXte) models of E are also models of cp.
n Obviously, the implication problems for word constraints are special cases of the p&x restricted implication problems for P. Moreover, in contrast to word constraint implication, prefiv restricted implications cannot be stated in twovariable f&t-order logic. A convenient argument for this is that {cp}, where 'p is the constraint given in Example 2.1, is a prefiv restricted subset of P. Many cases of integrity constraint implication commonly found in databases are examples of the preftc restricted implication problem for P. Among these are some implications for inverse constraints and local database constraints. As an example, consider the set consisting of the two local inverse constraints on School-DB databases given in Section 1: Thii set is a prefix restricted subset of P. Another example of prefix restricted implication is the implication of the constraint Vz y (cities(r, z)A 3 z (mned(z, z) A cmned(z, y)) + ~ned (y, 4) Corn the constraints:
VZ y (cities(r, %)A 3 z (cmnect(q z) A cmned(z, y))
Vz y (cities(r, 2) A cmned(z, y) + cmned(y, z)) Theorem 3.1: The prefix restricted implication and finite implication problems for P are decidable in semistructured databases. u
Proof sketch: The idea of the proof is to establish the small model property [S] for the sattiability corresponding to the preftc restricted implications. More specifically, let S, be {A C A ~'p I C U {(p) is a prefix restricted subset of P}.
We show that there is a recursive function s such that for each J, E S,, if $ is satisfiable, then $ has a model of size at most s(l$l), where [+I stands for the length of $.
To establish the small model property for S,, we use a path label criterion to characterize whether a o-structure satisfies a sentence of S,. More specifically, given a model G of a satisfiable sentence II, of S,, we label each node of G with paths in $J. The path label of G, LB(G, $), is the collection of the labels of all the nodes in G. This path label has the following properties:
l for any structure H, if LB(H,$J) = U3(G,$), then Hb$iffGj=$;and l there is a structure X of size at most 2 2ZlGl U3(H, 3) = LL?(G, $).
, such that
To establish the existence of the %mall" model H, the restriction on prefixes described in Definition 3.1 is used. See [9] for the detailed proof. m
Sub-language Pp
Some cases of path constraint implication are not examples of the prc3x restricted implication. For instance, the set consisting of the two extent constraints and the two inverse constraints on student/course databases given in Section 1 is not a prefix restricted subset of P. Tha constraints in the last example, however, are in the sub-language Pp defined below. Doflnition 3.2: A /I-restricted path constraint 'p is a constraint of P with Ilt(cp)l < 1. That is, either It(y) = E, or It(y) E K for some I< E E. The set of all simple path constraints and all &restricted path constraints is denoted by P,y. m
Note that the class of word constraints is a proper subset of Pp. In addition, not all constraints in Ps are expressible in two-variable first-order logic. Indeed, the constraint cp given in Example 2J is in Pp, but is not in F02.
Theorem 3.2: The implication and finite implication problems for Pp are decidable in semistructured databases. m
Proof sketch: In the same way as in the proof of Theorom 3.1, we establish the small model property for satisfiability of the following set of sentences:
S(Pp)={/jCh-y( yEPp, CCPg, Cisfinite).
To do so, we use a path labeling mechanism similar to the ono employed in the proof of Theorem 3.1. Given a model G of a satisfible sentence 1/1 in S&), we apply the mechanism to label csch node of G with paths in $, and therefore, obtain the label of G with respect to $. In addition, we show that there is a model H of II, such that each node of H has a unique path label. The size of H is, therefore, bounded by the cardinality of the label of H with respect to $, which is at most 221$'a. Thus the small model property is established. The detailed proof can be found in [9] . u Bxomplo 3.1: The decidability of the implication and finite implication problems for Pp is useful for, among other things, query optimization. To illustrate this, consider the student/course databases given in Section 1 as semistructurcd databases, i.e., in the absence of schema. Suppose we want to find the names of all the courses enrolled by students who are taking course "Chem3". Given the two extent constraints and the two inverse constraints described in Section 1, it can be shown that Qr is equivalent to Qz expressed belox There are several things to note about these two constraints. First, they are in the language PB. Second, they are implied by the extent and inverse constraints given in Section 1, which, as mentioned earlier, are in PB themselves. Finally, the decidability of the implication problems for Pa forms the basis on which we can determine this implication. It should also be noted that 92 is in most cases more efficient than &I. Indeed, Q2 complies with the familiar optimization principle originating in relational database theory: performing selections as early es possible. 8
Extended implications far PO
Consider the set consisting of the local extent constraints and the Iocal inverse constraints of Schooi-DB databases. This set is neither a prefix restricted subset of P nor a subset of PB. However, the constraints in this set share the following property: they all are constraints of student/course databases augmented with a common prefix Schools. In general, when represented in a global environment, path constraints of a local database are augmented with a common prefix. Thii example motivates the following extension of Pa. For instance, the set described in the last example is a prefix extended subset of Pa. Note that the (finite) implication problem for PB is a special csse of the extended @rite) implication problem for Pp. As an immediate result, the implications of word constraints are special cases of the extended implications of Pa. Moreover, extended implications of Pa cannot be stated in two-variable first-order logic.
Theorem 3.3: The extended implication and finite implication problems for Pa are decidable in semistructured databases, n Proof sketch: We prove the theorem by reduction to the implication problems for Pp, whose decidability is established by Theorem 3.2. Let Paths denote the set of all paths, and Se(Pg) be the set t/j-v I ~utcp~ is a prelix extended subset of Ps}.
Recall the set S(Pp) defined in the proof of Theorem 3.2. We define a surjective mapping f : S(Pp) x Paths + S,(P& such that f(A@A+l,(Y) = /\BAycpiff CU{cp} is the extension of 0 U {a} with prefix CY. We then show that for each II, E S(Pp) and path cy, l 1/, is satisfiable lff f ($, a) is satisfiable; and l 1/, is finitely satisfiable iff f (4, (Y) is finitely satSable.
In addition, if 4 has a finite model of size iV then f($, CY) has a model of size N + Io$ Since f is surjective, by the proof of Theorem 3.2 and the argument above, the satisfiability of S,(PL~) has the small model property, In particular, for each 4 E Sc(Pg)Lif 4 is satisfiable, then it has a model of size at most 2'i91 . See [9] for the detailed proof. 
Conjunctive path constraints
We next show that the decidability results given above also hold for an extension of path constraints. Thii extension is dellned as follows. The set of ail conjunctive path constraints is denoted by PC. m
Conjunctive path constraints are useful for, among other things, describing structure of semistructured data. To illustrate this, consider the following conjunctive path constraints, which, in the context of structured databases, would be inclusion constraints on database extents:
Vz y (dept(r, 2) A to(z, y) + student (2, y)) VZY (dept(r,4 At&&y) --) evbw(%d) Vzy (dept(r,z) A (student(z,y) A employee(z,y)) + w, YN Abusing object-oriented database terms, these constraints indicate that l TA of a department is a "subclass" of both Student and Employee of the department; and l the "extent" of TA is the intersection of the "extents" of Student and Employee.
Below we define fragments of PC analogous to the fragments of P discussed above.
Definition 3.5: A finite subset D of PC is called a prefix restricted subset of P X for all q5, $ in C, all the paths in pf (4) Upf ($) have the same length.
The pre& restricted (finite) implication problem for PC is the problem of determining, given any prefk restricted subset D U {+} of PC, whether all the (finite) models of C are also models of 4. n Definition 3.6: A simple conjunctive path constraint q5 is a constraint of PC with pf (4) = {c}. A /J-re&icted conjunctive path constraint q5 is a constraint of PC such that for each 0 E Zt(4), IpI 5 1. The set of all simple conjunctive path constraints and all ~restricted conjunctive path constraints is denoted by Pi. when 4 is of the backward form. Let p be a path and C a finite subset of P,". The extension of B with prejZz p is the subset of PC defined by Such a set is called a prefi extended subset of P,". The extended (finite) implication problem for Pi is the problem of determining, given any prefix extended subset C U 1]o;","1", whether all the (finite) models of C are also modm In this section, we investigate path constraints on structured data, by which we mean data constrained by a schema. We first show that there is interaction between path constraints and type constraints. In other words, results on path constraint implication in the context of semistructured database5 may no longer .hold in the typed context. We then investigate the class of word constraints for database5 of two p5.rticul5.r models. One of the models is a strictly typed object-oriented data model. The other is an objectoriented model based on ACeDB [14] which, while it is often considered a semistructured model ['7] , has in fact a separate type 5ystcm that allows more flexibility than object-oriented types, We present an abstraction of the databases in these model5 in terms of first-order logic, and establish the decidability of word constraint implication in these models.
Impact of type constraints
In structured databases, path constraint implication is reatricted by a schema. More specifically, the implication problem for path constraints over a schema A is the problem of determining, given a finite set BU{cp} of path constraints, whether all the database instances of A that satisfy C are also models of I+X Here an instance of the schema A has a particular structure specified by A. In other words, an instance of A must satisfy certain type constraints imposed by A, In contrast, a semistructured database is free of type con5traints.
Here we address the question whether there is interaction between type constraints and path constraints. We show that 5ome results on path constraint implication in semistructured databases no longer hold in the presence of types. l?or example, consider the implication problems for the path constraint language P. In the context of semistructured databases, as established by Theorem 2.1, the implication problems are undecidable. In the typed context, however, the implication problem for P over a schema is decidable as long 5s the schema doe5 not contain recursive types, i.e., selfrcfcrential data structures. Thii is because in any instance of such a schema, there are only finitely many navigation path5. In other words, the language P over the schema has only flnitely many sentences up to equivalence, and therefore, it5 associated implication problem is decidable. A5 another example to illustrate the impact of type constraints, consider word constraint implication. A proof of the decidability of word constraint implication in semistructured databases was presented in [3] . However, we will show that the proof breaks down in an object-oriented data model. Because of the interaction between type constraints and path constraints, there is need to investigate path constraint implication in the typed context. Below we focus on the class of word constraints, which is properly contained in every fragment of the path constraint language studied in the last section.
An object-oriented model
In thii section, we investigate word constraint implication in an object-oriented data model.
The data model
We first present the data model. Assume a Fred countable set of labels, .C., and a tied finite set of base types, 8. Let C be some finite set of classes. The set of !Qpea over C, me.8, is defined by the syntax: here Db denotes the domain of base type bi (3) d is a value in [DBtypelr, which represents a (persistent) entry point into the database. We denote the set of all database instance5 of schema A by WI-
Abstraction of databases
We next present an abstraction of databases in the objectoriented model. Since structured data can be viewed as semistructured data further constrained by a schema, along the same lines of the abstraction of semistructured databases given in Section 2, we represent a structured database as a first-order logic structure satisfying certain type constraints determined by its schema. Such a structure can be depicted as an edge-labeled rooted directed graph, which has particular structural properties determined by the schema. Below we define the fist-order signature determined by a schema. Two components of the signature are described as follows. Lot A = (C, V, DBt~~e) be a schema. We define the set of binary relations and the set of types determined by A, denoted E(A) and T(A), respectively, as the smakst sets having the following properties:
l DBtype E T(A) and C E T(A); l if DBtype = {t (or for some C E C, V(C) = {t}), then t is in T(A j and * is in E(A);
I, : tn] (or for some C E C, I, : t,J), then for i E [l,n], ti is in T(A) and lr is in E(A).
Note here, for ease of presenting type constraints below, we use the distinguished binary relation * to denote the set membership relation. This differs slightly from the presentation in Section 1. The signature determined by schema A, a(A), is a triple whore r is a constant (denoting the root), E(A) is the finite set of binary relations (denoting the labels) defined above, and R(A) is the finite set of unary relations (denoting the sorts) defined by {I& 1 7 E T(A)}. For example, the signature determined by the schema given in Example 4.1 is (r, E, R), where l r is a constant, which in each instance (n, p, d) of the schema intends to name d; l E= {I(L) name, spouse}; and l R = {RDBtypc, R~crson, &ring)* The type constraints determined by a schema can be formulated as sentences in two-variable logic with counting [6], the extension of PO2 with counting quantifkrs. In particular, below we use the counting quantifier 31, whose semantics is described as follows: structure G satisfies 3 !z$(z) if and only if there exists a unique element a of G such that G I= $(a). We present type constraints as follows. For each T in T(A), the conetraint imposed by r is the sentence & defined as The type constraint imposed by schema A is the sentence Accordingly, we present an abstraction of databases in the object-oriented model as follows. Its justification will be given later in the paper. An abstract database of a schema A is a finite structure G of the signature a(A) such that G k @(A). We denote the set of all abstract databases of a schema A by Uf(A). We use U ( 
Word constraints
We next present word constraints in the presence of types.
To do so, we first define paths and types of paths over a schema. Given schema A = (C, v, DBtype), the set of path8 over A, Paths(A), and the type of path CY in Paths(A), type(a), are defined inductively as follows:
(1) the empty path E is in Paths(A) and type(e) = DBtype; As in the untyped context, a path can be represented as a formula CY(Z, y) with two free variables 1: and y denoting the tail and head nodes of the path, respectively. A word constraint 'p over schema A is an expression of the form Vx (45 4 + P(r, 41, where Q and p are in Paths(A) and type(a) = type@). We denote the set of all word constraints over schema A as Pw(A), or simply as P, when A is understood. The (@rite) implication problem for l%,(A) over schema A is the roblem of determining, given a finite subset CU(Q} of P,(Af, vrhcther each G E U(A) (G E Z+(A)) that satisfies B is also a model of Q, The dccidability of word constraint implication in the context of semistructured databases was established in [3] by showing that a particular set of inference rules is sound and complete for the implication. Thii set consists of three rules: reflexivity, transitivity and right congruence. However, thii set of rules is no longer complete for word constraint implication in the object-oriented model, and as a result, the proof given in [3] no longer holds in this typed context. To see this, consider the constraints q5 and Q given in Example 4,2, It is not hard to see that using the set of inference rules above, Q is not provable from 4. More specifically, it can be shown that if Q were provable from 4 using thii set of rules, then the length of U(Q) would be strictly less than the length of d(Q By thii result, for the decidability of the implication it suffices to show that the implication and finite implication coincide. That is, over arbitrary schema A and for each finite subset C U {Q} of Pw(A), if /\ B A -Q has a mode1 in U(A), then it has a model in Uf(A). See [lo] for the detailed proof. m In two special cases, word constraint implication is decidable in PTIMB. One is word constraint implication over record schema, by which we mean a schema that does not contain any set type. The other, referred to as *-form (finite) implication, is implication B /= Q where each constraint in c U {Q} is of the form Vx(a(r,x)+-,-*(r,x)).
Here. is the path concatenation operator defined in the last section. The proofs of the next three propositions follow closely the argument in [3] for the PTIME decidability of word constraint implication in semistructured databases, and can be found in [lo] . Proposition 4.3: Over arbitrary record schema in the object-oriented model, the implication and finite implication problems for word constraints are decidable in PTIME in the size of the implication and the size of the schema. n Proof sketch: The set of inference rules consisting of reflexivity, transitivity, right congruence and commutativity is sound and compIete for the finite implication over record schema. m Proposition 4.4: Over arbitrary schema in the objectoriented model, the *-form implication and finite implication problems for word constraints are decidable in PTIME in the size of the implication and the size of the schema. m
The ACeDB model
We next consider word constraint implication in an objectoriented model based on ACeDB [14] . This model does not have an explicit set construct, and in addition, it does not interpret a record type as a function from attributes to corresponding domains. More specifically, a value of a record type [Zr : tr, . . . , 2, : tn] is a finite subset of
where [ti] denotes the domain of ti. The ACeDB based modeI is defined in the same way as the object-oriented model defined above, except the difference aforementioned. Similarly, the abstraction of the databases and word constraints in the model are defined as before, except that the constraint imposed by a record type r = We have presented a class of path constraints, P, and investigated its associated implication problems. These constraints are important in both structured and semistructured data for specifying natural integrity constraints. They are not only a fundamental part of the semantics of the data; they are also important in query optimization. For example, the familiar inverse constraints that occur in object-oriented databases can be stated es path constraints of P.
In the context of semistructured data, we have shown that, despite the simple syntax of the language P, its associated implication problem is r.e. complete and its finite implication problem is co-r.e. complete. In light of these undecidability results, we have also identified several fragments of P which suffice to express many interesting semantic relations such 05 local database constraints and inverse constraints, and we have established the decidability of the implication and finite implication problems associated with each of these fragments.
In the context of structured data, we have shown that type constraints interact with path constraints. Because of thii interaction, we have investigated word constraint implication in the context of two practical object-oriented models.
We have presented abstractions for the databases in these models in terms of first-order logic, and we have established the decidability of word constraint implication in each of these models. However, much work remain8 to be done. Path constraint implication in general type systems. Path constraint implication in the presence of types is a rich source of questions. The diversity of the settings of data model8 and constraint language8 raises a great number of implication problems. So far we have only investigated word constraint implication in the contexts of two practical yet restricted object-oriented type systems. Questions left open include implication problem8 for other fragment8 of P, such as those identified in Section 3, in the context of more general data models. Tha complexity of reasoning about path constraints. The complexity of path constraint implication can probably be improved. Currently we are investigating methodology and automated tool8 for reasoning about path constraints with satisfactory average-case performance in pm&ice. Incremental path constraint satisfaction. Satisfaction checking is an essential issue in connection with path constraints, Equally important ls incremental path constraint satisfaction, Databases are dynamic in the sense that they are subject to updates. Small update8 to a large database often causes small change8 in the outcome. The challenge is to check path constraint satisfaction incrementally by examining the parts of database8 affected by updates, rather than by re-checking the entire databases from scratch. Incremental satisfaction offer8 a promising approach to maintaining path constraints efficiently, and requires serious research. Mathodology for using constraints in optimization. The use of path constraints in query optimization has been briefly addressed in this paper. The need for an in-depth study of this comes from the quest for a query optimizer based on both path constraints and algebraic rewrite rules.
