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GAPS IN PROBABILITIES OF SATISFYING SOME
COMMUTATOR-LIKE IDENTITIES
COSTANTINO DELIZIA, URBAN JEZERNIK, PRIMOZˇ MORAVEC,
AND CHIARA NICOTERA
Abstract. We show that there is a positive constant δ < 1 such that
the probability of satisfying either the 2-Engel identity [X1, X2, X2] = 1
or the metabelian identity [[X1, X2], [X3, X4]] = 1 in a finite group is
either 1 or at most δ.
1. Introduction
It is an old, elegant, well-known, and at the same time somewhat surpris-
ing result that the probability that two randomly chosen elements commute
in a nonabelian finite group can not be arbitrarily close to 1. To be more
precise (see [4]), the commuting probability of no finite group can belong to
the interval (58 , 1), and so there is a gap in the possible probability values.
Following on this, many other, deeper results on the structure of the set of
all possible values of the probability of satisfying the commutator identity
have since emerged (see [2] and the references therein).
Recently, more general word maps on finite groups have been explored
from a standpoint of a similar probabilistic flavour. Here, a word map on a
group G is a map w : Gd → G induced by substitution from a word w ∈ Fd
belonging to a free group of rank d. For a fixed element g ∈ G of a finite
group G, set
Pw=g(G) =
|w−1(g)|
|G|d
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to be the probability that w(g1, g2, . . . , gd) = g in G, where g1, g2, . . . , gd are
chosen independently according to the uniform probability distribution on
G. Following recent breakthroughs on the values of these probabilities for
finite simple groups (see [6], [10] and [1]), applications have been developed
also for infinite groups (see [7] for an approach via the Hausdorff dimension
for residually finite groups), indicating how these probabilities of finite quo-
tients of a given infinite group are tightly related to its algebraic structure
(see [13], as well as [8] for a more geometric approach). This has been done
mostly for the simple and longer commutator words, the results ultimately
resting on the aforementioned probability gap and its stronger variants (see
[9]).
The purpose of this paper is to investigate some words that are natu-
ral generalizations of the simple commutator. Our main result shows the
existence of gaps in probabilities of satisfying these words.
Main Theorem. Let w be either the 2-Engel or the metabelian word. There
exists a constant δ < 1 such that whenever w is not an identity in a finite
group G, we have Pw=1(G) ≤ δ.
The strategy of the proof is quite general and might be applied to some
other words. In particular, it applies to the long commutator word and thus
provides an alternative proof to its already known probability gap (see [3]).
The general strategy goes as follows. Suppose G is a finite group in which
w is not an identity. Consider a chief factor G1/G2 = T
k of G, where T is
a simple group and k ≥ 1.
If T can be chosen to be nonabelian, then T does not satisfy the word w.
For the purposes of our claim, we can replaceG by its quotient G/CG(G1/G2)
and therefore assume that T k ≤ G ≤ Aut(T k) (see Section 2). Word proba-
bilities in such groups have been studied extensively. As long as T is a large
enough simple group, our claim follows from the works of Larsen and Shalev
(see [7]). For small groups T , it is necessary to bound their multiplicities k
in G. This is tightly related to the concept of varied coset identities of T
(see [10]). By inspecting the required cases following Bors (see [1]), we are
able to achieve the goal of bounding these multiplicities for both the 2-Engel
word and the metabelian word (see Subsection 2.2).
Theorem. The 2-Engel and the metabelian word are multiplicity bounding.
The proof relies of inspecting fixed points of outer automorphisms of finite
simple groups for the 2-Engel word, whereas a more direct algebraic manip-
ulation works for the metabelian word. Along the way, we also investigate
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coset probabilities of finite groups with respect to nonsolvable normal sub-
groups (see Subsection 2.10). We show that in infinite groups that possess
infinitely many nonabelian upper composition factors, the infimum of prob-
abilities of satisfying the 2-Engel or metabelian word in its finite quotients
is 0.
On the other hand, if all the chief factors of G are abelian, then G is
solvable. In this case, the verbal subgroup w(G) can be assumed to be the
unique minimal normal subgroup of G, and so it is a vector space over a
finite field. We proceed by analysing the linear representation of G on this
space. As long as this representation is nontrivial, we are able to provide
a general procedure on how to establish a word probability gap (see Sub-
section 3.1). This is then executed for the 2-Engel word, where the only
problematic elements are those acting quadratically on w(G), and for the
metabelian word, where the situation is simpler due to invariance of vari-
ables. In the case when the representation of G on the verbal subgroup
is 1-dimensional or, in the case of the metabelian word, can be factorized
through the abelianization of G, it is not possible to obtain any information
from the representation alone. Here, we instead consider the restriction of
the word map on the coordinate axes (see Subsection 4.1). An argument
involving the analysis of whether or not such an induced map is trivial works
for both the 2-Engel word and the metabelian one. Joint with the above
Theorem, we conclude the validity of the Main Theorem.
An explicit value of δ in the Main Theorem could, in principle, be deter-
mined by examining the proof. For this, one would need to compute the
probabilities Pw=1(G) for all finite groups G with T
k ≤ G ≤ Aut(T k), where
T is a nonabelian finite simple group and both |T | and k are bounded in
terms of w. The difficulty lies in finding good bounds. On the other hand,
when restricting only to solvable groups, it follows from our proofs that,
for the 2-Engel word, one can take δ = 34 , equality being attained with the
dihedral group D16, and for the metabelian word, one has δ ≤
29
32 , but this
bound might not be sharp.
A word on the notation. The generators of the free group Fd will be
denoted by X1, . . . ,Xd. The multiplicity of Xi in w ∈ Fd will be denoted by
µw(Xi). The length of w will be denoted by ℓ(w).
2. Nonsolvable groups
In this section, we deal with bounding the probability Pw=1(G) for finite
nonsolvable groupsG. We will repeatedly use the following reduction lemma.
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Lemma. Let w be a nontrivial word. Let G be a finite group and N a
normal subgroup of G. Then Pw=g(G) ≤ Pw=gN(G/N) for every g ∈ G.
We can therefore replace G by its quotient G/CG(T
k) and hence reduce
our claim to bounding the probability Pw=1(G) in the case when T
k ≤ G ≤
Aut(T k) for a nonabelian finite simple group T .
2.1. Large simple groups.
Lemma 2.1.1 ([7], Theorem 1.8). Let G be a finite group such that T k ≤
G ≤ Aut(T k) for some k ≥ 1 and a finite nonabelian simple group T .
Suppose w is a nontrivial word. Then there exist constants C = C(w),
ǫ = ǫ(w) > 0 depending only on w such that, if |T | ≥ C, then for any g ∈ G
we have Pw=g(G) ≤ |T
k|−ǫ.
As long as |T | > C, we therefore have Pw=1(G) < C
−ǫ.
2.2. Multiplicity bounding words. A reduced word w is called multiplic-
ity bounding (see [1]) if, whenever G is a finite group such that Pw=g(G) > ρ
for some g ∈ G, the multiplicity of a nonabelian simple group S as a com-
position factor of G can be bounded above by a function of only ρ and
S.
Whenever our word w is multiplicity bounding, we can solve our problem
for groups G with |T | ≤ C. Namely, for each of these nonabelian groups
T , we either have that Pw=1(G) ≤
1
2 , in which case we are done, or we can
assume that Pw=1(G) > 1/2. In the latter case, the multiplicity k of T
is bounded above by a constant depending only on w and T . This means
that |G| ≤ |Aut(T k)| is bounded above by a constant, and we therefore
have an upper bound for Pw=1(G) as well. Note that since w is multiplicity
bounding, it can not be an identity in any of these finitely many groups G
(since it would otherwise also be an identity in some nonabelian finite simple
group S and thus in all powers Sn as well).
We have thus proved the following.
Proposition 2.2.1. Let w ∈ Fd be a multiplicity bounding word. Then there
exists a constant δ = δ(w) < 1 such that every nonsolvable finite group G
satisfies Pw=1(G) ≤ δ.
It therefore remains to deal with proving that the words we are interested
in are indeed multiplicity bounding. In fact, we will prove that these words
satisfy a stronger property.
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2.3. Coset word maps and variations. Let S be a nonabelian finite
simple group. The word w ∈ Fd defines a word map S
d → S by evaluation
(s1, . . . , sd) 7→ w(s1, . . . , sd). Consider S ≤ Aut(S) and let g1, . . . , gd ∈
Aut(S). Then there is a corresponding coset word map Sd → S defined by
(s1, . . . , sd) 7→ w(s1g1, . . . , sdgd).
We will also require the notion of a variation of w. This is a word w˜
obtained from w by adding, for each 1 ≤ i ≤ d, to each occurrence of
X±1i in w a second index from the range {1, 2, . . . , µw(Xi)}. To each such
variation w˜, we can associate a varied coset word map of w, which is just a
coset word map of the variation w˜.
2.4. Very strongly multiplicity bounding words. A word w is called
very strongly multiplicity bounding (VSMB) if for all nonabelian finite simple
groups S, none of the varied coset word maps of w on S is constant. Such
words are multiplicity bounding (see [1, Proposition 2.9]).
Example 2.4.1 ([1], Corollary 3.4). Long commutator words γn(X1, . . . ,Xn) =
[X1, . . . ,Xn] are all VSMB.
The following criterion for being VSMB will be of use.
Lemma 2.4.2 ([1], Proposition 3.1, Proposition 6.1). The following words
are VSMB.
(i) Words in which some variable occurs with multiplicity 1.
(ii) Words in which some variable occurs with multiplicity 2, provided
that either w = w1Xdw2Xdw3 or w = w1X
±1
d w¯2X
∓1
d w3, where
w1, w2, w3 are reduced and w¯2 is VSMB.
(iii) Words of length at most 8 excluding the power word X81 .
In order to verify that a given word is VSMB, it suffices to inspect only
a limited set of simple groups. The following criterion will suffice here.
Lemma 2.4.3 ([1], Proposition 4.9 (8)). Let w ∈ Fd be a reduced word.
Set m = maxi µw(Xi). Then w is VSMB as long as the word map of w on
PSL2(2) and Sz(2) is not constant and none of the varied coset words maps
on PSL2(p
n) for a prime 2 < p ≤ m and n a power of 2 is constant.
2.5. Automorphisms of the relevant simple groups. We will be in-
specting coset word maps on the simple groups from Lemma 2.4.3. For this,
we will need to understand cosets of inner automorphisms of these groups.
The automorphisms of PSL2(2
n) and Sz(2n) consist of inner automor-
phisms and field automorphisms. The field automorphisms are generated
by the Frobenius automorphism σ that extends the field automorphism
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F2n → F2n , x 7→ x
2. The order of σ in Aut(S) is equal to n, which is
assumed to be a prime.
As for the groups PSL2(p
n) with p odd, there is an additional outer au-
tomorphism D ∈ Aut(S) induced by conjugation with the diagonal matrix(
ω 0
0 1
)
,
where ω is a generator of F×2n . This automorphism fixes all the diagonal
matrices. Moreover, it satisfies the relation [D,σ] = Dp−1. Therefore every
element of the group 〈D,σ〉 can be written uniquely as σiDj with 0 ≤ i < n
and 0 ≤ j < pn − 1. The square D2 is an inner automorphism, given as
conjugation with the matrix(
ω2 0
0 1
)
≡
(
ω 0
0 ω−1
)
∈ PSL2(p
n).
We will require the following property of these outer automorphisms.
Lemma 2.5.1. Let 1 6= α ∈ 〈D,σ〉 ≤ Aut(PSL2(p
n)) with p > 2 and n a
power of 2. Then
|Fix(α)| ≤
p
n
2 (pn − 1)
2
.
Proof. Suppose α = σiDj. We work in the cover SL2(p
n). Fixed points of
α correspond to solutions of the system(
ap
i
bp
i
cp
i
dp
i
)
= ±
(
a bωj
cω−j d
)
for a, b, c, d ∈ Fpn .
If i = 0, then a fixed point can only be a diagonal matrix, and the number
of these in PSL2(p
n) is at most (pn − 1)/2. This also covers the case when
n = 1.
Now assume that i > 0. Note that since n is a power of 2, −1 is a square
in Fpn. The diagonal fixed points of α, i.e., the cases when b = c = 0,
correspond to fixed points of σi. On the other hand, as long as the matrix is
not diagonal, i.e., bc 6= 0, a solution is possible if and only if j is divisible by
pi − 1. Write j = (pi − 1)k for some k, so that α = σiD(p
i−1)k = DkσiD−k.
In this situation, an element x ∈ PSL2(p
n) is fixed under α if and only if
xD
k
is fixed under σi. All in all, we therefore have that
|Fix(α)| = |Fix(σi)| ≤ |Fix(σ
n
2 )| = |PSL2(p
n
2 )|. 
Lemma 2.5.2. Let α ∈ Aut(S). Set
adα : S → S, a 7→ [a, α].
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Then
|im adα| =
|S|
|Fix(α)|
.
Proof. For elements a, b ∈ S, we have adα(a) = adα(b) if and only if ab
−1 =
(ab−1)α, which is the same as saying that a and b belong to the same coset
of Fix(α). The claim follows immediately. 
2.6. 2-Engel word: Variations. Let w = [X1,X2,X2] be the 2-Engel
word. In expanded form, this is
w = X−12 X
−1
1 X2X1X
−1
2 X
−1
1 X
−1
2 X1X2X2.
If a group satisfies the word w, it must be nilpotent. Therefore the word
map of w on PSL2(2) ∼= S3 and Sz(2) ∼= C5 ⋊ C4 is not constant. It follows
from Lemma 2.4.3 that in order to verify that w is VSMB, we only need to
consider the varied coset word maps of w on PSL2(p
n) with p > 2 and n a
power of 2.
It follows from Lemma 2.4.2 that every variation of w in which appear-
ances of X±11 are replaced by using more than one second index are VSMB.
Therefore we only need to vary occurrences of the variable X2. A general
variation of w can therefore be assumed to be of the form
w˜ = Y −11 X
−1Y2XY
−1
3 X
−1Y −14 XY5Y6
with some of the Yi being potentially equal. Using Lemma 2.4.2, we can
further reduce the words that need to be checked. As long as |{Y1, . . . , Y6}| ≥
3, the variation itself is VSMB. Therefore we can assume that either we are
dealing with the original word or with a variation in which each Yi is equal
to a variable Z1 or Z2.
For any such word w˜, let S = PSL2(p
n) with p > 2 and n a power of 2;
we only need to inspect these simple groups by Lemma 2.4.3. Consider the
coset word map induced by elements x, y1, . . . , y6 in Aut(S). Here we can
assume that x, yi belong to the subgroup of Aut(S) generated by the field
and diagonal automorphisms. We want to show that this word map is not
constant. To this end, assume the contrary. For any a, b1, . . . , b6 ∈ S, we
therefore have
(2.6.1) w˜(ax, b1y1, . . . , b6y6) = w˜(x, y1, . . . , yk).
2.7. 2-Engel word: Inspecting the original. Let us first deal with the
original 2-Engel word. Insert bi = 1 into (2.6.1) and collect the left hand
side to get that
(2.7.1) a−xyay
−1xya−xyx
−1y−1xyayxyx
−1y−1xy ≡ 1
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for all a ∈ S. Cancelling xy and collecting, we obtain
[a, y−1][a, y]xyx
−1y−1 ≡ 1,
and by additionally cancelling y−1, it follows that
[a, y]−1[a, y]xyx
−1
≡ 1.
This can be rewritten as
(2.7.2) [a, y, xyx−1] ≡ 1,
which is the same as saying that
im ady ⊆ Fix(xyx
−1).
Comparing the sizes, it now follows from Lemma 2.5.2 and Lemma 2.5.1
that, as long as y is nontrivial,
pn
(
p2n − 1
)
2
= |PSL2(p
n)| ≤ |Fix(y)| · |Fix(xyx−1)| ≤
pn (pn − 1)2
4
This is impossible. Hence y = 1 and in this case it is clear that (2.7.1) can
not hold.
2.8. 2-Engel word: Inspecting the variations. In each of the proper
variations w˜, we have a variable X and two other variables Z1, Z2, each one
with multiplicity 3. Consider (2.6.1) with the variables ax, by, cz. Insert
a = c = 1. After collecting, we obtain
(2.8.1) b±αb±βb±γ ≡ 1
for some fixed α, β, γ ∈ 〈D,σ〉 ≤ Aut(S) depending on x, y, z. Insert the
diagonal matrix D2 ∈ PSL2(p
n) into the last equality. The automorphisms
α, β, γ act on it as powers of the Frobenius automorphism σ. We obtain
(D2)±p
i±pj±pk = 1
for some fixed 0 ≤ i, j, k < n. Note, however, that D2 is of order (pn− 1)/2.
This number is even as long as n is a proper power of 2. On the other
hand, the sum ±pi ± pj ± pk is always odd. Thus we are forced into the
conclusion n = 1. By Lemma 2.4.3, it suffices to consider primes p ≤ 3, as
the maximum multiplicity of a variable in w˜ is 4. Therefore it suffices to
verify that w˜ can not satisfy an identity of the form (2.6.1) in the group
PSL2(3) ∼= Alt(4). In this group, insert the element (1 2)(3 4) into (2.8.1).
This element is fixed by D, which is represented as conjugation by (1 2).
The automorphisms α, β, γ act as powers of D, and hence we obtain
((1 2)(3 4))±1±1±1 = 1.
a contradiction which completes our analysis of the variations.
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2.9. Metabelian word. In this section, we deal with the metabelian word
[[X1,X2], [X3,X4]]. In expanded form, this is
X−12 X
−1
1 X2X1X
−1
4 X
−1
3 X4X3X
−1
1 X
−1
2 X1X2X
−1
3 X
−1
4 X3X4.
By Lemma 2.4.2, any proper variation of the metabelian word is VSMB.
Therefore it suffices to consider only the original word.
Let S be a nonabelian finite simple group. Consider the coset word map
induced by elements x, y, z, t ∈ Aut(S). Assume that this map is constant
on S. For any a, b, c, d ∈ S, we therefore have
[[ax, by], [cz, dt]] = [[x, y], [z, t]] = const.
Expand the first commutator to get
[[a, by]x[x, by], [cz, dt]] = const.
and once again
[[a, by]x, [cz, dt]][x,by][[x, by], [cz, dt]] = const.
The second factor is constant, since it equal to the original word map with
a = 1. We conclude that
[[a, by]x, [cz, dt]][x,by] = const.
Inserting a = 1, we see that the value of the last word must in fact be equal
to 1. Therefore
(2.9.1) [[a, by]x, [cz, dt]] ≡ 1.
Expand the first commutator, now in the second variable, to obtain
[[a, y]x[a, b]yx, [cz, dt]] ≡ 1,
and once again
[[a, y]x, [cz, dt]][a,b]
yx
[[a, b]yx, [cz, dt]] ≡ 1.
We see that the first factor is trivial by inserting b = 1 into (2.9.1). It follows
that
(2.9.2) [[a, b]yx, [cz, dt]] ≡ 1.
Since S is a perfect group, we now conclude that the element [cz, dt] must
fix the whole of S, and so [cz, dt] = 1. Therefore [z, t] = [cz, t] = 1, forcing
[c, t] = 1 and similarly [z, d] = 1. This gives z = t = 1. A symmetric
argument shows that x = y = 1. But now S should satisfy the metabelian
identity, a contradiction.
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2.10. Coset probabilities. For a group G, elements g1, g2, . . . , gd and a
normal subgroup N of G, denote
P
(g1,g2,...,gd)
w=1 (N) =
|{(n1, n2, . . . , nd) ∈ N
d | w(n1g1, n2g2, . . . , ndgd) = 1}|
|N |d
.
This is the coset probability of N in G of satisfying the word w. Taking
N = G, we recover the ordinary probability of satisfying w in G. As long as
N is not solvable, it is possible to universally bound this coset probability.
Proposition 2.10.1. Let w be a VSMB word. There exists a constant
µ < 1 such that whenever G is a finite group and N its nonsolvable normal
subgroup, we have, for all g1, . . . , gd ∈ G,
P
(g1,g2,...,gd)
w=1 (N) ≤ µ · 1w(g1,g2,...,gd)∈N .
Proof. As long as P
(g1,g2,...,gd)
w=1 (N) > 0, we must have w(g1, g2, . . . , gd) ∈ N .
This is the reason why we include the indicator function in the statement.
Let T k be a chief factor of N with T a nonabelian simple group. After
replacing G by a suitable quotient, we can assume that CG(T
k) = 1, and so
T k ≤ G ≤ Aut(T k).
There exists C > 0 depending only on w such that whenever |T | ≥ C, we
have (see [7, Theorem 4.5] together with [1, Lemma 2.7])
P
(g1,g2,...,gd)
w=1 (N) ≤
1
2
.
Therefore it suffices to consider only finitely many options for the simple
group T .
As w is assumed to be a VSMB word, no varied coset word map on T is
constant (see [1, Definition 2.8]). There now exists an 0 < ǫ < 1 depending
only on w and T such that (see [1, Lemma 2.12])
|{(n1, n2, . . . , nd) ∈ N
d | w(n1g1, n2g2, . . . , ndgd) = 1}| ≤ ǫ
⌈k/ℓ(w)2⌉|T |kd.
Therefore there exists a C¯ > 0 such that whenever k ≥ C¯, we have
P
(g1,g2,...,gd)
w=1 (N) ≤
1
2
.
Therefore it suffices to consider only finitely many options for the multiplic-
ity k of T .
Now, as G ≤ Aut(T k), there are only finitely many options left for the
group G. None of these groups satisfy a coset identity since w is VSMB,
and so each value P
(g1,g2,...,gd)
w=1 (N) is smaller than 1. Thus we can take δ to
the maximum of all these values and 12 . 
A consequence of the existence of this bound is the following bound for
the probability of satisfying w when extending groups.
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Corollary 2.10.2. Let w be a VSMB word. There exists a constant µ <
1 such that whenever G is a finite group and N its nonsolvable normal
subgroup, we have
Pw=1(G) ≤ µ · Pw=1(G/N).
Proof. Let R be a set of coset representatives of N in G. We have
Pw=1(G) =
1
|G|d
∑
(r1,r2,...,rd)∈Rd
|N |d · P
(r1,r2,...,rd)
w=1 (N).
Bounding the latter probability using Proposition 2.10.1, we obtain
Pw=1(G) ≤
1
|G/N |d
∑
(r1,r2,...,rd)∈Rd
µ · 1w(r1,r2,...,rd)∈N = µ · Pw=1(G/N),
as claimed. 
Corollary 2.10.3. Let w be a VSMB word. Let G be a group with a chain
N1 > N2 > . . . of normal subgroups of finite index in G such that the
consecutive factors Ni/Ni+1 are not solvable. Then
lim
i→∞
Pw=1(G/Ni) = 0.
Proof. Immediate by Corollary 2.10.2. 
3. Solvable groups with non-trivial action of the group (resp.
derived subgroup)
In this section, we deal with bounding the probability Pw=1(G) for finite
solvable groups G. As explained above, this is reduced to bounding Pw=1(G)
in the case when the verbal subgroup of w in G, denoted throughout by V ,
is a minimal normal subgroup that is a vector space over a finite field Fp,
say of dimension n. We will exploit this action, so we assume throughout
this section that n > 1. Our assumption in this section will be that in the
2-Engel case, the action of G on V is non-trivial, and that in the metabelian
case, the action of G′ on V is non-trivial.
3.1. General principle for bounding the probability. Let R be a set
of coset representatives for V in G. The probability of satisfying w in G can
be expressed as
Pw=1(G) =
1
|G|d
∑
ai∈V,ri∈R
1w(a1r1,...,adrd)=1.
Each summand can be expanded as
w(a1r1, . . . , adrd) =
d∏
i=1
a
wi(r1,...,rd)
i · w(r1, . . . , rd)
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for some endomorphisms wi(r1, . . . , rd) ∈ End(V ). Set
BAD = {(r1, . . . , rd) ∈ R | ∀i. wi(r1, . . . , rd) = 0End(V )}.
This set consists of those tuples of elements of R for which a summand
above is independent of the values ai ∈ V . Thus, these tuples are providing
a coset identity. Correspondingly, set GOOD = Rd − BAD. By first summing
over the bad representatives, we have
1
|G|d
∑
(r1,...,rd)∈BAD
|V |d · 1w(r1,...,rd)=1 ≤
|BAD|
|R|d
.
On the other hand, for a good tuple of representatives, at least one expo-
nential endomorphism, say wj(r1, . . . , rd), acts nontrivially on V . Its kernel
in V is therefore of codimension at least 1. In this case, we have
|{aj | w(a1r1, . . . , adrd) = 1}| ≤ |CV (wj(r1, . . . , rd))| ≤
|V |
p
,
and it follows form this that by summing over the good representatives, we
have
1
|G|d
∑
(r1,...,rd)∈GOOD
∑
ai∈V
1w(a1r1,...,adrd)=1 ≤
1
|G|d
∑
(r1,...,rd)∈GOOD
|V |d−1
|V |
p
=
|GOOD|
p|R|d
We can collect the two upper bounds to finally obtain
Pw=1(G) ≤
|BAD|
|R|d
+
|GOOD|
p|R|d
.
Taking |BAD| + |GOOD| = |R|d into account, we can take the latter one step
further and write
Pw=1(G) ≤
1
p
+
(
1−
1
p
)
|BAD|
|R|d
≤
1
2
(
1 +
|BAD|
|R|d
)
.
We will use this general principle for bounding the word probability. In
order for it to give us a gap on word probability, we will need to show that
for a given word w, there is a gap on the relative size of the set BAD inside
Rd.
3.2. 2-Engel word: Inspecting badness. In this section, we focus on the
case of the 2-Engel word [ax, by, by] with a, b ∈ V and x, y ∈ R. In order to
obtain the equations for defining the BAD representatives, substitute b := 1
(resp. a := 1) and collect the resulting expression. We first get, as in (2.7.1)
and simplified to (2.7.2),
[a, y, xyx−1] ≡ 1,
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so that the operator (1−y)(1−xyx−1) acts trivially on V . On the other hand,
the condition that [x, by, by] be constant can be translated by expanding
commutators into
[x, y, b]y [[x, b]y, y] ≡ 1.
Collecting the exponents at b, we see that the operator (1 − [x, y]) − (1 −
x)(1− y) must also annihilate everything on V . Now, since [x, y] commutes
with y in its action on V , it follows that (1− x)(1− y) also commutes with
y, and hence x(1− y) also commutes with y. Thus we obtain
0 ≡ (1− y)(1− xyx−1) = (1− y)x(1 − y)x−1 = (1− y)2.
The latter means that y acts quadratically on V , i.e., for all a ∈ V we have
[a, y, y] = 1. Therefore
[a, yp] = [a, y]p = 1,
and so yp ∈ CG(V ). We have thus derived the inclusion
BAD ⊆ R× {y ∈ R | yp ∈ CG(V )}.
3.3. 2-Engel word: Bounding badness in a nontrivial action. Sup-
pose that the action of G on V is nontrivial, that is CG(V ) 6= G. We can
view V as a modular irreducible representation ofG/CG(V ). SinceG/CG(V )
satisfies the 2-Engel word, it is nilpotent. Now, G/CG(V ) can not be a p-
group, since the only irreducible representation of a p-group in characteristic
p is the trivial one. Hence the Sylow p-subgroup P/CG(V ) ≤ G/CG(V ) is
proper. We can identify R with cosets of V in G, and in this sense
BAD ⊆ R× (P/V ).
This gives the desired bound for the relative size of bad representatives,
|BAD|
|R|2
≤
|P |
|V ||R|
=
1
|G : P |
≤
1
2
.
3.4. Metabelian word: Inspecting badness. In this section, we focus
on the case of the metabelian word [[ax, by], [cz, dt]] with a, b, c, d ∈ V and
x, y, z, t ∈ R. Collecting each word value separately, we obtain
(1− x)y(1− [z, t]) ≡ (1− y)x(1− [z, t]) ≡ 0
and similarly for the symmetric situation. Set A = 1−[z, t] andB = 1−[x, y].
Thus xyA = yA and yxA = xA. Note that yx − xy = yxB. Now, since
[x, y] and [z, t] induce commuting operators on V , it follows that
(x− y)A = (yx− xy)A = yxBA = yxAB = xAB.
This gives
yA = xA− xAB = xA[x, y] = x[x, y]A = y−1xyA = y−1yA = A.
14 C. DELIZIA, U. JEZERNIK, P. MORAVEC, AND C. NICOTERA
(Similarly we can derive other equalities.) This means that we have, for all
a ∈ V ,
[[a, y], [z, t]] = 1.
Thus we have the inclusion
BAD ⊆ R× {(y, z, t) ∈ R3 | [V, y, [z, t]] = 1}.
3.5. Metabelian word: Bounding badness in a non-trivial action of
derived subgroup. Suppose that the action of G′ on V is nontrivial, that
is G′ 6⊆ CG(V ). We can identify R with cosets of V in G. Let
Y[z,t] = {y ∈ G/V | [V, y, [z, t]] = 1}.
Note that for y1, y2 ∈ Y[z,t], we have
[a, y1y2, [z, t]] = [a, y2, [z, t]]
[a,y1]y2 · [a, y1, [z, t]]
[a,y1,y2] · [[a, y1], y2, [z, t]] = 1,
and so Y[z,t] is a subgroup of G/V . As long as [z, t] is not trivial in G/CG(V ),
this is a proper subgroup, since [V,G] = V . Set
UGLY = {(z, t) ∈ (G/V )2 | [z, t] ∈ CG(V )}.
Thus we can express
BAD =
(
R2 × UGLY
)
∪

R× ⋃
(z,t)∈R2−UGLY
Y[z,t]


and compute, taking into account that Y[z,t] is of index at least 2 in G/V ,
|BAD| ≤ |R|2|UGLY|+ |R|
(
|R|2 − |UGLY|
) |G/V |
2
.
Thus we obtain a bound for the badness ratio,
|BAD|
|R|4
≤
1
2
+
1
2
|UGLY|
|R|2
.
Since G/CG(V ) is assumed not to be abelian, we obtain the last bound
|UGLY|
|R|2
=
|{(z, t) ∈ (G/CG(V ))
2 | [z, t] = 1}|
|G/CG(V )|2
≤
5
8
.
4. Solvable groups with trivial action of the group (resp.
derived subgroup)
In this case, every tuple in R4 is bad, and so our general procedure for
bounding the word probability in terms of counting bad tuples does not
work. We will therefore use the following principle.
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4.1. General principle for bounding the probability. The probability
of satisfying w in G can be expressed as
Pw=1(G) =
1
|G|d
∑
g2,...,gd∈G
|{g1 ∈ G | w(g1, . . . , gd) = 1}|.
Let BAD ⊆ Gd−1 be a certain subset of tuples, and set correspondingly
GOOD = Gd−1 − BAD. Denote
Cw(g2, . . . , gd) = {g1 ∈ G | w(g1, . . . , gd) = 1}.
Assumption: There exist absolute constants 0 < δGOOD, δBAD < 1, depending
only on w and not on G, such that:
(i) ∀(g2, . . . , gd) ∈ GOOD. |Cw(g2, . . . , gd)| ≤ δGOOD · |G|
(ii) |BAD| ≤ δBAD · |G|
d−1
Under the above assumption, we can bound the word probability as fol-
lows. First of all, we let the sum expressing the word probability go over
the good and the bad tuples separately,
Pw=1(G) ≤
1
|G|d
∑
g2,...,gd∈GOOD
|Cw(g2, . . . , gd)|+
1
|G|d
∑
g2,...,gd∈BAD
|G|
≤
1
|G|d
|GOOD|δGOOD|G|+
1
|G|d
|BAD||G|.
Taking |BAD|+ |GOOD| = |G|d−1 into account, we can therefore write
Pw=1(G) ≤ δGOOD + (1− δGOOD)
|BAD|
|G|d−1
.
we can bound the relative badness by assumption, and hence
Pw=1(G) ≤ δGOOD + (1− δGOOD)δBAD,
which gives an absolute upper bound on the word probability in G.
Our method of satisfying the above assumption will be the following. In
order to obtain the constant δBAD, we will repeatedly use the fact that a
proper subgroup of a group is of index at least 2. This is the explanation
for the gap in this case. As for the constant δGOOD, we will consider the word
map w(·, g2, . . . , gd) : G→ G and bound its fiber over 1 using the following.
Lemma 4.1.1 (Fiber of restricted homomorphism). Let φ : G → G be a
map. Suppose there exists a subgroup H ≤ G for which we have
∀g ∈ G ∀h ∈ H. φ(gh) = φ(g)φ(h) and φ(H) 6= {1}.
Then
|φ−1(1)| ≤
1
2
|G|.
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Proof. Let R be a set of coset representatives of H in G. We can express
|φ−1(1)| =
∑
r∈R
|{h ∈ H | φ(rh) = 1}|.
By our assumption on φ, the condition φ(rh) = 1 is equivalent to φ(h) =
φ(r)−1. Since the restriction φ|H : H → G is a homomorphism, the size of
any fiber is at most the size of the kernel. Hence we have
|φ−1(1)| ≤
∑
r∈R
| ker φ|H |.
Now, as φ|H is assumed to be non-trivial, its kernel is of index at least 2 in
H. It now follows that
|φ−1(1)| ≤ |R| ·
1
2
|H| =
1
2
|G|. 
4.2. Long commutator. Consider the long commutator word,
γd(X1, . . . ,Xd) = [X1, γd−1(X2, . . . ,Xd)] = [X1, [X2, [. . . ,Xd]]].
We know that in a nonabelian group, the fiber over 1 of γ2(X1,X2) is of
relative size at most 58 . Similarly, it is known (see [3]) that there exists a
probability gap for the long commutator word. We give a sample applica-
tion of our general principle for bounding the probability by providing an
alternative proof of this fact.
Let us show by induction that a bound exists for all the long commutator
words. Let G be a group that does not satisfy the word γd. Set
BAD = {(g2, . . . , gd) ∈ G
d | Cw(g2, . . . , gd) = G}
= {(g2, . . . , gd) ∈ G
d | γd−1(g2, . . . , gd) ∈ Z(G)}.
The size of the latter set is
|BAD| = |{(g2, . . . , gd) ∈ (G/Z(G))
d | γd−1(g2, . . . , gd) = 1}| · |Z(G)|.
The group G/Z(G) does not satisfy the word γd−1. Therefore we can argue
by induction that there is a constant δd−1 with
|{(g2, . . . , gd) ∈ (G/Z(G))
d−1 | γd−1(g2, . . . , gd) = 1}| ≤ δd−1|G/Z(G)|
d−1.
Thus
|BAD| ≤ δd−1|G|
d−1,
so we can take δBAD = δd−1. On the other hand, for a tuple (g2, . . . , gd) /∈ BAD,
we have
Cw(g2, . . . , gd) = CG(γd−1(g2, . . . , gd)),
which is a proper subgroup of G, and therefore
|Cw(g2, . . . , gd)| ≤
1
2
|G|.
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Therefore we can take δGOOD =
1
2 . This gives a bound for the probability,
Pγd=1(G) ≤
1
2
+
1
2
δd−1 =: δd.
Since δ2 =
5
8 , we can derive inductively that we can take δd = 1 −
3
2d+1
.
In this case, the obtained bound is sharp, as can be seen for example by
looking at dihedral groups.
4.3. 2-Engel word: Bounding two types of badness. We can assume
that V = Fp and that V is central in G. The case whenG acts nontrivially on
V has been dealt with in Section 3.3. Since G/V is assumed to be 2-Engel,
it is nilpotent, and so G must also be nilpotent. As V is the smallest normal
subgroup of G, this implies that G must in fact be a p-group. Moreover,
G/V is of nilpotency class at most 3, so G is of nilpotency class at most 4.
We will use this fact freely in what follows. Moreover, it is known that 2-
Engel p-groups with p 6= 3 are actually nilpotent of class at most 2 (not just
3) since they always satisfy the identity [X,Y,Z]3 = 1. For the particular
case when p = 3, we will make use of the following.
Claim. If p = 3, then
∀y ∈ G. [G, y,G, y] = 1 ⇐⇒ ∀y ∈ G. [G′, y, y] = 1,
and these two equivalent conditions imply that [G,G,G] ≤ V .
Proof. We know that [G,G,G,G]3 = 1, and that [G,G,G]3 ≤ V . So we
have (see [5, Lemma 2.2(v)])
[a, y, b, y] = [a, b, y, y]−1.
for all a, b ∈ G. This proves the equivalence in the claim. As for the second
part of the claim, suppose that γ4(G) 6= 1. Thus γ4(G) = V . For any c ∈ G,
we have
1 ≡ [c, ab, ab] ≡ [c, a, b][c, b, a] (mod γ4(G)),
and using the Jacobi identity modulo γ4(G), we obtain
[c, a, b] ≡ [a, b, c] (mod γ4(G)).
Thus we have cyclic invariance of commutators of length 3. Now we have,
by [11, Vol. 2, p. 43], that for any d ∈ G,
[[a, b], c, d] = [[a, b], d, c]−1 and [[a, b], [c, d]] = [[a, b], c, d]2 .
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Using all the above, we can execute the computation
[a, b, c, d]2 = [a, b, [c, d]]
= [[c, d], [a, b]]−1
= [c, d, a, b]−2
= [c, d, a, b]
= [a, c, d, b]
= [a, c, b, d]−1
= [c, a, b, d]
= [a, b, c, d],
giving [a, b, c, d] = 1. Hence indeed γ4(G) = 1. As γ3(G) is central in
G, it must be cyclic, since V is the smallest normal subgroup of G. But,
since γ3(G) is of exponent 3, it follows that γ3(G) = V , and the proof is
complete. 
Let y ∈ G and consider the map
φy : G→ V, a 7→ [a, y, y].
This may not be a homomorphism, but it does satisfy the following expan-
sion law which will be of use:
(4.3.1) φy(ab) = φy(a) · φy(b) · [a, y, b, y].
We will be interested in two possible situations, depending on whether or
not φy is a homomorphism.
4.3.1. The nice situation: ∀y ∈ G. [G, y,G, y] = 1. In this case, φy is a
homomorphism for all choices of y ∈ G. Note that this means that φy
factors through the Frattini quotient G/Φ(G), and so we can think of φy as
a linear functional over Fp mapping into V = 〈z〉. Let {g1, g2, . . . , gd} be a
minimal generating set of G. Every element a ∈ G has a unique expansion
a ≡
d∏
i=1
gβii (mod Φ(G))
with βi ∈ Fp. We can express the map φy in terms of the generating set of
G. Note that φy does not depend on the specific coset representative of y
modulo Φ(G). Set [gi, gj , gk] = z
γijk with γijk ∈ Fp. Then we have
φy(gi) = z
∑
j,k γijkβjβk .
Set
BAD = {y ∈ G | φy ≡ 1}.
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Therefore y ∈ BAD if and only if each of the d quadratic forms
∑
j,k γijkβjβk
vanishes. As G is assumed not to be 2-Engel, at least one of these forms
is not identically equal to 0. This form can be diagonalized (see [12]) to a
form
d′−1∑
l=1
β2l + ad′β
2
d′
for some 1 ≤ d′ ≤ d and ad′ ∈ Fp. The number of zeros of this form can be
bounded from above as follows. For each of β2, . . . , βd there are at most p
choices and, after fixing these, there are at most two possibilities for β1 if
p 6= 2, and at most one choice for β1 if p = 2. This implies that, if p 6= 2,
|BAD| ≤ 2pd−1|Φ(G)| =
2|G|
p
≤
2|G|
3
,
and similarly, if p = 2, then |BAD| ≤ |G|/2.
4.3.2. The other situation: ∃y ∈ G. [G, y,G, y] 6= 1. Note that this case is
only possible when p = 3 (see [11, Theorem 7.15]). It follows from the claim
stated at the begining of Subsection 4.3 that the restriction of the map φy
to G′ is not always trivial. Set
BAD’ = {y ∈ G | φy(G
′) ≡ 1}.
The same argument as above with G replaced by G′ gives the bound
|BAD’| ≤
2|G|
3
.
4.4. 2-Engel word: Bounding good fibers. In order to provide a bound
for the word probability, we now need to ensure that as long as y does not
belong to BAD (or BAD), we can bound the number of solutions of the equation
[a, y, y] = 1
for a ∈ G. This is equivalent to saying that we want to provide a relative
upper bound for the fiber φ−1y (1). Note that the map φy is not trivial in this
situation. We will need to analyse two cases.
4.4.1. The nice situation: ∀y ∈ G. [G, y,G, y] = 1. In this case, let y be an
element of G that is not in BAD. Thus φy is a non-trivial homomorphism,
and so we are done by the Fiber of restricted homomorphism lemma (with
H = G).
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4.4.2. The other situation: ∃y ∈ G. [G, y,G, y] 6= 1. In this case, we will
bound the relative size of φ−1y (1) for y that is not in BAD’.
Claim. Let g ∈ G and h ∈ G′. Then
φy(gh) = φy(g)φy(h).
Proof. Expanding based on (4.3.1), we obtain
φy(g · h) = φy(g) · φy(h) · [g, y, h, y].
As h ∈ G′, the last commutator is trivial. 
By our assumption and the claim at the beginning of Subsection 4.3, the
restriction φy|G′ is a non-trivial homomorphism. Therefore its fiber over
1 can be bounded by the Fiber of restricted homomorphism lemma (with
H = G′).
4.5. Metabelian word: Bounding two types of badness. We are in
the situation when G′ ≤ CG(V ). This means that V = G
′′ commutes with
G′, and so G′ is nilpotent of class at most 2. Since V is the smallest normal
subgroup of G, this implies that G′ must be a p-group.
Let y, z, t ∈ G and consider the map
φy,z,t : G→ V, a 7→ [[a, y], [z, t]].
This may not be a homomorphism, but it does satisfy the following expan-
sion law which will be of use:
(4.5.1) φy,z,t(ab) = φy,z,t(a) · φy,z,t(b) · [[a, y, b], [z, t]].
Set
BAD = {(y, z, t) ∈ G | φy,z,t ≡ 1}.
With a fixed pair (z, t), set
Sz,t = {y ∈ G | φy,z,t ≡ 1}.
Note that for any a ∈ G, we have
φy1y2,z,t(a) = [[a, y1y2], [z, t]] = φy2,z,t(a) · φy1,z,t(a) · φy2,z,t([a, y1]),
so that Sz,t is a subgroup of G. Thus we either have that Sz,t = G or it is
a proper subgroup of G. The first case occurs if and only if [z, t] ∈ CG(G
′).
Set
UGLY = {(z, t) ∈ G2 | [z, t] ∈ CG(G
′)}.
Thus we can express
BAD = (G× UGLY) ∪ {(y, z, t) ∈ G3 | (z, t) /∈ UGLY, y ∈ Sz,t},
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and so we have
|BAD| = |G||UGLY|+
∑
(z,t)/∈UGLY
|Sz,t|.
When (z, t) not an ugly pair, Sz,t is of index at least 2 in G. Thus we can
bound
|BAD| ≤ |G||UGLY|+ (|G|2 − |UGLY|)
|G|
2
=
1
2
|G|3 +
1
2
|G||UGLY|.
Note that as G is assumed not to be metabelian, G/CG(G
′) is not abelian.
This means that we can bound the relative number of ugly pairs, finally
giving
|BAD| ≤
(
1
2
+
1
2
·
5
8
)
|G|3 =
13
16
|G|3.
Later on, we will provide a bound for the good fibers. To this end, we
will need to distinguish two cases, and one of these will require us to deal
with the particular situation when [G′, G,G′] is a nontrivial subgroup of G.
This means that G′ is not contained in CG([G
′, G]), and so G/CG([G
′, G])
is not abelian. In this case, we will need to resort to the sets
BAD’ = {(y, z, t) ∈ G3 | φy,z,t(G
′) = 1}
and
UGLY’ = {(z, t) ∈ G3 | [z, t] ∈ CG([G
′, G])}.
The same argument as above gives the same bound
|BAD’| ≤
13
16
|G|3.
4.6. Metabelian word: Bounding good fibers. In order to provide a
bound for the word probability, we now need to ensure that as long as a
tuple (y, z, t) does not belong to BAD (or BAD’), we can bound the number
of solutions of the equation
[[a, y], [z, t]] = 1
for a ∈ G. This is equivalent to saying that we want to provide a relative
upper bound for the fiber φ−1y,z,t(1). Note that the map φy,z,t is not trivial in
this situation. We will need to analyse two cases.
4.6.1. The nice situation: [G′, G,G′] = 1. In this case, we take a tuple that
is not in BAD. Thus φy,z,t is a nontrivial homomorphism, and so we are done
by the Fiber of restricted homomorphism lemma (with H = G).
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4.6.2. The other situation: [G′, G,G′] 6= 1. In this situation, we need to
bound the relative fiber size φ−1y,z,t(1) for a tuple (y, z, t) /∈ BAD’.
Claim. Let g ∈ G and h ∈ G′. Then
φy,z,t(gh) = φy,z,t(g)φy,z,t(h).
Proof. Expanding based on (4.5.1), we obtain
φy,z,t(g · h) = φy,z,t(g) · φy,z,t(h) · [[g, y, h], [z, t]].
As h ∈ G′, the last commutator is trivial. 
By our assumption, the restriction φy,z,t|G′ is a non-trivial homomor-
phism. Therefore its fiber over 1 can be bounded by the Fiber of restricted
homomorphism lemma (with H = G′).
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