Abstract. This article discusses a new document indexing scheme for information retrieval. For a structured (e.g., scientific) document, Pasi et al. proposed varying weights to different sections according to their importance in the document. This concept is extended here to unstructured documents. Each sentence in a document is initially assigned weights (significance in the document) with the help of a summarization technique. Accordingly, the term frequency of a term is decided as the sum of weights of the sentences the term belongs. The method is verified on a real life dataset using leading existing information retrieval models; and its performance has been found to be superior to conventional indexing schemes.
Introduction
Information retrieval is finding content (usually documents) of an unstructured nature (usually test) that satisfies an information need from within large collection [1] . Information retrieval System (IRS) is based on relevance of a document to a query. Several methods have been proposed over years. The use of a strong query and a good retrieval method do not ensure good performance. In fact, the retrieval effectiveness is heavily affected by the model adopted for representing documents, since the retrieval mechanism performs a comparison between the user query and the representation of documents [2] [3] .
The conventional indexing schemes assume that the information is homogeneously distributed in documents. Pasi et al. [2] [3] claimed that this assumption does not hold for a structured (e.g., scientific) document. The information content of a document vary from one section to another and hence, the terms in the more important sections should contribute more in retrieval methods. We argue that this is also true for unstructured documents. Usually, the flow of information in a given document is not uniform, which means that some parts are more important (informative) than others [4] . We know that summarization techniques distinguish the more informative parts (i.e., sentences) from the less ones.
In the present investigation, the weight/importance of a sentence in a document is initially measured with the help of a summarization technique, which is taken here as the relative entropy based method [5] . All of the terms in a sentence are assumed to have the same weight which is equal to the weight of the sentence. To obtain the term frequency (overall significance) of a term in a document, the weights for each of the occurrences of the term are aggregated. The effectiveness of the proposed indexing scheme is verified for a few leading retrieval models on FIRE dataset [6] and the results are found to be quite encouraging.
The rest of the paper is organized as follows. In section 2, we describe the proposed indexing scheme. The implementation and effectiveness of the scheme is demonstrated in section 3. Section 4 finds the conclusions.
Proposed Indexing Scheme
As mentioned earlier, the proposed document indexing scheme is an extension of the model proposed by Pasi et al. [2] [3]. They suggested to provide different importance to different sections for indexing structured (e.g., scientific) documents. For example, in a scientific document, the terms in the 'Title' carry more information than those in other sections (e.g., 'abstract', 'introduction', etc.). In [2] , different functions for different sections were proposed for providing varying weights/importance to the terms based on their belongingness in the document.
For the sake of extending the above model, we intend to impose structure to an unstructured document and then to allow varying weights to the terms based on their positions in the document. We find that extraction based text summarization methods analyze the importance/informativeness of different sentences in a document for selecting a few sentences as the summary of the document. Therefore, summarization techniques may be useful in finding the importance of the sentences in a document.
In the current investigation, each sentence in a unstructured document is visualized as to behave like a section of a structured document. With the help of a summarization technique, the informativeness of a sentence in a document is estimated, i.e., a weight is obtained for the sentence signifying its importance in the document.
The proposed indexing scheme consists of two parts. In the first part, weights of the sentences in a document are obtained using a text summarization method. The second part is concerned with the calculation of the term frequency of each of the terms in the document.
A) Sentence ranking: A text summarization method is used for ranking the sentences of a document.In this report, we have considered the relative entropy based summarization technique proposed by Kumar et al. [5] .
This technique initially estimates the probability of a word w in a sentence S as
where tf (w, S) is the frequency of w in S and |S| is the number of words in S.
Similarily, the probability of w in a document D is estimated as
where tf (w, D) is the frequency of w in D and |D| is the number of words in D.
A sentence S is provided a weight based on its comparison to the document D. Comparison is done with relative entropy, i.e., KL-Divergence of S with D as
As explained in [5] , the importance of a sentence, I S , is inversely proportional to KL S , i.e.,
We take I S as the weights of the sentences. B) Term frequency: The significance of a sentence in a document is obtained previously. We assume that the significance is same for all the terms in a sentence. Accordingly, we assign the sentence weights to all of its terms. It may be realized that a term belonging to two different sentences may not have the same information content and hence it may have different scores. Aggregating the scores of a term for all of its occurrences in a document, the term frequency of a term t in D is calculated as
The term frequency tf (t, D) as in eqn.(5) reflects the importance of the term in document D based not only on the number of occurrences but also on the information content for each of its occurrences. For example, suppose a document has the same number of occurrences for two terms t 1 and t 2 , but t 1 has appeared in more important sentences than t 2 . It is easy to realize here that t 1 is more significant than t 2 . In such a case, the proposed scheme will find tf value for t 1 higher than that of t 2 while the conventional indexing schemes will find the same tf value for both t 1 and t 2 . Hence, the proposed scheme should be a better indexing scheme than the existing ones which are based on raw counts of terms.
Implementation and Results
A new indexing scheme is described in the previous section. The effectiveness of the scheme is verified on the FIRE dataset [6] using Terrier platform [7] . We have considered some of the leading retrieval models available in Terrier, namely, Okapi BM25 [8] , DFRBM25, InexpB2, InexpC2, IFB2, InL2 and BB2 [9] . A brief description of these models is provided in Table 1 . It is to be noted that all the models have some parameters which need to be tuned. The parameter values mentioned in Table 1 against each model are the ones which are set in the Terrier platform [7] as default and we have used those values in implementing the models. The results are evaluated here based on Mean Average Precision (MAP). For, each of the models, we have experimented with both the conventional (based on raw counts) as well as proposed indexing schemes. In all the cases, the models with the proposed indexing scheme are found to perform better than that with the conventional indexing schemes. The MAP values of the said retrieval models with the conventional and the proposed indexing schemes are shown in Table 2 . For more clarity, these results are shown graphically in Figure 1. 
Conclusions
A new document indexing scheme is proposed in this article. Pasi et al. proposed different importance to terms in different sections of structured documents. We have extended this idea to unstructured documents. We assigned different scores to the sentences of a document using a summarization technique. It is to be mentioned here that we have taken relative entropy based summarization method for ranking the sentences; but one can also take any other good summarization method. Instead of taking raw count for term frequency as in conventional indexing methods, we proposed the summation of scores of the sentences the term belongs to be the term frequency.
We have implemented this scheme in Terrier Platform and tested on FIRE dataset for a few leading information retrieval models. In all the cases considered, the performance of this scheme is found to be better than in the conventional term frequency. But, to make stronger claims the method is to be tested on more datasets.
