In this not« we prove that Efron's bootstrap is asymptotically consistent in «stimating the distribution of the local time of the empirical process, provided the underlying distribution of the observations is continuous. We employ the classical method of moments. It appears that our result is not easy to obtain from the general theory of bootstrapping (functionals of) empirical processes.
INTRODUCTION AND MAIN RESULT
Let Xi,X2, --be independent random variables, defined on a single probability space {il,A,P), with common distribution function {df)F on the real line. Let F" denote the empirical df based on A'i,...,A'"; i.e. F"(i) = n-'E^Li I{Xi < x),-oo < i < oo. Conditionally given Xi,...,X", let X*,..., X* denote a random sample of size n, drawn from F". Let F* denote the empirical df based on Xi,...,X*. Define the empirical process t/"(x) = ni{F"{x) -F{x)), -oo < X < oo (1.1) and the bootstrapped empirical process
It is well-known that U" -» B{F) (cf. Bilhngsley [2] The local time of U" at zero up to 'time' xp = sup{x : F{x) < 1} is given by
X<XF
Note that, if F is strictly increasing, then L%^{U") is nothing but times the number of zerocrossings of the [/"-process. If U"{x) happens to be zero for all x, which belong to a 'flat part' of F, then we simply count this as a single zero crossing. It is well-known that is distributionfree when F is continuous. In this case, we may as well take F equal to the uniform df on (0, 1) and write L\(U") for the local time of the uniform empirical process.
R. Meimers
It is already known for more than 30 years (cf. Dwass [3] The aim of this note is to investigate whether L°(Un) can be bootstrapped. I.e. we want to know whether Lj(i7*)-£,5(B), with P-probability 1, as n 00? Our interest in this question comes from the d fact that L}( ) viewed as function of the uniform empirical process and of the Brownian bridge process is not at all continuous. So it appears that our problem cannot be settled easily by an application of an 'extended continuous mapping' theorem. Neither finding a suitable 'strong approximation' argument, like the one (cf. (1.6)) leading to (1.7), seems to be an easy task to perform. However, a direct approach -quite in the spirit of Dwass's 1961-paper -turns out to be feasible for the problem at hand. We shall in fact apply the classical method of moments to prove the following result: THEOREM 1. As n -t 00, we have with P-probability 1, that LUK) 7 (1.8)
We refer to Shorack and Wellner [7] , p. 398-400 for a short introduction to local time for empirical processes and to Wellner [9] for an excellent recent survey on bootstrapping empirical processes. 
