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Abstract
We present a method which uses DFT (quantum, QM) calculations to improve free energies of
binding computed with classical force fields (classical, MM). To overcome the incomplete overlap
of configurational spaces between MM and QM, we use a hybrid Monte Carlo approach to gener-
ate quickly correct ensembles of structures of intermediate states between the MM and a QM/MM
description, hence taking into account a great fraction of the electronic polarisation of the quantum
system, while being able to use thermodynamic integration to compute the free energy of transition
between the MM and QM/MM. Then we perform a final transition from QM/MM to full QM using
a one step free energy perturbation approach. By using QM/MM as a stepping stone towards the
full QM description we find very small convergence errors (< 1 kJ/mol) in the transition to full QM.
We apply this method to compute hydration free energies and we obtain consistent improvements
over the MM values for all molecules we used in this study. This approach requires large-scale DFT
calculations as the full QM systems involved the ligands and all waters in their simulation cells, so
the linear-scaling DFT code ONETEP was used for these calculations.
1 Introduction
Finding a computationally tractable method for computing accurate free energies of binding, typi-
cally between proteins and ligands, is one of the main challenges of computational drug optimisa-
tion.1–4 Typically, for large biologically relevant systems force fields are used,5–8 introducing depen-
dency of the results on the parameters of the force field. The use of classical mechanics usually does
not account for interactions which can only emerge from an ab initio quantum mechanical descrip-
tion, such as the exchange and the electronic charge transfer and polarisation.9
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A further great complexity of biomolecular free energy calculations is the requirement for ex-
tensive conformational sampling. Ideally, all conformational sampling would be performed using
ab initio calculations, but this is far too computationally expensive to be feasible. A compromise
between chemical accuracy and speed involves to treating only part of the system (such as the bind-
ing pocket) with quantum mechanics and treating the rest with classical mechanics, this is known as
the QM/MM approach. There are many applications of this method to calculate binding free ener-
gies.10–12 QM/MM can require a large degree of expertise in the way the system should be partitioned
into MM and QM regions and setting up simulations for a non-expert can be nontrivial. Additionally,
if the QM region is chemically bound to the classical region, one needs to cleave chemical bonds and
cap them with appropriate functional groups, for which chemically motivated approaches exist13 .
A different strategy is to avoid direct conformational sa,pling using QM methods and instead
define MM and QM ensembles and develop an approach for calculating the change in free energy
between the two. This was first described by Warshel et al.14 when he introduced an extended
thermodynamic cycle which, for the calculation of free energies has the form shown in Figure 1.
Figure 1: Extended Thermodynamic Cycle for computing free energies with QM methods
Here, A and B are different molecular systems, commonly these are different ligands bound to
the same protein. ∆G3, ∆G7, ∆G9 and ∆G10 correspond to the standard (absolute) binding energy.
Calculation of these values cannot be done directly. Computationally more tractable are alchemical
mutations of one structure into another, in the complex (“com”) and in solvent (“solv”) respectively
(∆G1 and ∆G5). In this cycle ∆G2, ∆G4, ∆G6 and ∆G8 are the QM corrections to the classical
free energies (∆G1 and ∆G5).
As free energy is a state function, one can define the change in free energy in going from the
classical to the quantum description. This has been applied, in the context of cycle of Figure 1,
by sampling structures using classical mechanics molecular dynamics, extracting regularly spaced
uncorrelated snapshots, and perturbing to more expensive QM-based potentials.15 Such methods
while alleviating some of the errors due to the classical force field, are still subject to the sampling
issues associated with the classical, computationally cheaper potential. One possible way to apply
this method is with the single step free energy perturbation approach, i.e. use the structures generated
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from the classical MD simulation to calculate their fully quantum or QM/MM energy and then use
the Zwanzig equation16 (equation 1) to calculate the MM to QM change in free energy.
∆G = −kBT ln 〈exp [−β∆UQM−MM ]〉MM . (1)
Where kB is the Boltzmann constant, T is the temperature, ∆UQM−MM is the potential energy
difference between the desired potential (in this case QM) and the sampling potential (in this case
MM), β is 1/kBT , the 〈· · ·〉 represents an ensemble average and the subscript MM represents the
potential used to obtain the structures.
The Zwanzig equation is derived under the assumption of using total potential energies and is
exact in the limit of infinite sampling. However, if it is applied in this way for potentials that do
not share a high degree of configurational space overlap, sampling issues occur17 e.g. structures
that are unfavourable in the desired potential may be heavily sampled in the sampling potential and
vice versa. These issues can be observed by gradually increasing the number of snapshots included
within the Zwanzig equation. If large “jumps” occur in the free energy as the snapshots are increased,
these are characteristic of poor sampling of the desired potential by the sampling potential18, 19 as in
these cases the discrepancy in the two potentials tends to create distinct snapshots for which the
∆UQM−MM is large and negative affecting strongly the convergence of the Zwanzig equation as it
is an exponential average. If these “jumps” in free energy are suitably small they can be smoothed
out with more approximate approaches, such as the cumulant expansion of equation 1.16, 20–22 How-
ever, due to the large difference in magnitudes between the classical and quantum energies and the
insufficient overlap between the classical and quantum configurational space, we observe lack of
convergence even when the cumulant expansion was applied. References15 and23 apply the equation
by comparing between components of the interaction energy or the full interaction energies, rather
than the total potential energy. Beierlein et al.15 use the difference between the Coulombic contri-
bution to the interaction energy and Fox et al.23 use the full quantum interaction energy where they
perform Density Functional Theory (DFT) calculations on the whole ligand-solvent system using the
ONETEP linear-scaling DFT program.24
Interaction energies are defined by:
U int = U com − U lig − Uhost. (2)
Where the U com is the potential energy of the entire system e.g. a ligand bound to a protein and in
the same example Uhost would be the energy of the protein in the same geometry without the ligand
present and U lig is the energy of the ligand. U int cancels out the intermolecular interactions within
the host. We should note that intramolecular terms do not cancel out exactly in the QM description
as in this case pairwise additivity does not apply.
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To overcome the difficulties associated with using classical force fields as a guiding potential for
quantum mechanics due to the inexact overlap of configurational space,25 Woods et al.26 applied an
acceptance criterion that allowed them to use MM to generate structures that were statistically correct
for a QM/MM ensemble. The application of this method employs a Monte Carlo (MC) technique to
generate MM structures and a Metropolis Hastings MC criterion to accept or reject these structures
to the QM/MM ensemble. By adapting this method using Hybrid Monte Carlo (HMC)27 it is possible
to minimise the number of quantum calculations while obtaining uncorrelated structures.
An alternative approach for generating a correct quantum ensemble would be to use the HMC
technique27 which is based on MD and therefore allows larger moves between acceptance tests and
does not suffer random walk errors associated with standard Monte carlo techniques.28, 29 In this
paper we propose a HMC based approach for correcting classical free energies with quantum tech-
niques. To do this, we use HMC to generate from MM an ensemble of QM/MM structures that is a
much closer representation of the fully quantum ensemble. By doing this, the errors associated with
sampling unfavourable structures are significantly lessened and also states intermediate between MM
and QM/MM are generated which allow us to compute the MM to QM/MM change in free energy
using thermodynamic integration (TI) which has stable convergence. We can then apply a single step
free energy perturbation from our generated QM/MM ensemble to the fully quantum ensemble. In
order to validate our method, we calculate hydration free energies for five ligands. To our knowledge,
this is the first time that HMC has been used in this manner for free energy calculations.
In section 2 we describe the theory and programs we have used including our 3-step extended
thermodynamic cycle that goes from MM to QM/MM to full QM. In section 3 we present and discuss
our results on the hydration free energies of ligands as obtained with MM, QM/MM and full QM and
in section 4 we finish with our conclusions.
2 Methods
Our method first generates an ensemble of structures closer to the fully quantum ensemble by apply-
ing the Hybrid Monte Carlo method using classical molecular dynamics to sample configurations,
but accepting to a QM/MM ensemble. The QM/MM ensemble energy is calculated as the energy of
the MM system but with the Coulombic component of its interaction energy replaced by the equiva-
lent interaction energy in the quantum description. This takes into account the electronic polarisation
of the ligand as a result of the surrounding solvent. Once an ensemble of QM/MM structures has
been generated then a single step perturbation approach can be applied to calculate the free energy
of mutation from the QM/MM to the full QM ensemble.
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2.1 Theoretical Details
2.1.1 The Hybrid Monte Carlo Method
To generate an ensemble of structures that corresponds to a “target” potential from a ”guiding” po-
tential used for sampling, the traditional Hybrid Monte Carlo (HMC) method can be used.27 The
difference between the target and the guide states can involve differences in the ensembles. For ex-
ample the guide can be an MM NVE ensemble and the target can be a QM NVT ensemble. By using
the HMC method the detailed balance condition (equation 3) is satisfied.
ρ(R)pi(R→ R′) = ρ(R′)pi(R′ → R) (3)
Where ρ(R) is the probability of occupying a certain configuration R in the target ensemble. From
here onwards this will be referred to as state probability. pi(R → R′) is the transition probability
shown in equation 4, which consists of the trial probability and the acceptance probability.
pi(R→ R′) = piacc(R→ R′)t(R→ R′) (4)
Where t(R → R′) is the trial probability, which is the probability of moving to a new configuration
and piacc(R→ R′) is the acceptance probability of going from R to R′ in the target potential, given
by a Metropolis-Hastings criterion, and is given by equation 5.
piacc(R→ R′) = min
{
1,
ρ(R′)t(R′ → R)
ρ(R)t(R→ R′)
}
(5)
The generation of new configurations in the HMC method is performed by an underlying MD
simulation. The advantages of using the HMC method are that the sampling errors associated with
the target potential are avoided and the configurational differences between R and R′ can be large.28
To satisfy detailed balance, the MD simulation in the guiding potential must be reversible, therefore
we have chosen to run within the microcanonical ensemble. The acceptance probability shown in
equation 5 requires inputs at points R and R′ which are the starting and end points of an MD simu-
lation respectively. The state probability is the probability of being in a certain conformation in the
target potential, which for both the original configuration and the final configuration is, according to
the rules of statistical mechanics, given by the Boltzmann distribution,
ρ(R) =
exp(−βU(R))
Z(N,V, T )
. (6)
Where Z(N,V, T ) is the configurational partition function, and U is the energy of R in the target
potential.
In addition to the state probability, the trial probability (equation 7) is required in equation 5. This
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is the probability of transitioning from one structure to another e.g. from R to R′. In theory, MD
simulations are deterministic, i.e. if a simulation is given the same structure and velocities and run
for the same length of time, the final structure will always be the same. As such the trial probability is
directly proportional to the momenta given at the start of the simulation. In order to create a Markov
chain of structures, random momenta are provided at the start of each MD simulation. These random
momenta are taken from a Gaussian distribution using the Marsaglia polar method.30 The Gaussian is
used so the Boltzmann distribution of kinetic energies is satisfied. Additionally by selecting momenta
from a Gaussian we can set the temperature, thus providing a thermostat.
t(R→ R′) ∝
n∏
i=1
1√
2mipikBT
exp
[
−β p
2
i
2mi
]
(7)
To derive a workable form of the acceptance criterion we place equations 6 and 7 into equation
5. By noticing that equation 7 is the functional form of kinetic energy (K(P), where P are the
momenta), we obtain,
piacc(R→ R′) = min
{
1,
exp(−βU(R′)) exp(−βK(P′))
exp(−βU(R)) exp(−βK(P))
}
= min
{
1,
exp(−βH(R′,P′))
exp(−βH(R,P))
}
. (8)
The method presented here aims to mutate a solvent-ligand complex from its MM representa-
tion to a “quantum corrected” representation where the classical electrostatic interactions have been
replaced by interactions from a QM/MM calculation. The acceptance criterion is then,
piacc(R→ R′) = min
{
1,
exp(−βUMM+QMint
Coul
(R′)) exp(−βK(P′))
exp(−βUMM+QMint
Coul
(R)) exp(−βK(P))
}
. (9)
Where the target potential energy is calculated by,
UMM+QMint
Coul
= U comMM − [U comMMCoul − UhostMMCoul − U ligMMCoul ]
+ [U comQM/MM − UhostQM/MM − U ligQM/MM ] (10)
= U comMM − U intMMCoul + U intQMCoul . (11)
The above equation uses the classical potential energy (U comMM ) for the whole complex and sub-
tracts from it the electrostatic (Coulomb, “Coul”) contribution of the classical interaction energy
(U intMMCoul ). This interaction energy is replaced by the interaction energy between the QM/MM lig-
and (U ligQM/MM ) and the host (U
host
QM/MM ) from the QM/MM calculation (in this work the host is the
solvent). Where the QM/MM description used here is the quantum ligand surrounded by classical
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point charges. The dispersion (Lennard-Jones) part of the interaction energy is not replaced - it still
comes from the MM calculation.
2.1.2 Transitioning between MM and QM/MM
In order to make the transition from UMM to UMM+QMint
Coul
smoothly, intermediate λQM/MM steps
can be introduced. The introduction of these steps is trivial, and can be performed by changing the
UMM+QMint
Coul
(R)term of equation 9 with the following,
UMM+QMint
Coul
(R;λQM/MM ) = (1− λQM/MM )UMM + (λQM/MM )UMM+QMint
Coul
. (12)
HMC is run for all lambda states between the MM and QM/MM, such that at λQM/MM = 0
we are accepting to a classical canonical ensemble and at λQM/MM = 1 to the QM/MM corrected
canonical ensemble. The difference for each lambda value is in the MC acceptance criterion which
influences the progress of the MD simulations accordingly. The free energy between the MM and
QM/MM is then obtained using thermodynamic integration (TI),
∆G =
∫ 1
0
dλQM/MM
〈
∂U(λQM/MM )
∂λQM/MM
〉
λQM/MM
∂U(λQM/MM )
∂λQM/MM
= UMM+QMint
Coul
− UMM
∆G =
∫ 1
0
dλQM/MM
〈
UMM+QMint
Coul
− UMM
〉
λQM/MM
(13)
=
∫ 1
0
dλQM/MM
〈
U intQMCoul − U intMMCoul
〉
λQM/MM
. (14)
Each lambda window is built up by running classical MD simulations and applying the accep-
tance test shown in equation 12. To clarify, no MD simulation that involves a mix of MM and
QM/MM are needed.
2.1.3 Transitioning to the full QM
We expect that the QM/MM ensemble is a much closer representation of the QM ensemble, so the
transition from the QM/MM to QM should be possible with a method which is simpler than the HMC
method. Therefore, to perform this perturbation, the energy differences UQM − UMM+QMint
Coul
are
calculated and then the Zwanzig equation is used to calculate the free energy change from QM/MM
to full QM as shown in equation 1.
We have also computed this free energy by using the interaction energy, as defined in equation 2,
of the full quantum system, in place of the total energy UQM . The full QM interaction energy in DFT
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contains also the attractive component of dispersion interactions which are given by various types of
empirical correction.31, 32 We have therefore also investigated the effect of changing this empirical
dispersion correction between different dispersion methods.
As we are doing the transition to full QM via a QM/MM state, our full thermodynamic cycle has
three steps as shown in Figure 2.
Figure 2: The three-step thermodynamic cycle. Cycle I shows the classical mutation from ligand A to
B, cycle II describes the transition from MM to QM/MM and finally cycle III shows the transition from
QM/MM to full QM
2.2 Computational details
As, to our knowledge this is the first time such a 3-step approach is used, our aim in this paper is
to validate it in the calculation of hydration free energies, as preparation for application to more
challenging host-ligand systems in the future. We applied our method to the calculation of hydration
free energies for ethanol, ethane, ethylene glycol, dimethyl ether and propane, each in a simulation
cell with explicit waters. These molecules were chosen due to their different degree of polarity,
ranging from non-polar (hydrophobic) such as ethane and propane to highly polar (hydrophilic) such
as ethylene glycol.
2.2.1 Classical Simulations details
The charges for the solute were obtained from AM1-BCC calculations using Antechamber33 the
force field parameters were taken from the GAFF Force field.34 The water model used throughout
was the TIP3P model.35 Electrostatics were treated with PME and a cut-off of 8A˚ was used for Van
der Waals interactions. All classical MD simulations were preformed within the double precision
version of Gromacs v4.6.5,36 to allow us to use the Velocity Verlet integrator as access to kinetic
energies is required for the HMC method. The double precision was necessary to ensure good energy
conservation in the NVE simulations.
8
Figure 3: Flow chart for computing steps 2 and 3 of the 3-step thermodynamic cycle, of Figure 2.
Each ligand was solvated with 450 waters and the whole system was equilibrated using the fol-
lowing procedure. Structures were initially minimised with the steepest descent algorithm for 5000
steps. Following this a 500 ps simulation in the canonical ensemble was run using a timestep of 1 fs
and the Berendsen thermostat was used to heat the system raising the temperature linearly from 100K
to 300K. Finally a 1 ns isothermal-isobaric simulation was performed using the Berendsen barostat.
After equilibration the box size for each ligand was around 24 A˚3.
Using the NPT equilibrated structures, further equilibration was then applied using the HMC
method where structures were accepted from the NVE ensemble into a classical NVT ensemble for
100 HMC steps. As the MD simulations used within the HMC method were run in the microcanoni-
cal ensemble, we expect to have an acceptance rate of 100% as the total Hamiltonian energy should
be constant. However, due to fluctuations within the total energy during the NVE simulation, this is
commonly not the case. To minimise these fluctuations a timestep of 0.25 fs was used. The length of
these MD simulations was determined by tests described in section 3.
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Classical relative free energies between systems were calculated using TI. 17 classical λMM
windows were used, mutating the charges and VdW interactions at the same time using soft-core
potentials. The classical λMM windows had the values 0.0, 0.002, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 0.95, 0.99, 0.998, 1.0. Where the small λMM differences at the end points are to
tackle discontinuities. Each classical λMM window underwent an equilibration procedure which is
the same to that mentioned above, with the exception that the NPT simulation to equilibrate the box
size was 500ps. Following this a production simulation of 2ns was run. Errors associated with the TI
free energies were calculated by hysteresis and the free energies are the average of the forward and
reverse calculations.
2.2.2 Quantum simulations details
For our DFT programme we have used ONETEP.24 The ONETEP program is a linear-scaling DFT
code that has been developed for use on parallel computers.37 ONETEP combines linear scaling with
accuracy comparable to conventional cubic-scaling plane-wave methods, which provide an unbiased
and systematically improvable approach to DFT calculations. Its novel and highly efficient algo-
rithms allow calculations on systems containing tens of thousands of atoms.38 ONETEP is based on
a reformulation of DFT in terms of the one-particle density matrix. The density matrix in terms of
Kohn Sham orbitals is,
ρ(r, r′) =
∞∑
n=0
fnψn(r)ψ
′
n(r
′), (15)
where fn is the occupancy and ψn(r) are the Kohn Sham orbitals. In ONETEP the density matrix
is represented as,
ρ(r, r′) =
∑
α
∑
β
φα(r)K
αβφ∗β(r
′), (16)
where φα(r) are localized nonorthogonal generalized Wannier functions (NGWFs)39 and Kαβ ,
which is called the density kernel, is the representation of fn in the duals of these functions. Linear
scaling is achieved by truncation of the density kernel, which decays exponentially for materials with
a band gap, and by enforcing strict localization of the NGWFs onto atomic regions. In ONETEP,
as well as optimizing the density kernel, the NGWFs are also optimized, subject to a localization
constraint. Optimizing the NGWFs in situ allows for a minimum number of NGWFs to be used
whilst still achieving plane wave accuracy. The NGWFs are expanded in a basis set of periodic
sinc (psinc) functions,40 which are equivalent to a plane-wave basis as they are related by a unitary
transformation. Using a plane wave basis set allows the accuracy to be improved by varying a single
parameter, equivalent to the kinetic energy cutoff in conventional plane-wave DFT codes. The psinc
basis set provides a uniform description of space, meaning that ONETEP does not suffer from basis
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set superposition error.41
Following the classical 100 step equilibration within the HMC method, we switched from go-
ing from NVE (MM) to NVT (MM) to going from NVE (MM) to NVT (QM/MM). The first 100
steps of this process were also taken as equilibration where the QM/MM energy was computed ac-
cording to equation 10. After this, 500 steps were run and counted as production, for the transition
to QM/MM. This process was repeated, accepting to different values of λQM/MM . We used three
values, λQM/MM = 0, 0.5, 1.
Each quantum simulation was performed using ONETEP.24 4 NGWFs were used on heavy atoms
and 1 on hydrogen, all with a radius of 8.0 a0. Calculations used a psinc kinetic energy cutoff
of 800eV. Embedding charges42 were used to represent water within the calculations, so only the
ligand was fully represented by QM. Only the electrostatics were corrected by quantum mechanics,
so dispersion was included at the classical level, as in equation 10.
The fully quantum calculations for cycle III of the thermodynamic cycle of Figure 2 were ob-
tained by restoring the embedding charges to explicit atoms, keeping all other parameters the same
with the exception of the dispersion component which, within the total energy perturbation, was
treated by a damped London potential31 using the “Elstner” method.43 Within the interaction energy
perturbation approach the “Elstner”,43 “Grimme D2”,32 “Grimme D3”44 and the dispersion compo-
nent of the force field were all tested. When the force field dispersion was used within the correction,
this was extracted from the classical simulation and used within the QM interaction energy.
2.3 Determining the length of theMD simulations used within the HMCmethod
In order to optimise the length of the MD simulations required to run the HMC method with a
reasonable acceptance rate, the MD runs were increased progressively from 0.1 ps to 1 ns. This was
applied to ethanol in 450 waters and was repeated for two runs to ensure convergence each HMC
run consisted of 500 production steps following the equilibration procedure described in subsection
2.2.2. The results can be seen in Table 1. The “Energy” refers to the average energy differences
(U intQMCoul − U intMMCoul ) at λQM/MM = 1. These energy differences are required for TI (equation
14). By examining the energy differences at λQM/MM = 1 where the acceptance will be lowest, we
can confirm the acceptance at other windows will also be sufficient.
The largest difference between two HMC runs shown is 2.51 kJ/mol which is around thermal
error (kBT , 2.5 kJ/mol ). Similarly there is only a small amount of error between simulations of
different lengths. This suggests that the energy difference is essentially independent of the length of
the MD simulation used for this system. In order to ensure uncorrelated snapshots while keeping the
length of CPU time required for each MD manageable, 100 ps was chosen as the HMC step size, for
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Table 1: Determining the MD simulation length within the HMC method for ethanol in 450 waters.
Energy is the average of (U intQMCoul − U intMMCoul) at λQM/MM = 1
Energy (kJ/mol) / Acceptance (%)
HMC step size (ps) Run 1 Run 2
0.1 -16.08 / 14.0 -16.90 / 17.5
1 -15.46 / 16.2 -16.56 / 11.5
10 -16.01 / 13.6 -14.99 / 13.3
100 -16.78 / 8.6 -14.27 / 16.6
1000 -13.64 / 21.6 -16.21 / 11.2
all our subsequent HMC simulations. The 1000 ps simulations show no substantial improvement on
the 100 ps run, while taking an order of magnitude longer to run.
3 Results and Discussions
3.1 Classical TI
The classical free energy of mutation (relative hydration free energies) between our ligands was
calculated using ethanol as the reference. The values are shown in Table 4 in the Classical column.
All the experimental values were obtained from reference45 with the exception of that for ethylene
glycol, which was taken from reference.46
The mutation to propane shows the largest hysteresis which is 1.2 kJ/mol, which can be attributed
either to the force field or to the introduction of two additional atoms, whereas all other mutations
involved either one or no additional atoms. All calculated free energies were within thermal error (2.5
kJ/mol) from the experimental free energies, with the exception of ethanol to ethane which, while
being a well converged mutation, is 7.2 kJ/mol away from the experimental value, pointing to force
field limitations.
3.2 Calculating the free energy of mutation from MM to QM/MM
The resulting dV/dλQM/MM values as a function of λQM/MM value from the application of the
HMC method to all test systems are shown in figure 4. Three runs were performed for each ligand
and in each case they are consistent and converge to the same value.
The largest differences between same λQM/MM window are shown by ethanol and ethylene
glycol. In the case of ethanol the largest difference of 2.5 kJ/mol between the three runs is ob-
served at λQM/MM = 1 and the difference for ethylene glycol is much larger at 5.8 kJ/mol again
at λQM/MM = 1. This can be explained by the presence of the hydroxyl groups forming much
stronger bonds with the surrounding water than any of the other ligands used, leading to low ac-
ceptance. Indeed this is reflected by the values shown within the graph. Ethane shows the smallest
energy difference in going from λQM/MM = 0 to λQM/MM = 1. This can be expected as it is the
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most apolar, meaning that the quantum Coulombic contribution to the interaction energy was very
close to the classical equivalent. Following this trend, propane is the next apolar, thus has the next
smallest energy difference, then dimethyl ether, followed by ethanol, then ethylene glycol.
This trend is also reflected within the acceptance ratios (shown in brackets within figure 4).
Again, the lowest acceptance is found when applying the HMC method to ethylene glycol, with
an acceptance below 10%. This low acceptance is caused by large mismatch between the energy
differences, which shows an inconsistency between the QM and MM electrostatic interaction ener-
gies. This fluctuation of energy differences could be explained by the strong electronic polarisation
of polar ligands. Polarisation is implicitly included within the AMBER force field and explicitly
within the QM/MM description. Implicit polarisation may be inaccurate in a chemical environment
that varies from that of water (e.g. a binding pocket), but the force field nevertheless shows excellent
correlation with experimental hydration free energies (Classical column, Table 4).
In order to assess the polarisation effect on these ligands, the dipole moments of five structures
that were accepted to the QM/MM ensemble for dimethyl ether and ethylene glycol were calculated
both classically and within ONETEP. The classical dipole moment was calculated once per structure,
given that the force field is not polarisable, so the dipole does not change between vacuum and
solvent, but the quantum dipole moment was calculated twice, once in solvent (embedding point
charges) and once in vacuum. The results are shown in Table 3.2.
Table 2: Magnitude of the dipole moments in eA˚ for five example structures of ethylene glycol and
dimethyl ether accepted into the QM/MM ensemble
Ligand Structure QM/MM Solvated QM/MM Vacuum Classical
Ethylene glycol 1 0.457 0.340 0.313
2 0.635 0.530 0.579
3 0.725 0.566 0.515
4 0.720 0.492 0.641
5 0.895 0.735 0.460
Dimethyl ether 1 0.237 0.121 0.338
2 0.304 0.218 0.378
3 0.300 0.230 0.371
4 0.318 0.229 0.320
5 0.331 0.220 0.329
The classical dipole moment for dimethyl ether is fairly constant between the two sampled snap-
shots, whereas the dipole moments for ethylene glycol fluctuate. However, only two of the classical
dipole moments correctly match the quantum dipole moments. With the exception of structure 4 and
5, the quantum dipole moments for dimethyl ether within solvent match the experimental value of
0.271 eA˚47 extremely well, where as classical mechanics overestimates it. Structure 4 and 5, are fur-
ther away from the experimental dipole moment, but the classical dipoles match the quantum dipoles.
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This process can be validated also by using a single TIP3P water molecule, where the quantum dipole
moment is calculated to be 0.380 eA˚ and the classical dipole moment is 0.489 eA˚. The experimental
value is 0.385 eA˚,47 showing again that the quantum value is extremely close and the classical value
again, overestimates the dipole. The dipole moment for ethylene glycol is actually underestimated
by the force field in all structures. These results highlight the importance of using quantum correc-
tions to account for the explicit polarisation and indicate that the lower HMC acceptance for ethylene
glycol is a consequence of the large discrepancy in polarisation between the classical and quantum
descriptions.
Integrating each energy vs λQM/MM value curve gives the free energy, in accordance with equa-
tion 14. These free energy values are shown in Table 3 for each of the three runs.
Table 3: Free energy of changing from UMM to UMM+QM int
Coul
. All values shown are in kJ/mol, the
difference is the largest difference between the three runs
Run 1 Run 2 Run 3 Difference
Ethanol -11.29 -10.62 -10.45 0.84
Ethane -2.78 -2.61 -2.35 0.43
Ethylene Glycol -17.97 -19.82 -19.38 1.86
Dimethyl Ether -8.60 -7.72 -8.99 1.27
Propane -7.67 -7.45 -7.35 0.32
The magnitude of these free energies again follows the trend of the polarity of the molecules.
The differences show the convergence between the free energies. In every case convergence has been
achieved. The largest difference is present for ethylene glycol of 1.86 kJ/mol, however this value
is still within thermal error (2.5 kJ/mol). By combining these free energies with the classical free
energies shown in Table 4 under the Classical column, according to cycles I and II of the three-step
thermodynamic cycle (Figure 2) we obtain the QM/MM corrected free energies shown in Table 4
under the MM +QM intCoul corrected column.
The addition of the QM correction due to the MM to QM/MM transition to the classical relative
free energies between ethanol and ethane shows a definite improvement of the free energy which was
badly underestimated by the force field. The corrections for ethylene glycol and propane move the
free energies in the direction of improvement although they overlook the experimental values. The
free energy for dimethyl ether is shifted further away from the experimental value, as the classical
free energy was extremely close already. These results are encouraging and demonstrate the effect
of QM/MM derived polarisation on the free energies as an intermediate step towards the final stage
where we will introduce the full QM description.
14
3.3 Calculating the free energy of mutation from QM/MM to QM
Once a QM/MM ensemble of 500 structures was built up, the next step was the perturbation to the
fully quantum system (see cycle II in figure 2). This was performed in two ways: Firstly by using the
difference in total potential energies (equation 17) and secondly by using the difference in interaction
energies (equation 18). In both cases, this perturbation was performed by using the Zwanzig equation
(equation 1).
∆U total = UQM − UMM+QMint
Coul
(17)
∆U int = U intQM − U intMM+QMint
Coul
. (18)
Where U intQM is the interaction energy at the full QM level and U
int
MM+QMint
Coul
is the interaction
energy at the QM/MM level.
3.4 Total Energy Perturbation
The final calculated free energy when using total enegies (equation 17) shows no consistency between
the two runs which demonstrates lack of convergence of the exponential average of the Zwanzig
equation. This is demonstrated for three of the ligands in the left panel of Figure 5. Figure 5 shows
the free energy as a function of the number of snapshots, i.e. a running exponential average as the
number of snapshots is increased. These graphs show that the free energy is affected dramatically
by individual snapshots. The graphs show large variation between the two runs for each ligand.
For example, ethylene glycol a difference of 35.17 kJ/mol is present after 500 snapshots, while for
dimethyl ether the difference between the runs is 0.33 kJ/mol. The small difference for dimethyl ether
suggests convergence, however, if Figure 5 is examined it is clear that large “jumps” in the free energy
are present and there is no guarantee that they won’t affect the results if we were to run more than
500 snapshots. This is described as “sawtooth” sampling and is characteristic of a lack of overlap
between the configuration space.18 This observation has also been made when moving between a
purely classical ensemble and a quantum ensemble by Cave-Ayland et al.48 They explain that this
lack of configuration space overlap is due to differences in the intra-molecular degrees of freedom.
Therefore by excluding all intra-molecular terms (i.e. using interaction energy-based corrections)
convergence can be achieved. Indeed this is what is observed here and will be covered in more detail
in the next section.
To complete the three-step thermodynamic cycle when using total energies, an additional calcu-
lation must be performed of the ligand in vacuum. This is displayed in the lower half of cycle II and
III in figure 2. However, the initial MM+QMintCoul correction required for the ligand in vacuum (cycle
II) would essentially be a standard classical MD as the interaction energy in vacuum is zero, and with
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the system size being relatively small, the fluctuation in the total Hamiltonian energy would be small,
leading to a high acceptance. The ligand energy differences required for the mutation from MM to
QM/MM in the Zwanzig equation (cycle III) were taken from values already calculated within the
top section of cycle II. For each ligand the calculated free energies converge to less than 0.2 kJ/mol
between the two runs. This result combined with the fact that our water molecules are rigid leads
to the conclusion that the lack of overlap between the configuration space should be attributed to
the inter-molecular interactions between the water molecules. While this appears to be the case for
the small rigid ligands we use in this study for larger ligands, with more intra-molecular degrees
of freedom, we would expect that the lack of configuration overlap would be caused also by ligand
intra-molecular terms.
3.5 Interaction Energy Perturbation
Interaction energies are commonly used when applying the Zwanzig equation as it has been often
observed that convergence with total energies is problematic.23 The smaller magnitudes of interaction
energies and the better overlap of the energies lead to better convergence. This can be understood
by the notion that the free energy of binding is primarily delivered by the interactions between the
ligand and receptor and these are improved by the quantum description.
When using interaction energies to go from QM/MM to full QM (equation 18), a much higher
degree of convergence is obtained. This is shown in Figure 5. The largest difference between the two
runs is 1.25 kJ/mol (ethylene glycol), well within thermal error (2.5 kJ/mol). These free energies can
then be combined with the cycle II free energies from the three-step thermodynamic cycle (Figure
2). The final corrected free energies can be seen in Table 4 under the column labelled “Elstner”.
In every case the free energies do not improve. Dimethyl ether and ethylene glycol stay essentially
unchanged. Thus, for the more polar ligands, where the main driving force behind the binding
energies is electrostatic (e.g. ethylene glycol and dimethyl ether) the correction from QM/MM to QM
is small. This is in contrast with the non-polar ligands, where dispersion is the prominent interaction,
where the corrections increase the relative hydration free energies. Overall the cycle II corrections
improve the correlation with the experimental free energies, however little to no improvement upon
cycle II is achieved when applying the final cycle (cycle III) in figure 2.
We have further examined the method used to calculate the dispersion. In our first attempt to
implement cycle III corrections the Elstner method was used. We have then also examined keeping
classical dispersion (as calculated by the force field) and alternatively using Grimme’s D2 correc-
tion. If the dispersion calculated by the force field is used, it is effectively cancelled out within the
Zwanzig equation. This is because the interaction energy at the QM/MM level can be divided into
two components, the electrostatics and dispersion.
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∆U int = ∆Uelec + ∆Udisp (19)
The electrostatic term came from the QM/MM correction and the dispersion term comes from the
force field. Similarly, the interaction energy at the full QM description can be split into the intrinsic
DFT terms (e.g. the Coulomb and exchange) and the empirical dispersion correction. Thus, in the
case where we retain the force field dispersion in the QM description, it will cancel out with the
dispersion included in QM/MM as the two are the same.
The use of the force field dispersion significantly improves the free energies calculated for cycle
II for every single ligand. Grimme’s D2 correction causes the largest errors between the different
dispersion approaches, to the point that overall it is a deterioration of accuracy compared to the
classical and to the QM/MM results. We have also tried the more advanced Grimme D3 approach
but the results obtained are essentially the same as with D2 method. In order to have a single measure
of accuracy for each method, the RMS error for each method was calculated and is shown in Table
4. This was calculated with respect to the experimental values. It is clear that QM/MM and QM
with force field dispersion improves upon the classical result with the QM with force field dispersion
producing dramatic improvement with RMS error of only 2.05 kJ/mol.
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Figure 4: PMFs for moving between UMM and UMM+QM int
Coul
. Each point shows the average energy dif-
ference required for equation 14 in kJ/mol. These energy differences were calculated for three λQM/MM
windows for each system. The value in brackets shows the acceptance.
18
Figure 5: Free energy calculated with the Zwanzig equation as a function of the number of snapshots in-
cluded when perturbing between the MM +QM intCoul and QM ensembles for ethylene glycol, dimethyl
ether and ethane. The blue line represents Run 1 and the red represents Run 2. For clarity, we don’t pro-
vide an absolute energy scale for the y axis, as only the relative energies between each run are important.
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Finally we investigate how our method depends on the choice of exchange-correlation functional.
For this purpose we have tried the LDA and BLYP exchange-correlation functionals in addition to the
PBE functional that we have used up to now, for a single mutation (ethanol to ethane) and examined
how these changes affect free energies at the QM/MM and at the full QM descriptions. The results
are shown in Table 5.
Table 5: Free energy corrections with different exchange-correlation functionals applied to the relative
hydration free energy between ethanol and ethane. The experimental relative hydration free energy is
7.6645 kJ/mol and the classical free energy is 0.53 kJ/mol.
Free Energy (kJ/mol)
Functional MM+QMintCoul corrected Elstner Force field disp Grimme D2 Grimme D3
PBE 8.71 10.31 7.52 11.07 10.79
Corrected LDA 9.46 15.48
BLYP 8.70 9.07 7.13 9.81 9.24
These results indicate that within the GGA approximation, switching between PBE and BLYP
plays a small role in obtaining accurate corrections. This is indicates similar behaviour between GGA
functionals. For the LDA the result for the QM/MM description is 0.7 kJ/mol worse than the GGA
functionals but really erroneous for the full QM description with an error of about 8 kJ/mol with
respect to experiment. We should note that we have not used any dispersion correction for the LDA
calculations as the LDA method intrinsically includes spurious attractive interactions that play a role
of dispersion in this case or in any case make the empirical dispersion corrections not applicable to
LDA.
Previously (Table 4), the results showed that using the force field dispersion yields the best cor-
rections and here the same trend can be observed again for PBE and BLYP.
4 Conclusions
We have presented a “stepping stone” approach for computing QM corrections to MM free energies
of binding that aims to overcome the convergence difficulties of similar approaches which are based
on a single-step free energy perturbation from the classical to the quantum system. Our approach
includes two stages: In the first stage we gradually mutate the MM system to QM/MM using thermo-
dynamic integration (TI) on intermediate ensembles generated via hybrid Monte Carlo simulations.
This stage accommodates most of the change in polarisation associated with the MM to QM mu-
tation. As a result the second stage, which is a single-step QM/MM to full QM mutation actually
converges well. Here, we validated our method on the calculation of hydration free energies for a
set of ligands with different polarities. We found that the mutation from MM to QM/MM is a def-
inite improvement in the relative hydration free energies with respect to classical TI results, and the
21
stage 2 correction where we mutate to the full QM ensemble produces further and more substantial
improvement reducing the classical max and RMS errors by a factor of 2. The approach is quite
sensitive to the choice of dispersion model but less so in the choice of GGA exchange correlation
functional. We would like to apply this method in future work to compute free energies of binding
between proteins and ligands.
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