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Abstract: For general β ľ 1, we consider Dyson Brownian motion at equilibrium and prove
convergence of the extremal particles to an ensemble of continuous sample paths in the limit
N Ñ 8. For each fixed time, this ensemble is distributed as the Airyβ random point field. We
prove that the increments of the limiting process are locally Brownian. When β ą 1 we prove that
after subtracting a Brownian motion, the sample paths are almost surely locally r-Ho¨lder for any
r ă 1 ´ p1` βq´1. Furthermore for all β ľ 1 we show that the limiting process solves an SDE in
a weak sense. When β “ 2 this limiting process is the Airy line ensemble.
1 Introduction and main results
Given an infinite sequence of independent two-sided standard Brownian motions tBiu8i“1 we consider
for each integer N ľ 1, the solution tλpNqi ptquNi“1 to the following system of stochastic differential
equations,1 for β ľ 1,
dλ
pNq
i ptq “
c
2
β
dBiptq `
ÿ
j‰i
1
λ
pNq
i ptq ´ λpNqj ptq
dt´ λ
pNq
i ptq
2N1{3
dt, t ą ´N (1.1)
where the initial data tλpNqi p´NquNi“1 is distributed as the Gaussian β-ensemble scaled so that it is
invariant under the above dynamics (so that the extremal particles are near ˘2N2{3). The above
system is called Dyson Brownian motion (DBM), and the invariant Gaussian β-ensemble has the
density on RN given by,
pβpµ1, . . . , µN qdµ :“ 1
Z
exp
«
´βN´1{3
Nÿ
i“1
µ2i
4
` β
ÿ
1ĺiăjĺN
logpµj ´ µiq
ff
1tµ1ăµ2ă¨¨¨ăµN udµ. (1.2)
For example, under this scaling, the quantity p´2N2{3 ´ λ1ptqq converges to the Tracy-Widomβ dis-
tribution as N Ñ8.
Note that the Biptq’s do not depend on N , so that the systems tλpNqi ptqui for different N have the
same Brownian motions. Using this coupling we prove the following estimate.
Theorem 1.1. There is an a ą 0 and a N0 ą 0 so that the following holds. Let N and M satisfy
M ľ N ľ N0. Then there is an event FN,M such that PrFN,M s ľ 1´N´a on which,
sup
1ĺiĺNa
sup
|t|ĺNa
ˇˇˇ
pλpNqi ptq ` 2N2{3q ´ pλpMqi ptq ` 2M2{3q
ˇˇˇ
ĺ N´a. (1.3)
This has some obvious consequences. Define Nk “ 2k. Clearly, the following limit exists almost
surely,
λiptq :“ lim
kÑ8
pλpNkqi ptq ` 2pNkq2{3q. (1.4)
1. We refer the interested reader to, e.g., [5] for a pedagogical discussion of the existence and uniqueness of strong
solutions of Dyson Brownian motion.
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Furthermore, we see that almost surely, λ
pNkq
i ptq converges uniformly on compact subsets r´T, T s to
λiptq so the latter are continuous and finite functions of t. Additionally, the λiptq stay ordered (of
course, they may not be strictly ordered in the limit N Ñ8).
The estimate of Theorem 1.1 immediately implies that the processes λNi ptq converge in probability
uniformly on compact sets to the limiting process λiptq. We summarize these observations in the
following.
Theorem 1.2. Let tλiptquiľ1,tPR be defined as in (1.4). Then each sample path is continuous in t and
for all i ľ 1 we have,
λiptq ĺ λi`1ptq (1.5)
for all t P R. Furthermore, there is a a ą 0 and C0 ą 0 so that,
P
«
sup
1ĺiĺNa,|t|ĺNa
|pλpNqi ptq ` 2N2{3q ´ λiptq| ľ N´a
ff
ĺ C0N´a. (1.6)
We will use the polynomial rate of convergence to deduce some properties of the limiting system
from the finite dimensional ones. Using the fact that the finite systems satisfy (1.1) as well as estimates
for the Gaussian β-ensemble we prove the following theorem.
Theorem 1.3. For any fixed i, s and S, the quantity
1?
ε
sup
0ĺtĺS
ˇˇˇ
pλips` εtq ´ λipsqq ´ p2{βq1{2pBips` εtq ´Bipsqq
ˇˇˇ
(1.7)
converges to 0 in probability as εÑ 0. If β ą 1, then for any r satisfying,
r ă 1´ 1
1` β (1.8)
there are exponents m1 ą 0 and m2 ą 0 and a constant C1 ą 0 so that for any ε ą 0, we have for
i ĺ ε´m1 that the estimate,
P
«
sup
#ˇˇ
λiptq ´ λipsq ´ p2{βq1{2pBiptq ´Bipsqq
ˇˇ
|t´ s|r : |t|, |s| ĺ 1, |t´ s| ĺ ε
+
ą C1
ff
ĺ C1εm2 . (1.9)
holds. In particular, the path t Ñ λiptq ´ p2{βq1{2Biptq is almost surely locally r-Ho¨lder for any
r ă 1´ pβ ` 1q´1.
A natural question about the limiting process is whether it solves any sort of limiting version of
the SDE (1.1). Towards this, we prove the following.
Theorem 1.4. There is a C ą 0 so that the following holds. For integer K ľ 1 and for i ĺ K1{100
P
„
sup
0ĺtĺK1{100
ˇˇˇ
ˇλiptq ´ λip0q´p2{βq1{2pBiptq ´Bip0qq
´
ÿ
j‰i,jĺK
ż t
0
1
λipsq ´ λjpsqds` aK
1{3t
ˇˇˇ
ˇ ą K´b

ĺ CK´b (1.10)
where b “ 1{100 and a is the constant a “ p16{p3π2qq1{3.
1.1 Relation to other work
Dyson Brownian motion (1.1) appears as the flow of eigenvalues of a Brownian motion on the space
of symmetric (resp., Hermitian, quaternionic self-dual) in the case β “ 1 (resp., β “ 2, 4) [17], and the
measure (1.2) is the joint distribution of the eigenvalues of the invariant Gaussian Orthogonal (resp.,
Unitary, Symplectic) Ensemble.
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There has been much work studying the existence of scaling limits of solutions to (1.1) in both
the bulk and the edge, as well as various characterizations of the limiting process. In the case β “ 2
the correlation functions of (1.1) have a special determinantal structure. For this determinantal case,
convergence of the correlation functions of (1.1) in both the bulk and edge for general cases of initial
data was obtained by Katori-Nagao-Tanemura [32]. Moreover, in the equilibrium β “ 2 case, the
limiting object is known as the Airy line ensemble [14], which is believed to be the universal scaling
limit of various two-dimensional statistical mechanical models; we will discuss further this aspect
momentarily.
The works of Osada [37,38], Kawamoto-Osada [33] and Osada-Tanemura [39] take a different point
of view of the edge limit of the system (1.1). In the cases of β “ 1, 2, 4 they have shown existence and
uniqueness of an infinite dimensional system of SDEs for general classes of initial data related to (1.1)
(its definition requires care as there is cancelation between the interaction term and the final confining
term of (1.1) which are both formally infinite in the N Ñ 8 limit). Moreover, they have also shown
convergence of the finite dimensional solutions to the solution of the infinite system. Note that while
we handle general β ľ 1, we treat only the stationary case and do not consider any general class of
initial data. Moreover, our only result on any sort of limiting system of SDEs is the weak form of
Theorem 1.4.
The work of Tsai [46] considered the bulk limit of (1.1) and proved the convergence to a system
of infinite-dimensional SDEs for general β ľ 1 (note that the bulk has a different scaling than that
indicated by our set-up of (1.1)). This result holds both for equilibrium initial data and a class of
non-equilibrium initial data.
In the work [43], Sodin considered the eigenvalues of submatrices of time-varying Wigner matrices.
The eigenvalues of a matrix and those of its top left k ˆ k minors comprise an interlacing triangular
array, each level being the eigenvalues of a minor. Sodin proved that under some conditions on the
matrix process, that these time-varying triangular arrays have a limit at the spectral edge. In the
example of Dyson Brownian motion, the top level of his limiting process agrees with ours in the case
of β “ 1, 2, 4 (his work explicitly only deals with β “ 1, 2 but the modification to β “ 4 is likely
straightforward). In the β “ 2 case this process was previously studied by Adler-Nordenstam-Van
Moerbeke [2] and Ferrari-Frings [25].
As can be seen from the discussion, prior to our work, dynamical convergence of the edge scaling
limit of Dyson Brownian motion at equilibrium was unavailable outside of the classical β “ 1, 2, 4. For
general β only the convergence of the fixed time distributions was known; this was proven by Ramirez,
Rider and Vira´g [42]. They moreover offered an attractive description of the limiting distribution
as the smallest eigenvalues of the Stochastic Airy operator, a random Schro¨dinger operator on the
half-line, confirming the prediction of Edelman-Sutton [18]. It is a motivating question on whether
the dynamical limit may be described as the eigenvalues of a time-dependent random Schro¨dinger
operator. In this direction, matrix models for Dyson Brownian motion have been studied by Holcott-
Paquette [30] and Allez-Bouchard-Guionnet [3, 4]. An alternative approach to the edge limits of
β-ensembles was developed by Gorin-Shkolnikov in [29].
In a different direction, the works of Gorin and Shkolnikov have introduced and studied multilevel
systems of Dyson Brownian motion [27, 28]. That is, they consider for general β, time dependent
triangular arrays whose fixed-time distributions are a generalization (in the parameter β) of the GUE
corners process (i.e., the eigenvalues of a GUE matrix and its the top left k ˆ k corners), and each
level of which is a Dyson Brownian motion. For β ľ 4 they prove the joint convergence of the (gaps
between) the left-most particle of each level of the DBM (whereas we consider the left-most particles
of a single level of DBM).
Very recently, Gorin and Kleptsyn [26] studied the convergence of the edge limit of Dyson Brownian
motion in the limit β “ 8 (note that there is a rescaling of the particles by ?β before taking the limit
β Ñ8). Their result [26, Theorem 1.2] can be viewed as an integrable analogue of our Theorem 1.2.
It would be interesting to take the β Ñ 8 limit of our process and try to recover their limit; that is,
to prove that the β,N Ñ8 limits can be interchanged.
In the case β “ 2 the limiting process is known as the Airy line ensemble [14]. This ensemble
is believed to be a universal scaling limit for various two-dimensional statistical mechanics models.
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For example, Pra¨hofer and Spohn [40] showed that it arises as the scaling limit a polynuclear growth
model. We refer the reader to the works [13, 15, 16, 41] and the references therein for more on the
scaling limits of statistical mechanical models.
With regards to the Airy line ensemble, a recent research direction has been the investigation of the
local Brownian nature of the sample paths. The work of Corwin and Hammond proved a Brownian
Gibbs property for the Airy line ensemble and consequently obtained that the sample paths are
locally absolutely continuous with respect to Brownian motion. This point was quantified in terms of
estimates on the Radon-Nikodyn derivative by Calvert-Hammond-Hegde [11]. We were able to use the
explicit rate of convergence provided by Theorem 1.2 together with the fact that the finite-dimensional
system satisfies the SDEs of (1.1) to obtain the results of Theorem 1.3 on the local properties of the
sample paths of our limit.
Our method of proving Theorem 1.2 is partly based on prior work of the author together with
Sosoe and Yau [34–36] on the local ergodicity of Dyson Brownian motion with general initial data.
The motivation for that work is the study of universality of eigenvalues of random matrices; we refer
to the works [19,22,24,44,45] and the references therein. The application of Dyson Brownian motion
in the context of universality for general β originates with the works of Erdo¨s-Schlein-Yau [21].
The work [36] establishes the local ergodicity of DBM with general initial data at the spectral
edge in the case of β “ 1, 2, 4. The result proven there is that given two solutions to (1.1) with
different initial data at t “ 0, the difference between the two solutions (up to a deterministic shift and
scaling) after any polynomially large time t “ N δ is op1q for particles near the edge. An adaptation
of this method was used by Cipolloni-Erdo˝s-Kru¨ger-Schro¨der in their work on the cusp universality
of random matrices [12, 20]. For β “ 2 the limiting point process is known as the Pearcey process
and has a determinantal structure; however for β “ 1 no such process exists. In [12], they applied
their adaptation of the work [36] to compare random matrix systems of different sizes, allowing for
the proof of existence of a limiting β “ 1 point process. We use a similar idea here and couple all of
the systems of different sizes together.
The analysis of [36] requires as input certain rigidity estimates, which are high probability estimates
on the particle locations at a near-optimal scale. Rigidity estimates are usually established using
random matrix methods involving analysis of the resolvent. This is the primary reason why the
results of [36] are resticted to β “ 1, 2, 4 where random matrix methods are available. We remark
that the optimal rigidity results in the cusp case were proven in [20], being a key technical estimate
in their proof of universality.
By working at equilibrium we bypass the random matrix restriction β “ 1, 2, 4 as rigidity results for
general β-ensembles were proven by Bourgade-Erdo˝s-Yau [7–9]. However, the method of [36] requires
the use of certain interpolating systems between the two sets of initial data under consideration. If
we were to apply this method to the set-up considered here, the interpolating systems would not be
in equilibrium and we would have no rigidity results.
Rigidity for the process (1.1) for non-equilibrium classes of initial data was established in the bulk
by the author together with Huang [31] and at the edge by Adhikari-Huang [1] (we note that these
results apply to a more general situation than that considered here, where the quadratic potential
implicit in (1.1) is replaced by a general confining potential). However, the edge rigidity is delicate,
and the interpolating processes constructed in [36] do not satisfy the assumptions of [1]. Instead of
attempting to modify the work [1], we give a different approach to analyzing the system (1.1) than [36];
this approach avoids the use of any interpolating ensembles at the cost of somewhat weaker estimates.
This method may be independent interest, applicable in situations where rigidity can be established
via other means but the use of interpolating ensembles needs to be avoided. A drawback of this
approach is that one is required to establish level repulsion estimates, which estimate the probability
that two particles get too close. In our situation, these estimates at the edge were basically established
by Bourgade-Erdo˝s-Yau in [8] (building on ideas of [9,23]). Additionally, similar to [36], our approach
uses the important coupling idea of [10] as well as the energy estimate of [8].
We would also like to mention that Bourgade has recently given a new approach to the ergodicity
of Dyson Brownian motion [6]. As an application he obtained the first explicit rate of convergence to
the Tracy-Widom distribution for general Wigner matrices.
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As a final side comment, we point out that using the universality results of [1,36], it is possible to
deduce that our limiting process is also the edge scaling limit of (up to deterministic re-scalings):
1. The Langevin dynamics of β-ensembles with general potential at equilibrium.
2. The “long-time” limit of Langevin dynamics of β-ensembles with general potential and certain
classes of deterministic initial data. To be more precise, if one considers the solution µ
pNq
i ptq of
(1.1) with initial data at t “ 0 obeying the conditions of [1], then for any ω ą 0, the limit of
tµipt`Nωui,t will coincide with our limiting process tλiptqui,t.
In light of the above, the rough heuristic is then that if a solution of (1.1) (or its general potential
analogue) with some set of initial data has the condition that the fixed time distributions converge to
the Airyβ random point field, then it is expected that the multi-time distribution converges to that of
tλiptqui,t.
Acknowledgements. The author thanks Vadim Gorin for suggesting this problem as well as com-
ments on a draft of this work. The author thanks Amol Aggarwal for comments on a draft and for
suggesting further lines of investigation of the limiting process, as well as Philippe Sosoe for enlight-
ening discussions. The author also thanks Paul Bourgade for guidance concerning level repulsion
estimates.
1.2 Organization of remainder of paper
In Section 2 we collect some known results about the Gaussian β-ensemble. In Section 3 we prove the
results regarding convergence of DBM edge, Theorems 1.1 and 1.2. In Section 4 we prove our results
on the properties of the limiting process, Theorems 1.3 and 1.4. An appendix collects a technical level
repulsion result which is proven by following the argument in [8].
2 Auxilliary results for the Gaussian β-ensemble
We will denote expectation and probability with respect to the Gaussian β-ensemble pβpµ1, . . . , µN q
defined in (1.2) by Eβ and Pβ. As is well-known, the empirical measure of the particles under pβ when
rescaled by N2{3 converges to Wigner’s semicircle distribution,
ρscpEqdE :“ 1t|Eĺ2u
1
2π
a
4´ E2dE. (2.1)
Denote by γ
pNq
i the N -quantiles of the semicircle distribution,
i
N
“
ż γpNqi
´2
ρscpEqdE. (2.2)
At one point we will we have use of the Stieltjes transform,
mscpzq “
ż
ρscpxq
px´ zqdz “
´z `?z2 ´ 4
2
. (2.3)
We let Fξ be the event,
Fξ “
Nč
i“1
!
|µi ´N2{3γpNqi | ĺ N ξ pˆiq´1{3
)
, (2.4)
where
iˆ :“ minti,N ` 1´ iu. (2.5)
The following rigidity result was proven in Theorem 2.4 of [8].
Theorem 2.1. For any ξ ą 0 there are constants c ą 0 and C ą 0 so that,
P
βrFξs ľ 1´ Ce´Nc . (2.6)
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We require a level repulsion estimate which controls the probability that neighbouring particles get
too close under the Gaussian β-ensemble measure. For the most part, the result we need was proven
in Theorem 3.2 of [8]. However, the result stated there is not quite the full statement we require,
as it misses a few particles near the edge. Fortunately, the proof technique applies with almost no
modifications to give the result we need; we give the details in Appendix A where the proof of the
following is provided, essentially copying the work done in [8].
Theorem 2.2. For all ε ą 0 and r ą 0 there is a constant C ą 0 we have for all sufficiently small ξ
(depending on ε, r) that for all s ą 0,
P
βrFξ X tµi`1 ´ µi ĺ sˆi´1{3s ĺ CN εs1`β´r, (2.7)
for all i ĺ N9{10.
3 Convergence calculations
Given an infinite sequence of two-sided Brownian motions tBiu8i“1 we consider for each N , the solution
λ
pNq
i ptq to the SDEs, for β ľ 1,
dλ
pNq
i ptq “
c
2
β
dBiptq `
ÿ
j‰i
1
λ
pNq
i ptq ´ λpNqj ptq
dt´ λ
pNq
i ptq
2N1{3
dt, t ą ´1 (3.1)
where the initial data tλpNqi p´1quNi“1 is distributed as a Gaussian β-ensemble scaled so that the largest
particle is at 2N2{3. This distribution is stationary for the above system. Note that the Biptq’s do not
depend on N , so that the systems tλpNqi ptqui for different N have the same Brownian motions.
Fix N sufficiently large and M satisfying N ĺM ĺ 10N . We define,
xiptq “ λpNqi ptq ` 2N2{3, yiptq “ λpMqi ptq ` 2M2{3. (3.2)
They satisfy the following equations,
dxiptq “
c
2
β
dBiptq `
ÿ
j‰i
1
xiptq ´ xjptqdt`N
1{3dt´ xiptq
2N1{3
dt, (3.3)
and
dyiptq “
c
2
β
dBiptq `
ÿ
j‰i
1
yiptq ´ yjptqdt`M
1{3dt´ yiptq
2M1{3
dt. (3.4)
The goal of this section is to prove the following theorem
Theorem 3.1. There is a a ą 0 so that for all sufficiently large N the following holds with probability
at least 1´N´a,
sup
1ĺiĺNa
sup
|t|ĺNa
|xiptq ´ yiptq| ĺ N´a (3.5)
Theorem 1.1 is a straightforward consequence of this and a dyadic argument.
Proof of Theorem 1.1. Given N and M define a sequence tnkumk“0 s.t. n0 “ N , nm “ M and for
0 ă i ă m,
ni “ 2i2tlog2pNqu (3.6)
with m´ 1 “ tlog2pMqu ´ tlog2pNqu. Then we write,
pλpMqi ptq ` 2M2{3q ´ pλpNqi ptq ` 2N2{3q “
mÿ
j“1
”
λ
pnjq
i ptq ` 2n2{3j q ´ pλ
pnj“1q
i ptq ` 2n2{3j´1q
ı
. (3.7)
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Let Ej be the event,
sup
|t|ĺNa
sup
1ĺiĺNa
ˇˇˇ
λ
pnjq
i ptq ` 2n2{3j q ´ pλpnj“1qi ptq ` 2n2{3j´1q
ˇˇˇ
ĺ pnj´1q´a. (3.8)
Since N ĺ nj for all j ľ 1, by Theorem 3.1 we have that PrEjs ľ 1´pnj´1q´a. We let FN,M “
Şm
j“1 Ej .
The claim follows from the fact that
mÿ
j“1
pnjq´a ĺ C2´atlog2pNqu
ÿ
ją0
2´j ĺ CN´a. (3.9)
3.1 Quantiles
Let γpNq and γpMq be the N - and M -quantiles of ρsc,
i
N
“
ż γpNqi
´2
dρscpxqdx, j
M
“
ż γpMqi
´2
dρscpyqdy. (3.10)
By direct calculation for i ĺ αN for small α,
N2{3pγpNqi ` 2q “
ˆ
2
3
iπ
˙2{3
`O
˜
i5{3
N
¸
(3.11)
Define now the quantiles,
γ
pxq
i :“ N2{3pγpNqi ` 2q, γpyqi :“M2{3pγpMqi ` 2q, (3.12)
and the measures,
νpxqpEqdE :“ N1{3ρscpN´2{3E ´ 2qdE, νpyqpEqdE “M1{3ρscpM´2{3E ´ 2qdE. (3.13)
For ξ ą 0 let us denote the event,
Gξ :“ t|xiptq ´ γpxqi | ĺ N ξN´2{3 iˆ´1{3 : 1 ĺ i ĺ N,´N ĺ t ĺ Nu
X t|yiptq ´ γpyqi | ĺM ξM´2{3 iˆ´1{3 : 1 ĺ i ĺ N,´N ĺ t ĺ Nu (3.14)
We have the following lemma, a similar form of which appeared before in [34]. It may be deduced
from [1]. We provide a self-contained proof in Appendix B.
Lemma 3.2. For any ξ, D ą 0 we have that
PrGξs ľ 1´N´D (3.15)
for large enough N .
3.2 Regularized dynamics
We first introduce the following regularization, similar to [10]. Fix,
Cr “ 106, (3.16)
and define
εjk “
#
N´Cr , j ą k
´N´Cr , j ă k . (3.17)
We also take a t0 satisfying,
´N ĺ t0 ĺ 0. (3.18)
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We allow t0 to depend on N . We define the regularizations xˆi by
dxˆjptq “
c
2
β
dBjptq `
ÿ
k‰j
1
xjptq ´ xkptq ` εjk dt`N
1{3dt´ xjptq
2N1{3
dt, t ą t0 (3.19)
and
xˆjpt0q “ xjpt0q. (3.20)
We construct the regularized dynamics yˆj similarly, by
dyˆjptq “
c
2
β
dBjptq `
ÿ
k‰j
1
yjptq ´ ykptq ` εjk dt`M
1{3dt´ yjptq
2M1{3
dt, t ą t0 (3.21)
and
yˆjpt0q “ yjpt0q. (3.22)
The following provides an estimate for the effect of the regularization. The proof is similar to [10].
Lemma 3.3. There is an event F1 with PrF1s ľ 1´N´100 on which,
|xˆjptq ´ xjptq| ` |yˆjptq ´ yjptq| ĺ N´10, t0 ĺ t ĺ N, 1 ĺ j ĺ N1{2. (3.23)
Proof. The difference satisfies,
dpxˆjptq ´ xjptqq “
ÿ
k‰j
εjk
pxj ´ xk ` εjkqpxj ´ xkqdt. (3.24)
We have, for sufficiently small ξ ą 0,
ÿ
jĺN1{10,k‰j
E
„
1Gξ
ż N
´N
ˇˇˇ
ˇ εjkpxjptq ´ xkptq ` εjkqpxjptq ´ xkptqq
ˇˇˇ
ˇ

ĺN1´Cr{2
ÿ
jĺN1{10
ż N
´N
E
ˇˇˇ
ˇ1Gξ 1|xjptq ´ xj`1ptq|3{2
ˇˇˇ
ˇ
ĺCN´105 . (3.25)
In the last line we used Theorem 2.2. The estimate for the difference xˆj ´ xj follows from integration
and Markov’s inequality. The estimate for yˆj ´ yj follows analogously.
3.3 Approximate cut-off dynamics
We introduce two exponents,
ωK ą 0, τ1 ą 0 (3.26)
and the parameters
K “ NωK , t1 “ N τ1 . (3.27)
We will assume,
ωK ă 10´1, τ1 ă ωK{103. (3.28)
We require a further scale given by δc ą 0. We assume,
δc ă 10´3, (3.29)
and define,
γpcq :“ γpxq
tK`Kδcu
. (3.30)
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We now define some process tx˜jptqu1ĺjĺK and ty˜jptqu1ĺjĺK for t ľ t0, which we will refer to as the
approximate cut-off dynamics. We define the x˜1is as the solution to,
dx˜jptq “
c
2
β
dBjptq `
ÿ
k‰j,kĺK
1
xjptq ´ xkptq ` εjk dt` 1txjptqĺγpcqu
˜ż 8
γpcq
νpxqpxqq
xjptq ´ xdx
¸
dt`N1{3dt,
(3.31)
for t ą t0 and with initial data x˜jpt0q “ xˆjpt0q “ xjpt0q. Similarly, we define
dy˜jptq “
c
2
β
dBjptq `
ÿ
k‰j,kĺK
1
yjptq ´ ykptq ` εjk dt` 1tyjptqĺγpcqu
˜ż 8
γpcq
νpxqpxq
yjptq ´ xdx
¸
dt`N1{3dt,
(3.32)
for t ą t0 and with initial data y˜jpt0q “ yˆjpt0q “ yjpt0q. A few remarks are in order. First, in the
dynamics for y˜ we use some of the x quantities, i.e., the measure νpxq and N1{3 (instead of M1{3 and
νpyq). We will provide momentarily a few deterministic calculations which will be used to account for
this difference when we estimate the effect of our cut-offs.
Secondly, note that on the event Gξ for ξ ą 0 sufficiently small, the indicator function in the above
dynamics is identically 1.
We now complete the aforementioned deterministic calculations.
Lemma 3.4. Suppose a satisfies,
´ γpxq2K ĺ a ĺ γpxqK`Kδc´Kδc{4 . (3.33)
Then, ż 8
γpcq
νpxqpxq
a´ x dx “
ż´ γpcq
0
?
x
πpa´ xqdx´N
1{3 `
a
paq´ `OpN´1{3 logpNq|γpcq|3{2q, (3.34)
where the integral on the RHS is interpreted as a principal value.
Proof. We write, ż 8
γpcq
νpxqpxq
a´ x dx “
ż´ 8
´8
νpxqpxq
a´ x dx´
ż´ 8
γpcq
νpxq
a´ xdx. (3.35)
The first term equals,ż´ 8
´8
νpxqpxq
a´ x dx “ ´N
1{3mscpN´2{3a´ 2q “ ´N1{3 `
a
paq´ `O
´
|a|N´1{3 ` |a|3{2N´2{3
¯
. (3.36)
For the second term, we start with
νpxqpxq “ N1{3ρscpN´2{3x´ 2q “ 1
π
?
x´ 1
2π
N´2{3x3{2
1?
4`
a
4´N´2{3x
. (3.37)
Define gpxq :“ p2`
a
4´N´2{3xq´1. If a ĺ 0 then,
ż γpcq
0
N´2{3
ˇˇˇ
ˇˇx3{2gpxq
x´ a
ˇˇˇ
ˇˇdx ĺ CN´2{3|γpcq|3{2. (3.38)
Fix some η ą 0, with η ă γpcq{2. If 0 ă a ă η,
ż´ γpcq
0
x3{2gpxq
x´ a dx “
ż´ 2a
0
x3{2gpxq
x´ a dx`
ż γpcq
2a
x3{2gpxq
x´ a dx. (3.39)
The first term satisfies,ż´ 2a
0
x3{2gpxq
x´ a dx “
ż 2a
0
x3{2gpxq ´ a3{2gpaq
x´ a dx “ O
´
|a|3{2
¯
(3.40)
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The second term satisfies,ż γpcq
2a
ˇˇˇ
ˇˇx3{2gpxq
x´ a
ˇˇˇ
ˇˇdx ĺ C ż γpcq
2a
|x|1{2dx ĺ C|γpcq|3{2. (3.41)
If a ą η, we break the integral up into three segments.ż´ γpcq
0
x3{2gpxq
x´ a dx “
ż a´η
0
`
ż´ a`η
a´η
`
ż γpcq
a`η
x3{2gpxq
x´ a dx (3.42)
The first one is estimated by,ˇˇˇ
ˇˇż a´η
0
x3{2gpxq
x´ a dx
ˇˇˇ
ˇˇ ĺ |a|3{2C ż a´η
0
1
|x´ a|dx ĺ C|a|
3{2| logpηq|. (3.43)
The second is estimated similarly to (3.39) and is Opη|a|1{2q. The third is estimated similarly to (3.43)
and is Op|γpcq|3{2| logpηqq. We take η “ N´20.
Lemma 3.5. Suppose a satisfies,
´ γpxqK ĺ a ĺ γpxqK`Kδc´Kδc{2 . (3.44)
Then, ˇˇˇ
ˇˇż 8
γ
pxq
K`Kδc
νpxqpxq
a´ x dx`N
1{3 ´M1{3 ´
ż 8
γ
pyq
K`Kδc
νpyqpxq
a´ x dx
ˇˇˇ
ˇˇ ĺ CN´1{3 logpNqK. (3.45)
Proof. Note that since γ
pxq
j “ γpyqj `O
`
N´1K5{3
˘
for j ĺ 2K, the condition on a implies that,
´ γpyq2K ĺ a ĺ γpyqK`Kδc´Kδc{4 . (3.46)
Hence we can apply the previous lemma with the y-quantities in place of x (i.e., νpyq and M1{3 instead
of νpxq and N1{3). We see that in order to conclude the proof we need to estimate,ˇˇˇ
ˇˇż γpyqK`Kδc
γ
pxq
K`Kδc
?
x
x´ a
ˇˇˇ
ˇˇ . (3.47)
The condition on a implies that the denominator is greater than 1. Hence, the integral is bounded by,ˇˇˇ
ˇˇż γpyqK`Kδc
γ
pxq
K`Kδc
?
x
x´ a
ˇˇˇ
ˇˇ ĺ C|γpcq|1{2K5{3N´1 (3.48)
and we conclude the proof from our assumption that K ĺ N1{10 and from the estimate |γpcq| ĺ
CK2{3.
We often have to control quantities like i2{3 ´ j2{3, so the following elementary lemma is useful.
Lemma 3.6. For a and b positive,
|a2{3 ´ b2{3| — |a´ b|
a1{3 ` b1{3 . (3.49)
Proof. This follows simply from the identity,
A3 ´B3 “ pA´BqpA2 `AB `B2q “ pA2 ´B2qA
2 `AB `B2
A`B (3.50)
and taking A “ a1{3 and B “ b1{3.
We will use the above lemma without comment throughout this section.
We can now prove the following estimate controlling the approximate cut-off dynamics introduced
above.
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Lemma 3.7. Let δ ą 0. There is a c ą 0 so that the following holds. There is an event F2 of
probability greater than PrF2s ľ 1´K´cδ, on which it holds for every 1 ĺ j ĺ K that,
sup
0ĺtĺt1
|x˜jpt0 ` tq ´ xˆjpt0 ` tq| ` |y˜jpt0 ` tq ´ yˆjpt0 ` tq| ĺ Cp1` t1qK
1{3Kδ`δc
K ´ j ` 1 (3.51)
Proof. We have,
dpxˆj ´ x˜jqptq “
¨
˝ ÿ
KălĺK`Kδc
1
xjptq ´ xlptq ` εjl
˛
‚dt (3.52)
`
¨
˝ ÿ
lľK`Kδc
1
xjptq ´ xlptq ` εjl ´ 1txjptqĺγpcqu
ż 8
γpcq
dνpxqpxq
xjptq ´ xdx
˛
‚dt (3.53)
` 1
2N1{3
pxjqptqqdt (3.54)
“: A1,jptqdt`A2,jptqdt`A3,jptqdt (3.55)
If j ĺ K ´Kδ{10, then we see that on Gξ for ξ sufficiently small, that
|A1,jptq| ĺ C K
δc
pK ` 1q2{3 ´ j2{3 ĺ C
KδcK1{3
K ´ j ` 1 (3.56)
for all t P r´1, 1s. For K ´Kδ{10 ĺ j ĺ K we estimate,ż t1
0
|Aj,1pt0 ` sq|ds ĺ
ÿ
K´Kδ{10ĺkĺK
ż t1
0
|Ak,1pt0 ` sq|ds. (3.57)
We have,
E
»
–1Gξ ÿ
K´Kδ{10ĺkĺK
ż t1
0
|Ak,1pt0 ` sq|ds
fi
fl ĺ CKδc`2δK1{3t1 (3.58)
Hence by Markov’s inequality, there is a single event of probability at least 1 ´ K´cδ on which for
every 1 ĺ j ĺ K we have, ż t1
0
|A1,jpt0 ` sq|ds ĺ p1` t1qK
3δ`δcK1{3
K ´ j ` 1 . (3.59)
On Gξ for sufficiently small ξ we have, that
|A2,j | ĺ
ÿ
lľK`Kδc
ˇˇˇ
ˇˇ 1
xjptq ´ xlptq ` εj,l ´
ż γpxq
l`1
γ
pxq
l
dνpxqpxq
xjptq ´ x
ˇˇˇ
ˇˇ
ĺ C
ÿ
lľK`Kδc
N ξ
pj2{3 ´ l2{3q2mintl1{3, pN ` 1´ lq1{3u
ĺ CN ξ
ÿ
lľK`Kδc
l1{3
pj ´ lq2 ` CN
´1 ĺ C K
1{3`δ
K ´ j ` 1 . (3.60)
We assume that ξ is small enough that N ξ ĺ Kδ. For the last inequality we used,
ÿ
ląK`1
l1{3
pj ´ lq2 ĺ C
ÿ
ląK`1
j1{3
pj ´ lq2 `
1
pj ´ lq5{3 ĺ C
K1{3
pK ` 1´ jq . (3.61)
On the event Gξ we for sufficiently small ξ ą 0 that
|A3,j | ĺ C K
N1{3
. (3.62)
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This completes the estimate for the difference xˆj ´ x˜j . For the difference yˆj ´ y˜j there is an additional
term,
A4,j :“
ż 8
γ
pxq
K`Kδc
νpxqpxq
a´ x dx`N
1{3 ´M1{3 ´
ż 8
γ
pyq
K`Kδc
νpyqpxq
a´ x dx. (3.63)
This is handled by Lemma 3.5.
For the gaps we have a better estimate.
Lemma 3.8. Let δ ą 0. There is an event F3 with probability at least PrF3s ľ 1´K´cδ on which,
sup
0ĺt1ĺt
|px˜a ´ x˜bq ´ pxˆa ´ xˆbq| pt0 ` tq ĺ Kδ`δcp1` t1q |a´ b|
a1{3 ` b1{3
K2{3
pK ´ a` 1qpK ´ b` 1q (3.64)
for all a, b ĺ K. The same estimate holds for the quantities py˜a ´ y˜bq ´ pyˆa ´ yˆbq. Moreover the same
estimate holds with the xˆi’s replaced by xi’s, etc.
Proof. We write,
d ppx˜a ´ x˜bq ´ pxˆa ´ xˆbqq “
¨
˝ ÿ
KĺlĺK`Kδc
xa ´ xb
pxl ´ xa ` εqpxl ´ xb ` εq
˛
‚ (3.65)
`pxa ´ xbq
¨
˝ ÿ
lľK`Kδc
1
pxa ´ xl ´ εqpxb ´ xl ´ εq ´
ż 8
γpcq
dνpxqpxq
pxa ´ xqpxb ´ xq
˛
‚dt (3.66)
` xa ´ xb
2N1{3
dt “: pD1ptq `D2ptq `D3ptqq dt. (3.67)
As in the previous lemma,|D3ptq| ĺ CKN´1{3 on Gξ. We next estimate D1. We have,
|D1| ĺ Kδc |xa ´ xb|pxK`1 ´ xa ` εqpxK`1 ´ xb ` εq (3.68)
On Gξ for ξ sufficiently small, we have for p ĺ K,
pxK`1 ´ xp ` εq ľ ppK ` 1q2{3 ´ p2{3qK1{3K´δpxK`1 ´ xK ` εq. (3.69)
Hence, for all a, b ĺ K we have on Gξ,ż t1
0
|D1pt0`sq|ds ĺ K4δ`δc |a´ b|
a1{3 ` b1{3
K2{3
pK ´ a` 1qpK ´ b` 1q
ż t0`t1
t0
ż
1
K2{3pxK`1psq ´ xKpsq ` εq2
ds.
(3.70)
By Theorem 2.2 and Markov’s inequality, there is an event of probability at least 1´K´cδ on which,ż t0`t1
t0
1
K2{3pxK`1psq ´ xKpsq ` εq2
ĺ p1` t1qKδ. (3.71)
For D2 we have by rigidity that on Gξ for small enough ξ ą 0, for a ĺ b we have,
1
xb ´ xa |D2| ĺ K
δ
ÿ
lľK`Kδc
l´1{3
pl2{3 ´ a2{3qpl2{3 ´ b2{3q2 ĺ CK
δ
ÿ
lľK`Kδc
l2{3
pl ´ aqpl ´ bq2 . (3.72)
We estimate the final sum by,
ÿ
lľK`Kδc
l2{3
pl ´ aqpl ´ bq2 ĺ Cb
2{3
ÿ
lľK`Kδc
1
pl ´ aqpl ´ bq2 ` C
ÿ
lľK`Kδc
1
pl ´ aqpl ´ bq4{3
ĺ C b
2{3
pK ´ a` 1qpK ´ b` 1q `C
1
pK ´ a` 1qpK ´ b` 1q1{3
ĺ C K
2{3
pK ´ a` 1qpK ´ b` 1q . (3.73)
This completes the estimate for the differences of the xˆi’s and x˜i’s. The estimates for the yˆi’s and y˜i’s
are similar.
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3.4 Parabolic equation for difference of cut-off dynamics
We now consider the differences,
ujptq :“ x˜jptq ´ y˜jptq, 1 ĺ j ĺ K. (3.74)
On the event Gξ for sufficiently small ξ ą 0, this function obeys the following discrete parabolic
equation
d
dt
uiptq “
ÿ
j‰i,jĺK
Bijptqpujptq ´ uiptqq ´Wiptquiptq ` ξiptq ` qiptq, (3.75)
with coefficients,
Bijptq :“ 1pxiptq ´ xjptq ` εijqpyiptq ´ yjptq ` εijq ,
Wiptq :“ 1txiptqĺγpcqu1tyiptqĺγpcqu
ż 8
γpcq
dνpxqpxq
pxiptq ´ xqpyiptq ´ xqdx, (3.76)
and forcing terms,
ξiptq :“
ÿ
j‰i,jĺK
Bijptqprpx˜i ´ x˜jq ´ pxi ´ xjqs ´ rpy˜i ´ y˜jq ´ pyi ´ yjqsq
qiptq :“Wiptqpx˜i ´ xi ´ py˜i ´ yiqq, (3.77)
where we omitted the argument ptq from some of the x˜i’s, xi’s, etc. Note that we restrict to the event
Gξ so that the terms Wiptq have a simple form; recall that the indicator functions appearing in (3.31)
and (3.32) are identically 1 on Gξ. We introduce the operator A by
pAptqwqi :“
ÿ
j‰i,jĺK
Bijptqpwj ´ wiq ´Wiptqwi. (3.78)
3.5 Estimates of forcing terms
We now estimate the quantities ξiptq and qiptq which appeared in the parabolic equation that we
derived in the previous subsection.
Lemma 3.9. For any δ ą 0 there is an event F4 with probability PrF4s ľ 1´K´cδ on which we have
for all 1 ĺ a ĺ K and all 0 ĺ t ĺ t1,
|ξapt0 ` tq| ĺ p1` t1q
|Ba,a`1pt0 ` tq| ` 1taą1u|Ba,a´1pt0 ` tq|
a2{3
K1`δ`δc
pK ´ a` 1q2 . (3.79)
Proof. On the event F3 X Gξ where F3 is the event described in Lemma 3.8 and ξ ą 0 small enough
we have,
|ξa| ĺ p1` t1q
ÿ
|j´a|ĺKδ
`|Ba,a`1| ` 1taą1u|Ba,a´1|˘Kδ`δcK2{3
a1{3pK ´ a` 1q2
` p1` t1q
ÿ
|j´a|ąKδ
a1{3 ` j1{3
|j ´ a|
K2{3Kδ`δc
pK ´ a` 1qpK ´ j ` 1q
ĺ p1` t1q
|Ba,a`1| ` 1taą1u|Ba,a´1|
a2{3
K3δ`δc
K
pK ´ a` 1q2
` p1` t1q
ÿ
|j´a|ąKδ
a1{3 ` j1{3
|j ´ a|
K2{3Kδ`δc
pK ´ a` 1qpK ´ j ` 1q . (3.80)
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Note that in the above, all summations are restricted to indices j ĺ K. The same remark holds for
the following calculation in which we estimate the sum in the last line by,
ÿ
|j´a|ąKδ
a1{3 ` j1{3
|a´ j|
K2{3
pK ´ a` 1qpK ´ j ` 1q
ĺ K
K ´ a` 1
ÿ
jĺpK`aq{2,j‰a
1
|a´ j|pK ´ j ` 1q `
K
K ´ a` 1
ÿ
jąpK`aq{2
1
|a´ j|pK ´ j ` 1q
ĺ 2K
K ´ 1` a
ÿ
jĺpK`aq{2,j‰a
1
|a´ j|pK ´ a` 1q `
2K
K ´ a` 1
ÿ
jąpK`aq{2
1
pK ´ a` 1qpK ´ j ` 1q
ĺC K logpKqpK ´ a` 1q2 (3.81)
Hence, on the event F3 X Gξ we see that,
|ξa| ĺ p1` t1q
|Ba,a`1| ` 1taą1u|Ba,a´1|
a2{3
K1`5δ`δc
pK ´ a` 1q2 . (3.82)
This is the desired estimate.
Lemma 3.10. Let δ ą 0. There is an event F5 with probability at least PrF5s ľ 1 ´K´cδ on which
for every i,
sup
0ĺtĺt1
|qipt0 ` tq| ĺ p1` t1q K
1`δ`δc
pK ´ i` 1q2 . (3.83)
Proof. On the event F2 X Gξ, where F2 is the event of Lemma 3.7 we have for sufficiently small ξ,
|qi| ĺ p1` t1qK
1{3Kδ`δc
K ´ i` 1
ÿ
jąK
j2{3
pj ´ iq2 ĺ p1` t1q
K1{3`δ`δc
K ´ i` 1
ÿ
jąK
i2{3
pj ´ iq2 `
1
pj ´ iq4{3
ĺ p1` t1qK
1{3`δ`δc
K ´ i` 1
˜
K2{3
K ´ i` 1 `
1
pK ´ i` 1q1{3
¸
ĺ Cp1` t1q K
1`δ`δc
pK ´ i` 1q2 . (3.84)
This is the claim.
3.6 Finite speed of propogation
We now split our operator into a short-range and long-range part. We fix a cut-off ℓ,
ℓ :“ K2{3`εℓ (3.85)
where
0 ă εℓ ă 1{6. (3.86)
We then define,
A “ S `R (3.87)
where
pSuqj :“
ÿ
|j´k|ĺℓ,j‰k
Bjkpuk ´ ujq ´Wjuj , (3.88)
and
pRuqj :“
ÿ
k:|k´j|ąℓ
Bjkpuk ´ ujq. (3.89)
On Gξ for ξ ą 0 sufficiently small, we have
ÿ
k:|j´k|ąℓ
|Bjkptq| ĺ C
Kεℓ
. (3.90)
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Therefore, for every 1 ĺ p ĺ 8,
||R||ℓpÑℓp ĺ C
Kεℓ
. (3.91)
We denote the semigroups of the operators A and S by U pAqps, tq and U pSqps, tq, respectively so that
(for example) for w0 P RK , the function
wptq :“ U pAqps, tqw0 (3.92)
solves
d
dt
wptq “ Aptqwptq, t ą s, wpsq “ w0. (3.93)
It is standard that both U pAqps, tq and U pSqps, tq are contractions on any ℓp space which implies,ÿ
j
ˇˇˇ
U
pSq
ij ps, tq
ˇˇˇ
ĺ 1,
ÿ
i
ˇˇˇ
U
pSq
ij ps, tq
ˇˇˇ
ĺ 1, (3.94)
and similarly for U
pAq
ij ps, tq. Moreover, the matrix elements of U pSq and U pAq are all positive,
0 ĺ U pAqij ps, tq, 0 ĺ U pSqij ps, tq (3.95)
The following exponential decay estimate is a modification of a similar proof in [23]. The range in
(3.96) is not optimal but suffices for our purposes.
Lemma 3.11. Let δ ą 0. There is a c ą 0 so that the following holds. There is an event F6 with
probability at least PrF6s ľ 1´K´cδ on which, the following estimate holds for all a, b satisfying
|a´ b| ľ KδK5{6?1` t1 (3.96)
and all t0 ĺ s ĺ t ĺ t0 ` t1:
|U pSqab ps, tq| ĺ Ce´K
cδ
. (3.97)
Proof. Let θ ľ ℓ. Define rptq “ U pSqps, tqδb, and fptq by,
fptq “
Kÿ
j“1
φjrjptq2, φj “ exp
“
θ´1|j ´ b|‰ . (3.98)
We have, following [23],
f 1ptq “ 2
ÿ
j
φj
ÿ
k:|j´k|ĺℓ
rjptqBkjptqprk ´ rjqptq ´ 2
ÿ
j
φjr
2
jWj
ĺ 2
ÿ
j
φj
ÿ
k:|j´k|ĺℓ
rjptqBkjptqprk ´ rjqptq
“
ÿ
|j´k|ĺℓ
Bkjptqprk ´ rjqptqrrjptqφj ´ rkptqφks
“
ÿ
|j´k|ĺℓ
Bkjprk ´ rjqptqφjprj ´ rkqptq
`
ÿ
|j´k|ĺℓ
Bkjptqprk ´ rjqptqrφj ´ φksrkptq. (3.99)
For the second term, we have by the Schwarz inequality,
ÿ
|j´k|ĺℓ
Bkjptqprk ´ rjqptqrφj ´ φksrkptq ĺ 1
2
ÿ
|j´k|ĺℓ
Bkjprk ´ rjq2φk
` 1
2
ÿ
|j´k|ĺℓ
Bkjptqr2kφ´1k pφk ´ φjq2. (3.100)
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The term on first line on the RHS is absorbed into the term in the second-last line of (3.99), this
latter term being negative. Assuming that ℓ ĺ θ,
φ´2k rφj ´ φks2 ĺ C
|j ´ k|2
θ2
, |j ´ k| ĺ ℓ. (3.101)
Therefore,
f 1ptq ĺ C
ÿ
|j´k|ĺℓ
Bkjφ
´1
k pφj ´ φkq2r2k
ĺ C
θ2
Bkj|j ´ k|2φkrkptq2
ĺ Cθ´2
ÿ
Kδĺ|j´k|ĺℓ
Bkj|j ´ k|2φkr2k ` Cθ´2
ÿ
|j´k|ĺKδ
Bkj|j ´ k|2φkr2k
“ A1 `A2. (3.102)
For the term A1 we have on Gξ for sufficiently small ξ ą 0 that,
A1 ĺ Cθ´2K2{3ℓ
ÿ
k
φkr
2
k ĺ θ´2K5{3fptq. (3.103)
The other term is bounded by
A2 ĺ θ´2
¨
˝ ÿ
j,k:|j´k|ĺK2δ
BkjK
2δ
˛
‚fptq. (3.104)
By Gronwall, we therefore have that for all t0 ĺ 0 ĺ s ĺ t ĺ t0 ` t1,
fptq ĺ exp
»
–Cθ´2
¨
˝p1` t1qK5{3 `
ż t1
0
ÿ
|j´k|ĺKδ
Bkjpt0 ` sqK2δ
˛
‚
fi
fl fpsq. (3.105)
Note that fpsq “ 1 by definition. Now we have,
E
»
–ż t1
0
ÿ
|j´k|ĺKδ
BkjK
2δ
fi
fl ĺ p1` t1qK4δ Kÿ
j“1
sup
0ĺtĺt1
E|Bj,j`1pt0 ` tq| ĺ p1` t1qK5δK5{3. (3.106)
By Markov’s inequality there is an event of probability at least 1´K´δ on which,ż t1
0
ÿ
|j´k|ĺKδ
BkjK
2δ ĺ p1` t1qK6δK5{3. (3.107)
Note that this event does not depend on the specific choice of b or s. Hence, on the intersection of
this event and Gξ we have that fptq ĺ C (for any choice of b or s) as long as
θ “ K10δK5{6?1` t1. (3.108)
Note our assumptions on ℓ imply ℓ ĺ K5{6 so ℓ ĺ θ is satisfied with the above choice. The claim
follows.
Fix a large natural number m. We have,
U pAqps, tq “ U pSqps, tq (3.109)
`
m´1ÿ
k“1
ż
sĺs1ĺ...ĺskt
U pSqpsk, tqRpskqU pSqpsk´1, skq . . .Rps1qU pSqps, s1qds1 . . . dsk
`
ż
sĺs1ĺ...ĺsmĺt
U pAqpsm, tqRpsmq . . .RpsqU pSqps, s1qds1 . . . dsm
“: U pSqps, tq `
m´1ÿ
k“1
ż
sĺs1ĺ...skĺt
Apkqds1 . . . dsk `
ż
sĺs1ĺ...ĺsmĺt
Bpmqds1 . . . dsm. (3.110)
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The operator R appears m times in Bpmq and so for any 1 ĺ p ĺ 8,
||Bpmq||ℓpÑℓp ĺ C
Kmεℓ
. (3.111)
We now bound Apkq.
Lemma 3.12. Let m be as above. Let δ ą 0. There is an event with probability at least PrF7s ľ
1´K´cδ on which the following holds. For any p ľ KδK5{6?1` t1 we have for k ĺ m,
|Apkqap | ĺ
Cm
p4{3
, a ĺ pm´ k ` 1
200m
“: Qk (3.112)
for some constant Cm.
Proof. We will repeatedly use the estimates,ÿ
j
|U pSqij ps, tq| ĺ 1,
ÿ
i
|U pSqij ps, tq| ĺ 1. (3.113)
We define,
DS :“ Kδ{2K5{6
?
1` t1. (3.114)
We let F7 be the intersection of event of Lemma 3.11 that exponential decay holds for |a ´ b| ľ DS
and Gξ for ξ sufficiently small.
The proof of the lemma is by induction on k. For k “ 1 we have
Ap1qap “
ÿ
i,j
U
pSq
ai RijU
pSq
jp (3.115)
By the exponential decay estimates we can restrict the summation to |i´ a| ĺ DS and |j ´ p| ĺ DS .
For such i, j and a ĺ Q1 we see that,
Rij ĺ p´4{3, (3.116)
since i ĺ p{200 and DS ĺ K´δ{2p. This concludes the case k “ 1 using (3.113). We assume that the
estimate has been proven for k ´ 1. For a ĺ Qk, we have,
Apkqap “
ÿ
i,j
U
pSq
ai RijA
pk´1q
jp “
ÿ
i
ÿ
jĺQk´1
U
pSq
ai RijA
pk´1q
jp `
ÿ
i
ÿ
jąQk´1
U
pSq
ai RijA
pk´1q
jp “: G1 `G2. (3.117)
The induction assumption implies,
G1 ĺ
ÿ
i,j
U
pSq
ai RijCp
´4{3 ĺ Cp´4{3||U pSqR||ℓ8Ñℓ8 ĺ Cp´4{3. (3.118)
For the other term G2, note that by the exponential decay we can restict the summation to |i´a| ĺ DS .
Since DS ĺ K´δ{2CpQk´1 ´Qkq we see that for such i and j ą Qk´1 that Rij ĺ Cp´4{3. Hence,
G2 ĺ
ÿ
i,j
U
pSq
ai Cp
´4{3A
pk´1q
jp ĺ Cp´4{3||U pSq||ℓ8Ñℓ8 ||Apk´1q||ℓ1Ñℓ1 ĺ Cp´4{3. (3.119)
This concludes the proof.
Therefore, we have the following estimate.
Lemma 3.13. Let δ1 ą 0. There is an event F8 of probability PrF8s ľ 1 ´ K´cδ1 on which the
following holds. For all p ľ Kδ1K5{6?1` t1 and a ĺ K5{6, we have
U pAqap ps, tq ĺ C
p1` t1q20
p4{3
. (3.120)
for t0 ĺ s ĺ t ĺ t0 ` t1.
Proof. Using the decomposition above we take εℓ “ 1{10 and m “ 20 so that ||Bpmq||ℓ8Ñℓ8 ĺ CK´2.
The rest follows from the previous lemma.
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3.7 Estimate for homogeneous solution
We define vptq as the solution,
d
dt
vptq “ Aptqvptq, t0 ă t ă t0 ` t1, vpt0q “ upt0q, (3.121)
where A was defined above in (3.78). We need to compare vptq to uptq.
Lemma 3.14. Assume,
δc ă 1{100. (3.122)
There is an event F9 and a c1 ą 0 with PrF9s ľ 1´K´c1 on which we have,
sup
t0ĺtĺt0`t1
sup
aĺK1{2
|uaptq ´ vaptq| ĺ p1` t1q
30
K1{50
. (3.123)
for N large enough.
Proof. We have by the Duhamel formula, for any ε ą 0,
|uaptq ´ vaptq| ĺ
ˇˇˇ
ˇˇÿ
j
ż t
t0
U
pAq
aj ps, tqpξjpsq ` qjpsqds
ˇˇˇ
ˇˇ
ĺ
ˇˇˇ
ˇˇˇ ÿ
jĺK1´ε
ż t
t0
U
pAq
aj ps, tqpξjpsq ` qjpsqds
ˇˇˇ
ˇˇˇ`
ˇˇˇ
ˇˇˇ ÿ
jąK1´ε
ÿ
j
ż t
t0
U
pAq
aj ps, tqpξjpsq ` qjpsqds
ˇˇˇ
ˇˇˇ
ĺ
ż t0`t1
t0
||1tjĺK1´εuξjpsq||1 ` ||1tjĺK1´εuqjpsq||1ds
`
ÿ
jąK1´ε
ż t0`t1
t0
|U pAqaj ps, tqpξjpsq ` qjpsqq|ds “: A1 `A2. (3.124)
Let us choose ε “ 1{10. Let G1 “ F4 X F5 be the intersection of the events of Lemma 3.9 and 3.10,
for some δ ą 0 to be chosen. Note that A1 does not depend on the specific choice of a ĺ K1{2. For
A1 we have,
Er1G1A1s ĺ p1` t1q2K1`2δ`δc
ÿ
jĺK1´ε
1
pK ´ j ` 1q2
ĺCp1` t1q2K1`2δ`δc
ÿ
jĺK1´ε
1
K2
ĺCp1` t1q2K
2δ`δc
Kε
. (3.125)
Hence with probability at least 1 ´ K´c we have that A1 ĺ p1 ` t1q2K´1{20. For A2 we apply the
estimate from Lemma 3.13. Note that for A2 we have j ľ K9{10 and a ĺ K1{2 so Lemma 3.13 is
applicable. Let G2 “ F8 X F4 X F5 X Gξ for sufficiently small ξ ą 0, where F4 and F5 are as before
and F8 is the event of Lemma 3.13 with δ1 “ 1{100. Then,
1G2A2 ĺ p1` t1q29
ÿ
jąK1´ε
1
j4{3
ż t1`t0
t0
K1`δ`δc
pK ´ j ` 1q2
Bj,j`1psq
j2{3
ds “: p1` t1q30A3. (3.126)
Note that A3 does not depend on the specific choice of a ĺ K1{2. We have,
Er1GξA3s ĺ p1` t1qK1`2δ`δc
Kÿ
jąK1´ε
1
j4{3pK ´ j ` 1q2 . (3.127)
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The sum we can estimate by,
Kÿ
jąK1´ε
1
j4{3pK ´ j ` 1q2 “
ÿ
K1´εăjăK{2
1
j4{3pK ´ j ` 1q2 `
ÿ
jąK{2
1
j4{3pK ´ j ` 1q2
ĺ C
K2
ÿ
K1´εăjăK{2
j´4{3 ` 1
K4{3
ÿ
K{2ăjăK
1
pK ´ j ` 1q2 ĺ CK
´4{3. (3.128)
Hence we get the claim by Markov’s inequality and choosing, say δ “ 1{1000.
We require the following result which is Proposition 10.4 of [8].
Proposition 3.15. Let A be as above and consider the solution Btw “ Aw. Suppose that for some
b ą 0, the coefficients of A satisfy,
Bjk ľ bpj2{3 ´ k2{3q2 (3.129)
and
Wj ľ bK
1{3
pK ` 1q2{3 ´ j2{3 . (3.130)
Then for any 1 ĺ p ĺ q ĺ 8 and sufficiently small η ą 0, we have the estimate,
||wptq||q ĺ Cpq, p, ηq ĺ
„´
K´2{3ηtb
¯´p3{p´3{qq1´6η ||vp0q||p. (3.131)
From this we obtain,
Lemma 3.16. Let δ ą 0. Then there is a C ą 0 so that on Gξ for ξ ą 0 sufficiently small we have,
||vpt` t0q||8 ĺ CKδ`δct´3{20. (3.132)
Proof. For any δ1 ą 0 we have that,
||vpt0q||10 ĺ Kδ1{10 (3.133)
on Gξ for sufficiently small ξ. We can apply Proposition 3.15 with b “ K´δc , p “ 10, q “ 8 and
η ĺ mintδ1{10, 1{100u. Hence, there is a constant C ą 0 so that,
||vpt` t0q||8 ĺ CKδ1Kδct´3{20. (3.134)
3.8 Proof of Theorem 3.1
We first prove the following.
Proposition 3.17. Let δ ą 0. There is an event F 1 with probability at least PrF 1s ľ 1 ´ K´cδ on
which we have for t1{2 ĺ t ĺ t1, the estimate
|xipt` t0q ´ yipt` t0q| ĺ C
ˆp1` t1q30
K1{50
` K
δ`δc
pt1q3{20
` p1` t1qK
δ`δc
K2{3
`N´10
˙
(3.135)
for i ĺ K1{2.
Proof. We write,
xipt` t0q ´ yipt` t0q “ vipt` t0q (3.136)
` puipt` t0q ´ vipt` t0qq (3.137)
` pxˆipt` t0q ´ x˜ipt` t0qq ´ pyˆipt` t0q ´ y˜ipt` t0qq (3.138)
` pxipt` t0q ´ xˆipt` t0qq ´ pyˆipt` t0q ´ yipt` t0qq (3.139)
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We now apply the previous results to estimate each of the above four terms. From Lemma 3.16 we
have for (3.136),
|vipt` t0q| ĺ K
δc`δ
t3{20
. (3.140)
on Gξ, for ξ sufficiently small and all 0 ĺ t ĺ t1. For (3.137) we use Lemma 3.14. On the event F9 of
that lemma we have, for i ĺ K1{2,
|uipt` t0q ´ vipt` t0q| ĺ Cp1` t1q
30
K1{50
. (3.141)
for 0 ĺ t ĺ t1. For (3.138) on the event F2 of Lemma 3.7 we have for i ĺ K1{2,
|pxˆipt` t0q ´ x˜ipt` t0qq ´ pyˆipt` t0q ´ y˜ipt` t0qq| ĺ p1` t1qK
δ`δc
K2{3
. (3.142)
For (3.139) we on the event F1 of Lemma 3.3 that,
|pxipt` t0q ´ xˆipt` t0qq ´ pyˆipt` t0q ´ yipt` t0qq| ĺ N´10. (3.143)
This yields the claim, taking F 1 “ Gξ X F1 X F2 X F9.
Now we complete the proof of the main theorem of this section.
Proof of Theorem 3.1. We apply the previous proposition. We take K “ N10´3 and t1 “ K10´6 .
For δ and δc sufficiently small, the RHS of (3.135) is less than CK
´c for some c ą 0. The claim follows
from taking t0 “ ´3t1{4.
4 Properties of the limit
4.1 Locally Brownian properties: proof of Theorem 1.3
Proof of (1.7). We set s “ 0 for notational simplicity. The generalization is clear. By Theorem 1.2
there is an 1 ą a ą 0 and C0 ą 0 so that for all N ľ 1 we have PrFN s ľ 1´ C0N´a, where
FN :“
#
sup
|t|ĺNa,1ĺiĺNa
|λiptq ´ λpNqi ptq| ĺ N´a
+
(4.1)
For every δ ą 0 there is a Cδ ą 0 and an ξ ą 0 so that
Er1Fξ |λpNqj`1ptq ´ λpNqj ptq|´1s ĺ CδN δj1{3, 1 ĺ j ĺ N1{2. (4.2)
Let ε ą 0 and n ą 0 as well as T ą 0. Let t1 ą t0 satisfy,
T ľ |t1|, T ľ |t0| (4.3)
with T ĺ 1. Then,
pλipt1q ´ λipt0qq ´ p2{βq1{2pBipt1q ´Bipt0qq “ pλpnqi pt1q ´ λpnqi pt0qq ´ p2{βq1{2pBipt1q ´Bipt0qq
` pλpnqi pt1q ´ λpnqi pt0qq ´ pλipt1q ´ λipt0qq (4.4)
Now the first term on the RHS can be written as
pλpnqi pt1q ´ λpnqi pt0qq ´ p2{βq1{2pBipt1q ´Bipt0qq “
ż t1
t0
˜ÿ
j‰i
1
λ
pnq
i ptq ´ λpnqj ptq
´ λ
pnq
i ptq
2n1{3
¸
dt
“
ż t1
t0
¨
˝ ÿ
j‰i,|j´i|ănδ1
1
λ
pnq
i ptq ´ λpnqj ptq
˛
‚dt
`
ż t1
t0
¨
˝ ÿ
|j´i|ąnδ1
1
λ
pnq
i ptq ´ λpnqj ptq
´ λ
pnq
i ptq
2n1{2
˛
‚dt,
(4.5)
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where we choose
δ1 “ a
103
. (4.6)
Let now,
Eξ,n :“ t|λpnqi ptq ´ n2{3γi| ă nξ pˆiq´1{3 : @i,@|t| ĺ nu. (4.7)
For every ξ ą 0 there is a Cξ so that,
PrEξ,ns ľ 1´ Cξn´10. (4.8)
On the event Eδ2,n with δ2 “ δ1{10 we have for n ľ C2 for some C2 ą 0 that,
ż T
´T
ˇˇˇ
ˇˇˇ ÿ
|j´i|ąnδ1
1
λ
pnq
i ptq ´ λpnqj ptq
´ λ
pnq
i ptq
2n1{2
ˇˇˇ
ˇˇˇdt ĺ C3n10δ2piq1{3T (4.9)
On the other hand, by Markov’s inequality, there is an event E1,i and a C3 ą 0 of probability at
1´ n´δ1 ´C4n´10 on which
ż T
´T
ˇˇˇ
ˇˇˇ ÿ
j‰i,|j´i|ănδ1
1
λ
pnq
i ptq ´ λpnqj ptq
ˇˇˇ
ˇˇˇ dt ĺ C5Cδ1n3δ1i1{3, (4.10)
for i ĺ n1{2, as long as n ľ C6 for some C6 ą 0. Therefore, on the event Fn X Eδ2,n X E1,i which holds
with probability at least
PrFn X Eδ2,n X E1,is ľ 1´ C0n´a ´ n´a{10
3 ´C4n´10a (4.11)
we have for n ľ C2 ` C6 that,
sup
´Tĺt0ĺt1ĺT
ˇˇˇ
pλipt1q ´ λipt0qq ´ p2{βq1{2pBipt1q ´Bipt0qq
ˇˇˇ
ĺ n´a`C3na10´3i1{3T `C5Cδ1n3a{1000i1{3T,
(4.12)
as long as i ĺ na. Choose now T “ ε. Choose now n “ rε´1{as. We can assume ε ĺ pC2`C6` 100q´a
so that n ľ C2 ` C6 ` 100. Then, for i ĺ ε´1{100 we see that, (this implies i ĺ na)
sup
´εĺt0ĺt1ĺε
ˇˇˇ
pλipt1q ´ λipt0qq ´ p2{βq1{2pBipt1q ´Bipt0qq
ˇˇˇ
ĺ ε` C 1pε9{10q (4.13)
for some C 1 ą 0 on an event with probability at least 1´ C2ε10´4 . This proves (1.7).
Proof of (1.9). We first define for notational simplicity,
fjpsq :“ λjpsq ´ p2{βq1{2Bjpsq, f pnqj psq :“ λpnqj psq ´ p2{βq1{2Bjpsq. (4.14)
For an integer k, let us define the event Gk as
Gk :“
!
sup
!
|fjpsq ´ fjptq| : |t|, |s| ĺ 1, 2´k´1 ĺ t´ s ĺ 2´k
)
ą 2´kr
)
. (4.15)
We estimate,
|fjpsq ´ fjptq| ĺ |f pnqj psq ´ f pnqj ptq| ` |fjpsq ´ f pnqj psq| ` |f pnqj ptq ´ fptq|. (4.16)
Now,
sup
!
|f pnqj psq ´ f pnqj ptq| : |t|, |s| ĺ 1, 2´k´1 ĺ t´ s ĺ 2´k
)
ĺ sup
tPTk
ż t`2´k`1
t
ˇˇˇ
ˇˇÿ
i‰j
1
λ
pnq
j psq ´ λpnqi psq
´ λ
pnq
j psq
2n1{3
ˇˇˇ
ˇˇds (4.17)
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where
Tk :“ tt “ j2´k : j P Z, |j| ĺ 2ku. (4.18)
We have for any p ą 0 and q ą 0 and i ĺ n1{2 that
E
˜ż y
x
1
|λpnqi`1puq ´ λpnqi puq|
du
¸1`β´q
ĺ Cp,q|x´ y|β`1´qip1`β´qq{3npa. (4.19)
Hence, arguing as above we see that, for i ĺ n1{2, and any p ą 0, q ą 0, ε ą 0 and D ą 0 that,
P
«ż t`2´k`1
t
ˇˇˇ
ˇˇÿ
i‰j
1
λ
pnq
j psq ´ λpnqi psq
´ λ
pnq
j psq
2n1{3
ˇˇˇ
ˇˇds ą i1{3npa2´k ` ε
ff
ĺC 1
´
n´aD ` εq´1´β2´kpβ`1´qqnpaip1`β´qq{3
¯
(4.20)
for some C 1 depending on p, q and D ą 0 (but not on ε). We choose now ε “ 2´kr{4. Then, by the
union bound,
P
«
sup
tPTk
ż t`2´k`1
t
ˇˇˇ
ˇˇÿ
i‰j
1
λ
pnq
j psq ´ λpnqi psq
´ λ
pnq
j psq
2n1{3
ˇˇˇ
ˇˇ ds ą i1{3npa2´k ` ε
ff
ĺC 1pn´aD2k ` 2´kpβ`1´qqp1´rq`kip1`β´qq{3npaq (4.21)
Now, if
r ă 1´ 1
1` β (4.22)
we can choose q sufficiently small so that the exponent
m “ pβ ` 1´ qqp1´ rq ´ 1 ą 0, (4.23)
is positive.
Choose n so that,
2k{a ĺ n ĺ 21`k{a. (4.24)
Choose p so that,
p ă minta{10, p1 ´ rq{10,m{10u, (4.25)
and D “ 100. Hence, for i such that
i ĺ mint2kp1´rq{30, 2k{p10aq, 2km{r10p1`βqsu (4.26)
we have,
P
„
sup
!
|f pnqi ptq ´ f pnqi psq| : |t|, |s| ĺ 1, 2´k´1 ĺ pt´ sq ĺ 2´k
)
ą 2´kr
ˆ
1
4
` C12pr´1qk{2
˙
ĺC2
´
2´km{10 ` 2´k
¯
(4.27)
Hence we see that there are exponents m1 ą 0 and m2 ą 0 so that, if i ĺ 2km1 then,
PrGks ĺ C2´km2 . (4.28)
The claim follows from the union bound.
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4.2 On the limiting SDE: proof of Theorem 1.4
Note that Theorem 2.2 implies the following estimate holds.
P
βrµi`1 ´ µi ĺ si´1{3s ĺ C
´
N εs1`β´r `N´D
¯
(4.29)
for any r and ε ą 0.
Lemma 4.1. For any K ľ β` 1 and r ą 0 there is a constant CK,r so that for every i and 0 ă s ă 14
satisfying,
s ĺ 1
i1{K
, (4.30)
so that the estimate,
Pr|λi`1ptq ´ λiptq| ĺ si´1{3s ĺ CK,rsβ`1´r, (4.31)
holds
Proof. Let 0 ă s ă 1. Let K ą β ` 1, D ą 0 and ε ą 0 and r ą 0 be given. Choose n so that
1
sK
ĺ na ĺ 2
sK
. (4.32)
By combining the estimate (4.29) with Theorem 1.2 we have if i ĺ s´K and i1{3 ĺ 1
2
s1´K , that,
P
”
|λi`1 ´ λi| ă si´1{3
ı
ĺ C
´
sK ` s´Kε{asβ`1´r ` sDK{a
¯
. (4.33)
Choosing ε so that Kε{a “ r and D ľ a large yields the claim.
Proposition 4.2. Let 1
10
ą ω ą 0 and let K “ Nω. For i ĺ Nω{100 and for any N ľ T ą 0,D ą 0
there is a C “ Cω,D ą 0 so that,
P
«
sup
0ătăT
ˇˇˇ
ˇˇż t
0
˜ÿ
jąK
1
λ
pNq
i psq ´ λpNqj psq
`N1{3 ´
ˆ
16
3π2
˙1{3
ptKuq1{3
¸
ds
ˇˇˇ
ˇˇ ą TN´ω{10
ff
ĺ CN´D
(4.34)
Proof. This is a straightforward consequence of rigidity. Introduce the measure dν defined by,
νpEqdE :“ N1{3ρscpN´2{3EqdE (4.35)
with quantiles N2{3γk where γk are the N -quantiles of the semicircle distribution. Let us introduce
the shorthand,
γpKq :“ N2{3γtKu (4.36)
Indeed on the event Gω{100 we have for N large enough,ˇˇˇ
ˇˇ ÿ
jąK
1
λ
pNq
i psq ´ λpNqj psq
´
ż 8
γpKq
dνpEq
´2N2{3 ´ E dE
ˇˇˇ
ˇˇ ĺ CNω{100 ÿ
jąK
|i|2{3 ` pmintj1{3, pN ` 1´ jq1{3uq´1
pi2{3 ´ j2{3q2
ĺ CN´ω{20 (4.37)
On the other hand, by the explicit formula of mscpzq,
ż 8
γpKq
dνpEq
´2N2{3 ´ E “ ´N
1{3 ´
ż γpKq
´8
dνpEq
´2N2{3 ´ E . (4.38)
By the estimates,
γpKq “
ˆ
2
3
tKuπ
˙2{3
´ 2N2{3 `O
´
K5{3N´1
¯
(4.39)
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and for ´2N2{3 ĺ E ĺ γpKq,
νpEq “ N1{3ρscpN´2{3Eq “ N
1{3
2π
b
p2´ EN´2{3qp2 ` EN´2{3q “ 1
π
a
2N2{3 ` E
´
1`O
´
|2` EN´2{3|
¯¯
(4.40)
we see that,
ż γpKq
´8
dνpEq
´2N2{3 ´ E “ ´
ˆ
16
3π2
˙1{3
ptKuq1{3 `O
´
K2N´2{3
¯
. (4.41)
This yields the claim.
Proposition 4.3. Let a be as in Theorem 1.2. Let K “ N a{100. Let i ĺ K1{100. There is a constant
C ą 0 so that for any N ľ T ą 0 we have,
P
«ż T
0
ˇˇˇ
ˇˇ ÿ
j‰i,jĺK
1
λipsq ´ λjpsq ´
1
λ
pNq
i psq ´ λpNqj psq
ˇˇˇ
ˇˇ ds ą TN´a{4
ff
ĺ CN´a{100. (4.42)
Proof. Fix an ε “ N´V with V to determined. Let εij “ ε for i ą j and ´ε for i ă j. We estimate,
ÿ
j‰i,jĺK
ˇˇˇ
ˇˇ 1
λipsq ´ λjpsq ´
1
λ
pNq
i psq ´ λpNqj psq
ˇˇˇ
ˇˇ ĺ ÿ
j‰i,jĺK
ˇˇˇ
ˇ 1λipsq ´ λjpsq ` εij ´
1
λipsq ´ λjpsq
ˇˇˇ
ˇ
`
ÿ
j‰i,jĺK
ˇˇˇ
ˇˇ 1
λ
pNq
i psq ´ λpNqj psq ` εij
´ 1
λ
pNq
i psq ´ λpNqj psq
ˇˇˇ
ˇˇ
`
ÿ
j‰i,jĺK
ˇˇˇ
ˇˇ 1
λipsq ´ λjpsq ` εij ´
1
λ
pNq
i psq ´ λpNqj psq ` εij
ˇˇˇ
ˇˇ
(4.43)
By Markov’s inequality for any D ą 0 there is a constant CD such that for any δ ą 0 we have,
P
«ż T
0
ÿ
j‰i,jĺK
ˇˇˇ
ˇˇ 1
λ
pNq
i psq ´ λpNqj psq ` εij
´ 1
λ
pNq
i psq ´ λpNqj psq
ˇˇˇ
ˇˇ ą δ
ff
ĺ CDN´D`C1Tε1{2K3δ´1 (4.44)
where C1 does not depend on V or D. The same estimate holds for first the term on the RHS of
(4.43) (in fact, the N´D term is not present here). For the final term, on the event of Theorem 1.2
we have,
ż T
0
ÿ
j‰i,jĺK
ˇˇˇ
ˇˇ 1
λipsq ´ λjpsq ` εij ´
1
λ
pNq
i psq ´ λpNqj psq ` εij
ˇˇˇ
ˇˇds
ĺ N´a
˜ż T
0
ÿ
j‰i,jĺK
1
pλipsq ´ λjpsq ` εijq2
¸1{2˜ż T
0
ÿ
j‰i,jĺK
1
pλpNqi psq ´ λpNqj psq ` εijq2
¸1{2
(4.45)
By Markov’s inequality,
P
«ż T
0
ÿ
j‰i,jĺK
1
pλipsq ´ λjpsq ` εijq2 ą TN
a{10
ff
ĺ CrN´a{20K2ε´r (4.46)
for any r ą 0, and a similar estimate for the other term with the λpNqi psq. It remains to take, e.g.,
δ “ TN´a, ε “ N´10a, r “ 1{100000 and D “ 10a.
Proof of Theorem 1.4. We take N the smallest integer satisfying
K ĺ N a{100 ĺ 2K. (4.47)
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Assume T ĺ K. Then, for i ĺ K1{100 write,
λiptq ´ λip0q ´ p2{βq1{2pBiptq ´Bip0qq ´
ÿ
j‰i,jĺK
ż t
0
1
λipsq ´ λjpsq ´ aK
1{3ds
“pλiptq ´ λip0q ´ λpNqi ptq ` λpNqi p0qq
`
˜ż t
0
ÿ
jąK
1
λ
pNq
i psq ´ λpNqj psq
`N1{3 ´ aK1{3
¸
(4.48)
`
˜ż t
0
ÿ
j‰i,jĺK
1
λ
pNq
i psq ´ λpNqj psq
´ 1
λipsq ´ λjpsqds
¸
(4.49)
On the event of Theorem 1.2 the supremum of the first term on the RHS is OpN´aq. Propositions 4.2
(with the choice of ω “ a{100 and D “ a) and 4.3 handle the last two lines.
A Proof of level repulsion estimates
We will follow very closely the proof of [8]. For this we require some notation. For positive integers
K, we write the configuration space for x P RK and y P RN´K as,
pλ1, . . . , λN q “ px1, . . . , xK , yK`1, . . . yN q “: px,yq (A.1)
For given y, we denote by µypdxq the conditional distribution of x given y which has the form,
µypdxq “ 1
Zy
e´βNHypxqdx, (A.2)
where
Hypxq :“ 1
2
ÿ
iPI
Vypxiq ´ 1
N
ÿ
i,jPI,iăj
log |xj ´ xi|
Vypxq :“ V pN´2{3xq ´ 2
N
ÿ
jRI
log |x´ yj| (A.3)
where I “ rr1,Kss. Here, V pxq “ 1
2
x2 is the quadratic potential but the arguments are not very
specific to this choice. Additionaly, Zy is the normalization constant for the conditional measure. We
denote by RKpξq the set of “good” boundary conditions,
RKpξq :“ ty : |yk ´N2{3γk| ĺ N ξkˆ´1{3, k R Iu. (A.4)
From Theorem 3.2 of [8], we see that for any δ ą 0 and K ľ N δ we have,
P
µy ryK`1 ´ xK ĺ sK´1{3s ĺ CNCξs1`β´r, (A.5)
for y P RKpξq and ξ sufficiently smal. Hence, we have the following.
Lemma A.1. Let δ, ε, r ą 0. Then there is C so that for i ľ N δ and ξ small enough we have,
P
β
”
Fξ X t|λi`1 ´ λi| ĺ si´1{3u
ı
ĺ CN εs1`β´r. (A.6)
Clearly, Theorem 2.2 follows from Lemma A.1 as well as the following.
Lemma A.2. For all sufficiently small ξ ą 0 the following holds. For 1 ĺ K ĺ N1{2 we have for
y P Rkpξq,
P
µy r|λK`1 ´ xK | ĺ sK´1{3s ĺ Csβ`1pK2 `KNCξqβ`1. (A.7)
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We first prove a weaker estimate. We denote µy,0 the measure,
µy,0 :“ pZ˚q´1pyK`1 ´ xKq´βµy. (A.8)
That is, the term pyK`1 ´ xKqβ is dropped from the measure µy.
Lemma A.3. Let y P RKpξq. Then,
P
µy ryK`1 ´ xK ĺ sK´1s ĺ CspK2 `KNCξq (A.9)
The same estimate holds for µy,0.
Proof. Set y` :“ yK`1 and y´ “ y` ´ a where a “ N ξK´1{3. We will decompose the configuration
space according to how many particles lie in the interval ry´, y`s. We denote this number by n. For
any ϕ satisfying 0 ĺ ϕ ĺ c with c ĺ 1 sufficiently small, we consider
Zϕ :“
Kÿ
n“0
ż
p´8,y´qK´n
K´nź
j“1
dxj
ż
py´,y`´aϕqn
Kź
j“K´n`1
dxj
« ź
i,jPI,iăj
pxj ´ xiqβ
ff
e´N
β
2
ř
jPI Vypxjq
“
Kÿ
n“0
p1´ ϕqn`βnpn´1q{2
ż
p´8,y´qK´n
K´nź
j“1
dwj
ż
py´,y`qn
Kź
j“K´n`1
dwj
« ź
iăjĺK´n
pwj ´wiqβ
ff
ˆ
« ź
K´năiăjĺK
pwj ´ wiqβ
ff« ź
iĺK´n
Kź
j“K´n`1
py´ ` p1´ ϕqpwj ´ y´q ´ wiqβ
ff
ˆ exp
«
´Nβ
2
ÿ
jĺK´n
Vypwjq `
ÿ
jąK´n
Vypy´ ` p1´ ϕqpwj ´ y´qq
ff
, (A.10)
where we have made the following change of variables,
wj :“ xj , j ĺ K ´ n, wj :“ y´ ` p1´ ϕq´1pxj ´ y´q, K ´ n` 1 ĺ j ĺ K. (A.11)
We seek to lower bound Zϕ in terms of Zϕ“0. We work with each term indexed by n in the summand
separately. The interactions between i ĺ K ´ n and j ľ K ´ n` 1 can be estimated by,
ry´ ` p1´ ϕqpwj ´ y´q ´wisβ “ rp1 ´ ϕqpwj ´ wiq ` ϕpy´ ´ wiqsβ ľ rp1´ ϕqpwj ´ wiqsβ (A.12)
for any wi ĺ y´. We now estimate the effect of scaling the potential Vy. Fix a parameter M satisfying
M “ NCξ, (A.13)
for C as in Lemma A.4 below. We have,
exp
„
´Nβ
2
Vypy´ ` p1´ ϕqpwj ´ y´qq

“ exp
„
´Nβ
2
V ˚
y
py´ ` p1´ ϕqpwj ´ y´qq

ˆ
ź
K`1ĺkĺK`M
pyk ´ y´ ´ p1´ ϕqpwj ´ y´qqβ , (A.14)
where we defined
V ˚
y
pxq :“ V pxN´2{3q ´ 2
N
ÿ
kąK`M
log |x´ yk|, x P py´, y`q. (A.15)
Now, we have
|V ˚py´ ` p1´ ϕqpwj ´ y´qq ´ V ˚pwjq| ĺ max
xPry´,y`s
|pV ˚
y
pxqq1|aϕ ĺ CN´1ϕM. (A.16)
The derivative of V ˚
y
is estimated in Lemma A.4 below. Hence, we have
exp
„
´Nβ
2
V ˚
y
py´ ` p1´ ϕqpwj ´ y´qq

ľ e´CϕM exp
„
´Nβ
2
V ˚
y
pwjq

, j ą K ´ n. (A.17)
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Since for k ľ K ` 1, and j ľ K ´ n` 1,
ryk ´ y´ ´ p1´ ϕqpwj ´ y´qsβ “ rp1 ´ ϕqpyk ´ wjq ` ϕpyk ´ y´qsβ ľ rp1´ ϕqpyk ´wjqsβ (A.18)
we conclude the estimate,
Zϕ ľ
Kÿ
n“0
p1´ ϕqn`βnpn´1q{2`βnpK´nq`βnMe´CϕnNCξ
ż
p´8,y´qK´n
K´nź
j“1
dwj
ż
py´,y`qn
Kź
j“K´n`1
dwj
ˆ
« ź
iăjĺK
pwj ´ wiqβ
ff
e´
Nβ
2
ř
jĺK Vypwjq (A.19)
Since n ĺ K we have the estimate,
p1´ ϕqn`βnpn´1q{2`βnpK´nq`βnMe´CϕnNCξ ľ p1´ ϕqCpK2`KNCξq. (A.20)
Therefore,
Zϕ
Zϕ“0
ľ p1´ ϕqCK2`CKNCξ . (A.21)
Choose ϕ :“ sK´1{3a´1 “ sN´ξ. Therefore,
P
µy ryK`1 ´ xK ľ sK´1{3s ľ 1´ CspK2 `KNCξq. (A.22)
The proof for µy,0 is very similar. The only difference is just that the k “ K ` 1 factor is missing
from (A.14) in the case that j “ K. This modification does not affect the proof.
Proof of Lemma A.2. Recall the definition of µy,0. For brevity we set X :“ yK`1 ´ xK . We have,
P
µy rX ĺ sK´1{3s “ E
µy,0r1XĺsK´1{3Xβs
Eµy,0rXβs . (A.23)
Using Lemma A.3,
E
µy,0r1XĺsK´1{3Xβs ĺ psK´1{3qβCsK´1{3pK2 `KNCξq. (A.24)
By the same lemma,
P
µy,0rX ľ cK´1{3pK2 `KNCξq´1s ľ 0.5, (A.25)
and so,
E
µy,0Xβ ľ c
ˆ
1
K1{3pK2 `KNCξq
˙β
. (A.26)
This concludes the lemma.
Proof of Theorem 2.2. The proof follows from the above lemma. The estimates for i ľ N δ some
small δ ą 0 are proven using Lemma A.1 and the estimate for the remaining particles follow from
Lemma A.2. Taking δ sufficiently small depending on ε gives the result.
The following is similar to Lemma C.2 of [8].
Lemma A.4. For sufficiently small ξ ą 0 and M “ NCξ with C ľ 10 we have for K ĺ N1{2 and
y P RKpξq that,
max
xPry´,y`s
ˇˇˇ
ˇˇ x
2N4{3
` 1
N
ÿ
jąK`M
1
yj ´ x
ˇˇˇ
ˇˇ ĺ logpNqpK `Mq1{3
N
(A.27)
where,
y` “ yK`1, y´ “ y` ´N ξK´1{3 (A.28)
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Proof. We introduce the measure νpEq by
νpEqdE :“ N1{3ρscpN´2{3EqdE. (A.29)
It is straightforward to see that for x ĺ y`,ˇˇˇ
ˇˇ 1
N
ÿ
jąK`M
1
yj ´ x ´
1
N
ż
γpMq
dνpEq
E ´ x
ˇˇˇ
ˇˇ ĺ CK1{3
N
. (A.30)
where,
γpMq :“ N2{3γrK`Ms. (A.31)
Since,
1
N
ż
dνpEq
E ´ x “
1
N2{3
mscpxN´2{3q (A.32)
we see that ˇˇˇ
ˇ 1N
ż
dνpEq
E ´ x `
x
2N4{3
ˇˇˇ
ˇ ĺ CN´2{3p2` xN´2{3q1{2´ ĺ CN ξN . (A.33)
It remains to prove, ˇˇˇ
ˇˇż γpMq
´8
dνpEq
E ´ x
ˇˇˇ
ˇˇ ĺ C logpNqpK `Mq1{3 (A.34)
If x ĺ ´2N2{3 then, ˇˇˇ
ˇˇż γpMq
´8
dνpEq
E ´ x
ˇˇˇ
ˇˇ ĺ C ż γpMq`2N2{3
0
1?
E
dE ĺ CpK `Mq1{3. (A.35)
Fix η “ N´10. If 0 ĺ x` 2N2{3 ă η{2, let,
b “ ´2N2{3 ` 2px` 2N2{3q (A.36)ˇˇˇ
ˇˇż γpMq
´8
dνpEq
E ´ x
ˇˇˇ
ˇˇ ĺ ˇˇˇˇ
ż b
´8
dνpEq
E ´ x
ˇˇˇ
ˇ`
ˇˇˇ
ˇˇż γpMq
b
dνpEq
E ´ x
ˇˇˇ
ˇˇ (A.37)
The second term is less than,ˇˇˇ
ˇˇż γpMq
b
dνpEq
E ´ x
ˇˇˇ
ˇˇ ĺ C ż γpMq`2N2{3
0
1?
E
dE ĺ CpK `Mq1{3, (A.38)
where we used that the denominator is greater than 1
2
pE ` 2N2{3q. The first term is less than,ˇˇˇ
ˇ
ż b
´8
dνpEq
E ´ x
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż b
´8
pνpEq ´ νpxqqdE
E ´ x
ˇˇˇ
ˇ ĺ Cax` 2N2{3 (A.39)
where we used the estimate,
|νpEq ´ νpxq| ĺ C |E ´ x|a
x` 2N2{3
(A.40)
and that the integral is of length 2px` 2N2{3q. If x` 2N´2{3 ą η{2 we instead split the integral over
the three regions, the central one centered at x with length η, and the other two being from ´2N2{3 to
the leftmost endpoint of the central region, x´η{2, and the third then from the rightmost endpoint of
the central region, x` η{2 until γpMq. The same calculation leading to (A.39) tells us that the central
region contributes Cη{?x. For the other two regions their contribution is bounded by
Cp sup
EĺγpMq
νpEqq
ż N
η
1
E
dE ĺ C logpNqpK `Mq1{3 (A.41)
This completes the proof.
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B Stochastic continuity
The following is proved in an identical manner to Theorem 11.5 in Chapter 11 of [24].
Lemma B.1. There is a C ą 0 so that the following holds. Suppose that for some particles x1 ĺ
x2 ĺ ¨ ¨ ¨ xN the estimates ˇˇˇ
ˇˇ 1
N
Nÿ
i“1
1
xi ´ pE ` iηq ´mscpE ` iηq
ˇˇˇ
ˇˇ ĺ N ε
Nη
(B.1)
hold for all |E| ĺ 10 and 10 ľ η ľ N ε´1. Assume also that ´2´N ε´2{3 ĺ x1 and 2`N ε´2{3 ľ xN .
Then, for all i,
|xi ´ γpNqi | ĺ C
NCε
N2{3minti1{3, pN ` 1´ iq1{3u . (B.2)
We have also the following.
Lemma B.2. There is a C ą 0 so that the following holds. Suppose that
|xi ´ γpNqi | ĺ
N ε
N2{3minti1{3, pN ` 1´ iq1{3u . (B.3)
for some particles x1 ă x2 ă ¨ ¨ ¨ ă xN . Then, for all |E| ĺ 10 and 10 ľ η ľ NCε´1 we have,ˇˇˇ
ˇˇ 1
N
ÿ
i
1
xi ´ pE ` iηq ´mscpE ` iηq
ˇˇˇ
ˇˇ ĺ CNCε
Nη
. (B.4)
Proof. Write z “ E ` iη. We have, for η ľ CN ε´1 that,ˇˇˇ
ˇˇ 1
N
ÿ
i
1
xi ´ pE ` iηq ´mscpE ` iηq
ˇˇˇ
ˇˇ ĺ CN ε Nÿ
i“1
ż γpNqi
γ
pNq
i´1
1
|x´ z|2
ρscpxq
N2{3minti1{3, pN ` 1´ iq1{3udx (B.5)
due to the fact that |xi ´ z| ľ c|x´ z| for xi obeying (B.3). From the asymptotics,
γ
pNq
i ` 2 —
i2{3
N2{3
, 2´ γpNqi —
pN ` 1´ iq2{3
N2{3
(B.6)
and the explicit form of ρscpxq we see that there is a C ą 0 so that for all x P rγpNqi´1 , γpNqi s and all i,
ρscpxq
N2{3minti1{3, pN ` 1´ iq1{3u ĺ
C
N
. (B.7)
Furthermore, ż 2
´2
1
|x´ z|2dx ĺ
C
η
. (B.8)
The claim follows.
Consider now the function,
fN pz, tq “
Nÿ
i“1
1
λ
pNq
i ptq ´ z
. (B.9)
for Imrzs ą 0. By the Ito lemma,
dfN pz, tq “ dMN pz, tq ` pBzfN qpz, tqfN pz, tqdt` pB2zfN qpz, tqpβ´1 ´ 2´1q
` 1
2N1{3
pfN pz, tq ` zpBzfN qpz, tqq . (B.10)
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where the martingale dMN pz, tq is
dMN pz, tq :“ ´
ÿ
i
dBiptq
pλpNqi ptq ´ zq2
. (B.11)
By the BDG inequality for any time t0 and t we have for any D ą 0 and ε ą 0 that
P
„
sup
0ĺsĺt
ˇˇˇ
ˇ
ż s
t0
dMpz, uq
ˇˇˇ
ˇ ą N ε?Nt{Imrzs2

ĺ CN´D. (B.12)
for some C “ Cε,D. From the fact that fN pz, tq is Lipschitz with constant less than N{η on the domain
Imrzs ľ η we deduce the following.
Lemma B.3. For any D ą 0 the following holds. There is a CD so that for any t0 we have that the
estimate,
sup
|E|ĺ10,10ľηľN´10,tĺN´100
|fN pE ` iη, t0 ` tq ´ fN pE ` iη, t0q| ĺ N´40. (B.13)
holds with probability at least 1´N´D.
With all of the above we can easily deduce Lemma 3.2.
Proof of Lemma 3.2. Fix a grid of times T :“ ti{N100 : i P Zu X r´N,N s and D ą 0. Define
xiptq :“ λpNqi ptq, and
mxpz, tq :“ 1
N
ÿ
i
1
xi ´ z (B.14)
and use the notation z :“ E ` iη. By Theorem 2.1 and Lemma B.2 we see that, with probability at
least 1´ CDN´D the estimate (B.1) holds for any ε ą 0 as well as,
Imrmxp2`N ε´2{3 ` iN´10, tqs ` Imrmxp´2´N ε´2{3 ` iN´10, tqs ĺ N´5. (B.15)
For the above we just used ImrmxpE ` iηqs ĺ ηpmini |xiptq ´ E|q´2, and that for E “ ˘p2`N ε´2{3q
the minimum is greater than N ε{2´2{3 on Fε{2. By Lemma B.3 we see that we can extend this estimate
to all |t| ĺ N on an event of probability at least 1 ´ CDN´D. Assuming that Fε{2 holds on every
t P T we now argue that xN ptq ĺ 2 ` N ε´2{3 and x1ptq ľ ´2 ´ N ε´2{3. Indeed, since the sample
paths are continuous and Fε{2 holds for every t P T , if at any time t we had that a particle hits either
E “ ˘p2`N ε´2{3q then ImrmXp˘p2`N ε´2{3` iN´10q, tqs ľ N9 at this point which violates (B.15).
We conclude that the assumptions of Lemma B.1 hold for all |t| ĺ N and so we conclude the
proof.
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