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Abstract
Based on a continuous piecewise-differentiable increasing function
(CPDIF), a new simple robust-adaptive tracking control algorithm
is proposed in this paper for robot manipulators. In the structure
of the proposed adaptive controller, output of the estimator is
filtered by some CPDIF and then is employed in the controller.
Therefore, in some sense, this robust-adaptive approach can be taken
as the extension of the conventional adaptive scheme. Due to this
bounded filter function, phenomena of parameter drift are overcome
accordingly. When the true parameters are contained within the
estimated parameter range, asymptotic stability is obtained even
though persistency of excitation is not satisfied. Furthermore, the
designed controller renders the resulting system uniformly ultimately
bounded stable in the presence of disturbance and/or the improper
estimate of parameter range especially, namely, robustness is also
guaranteed. Finally, simulation results demonstrate the above
statements.
Key Words
Robust-adaptive, robot manipulator, robustness, uniformly ulti-
mately bounded, tracking control
1. Introduction
It was shown [1–3] that unmodeled dynamics or even a
small bounded disturbance could cause most of the adap-
tive control algorithm to go unstable. Various approach
of adaptive algorithms and their combinations have been
developed for counter-acting instability as well as improv-
ing robustness with respect to bounded disturbance and
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unmodeled dynamics. These works include the following
different approaches: (i) using an appropriately rich refer-
ence input to achieve persistency of excitation; (ii) modifi-
cation of adaptive law, such as dead zone, σ-modification,
e1-modification, normalization, projection algorithm, some
exponential parameter update law and selective memory,
etc.; (iii) other approaches such as multiple models and
iterative learning for the repetitive task [4]. In the last
decades, artificial intelligence has undergone a rapid devel-
opment, its approaches, e.g., fuzzy logic [5], fuzzy neural
network [6] and switching learning [7] are introduced into
adaptive control so as to improve robustness and transient
performance as well.
By using sufficient excitation, the nominal adaptive
system can be made exponentially stable. As the system
is exponentially stable, stability will be maintained for
some modelling error and some disturbances. It should
be noted, however, that sufficient excitation should not
be viewed as a panacea that creates robust adaptive con-
troller, the amount of modelling error or disturbance for
which the adaptive system can maintain stability may be
extremely small. The results of the Krause et al.’s anal-
ysis [8] show that the input must not only be sufficiently
exciting to produce parameter convergence in the nominal
system, but also be dominantly rich enough to overcome
the destabilising effects. Nevertheless, a drawback of the
techniques relying on excitation signals is that the exci-
tation signals introduced in the system should be large
enough to predominate over the plant noise, and this may
not be feasible or desirable in some practical applications.
Furthermore, how to choose the external probing signals to
ensure the persistent excitation and performance has not
been completely resolved yet [9].
Some modifications for parameter update law have
been proposed to achieve the robustness of the adaptive
control system. The basic idea of most of the modification
is to prevent the instability by eliminating the pure integral
action of the adaptive laws and to guarantee boundedness
of all signals in the adaptive loop. Dead zone modification
[10, 11] turns off the algorithm when the identification
error is smaller than a certain threshold, and hence zero
tracking is lost when disturbances are removed. To choose
an appropriate size of the dead zone, a bound on the dis-
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turbance must be known. Another method is adaptive law
modification [12], where adaptation comes into operation
only when norm of the estimated controller parameter ex-
ceeds a certain value. It is something similar to selective
memory adaptive, in which the parameter estimates are
updated only when the information matrix and the esti-
mated variance of the prediction error increases [13]. The
third method is the so-called σ-modification [14], i.e., an
adaptive law is modified with the extra leakage term. This
method suffers from the drawback that a bias term is added
to the parameter update law, and therefore zero tracking
cannot be guaranteed when disturbance is absent. Ioannou
[15] proposed the modified method so that nonzero track-
ing can be avoided, but with a precondition that an upper
bounded on the matching controller parameters must be
known. It seems that tracking performance is improved by
the exponential parameter update law [16], but its robust-
ness is not enough because parameter drifting still occurs
in the resulting adaptive system.
Note that projection algorithm guarantees the pa-
rameter estimate stay within finite known range; hence, the
resulting system is stable even though it subjects to distur-
bances [17–19]. As for the cost function that penalise the
system error state, control level and control rate, it is shown
that controller using projection algorithm is superior to the
dead-zone adaptive controller when the priori information
on the disturbance level is sufficiently conservative. While
latter outperforms the former if the priori information on
the uncertainty level is sufficiently conservative [20].
In some situations, e.g., all the relevant information
needed to design a controller is not available, or some-
times environment changes, e.g., large load variations in
mechanical systems, failure of actuators in flight control
systems, switched adaptive (i.e., multiple-model adaptive
control [21–23] seems to be a promising and attractive
approach for achieving both stability and improved per-
formance [24]. Its basic idea is to choose the best model
for the plant from a priori known set of models at every
instant (some parameters of model are fixed, others are
adaptive during robot operation), and apply the output of
the corresponding controller to the plant. It is, however,
not clear how these controllers behave during slow plant
drift and occasional plant jumps [25]. Furthermore, this al-
gorithm has great calculation and great time consumption
and hence becomes of significant difficulty for real-time
execution when robot degree of freedom increases.
Resorting to some continuous piecewise-differentiable
increasing function, we propose a new robust-adaptive
algorithm in this paper. It is a very simple algorithm that
extends the adaptive-conception as the filtered parameters
instead of parameter estimates are applied to the controller.
As a result, asymptotic stability for the undisturbed system
and robustness to disturbances and wrong estimate of robot
parameter-range are both guaranteed. Only information
regarding the desired motion, instead of the actual motion,
is required in this adaptive control law.
The rest of this paper is organised as follows. In
Section 2, it defines a continuous piecewise-differentiable
increasing function and presents some properties regarding
robot dynamics. The new robust-adaptive controller is
proposed in Section 3; asymptotic stability and robustness
are discussed as well. In comparison with the conven-
tional adaptive, effectiveness of the proposed algorithm is
demonstrated by simulation results in Section 4.
2. Preliminaries
Throughout this paper, we use λm{·}(λM{·}) to denote
the minimal (maximal) eigenvalue of matrix. The norm
of vector x is defined by ‖x‖=
√
xTx and norm of ma-
trix M is defined by the corresponding induced norm
‖M‖=√λM{MTM} · |·| denotes the absolute value.
For matrix Q(q, θ) with q ∈Rn, which contains some
unknown or uncertain constant parameter θ∈Rl, where
θ∈Θ for some bounded set Θ, we define
λθ{Q(q, θ)} =: max
θ∈Θ
{λM{Q(q, θ)}} (1)
λθ{Q(q, θ)} =: min
θ∈Θ
{λm{Q(q, θ)}} (2)
and β =: max
θ∈Θ
{β(θ)} (3)
for any scalar function β(θ).
2.1 Continuous Piecewise-Differentiable Increas-
ing Function
Definition F(μ, ρ, ε, x) denotes the vector set of all con-
tinuous piecewise-differentiable increasing functions
s(x) = [s1(x1) s2(x2) · · · sn(xn)]T (4)
with μ = [μ1 μ2 · · ·μn], μi > 0
ρ = [ρ1 ρ2 · · · ρn], ρi > 0
ε = [ε1 ε2 · · · εn], εi > 0, i = 1, . . . , n
such that
• ρi|xi| ≥ |si(xi)|, ∀xi ∈R
• ρiεi ≥ |si(xi)|, ∀xi ∈R
• ρi|xi| ≥ |si(xi)| ≥μi|xi|, ∀xi ∈R : |xi|<εi
• ρiεi ≥ |si(xi)| ≥μiεi, ∀xi ∈R : |xi| ≥ εi
• 0≤ dsi(xi)/dxi ≤ ρi, ∀xi ∈R
where x∈Rn. Every entry of vector F(μ, ρ, ε, x) belongs
to the area between the shadow in Fig. 1. Some examples
such as saturated function, sine function, etc., are given in
Ref. [26].
Figure 1. Entry si(xi) of function vectors s(x).
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2.2 Robot Manipulator Dynamics
In the absence of friction and other disturbances, the
dynamics of rigid serial n-link robot manipulator is given
in joint space as follows
M(q)q̈ + C(q, q̇)q̇ +G(q) = τ (5)
where q is n-dimensional vector of joint angles, M(q)∈
Rn×n is the robot inertial matrix, C(q, q̇)q̇,G(q) and τ ∈Rn
denote the centrifugal Coriolis force, the gravitational force
and control inputs respectively.
As robot parameters are involved in matrix M(q),
C(q, q̇) and G(q), we also can denote them as M(q, θ),
C(q, q̇, θ) and G(q, θ) with respect to parameter θ.
Throughout this paper, these two different denotations are
equivalent to each other.
In this paper, only robot manipulator with all revolute
joints is considered. A list of useful properties of its
dynamic model is given as follows [27, 28],
Property 1. For all q, v, w∈Rn, we have
M(q)v+C(q, w)w+G(q) = Φ(v, w, q)θ+Λ(v, w, q, θ0) (6)
where
Λ(v, w, q, θ0) = M0(q)v + C0(q, w)w +G0(q). (7)
Λ(v, w, q, θ0) is a known vector including dynamics of the
known parameter θ0. M0(·), C0(·, ·), G0(·) are the known
dynamic matrices. Φ(v, w, q)∈Rn×l is regressor matrix;
θ∈Rl is a parameter vector containing only the interest or
unknown robot parameters.
Property 2. All q, q1, q2 ∈Rn, the inertial matrix M(q)
is a symmetric positive definite matrix that verifies
λθ{M}I ≤ λm{M}I ≤ M ≤ λM{M}I ≤ λθ{M}I (8)
‖M(q2)−M(q1)‖ ≤ αM (θ)‖q2 − q1‖ ≤ αM‖q2 − q1‖ (9)
for some function αM (θ) and some constant αM .
Property 3. For all vector v, w, x, y, z ∈Rn, it verifies
that
C(x, y + z)w = C(x, y)w + C(x, z)w (10)
Furthermore, there exist function c1(θ), c2(θ), positive
constants c1, c2 such that
‖C(x, z)w − C(y, v)w‖
≤ c1(θ)‖z − v‖ · ‖w‖+ c2(θ)‖x− y‖ · ‖z‖ · ‖w‖
≤ c1‖z − v‖ · ‖w‖+ c2‖x− y‖ · ‖z‖ · ‖w‖ (11)
Property 4. A suitable definition of C(q, q̇) makes the
matrix (Ṁ − 2C) skew-symmetric, i.e.,
yT [Ṁ − 2C]y = 0, ∀y ∈ Rn
or Ṁ(q) = C(q, q̇) + CT (q, q̇) (12)
Property 5. For all q1, q2 ∈Rn, there exists function
cG(θ) and positive constant cG such that
‖G(q1)−G(q2)‖ ≤ cG(θ)‖q1 − q2‖ ≤ cG‖q1 − q2‖ (13)
2.3 Some Assumptions
It is noted that the control problem in this paper is dis-
cussed within the following two assumptions,
Assumption 1. The desired reference positions qd,
their corresponding velocities q̇d and accelerations q̈d
are all bounded, namely
‖qd(t)‖M = sup
t
{‖qd(t)‖} < ∞ (14)
‖q̇d(t)‖M = sup
t
{‖q̇d(t)‖} < ∞ (15)
‖q̈d(t)‖M = sup
t
{‖q̈d(t)‖} < ∞ (16)
Assumption 2. The operating region Ω q is bounded
with respect to angle velocity q̇. Namely, for constant
γ q > 0,
Ω q = {q̇ ∈ Rn|‖q̇‖ ≤ γ q} (17)
3. Robust Adaptive Controller Design
3.1 Robust Adaptive Control Law
The basic idea of the proposed algorithm is to guarantee
boundedness of integral action of the adaptive control law
so as to prevent instability of the adaptive system. To do
this, some bounded function is introduced into the adaptive
control law in which the output of the estimator is fed into
this bounded function and that the output of the latter is
taken as parameter estimate for the adaptive controller.
The robust-adaptive tracking control laws are proposed
as follows,
τ = Λ(q̈d, q̇d, qd, θ0)−Kpq̃ −Kv ˙̃q +Φ(q̈d, q̇d, qd)sθ(θ̂)
(18)




ΦT (q̈d, q̇d, qd)[ ˙̃q(ς) + αq̃(ς)]dς (19)
where q̃= q− qd,Λ(·, ·, ·, θ0) denotes the known dynamics,
scalar constant α, γ > 0. Kp, Kv denote positive definite
diagonal matrices. Function vector sθ(·), which is called
parameter function vector (see Fig. 2), is defined as
sθ(θ̂) = sθ(θ̂) + π (20)
where
sθ(∗ − πθ) ∈ F(μθ, ρθ, εθ, ∗ − πθ) (21)
Constants π and πθ will be determined in next section.
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Figure 2. Function vector element sθ(θ̂i).
Remark 1. It is quite obvious that the output
of function sθ(·) is always bounded, and hence the
parameter estimate remains bounded as viewed from
the control law. In this case, the filtered signal, i.e.,
output of function sθ(·) can be taken as the estimation
of the unknown robot parameters. The upper and lower
bound of this parameter estimate is the counterpart of
output of function sθ(·). 
3.2 Preparatory Parameter Design of Controller
For the sake of convenience, let
Kp = kpI, Kv = kvI. (22)
In general, some prior knowledge of robot such as the
estimated parameter-range Θ is available in practise. Or
rather, the range of the unknown parameter θi is known.
Suppose that θi (θi, i=1, 2, . . . , l) is estimate of the
lower (upper) bound of robot parameter θi, then the esti-
mated parameter-range Θ is described as follows,
Θ = { ∈ Rl|θi ≤ i ≤ θi, i = 1, 2, . . . , l} (23)
According to (20), function sθ(·) defines the so-called con-
troller parameter-range Ξ, i.e.,
Ξ = {ζ| inf
θ∈Rl
{(sθ(θ̂))i} ≤ ζi ≤ sup
θ∈Rl
{(sθ(θ̂))i}} (24)
As for function sθ(·), we are trying to design its parameters
such that the controller parameter-range Ξ is coincident
with the range of Θ.
Usually, we believe that the true parameter θi is lo-
cated at the centre of the estimated parameter-range Θi
(i=1, . . . , l). The parameter design of sθ(·) should guar-
antee that the range of each Ξi involves that of Θi and is
as closed to it as possible. Consequently, parameters of
sθ(·) are chosen as follows for every i=1, . . . , l,
πi =
1
2 (θi + θi), (25)
πθ,i = 2πi/(ρθ,i + μθ,i), (26)
(μθ)i(εθ)i =
1
2 (θi − θi). (27)
Besides, parameter ρθ,i should be chosen to be as close as
possible to μθ,i. The idea case is that ρθ,i =μθ,i.
Thus, it is easy to verify that
Proposition 1. According to (20)(24) and
(25)(27), it can be seen that
Θ ⊂ Ξ (28)
and hence
θ ∈ Ξ. (29)
if the true parameter θ locates within the estimated
parameter-range Θ, namely, θ∈Θ. 
Remark 2. From (20), the value of πi and (μθ)i(εθ)i
(with (ρθ)i(εθ)i) decide the position and the volume of
the range of sθ,i(θ̂). On the other hand, the basic idea
in the above parameter design is to make the estimated-
range Θ and that of Ξ coincident with each other.
Therefore, (25)(27) are the key to parameter design for
function sθ(·).
After the function form of sθ(·) is determined, its
range only depends on (ρθ)i(εθ)i because sθ,i(θ̂) ap-
proaches to (ρθ)i(εθ)i (−(ρθ)i(εθ)i) when θ̂i goes to +∞
(−∞). 
Remark 3. Being a simple special case, some
saturated function, e.g., s(·) can be applied to function
sθ,i(·) in (21), where
s(x) =
⎧⎨
⎩ab · sign(x) if |x| > bax if |x| ≤ b , a, b > 0
According to the above parameter-tuning rule, we have




θi if ωiθ̂i > θi
ωiθ̂i if θi ≤ ωiθ̂i ≤ θi
θi if ωiθ̂i < θi
(30)
for every i= 1, . . . , l. In this case, ρθ,i =μθ,i =ωi.
Other functions belonged to CPDIF, such as sine
function and tangent hyperbolic function [26], can also
be applied to sθ(·). From the aforementioned fact, it
shows design simplicity of the proposed robust-adaptive
scheme. 
We define a new function vector Ψ(θ̃) as follows,
Ψ(θ̃) = sθ(θ̂)− θ (31)
where θ̃= θ̂− θ∗, and θ∗, which satisfies equation Ψ(θ̃)= 0
or sθ(θ
∗)= θ, is called the mapped parameter vector. It
implies that
θ̃ = 0 (or θ̂ = θ∗) ⇔ sθ(θ∗) = θ (32)
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When condition (29) is available, function vector Ψ(θ̃)
satisfies all conditions presented in definition. But it
is not centrosymmetric with respect to the origin unless
π= θ, even if sθ(·) is centrosymmetric. However, it is still
a continuous piecewise-differentiable increasing function
vector when condition (29) is valid because so does function
vector sθ(·) in (21). Thus, we get the following result.
Proposition 2. There exists some θ∗ such that
equation sθ(θ
∗)= θ holds if and only if value of θi does
not exceed the range of sθ,i(·), namely, (29) is satisfied
for every i=1, . . . , l.
Futhermore, define a scalar function Uθ̃(θ̃) such that
Ψ(θ̃) = ∇θ̃Uθ̃(θ̃) (33)
we have ⎧⎨
⎩Uθ̃(θ̃) > 0 if θ̃ = 0Uθ̃(θ̃) = 0 iff θ̃ = 0 (34)
Uθ̃(θ̃) → +∞ when θ̃ → ∞ (35)
on the condition that (29) is satisfied. Where Ψ(θ̃) is
defined by (31). 
3.3 Stability of the Closed-Loop System
Theorem 1 Consider the dynamics of robot manipula-
tor (5) with controller (18)(19), suppose that there ex-
ists positive constants α, γ and sθ(θ̂) such that condition
(29) and the following are all satisfied:
(i) kp > η +
1
2 [η/α+ c1(‖q̇d‖+ γ q)] (36)
(ii) kv > αλθ{M}+ c1‖q̇d‖+ 12 [η + αc1(‖q̇d‖+ γ q)] (37)
then q̃(t), ˙̃q(t) are bounded for t> 0, and
lim
t→∞‖[ ˙̃q
T q̃T ]T ‖ = 0
where α, γ are defined in (19), sθ(θ̂) in (20), and
η = αM‖q̈d‖+ c2‖q̇d‖2 + cG
Proof: Using the Property P1, the control law can
also be rewritten as
τ = −Kpq̃ −Kv ˙̃q +Φ(q̈d, q̇d, qd)[sθ(θ̂)− θ]
+M(qd)q̈d + C(qd, q̇d)q̇d +G(qd) (38)
Then the closed-loop system dynamics is obtained
M(q)¨̃q + C(q, q̇) ˙̃q −H( ˙̃q, q̃)
=−Kpq̃ −Kv ˙̃q +Φ(q̈d, q̇d, qd)[sθ(θ̂)− θ] (39)
where
H( ˙̃q, q̃) = [M(qd)−M(q)]q̈d +G(qd)−G(q)
+ [C(qd, q̇d)− C(q, q̇)]q̇d
We complete the proof by two steps:
I. The globally positive definition of the Lyapunov
function candidate.
Consider the Lyapunov function candidate
VΣ( ˙̃q, q̃, θ̃) =
1
2
˙̃qTM(q) ˙̃q + α ˙̃qTM(q)q̃
+ 12 q̃
T (Kp + αKv)q̃ + γUθ̃(θ̃) (40)
where Uθ̃(θ̃) is defined in (33).
From (34)(35), the Lyapunov function candidate (40)
is radially unbounded positive definition provided that
V ( ˙̃q, q̃)≥ 0. Where
V ( ˙̃q, q̃) = 12
˙̃qTM ˙̃q + α ˙̃qTMq̃ + 12 q̃
T (Kp + αKv)q̃
= 12 (
˙̃q + αq̃)TM( ˙̃q + αq̃)
+ 12 q̃
T (Kp + αKv − α2M)q̃ (41)
Combination of (36) and (37) implies that
kp + αkv > α
2λθ{M} (42)
It easily verifies that
V ( ˙̃q, q̃) ≥ 0. (43)
and hence
VΣ( ˙̃q, q̃) ≥ 0. (44)
II. To prove the negative definition of function V̇Σ
Let x= y in (11), by virtue of Assumption A.2 and
(10)(11), it follows that
q̃TC(q, q̇) ˙̃q ≤ c1γ q · ‖ ˙̃q‖ · ‖q̃‖ (45)
Using (9), (11) and (13) in Properties P2, P3 and P5,
we obtain
( ˙̃q+αq̃)TH( ˙̃q, q̃) ≤ [‖ ˙̃q‖+α‖q̃‖]{η‖q̃‖+ c1‖q̇d‖ ·‖ ˙̃q‖} (46)
The time derivative of function in (40) is written as
V̇Σ = ( ˙̃q + αq̃)
TM ¨̃q + α ˙̃qT (Ṁ q̃ +M ˙̃q) + 12
˙̃qT Ṁ ˙̃q
+ ˙̃qT (Kp + αKv)q̃ + γ
˙̃
θT∇θ̃Uθ̃(θ̃) (47)
Substituting (39) and the parameter update law (19) with
(12) in Property P4 into the above equation, we have
V̇Σ = ( ˙̃q + αq̃)
T [H − C(q, q̇) ˙̃q −Kpq̃ −Kv ˙̃q
−Φ(q̈dq̇d, qd)Ψ(θ̃)] + α ˙̃qT (Ṁ q̃ +M ˙̃q)
+ 12
˙̃qT Ṁ ˙̃q + ˙̃qT (Kp + αKv)q̃ + γ
˙̃
θT∇θ̃Uθ̃(θ̃)
= α ˙̃qT [CT (q, q̇) · q̃ +M ˙̃q] + ˙̃qT (Kp + αKv)q̃
+ [ ˙̃q + αs(q̃)]T [H −Kpq̃ −Kv ˙̃q] (48)
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From (45)(46), we get
V̇Σ ≤ − ˙̃qTKv ˙̃q + αλθ{M} · ‖ ˙̃q‖2 + αc1γ q · ‖ ˙̃q‖ · ‖q̃‖
+ [‖ ˙̃q‖+ α‖q̃‖] · [c1‖q̇d‖ · ‖ ˙̃q‖+ η‖q̃‖]− αq̃TKpq̃
=− ˙̃qTKv ˙̃q + [αλθ{M}+ c1‖q̇d‖] · ‖ ˙̃q‖2 + αη‖q̃‖2
+ [η + αc1(‖q̇d‖+ γ q)] · ‖ ˙̃q‖ · ‖q̃‖ − αq̃TKpq̃ (49)
Note that ab≤ 12 (a2 + b2) for all a, b∈R. It yields
V̇Σ ≤ −λ1‖ ˙̃q‖2 − λ2‖q̃‖2 (50)
where
λ1 = kv − αλθ{M} − c1‖q̇d‖ − 12 [η + αc1(‖q̇d‖+ γ q)] (51)
λ2 = α(kp − η)− 12 [η + αc1(‖q̇d‖+ γ q)] (52)
Therefore, condition (36)(37) implies V̇Σ( ˙̃q, q̃, θ̃)≤ 0.
By virtue of (44) and (50) with (36)(37), it follows
that ˙̃q(t) and q̃(t) are all bounded. On the basis of the
aforementioned fact and Barbalat Lemma, the proof is
completed. 
Remark 4. Note that (29) viz. θ∈Ξ is not only
sufficient but necessary for asymptotic stability of this
robust-adaptive tracking control scheme. The precondi-
tion of suitable selection on π in (20) is the known range
of the true parameter vector θ. Condition (29) is always
satisfied on the condition that (μθ)i(εθ)i(i=1, 2, . . . , l) is
large enough. When (μθ)i(εθ)i →+∞ (i=1, 2, . . . , l), it
is equivalent to the conventional adaptive. 
Remark 5. Condition (36)(37) presents the re-
lationship between controller parameter (α, kp, kv) and
reference trajectory (‖q̇d‖, ‖q̈d‖), parameter estimates
viz. (c1, c2, αM , cG, λθ{M}). It can be seen that,
for the given value α, larger (‖q̇d‖, ‖q̈d‖) or larger
(c1, c2, αM , cG, λθ{M}) results in larger controller gain
(kp, kv). Parameter (c1, c2, αM , cG, λθ{M}) are involved
in robot dynamics (see Properties P2, P3, P5). Usu-
ally, they are something directly proportional to robot
parameter θ. By virtue of (11), (9), (13) and (8) re-
spectively, we can obtain their rough estimates when
the estimated parameter-range Θ is available. As suf-
ficient condition (36)(37) for stability based on Lya-
punov approach is conservative, it is not surprised that
some controller gains, which do not satisfy condition
(36)(37), make the closed-loop system stable asymptot-
ically.
Remark 6. From the controller structure in (18),
output of the estimator (19) i.e., the estimated pa-
rameter is filtered by parameter function sθ(·) before
it is applied to the controller. It means that the esti-
mated parameter enters the controller and the closed-
loop systems nonlinearly. This is the distinction of the
proposed adaptive algorithm (18)(19) in comparison
with conventional adaptive approach. In other words,
robust-adaptive algorithm (18)(19) brings forward an
extensive conception of adaptive control because in the
case of conventional adaptive algorithm, the controller
makes use of the estimate θ̂ from (19) directly.
Note that the projection algorithm guarantees bound-
edness of parameter estimations on the condition that
the true parameters stay within the known parameter-
range. However, it cannot provide any information,
e.g., what it happens when the true parameters go be-
yond this range and that this algorithm seem to be com-
plicated because of too many opinion switching. It is
obvious that the proposed robust-adaptive algorithm is
much more simple when saturated function is applied
to sθ(·) in (21). 
Remark 7. Thanks to boundedness of function sθ(·)
that imposes some finite constraints (whose range is
defined by Ξ) on the output of the estimator, the bounded
parameter estimation is employed in the controller.
As a result, the problem about parameter drifting in
adaptive control systems are overcome consequently
and all signals in the actual controller always keep
bounded even output of (19) grow up to infinity, and
robustness of the adaptive system enhances accordingly.
And besides, the robust-adaptive algorithm provides
some flexibility for adaptive controller design and hence
more robust and better transient performance possibly
due to multiple parameter selection of function sθ(·). 
4. Robustness of the Closed-Loop System
The result in Theorem-1 shows that, to obtain asymptotic
stability of the robust-adaptive system, parameters of sθ(·)
have to be choosen to satisfy (29), or rather, to make
the estiamted parameter-range to contain the true robot
parameters. For a given adaptive algorithm, from the
point of practical view, what interests us is its robustness.
As far as the proposed robust-adaptive algorithm (18)(19)
is concerned, in some sense, performance of the resulting
system depends on the suitable estimate of parameter-
range Θ, so it is necessary to deal with stability problem
in the presence of wrong estimation of parameter-range.
Lemma-1
Consider the dynamics of robot manipulator with
bounded disturbance τd(t) given as follows
M(q)q̈ + C(q, q̇)q̇ +G(q) = τ + τd, (53)
suppose that its parameters are all exactly known, the
following control law is proposed such that conditions (36)
and (37) are all satisfied,
τ = −Kpq̃−Kv ˙̃q+M0(qd)q̈d+C0(qd, q̇d)q̇d+G0(qd) (54)
then solution [q(t) q̇(t)] of the closed-loop system (39)
is uniformly ultimately bounded and converges to the
residual set
Σ = {( ˙̃q + αq̃)|‖ ˙̃q + αq̃‖ ≤ ς−11 ς22 · ‖τd‖max} (55)
or
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Σq̃ = {q̃|‖q̃‖ ≤ ς−1q̃ ς−11 ς2 · ‖τd‖max} (56)
Σ ̃q = { ˙̃q|‖ ˙̃q‖ ≤ ς−1̃q ς
−1
1 ς2 · ‖τd‖max} (57)
where





η = αM‖q̈d‖+ c2‖q̇d‖2 + cG (59)
ς ̃q = λ
1
2




θ {Kp + αKv − α2M} (61)
R = 12
⎡
⎣ M(q, θ) αM(q, θ)
αM(q, θ) Kp + αKv
⎤
⎦ (62)




constant, which depends on the initial state errors.
Proof: see Appendix B.
When θ /∈Ξ, i.e., (29) is not satisfied, the closed-loop
system can be rewritten as follows,
M(q)¨̃q + C(q, q̇) ˙̃q −H( ˙̃q, q̃) = −Kpq̃ −Kv ˙̃q + τθ (63)
where
τθ = Φ(q̈d, q̇d, qd)[sθ(θ̂)− θ] (64)
It is said the parameter error can be taken as a disturbance
τθ with respect to the closed-loop system (5)(51). The
boundedness of function vector sθ(·) and Assumption A.1
implies the boundedness of τθ. With the help of Lemma-1,
we have the following result,
Theorem 2 In the presence of wrong estimation
of parameter-range i.e., condition (29) is not satisfied,
the conclusion in Lemma-1 is still valid for closed-loop
system of (5)(18)(19) is if condition (36)(37) presented
in Theorem-1 is satisfied, where
τd(t) = τθ(t). (65)
Consider the following robot manipulator with bounded
disturbance τ ′d
M(q)q̈ + C(q, q̇)q̇ +G(q) = τ + τ ′d, (66)
we have another result regarding robust stability given
as follows,
Corollary
Despite the estimated parameter-range Θ contains the
true parameters or not, the conclusion in Lemma-1 is still
valid for the closed-loop system of (66)(18)(19) if condition
(36)(37) presented in Theorem-1 is satisfied, where
τd(t) = τ
′
d(t) + τθ(t) (67)
τθ is defined in (64), and τθ =0 if θ∈Ξ.
Remark 8. The result of Corollary indicates that,
in the presence of disturbances and wrong estimate
of the parameter-range (namely, θ /∈Ξ), the proposed
robust-adaptive controller renders the closed-loop sys-
tem uniformly ultimately bounded stable. In other
words, robustness of the resulting adaptive system is
guaranteed. 
5. Numeric Example
As the sine-cosine (amplitude denotes A rad, frequency
f =1Hz) trajectory-tracking task for a weighting-lifting
operation is considered, the two-link manipulator described
in Fig. 3 has parameters:
link mass m1 = 1 (kg), m2 = 10 (kg)
link length l1 = 1 (m), l2 = 1 (m)
with the initial configuration
q(0) = [1 0.1]T (rad), q̇(0) = [0 0]T (rad/s)
Figure 3. The two-link robot manipulator.
The value of m2 is unknown, while other parameters
are known exactly. Suppose that some knowledge regarding
parameter m2 is available, namely
m̂2(0) = 7 (kg), Θ = {m2 ∈ R|7 ≤ m2 ≤ 11}
(denotes Θ = [7 11] simply)
Matrices regarding robot dynamics are given by
M(q) =
⎡
⎣ (m1 +m2)l21 m2l1l2 cos(q2 − q1)
m2l1l2 cos(q2 − q1) m2l22
⎤
⎦












The disturbance denotes as τd = [τd1 τd2 ]
T , where
τd1 , τd2 and are sine-wave and square-wave respectively,
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amplitude Ad =6 rad, frequency fd =1Hz throughout the
simulation.
The robust-adaptive control law is given as follows,
τ = Λ− kpq̃ − kv ˙̃q +Φ(q̈d, q̇d, qd)sθ(θ̂)
with the parameter update law
m̂2(t) = m̂2(0)− 2
∫ t
0
ΦT (q̈d, q̇d, qd)[ ˙̃q(ς) + αq̃(ς)]dς
where Λ= [m1l
2
1 q̈1 −m1l2g sin q1 0]T ,
Φ(q̈d, q̈d, qd) =
⎡
⎣ l21 q̈d1 + l1l2c21q̈d2 − l2s21q̈2d2 − g sin qd1
l1l2c21q̈d1 + l
2
2 q̈d2 − l2s21q̈2d1 − g sin qd2
⎤
⎦
c21 = cos(qd2 − qd1), s21 = sin(qd2 − qd1).
We get some parameter estimates of robot dynamics,
α̂M = 20.5, ĉ2 = 10, ĉG = 145;
η̂ = 20.5× ‖q̈d‖+ 10× ‖q̇d‖2 + 145
It is well known that the sufficient conditions of sta-
bility in the sense of Lyapunov approach are usually very
conservative. Therefore, by virtue of (36)(37), parameters
of the controller are chosen as follows,
α = 8, kp = 100, kv = 100;





11 if 11 < 0.1× m2(t)
0.1× m2(t) if 7 ≤ 0.1× m2(t) ≤ 11, see Fig. 4
7 if 0.1× m2(t) < 7
,
In this case, it means that m2 ∈Θ=Ξ.
Figure 5. Asymptotic stability of the robust adaptive without disturbance τd(t), where A=2 rad.
Figure 4. Parameter saturated function in numeric
example.
Using SIMULINKTM in MATLABTM, simulation is to
demonstrate effectiveness of the proposed robust adaptive
controller and to take a comparison between this robust
scheme and the conventional one. In the case of the
conventional adaptive, it implies that sθ(m̂2)= m̂2
Simulation results in Fig. 5 show that the proposed
robust-adaptive controller makes the resulting system sta-
ble asymptotically when the estimated parameter-range Θ
contains the true robot parameters m2, viz. m2 ∈Θ=Ξ.
And besides, the robust-adaptive controller stabilizes the
disturbed system whereas the conventional adaptive con-
troller derives the system unstable (see Fig. 6).
Furthermore, from Fig. 7, it can be seen that the
robust-adaptive controller possesses much better transient
performance than the conventional adaptive one.
When Θ= [5 9] and hence m2 /∈Θ, results in Fig. 8
demonstrate robustness of robust-adaptive to disturbance
and wrong estimation of parameter-range as well.
6. Conclusion
This paper develops a new simple robust-adaptive algo-
rithm for robot tracking control, in which output of estima-
tor is filtered by a continuous piecewise-differentiable in-
creasing function and then feeds to the controller. In some
sense, this proposed algorithm can be taken as an concep-
tional extension of the conventional adaptive. All signals,
especially estimated-parameter-related signal in the actual
controller keep bounded and hence problem on parameter
drift is overcome. As a result, robustness of the resulting
adaptive system is improved. It shows that, the closed-loop
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Figure 6. Robustness to disturbances: comparison between the robust adaptive and the conventional one, where A=2 rad.
Figure 7. Transient performance: comparison between the robust-adaptive and the conventional one, where A=1.2 rad.
75
Figure 8. Robustness of the robust-adaptive to wrong parameter-region estimation plus disturbance τd(t), where A=2 rad.
system is asymptotically stable without the requirement of
persistency of excitation when the estimated parameter-
range contains the true parameters. Furthermore, the re-
sulting system is uniformly ultimately bounded when it is
subjected to the external disturbance, or those disturbance
raised from estimated error of parameter-range, or their
combination. In other words, robustness of the proposed
control scheme is guaranteed to disturbance and estimated
error of parameter-range without the requirement of per-
sistency condition. Different selections on the parameter
function provide some flexibility for controller design as
well as more robustness and better transient performance
possibly.
Appendix A





where A and C are
square. Matrix P is positive definite if and only if
A > 0, C −BTA−1B > 0
or C > 0, A−BC−1BT > 0.
Appendix B
Consider the Lyapunov function candidate V (x) defined
in (41), where xT = [ ˙̃qT q̃T ]. V (x) is radially unbounded
positive definition when condition (36)(37) (which implies
(42)) is satisfied.
With the help of manipulations in the proof section II
of Theorem-1, we have
V̇ (x) ≤ −λ1‖ ˙̃q‖2 − λ2‖q̃‖2 + ‖ ˙̃q + αq̃‖ · ‖τd‖ (68)
According to (58), we have the following relationship
ς1V (x) = ς1x
TRx ≤ min{λ1, λ2} · xTx ≤ λ1‖ ˙̃q‖2 + λ2‖q̃‖2
(69)
By virtue of (41) and (42), it follows that
V (x) ≥ 12λθ{M} · ‖ ˙̃q + αq̃‖
2
⇒ ‖ ˙̃q + αq̃‖ ≤ ς2 · V 12 (x) (70)
With the combination of (69)(70), then





2 (x) + 12 ς1 · V
1
2 (x) ≤ 12 ς2 · ‖τd‖ (71)













2 (t−τ) · ‖τd(τ)‖dτ (73)
V0 =: V ( ˙̃q(0), q̃(0)) (74)
On the other hand, it verifies that
xTdiag{[X, 0n×n]}x ≤ xTRx = V (x) (75)
if inequality
R− diag{[X, 0n×n]} > 0 (76)
is valid for some suitable matrix X. Using the result in
Appendix A, let us resolve the above inequality (76) for X:
X < M − α2M(Kp + αKv)−1M (77)
and hence




ς2q̃ · q̃T q̃ ≤ V (x) or ςq̃ · ‖q̃‖ ≤ V
1
2 (x) (79)






Making use of (72) and (70), we have
‖ ˙̃q + αq̃‖t→∞ ≤ ς−11 ς22 · ‖τ(t)‖max (81)
Similarly, we have
‖ ˙̃q‖t→∞ ≤ ς−1̃q ς
−1
1 ς2 · ‖τ(t)‖max (82)
‖q̃‖t→∞ ≤ ς−1q̃ ς−11 ς2 · ‖τ(t)‖max (83)
The proof is completed.
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