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Factors affecting the imaging of the impact location with 
inverse filtering and diffuse wave fields 
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Department of Mechanical Engineering, University of Bath, Bath BA2 7AY, UK 
 
 Abstract  
Reciprocal time reversal (inverse filtering) of acousto/ultrasonic fields is a very efficient 
technique to focus elastic waves through reverberant isotropic and anisotropic media. 
Such a methodology relies on the correlation of the experimental Green’s function that 
is acquired by a set of receiver sensors from a limited number of impact sources. 
However, although heterogeneities and discontinuities within the structural response can 
be compensated by the inverse filtering process, environmental effects such as 
temperature variations as well as incoherent noise measurements and the finite number 
of excitation sources may degrade the quality of time reversal focusing. The scope of 
this paper was to study the factors affecting the impact location imaging using the 
reciprocal time reversal method in the presence of complex diffuse wave fields. 
Particularly, a signal stretch strategy was developed to compensate the temperature 
changes before re-mitting the back propagated wave field at the focus point. Then, in 
order to investigate the imaging performance and the sensitivity of the proposed 
methodology, different set of libraries with reduced input signals were created and 
tested. Finally, different configurations of the receiver piezoelectric sensors were used 
to perform the reciprocal time reversal method. To validate this research work, two 
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geometrically complex composite structures, i.e. a composite tail rotor blade and a 
stiffened composite panel were employed. Results showed that both the temperature 
compensation and the signal processing with the reduced time traced signals and 
receiver sensors allowed obtaining an accurate identification of the impact events. 
 
Keywords: impact localisation, composite structures, temperature compensation, 
inverse filtering, diffuse wave field. 
 
I. Introduction  
Composite materials are renowned for their high strength to weight ratio, resistance to 
fatigue and low thermal expansion. However, due to their fragility to low-velocity 
impacts, they present challenges for damage detection, as much of the flaw is often 
interlaminar (e.g. delamination, fibre breakage, etc…) and not readily detectable. 
Structural health monitoring (SHM) systems based on elastic guided wave (GW) 
diagnosis methods are one of the most advanced and mature techniques that can be used 
for the identification of the impact source (Ciampa and Meo, 2010a; De Marchi et al., 
2011 and Ciampa and Meo, 2010b), as well as the impact force (Hu et al., 2007; Atobe 
et al. 2011; and Atobe et al., 2014). Although most of these techniques rely on the time 
of arrival (TOA) identification, the dispersive nature of GW and the presence of 
reverberant wave fields in geometrically complex structures can degrade the quality of 
its estimation, causing poor localisation. However, reciprocal time reversal (TR) or 
inverse filtering (IF) method has shown to compensate the dispersive behaviour of GW, 
even in dissipative media with diffuse wave field conditions (i.e. with random 
scattering, reflection from the boundaries, mode conversion, etc…) (Ciampa and Meo, 
2012a). In addition, reciprocal TR has been recently used for a chaotic cavity transducer 
implementation (Van Damme et al., 2011) and in nonlinear elastic imaging (Ciampa and 
Meo, 2012b). Indeed, IF approach uses the benefits of diffuse elastic waves that are 
generated by an impulsive excitation, in order to obtain the re-focusing at the impact 
source with a relative low number of receivers transducers. Particularly, according to 
the hypothesis of time invariance and spatial reciprocity of the linear wave equation, in 
the IF process the output received by a set of receiver sensors can be time reversed, 
normalised by its squared modal energy and re-emitted back onto the excitation point 
(Tanter et al., 1998). As GW have a number of wave packets whose speed depends on 
the propagation frequency, after the IF process the slower modes are back propagated 
first, so that all the waveforms will converge at the original impact point at the same 
time, thus compensating dispersion (Ciampa and Meo, 2011). However, environmental 
changes can negatively influence the library of the measured GW signals (Weaver and 
Lobkis, 2000). Among various environmental conditions, temperature variations are one 
of the most dominant effects that may alter the acquired waveforms, leading to 
ambiguities in the temporal and spatial re-focusing at the impact source (L di Scalea and 
Salamone, 2008). Hence, strategies for overcoming this further limitation due to 
temperature changes need to be developed. In particular, optimal baseline selection (Lu 
Y, Michaels, 2005) and the optimal signal stretch (Caputi, 1971) were implemented on a 
baseline subtraction technique (Worden et al., 2007). Ribay et al (2007) developed a 
temperature compensation technique for time reversal process in simple plate-like 
structure. In particular, they showed that temperature variations in aluminium and glass 
plates from 25ºC to around 50ºC dramatically decreased the values of the TR correlation 
coefficients at the impact location up to 30%. However, a systematic and effective 
analysis of those environmental effects that might negatively influence the IF imaging at 
the impact location in “real” aerospace structures, especially at low temperatures, is still 
needed.  
The scope of this paper was to study the factors affecting the re-focusing at the impact 
location using the reciprocal TR method in the presence of complex diffuse wave fields. 
Firstly, a signal stretch procedure was developed in order to compensate the temperature 
variations before performing the IF process. Then, in order to improve the imaging 
performance and thus decreasing the computational demand but not the sensitivity of 
the proposed methodology, different set of libraries with reduced input signals were 
created and analysed. Finally, different configurations of the receiver piezoelectric 
sensors were used to perform the reciprocal TR method in the presence of incoherent 
measurement noise due to electronics (sensor noise, electronic noise, etc…). To validate 
this work, two complex composite structures, i.e. a composite tail rotor blade and a 
stiffened composite panel were employed. The imaging results showed that the 
temperature compensation method and the signal processing with the reduced impulsive 
waveforms and receiver sensors allowed achieving an accurate re-focusing at the impact 
source, regardless the sensors type and position. The layout of the paper is as follow: in 
Section II, the effects of temperature variations on the diffuse wave fields are reported 
and a novel temperature compensation technique, called “forward step signal stretch” 
(FSSS) is introduced. Section III describes the experimental set-up for two different 
composite structures, whilst Section IV illustrates the IF imaging results of the impact 
source using the temperature compensation method with a reduced number of input 
signals and receivers sensors. Then, the conclusions of this research work are presented. 
 
II. Theoretical Aspects of Inverse Filtering with Diffuse Wave Fields 
If the time reversal invariance and the spatial reciprocity of the elastodynamic wave 
equation are satisfied, the reciprocal TR or IF process can be used to focus ultrasonic 
waves in reverberant anisotropic media (Ulrich et al., 2009). According to Huygen’s 
principle (Landau and Lifshitz, 1960), the reconstruction of the wave function in a 
generic volume can be obtained by the knowledge of its sources located on a 2D 
surface. IF method is usually split into two steps. In the “forward propagation step”, a 
set of signals representing a library of impulse responses from M excitation points at 
locations mr  (with kxjxixm
ˆˆˆ
321 r  in Lagrangian coordinates xj) along the plane of 
the structure (known as “focusing plane”) is recorded by a number of surface bonded 
receiver transducers and stored. The wave field  t,r  measured in r  at time t by an 
impulsive force located in mr  can be expressed as: 
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where  0,;, ttG mrr  correspond to the Green space-time function that describes the 
linear propagation from the mth excitation point  Mm 1  to the receiver sensor and 
 te m ,r  is the impulsive point-like source (Ciampa and Meo, 2014). Assuming a non-
stationary Gaussian signal with zero mean and a variance  t2  that changes with time, 
the Green’s function for a reverberant medium with diffuse field conditions becomes 
(Larose et al., 2006; Weaver, 1982 and Lobkis and Weaver, 2001): 
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where  tanm  are complex modal amplitudes and  r
n
m  are the real orthogonal mode 
shapes. Time nt  represents the travel time corresponding to the nth  Nn 1  
scattering path within the sample. The second step, known as “backward propagation 
step”, consists of a correlation between the impulsive transfer function associated to 
each excitation point and the inversion of the structural response of a new impact of 
unknown position 0mr . In this manner, by using the benefits of a reverberant diffuse 
wave field (i.e. multiple scattering, reflections form the boundaries, mode conversion, 
etc…), the information on the impact source location is accomplished by the imaging 
process as the maximum of the IF correlation coefficients at the focus point (i.e. when 
rm = rm0). This can be expressed in the time domain as the correlation of diffuse fields 
(CDF) as follows: 
  
 
   0;,;,
;,
1
, m
t
m
m
mIF tGtG
tG
te rrrr
rr
r   (3) 
Moreover, in order to compensate the incoherent measurement noise due to electronics, 
a weighted average from the contribution of a number of L surface bonded receiver 
sensors was used (Ciampa and Meo, 2014). As the quality of the library of signals 
acquired in the “forward propagation step”, as well as the number of the M excitation 
points and the receiver transducers control the sensitivity of the imaging process, some 
forms of compensation techniques are required. 
 
II.1 Effects of Temperature Variations on Diffuse Wave Fields 
Assuming the excitation function as a Dirac delta function in time and space, 
   tte mm ,, rr  , the diffuse wave field originated from each mth excitation point on the 
focusing plane at the reference temperature 0T  can be expressed substituting Eq. (2) in 
(1) as follows (Ing et al., 2005): 
    mtGTt rrr ;,;, 0   (4) 
If there is a change of temperature 0TTT   , with 0TT  , each of the individual 
modes is altered in the travel time so that the new propagating wave field  Tt;,r  is a 
time-delayed version of the reference wave field  0;, Ttr . Indeed, the effect of 
homogeneous temperature variations on the elastic wave propagation consists of a 
change of the wave speed that results either to a time dilation or compression of the 
travel time nt  (Snieder et al., 2002). Hence, according to Eqs. (2) and (4), the new time-
shifted signal at temperature T  can be defined as: 
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where the (constant) coefficient  is introduced as a perturbation of the wave field due to 
temperature changes (Leroy and Derode, 2008). In other words, the structural impulsive 
response from each excitation point under diffuse wave field conditions can be 
expressed as       
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with a signal received with a time delay nn tq  . Fig. 1 represents the normalised time-
shifted impulsive responses measured at two different temperatures (from the same 
excitation point) by four different receivers surface bonded on the sandwich composite 
panel defined in Sec. III. In particular, the dashed blue ones correspond to the signals 
acquired at the reference temperature T0 = 21ºC, whilst the continuous black waveforms 
are taken at T* = 5ºC. 
 Figure 1 Normalised time histories measured by four receiver sensors on the sandwich composite panel 
at two different temperatures. The dashed blue signals are measured at T0 = 21ºC, whilst the black 
continuous ones are at T* = 5ºC. 
 
Hence, in order to compensate the temperature effects, a signal stretch strategy called 
forward step signal stretch (FSSS) is applied to the library of impulsive transfer 
functions acquired in the “forward propagation step” of the IF process.  
 
II.2 Forward Step Signal Stretch 
As seen in Section II.1, temperatures changes affect the speed of the elastic waves 
causing either dilation or compression of the travel times of the scattered wave fields. 
Forward step signal stretch (FSSS) is herein introduces as a fast and efficient 
temperature compensation technique able to improve the image contrast at the impact 
source (Ciampa and Meo, 2011 and Catheline et al., 2007). Indeed, FSSS is a simple 
iterative process in which the diffuse wave field  0;, Ttr  originated from the focus 
point rm0 in the “forward propagation step” is stretched (where the term stretched refers 
to both dilation and compression) by a stretch factor ~  (unknown) to obtain a new 
impulsive structural response   ~,;,~ 0Ttr  that matches the one obtained at temperature 
T*. This last term can be expressed as: 
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The stretch factor ~  is then applied to all the signals of the library from each of the M 
excitation points. The iterative algorithm to retrieve the value of ~  is implemented as 
follows.  
Initially, the IF experiment is performed at temperature T* different from the reference 
one and  te mIF ,r  is calculated according to Eq. (4). The obtained 2D image, due to 
temperature variations effects, will contain artefacts and ambiguities that need to be 
compensated for a correct visualisation of the impact source. Then, the diffuse wave 
field  0;, Ttr  originated from 0mr  [i.e. that corresponding to the maximum value of 
 te mIF ,r ] with a fixed acquisition time  is stretched in both time and frequency 
domains. For a given sampling time t , the discretely sampled signal is 
   001 ;,;, TtkTk  rr   where k is an integer that corresponds to the sample at time 
tk  containing a total of p points. In our experiments, st 05.10  and p = 9956 
samples. In order to perform the time-stretch,  01 ;, Tkr  is first padded with zeroes so 
that it now contains a total of p1 points sampled with a sampling time equal to 1t . The 
number of points p1 is arbitrarily decided and it is maintained fixed for all the iterations. 
The obtained discretely diffuse wave field is then transformed in the frequency domain 
using a Fast Fourier transformation (FFT) operation. The resulting signal is a discretely 
sampled spectrum  01 ;,ˆ Tkr  containing p1 points (the symbol “ ˆ ” corresponds to a 
FFT operation), with a frequency spacing between points equal to 111 1 tpf  . The 
spectrum is then either truncated or zero-padded to create a new spectrum  02 ;,ˆ Tkr  
that contains p2 points. The truncation or padding takes place in a way that it preserves 
the conjugate symmetry of the whole spectrum according to the implementation of the 
FFT algorithm. The modified spectrum is then subjected to an inverse FFT, resulting in 
a new discretely sampled representation of the original wave field 
   0202 ;,;, TtkTk  rr  , containing p2 points sampled with a sampling time 
  121122 1 tppfpt  . It should be noted that this operation has not yet performed 
the time-stretch of the original waveform, but it has simply re-sampled  01 ;, Ttr  with a 
different time step 2t . However, if a new continuous signal is defined as 
   002 ;
~,;, TtTt m  rr   where 12
~ pp , then it can be seen that  02 ;, Tkr  is the 
discrete representation of  02 ;, Ttr  sampled with the original time step 1t . During the 
iteration, the factor ~ , and so the number of points p2, is varied in order to find the 
value that matches the wave field at different temperatures. Particularly, the stretch 
factor ~  is obtained as the minimum value between the maximum residual of the signal 
 0;
~, Tt  r  calculated at the impact location in the “forward propagation step” and the 
new impact source  Tt;,r  acquired in the “backward propagation step”. According 
to Eq. (5), this can be expressed as: 
     
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It should be noted that as 1tt  , the signal sampled in the “forward propagation step” 
and that obtained in the “backward propagation step” have different lengths. In order to 
have arrays of the same dimension p, the stretched signals are simply truncated. Once 
the value of ~  is determined by the FSSS algorithm, it is applied to the M excitation 
signals on the “focusing plane” so that a new IF process can be performed and new 
image of the impact source at the focus point can be obtained. Fig. 2 shows the original 
waveform (dashed blue signal) acquired at T0 and the new one (continuous black signal) 
measured at T* and stretched after FSSS process. Similarly to Fig. 1, the impulse was 
applied on the same excitation point and it was recorded using four receiver sensors 
attached on the composite stiffened panel. 
 
Figure 2 Normalised time histories measured by four receiver sensors on the sandwich composite panel 
before and after the FSSS process. The dashed blue signals are the original signals measured at T0, whilst 
the black continuous ones are obtained after FSSS. 
 
 
III. Experimental Set-up 
A number of experiments were investigated on two composite structures. The first 
sample tested was a composite tail rotor blade of a helicopter with dimensions 125 x 20 
x 2 cm (Fig. 3).  
 
Figure 3 Tail rotor blade used during the experiments. 
 
Although no quantitative information was provided on the mechanical properties and 
the structural make-up, the leading edge of the blade was made of glass fibre reinforced 
plastic (GFRP) for impact damage tolerance, whilst carbon fibre reinforced plastic 
(CFRP) was used for the rest of the blade to increase the structural strength and 
stiffness. The passive sensors used were L = 4 surface bonded piezoelectric transducers 
(APC sensors) with diameter of 0.635 cm, thickness of 0.25 cm and central frequency of 
100 kHz. Sensors positions are reported in Table 1. The reference systems was 
arbitrarily chosen, with the origin at the bottom left corner of the structure and the x and 
y-axes parallel and perpendicular to the leading edge direction, respectively. 
 
 X (cm) Y (cm) 
Sensor 1 37.7 1.5 
Sensor 2 38.7 1.5 
Sensor 3 75.2 1.5 
Sensor 4 76.2 1.5 
Table 1. Sensors positions on the tail rotor blade 
 
The structural surface of the blade was divided in M = 17 x 6 excitation points. The size 
of the single cell was not constant, but varied from smaller cells of dimensions 3 x 2 cm 
on the GFRP region, to bigger cells of dimensions 3 x 3 cm on the CFRP region. Such a 
configuration was designed to improve the resolution at the leading edge of the blade, as 
that is the area mostly subjected to impacts. The second structure was a rectangular 
CFRP composite stiffened panel with dimensions 100 x 30 x 0.2 cm. The “focusing 
plane” was divided in M = 50 x 15 excitation points uniformly distributed along a grid 
of quadratic cells with dimensions of 2 cm (Fig. 4).  
(a) 
(b) 
Figure 4 Front (a) and back (b) views of the composite stiffened panel. 
 
As for the blade, the manufacturer did not provide any information regarding to the 
structural properties. The panel was reinforced by six stiffeners (25 x 7 x 2.5 cm) of 
hollow square cross-section attached to the structure through four rivets. The passive 
sensors mounted on this sample were L = 4 Macro-Fibre Composite transducers (MFC) 
with length 27.2, width 13.8 and thickness 0.3 mm. Sensors were glued on the back of 
the panel as shown in Fig. 4b and positioned at coordinates reported in Table 2, whilst 
the impacts were applied on the top surface. Due to the small thickness of the skin, clear 
impact responses were measured by the receiver transducers. The origin of the new 
reference frame was at the bottom left corner and the x and y-axes were oriented parallel 
to the edges of the panel. 
 X (cm) Y (cm) 
Sensor 1 83.7 15.2 
Sensor 2 65.7 21 
Sensor 3 31 8.5 
Sensor 4 13.5 15.2 
Table 2. Sensors positions on the composite stiffened panel 
 
Both structures were impacted manually with an uncontrolled system (modal hammer) 
and the waveforms were recorded using the NI PXI-5105 8-channel 
digitizer/oscilloscope card. The waveforms acquired in each cell of the “focusing plane” 
in the “forward propagation step” were averaged 15 times to eliminate any random 
noise. Each impulsive response was sampled at 99.5 kHz with a total acquisition time of 
100 ms according to Nyquist theorem and the long reverberation present in the recorded 
waveforms (Fig. 5).  
(a) (b) 
Figure 5 Normalised time history from one of the excitation points measured on the tail rotor blade (a) 
and the stiffened panel (b). 
 
For the temperature compensation experiments, both structures were placed in a 
controlled room capable of reaching -3ºC. The temperature of the samples was 
monitored by two K-type thermocouples connected to a thermometer with a precision of 
0.1ºC.  
 
IV. Imaging Localisation Results  
This Section illustrates the imaging results with the FSSS method used to compensate 
the wave speed changes of diffuse wave fields due to temperature variations. Then, in 
order to decrease the computational demand of the stored data but not the sensitivity of 
the proposed methodology, different set of libraries with reduced excitation points were 
created and tested. Finally, different configurations of the receiver piezoelectric sensors 
were used to perform the reciprocal TR technique . 
 
IV.1 Imaging Results with the Temperature Compensation Method 
Among the numerous successful tests performed with FSSS and reciprocal TR, two 
experiments for both structures introduced in Section III are reported in this paper for 
two different impact positions at different temperatures. In particular, Tables 3 and 4 
report the impact coordinates and the temperature variations between the reference 
temperature T0 and the current one T* for the composite blade and the sandwich panel, 
respectively.  
 X (cm) Y (cm) T0 (ºC) T* (ºC) 
Impact B1 25 4 21 0 
Impact B2 72 10 21 5 
Table 3. Impact positions for the and corresponding temperatures for the composite tail rotor blade 
 
 X (cm) Y (cm) T0 (ºC) T* (ºC) 
Impact S1 6 3 21 0 
Impact S2 80 10 21 5 
Table 4. Impact positions for the and corresponding temperatures for the composite stiffened panel 
 
 
According to Section II.2, the stretch factor ~  is first calculated by means of FSSS and 
then, the refocusing wave field at the impact location is represented as the maximum of 
a normalised 2D map given by Eq. (3). The impact source is deduced from the highest 
value (nearest to one) of the IF correlation coefficients as a weighted average from the 
contribution of four surface bonded receiver sensors. Fig. 6 reports the 2D imaging 
results of the impact location on the composite blade for impacts B1 (a, b, c) and B2 (d, 
e, f).  
(a) (b) 
(c) 
(d) (e) 
(f) 
Figure 6 2D imaging results of the impact location for impacts B1 (a, b, c) and B2 (d, e, f). In (a) and (d) 
the signals in the “forward propagation step” and “backward propagation step” are measured at the same 
temperature T0. In (b) and (e) the signals measured in the “backward propagation step” are taken at 
0TT  , whilst (c) and (f) show the 2D maps after FSSS. 
 
Figs. 6(a) and (d) depict the image of the impact location obtained with the wave fields 
measured at the reference temperature T0 both in the “forward propagation step” and 
“backward propagation step”. Figs. 6(b) and (e) illustrate the 2D maps with the signal 
acquired in the “backward propagation step” at a temperature different from the 
reference one, i.e. at T  = 0ºC and T  = 5ºC, respectively. Figs. 6(c) and (f) show the 
results of the imaging method after the FSSS process. Similar results were obtained in 
Fig. 7 with the stiffened panels for impact S1 (a, b, c) and S2 (d, e, f). 
(a) (b) (c) 
(d) (e) (f) 
Figure 7 2D imaging results of the impact location for impacts S1 (a, b, c) and S2 (d, e, f). In (a) and (d) 
the signals in the “forward propagation step” and “backward propagation step” are measured at the same 
temperature T0. In (b) and (e) the signals measured in the “backward propagation step” are taken at 
0TT  , whilst (c) and (f) show the 2D maps after FSSS. 
 
From the above figures, it can be clearly seen that due to temperature variations, the 
normalised correlation coefficients are still maxima (or close to one) at the focus point 
but also in locations adjacent to the impact source [Figs. 6, 7(b) and (e)]. This inevitably 
creates ambiguities in retrieving the impact location that can be eliminated using the 
FSSS process. Indeed, the temperature variations effects were mitigated due to a higher 
contrast between the maximum IF correlation coefficient at position 0mr  and in other 
locations on the focusing plane [Figs. 6, 7(c) and (f)]. Finally, it should be noted that, 
theoretically, padding the discretely sampled with zeroes in the time-axis would 
introduce some frequency distortions (Clarke et al., 2008). However, within the 
frequency range of the recorded diffuse fields, those effects were marginal and did not 
affect the re-focusing at the impact source.  
 
IV.2 Imaging Results with Reduced Excitation Points  
In all the experiments shown in Figs. 6 and 7, the number of excitation points on the 
focusing plane was M = 17 x 6 for the tail rotor blade and M = 50 x 15 for the stiffened 
panel. In this Section, a different set of libraries with a reduced number of excitation 
points was created and tested in order to improve the imaging performance and thus to 
decrease the computational demand of the stored waveforms. Once more, according to 
Eq. (3), the 2D maps were generated as a weighted average from the contribution of L = 
4 receiver sensors and, for simplicity, without undermining validity of the results, all the 
signals measured were taken at the same reference temperature T0 = 21ºC. Among all 
tests performed, two different experiments are reported in Figs. 8 and 9 for both the 
composite blade (namely Br1 and Br2) and the stiffened panel (namely Sr1 and Sr2) 
with two different set of reduced excitation points. Tables 5 and 6 provide information 
about the real and detected impact coordinates, as well as the numbers of excitations 
points M. 
 Br1 Br2 
X (cm) (real value)  6 80 
X (cm) (detected value)  9 80 
Y (cm) (real value) 3 7 
Y (cm) (detected value)  2 10 
M 13 x 5 10 x 4 
Table 5. True and detected impact positions corresponding to different excitation points on the tail rotor 
blade 
 
 Sr1 Sr2 
X (cm) (real value)  52 42 
X (cm) (detected value)  52 44 
Y (cm) (real value)  12 18 
Y (cm) (detected value)  10 20 
M 40 x 12 37 x 11 
Table 6. True and detected impact positions corresponding to different excitation points on the stiffened 
panel 
 
(a) (b) 
Figure 8 2D map of the impact Br1 with M = 13 x 5 excitation points (a) and Br2 with M = 10 x 4 
excitation points (b) using IF on the composite blade. 
 (a) (b) 
Figure 9 2D map of the impact Sr1 with M = 40 x 12 excitation points (a) and Sr2 with M = 37 x 11 
excitation points (b) using IF on the stiffened panel. 
 
The excitation points were randomly chosen over the surface of the structures and all 
the impacts were applied in points that were not included in the library of signals 
acquired in the “forward propagation step”. However, the imaging results illustrated in 
Figs. 8 and 9 showed that the highest correlation coefficient associated to the detected 
focusing source corresponds to the cell nearest to the real impact location. The error 
estimation in retrieving the impact location was provided by the impact localisation 
error   that is given by the formula    20
2
0 mmmm yyxx  , where xm and ym 
and xm0 and ym0 are the coordinates of the detected and real impact point, respectively. 
Notably, for all the impact tests on both the composite blade and the stiffened panel, the 
localisation error   was found of the order of the single cell size on the “focusing 
plane”. This information not only strengthens the effectiveness of the IF process to 
focus the wave energy at the impact point in space and time, but also it might open to 
scenarios in which a limited sparse set of excitation sources can be used to back 
propagate diffuse wave fields at the impact location.  
 
IV.3 Imaging Results with Reduced Receiver Sensors 
According to Section II.2, although one single receiver transducer is needed to perform 
the IF imaging process, a weighted average from the contribution of L surface bonded 
receiver sensors allows compensating the incoherent measurement noise due to 
electronics (sensor noise, electronic noise, etc…). Table 7 shows the impact localisation 
results on both structures for a number of experiments with different receiver sensors 
configurations. Particularly two impact tests with their associated in-plane coordinates 
are reported for each composite structure. The “O” letter corresponds to a perfect 
matching between the detected coordinates through the IF imaging process and the real 
ones. 
 Tail Rotor Blade  Stiffened Panel 
(real coordinates) (real coordinates) 
L X (cm) 
5 
Y (cm) 
1 
X (cm) 
16 
Y(cm) 
3 
X (cm) 
1 
Y (cm) 
13 
X (cm) 
10 
Y (cm) 
3 
1,2,3,4 O O O O O O O O 
2,3,4 4 2 O O 2 O O O 
1,3,4 O O O 2 O 14 O O 
1,2,4 O O O 2 O O 11 O 
1,2,3 O 2 O 2 2 O O 2 
3,4 6 2 O 2 O 11 O O 
2,4 O O O 2 2 O O 2 
2,3 6 O 17 O O 14 9 O 
1,4 O O 15 2 O 14 11 O 
1,3 O O 15 O 2 O 11 O 
1,2 4 2 O O O O 11 O 
1 4 2 O O 2 12 O O 
2 4 O O O   O 2 
3 6 3 15 2 O 12 O O 
4 6 3 15 2 O 14 O 4 
Table 7. Imaging results using different combinations of receiver sensors. The “O” letter corresponds to 
an exact value of the coordinate. 
 
The experimental results reported in Table 7 were carried out with the original number 
of excitation points according to Section IV.1 and the results showed that the sensitivity 
of the re-focusing process with reciprocal TR was enhanced by adding sensors up to L = 
4 (as already noticed through the paper). This was the only case in which no errors on 
the impact location were found. Indeed, the more the number of receiver sensors 
decreases, the highest is the possibility of a wrong estimation of the impact location. 
However, it still can be seen that for those receivers’ combinations in which the real 
focus point was different from the detected one, the localisation error  was relatively 
low (of the order of the cell size).  
 
V. Conclusions 
This paper analysed the factors affecting the impact localisation refocusing approach 
using a reciprocal time reversal method. Particularly, a simple signal stretch procedure 
known as “forward step signal stretch” (FSSS) was developed to compensate the 
temperature changes of diffuse wave fields that led to either a dilatation or contraction 
of the acoustic waveforms measured by a finite number of receivers transducers. Then, 
in order to decrease the computational demand of the stored signals but not the 
sensitivity of the inverse filtering process, different set of libraries with reduced 
excitation point were investigated. The experimental results on both a composite tail 
rotor blade and a stiffened panel undergone to impact loadings showed the effectiveness 
of the FSSS coupled to reciprocal time reversal for a number of impact events. 
Moreover, IF process demonstrated high accuracy in focusing the acoustic energy at the 
impact point both in space and time, even reducing the number of excitation points. 
Finally, although one single receiver sensor is theoretically required to perform the 
reciprocal time reversal process, this research work experimentally showed that the 
presence of incoherent measurement noise due to electronics could generate imaging 
ambiguities in retrieving the impact location. This further negative effect could be 
eliminated by using the weighted contribution of additional receiver sensors on both 
structures. 
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