Introduction
We consider the following linear Timoshenko system with past history: 9) which means that the history is considered as an initial value. We consider Dirichlet boundary conditions, but our arguments can be used to prove similar results for other boundary conditions. Concerning the kernel g we consider the following hypotheses: Let us mention some energy decay results for dissipative Timoshenko systems. In [2] , Kim and Renardy considered a conservative Timoshenko system with two boundary feedbacks and they proved exponential stability for the energy associated to the system. If the history term in (1.2) is replaced by the control functionb(x)ψ t ,b > 0, then Soufyane [9] proved exponential stability for the linearized system if and only if the waves speed of Eqs. (1.1), (1.2) are equal, that is,
(t) g (t) −k 1 g(t), g (t) k 2 g(t)
Similar results are obtained by Rivera and Racke [5] , where semigroups techniques are used. In [4] the same authors consider a dissipative Timoshenko system with a dissipation through a coupling to a heat equation, and they show exponential stability if and only if (1.12) holds.
In [1] , Ammar Khodja et al. consider also a Timoshenko system with memory effect but considering null history, in that case the system is called a Volterra integro-differential system. For the Volterra problem they proved the exponential stability provided the wave speeds are equal. When the wave speeds are different, the authors consider a class of kernels for which there is no exponential stability. No information is given concerning the decay in this case.
Introducing non-zero history on ψ makes the problem different from that considered in [1] , so different techniques have to be used. The main result of this paper is to show that the system is exponentially stable if and only if the wave speeds of Eqs. (1.1), (1.2) are equal, that is, if and only if (1.12) holds. Moreover, the class of kernel that we consider here to prove the lack of exponential stability is larger than that considered in [1] . In particular our result implies the non-exponential stability for singular kernels. When the identity (1.12) does not hold, which is more interesting from the physical point of view, we show that the first-order energy decays polynomially with rates that depend on the regularity of the initial data.
The paper is organized as follows. In Section 2 we establish the existence and uniqueness results to system (1.5)-(1.7). The exponential stability of the semigroup associated to this system is studied in Section 3. In Section 4 we show the non-exponential stability of the semigroup. Finally, in Section 5 we show the polynomial decay when the wave speeds are different.
Existence and uniqueness
To facilitate our analysis we consider the following boundary conditions:
In view of (1.10), let L 2 g (R + , H 1 0 ) be the Hilbert space of H 1 0 -valued functions on R + , endowed with the inner product
Now, we use the Lumer-Phillips' theorem (see [6] ) to obtain existence and uniqueness results. Therefore, we formulate our problem as an abstract Cauchy problem. We define U := (ϕ, ϕ t , ψ, ψ t , η t ) , so the system (1.5)-(1.7) is equivalent to
and A is given by
. It is not difficult to prove that H together with the norm
is a Hilbert space. The operator A has the following domain:
Then the operator A, formally given by (2.2), is the infinitesimal generator of a contraction semigroup. In fact, note that A is dissipative, because for any U ∈ D(A) we have
We also have Im(I − A) = H. Therefore, by the Lumer-Phillips' theorem, it follows that A is the infinitesimal generator of a contraction semigroup. 
Remarks. For another boundary conditions, we denote A := ∂ 2 x (·). We consider the following cases:
Then the semigroups formulation is made in the Hilbert spaces of type
Exponential stability
First we consider the system (1.5)-(1.7) with boundary conditions (2.1) and the hypotheses over the kernel g (1.10)-(1.11) hold. We shall demonstrate that the energy
decays to zero exponentially as time goes to infinity provided condition (1.12) holds. We shall use Prüss' results [3] , which states that a semigroup e At is exponentially stable if and only if the following conditions hold:
and
In fact, note that the resolvent equation (iλI − A)U = F is given by
where
To prove condition (3.3) we will use a series of lemmas.
Lemma 3.1. Let us suppose that conditions (1.10) and (1.11) on g hold. Then there exists a positive constant C > 0,
and, using Eq. (3.4),
On the other hand, multiplying Eq.
Substituting u 4 given by (3.8), (3.6), into I 1 and I 2 , respectively, we get
Adding (3.10) and (3.11), using (1.10) and taking the real part our conclusion follows. 2
Lemma 3.2. With the same hypotheses as in Lemma
Proof. Multiplying (3.7) by 
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From Lemma 3.1 we obtain
Substituting η given by (3.8) into I 3 , using
and (1.10), our conclusion now immediately follows from Lemma 3.1. 2
To estimate u 3 we introduce the multiplier w given by the solution of the Dirichlet problem
Note that w can be written as
Under the above conditions we have
Lemma 3.3. With the same hypotheses as in Lemma
Proof. Multiplying (3.7) by u 3 yields
Substituting u 3 given by (3.6) into I 4 we get
On the other hand, multiplying (3.5) byw we have
we conclude from (3.13)-(3.14) that
Note that, for any ε 1 > 0 there exists
Finally, since
taking real part (and using Lemmas 3.2-3.1) our conclusion follows. 2 Our next step is to estimate the term
Here we shall use condition (1.12).
Lemma 3.4.
With the same hypotheses as in Lemma 3.1 together with condition (1.12), for any ε 2 > 0 there exists
where ε 1 is given by the Lemma 3.3.
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Substituting u 1 given by (3.4) and u 4 given by (3.6) into I 6 we obtain
Using (3.6) we get
Finally, a substitution of η given by (3.8) yields
From (3.6) we can rewrite I 8 as
Using (3.16)-(3.18) in (3.15) we obtain
Now, using (1.10) and the previous lemmas, our claim follows. 2
Noting that, when the boundary conditions are of mixed type, the boundary term in Lemma 3.4 is equal to zero. In the case (2.1), this boundary term is not equal to zero. In the next lemma we make an estimation of the boundary term.
Lemma 3.5. Under the above notations, let us take
Proof. To prove (i), multiplying (3.7) by
From (3.6) and (3.8) we obtain
Note that
From (3.19)-(3.21), and using the previous lemmas we obtain (i). To get (ii), multiply (3.5) by
Substituting u 1 given by (3.4) into I 11 , using Lemma 3.3 and taking the real part our conclusion follows. 2 Lemma 3.6. There exists C > 0 such that
Proof. Multiplying Eq. (3.5) by u 1 we get
Substituting u 1 given by (3.4) into I 12 and taking real parts we get
Using Lemma 3.3 for ε 1 sufficiently small, our conclusion follows. 2
Now we are in the position to prove the main result of this section.
Theorem 3.7.
Let us assume hypotheses (1.10) and (1.11) on g, suppose that initial data satisfies
and suppose that condition (1.
12) holds. Then the energy E(t) decays exponentially to zero as time tends to infinity, that is, there exist positive constants C and α, being independent of the initial data, such that
Proof. We shall prove conditions (3.2) and (3.3) (see [7] ). Let U = (u 1 , u 2 , u 3 , u 4 , η) and
From Lemma 3.2, for ε 2 > 0, there exists
Also, from Lemma 3.3, we obtaiñ 
On the other hand, from Lemmas 3.5 and 3.3, we obtain for each N > 0 and δ > 0,
Adding (3.26), (3.27), using Lemma 3.4 and using
we obtain, for any 0 < τ < 1, τ := τ (δ, ε 1 , ε 2 ) > 0, that there exists C τ > 0 such that
Finally, from Lemma 3.6, we have
Adding (3.28) and (3.29) we conclude
From (3.22), (3.25) and (3.30), we obtain for ε 1 , ε 2 sufficiently small, that there exists C > 0 independent of λ (and F , U ) such that
H , ∀U ∈ D(A). This completes the proof. 2
Remark. For another boundary conditions, the elliptic problem (3.12) must change. For example, for
w is given by the solution of the problem
Non-exponential decay
Now we shall prove that condition (1.12) is also necessary for exponential stability in the case where the boundary conditions are of mixed type. We use the following lemma. Then there exists C > 0 such that 
the above integral is less than or equal to
The estimation of the second integral is similar. Concerning the last term, changing the order of integration, and making use of (1.10), we get 
is not exponentially stable.
Proof. From (2.5) let us consider the Hilbert space
H := H 1 * (0, L) × L 2 * (0, L) × H 1 0 (0, L) × L 2 (0, L) × L 2 g R + , H 1 0 (0, L) .
Here the domain of the operator A is defined by
Now, from the previous analysis, we have that U = (ϕ, ϕ t , ψ, ψ t , η) satisfies
To show the lack of decay it is enough to show that the solution of
Then, from (4.14) we have
Using (4.15), we have from (4.10)-(4.11) that A and B satisfy
Substituting (4.18) into (4.17) we get
Recalling that
we get
using Lemma 4.1. Therefore we have
which completes the proof. 2
Remark. The result also holds for the following boundary conditions:
Polynomial decay
In this section we shall show the polynomial decay of the solutions of the system (1.5)-(1.7) with boundary conditions (2.1), when (1.12) does not hold. Let us introduce the second-order energy
Then from (3.1) and (1.10), results
We define w as the solution of the Dirichlet problem
and we introduce the functional
Then the following lemma holds.
Equations (5.4) and (5.5) lead to
Therefore, using
2 ds dx our conclusion follows. 2
Let us denote by K the functional
2 ds dx, (5.6) using Poincare's inequality we conclude that, for any ε 2 > 0 there exists C ε 2 > 0 such that
Now, we define the functional E(t) as 8) where N := N(ε 1 , ε 2 ) > 0. Then, from (5.1)-(5.3) and (5.7) we get
Also, we define the functional F 2 (t) as
Proof. Multiplying Eq. (1.6) by (ϕ x + ψ) and using (1.5) we get
On the other hand, from (1.7) we have
Finally, using the hypothesis on g in (5.12), our conclusion follows. 2
Remark.
When the boundary conditions are of mixed type, the boundary term in the last lemma is equal to zero. For boundary conditions of Dirichlet type, we need to estimate this term. In order to deal with the boundary term we shall prove the following lemma.
, and let us introduce the following functionals:
Then there exist C 1 > 0 and, for anyε > 0, a positive constant Cε > 0 such that
Proof. Using Eqs. (1.6)-(1.7) we get
Then, using (5.6) and the hypotheses (1.10) on g, conclusion (i) follows. To prove (ii) we use (1.5) , that is
We define, for δ > 0 and N > 0, the following functional: 
Proof. We define L(t) as

L(t) := E(t) + μ F 3 (t) + 2C 2 τ ρ 1 F 4 (t) .
Choosing μ, ε 1 , ε 2 small, N 2 , N large, and using the inequalities (5.9) and (5.17), we get On the other hand, it is not difficult to prove that there exists a constant β > 0 such that 
