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Abstract
A frequency n-cube Fn(4; 2, 2) is an n-dimensional 4 × · · · × 4 array filled by 0s and
1s such that each line contains exactly two 1s. We classify the frequency 4-cubes
F4(4; 2, 2), find a testing set of size 25 for F3(4; 2, 2), and derive an upper bound
on the number of Fn(4; 2, 2). Additionally, for any n greater than 2, we construct
an Fn(4; 2, 2) that cannot be refined to a latin hypercube, while each of its sub-
Fn−1(4; 2, 2) can.
Keywords: frequency hypercube, frequency square, latin hypercube, testing set,
MDS code
1 Introduction
A frequency hypercube (frequency n-cube) Fn(q;λ0, . . . , λm−1) is an n-dimensional
q× · · · × q array, where q = λ0 + · · ·+ λm−1, filled by the numbers 0, . . . ,m− 1
with the property that each line contains exactly λi cells with i, i = 0, . . . ,m−1
(a line consists of q cells of the array differing in one coordinate). Frequency
hypercubes generalize both frequency squares, n = 2, and latin hypercubes,
λ0 = · · · = λq−1 = 1 (alternatively, the frequency hypercubes F
n+1(q; 1, q − 1)
are also equivalent to latin n-cubes), see respectively [2], [7] and [9] for the enu-
meration of the objects of small size. In their turn, frequency squares and latin
hypercubes are different generalizations of latin squares, which have parameters
F2(q; 1, . . . , 1), in our notation.
In the current work, we study frequency hypercubes of order q = 4. The
latin hypercubes of order 4, corresponding to Fn(4; 1, 1, 1, 1) and Fn(4; 1, 3) are
characterized in [5], and their structures are now rather well understood; in par-
ticular, not only the asymptotics [12], but also an effective recursive formula for
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their number is known [13], see sequences A211214 and A211215 in OEIS [1].
Another case, Fn(4; 1, 1, 2), is solved in [10], where it is proved that every fre-
quency n-cube Fn(4; 1, 1, 2) can be subdivided to Fn(4; 1, 1, 1, 1). We focus on
the remaining case Fn(4; 2, 2). It should also be mentioned that all frequency
hypercubes with q < 4 correspond to latin hypercubes of order q, which form
only one isotopy class, for each n and q.
The goal of our paper is, at first, to enumerate all fruency hypercubes
F3(4; 2, 2) and F4(4; 2, 2), and second, to improve the trivial upper bound 23
n
on the number of fruency hypercubes Fn(4; 2, 2). The second result is also based
on some calculations in small dimensions, where we study some more general
class of objects than the frequency hypercubes, called unitrades. We use the
language of coding theory as the working language in this paper. We study sets
of vertices of the Hamming graph, called codes, and, in particular, the frequency
hypercubes Fn(4; 2, 2) are represented by the special codes called double-MDS-
codes in the Hamming graph H(n, 4), in such a way that a frequency hypercube
Fn(4; 2, 2) is the characteristic function of a double-MDS-code.
The new upper bound is obtained by finding an appropriate testing set of
size αn, where α < 3. Note that a lower bound of form 22
n+o(1)
on the number
of Fn(4; 2, 2) is immediate from the similar lower bound for Fn(4; 1, 1, 1, 1) (see
[12]). So, the number of objects is double-exponential. In the framework of
our study, the following questions are actual and remain open: What is the
asymptotics of the double-logarithm of the number of Fn(4; 2, 2) (as well as
Fn(q;λ0, . . . , λm−1) for any fixed q > 4, λ0,. . . , λm−1)? What is the minimum
size of a testing set for Fn(4; 2, 2) (in general, for Fn(q;λ0, . . . , λm−1), q > 3),
in particular, for F3(4; 2, 2)?
As follows from the definition, double-MDS-codes are equivalent to simple
orthogonal arrays OA(22n−1, n, 4, n− 1), see [3] for the definition and notation.
In [11], based on a lower bound on the number of double-MDS-codes, Potapov
derived a lower bound on the number of n-ary balanced correlation immune
(resilient) Boolean functions of order n/2 (equivalently, simple orthogonal arrays
OA(2n−1, n, 2, n/2)). Substituting the results of our computing of the number
of F4(4; 2, 2) to his arguments straightforwardly improves this lower bound for
n = 8.
The material is organized as follows. Section 2 sets up the basic notations
and definitions. Section 3 gives a straightforward algorithm to classify double-
MDS-codes and unitrades. The results are shown in tables. Section 4 introduces
the splittable property of double-MDS-codes. The main result of this paper is
shown in Section 5. We give a testing set of size 25 for F3(4; 2, 2), and derive
an upper bound on the number of Fn(4; 2, 2).
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2 Basic notations and definitions
2.1 Double-codes and related objects.
Let Σ = {0, 1, . . . , q − 1} and Σn be the set of words of length n over the
alphabet Σ. We set q = 4 in this paper, while the definitions are valid for
arbitrary q. The Hamming graph H(n, q) is a graph on the vertex set Σn,
where two vertices are adjacent if they differ in one coordinate. We call a set
of q pairwise adjacent vertices in H(n, q) a line (essentially, a line is a maximal
clique in H(n, q)). A (distance-2) MDS code is a subset of Σn intersecting every
line in exactly one element (we consider only the minimum-distance-2 MDS
codes, while in coding theory this concept is more general). A set S ⊂ Σn is
called a double-MDS-code, or a 2-MDS, for short, if each line of Σn contains
exactly two elements from S. A set S ⊂ Σn is called a unitrade if each line of
Σn contains even number of elements from S. If each line of Σn contains zero
or two elements from S, then S is called a double-code. A double-code is called
splittable if it can be represented as a union of two independent sets (if the
double-code is 2-MDS, then these two sets are MDS codes). The characteristic
function χS : Σ
n → {0, 1} of a 2-MDS code is a frequency n-cube Fn(q; q−2, 2).
For example, the picture below illustrates an incomplete collection of uni-
trades in H(2, 4); the first four of them (and the complement of the 5th) are
double-codes, while only the 3rd one and the 4th one are 2-MDS, both splittable.
• •
• •
◦ •
• ◦
• ◦
◦ •
• ◦
◦ •
• ◦
◦ •
• •
• •
• •
• • • •
Given a set M ⊂ Σn, a layer of M consists of all elements of M that have
some fixed value a in a given coordinate i (referred to as the direction of the
layer): {(c0, . . . , cn) ∈ C | ci = a}. We identify a layer with the corresponding
subset of Σn−1 by ignoring the fixed coordinate. Note that any layer inherits
the property of the set to be an MDS code, double-MDS-code, double-code, or
unitrade.
2.2 Isotopy and equivalence
An isotopy in Σn is an n-tuple of permutations θi : Σ→ Σ, i ∈ {1, . . . , n}. For
an isotopy θ¯ = (θ1, . . . , θn) and a set S ⊂ Σ
n, we put
θ¯S = {(θ1x1, . . . , θnxn) | (x1, . . . , xn) ∈ S}.
Two sets S1 ⊂ Σ
n and S2 ⊂ Σ
n are isotopic if there exists an isotopy θ¯ such
that θ¯S1 = S2. An autotopy of a set S ⊂ Σ
n is an isotopy θ¯ such that θ¯S = S.
Two sets S1 ⊂ Σ
n and S2 ⊂ Σ
n are equivalent if there exists an isotopy θ¯
and a permutation σ of n coordinates such that σθ¯S1 = S2, where
σS = {(xσ−1(1), . . . , xσ−1(n)) | (x1, . . . , xn) ∈ S}.
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If σθ¯S = S holds for some set S1 ⊂ Σ
n, isotopy θ¯ and coordinate permutation
σ, then the pair (σ, θ¯) is called an automorphism of S. The group of all auto-
morphisms (autotopies) of a set S with the composition as the group operation
is denoted Aut(S) (respectively Atop(S)).
Two frequency n-cubes χS1 and χS2 are isotopic (equivalent) if S1 is isotopic
(equivalent) to S2 or Σ
n\S2. So, we see that the number of equivalence classes
of frequency n-cubes Fn(4; 2, 2) is in general smaller than that of double-MDS-
codes in H(n, 4): a double-MDS-code can be inequivalent to its complement,
but the corresponding two frequency n-cubes are equivalent by the definition.
An autotopy of a frequency n-cube χS is an isotopy that sends the corresponding
double-MDS-code S to itself or to its complement Σn\S. The automorphisms
of a frequency n-cube are defined similarly. So, the set of autotopies (auto-
morphisms) of a frequency n-cube Fn(4; 2, 2) either coincides with the set of
autotopies (automorphisms) of the corresponding double-MDS-code, or is twice
larger of it.
2.3 Testing sets
A subset T of Σn is a testing set for double-MDS-codes (or, equivalently, for
any other class of subsets of Σn) if C1 ∩ T 6= C2 ∩ T for any two different
double-MDS-codes in H(n, 4).
• • •
• • •
• • •
◦ ◦
• ◦
• •
• •
Tab. 1: A double-MDS-code (right table) is reconstructed by its intersection
with the testing set (left table)
For example, {0, 1, 2}n (see, e.g., Table 1) is a testing set for double-MDS-
codes in H(n, 4); its size is 3n, and it is not difficult to show that it is minimum
for n = 1, 2. However, we can find a smaller testing set for n = 3; the minimum
size of a testing set in the three-dimensional case is still unknown.
3 Classification
3.1 Algorithm
Using a computational approach, we classify double-MDS-codes in H(3, 4) and
H(4, 4) and unitrades in H(3, 4). The algorithm is rather straightforward, and
we describe it by the example of double-MDS-codes.
Assume that, as a result of the past classification, we have that the number
of double-MDS-codes of length n − 1 is Nn−1 and they are partitioned into a
equivalence classes.
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We consider a double-MDS-code of length n as the union of 4 of its layers
in the last direction, essentially, 4 double-MDS-codes of length n − 1. As the
fourth layer is uniquely reconstructed from the first three ones, we can run
through N3n−1 triples of double-MDS-codes of length n − 1 and check if they
can be completed by the fourth layer to form a double-MDS-code of length
n. In such a way, we construct all double-MDS-codes of length n. However,
simple calculations show that the number N3n−1 is too large to manage all these
possibilities. A standard way to make the search faster is, at each step, to choose
only nonequivalent cases (this procedure is often called isomorph rejection).
At step 1, we choose the first layer from a nonequivalent double-MDS-codes
of length n− 1 (representatives of the equivalence classes).
At step 2, for each choice of the first layer, we choose the second layer from
all Nn−1 double-MDS-codes of length n − 1. So, we process a · Nn−1 cases at
this step. Among all possible unions of the first layer and the second layer,
called semi-codes, we choose only nonequivalent a′ representatives, where a′ is
the number of the equivalence classes of semi-codes (the equivalence of codes
is tested by the standard way described in [4], by representing codes as graphs
and using the software [8] that deals with graph isomorphism).
At step 3, for each of a′ representatives of semi-codes, we choose the third
layer from Nn−1 different double-MDS-codes of length n − 1. So, we process
a′ ·Nn−1 cases at this step. Some of the resulting cases cannot be completed to a
double-MDS-code of length n (for example, if there are already three codewords
in some line of the last direction); for the remaining cases, the completion is
unique, and we use isomorph rejection to keep only nonequivalent representa-
tives of the resulting double-MDS-codes of length n.
Validation. We can check the results of the classification using a general
double-counting approach described in [4, 10.2]. We know that the number of
semi-codes is N2n−1. And for a representative of every their equivalence classes,
we know the number of continuations to a double-MDS-code of length n. This
number is the same for all semi-codes from the same equivalence class. Hence,
the total number Nn of double-MDS-codes of length n satisfies
Nn =
a′∑
i=1
MiRi, (1)
where Mi is the number of semi-codes in the ith equivalence class and Ri is the
number of double-MDS-codes of length n that continue each representative of
the ith class. The numbers Mi can be easily counted from the automorphism
group of the corresponding representative; additionally, we have
∑a′
i=1Mi =
N2n−1. The total number Nn can be alternatively found as
Nn =
∑
i
Ti, Ti =
4!n × n!
|Aut(Ci)|
, (2)
where Ti is the size of the ith equivalence class and Ci is its representative. Co-
inciding the values of Nn obtained from (1) and (2) certifies that our algorithm
gives correct numbers Ri and, in particular, it did not miss anything.
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3.2 Results of the classification
The results of the classification are reflected in following theorems and Tables 2,
3 and 4.
Theorem 3.1. There are 51678 double-MDS-codes of length 3, divided into 10
equivalence classes or 26 isotopy classes. There are 51678 frequency F3(4; 2, 2)
cubes, divided into 10 equivalence classes or 26 isotopy classes.
Theorem 3.2. There are 55720396530 double-MDS-codes of length 4, divided
into 8895 equivalence classes or 192214 isotopy classes. There are 55720396530
frequency F4(4; 2, 2) hypercubes, divided into 7203 equivalence classes or 154078
isotopy classes.
Theorem 3.3. There are 227 unitrades in H(3, 4), divided into 2528 equivalence
classes. Representatives of 312 of them are equivalent to their complement.
3.3 The number of unitrades of length 3 of order 4
For a unitrade of length n of order 4, there are 8 cases for each line by definition.
So, the number of unitrades of length n of order 4 is 83
n−1
since a unitrade can be
reconstructed from only 3 of 4 layers in any direction. This number is 89 when
n = 3. Then, we can get 2528 classes by the definition of general equivalence.
The results are as follows.
the size of unitrades the number of classes
0 and 64 1
8 and 56 1
12 and 52 1
14 and 50 1
16 and 48 9
18 and 46 5
20 and 44 22
22 and 42 26
24 and 40 121
26 and 38 125
28 and 36 329
30 and 34 328
32 590
total: 2528
Tab. 2: Unitrades in H(3, 4)
3.4 Double-MDS-codes in H(4, 4)
We have known the number of double-MDS-codes in H(3, 4) is 51678. And
for length 4, each layer is a code of length 3. Therefore, the total number of
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codes of length 4 is no more than 516784. We use the computer to search these,
and obtain 55720396530 double-MDS-codes of length 4 in total. From the three
steps in Subsection 3.1, we get 8895 classes.
From the definitions, we can get the relationship between the splittability of a
code and the splittability of each of its layers. If a double-MDS-code is splittable,
then each layer of this code is splittable. If there exists a non-splittable layer,
then the entire code is non-splittable. But if all layers are splittable, it does not
necessarily mean that the code itself is splittable.
In fact, all double-MDS-codes in H(4, 4) are splittable if their layers are
splittable except for the following two (in the diagram below, the black vertices
induce a cycle of length 9).
• • ◦ ◦ ◦ ◦ ◦ • • • ◦ ◦ ◦ ◦ • ◦
• ◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • • ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ • • ◦ • ◦ • ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ • • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
In the next section, we prove the existence of splittable double-MDS-codes
with non-splittable layers for any length.
4 Splittable double-MDS-codes with non-splittable layers
The theorem proved in this section is important for us to understand the inter-
relation between the classes of double-MDS-codes and splittable double-MDS-
codes. The double-MDS-code is defined by a local property; a code is a double-
MDS-code if and only if each of its layers in each direction is a double-MDS-code.
As we will see below, the same is not true for splittable double-MDS-codes.
We first introduce some notations. Two adjacent vertices of the Hamming
graph differ in one coordinate, whose number is called the direction of the
corresponding edge. Edges of the same direction are called parallel. We color
all edges of H(n, 4) by three colors depending on the values of the two words in
the coordinate in which they are different. If the values are either 0 and 1 or 2
and 3, then the color is 1; if the values are either 0 and 2 or 1 and 3, the color
is 2; for 0, 3 or 1, 2, the color is 3. If a double-MDS-code is not splittable, then
its induced subgraph of the Hamming graph is not bipartite. In this case, there
is an odd-length cycle in this subgraph.
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|Aut(C)| N N ′ N ′′ N∗
24 · 2048 1 1 1 1
4′ · 512 1 1 1 1
6 · 256 1 1 1 1
2′ · 256 1 1 1 1
24 · 128 1 1 1 1
8 · 128 2 2 2 2
6 · 128 1 1 1 1
4′ · 128 1 1 1 1
2′ · 128 2 2 2 2
2′′ · 128 1 1 1 1
6 · 64 1 1 1 1
4′ · 64 2 2 2 2
2′ · 64 3 3 3 2
1 · 64 1 1 1
8 · 32 1 1 1 1
6 · 32 1 1 1 1
4′ · 32 3 3 3
2′ · 32 22 22 22 1
1 · 32 7 7 7
24 · 16 2 2 2 2
6 · 16 4 4 4 3
4′ · 16 8 8 8 7
3 · 16 1 1 0
2′ · 16 27 27 25 6
2′′ · 16 4 4 2
1 · 16 18 16 15
24 · 8 2 2 2 2
8 · 8 2 2 2 2
6 · 8 10 10 10 3
4′ · 8 10 10 10 2
3 · 8 1 1 1
2′ · 8 58 58 57 2
2′′ · 8 7 7 7 1
1 · 8 71 65 63
12 · 4 1 1 0
6 · 4 3 3 3
4′ · 4 18 16 16
3 · 4 1 1 0
2′ · 4 173 169 169
2′′ · 4 6 6 6
1 · 4 220 212 207
24 · 2 1 1 1
6 · 2 12 10 10
4′ · 2 38 30 30
3 · 2 7 3 1
2′ · 2 297 279 273
2′′ · 2 46 40 36
1 · 2 1057 917 875
8 · 1 4 0 0
6 · 1 21 19 19
4′ · 1 16 0 0
4◦ · 1 12 0 0
3 · 1 16 10 6
2′ · 1 728 506 506
2′′ · 1 78 0 0
1 · 1 5862 3018 2781
total : 8895 5511 5200 50
Tab. 3: The table reflects the number of non-equivalent double-MDS-codes inH(n, 4), n = 4,
with the given number of automorphisms. In the first column, the number of
automorphisms of a double-MDS-code C is represented in the form P · T , where
T = |Atop(C)| and P is the order of the group Aut(C)/Atop(C) acting on the four
coordinates. The accents reflect the type of this group: groups of type 2′ and 4′ con-
tain a transposition; groups of type 2′′ and 4′′ consist of the identity permutation
and involutions without fixed point; group of type 4◦ corresponds to the cyclic group
of order 4; all other groups of permutations of the four coordinated are defined by
their orders up to conjugancy. The second column contains the number N of inequiv-
alent double-MDS-codes with the corresponding restrictions on the automorphism
set. The third column contains the number N ′ of such codes that are equivalent to
their complement. The fourth column contains the number N ′′ of such codes that
are isotopic to their complement. N∗ in the fifth column is the number of splittable
double-MDS-codes. Using these data, the following numbers can be found for each
row. The number of isotopy classes of double-MDS-codes is N · n!/P . The number
of inequivalent frequency n-cubes Fn(4; 2, 2) is (N +N ′)/2; and (N −N ′)/2 of them
have P · T automorphisms, while the remaining N ′ have twice more (including the
automorphisms that change the value of the function). The number of non-isotopic
frequency n-cubes Fn(4; 2, 2) is (N + N ′) · n!/2P ; and (N + N ′ − 2N ′′) · n!/2P of
them have T autotopies, while the remaining N ′′ · n!/P have twice more.
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|Aut(C)| N N ′ N ′′ N∗
6 · 256 1 1 1 1
2 · 64 1 1 1 1
6 · 32 1 1 1 1
2 · 32 1 1 1 1
2 · 16 1 1 1 1
2 · 8 1 1 1 0
1 · 8 1 1 1 0
6 · 4 1 1 1 0
3 · 4 1 1 0 0
2 · 2 1 1 1 0
total : 10 10 9 5
Tab. 4: The table reflects the number of non-equivalent double-MDS-codes in H(n, 4), n =
3, with the given number of automorphisms. The notation and calculation of the
derived values are the same as those in Table 3.
Lemma 4.1. Any odd-length cycle in H(n, 4) contains three parallel edges of
three different colors.
Proof. If the cycle contains edges of at most two colors of some direction, then
the number of the edges of this direction in the cycle is even. For example, if
the cycle only has edges of color 2 and 3 in direction i, then each edge of these
direction changes the value of the ith coordinate between the sets {0, 1} and
{2, 3}. Walking along all the edges of the cycle, we have even number of such
changes because finally we return to the starting vertex.
For a cycle of odd length, there is an odd number of edges of some direction.
Hence, the edges of these directions are colored by three different colors.
Theorem 4.2. For any n larger than 2, there is an unsplittable double-MDS-
code in H(n, 4) whose all layers in all directions are splittable.
Proof. The idea of the construction is based on Lemma 4.1. We will construct
an unsplittable double-MDS-code, with an induced cycle of odd length 2n+ 1,
such that the edges of the induced graph satisfy
(i) the edges of any direction from 1 to n− 1 are colored by only two colors;
(ii) for any two edges of direction n and colors 1 and 2, the distance between
them is n−1 (i.e., two words from different edges differ in each coordinate
from 1 to n− 1).
Property (i) guarantees that every layer in the nth direction is splittable by
Lemma 4.1. On the other hand, Property (ii) guarantees that every layer in any
other direction is splittable, again by Lemma 4.1.
To construct such a code, we divide the vertex set of H(n, 4) into 2n−1
sectors Va, a ∈ {0, 2}
n−1×{0}, where Va = {a+ b | b ∈ {0, 1}
n−1×{0, 1, 2, 3}}.
Define three {0, 1}-valued functions α, β, γ on {0, 1, 2, 3}:
x 0 1 2 3
α(x) 1 1 0 0
β(x) 1 0 1 0
γ(x) 0 1 1 0
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On {0, 1, 2, 3}n, define the function
f(x) =


x1 + ...+ xn−1 + α(xn) mod 2 if x ∈ V(0,...,0,0),
x1 + ...+ xn−1 + β(xn) + 1 mod 2 if x ∈ V(2,...,2,0,...,0,0) (n− 2 sectors),
x1 + ...+ xn−1 + γ(xn) mod 2 if x ∈ V(2,...,2,0),
x1 + ...+ xn−1 + β(xn) mod 2 otherwise.
Denote M the set of ones of f . It is straightforward that f is an Fn(4; 2, 2)
frequency hypercube, and so M is a double-MDS-code. Any edge of H(n, 4) of
color 1 and direction from 1 to n − 1 is in one sector, and the values of f on
the two vertices of the edge are different. Hence, such an edge does not lie in
M , and (i) is satisfied. Further, any edge in M of color 1 and direction n lies
in the sector V(0,...,0,0), while any edge in M of color 3 and direction n lies in
V(2,...,2,0). Hence, (ii) is also satisfied. As was mentioned above, properties (i)
and (ii) imply that any layer of M is splittable. It remains to find a cycle of
length 2n+ 1:
• (0, ..., 0, 0), (0, ..., 0, 1),
• (2, 0, ..., 0, 1), (2, 2, 0, ..., 0, 1), . . . , (2, ..., 2, 0, 1), (n− 2 vertices),
• (2, ..., 2, 1), (2, ..., 2, 2),
• (2, ..., 2, 0, 2), (2, ..., 2, 0, 0), (2, ..., 2, 0, 0, 0), . . . , (2, 0, ..., 0, 0), (n − 1 ver-
tices).
5 An upper bound on the number of double-MDS-codes
The number of double-MDS-codes of length n has a trivial upper bound 23
n
because every code can be reconstructed from only 3 of 4 layers in any direction.
Thus, the size of the minimum testing set is no more than 3n. For n = 3, this
value is 27.
Let U be the set of all unitrades of length n. And we denoteX = (x0¯, x1¯, ..., xqn−1)
T ,
where t¯ ∈ Σn is t in quaternary expansion.
Lemma 5.1. D is a unitrade if and only if D corresponds to a solution of
AX = 0 (mod 2), where A is a matrix over F2.
It is obvious by the definition of unitrade. Here, X = (x0¯, x1¯, ..., x4n−1)
T
where xi¯ = 1 if i¯ belongs to D, otherwise xi¯ = 0. For unitrade of length 2, the
sum of each line is 0 (mod 2), that is,
3∑
i=0
xij = 0, j = 0, 1, 2, 3, and
3∑
j=0
xij = 0, i = 0, 1, 2, 3.
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In this case,
A =
(
A
(2)
1
A
(2)
2
)
=
(
I4 ⊗ (1, 1, 1, 1)
(1, 1, 1, 1)⊗ I4
)
.
(Here and below, the symbol ⊗ denotes the Kronecker product of matrices, and
Im is the identity matrix of order m.) Similarly, the form of A is as follows:
A =


A
(n)
1
A
(n)
2
...
A
(n)
n

 , A
(n)
i =
{
I4 ⊗ A
(n−1)
i 1 ≤ i ≤ n− 1,
(1, 1, 1, 1)⊗ I4n−1 i = n.
Let D be the set of all possible symmetric differences of double-MDS-codes
in H(n, 4):
D = {C1△C2 | C1, C2 are double-MDS-codes}.
The following proposition can give a testing set.
Proposition 5.2. Let D be a unitrade. If no non-empty set from D is a subset
of D, then there exists a testing set T ⊆ Σn\D of size 3n − k, where 2k is the
number of subsets of D that are unitrades, k being the dimension of the kernel
of some linear operator.
Proof. Denote D = Σn\D and N = |D|. Let D = {u¯0, u¯1, ..., u¯N−1}, and D is
also a unitrade. We define the matrix B = (bij)N×4n corresponding to D by
bij =
{
1 if j is the quaternary expansion of u¯i,
0 otherwise.
Then, the solution space P of
(
A
B
)
X = 0 is {XP | P ⊂ D and P ∈ U}. So,
the rank of the matrix
(
A
B
)
is 4n− k, where 2k = |{P | P ⊂ D and P ∈ U}|.
The rank of A is 4n−3n (its kernel corresponds to the set U of all unitrades), so
we can find 3n−k rows of B, with numbers i1, ..., i3n−k, forming a (3
n−k)×4n
matrix B′ such that the rank of
(
A
B′
)
is also 4n − k. Each row of B′ has
1 in exactly one position, corresponding to some u¯i. We state that the set
T = {u¯i | i = i1, ..., i3n−k} is testing for double-MDS-codes. Indeed, if two
double-MDS-codes C1 and C2 meet C1 ∩ T = C2 ∩ T , then C = C1△C2 does
not intersect with T . Hence, XC is in the kernel of B
′. Since C is a unitrade,
XC is in the kernel of A. We conclude that
(
A
B
)
XC = 0, which means that
C is in {P | P ⊂ D and P ∈ U}. By the hypothesis of the proposition, C is the
empty set. It follows that C1 = C2 and T is a testing set.
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The straightforward checking shows that there are two inequivalent unitrades
D, of cardinalities 32 and 38, that satisfy the hypothesis of the proposition with
k = 2 (in the diagram below, white and black bullets indicate proper sub-
unitrades),
◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ • • • •
◦ ◦ ◦ ◦ • • • • • •
• • • • • •
• • ◦ • ◦ • • • ◦ ◦
• • ◦ ◦ ◦ • ◦ • ◦ ◦
• • • • • • • •
• • ◦ ◦ ◦ ◦ • • ◦ ◦
and there are no unitrades D that satisfy it with k = 3. The second unitrade
has the following complement,
◦ • • • ◦ •
◦ • • • ◦ •
• • ◦ • ◦ • ◦ ◦
◦ ◦ ◦ • ◦ •
where removing any white vertex results in a testing set of size 25.
This result is generalized by the following lemma, a special case of [6, Propo-
sition 26] (for completeness, we give a proof).
Lemma 5.3. Let T ⊂ Σ3 be a testing set for double-MDS-codes of length 3.
Then the Cartesian product of testing sets T l ⊂ Σ3l is a testing set for double-
MDS-codes of length 3l.
Proof. We prove this theorem by induction. Let C1 |T l= C2 |T l where C1 and C2
are two double-MDS-codes. Then, by the induction hypothesis, for any c ∈ T ,
C1 |T l−1×{c}= C2 |T l−1×{c} implies C1 |Σ(l−1)3×{c}= C2 |Σ(l−1)3×{c}. Hence, for
any ω ∈ Σ(l−1)3, we have C1 |{ω}×T= C2 |{ω}×T . The set {ω} × T is testing on
{ω} × Σ3. Then C1 |{ω}×Σ3= C2 |{ω}×Σ3 for any ω ∈ Σ
(l−1)3.
Corollary 5.4. The number of double-MDS-codes in Σn, where n is divisible
by 3, is at most 2α
n
, where α = (23 − 2)
1
3 < 3.
With a slightly worth constant α, the result is generalized to an arbitrary
n ≥ 3.
Theorem 5.5. (upper bound) The number of double-MDS-codes in Σn, n ≥ 3,
is at most 2α
n
, where α < 3.
Proof. According to Corollary 5.4, we know that if n = 3k for any positive
integer k, then the size of a testing set is no more than (33 − 2)k = αnn, where
αn = ((3
3 − 2)k)
1
n < 3.
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For n = 3k+1, a double-MDS-code can be considered as the union of 4 layers,
4 double-MDS-codes of length 3k. Moreover, each of them can be determined
by the other three codes. Therefore, the minimum size of a testing set is no
more than (33 − 2)k × 3 = αnn , where αn = ((3
3 − 2)k × 3)
1
n < 3.
For n = 3k+2, similarly, the size of a testing set is no more than (33−2)k×
3× 3 = αnn. Here, αn = ((3
3 − 2)k × 3× 3)
1
n < 3.
The value of αn depends on n, and it remains to show that it is upperbounded
by some constant less than 3. Since the derivative functions of f(x) = ((33 −
2)x × 3)
1
3x+1 and g(x) = ((33 − 2)x × 3 × 3)
1
3x+2 , x > 0 are both negative, αn
is a decreasing sequence when big enough n = 3k + 1 or n = 3k + 2. So, the
statement of the theorem holds with α = maxn≥3 αn = max{25
1
3 , 75
1
4 , 225
1
5 } =
225
1
5 < 3.
Remark 1. It worthed to check if the same approach works for more general
class of objects, double-codes. Direct computations show that the set of sym-
metric differences of double-codes in H(3, 4) is the whole U , and a testing set
of size less than 27 cannot be found in the way described. So, the best upper
bound on the number of double-codes remains trivial, 23
n
.
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