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Abstract. In this paper, we consider the application of object-oriented
Bayesian networks to failure diagnostics in manufacturing systems and
continuous model improvement based on operational data. The analysis
is based on an object-oriented Bayesian network developed for failure
diagnostics of a one-dimensional pick-and-place industrial robot devel-
oped by IEF-Werner GmbH. We consider four learning algorithms (batch
Expectation-Maximization (EM), incremental EM, Online EM and frac-
tional updating) for parameter updating in the object-oriented Bayesian
network using a real operational dataset. Also, we evaluate the perfor-
mance of the considered algorithms on a dataset generated from the
model to determine which algorithm is best suited for recovering the un-
derlying generating distribution. The object-oriented Bayesian network
has been integrated into both the control software of the robot as well
as into a software architecture that supports diagnostic and prognostic
capabilities of devices in manufacturing systems. We evaluate the time
performance of the architecture to determine the feasibility of on-line
learning from operational data using each of the four algorithms.
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1 Introduction
The need for diagnostic and health monitoring capabilities in manufacturing sys-
tems is becoming increasingly important as manufacturing organisations contin-
uously aim to reduce system downtime and unpredicted disturbances to produc-
tion. We have found that Bayesian networks (BNs) [17, 3, 5] and their extension
Object-Oriented Bayesian Networks (OOBNs) [7, 13] are well-suited to capture
and represent uncertainty in root cause analysis using both component-level
models and wider system-level models integrating component-level models. The
crucial need for diagnostic and health monitoring capabilities is accompanied
with the availability of increasing amounts of sensory data and decreasing costs
of computation on the shop-floor level have opened new opportunities for compo-
nent suppliers and system integrators to provide more competitive functionalities
that go beyond traditional control and process monitoring capabilities
In this paper, we consider the challenge of parameter learning for continuous
model improvement using operational data. In particular, we investigate the use
of four different approaches to improve the diagnostic performance of an OOBN
using operational data. The four algorithms are the batch EM algorithm, incre-
mental EM, Online EM and fractional updating. The investigation is performed
using an OOBN for root cause analysis of a pick-and-place industrial robot devel-
oped by IEF-Werner GmbH6 (the Linear Axis). An initial OOBN for root cause
analysis has been developed based on expert knowledge [9]. The OOBN has been
integrated into the control software of the component and is being deployed in
a production line where efficient and effective root cause analysis is required in
case of failure. In order to improve the diagnostic performance of the OOBN
different methods for continuous model update based on operational data are
being investigated. This paper reports on the results of these investigations.
Inspired by the work of [18], a number of approaches are considered. Notice
that our work differs from the work of [18] in three important ways: (1) we
are considering parameter learning in OOBNs, (2) the objective is to improve
diagnostic performance (not classification), and (3) while [18] compare three
algorithms, we investigate four algorithms. We consider the EM algorithm [8]
for parameter learning from a batch of data (referred to as batch EM). Using
batch EM, the idea is to collect data in batches and learning parameters off-line,
for instance, during maintenance hours as suggested by [18]. We use batch EM
as a reference. Adaptive causal probabilistic networks and fractional updating
are described in [16] who cites [21] while adaptive probabilistic networks are
described in [19] and [1]. A simliar gradient descent approach is described in [4].
[12] describes how the approach of [16] referred to as sequential learning has been
implemented in the HUGIN tool. The online EM algorithm [2] is a stochastic
gradient method that is faster than other gradient methods such as [19] which
involves a difficult task of determining the step size between iterations.
2 Preliminaries and Notation
A BN N = (X , G,P) consists of a directed, acyclic graph G specifying depen-
dence and independence relations over a set of variables and a set of conditional
probability distributions (CPDs) P encoding the strengths of the dependence
relations effectively combining elements of probability and graph theory. A BN
is a representation of a joint probability distribution P (X ) = P (X1, . . . , Xn) =∏
Xi∈X P (Xi|piXi) where piX are the parents of X in G. The CPD P (X|piX) con-
sists of one probability distribution over the states of X for each configuration
of piX . We consider only discrete variables, which simplifies the presentation.
An OOBN is a Bayesian network augmented with network classes, class in-
stances and an associated notion of interface and private variables [7, 13, 5]. A
6 http://www.ief-werner.de
class instance is the instantiation of a network class representing a sub-network
within another network class. The variables X (C) of network class C are divided
into disjoint subsets of input I, output O and hidden/private H variables such
that X (C) = I ∪ O ∪ H where the interface variables I ∪ O are used to link
nested class instances, see Figure 1.
Inference in an OOBN is performed by creating a run-time instance of the
model and doing inference in this model. A run-time instance of an OOBN is
created by expanding it into a corresponding flat Bayesian network.
To compare the results of learning using different algorithms, the Hellinger
distance is used. The Hellinger distance DH(P,Q) between two probability dis-
tributions P and Q is defined as DH(P,Q) =
√∑
i
√
pi −
√
Qi [18] who cites [6].
It is similar to the Kullback-Leibler divergence, but defined for zero probabili-
ties. To compare the results of parameter learning using two different algorithms
on the same OOBN, the distance is computed as a sum of Hellinger distances.
This is similar to the approach taken by [22] and [18]. For each parent config-
uration pi of each node X in each network class C, DH(P1(X|pi), P2(X|pi)) is
computed where P1 and P2 are CPDs produced by the two learning algorithms.
The values DH(P1(X|pi), P2(X|pi)) are summed across parent configurations,
nodes and classes. In the weighted Hellinger distance DwH(P1(X|pi), P2(X|pi))
the DH(P1(X|pi), P2(X|pi)) is weighted by P (pi) in the reference model.
3 The Linear Axis
The Linear Axis as a self-sustainable handling system that is designed to be a
high performance machine with a demand to work 24h / day seven days a week.
Therefore, there is little or no time for maintenance and repair. This means that
there is a need for system condition monitoring to prevent failures and for system
failure diagnosis. The Linear Axis diagnosis model considered here is used under
the assumption that a problem is observed and we need to identify the five most
likely root causes. Figure 1 shows the structure of the top-level class of the Linear
Axis OOBN. In the figure, blue nodes denote possible root causes, orange nodes
denote problem defining nodes, and green nodes denote possible observations
such as sensor readings and operator feedback. The model has 39 variables and
716 parameters (CPD entries) and two instances of the network class for the
limit switch. The Linear Axis OOBN has been quantified using subject matter
expert knowledge. We referred to this model as the knowledge driven model and
its development is described in [9].
The diagnosistic performance of the knowledge driven model has been as-
sessed following the approach of [9]. The basic idea, is to iterate through the
root causes where each root causes is instantiated to a failure state and all other
root causes are instantiated to non-failure. For each such configuration, values
for the observations nodes are generated. The values for the observation nodes
are propagated in the model and the probabilities of the root causes recorded.
This will demonstrate how well the observations can distinguish the root causes.
Fig. 1. The top level class of the Linear Axis Model.
4 The SelSus Architecture
The work presented in this paper is part of SelSus European Project, whose
objective is the development of a diagnostic and prognosis environment, aware
of the condition and history of the machine components within a system or
factory for highly effective, self-healing production resources and systems to
maximize their performance over longer life times through highly targeted and
timely repair, renovation and upgrading. The SelSus architecture defines three
levels of abstraction for its constituents: 1) Component Level, which relates
directly to machines or its sub-components and is composed of smart sensory
capabilities, methods for self-diagnostics and predictive maintenance. 2) Station
Level, at this level the developments are constituted by previous capabilities plus
human machine interface and tools to support the design and maintenance of
the factory station. 3) Factory Level, previous levels capabilities are combined
to create a semantic driven maintenance scheduling for large production factory
plants.
The Linear Axis, due to its capabilities, is a component that typically in-
tegrates a production cell, performing operations in collaboration with other
machines (eg: robotic arms and welding tools). To make operational and sensory
data available to the SelSus system, the SelComp (SelSus Component) con-
cept was designed. The SelComp (Figure 2), is a self-aware entity that makes
available to the SelSus system its internal state conditions, providing this way
operational and structural knowledge. A SelComp also provides built-in mod-
els for state estimation based on sensor data which enables for pro-active and
predictive maintenance. These components have the ability to collect data from
sensors that are mounted physically in the same device or in a near location and
fuse this data to extend its models capabilities. For this, there are two kinds
of SelComps: 1) Machine SelComp [20, 11] (such is the case of Linear Axis, see
Figure 3), to the SelSus system it represents a field device, machine or its sub-
components. This components use the built-in sensory information, models and
algorithms for determining its current condition in terms of failures, diagnostics,
prognostics and maintenance. There is also a control layer to prevent a machine
from further damage in case of failure, parametrization of operation and to ac-
cess external sensor data. 2) Sensor SelComp [14, 15], it is designed to provide
essentially smart sensor data to SelSus system and more often to Machine Sel-
Comp’s. This component has plug&play capabilities in terms of physical sensors,
data models and algorithms.
A crucial part for SelComp to SelComp and SelComp to SelSus System com-
munication is the adopted ontology. The SelSus project define two documents
for this purpose SelSus Self-Description (SSD) and Data Payload. The SSD
describes all services and respective variables provided by a SelComp and its
specific information (eg: ID, IP, MAC Address, Port information). A service
provided by a SelComp is directly related to its internal data processing mod-
els and algorithms, the SSD encodes its semantics. A BN for continuous model
improvement or failure diagnostics using operational data, can be abstracted by
a service to provide outputs to and subscribe inputs from the SelSus System
and other SelComp’s. The Data Payload, identifies the origin of the data (Sel-
Comp ID), operation cycle and the service crating data with a specific service
ID generated by the SelComp of origin.
Fig. 2. The SelComp internal architecture concept.
The IEF OOBN model for component-based diagnostic has been encapsu-
lated as a SelComp in the SelSus software architecture 3 to enable system-level
diagnostic capabilities [10]. We present the results of a performance evaluation
of different levels of integration (direct, local network and wider network).
Fig. 3. SelSus System Architecture.
5 Parameter Learning Algorithms
here we will describe the four algorithms considered in the work: EM, incre-
mental EM, online EM and fractional updating. The presentation will rather
mathematical and we describe the extension of the algorithms to OOBNs.
Data cases D = {c1, . . . , cN} are assumed independent and identically dis-
tributed (iid) with values missing at random or completely at random. The un-
derlying model distribution is assumed to be stationary. We let θijk = P (Xi =
k|pi(Xi) = j) or shortly p(xik|piij) denote an entry of a CPD.
The EM algorithm [8] ...
The incremental EM algorithm [18] ...
If cases are complete, then incremental EM and batch EM produces the same
results.
The Online EM algorithm [2]
m∗ijk = (1− γ)mijk + γp(xijk|), (1)
where mijk is the normalized sufficient statistics computed as mijk = αij ∗
p(xik|piij) and p(xijk|) is joint computed by belief update. The learning rate
γ = (1 +n)−α controls the weighting of new cases and it is determined by n and
α. [2] suggests to use α = 0.6 while [18] recommends α = 0.501.
Online EM, which can be considered a gradient ascent algorithm, was de-
scribed by [2].
The fractional updating algorithm, see e.g., [16] who cites[21],
Fading of past cases can be controlled using a fading factor λ specified for
each parent configuration.
In the general case of OOBNs, we compute the average expected count for
the run-time instances of the node and increase the experience count by the
number of run-time instances.
6 Empirical Evaluation
In this section, we describe the results of an empirical evaluation of the feasibility
of using parameter learning algorithms to improve the diagnostic performance
on the Linear Axis based on operational data.
6.1 Experimental Setup
The empirical evaluation is organised into three different tests (1) we consider
updating the parameters of the knowledge driven model using the real opera-
tional dataset, (2) we consider updating the parameters of the knowledge driven
model where all distributions are made uniform using a dataset of 250, 000 cases
with 5% missing values generated completely at random from the knowledge
driven model, and (3) we consider the time performance of updating the pa-
rameters in the knowledge driven model. The evaluations are performed using
different values of the parameters of the learning algorithms.
6.2 Experimental Results
The operational dataset is rather sparse. The dataset contains 13429 cases with
six observed sensor readings represented in the model. The dataset contains
failure and non-failure cases.
Table 1 shows the diagnostic performance of the five models considered where
µrank refers to the average rank of the true root cause, i.e., the value 1 means
perfect performance and 28 worst possible performance.
Table 1. The diagnostic performance of the five models considered.
Algorithm Top-1 Top-5 µrank
Knowledge driven model 8 19 5
Batch EM
Incremental EM
Online EM
Fractional update
One root cause has zero probability in the model - Moter bearings
- how do we generate data them???? take it out and run again
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Fig. 4. Bla bla.
Next, we report on an experimental analysis of the performance of different
levels of integration of the IEF model into the SelSus architecture. The tightest
level of integration has been achieved by integrating the model directly into the
component control software. In addition, the model has been deployed using a
web service inside the SelSus Cloud having the control software and web service
running on the same machine as well as having the control software and web
service running on machines located far apart (more than 1000km).
Table 2. Average time cost of one belief update and learning cycle across the integra-
tion levels.
Algorithm Configuration Total time (ms) Average time (ms)
Online EM Direct integration 1,508 0.189
Direct integration (w/save-to-memory) 778 0.097
Localhost deployment 10,263 1.283
Network deployment 382,785 47.848
Fractional Direct integration 1,508 0.189
Updating Direct integration (w/save-to-memory) 778 0.097
Localhost deployment 10,263 1.283
Network deployment 382,785 47.848
Table 2 In the experiment, one state for each possible observation was prop-
agated and this process was repeated 1000 times producing 8000 propagations.
Only Online EM and fractional updating ???
7 Discussion
here we discuss the insights and make recommendations as well as relate our
results to [18]
Here are some ideas for topics to discuss:
– relate to [18] results
– data recommendations
– which conclusions on the data
– (too little failure)
– what should we conclude
– bias - no failures
– Data annotation (WP3), data model (T6.1) that implement data parser
– data preprocessing component level. DAta preprocessing on the component
level before feeding into hugin
– weighting data compare to the elicitation from expert
– instead of online learning, it can be performed under supervision of the
operator / expert to build confidence
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