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THE LOCAL STRUCTURE OF q-GAUSSIAN PROCESSES
W LODZIMIERZ BRYC AND YIZAO WANG
Abstract. The local structure of q-Ornstein–Uhlenbeck process and q-
Brownian motion are investigated, for all q ∈ (−1, 1). These are classical
Markov processes that arose from the study of noncommutative probability.
These processes have discontinuous sample paths, and the local small jumps
are characterized by tangent processes. It is shown that for all q ∈ (−1, 1),
the tangent processes at the interior of the state space are scaled Cauchy pro-
cesses possibly with drifts. The tangent processes at the boundary of the state
space are also computed, but they are not well known processes in classical
probability theory. Instead, they can be associated to the free 1/2-stable law,
a well known distribution in free probability, via Biane’s construction.
1. Introduction
In this paper, we investigate the trajectories, particularly the jumps, of cer-
tain Markov processes that recently have drawn interest from both classical and
noncommutative probability communities. These processes, known as q-Gaussian
processes, arose from the intriguing connection between noncommutative proba-
bility and classical probability described in the seminal work by Boz˙ejko et al. [8].
Since then, the connection has motivated many advances on both Markov processes
and their counterparts in noncommutative probability, see for example [1, 7, 9, 12].
Here, we take the classic probability point of view, and we are interested in the
local structure of these Markov processes.
In particular, we focus on the so-called q-Ornstein–Uhlenbeck process and q-
Brownian motion for q ∈ (−1, 1). The marginal distribution of the q-Ornstein–
Uhlenbeck process is a symmetric probability measure supported on closed interval
−2/√1− q ≤ x ≤ 2/√1− q and has probability density function
(1.1) p(x) =
√
1− q · (q)∞
2pi
√
4− (1− q)x2
∞∏
k=1
[
(1 + qk)2 − (1− q)x2qk] ,
where (q)∞ =
∏∞
k=1(1 − qk). This distribution is sometimes called the q-normal
distribution and appears also as the orthogonality measure of the q-Hermite poly-
nomials [15, Section 13.1]. The marginal distribution of the q-Brownian motion is
just a dilation of (1.1) due to the relation (1.3) below.
It is known that the q-normal distribution interpolates between several impor-
tant distributions as q varies between −1 and 1. When q = 0 it becomes the
celebrated Wigner semicircle law that plays a fundamental role in random matrix
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Figure 1. Three trajectories of discretized (in time) q-Brownian
motions {W (q)4i/n}i=0,...,n with q = 0, 0.5 and 0.95 respectively, with
n = 2000, simulated by R. The solid parabolic line (w2 = 4t) is
the boundary of the support of the free Brownian motion (q = 0).
theory, when q goes to 1 it converges to the standard normal distribution that is
ubiquitous in classical probability theory, and when q goes to −1 it converges to the
symmetric discrete distribution on {±1} which is sometimes called the Rademacher
distribution.
Next, at the process level the transition probabilities of the two Markov processes
were identified in [8, Theorem 4.6]. Szab lowski [19, Section 4] pointed out that
they are Feller Markov processes with a ca`dla`g (right-continuous and left-limit
exists) version. Throughout the paper we consider only ca`dla`g versions of stochastic
processes. One can also easily show that as q goes to 1 the two processes converge in
distribution to Brownian motions and Ornstein–Uhlenbeck processes respectively.
This roughly says that the paths of q-Brownian motion are close to those of the
Brownian motion for q close to 1, as illustrated by Figure 1. However, while it is
well known that Brownian motions have almost surely continuous paths (e.g. [17]),
it has been a folklore that the trajectories of q-Brownian motions have jumps, as
can also be seen from Figure 1. Our motivation is to understand better these jumps,
and hence also the trajectories of q-Gaussian processes.
In this paper, we use the notion of tangent process [14] to characterize the local
structure of q-Gaussian processes, and confirm that while large jumps become un-
likely for q close to 1, see Remark 2.7, the two processes are locally approximated by
the Cauchy process for every fixed q < 1, with a possible drift and a multiplicative
constant depending on q. In order to accomplish our goal, we modify slightly a
general framework from Falconer [14] to allow for dependence on location at time
s ≥ 0. Namely, let Z = {Zt}t≥0 be a ca`dla`g Markov process, for s > 0 and x in the
support of random variable Zs, let P(· | Zs = x) be the law of the Markov process
conditioning on Zs = x, and we say that ζ = {ζt}t≥0 is a tangent process of Z at
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time s and location x, if under the law P(· | Zs = x) we have weak convergence
(1.2)
{
Zs+t − Zs
β
}
t≥0
⇒ {ζt}t≥0
as  ↓ 0, for some β > 0 appropriately chosen, in D([0,∞)) equipped with Skorohod
topology. While Zs+ converges to Zs in probability as  ↓ 0 for a ca`dla`g process Z,
the tangent process in (1.2) provides information on the rates and local fluctuations
of the convergence. To establish (1.2), for the two processes it suffices to work with
the conditional transition probability densities of {Zt}t≥s given Zs, so that the
left-hand side induces a unique probability measure on D([0,∞)) [19]. When the
tightness is difficult to establish, we consider only convergence of finite-dimensional
distributions.
Our main results consist of identifying tangent processes for both q-Brownian
motions and q-Ornstein–Uhlenbeck processes, denoted by W (q) = {W (q)t }t≥0 and
X(q) = {X(q)t }t∈R respectively throughout the paper. It is well known that for
the same q ∈ (−1, 1), these two processes can be mapped onto each other by a
deterministic transformation
(1.3)
{
X
(q)
t
}
t∈R
=
{
e−tW (q)e2t
}
t∈R
.
It is more convenient to work with the q-Ornstein–Uhlenbeck process as it is a
stationary Markov process on the state space [−2/√1− q, 2/√1− q]. Our findings
are summarized as follows.
(i) For q-Ornstein–Uhlenbeck process, we first prove that for all q ∈ (−1, 1),
the tangent process in (1.2) exists at all location x ∈ (−2/√1− q, 2/√1− q) with
β = 1, and is a Cauchy process up to a multiplicative constant (Theorem 2.1).
In other words, locally the q-Ornstein–Uhlenbeck process behaves like a Cauchy
process, for all q ∈ (−1, 1). It is somehow surprising to see that, although the local
jumps disappear in the limit as q → 1, they persist in such a qualitative manner.
(ii) We investigate the tangent process of q-Ornstein–Uhlenbeck process at the
left boundary point of the state space x− = −2/
√
1− q. In this case, the tangent
process still exists as in (1.2), but with scaling parameter β = 2, and is a different
Markov process (Proposition 2.2).
(iii) The Markov process obtained as the tangent process at the boundary point
seems to have not been well investigated in classical probability theory, to the best
of our knowledge. Instead, somehow unexpectedly, we identify this process as the
Markov process (up to a quadratic drift) associated to the free 1/2-stable law via
the construction of Biane [4], after whom we name the process 1/2-stable Biane
process (Proposition 3.1). This connection is irrelevant to the path properties of
the processes, but it is of its own interest.
(iv) For the q-Brownian motion, since it is not stationary and has inhomogeneous
transition probabilities, the situation is slightly more subtle. The tangent process
of the q-Brownian motion at the interior of the support of W
(q)
s is still Cauchy, but
with a linear drift (Proposition 2.5). The tangent process at time s at the boundary
of the support x− = −2
√
s/(1− q) this time however, instead of in the common
4 W LODZIMIERZ BRYC AND YIZAO WANG
form (1.2), appears as the limit of{
W
(q)
s+t + (s(1− q))−1/2 · t−W (q)s
2
}
t≥0
as  ↓ 0 under the law P(· | W (q)s = x−) (Proposition 2.6). The tangent process
turns out to be the 1/2-stable Biane process up to a multiplicative constant.
The paper is organized as follows. Section 2 establishes limit theorems for the
tangent processes at both inner and boundary points for both processes. The
connection to noncommutative probability, and particularly the identification of
the 1/2-stable Biane process, are provided in Section 3 in a self-contained manner.
2. Convergence to tangent processes
We first introduce the two processes that appear, with appropriate scalings and
drifts, as the tangent processes of q-Gaussian processes. Both processes are Markov
processes. The first is Cauchy process (symmetric 1-stable Le´vy process), starting
from 0 with transition probability density
f
(1)
t1,t2(y1, y2) =
1
pi
t2 − t1
(y2 − y1)2 + (t2 − t1)2 , 0 ≤ t1 < t2 <∞, y1, y2 ∈ R.
The second also starts from 0, and has transition probability density
(2.1) f
(1/2)
t1,t2 (y1, y2) =
(t2 − t1)
√
4y2 − t22
2pi [(y2 − y1)2 − (t2 − t1)(t1y2 − t2y1)] ,
0 ≤ t1 < t2 <∞, y1 > t
2
1
4
, y2 >
t22
4
.
Note that the support of the second process at time t is [t2/4,∞). The two processes
are denoted by Z(α) = {Z(α)t }t≥0 with α = 1, 1/2 respectively, and the marginal
distributions are given at (3.2) and (3.6) below. Both processes are self-similar with
parameter 1/α in the sense that
(2.2)
{
Z(α)λt
}
t≥0
f.d.d.
= λ1/α
{
Z(α)t
}
t≥0
, λ > 0, α = 1, 1/2.
Furthermore, Z(1) has independent and stationary increments as a Le´vy process.
The process Z(1/2) has non-stationary increments, but with a drift and time scaling
{Z(1/2)2t −t2}t≥0 is self-similar with time-homogeneous transition probability density
(2.3)
p
(1/2)
t1,t2 (y1, y2) =
2 (t2 − t1)√y2
pi [(y2 − y1)2 + 2(y1 + y2)(t2 − t1)2 + (t2 − t1)4] , y1, y2, t1, t2 > 0.
Both processes also arise from free probability. In particular, Z(1) and Z(1/2)
are the Markov processes associated to free 1-stable and 1/2-stable semigroups
respectively. For the sake of simplicity, we call Z(1/2) the 1/2-stable Biane process
in the sequel. We explain this connection to free probability in the Section 3.
The discussion there is independent from the rest of this section, but is of its own
interest.
Below, we first consider the tangent processes first q-Ornstein–Uhlenbeck pro-
cesses and then of q-Brownian motions.
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2.1. Tangent processes of q-Ornstein–Uhlenbeck processes. Fix q ∈ (−1, 1),
and let X(q) = {X(q)t }t∈R denote a q-Ornstein–Uhlenbeck process. That is, X(q) is a
stationary Markov process with ca`dla`g trajectories, with the marginal probability
density function p(x) given by (1.1), and with the transition probability density
function ps,t(x, y) given by, for x, y ∈ [−2/
√
1− q, 2/√1− q],
(2.4) ps,t(x, y) = (e
−2(t−s); q)∞
∞∏
k=0
1
ϕq,k(t− s, x, y) · p(y),
with
ϕq,k(δ, x, y) = (1−e−2δq2k)2−(1−q)e−δqk(1+e−2δq2k)xy+(1−q)e−2δq2k(x2 +y2).
Here and below, we write
(a; q)∞ :=
∞∏
k=0
(1− aqk), for all a ∈ R, q ∈ (−1, 1).
The above densities can be found at [11, Corollary 2] and [19, Eq.(2.9)].
Two bounds on ϕq,k are useful. First, observe that ϕq,k(δ, x, y) = a(x
2 + y2) −
bx+ c has a quadratic form with b/2a > 1. Thus,
min
|x|,|y|≤ 2√
1−q
ϕq,k(δ, x, y) = (1− e−δqk)4 ≥ (1− |q|k)4, k ∈ N0, δ > 0.
At the same time,
ϕq,0(δ, x, y) = (1− e−2δ)2 − (1− q)e−δ(1 + e−2δ)xy + (1− q)e−2δ(x2 + y2)
= e−2δ
[
4 sinh2(δ) + (1− q)(x− y)2 + 2(1− q)xy(1− cosh(δ))](2.5)
≥ e−2δ [4 sinh2(δ) + 8(1− cosh(δ)) + (1− q)(x− y)2]
= e−2δ
[
16 sinh4(δ/2) + (1− q)(x− y)2] ,
where in the inequality above we used the fact that 1− cosh(δ) ≤ 0. In particular,
(2.6)
∞∏
k=0
1
ϕq,k(δ, x, y)
≤ e
2δ
[16 sinh4(δ/2) + (1− q)(x− y)2](|q|)4∞
.
We first look at the tangent process at the interior of the state space. Consider
the process
Y
()
t :=
X
(q)
t −X(q)0

.
Theorem 2.1. For all q ∈ (−1, 1), x ∈ (−2/√1− q, 2/√1− q), under P(· | X(q)0 =
x), we have{
Y
()
t
}
t∈[0,∞)
⇒ cq,x
{
Z(1)t
}
t∈[0,∞)
with cq,x =
√
4
1− q − x
2
in D([0,∞)) as  ↓ 0, where Z(1) is the Cauchy process.
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Proof. For x ∈ (−2/√1− q, 2/√1− q), let p˜(,x)t1,t2 (y1, y2) denote the transition prob-
ability density function of Y (), conditioning on X
(q)
0 = x. Then, writing δ := t2−t1,
(2.7) p˜
(,x)
t1,t2 (y1, y2) = pt1,t2(x+ y1, x+ y2)
=

√
1− q · (e−2δ; q)∞(q)∞
2pi
√
4− (1− q)(x+ y2)2
ϕq,0(δ, x+ y1, x+ y2)
∞∏
k=1
ψq,k(x+ y1)
ϕq,k(δ, x+ y1, x+ y2)
with ψq,k(x) = (1 + q
k)2 − (1 − q)x2qk. We factorize p˜(,x)t1,t2 in this way because in
the analysis below when computing the limiting probability densities, the infinite
product is easy to deal with and contributes asymptotically only a constant, while
the square-root term and ϕq,0 contribute to the limiting density and are treated
separately. This pattern of calculations will repeatedly show up in all derivations
of tangent processes below.
(i) We first prove the convergence of finite-dimensional distributions. For this
purpose, by Scheffe´’s theorem ([5, Theorem 16.12]) it suffices to prove pointwise
convergence of joint probability densities. In particular, we prove
(2.8) lim
↓0
p˜
(,x)
t1,t2 (y1, y2) = f
(1)
t1,t2
(
y1
cq,x
,
y2
cq,x
)
1
cq,x
.
Write δ := t2 − t1. Observe that as  ↓ 0, recalling (2.5),
ϕq,0(δ, x+ y1, x+ y2) ∼ 2
[
(1− q)(y2 − y1)2 + δ2(4− (1− q)x2)
]
,
and
∞∏
k=1
ψq,k(x+ y1)
ϕq,k(δ, x+ y1, x+ y2)
∼
∞∏
k=1
(1 + qk)2 − (1− q)x2qk
(1− q2k)2 − (1− q)qk(1 + q2k)x2 + 2(1− q)q2kx2
=
∞∏
k=1
(1 + qk)2 − (1− q)x2qk
(1− qk)2(1 + qk)2 − (1− q)x2qk(1− qk)2 =
∞∏
k=1
1
(1− qk)2 .
Here y1, y2 ∈ R are fixed. To pass to the limit, we use the fact that |q| < 1 and
|x| < 2/√1− q so the product is bounded by a convergent product uniformly over
all small enough . Small enough means that
√
1− q|x+ y1| < 2 and
√
1− q|x+
y2| < 2.
Finally, we note that
(e−2δ; q)∞ = (1− e−2δ)
∞∏
k=1
(1− e−2δqk) ∼ 2δ
∞∏
k=1
(1− qk) = 2δ(q)∞.
Combining all the calculation above, we have thus shown
lim
↓0
pt1,t2(x+ y1, x+ y2) =
δ
√
1− q√4− (1− q)x2
pi[(1− q)(y2 − y1)2 + δ2(4− (1− q)x2)] ,
which is the same as (2.8).
Since our Markov processes start at 0, the univariate densities also converge, as
they are just the transition densities evaluated at y1 = 0 and t1 = 0. We have thus
proved the convergence of finite-dimensional distributions.
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(ii) Next we prove the tightness. We show that, for all 0 ≤ t1 < t2 ≤ T <∞,  > 0,
independent of x and y1,
(2.9) Ex(|Y ()t2 − Y ()t1 |2 ∧ 1 | Y ()t1 = y1) ≤ CT,q(t2 − t1)
for some constant CT,q depending only on T and q. Then, the tightness of the pro-
cesses {Y ()}>0 under the measure Px follows from Ethier and Kurtz [13, Chapter
3, Theorem 8.6, Remark 8.7]. In particular, conditions (8.29) and (8.33) therein
are satisfied for our processes.
To prove (2.9), recall (2.6). It then follows that there exists a constant CT,q such
that for all 0 ≤ t1 < t2 ≤ T,  > 0, uniformly in x, y1, ,
p˜x,t1,t2(y1, y2) ≤ CT,q
t2 − t1
[(y2 − y1)2 + 16 sinh4((t2 − t1)/2)/(2(1− q))]
,
whence
Ex(|Y ()t2 − Y ()t1 |2 ∧ 1 | Y ()t1 = y1)
≤ CT,q(t2 − t1) +
∫
|z|>1
CT,q(t2 − t1) 1
z2
dz = CT,q(t2 − t1).
We have thus proved (2.9) and the tightness. 
The proof of Theorem 2.1 does not apply to the boundary points x = ±2/√1− q.
At the same time, as x→ ±2/√1− q, we have cq,x → 0. These observations raise
the question on the tangent process at the boundary, and suggest that for a non-
degenerate limit to exist we need to work with a different scaling. Consider the
process
Y˜
()
t :=
Xt −X0
2
.
Let x− = −2/
√
1− q denote the left boundary point.
Proposition 2.2. For all q ∈ (−1, 1), under P(· |W (q)0 = x−),{
Y˜
()
t
}
t≥0
f.d.d.
=⇒ 4√
1− q
{
Z(1/2)t −
t2
4
}
t≥0
as  ↓ 0, where Z(1/2) is the 1/2-stable Biane process with transition probability
densities (2.1).
Remark 2.3. Here and in Propositions 2.5 and 2.6, we only prove the convergence
of finite-dimensional distributions.
Proof. The proof is similar to the first part of the proof of Theorem 2.1 and con-
sists of verification that the transition density converges. The transition density of
{Y˜ ()t }t≥0 is pt1,t2(x− + y12, x− + y22)2. With δ = t2 − t1, the density factors
as in (2.7) with x replaced by x−, and we compute the corresponding terms one by
one. The infinite product
(q)∞
∞∏
k=1
(1− qke−2δ)ψq,k(x− + y12)
ϕq,k(δ, x− + y12, x− + y22)
converges again to 1 as  ↓ 0, and the factor
2
√
1− q · (1− e−2δ)
2pi
√
4− (1− q)(x− + y22)2
ϕq,0(δ, x− + y12, x− + y22)
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contributes to the limit. As previously, (1− e−2δ) ∼ 2δ, but at the boundary we
have √
4− (1− q)(x− + y22)2 ∼ 2
√
1− q√y2,
and
ϕq,0(δ, x− + y12, x− + y22)
∼ 4
[
(1− q)(y2 − y1)2 + 2
√
1− q(y1 + y2)(t1 − t2)2 + (t1 − t2)4
]
.
It then follows that
lim
↓0
pt1,t2(x− + y1
2, x− + y22)2
=
2 (t2 − t1)
√
(1− q)y2
pi
[
(1− q)(y2 − y1)2 + 2
√
1− q(y1 + y2)(t2 − t1)2 + (t2 − t1)4
]
= f
(1/2)
2t1,2t2
(
√
1− q · y1 + t21,
√
1− q · y2 + t22)
√
1− q, y1, y2 > 0.
The desired result now follows from self-similarity (2.2). 
Remark 2.4. Let X = {Xt}t≥0 be a general process. Falconer [14] actually con-
siders the annealed tangent process, {(Xs+t − Xs)/β}t≥0 for s ≥ 0, while we
consider the quenched tangent process conditioning on the value of Xs. From our
results, the annealed tangent process (without conditioning) can then be derived
easily as a mixture of Cauchy process. We omit the details. The same applies to
the tangent process of the q-Brownian motion in Proposition 2.5.
According to Falconer [14], for almost all time points s at which the general
process X has a unique annealed tangent process, the tangent process must be
self-similar with stationary increments. Here we have an example indicating that
one cannot drop the ‘almost all’ part of the statement. Indeed, fixing τ > 0 and
considering Xt = X
(q)
τ+t with law P(· | X(q)τ = x−), we just showed that for this
process at s = 0, the tangent process exists, is self-similar, but has non-stationary
increments. There is no contradiction since as discussed above, for any s > 0 the
annealed tangent process is a mixture of Z(1), and is thus self-similar with stationary
increments.
2.2. Tangent processes of q-Brownian motions. In this section, consider the
q-Brownian motion {W (q)t }t≥0 with transition probability density [12, Eq.(55)]
(2.10) κ
(q)
t1,t2(y1, y2) =
(1− q)3/2(t2 − t1)
2pi
√
4t2 − (1− q)y22
ϕ∗q,0(t1, t2, y1, y2)
∞∏
k=1
ψ∗q,k(t1, t2, y2)
ϕ∗q,k(t1, t2, y1, y2)
where
ψ∗q,k(t1, t2, y2) = (t2 − t1qk)(1− qk+1)
[
t2(1 + q
k)2 − (1− q)y22qk
]
, k ≥ 1
and
ϕ∗q,k(t1, t2, y1, y2) = (t2−t1q2k)2−(1−q)qk(t2+t1q2k)y1y2+(1−q)(t1y22+t2y21)q2k, k ≥ 0.
We first consider the tangent process at the interior point of the support of W
(q)
s .
For s > 0,  > 0 consider the process{
V
(,s)
t
}
t≥0
:=
{
W
(q)
s+t −W (q)s

}
t≥0
.
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Proposition 2.5. For s > 0 and x ∈ (−2√s/(1− q), 2√s/(1− q)), under the law
P(· |W (q)s = x),
{
V
(,s)
t
}
t≥0
f.d.d.
=⇒ cq,s,x
Z(1)t + x√ 4s
1−q − x2
· t

t≥0
as  ↓ 0, where Z(1) is the Cauchy process and
cq,s,x =
1
2s
√
4s
1− q − x
2.
Proof. The transition probability density of V (,s) conditioning on W
(q)
s = x is
κ
(,s,x)
t1,t2 (y1, y2) := κ
(q)
s+t1,s+t2(x+ y1, x+ y2).
One can show for all fixed x ∈ (−2√s/(1− q), 2√s/(1− q)),
lim
↓0
√
4t2 − (1− q)y22 =
√
4s− (1− q)x2,
lim
↓0
ϕ∗q,0(s+ t1, s+ t2, x+ y1, x+ y2)
2
= (t2 − t1)2 + (1− q)
[
s(y2 − y1)2 − (t2 − t1)(y2 − y1)x
]
,
and
lim
↓0
ψ∗q,k(s+ t1, s+ t2, x+ y2)
ϕ∗q,k(s+ t1, s+ t2, x+ y1, x+ y2)
=
1− qk+1
1− qk , k ≥ 1.
As previously, the infinite product converges uniformly in  for all  close enough
to 0. It then follows that
lim
↓0
κ
(,s,x)
t1,t2 (y1, y2) =
1
2pi
√
1− q(t2 − t1)
√
4s− (1− q)x2
(t2 − t1)2 + (1− q)[s(y2 − y1)2 − (t2 − t1)(y2 − y1)x]
= f (1)τ1,τ2
(
y1 − t1x
2s
, y2 − t2x
2s
)
with τj = τj(q, s, x) = cq,s,xtj , j = 1, 2. So the limiting process equals in distribu-
tion {
Z(1)cq,s,xt +
x
2s
t
}
t≥0
f.d.d.
= cq,s,x
Z(1)t + x√ 4s
1−q − x2
· t

t≥0
by self-similarity (2.2). 
Next we consider the tangent process at the boundary of the support. Consider
the left end-point x− = −2
√
s/(1− q) of the support of the q-Brownian motion at
time s, and the process
(2.11) V˜
(,s)
t :=
W
(q)
s+t + at−W (q)s
2
with a = − 2
(1− q)x− =
1√
s(1− q) .
10 W LODZIMIERZ BRYC AND YIZAO WANG
Proposition 2.6. For all s > 0, under the law P(· |W (q)s = x−),{
V˜
(,s)
t
}
t≥0
f.d.d.
=⇒ 1
s3/2
√
1− q
{
Z(1/2)t
}
t≥0
as  ↓ 0, where Z(1/2) is the 1/2-stable Biane process with transition probability
densities (2.1).
Proof. The transition probability density of V˜t(, s) under the law P(· |W (q)s = x−)
is
κ
(,s)
t1,t2(y1, y2) = κ
(q)
s+t1,s+t2(x− − at1+ y12, x− − at2+ y22)2.
Again from (2.10), by straight-forward calculation one obtains as  ↓ 0,
√
4(s+ t2)− (1− q)(x− − at2+ y2)2 ∼ 
√
4
√
s(1− q)y2 − t
2
2
s
,
ϕ∗q,0(s+ t1, s+ t2, x− − at1+ y12, x− − at2+ y22)
∼ 4
[
s(1− q)(y2 − y1)2 −
√
1− q
s
(t2 − t1)(t1y2 − t2y1)
]
,
and
lim
↓0
ψ∗q,k(s+ t1, s+ t2, x− a+ y22)
ϕ∗q,k(s+ t1, s+ t2, x− a+ y12, x− a+ y22)
=
1− qk+1
1− qk , k ≥ 1.
Again, the infinite product of ψ∗q,k/ϕ
∗
q,k converges uniformly for  small enough as
before. We thus arrive at
lim
↓0
κ
(,s)
t1,t2(y1, y2) =
√
1− q
2pi
(t2 − t1)
√
4
√
s(1− q)y2 − t22/s
s(1− q)(y2 − y1)2 −
√
1−q√
s
(t2 − t1)(t1y2 − t2y1)
= f
(1/2)
t1,t2
(√
s3(1− q)y1,
√
s3(1− q)y2
)√
s3(1− q).
The desired result now follows. 
Remark 2.7. The tangent processes are established for fixed q, and they do not
capture the behavior of large jumps as q varies. To see what happens as q ap-
proaches 1, we only mention here an explicit estimate
(2.12) P
(
sup
S≤t≤T
|W (q)t− −W (q)t | > a
)
≤ (1− q)
a4
(T 2 − S2), 0 ≤ S < T, a > 0,
which indicates that large jumps become unlikely when q is close to 1 or when the
time interval T −S is small. However, the inequality only provides an upper bound.
A precise estimate of the asymptotic probability of large jumps will be established
in the form of a Poisson limit theorem in another paper.
To prove (2.12) we use the formula
E(W (q)t −W (q)s )4 = (2 + q)(t− s)2 + 2(1− q)s(t− s), 0 ≤ s < t.
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which can be read out from [19, formula (4.14)]. With ti = S+ i(T −S)/n, we have
(2.13) P
(
max
i=1,...,n
|W (q)ti −W (q)ti−1 | > a
)
≤ 1
a4
n∑
i=1
E(W (q)ti −W (q)ti−1)4
=
2 + q
a4
n∑
i=1
(ti−ti−1)2+2(1− q)
a4
n∑
i=1
ti−1(ti−ti−1)→ 2(1− q)
a4
∫ T
S
t dt as n→∞.
For every trajectory, maxi=1,...,n |W (q)ti − W (q)ti−1 | converges to supS<t≤T |W (q)t− −
W
(q)
t |, because for every ε > 0 and every a ca`dla`g function there exist a finite
partition of [0, T ] into intervals on which the modulus of continuity is less than ε
(see e.g. [6]). Since process (W
(q)
t ) is continuous in probability,
sup
S<t≤T
|W (q)t− −W (q)t | = sup
S≤t≤T
|W (q)t− −W (q)t |
with probability one. Thus (2.12) follows from (2.13).
3. Connection to free probability
In this section, we explain how the tangent processes Z(1/2),Z(1) are connected to
free probability. For this purpose, we first recall the notion of free convolution and
free-convolution semigroup in free probability. Free convolution of measures is a
free-probability analog of the convolution of measures. While convolution describes
the law of the sum of independent random variables, free convolution describes
that law of the sum of free noncommutative random variables. Both operations
can also be introduced analytically: convolution corresponds to multiplication of
the characteristic functions, and free convolution corresponds to addition of the so
called the R-transforms.
To recall the analytic definition of free convolution, denote by
Gν(z) =
∫
ν(dx)
z − x
the Cauchy-Stieltjes transform of a probability measure ν on the Borel sets of the
real line. It is known that Gµ is a well defined analytic function in the complex
upper plane z ∈ C+ = {z = x+ iy : y > 0} with the right inverse Kν(z) = G−1ν (z)
which is well defined for z in a Stolz cone of the form {z = x+iy : |x| < αy, |z| ≤ β}.
The R-transform of the probability measure ν is then defined as
(3.1) Rν(z) = Kν(z)− 1/z
and the free convolution of two measures µ and ν is a (unique) probability measure,
denoted by µν with the R-transform Rµ(z)+Rν(z) on the common domain. These
results, at increasing levels of generality, have been established by Voiculescu [20],
Maassen [16], and Bercovici and Voiculescu [3].
A free-convolution semigroup {νt}t≥0 is the family of measures such that νt+s =
νt  νs, with ν0 = δ0 is a degenerate measure. For example, the family of Cauchy
measures
(3.2) ν
(1)
t (dx) =
t
pi(x2 + t2)
dx, t > 0,
with Cauchy-Stieltjes transforms G
ν
(1)
t
(z) = 1/(z + it) and R
ν
(1)
t
(z) = it on C+, is
a free-convolution semigroup, see [3, Section 7] or [4, Example 5.1].
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In the seminal paper [4], Biane associated to every free-convolution semigroup
{νt}t≥0 a classical Markov process {Zt}t≥0 such that the marginal distribution at
time t is νt, and the transition probabilities Qs,t(x, dy) are determined as follows.
Fix s < t and x ∈ R. Let F be an analytic function on C \ R such that
(3.3)
∫
νt(dx)
z − x =
∫
νs(dx)
F (z)− x for z ∈ C
+ .
(Note that F depends on s < t, but not x.) Biane [4] proved that such mapping
exists and is uniquely determined by the requirements that
(3.4) F (z¯) = F (z), F (C+) ⊂ C+, =F (z) ≥ =z and limy→∞ F (iy)iy = 1.
Furthermore, Biane showed that C+ 3 z 7→ 1/(F (z)−x) ∈ C− is a Cauchy–Stieltjes
transform, so it defines a unique probability measure Qs,t(x, dy) such that
(3.5)
∫
1
z − yQs,t(x, dy) =
1
F (z)− x.
The probability measures {Qs,t(x, dy) : s ≤ t, x ∈ R} satisfy Chapman–Kolmogorov
equations, are Feller (i.e. the map x 7→ Qs,t(x, dy) is weakly continuous) and
Q0,t(0, dy) = νt(dy); hence they are transition probabilities of a Markov process,
denoted by {Zt}t≥0. We refer to the so-determined Markov process {Zt}t≥0 as the
Biane process associated to the free-convolution semigroup {νt}t≥0.
Now recall the processes Z(1) and Z(1/2) described in Section 2. First, for the
Cauchy process Z(1), it is well known that Cauchy distribution generates also the
free 1-stable semigroup and by [4, Section 5.1] the Cauchy process is indeed the
Markov process associated to the free 1-stable semigroup (3.2). So the Cauchy
process is the 1-stable Biane process. Second, the free 1/2-stable semigroup density
appears in Bercovici and Pata [2, page 1054], see also [18, Example 3.2]. The
corresponding free-convolution semigroup of measures is then easily determined
from rescaling, which gives
(3.6) ν
(1/2)
t (dx) =
t
√
4x− t2
2pix2
1(t2/4,∞)dx, t > 0.
We show that Z(1/2) defined by (2.1) is the Biane process associated to {ν(1/2)t }t≥0.
Proposition 3.1. The Biane process associated to (3.6) is Z(1/2).
Proof. To determine transition probabilities of the Markov process Zt, we start
from the Cauchy–Stieltjes transform
(3.7) Gt(z) :=
∫
ν
(1/2)
t (dx)
z − x =
t
√
t2 − 4z − t2 + 2z
2z2
of the free 1/2-stable law (3.6). The Cauchy–Stieltjes transform of the closely
related measure µt(A) = ν
(1/2)
t (−A), A ∈ B(R) appears explicitly in [10, page 590].
We will present a straightforward calculation of (3.7) using basic complex analysis
at the end of this section.
Next, we use the standard branch of the square root, and (3.7) simplifies to
(3.8) Gt(z) = − 4(√
t2 − 4z + t)2 .
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The latter is the most convenient form for the equation (3.3) which says that
Gt(z) = Gs(F (z)). Using (3.8), we first solve (
√
t2 − 4z+ t)2 = (√s2 − 4F (z)+s)2
for real z < t/2 fixed, seeking the real negative solution F (z) < s/2. The equation
becomes
t− s+
√
t2 − 4z =
√
s2 − 4F (z).
Since s < t, both sides are positive, so we get
(3.9) F (z) =
1
4
[
s2 −
(
t− s+
√
t2 − 4z
)2]
.
Formula (3.9) has a unique analytic extension to all complex z from the slit plane C\
[t2/4,∞); the extension amounts to choosing the standard branch of the square root.
One can check that with this choice of the root, F (z) given by (3.9) satisfies the
uniqueness conditions (3.4). Therefore, (3.5) determines the transition probabilities
of the Markov process (Zt) and specifies their Cauchy–Stieltjes transform as
4
s2 − 4x− (t− s+√t2 − 4z)2 .
The calculations turn out to be easier if we work with the process {Z(1/2)2t −t2}t≥0 by
recasting (3.5) via changing the variables in the above Cauchy–Stieltjes transform,
first by replacing s, t by 2s, 2t and then replacing x by s2 + x and z by z+ t2. This
results in a somewhat simpler identity
(3.10)
∫ ∞
0
1
z − y p
(1/2)
s,t (x, y)dy =
1
−x− (t− s+√−z)2 =: Hs,t,x(z)
that we need to prove, with p
(1/2)
s,t (x, y) as in (2.3). One way to verify (3.10) is to
apply the Stieltjes inversion formula and show:
− 1
pi
lim
ε↓0
=Hs,t,x(y + iε) = p(1/2)s,t (x, y).
This can be done by straight-forward calculation and is thus omitted. 
Proof of (3.7). By self-similarity, it suffices to work with t = 1. By definition,∫
ν
(1/2)
1 (dx)
z − x =
∫ ∞
1/4
√
4x− 1
2pix2
1
z − xdx =
2
pi
∫ ∞
0
√
y
(y + 1)2
1
z − y+14
dy
=
4
pi
∫ pi
2
0
sin2 α
z − (4 cos2 α)−1 dα =
1
pi
∫ 2pi
0
sin2 θ
2(1 + cos θ)z − 1dθ,
where we used change of variables 4x − 1 7→ y, y 7→ tan2 α, 2α 7→ θ consecutively.
Transforming the last expression into a complex integral, we arrive at∫
ν
(1/2)
1 (dx)
z − x =
1
pi
∮
|ζ|=1
( ζ−ζ2i )
2
2(1 + ζ+ζ2 )ζ − 1
dζ
iζ
= − 1
4pii
∮
|ζ|=1
1
z
(ζ2 − 1)2
ζ2[ζ2 + 2z−1z ζ + 1]
dζ.
The integrand above has poles at
ζ0 = 0, ζ1 =
1 +
√
1− 4z
1−√1− 4z and ζ2 =
1−√1− 4z
1 +
√
1− 4z ,
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and ζ0 are ζ2 are within the unit disc for z ∈ C+ (we take the standard branch of
square root). We then write the complex integral as∮
|ζ|=1
(ζ2 − 1)2
zζ2(ζ − ζ1)(ζ − ζ2)dζ =:
∮
|ζ|=1
hz(ζ)dζ,
and obtain
Resζ0hz =
1
ζ
(
1
ζ1
+
1
ζ2
)
=
1− 2z
z2
and Resζ1hz =
(ζ22 − 1)2
zζ22 (ζ2 − ζ2)
= −
√
1− 4z
z2
.
The desired result now follows from the residue theorem:∫
ν
(1/2)
1 (dx)
z − x = −
1
4pii
∮
|ζ|=1
1
z
(ζ2 − 1)2
ζ2[ζ2 + 2z−1z ζ + 1]
dζ
= − 1
4pii
2pii(Resζ0hz + Resζ2hz) =
√
1− 4z − 1 + 2z
2z2
.

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