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Abstract
Epilepsy is a common neurological disorder that disrupts normal electrical activity in the
brain causing severe impact on patients’ daily lives. Accurate seizure detection based on longterm time-series electroencephalogram (EEG) signals has gained vital importance for epileptic
seizure diagnosis. However, visual analysis of these recordings is a time-consuming task for
neurologists. Therefore, the purpose of this thesis is to propose an automatic hybrid modelbased/data-driven algorithm that exploits inter-channel and temporal correlations. Hence, we
use mutual information (MI) estimator to compute correlation between EEG channels as spatial
features and employ a carefully designed 1D convolutional neural network (CNN) to extract
additional information from raw EEGs. Then, seizure probabilities from combined features of
MI estimator and CNN are applied to factor graphs to learn factor nodes. The performance of
the algorithm is evaluated through measuring different parameters as well as comparing with
previous studies. On CHB-MIT dataset, our generalized algorithm achieves state-of-the-art
performance.

Keywords: Epilepsy, seizure detection, EEG, deep learning, 1D CNN, mutual information,
factor graph
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Summary for Lay Audience
Epilepsy is a common neurological disorder affecting about 50 million people worldwide.
This disease is usually accompanied by the transient occurrence of signs or symptoms due
to abnormal excessive electrical activity in the brain that may cause seizures. Our brain
is constantly generating electrical pulses transmitted by neurons to control our movement,
thoughts, and memories. In normal situations, neurons are firing independently or in small
groups; however, during an epileptic seizure, many neurons fire simultaneously, 500 times
faster than normal. The extensive sudden discharges in neural brain activity due to epileptic
seizures scrambles the ’messages’ that the brain sends out to the rest of the body. This can
lead to life-threatening consequences such as involuntary movements, sensations, and emotions and may cause a temporary loss of awareness and even death. As such, early detection of epileptic seizures can significantly improve quality of life for patients experiencing
epileptic seizures. The most common technique used to diagnose seizures is reviewing scalp
electroencephalogram (EEG) signals by a neurologist. Visually scanning the recordings, however, is a time-consuming process due to contamination by physiological and non-physiological
resources as well as the similarity of seizure spikes to normal EEG waveforms. As such, we
have developed an automatic and generalized algorithm for seizure detection. To implement
this approach, we capture two important underlying features that exist during seizure times,
including computing inter-channel correlation among different EEG channels and temporal
correlations between consecutive blocks. The first feature stems from the fact that when the
seizure occurs in one or more parts of the brain, it propagates to other regions. This manifests itself as highly non-linear correlations among channels recording. The second property
achieves due to spanning the seizure over multiple EEG blocks. Therefore, the thesis aims to
propose a hybrid model-based/data-driven algorithm to exploit spatial and temporal correlations. The main two components in this algorithm are a neural mutual information estimator to
compute inter-channel correlation and factor graph inference to exploit temporal correlations
at reduced complexity. On the CHB-MIT dataset, our method obtains the best performance
results compared to prior works.
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Chapter 1
Introduction
1.1

Epilepsy

Epilepsy is a chronic neurological disorder that, according to World Health Organization, affects 50 million people worldwide [1]. This disease is usually accompanied by the transient
occurrence of signs or symptoms resulting from abnormal excessive electrical activity in the
brain that may cause seizures [22]. The brain is constantly generating electrical pulses transmitted by neurons to control our movement, thoughts, and memories. Neurons are responsible
for transmitting an electrical pulse and sending ‘messages’ to nearby neurons and the rest of
the body through neurotransmitters. In a normal state, neurons are firing in a small group to
perform a task; however, during an epileptic seizure, many neurons fire at the same time – as
many as 500 times a second, much faster than normal1 . The extensive sudden discharges in
neural brain activity due to epileptic seizures scrambles the ’messages’ that the brain sends
out to the rest of the body. This can lead to life-threatening consequences such as involuntary
movements, sensations, and emotions and may cause a temporary loss of awareness and even
death [65]. The number of epileptic seizures varies from person to person; some patients rarely
experience seizures, while others may have hundreds of seizures per day. It should be noted
that having a single seizure cannot be interpreted as epilepsy. A person is considered to have
epilepsy when two or more unprovoked seizures occur within 24 hours. Depending on what
1

https://www.ninds.nih.gov/Disorders/Patient-Caregiver-Education/Hope-Through-Resea
rch/Epilepsies-and-Seizures-Hope-Through
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2
part of the brain causes the seizures, epileptic seizures are categorized into two main groups:
focal and generalized seizures, and there are many different types of seizures described under
these two categories [71]. Focal seizures start in one area of the brain, and they are defined
based on the region where the seizure originates. However, generalized seizures result from
abnormal neural activity that rapidly appear on both sides of the brain [71]. Epilepsy has various causes such as genetic mutations, brain tumors, head trauma, or abnormalities of brain
development. However, for most cases, the underlying cause of epilepsy is unknown [39].
Seizure detection is essential in the neurologist’s toolbox for deciding on suitable treatment options. Currently, this task is mainly performed by neurologists, which can be very
time-consuming and prone to errors, and based on the previous study, it can lead to a 30%
misdiagnosis rate [8]. An automated seizure detection system can alleviate this, allow for more
long-term monitoring of patients, and better guidance in choosing the correct treatment options.
In this thesis, we focus on automated seizure detection systems and propose a novel algorithm
based on a combination of techniques from signal processing, information theory, and machine
learning that achieves excellent detection performance and generalizability compared to prior
work in this domain.
The rest of this chapter is organized as follows. In the remainder of this section, we discuss
the diagnostic tests for epilepsy. Then in the next section, we describe the automated seizure
detection systems and tools and methods applied in this domain. In Section 1.3, we describe
the classification and detection techniques used for the seizure detection problem in the past.
Finally, we end the chapter by presenting the research objectives and the overview of the rest
of the thesis.

1.1.1

Diagnostic Tests for Epileptic Seizure

1.1.1.1

Experimental Tests

There are many different tests used to evaluate if a person has a form of epilepsy and, if so,
what type of seizures the patient is suffering from. Using medical history, the doctor can use
past illnesses or symptoms related to seizures as well as any family history for diagnosing
epilepsy [54]. In some cases, blood tests show the metabolic or genetic disorders that might
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be associated with the seizures [58, 39]. Other underlying health conditions such as infections,
lead poisoning, anemia, and diabetes could also be the triggers of epileptic seizures [39]. Measuring motor abilities, behavior, and intellectual abilities through developmental, neurological,
and behavioral tests can also help determine the type of epilepsy and how it is affecting the
individual [26, 87].

1.1.1.2

Imaging and Monitoring

Imaging and monitoring are among the most common tools for detecting epileptic seizures.
They are used to infer electrical activity and specify abnormal structures of the brain that lead
to seizures. A magnetoencephalogram (MEG) [85] is a non-invasive medical tool that measures
the magnetic fields generated by electrical currents in the brain. MEG helps identify surface
abnormalities in brain activity. This method is mainly used in surgical procedures to remove
focal areas of seizure while preventing brain function interference [85]. Brain scans including
computed tomography (CT) [66], positron emission tomography (PET) [70] and magnetic resonance imaging (MRI) [46] are widely used in observing epileptic seizures. CT and MRI can
be used to capture scans of the structural abnormalities in the brain, such as tumors or cysts
that may lead to a seizure. A type of MRI called functional MRI (fMRI) [66] can measure the
changes in blood flow to check functional abnormalities as a result of epileptic seizures. An
expert can utilize PET to identify brain areas with abnormal metabolism even after the seizure
stops. Single-photon emission computed tomography (SPECT) [15] is sometimes used to localize the epileptogenic zone(EZ) as precisely as possible and to define overlap between the
EZ and eloquent cortex. Monitoring brain activity signal through EEG is the most common
method in seizure detection [74].
The discovery of electrical properties of the brain was first stimulated by Richard Caton
(1842–1926), a Liverpool physiologist, by recording electrical activity from the brains of animals using a sensitive galvanometer. This accomplishment indicated fluctuations in activity
during sleep and the absence of activity following death. In 1902, Hans Berger (1873–1941), a
German psychiatrist, used a capillary electrometer resulted in detecting EEG from the cortical
surface of the dog, as had others before him. Berger believed that psychic function in the human would be expected to release metabolic energy in the form of localized heat and electrical
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currents, leading to the understanding of normal and disturbed mental processes. Therefore, he
recorded the first human EEGs in 1924. Fisher and Lowenback first discovered epileptiform
spikes in 1934. One year later, Gibbs, and Lennox’s team, demonstrated interictal epileptiform
discharges and 3-Hz spike-wave patterns during clinical seizures. In 1936, Gibbs and Jasper
described focal interictal spikes. The first clinical EEG laboratories were established in the
United States in the 1930s and 40s, and in 1947, the American EEG Society, after the American Clinical Neurophysiology Society, was founded [73].
Currently, there are two main groups of EEG recording techniques: scalp EEG and invasive
EEG [93]. During scalp EEG acquisition, multiple electrodes are attached to the scalp of individuals and are connected to a monitoring device using wires [93]. The position of each
electrode is determined based on the International 10/20 system [4] and indicated by letters
and numbers. As shown in Fig.1.1, letters represent the area of the brain under electrodes,
e.g., F for frontal lobe and T for temporal lobe. Also, even numbers refer to the right side
of the head and odd numbers denote the left side of the head. Invasive EEG also known as
electrocorticography (ECoG) provides direct measurement of the brain electrical activity by
implanting electrodes on the cortex [86]. These signals are usually recorded in conjunction
with video monitoring of the patient. This technique is mainly employed when a patient is
diagnosed with refractory epilepsy to determine the seizure onset zone that needs to be removed through surgery [86]. Since about 70% of patients with epileptic seizures can be treated
successfully by anti-epileptic drugs while approximately 7% to 8% of cases require surgical
resection, scalp EEG has been the most preferred method used in epilepsy applications due to
its non-invasiveness and cost-benefit ratio [52].
Seizure detection generally consists of three steps: 1. signal acquisition, 2. signal processing,
3. feature extraction and classification. In the rest of this chapter, we first describe the advantages of having an automated seizure detection system and the motivation behind the proposed
algorithm. In Subsection 1.2.2 to 1.3.1, we describe signal processing and machine learning
techniques used in prior work for automatic seizure detection.

5

Figure 1.1: Electrode Placement according to the International 10-20 System[61].

1.2
1.2.1

Automated Seizure Detection System
Motivation

This thesis presents a novel automated seizure detection based on a hybrid model-based and
data-driven approach. As mentioned in Subsection 1.1.1.2, an epileptic seizure is a critical
clinical problem, and EEG is one of the most important tools to study epileptic seizure and
capture changes in electrical brain activity that could indicate the seizure. The diagnosis of
epileptic seizure usually depends on manual inspection of EEG by doctors, which is a timeconsuming and error-prone procedure. Therefore, having automated seizure detection can enable long-term patient monitoring, decrease diagnosis time, and enable doctors to suggest more
suitable treatment options for patients with epileptic seizures. Currently, some seizure tracking
research relies on patients or families to report the number of seizures. However, in several
cases, patients report only about half of their seizures that occur during the wakefulness and
even less during sleep [30]. As such, automated seizure detection can provide more accurate
seizure quantification and helps experts to select treatment more objectively and to better guide
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research in this domain.
Prior detection approaches are sometimes based on limited features manually extracted by
neurologists, which do not work well for detecting seizure patterns in EEG signal across a
large population [91]. Moreover, existing machine learning and deep learning (DL) detection
methods are not capable of capturing both spatial and temporal information effectively and
efficiently for generalizability across patients [40, 36, 11, 63, 50].
To overcome these limitations, a system for automated seizure detection, called MICAL is
proposed in this thesis. This algorithm has three main novelties:

1. Unlike prior work, our carefully designed CNN extracts features from raw EEG signals
that can capture 1 second of data as a receptive field. In contrast to 2D CNN used in
previous study [11], our architecture can combine all measurements from different EEG
channels at a given time instance and operates on the raw signals with minimal preprocessing.
2. When a seizure occurs as sharp wave discharges in one or more EEG channels, it affects
patterns of other channel’s recordings. As such, the neural MI estimator used in this study
computes instantaneous dependencies among EEG channels capturing the inter-channel
correlations during the seizure. To the best of our knowledge, this is the first time that MI
is used for estimating the correlation between EEG channels, which can then be used as
features for the detection of seizures. One of the benefits of the neural MI estimator used
in the proposed algorithm over traditional methods such as cross-correlation is that it
can measure correlation even in the presence of a highly non-linear relationship between
EEG channels.
3. The previous items capture the signal level features and inter-channel correlations as an
extra feature for seizure detection. However, there are also temporal correlations in EEG
signals. To capture the temporal correlations, factor graph inference is applied on the
features extracted by the 1D CNN and MI estimator to learn factor nodes. Using HMM
and message passing over factor graphs, a final estimate of seizure start and end time is
obtained in a computationally efficient manner. Note that in our algorithm MI is used to
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capture the inter-channel correlations, while factor graph is used to capture the temporal
correlations in the EEG recordings.

In Subsection 1.2.2, we first explain previous signal processing techniques specifically applied
to EEG recordings in order to remove various noises and interferences. We then, in Subsection
1.3.1 discuss different algorithms that have been already explored for seizure classification and
detection.

1.2.2

Signal processing

As explained in Subsection 1.1.1.2, EEG shows electrical activity in the brain and is used as a
tool in epileptic seizure diagnosis and choosing suitable treatments. However, EEGs are prone
to be contaminated by undesired artifacts. The artifacts can be due to recording instruments
such as bad electrodes, line noise, and high electrode impedance [25], or can be caused by
physiological artifacts such as eye movements, eye blinks, cardiac activity, and muscle activity,
which are typically more complicated to remove [19]. The existence of such artifacts can
interfere with neural information, which can lead to misdiagnosing epileptic seizures [37]. In
the following sections, we describe some of the techniques for artifact removal, specifically
physiologic artifacts.

1.2.2.1

Regression

Ocular artifacts due to eye movements and blinks are one of the sources of artifacts that contaminate EEG recordings. The origin of this artifact is due to the significant difference in potential
between the cornea and the retina. Ocular artifacts result in shifting electric fields that propagate across the whole head, which can be much larger than the electrical activity produced
by the brain. The electrooculogram (EOG) signals obtained through electrodes located near
the eyes can be employed to estimate and remove ocular interference. Regression techniques
are the most common methods for estimating and removing ocular artifacts [44]. This method
can be used in both time and frequency domains, and it relies on the assumption that the observed signal in each EEG channel is the sum of the artifact-free EEG recording and artifacts
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cause by eye movement [76]. Hence, the regression method aims to find the coefficients which
characterize the spread of EOG in EEG signal. This can be formulated as:

EEGcor = EEGraw − γF(HEOG) − δF(V EOG),

(1.1)

where, γ and δ are estimated parameters between reference channels and EEG channels and
EEGcor and EEGraw denote denoised and raw EEG signals, respectively. HEOG and VEOG
represent the recordings from horizontal and vertical EOG channels. Regression-based denoised filtering has two steps. First, a calibration phase determines the value of the coefficients.
Then, noise components are estimated and removed in the second phase.

1.2.2.2

Wavelet Transform (WT)

The wavelet-based technique is another denoising method that has been proposed for EEG signals [35]. Unlike windowed representation in short time Fourier transform, WT can provide
smooth representation. Hence, it could capture fine details, sudden changes, and similarities in
EEG signals. WT transforms the recording into time as well as frequency domain. This strategy involves three main phases: 1) decomposing the signal through selected mother wavelet
and level of decomposition, 2) applying a threshold on the resultant coefficients, and 3) reconstructing the corrected EEG signal. The WT is based on a time-variant decomposition, which
means it is possible to choose different filter settings (e.g., wavelet coefficients) for different
time intervals. The WT can be represented as the following integral:
W x (u, s) =

Z

∞

x(t) Φu,s (t) dx

(1.2)

−∞

In (1.2), the input signal x(t) is correlated with the wavelet with translation parameter u and
dilation parameter s. This transform converts the signal into coefficients representing more time
resolution at higher frequencies and more frequency resolution at lower frequencies. Although
this technique can be applied in real-time, choosing the threshold is a complicated process.
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1.2.2.3

Principle Component Analysis (PCA)

PCA is one of the most popular and simplest denoising algorithms for blind source separation [47]. In the case of EEG denoising, PCA can be used to divide signals into a smaller
number of artificial variables called principal components (PCs). The objective of PCA is to
reduce the dimensionality of the dataset while keeping the variations present in the dataset. PCs
are uncorrelated, spatially orthogonal, and ordered such that the first few components capture
most of the variations that exist in the original feature variables [69]. PCA is performed by
eigenvalue decomposition of the data covariance matrix, typically after the mean centering of
the data. Mathematically, PCA transforms a set of n correlated variables X = (x1 , x2 , . . . , xn )
into a set of uncorrelated variables (PCs) (p1 , p2 , . . . , pn ). While PCA algorithm is simple, it
decomposes the signals into uncorrelated but not necessarily independent components. Thus it
is not able to deal with higher-order statistical dependencies, which might exist between EEG
samples. Finally, this method does not work well when EEGs have comparable amplitudes.

1.2.2.4

Independent Component Analysis (ICA)

The ICA-based denoising technique can be viewed as a modified version of PCA since it decomposes the signal into independent components (ICs) using higher-order statistics. ICA
assumes that signal sources are instantaneously linear mixtures of cerebral and artifactual
sources. Once ICs are obtained from original signals, the denoised signal is reconstructed
by removing ICs containing artifacts [69]. ICA is usually performed under the following assumptions:
• Source signals are statistically independent of each other and are instantaneously mixed.
• The dimension of the observation signal must be greater than or equal to the source
signal.
• The sources are non-Gaussian, or only one source is Gaussian.
However, the acquisition of EEG signals is not usually linear under the instantaneous mixture
assumption. Moreover, sources are not known in advance and can potentially exhibit Gaussian-
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like distribution. Another limitation is that ICA operates in time-space, whereas artifacts have
narrow frequency ranges.
1.2.2.5

Filtering Methods

Numerous filtering algorithms have been proposed for artifact removal from EEG signals. Below we describe two commonly used filtering approaches for artifact removal.
• The first approach is based on basic low-pass, high-pass, band-pass, and notch filters.
For example, the notch filter is used to remove power-line noise wires, light fluorescent,
and other artifacts caused by equipment that can interfere with EEG records [57].
• The second approach is based on adaptive filters. An adaptive filter estimates the interfering signals in the EEG recording using an iterative algorithm [55]. While adaptive
filters can efficiently remove linear interferences, removing nonlinear interferences using
adaptive filters results in high computational complexity.

1.3

Classification and Detecting Epileptic Seizure

In seizure detection problem, there are few basic terms as follows:
• Ictal state which is the time when the seizure occurs (from start to end).
• Preictal state is a period just before a seizure occurs.
• Interictal state refers to the period between seizures.
• Postictal state is a period just after the seizure ends.
For this thesis, seizure detection refers to identifying ictal intervals from EEG recordings
of patients with epileptic seizures. One common way to analyze EEG signals for seizure detection is visually scanning the recordings by experienced neurologists. However, this process is
time-consuming, inefficient, and is prone to human error, especially when there are long-term
recordings [8]. In addition, this process is an expert-dependent process due to the subjective
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nature of the analysis and various interictal spikes morphology. Another challenge in reviewing
EEGs is their similarity to the artifacts caused by patient’s movements. Therefore, to overcome
the limitations associated with EEG monitoring, automatic seizure detection algorithms have
been extensively explored. These techniques can be categorized into spike detection, feature
engineering, and non-feature-based design. We begin this section by describing two popular
classification architectures, followed by presenting different seizure detection methods used in
prior work.

1.3.1

Classification architectures

One of the most important methods used for seizure detection is classification using machine
learning. We describe two common machine learning techniques, support vector machine
(SVM) and deep learning models, used in prior work below.

1.3.1.1

Support Vector Machine (SVM)

The support vector machine [60] is a model used for classification, which aims to find an
optimal hyperplane used as a decision boundary to distinguish between different classes. The
optimal hyperplane is selected such that it maximizes the margin to each class (i.e., the distance
from the hyperplane to the nearest sample from each class) [60]. Conventional linear SVM is
not helpful for problems such as seizure detection where the data may not be linearly-separable.
In this scenario, kernel methods can be used to lift the signal to a higher dimensional space
where the seizure and non-seizure states are linearly-separable. For example, the radial basis
function (RBF) kernel has been used in [42] with SVM for seizure detection. The SVM is a
binary classifier that can be extended to the multiclass SVM when the seizure detection output
is categorized into more than two groups. One approach for multiclass SVM is using errorcorrecting output codes (ECOC) adopted from digital communication [82].

1.3.1.2

Deep Learning

DL architectures can learn a hierarchical feature representation automatically by providing sufficient input data [79]. Recent advances in DL architectures has motivated their application in

12
biology and medicine, for example in plant-phenotyping [59], analysis of ECG signals [84],
assessment of ultrasound images of breast lesions [13], classification of skin lesions [17], or
diagnosing breast cancer [27]. DL has two widely used architectures, convolutional neural networks (CNNs) and recurrent neural networks (RNNs). We describe each of these architectures
below.
CNN Many layered neural network architectures such as CNNs are biologically-inspired
models. One of the early works that inspired this layered approach is the work of Hubel and
Wiesel’s on the cat’s visual cortex. By mapping the flow of visual information from the retina
to the thalamus and the cortex, Hubel and Wiesel figured out that mammals visually perceive
the world around them using a layered architecture of neurons in the brain. This observation
was inspirational in using multiple layers in artificial neural networks such as CNN [31, 43].
The structure of the CNNs allows them to learn various types of features ranging from lowlevel features such as edges to higher-level features such as object parts and ultimately the
entire shapes. The CNN consists of three main layers: convolutional layer, pooling layer, and
fully connected (FC) layer.
1. Convolutional layer is the core block in a CNN. It consists of one or more filters (kernels) that are convolved with input data, e.g. images or EEG recordings, to extract features from the input data. Mathematically, the convolution operation is represented as
follows [2]:
yk =

N−1
X

xn × hk−n

(1.3)

n=0

where x is input data, h is the filter, and y is the output, and N represents the number of
elements in x. The subscript represents the indices. For example, xn is indicative of the
nth element of the vector x.
2. Pooling layer also known as a down-sampling layer, is used for dimensionality reduction to decrease the number of elements in the input. Similar to the convolutional layer,
a window is slided across the signal. Two main types of pooling layers include maxpooling and average-pooling. In max pooling, the maximum value of the signal in each
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window is selected as the output. In average polling, the average value within the window is selected as the output. Max-pooling is more common than Average-pooling as it
reduces computational complexity and prevents overfitting.

3. Fully connected layer is the last few layers of a CNN. It takes the features learned
by the previous convolutional layers as input and performs classification based on these
features. The last fully-connected layer in the network is typically a sigmoid function
for a binary classification problem and a so f tmax activation function for a multi-class
classification problem.

RNN Although CNNs are suitable for learning hierarchical representations, they have a limitation when samples are distributed dependently (e.g., in sequential data). Therefore, recurrent
neural networks (RNN)s were introduced to pass information across sequences and model
sequential data with temporal dependencies at multiple scales [51]. The input and the output for an RNN is typically a sequence. For instance, a sequence input can be denoted by
(x(1) , x(2) , · · · , x(T ) ) where each x(t) is a real-valued vector. That is, an input sequence consists of
data points from a discrete sequence, where x(t) is the input corresponding to the sequence step
indexed by t. RNNs are feedforward neural networks connected by the inclusion of edges that
span adjacent time steps that leads to establishing temporal dynamic behavior in the model. In
this procedure, a feedforward neural network refers to the network where the output of higher
layers is computed by setting the values of lower layers. In other words, the information flows
in one direction, and connections between nodes do not form a cycle [51]. Like feedforward
neural networks, RNNs may not have cycles among standard edges. However, those edges
that connect adjacent time steps called recurrent edges may exhibit cycles, including cycles
of length one that are self-connections from a node to itself across time [16]. The following
equations represent the main principle behind RNN structure.

h(t) = σ(Whx x(t) + Whh h(t−1) + bh )

(1.4)
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Figure 1.2: RNN structure.

ŷ(t) = so f tmax(Wyh h(t) + by ).

(1.5)

Here Whx is the matrix of conventional weights between the input and the hidden layer, and Whh
is the matrix of recurrent weights between the hidden layer and itself at adjacent time steps.
The vectors bh and by are bias parameters that allow each node to learn an offset.
Training an RNN is usually based on using forward pass evaluating a loss function that
measures the error between the true label and the output, and a backward pass that updates the
parameters to minimize the loss. Fig.1.2 provides visualization of an RNN architecture. First,
the input is processed through the hidden layers for a single time step. Then, the estimated label
is calculated in the last layer, and the total loss is computed. The derivatives are calculated
during backward propagation to update the weights such that the loss is minimized. Since
RNNs also can keep information from the past sequences during backpropagation, the gradients
also move backward in time [9]. Therefore, long sequences can result in a deep RNN, which
is prone to vanishing gradients or exploding gradients. The former occurs when derivatives
at each step are small and become smaller as we move backward during backpropagation.
This is because multiplying small gradients close to zero results in even smaller gradients.
The gradients explode when the derivatives at each time step are too large. Therefore, as the
gradients move backward, they get larger because multiplying numbers larger than one results
in a larger gradient. Both vanishing and exploding gradients can stop the optimization from
reaching a suitable local minimum and learning a good set of parameters.
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To overcome some of the limitations of the vanilla RNNs, gated RNN can be used. We now
describe the two most popular gated recurrent units, the Long short-term memory (LSTM), and
the Gated Recurrent Units (GRU).
• Long short-term memory (LSTM): was introduced to overcome the vanishing gradient
problem [51]. Similar to a standard RNN, this model contains a hidden layer, but each
node is substituted by an intermediate type of storage called a memory cell. In order
to store the information and control the memory cell, LSTM uses a gating mechanism.
Fig.1.3 shows the structure of an LSTM. We now describe the components of the LSTM
below.
1. Activation Functions: The tanh and sigmoid are two non-linear activation functions
that regulate the flow of information in the LSTM cell. T anh is used to ensure
that the values flowing through the network are between −1 and 1. When values
are passed through different transformations, some of them may become enormous
and cause others to seem insignificant. Therefore, tanh avoids information fading.
S igmoid is used in the gates of the LSTM. Unlike tanh, it limits the values between
0 (to forget the information) and 1 (to update the information). S igmoid helps the
network learn, which information can be forgotten and which information must be
kept from one time step to another. In fig.1.3, sigmoid is shown by red circles and
tanh by blue circles.
2. Input gate: The input gate updates the cell state. First, the current input and previous hidden state are concatenated and are passed through a fully-connected layer
with a sigmoid activation function to select important information. Next, another
fully connected layer with tanh activation function is applied to the current input xt
and previous hidden state ht−1 . Then output generated from both activation functions is used for point-wise multiplication, which results in adding information to
the cell state. Mathematically this is represented by:

it = σ(Wi [ht−1˙, xt ] + bi )

(1.6)

16

C̃t = tanh(WC [ht−1˙, xt ] + bC )

(1.7)

where, it is input gate at timestep t, Wi and WC are the weights, and bi and bC are
the bias terms.
3. Forget gate: The forget gate is used to remove information from the cell state. First,
the current input xt and the previous hidden state ht−1 are concatenated and passed
through a fully-connected layer with a sigmoid activation function. Based on the
generated value, which is between 0 and 1, forget gate decides which the parts of
the old cell state to remove (i.e., the parts corresponding to values that are close to
zero). This is represented mathematically as,
ft = σ(W f [ht−1˙, xt ] + b f )

(1.8)

where, ft is forget gate at time step t, W f is the weight, and b f is the bias. The value
of ft will be later used by the cell for point-wise multiplication.
4. Cell state: After the forget and input gates, the next step is to update the cell state
according to the output of these gates. First, the previous cell state Ct−1 is multiplied
by the output of the forget gate ft . Then, it and C̃t are used to further update the
new cell state Ct . The following equation summarizes this process:
Ct = ft ∗ Ct−1 + it ∗ C̃t

(1.9)

5. Output gate: As explained earlier, the hidden state contains information about previous inputs. The output gate decides the value of the next hidden state. First, the
values of the previous hidden state and current input are concatenated and passed
through a fully-connected layer with a sigmoid activation function. Then, a tanh
function is applied to the new cell state Ct , and a pint-wise multiplication between
the outputs of both functions is performed to determine the new hidden state. Math-
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ematically this can represented as:

ot = σ(Wo [ht−1˙, xt ] + bo )

(1.10)

ht = ot ∗ tanh(Ct )

(1.11)

where, ot indicates output gate. Ultimately, the new hidden state and new cell state
are passed to the next time step.
• Gated Recurrent Units (GRU): Fig1.4 shows the structure of a GRU. This architecture
is similar to the LSTM, but it has only two gates instead of three: a reset gate and an
update gate. It also does not have a cell state. Mathematically the GRU can represented
as:
ut = σ(Wu [ht−1˙, xt ] + bu )

(1.12)

rt = σ(Wr [ht−1˙, xt ] + br )

(1.13)

ĥt = tanh(Wh [xt + rt˙ ∗ ht−1 ] + bh )

(1.14)

ht = (1 − ut ) ∗ ht−1 + ut ∗ ĥt

(1.15)

where ut and rt represent update gate and reset gate, respectively. ĥt indicates current
memory content and ht is output memory content.
GRU has less training time and uses less memory compared to LSTM as it has two gates
instead of three gates. However, LSTM is more suitable for sequences with long-term
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Figure 1.3: LSTM architecture with all gates and memory cell.
dependencies [90].

1.3.2

Spike Detection

A number of spike detection methods have been previously developed. These methods focus
on detecting the presence of interictal spikes in the multichannel EEG recording with high
sensitivity and selectivity [81]. They are divided into different categories: template matching, mimetic analysis, power spectral analysis, wavelet analysis, and artificial neural networks
(ANNs). We now describe each of these methods below.
• Template matching is one of the most popular approaches for pattern recognition. This
technique is proposed to match parts of the observed signal with a predefined template
to measure shape similarity between measured signal and the template. A threshold is
then applied to the similarity score for detection of the spikes [68, 89].
• In mimetic method, for seizure detection, each EEG channel is broken into segments.
The sequences are then characterized as seizure or no seizure based on specific amplitude
and duration relative to the background activity that are provided by the expertise of a
neurologist [28, 29].
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Figure 1.4: GRU architecture
• The seizure spike detection-based power spectral density proposed by Exarchos et al. [18]
contains four stages. The first step eliminates low background activity and then detects
transient events in the EEG recordings. Next, in the clustering stage, transient events
detected in the EEG recordings converted to the prototype transient events. During this
process, clustering assigns each transient event to a cluster based on a procedure that emulates the process that the neurologists follow during the examination of EEG recordings.
Then, some features, specifically the power spectrum density (PSD) of each prototype
transient event, are extracted. In the third stage, the continuous-valued features are transformed into discrete ones using a discretization technique. Finally, the classification
association rule mining approach extracts rules for classifying the new transient events. .

• Wavelet analysis in [33] uses discrete wavelet transform to decompose signals into different sub-bands. To select a basis function that matches spike’s shape or frequency characteristics, the cross-correlation between a known epileptic spike and various wavelet bases
available in the MATLAB wavelet toolbox was computed. Then, after discrete wavelet
decomposition, an adapted threshold was first applied to wavelet coefficients, and seizure
spikes were detected by wavelet coefficients reconstruction.
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• Artificial neural network (ANN) is one of the most promising approaches in EEG spike
detection. In this technique the ANN can be used on raw EEG spikes [45, 24] or extracted
features [3] from spikes.
Generally, spike detection methods mainly depend upon the expert definition of EEG features that describe a spike such as slope, duration, height, and sharpness. However, these measures are not sufficient to represent epileptic seizure spikes due to difference of opinion among
experts definition of spikes as well as similarity of spikes to normal waves or background noise.
Therefore, spike detection approaches can result in high false detection rates [92].

1.3.3

Feature-Based Design

There are a number of features that influence seizure detection performance. Several features
used in prior work are: time-domain features, frequency-domain features, time and frequency
features (discretely), and time-frequency domain features (simultaneously). We now describe
each of these methods below.
Time-domain analysis

Since biosignals are non-stationary and time-domain analysis works

with stationary signals, the first step for performing this technique is considering the signal
as multiple stationary segments. Existing works have employed slope sign change, Willison
amplitude, and Lyapunov exponents. Lyapunov exponents is used in time-series data as a
measure of the dynamics of the series [83]. Willison amplitude counts the number of times
the absolute value of the difference between consecutive samples exceeds a predetermined
threshold value. In [83] Lyapunov exponent is used as a feature along with neural networks
for seizure detection. Khorshidtalab et al. [41] used a modified Willison amplitude and slope
sign change as features and used the SVM and a fuzzy C-means classifiers for seizure detection
based on these features. In [78], other features such as first-line length and energy features were
extracted in the time domain and used with K-Nearest Neighbour (KNN), linear discriminant
analysis (LDA), and quadratic discriminant analysis (QDA) classifiers for seizure detection.
Frequency-domain analysis Several algorithms are used for extracting features in the frequency domain from EEG recordings: fast Fourier transform (FFT), Eigenvector decomposi-
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tion, and Autoregressive (AR) models. In [49], FFT was used to extract features for seizure
detection. In that work, first the EEG signal was partitioned into five sub-band frequencies
using FFT, and then PCA was used to find a linear combination of frequency features with
the maximum variance. The Eigenvector decomposition technique is used to calculate signal
frequency and power from artifact-dominated measurements. Power spectral density (PSD) is
typically employed to extract frequency features in this method. The eigendecomposition can
then be applied on the PSD even in artifact corrupted signal for feature extraction. This method
works specifically well in the presence of signals with many distinctive sinusoids embedded in
noise [7]. However, this technique does not perform well for small eigenvalues resulting in a
relatively poor statistical accuracy. AR methods also rely on the PSD of the EEG for extracting
features using a parametric approach [7]. The two most popular techniques for estimation of
AR models are the Yule-Walker and Burg’s techniques [75, 20].

Time and frequency features

Prior works have also considered using both time and fre-

quency features for seizure detection. Iscan et al. [34] used combined time and frequency
features for the classification of healthy patients and epileptic patients based on EEG recordings. Time-domain features were extracted by using cross-correlation and frequency-domain
features by computing the PSD. Srinivasan et al. [72] considered three frequency-domain features (dominant frequency, average power in the primary energy zone, and normalized spectral
entropy) and two time-domain features (spike rhythmicity and relative spike amplitude) to detect the seizure.

Time-frequency domain analysis Time-frequency domain analysis extract features from a
signal in both time and frequency domains simultaneously. Time-frequency distribution (TFD)
and wavelet transform analysis (WT) are two main techniques used for this task [42]. The goal
of TFD is to design a joint function of time and frequency that describes the energy density
and intensity of a signal in both domains simultaneously [14]. Boashash et al. [10] used TFD
features on multi-channel recordings along with channel fusion and feature fusion for seizure
detection. In contrast to short-time Fourier transform (STFT) that uses a fixed window size,
WT utilizes short windows at high frequencies and long windows at low frequencies. Further-
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more, WT is based on applying mother wavelets that can be scaled and shifted to correlate with
anomalies or events embedded in the signal [56]. WT methods are categorized into Continuous
Wavelet Transforms (CWT) and Discrete Wavelet Transform (DWT). In CWT, the coefficients
are calculated for a continuous variation (infinitesimal increments) for both translation and
dilation factors, whereas DWT processes the input signals with finite impulse response filters [21]. Many prior works have used WT for feature extraction for seizure detection. Subasi
et al. [74] developed a dynamic wavelet network using DWT to decompose EEGs into the
frequency sub-bands. Then, a neural network uses these features as input to classify healthy
and epileptic patients. Rosso et al. [62] introduced a new tool based on wavelet entropy using
orthogonal discrete wavelet transform (ODWT). ODWT has three parameters: relative wavelet
energy, wavelet entropy (WE), and relative wavelet entropy (RWE). The relative wavelet energy provides information about the relative energy associated with different frequency bands
present in the EEG and their corresponding degree of importance. The WE carries information
about the degree of order/disorder associated with a multi-frequency signal response, and the
RWE measures the degree of similarity between different segments of the signal.

1.3.4

Deep learning-based feature extraction

In most of the techniques described thus far, a classifier, for instance, SVM, was employed
on the features extracted from EEG recordings of patients. However, it is unclear if manually
extracting features is the best approach to seizure detection. Therefore, recent studies are focused on using DL algorithms as they can learn the relevant features on their own, and they
can perform nonlinear classification [95]. Note that these are two distinct features of the neural
networks, and it is still possible to use manually extracted features with neural networks for
improved performance due to the nonlinear classification capabilities of these models. The authors in [67] generated three different features based on Fourier, wavelet, and empirical mode
decomposition transforms. A 2D CNN made up of two convolutional layers and three fullyconnected layers for classification was then applied to these features. They achieved the best
results when using Fourier transform. A wavelet-based deep learning approach was described
in [6], where DWT was used to extract time-frequency domain features in five sub-band fre-
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quencies. All predefined coefficients were supplied as the input to a 2D CNN architecture for
seizure detection. Turk et al. [80] proposed a seizure detection algorithm using CWT based
on Morlet Continuous Wave and the scalogram images for each EEG segment. A 2D CNN
structure was used to learn the properties of these scalogram images and classify the seizure
state. In [12, 23], time-frequency features were used along with a 1D CNN. In the proposed
method, first, the DWT of signals was evaluated. Then an architecture comprised of multiple
CNN filters and a fully-connected softmax layer was used for classifying the seizure state.

1.3.5

Non-feature Based Design

Extracting features from raw EEG recordings, which is also known as feature engineering,
requires careful engineering and considerable domain expertise. The extracted feature vector
must be highly related to the classification task [48]. However, this strategy is difficult as
various types of patterns appear during seizure [42]. Moreover, many artifacts in the signal
can have structures similar to the seizure patterns. Unlike feature engineering algorithms, deeplearning models learn the relevant features independently. The two main DL architectures
which are used directly on raw EEG data for seizure detection applications are the CNN and
the RNN. Below, we summarize some previous studies based on these two architectures.

1.3.5.1

Convolutional Neural Network (CNN)

This class of DL models are extensively used for epileptic seizure detection using EEG signals.
In [38], after using a notch filter to remove 60 Hz noise from EEG signals of five patients, a
1D CNN was employed to detect interictal epileptiform spikes due to seizures. Acharya et
al. [2] applied a 3-layer CNN architecture to the normalized EEG signals for seizure detection,
while a 2D CNN architecture was used in [53]. Boonyakitanont et al. [11] proposed a detection
scheme using raw EEG records divided into 4-second blocks followed by using a deep 2D CNN
architecture to learn the features from EEG signals. They showed state-of-the-art performance
for detection accuracy via per-patient training based on metrics such as F1 score, accuracy,
sensitivity, and specificity.
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1.3.5.2

Recurrent neural networks

Although CNNs are popular for seizure detection, these models are not able to exploit temporal
correlations in the recordings. Hence, many recent studies have been focused on using the RNN
architecture [88, 94]. Hussein et al. [32] used a deep recurrent neural network, particularly an
LSTM for seizure detection on segmented seizure recordings. Aristizabal et al. [5] developed
another LSTM-based seizure detection technique, while [77] used the GRU for seizure state
classification. Roy et al. [64] proposed an architecture termed ChronoNet formed by stacking
multiple 1D convolution layers followed by GRU layers where each 1D convolution layer uses
multiple filters of exponentially varying lengths. [79] also considered a combination of CNN
structure with an RNN model. In their study, five different archetypes including 1D CNNs, 2D
CNNs, LSTMs, 1D CNNs with LSTMs and 2D CNNs with LSTMs were implemented. Their
evaluation results indicated that the model consisting of 2D CNNs with LSTMs showed the
best performance.

1.4

Research Objectives and Hypothesis

The challenges of previous works motivate us to have a reliable seizure detection system. The
objectives of this work are as follows:
• Propose a system which can generalize across patients without the need for per patient
training.
• The proposed system must be computationally efficient for use in real-time seizure detection.
• The proposed method should exploiting temporal correlation between consecutive EEG
blocks to improve performance.
• The proposed method should also capture inter-channel correlations during seizure, which
can further improve performance.
The corresponding hypotheses are as follows:
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• Factor graph inference thanks to HMM and sum-product algorithms is able to capture
temporal correlation for seizure detection at a reduced complexity compared to RNNs.
• MI estimation can capture the inter-channel correlations and help improve the performance of seizure detection algorithms.

1.5

Thesis Overview

This thesis is written in an integrated article format where each abovementioned objective is
pursued in each chapter.
Chapter 2 describes a computationally efficient hybrid model-based/data-driven approach
to seizure detection, using CNNs and factor graph inference. It is demonstrated that the proposed algorithm can capture temporal correlation at reduced complexity compared to prior
works and RNNs. We also demonstrate that our approach can achieve a better performance
compared to prior work.
Chapter 3 investigates the effect of MI estimations for capturing the inter-channel correlations. This chapter shows MI is a promising measure to compute instantaneous dependencies
among EEG channels at the beginning and during seizure.
Chapter 4 provides more details about the techniques presented in previous chapter. It also
combines all the proposed methods together and presents a more comprehensive evaluation.
A 6-fold-leave-4-patients-out evaluation is used to demonstrate the generalizability the our
algorithm.
Chapter 5 is the concluding chapter of the thesis that highlights the findings corresponding to studies detailed in each chapter as well as strengths and limitations of our proposed
technique. It also describes future research directions in seizure detection, prediction, and
classifications.
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[80] Ömer Türk and Mehmet Siraç Özerdem. Epilepsy detection by using scalogram based
convolutional neural network from eeg signals. Brain sciences, 9(5):115, 2019.
[81] Alexandros T Tzallas, Markos G Tsipouras, Dimitrios G Tsalikakis, Evaggelos C Karvounis, Loukas Astrakas, Spiros Konitsiotis, and Margaret Tzaphlidou. Automated epileptic seizure detection methods: a review study. Epilepsy-histological, electroencephalographic and psychological aspects, pages 75–98, 2012.
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Chapter 2
Efficient Epileptic Seizure Detection Using
CNN-Aided Factor Graphs
2.1

Introduction

Epilepsy is one of the most common neurological disorders affecting about 50 million people
worldwide. This disorder is associated with recurrent episodes of abnormal neural activity in
the central nervous system known as epileptic seizures [1]. Based on the area where seizure
starts and the intensity of the brain’s abnormal signals, patients with epileptic seizures may
suffer from different symptoms, including auras, muscle contraction, and loss of consciousness [19] that they affect the patients’ private and professional life. For instance, some activities such as swimming, bathing, and climbing a ladder become dangerous as a seizure during
that activity might result in unpredictable injuries and even death. Therefore, early detection
of epileptic seizures can notably improve the patient’s quality of life.
The most common tool used to detect seizures is EEG [30]. While other various techniques,
such as magnetic resonance imaging (MRI) [13], magnetoencephalography (MEG) [29], and
positron emission tomography (PET) [20] are sometimes used in conjunction to EEG, EEG
is widely preferred as it is economical, portable, non-invasive and shows clear rhythms in the
frequency domain [28]. However, the review of EEG signals is a time-consuming process, as a
neurologist needs to monitor the recording. Expertise is needed to detect seizures as each case
is quite variable, with different channels involved, while the spectral content of the rhythmic
37
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activity varies across individuals and signals and is mostly contaminated by physiological and
non-physiological interference [7]. As such, automatic seizure detection is a valuable clinical
tool to address this issue and reduce the dependency on human experts.
Many machine learning studies have been developed for automatic seizure detection problems. One of the most common approaches applies a support vector machine (SVM), which is
mainly followed by additional preprocessing steps such as discrete wavelet transform (DWT)
and fast Fourier transform (FFT) to extract more features of EEG signals [27, 2, 22, 15]. In
the past decade, DL techniques have become very popular in various applications, including
the analysis of time series EEG signals. Therefore, different DL models have been investigated and tested in the area of seizure detection. For instance, Khalilpour et al. [10] applied
a 1D CNN to EEG signals of five patients to predict preictal and interictal states of the brain.
In [9], the spectrogram of EEG measurements was used as input to a 1D CNN. The authors
in [24] utilized DWT to represent the EEG segments, which is used as input to a 1D CNN.
Moreover, they combine the DWT of the current, previous, and next block for predicting the
label of the current block, which helps exploit the temporal correlations. Another common DL
architecture is 2D CNN. Boonyakitanont et al. [3] applied 2D CNN to 24 recordings from 23
patients, where the signals are segmented into 4-second blocks. They showed state-of-the-art
performance in terms of detection accuracy.
Most of these prior techniques divide the EEG recording into blocks and treat these blocks
independently. This does not take advantage of the temporal correlations that exist between
consecutive blocks. While there are methods based on CNN-RNN architectures [23, 16] that
can mitigate this issue, it is well known that RNNs have high computational complexity for
training. Another method used for exploiting temporal correlations is HMM [14]. HMMs belong to the family of factorizable joint distributions which admit low-complexity inference via
factor graph methods [17]. Despite the proliferation of seizure detection algorithms, having a
computationally efficient algorithm that can generalize to different patients and perform seizure
detection reliably in a real-time manner is lacking.
In this work, we propose a computationally efficient epileptic seizure detection algorithm
based on a hybrid model-based/data-driven approach using CNN-aided factor graphs. First,
we carefully design a 1D CNN for estimating the probability that a 4-second block of EEG is
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a seizure block. Our goal is to design a network that is applied to the EEG signals directly,
without feature engineering using transforms such as DWT or FFT. When using such feature
engineering, one must carefully select the parameters of the transforms, and the performance
of the trained model can vary considerably based on these parameters. Moreover, while these
transforms typically provide information about the frequency component of the EEG signals,
they are not necessarily impactful for capturing the dependence of the EEG signals across
different channels. Such dependence can be indicative of an epileptic seizure. Our proposed
1D CNN is designed to be able to capture the long-term dependence between EEG channels
and operates on the signals directly with minimal processing.
To exploit the temporal correlation between consecutive blocks for further improvement,
we use factor graph inference, specifically using HMM models to capture temporal correlations among the signals. The number of floating-point operations (FLOPs) during inference
indicates that our proposed hybrid method is more efficient than previous works. Based on the
FLOPs results, our algorithm shows a two times reduction compared to the baseline model.
Despite this decrease in computation, our method achieves up to 5% absolute improvement in
performance measures such as precision, recall, and F1-score in a 6-fold leave-4-patients-out
evaluation.
The rest of this chapter is organized as follows. In Section 2.2 we describe the problem
statement, the dataset that is used for model development and evaluation, and the baseline
models. Then, in Section 2.3 we describe our proposed method, which is evaluated and compared to prior methods in Section 2.4. Finally, Section 2.5 provides concluding remarks.

2.2

Background, Dataset, and Baseline Models

In this section, we first discuss the seizure detection problem. We then describe the dataset that
is used for our hybrid model-based/data-driven algorithm development and evaluation. Finally,
we conclude this section by presenting the baseline methods that are used for comparison in
this work.
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2.2.1

Seizure Detection Using EEG Signals

EEG is the electrical recording of the brain activities which is the most popular diagnostic and
analytical tool for epileptic seizures. In seizure detection problem, there are some basic terms
as follows:
• Ictal state, which is the time when the seizure occurs (from start to end).
• Preictal state is a period of time just before a seizure occurs.
• Interictal state refers to the period between seizures.
• Postictal state is a period of time just after the seizure ends.
During reading an EEG by a neurologist, the detection of ictal spikes is sometimes difficult
to accomplish due to their similarity to waves that are part of normal EEG or artifacts and the
wide variability in spike morphology and background between patients. For instance, abnormalities like breach rhythm (normal rhythm seen with skull defects) can have focal, sharply
contoured morphology, and they might be inferred as epileptic seizures. As such, having an
automatic system to detect and predict seizures will resolve these issues.

2.2.2

Data Description

In this section we detail the data used in our study of hybrid model-based/data-driven epileptic seizure detection. We first describe the raw EEG data, after which we describe the preprocessing carried out prior to its usage for training and inference.
2.2.2.1

EEG Data

The dataset used in this study is the public CHB-MIT Scalp EEG Database collected at the
Children’s Hospital Boston and consists of EEG recordings from pediatric subjects with intractable seizures [6]1 . Recordings were collected from 23 subjects: 5 males aged 3-22 years,
17 females aged 1.5- 19 years, and one anonymous subject. Each case contains 9 to 42 continuous European Data Format (EDF) files from a single subject. The duration of the recordings in
1

This database is available online at PhysioNet (https://physionet.org/physiobank/database/chbm
it/)
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each file varies between one to four hours. All signals were sampled at a frequency of 256 Hz
with 16-bit resolution. Since case 21 was obtained 1.5 years after case 1 from the same female
subject, we consider case 21 as a separate patient; therefore, our experiment includes 24 subjects. Please note that since we are evaluating the algorithms using a 6-fold leave-4-patients-out
method, this might negligibly affect only one of the folds.

2.2.2.2

Data Pre-Processing

The dataset contains 664 EDF files from all patients, where the files are annotated using seizure
start and end times. Each patient has at least two EDF files that contain seizure episodes. For
the CHB-MIT database, seizure classes (focal or generalized seizure) are not specified. To
have a more balanced sample from seizures and decrease the chance of overfitting, we only
selected EDF files that have at least one seizure episode. Moreover, since the length of the
seizures is very short (from 7 seconds to 753 seconds) compared to the overall recording (from
959 seconds to 14427 seconds) in the EDF files, we shorten the recording to 3 times the seizure
duration before and 3 times the seizure duration after the seizure. Therefore, our data has 6
seconds of non-seizure for every second of seizure. It should be noted that, for every EDF file
that has more than one seizure, we apply the previous scheme to each seizure duration to obtain
desirable samples and consider the output as a new recording for the observed patient.
From the EEG channels, we use the 18 bipolar montages: FP1-F7, F7-T7, T7-P7, P7-O1,
FP1-F3, F3-T3, T3-P3, P3-O1, FP2-F4, F4-C4, C4-P4, P4-O2, FP2-F8, F8-T8, T8-P8, P8-O2,
FZ-CZ, CZ-PZ. A notch filter is used to remove 60 Hz line noise from each EEG signal. Then
4-second blocks, with 1024 sample points per block, are used as moving windows with a step
size of 1 second. The value of 4 seconds was chosen to provide a good trade-off between the
number of samples in a block and the stationarity of the observed signals over a block [11]. We
have observed that when the width of the window is increased, the seizure detection procedure
results in up to 3% reduction in performance measures. We now describe some of the prior
seizure detection algorithms developed using this dataset, which will be used as baselines in
this work.
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2.2.3

Baseline Methods

We consider two recent works that presented a state-of-the-art performance on the CHB-MIT
dataset as baselines in this study [3, 8]. The method in [3] is designed to take the EEG signals
as input without applying any type of transforms. Therefore, we employ the same structure
used in [3] where the input shape for the model is (18,1024,1), which implies considering each
block as an image with the size of (18,1024) and channel dimension of 1. The method in [8]
takes a graphical image of the EEG recording as input rather than the EEG measurements. This
type of image-based feature was shown to achieve better detection performance compared to
other features-based methods in seizure detection such as spectrogram or periodogram in a
recent study [4].

2.3

Methodology

Our hybrid model-based/data-driven algorithm combines a carefully designed CNN, which
estimates the presence of seizure in a 4-second block, with factor graph inference to exploit
the temporal correlation between the blocks. We begin this section by describing the CNN
architecture, followed by the factor graph-based inference step.

2.3.1

1D CNN Architecture

2D CNNs, as utilized in the baseline methods detailed in Subsection 2.2.3, exploit the notion
of locality, exhibited by natural images, which implies that the level of correlation between
different elements typically grows the closer they are in the image. However, in EEG segment
matrices, each element represents a single EEG measurement, which is likely to be correlated
with all the remaining measurements taken at that time instance, regardless of their row index in
the matrix representation. This structure makes 1D CNNs, which combines all measurements
taken from different channels at a given time instance, more suitable compared to 2D CNNs
used in [3]. That allows the network to better learn the correlations between different channels
since the channel measurements can become highly correlated during seizures.
In order to have a comparable configuration with the baseline models that showed the best
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Figure 2.1: Proposed 1D CNN architecture.

results for performance measures, we use the same number of layers where the input shape for
this model is (1024,18). The inputs to our 1D CNN are EEG signals with minimal prepossessing, which only removes the 60 Hz component of the signals. The baseline models detailed
in Subsection 2.2.3 use a kernel size of 3 and 2. Given the number of layers, this results in
a receptive field of approximately 30 milliseconds. Since this is not enough to capture lowfrequency components of the signal as well as the long-term correlations between the EEG
channels, we design our kernel size to be much larger, which results in a receptive field that
covers approximately 1 second of the data. Fig. 2.1 shows the complete architecture of the
proposed 1D CNN.
As will be shown in Section 2.4, these simple changes, namely choosing the kernel size
carefully and using a 1D CNN, improve the results significantly compared to the baseline
CNN model in [3]. This is because the network can capture a wider range of frequency components in the signal and also better capture the correlations between the EEG channels. An
additional advantage of using 1D CNNs stems from their reduced complexity during inference
compared to their 2D counterparts. Although we have increased the receptive field of the network by increasing the kernel size for our proposed 1D CNN architecture compared to [3],
the number of floating point operations (FLOPs) during inference (i.e., the number of floating
point multiplication and summation operations) for the proposed method is almost down by a
factor of 2 compared to [3] and by a factor of 20 compared to [8] as summarized in Table 2.1.
For training the networks on the CHB-MIT dataset we use the ADAM optimizer with a learning rate of 0.001, batch size of 128, and 10 epochs of training. While we did not extensively
fine-tune these parameters for any of the models, we did not observe a significant difference in
performance as we changed these parameters for the models.
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Table 2.1: Computational complexity in FLOPs for all models

2D CNN [3]
2D CNN [8]
1D CNN
1D CNN+FG
1D CNN+GRU

2.3.2

Mega FLOPs
14.5
200
9.81
9.81
29.4

Factor Graph Based Inference

The 1D CNN model outputs an estimate of the probability that a given 4-seconds block corresponds to a seizure. This probability is based solely on its input EEG segment block and does
not account for the fact that the presence of a seizure in a given block is likely to also reflect on
its preceding and subsequent blocks. To incorporate this temporal correlation, we combine the
probability estimates over multiple blocks by assuming that the underlying temporal correlation can be represented using a factor graph and utilize the sum-product method for inference
[12]. In the following, we first describe how the underlying dynamics of the seizure detection
setup can be represented as a factor graph, after which we discuss the sum-product algorithm
and elaborate on its combinations with the proposed 1-D CNN model.

2.3.2.1

Factor Graph Representation of Underlying Dynamics

Factor graphs provide a visual representation of a multivariate function, typically a joint distribution measure, which can be factorized into a partition of local functions [17]. These partitions capture the inherent statistical relationship among variables affecting each partition. To
represent a multivariate function as a factor graph, every partition and every variable must be
associated with a unique node. Edges connect function nodes to variables nodes if and only if
the function is explicitly dependent on the corresponding variable. We adopt the Forney style
representation of factor graphs, where variable nodes are replaced by edges [5]. This graphical
representation enables desired quantities to be computed at reduced complexity via message
passing over the factor graph [17].
To implement factor graphs inference, we first fix the graph’s structure, i.e., the intercon-
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Figure 2.2: Factor Graph of a HMM with function nodes computed using a 1-D CNN.
nection between its nodes, which encapsulates our knowledge on the underlying statistical relationships for the seizure detection problem. A key feature preceding epileptic seizures is the
de-synchronization of its rhythmic activity [18]. To capture this behavior in our model study,
we adopt a first-order HMM. The Markovian architecture focuses on the temporal characteristics associated with epileptic seizure episodes, highlights the effects of temporal correlations
in seizure detection, and facilitates efficient classification at reduced complexity. The resulting
factor graph under this model is illustrated in Fig. 2.2.
To formulate this mathematically, let y = {y1 , y2 , · · · , yN }, and s = {s1 , s2 , · · · , sN } describe
the observed EEG measurements and latent seizure states, respectively, over N consecutive
4-seconds blocks. The latent states takes binary values, i.e., si ∈ {0, 1} corresponding to the
presence or absence of a seizure. We assume that these states satisfy the Markovian property
and use P(si |si−1 ) to denote the transition probability. The transition probabilities are chosen using fine-tuning between the values of 0 and 1 with steps of 0.1. In particular, we set
P(si = 1|si−1 = 0) to correspond to a 10.46% of switching from non-seizure to seizure, and
17.9% for transitioning in the opposite direction. Ideally, one would like the transition probability matrix to reflect the true transitions probabilities between seizure and non-seizure state.
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However, the negligible seizure occurrences throughout the recording of EEG episodes produce a highly unbalanced transition probability. Empirically, such transition probabilities did
not facilitate accurate inference; hence hyper-parameter optimization of these probabilities was
adopted, so that superior performance could be achieved. To close, we assume each EEG measurement depends only on its corresponding seizure state. Under this postulated HMM, the
joint probability density function of the measurements and the states can be written as:

P(s, y) =

N
Y

P(si |si−1 )P(yi |si ).

(2.1)

i=1

2.3.2.2

The Sum-Product Algorithm

Having established the mathematical foundation and suitable factor graph representation, the
objective is to distinguish between seizure and non-seizures states. Classification of these states
is achieved through accurate inference of the marginal distribution P(si , y), which is the metric
used to compute the maximum a-posteriori probability detector. In principle, evaluating P(si , y)
from (2.1) involves marginalization; a task whose computational burden scales exponentially
with N. However, by employing factor graph inference via the sum-product algorithm, the
same computation scales only linearly with N, making this operation computationally feasible
for the problem at hand.
The sum-product method relates the desired marginal probability to a product of ”messages”, where for each k ∈ {1, . . . , N} we write
P(sk , y) = µ f j →sk (sk ) · µ f j+1 →sk (sk ).

(2.2)

The terms µ f j →sk (sk ), µ f j+1 →sk (sk ) in (2.2) are interpreted as the ”forward message” and
”backward message” respectively, and are computed by [17]
µ f j →sk (sk ) =

X

n
Y

{s1 ,··· ,sk−1 } i=1

fi (yi , si , si−1 ),

(2.3)
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and
µ f j+1 →sk (sk ) =

X

N
Y

fi (yi , si , si−1 ),

(2.4)

{sk+1 ,··· ,sN } i=n+1

where,
fi (yi , si , si−1 ) = P(si |si−1 )P(yi |si ).

(2.5)

For a Markov chain factor graph structure as in Fig. 2.2, the computational complexity is
comprised of evaluating the forward (2.3) and the backward (2.4) messages. Since we exploit
temporal correlation with factorization structure, the marginalization is performed for a function with a subset of variables. Therefore, the recursive nature of the computations implies
that the number of FLOPs grows linearly with the number of 4-second blocks in a given EEG
episode, denoted by N. At the same time, the number of FLOPs also increases with the cardinality of the seizure state, denoted by |S|, as well as the order of the Markov chain. Here,
all seizure states are binary; hence |S | = 2, and the factor graph is that of a first-order Markov
chain. As a result, each message computation requires 4 multiplications and 2 addition operations. The result of these computations over a complete EEG episode requires merely 12N
FLOPs, which is negligible compared to the complexity of applying the neural network models,
as reported in Table 2.1.

2.3.2.3

CNN-Aided Factor Graphs

Implementing the sum-product algorithm requires knowledge of the underlying probability
distribution P(yi |si ). In the case of seizure detection from EEG measurements, acquiring such
a distribution from first principles is unattainable. Accurately characterizing epileptic seizures
to high fidelity requires a combination of dynamical features and spatial-temporal features,
for example, the entropy, amplitude, synchronization, spectral power, amongst other features
associated with epileptic seizure episodes, making the underlying distribution highly complex
and intractable. To contend with this difficultly, we follow the work [25], combining DL models
and inference algorithm. In particular, we utilize the output of the 1D CNN as an estimate of
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the conditional distribution P(yi |si ) required in order to compute the function nodes2 . via (2.5).
Combining these approaches yields a hybrid model-based/data-driven detector, in which factor
graph inference constitutes a robust final stage incorporating temporal correlation with the
CNN outputs as illustrated in Fig. 2.2.
To complete the picture, the detection mechanism requires a comparison measure, i.e., a
threshold, which represents a decision boundary for one to distinguish between different seizure
states based on the estimated marginal distribution produced by the sum-product method.
Treating the threshold as fixed, if the resultant probability of a seizure state yielded by the
CNN-aided factor graph exceeds that of the applied threshold, then the system is said to be in
a seizure state. Otherwise, the system is said to be in a non-seizure state. As shown in the
sequel, this approach allows achieving accurate detection with controllable trade-offs between
detection and false alarm.

2.4

Results and Discussion

We now discuss our evaluation results in this section. We begin by defining the performance
metrics we employed for evaluation followed by the results and the discussions.

2.4.1

Evaluation Method and Performance Metrics

We apply 6-fold leave-4-patient-out cross-validation to evaluate the performance and the generalizability of our hybrid model-based/data-driven approach. Specifically, 4 patients are kept
for testing and 20 patients for training in each fold. The dataset used for evaluation, similar to
train data, is segmented into 4-second blocks with a moving window of 1 second where each
block is labeled. To evaluate the performance of the models trained in each fold, we use the
following metrics.
• F1-score: is a harmonic mean of recall and precision where the former indicates the
proportion of real positive cases that are correctly predicted positive and latter denotes
2

In principle, a CNN classifier is trained with the cross-entropy loss to detect si from yi , which is an estimate
of the conditional distribution P(si |yi ). Here we use the CNN output as an estimate of the conditional P(yi |si ),
instead of converting it via Bayes rule as done in [26], in order to avoid instabilities due to dividing by the
estimated marginal of the seizure state si .
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Table 2.2: Summary of Results
AUC-ROC
AUC-PR
2D CNN [3]
0.87 ± 0.05 0.72 ± 0.11
2D CNN LOO [8]
N/A
N/A
Our 1D CNN
0.89 ± 0.04 0.74 ± 0.1
Our 1D CNN-FG
0.90 ± 0.05 0.76 ± 0.11
Our 1D CNN-GRU 0.90 ± 0.03 0.76 ± 0.08

F1 score
0.85 ± 0.01
0.46 ± 0.31
0.89 ± 0.02
0.90 ± 0.03
0.90 ± 0.03

the proportion of predicted positive cases that are correctly real positives [21]. If the
cost of false positives and false negatives are very different, it is better to look at both
precision and recall that can be achieved by F1-score.
• AUC-PR: is the area under the precision-recall curve where the high area under the curve
means the low false-positive rate and low false-negative rate.
• AUC-ROC is the area under receiver operating characteristics (ROC) curve, which is
performance measurement for classification problems at various threshold settings.
We choose these performance measures since the data is imbalanced (i.e., for every block
with seizure, we have 6 blocks with no seizures, and AUC measures are a great indicator of
performance over imbalanced data.

2.4.2

Numerical Results

We consider 5 models for comparison. The baselines models from [3, 8], the 1D CNN we
proposed, the CNN-aided factor graph, and the 1D CNN with GRU for capturing the temporal
correlations. From the baseline models, we implement the exact architecture in [3] and evaluate
it using the 6-fold leave-4-patient-out. For [8], since it uses images as features, we just report
the results of their leave-one-patient-out (LOO) evaluations from their paper.
Fig. 2.3 shows the average AUC-ROC across the 6 folds, while Table 2.2 summarizes all the
results. As can be seen, changing the model from 2D CNN proposed in [3] to our proposed 1D
CNN architecture results in approximately 2% improvement across all performance measures.
Our hybrid model-based/data-driven CNN-aided factor graph further improves the results by
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Figure 2.3: Area under ROC curve for all architectures.
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as much as 2%. Compared to [8], we perform a leave-4-patient-out evaluation as opposed to
leave-one-patient-out. This reduces the number of patients we use for training compared to
[8]. Despite this reduction, we achieve a much higher F1 score compared to [8] as shown in
Table 2.2. Moreover, while AUC-PR is not reported in [8], the precision of 0.51 ± 0.34 and
recall of 0.53 ± 0.25 is reported, which is significantly lower than the performance achieved by
our proposed approach.
The 1D CNN with GRU achieves the same performance as our proposed CNN-aided factor graph inference method for all performance metrics. This demonstrates that the hybrid
model-based/data-driven approach proposed here can achieve similar performance as purely
data-driven methods that employ deep and highly parameterized neural networks. Furthermore, this level of performance is achieved by our CNN-aided factor graph at a fraction of
the computational complexity of deep learning-based approaches as summarized in Table 2.1.
This makes the proposed method suitable for real-time seizure detection.

2.5

Conclusions

In this study, we proposed a computationally efficient hybrid model-based/data-driven method
using CNN-aided factor graphs for seizure detection. First, we carefully designed a 1D CNN
for estimating the probability that a 4-second block of EEG recording is a seizure block. We
then used this neural network in the factor node of the factor graph for inference. We demonstrated that the proposed method generalizes well to other patients using a 6-fold leave-4patient-out cross-validation. We also showed that our algorithm achieves up to 5% improvement in performance compared to prior work while maintaining much lower computational
complexity. This makes our approach ideal for real-time seizure detection. For future work,
we plan to expand our approach to classifying focal and generalized seizures since this is a
challenging task in clinical procedures.
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Chapter 3
CNN-Aided Factor Graphs with
Estimated Mutual Information Features
for Seizure Detection
3.1

Introduction

Epilepsy is a highly common neurological disorder, causing recurrent episodes of involuntary
movement known as epileptic seizures [13]. Based on the place in the brain where seizure
starts and the intensity of the abnormal signals, patients with epileptic seizures may suffer
from different symptoms such as auras, repetitive muscle contraction, and loss of consciousness. [16]. Epileptic seizures severely affect the patient’s quality of life and can have other
social and economic impacts; for instance, some activities, including swimming, bathing, and
climbing a ladder, become dangerous as a seizure during that activity might result in unpredictable injuries and even death. Therefore, early detection of seizures can notably improve
the patient’s quality of life. A leading tool for seizure identification is based on EEG monitoring, being economical, portable, and non-invasive [26]. However, the review of EEG recordings is a time-consuming expert-dependent process due to contamination by physiological and
non-physiological resources [6], and similarity of epileptic spikes to normal EEG waveforms.
The challenges associated with EEG monitoring gave rise to a growing interest in ma56
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chine learning aided automatic seizure detection. A common approach is to train a model,
typically a CNN, applied to features extracted from the Wavelet or Fourier transform of the
signal [24, 1, 18, 11, 21, 7], typically involving careful feature engineering. Additional methods process the raw EEG signals directly. These include the application of CNNs [8, 3] to
4-second EEG blocks, providing instantaneous prediction without exploiting temporal correlation between blocks, as well as processing the complete signal using RNNs [19, 12], which
tend to be challenging to properly train. The challenges associated with previous works motivates the formulation of a reliable automatic seizure detection algorithm which generalizes to
different patients, benefits from both temporal and inter-channel correlation, and is computationally efficient facilitating its application in real-time.
In this work, we propose a data-driven automatic seizure detection system coined MICAL.
MICAL combines computationally efficient 1D CNNs with principled methods for benefiting
from temporal and inter-channel correlation. Following [20], we exploit the temporal correlation by imposing a Markovian model on the latent seizure activity [10], using the CNN
output not as seizure estimates, but as messages conveyed as a form of learned factor graph
inference [23, 9, 22]. To exploit the inter-channel correlation during the ictal (i.e., the seizure)
state in a manner that accounts for the high-order joint statistics of the channels, we also use
an estimate of the MI between each of the EEG channels. This is achieved using neural MI
estimation methods [25], whose estimates are used as features. The MI features along with
features learned by the 1D-CNN are then used for learning the factor nodes for factor graph
inference. Our numerical evaluations, which use the CHB-MIT dataset [5], demonstrate how
each of the ingredients combined in MICAL contributes to its reliability, allowing it to achieve
improved accuracy and generalization performance compared to previous algorithms.
The rest of this chapter is organized as follows. In Section 3.2 we describe the problem statement and review necessary preliminaries. Then, in Section 3.3 we describe the proposed
MICAL algorithm; Section 3.4 presents a numerical study, while Section 3.5 provides concluding remarks.
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3.2
3.2.1

Problem Statement and Preliminaries
Seizure Detection Problem

Based on the dataset used in this study, seizure detection refers to the identification and localization of ictal discharges from EEG recordings of patients with epilepsy [4]. To formulate
this mathematically, let X = {X1 , X2 , · · · , X N } be the EEG recordings of a patient, where N
represents the number of channels. Each measured channel Xi is comprised of n consecutive
(i)
(i)
(i)
blocks, e.g., blocks of 1-second recordings, and we write Xi = [x(i)
t1 , xt2 , · · · , xtn ], where xt

is the signal corresponding to the i-th EEG channel during the t-th block. The seizure state
for each block is represented as a binary vector s = [st1 , . . . stn ], where st ∈ {0, 1} models
whether or not a seizure occurs in the t-th block. Our goal is to design a system which maps
the EEG recordings X into an estimate of s, which is equivalent to finding the time indices
where seizure occurs. Explicitly modeling the relationship between the EEG signals X and the
seizure states s is likely to be intractable. Nonetheless, it is known that the recordings exhibit
both inter-channel correlations as well as temporal correlation. The former stems from the fact
that when a seizure starts, the seizure activity propagates to other areas in the brain [17]. When
a seizure happens, a sharp wave discharges in one or more EEG channels and the patterns
of other channels recordings are affected. This manifests high dependence between different
( j)
channels, i.e., between x(i)
t and xt , when t is at the beginning and during ictal phase. Temporal

correlation results from the fact that seizures typically span multiple recording blocks, and thus
the probability of observing a seizure at time instance t depends on the presence of a seizure
in the previous block, such that the entries of s can be approximated as obeying a Markovian
structure [10]. Our proposed solution, detailed in Section 3.3, exploits this statistical structure
using factor graph inference briefly summarized next.

3.2.2

Factor Graph Inference

Factor graphs are a representation of factorizable multi-variable functions, such as probability distributions, as a bipartite graph. These graphical models facilitate inference at reduced
complexity via message passing algorithms, such as the sum-product methods [14].
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Consider an observed sequence Y = [y1 , . . . , yn ] encapsulating a latent state sequence s =
[s1 , . . . , sn ] whose entries take values in a finite set S, as a form of a HMM. In such cases, the
joint distribution of y, s obeys
P(s, y) =

n
Y

P(sk |sk−1 )P(yk |sk ),

(3.1)

k=1

which can be represented as factor graph with variable nodes {sk }nk=1 and function nodes { fk }nk=1 ,
where fk (sk , sk−1 ) := P(sk |sk−1 )P(yk |sk ).
The factor graph representation allows one to compute the maximum a-posteriori probability (MAP) decision rule with a complexity that only grows linearly with n as opposed to exponentially with n. This is achieved by evaluating the marginal distribution P(sk , y) for each
k ∈ {1, . . . n} via message passing over the factor graph. In this case, the forward messages are
recursively updated via
µ fk →sk (sk ) =

X

k
Y

f j (s j , s j−1 ),

(3.2)

{s1 ,··· ,si−1 } j=1

and the backward messages via
µ fk+1 →sk (sk ) =

X

n
Y

f j (s j , s j−1 ).

(3.3)

{sk+1 ,··· ,sn } j=k+1

Then, the desired marginal distribution, which is maximized by the MAP rule, is given by
P(sk , y) = µ fk →sk (sk ) · µ fk+1 →sk (sk ).

(3.4)

Intuitively (3.2)-(3.3) are interpreted as an aggregate of neighboring information. Once all
neighbors have communicated (i.e., messages have propagated the entirety of the graph) the
product of the forwards and backward messages determines the marginal probability.
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Figure 3.1: MICAL illustration.

3.3

MICAL Seizure Detection Algorithm

In this section, we present the proposed MICAL algorithm. MICAL is comprised of three main
components: neural MI estimator quantifying the instantaneous dependence between different
channels at each EEG block to capture the inter-channel correlation (see Subsection 3.3.1); a
1D CNN which generates a latent representation of the raw EEG block plus a soft estimate of
the seizure state using the joint features from the 1D-CNN and the neural MI estimator (see
Subsection 3.3.2); and factor graph inference utilizing the soft estimates as learned function
nodes to incorporate temporal correlation (see Subsection 3.3.3). A high-level illustration of
the flow of MICAL is depicted in Fig. 3.1.

3.3.1

Neural Mutual Information Estimation

MI is a measure of the statistical dependence between two random variables. Unlike the popular cross-correlation measure of similarity, MI represents higher-order joint statistics, and is
thus able to capture non-linear relationship between samples, which are likely to occur in EEG
signals during seizure. The MI between the random variables x1 , x2 taking values in X × X with
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a joint distribution PX1 X2 and marginals PX1 and PX2 is defined as
I(X1 ; X2 ) = DKL (PX1 X2 kPX1 PX2 ),

(3.5)

where DKL is the Kulback-Leibler (KL) divergence that shows how one distribution is different
from the other.
A key challenge in using MI as a measure of statistical depends stems from the challenge in
estimating (3.5) from realizations of the random quantities [15]. Nonetheless, it was recently
shown that neural networks can be trained to estimate the MI, based on the Donsker-Varadhan
representation
DKL (PX1 X2 kPX1 PX2 ) =

sup
T :X×X7→R


h
i
EPX1 X2 [T (x1 , x2 )]−log EPX1 PX2 eT (x1 ,x2 ) ,

(3.6)

and training a neural model with parameters φ denoted T φ to maximize the right hand side
of (3.6) [2]. To overcome limitations associated with the estimation variance, the work [25]
proposed the Smoothed MI Lower-bound Estimator (SMILE), which learns to estimate MI by
training a neural network to maximize the objective
h
i
h
i
Iˆφ (X1 ;X2 ) = EPX1 X2 T φ (x1 , x2 ) − log EPX1 PX2 clip(eTφ (x1 ,x2 ) , e−τ , eτ ) ,

(3.7)

where clip(v, l, u) := max(min(v, u), l) and τ is a hyperparameter. The resulting neural estimator
was shown to learn to reliably predict MI under various distributions.
( j)
In MICAL, we apply SMILE to estimate I(x(i)
t ; xt ) at each block t for each channel pair
( j)
( j)
(i)
i, j. Since MI is symmetric, i.e., I(x(i)
t ; xt ) = I(xt ; xt ), we only estimate the MI for j > i. We

set T φ to be a fully-connected network with two hidden layers and ReLU activations, and train
it with τ = 0.9 in the objective (3.7). The resulting neural estimator, which learns to capture
statistical dependence, is numerically shown to reflect on the presence of seizure, satisfying
the underlying hypothesis of high correlation among recordings during seizure state. This is
illustrated in Fig. 3.2, where it is observed that the trained estimator outputs higher MI values
during seizure compared to non-seizure blocks.
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Figure 3.2: Neural MI estimation for seizure and non-seizure.

3.3.2

1D CNN

In parallel to neural MI estimation, each raw EEG signals block is also processed using a dedicated 1D CNN to extract relevant features from the block. The resulting vector yt , representing
the stacking of these extracted features and the estimated MI at EEG block t, is used to produce
a probabilistic estimate of the presence of a seizure.
We develop a 1D CNN architecture to extract meaningful features from raw EEG signals
and combine these features with the MI estimation results. Compared to 2D CNNs, specifically,
the baseline model proposed by Boonyakitanont et al. [3], 1D CNN can evaluate all EEG
channels at a given time instance, but in 2D CNNs only the channel indexes that are close
together are processed together.
To have a comparable configuration with the baseline model, we use the same number of
filters. Unlike previous studies, we design the kernel size such that our 1D CNN will have a
high receptive field of 1 second of the recording, compared to approximately 33 ms in prior
works. This feature of the architecture leads to capturing low-frequency components of the
signals and long-term temporal correlation within the 4-second blocks in EEG signals. The
details of the proposed CNN model is shown in Fig 3.1.
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3.3.3

Factor Graph Inference

Using the MI estimates and the features from 1D CNN, the seizure state probability from each
4-second block is treated independently. The resulting prediction thus does not exploit the
presence of temporal correlation, which is known to be present in EEG-based seizure detection.
Therefore, as proposed in [23] for sleep state tracking, we exploit the presence of temporal
correlation by utilizing the block-wise soft decisions not for prediction but as learned function
nodes in a factor graph.
We incorporate temporal correlation by assuming that the relationship between the extracted features y1 , . . . , yn and the underlying seizure state s1 , . . . , sn can be represented as an
HMM. Similar modelling was shown to faithfully capture the temporal statistics in EEG-based
seizure detection [10]. For such models, one can compute the MAP rule with linear complexity
using sum-product inference over the resulting factor graph, as described in Subsection 3.2.2.
However, to evaluate the messages (3.2)-(3.3), one must be able to compute the function nodes
{ fk }nk=1 , given by
fk (stk , stk−1 ) = P(stk |stk−1 )P(ytk |stk ).

(3.8)

In MICAL, we utilize the block-wise soft decisions as estimates of the conditional distribution P(ytk |stk ). The transition probability P(stk |stk−1 ), which is essentially comprised of two
values, can be obtained from histogram, or manually tuned as we do in our numerical study in
Section 3.4. The obtained marginal distributions (3.4) are compared to a pre-defined threshold
T for detection. The resulting seizure detection algorithm is summarized as Algorithm 1.

3.4

Numerical Results

We evaluate MICAL1 using the CHB-MIT dataset [5]. The data is comprised of scalp EEG
recordings from 24 pediatric subjects with intractable seizures, sampled at a frequency of 256
Hz, where seizure start and end times are labeled. In order to balance and denoise the dataset,
a few simple pre-processing steps are included. Sample recordings with at least one seizure
are selected, and a notch filter is applied to remove the noise from the power line. Due to
1

The source code and the complete set of hyperparameters can be found online at https://github.com/b
salafia/CNN-Aided-Factor-Graphs-with-Estimated-Mutual-Information-Features-for-Seizu
re-Detection-MICAL.git
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Algorithm 1: MICAL seizure detection
1 Inputs: SMILE and 1D CNN networks, estimated P(stk |stk−1 ), EEG signals X,
threshold T
Feature extraction:
2 for k = 1, . . . n do
3
Apply SMILE to estimate Iˆφ (xt(i)k ; x(tkj) ), j > i;
4
Apply 1D CNN to obtain combined features ytk and obtain soft decision;
5 end
Factor graph inference:
6 Compute { fk } from soft decisions via (3.8);
7 for k = 1, . . . n do
8
Compute µ ftk →sk ({0, 1}) via (3.2);
9
Compute µ ftn−k+2 →sn−k+1 ({0, 1}) via (3.3);
10 end
11 Detect seizure at tk if µ ft →sk (1)µ ft →sk (1) > T .
k
k+1

the short seizure duration, for each recording file, we reduce non-seizure samples to 10 times
before and 10 times after seizure time. Therefore, for every second of seizure data, there are
20 seconds of non-seizure data. The seizures is estimated for every second. To estimate the
probability of seizure over the t-th second, the past 32 seconds of recording is used to solve the
optimization that estimates MI. This window size was selected by experimenting with window
lengths ranging from 16 seconds to 64 seconds and choosing the window length that yields the
best results. Therefore, the window size of 32 seconds has demonstrated the best results over
the dataset. The past 4 seconds of recording is used as input to the 1D CNN for estimating the
features. The value of 4 seconds is selected to satisfy a good trade off between the number of
samples in a block and the stationarity of the observed signals over a block.
In our experiments, five models are used for comparison. The 2D CNN used in [3] and spectrogram detector of [7] as two baseline models since they reported the best results compared
to prior work. For MICAL, we tune the transition probability to P(stk = 1|stk−1 = 1) = 89.54%
and P(stk = 1|stk−1 = 0) = 17.90%. To evaluate the contribution of each of the individual
components of MICAL, we evaluate inference based solely on 1D CNN features (without the
MI features or factor graph inference), as well as when its outputs are processed with an RNN
comprised of GRU cells to learn to exploit temporal correlation rather than using factor graph
inference. All detectors use decision threshold of T = 0.5.
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For considering variability among patients, 6-fold leave-4-patients-out evaluation is conducted. To examine the performance of the proposed hybrid algorithm, three metrics are measured: area under ROC curve (AUC-ROC) which shows the capability to distinguish between
seizure and non-seizure samples, area under precision recall curve (AUC-PR) that is the indicative of success and failure rates, and F1 score representing the hormonal mean between
precision and recall.

AUC-ROC
2D CNN [3]
0.78 ± 0.08
Spectrogram [7] 0.77 ± 0.07
1D CNN
0.82 ± 0.04
1D CNN-GRU 0.82 ± 0.03
MICAL
0.83 ± 0.04

AUC-PR
0.37 ± 0.17
0.37 ± 0.1
0.42 ± 0.12
0.44 ± 0.10
0.50 ± 0.13

F1 score
0.88 ± 0.03
0.92 ± 0.03
0.91 ± 0.02
0.90 ± 0.06
0.93 ± 0.01

Table 3.1: Summary of results

The results for three performance measures are summarized in Table 3.1. The represented
values for all metrics show the average across 6 folds. It is observed in Table 3.1 that the
1D CNN used by MICAL achieves almost 5% improvement compared with the baseline models, specifically for AUC-ROC and AUC-PR. While adding GRU to the 1D CNN has no significant effect on the model performance, the incorporation of MI estimation and factor graph
inference by MICAL yields the highest performance measures, 0.83 and 0.50 for AUC-ROC
and AUC-PR, respectively and 0.93 for F1 score. This implies that including only the temporal
aspect of EEG recordings is not enough to have an accurate seizure detection, and the results
indicate that our algorithm admits the hypothesis of existing high correlation among signals
during seizure states. Furthermore, exploiting temporal correlations in a principled manner
through factor graphs is shown to facilitate learning an accurate detector, compared to using
a black-box RNNs, at a much reduced computational complexity. It should be noted that the
metric results for 2D CNN baseline model for Table 3.1 are different from Table 2.2 as for each
EDF file, there are 20 seconds of no-seizure samples instead of 6 seconds, resulting in a more
imbalanced dataset for training.
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3.5

Conclusion

We proposed MICAL, which is a data-driven EEG-based seizure detector designed to exploit
both inter-channel and temporal correlations. For this, MICAL estimates the MI between each
pair of EEG channels to capture the non-linear correlation among recordings observed during
seizure times. The estimated MI is combined with a carefully designed 1D CNN to provide
a soft estimate for each signal block. Instead of using these features for prediction, they are
utilized to evaluate the function nodes of an underlying factor graph, allowing it to infer at
linear-complexity while exploiting temporal features between EEG blocks. We demonstrate
that MICAL achieves notable improved performance compared to previously proposed methods.
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Chapter 4
Mutual Information-based CNN-Aided
Learned Factor Graphs (MICAL) for
Seizure Detection
4.1

Introduction

Epilepsy is a chronic neurological disorder which is accompanied by sudden and unforeseen
occurrence of signs or symptoms as a result of abnormal electrical activity in the brain that may
cause seizures [17]. According to World Health Organization, about 50 million people worldwide are diagnosed with epilepsy [1]. The extensive sudden discharges in neural brain activity
due to epileptic seizures can lead to life-threatening impacts such as involuntary movements,
sensations, and emotions and may cause a temporary loss of awareness and even death [51].

4.1.1

Diagnostic Tests for Epileptic Seizure

There are many different tests used to see whether a person has the form of epilepsy and if so,
what type of seizures the patient is suffering from. These approaches comprise of two main
categories, experimental tests, and imaging and monitoring. The first group includes reviewing medical history [41], performing blood tests to observe the metabolic or genetic disorders
associated with the seizures [44, 30] or underlying health conditions that could be the triggers
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of epileptic seizures [30]. Imaging and monitoring are the most popular tools in detecting
epileptic seizures. In this regard, various screening techniques such as magnetoencephalogram
(MEG) [66], computed tomography (CT) [52], positron emission tomography (PET) [57], and
magnetic resonance imaging (MRI) [34] have been employed. Among these techniques, EEG
is the most powerful method as it shows clear rhythmic electrical activities of the neurons [59].
There are two types of EEG recording strategies: invasive EEG (ECOG) [71] and scalp EEG.
ECOG is usually used when a patient is diagnosed by refractory surgery as it provides direct
measurement of brain electrical activity by implanting electrodes on the cortex [67]. Scalp
EEG has been done by locating multiple electrodes on the scalp of individuals that are connected to a monitoring device through many wires [71]. This technique is widely preferred
as it is non-invasive, economical, and portable. From clinical point of view, a neurologist can
analyze abnormalities in EEG signals through visual inspection to understand the presence or
the level of epileptic seizures. However, this observation is based on long-term records [63]
which is a time-consuming task and subject to inter-observer variability [7]. Moreover, EEGs
are usually exposed to be contaminated by undesired artifact resources that can interfere with
neural information and cause misdiagnose in epileptic seizures [28]. Therefore, to address
the issues related to EEG monitoring, several automatic seizure detection approaches have
been explored. These techniques are divided into spike detection, feature engineering, and
non-feature-based design. In the following subsections, we first discuss the seizure detection
problem. We then explain previous studies that have been accomplished for automatic seizure
detection techniques, and ultimately, we detail our proposed method.

4.1.2

Seizure Detection Problem Using EEG Signals

In seizure detection problem, there are few basic terms as follows:
• Ictal state which is the time when the seizure occurs (from start to end).
• Preictal state is a period of time just before a seizure occurs.
• Interictal state refers to the period between seizures.
• Postictal state is a period of time just after the seizure ends.
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In this study, seizure detection refers to the identification and localization of ictal discharges
from EEG recordings of patients with epileptic seizures [14]. One traditional way to analyze
EEG signals for seizure detection is visually monitoring the recordings by an expert. However,
for more objective analysis and reproducible results, visual reviewing is a time-consuming process. In addition, this process is usually accompanied by human errors due to the subjective
nature of the analysis, ictal spikes morphology as well as similarity of these signals to the normal waves or artifacts. Therefore, automatic seizure detection is a key technology to overcome
the difficulties in monitoring EEG recordings. Mathematically, let X = {X1 , X2 , · · · , X N } be
the EEG signals of a patient, where N represents the number of channels and Xi refers to information measured for i-th channel. The goal of an automatic seizure detection system is to
find time indices from EEG recordings X when seizures occur. In Subsection 4.1.3 to 4.1.5,
we describe some methods that have been previously proposed in seizure detection.

4.1.3

Spike Detection

A number of spike detection methods have been previously developed. Basically, these methods aim at detection of the presence of interictal spikes in the multichannel EEG recording
with high sensitivity and selectivity [64] and they are divided into different categories including template matching [54, 69], mimetic analysis [21, 22], power spectral analysis [15], wavelet
analysis [24] and artificial neural networks (ANNs) [33, 19, 3].However, these methods mainly
depend upon the expert definition of EEG characteristics such as slop, duration, height, and
sharpness, which are not sufficient enough to represent an epileptic seizure spike, and it can
result in a highly false detection rate [70].

4.1.4

Feature-Based Design

There are number of features that influence the seizure detection performance. Feature extraction methods can be divided to time-domain features, frequency-domain features, time and
frequency features (discretely), and time-frequency domain features (simultaneously).
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4.1.4.1

Feature Extraction

Time-domain analysis

Time-domain analysis works with stationary signals, whereas biosig-

nals are non-stationary. Hence, the first step for performing this technique is considering the
signal as multiple stationary segments. Previous studies have been used slope sign change,
Willison amplitude, and Lyapunov exponents. Using Lyapunov exponents with a probabilistic
neural network (PNN) was proposed by Übeyli et al. [65] where Lyapunov exponents determine the stability of any steady-state behavior, including chaotic solutions [65]. Khorshidtalab
et al. [31] assessed applying a time-domain feature extractor based on modified Willison amplitude (WAMP) and slope sign change (SSC) with predefined threshold followed by two different
classifiers such as SVM and fuzzy C-means (SFCM).

Frequency-domain analysis The frequency-domain analysis is categorized into three groups:
fast Fourier transform (FFT), Eigenvector, and Autoregressive (AR). The authors in [37] used
FFT and PCA to partition the signals into five sub-band frequencies and find a linear combination of frequency features with the maximum variance, respectively. Eigenvector techniques
through power spectral density (PSD) are used to calculate signal frequency and power from
artifact-dominated measurements . AR methods estimate the power spectrum density (PSD)
of the EEG using a parametric approach [6]. The two Yule-Walker and Burg’s techniques are
usually employed to estimate AR models [60, 16].

Time and frequency features Iscan et al. [25] applied combined time and frequency features to classify healthy and epileptic EEG signals. Time-domain features were extracted by
using cross-correlation and frequency-domain features by computing the PSD. Srinivasan et
al. [58] observed three frequency-domain features (dominant frequency, average power in the
primary energy zone, and normalized spectral entropy) and two time-domain features (spike
rhythmicity and relative spike amplitude) to detect the seizure.

Time-frequency domain analysis

Time-frequency domain analysis extracts features from a

signal in both time and frequency domains simultaneously. Time-frequency distribution (TFD)
and wavelet transform analysis (WT) is the most popular techniques in this area [32]. Boashash
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et al. [9] performed the optimal subset of TF features using the wrapper method with sequential forward feature selection (SFFS) on multi-channel recordings via channel fusion and feature fusion approaches. The application of discrete wavelet transform (DWT) was done by
Subasi et al. [59]. They first used a dynamic wavelet network to decompose EEGs into the
frequency sub-bands; then, an ANN was applied to output two classes of normal and epileptic
states. Rosso et al. [49] introduced a new tool based on wavelet entropy using orthogonal discrete wavelet transform (ODWT). ODWT comprises three parameters: relative wavelet energy,
wavelet entropy (WE), and relative wavelet entropy (RWE).
Deep learning-based feature extraction The classifier used in most of the abovementioned
techniques was SVM. However, these methods are suitable for the problems where classes are
distributed linearly. As such, recent studies are focused on using DL algorithms as they can
learn the features of their input even in the presence of non-linear behaviour [73]. The authors in [53] first generated three different features based on Fourier, wavelet, and empirical
mode decomposition transforms. They then applied a shallow 2D CNN and concluded that
Fourier transforms achieved the best results. Another wavelet-based deep learning approach
was performed in [5]. In this method, DWT was used to extract time-frequency domain features in five sub-band frequencies, and then a 2D CNN architecture was employed to learn
the features from predefined coefficients. Applying 1D CNN to time-frequency features was
observed in [12, 18]. In the proposed method, first DWT of signals was processed and a 1D
CNN architecture then generated the probability distribution over labels.

4.1.5

Non-feature Based Design

Developing a feature-based technique requires careful engineering and considerable domain
expertise to design an extractor that transforms the raw data into a suited internal representation [36]. However, this strategy is difficult since various types of patterns appear when a
seizure occurs [32]. Unlike feature engineering algorithms, deep-learning models are representation learning methods with multiple levels of representation obtained by composing simple
but non-linear modules that each transform representation at one level (starting with the raw
input) into a representation at a higher level [36]. The two main DL structures which applied to
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raw EEG data are CNN and RNN. Below, we summarize some of the previous studies focused
on these scopes.
4.1.5.1

Convolutional Neural Network (CNN)

This class of DL models is extensively used for epileptic seizure detection. In [29], after
using a notch filter, a 1D CNN with few convolutional layers was employed to detect interictal
epileptiform spikes due to seizures. Acharya et al. [2] applied a 3-layer CNN architecture to
the normalized EEG signals. A 2D CNN architecture was implemented in [39] where dataset
contains of five different cases. Boonyakitanont et al. [10] proposed a detection scheme using
raw EEG records divided into 4-second blocks followed by a deep 2D CNN architecture to
learn the features from EEG signals. They showed the state-of-the-art performance based on
detection accuracy via per-patient training.
4.1.5.2

Recurrent neural networks

Although CNNs are popular for seizure detection, these models are not able to exploit temporal correlation. Hence, many recent studies have been focused on RNNs architectures. The
investigation of RNNs performance was explored in [68, 72]. However, these models usually
encounter vanishing gradient when dealing with long-term dependent signals. Therefore, to
overcome this limitation, recent studies are mostly considered LSTM and gated recurrent unit
(GRU). Hussein et al. [23] used a deep recurrent neural network, particularly LSTM to the
segmented EEG signals to learn the most robust features from recordings. Aristizabal et al. [4]
developed another LSTM-based seizure detection technique for six pairs of EEG signals. The
performance of GRU was observed in [61]. In this model, the GRU-hidden unites were used
to classify EEG to three classes including healthy, inter-ictal and ictal states. Roy et al. [50]
proposed an architecture termed ChronoNet formed of stacking multiple 1D convolution layers
followed by GRU layers. The combination of a CNN structure with an RNN model such as
LSTM was pursued in [62]. In their study, five different archetypes including 1D CNNs, 2D
CNNs, LSTMs, 1D CNNs with LSTMs and 2D CNNs with LSTMs were implemented. Their
evaluation results indicated that the model consisting of 2D CNNs with LSTMs showed the
best performance.
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4.2

Motivation and Proposed algorithm

Despite the proliferation of non-feature based models, there are two major limitations in applying these approaches for seizure detection: CNNs are not able to exploit temporal correlation and RNNs suffer from high computational complexity during training. Moreover, most
of the existing methods have been built based on limited EEG data taken from few patients
that makes these models less practical in clinical applications. The challenges associated with
previous works motivate us to introduce a generalized and hybrid model-based/data-driven approach that is capable of capturing temporal correlation efficiently as well as the inter-channel
correlation among EEG channels during seizure times. The inter-channel correlation results
from the impact of seizures on electrical brain activity. When a seizure occurs in one or more
EEG channels, the patterns of other channel recordings are affected, and it represents as high
dependence between signals at the beginning and during ictal state [11, 48]. Fig. 4.1 demonstrates the signal patterns during seizure vs. no-seizure states. Temporal correlation results
from the fact that seizures typically span multiple recording blocks, and thus the probability
of observing a seizure for input block depends on the presence of the seizure in the previous
blocks. To include these two correlations, we propose an automatic seizure detection system
called MICAL. In order to implement MICAL, we develop our previous study on CNN-aided
factor graphs in which we exploited the temporal correlation by adopting a first-order HMM
on the latent seizure activity [38], using the CNN output as messages conveyed to a form of
learned factor graph inference. Fig 4.2 illustrates MICAL structure. We first train a neural MI
network to estimate instantaneous dependence among EEG channels that leads to capturing
inter-channel correlation. The MI estimations combined with 1D CNN latent representations
are then used for learning factor graph inference node. Employing factor graphs results in
exploiting temporal correlation at reduced complexity via HMM and message passing based
on sum-product algorithm. In the following sections, we first explain each component of the
proposed method, followed by a data description. We then observe algorithm performance and
finally mention discussion and conclusion.
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Figure 4.1: Inter-channel correlation during seizure vs. no-seizure [27].

4.2.1

Neural Mutual Information Estimation

In order to compute inter-channel correlation among recordings, the most popular approach is
cross-correlation which is a measure of similarity between one signal and the time-delayed version of other signals; however, this method is unable to capture nonlinear correlation between
samples. Unlike cross-correlation, MI represents higher-order joint statistics and is thus able
to capture non-linear relationships between samples, which are likely to occur in EEG signals
during the seizure. MI can quantify the dependencies between random variables. Mathematically, it can be formulated as (4.1):

I(X1 ; X2 ) =

Z
log(
X1 ×X2

dPX1 X2
)dPX1 X2
dPX1 ⊗ PX2

(4.1)

where PX1 X2 is the joint probability distribution and PX1 and PX2 are marginals. X1 and X2
represent two random variables where in the case of seizure detection, they can be interpreted
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Figure 4.2: MICAL illustration.
as the recordings for two different channels.
A general estimator for MI computation is equivalent to the Kullback-Leibler (KL) divergence between the joint and the product of the marginals of two random variables X1 and
X2 [35]:
I(X1 , X2 ) = DKL (PX1 X2 kPX1 ⊗ PX2 )

(4.2)

where DKL is defined as:

"

dP
DKL (PkQ) := EP log
dQ

#
(4.3)

Although MI is a more accurate measure of high correlation among channels recording
during seizure compared to cross-correlation, the exact calculation based on (4.1) and (4.3) for
EEG samples which do not have specific probability distribution is challenging [45]. To address
this issue, Belghazi et al. [8] proposed a general-purpose Mutual Information Neural Estimator
(MINE). A key technical aspect of MINE is dual representations of the KL-divergence, which
is based on Donsker-Varadhan representation [13]. This representation leads to the following
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lower-bound where the supremum is taken over all functions T such that the two expectations
are finite.

 h i
DKL (PkQ) ≥ sup EP [T ] − log EQ eT

(4.4)

T ∈F

Using both (4.3) and dual representation of KL-divergence, the idea is to choose F to be
the set of functions T θ : X1 × X2 →
− R parametrized by a deep neural network with parameters
θ ∈ Θ and moving average gradient ascent to find the optimal parameters. This network is
called a statistics network, where the bound is calculated as:

I(X1 ; X2 ) ≥ Iθ (X1 , X2 )

(4.5)

and the neural information measure, Iθ (X1 , X2 ) is defined as:


h i
Iθ (X1 , X2 ) = sup EPX1 X2 [T θ ] − log EPX1 ⊗PX2 eTθ
θ∈Θ

(4.6)

It should be noted, the most critical limitation of MINE is the variance can exponentially
grow by ground truth which results in poor bias-variance trade-offs. In order to solve the bias
problem, Song et al. [56] considered T as the invertible function of the density ratio. To achieve
this purpose, they used variational f -divergence proposed by Nyugen et al. [43] leading to the
following lower-bound for MI estimation: (Nyugen et al. (NWJ)). ∀P, Q ∈ P(X) such that
P  Q,

DKL (PkQ) = sup

T ∈L∞ (Q)

n

o
 h
i
EP [T ] − log EQ eT −1 := INW J (T )

(4.7)

dP
and DKL (PkQ) = INW J (T ) when T = log dQ
+ 1 which leads to unbiased mini-batch estima-

tor. To address the issue of high variance, the partition function is clipped and the following
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Figure 4.3: Performance of mutual information estimation approaches on Gaussian (top row)
and Cubic (bottom row) for SMILE and MINE. (black line is ground truth, blue and orange
graphs are estimated MI and shadows show the variance.) [56]
estimator with smooth partition function is achieved [56]:

h
i
Iˆθ (X1 ;X2 ) = EPX1 X2 [T θ (x1 , x2 )] − log EPX1 PX2 clip(eTθ (x1 ,x2 ) , e−τ , eτ ) ,

(4.8)

Where, clip(v, l, u) = max(min(v, u), l).
Therefore, in [56], T θ is a neural network that estimates the log-density ratio with hyperparameter τ. This approach is called the Smoothed Mutual Information “Lower-bound” Estimator (SMILE).
To investigate the performance of SMILE, the mutual information estimation on two toy
tasks based on Gaussian and Cubic distributions are compared with the ground truth MI.
Fig. 4.3 indicates the effect of employing SMILE on estimated MI for number of iterations. As
shown, the MINE estimator represents high bias and high variance, while employing SMILE
reduces the bias and variance values and makes the estimated MI similar to the ground truth.
In a nutshell, MICAL uses SMILE to estimate I(xt(i) ; x(t j) ) at each block t for each channel
pair i, j. Since MI is symmetric, i.e., I(xt(i) ; x(t j) ) = I(x(t j) ; x(i)
t ), we only estimate the MI for
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Figure 4.4: Neural MI estimation for seizure and non-seizure.
j > i. T θ is set to be a fully-connected network with two hidden layers and ReLU activations,
and train it with τ = 0.9 in the objective (4.8). The resulting neural estimator, which learns
to capture statistical dependence, is numerically shown to reflect on the presence of seizure,
satisfying the underlying hypothesis of high correlation among recordings during seizure state.
This is illustrated in Fig. 4.4, where it is observed that the trained estimator outputs higher MI
values during seizure compared to non-seizure blocks.

4.2.2

1D CNN

Parallel to MI estimator, we design and employ a 1D CNN in order to produce latent representation of raw EEG signals. For having a comparable configuration with the baseline model [10],
the same number of layers, including convolutions, pooling, dropout, and fully connected layers, are chosen. As shown in Fig. 4.5, we design kernel size in a way that we can obtain a high
receptive field compared to prior works. Our proposed 1D CNN is able to cover almost 1 second of the data while previous researches showed only 30 milliseconds. Having high receptive
field results in capturing long term correlation as well as capturing low-frequency components
of EEG signals. Moreover, unlike 2D CNN where measurements closer to the filters are considered to be processed, 1D CNN can operate on all EEG channels at a given time instance.
Details of the proposed CNN are indicated in Fig. 4.5.
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Figure 4.5: Proposed 1D CNN architecture.
Algorithm 2: MICAL seizure detection
1 Inputs: SMILE and 1D CNN networks, estimated P(stk |stk−1 ), EEG signals X,
threshold T
Feature extraction:
2 for k = 1, . . . n do
3
Apply SMILE to estimate Iˆθ (xt(i)k ; x(tkj) ), j > i;
4
Apply 1D CNN to obtain combined features ytk and obtain soft decision;
5 end
Factor graph inference:
6 Compute { fi } from soft decisions via (4.14);
7 for k = 1, . . . n do
8
Compute µ ftk →sk ({0, 1}) via (4.12);
9
Compute µ ftn−k+2 →sn−k+1 ({0, 1}) via (4.13);
10 end
11 Detect seizure at tk if µ ft →sk (1)µ ft →sk (1) > T .
k
k+1

4.2.3

Factor Graph Inference

Predicting seizure solely based on combined features from MI estimator and 1D CNN does
not take into account past and future EEG blocks. Therefore, we utilize block-wise soft decisions as learned function nodes in a factor graph to incorporate the presence of temporal
correlation. We follow our proposed factor graphs from a previously developed algorithm for
sleep stage detection for time sequence data [55]. Factor graph represents the factorization of
local functions of several variables, typically forming a graphical structure of joint distribution
measures [40]. For instance,function f (u, w, x, y, z) can be factorized as:
f (u, w, x, y, z) = f1 (u, w, x) f2 (x, y, z) f3 (z)

(4.9)

The factor graph illustration for this factorization is shown in Fig. 4.6.
A factor graph consists of nodes and variables where for every factor and variable, there are
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Figure 4.6: Simple factor graph structure.

unique nodes and unique edges, respectively. In addition, a factor node is connected to a variable edge if and only if the factor is a function of the variable. Implicitly, no variable appears in
more than two factors. As indicated in Fig.4.2, we employ Forney style representation where
variable nodes are replaced by edges. The key advantage of this style is that it can be decoded
by the sum-product method used in the factor graph. To implement factor graph inference, the
first step is to create the structure of the graph, i.e. interconnection between nodes. For this
purpose, we use the underlying property of seizure mechanism where the generation of seizure
is closely associated with abnormal synchronization of neurons [42]. To incorporate this feature in our model, we adopt the first-order HMM. HMM is widely used in modeling time series
data, and it is mostly based on the probabilistic method. HMM can be represented as a chain
model where future and current states are determined by previous state [38]. The Markovian
architecture leads to exploiting temporal correlation in seizure detection procedures at reduced
complexity and makes the model well-suited in real-time applications. Mathematically, we
assume y = {y1 , y2 , · · · , yN } as extracted features and latent seizure states s = {s1 , s2 , · · · , sN }
over N consecutive blocks that can be related by an HMM. The latent state supposed to satisfy
the Marchovian property carries binary values of si ∈ {0, 1}, and it shows the presence or absence of seizure in a block. Under HMM assumption, the joint probability distribution between
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extracted features and the states can be formulated as:
P(s, y) =

N
Y

P(si |si−1 )P(yi |si ).

(4.10)

i=1

where P(si |si−1 ) represents transition probability which is a control parameter, and it is manually set to be 89.54% for switching from no-seizure to seizure and 17.9% for the opposite situation. The next step towards seizure detection is classifying the states based on HMM. This
requires to achieve marginal distribution P(si , y) from (4.10); however, the marginalisation
task as a metric to compute the maximum a-posteriori probability detector is computationally
expensive since it grows exponentially with the block size. Therefore, a factor graph inferencebased sum-product algorithm is employed to calculate the same process linearly to overcome
this limitation. The sum-product method establishes the relationship between marginal probability and the product of messages. Where for each k ∈ {1, . . . , N}, it can be written as:

P(sk , y) = µ f j →sk (sk ) · µ f j+1 →sk (sk ).

(4.11)

In (4.11), µ f j →sk (sk ) is interpreted as forward message:

µ f j →sk (sk ) =

X

n
Y

fi (yi , si , si−1 ),

(4.12)

{s1 ,··· ,sk−1 } i=1

and µ f j+1 →sk (sk ) as the backward message is achieved by:
µ f j+1 →sk (sk ) =

X

N
Y

fi (yi , si , si−1 ),

(4.13)

{sk+1 ,··· ,sN } i=n+1

where fi (yi , si , si−1 ) is function node and it is given by:
fi (yi , si , si−1 ) = P(si |si−1 )P(yi |si ).

(4.14)

The resultant marginal distributions (4.11) are compared to a predefined threshold T of 0.5 for
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detection. According to (4.14), implementing sum-product algorithm requires the knowledge
of probability distribution P(yi |si ). In practice, obtaining this statistical model that relates observations and time series is a highly complex process. As such, we follow the work in [55]
which relies on a hybrid model and data-driven approach. We, therefore, use joint features of
MI estimator and 1D CNN as the soft estimate of probability distributions to learn function
nodes in the factor graph. Algorithm 2 summarizes the steps in MICAL seizure detection.

4.2.4

Data description

4.2.4.1

EEG Data

The dataset used in this work is the publicly available CHB-MIT Database collected at the
Children’s Hospital Boston. CHB-MIT consists of scalp EEG recordings from pediatric subjects with intractable seizures [20]1 . Recordings belong to 24 cases with ages from 1.5 to 22.
Each patient contains 9 to 42 EDF files from a single subject. All signals were sampled at
256 samples per second with 16-bit resolution, and seizure start and end times are labeled.
Moreover, the International 10-20 system of EEG electrode positions and nomenclature was
used for these recordings. As indicated in Fig.4.7, letters represent the area of the brain under
electrodes e.g., F- Frontal lobe and T - Temporal lobe. Also, Even numbers refer to the right
side of the head, and odd numbers denote the left side of the head.

4.2.4.2

EEG Pre-processing

Unlike prior works, we consider simple pre-processing steps for our proposed algorithm that
makes it well-suited for real-time applications. Since seizures duration (from 7 seconds to 753
seconds) compared to overall recording (from 959 seconds to 14427 seconds) is very short and
to have a balanced dataset, first EDf files that include at least one seizure are selected. Each
recording is then shortened to 10 times the seizure duration before and 10 times the seizure
duration after the seizure. Therefore, for every second of seizure data, there are 20 seconds of
non-seizure data. From EEG channels, the 18 bipolar montages are chosen: FP1-F7, F7-T7,
1

This database is available online at PhysioNet (https://physionet.org/physiobank/database/chbm
it/)
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Figure 4.7: Electrode Placement according to the International 10-20 System[47].
T7-P7, P7-O1, FP1-F3, F3-T3, T3-P3, P3-O1, FP2-F4, F4-C4, C4-P4, P4-O2, FP2-F8, F8T8, T8-P8, P8-O2, FZ-CZ, CZ-PZ. Hereafter, a notch filter is applied to remove 60 Hz line
noise from each EEG signal. To estimate the probability of seizure over the t-th second, the
past 32 seconds of recording is used to solve the optimization that estimates MI. This window
size is large enough to incorporate the correlation among measurements during ictal state and
demonstrates the best results over the dataset. In addition, the past 4 seconds of recording is
used as input to the 1D CNN for estimating meaningful features from EEG blocks. The value
of 4 seconds is selected to satisfy a good trade-off between the number of samples in a block
and the stationarity of the observed signals over a block.

4.3

Results and Discussion

To evaluate the performance of models for the experiments, four following metrics are measured:
• AUC-ROC: is the area under receiver operating characteristics (ROC) curve, which shows
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the capability of the model to distinguish between seizure and no-seizure samples.
• AUC-PR: is the area under the precision-recall curve which represents success and failure
rates meaning that the high area under the curve shows a low false-positive rate and low
false-negative rate.
• F1 score: is a harmonic mean of recall and precision where former indicates the proportion of real positive cases that are correctly predicted positive and latter denotes the ratio
of predicted positive cases that are correctly real positive [46].
• Confusion matrix: shows a summary of predicted results for a model. The number of
true and false predictions are represented with count values and broken down by each
class.
AUC-ROC
2D CNN [10]
0.78 ± 0.08
Spectrogram [26] 0.77 ± 0.07
1D CNN
0.82 ± 0.04
1D CNN-GRU
0.82 ± 0.03
MICAL
0.83 ± 0.04

AUC-PR
0.37 ± 0.17
0.37 ± 0.1
0.42 ± 0.12
0.44 ± 0.10
0.50 ± 0.13

F1 score
0.88 ± 0.03
0.92 ± 0.03
0.91 ± 0.02
0.90 ± 0.06
0.93 ± 0.01

Table 4.1: Summary of results

MICAL is generalized well across all patients as we conduct a 6-fold-leave-4-patient-out
evaluation. Hence, for each fold, four different patients are kept out for the test. In our experiment, we consider 5 different configurations for comparison, including two baseline models,
since they showed the best results compared to previous studies. One model is related to nonfeature-based design, and the other is based on a deep learning-based feature extraction algorithm. The 2D CNN was employed to raw EEG signals in [10] and Jana et al. [26] proposed an
architecture comprised of spectrogram detection and a 1D CNN. To observe the effect of each
component in MICAL, we use our proposed 1D CNN without MI estimator and factor graphs
as well as apply GRU to our CNN to have another model that mitigates temporal correlation.
Fig 4.8 shows average values of ROC across all 6 folds and Table 4.1 summarizes the results
for three performance measures. Our proposed CNN results in Table 4.1 show that applying 1D
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Figure 4.8: Area under ROC curve for all architectures.

CNN can improve the performance by as much as 5% compared to [26, 10]. Despite exploiting
temporal correlation by 1D CNN-GRU model, it is important to note that adding this RNN
black box to 1D CNN does not make a significant change in the results. However, the best
performance is achieved by MICAL which highlights the impact of MI estimation as well as
factor graph on the accuracy of the seizure detection system. As shown, MICAL yields an F1
score of 0.93 and 0.83 and 0.50 for AUC-ROC and AUC-PR, respectively. From a clinical
perspective, specifically, AUC-PR shows the highest value for MICAL that implies the lowest
false-negative and lowest false positive rates compared to other configurations. Furthermore,
comparing the confusion matrices of MICAL with baseline models in Fig.4.9, our algorithm
performs better than [26, 10], specifically MICAL decreases the false positive rate.
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Figure 4.9: Confusion matrices for two baseline models and MICAL.

4.4

Conclusions

In this work, we introduced MICAL which is a hybrid model-based data-driven detector.
MICAL is able to exploit inter-channel correlation as a result of seizure occurrence through
MI estimation. Our proposed approach also benefits from capturing temporal correlation efficiently via factor graph inference. The neural MI estimator used in MICAL computes the
MI between each pair of EEG channels, and it satisfies the underlying hypothesis of existing highly non-linear correlation during seizure states. Moreover, applying factor graph to the
soft estimate of joint features from MI estimator and our design 1D CNN leads to exploring the
temporal correlation of EEG blocks at reduced complexity and high accuracy. MICAL delivers
the best performance results compared to previously observed models.
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Chapter 5
General Discussion and Conclusion
5.1

Summary

Seizure detection based on EEG recording mainly relies on visual inspection by a neurologist or an expert. While many automatic approaches within the literature have been explored
for seizure detection, these algorithms are not accurate or reliable enough to replace experts.
Therefore, the initial focus of the thesis was to develop and evaluate a new hybrid algorithm
that showed considerable improvement compared to prior work at a reduced complexity. The
subsequent chapters then described and observed the impact of MI estimation as a measure
of dependency among EEG channels. It was shown that MI can capture inter-channel correlations, and can improve the performance of seizure detection when used as features. Our
complete MICAL algorithm was shown to perform better than prior work, especially in terms
of cross patient generalizability.

5.2

Strengths and Limitations

The specific strengths for each of the individual contributions have already been discussed
within their respective chapters, but here we consolidate these observations.
Our proposed MICAL algorithm can achieve state-of-the-art performance compared to
prior work by exploiting the temporal and inter-channel correlations that exist in the data.
Specifically, for the first time, we propose using MI to measure the inter-channel correlation.
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This method can capture correlations even in the presence of a nonlinear relationship between
the channels. To capture the temporal correlations, we used factor graphs, which are computationally more efficient than RNNs. We showed that despite being more efficient, the factor
graph inference achieves similar performance as RNNs. We employ a 6-fold-leave-4-patientout evaluation in our evaluations, which focuses on cross-patient generalizability. The preliminary results in this work are promising and demonstrate that it may be possible to train models
that can generalize across patients with acceptable performance.
Although MICAL demonstrates very promising preliminary results, more evaluations are
required to find and address the limitations of the proposed method. First, the training session
of MI estimator can be time-consuming. To overcome this problem, a graph neural network can
be used to compute the MI between all pairs of EEG channels simultaneously. Moreover, the
number of patients in the CHB-MIT database is not enough for CNN to learn general features
across patients. In addition, this limited size also does not allow us to perform large scale
evaluation of our model for a more accurate understanding of its generalizability. For example,
for some folds, we have observed overfitting where the model fits well to the training set but
not the test set. It is hard to understand what is the cause of the overfitting given the limited
data size, and the over fitting can be improved on a larger training dataset.

5.3

Future Directions

The work done within the thesis has provided a framework for investigating a hybrid method
for seizure detection that can exploit the temporal and inter-channel correlations to achieve
better performance. We will use the TUH database to train and evaluate our model on a much
larger dataset as part of future work. We will also seek the help of multiple neurologists to
label and choose a random set of challenging examples from this dataset. This challenging test
set can then be used to better evaluate the performance of our model and prior work.
We also plan to investigate and understand how much better MI estimation is compared to
other correlation measures. This can be achieved by using Pearson correlation or discriminate
MI estimation as a correlation measure. Moreover, in addition to MI estimation, directed information (DI) can be another feature that can be employed to quantify the pair-wise causal
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influence between EEG channels. The results can then be compared to observe MI or DI (or
both) is the most influential factor in seizure detection.
While developing our model, we observed that MI estimation among channels started increasing before the ictal state. In addition, factor graph inference through forwarding messages
can predict seizure probability for future EEG blocks. Therefore, we will investigate seizure
prediction using some of the techniques we developed in this thesis.
Another challenging task in epileptic seizure application is classifying focal and generalized seizures. For this purpose, the TUH database can be used where signals are annotated
for seizure and no-seizure as well as the type of seizure (i.e., focal or generalized). For each
patient, the channels from which seizure starts are specified in the dataset. We plan to use this
information in the TUH dataset and some of the techniques we presented as part of this thesis
for developing an algorithm that automatically can classify the type of seizure.
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