. The analysis, which can also be applied to the fully random case, utilizes a graph counting argument and is much simpler than previous proofs. The results can be generalized to situations where the stash size is non-constant.
Introduction
Cuckoo hashing as proposed by Pagh and Rodler [17] is a popular implementation of a dictionary with guaranteed constant lookup time. To store a set S of n keys from a universe U (i.e., a finite set), cuckoo hashing utilizes two hash functions, h 1 , h 2 : U → [m], where m = (1 + ε)n, ε > 0. Each key x ∈ S is stored in one of two hash tables of size m: either in the first table at location h 1 (x) or in the second one at location h 2 (x) . No table location must hold more than one key. The pair h 1 , h 2 might not be suitable to accommodate S in the two tables. In this case, a rehash operation is necessary, which chooses a new pair h 1 , h 2 and inserts all keys anew.
In their ESA 2008 paper [12] , Kirsch, Mitzenmacher, and Wieder deplored the order of magnitude of the probability of a rehash, which is as large as Θ(1/n). They proposed adding a stash, an additional segment of storage that can hold up to s keys for some (constant) parameter s, and showed that this change reduces the rehash probability to Θ(1/n s+1 ). However, the analysis given by Kirsch et al. requires the hash functions to be fully random. In the journal version [13] Kirsch et al. posed "proving the above bounds for explicit hash families that can be represented, sampled, and evaluated efficiently" as an open problem. Goodrich and Mitzenmacher [11] consider an application in which statements on the behavior of cuckoo hash tables with a stash of non-constant size are needed.
Our Contribution In this paper we generalize a hash family construction proposed by Dietzfelbinger and Woelfel [9] and show that the resulting hash functions have randomness properties strong enough to preserve the qualities of cuckoo hashing with a stash. The proof involves a new and simpler analysis of this hashing scheme, which also works in the fully random case. The hash functions we propose have a very simple structure: they combine functions from O(1)-wise independent families 1 with a few tables of size n δ , 0 < δ < 1, where δ is a constant, with random entries from [m] = {0, . . . , m − 1}. A certain choice of parameters in the construction of our hash functions for stash capacity s leads to the following attractive performance characteristics: the description of a hash function pair (h 1 , h 2 ) consists of a table with √ n entries from [m] 2 and 2s + 6 functions from 2-wise independent classes. To evaluate h 1 (x) and h 2 (x) for x ∈ U , we must evaluate these 2s + 6 functions, read 2s + 4 table entries, and carry out 4s + 8 additions modulo m. Our main result implies for these hash functions and for any set S ⊆ U of n keys that with probability 1 − O(1/n s+1 ) S can be accommodated according to the cuckoo hashing rules. Furthermore, we show that deletions run in worst-case constant time and insertions need only amortized expected constant time. For a stash of size s = O(log n) we prove that the key set can be accommodated with probability 1 − O(1/n s/2 ).
Our framework also allows us to show that O((s + 1) 2 log n)-wise independent hash functions suffice to run cuckoo hashing with a stash with the same performance guarantees.
Cuckoo Hashing with a Stash and Weak Hash Functions
In [13, 15] it was noticed that for the analysis of cuckoo hashing with a stash of size s the structure of the cycles in the so-called cuckoo graph G(S, h 1 , h 2 ) is central. Assume a set S and hash functions h 1 and h 2 with range [m] are given. The associated cuckoo graph G(S, h 1 , h 2 ) is the bipartite multigraph whose two node sets are copies of [m] and whose edge set contains the n pairs (h 1 (x), h 2 (x)), for x ∈ S. It is known that a single parameter of G = G(S, h 1 , h 2 ) determines whether a stash of size s is sufficient to store S using h 1 , h 2 , namely the excess ex(G), which is defined as the minimum number of edges one has to remove from G so that all connected components of the remaining graph are acyclic or unicyclic. Kirsch et al. [13] observed that the keys from S can be stored in the two tables and a stash of size s using h 1 , h 2 if and only if ex(G(S, h 1 , h 2 )) ≤ s.
(Details on the excess and its connection with cuckoo hashing are discussed in Sect. 4 and the Appendix.) They showed that with probability 1 − O(1/n s+1 ) a random bipartite graph with 2m = 2(1 + ε)n nodes and n edges has excess at most s, where ε > 0 is constant. Their proof uses sophisticated tools such as Poissonization and Markov chain coupling. This result generalizes the analysis of standard cuckoo hashing [17] with no stash, in which the rehash probability is Θ(1/n). Kutzelnigg [15] refined the analysis of [13] in order to determine the constant factor in the asymptotic bound of the rehash probability. His proof uses generating functions and differential recurrence equations. Both approaches inherently require that the hash functions h 1 and h 2 used in the algorithm are fully random.
Recently, Pǎtraşcu and Thorup [18] showed that using simple tabulation hash functions for running cuckoo hashing leads to a rehash probability of Θ(1/n 1/3 ). The counterexample of [18] , which yields the bound of Ω(1/n 1/3 ), can be generalized to the stash case. 2 Thus, cuckoo hashing with these hash functions does not benefit from using a stash.
Our main contribution is a new analysis that shows that explicit and efficient hash families are sufficient to obtain the O(1/n s+1 ) bound on the rehash probability. We build upon the work of Dietzfelbinger and Woelfel [9] . For standard cuckoo hashing, they proposed hash functions of the form h i (x) = (f i (x) + z (i) [g(x) ]) mod m, for x ∈ U , and i ∈ {1, 2}, where f i and g are from 2k-wise independent classes with range [m] and [ ], resp., and z (1) , z (2) ∈ [m] are random vectors. They showed that with such hash functions the rehash probability is O(1/n + n/ k ). Their proof has parts (i) and (ii). Part (i) already appeared in [3] and [17] : The rehash probability is bounded by the sum, taken over all minimal excess-1 graphs H of different sizes and all subsets T of S, of the probability that G(T , h 1 , h 2 ) is isomorphic to H . In Sect. 4 of the present paper we demonstrate that for h 1 and h 2 fully random a similar counting approach also works for minimal excess-(s + 1) graphs, whose presence in G(S, h 1 , h 2 ) determines whether a rehash is needed when a stash of size s is used. As in [17] , this analysis can also be used to study the behavior of cuckoo hashing with κ-wise independent hash families. In Sect. 5 we will show that it works for O((s + 1) 2 log n)-wise independent families of hash functions.
Part (ii) of the analysis in [9] is a little more subtle. It shows that for each key set S of size n there is a part B conn S of the probability space given by (h 1 , h 2 ) such that Pr(B conn S ) = O(n/ k ) and in B conn S the hash functions act fully randomly on T ⊆ S as long as G(T , h 1 , h 2 ) is connected. In Sect. 4 we show how this argument can be adapted to the situation with a stash, using excess core graphs in place of the connected subgraphs. Woelfel [23] already demonstrated by applying functions in [9] to balanced allocation that the approach has more general potential to it.
A comment on the "full randomness assumption" and work relating to it seems in order. It is often quoted as an empirical observation that weaker hash functions like κ-wise independent families will behave almost like random functions. Mitzenmacher and Vadhan [16] showed that if the key set S has a certain kind of entropy then 2-wise independent hash functions will behave similar to fully random ones. However, as demonstrated in [7] , there are situations where cuckoo hashing fails for a standard 2-wise independent family and even a random set S (which is "too dense" in U ). The rather general "split-and-share" approach of [6] makes it possible to justify the full randomness assumption for many situations involving hash functions, including cuckoo hashing (with a stash) and further variants. One should note, though, that for practical application this method is less attractive, since space consumption and failure probability are negatively affected by splitting the key set into "chunks" and treating these separately.
Organization of this Paper Section 2 introduces the hash functions, proves some basic randomness properties, and describes the basic setup of our analysis. Section 3 provides some basic tools from graph theory necessary in our analysis. Subsequently, we analyze cuckoo hashing with a stash in two stages. In the first stage, we bound the probability that the cuckoo graph has excess more than s, i.e., that it is impossible to store the key set using the two hash functions and a stash of size s, both for constant and for non-constant s. This is done in Sect. 4. In the second stage, we take a look at an idealized and a practical insertion procedure. In Sect. 5 resp. Sect. 6 we analyze the performance of the insert resp. delete operation when running cuckoo hashing with a stash. Finally, Section 7 gives an experimental evaluation of different constructions of our hash class.
Basics
In this section we introduce the class of hash functions we study, set up notation, and state the important randomness properties of this class that will be used throughout this paper. Furthermore, we fix some notation for graph properties and events in our probability space, and we show how we can bound the probabilities of these events.
Definition of the Hash Class
Let U (the "universe") be a finite set. 
The classical κ-wise independent hash family construction is based on polynomials of degree κ − 1 over a finite field [22] . More efficient hash function evaluation can be achieved with tabulation-based constructions [9, 14, 20, 21] . Throughout this paper, H κ r denotes an arbitrary κ-wise independent hash family with domain U and range [r] .
We combine κ-wise independent classes with lookups in tables of size in order to obtain pairs of hash functions from U to [m]:
Definition 1 Let c ≥ 1 and κ ≥ 2. For integers m, ≥ 1, and given
. . , g c , z (1) 1 , . . . , z (1) c , z (2) 1 , . . . , z (2) c , where
,m be the family of all these pairs (h 1 , h 2 ) of hash functions.
While this is not reflected in the notation, we consider (h 1 , h 2 ) as a structure from which the components g 1 , . . . , g c and f i , z
,m , for some k ≥ 1, made into a probability space by the uniform distribution, that we will study in the following. We assume that c and k are fixed.
Basic Facts
We make some basic observations concerning the effects of compression properties in the "g-part" of (h 1 , h 2 ), extending similar statements made in [9] .
Hash function pairs (h 1 , h 2 ) in these events are called "T -bad", "T -good", and "T -critical", resp. Lemma 1 Assume k ≥ 1 and c ≥ 1. For T ⊆ U , the following holds: 
We first argue that if |T | − |g(T )| ≥ k then there is a subset T of T with |T | = 2k and |g(T )| ≤ k. We will obtain such a set by the following careful peeling process: Initialize T as T . Then repeat the following as long as |T | > 2k: (i) if there exists a key x ∈ T such that g(x) = g(y) for all y ∈ T \ {x}, remove such a key from T ; (ii) otherwise, remove an arbitrary key. Clearly, this process terminates with |T | = 2k. It also maintains the invariant |T |−|g(T )| ≥ k: In case (i) |T |−|g(T )| remains unchanged. In case (ii) before the key is removed from T we have |g(T )| ≤ |T |/2 and thus
Since g is chosen from a 2k-wise independent class, the probability that g is constant on all classes of a given partition of T into classes
Every partition of such a set T into k ≤ k classes can be represented by a permutation of T with k cycles, where each cycle contains the elements from one class. Hence, there are at most (2k)! such partitions. This yields: 
for all x ∈ T * and i ∈ {1, 2} at random. Furthermore, choose f 1 and f 2 at random from the 2k-wise independent family H 2k r . This determines h 1 (x) and h 2 (x), x ∈ T * , as fully random values. Furthermore, the function g j 0 maps the keys x ∈ T − T * to distinct entries of the vectors z (i) j 0 that were not fixed before. Thus, the hash function values h 1 (x), h 2 (x), x ∈ T − T * , are distributed fully randomly as well and are independent of those with x ∈ T * .
The proof for conditioning on crit T is the same.
We remark that the proof of part (b) still works if we use 2-universal hash families for the functions g j . A family H of hash functions with range R is called 2-universal if for each pair x, y ∈ U , x = y, and h chosen at random from H we have Pr(h(x) = h(y)) ≤ 2/|R|. For constructions see, e.g., [2, 5] . These constructions are in general more efficient than those for κ-wise independence. In Sect. 7, we will experimentally evaluate the effect of using such hash families.
Graph Properties and Basic Setup
Following [13, 15] , the analysis of cuckoo hashing with a stash is based on analyzing the cuckoo graph G(S, h 1 , h 2 ). Given a set S and hash functions h 1 
Definition 3
Let A be a graph property, and let S ⊆ U .
In the following, our main objective is to bound the probability Pr(∃T ⊆ S : A T ) for graph properties A important for our analysis. For this, we will need to refer to probabilities of certain events in the space of fully random pairs of hash functions. Note that this is a probability space different from Z. To clearly distinguish between these two probability spaces, we introduce the following notation.
Definition 4
For a set T ⊆ U , and a graph property A, define
Lemma 2 For every graph property A we have
Proof We have
and by the union bound the second summand can be bounded by
where (i) holds by the definition of B A S , and (ii) holds by Lemma 1(b).
This lemma encapsulates our overall strategy for bounding Pr(∃T ⊆ S : A T ). We have to bound the sum of the probabilities, over all T ⊆ S, for A to be true in the fully random case, and the probability that the event B A S occurs, in the probability space Z.
Tools from Graph Theory
In this section we introduce graph theoretical notation and provide some basic results. Furthermore, we present a graph counting lemma.
A node with degree 1 in a graph is called a leaf ; an edge incident with a leaf is called a leaf edge. A graph is called leafless if it has no leaves. An edge is called a cycle edge if removing it does not disconnect any two nodes. Clearly, this is equivalent to saying that this edge lies on a cycle. The cyclomatic number γ (G) of a graph G is the smallest number of edges one has to remove from G to obtain a graph with no cycles. It is a basic fact that if we remove a cycle edge from a graph then its cyclomatic number decreases by 1, otherwise it does not change. (For details see Lemma 13 in the Appendix.) A connected component that contains exactly one cycle is called unicyclic. Finally, let ζ(G) denote the number of connected components of G.
The Excess of a Graph
The notion of the excess of a graph will be central in our analysis.
Definition 5
The excess ex(G) of a graph G is defined as the minimum number of edges one has to remove from G so that all connected components of the remaining graph are acyclic or unicyclic.
The following lemma shows how the excess of a graph can be calculated.
where ζ cyc (G) is the number of cyclic connected components in G.
For the convenience of the reader, we give an alternative proof of Lemma 3 in the Appendix.
A Graph Counting Lemma
As a tool for bounding the summands in Lemma 2 from the previous section for graph properties A, we provide the following lemma, which bounds the number of graphs with certain structural properties.
Lemma 4 Let N(t, , γ, ζ ) be the number of non-isomorphic (multi-)graphs with ζ connected components and cyclomatic number γ that have no isolated vertices and t edges, of which are leaf edges. Then N(t, , γ, ζ ) = t O( +γ +ζ ) .
Proof The proof consists of three steps.
Step 1 and Step 2 are taken from [9] .
Step 1. We first consider the case γ = 0 and ζ = 1, i.e., we are dealing with trees. For = 2, the tree is a path of length t. We refer to this tree as G 2 (the index refers to the number of leaf edges in the graph). For i = 3, . . . , , G i is constructed using G i−1 by taking a new path of length t i ≥ 1 such that t 2 + · · · + t i ≤ t − ( − i) and identifying one endpoint of the path with a vertex in G i−1 . The length of the last path is uniquely determined by t = t − t 2 − · · · − t −1 . There are fewer than t −2 choices for picking the lengths t 2 , . . . , t . Furthermore, there are no more than t −2 = t O( ) choices for the inner vertices of G 2 , . . . , G −1 to which to attach the − 2 new paths. It follows
Step 2. Now we consider the case where γ ≥ 1, ≥ 0 and ζ = 1, i.e., connected graphs with cycles. Such graphs are obtained from trees with t − γ edges and no more than + 2γ leaf edges by adding γ cycle edges. There are at most ≤j ≤ +2γ N(t − γ, j, 0, 1) possibilities for the trees and at most (t − γ + 1) 2γ choices for placing the cycle edges. Thus,
Step 3. Now we consider the general case. Every graph G with cyclomatic number γ , ζ connected components, t − non-leaf edges, and leaf edges can be obtained from some connected graph G with cyclomatic number γ , t − + ζ − 1 non-leaf edges, and leaf edges by removing ζ − 1 non-leaf, non-cycle edges. There are no more than (t − + ζ − 1) ζ −1 ways for choosing the edges to be removed. This implies, using
Step 2:
The Rehash Probability in Cuckoo Hashing with a Stash
In this section we prove our main result: the bound on the rehash probability of cuckoo hashing with a constant-sized stash when functions from Z are used. We focus on the question whether the pair (h 1 , h 2 ) allows storing key set S in the two tables with a stash of size s. At the end of this section, we will also show a bound on the rehash probability when a stash of non-constant size O(log n) is used, as studied by Goodrich and Mitzenmacher [11] .
The following lemma from [13] shows the connection between the stash size and the excess of the cuckoo graph.
Lemma 5 [13] The keys from S can be stored in the two tables and a stash of size s using h 1 , h 2 if and only if ex(G(S, h
For the convience of the reader, an alternative proof of this lemma can be found in the Appendix.
Lemma 5 suggests that we should focus on graphs having excess at least s + 1 to bound the rehash probability. The following theorem is the main result of this section.
,m the following holds:
We will prove this theorem in the following subsections.
Excess-(s + 1) core graphs
We start by identifying minimal graphs with excess s + 1.
Definition 6
An excess-(s + 1) core graph is a leafless graph G with excess exactly s + 1 in which all connected components have at least two cycles. By CG (s+1) we denote the set of all excess-(s + 1) core graphs in G m . Figure 1 gives an example of a cuckoo graph and an excess-3 core graph.
Lemma 6
Let G be an arbitrary graph from G m with excess at least s + 1. Then G contains an excess-(s + 1) core graph as a subgraph.
Proof We obtain the excess-(s + 1) core graph by a peeling process, i.e., by repeatedly removing edges or connected components. Since ex(G) > 0, G contains a connected component that is neither acyclic nor unicyclic (see Definition 5) . Removing a cycle edge in such a component decreases the cyclomatic number by 1, but leaves the component cyclic. By Lemma 3, this decreases the excess by 1. We remove cycle edges in this way until the remaining graph has excess exactly s + 1. Subsequently we remove components that are trees or unicyclic. It is clear from Lemma 3 that this keeps the excess at s + 1. Finally we remove leaf edges one by one until the remaining graph is leafless. Again by Lemma 3, this does not change the excess. The resulting graph has excess exactly s + 1, no tree or unicyclic components, and is leafless. Thus, it is an excess-(s + 1) core graph.
In view of Lemmas 2 and 6, we can now write
Fig. 1 An example of a cuckoo graph which contains an excess-3 core structure (bold edges). This subgraph certifies that a stash of size at most 2 does not suffice to accommodate the key set
We will treat the two summands of (3) separately.
Analysis of the Fully Random Case
In this subsection, we will prove the following lemma that gives us a bound on the last summand of (3).
Lemma 7 Let ε > 0 and let
Before starting with the proof of this lemma, we remark that the following calculations also give an alternative, simpler proof of [12, Theorem 2.1] for the fully random case, even if the effort needed to prove Lemma 4 is taken into account.
Proof of Lemma 7
We start by counting (unlabeled) excess-(s + 1) core graphs with t edges. By Lemma 3, a connected component C of such a graph G with cyclomatic number γ (C) (which is at least 2) contributes γ (C) − 1 to the excess of G. This means that if G has ζ = ζ(G) components, then s + 1 = γ (G) − ζ and ζ ≤ s + 1, and hence γ = γ (G) ≤ 2(s + 1). Using Lemma 4, there are at most
If from each component C of such a graph G we remove γ (C) − 1 cycle edges, we get unicyclic components, which have as many nodes as edges. This implies that G has t − (s + 1) nodes. Now fix a bipartite (unlabeled) excess-(s + 1) core graph G with t edges and ζ components, and let T ⊆ U with |T | = t be given. There are 2 ζ ≤ 2 s+1 ways of assigning the t − s − 1 nodes to the two sides of the bipartition, and then at most m t−s−1 ways of assigning labels from [m] to the nodes. Thus, the number of bipartite graphs with property CG (s+1) , where each node is labeled with one side of the bipartition and an element of [m] , and where the t edges are labeled with distinct elements of T is smaller than t! · 2 s+1 · m t−s−1 · t O(s) . Now if G with such a labeling is fixed, and we choose t edges from [m] 2 uniformly at random, the probability that all edges match the labeling is 1/m 2t . For constant s, this yields the following bound:
where the last step follows since s is constant.
Bounding the Probability of the Event B CG (s+1) S
We will now bound the first summand of (3), i.e., Pr(B
To prove this bound, we need the following auxiliary graph property. A graph from G m belongs to LCY (s+1) if it has the following four properties:
1. at most one connected component of G contains leaves (the leaf component); 2. the number ζ(G) of connected components (disregarding isolated vertices) is bounded by s + 1; 3. if present, the leaf component of G contains at most two leaf edges; 4. the cyclomatic number γ (G) is bounded by 2(s + 1).
Lemma 9 If T ⊆ U and (h
the excess of the graph. Since there are at most s + 1 connected components, the cyclomatic number of this graph is at most 2(s + 1).
Initialize T as T . As just noted, we then have ((h 1 , h 2 ) ) can decrease by at most 1 when an edge is removed, we finally reach a situation where d T ((h 1 , h 2 )) = k, i.e., (h 1 , h 2 ) is T -critical. Our goal is to preserve the property G(T , h 1 , h 2 ) ∈ LCY (s+1) in each step.
We use the following iterative process to remove edges. We disregard isolated vertices in the whole process. Initialize C as an arbitrary connected component of G (T , h 1 , h 2 ) . Whenever we remove an edge from C, we remove this edge from G(T , h 1 , h 2 ) as well.
While d T ((h 1 , h 2 ) ) > k, repeat the following steps. If C contains a leaf edge, remove a leaf edge. Otherwise, remove an arbitrary cycle edge from C. If we removed the last edge of C, arbitrarily choose a new connected component and call it C.
We claim that this process maintains the property G(T , h 1 , h 2 ) ∈ LCY (s+1) in each step. To see this, note that initially G(T , h 1 , h 2 ) does not contain leaf edges. Removing a cycle edge yields at most two leaf edges. Removing a leaf edge does not increase the number of leaf edges. Furthermore, removing these two types of edges does not destroy connectivity-disregarding isolated vertices. We conclude that eventually the described process stops and that the resulting graph has property
By Lemma 9, we can bound Pr(B 
Proof By Lemma 4, there are at most t O(s) ways to choose a bipartite graph G in LCY (s+1) with t edges. Graph G cannot have more than t + 1 nodes, since cyclic components have at most as many nodes as edges, and in the single leaf component, if present, the number of nodes is at most one bigger than the number of edges. In each component of G, there are two ways to assign the vertices to the two sides of the bipartition. After such an assignment is fixed, there are at most m t+1 ways to label the vertices with elements of [m], and there are t! ways to label the edges of G with the keys in T . Assume now such labels have been chosen for G. Draw t edges from [m] 2 uniformly at random. The probability that they exactly fit the labeling of nodes and edges of G is 1/m 2t . Thus, p
We can now prove Lemma 8.
Proof of Lemma 8 By Lemma 9, and using a union bound, we get
By Lemma 1(b), given the event that (h 1 , h 2 ) is T -critical, (h 1 , h 2 ) acts fully random on T . Using Lemmas 10 and 1(a), this yields:
Summing up, collecting sets T of equal size together, and using that ck and s are constants, we obtain
We can now put everything together to prove Theorem 1.
Proof of Theorem 1
We assume s is fixed. By inequality (3), the probability that the excess of G(S, h 1 , h 2 ) is at least s + 1 is at most
By plugging in the values from Lemmas 7 and 8, and using = n δ and c ≥ (s + 2)/(kδ), we calculate
In conclusion, the rehash probability of cuckoo hashing with a stash of constant size does not increase if we use hash functions from Z instead of fully random hash functions.
Extending the Analysis to Logarithmic Stash Sizes
Kirsch et al. [13] studied only the situation where the stash has constant size. This analysis was extended to logarithmic-sized stashes by Goodrich and Mitzenmacher [11] . This extension is necessary to guarantee a failure probability polynomially small in 1/n even when the tables have a size of only O(log n). (For details, see [11] .)
In this subsection, we will show how our analysis extends to this setting. 
Proof of Theorem 2 As in the proof of Theorem 1 we have to consider the two summands on the right-hand side of (4). We will give the calculations for the last summand in (4). The first summand of (4) can be calculated by combining the same techniques with the proof of Lemma 8. Thus, we omit these calculations here.
The bound for the last summand follows by the same arguments as the ones given in the proof of Lemma 7, but we cannot conclude from Lemma 4 that the number of excess-(s + 1) core graphs with t edges is t O (1) , but only that it is t O(s) . Let be a constant such that the number of such graphs is at most t s . (For excess-(s + 1) core structures, a rough estimate of the values in Lemma 4 shows that = 27 suffices.)
Using the same line of argument as in the proof of Lemma 7, we obtain the following bound:
Summands where 2 s+1 · t s /(1 + ε) t ≤ 1 contribute at most 1/n s to the sum. Hence assume 2 s+1 · t s /(1 + ε) t > 1. From t ≤ n we obtain the rough bound t ≤ 2 s log 1+ε n in this case. Since s ≤ n 1/3 we may proceed as follows:
where ( * ) holds for n large enough.
This result is comparable to what Goodrich and Mitzenmacher get in [11, Appendix C] for fully random hash functions.
Note that for non-constant stash sizes our hash functions have to provide a nonconstant degree of independence if we aim for a constant number of random tables and g j functions. To achieve this degree of independence with constant evaluation time, we can use Siegel's class of hash functions [19] . We remark, however, that no practical implementation of these hash functions is known.
Insertions in Cuckoo Hashing with a Stash
We consider here the obvious generalization of the insertion procedure in standard cuckoo hashing [17] for a stash of constant size. It assumes that a procedure rehash is given that will choose two new hash functions and insert all keys anew. The parameter maxloop is used for avoiding infinite loops. (When using cuckoo hashing with a stash of size s, we will see that it suffices to set maxloop = Θ ((s + 1) log n) (1) if lookup(x) = true then return; (2) nestless := x; (3) i := 1; (4) repeat maxloop times (5) (6) if nestless = nil then return; (7) i := 3 − i; (8) if stash is not yet full (9) then add nestless to stash (10) else rehash.
swap(nestless, T i [h i (nestless)]);
As long as it is not finished, the procedure maintains a "nestless" key (in nestless) and the current index i ∈ {1, 2} (in i) of the table where this key is to be placed. When a new key x is to be inserted, it is declared "nestless" and i is set to 1. As long as there is a nestless key x, but at most for maxloop iterations ("rounds"), the following is repeated: Assume x is nestless and the current index is i. Then x is placed in position h i (x) in table T i . If this position is empty, the procedure terminates; if it contains a key x , that key gets evicted to make room for x, it is declared nestless, and i is changed to the other value 3 − i. If the loop does not terminate within maxloop rounds, the key that is currently nestless gets stored in the stash. If this causes the stash to overflow, a rehash is carried out. (This may be realized by collecting all keys from tables and stash as well as the nestless key, choosing a new pair h 1 , h 2 of hash functions, and calling the insertion procedure for all keys.)
Complete Insertion Loops and the Excess
We first look at the behavior of certain variants of the insertion procedure, which we call complete, that exhibit the following behavior when x is inserted: (i) if with maxloop set to infinity the loop were to run forever, then this is noticed and at some point the currently nestless key is put in the stash; (ii) otherwise the loop is left to run until the nestless key is stored in an empty cell. It is not hard to see (cf. [3] ) that one obtains a complete variant from Algorithm 1 if one chooses maxloop as some number larger than 2|S| + 3. Proposition 1 [13, 15] If inserting the keys of S by some complete insertion procedure places s keys in the stash, then s = ex(G(S)) = ex(G (S, h 1 , h 2 ) ).
Proof "≥": After the insertion is complete, all keys from S are stored in the two tables and the stash. Lemma 5 implies that s ≥ ex(G(S)).
"≤": For this, we use induction on the size of S. If S = ∅, excess and stash size are both 0. Now assume as induction hypothesis that set S has been inserted, that the set of keys placed in the stash is T , and that |T | = s ≤ ex(G(S)). Let S = S − T . We insert a new key y from U − S.
Case 1:
The insertion procedure finds that y can be accommodated without using the stash.-The stash size remains s, and s ≤ ex(G(S)) ≤ ex(G(S ∪ {y})).
Case 2:
The complete insertion procedure notices that the loop were to run forever and places some key in the stash.-By the properties of the complete insertion loop for standard cuckoo hashing as explored in [3] we know that G(S ∪{y}) must contain a connected component that is neither acyclic nor unicyclic. Since ex(G(S )) = 0, it must be edge (h 1 
(y), h 2 (y)) that makes the difference. This means that each endpoint of (h 1 (y), h 2 (y)) lies in some cyclic component of G(S ). Now G(S ) is a subgraph of G(S), so the same is true in G(S).
For the next argument, we make use of Lemma 3. Consider two cases when changing from S to S ∪ {y}: If the endpoints of (h 1 (x), h 2 (x)) lie in two different cyclic components of G(S), then the number of cyclic components of G(S ∪ {y}) is one less than that of G(S), so the excess increases by 1; if they lie in one and the same cyclic component, then the cyclomatic number increases by 1, and the excess increases by 1 as well. In both cases we get that s + 1 ≤ ex(G(S)) + 1 = ex(G(S ∪ {y})).
Standard Insertion and Hash Class Z
It turns out that by choosing maxloop = Θ((s + 1) log n) in Algorithm 1 we can make sure that with probability of O(1/n s+1 ) no rehash is necessary, even in the case that we use hash functions from Z instead of fully random hash functions. Note that if the stash has size 0, then Algorithm 1 is exactly the insertion procedure of standard cuckoo hashing from [17] . To prove this theorem, we make use of the following fact that already appeared in [17] (in a different terminology). In view of this fact, we define P t as the set of all graphs from G m that form a simple path of length t/3 (disregarding isolated vertices). We get the following bound:
Fact 4 Let
Pr(an insertion of a key from S needs at least t rounds) ≤ Pr ∃T ⊆ S :
Using (2), we can bound this probability as follows:
We consider the two summands of (5) separately. The first summand can be easily bounded using Lemma 8.
Proof Since for all t ≥ 1 we have P t ⊆ LCY (1) we may calculate
The corollary follows from Lemma 8.
Now we consider the second summand in (5) . Bounding a sum like this in a random graph was central in the original analysis of cuckoo hashing, see [17, Sect. 2.3] .
Lemma 11
Let ε > 0. Let S ⊆ U with |S| = n. Set m = (1 + ε)n and t = 3(s + 2) log 1+ε n . Then
Proof A simple path u 0 , u 1 , . . . , u k of length k = t/3 has k + 1 vertices. First, fix i ∈ {1, 2} such that u 0 belongs to table T i . Once this is fixed, there are no more than m k+1 possibilities to choose the sequence of vertices on the path. There are k! many ways to assign the keys from T to the edges of the path. Fix such a path p. The probability that a pair of fully random hash functions yields p on the keys from T is 1/m 2k . We calculate:
Plugging in t = 3(s + 2) log 1+ε n shows the lemma.
We can now prove the main theorem of this section. Recall that P t is the set of all graphs that consist of a path of length t/3 .
Proof of Theorem 3 Let
Part (i): Applying Corollary 1 and Lemma 11 to (5), we get
Using = n δ and c ≥ (s + 2)/(δk) shows that this probability is bounded by O(1/n s+1 ).
Part (ii): Assume that S is the set of keys stored in the cuckoo table with stash size s and let y ∈ U \ S be the key that is to be inserted. Let the random variable L denote the number of rounds needed for this insertion. First, assume that y triggers no rehash, ignoring the contribution of such an event to the total insertion time. To calculate the probability that at least t rounds are needed to store y, we again use Fact 4. As in the proof of Theorem 3, Part (ii), there must exist a simple path u 0 , . . . , u t/3 in G (S, h 1 , h 2 ) . Furthermore, u 0 either corresponds to the vertex h 1 (y) on the left side or h 2 (y) on the right side of the bipartition. Formally, we let the graph property P consist of all graphs from G m that form a simple path (disregarding isolated vertices). Let S = S ∪ {y}. We can write the expectation of L as
For the first summand of (6), we have that E(L | B P S ) = O(n) and Pr(B P S ) = O(n/ ck ). The latter bound follows by a similar argument as the one given in the proof of Corollary 1, since P ⊆ LCY (1) . The parameter choices for the values , c, k stated in Theorem 3 make sure that this summand is O (1) . To bound the second summand of (6) 
Here Now we consider the impact of a rehash event. First, we let R succ be the expected insertion time under the condition that no insertion takes more than M rounds. From the calculations above we know that R succ = O(n). Now assume that the insertion of a key triggers a rehash event. The insertion stops after M rounds and the rehash operation is invoked; new hash functions are chosen and the data structure is built anew. All key insertions prior to the last insertion were successful and ran in expected constant time. The insertion that caused the rehash operation took M rounds. Thus, the expected time in this case is
For the total expected time R of a rehash event we can write down the following recurrence: Fig. 2 The two shapes of excess-1 core graphs Solving for R we get:
We conclude that the contribution of a rehash event to the expected insertion time of
In conclusion, using hash class Z preserves the performance of the insertion procedure in cuckoo hashing with a stash.
Cuckoo Hashing with a Stash with κ-Wise Independent Hash Functions
We can extend Theorem 3 to the case that we use hash functions from a κ-wise independent family of hash functions instead of hash functions from Z. In fact, using a Θ((s + 1) 2 log n)-wise independent class H of hash functions provides the same performance guarantees as Z. The proof of this needs only some small variations to the calculations that have been made in the previous sections. We give a sketch below.
To see that Θ((s + 1) 2 log n)-wise independence suffices to run cuckoo hashing with a stash, note that the proof of Lemma 11 requires random hash values on any subset of S with at most maxloop many keys. Since we have set maxloop = Θ((s + 1) log n) in Theorem 3, a randomly chosen pair of hash functions from H gives the same result. Thus, with probability 1 − O(1/n s+1 ) all simple paths in the cuckoo graph have length O ((s + 1) log n) . From now on, assume that this is the case.
The following lemma is central to showing how the size of excess-(s + 1) core graphs can be bounded from above in the absence of long simple paths.
Lemma 12
Let G be an excess-(s + 1) core graph. Then the edges of G can be covered by s + 1 simple paths and at most 2(s + 1) additional edges.
Proof It is clear by the definition that the excess of G is the sum of the excess values of its connected components. Hence it is sufficient to prove the lemma for the connected components of G separately, and we may assume that G is connected. We prove the lemma by induction on the excess s of G. For the base case s = 0 we remark that there are only two shapes excess-1 core graphs can take, as depicted in Fig. 2 . Each of these graphs can be covered by a simple path and two additional edges.
For the induction step, let G be a connected excess-(s +1) core graph. Let G = G. Let e * = (u, v) be an arbitrary cycle edge with the property that the degree of u is at least 3. (Such an edge must exist, because otherwise the graph is a simple cycle and hence not an excess-(s + 1) core graph.) Remove e * from G . This decreases the cyclomatic number of G by 1 (see Lemma 13) and does not change the number of cyclic connected components. By Lemma 3 this entails that G has excess s. Furthermore, G has at most one leaf edge that is-if present-incident to v. Initialize E * as the empty set. Iteratively remove leaf edges from G and add them to E * as long as this is possible. After this process stops, E * is a simple path in G, and G is an excess-s core graph. By the induction hypothesis, this graph can be covered by s simple paths and at most 2s additional edges. The graph with edge set E * ∪ {e * } can be covered with a simple path and at most one additional edge. Thus, G can be covered with s + 1 simple paths and at most 2(s + 1) additional edges, which completes the induction step.
Using the assumption that all simple paths have length O((s + 1) log n), this lemma immediately implies that an excess-(s + 1) core graph has O((s + 1) 2 log n) many edges.
Finally, the probability that an excess-(s + 1) core graph with O((s + 1) 2 log n) edges exists in the cuckoo graph can be bounded by a similar calculation as the one shown in the proof of Lemma 7, but we have to consider key sets of size at most O((s + 1) 2 log n). Since our hash functions are chosen from a Θ((s + 1) 2 log n)-wise independent hash family, they act fully randomly on all these key sets. Thus, the same calculation as in Lemma 7 shows that the probability that such a core graph exists is at most O(1/n s+1 ). This shows that using a Θ((s + 1) 2 log n)-wise independent hash class in cuckoo hashing with a stash of size s preserves the favorable failure probability of O(1/n s+1 ). As mentioned in Sect. 4.5, Siegel's class of hash functions [19] provides the necessary degree of independence with constant evaluation time.
Deletions in Cuckoo Hashing with a Stash
In this section, we consider deletions in cuckoo hashing with a stash of constant size. We review two methods proposed by Kirsch et al. [13] and Arbitman [1] , respectively. For each method we determine whether it works with our class of hash functions. Whenever we refer to the maxloop value, we mean the value used in Theorem 3.
Deletions are simple in standard cuckoo hashing: To remove a key x, we have to check whether x resides in
and remove it from the specific cell, if present. With a stash, we have to check the stash for the key if it is not stored in either T 1 or T 2 . Additionally, if a key is removed from a table cell it might be possible that a key x from the stash can be reinserted into the two tables. If this is the case, we say that x unnecessarily resides in the stash. The naïve approach to avoid such a situation is to reinsert all stash keys upon each deletion. However, this yields non-constant worst-case time for deletions.
Never reinserting any stash keys leads to the following three negative properties:
(i) The stash might overflow although the keys can be stored in the data structure with the current hash functions. (ii) The lookup of keys unnecessarily residing in the stash takes longer. (iii) An unsuccessful lookup operation unnecessarily has to check stash keys.
In light of (i), one should try to reinsert all stash keys at least prior to a rehash operation. Unfortunately, this does not avoid the properties (ii) and (iii). The methods of [1, 13] distribute the work needed for the reinsertion of all stash keys to operations immediately following a delete operation. In this way, deletions preserve their worstcase constant time, while stash keys are reinserted over time. Now we review each method in detail:
1. Kirsch et al. [13] propose reinserting all stash keys at the beginning of the first insert operation following a delete operation. Each such insertion takes time maxloop = O(log n) in the worst-case. However, by Theorem 1 we know that the stash is empty with probability 1 − O(1/n). Thus, the contribution of the time needed to reinsert all stash keys to the expected insertion time is O((log n)/n) = o(1) using our class of hash functions. 2. In his Master's Thesis, Arbitman [1] suggests distributing the work of reinserting all stash keys to several operations following a delete operation in slices of constant cost. This is done by splitting up a single reinsertion into a logarithmic number of operations and conducting constant work in each such operation. We slightly modify the approach in [1] to avoid implementing a cycle detection mechanism. The stash is implemented as a double-ended queue. Additionally, we have a counter cnt, initialized as 0. New elements are always added to the tail of the queue. The idea is as follows: After each log n operations on the data structure, we take the first element from the stash and try to insert it into the hash table for L steps, where L is some arbitrary constant. If the key is successfully inserted, cnt is reset to 0 and we are done. Otherwise, let y be the nestless key after L rounds of the insertion algorithm. If cnt + L > maxloop then y is inserted at the tail of the stash and cnt is reset to 0. Otherwise, y is put at the head of the stash and cnt is incremented by L. In addition, we store in a bit table the table y got evicted from. The subsequent reinsertion of y will then begin at the other table.
Obviously, the approach of Arbitman adds only a constant overhead to some operations. However, it is not clear that all keys unnecessarily residing in the stash are moved back to the hash table in this way. We will only sketch the proof that this is indeed true with high probability. In fact, if a key x is unnecessarily in the stash then with high probability after at most O(log 2 n) operations this key is successfully reinserted into the hash table. We ignore the influence of operations that occur between these O(log 2 n) operations. The details of the proof can be found in the work of Arbitman [1] .
A fixed element of the stash is the first element in the stash queue after at most O(log 2 n) operations. Assume that the head of the stash together with the keys stored in the two hash tables forms a connected component with more than one cycle in the cuckoo graph. Then this is a key that belongs to the stash and there is nothing to show, because the insertion fails. Now assume that the first element is a key x that could be stored in the hash table. If the insertion succeeds then again there is nothing to show. So, let y be the key that is moved to the back of the stash after maxloop/L insertion trials (indicating that the insertion of x was not successful). As in the previous section, the cuckoo graph contains a simple path of length at least maxloop/3 in this case. However, we have shown in the previous section that the probability of such a long path to exist is at most O(1/n s+1 ), using our class of hash functions and setting maxloop = Θ ((s + 1) log n) . Thus, the probability that a key is not reinserted into the hash tables-although it would be possible-is at most O(1/n s+1 ). A union bound over the constant number of keys residing in the stash shows that there exists no such key in the stash with probability O (1/n s+1 ) .
In conclusion, we support deletions in cuckoo hashing with a stash in worst-case constant time. Our hash class supports two variants of dealing with keys unnecessarily residing in the stash, and guarantees in both cases the same performance as in the case where fully random hash functions are used.
Experimental Evaluation
In view of the main results of this paper, a hash function from Z In the following, we report results from experiments for creating a cuckoo hashing data structure that contains n unsigned 32-bit integers. We fix = √ n. Following Kirsch et al. [12] , we aim at a failure probability of O(1/n 4 ) and consequently use a stash size of 3. The parameters c and k must then satisfy c ≥ 10/k. We evaluate the following three constructions:
1. Low Space Usage, Few Hash Functions. We set c = 1 and k = 10. Thus, a hash function pair from this hash class contains three hash functions f 1 , f 2 , g 1 from a 20-wise independent hash class and two tables of size √ n filled with random values. To implement a 20-wise independent hash class, we used polynomials of degree 19 over some prime field. More specifically, we fixed the prime to be the Mersenne prime p = 2 48 − 1 and applied the so-called CW-Trick of Carter and Wegman [2] . This approach is described in more detail in [21] . 2. Tabulation-based Hash Functions. We used the 5-wise independent tabulation class of Thorup and Zhang [21] . Due to the construction of our hash class, We set out to be the smallest integer such that 2 out ≥ √ n and used 2 out as the size of the random tables. In this case, we can set k = 1 and get c = 10. A hash functions from this class has two hash functions f 1 , f 2 from a 2-wise independent hash class, ten hash functions g 1 , . . . , g 10 from a 2-universal class and twenty tables filled with random values.
In the following, we call these constructions construction 1, construction 2, and construction 3, respectively.
We observe that apart from the description lengths of these constructions, the difference in evaluation time is not clear. While constructions 2 and 3 use faster hash functions as building blocks than construction 1, they need more evaluations of such functions to calculate a single hash value.
Our experiments were carried out on a 6-core Intel Xeon E5645 at 2.4 GHz with 48 GB Ram running Ubuntu 12.04 with kernel version 3.2.0. The implementation was written in C++. For generating random numbers and measuring time, we used the boost library. 5 The source code was compiled with gcc using the -O2 optimization flag. 6 We considered the following scenario for building a cuckoo hashing data structure: For ε = 0.05 and a random key sequence of unsigned 32-bit integers of length n ∈ {5000, 10000, 50000, 100000, 500000, 1000000}, we set up three hash function pairs from Z at random according to the parameter choices from above. The tables of the cuckoo hashing data structure have m = (1 + ε)n cells each. We inserted all keys from the sequence of keys. For each choice of parameters, we repeated this experiment 10000 times. Table 1 shows the construction time for fixed ε = 0.05 and different values of n. As we can see, the third construction (using 2-universal hash functions) presents the fastest way to construct a cuckoo hashing data structure using our class of hash functions, although it uses the most evaluations of f and g functions. It is by a factor of 1.68 faster than construction 2 which, in turn, is by a factor of 1.13 faster than construction 1. In general, the construction times using our fastest construction are about 2.5 times slower than if we used tabulation hashing of Thorup and Zhang for h 1 and h 2 directly, without having guaranteed bounds on the rehash probability.
All three hash function constructions showed the same behavior with respect to the average resp. maximum number of rounds during an insertion for fixed n and ε.
For ε = 0.025, rehash events occurred for the parameter choices n ∈ {5000, 10000, 50000}. For larger values of n and ε, no rehash events occurred. Table 2 shows an Table 1 Measured time in milliseconds to construct a cuckoo hashing data structure with n keys and table size m = 1.05 · n. The table shows results for the first, second, and third construction, resp. Additionally, we ran the experiments using hash functions from Thorup and Zhang's tabulation class [21] . Table 2 Stash sizes s for n = 50000 and ε = 0.025 and 10000 runs. Construction 1 triggered one rehash event over 10000 insertions, constructions 2 and 3 both required four rehash operations. In all cases, the keys could be accommodated in the cuckoo hashing data structure after the rehash. For completeness, we ran the experiments using fully random hash functions. example for ε = 0.025 and n = 50000. The number of rehashes does not change significantly when we use a complete insertion procedure in contrast to the standard insertion procedure with maxloop = Θ((s + 1) log n).
Concluding Remarks
We presented a family of efficient hash functions and showed that it exhibits sufficiently strong randomness properties to run cuckoo hashing with a stash, preserving the favorable performance guarantees of this hashing scheme. It remains open whether generalized cuckoo hashing [8, 10] can be run with efficient hash families.
A.1 The Excess of a Graph
For G a graph, ζ(G) denotes the number of connected components of G. The cyclomatic number γ (G), technically defined as "the dimension of the cycle space of G", can be characterized by the following basic formula [4] :
for n the number of nodes and m the number of edges of G. Note that acyclic graphs are characterized by the equation n = m + ζ(G) and hence by the equation γ (G) = 0.
The following lemma gives two helpful ways of viewing γ (G). Proof (a) We have, using (7) twice:
We observe:
-If e is a cycle edge in G, then ζ(G ) = ζ(G), and hence γ (G ) = γ (G) − 1.
-If e is not a cycle edge, then ζ(G ) = ζ(G) + 1, and hence γ (G ) = γ (G).
(b) By what we just observed, to reduce the cyclomatic number from γ (G) to 0 the number of rounds in which an edge is removed that is on a cycle must be γ (G). (c) By (b), if we start with G and iterate removing cycle edges, we obtain an acyclic graph, and the number of steps is γ (G). If we remove fewer than γ (G) edges (in any order), by (b) the resulting graph cannot be acyclic.
We have defined the excess ex(G) of a graph G as the minimum number of edges one has to remove from G so that the remaining subgraph has only acyclic and unicyclic components. In [15] the characterization of this quantity given next was used as a definition; the same idea was used in [13] (without giving it a name).
For G a graph, let ζ cyc (G) denote the number of cyclic components of G.
Lemma 14 In all graphs G the equation ex(G) = γ (G) − ζ cyc (G) is satisfied.
Proof Assume G has n nodes and m edges.
"≤": Starting with G, we iteratively remove cycle edges until each cyclic component has only one cycle left. The number of edges removed is at least ex(G). Call the resulting graph G . Removing one cycle edge from each of the ζ cyc (G) cyclic components of G will yield an acyclic graph. Lemma 13(b) tells us that together exactly γ (G) edges have been removed; hence γ (G) ≥ ex(G) + ζ cyc (G).
"≥": Choose a set E + of ex(G) edges in G such that removing these edges leaves a graph G with only acyclic and unicyclic components. Now imagine that the edges in E + are removed one by one in an arbitrary order. Let β denote the number of edges in E + that are on a cycle when removed; the other ex(G) − β many were non-cycle edges when removed. Removing one cycle edge from each cyclic component of G will leave an acyclic graph. Counting the number of cycle edges we removed altogether, and applying Lemma 13(b) again, we see that γ (G) = β + ζ cyc (G ). Since removing a non-cycle edge from a graph can increase the number of cyclic components by at most 1, we have that ζ cyc (G ) ≤ ζ cyc (G) + (ex(G) − β). Combining the inequalities yields γ (G) ≤ ζ cyc (G) + ex(G).
A.2 The Excess of the Cuckoo Graph and the Stash Size
The purpose of this section is to prove Lemma 5, which we recall here. We assume that h 1 and h 2 are given, and write G(S) for G(S, h 1 , h 2 ), for S ⊆ U .
Lemma 5 [13] The keys from S can be stored in the two tables and a stash of size s using h 1 , h 2 if and only if ex(G(S)) ≤ s.
Proof "⇒": Assume T is a subset of S of size at most s such that all keys from S = S − T can be stored in the two tables. Then all components of G(S ) must be acyclic or unicyclic. (Assume C is a component with γ (C) > 1. Then by (7) the number of edges (keys) in C would be strictly larger than the number of nodes (table  positions) , which is impossible.) Since G(S ) is obtained from G(S) by removing the edges (h 1 (x), h 2 (x)), x ∈ T , we get ex(G(S)) ≤ s.
"⇐": Assume ex(G(S)) ≤ s. Choose a subset T of S of size ex(G(S)) such that G(S − T ) has only acyclic and unicyclic components. From what is known about the behavior of standard cuckoo hashing, we can store S = S − T in the two tables using h 1 and h 2 (e.g., see [3, Sect. 4] ). (This can also be proved directly. If one of the nodes touched by an edge (h 1 (x), h 2 (x)), x ∈ S , has degree 1, we place x in the corresponding cell. Iterating this, we can place all keys excepting those that belong to cycle edges. Since G(S ) has only acyclic and unicyclic components, the cycle edges form isolated simple cycles, and clearly the keys that belong to such a cycle can be placed in the corresponding cells.) By assumption, the keys from T fit into the stash.
