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Kapitel 1
Einleitung
Trifft eine Welle auf eine endlich dicke Platte, die durch zwei parallel zueinander liegende
ebene Fl¤achen begrenzt ist, dann wird ein Teil der eingestrahlten Leistung reektiert, ein Teil
in der Platte absorbiert und die Differenz beider Teile transmittiert. Reexion, Absorption
und Transmission sind frequenzabh¤angig, d.h., die Platte wirkt frequenzselektiv. Offensicht-
lich kann man die Frequenzselektivit¤at durch die Dicke der Platte und durch die Material-
verteilung in der Platte beeinussen, was f¤ur zahlreiche technische Anwendungen unter dem
Schlagwort

ebene frequenzselektive Fl¤ache oder - engl. -

plane frequency selective sur-
face (plane FSS) ausgenutzt wird. Im Sprachgebrauch wird meist die Charakterisierung als

eben (plane) weggelassen.
Die h¤augsten Anwendungen von FSS sind solche in Verbindung mit Reektorantennen,
wo sie vor allem als Subreektoren großer Reektorantennensysteme (Cassegrain-Systeme)
eingesetzt werden. Dadurch ist es m¤oglich, eine Reektorantenne mit zwei Prim¤arerregern
zu betreiben. Der erste Subreektor, der mit einem Signal der Frequenz
4
 betrieben wird,
wird im Fokus des Hauptreektors positioniert und strahlt durch den f¤ur
4
 transparenten
Subreektor. Der zweite Prim¤arerreger f¤ur das Signal der Frequenz
4
 ist im Zentrum des
Hauptreektors positioniert und leuchtet den f¤ur
4
 reektierenden Subreektor aus. Es ist
offensichtlich, dass die meist nur leichte Kr¤ummung des Subreektors keine wesentliche
¤Anderung der frequenzselektiven Eigenschaften gegen¤uber denen einer entsprechenden ebe-
nen Fl¤ache zur Folge hat. In [1] wird eine Reektorantenne f¤ur i - und  -Band-Betrieb
beschrieben. H¤ohere Anforderungen ergeben sich, wenn mehrere Frequenzb¤ander transmit-
tiert und reektiert werden m¤ussen. So wird in [2, 3] eine Reektorantenne vorgestellt, bei
der der Subreektor f¤ur das T % - und
i
-Band transparent und f¤ur das  - und T Q -Band re-
1
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ektierend ist. In [4] wird eine FSS betrachtet, die f¤ur das ] - und i -Band transparent und f¤ur
das T % und T Q -Band reektierend ist. Viele weitere Literaturstellen zu anderen ¤ahnlichen
Anwendungsbeispielen nden sich in [5, 6, 7].
Eine weitere Anwendung von FSS ist ihr Einsatz als

reect array, die als ebene Fl¤ache
anstelle eines parabolischen Hauptreektors durch einen Prim¤arstrahler angestrahlt wird und
durch eine phasenkorrigierende Reexion eine ebene Wellenfront erzeugt [8, 9]. Diese Pha-
senkorrektur wird durch eine entsprechende Auslegung der Elemente des Arrays bewirkt,
so dass die Phase des auf einem Element erzeugten Ober¤achenstroms gegen¤uber der des
anregenden Feldes eingestellt werden kann.
Ihre besondere heutige Bedeutung haben FSS f¤ur den Einsatz in Radioteleskopen vom mm-
und Submm-Wellenbereich bis in den Infrarotbereich hinein. So muss bei Radioteleskopen,
die von Satelliten aus die Zusammensetzung der Erdatmosph¤are messen, der vom Haupt-
reektor kommende Strahl in die Frequenzbereiche, die den einzelnen zu detektierenden
Anteilen der Atmosph¤are zugeordnet werden k¤onnen, aufgeteilt werden [10, 11, 12, 13]. Da-
zu werden entsprechende FSS in den Strahlengang eingef¤ugt. Bei astronomischen Betrach-
tungen ist das Ziel, die aus dem Weltraum kommende Strahlung f¤ur einzelne

Frequenz-
fenster zu messen. Um die extrem empndlichen Empf¤anger zu sch¤utzen, m¤ussen wieder
entsprechende Filter in den Strahlengang eingef¤ugt werden. Bei mm- und Submm-Wellen-
Oszillatoren, die auf der Basis von Frequenzvervielfachung arbeiten, m¤ussen unerw¤unschte
h¤ohere Harmonische unterdr¤uckt werden, was durch den Einsatz von FSS erfolgen kann
[14, 15].
FSS werden jedoch auch als frequenzselektive Absorber eingesetzt. Breitbandige absorbie-
rende Fl¤achen erh¤alt man durch das Einf¤ugen von Widerstandsschichten zwischen dielek-
trischen Tr¤agerschichten [16, 17, 18], wobei man im Wesentlichen dasselbe Prinzip wie
bei der Herstellung von breitbandigen Abschl¤ussen, z.B. von Hohlleitungen, anwendet. Mit
der Einrichtung von WLAN-Netzen besteht die Notwendigkeit, gesch¤utzte Raumbereiche
zu schaffen, was durch entsprechende FSS in Tapetenform machbar ist [19, 20]. ¤Ahnliche
Anwendungen ergeben sich f¤ur spezielle Sicherheitsbereiche.
Viele Anwendungen von FSS werden unter dem Stichwort

Photonic Band Gap Structures
(PBGS) ver¤offentlicht. Eine klare Abgrenzung der in der vorliegenden Arbeit durchgef¤uhrten
Untersuchungen zu FSS zu denen an PBGS ist hinsichtlich des Aufbaus der Strukturen und
insbesondere hinsichtlich ihrer mathematischen Behandlung offensichtlich kaum m¤oglich.
Um jedoch die Klasse der hier zu diskutierenden Strukturen nicht zu groß werden zu lassen,
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werden die unter PBGS in der Literatur aufgef¤uhrten Arbeiten hier nicht betrachtet.
Bei vielen Anwendungen sind geringes Gewicht der FSS und/oder ihre groß¤achige preis-
werte Herstellung von Bedeutung. In diesem Fall werden bevorzugt einlagige FSS ent-
wickelt, bei denen z.B. eine d¤unne Folie mit einer Metallisierung versehen wird. Durch das
Muster der Metallisierung wird versucht, die geforderten frequenzspezischen Eigenschaf-
ten zu realisieren. Meist werden zweidimensional aufgebaute Muster verwendet, wobei eine
große Vielzahl von Geometrien, wie einfache Quadrate und Rechtecke [21, 22, 23, 24, 25],
Kreise [26, 27, 28], Kreuze [29, 30, 31, 32] sowie vielfache Variationen von solchen
Grundmustern [33, 34, 35, 36, 37] untersucht wurden. Um FSS mit speziellen Anforde-
rungen an den Frequenzgang realisieren zu k¤onnen, werden mehrlagige FSS-Strukturen
eingesetzt, wodurch die Anzahl der verf¤ugbaren Designparameter deutlich vergr¤oßert wird
[26, 38, 39, 40, 41].
Am Lehrstuhl f¤ur Theoretische Elektrotechnik der Bergischen Universit¤at Wuppertal wird
seit langem am Verfahren zur Analyse von FSS gearbeitet. Ausgangspunkt waren Ar-
beiten zur Entwicklung von mathematischen Verfahren auf der Basis einer Fourier-
Besselentwicklung der Feldgr¤oßen zur Analyse sehr allgemein aufgebauter ebener, geschich-
teter Strukturen mit eingelagerten aktiven oder passiven Strahlungselementen [42]. Es folg-
ten spezielle Arbeiten, insbesondere zur Efzienzsteigerung des mathematischen Verfahrens
f¤ur die Analyse vielfach geschichteter planarer Strukturen mit periodisch strukturierten pla-
naren Metallisierungen weitgehend beliebiger Geometrie [43, 44, 45, 46, 47, 48]. Aus die-
sen Arbeiten ergab sich eine Zusammenarbeit des Lehrstuhls f¤ur Theoretische Elektrotech-
nik mit der Bolometer Development Group am Max-Planck-Institut f¤ur Radioastronomie in
Bonn (im Folgenden abgek¤urzt mit MPIfR bezeichnet), da diese Gruppe an der Entwicklung
hoch empndlicher Empf¤anger f¤ur den mm- und Submm-Wellenbereich arbeitet und des-
halb an Verfahren zur Analyse und m¤oglichst auch Synthese von komplex aufgebauten FSS
f¤ur den Einsatz als Filter vor dem Empf¤anger und als Absorber in Bolometersystemen sehr
interessiert ist. Die vorliegende Arbeit ist im Rahmen dieser Zusammenarbeit entstanden.
Die Anforderungen an die ben¤otigten FSS kommen im Wesentlichen aus den System¤uber-
legungen zum Aufbau der Radioteleskope. Diese Anforderungen werden in gemeinsamen
Diskussionen speziziert. An der Bergischen Universit¤at erfolgt dann eine Analyse der ent-
sprechenden Strukturen und, wenn m¤oglich, auch eine Synthese. Anhand der so ermittelten
Designparameter werden dann die FSS-Strukturen hergestellt und vom MPIfR vermessen.
Im Kapitel 2 der vorliegenden Arbeit wird zun¤achst die Geometrie der behandelten Struk-
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turen beschrieben. Anschließend werden die eingesetzten mathematischen Verfahren - die
Spektralbereichsanalyse (SBA), die Finite Integrationstechnik (FIT) und die Partikel Swarm
Optimization (PSO) - vorgestellt.
Das Kapitel 3 befasst sich mit den Arbeiten zur Dimensionierung von Filtern f¤ur den mm-
und Submm-Wellenbereich. Ausgangspunkt ist die Beschreibung der FSS-Strukturen durch
Ersatzschaltbilder und der Einsatz bekannter Filtersyntheseverfahren. Anschließend werden
drei- und vierlagige Filter f¤ur das 870 } m-Fenster zuerst durch Parametervariation, dann,
weil die Ergebnisse nicht befriedigend sind, durch Anwendung der PSO optimiert.
Im Kapitel 4 werden Absorberschichten f¤ur Bolometersysteme untersucht. Zun¤achst wer-
den herk¤ommliche, kontinuierlich belegte Absorberschichten mit Hilfe der FIT analysiert
und durch Parametervariation optimiert. Anschließend werden die Absorberschichten auf
der Basis von Kreuzdipolstrukturen - wieder mit der FIT - analysiert und dann hinsichtlich
unterschiedlicher Fitness-Funktionen optimiert.
Die Arbeit schließt mit einer Zusammenfassung.
Kapitel 2
Theoretische Grundlagen
2.1 Aufbau von FSS (Frequency Selective Surface)-
Strukturen
Abbildung 2.1: Modell einer FSS-Struktur, bestehend aus ^ ebenen dielektrischen Schichten
und ] eingebetteten Metallisierungsebenen
Die in dieser Arbeit behandelten FSS-Strukturen bestehen aus einer oder mehreren ebenen
dielektrischen Schichten, auf die jeweils strukturierte Metallisierungen endlicher Dicke auf-
gebracht sind (siehe Abbildung 2.1), und meist noch einer zus¤atzlichen Schicht oberhalb
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der ersten Metallisierung. Die Metallisierungen sind meist periodisch aufgebaut, wobei man
zwischen Apertur- und

Patch-Strukturen unterscheidet (Abbildung 2.2).
Die vollst¤andigen Geometrien der Metallisierungen erh¤alt man dadurch, dass eine
Elementar- oder Urzelle periodisch zweidimensional fortgesetzt wird. In Abbildung 2.3 ist
der periodische Aufbau der Metallisierungen in einer Ebene  mit Hilfe von zwei Verschie-
bungsvektoren

g

 und

g

 dargestellt. Im Allgemeinen k¤onnen sowohl die Geometrien der
Elementarzellen als auch die Periodizit¤aten (festgelegt durch g   und g   ) in den jeweiligen
Metallisierungsebenen unterschiedlich sein [47]. Wenn, was bei vielen technischen Anwen-
dungen von FSS gegeben ist, die lateralen Abmessungen der Struktur groß gegen¤uber der
Wellenl¤ange und gegen¤uber den Abmessungen der Urzelle sind, erfolgt die Analyse ihrer
elektromagnetischen Eigenschaften meist unter der Annahme, dass die Struktur unendlich
ausgedehnt ist (d.h. die Urzelle wird zweidimensional unendlich oft verschoben). Die dielek-
trischen Schichten, die als Tr¤ager f¤ur die Metallisierungen dienen, sollen bei allen in dieser
Arbeit untersuchten Anwendungen m¤oglichst verlustarm sein. F¤ur FSS, die als Tief- oder
Bandp¤asse oder auch als Bandsperren eingesetzt werden (siehe Kapitel 3), soll die Durch-
gangsd¤ampfung im jeweiligen Durchlassbereich m¤oglichst gering sein, d.h., auch die Metal-
lisierungen m¤ussen m¤oglichst geringe Verluste aufweisen. In entsprechenden Untersuchun-
gen wird oft von idealer Leitf¤ahigkeit der Metallisierungen ausgegangen. Bei absorbieren-
den FSS (siehe Kapitel 4) soll dagegen die eingebrachte Leistung in den Metallisierungen
in W¤arme umgewandelt werden. Die Leitf¤ahigkeit der metallischen Schichten muss folglich
endlich groß sein.
Abbildung 2.2: Aufbau einer (a)

Patch- und (b) Apertur-Struktur
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Abbildung 2.3: Zweidimensional periodische Fortsetzung der Urzelle einer Metallisierungs-
ebene
Die Anregung technisch eingesetzter FSS erfolgt je nach Einsatzgebiet mit sehr unterschied-
lichen Antennen. Falls sich die FSS im Fernfeld der Antenne bendet, kann oft mit guter
N¤aherung von einer Anregung durch homogene ebene Wellen (HEW) ausgegangen werden.
2.2 Verfahren zur Analyse des Verhaltens von FSS im elek-
tromagnetischen Feld
2.2.1 Vorbemerkungen
Die Frage, welche Kenngr¤oßen zur Charakterisierung des Verhaltens einer FSS deniert
und bestimmt werden m¤ussen, muss im Hinblick auf den beabsichtigten Einsatzbereich
diskutiert werden. F¤ur den Einsatz als Filter in einem hochempndlichen Empf¤anger des
mm- oder Submm-Wellenbereichs werden typischerweise Vorgaben f¤ur die Transmission im
Durchlass- und Sperrbereich gemacht. Wenn die FSS in einem Bolometer eingesetzt wer-
den soll, wird dagegen vor allem nach der Absorption im interessierenden Frequenzbereich
gefragt. In beiden F¤allen erh¤alt man die vollst¤andige Information, wenn man die jeweilige
technische Anordnung als Randwertproblem der Elektrodynamik formuliert und dieses l¤ost.
Dadurch erh¤alt man zun¤achst die Stromdichten und Felder in allen Bereichen des L¤osungs-
gebiets, aus denen die gew¤unschten Kenngr¤oßen meist einfach bestimmt werden k¤onnen.
Es ist offensichtlich, dass die Umsetzung der jeweiligen realen technischen Anordnungen
meist auf ein sehr komplexes Randwertproblem f¤uhrt. Diese lassen sich heute mit dem Ein-
satz sehr leistungsf¤ahiger numerischer Verfahren oft mit hoher Genauigkeit l¤osen (z.B. durch
den Einsatz des Parallelrechners ALiCEnext an der Bergischen Universit¤at). Der daf¤ur be-
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reitzustellende Aufwand ist jedoch bereits f¤ur eine einmalige Analyse einer Struktur so groß,
dass er f¤ur die vielen im Rahmen der technischen Entwicklung einer Vorrichtung ben¤otig-
ten Rechnungen nicht aufgebracht werden kann. Um numerische Verfahren efzient ein-
setzen zu k¤onnen, m¤ussen deshalb zun¤achst deutliche Vereinfachungen der der Rechnung
zu Grunde liegenden Modelle vorgenommen werden. Im Abschnitt 2.2.3 werden kurz eini-
ge geeignete numerische Verfahren skizziert und die notwendigen Modellvereinfachungen
diskutiert. Da die auch bei einem solchen Vorgehen ben¤otigten Rechnerressourcen immer
noch so groß sind, dass numerische Berechnungen nur sehr eingeschr¤ankt zur Grundlage
von Optimierungsprozeduren gemacht werden k¤onnen, wird zur Dimensionierung von FSS
nach weiteren Modellvereinfachungen meist die Spektralbereichsanalyse verwendet. Dieses
feldtheoretisch recht komplexe Verfahren ist extrem leistungsf¤ahig; die notwendigen Mo-
dellvereinfachungen und die theoretischen Grundlagen des Verfahrens werden im Abschnitt
2.2.2 dargestellt.
In den 50er Jahren des letzten Jahrhunderts wurden FSS f¤ur den Einsatz als Filter ausschließ-
lich mit Hilfe einfacher Ersatzschaltbilder auf der Basis von konzentrierten Bauelementen
und Leitungsst¤ucken entworfen. Da es sich hierbei nicht um die feldtheoretische L¤osung
eines Randwertproblems handelt, wird diese Vorgehensweise im Rahmen des Entwurfspro-
gramms f¤ur Filter im Abschnitt 3.2 behandelt.
2.2.2 Spektralbereichsanalyse (SBA)
2.2.2.1 Modell einer zweidimensional periodisch aufgebauten, unendlichen FSS
Ein sehr effektives L¤osungsverfahren zur Berechnung eines FSS-Filters basiert auf der Spek-
tralbereichsanalyse (SBA), bei der das feldtheoretische Problem mit Hilfe der Green’schen
Funktion formuliert wird, da diese f¤ur lateral unendlich ausgedehnte geschichtete Strukturen
im Spektralbereich exakt angebbar ist. Die gesamte Struktur muss deshalb ebenfalls als late-
ral unendlich ausgedehnt angenommen werden (Abbildung 2.4). Die dielektrischen Tr¤ager-
schichten k¤onnen verlustlos oder beliebig verlustbehaftet sein. Prinzipiell lassen sich Metal-
lisierungen endlicher Dicke durch Stapel beliebig d¤unner Metallisierungen mit sehr kleinem
Abstand realisieren. Der f¤ur eine solche Modellierung zu leistende Aufwand ist allerdings
so groß (so treten z.B. wegen des sehr geringen Abstands der Metallisierungen numerische
Probleme auf), dass alle bisher ver¤offentlichten Arbeiten und auch die vorliegende bei An-
wendung der SBA von nur einer beliebig d¤unnen Metallisierungsschicht zur Beschreibung
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einer Metallisierung ausgeht. Diese wird bei

Patch-Strukturen entweder als ideal leitend
oder als mit einer Fl¤achenimpedanz zur Beschreibung von Verlusten behaftet angenommen.
Bei Apertur-Strukturen muss die Metallisierung als ideal leitend angenommen werden; me-
tallische Verluste von Apertur-Strukturen sind deshalb nicht modellierbar. Die Anregung
erfolgt mit einer homogenen ebenen Welle (HEW), die unter einem beliebigen Winkel auf
die Filterstruktur einf¤allt.
Abbildung 2.4: (a) Modell der Schichtstruktur und (b) Metallisierungen in einer Ebene
F¤ur die Anwendung der SBA muss die Periodizit¤at in jeder Ebene identisch sein. Die Lage
einer beliebigen Zelle wird deshalb durch

g
v
zY

g/\

g (2.1)
angegeben, wobei Y und \ ganze Zahlen sind. Damit ist die Y\ -te Zelle gegen¤uber der Be-
zugszelle um

=
v
zYg/",\/gŁ, (2.2)
und
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
r
v
zYg/".\/gŁ. (2.3)
verschoben (siehe Abbildung 2.4).
2.2.2.2 Modellierung der elektrischen Fla¨chenstro¨me
Im Hinblick auf die Formulierung einer Integralgleichung zur Bestimmung der Fl¤achen-
stromverteilung (siehe Abschnitt 2.2.2.6) wird letztere durch eine Reihe von Basisfunktionen
(Entwicklungsfunktionen) mit unbekannten Amplituden approximiert. Diese Vorgehenswei-
se entspricht der Diskretisierung der Metallisierung in kleine, sich ¤uberlappende Teilgebiete,
auf denen jeweils ein Teilstrom mit vordeniertem Verlauf und bestimmter Richtung, jedoch
unbekannter Amplitude angesetzt wird. Die gesamte elektrische Fl¤achenstromverteilung in
einer Ebene l¤asst sich deshalb als periodische Fortsetzung der Fl¤achenstroms in der Urzelle
mit entsprechender Phasenverschiebung darstellen. Somit gilt im Ortsbereich f¤ur die Ge-
samtstromverteilung
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w
;
ﬂGﬂ
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>§ (2.4)
Dabei sind

S

 die Ober¤achenstromdichte in der Urzelle, W 2 , und W 2 . die = - bzw. r -
Komponenten des Wellenzahlvektors der einfallenden Welle.
Stellt man die Ober¤achenstromdichte in der Urzelle als Summe von `  geeigneten Basis-
funktionen

4
 
mit den Amplituden S   und den Breiten   dar, so ergibt sich
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Ukb?,  ¡Ł¢C£¤kb¥k?.C  ¡Ł¢C¦

w
;
ﬂGﬂ

>§ (2.5)
Damit wird die Bestimmung der gesamten Fl¤achenstromverteilung auf die Berechnung der
Amplituden der Basisfunktionen in den ] Einheitszellen zur¤uckgef¤uhrt.
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2.2.2.3 Modellierung der magnetischen Fla¨chenstro¨me
Wie im Folgenden gezeigt wird, lassen sich Blenden- und Schlitzbereiche innerhalb einer
lateral unendlich ausgedehnten Metallisierung mit Hilfe des Dualit¤atsprinzips in ein ¤aquiva-
lentes Feldproblem ¤uberf¤uhren, bei dem der Diskretisierungsaufwand auf die Blenden- und
Schlitzbereiche beschr¤ankt bleibt. Abbildung 2.5 zeigt eine Metallisierungsebene mit Schlit-
zen bei ﬂ¨z©ﬂ  mit einer zun¤achst endlichen Dicke von ª «ﬂ . Es werden zwei Huygensebenen
bei ﬂz­¬®¯ﬂ eingef¤uhrt mit entsprechenden Huygensquellen

_±°
z²


°´³

1° (2.6)
und

S[°
z


°µ³

N¶°
§ (2.7)
Abbildung 2.5: Ersatz von Schlitzbereichen durch Fl¤achenstr¤ome nach dem Huygens’schen
Prinzip (a) Originalstruktur (b) ¤Aquivalentes Problem
Auf den metallischen Fl¤achen ist

1°
9fQC
z¸·
, deshalb verschwinden dort die

_
°
. In einem
weiteren Schritt werden die Huygensquellen in den Blenden so angesetzt, dass dort die Ste-
tigkeitsbedingung f¤ur das elektrische Feld

1
£
9fQC
z

1

9fQC (2.8)
erf¤ullt wird. Mit
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

£
z



(2.9)
f¤uhrt Gl. (2.8) auf den Ansatz

_
£
z²

_

 (2.10)
durch den die Stetigkeitsbedingung f¤ur die elektrische Feldst¤arke in den Blenden erf¤ullt
ist. Nun ist durch Einf¤uhrung der Blendenebenen der Bereich zwischen ﬂµz¹ﬂ  ­«ﬂ und
ﬂºz»ﬂ

©«ﬂ feldfrei und kann mit einem beliebigen Material ausgef¤ullt werden, ohne die
bestehenden Feldverh¤altnisse außerhalb zu ver¤andern. In diesem Fall ist es zweckm¤aßig, die-
sen Bereich mit ideal leitendem Material auszuf¤ullen, da so infolge des Spiegelungsprinzips
die elektrische Quellen

S
°
vor den ideal leitenden W¤anden wirkungslos werden und zu Null
gesetzt werden k¤onnen [49]. Somit verbleiben nur noch die Quellen

_
° in den isolierten
Bereichen, welche ¤uber die Stetigkeitsbedingung f¤ur die magnetische Feldst¤arke miteinander
verkoppelt sind. Die Dicke 2 «ﬂ dieser Blendenebene wird anschließend wieder als unend-
lich d¤unn angenommen. Analog kann eine aus ] Metallisierungsebenen bestehende Struktur
auf ein Problem mit ] ¶¼ isolierten Bereichen abgebildet werden, wobei die Analyse auf die
Bestimmung der magnetischen Fl¤achenstr¤ome in den Blendengrenzen zur¤uckgef¤uhrt wird.
F¤ur den Gesamt¤achenstrom einer FSS-Struktur mit ] Metallisierungsebenen wird also an-
gesetzt (vgl. Gl. 2.5):
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2.2.2.4 Basisfunktionen fu¨r die elektrischen und magnetischen Fla¨chenstro¨me
Die Auswahl der Basisfunktionen muss im Hinblick auf die zu untersuchenden Strukturen
und das Analyseverfahren erfolgen, da sie einen wesentlichen Einuss auf das Konvergenz-
verhalten, die numerische Stabilit¤at und die Genauigkeit des Verfahrens hat. Aus der Theorie
der Integralgleichungen ergeben sich einige Kriterien f¤ur die Auswahl geeigneter Basisfunk-
tionen. Eine Zusammenstellung dieser Kriterien sowie eine umfassende Diskussion der ent-
sprechenden Literatur sind z.B. in [50] und [51] gegeben. In der vorliegenden Arbeit werden
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asymmetrische, st¤uckweise sinusf¤ormige Basisfunktionen gleichermaßen f¤ur elektrische und
magnetische Fl¤achenstr¤ome verwendet (Abbildung 2.6), die bereits in verschiedenen Arbei-
ten (z.B. [47, 52, 53, 54]) vorgestellt und verwendet worden sind. Mit diesen Basisfunktio-
nen k¤onnen geometrisch komplizierte Schaltungsstrukturen exibel und effektiv beschrieben
werden. Weiterhin f¤uhrt die Asymmetrie dazu, dass die Diskretisierungsgr¤oße der Schaltung
nicht mehr von der kleinsten geometrischen Abmessung der Struktur festgelegt wird.
F¤ur die mathematische Beschreibung dieser Basisfunktionen sowohl im Orts- als auch im
Spektralbereich wird auf [43] und [45] verwiesen.
Abbildung 2.6: Asymmetrische st¤uckweise sinusf¤ormige Basisfunktionen mit Segmentl¤angen
n
Q
 
,
n
J
 
und Segmentbreite  
2.2.2.5 Darstellung der Felder mit Hilfe der Green’schen Funktionen fu¨r geschichtete
Strukturen
Das gegebene Randwertproblem muss im Allgemeinen f¤ur beliebige elektrische bzw. magne-
tische Quellverteilungen gel¤ost werden. Zur Formulierung entsprechender Integralgleichun-
gen hat sich eine Beschreibung des L¤osungsraumes mittels dyadischer Green’scher Funk-
tionen als sehr vorteilhaft erwiesen. Diese Funktionen ergeben sich aus der L¤osung des
Feldproblems bei deltaf¤ormiger Anregung. So lassen sich die Felder, hervorgerufen durch
elektrische Str¤ome

S;

gX> oder magnetische Str¤ome

_¯;

gX>
, aus
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gX>z±¾¾¾
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bzw.
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berechnen. Dabei sind
À
E
F
;

g 

g
Á
> und
À
E
&
;

gÂ

g
Á
> die Green’schen Dyaden f¤ur das elektrische
Feld und f¤ur das magnetische Feld.
Zur expliziten Bestimmung der Dyadenelemente wird das Feld eines Elementardipols als
¤Uberlagerung zweier 5-Komponenten-Felder dargestellt. Als besonders vorteilhaft hat sich
eine Zerlegung der Felder in die transversal magnetischen ( Ã _ ) und die transversal elektri-
schen ( Ã 1 ) Komponenten bez¤uglich der ﬂ -Achse herausgestellt (siehe Anhang A). Die Ste-
tigkeitsbedingungen an Schichtgrenzen oder Randbedingungen an optionalen Reektoren
werden von beiden Teilfeldern durch Einf¤uhrung geeigneter Reexions- und Transmissions-
faktoren einzeln erf¤ullt, was zu einer sehr ¤ubersichtlichen Konstruktion der Dyadenelemente
f¤uhrt. Im Sinne dieser Aufteilung werden die Komponenten des Ã _ -Feldanteils aus 1
¤j
0
und die des Ã 1 -Anteils aus N

F
0 bestimmt. Da die Schichtgrenzen des L¤osungsraumes eben
sind, bietet sich f¤ur den allgemeinen Feldansatz besonders die Entwicklung der Felder nach
ebenen Wellen an (Spektralbereichsdarstellung). F¤ur die Feldkomponenten gilt dann:
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In dieser Darstellung bilden
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.> sowie Ì ;
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Wellenspektren, die Faktoren + °
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x
¦
k¤onnen als ¤Ubertragungsfunktionen des jeweiligen
homogenen Raumes innerhalb einer Schicht, ¬ je nach hinunter- oder hinauaufenden Wel-
lenanteilen, interpretiert werden. Diese Spektren sind ¤uber eine zweidimensionale Fourier-
transformation
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mit den Gr¤oßen im Ortsbereich
4
;
=rﬂ)> verkn¤upft.
Diese Darstellung hat neben dem physikalisch anschaulichen Zugang zu den Formeln den
weiteren Vorteil, dass in dem gem¤aß Gl. (2.16) eingef¤uhrten Spektralbereich geschlossene
Ausdr¤ucke f¤ur die Green’schen Dyadenelemente angegeben werden k¤onnen. Dazu unterwirft
man Gln. (2.12) und (2.13) der zweidimensionalen Fouriertransformation, wodurch man
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erh¤alt. Die explizite Bestimmung aller Dyadenelemente erfolgt dadurch, dass in jeder der
dielektrischen Schichten Ans¤atze entsprechend Gln. (2.14) und (2.15) gemacht werden. Im
Raum unterhalb der Schichtstruktur ( ﬂÕÔ ﬁ !  ) d¤urfen nur in - ﬂ -Richtung laufende Anteile,
im Raum oberhalb ( ﬂ«Ö ﬁ  ) nur in + ﬂ -Richtung laufende Anteile angesetzt werden. Außer-
dem muss unterschieden werden, ob der Aufpunkt ¤uber- oder unterhalb des Quellpunktes
liegt. Durch Erf¤ullen der Stetigkeitsbedingung werden die Amplituden

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W
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	;
W
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W
.>
f¤ur die Ans¤atze in allen Bereichen rekursiv bestimmt. Anschließend wird die L¤osung an
die Quelle angepasst, in dem diese mit Hilfe der Sommerfeld-Identit¤at [55] ebenfalls in ei-
ne spektrale Darstellung gebracht wird. F¤ur eine ausf¤uhrliche Herleitung der Green’schen
Funktionen und eine vollst¤andige Liste aller Dyadenelemente wird auf [43, 45, 44] verwie-
sen.
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2.2.2.6 Aufstellung und Lo¨sung der Integralgleichung fu¨r die elektrischen und ma-
gnetischen Stromverteilungen
Ausgangspunkt f¤ur die Ableitung der Integralgleichung f¤ur das elektrische Feld ist, dass das
einfallende Feld

132
und das von den Str¤omen auf den Metallisierungen erzeugte Streufeld
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erf¤ullen muss.
s
@
 ist die Fl¤achenimpedanz der  -ten Metallisierungsschicht, f¤ur die f¤ur d¤unne Schichten die
folgende Gleichung n¤aherungsweise gilt [56]:
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Hierbei ist { die Leitf¤ahigkeit und Mmj die Dicke der Metallschicht. Die Gr¤oße
w
steht f¤ur die
Eindringtiefe:
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Bei sehr d¤unnen Leitern gilt die N¤aherung
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und damit
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Das Streufeld im Ortsbereich l¤asst sich aus dem Fl¤achenstrom durch
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angeben.
Unterwirft man Gl. (2.24) einer zweidimensionalen Fouriertransformation bez¤uglich der Ko-
ordinaten = und r , so erh¤alt man f¤ur das Streufeld in spektraler Darstellung
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Unterwirft man Gl. (2.5) ebenfalls einer zweidimensionalen Fouriertransformation, dann er-
gibt sich nach einigen Umformungen f¤ur die Fl¤achenstromverteilung im Spektralbereich
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Damit berechnet sich das Streufeld f¤ur die Fl¤achenstromverteilung im Spektralbereich als

1

;
W
,)
W
./ﬂ)>z
ÅKÆ

t

 

d
 

6

À
E
F
;
W
,X
W
./ﬂÑﬂ
Á
z©ﬂ

>
S
 

:
 
;
W
,)
W
.>
 

w
;
ﬂäﬂ

>



v

wÑå
;
W
,ç
W
2
,/>Cg

",p
;
W
.p
W
2
.>Cg

".
ª
Æ
Y¤æ





wÑå
;
W
,ç
W
2
,8>Cg

Ł,p
;
W
.p
W
2
.>Cg

Ł.
ª
Æ
\8æZ§ (2.27)
Transformiert man Gl. (2.27) wieder in den Ortsbereich, so erh¤alt man schließlich
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wobei
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die diskreten Wellenzahlen darstellen.
Gl. (2.28) repr¤asentiert die Spektralbereichsdarstellung des Floquet-Theorems [57]. Dem-
nach l¤asst sich das Streufeld einer periodischen Struktur in ein diskretes Spektrum von ebe-
nen Wellen entwickeln. Die Ausbreitungsrichtungen dieser Wellen (Floquet-Moden) sind
durch die transversalen Wellenzahlen W , ;  ZY[\X> und W . ;  ZY[\X> bestimmt.
Setzt man Gl. (2.28) in die Randbedingung (2.19) ein, so f¤uhrt die Anwendung des Galer-
kin’schen Verfahrens auf das Gleichungssystem
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ist das Kronecker-Symbol, f¤ur das gilt:
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Aufgrund der Periodizit¤at der Struktur gelangt man also zu einem Gleichungssystem, bei
dem die Zweifachintegrale im Spektralbereich durch Doppelsummen ersetzt sind, was auf
große Vorteile hinsichtlich des analytischen und numerischen Aufwands bei der Realisierung
des Verfahrens f¤uhrt.
Ausgangspunkt f¤ur die Herleitung der Integralgleichung f¤ur das magnetische Feld ist das
im Abschnitt 2.2.2.3 entwickelte Modell f¤ur Metallisierungsebenen mit Schlitzstrukturen.
Aufgrund der Entkopplung der Metallisierungsebenen wirkt das anregende Feld nur auf die
oberste Ebene. Damit lautet die allgemeine Stetigkeitsbedingung
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j  bezeichnen jeweils das tangentiale magnetische Feld oberhalb und unterhalb
der Ebene  , das durch den Fl¤achenstrom

_

hervorgerufen wird. Unter Zuhilfenahme des
Floquet-Theorems l¤asst sich diese Gleichung nach Anwendung der Momentenmethode in
ein Gleichungssystem ¤uberf¤uhren:
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gegeben ist.
Durch L¤osung der Gleichungssysteme (2.31) und (2.37) erh¤alt man die elektrischen Fl¤achen-
str¤ome auf den Metallisierungen aller Schichten bzw. alle magnetischen Fl¤achenstr¤ome in
den Aperturbereichen. Aus diesen lassen sich mit den Gln. (2.12) und (2.13) die Felder in
jedem Aufpunkt inner- und außerhalb der Schichtstruktur bestimmen.
2.2.2.7 Reflektiertes und transmittiertes Feld
F¤allt die anregende Welle unter den Winkeln ü z ü 2 und ý z ý 2 auf die Schichtstruktur ein
(Abbildung 2.7), dann kann f¤ur das entsprechende Feld dieser Welle im Bereich ﬂ½Ö ﬁ  der
folgende Ansatz gemacht werden:
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Abbildung 2.7: Ansatz f¤ur die Felder oberhalb und unterhalb der Schichtstruktur und Fest-
legung der Referenzpunkte
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Hierbei bezeichnen 1ç2$þ und 132Łß die Komponenten des einfallenden Feldes in einem Refe-
renzpunkt

gíz

g
2
. Offensichtlich ist 1ç2$þ dem Ã _ - und 1ç2Łß dem Ã 1 -Anteil des Feldes (Gl.
2.14 und Gl. 2.15) zuzuordnen. F¤ur beide Anteile muss das Randwertproblem gel¤ost wer-
den, anschließend wird das Feld im Raum ¤uber ( ﬂÕÖ ﬁ  ) und im Raum unter ( ﬂëÔ ﬁ)!  ) der
Schichtstruktur bestimmt. Das gesamte reektierte Ã _ - bzw. Ã 1 -Feld setzt sich jeweils aus
dem Streufeld (Gl. 2.28) und dem an der oberen Grenzschicht ( ﬂz ﬁ  ) reektierten Anteil
zusammen. Durch den Bezug der Amplituden des reektierten Ã _ - bzw. Ã 1 -Feldes auf die
entsprechenden Anteile des einfallenden Feldes erh¤alt man die jeweiligen Reexionsfakto-
ren. Analog ist bei der Bestimmung der Transmissionsfaktoren zu verfahren.
Nach Gl. (2.28) ist die Summation ¤uber unendlich viele Y\ -Floquet-Moden auszuf¤uhren.
Feldanteile mit einem imagin¤aren W 0 bzw. W 0 ! f¤uhren zu evaneszenten Feldverl¤aufen, die
mit gr¤oßer werdendem Abstand von den erzeugenden Fl¤achenstromdichten schnell abklin-
gen. F¤ur die Berechnung des Reexions- bzw. Transmissionsfaktors sind deshalb nur die
Floquet-Moden zu ber¤ucksichtigen, f¤ur die W 0 bzw. W 0 ! reell sind. Wenn f¤ur die Periodizit¤at
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gilt, ergibt sich aus Gln. (2.29) und (2.30), dass diese Bedingung nur f¤ur die Floquet-Mode
mit den Indizes Y z \ z · und den transversalen Wellenzahlen W , ;  ZY[\X>z W 2 , und
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2
. erf¤ullt wird. Es entf¤allt dann die Doppelsumme in Gl. (2.28), und man
erh¤alt z.B. f¤ur das Streufeld im Aufpunkt
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¤Ahnliches gilt f¤ur das Streufeld von Schlitzstrukturen, allerdings ist dort die Summe ent-
weder nur ¤uber  z ¼ (oberste Metallisierungsschicht) zur Berechnung des Reexionsfak-
tors oder  z ] (unterste Metallisierungsschicht) zur Berechnung des Transmissionsfaktors
durchzuf¤uhren. Die Bedingung (2.42) besagt, dass eine einfallende Welle nur eine reektier-
te bzw. transmittierte Welle erzeugt. Wenn noch weitere Terme der Floquet-Darstellung zu
unged¤ampft sich ausbreitenden Wellenanteilen f¤uhren, spricht man von

grating lobes. Phy-
sikalisch bedeutet das Auftreten solcher

grating lobes, dass durch eine einfallende Welle
mehrere reektierte bzw. transmittierte Anteile erzeugt werden.
Das am Lehrstuhl f¤ur Theoretische Elektrotechnik entwickelte Rechenprogramm auf der Ba-
sis der SBA gestattet die Analyse des Reexions- und Transmissionsverhaltens von sehr all-
gemein aufgebauten ebenen geschichteten Strukturen mit zweidimensionalen periodischen
Metallisierungen weitgehend beliebiger Form und f¤ur unter einem beliebigen Winkel ein-
fallende Felder. In der vorliegenden Arbeit wird die SBA eingesetzt, um das Reexions-
und Transmissionsverhalten von FSS-Strukturen ¤uber relativ breite Frequenzbereiche zu un-
tersuchen. Dabei kann in Hinblick auf die Anwendung typischerweise davon ausgegangen
werden, dass die einfallenden Felder nahezu senkrecht auf die Ober¤ache treffen, d.h., es
kann
ü
2
z
ý
2
z©· (2.45)
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gesetzt werden. Wenn die zweidimensionale periodische Struktur invariant gegen¤uber einer
Drehung um 90  ist, erh¤alt man f¤ur den Ã 1 - und den Ã _ -Fall identische Ergebnisse sowohl
f¤ur die jeweiligen Reexions- als auch f¤ur die Transmissionsfaktoren.
2.2.3 Numerische Verfahren
2.2.3.1 Auswahl des numerischen Verfahrens
Mit den zur Zeit ¤uberwiegend zur L¤osung von elektromagnetischen Randwertproblemen ein-
gesetzten numerischen L¤osungsverfahren, dem der Finiten Differenzen (FD) und dem der Fi-
niten Elemente (FE), k¤onnen prinzipiell nur endlich große Raumbereiche modelliert werden.
In vielen F¤allen ist es jedoch m¤oglich, durch den Einsatz von

offenen Randbedingungen
auch Randwertprobleme f¤ur unendlich ausgedehnte L¤osungsgebiete - wie sie in der vor-
liegenden Arbeit zu betrachten sind - mit den genannten Verfahren zu bearbeiten. Bei der
Anwendung sowohl der FD wie der FE wird der gesamte L¤osungsraum diskretisiert, wobei
die FE den Vorteil aufweist, dass mit den niten Elementen beliebig geformte Teilgebiete
sehr efzient modelliert werden k¤onnen. Da die FSS als ebene Strukturen aufgebaut sind, ist
es naheliegend, eine rechtwinklige Gitterstruktur als Diskretisierungsgrundlage zu w¤ahlen,
wodurch kein Vorteil der FE mehr gegen¤uber der FD besteht. F¤ur letztere steht mit CST Mi-
crowave Studio (MWS) ein sehr leistungsf¤ahiges und sehr weit verbreitetes kommerzielles
Programmpaket zur Verf¤ugung. Es wurde deshalb entschieden, in der vorliegenden Arbeit
dieses Programmpaket einzusetzen, nicht zuletzt, um Erfahrung bei seiner Anwendung zu
gewinnen (am Lehrstuhl f¤ur Theoretische Elektrotechnik der Bergischen Universit¤at wurde
auch ein eigener sehr leistungsf¤ahiger FDTD-Code entwickelt und f¤ur den Einsatz an der
ALiCEnext parallelisiert).
Das Programm Microwave Studio zur Berechnung dreidimensionaler elektromagnetischer
Felder basiert auf der Finiten Integrationstechnik (FIT) [60, 61], mit der die diskretisier-
ten Maxwell’schen Gleichungen in Integralform im Zeitbereich gel¤ost werden k¤onnen.
Hierf¤ur ist es zun¤achst notwendig, das Modell, welches aus Materialien mit unterschiedli-
chen Leitf¤ahigkeiten, Permittivit¤aten und Permeabilit¤aten bestehen kann, sowie den umge-
benden Raum (Vakuum) zu diskretisieren. Das Simulationsvolumen wird in ein System aus
zwei zueinander dualorthogonalen Gittern unterteilt, das aus einer Vielzahl von Elementar-
zellen besteht (siehe Abbildung 2.8). Auf den Kanten des prim¤aren Gitters werden mit der
FIT-Methode die elektrischen Feldst¤arken 1   ; ﬃ z =rﬂ)> berechnet. Senkrecht auf den
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Fl¤achen, die durch die Seiten des prim¤aren Gitterw¤urfels gebildet werden, stehen die ma-
gnetischen Flussdichten 	  , die aus einer numerischen L¤osung der zweiten Maxwell’schen
Gleichung [62]
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resultieren. Hierzu wird das Integral ¤uber die elektrische Feldst¤arke durch die Summe der
vier diskreten Feldkomponenten auf den Gitterkanten ersetzt. In ¤ahnlicher Weise sind auf den
Kanten des dualen Gitters die magnetischen Feldst¤arken deniert. Die elektrische Flussdich-
te, die sich aus der ersten Maxwell’schen Gleichung ergibt, steht auch hier senkrecht auf den
Gitter¤achen. Mit dieser Vorgehensweise erh¤alt man schließlich ein System von sogenannten
Maxwell-Gittergleichungen (Maxwell’s Grid Equations, MGE’s) [63]. Wie bereits erw¤ahnt,
erfolgt die Berechnung der Felder auf den Gitterkanten im Zeitbereich. Die Ableitungen
bez¤uglich der Zeit in den Maxwell’schen Gleichungen werden durch zentrale Differenzen
ersetzt. Das bedeutet, dass zur Berechnung einer aktuellen Feldgr¤oße sowohl die elektri-
schen als auch die magnetischen Feldst¤arken des vorangegangenen Zeitschrittes verwendet
werden.
Abbildung 2.8: FIT-Methode [59]
Am Rand des Simulationsvolumens m¤ussen von den elektrischen und magnetischen Feldern
denierte Randbedingungen erf¤ullt werden. Hierf¤ur stehen in MWS elektrische und magneti-
sche Randbedingungen sowie ein offener Rand zur Verf¤ugung. Die Randbedingung Perfectly
Matched Layer (PML) [64] stellt einen reexionsfreien Abschluss des Simulationsvolumens
dar. In dem verlustbehafteten PML-Medium wird die Leistung einer einfallenden Welle ab-
sorbiert. Dar¤uber hinaus ist es mit Hilfe innovativer Verfahren (Perfect Boundary Approxi-
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mation, PBA und Thin Sheet Technique, TST) m¤oglich, die in Abbildung 2.8 angedeuteten
Gitterzellen mit unterschiedlichen Materialien zu f¤ullen, womit der Diskretisierungsaufwand
bei kleinen und d¤unnen Strukturen deutlich reduziert wird. Zusammenfassende Darstellun-
gen ¤uber die Eigenschaften von Microwave Studio sind in [65] und [66] zu nden.
2.2.3.2 Modell
Es muss zwischen der Modellierung endlich und unendlich großer FSS unterschieden wer-
den. Bei einer endlich großen FSS ist es naheliegend, m¤oglichst auch die wesentlichen Ele-
mente der Anregungsstruktur in das Modell einzubeziehen. Abbildung 2.9 zeigt als Beispiel
eine mit einem Rundhohlleiter gespeiste kurze Hornantenne, die eine FSS anstrahlt. Wenn
die Metallisierung - wie h¤aug gegeben - sehr d¤unn gegen¤uber der Wellenl¤ange ist, muss
das Gitternetz im Bereich der Metallisierung ausreichend fein gestaltet werden, was durch
Kontrollrechnungen mit sehr feiner Unterteilung abgesichert werden muss. Der L¤osungs-
raum muss durch eine Berandung, belegt mit einer offenen Randbedingung (PML), in einem
ausreichend großen Abstand begrenzt werden.
Abbildung 2.9: Modell einer endlich großen FSS, angestrahlt durch eine kurze Hornantenne
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2.3 Optimierungsverfahren
2.3.1 Einleitung
Die Dimensionierung sehr komplexer FSS-Strukturen bei vorgegebenen Anforderungen
stellt im Allgemeinen ein mehrdimensionales, nichtlineares Problem dar, bei dessen L¤osung
mehrere Zielfunktionen gleichzeitig beachtet werden m¤ussen. Diese Aufgabenstellung ist
vor allem aufgrund der Komplexit¤at der Green’schen Funktionen, die die Verkopplungen der
Moden der elektrischen und/oder magnetischen Ober¤achenstr¤ome wesentlich bestimmen,
so komplex, dass die Ein¤usse der verschiedenen Strukturparameter auf das Transmissions-
/Reexionsverhalten kaum durchschaubar sind. Mit steigender Anzahl der metallischen
Schichten vergr¤oßern sich noch die Schwierigkeiten, Abh¤angigkeiten zu ¤uberblicken und so-
mit einigermaßen gute Parameters¤atze zu nden. F¤ur diese k¤onnen zwar mit den genannten
numerischen Verfahren oder mit der SBA die Filtereigenschaften sehr zuverl¤assig berech-
net werden, die so ermittelten Reexions- und Transmissionsverl¤aufe werden jedoch typi-
scherweise nicht die vorgegebene Forderung erf¤ullen. Die im Abschnitt 3.2.2 verwendeten
empirischen Formeln sind nur f¤ur einlagige Strukturen g¤ultig und aussagekr¤aftig. Die auf
der Filtertheorie basierende Synthesemethode (Abschnitt 3.2.3) liefert zwar ein anschauli-
ches Modell, welches einen groben physikalischen ¤Uberblick erm¤oglicht, sie bietet aber nur
eine N¤aherungsl¤osung f¤ur das gesamte Feldproblem, weshalb dieses Verfahren nur f¤ur den
ersten Entwurf eingesetzt werden kann. Noch komplexer wird die Aufgabenstellung, wenn
weitere Komponenten eines zu dimensionierenden Bauteils, wie z.B. die Anregung, im Ent-
wurfsprozess ber¤ucksichtigt werden sollen. Um spezische Anforderungen realisieren zu
k¤onnen, muss eine systematische Optimierung erfolgen.
Zur weiterf¤uhrenden Parameteroptimierung von FSS-Strukturen wird deshalb in dieser Ar-
beit ein modernes Optimierungsverfahren - die Particle Swarm Optimization (PSO) - ver-
wendet. Die PSO ist eine relativ neue stochastische Optimierungsmethode, die auf der so
genannten Schwarmintelligenz basiert, und auf verschiedenen Gebieten, besonders aber bei
der Optimierung nichtlinearer Probleme mit mehreren Zielfunktionen, eingesetzt wird und
viel versprechende Ergebnisse geliefert hat. Die PSO wurde durch Kennedy und Eberhart
[67] 1995 eingef¤uhrt. Nach ihrer rasanten Weiterentwicklung (siehe [68, 69, 70, 71, 72, 73])
in den letzten Jahren hat sich die PSO wegen der einfachen Integrierbarkeit und schnellen
Konvergenz f¤ur sehr unterschiedliche komplexe Problemstellungen in den Ingenieurwissen-
schaften durchgesetzt (z.B. [74, 75, 76, 77]). Insbesondere im Bereich der numerischen Feld-
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berechnung hat die PSO breite Anwendung gefunden (siehe z.B. [78, 79, 80, 81, 82, 83]).
In diesem Abschnitt wird zun¤achst eine kurze allgemeine Einf¤uhrung in Optimierungsver-
fahren gegeben, danach werden die Schwarmintelligenz und der PSO-Algorithmus n¤aher
dargestellt.
2.3.2 Optimierungsproblem
Ein Optimierungsproblem kann wie folgt formuliert werden [84]:
Gegeben sind endlich oder unendlich viele Zust¤ande. Jeder einzelne Zustand ist durch re-
ellwertige Parameter =[=§Ò§Ò§m=
 deniert. Die Menge aller Zust¤ande heißt Suchraum
i
( i	 h

). Jedem Zustand ist eine reelle Zahl, die Bewertung des Zustandes, zugeordnet.
Die entstehende Funktion heißt Fitness-Funktion (Zielfunktion). Gesucht ist ein Zustand,
f¤ur den die Fitness-Funktion den maximalen Wert annimmt:
max 
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:<;

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
=
i
h

 (2.47)
wobei

= z
;
=~¤=6[§Ò§Ò§m=

> den  -dimensionalen Zustandsvektor und 
 z :<;

=?> die Fitness-
Funktion bezeichnen. Die hier aufgef¤uhrten Zust¤ande ( = ) sind so auszuw¤ahlen, dass sie Ne-
benbedingungen - falls existent - erf¤ullen. Hierzu unterscheidet man Gleichheitsnebenbedin-
gung der Form
i
z

=û×
I

;

=?>z©·Ñ
ﬃ
zÈ¼X§Ò§Ò§Ò^ (2.48)
und Ungleichheitsnebenbedingung der Form
i
z

=û×
I

;

=?>·Ñ
ﬃ
zÈ¼X§Ò§Ò§Ò^Þ (2.49)
wobei
I

;

=~> die Funktion der Nebenbedingung darstellt. Ebenso besteht die M¤oglichkeit des
Setzens von Schranken (untere = % , obere = # ) f¤ur die einzelnen Parameter =
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Das Maximierungsproblem kann unmittelbar auf ein Minimierungsproblem ( 
 z  :<; =?> )
zur¤uckgef¤uhrt werden, so dass Gln. (2.47 - 2.50) ein allgemeing¤ultiges Optimierungsproblem
beschreiben.
Wenn
:<;

=?> und
I

;

=?> lineare Funktionen sind, ist das Optimierungsproblem linear; falls
mindestens eine der Funktionen :<;

=?> und
I

;

=?> nicht linear ist, spricht man von einer nicht-
linearen Optimierungsaufgabe. In der nichtlinearen Optimierung wird typischerweise keine
Konvexit¤at, daf¤ur Differenzierbarkeit aller vorkommenden Funktionen vorausgesetzt, was
zur Folge hat, dass man bei der Anwendung von L¤osungsalgorithmen nur erwarten kann,
lokale Maximumstellen zu erhalten, eventuell auch nur station¤are Punkte.
2.3.3 U¨bersicht u¨ber Optimierungsverfahren
Numerische Optimierungsverfahren wurden zum Teil vor der Entwicklung moderner Com-
puter entwickelt. Dies gilt insbesondere f¤ur die konventionellen Verfahren, welche die lo-
kalen Optima von reellwertigen Funktionen mit einer oder mehreren Variablen, mit oder
ohne Nebenbedingungen suchen. Diese gradientenbasierten Optimierungsalgorithmen sind
gut ausgearbeitet und in einfachen Situationen sehr leistungsf¤ahig, erweisen sich aber f¤ur
komplizierte Aufgabenstellungen, welche im Ingenieurwesen auftreten, als inefzient oder
sogar unbrauchbar. Insbesondere bei Optimierungsproblemen mit vielen lokalen Optima und
bei komplizierten Problemen, bei welchen die Zielfunktion viele Unstetigkeiten aufweist, ist
der Einsatz von stochastischen Verfahren ratsam. Kennzeichnend f¤ur diese Verfahren ist ein
Gemisch von zielgerichteter Suche und Zufallssuche und eine mehr oder weniger deutliche
Inspiration durch Optimierungsvorg¤ange, die anscheinend in der Natur anzutreffen sind. Die-
se Methoden ben¤otigen keine Gradienteninformation und sind nicht auf eine lokale L¤osung
beschr¤ankt [85, 86].
Die meisten heute gebr¤auchlichen stochastischen Verfahren basieren auf Prinzipien, die man
gewissermaßen der Natur nachgebildet hat. Dazu geh¤oren physikalische, aber vor allem bio-
logische Beobachtungen. Statt der analytischen Vorgabe, die ein deterministisches Vorge-
hen erlaubt, dabei aber die Anwendungen einschr¤ankt, werden moderne Computer einge-
setzt, die letztlich unter der Kontrolle von aus der Evolution abgeschauten Regeln so lan-
ge

herumprobieren, bis ein Optimum gefunden wird. Stochastische Verfahren stellen an
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den Suchraum keine Forderungen wie Stetigkeit oder Differenzierbarkeit und k¤onnen auch
bei einer großen Parameteranzahl und mehreren Bewertungskriterien eingesetzt werden. Bei
diesen Verfahren werden zuf¤allige Parametervektoren im mehrdimensionalen Suchraum mit-
tels Zufallsgenerator erzeugt. In jedem Schritt der Optimierung wird der Parametervektor
zuf¤allig ge¤andert. Falls sich der Fitness-Funktionswert des neuen Parametervektors bei ei-
ner Maximumsuche vergr¤oßert, wird dieser akzeptiert. Allerdings wird eine Erh¤ohung des
Fitness-Funktionswertes nur mit einer gewissen Wahrscheinlichkeit angenommen. Zu Be-
ginn einer Optimierung werden so fast alle ¤Anderungen zugelassen. Im weiteren Verlauf der
Optimierung und der Verbesserung des Fitness-Funktionswertes werden nur noch kleine-
re Modikationen des Parametervektors angenommen. Da auch eine Verschlechterung des
Fitness-Funktionswertes unter bestimmten Voraussetzungen akzeptiert wird, kann auch ein
lokales Optimum wieder verlassen werden. In den letzten drei Jahrzehnten wurden ¤außerst
leistungsf¤ahige Verfahren entwickelt. Die wichtigsten dieser Verfahren sind [84]:
Ð Simulated Annealing (SA)
Bildet den physikalischen Prozess der Abk¤uhlung von Fl¤ussigkeit und ihre zuf¤allige
Kristallisation, je nach Abk¤uhlungsgeschwindigkeit, nach. Es entsteht ein Suchalgo-
rithmus mit eingebauter Wahrscheinlichkeitsverteilung.
Ð Neuronale Netze (NN)
Es wird eine neuronale Struktur in einem Computerprogramm nachgeahmt. Dabei
wird normalerweise weniger die Evolution des Gehirns als dessen Lernf¤ahigkeit si-
muliert.
Ð Genetischer Algorithmus (GA)
Ensteht aus der Idee, die nat¤urliche Evolution nachzubilden. Implementierung unter-
schiedlicher evolution¤arer Vorg¤ange wie: Selektion, ¤Uberleben des Fittesten, Mutation,
Reproduktion, Rekombination in mathematischen Algorithmen, die auf eine Populati-
on von Individuen angewandt werden.
Ð Particle Swarm Optimization (PSO)
Bildet den Flug eines Vogelschwarms im Suchraum nach. Jedes Individuum (Partikel)
sucht f¤ur sich selbst das Optimum, bekommt aber immer die Information ¤uber das
beste Individuum und w¤ahlt seine Flugrichtung mit Hilfe dieser beiden besten Werte
und zuf¤alligen Anteilen in jedem Iterationsschritt neu aus.
2. THEORETISCHE GRUNDLAGEN 30
Die in dieser Arbeit verwendete PSO kann als ein Verfahren gesehen werden, das Elemente
der bahnorientierten Suche (z.B. Gradientenverfahren [85, 87, 88]) und populationsbasierter
Suche (z.B. genetischer Algorithmus [89, 90, 91]) zusammenbringt.
2.3.4 Einfu¨hrung in die PSO (Particle Swarm Optimization)
2.3.4.1 Artificial Life als Hintergrund
Die Wurzeln der Particle Swarm Optimization (PSO) liegen vor allem in der Articial Life-
Forschung, speziell die der V¤ogel- und Fischschw¤arme. Der Begriff Articial Life verbindet
im Allgemeinen Rechnerprobleme und biologische Techniken, einerseits zum Simulieren
von biologischen Gruppen durch Rechnerprogramme, und andererseits zum Einsetzen von
biologischen Techniken bei Rechnerproblemen. Eine wichtige Rolle spielt hier das soziale
System, das Teilen gesammelter Informationen zwischen den Organismen.
Nach Eberhart und Kennedy [92] gibt es drei grundlegende Prinzipien, die das Verhalten von
Organismen in einem sozialen System charakterisieren: Auswertung, Vergleich und Imitati-
on.
1. Alle lebenden Organismen werten die momentane Situation aus. Ein Lernprozess kann
nur stattnden, wenn die Umwelt analysiert wird und wenn schlechte Erfahrungen von
guten unterschieden werden.
2. Organismen in Schw¤armen von Partikeln und in sozialen Systemen besch¤aftigen sich
oft damit, sich mit den anderen zu vergleichen. Dabei werden Verhaltensformen de-
niert.
3. Zuletzt kommt das Prinzip der Imitation, das Nachmachen des Verhaltens anderer,
m¤oglicherweise erfolgreicherer Individuen.
Diese drei Aspekte k¤onnen in Algorithmen eingesetzt werden, um komplexe soziale Modelle
zu kreieren.
Um das Verhalten eines Schwarms zu konkretisieren, kann man folgende f¤unf Prinzipien
betrachten [93]:
1. Prinzip der Nachbarschaft: Eine Population kann einfache Bewertungen in Raum und
Zeit realisieren.
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2. Prinzip der Qualit¤at: Eine Population ist in der Lage, auf Qualit¤atsparameter der Um-
gebung zu reagieren.
3. Prinzip der unterschiedlichen Reaktionen: Eine Population soll ihre Aktivit¤aten nicht
nur in ¤ubertrieben engen M¤oglichkeitsgrenzen aus¤uben.
4. Prinzip der Stabilit¤at: Eine Population soll nicht die Art ihres Verhaltens mit jeder
Ver¤anderung der Umgebung ¤andern.
5. Prinzip der Adaptivit¤at: Eine Population soll in der Lage sein, ihr Verhalten zu opti-
mieren, wenn es sich f¤ur die L¤osung des Problems lohnt.
Prinzipien 4 und 5 sind gegens¤atzlich, wichtig ist hier, eine Balance zu nden, so dass die
Population sich nicht zu konservativ verh¤alt, sich aber auch nicht st¤andig ver¤andert.
2.3.4.2 Grobe Definition der PSO
Ein m¤ogliches Szenario (siehe Abbildung 2.10) ist eine Gruppe von gleichm¤aßig verteilten
V¤ogeln, die auf der Suche nach Futter ist. Das Futter bendet sich an einem einzigen Platz,
die V¤ogel suchen danach und benutzen dabei die schon gesammelten Informationen.
Abbildung 2.10: Gruppe von gleichm¤aßig verteilten V¤ogeln auf der Suche nach Futter
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Bei der Aktualisierung der Positionen der einzelnen V¤ogel wird in jedem Zeitschritt nach
dem Optimum (Futter) gesucht, bis alle V¤ogel das Futter nden und sich in der N¤ahe des
Futters aufhalten. Mit anderen Worten: Das Optimierungsproblem wird zur Konvergenz ge-
bracht.
In der PSO wird jeder Vogel als ein Partikel bezeichnet, welches folgende Eigenschaften
aufweist:
Ð Jedem Partikel wird ein Fitness-Wert zur Beurteilung der aktuellen Position zugewie-
sen. Der Fitness-Wert wird mit Hilfe einer problemangepassten Funktion, der Fitness-
Funktion, bestimmt.
Ð Jedes Partikel hat ein Ged¤achtnis, und seine bisherige beste Position und deren Fitness-
Wert werden gespeichert. Diese Position nennt sich Y  +8L-M (particle best solution).
Zus¤atzlich erf¤ahrt das Partikel die beste Position des gesamten Schwarms - die so
genannte
I

+8L-M (global best solution).
Ð Bei jeder Festlegung der Bewegung ist das Partikel bereit, die beiden Positionen - Y  +8L-M
und
I

+8L-M
- zu ber¤ucksichtigen bzw. zu verfolgen.
Ð Jedes Partikel besitzt eine Geschwindigkeit zur Steuerung der n¤achsten Bewegung.
Die Initialisierungsmenge von Partikeln wird zuf¤allig im Suchraum verteilt, und danach wird
das Verhalten schrittweise simuliert. Die Gleichungen zur Berechnung der aktuellen Ge-
schwindigkeit und Position von Partikeln werden im n¤achsten Abschnitt genauer diskutiert.
2.3.5 PSO-Algorithmus
2.3.5.1 Basis-PSO
Jedes Partikel in der PSO ist deniert durch
Ð
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Es sei
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Es sei ` die Anzahl der Partikel im gesamten Schwarm. Die beste Position des gesamten
Schwarms ist durch
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gegeben.
Nach obigen Denitionen erfolgt das Update der Geschwindigkeit und der Position der
Basis-PSO nach den Gleichungen
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M ist der diskrete Zeitschritt. gKÄï ; ·Ñ¼8> und gÄï ; ·Ñ¼8> sind zwei voneinander un-
abh¤angige zuf¤allige Zahlen. 
8 und 
 sind die so genannten Lern-Konstanten, deren Werte
¤ublicherweise aus dem Intervall
å
·Ñ
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æ gew¤ahlt werden. Aus Gl. (2.54) ist ersichtlich, dass 
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 bewirken, wie weit die momentane Geschwindigkeit
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ver¤andert wird, sie beschreiben also den jeweiligen Einuss eigener und anderer Erfahrun-
gen.
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Abbildung 2.11: Zweidimensionale Darstellung der Geschwindigkeitsberechnung
Abbildung 2.11 zeigt in einer zweidimensionalen Darstellung anschaulich die Geschwin-
digkeitsberechnung von zwei Partikeln 1 und 2. Die urspr¤ungliche Geschwindigkeit eines
Partikels, z.B.

l 
;
Mm> des Partikels 1, wird sowohl von Y  +8L-M als auch von
I

+8L-M abgelenkt
und bewegt sich mit der resultierenden Geschwindigkeit

lÑ
;
M¯¼8>
. Diese ist nun die Ge-
schwindigkeit im n¤achsten Zeitschritt.
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Insgesamt l¤asst sich der Pseudocode f¤ur die PSO folgendermaßen schreiben:
Der erste Schritt ist die Initialisierung der Startposition und der Geschwindigkeit jedes
Partikels. Diese erfolgt durch einen Zufallsgenerator, so dass alle Partikel gleichm¤aßig
im gesamten L¤osungsraum verteilt sind. Im zweiten Schritt wird die aktuelle Position
durch die Fitness-Funktion bewertet, und f¤ur jedes Partikel wird ein Y  +8L-M gefunden. Der
n¤achste Schritt ist die Wahl bzw. die Aktualisierung der besten Position
I

+8L-M des gesamten
Schwarms. Dann folgen das Update der Geschwindigkeit nach Gl. (2.54) und das Update
der Position nach Gl. (2.53). Anschließend springt der Algorithmus zur¤uck zum Schritt 2,
bis die maximale Iteration erreicht wird oder das letzte
I

+8L-M ein zufriedenstellendes Er-
gebnis liefert.
I

+8L-M ist nach jedem Durchlauf der Schleife die beste Position des gesamten
Schwarms in allen bisherigen Zeitschritten, und
I

+8L-M des letzten Zeitschritts repr¤asentiert
also die optimierte L¤osung des Problems.
Es ist noch notwendig, eine maximale Geschwindigkeit

l
!RQ
, f¤ur die Beschr¤ankung der Be-
wegung zu denieren, d.h., wenn die V -te Komponente der Geschwindigkeit des ﬃ -ten Parti-
kels
2. THEORETISCHE GRUNDLAGEN 36
× l8 UX× Ö × l
!RQ
,
a
U)× (2.55)
dann wird
l8 Uz©l
!RQ
,
a
UA§ (2.56)

l
!RQ
, wird durch

l
!RQ
,Gz©
ﬀ

;

=
!RQ
, 

=
!


> ·Ñ§Ò¼


ﬀ

¼X§ · (2.57)
festgelegt, wobei
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mit den jeweiligen maximalen und minimalen Vektorele-
menten die obere und untere Grenze des L¤osungsraums darstellen.
F¤ur eine einfache Diskussion wird die Gl. (2.54) zum Update der Geschwindigkeit als
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Die rechte Seite der Gl. (2.58) besteht aus drei Teilen: Der erste Teil ist die urspr¤ungliche
Geschwindigkeit; der zweite und der dritte Teil sind Korrekturen zur urspr¤unglichen Ge-
schwindigkeit, wobei
E
 die bisherige beste Position (Y  +8L-M ) und E die gruppenbeste Posi-
tion ( I  +8L-M ) ber¤ucksichtigen. Je nachdem, ob E  oder E in Gl. (2.58) vorhanden ist, liefert
die Gleichung zwei unterschiedliche Modelle.
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Bei Vorhandensein von
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, d.h.
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bildet die Gleichung ein

kognitives Modell. Es werden nur eigene Erfahrungen und der
eigene Zustand an der Entscheidungsndung beteiligt. Die Suchfunktion des gesamten
Schwarms wird aufgrund der fehlenden Kommunikation zwischen den einzelnen Partikeln
negativ beeintr¤achtigt. Der Mangel an Informationsaustausch f¤uhrt dazu, dass ein Schwarm,
bestehend aus ` Partikeln, zu einer einfachen Gruppe aus ` isolierten Individuen wird. Die
Wahrscheinlichkeit daf¤ur, dass das Optimum gefunden wird, ist klein.
Das zweite Modell ist das

soziale Modell, bei dem
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ist. An der Entscheidungsndung sind nur Gruppenerfahrungen und der eigene Zustand be-
teiligt, der eigene Zustand wird aber nicht angepasst. In dieser Situation k¤onnen die Partikel
rasch von einem Suchgebiet zu einem anderen gelangen. Dies kann f¤ur manche einfache
Probleme bedeuten, dass die Optimierung noch schneller konvergiert als beim vollst¤andigen
Modell (Gl. 2.58). F¤ur multidimensionale Optimierungsaufgaben mit mehreren Extremwer-
ten hat das

soziale Modell den Nachteil, dass die Optimierung leicht zu einem lokalen
Optimum konvergiert.
Als n¤achstes werden die Ein¤usse von
E

,
E
 und
E
auf die Suchf¤ahigkeit der Partikel
untersucht.
Dazu wird zuerst nur
E
 in Gl. (2.58) in Betracht gezogen, so dass
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Nach Gl. (2.64) bleibt die Geschwindigkeit eines Partikels konstant. Das Partikel wird mit
dieser Geschwindigkeit, ohne abgelenkt zu werden, bis zur Grenze des Suchraums

ie-
gen. Die Partikel besitzen somit zwar eine globale Suchf¤ahigkeit, es ist f¤ur sie unter diesen
Umst¤anden aber fast unm¤oglich, das Optimum zu nden.
Beim fehlenden
E
 geht Gl. (2.58) in
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¤uber.
E
 und
E
wirken ausschließlich als evolution¤are Ver¤anderungen der Geschwindigkeit,
was aber dazu f¤uhrt, dass die Partikel kein Ged¤achtnis f¤ur die eigene Geschwindigkeit haben.
Angenommen dass sich ein V -tes Partikel schon ganz am Anfang auf der global besten Po-
sition bendet. Nach Gl. (2.65) wird es dann aufh¤oren, seine Geschwindigkeit zu ver¤andern.
F¤ur die anderen Partikel gilt
ﬀﬂﬁﬂﬃ
9 


=
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Mm>z

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Der Suchkreis schrumpft zu einem kleinen Gebiet um die beste Position, was bedeutet, dass
die Updategleichung nur mit
E
 und
E
im Allgemeinen eine starke lokale Suchf¤ahigkeit
zeigt.
Es l¤asst sich nach obiger Analyse schließen, dass
E
 eine globale Erforschung des ganzen
Suchraums unterst¤utzt, w¤ahrend mit
E
 und
E
die lokale Suche gew¤ahrleistet wird.
2.3.5.2 Einfu¨hrung des Da¨mpfungsgewichts
Seit ihrer Erndung hat die PSO in den letzten Jahren eine schnelle Weiterentwicklung er-
lebt. Basierend auf der Basis-PSO hat es zahlreiche modizierte Versionen zur Verbesserung
des Suchverhaltens f¤ur unterschiedliche Aufgabenstellungen gegeben. F¤ur eine detaillierte
Darstellung verschiedener Modikationen wird hier auf die weiterf¤uhrende Literatur hinge-
wiesen [94, 95, 96].
F¤ur eine wichtige Modikation der PSO wird ein D¤ampfungsgewicht eingef¤uhrt, dessen Wert
die Geschwindigkeit eines Partikels steuert und damit die Konvergenz gegen¤uber der Basis-
version verbessert. Mit dem D¤ampfungsgewicht  ; Mm> sehen die Formeln f¤ur die PSO folgen-
dermaßen aus:
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Abbildung 2.12: Linearer Verlauf des D¤ampfungsgewichts bez¤uglich diskreter Zeitschritte
(durchgezogene Linie) und der resultierende Einuss von  ; Mm>  lX ; Mm> (gestrichelte Kurve)

;
Mm> kontrolliert die Auswirkung der vorherigen Geschwindigkeit auf die neue Geschwin-
digkeit und damit die Abstimmung zwischen der globalen und der lokalen Suche. Ein großer
Wert f¤ur  unterst¤utzt vor allem die globale, ein kleiner die lokale Suche.
Es ist naheliegend, dass die Funktion  ; Mm> einen Abstieg vom Anfangswert bis zum Endwert
bez¤uglich der Iterationsschritte bewerten soll. In Abbildung 2.12 ist ein typischerweise linear
absteigender Verlauf nach der Funktion

;
Mm>z±
Q

;

Q

2
>
P
!RQ
,
M?§ (2.68)
dargestellt. In der Darstellung ist der resultierende Einuss von  ; Mm> 

lX
;
Mm> ersichtlich. 
Q
und

2
sind jeweils der Anfangs- und Endwert des D¤ampfungsgewichts. P !RQ , ist die maximale
Anzahl der Iterationsschritte. Der Wert von  ; Mm> soll im Intervall ; ·Ñ¼-æ liegen. Bei z ¼
handelt sich um die Basisversion der PSO.
2.3.5.3 Wahl der PSO-Parameter
F¤ur eine systematische Vorgehensweise zur Festlegung der PSO-Parameter muss die
Abh¤angigkeit des Optimierungsproblems von den Optimierungsparametern bekannt sein.
Wie schon im Abschnitt 2.3.1 festgestellt wurde, sind im Rahmen der vorliegenden Arbeit
nichtlineare Optimierungsprobleme zu behandeln, bei denen der Einuss der einzelnen Op-
timierungsparameter auf das Ergebnis weder durch physikalische ¤Uberlegung noch mit Hilfe
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des verwendeten L¤osungsverfahrens (SBA) auch nur qualitativ abgesch¤atzt werden kann. Die
Beschaffung von aussagekr¤aftigen Informationen durch systematisches Berechnen f¤ur den
gesamten Parameterraum w¤urde sehr umfangreiche Rechnungen vorab erfordern. Es wurde
deshalb entschieden, zun¤achst auf Erfahrungswerte aus der Literatur zur¤uckzugreifen, um so
f¤ur die weiteren ¤Uberlegungen ausreichend gute Parameters¤atze zu ermitteln. Auf der Basis
der Ausf¤uhrungen in [94, 97, 98] wurden folgende PSO-Parameter festgelegt:
Die Anzahl der Partikel wird zu
`
z"!K· (2.69)
gesetzt.
Das D¤ampfungsgewicht  in Gl. (2.68) wird

#
z©·Ñ§ # und  % z±·Ñ§ $ (2.70)
so dass am Anfang eine weitgehend globale, am Ende eine weitgehend lokale Suche stattn-
det.
Die beiden Lern-Konstante 
6 und 
 werden zu

z©
z
ª
§ · (2.71)
festgelegt.
Die maximale Geschwindigkeit

l
!RQ
, wird durch

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;
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
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> (2.72)
gegeben, d.h., in Gl. (2.57) wird 
ﬀ3z±·Ñ§%! gesetzt.
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2.3.5.4 Testfunktion - Schwefel’sche Funktion
Anhand einer Testfunktion - der Schwefel’schen Funktion - sollen die Ausf¤uhrungen zur
PSO n¤aher verdeutlicht werden.
Abbildung 2.13: Zweidimensionale Schwefel’sche Funktion
Die Schwefel’sche Funktion ist durch
4
;
=?>uz





;
3=$>
'&
ﬁﬂ(*),+
× =× - (2.73)
gegeben, wobei
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Die Funktion besitzt ein globales Maximum
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Wie aus der zweidimensionalen Darstellung in Abbildung 2.13 zu ersehen ist, weist die
Schwefel-Funktion neben dem globalen Maximum noch mehrere Nebenmaxima auf, was
bei Anwendung einer klassischen Optimierungsmethode, wie z.B. der Gradientenmethode,
dazu f¤uhren w¤urde, dass die Optimierung (Suche nach dem globalen Maximum) zu einem
der Nebenmaxima konvergiert.
Die PSO liefert f¤ur die L¤osung dieses Problems sehr zuverl¤assige Ergebnisse. Diese werden
in den Abbildungen 2.14 und 2.15 und in der Tabelle 2.1 pr¤asentiert. Die Parameterwahl
erfolgte nach Abschnitt 2.3.5.3. In Abbildung 2.14 ist das Konvergenzverhalten des PSO-
Algorithmus dargestellt. Die durchgezogene Kurve zeigt den Verlauf des Fitness-Wertes
I

+8L-M nach jeder Iteration, d.h., den Verlauf der gesamten besten L¤osung nach jedem Zeit-
schritt. Schon nach 55 Iterationen ist das theoretische Maximum
4
!RQ
,Gz4/0$32Â§ #013!5/ (2.77)
von
I

+8L-M fast erreicht (vgl. Tabelle 2.1), w¤ahrend der durchschnittliche Fitness-Wert von al-
len ` z!K· Partikeln (siehe gestrichelte Kurve) noch deutlich unter diesem Wert liegt. Dies
bietet dem gesamten Schwarm die M¤oglichkeit, weiter nach einer eventuell vorhandenen,
besseren L¤osung zu suchen. Nach etwa 200 Iterationsschritten konvergiert auch der durch-
schnittliche Fitness-Wert, d.h., alle anderen Partikel sind von
I

+8L-M mitgezogen worden und
benden sich in der N¤ahe des globalen Maximums bei
=~z=pz²
Å
ª
·Ñ§ #010/32p§ (2.78)
Dieser Iterationsprozess ist in Abbildung 2.15 durch das Auftragen der Verteilung aller Par-
tikel im gesamten Suchraum nach unterschiedlichen Iterationsschritten anschaulich darge-
stellt. Die Optimierung wird dadurch gew¤ahrleistet, dass zum Anfang der Suche durch eine
zuf¤allige Verteilung und globale Bewegung aller Partikel ((a) bis (d)) der gesamte L¤osungs-
raum durchgesucht wird und am Ende durch die Beschr¤ankung der Geschwindigkeit eine
lokale Suche in der unmittelbaren Umgebung des Maximums stattndet ((e) bis (f)).
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Abbildung 2.14: Konvergenzverhalten des PSO-Algorithmus f ¤ur die Suche nach dem Maxi-
mum der zweidimensionalen Schwefel’schen Funktion
Iteration Fitness-Wert ( I  +8L-M ) Iteration Fitness-Wert ( I  +8L-M )
0 681.397034 80 837.961060
5 746.384644 100 837.965576
10 823.406250 150 837.965759
20 835.783325 200 837.965759
50 837.883545 300 837.965759
Tabelle 2.1: Fitness-Werte von
I

+8L-M
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Abbildung 2.15: Verteilung der Partikel im Suchraum nach (a) 0ter Iteration (b) 5ter Iterati-
on (c) 10ter Iteration (d) 20ster Iteration (e) 100ster Iteration (f) 300ster Iteration
Kapitel 3
FSS als Filter fu¨r den mm- und
Submm-Wellenbereich
3.1 Anforderungen an die Filter
Die stark frequenzabh¤angige Absorption der (Sub)millimeter-Strahlung aus dem Weltall
in der Atmosph¤are - haupts¤achlich durch Wasserdampf - ist das gr¤oßte Problem f¤ur die
(Sub)millimeterwellen-Astronomie. Die Spektralbereiche, die relativ ungehindert die Atmo-
sph¤are durchdringen, werden atmosph¤arische Transmissionsfenster genannt. Zur Fernerkun-
dung k¤onnen nur bestimmte atmosph¤arische Transmissionsfenster genutzt werden. Abbil-
dung 3.1 zeigt die Durchl¤assigkeit der Atmosph¤are im (Sub)millimeter-Wellenbereich, die
durch den Transmissionsgrad gekennzeichnet wird. Die Transmissionswerte sind f¤ur pwv1 =
3 mm gemessen worden.
Sensoren f¤ur die astronomische Fernerkundung werden so dimensioniert, dass die empfan-
genen Spektralbereiche in diesen Fenstern liegen, was vor allem durch die Auslegung der
entsprechenden FSS-Filter erreicht wird.
1pwv ist die Abku¨rzung fu¨r ”precipitable water vapour“, d.h. kondensierbarer Wasserdampfgehalt.
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Abbildung 3.1: Atmosph¤arische Transmission im (Sub)mm-Wellenbereich und das 870 } m
(Wellenl¤ange)-Fenster sowie das 1.2 mm-Fenster
Im Rahmen der vorliegenden Arbeit wurde u.a. ein Filtersystem f¤ur das so genannte 870
} m-Fenster entworfen, das im Bolometersystem des APEX-Teleskops3 (Abbildung 3.2) ein-
gesetzt werden soll. Aus Abbildung 3.1 lassen sich die Anforderungen f¤ur ein entsprechendes
ideales Bandpasslter ablesen:
1. Transmission = 0 f¤ur
4
Ô6$
ª
Å GHz
2. Transmission = 1.0 f¤ur 324 GHz Ô
4
Ô6$32K· GHz
3. Transmission = 0 f¤ur
4
Ö6$325# GHz
3Das 12 m-Teleskop des Atacama Pathfinder Experiments (APEX) nahm im September 2005 auf einem in
5000 Meter Ho¨he gelegenen Standort in der chilenischen Atacama-Wu¨ste den regula¨ren Beobachtungsbetrieb
auf. APEX ist von der Bolometergruppe des Max-Planck-Instituts fu¨r Radioastronomie (MPIfR), Bonn, geplant
und von der Max-Planck-Gesellschaft (MPG) finanziert worden.
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Abbildung 3.2: APEX-12 m-Radioteleskop (Bild: MPIfR Bonn [99])
Das reale Filter soll einerseits eine m¤oglichst hohe Transmission im Durchlassbereich inner-
halb des 870 } m-Fensters aufweisen, andererseits soll es wegen der thermischen Strahlung,
die mit h¤oheren Frequenzen quadratisch ansteigt, einen breiten Sperrbereich mit guter Un-
terdr¤uckung bis ca. 750 GHz besitzen. Außerdem ist eine hohe Flankensteilheit an beiden
Kanten bei den Frequenzen von 324 GHz und 375 GHz f¤ur das

Abschneiden des Fensters
erforderlich.
3.2 Entwurf mit Hilfe von Ersatzschaltbildern
3.2.1 Einfu¨hrung
Die Untersuchungen zu Ersatzschaltbildern unterschiedlicher, meist einlagiger FSS gehen
auf die Arbeiten von Marcuvitz [100, 101] und Ulrich [22, 23] zur¤uck. Offensichtlich han-
delt es sich um die Anwendung eines N¤aherungsverfahrens zur Analyse der Eigenschaf-
ten von FSS, das jedoch wichtige Erkenntnisse ¤uber die physikalischen Vorg¤ange zu ge-
winnen gestattet und das vor allem wegen der einfachen Implementierung und schnellen
Durchf¤uhrung beim ersten Entwurf von FSS-Filtern f¤ur sehr unterschiedliche Anwendungen
eingesetzt wird [22, 23, 25, 102, 103]. Im Folgenden werden zun¤achst die Ersatzschaltbilder
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f¤ur die wichtigen Metallisierungsgeometrien diskutiert. Anschließend wird ein Synthesever-
fahren f¤ur Bandsperren und Bandp¤asse, die aus mehrfach geschichteten Strukturen bestehen,
vorgestellt.
3.2.2 Ersatzschaltbilder typischer Filtergeometrien
3.2.2.1 Einlagige kapazitive und induktive Filterstrukturen
Die Streifenlter wurden erstmals von Marcuvitz [100] und Wait [101] eingef¤uhrt. In Ab-
bildung 3.3 sind zwei zueinander komplement¤are Typen der Streifenlter und deren Ersatz-
schaltbilder dargestellt: Wenn das elektrische Feld

1 der einfallenden Welle parallel zu der
L¤angsrichtung der Streifen polarisiert ist, l¤asst sich das Filter durch eine parallele Induktivit¤at
beschreiben. Das Filter wird deshalb als induktives Streifenlter bezeichnet. Die normierte
Reaktanz ist durch die empirische Formel [102]
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(3.1)
gegeben, wobei s pzÈ¼ ª · ÆCB der Wellenwiderstand des freien Raums,   die Breite des Strei-
fens, und
I
die Gitterkonstante (Periodizit¤at) bezeichnen. 
 ist die Lichtgeschwindigkeit im
freien Raum.
Abbildung 3.3: (a) Induktives Streifenlter, (b) Kapazitives Streifenlter und die jeweiligen
Ersatzschaltbilder
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F¤ur den zweiten Fall, dass

1
senkrecht zur L¤angsrichtung steht, kann das Filter durch eine
parallele Kapazit¤at repr¤asentiert werden, f¤ur die gilt [102]:
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wobei   in diesem Fall die Spaltbreite zwischen zwei benachbarten metallischen Streifen
angibt. Analog spricht man von einem kapazitiven Streifenlter.
Aus den Ersatzschaltbildern ist ersichtlich, dass die induktiven und kapazitiven Strei-
fenlter jeweils Hochpass- und Tiefpasscharakteristiken aufweisen. Die Gln. (3.1) und
(3.2) sind nur g¤ultig f¤ur freistehende Streifenlter, d.h., die Metallisierungsschicht be-
ndet sich nicht auf einem dielektrischen Tr¤ager. Bei der Berechnung von Reexions-
/Transmissionskoefzienten mit Hilfe der Leitungstheorie wird deshalb der Leitungswider-
stand zu s «zD$3202 B angenommen. F¤ur den Fall, dass die Metallisierung zwischen zwei
Dielektrika mit den relativen Dielektrizit¤atszahlen y
5
 und y
5E (siehe Abbildung 2.1) ein-
gebettet ist, ¤andert sich die Induktivit¤at (Gl. 3.1) nicht; die kapazitive Reaktanz (Gl. 3.2)
korrigiert sich zu [102]

;
4
>C
Q$v
s

z
ª
y
5
R
y
5E
9
;
Å
I
4


ﬀﬂ(
9
;
¼
&
ﬁﬂ(
)
<
Q
>=
-
?
A
?
A


§ (3.3)
Der Hauptnachteil der Streifenlter liegt daran, dass die Struktur bez¤uglich der einfallenden
Welle polarisationsabh¤angig ist, d.h. die Filter zeigen Tiefpass- bzw. Hochpasseigenschaften
nur f¤ur die Wellen, bei denen der 1 -Vektor des einfallenden Feldes parallel bzw. senkrecht
zu den Streifen steht. Aus diesem Grund nden die Streifenlter in der Praxis weniger An-
wendung. Um eine weitgehend polarisationsunabh¤angige Struktur zu erhalten, ist es nahe-
liegend, an Stelle der Streifen, d.h. einer eindimensionalen periodischen Struktur, Quadrate,
d.h. eine zweidimensionale periodische Struktur, in einem quadratischen Gitternetz anzuord-
nen. Man erh¤alt dann die in Abbildung 3.4 (a) gezeigte

Patch-Struktur (siehe Abbildung
2.2), die wieder nur durch zwei Parameter deniert ist. Schon bei fr¤uheren experimentellen
Untersuchungen zeigte sich, dass solche Strukturen Tiefpasscharakter haben [22, 23, 25].
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Abbildung 3.4: (a) Kapazitives Meshlter, (b) Induktives Meshlter und die jeweiligen Er-
satzschaltbilder
Das Ersatzschaltbild ist also wieder eine Kapazit¤at, und die ¤ubliche Bezeichnung f¤ur die-
se Filter ist kapazitives Meshlter. Die in Abbildung 3.4 (b) gezeigte, zur

Patch-Struktur
komplement¤are Apertur-Struktur f¤uhrt analog zu einer Induktivit¤at im Ersatzschaltbild und
wird deshalb oft als induktives Meshlter bezeichnet. Die N¤aherungsgleichungen
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die in [22, 25] angegeben werden, sind sehr ¤ahnlich zu denen f¤ur die Streifenlter (Gl. 3.1
und Gl. 3.3). F¤ur  Á gilt:
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wobei R eine normierte Frequenz ist, deren Wert um 1 liegt. Der G¤ultigkeitsbereich dieser
Gleichungen ist
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In [102] werden diese Gleichungen im Wesentlichen um einen Term
Ý
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erweitert, der den G¤ultigkeitsbereich zu h¤oheren Frequenzen erweitert, wie durch experi-
mentelle Ergebnisse belegt wurde. Dieser Term legt die Interpretation nahe, dass bei
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eine Resonanz vorliegt, was wohl damals auch vermutet wurde. Numerische Simulationen
mit der SBA zeigten jedoch ganz offensichtlich, dass es sich bei 4 z
7IH
=

Á
 nicht um eine
Resonanz handelt, sondern dass die experimentell gefundene Nullstelle im Transmissions-
bzw. Reexionsverhalten durch

grating lobes erzeugt wird. Es ist jedoch auch durch Si-
mulationen belegt, dass die Gleichungen brauchbare N¤aherung bis ca.
4



I
Á
 mit Á z±·Ñ§ #3! (3.10)
darstellen.
3.2.2.2 Einlagige resonante Strukturen
Bandp¤asse oder Bandsperren erh¤alt man, wenn man die Metallisierungen aus resonanten
Apertur- oder

Patch-Strukturen aufbaut. Die einfachste Grundform sind zweidimensional
periodisch angeordnete Dipol- und Schlitzstrukturen (Abbildung 3.5), deren Ersatzschalt-
bilder Reihen- oder Parallelschwingkreise sind. Offensichtlich sind diese Strukturen stark
polarisationsabh¤angig. Es ist deshalb naheliegend, die Dipole durch Kreuzdipole und ent-
sprechend die Schlitze durch Kreuzschlitze zu ersetzen (Abbildung 3.6).
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Abbildung 3.5: Einlagige (a) Dipol-, (b) Schlitzstruktur im quadratischen Gitternetz und die
jeweiligen Ersatzschaltbilder
Abbildung 3.6: Einlagige (a) Kreuzdipol-, (b) Kreuzschlitzstruktur im quadratischen Gitter-
netz und die jeweiligen Ersatzschaltbilder
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N¤aherungsgleichungen f¤ur die Admittanzwerte ndet man in [29, 104]:
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ist die Resonanzwellenl¤ange, f¤ur die folgende Absch¤atzungsformel angewendet wird:
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y
5
 und y
5E
sind wieder die relativen Dielektrizit¤atszahlen der die Metallisierung umgeben-
den Schichten (siehe Abbildung 2.1). Die Funktion B ; 4 > wird normierte Frequenz genannt,
es gilt:
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In Gln. (3.11) und (3.12) ist  ¤ ein Parameter, mit dem die metallischen Verluste, und  
ein Parameter, mit dem die Bandbreite des Resonators erfasst wird. Die Werte von   und

 k¤onnen mit Hilfe von Experimenten oder numerischen Simulationen bestimmt werden.
In [104] sind die Werte
 Ñz©·Ñ§ ·X·X·Ñ¼X

z±·Ñ§%!5$ (3.15)
angegeben, die durch eine Ausgleichsrechnung mit Hilfe von numerischen Simulationen ge-
wonnen wurden. F¤ur den Fall, dass metallische Verluste nicht ber¤ucksichtigt werden, kann
der Wert f¤ur  Ñ auf Null gesetzt werden. Diese Werte werden in der vorliegenden Arbeit
¤ubernommen, da mit ihnen gute ¤Ubereinstimmungen zwischen den entsprechenden ESB-
Modellen und den SBA-Berechnungen erzielt werden konnten (siehe auch n¤achster Ab-
schnitt, Abbildung 3.10). Der G¤ultigkeitsbereich der Gln. (3.11) und (3.12) ist mit
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angegeben.
Den in diesem Abschnitt bisher aufgef¤uhrten resonanten Strukturen liegt ein quadratisches
Gitter zugrunde, d.h., die Verschiebungsvektoren

g

 und

g

 (mit  zÈ¼ f¤ur einlagige Struktu-
ren) in Abbildung 2.3 stehen senkrecht aufeinander und sind gleich lang. In Verbindung
mit Kreuzdipol- bzw. Kreuzschlitzstrukturen werden h¤aug auch Gitternetze verwendet
[105, 106], bei denen der Winkel zwischen g   und g   45  betr¤agt und
×
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
6×KzQP
ª
×

g

K× (3.17)
gilt (siehe Abbildung 3.7).
F¤ur diese oft als ¤achenzentrierte Strukturen bezeichneten FSS gibt es keine brauchbaren
N¤aherungsgleichungen f¤ur den Zusammenhang zwischen den konzentrierten Bauelementen
eines Ersatzschaltbildes und der Metallisierungsgeometrie. Bei der Dimensionierung wird
deshalb meist von einem quadratischen Gitternetz und damit von den Gln. (3.11 - 3.14)
ausgegangen und die ¤Anderung durch die Fl¤achenzentrierung numerisch oder experimentell
bestimmt.
Abbildung 3.7: Fl¤achenzentrierte Kreuzschlitzstruktur
3.2.2.3 Berechnung der Reflexions-/Transmissionskoeffizienten
Die Berechnung der Reexions-/Transmissionskoefzienten f¤ur die einlagigen Filter erfolgt
mit Hilfe einfacher Gleichungen der Leitungstheorie.
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Abbildung 3.8: Ersatzschaltbild eines einlagigen freistehenden Filters
Abbildung 3.8 zeigt ein allgemeines Ersatzschaltbild eines einlagigen freistehenden Gitters
mit der normierten Impedanz
s
z
s¨;
4
>
s

§ (3.18)
Der normierte Leitungswiderstand ist
sçt
z²¼X (3.19)
und damit errechnet sich die Eingangsimpedanz zu
sç2
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
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Daraus ergibt sich der Reexionskoefzient
gGz
sç2


®¼
s32


¼
(3.21)
und schließlich der leistungsbezogene Transmissionsfaktor f¤ur den verlustlosen Fall
× M6×

z²¼­× g×

§ (3.22)
In Abbildungen 3.9 und 3.10 sind die Transmissionseigenschaften einer einlagigen kapaziti-
ven Struktur in einem quadratischen Gitternetz und einer einlagigen Kreuzschlitzstruktur in
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einem quadratischen Gitternetz im Submillimeterwellenbereich dargestellt. Die durchgezo-
genen Kurven sind mit Hilfe des Ersatzschaltbildmodells berechnet. Die exakte Rechnung
(gestrichelte Linien) erfolgt mit der Methode der im Kapitel 2 beschriebenen Spektralbe-
reichsanalyse (SBA). Der direkte Vergleich zeigt, dass das Ersatzschaltbildmodell f¤ur einla-
gige FSS in den angegebenen G¤ultigkeitsbereichen recht zuverl¤assige Ergebnisse liefert.
Die jeweiligen komplement¤aren Strukturen - die induktive Struktur und die Kreuzdipol-
struktur - lassen sich leicht durch Anwendung des Babinet’schen Prinzips [107] ineinander
¤uberf¤uhren mit
MC
Q$v
zÈçg-
87 (3.23)
und
g
Q$v
zÈ3M
87
§ (3.24)
Diese Beziehungen gelten allerdings nur f¤ur einlagige Filter, die im Freiraum stehen. In An-
wesenheit eines dielektrischen Materials ist der normierte Leitungswellenwiderstand noch
durch
sçt
z
¼
P
y
5 (3.25)
zu ersetzen.
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Abbildung 3.9: Transmissionsverhalten einer einlagigen kapazitiven Struktur im quadrati-
schen Gitternetz, berechnet mit Hilfe eines ESB-Modells und mit der SBA
Abbildung 3.10: Transmissionsverhalten einer einlagigen Kreuzschlitzstruktur im quadrati-
schen Gitternetz, berechnet mit Hilfe eines ESB-Modells und mit der SBA
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3.2.3 Syntheseverfahren fu¨r Bandpa¨sse/Bandsperren
3.2.3.1 Konzept
F¤ur die Realisierung von Filtern mit bestimmten Eigenschaften ( steile Flanken, große Band-
breite, ... ) kann auf sehr unterschiedliche Filterarchitekturen zur¤uckgegriffen werden. Da die
hier betrachteten Filter f¤ur den Einsatz in Antennensystemen aus FSS mit der in Abbildung
2.1 gegebenen Struktur aufgebaut sein sollen, scheiden alle Architekturen aus, bei denen
denierte Verkopplungen zwischen nicht unmittelbar benachbarten Resonanzstrukturen rea-
lisiert werden m¤ussen. Damit stehen nur Filter des in Abbildung 3.11 dargestellten Typs zur
Verf¤ugung, die aus einer Kaskadierung von gekoppelten Resonatoren ohne Nebenkopplun-
gen bestehen. F¤ur Filter nach Abbildung 3.11 stehen leistungsf¤ahige Syntheseverfahren zur
Verf¤ugung, die als Ergebnis Designparameter f¤ur Resonanzschwingkreise aus konzentrierten
Bauelementen, verkn¤upft durch |SR Å -Leitungsst¤ucke als Impedanzinverter, liefern. Es ist na-
heliegend, diese Resonanzschwingkreise mit Hilfe der im Abschnitt 3.2.2 angegebenen Glei-
chungen in Metallisierungsgeometrien umzusetzen und die |SR Å langen Leitungsst¤ucke durch
eine entsprechende Dimensionierung der dielektrischen Tr¤agerschichten zu realisieren. In
den folgenden Abschnitten werden das Syntheseverfahren und die prinzipielle Umsetzung
von Filtern aus konzentrierten Bauelementen und |SR Å -Leitungsst¤ucken in FSS-Strukturen
erl¤autert.
Abbildung 3.11: Ersatzschaltbild einer Filterstruktur aus  gekoppelten Resonatoren (Kop-
pelfaktor K /  a  zwischen Resonatoren  ®¼ und  ) ohne Nebenkopplungen
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3.2.3.2 Syntheseverfahren fu¨r Filterstrukturen aus gekoppelten Resonatoren ohne
Nebenkopplungen
Grundlagen
Allgemeine Hochfrequenzlter werden als lineare Zweitore mit speziellen Anforderungen
an den Frequenzgang der Streuparameter beschrieben. Die Approximation und Synthese von
Filterfunktionen ist eine in der Literatur sehr ausf¤uhrlich behandelte Problemstellung (z.B.
[108] und [109]). Der Entwurf gliedert sich im Allgemeinen in folgende Schritte: Zun¤achst
wird ein vorgegebenes Toleranzschema der allgemein komplexwertigen ¤Ubertragungsfunk-
tion mit Hilfe von realisierbaren Funktionen angen¤ahert, oder es werden lediglich Anforde-
rungen an den Betrag der ¤Ubertragungsfunktion in bestimmten Frequenzbereichen gestellt.
Kriterien f¤ur die Realisierbarkeit der Betriebs¤ubertragungsfunktion
:<;
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(3.26)
und der charakteristischen Funktion
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gehen dabei aus allgemeing¤ultigen Eigenschaften von Zweipol- und Vierpolfunktionen her-
vor. Aus der Approximation folgt dann die realisierbare Streumatrix eines Zweitors, die die
vorgegebenen Anforderungen erf¤ullt. Bei der anschließenden Synthese wird ein Netzwerk
aus konzentrierten Bauelementen aufgebaut, das durch die gefundenen Betriebsparameter
beschrieben wird. Hierzu stehen einige Syntheseverfahren zur Verf¤ugung [110].
In Filterkatalogen wird eine große Zahl von berechneten Filtern zusammengestellt. Sie bie-
ten die M¤oglichkeit, rasch den erforderlichen Schaltungsaufwand bei gegebenen Forde-
rungen abzusch¤atzen und verschiedene L¤osungen hinsichtlich praktischer Gesichtspunk-
te zu erkennen. Außerdem kann man aus den tabellierten Daten bestimmter normierter
Standard-Tiefp¤asse durch geeignete Transformationen eine Vielzahl weiterer Filterarten, wie
Hochp¤asse, Bandp¤asse, Bandsperren usw. in einfacher Weise berechnen. In dieser Arbeit
werden die Filtertabellen nach Saal [109] verwendet.
A¨quivalenter Tiefpass
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Die eigentliche Filtersynthese wird im ¤aquivalenten Tiefpassbereich durchgef¤uhrt. Die
so gefundene Schaltung wird mit Hilfe der Frequenztransformation in den Bandpass-
/Bandsperrebereich ¤uberf¤uhrt und anschließend durch Schaltungsumwandlung in eine rea-
lisierbare Form, beispielsweise aus gekoppelten Resonatoren, gebracht. Im Tiefpassbereich
k¤onnen z.B. charakteristische Funktionen vom Typ Butterworth (Potenzfunktion) und Tsche-
byscheff (Tschebyscheff-Polynom) nachgebildet werden (Polynomtiefp¤asse). Die ¤Ubertra-
gungsd¤ampfung dieser Schaltungen der Ordnung  (  beschreibt die Anzahl der Ener-
giespeicher im Tiefpassbereich bzw. die Anzahl verkoppelter Resonatoren im Bandpass-
/Bandsperrebereich) besitzt in diesen F¤allen maximal  Nullstellen, jedoch keine Polstellen.
Wegen der besseren Selektivit¤at werden in dieser Arbeit Tschebyscheff-Tiefp¤asse angesetzt.
Abbildung 3.12 zeigt ein Beispiel eines solchen Referenz-Tiefpasses der 3. Ordnung. Da-
bei bezeichnet man die normierten Gr¤oßen
H I

;
ﬃ
z ¼X§Ò§Ò§Ò$)> als Filterkoefzienten. Aus der
Forderung einer minimalen Reexionsd¤ampfung im Durchlassbereich lassen sich den Fil-
terkoefzienten mit Hilfe der Filtertabellen direkt Werte zuweisen. Sie k¤onnen deshalb als
bekannt vorausgesetzt werden.
Abbildung 3.12: Tschebyscheff-Tiefpass der 3. Ordnung nach C0308T
Die ersten beiden Ziffern in der Filterbezeichnung (in diesem Fall 03) stehen f¤ur die Ord-
nungszahl des Filters, w¤ahrend die letzten beiden (in diesem Fall 08) den maximalen Ree-
xionsfaktor (in Prozent) im Durchlassbereich wiedergeben.
Die Filterkoefzienten des Referenz-Tiefpasses sind wie folgt:
H I
uz±·Ñ§%2020!Â¼X¼X¼
H I
pzÈ¼X§ ·010/01325/
H I

z±·Ñ§%2020!Â¼X¼X¼ (3.28)
Aus den Zahlenwerten l¤asst sich schließen, dass die Filterkoefzienten eine gewisse Geo-
metrie aufweisen (hier: H I çz H I  ). Diese Eigenschaft ist f¤ur die Tschebyscheff-Tiefpasslter
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allgemein g¤ultig und kann unmittelbar in die Realisierung der FSS ¤ubertragen werden.
In der Praxis kommt h¤aug ein anderer Filtertyp - das Cauer-Filter - wegen der noch h¤oher-
en Flankensteilheit zum Einsatz. Die auf die Selektivit¤at optimierte Schaltung wird im Tief-
passbereich mit Hilfe von speziellen gebrochen rationalen Funktionen beschrieben (ellipti-
sche Funktionen). Die ¤Ubertragungsd¤ampfung besitzt in diesem Fall sowohl Nullstellen im
Durchlassbereich als auch Polstellen im Sperrbereich des Filters. Zur ¤Uberf¤uhrung in ei-
ne Struktur aus gekoppelten Resonatoren werden jedoch die Nebenkopplungen (siehe auch
Abschnitt 3.2.3.1) ben¤otigt, was mit den FSS-Strukturen nicht ausf¤uhrbar ist.
Transformation durch Impedanzinverter
Der Impedanzinverter ist ein Zweitor (Abbildung 3.13) und kann mit Hilfe seiner Admit-
tanzmatrix deniert werden.
Abbildung 3.13: Impedanzinverter als Zweitor
Dazu schreibt man:
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T
$ ist die Inversionskonstante mit der Dimension eines Widerstands, der die Eigenschaft
s
z
T

$
s

(3.30)
besitzt, wodurch die Impedanzinversion erkennbar wird.
Die normierte Darstellung von Gl. (3.30) lautet:
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wobei
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jeweils die normierte Impedanz und die normierte Inversionskonstante mit h  als Bezugswi-
derstand (in dieser Arbeit gleich dem Wellenwiderstand s  des Freiraums) angeben.
Mit Hilfe des Impedanzinverters kann eine L¤angsinduktivit¤at in der Filterschaltung zu einer
Querkapazit¤at umgewandelt werden. Abbildung 3.14 zeigt diese Schaltungsumwandlung.
Abbildung 3.14: Schaltungsumwandlung mit Hilfe des Impedanzinverters
Der Wert der Querkapazit¤at ergibt sich zu
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Ausgehend von der Schaltung in Abbildung 3.12 erh¤alt man nach der Transformation durch
Impedanzinverter folgende Schaltung, die nur aus parallel geschalteten Kapazit¤aten und Im-
pedanzinvertern besteht (Abbildung 3.15). Die Werte der Kapazit¤aten sind durch
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gegeben.
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Abbildung 3.15: Schaltung aus Querkapazit ¤aten und Impedanzinvertern
Frequenztransformation
Aus den in den Tabellen angegebenen Daten f¤ur Tiefpasslter (als Referenz-Tiefp¤asse)
k¤onnen durch Frequenz- und daraus resultierende Schaltelemente-Transformationen die ent-
sprechenden Daten f¤ur Hochp¤asse, Bandp¤asse und Bandsperren berechnet werden.
Im Folgenden wird die Schaltung in Abbildung 3.15, ein Tiefpasslter, mit Hilfe der jewei-
ligen Frequenztransformation in einen Bandpass und in eine Bandsperre ¤uberf¤uhrt.
Die Vorschrift f¤ur die Tiefpass/Bandpass-Transformation lautet:
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§ (3.35)
Der Index Ã steht f¤ur den ¤aquivalenten Tiefpass, und 	¨c f¤ur den transformierten Bandpass.
H
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gegeben.
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 ist die Mittenfrequenz nach
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ist die Bandbreite des Bandpasslters, f¤ur die gilt
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wobei
4
 und
4
 den Durchlassbereich (f¤ur Bandsperrelter den Sperrbereich) begrenzen.
Abbildung 3.16: Transformation der Kapazit ¤at eines Tiefpasses in die Bandpassbauelemente
Daraus folgt die Transformationsvorschrift
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mit der die Kapazit¤at eines Tiefpasses zu einem Parallelschwingkreis eines Bandpasses trans-
formiert wird (siehe Abbildung 3.16).
Die Beziehung einer Tiefpass/Bandsperre-Transformation lautet
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und damit
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Abbildung 3.17: Transformation der Kapazit ¤at eines Tiefpasses in die Bandsperrebauele-
mente
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Nach Abbildung 3.17 wird die Kapazit¤at eines Tiefpasses bei einer Tiefpass/Bandsperre-
Transformation zu einem Serienschwingkreis transformiert.
Mit Hilfe der Frequenztransformation werden nun die Schaltungen in Abbildung 3.15 jeweils
in den Bandpass-/Bandsperrebereich transformiert. Da das Verhalten des Impedanzinverters
frequenzunabh¤angig ist, ist dieser bez¤uglich der Frequenztransformation invariant. Deshalb
wird die Transformation nur auf 
6 bis 


angewendet. Die Werte der transformierten Bau-
elemente lassen sich mit Hilfe der Gln. (3.35 - 3.41) bestimmen. Schließlich ergeben sich
folgende Schaltungen f¤ur Bandpass- und Bandsperrelter (Abbildung 3.18):
Abbildung 3.18: a) Bandpass- und b) Bandsperreschaltung nach der Frequenztransformati-
on
Approximation des Impedanzinverters durch eine
|SR
Å
-Leitung
Wie in Abbildung 3.19 zu ersehen ist, weist eine |SR Å -Leitung die Eigenschaft eines Impedan-
zinverters auf und kann deshalb f¤ur die Realisierung des Impedanzinverters in Abbildung
3.18 eingesetzt werden. Man erh¤alt nun das Bandpass- oder Bandsperrelter in der End-
form aus parallel geschalteten Serien- oder Parallelschwingkreisen, die miteinander durch
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|SR
Å
-Leitungen verbunden sind, wobei sich | auf die Mittenfrequenz
4
 bezieht. Die beiden
Filterschaltungen sind in Abbildung 3.20 dargestellt.
Abbildung 3.19: Transformationseigenschaft einer | /4-Leitung
Abbildung 3.20: a) Bandpass- und b) Bandsperreschaltung aus Resonanzschwingkreisen,
die durch Leitungsst¤ucke mit einander verbunden sind
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3.2.3.3 Realisierung durch FSS-Strukturen
Die im letzten Abschnitt entwickelte Ersatzschaltung des Bandpass-/Bandsperrelters wird
nun durch eine FSS-Struktur in einer Form aus gekoppelten Resonatoren realisiert. Abbil-
dung 3.21 stellt anschaulich den Weg vom Ersatzschaltbild eines Filters 3. Ordnung zur ei-
gentlichen dreilagigen FSS dar. Die Resonatoren (Parallel- oder Reihenschwingkreise) wer-
den im Ersatzschaltbild durch die normierten Impedanzen s  bis s

repr¤asentiert. Die FSS
besteht aus drei Metallisierungsebenen, die in das dielektrische Material Polypropylen ein-
gebettet sind.
Abbildung 3.21: Ersatzschaltbild des Filters 3. Ordnung und die zugeh¤orige dreilagige FSS
Diese dielektrischen Tr¤ager der Dicke |SR Å stellen in diesem Konzept die Verkopplungen
bzw. die Impedanzinverter dar, wobei | auf die Mittenfrequenz
4
 bezogen ist:
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Zur Erzielung eines ausreichenden mechanischen Schutzes werden zwei zus¤atzliche Schich-
ten der Dicke |SR ª ober- und unterhalb der FSS angebracht.
Die Parallelschwingkreise des Bandpasslters werden durch resonante Apertur-Strukturen,
die Serienschwingkreise des Bandsperrelters dagegen durch resonante

Patch-Strukturen
ersetzt. Hierzu stehen die im Abschnitt 3.2.2.2 erl¤auterten Kreuzdipol- und Kreuzschlitz-
strukturen als geeignete Resonatoren zur Verf¤ugung. Zur Bestimmung der Geometrien der
Metallisierungsebenen wird folgendermaßen vorgegangen:
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Ð Bestimmung der normierten Impedanzen s  der Parallel- oder Serienschwingkreise
auf der Basis der vorgegebenen Filterkoefzienten
I
 des ¤aquivalenten Tiefpasses
Ð Skalierung der Gitterparameter
I
,
  und  nach Gln. (3.11 - 3.14). Verschiedene Impe-
danzwerte ( s  ) lassen sich durch Variationen der Gitterparameter erzielen.
3.2.3.4 Berechnung der Transmissionseigenschaften
Die Berechnung der Transmissionseigenschaft des Ersatzschaltbild-Modells erfolgt mit Hil-
fe der Leitungstheorie. Mit der Widerstandstransformation
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kann die normierte Impedanz (hier gleich ¼ ) am Ende der Schaltung rekursiv nach vorne
transformiert werden (der Index + steht f¤ur Ende und   f¤ur Anfang der Leitung der L¤ange  ,
] ist die Ausbreitungskonstante auf der Leitung). Man erh¤alt am Anfang der Schaltung die
Eingangsimpedanz s 2   , aus der sich der Reexionsfaktor berechnen l¤asst:
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Daraus ergibt sich der leistungsbezogene Transmissionsfaktor f¤ur den verlustlosen Fall:
× M6×
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§ (3.45)
3.2.4 Dimensionierung mehrlagiger FSS auf der Basis der Filtersyn-
these
Mit der beschriebenen Vorgehensweise wurden unterschiedliche Filter synthetisiert und in
FSS-Strukturen transformiert [111]. Als Beispiele werden im Folgenden einige Ergebnis-
se f¤ur Bandp¤asse f¤ur das 870 } m-Fenster dargestellt. Aus den Darstellungen im Abschnitt
3.2.2 ergibt sich, dass f¤ur die Realisierung von Bandp¤assen resonante Apertur-Strukturen
verwendet werden m¤ussen. Um eine geringe Polarisationsabh¤angigkeit zu erhalten, werden
Kreuzschlitzstrukturen zugrunde gelegt.
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Die Umsetzung der Daten f¤ur die konzentrierten Bauelemente in die FSS-Geometrie mit
Hilfe der Gln. (3.11), (3.13) und (3.14) ist nicht eindeutig. Aus technologischen Gr¤unden
wurden zwei Vorgehensweisen gew¤ahlt:
1. Die Abmessungen f¤ur die L¤angen und Breiten der Schlitze in allen Schichten werden
als gleich groß gesetzt, wodurch sich unterschiedliche Periodizit¤aten ergeben.
2. Es wird umgekehrt f¤ur alle Schichtebenen dieselbe Periodizit¤at gew¤ahlt und die Ab-
messungen der Schlitzl¤angen und Schlitzbreiten entsprechend angepasst.
In Abbildungen 3.22 und 3.23 sind zum einen die Transmissionsfaktoren dreilagiger FSS,
wie sie sich aufgrund der Filtersynthese, und zum anderen, wie sie sich aus der folgenden
SBA-Analyse ergeben, dargestellt.
Der Filtersynthese wurden folgende Anforderungen zugrunde gelegt:
Maximale Durchlassd¤ampfung 10 ^
Mittenfrequenz
4
pz_$0$X· GHz
Bandbreite

4
z
Å
· GHz
Dementsprechend wurde der ¤aquivalente Tiefpass C0308T aus den Filtertabellen in [109]
ausgew¤ahlt und anschließend in ein Bandpasslter transformiert. In Abbildung 3.22 wird
das sich f¤ur diesen Bandpass ergebene Transmissionsverhalten dargestellt. Die Umsetzung
dieses Bandpasses in eine FSS-Struktur mit den Vorgaben nach Punkt 1 f¤uhrt auf die in Ab-
bildung 3.22 angegebenen Abmessungen. Berechnet man das Transmissionsverhalten dieser
FSS-Struktur mit Hilfe der SBA, dann erh¤alt man den ebenfalls in Abbildung 3.22 dargestell-
ten Verlauf. Offensichtlich ist die ¤Ubereinstimmung zwischen beiden Ergebnissen recht gut:
Aus der SBA ergibt sich eine etwas achere linke Flanke, eine etwas steilere rechte Flanke
bei einer um 12 GHz vergr¤oßerten Bandbreite und eine gr¤oßere D¤ampfung im Durchlassbe-
reich. Besonders auff¤allig ist, dass die Rechnung mit der SBA die geforderte Sperrd¤ampfung
ab etwa 600 GHz nicht best¤atigt.
Bei der Umsetzung des Bandpasses aus der ESB-Synthese mit der Vorgehensweise nach
Punkt 2 erh¤alt man die in Abbildung 3.23 angegebenen Geometriedaten. Die Berechnung
dieser FSS-Struktur mit der SBA ergibt eine etwas gr¤oßere Bandbreite als mit dem ESB bei
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einem noch tieferen Einbruch im Durchlassbereich und eine ausreichende Sperrd¤ampfung
nur bis ca. 520 GHz.
Untersuchungen an Filtern h¤oherer Ordnung zeigen jedoch, dass bei diesen eine ¤Uberein-
stimmung zwischen den Ergebnissen aus der Filtersynthese und den aus der folgenden SBA-
Analyse f¤ur wichtige Eigenschaften nahezu gar nicht mehr gegeben ist. Als Beispiele zeigen
Abbildungen 3.24 und 3.25 die Ergebnisse f¤ur ein siebenlagiges Filter, wobei die Umsetzung
der Geometriedaten wiederum nach den beiden Gesichtspunkten erfolgte. Die wesentliche
Ursache daf¤ur ist, dass mit Hilfe des ESB-Konzeptes nur die Verkopplung der Resonatoren
bzw. Metallisierungen in benachbarten Ebenen ber¤ucksichtigt wird (Abbildung 3.11). Wie
eine detaillierte Analyse der Stromverteilungen auf den Metallisierungen ergibt, sind die
Stromverteilungen aller Schichten stark miteinander verkoppelt, was durch die in Abbildung
3.11 gegebene Filterarchitektur in keiner Weise erfasst wird. Diese Mehrfachverkopplungen
f¤uhren zu v¤ollig anderen Strombelegen, als aufgrund des ESB-Filterkonzepts erwartet. Un-
tersuchungen an Filtern mit dickeren Tr¤agerschichten zeigten, dass man dadurch zwar die
Verkopplungen zwischen den Metallisierungsebenen deutlich verringern kann, die Verluste
durch die D¤ampfung im dielektrischen Material aber auch gravierend ansteigen, so dass die
angestrebte Entkopplung durch dicke Schichten keine praktikable L¤osung darstellt [112].
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Abbildung 3.22: Transmissionsverhalten des dreilagigen Bandpasslters, dimensioniert auf
der Basis der Filtersynthese (identische Kreuzschlitze in allen Metallisierungsebenen, unter-
schiedliche Periodizit¤aten)
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Abbildung 3.23: Transmissionsverhalten des dreilagigen Bandpasslters, dimensioniert auf
der Basis der Filtersynthese (identische Periodizit ¤aten in allen Metallisierungsebenen, un-
terschiedliche Kreuzschlitzabmessungen)
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Abbildung 3.24: Transmissionsverhalten des siebenlagigen Bandpasslters, dimensioniert
auf der Basis der Filtersynthese (identische Kreuzschlitze in allen Metallisierungsebenen,
unterschiedliche Periodizit¤aten)
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Abbildung 3.25: Transmissionsverhalten des siebenlagigen Bandpasslters, dimensioniert
auf der Basis der Filtersynthese (identische Periodizit ¤aten in allen Metallisierungsebenen,
unterschiedliche Kreuzschlitzabmessungen)
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3.3 Dimensionierung durch Parametervariation auf der
Basis der SBA
3.3.1 Voru¨berlegung
Im Abschnitt 3.2 konnte gezeigt werden, dass die Synthese von Filtern mit Hilfe des ESB-
Konzepts und die anschließende Umsetzung in FSS f¤ur Filter geringer Ordnung bedingt
erfolgreich ist. Es lag nahe zu versuchen, durch Parametervariation weitere Verbesserungen
f¤ur den Durchlass- und Sperrbereich zu erzielen. Dazu war es notwendig, die Anforderungen
an das in das Radioteleskop einzusetzende Filter genauer zu spezizieren. Außerdem sollte
in die weiteren theoretischen Untersuchungen eingehen, welche zus¤atzlichen Anforderungen
sich aus Problemen bei der Herstellung der FSS ergeben.
Auf der Basis der bisherigen theoretischen ¤Uberlegungen und der Erfahrung bei der Her-
stellung wurde zun¤achst in Zusammenarbeit mit dem MPIfR das in Abbildung 3.26 darge-
stellte Konzept f¤ur das gesamte Filtersystem f¤ur das 870 } m-Fenster entwickelt. Da die FSS
durch Hohlleitungen ausgeleuchtet werden, ist es naheliegend, die Hochpasseigenschaften
der Hohlleitungen f¤ur das Abschneiden der vorderen Kante bei
4X7
zQ$
ª
Å GHz auszunutzen.
Dadurch ergibt sich, dass der Frequenzgang des nachfolgenden Bandpasses f¤ur
4
ÔD$
ª
Å
GHz weitgehend beliebig sein darf. Wichtig bleibt f¤ur den Bandpass eine geringe D¤amp-
fung im Durchlassbereich 324 - 370 GHz und eine steile Flanke in einem Bereich, der
durch
487
´z`$
ª
Å GHz und
487
Óz`$325# GHz festgelegt wurde. Ebenfalls wichtig ist eine
hohe Sperrd¤ampfung des gesamten Systems f¤ur
4
ÖD$325# GHz bis mindestens 750 GHz.
Da sowohl die Erfahrung bei den theoretischen Untersuchungen wie auch bei Messungen
an bereits erstellten Filtern gezeigt hatte, dass diese hohe Sperrd¤ampfung nicht mit einer
FSS-Struktur realisierbar ist, wird zus¤atzlich ein Tiefpass mit einer hohen Sperrd¤ampfung
ab etwa 600 GHz eingesetzt. Offensichtlich ist die Anforderung an die Flankensteilheit des
Tiefpasses unkritisch. Insgesamt erh¤alt man also eine Kaskadierung eines Hochpasses, eines
Bandpasses und eines Tiefpasses (Abbildung 3.26).
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Abbildung 3.26: Kaskadierung eines Hochpasses, eines Bandpasses und eines Tiefpasses als
Filter f¤ur das 870 } m-Fenster
Die Hauptaufgabe besteht also dann darin, einen Bandpass f¤ur den Bereich 324 GHz Ô
4
Ô
370 GHz mit einer rechten steilen Flanke und hoher D¤ampfung f¤ur 379 GHz Ô
4
Ô 600 GHz
zu dimensionieren, was offensichtlich mit den im Abschnitt 3.2.2.2 diskutierten resonan-
ten Strukturen auf der Basis von Kreuzschlitzstrukturen m¤oglich ist. Die dort angegebenen
L¤osungen mit unterschiedlichen Abmessungen f¤ur die Kreuzschlitze oder f¤ur die Gitterkon-
stanten in den verschiedenen Metallisierungsebenen sind jedoch aus technologischer Sicht
sehr ung¤unstig, weil f¤ur jedes Gitter eine eigene Maske hergestellt werden muss, was den
Herstellungsprozess extrem verteuert und verlangsamt. F¤ur die beabsichtigte Dimensionie-
rung durch Parametervariation wurde deshalb folgende modizierte Vorgehensweise festge-
legt: Anstatt als Startparameter die aus der Filtersynthese gewonnenen Daten zu verwenden,
werden die Gitterweiten und die Schlitzabmessungen aus Gln. (3.11) und (3.13) mit (3.14)
f¤ur eine Mittenfrequenz von 330 GHz bestimmt und f¤ur alle Metallisierungsebenen identisch
verwendet. Die dielektrischen Schichten werden zu | /4 bei der Mittenfrequenz
4
 angesetzt.
Im Abschnitt 3.3.3 werden zun¤achst die Filtereigenschaften der so dimensionierten FSS mit
der SBA f¤ur drei- und vierlagige FSS berechnet; anschließend werden entsprechende Para-
metervariationen durchgef¤uhrt. Die gefundenen, als g¤unstig bewerteten Strukturen wurden
im MPIfR aufgebaut und vermessen. Da zu erwarten war, dass an der Schnittstelle zwi-
schen theoretischer Untersuchung und Herstellung sowie Messung noch Probleme auftau-
chen w¤urden, wurde vereinbart, vorab einlagige Kreuzschlitzstrukturen zu dimensionieren,
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aufzubauen und zu vermessen, um ausreichend Erfahrungen zu sammeln, bevor die Beauf-
tragung zur Herstellung der sehr kostenintensiven mehrlagigen Filtern vorgenommen w¤urde.
Die Darstellung zu den einlagigen Filtern erfolgt im Abschnitt 3.3.2.
3.3.2 Einlagige resonante Filterstrukturen
Um - wie dargestellt - sicherzustellen, dass das neue Konzept auch realisierbar ist, wurden
zun¤achst einige einlagige resonante Filterstrukturen ohne dielektrische Tr¤ager entworfen, di-
mensioniert, hergestellt und vermessen. Das erste Beispiel ist das bereits im Abschnitt 3.2.2.2
diskutierte Filter aus Kreuzschlitzen in einem quadratischen Gitternetz, dessen mit dem ESB-
Modell und mit der SBA berechnetes Transmissionsverhalten in Abbildung 3.10 dargestellt
wurde. In Abbildung 3.27 wird das Ergebnis der Messung mit dem aus der SBA-Rechnung
verglichen. Man sieht, dass die Ergebnisse bis auf eine leichte Frequenzverschiebung recht
gut ¤ubereinstimmen.
Da f¤ur die Dimensionierung von ¤achenzentrierten Kreuzschlitzstrukturen in der Literatur
kein Ersatzschaltbild zur Verf¤ugung steht, wurden die Parameter auf der Basis des quadrati-
schen Gitternetzes, modiziert durch beim MPIfR vorhandene Erfahrungswerte, vorgenom-
men. Die SBA-Berechnung dieser Struktur zeigt eine sehr gute ¤Ubereinstimmung mit den
Messwerten (Abbildung 3.28).
Um die ¤Ahnlichkeiten, aber auch die Unterschiede zwischen den rechtwinkligen und den
¤achenzentrierten einlagigen Kreuzschlitzstrukturen diskutieren zu k¤onnen, wurde eine Rei-
he weiterer numerischer Untersuchungen durchgef¤uhrt. Als Beispiel zeigt Abbildung 3.29
noch einmal das Ergebnis f¤ur die ¤achenzentrierte Kreuzschlitzstruktur aus Abbildung 3.28
und das f¤ur ein quadratisches Gitter mit Kreuzen derselben Geometrie, das aus dem ¤achen-
zentrierten durch Herausnahme jeweils des zentralen Kreuzes aus einer Gruppe von 5 Kreu-
zen entsteht. Offensichtlich verringert sich durch diese Herausnahme deutlich die Bandbreite
bei einer leichten Verschiebung der Resonanzfrequenz zu niedrigeren Werten.
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Abbildung 3.27: Transmissionsverhalten einer einlagigen, freistehenden Kreuzschlitzstruk-
tur im quadratischen Gitternetz
Abbildung 3.28: Transmissionsverhalten einer einlagigen, freistehenden,  ¤achenzentrierten
Kreuzschlitzstruktur
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Abbildung 3.29: Transmissionsverhalten einer ¤achenzentrierten Kreuzschlitzstruktur und
einer Kreuzschlitzstruktur im quadratischen Gitternetz
3.3.3 Bandpassfilter mit identischer Geometrie aller Metallisierungs-
schichten
Wie bereits erw¤ahnt, wird im Folgenden f¤ur die Dimensionierung mehrlagiger FSS aus
technologischen Gr¤unden von einer identischen Periodizit¤at und von identischen Schlitz-
abmessungen f¤ur alle Metallisierungsebenen ausgegangen. Als Parameter stehen folglich die
Schlitzl¤ange   , die Schlitzbreite  , die Gitterkonstante
I
und die Dicke ﬁ¤"! ( z ﬁ   z ﬁ   z
§Ò§Ò§ ) der dielektrischen Schichten ( y 5 z ª § ª ! ) zwischen den Metallisierungen zur Verf¤ugung.
Zus¤atzlich werden zum Schutz der oberen und unteren Metallisierungen zwei weitere dielek-
trische Schichten aufgebracht, die mit ﬁÑ$# und ﬁ "% bezeichnet werden, wobei hier aufgrund
der Vereinfachung ﬁÂ$# z ﬁ "% gew¤ahlt wird. Es ist offensichtlich, dass eine systematische
Variation aller 5 Parameter in dem Bereich, der technisch sinnvoll sein k¤onnte, zu so vielen
Rechnungen f¤uhren w¤urde, dass der bis zur endg¤ultigen Festlegung des Designs verf¤ugbare
Zeitraum bei weitem ¤uberschritten werden w¤urde. Es wurde deshalb versucht, durch eine
Kombination aus einer systematischen und einer intuitiven, sich an den jeweiligen Ergebnis-
sen orientierenden Parametervariation zu g¤unstigen L¤osungen zu kommen. In den Abbildun-
gen 3.30 und 3.31 werden zwei Beispiele f¤ur die so gefundenen Parameters¤atze zum einen f¤ur
eine dreilagige und zum anderen f¤ur eine vierlagige Kreuzschlitzstruktur im quadratischen
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Gitternetz pr¤asentiert. Dargestellt wird jeweils das Ergebnis aus der SBA-Rechnung und aus
der Messung. Aus der SBA ergibt sich f¤ur beide Filter eine hohe Flankensteilheit in der
N¤ahe der rechten Kante bei
4
za$320! GHz, jedoch verkn¤upft mit jeweils tiefen Einbr¤uchen
im Durchlassbereich. Das vierlagige Filter weist im Vergleich zu dem dreilagigen eine h¤ohe-
re Flankensteilheit auf, zeigt aber - wie auch das dreilagige - im Frequenzbereich zwischen
500 und 600 GHz starke Durchbr¤uche. Die gemessene Kurven liegen im Durchlassbereich
durchschnittlich 20 ^ unter den berechneten Kurven. Dies ist darauf zur¤uckzuf¤uhren, dass
bei der Berechnung mit Hilfe der SBA sowohl die dielektrischen als auch die metallischen
Verluste nicht ber¤ucksichtigt wurden, da entsprechende Daten weder in der Literatur vorlie-
gen noch durch Messungen an den fertig gestellten Filter ermittelt werden k¤onnen und sich
Sch¤atzungen als wertlos erwiesen. Da die Berechnungen ohne Verluste jedoch offensichtlich
die prinzipiellen Verl¤aufe der gemessenen Werte wiedergeben, werden Verluste auch bei den
folgenden Rechnungen nicht mit einbezogen.
Abbildung 3.30: Transmissionsverhalten des dreilagigen Bandpasslters mit Kreuzschlitz-
struktur im quadratischen Gitternetz
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Abbildung 3.31: Transmissionsverhalten des vierlagigen Bandpasslters mit Kreuzschlitz-
struktur im quadratischen Gitternetz
Durch den Vergleich von einlagigen Kreuzschlitzstrukturen in einem quadratischen Gitter-
netz mit den entsprechenden ¤achenzentrierten Geometrien (z.B. Abbildung 3.29) war fest-
gestellt worden, dass letztere breitbandiger sind. Es wurden deshalb auch drei- und vierla-
gige ¤achenzentrierte Kreuzschlitzstrukturen durch Parametervariation optimiert, wobei als
Ausgangsposition die Parameter der in Abbildung 3.29 gezeigten einlagigen Strukturen mit
einer entsprechenden Frequenztransformation verwendet wurden. Die Ergebnisse der SBA-
Rechnung und der Messung sind in Abbildung 3.32 und Abbildung 3.33 dargestellt. Durch
die dichtere Packung im ¤achenzentrierten Gitter wird vor allem erreicht, dass die Durch-
br¤uche im h¤oheren Frequenzbereich deutlich reduziert sind. F¤ur das Verhalten im Durch-
lassbereich konnte jedoch schon durch den Optimierungsprozess auf der Basis der Parame-
tervariation ein zufriedenstellender Verlauf erzielt werden, was sich auch durch die Messung
best¤atigte. Insgesamt ergab der Vergleich zwischen den ¤achenzentrierten und den quadrati-
schen Gitternetzen, dass bei ersteren die ¤Ubereinstimmung zwischen SBA- und Messergeb-
nissen etwas besser ist.
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Abbildung 3.32: Transmissionsverhalten des dreilagigen Bandpasslters mit  ¤achenzentrier-
ter Kreuzschlitzstruktur
Abbildung 3.33: Transmissionsverhalten des vierlagigen Bandpasslters mit  ¤achenzentrier-
ter Kreuzschlitzstruktur
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3.3.4 Tiefpassfilter
Wie im Abschnitt 3.3.1 dargestellt wurde, soll die geforderte hohe D¤ampfung der gesam-
ten Filterstruktur im Bereich von ca. 600 bis 750 GHz mit einem Tiefpass erzielt werden.
Aus Abschnitt 3.2.2.1 folgt, dass ein solcher Tiefpass auf der Basis kapazitiver quadratischer
Strukturen realisiert werden kann. Ausgehend von dem Ersatzschaltbild und nachfolgender
Parametervariation, wieder f¤ur identische Metallisierungen in allen Ebenen und identische
Dicken der dielektrischen Tr¤ager sowie f¤ur eine obere und untere Schutzschicht, werden
die Parameter f¤ur ein dreilagiges Tiefpasslter mit kapazitiven quadratischen Strukturen be-
stimmt (Abbildung 3.34), dessen Transmissionsverhalten die gew¤unschte gute D¤ampfung
im oberen Bereich aufweist. Dieser Tiefpass wurde noch nicht vermessen. Aufgrund fr¤uher-
er Untersuchungen [43, 44, 47] ist die Herstellung des Filters als unkritisch einzustufen. Da
an das Filter insgesamt keine hohen Anforderungen gestellt werden m¤ussen, ist eine wei-
terf¤uhrende Optimierung nicht notwendig.
Abbildung 3.34: Transmissionsverhalten des dreilagigen Tiefpasslters mit kapazitiver qua-
dratischer Struktur, berechnet mit der SBA
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3.4 Optimierung mit Hilfe der PSO
3.4.1 Integration der PSO in die SBA
Die Integration des PSO-Algorithmus in die SBA erm¤oglicht eine systematische Un-
tersuchung zu den Parametern sehr komplexer FSS-Strukturen, deren Transmissions-
/Reexionseigenschaften bestimmten Filteranforderungen entsprechen sollen [82]. Damit
bietet das Verfahren eine M¤oglichkeit, die numerische Modellbildung der Filterstrukturen
zielgerecht zu verfolgen und so zu Ergebnissen zu kommen, die zum Teil deutlich besser
sind als die, die mit der Parametervariation erreicht werden konnten. Wie im Abschnitt 2.2.2
dargestellt, wird zur L¤osung der Integralgleichung das gesamte Modell mit Hilfe der Ba-
sisfunktionen der Strommoden beschrieben. Da mit Hilfe der ungleichf¤ormigen Rasterung
die Segmentierung der Basisfunktionen beliebig gew¤ahlt wird und so weitgehend beliebige
Abmessungen f¤ur die Geometrien der Metallisierungen modelliert werden k¤onnen, ist die
Flexibilit¤at gegeben, mittels Variationen von nur wenigen Parametern verschiedene Struk-
turen zu simulieren. Diese Parameter werden in der PSO zu einem Zustandsvektor zusam-
mengefasst, der als Partikel im Suchraum nach dem Optimum sucht (siehe Abschnitt 2.3).
Die Position eines jeden Partikels (Zustandsvektors) wird durch eine Zielfunktion (Fitness-
Funktion) beurteilt, welche den Filteranforderungen zu Grunde gelegt wird. Die Bewegun-
gen aller Partikel im gesamten Partikelschwarm in die Richtung des Optimums f¤uhren zu
Rekongurationen der Filterstrukturen und schließlich zu einer optimierten L¤osung.
Die zu optimierenden Parameter einer mehrfach geschichteten FSS-Struktur, die mit der SBA
berechnet wird, sind:
Ð Geometrie der Urzelle
Ð Gitterkonstante und Verschiebungsvektoren
Ð Dicke und Permittivit¤aten der dielektrischen Schichten
Ð Einfallswinkel der anregenden Welle
Da in Hinblick auf die Anwendung davon ausgegangen werden kann, dass die einfallenden
Felder nahezu senkrecht auf die Ober¤ache der FSS-Strukturen treffen, wird in dieser Ar-
beit weiterhin nur der senkrechte Einfall betrachtet, und deshalb werden f¤ur die Optimierung
nur die ersten drei Kriterien in Betracht gezogen. Die gew¤ahlten Optimierungsparameter
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bilden im Allgemeinen einen  -dimensionalen Suchraum, dessen Begrenzungen durch die
Denitionsbereiche der einzelnen Parameter bestimmt werden. F¤ur die Festlegung der un-
teren und oberen Schranken eines jeden Parameters werden Erfahrungswerte vor allem aus
Ersatzschaltbildmodellen, aber auch aufgrund von durch die Technologie bedingten Anfor-
derungen verwendet. So werden z.B. die Grenzen f¤ur die Dicke des Dielektrikums zwischen
zwei benachbarten Metallisierungen wieder durch
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festgelegt.
Aus dem beabsichtigten Einsatz f¤ur astronomische Messungen ergibt sich, dass vor allem
folgende Forderungen an die Transmissionseigenschaften durch die Fitness-Funktion abge-
bildet werden m¤ussen:
Ð Hohe Transmission im (Teil-)Durchlassbereich
Ð Große D¤ampfung im (Teil-)Sperrbereich
Ð Hohe Flankensteilheit bei der

cut-off-Frequenz
Ð Angabe der Bandbreite (Bandpass bzw. Bandsperre)
F¤ur die Formulierung der Fitness-Funktion wird in der vorliegenden Arbeit von Maximie-
rungsproblemen ausgegangen. So kann die zu maximierende, integrale Gr¤oße der Transmis-
sionseigenschaften im Durchlassbereich n¤aherungsweise mit Hilfe des arithmetischen Mit-
telwertes des Transmissionsfaktors ¤uber die gesamte Bandbreite erfasst werden, so dass die
Fitness-Funktion die Form
:
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annimmt.  ist die Anzahl der betrachteten ¤aquidistanten Frequenzpunkte von der unteren
Grenze
4
% bis zur oberen Grenze
4
# des Frequenzbandes.
F¤ur die Darstellung der D¤ampfung im Sperrbereich kann die Fitness-Funktion zu
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formuliert werden. Somit wird das vorliegende Minimierungsproblem in ein Maximierungs-
problem ¤uberf¤uhrt.
Die Flankensteilheit des Filters wird durch die Transmissionen bei zwei

cut-off-
Frequenzen
4/7
 und
487
 charakterisiert (siehe Abbildung 3.26). Die Fitness-Funktion f¤ur die
Flankensteilheit lautet:
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Die gesamte Fitness-Funktion des Optimierungsproblems setzt sich aus einer oder mehreren
Teilfunktionen zusammen. Im letzteren Fall werden die Teilfunktionen je nach ihrer Priorit¤at
entsprechend gewichtet, so dass
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wobei n  , n , ... die Gewichtungsfaktoren sind.
Die Festlegung der PSO-Parameter erfolgt nach Abschnitt 2.3.5.3, d.h.:
Die Anzahl der Partikel im gesamten Schwarm wird zu
`
z"!K· (3.51)
gesetzt.
Das D¤ampfungsgewicht  wird nach Gl. (2.68) mit

#
z±·Ñ§ # und  % z±·Ñ§ $ (3.52)
so festgelegt, dass am Anfang eine globale und am Ende eine ¤uberwiegend lokale Suche
stattndet.
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Beide Lern-Konstanten 
6 und 
 werden erfahrungsgem¤aß
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gesetzt.
Und schließlich gilt f¤ur die maximale Geschwindigkeit
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Der Ablauf zur Optimierung der FSS-Strukturen wird mittels des in Abbildung 3.35 gezeig-
ten Flussdiagramms anschaulich dargestellt.
Abbildung 3.35: Flussdiagramm des PSO-Algorithmus zur Optimierung von FSS-Strukturen
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3.4.2 Optimierung mehrlagiger Bandpassfilter mit fla¨chenzentrierten
Kreuzschlitzstrukturen
Abbildung 3.36: Filteranforderungen an das Bandpasslter und die dazugeh ¤origen Teil-
Fitnessfunktionen
Auf der Basis der im Abschnitt 3.3.3 dargestellten Ergebnisse wurde entschieden, dass die
Optimierung des dort entwickelten Bandpasses mit Hilfe der PSO f¤ur die ¤achenzentrierten
Kreuzschlitzstrukturen durchgef¤uhrt werden soll. Dazu werden die Filteranforderungen aus
Abbildung 3.36 nochmals n¤aher spezialisiert und in der Form von drei Teil-Fitnessfunktionen
(siehe Abschnitt 3.4.1) dargestellt. Es werden (Abbildung 3.36)
(1) Hohe Transmission im Bereich 324 - 370 GHz: :  ; =~>ÞÖ®·Ñ§ #
(2) Hohe Flankensteilheit im Bereich 370 - 379 GHz: :Î@  ; =?>pÖ®·Ñ§ /3!
(3) Hohe D¤ampfung im Bereich 379 - 600 GHz: :  ; =?>pÖû·Ñ§ #3!
ben¤otigt. Die Umsetzung dieser Anforderungen f¤uhrt bei einer linearen Gewichtung der Kri-
terien (1) - (3) zu einer gesamten Fitness-Funktion
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mit den drei Teilfunktionen
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n 
,
n und n

sind die Gewichtungen der jeweiligen Teilfunktionen. F¤ur diese wird
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festgelegt, so dass die gesamte Fitness-Funktion :<;

=?> Werte zwischen 0 und 1 annimmt.
Aus der Diskussion ¤uber die Wichtigkeit der Filteranforderungen (1) bis (3) werden
n zn

z±·Ñ§ $ (3.60)
und
npz±·Ñ§
Å (3.61)
gesetzt.
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Abbildung 3.37: Schematische Darstellung eines vierlagigen Bandpasslters mit  ¤achenzen-
trierter Kreuzschlitzstruktur
In Abbildung 3.37 sind nochmals die Parameter des zu optimierenden Bandpasses darge-
stellt: Die Parameter der Metallisierung
I
,
 
, und  und die Schichtdicken ﬁ¤"! , ﬁ $# und ﬁ "% ,
wobei nun die Außenschichtdicken ﬁÑ$# und ﬁ "% unterschiedlich gew¤ahlt werden k¤onnen, so
dass ein 6-dimensionales Optimierungsproblem entsteht. Die Grenzen des L¤osungsraums
werden auf der Basis der bisherigen Erfahrungen und aus technologischen Gr¤unden f¤ur jede
Gr¤oße wie folgt festgelegt:
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Neben dem vierlagigen wird auch das dreilagige Filter (siehe Abbildung 3.32) untersucht.
Da f¤ur dieses ebenfalls in allen Schichten identische Metallisierungen und identische Dicken
ﬁ "! der dielektrischen Schichten vorgegeben werden, handelt es sich bei dem dreilagigen
Bandpasslter wieder um ein 6-dimensionales Optimierungsproblem.
Abbildung 3.38 zeigt das Konvergenzverhalten von
I

+8L-M f¤ur das vierlagige Filter. Nach etwa
40 Iterationen konvergiert
I

+8L-M zu einem hohen Fitness-Wert von
:<;

=?>z©·Ñ§ #3!Â§ (3.62)
Der entsprechende optimale L¤osungsvektor ist
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In Abbildung 3.39 ist der Transmissionsfaktor dieses optimierten Bandpasslters dargestellt.
Der Transmissionsfaktor des nur durch Parametervariation dimensionierten Bandpasses (sie-
he Abbildung 3.33) ist zum Vergleich ebenfalls aufgetragen. F¤ur die kritischen Anforderun-
gen konnten folgende Ergebnisse erzielt werden:
Die einzelnen Fitness-Werte der Teilfunktionen ergeben sich zu
:
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und
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d.h., alle Anforderungen an das Bandpasslter werden durch dieses optimierte Filter erf¤ullt.
Abbildungen 3.40 und 3.41 stellen die Ergebnisse eines dreilagigen Filters mit
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dar.
Der Optimierungsprozess konvergiert zwar schneller als der des vierlagigen Filters, es wird
aber auch nur ein kleinerer Fitness-Wert von
:<;

=?>z©·Ñ§ # (3.68)
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erreicht. Die Filteranforderungen werden teilweise gut erf¤ullt. In den Bereichen (1) und (3)
liefert das Filter gute Ergebnisse mit
:
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=~>uz±·Ñ§ #3! f¤ur den Durchlassbereich (1)  (3.69)
und
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;

=~>uz±·Ñ§ #0/ f¤ur den Sperrbereich (3) § (3.70)
Dagegen ist im Bereich (2) die Flankensteilheit geringer:
:A@

;

=?>z±·Ñ§ /X· f¤ur die Flankensteilheit (2) § (3.71)
Das vierlagige Filter zeigt im Vergleich zum dreilagigen bessere Transmissionscharakteri-
stiken. F¤ur die praktische Anwendung sind noch die Verluste sowohl im Metall als auch im
Dielektrikum zu ber¤ucksichtigen; deshalb wird versucht, die Anzahl der Schichten gering
zu halten. Aus diesem Grund ist das dreilagige Filter ebenfalls interessant, wenn man einige
Abweichungen von den Filteranforderungen akzeptiert.
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Abbildung 3.38: Konvergenzverhalten des besten Fitness-Wertes (vierlagiges Bandpasslter)
Abbildung 3.39: Transmissionsverhalten des optimierten vierlagigen Bandpasslters
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Abbildung 3.40: Konvergenzverhalten des besten Fitness-Wertes (dreilagiges Bandpasslter)
Abbildung 3.41: Transmissionsverhalten des optimierten dreilagigen Bandpasslters
Kapitel 4
Absorbierende FSS fu¨r
Bolometersysteme
4.1 U¨berblick u¨ber den derzeitigen Entwicklungsstand
FSS mit verlustbehafteten Metallisierungen werden als Absorber in verschiedenen Berei-
chen der Technik eingesetzt [16, 17, 19, 113, 114]. Im Rahmen der vorliegenden Arbeit
werden sie f¤ur die Anwendung als Absorberschichten in Bolometersystemen [115, 116] f¤ur
Millimeter-Wellenempf¤anger diskutiert. Ziel dieses Kapitels ist es, zun¤achst die Parameter
von Bolometerstrukturen mit kontinuierlich belegter Absorberschicht so zu bestimmen, dass
die absorbierte Verlustleistung maximal wird. Danach soll eine neuartige Absorberanord-
nung auf der Basis der FSS-Technologie entwickelt werden. Durch die Optimierung der
Designparameter soll untersucht werden, welche Wirkungsgrade erreicht werden k¤onnen.
Die Untersuchung der Bolometeranordnungen soll f¤ur die Detektion in dem 1.2 mm-Fenster
erfolgen (siehe auch Abschnitt 3.1).
Ein Bolometer ist ein Strahlungssensor, der die abgestrahlte Leistungsdichte von meist
schwachen Licht-, Infrarot-, Ultraviolett- oder Mikrowellen-Quellen detektieren kann, in-
dem er die durch Absorption stattndende Erw¤armung registriert [117].
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Abbildung 4.1: 117-Pixel MAMBO-2-Bolometer-Kamera des IRAM-30-Meter-
Radioteleskops in S¤udspanien (Bilder: MPIfR Bonn, IRAM [99, 118])
Im Bereich der Wellenl¤angen von etwa 200 } m bis 2 mm sind Bolometer die empndlichsten
Empf¤anger f¤ur Kontinuumsstrahlung1. Dieser Teil des (Sub)millimeterwellenspektrums ist
astronomisch ¤außerst interessant, jedoch werden Beobachtungen durch die Absorption des
Wasserdampfs in der Erdatmosph¤are stark erschwert (siehe auch Abschnitt 3.1). Erschlossen
wird dieser Spektralbereich zur Zeit durch zunehmend leistungsf¤ahigere Radioteleskope auf
Standorten in großer H¤ohe, bei denen Trockenheit und niedrige Umgebungstemperaturen
einen niedrigen Wasserdampfgehalt garantieren. Da selbst an den besten Standorten exzel-
lente Bedingungen f¤ur Submillimeterbeobachtungen nur f¤ur einen kleinen Anteil der Zeit
auftreten, m¤ussen Detektoren mit einer Empndlichkeit, die an die Grenze des so genannten
Photonenrauschens reicht, entwickelt werden. Dies ist m¤oglich mit Bolometern, die bei einer
Betriebstemperatur unterhalb von 1 K arbeiten [119].
Das Max-Planck-Institut f¤ur Radioastronomie (MPIfR) in Bonn ist weltweit f¤uhrend in der
technologischen Entwicklung von Bolometer-Kameras f¤ur radiometrische Untersuchungen
[120, 121]. Im Jahre 1980 begannen die Bolometerentwicklungen am MPIfR mit einem ein-
elementigen Bolometer f¤ur den Betrieb bei 1.5 K. Da viele astronomische Anwendungen
die Kartierung großer Himmelsareale erfordern, kann die Beobachtungszeit erheblich re-
duziert werden, wenn eine m¤oglichst große Anzahl von Bolometern in der Fokalebene des
1Unter Kontinuumstrahlung versteht man elektromagnetische Strahlung, deren Intensita¨t sich nur langsam
und stetig mit der Wellenla¨nge a¨ndert.
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Teleskops angeordnet wird. Mit den Mitteln moderner Mikromechanik ist dieses m¤oglich
geworden. Das MPIfR nahm an der rasanten Entwicklung der lithograschen Mikrostruk-
turierung aktiv teil und entwickelte ab 1991 mehrelementige Bolometer-Kameras. Im Jahr
2002 kam das 117-Elemente MAMBO-Array (Max-Planck Millimeter Bolometer) erstmals
am IRAM2-30m-Radioteleskop auf dem Pico Veleta in S¤udspanien zum Einsatz (siehe Ab-
bildung 4.1).
Den aktuellen Stand der Bolometerentwicklung am MPIfR markiert die Large APEX (siehe
Abschnitt 3.1) Bolometer-Kamera (LABOCA) mit 295 Einzelbolometern (Abbildung 4.2).
F¤ur die Zukunft wird erwartet, dass Arrays mit Tausenden von Elementen einsatzf¤ahig sind.
Abbildung 4.2: Neues 295-Elemente LABOCA-Bolometerarray f ¤ur den Einsatz am APEX-
Teleskop, weitere Details in Abbildung 4.3 (Bild: MPIfR Bonn [99])
2Das Institut fu¨r Radioastronomie im Millimeterbereich (IRAM) wurde 1979 als eine multinationale Kol-
laboration gegru¨ndet. Partner sind die Max-Planck-Gesellschaft (MPG), das franzo¨sische Centre National de
la Recherche Scientifique (CNRS) und das spanische Instituto Geografico Nacional. Mit dem 30m Millimeter-
(Einzel-)Teleskop auf dem Pico Veleta nahe Granada und dem sechselementigen Plateau de Bure Interferometer
in den franzo¨sischen Alpen verfu¨gt IRAM u¨ber die bei weitem leistungsfa¨higsten Instrumente der Millimeter-
astronomie.
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Abbildung 4.3: Ausschnitt durch LABOCA mit einem Schnittbild eines einzelnen Bolometers
(Bild: MPIfR Bonn [121])
Abbildung 4.3 zeigt einen Ausschnitt aus LABOCA mit einem Schnittbild eines einzelnen
Bolometers. Bei diesem speist ein Kegelhorn eine kurze Rundhohlleitung (L¤ange etwa zwei-
facher Durchmesser), die als Hochpasslter die langwellige Grenze der spektralen System-
empndlichkeit deniert. Am Ende der Hohlleitung schließt sich ein weiteres, sehr kurzes
Kegelhorn an, das die Strahlung dann auf die eigentliche Absorberschicht lenkt. Zur Verbes-
serung der Einkopplung in diese Schicht bendet sich im Abstand von | /4 zum Absorber ein
Reektor. Im Folgenden werden zum einen Absorber aus kontinuierlich belegten Schichten
(Abschnitt 4.2) und zum anderen Absorber auf der Basis von resonanten FSS-Strukturen
(Abschnitt 4.3) untersucht, um Designparameter f¤ur eine Bolometerstruktur f¤ur das 1.2 mm-
Fenster (siehe Abbildung 3.1) zu erarbeiten. Als Ziel der Dimensionierung der Strukturen
wurde vom MPIfR festgelegt, eine m¤oglichst große Absorption ¤uber eine Bandbreite von
250 ¬ 50 GHz zu realisieren, d.h., die integrale, auf die eingespeiste Leistung normierte
Verlustleistung ¤uber die gesamte Bandbreite zu maximieren. Bezeichnet man mit c ( ;
4
> die
bei einer eingespeisten Leistung c  ;
4
> im Absorber bei der Frequenz
4
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bei ¤aquidistanten Frequenzpunkten ( 4 ½z ª ·X· GHz §Ò§Ò§Ò 4  zD$X·X· GHz) approximiert wer-
den. Mit der Beschr¤ankung auf den Frequenzbereich von 200 bis 300 GHz wird zwar nicht
das gesamte 1.2 mm-Fenster ¤uberdeckt, das Erreichen dieser Bandbreite stellt jedoch aus
bisheriger Sicht schon ein sehr ehrgeiziges Ziel dar.
4.2 Absorber aus kontinuierlich belegten Schichten
Abbildung 4.4 zeigt die wesentlichen Elemente eines einzelnen Bolometers: die Rundhohl-
leitung, das Kegelhorn, die kreisf¤ormige Absorberschicht und den Reektor. In einem verein-
fachten Modell entspricht der Bereich zwischen der Absorberschicht und dem Reektor einer
kurzgeschlossenen
|
/4-Leitung, die Absorberschicht entspricht einem Widerstand der Impe-
danz 377 B (bei einer Fl¤achenimpedanz von s
@
z
s
ëzd$3202
B ) und der Raum zwischen
Horn¤offnung und Absorberschicht einer weiteren vorgeschalteten Leitung. Der Kurzschluss
transformiert sich an den Anfang der | /4-Leitung als Leerlauf, so dass sich keine Reexio-
nen ergeben, wenn die Impedanz, die die Bolometerschicht darstellt, gleich der Impedanz
des Leitungsst¤ucks davor ist. Da dieses grobe Modell nicht der realen Anordnung entspricht,
muss f¤ur weiterf¤uhrende Untersuchungen ein verbessertes Modell verwendet werden.
Abbildung 4.4: Schnitt durch die Bolometeranordnung, bestehend aus einer Rundhohllei-
tung, einem Kegelhorn, einer kontinuierlich belegten Absorberschicht und einem Reektor
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Die Rundhohlleitung muss so dimensioniert werden, dass die N  -Welle an der unteren
Bandgrenze sicher ausbreitungsf¤ahig ist. Weiter soll der n¤achsth¤ohere Wellentyp - die 1 m -
Welle - erst bei m¤oglichst h¤oheren Frequenzen ausbreitungsf¤ahig sein. Es wurde
487
%9bab&
ùËù
z²¼'#3! GHz (4.3)
gesetzt. F¤ur diese Abmessung ergibt sich eine Grenzfrequenz f¤ur die 1 m -Welle von 255 GHz
und f¤ur die N m -Welle von 324 GHz.
Der Absorber besteht aus einer kontinuierlich belegten Metallschicht endlicher Leitf¤ahigkeit,
deren Wert durch
{
(
z
¼
s
@

M
( (4.4)
gegeben (vgl. Gl. 2.23) ist, wobei M ( gleich der Dicke der Metallisierung ist.
Die in Abbildung 4.4 skizzierte Anordnung wurde mit Hilfe von CST Microwave Studio
(MWS) modelliert. Der L¤osungsraum wird, wie bei der sp¤ateren Anwendung in einem
Bolometer-Array, im Bereich der Rundhohlleitung und des kurzen anschließenden Kegel-
horns und im Bereich hinter der Absorberschicht durch eine PEC-Randbedingung begrenzt.
Der ¤ubrige Bereich wird durch eine PML-Randbedingung abgeschlossen (Abbildung 4.5).
Die Dicke der Absorberschicht M ( wird zu 10 } m gew¤ahlt; zusammen mit dem gew¤unschten
Fl¤achenwiderstand von s
@
ze$3202
B
erh¤alt man eine Leitf¤ahigkeit von {
(
z
ª
13! S/m. Die
Wahl der Abmessung f¤ur M ( in dem MWS-Modell ist - wie numerische Experimente zeigen -
relativ unkritisch. Das Modell wird so erstellt, dass die Absorberschicht in ﬂ -Richtung durch
mindestens 3 Gitterpunkte diskretisiert wird. Der Radius der Absorberschicht g ( ergibt sich
aus dem verf¤ugbaren Platz in dem Absorber-Array.
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Abbildung 4.5: Darstellung des L¤osungsraumes des Modells mit den Randbedingungen
Zur Bestimmung einer m¤oglichst hohen Verlustleistung in der Absorberschicht f¤ur den Fre-
quenzbereich 250 ¬ 50 GHz wurden die Abst¤ande ﬁÑ( und ﬁ * (siehe Abbildung 4.4) syste-
matisch variiert.
Es ergab sich f¤ur
ﬁ)(
z_$X·X·u} m und ﬁ * z_$3!K·u} m (4.5)
der arithmetische Mittelwert der normierten Verlustleistung (Gl. 4.1) zu
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Hierbei ist  z ¼X¼ die Anzahl der Frequenzpunkte zwischen 200 bis 300 GHz im Abstand
von 10 GHz. Bei der Mittenfrequenz von 250 GHz betr¤agt die normierte Verlustleistung
cRd
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!K·
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N
ﬂ)>uz©·Ñ§ #3!Â§ (4.7)
Abbildung 4.6 zeigt den Verlauf der normierten Verlustleistung in Abh¤angigkeit von der
Frequenz. In Abbildung 4.7 wird der Betrag der elektrischen Feldst¤arke bei 250 GHz in der
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L¤angsschnittebene durch das Bolometerelement ( rÑﬂ -Ebene) und in Abbildung 4.8 der Betrag
der elektrischen Feldst¤arke in einer Querschnittsebene, die im Bereich der Absorberschicht
identisch mit deren Ober¤ache ist, dargestellt. Aus dem Verlauf der Feldst¤arke in der Spei-
sehohlleitung kann man eine Stehwelligkeit von 1.16 ablesen, was einem Reexionsfaktor
von 0.074 entspricht. Daraus ergibt sich, dass bei 250 GHz weniger als 1 ^ der eingespeisten
Leistung durch Fehlanpassung verloren geht. Da nach Abbildung 4.6 etwa 95 ^ der Leistung
im Absorber umgesetzt werden, folgt, dass mehr als 4 ^ von der absorbierenden Randbedin-
gung aufgenommen werden. Dieser Anteil k¤onnte durch eine gr¤oßere Absorberober¤ache
verringert werden, was jedoch nicht sinnvoll ist, da in dem Bolometer-Array die einzelnen
Absorberelemente sehr dicht gepackt werden sollen. Aus Abbildung 4.8 ist erkennbar, dass
im Wesentlichen nur der Teil der Absorber¤ache unmittelbar vor der Horn¤offnung die Lei-
stung aufnimmt. Wie zu erwarten ist, f¤uhrt die Ausleuchtung mit der parallel zur r -Achse
polarisierten N  -Welle zu deutlichen Beugungseffekten am oberen und unteren Rand der
Absorberscheibe. Beide Feldbilder best¤atigen, dass die Modellierung durch MWS hinsicht-
lich der erforderlichen Gitterweiten und des Abstandes zum Rand der absorbierenden Schicht
korrekt ist.
In der Tabelle 4.1 sind alle Parameter dieser Bolometeranordnung aufgef¤uhrt.
Abbildung 4.6: Normierte Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur die Bolome-
teranordnung, optimiert durch Parametervariation
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Abbildung 4.7: Betrag der elektrischen Feldst ¤arke (in V/m) in der Schnittebene durch die
Mittelachse der Struktur parallel zum E-Vektor des Feldes in der Hohlleitung,
4
= 250 GHz,
c
¨z²¼ W, Parameter siehe Tabelle 4.1
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Abbildung 4.8: Betrag der elektrischen Feldst ¤arke (in V/m) in der Ebene durch die vordere
Absorber¤ache,
4
= 250 GHz, c ¨z²¼ W, Parameter siehe Tabelle 4.1
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Parameter der Absorberschicht
Leitf¤ahigkeit {
(
265 S/m
y
5
z}
5
1
Dicke M
(
10 } m
Radius g ( 1043 } m
Parameter der Rundhohlleitung
L¤ange
ﬁ &
1340 } m
Radius g & 450 } m
Parameter des Kegelhorns
L¤ange
ﬁ '
760 } m
Radius g ' 750 } m
Zwischenabst¤ande
Absorberabstand ﬁ ( 300 } m
Reektorabstand ﬁÂ* 350 } m ( |SR Å z_$X·X·u}~^ )
Ausbreitungsf¤ahige Moden in der Rundhohlleitung N  1 m N m
487
%9baË&
ùËù 195 GHz
487
%9ba
F
H
ù 255 GHz
487
%9baË&gf
ù 324 GHz
Tabelle 4.1: Daten der in Abbildung 4.4 dargestellten Bolometeranordnung
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4.3 Absorber auf der Basis von FSS-Strukturen
4.3.1 Voru¨berlegung
Obwohl das im Abschnitt 4.2 erzielte Ergebnis theoretisch zufriedenstellend ist, ist die so di-
mensionierte Struktur f¤ur die Herstellung nicht besonders gut geeignet, weil Absorberschich-
ten mit der geforderten 377 B Belegung lithographisch nur sehr schwer realisierbar sind.
Einfacher ist es, Absorberschichten mit niedrigeren Widerstandsbel¤agen herzustellen. Es soll
deshalb versucht werden, absorbierende Schichten auf der Basis von FSS-Strukturen zu ent-
werfen. Die Grund¤uberlegung dabei ist, dass mit einer nicht vollst¤andig belegten Fl¤ache eine
mittlere Fl¤achenimpedanz von 377 B auch bei Verwendung von Fl¤achen h¤oherer Leitf¤ahig-
keit erreicht werden kann. Dabei wird, um eine hohe Einkopplung des eingestrahlten Feldes
in diese Schicht zu bewirken, diese aus resonanzf¤ahigen Elementen aufgebaut. Es bietet sich
also an, wie bei dem Entwurf von Filtern, resonanzf¤ahige FSS-Strukturen zu untersuchen.
Da die Strukturen weitgehend polarisationsunabh¤angig sein sollen, kommen zun¤achst so-
wohl Kreuzdipol- als auch Kreuzschlitzstrukturen im Betracht. Offensichtlich f¤uhren nur
Kreuzdipolstrukturen zu der gew¤unschten deutlichen Reduktion der Absorber¤ache.
4.3.2 Absorberschicht auf der Basis von Kreuzdipolstrukturen
4.3.2.1 Unendlich ausgedehnte Struktur
Da unendlich ausgedehnte periodische Strukturen mit der Spektralbereichsanalyse (SBA)
sehr efzient analysiert werden k¤onnen, sollen diese zun¤achst untersucht werden, um
m¤oglichst schnell einen ¤Uberblick ¤uber das prinzipielle Verhalten solcher Strukturen zu
erhalten. Abbildung 4.9 zeigt ein idealisiertes Modell, bestehend aus der absorbierenden
FSS-Schicht, die als unendlich d¤unn mit einer Widerstandschicht belegt betrachtet wird, und
einem idealen Reektor. Damit die Struktur mit der SBA analysiert werden kann, wird sie
in lateraler Richtung als unendlich ausgedehnt angenommen. Im Abschnitt 3.3.2 wurden
die Eigenschaften der so genannten ¤achenzentrierten Kreuzschlitzstrukuren untersucht. Es
stellte sich heraus, dass diese dicht belegten Gitterstrukturen im Vergleich zu den mit quadra-
tischen Gittern im Allgemeinen eine gr¤oßere Bandbreite aufweisen (siehe Abbildung 3.29).
Aufgrund dieser Eigenschaft wurde f¤ur die absorbierende Fl¤ache die zur ¤achenzentrierten
Kreuzschlitzstruktur komplement¤are Gitterstruktur, die ¤achenzentrierte Kreuzdipolstruktur,
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gew¤ahlt, da sie nach dem Babinet’schen Prinzip auch eine Breitbandigkeit f¤ur die entspre-
chende Dipolstruktur ergibt, was f¤ur die Absorption ¤uber den hier geforderten Frequenzbe-
reich von ¬ ª · ^ sehr wichtig ist.
Eine einfache Regel zur Wahl des Impedanzbelages von Absorberschichten auf der Basis
unendlich ausgedehnter FSS-Strukturen ndet sich in [115]. Diese Regel besagt, dass man,
wenn man eine kontinuierlich belegte Absorberschicht mit 377 B durch eine Schicht aus un-
endlich langen Streifen mit der Breite  und der Gitterkonstante
I
ersetzen will, die Streifen
mit einem Widerstandsbelag von
s
@

9
5
z

I
s
 (4.8)
versehen muss.
Ersetzt man die Streifen durch Kreuze, um n¤aherungsweise Polarisationsunabh¤angigkeit zu
erhalten, dann erh¤alt man mit derselben ¤Uberlegung und der in Abbildung 4.9 eingezeichne-
ten Urzelle
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wobei
ji
5
0
2
 
2 der Fl¤acheninhalt einer Urzelle und
h

v#Ł der Fl¤acheninhalt eines Balkens
des Kreuzes ist. Nur diese Fl¤ache ist elektrisch wirksam, da jeweils nur der Balken eines
Kreuzes, der parallel zum 1 -Vektor des einfallenden Feldes liegt, angeregt wird und somit
als Dipol wirkt. Hierbei ist noch zu beachten, dass innerhalb einer Urzelle insgesamt zwei
solcher Dipole f¤ur eine Polarisationsrichtung vorhanden sind.
Abbildung 4.9: Unendlich ausgedehnte absorbierende FSS aus ¤achenzentrierten Kreuzdi-
polen endlicher Leitf¤ahigkeit vor einem Reektor
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Bei der Untersuchung der Struktur in Abbildung 4.9 mit der SBA ist es naheliegend, den
Reexionsfaktor der Anordnung zu berechnen, da die Metallisierung das einzige verlustbe-
haftete Element im gesamten L¤osungsraum darstellt; Reexionsfaktor gleich Null entspricht
dann der vollst¤andigen Absorption. In dem Modell stehen insgesamt 5 Designparameter zur
Verf¤ugung: die Dipoll¤ange   und Dipolbreite  , die Gitterkonstante
I
, der Abstand zwischen
Absorberschicht und Reektor ﬁÂ* sowie der Fl¤achenwiderstand s
@
'
5
. Zun¤achst erscheint
es bei 5 Parametern aussichtslos, allein durch Parametervariation einen optimalen Daten-
satz zu ermitteln. Durch die bisherigen sehr umfangreichen Arbeiten an den Filterstrukturen
konnte jedoch bereits so viel Erfahrung gesammelt werden, dass durch eine systematische
Parametervariation in einem nur engen Rahmen das in Abbildung 4.10 gezeigte Ergebnis er-
zielt werden konnte. Gest¤utzt wurde diese Vorgehensweise dadurch, dass die Berechnung f¤ur
einen Parametersatz in einem Frequenzbereich von 200 bis 300 GHz nur etwa 5 s ben¤otigt.
Die Auswertung des in Abbildung 4.10 gezeigten Verlaufs ergibt f¤ur den geforderten Fre-
quenzbereich von 250 ¬ 50 GHz eine mittlere normierte Verlustleistung
c
(a Q
5

9fe!
z±·Ñ§ #0# (4.10)
d.h. nahezu vollst¤andige Absorption.
Setzt man die Geometriedaten des Dipols in Gl. (4.9) ein, so erh¤alt man als Wert f¤ur die
Fl¤achenimpedanz
s
@
'
5
z²¼b!Â§ /Ñ¼
B
 (4.11)
was mit dem Wert (15.2 B ) in Abbildung 4.10 aus der numerischen Berechnung sehr gut
¤ubereinstimmt. Dieser Wert entspricht einer Leitf¤ahigkeit von
{
(
z_1
Å
$X· S/m (4.12)
bei einer Schichtdicke von
M
(
z²¼6·u} m § (4.13)
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Abbildung 4.10: Reexionsverhalten der in Abbildung 4.9 dargestellten absorbierenden FSS,
berechnet mit der SBA
4.3.2.2 Endlich große Struktur
Bei einer realen Bolometerstruktur k¤onnen wegen der dichten Anordnung der einzelnen Bo-
lometerelemente (siehe Abbildung 4.3) nur 5 Kreuzdipole vor einer Horn¤offnung angeord-
net werden. Auch ist der Abstand zwischen der Kegelhorn¤offnung und den Kreuzdipolen so
klein, dass sich diese im Nahfeld der Antenne benden. Die reale Bolometerstruktur weicht
also stark von der ab, die der SBA-Analyse zugrunde liegt. Es muss daher untersucht wer-
den, ob die mit Hilfe der SBA gefundenen Designdaten auch bei einer realen Anordnung
zu brauchbaren Ergebnissen f¤uhren. Dazu wurde in dem im Abschnitt 4.2 bereits dargestell-
ten Modell mit einer kontinuierlich belegten Absorberschicht diese durch 5 Kreuzdipole mit
den Daten aus Abschnitt 4.3.2.1 ersetzt. Man erh¤alt also die in Abbildung 4.11 dargestell-
te Anordnung mit den in der Tabelle 4.2 angegebenen Designdaten. Abbildung 4.12 zeigt
den L¤osungsraum des Modells f¤ur die numerische Simulation mit Hilfe von CST Microwave
Studio.
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Abbildung 4.11: Schnitt durch die Bolometeranordnung, bestehend aus einer Rundhohllei-
tung, einem Kegelhorn, einer mit 5 Kreuzdipolen belegten Absorberschicht und einem Re-
ektor
Abbildung 4.12: Darstellung des L¤osungsraumes des Modells mit den Randbedingungen
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Parameter der Absorberschicht
Leitf¤ahigkeit {
( 6430 S/m
y
5
z}
5
1
Dicke M
(
10 } m
Gitterkonstante
I
800 } m
L¤ange des Dipols   610 } m
Breite des Dipols  22 } m
Parameter der Rundhohlleitung
L¤ange
ﬁ &
1340 } m
Radius g & 450 } m
Parameter des Kegelhorns
L¤ange
ﬁ '
760 } m
Radius g ' 750 } m
Zwischenabst¤ande
Absorberabstand ﬁ ( 300 } m
Reektorabstand ﬁÂ* 350 } m ( |SR Å z_$X·X·u}~^ )
Ausbreitungsf¤ahige Moden in der Rundhohlleitung N  1 m N m
487
%9baË&
ùËù 195 GHz
487
%9ba
F
H
ù 255 GHz
487
%9baË&gf
ù 324 GHz
Tabelle 4.2: Daten der in Abbildung 4.11 dargestellten Bolometeranordnung
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Das Ergebnisse f¤ur den Verlauf der normierten Verlustleistung cd ( ;
4
> ist in Abbildung 4.13
dargestellt. Der Mittelwert der normierten Verlustleistung f¤ur den Frequenzbereich von 200
bis 300 GHz betr¤agt
c
(a Q
5
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9fe!
z±·Ñ§%25/Ñ (4.14)
ist also im Vergleich zu dem Bolometerelement mit der kontinuierlich belegten Absorber-
¤ache (Gl. 4.6) deutlich geringer. Das Maximum liegt bei etwa 230 GHz. Abbildung 4.14
zeigt den Betrag der elektrischen Feldst¤arke bei 250 GHz in der L¤angsschnittebene durch
das Bolometerelement ( rÑﬂ -Ebene). Aus dem Feld in der Hohlleitung kann man eine Steh-
welligkeit von 1.42 ablesen, was mit einem Reexionsfaktor von
× g×Kz©·Ñ§Ò¼b2
Å (4.15)
und einer reektierten Leistung von etwa 3 ^ verkn¤upft ist. Damit ergibt sich, dass 19 ^
der Leistung von der offenen Randbedingung aufgenommen wird. Dieses wird durch Ab-
bildung 4.15, in der der Betrag der elektrischen Feldst¤arke in der Ebene durch die vordere
Absorber¤ache dargestellt ist, qualitativ best¤atigt: Das Feld an der offenen Randbedingung
ist deutlich h¤oher als das in Abbildung 4.8. Offensichtlich f¤uhrt die Stromverteilung auf den
Kreuzdipolen zu einem h¤oheren lateralen Streufeld als die auf der Absorberscheibe.
Abbildung 4.13: Normierte Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur die Bolo-
meteranordnung mit einer Absorberschicht aus 5 Kreuzdipolen
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Abbildung 4.14: Betrag der elektrischen Feldst ¤arke (in V/m) in der Schnittebene durch die
Mittelachse der Struktur parallel zum E-Vektor des Feldes in der Hohlleitung,
4
= 250 GHz,
c
¨z²¼ W, Parameter siehe Tabelle 4.2
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Abbildung 4.15: Betrag der elektrischen Feldst ¤arke (in V/m) in der Ebene durch die vordere
Absorber¤ache,
4
= 250 GHz, c ¨z²¼ W, Parameter siehe Tabelle 4.2
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4.3.3 Optimierung mit Hilfe der PSO
Da die Anforderung - hohe Absorption im 1.2 mm-Fenster - durch die im Abschnitt 4.3.2.2
untersuchte Bolometeranordnung nicht befriedigend erf¤ullt wird, soll versucht werden, aus-
gehend von dieser Struktur die Designparameter zu optimieren. Dazu werden folgende De-
signparameter herangezogen:
- Abstand zur Hornantenne: ﬁ (
- Abstand zum Reektor: ﬁÂ*
- Gitterkonstante:
I
- L¤ange des Dipols:  
- Breite des Dipols: 
Die Optimierung erfolgt mit Hilfe der PSO (Abschnitt 2.3), so dass die Position eines Parti-
kels (L¤osungsvektors) durch

=z
;
ﬁ)(

ﬁ *

I
 

> (4.16)
deniert werden kann. Die Grenzen des L¤osungsraums werden f¤ur jede Dimension wie folgt
festgelegt (in } m):
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F¤ur die Denition der Fitness-Funktion muss ber¤ucksichtigt werden, dass die Nebenbedin-
gung
  

Ô
I (4.17)
eingehalten werden muss, um eine ¤Uberschneidung der Kreuze zu vermeiden.
Zur Wahl der PSO-Parameter werden folgende Entscheidungen getroffen (siehe Abschnitt
2.3.5.3):
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Ð Anzahl der Partikel ` z!K·
Ð Linear absteigender Verlauf des D¤ampfungsgewichts  mit  # z©·Ñ§ # und  % z±·Ñ§ $
Ð Lern-Konstante 
6z©
pz ª § ·
Ð Maximale Geschwindigkeit eines Partikels
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Die erste formulierte Fitness-Funktion wird durch den arithmetischen Mittelwert der durch
die Absorberschicht absorbierten normierten Verlustleistung wie folgt deniert:
:AB/;

=~>uz
¼






cRd
(
;
4
">
4
z
ª
·X·
E
N
ﬂÑ§Ò§Ò§Ò
4

z4$X·X·
E
N
ﬂÑ

zÈ¼X¼§ (4.18)
Der maximal erreichbare Fitness-Wert betr¤agt
:AB
a !RQ
,äzÈ¼X§ ·§ (4.19)
Der Fitness-Funktion wird der Wert 0 zugewiesen, falls die Nebenbedingung (4.17) nicht
erf¤ullt wird.
Im Folgenden werden die Ergebnisse der Optimierung mit der Fitness-Funktion :B/;

=~>
pr¤asentiert.
Der PSO Algorithmus konvergiert nach 46 Iterationsschritten zu einem besten Fitness-Wert
von (siehe Abbildung 4.16)
:AB/;
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d.h., die gesamte Absorption ist etwa genauso hoch wie bei der kontinuierlich belegten Ab-
sorberscheibe (vgl. Gl. 4.6).
Der entsprechende optimale L¤osungsvektor ergibt sich zu:
4. ABSORBIERENDE FSS FU¨R BOLOMETERSYSTEME 115

IKJ
2
"9
z
;
ﬁ)(

ﬁ *

I
 

>
J
2
"9
z
;
ªXª
·Ñ§%!
ª

ª
1
Å
§ ·
ª
L2K·32Â§ 1Ñ¼XL!K·0#Ñ§ #0/Ñ
ª
!Â§ ·)>§ (4.21)
Der Verlauf der Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur diese optimierte Bo-
lometeranordnung ist in Abbildung 4.16 dargestellt. Offensichtlich ist die Absorption an den
Bandgrenzen bei 200 GHz und bei 300 GHz relativ gering.
Abbildung 4.16: Konvergenzverhalten der PSO f¤ur die Fitness-Funktion :RB/; =?> und normier-
te Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur die optimierte Bolometeranordnung
Hinsichtlich des Einsatzes einer solchen Bolometerschicht gibt der Verlauf von cd ( ;
4
> an,
wie das Empfangssignal innerhalb des Frequenzbandes gewichtet wird. Im Folgenden soll
gezeigt werden, dass es durch eine gezielte Modikation der Fitness-Funktion m¤oglich ist,
die Gewichtungen einzelner Unterbereiche innerhalb des Frequenzbandes zu ver¤andern. Da
noch keine konkreten Vorgaben f¤ur solche ¤Anderungen der Gewichtung vorliegen, werden
im Folgenden nur zwei sich aus einer ersten Diskussion ergebende Modikationsm¤oglich-
keiten untersucht:
Ð Vorgabe a): Der Frequenzbereich um die Bandmitte soll dominant erfasst werden bei
gleichzeitiger hoher Gesamtabsorption. Daf¤ur wird die Fitness-Funktion um einen
zweiten Term erweitert.
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Ð Vorgabe b): Es soll zus¤atzlich der Empfang an der unteren Bandgrenze bei 200 GHz
angehoben werden.
Bez¤uglich der Vorgabe a) wird die zweite Fitness-Funktion zu
:ABCB/;
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formuliert, wobei :  ;

=?> unver¤andert aus Gl. (4.18) ¤ubernommen wird.
F¤ur
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gesetzt, was bewirkt, dass zus¤atzlich die Verlustleistung bei der Mittenfrequenz von 250 GHz
gewichtet werden kann. Es wird f¤ur die Gewichtungen der jeweiligen Teilfunktionen
n uz©npz©·Ñ§%!Â (4.24)
gew¤ahlt, so dass der maximal erreichbare Fitness-Wert wieder
:ABCB
a !RQ
, z²¼X§ · (4.25)
ist. Der PSO-Algorithmus konvergiert nach 56 Iterationsschritten zu einem besten Fitness-
Wert von (siehe Abbildung 4.17)
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w¤ahrend
:

;

IKJ
2
"9
>z©·Ñ§ #X·Ñ¼ z
c
(a Q
5

9fe! (4.27)
den Mittelwert der absorbierten Verlustleistung im gesamten Frequenzband und
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die normierte Verlustleistung bei
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ﬂ angibt.
Der entsprechende optimale L¤osungsvektor ist:

IKJ
2
"9
z
;
ﬁ)(

ﬁ *

I
 

>
J
2
"9
z
;
¼'/X·Ñ§ 101Ñ
ª
#0/Ñ§%2
ª
/X·
Å
§Ò¼X¼XL!
Å
1Ñ§ $3!Â
ª
/Ñ§Ò¼
ª
>§ (4.29)
Der Verlauf der normierten Verlustleistung in Abh¤angigkeit der Frequenz f¤ur diese optimierte
Bolometeranordnung ist in Abbildung 4.17 dargestellt.
Abbildung 4.17: Konvergenzverhalten der PSO f¤ur die Fitness-Funktion :RBCB/; =~> und normier-
te Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur die optimierte Bolometeranordnung
Da die Verl¤aufe der Verlustleistung cud ( ;
4
> in den Abbildungen 4.16 und 4.17 sehr niedrige
Werte (ca. 0.60 - 0.65) bei der Frequenz 200 GHz aufweisen, wird zur Realisierung der
Vorgabe b) ein zus¤atzlicher Term in die Fitness-Funktion (4.22) eingef¤uhrt. Diese Fitness-
Funktion nimmt somit die Form
:ABCBCB/;
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an, wobei :  ;

=~> unver¤andert aus Gl. (4.18) und :  ; =?> unver¤andert aus Gl. (4.28) ¤ubernom-
men wird.
Die Gewichtungen werden zu
n z±·Ñ§
Å
 (4.31)
npz±·Ñ§ $ (4.32)
und
n

z±·Ñ§ $ (4.33)
gew¤ahlt.
Abbildung 4.18 zeigt das Ergebnis der Optimierung mit der Fitness-Funktion :BCBCB/;

=?>
.
Der beste Fitness-Wert
:ABCBCB/;
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ist zwar aufgrund der unterschiedlichen Form und Gewichtungen der Fitness-Funktion im
Vergleich zu :RBCB/;
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>çz¯·Ñ§ #0$3! kleiner geworden, der Mittelwert der Verlustleistung steigt
aber wegen der deutlichen Anhebung der Verluste im Frequenzbereich von 200 bis 220 GHz
auf einen Wert von (vgl. Gln. 4.20 und 4.27)
:

;

IKJ
2
"9
>z±·Ñ§ #Ñ¼b!Gz
c
(a Q
5

9fe!
§ (4.35)
Der optimale L¤osungsvektor lautet damit:
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Da die System¤uberlegungen zu der Auslegung des Bolometer-Arrays und auch zu den Bolo-
meterelementen noch nicht abgeschlossen sind, erfolgte noch keine weitergehende Diskus-
sion hinsichtlich des endg¤ultigen Optimierungsziels.
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In den Abbildungen 4.19 und 4.20 sind (vgl. Abbildungen 4.14 und 4.15) die Betr¤age der
elektrischen Feldst¤arke in zwei Ebenen f¤ur diese letzte optimierte Struktur bei 250 GHz dar-
gestellt. Der Feldverlauf in der Speisehohlleitung zeigt eine Stehwelligkeit von 1.12, d.h.
nahezu perfekte Anpassung (reektierte Leistung weniger als 0.5 ^ ). W¤ahrend die Strom-
verteilung auf den Kreuzdipolen in Abbildung 4.15 besonders hoch auf den außenliegen-
den Dipolober¤achen ist, konzentriert sich die Stromverteilung in Abbildung 4.20 deutlich
mehr in der N¤ahe der Achse des Bolometerelements. Dadurch und durch eine g¤unstigere
Phasenverteilung der Str¤ome auf den Kreuzdipolen klingt das erzeugte Streufeld mit gr¤oßer
werdendem lateralen Abstand von den Kreuzdipolen in Abbildung 4.20 schneller als in Ab-
bildung 4.15 ab, so dass weniger Leistung von den offenen Randbedingungen aufgenommen
wird. Dieser Effekt f¤uhrt nicht nur zu einem besseren Wirkungsgrad des Bolometerelements,
sondern verringert auch die Verkopplung zwischen benachbarten Bolometerelementen nach
deren Einbau in ein Array.
Abbildung 4.18: Konvergenzverhalten der PSO f¤ur die Fitness-Funktion :RBCBCB8; =~> und nor-
mierte Verlustleistung in Abh¤angigkeit von der Frequenz f¤ur die optimierte Bolometeranord-
nung
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Abbildung 4.19: Betrag der elektrischen Feldst ¤arke (in V/m) in der Schnittebene durch die
Mittelachse der Struktur parallel zum E-Vektor des Feldes in der Hohlleitung,
4
= 250 GHz,
c
¨z²¼ W, Parameter siehe Gl. (4.36), optimierte Struktur
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Abbildung 4.20: Betrag der elektrischen Feldst ¤arke (in V/m) in der Ebene durch die vordere
Absorber¤ache,
4
= 250 GHz, c ¨z²¼ W, Parameter siehe Gl. (4.36), optimierte Struktur
Kapitel 5
Zusammenfassung
Die vorliegende Arbeit befasst sich mit der Analyse und Synthese von Filtern und Absor-
bern auf der Basis von FSS-Strukturen f¤ur den mm- und Submm-Wellenbereich mit dem
Ziel, auf spezielle Anforderungen zugeschnittene Designparameters¤atze zu erarbeiten. Dazu
wird in der Einleitung der Begriff

Frequenzselektive Fl¤ache (engl.

Frequency Selective
Surface, FSS) erl¤autert, und es werden die wichtigsten Einsatzgebiete f¤ur FSS-Strukturen
dargestellt. Anschließend wird der Hintergrund der vorliegenden Arbeit und dabei vor al-
lem die Zusammenarbeit mit der Bolometer Development Group am Max-Planck-Institut
f¤ur Radioastronomie erl¤autert.
Im Kapitel 2 werden die Geometrien der in der vorliegenden Arbeit behandelten FSS-
Strukturen, bestehend aus ebenen dielektrischen Schichten, in die ebenfalls ebene, periodisch
strukturierte d¤unne Metallisierungen eingebettet sind, beschrieben und die in der Arbeit ein-
gesetzten mathematischen Verfahren kurz skizziert. Den ersten Schwerpunkt bildet die Dar-
stellung der Spektralbereichsanalyse (SBA), mit der lateral unendlich ausgedehnte ebene
geschichtete Strukturen mit eingebetteten ebenen, zweidimensional periodisch strukturier-
ten Metallisierungen sehr efzient analysiert werden k¤onnen. Bei der SBA handelt es sich
um ein mathematisch sehr komplexes Verfahren, bei dem die elektrischen Fl¤achenstr¤ome
auf den Metallisierungen oder die ktiven magnetischen Fl¤achenstr¤ome in Aperturen durch
Teilbereichsentwicklungsfunktionen beschrieben werden. Deren Bestimmung erfolgt durch
L¤osung einer Integralgleichung mit Hilfe der Momentenmethode, wobei der Einuss des
Aufbaus der Schichten ¤uber die entsprechenden Green’schen Dyaden erfasst wird. Die zur
L¤osung notwendigen Schritte werden aufgezeigt und die entsprechenden Formeln angege-
ben. Es folgt ein nur kurzer Abschnitt ¤uber das eingesetzte numerische Verfahren, die Finite
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Integrationstechnik (FIT), da das kommerzielle Programmpaket Microwave Studio von CST
verwendet wird. Um spezielle Anforderungen an die zu entwerfenden Bauteile erf¤ullen zu
k¤onnen, gen¤ugt die zun¤achst angewendete Optimierung durch Parametervariation nicht. Im
letzten Teil des 2. Kapitels werden deshalb einige Optimierungsverfahren kurz vorgestellt
und dann - nach der Entscheidung f¤ur die Particle Swarm Optimization (PSO) - wird dieses
Verfahren n¤aher dargestellt und seine Anwendung an einem typischen Beispiel demonstriert.
Im Kapitel 3 wird der Einsatz von FSS-Strukturen als Filter untersucht. Diese lassen sich
n¤aherungsweise durch Ersatzschaltbilder (ESB) aus konzentrierten Bauelementen, verbun-
den mit |SR 4-Leitungsst¤ucken, darstellen, was den Einsatz von bekannten Filtersynthesever-
fahren erlaubt. Deren Anwendung und die Realisierung entsprechender FSS-Filter ergibt
f¤ur solche mit 3 und 4 Metallisierungsebenen brauchbare Ergebnisse, wie die Kontrolle
durch entsprechende SBA Rechnungen zeigt. Bei Filtern mit deutlich mehr Metallisierun-
gensebenen liefert das ESB-Konzept keine brauchbare Ergebnisse, da es die Verkopplungen
der Str¤ome aller Metallisierungsebenen miteinander nicht erfasst. Dieses wird belegt durch
Vergleich der Ergebnisse von Rechnungen auf der Basis der ESB und der SBA, die kaum
¤Ubereinstimmung aufweisen. Es wird deshalb versucht, Filter durch systematische Para-
metervariation und jeweils folgende SBA-Analysen zu optimieren. Diese f¤uhren durchaus
zu brauchbaren Designparameters¤atzen f¤ur FSS-Filter mit Metallisierungsstrukturen auf der
Basis von dicht gepackten zweidimensionalen Kreuzdipolmustern, wie durch Messungen
best¤atigt werden konnte. Weitere Untersuchungen zeigen aber auch deutlich, dass spezi-
elle Anforderungen an die Filterkurven mit einer Parametervariation nicht erf¤ullt werden
k¤onnen. Deutliche Verbesserungen ergeben sich jedoch durch die Verkopplung der SBA mit
der PSO. So lassen sich die Anforderungen f¤ur den Durchlass- und den Sperrbereich sowie
f¤ur die Steilheit der Flanken in eine Fitness-Funktion umsetzen, wobei durch Gewichtsfak-
toren Priorit¤aten gesetzt werden k¤onnen.
Im Kapitel 4 wird der Einsatz von FSS-Strukturen als absorbierende Fl¤achen f¤ur Bolometer
untersucht. Dazu wird zun¤achst als Grenz- bzw. Referenzfall ein Bolometer mit einer homo-
gen belegten Fl¤ache mit MWS analysiert und mit einer Parametervariation optimiert. Obwohl
sich f¤ur die so optimierte Struktur ein Wirkungsgrad von ¤uber 90 ^ ergibt, ist das Ergebnis
unbefriedigend, weil sich der erforderliche Fl¤achenwiderstand von 377 B technologisch nur
sehr schwer realisieren l¤asst. Da bei einer nicht vollst¤andig belegten Fl¤ache eine mittlere
Fl¤achenimpedanz von 377 B auch bei der Verwendung von Fl¤achen h¤oherer Leitf¤ahigkeit
erzielt werden kann, bietet es sich an, Absorber¤achen auf der Basis von resonanten FSS-
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Dipolstrukturen auf ihre Eignung hin zu untersuchen. Die Analyse einer entsprechenden la-
teral unendlich ausgedehnten Kreuzdipolstruktur vor einem Reektor liefert nach einer Op-
timierung durch Parametervariation f¤ur das vorgegebene Frequenzband einen Wirkungsgrad
von ¤uber 99 ^ . Verwendet man die so gefundenen Parameter f¤ur eine endlich große Kreuz-
dipolstruktur, die durch eine Hornantenne ausgeleuchtet wird, dann f¤uhrt das allerdings zu
einem deutlich niedrigeren Wirkungsgrad von 78 ^ . Durch die Optimierung dieser Struktur
mit Hilfe der PSO werden jedoch wieder Wirkungsgrade ¤uber 90 ^ erzielt, wobei gleichzeitig
bestimmte spezielle Anforderungen an den Frequenzgang erf¤ullt werden k¤onnen. Da das ein-
gesetzte numerische Verfahren die Feldst¤arken und Str¤ome in den Aufpunkten im gesamten
L¤osungsraum liefert, kann anhand entsprechender grascher Darstellungen auch anschau-
lich erkl¤art werden, warum die erzielten Ergebnisse zu unterschiedlichen Wirkungsgraden
f¤uhren.
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