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CONVERGENCE OF SOLUTIONS FOR SOME DEGENERATE
DISCOUNTED HAMILTON–JACOBI EQUATIONS
MAXIME ZAVIDOVIQUE
Abstract. We study solutions of Hamilton–Jacobi equations of the form
λα(x)uλ(x) +H(x,Dxuλ) = c,
where α is a nonnegative function, λ a positive constant, c a constant and H a
convex coercive Hamiltonian. Under suitable conditions on α we prove that the
functions uλ converge as λ → 0 to a function u0 that is a solution of the critical
equation H(x,Dxu0) = c.
Introduction
The use of discounting in optimal control and Hamilton–Jacobi equations theory
is both motivated by the models used and very useful from a theoretical point of
view. In the models, the discount accounts for the lesser influence of events far away
in time. From the theoretical point of view, the discount brings exponential terms
e−λt allowing to consider infinite horizon problems as improper integrals converge,
and in Hamilton–Jacobi equations, it allows to prove strong comparison principle (or
to make some solution operators strongly contracting) and are followed by powerful
existence and uniqueness results.
To our knowledge, one of the first striking applications of this method was for
homogenization purposes in the famous [24]. The authors consider a periodic (in the
first variable) coercive (in the second variable) Hamiltonian H : RN ×RN → R and
for λ > 0 prove that there exists a unique periodic viscosity solution uλ : R
N → R
to
λu(x) +H(x,Dxu) = 0.
They then prove that the (uλ)λ are equiLipschitz and that λuλ converges uniformly
to a constant, −cH , as λ → 0. Using the Ascoli Theorem, the authors conclude to
the existence of a periodic viscosity solution to the cell problem
H(x,Dxu) = cH .
This last point uses an extraction and the problem of actual convergence of the
family uλ was not tackled for quite some time. Following a first breakthrough
in this direction [23], a general convergence Theorem was established, under an
additional convexity hypothesis in [7]. Since then there has been a huge activity
on this problem and therefore an important subsequent literature. Let us state
amongst others [6] for a discrete time version, [22] for a non compact version, [26]
on networks, [4, 28] for nonlinear discounting versions, [20, 21] for second order PDE
versions, [12] for weakly coupled systems, following ideas from [9] and then widely
Key words and phrases. weakly coupled systems of Hamilton–Jacobi equations, viscosity solu-
tions, weak KAM Theory.
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generalized in [18, 19], finally let us mention [1] for a more geometric interpretation
of the convergence result and references therein.
Such convergence results also have limitations. All the previous require some
convexity assumptions and a striking counterexample has been constructed in [29]
when otherwise. Moreover, all the previous works require that the discounting be
increasing in some sort and counterexamples to the convergence result appear in [4]
when this monotonicity is not strong enough.
The goal of this paper is to provide a setting with non–decreasing discounting
where convergence still holds. More precisely we study equations of the form
λα(x)u(x) +H(x,Dxu) = cH ,
where α is a nonnegative function that may vanish at some places. We require
however that α is positive on the Aubry set of H that plays a major role in the
study of the limiting equation H(x,Dxu) = cH . Our result is then that the solutions
uλ to the discounted equations converge when λ → 0. To obtain such a result, the
main difficulty is to obtain quantitative properties on the behavior of characteristic
trajectories associated to uλ. This is done in Proposition 4.6.
Organization of the paper. In section 1, we introduce the setting, the main
hypotheses and objects of study and state precisely our main result.
In section 2, we state well known, or folklore results for general Hamilton–Jacobi
equations that we later apply to our particular setting.
In section 3 we recall main features and tools of weak KAM theory and Aubry–
Mather theory. Those are at the core of the proof of the main result.
In section 4 we study our degenerate discounted equations. In particular, we prove
they satisfy a strong comparison principle (Proposition 4.1) and in particular that
there exists indeed a unique solution uλ for each fixed λ > 0. We then derive from
classical weak KAM theory representation formulas of Lax–Oleinik type for uλ (in
Theorem 4.3 and 4.8) and we establish the main technical lemma about minimizing
trajectories for uλ (Proposition 4.6).
Finally, in section 5 we prove the convergence result.
To conclude, in section 6 we establish an alternate expression for the limit u0.
For readers familiar with [7], this formula will not come as a surprise.
1. Setting and main result
setting
Let M be a closed connected smooth compact manifold. We denote by TM and
T ∗M respectively the tangent and cotangent bundles of M .
We endow M with a riemmanian metric g and denote by d : M ×M → R the
associated distance. As M is compact, all such riemmanian metrics are equivalent
and all our results are independent of this choice. If x ∈ M we will denote by
‖ · ‖x the norm associated to g, either on TxM or on T
∗
xM . We will denote by π
the canonical projections from TM → M and from T ∗M → M , (x, v), (x, p) → x
according to the context. If A is any set and f : A → R is a bounded function we
denote by ‖f‖∞ = sup
x∈A
|f(x)| its sup norm.
We will consider a Hamiltonian function H : T ∗M → R that we will always
assume to be continuous. Moreover we will assume that
H1 (H1) (Convexity) For every x ∈M the function H(x, ·) : T ∗xM → R is convex.
H2 (H2) (Coercivity) H(x, p)→ +∞ as ‖p‖x → +∞.
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Note that thanks to the compactness of M and the convexity of H, it is equivalent
to require that coercivity holds pointwise for all x ∈M or uniformly on M .
We will at some point enforce (H2) by the stronger condition
H2’ (H2’) (Superlinearity) H(x, p)/‖p‖x → +∞ as ‖p‖x → +∞.
Again, this limit is equivalently verified pointwise or uniformly in x.
Associated to H is the critical value cH ∈ R, it is the only real number such that
the critical equation
H(x,Dxu) = cH , x ∈M, (HJ-crit) HJ-crit
admits viscosity solutions1. An important object to study such solutions is the
projected Aubry set A ⊂ M (that will be precisely defined later). It is closed,
compact and non–empty. Moreover one of its fundamental properties is provided by
the following theorem ([17, Theorem 6.2]):
strict Theorem 1.1. There exists a continuous function v : M → R that is a viscosity
subsolution of (HJ-crit), that is C∞ and strict on M \ A meaning that
∀x ∈M \ A, H(x,Dxv) < cH .
Finally, let us introduce the function we will use to discount the Hamilton–Jacobi
equation: α :M → R is a continuous function that verifies
a1 (α1) (Non–negativity) The function α is nonnegative on M .
a2 (α2) (Positivity) The function α is positive on A.
The discounted equations we will be studying are the following: given a positive
constant λ > 0
λα(x)u(x) +H(x,Dxu) = cH , x ∈M. (HJ-λ) HJ-l
As we will see in Proposition 4.1, given λ > 0, the previous equation admits a
unique viscosity solution uλ. Our main theorem is the following:
main Theorem 1.2. The family (uλ)λ>0 uniformly converges, as λ → 0 to a function
u0 : M → R that is a viscosity solution to
H(x,Dxu0) = cH , x ∈M.
2. Generalities on Hamilton–Jacobi equations
generality
Equations (HJ-λ) and (HJ-crit) fall into the scope of general Hamilton–Jacobi
equations of the type
G
(
x,Dxu, u(x)
)
= 0, x ∈M, (1) HJgen
where G : T ∗M ×R→ R is continuous, convex in the last two variables, coercive in
the second variable and non–decreasing in the last variable. Let us state some well
known facts about those. The general references for this section are [2, 3, 15, 27].
Definition 2.1. A continuous function u :M → R is a
• viscosity subsolution to (1) if for all C1 function ϕ : M → R and x ∈ R such
that u− ϕ has a local maximum at x, G
(
x,Dxϕ, u(x)
)
6 0;
• viscosity supersolution to (1) if for all C1 function ϕ : M → R and x ∈ R
such that u− ϕ has a local minimum at x, G
(
x,Dxϕ, u(x)
)
> 0;
• viscosity solution if it is both a viscosity subsolution and supersolution.
1All notions and definitions related to viscosity will be given in the next section.
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In this article, even if omitted, all functions considered will be continuous and
all subsolutions, supersolutions or solutions will always be in the viscosity sense as
above, hence the adjective will sometimes be omitted.
The next Proposition is referred to as stability in viscosity theory:
stab Proposition 2.2. A uniform limit of subsolutions (resp. supersolutions, solutions)
of (1) is a subsolution (resp. supersolutions, solutions) of (1).
It is also worth noticing that for C1 functions, it is equivalent to be subsolution,
supersolution, solution in the viscosity sense or in the classical sense.
We start by an important consequence of the coercivity assumption ([3, Lemme
2.5]). Note that the proof being local, it adapts to our manifold setting in a straight-
forward manner (see also [15, Theorem 7.5.2]).
lip Proposition 2.3. Let u : M → R be a subsolution of (1). Then u is automatically
Lipschitz. A Lipschitz constant of u is given by
K = max
{
‖px‖, (x, p, r) ∈ T
∗M × [−‖u‖∞, ‖u‖∞] ∩G
−1
(
(−∞, 0)
)}
.
As G is also convex, we derive the following classical consequence (remembering
that by Rademacher’s theorem, Lipschitz functions are automatically differentiable
almost everywhere):
aesub Proposition 2.4. Let u : M → R be a continuous function, then the following
assertions are equivalent:
• u is a subsolution of (1);
• u is Lipschitz and verifies the inequality G
(
x,Dxu, u(x)
)
6 0 for almost
every x ∈M .
Let us now state some general properties on sub and supersolutions of (1). The
first item is general, the last two rely on our convexity hypothesis.
viscositygen Proposition 2.5. The following properties hold:
(1) If u ∈ C0(M,R) is a pointwise supremum (resp. infimum) of a family of
subsolutions (resp. supersolutions) of (1), then u is a subsolution (resp.
supersolution) to (1).
(2) If u is a pointwise infimum of a family of equi–Lipschitz subsolutions of (1),
then u is itself a subsolution of (1).
(3) If u is a convex combination of a family of equi–Lipschitz subsolutions of
(1), then u is itself a subsolution of (1).
Here is an approximation theorem that we will use repeatedly. Its proof follows
from standard mollification technics. We will see how to obtain it from similar
known results.
approx Proposition 2.6. Let G : T ∗M × R → R be continuous, convex in p and let u :
M → R be a Lipschitz subsolution of (1). Then for all ε > 0 there exists a smooth
uε : M → R such that G
(
x,Dxuε, uε(x)
)
6 ε and ‖u− uε‖∞ < ε.
Proof. Let ε > 0. Let K > 0 be a Lipschitz constant for u. If η > 0 we may apply
[16, Theorem 8.1], see also [7, Lemma 2.2] and [17], to the Hamiltonian F (x, p) =
G
(
x, p, u(x)
)
to obtain a function vη : M → R that is smooth, 2K–Lipschitz, such
that ‖u− vη‖∞ < η and F (x,Dxvη) < η for all x ∈M .
It now follows from the uniform continuity of G on the compact set {(x, p, r) ∈
T ∗M × R, ‖p‖x 6 2K, |r| 6 ‖u‖∞ + 1} that for η small enough, the function vη
verifies the requirements of the proposition. 
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We conclude by the most important result we will need which is a strong com-
parison principle. It is classical (see [3, Theorem 2.7] and the following discussion)
let us however provide elements of proof for the reader’s convenience:
compG Theorem 2.7. Assume that there exists a C1 function ϕ : M → R such that
G
(
x,Dxϕ,ϕ(x)
)
< 0, for all x ∈M . Let u : M → R and v : M → R be respectively
a subsolution and a supersolution of (1). Then u 6 v.
sketch of proof. If η ∈ (0, 1) we define uη = (1 − η)u + ηϕ. Note that thanks to
Proposition 2.3, the uη are equi–Lipschitz. We denote byK > 0 a common Lipschitz
constant. We will prove that uη 6 v for all η ∈ (0, 1) which proves the Theorem
letting η → 0.
We now fix η ∈ (0, 1) until the end of the proof. By compactness, there exists
a positive constant r > 0 such that G
(
x,Dxϕ,ϕ(x)
)
< −r, for all x ∈ M . Hence,
thanks to the convexity hypothesis of G, uη is a subsolution of
G
(
x,Dxuη, uη(x)
)
6 −ηr, x ∈M.
If 0 < ε < ηr we may apply Proposition 2.6 to find a smooth function u˜ε such
that ‖uη − u˜ε‖∞ 6 ε and
G
(
x,Dxu˜ε, u˜ε(x)
)
6 −ηr + ε < 0, x ∈M.
Let now xε ∈M be a maximum point of u˜ε− v. We may see u˜ε as a test function
for v and the supersolution criterion yields that
G
(
xε,Dxε u˜ε, v(xε)
)
> 0.
Moreover, as G
(
xε,Dxε u˜ε, u˜ε(xε)
)
6 −ηr+ε < 0, we deduce that u˜ε(xε)−v(xε) 6 0
as G is non–decreasing in the last variable. Finally, by the choice of xε it follows
that u˜ε 6 v on M and letting ε→ 0 we conclude that uη 6 v hence the Theorem.

3. Classical weak KAM theory
sec:weakKAM
Good references for this section are [17, 14]. Much of the present content is also
recalled in [7].
3.1. For coercive Hamiltonians. We here study stationary equations associated
to a continuous Hamiltonian function H : T ∗M → R that verifies hypotheses (H1)
and (H2). If c ∈ R we consider the Hamilton–Jacobi equation
H(x,Dxu) = c, x ∈M. (2) HJs
If u is a C1 function then it is a subsolution to (2) as soon as
c > max{H(x,Dxu), x ∈M}.
The equation (2) falls into the scope of the previous section hence all its results
apply.
In particular, all subsolutions to (2) are automatically Lipschitz with a common
Lipschitz being
κc = max
{
‖p‖x, (x, p) ∈ H
−1
(
(−∞, c)
)}
. (3) kappa
This leads us to the important notion of critical value:
Definition 3.1. The critical value cH is the smallest constant c ∈ R for which (2)
admits subsolutions.
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It is not hard, using the Ascoli theorem and stability of viscosity subsolutions that
such a minimum is actually attained. As already introduced, we will call critical
equation the stationary Hamilton–Jacobi equation
H(x,Dxu) = cH , x ∈M, (HJ-crit) HJ-crit
We will also refer to as critical the subsolutions, supersolutions and solutions to
(HJ-crit). Note finally that cH is the only constant for which (2) admits solutions,
called critical solutions or weak KAM solutions.
As the set of subsolutions to (HJ-crit) is equi–Lipschitz, only the restriction of
H to a compact subset of T ∗M
(
namely H−1
(
(−∞, cH)
))
is relevant. Hence it is
not too restrictive to consider superlinear Hamiltonians, up to modifying the initial
coercive Hamiltonian outside of this compact set.
superlinear
3.2. For superlinear Hamiltonians. In the rest of this section, we will enforce
condition (H2) in condition (H2’) assuming that H is moreover superlinear and still
verifies (H1). This section is more dynamical in spirit. However as the Hamiltonian
is not smooth, there is no Hamiltonian flow at hand and other arguments are required
(see also [8, 10] and the appendix in [11]).
We define the Lagrangian L : TM → R through the Legendre transform:
∀(x, v) ∈ TM, L(x, v) = max
p∈T ∗xM
p(v)−H(x, p).
The Lagrangian L enjoys similar properties as H. It is continuous and verifies
L1 (L1) (Convexity) For every x ∈M the function L(x, ·) : TxM → R is convex.
L2’ (L2’) (Superlinearity) L(x, p)/‖v‖x → +∞ as ‖v‖x → +∞.
Some further properties are given by the proposition below:
fenchel Proposition 3.2. The Hamiltonian and Lagrangian are linked by the following:
• For all (x, v) ∈ TM and p ∈ T ∗xM , the inequality L(x, v) +H(x, p) > p(v)
holds and is called the Fenchel inequality.
• Equality, L(x, v0) +H(x, p0) = p0(v0), holds if and only if one of two equiv-
alent properties hold:
– p0 ∈ ∂vL(x, v0),
– v0 ∈ ∂pH(x, p0),
where we denote by ∂vL(x, v0)
(
resp. ∂pH(x, p0)
)
the subdifferential (in the
sense of convex analysis) of the convex function v 7→ L(x, v) at v0 (resp.
p 7→ H(x, p) at p0).
• The Hamiltonian can be recovered from the Lagrangian through the Legendre
transform:
∀(x, p) ∈ T ∗M, H(x, p) = max
v∈TxM
p(v)− L(x, v).
For every t > 0 we define the action functional ht :M ×M → R:
ht(x, y) = inf
{∫ 0
−t
[
L
(
γ(s), γ˙(s)
)
+ cH
]
ds, γ ∈ AC([−t, 0],M), γ(−t) = x, γ(0) = y
}
.
Note that the infimum is actually a minimum that is reached by a Lipschitz curve
by the Clarke-Vinter Theorem [5, Theorem 16.18].
We recall for later use a simple property of the action functional that follows from
its definition:
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inegtr Proposition 3.3. The functions ht verify the following triangular inequality:
∀(x, y, z, t, t′) ∈M ×M ×M × (0,+∞)× (0,+∞), ht+t′(x, z) 6 ht(x, y)+ht(y, z).
The following characterization hold (see [10, 15, 17]):
sub Proposition 3.4. A function w : M → R is a critical subsolution of (HJ-crit) if
and only if
∀(x, y) ∈M ×M, ∀t > 0, w(y)− w(x) 6 ht(x, y).
The Peierls barrier is defined as follows
Peierl Definition 3.5. The Peierls barrier is the function h : M ×M → R:
∀(x, y) ∈M ×M, h(x, y) = lim inf
t→+∞
ht(x, y).
By results of Fathi [13] extended to less regular setting in [8] the liminf above is
actually a limit as soon as H is strictly convex. Fundamental properties of h are
summed up below
proph Proposition 3.6. The Peierls barrier verifies the following properties:
(1) It is finite valued and Lipschitz continuous.
(2) If w : M → R is a critical subsolution then
∀(x, y) ∈M ×M, w(y) − w(x) 6 h(x, y).
(3) For any x ∈M , the function h(x, ·) is a critical solution.
(4) For any y ∈M , the function −h(·, y) is a critical subsolution.
We may now give a proper definition of the projected Aubry set:
aubrydef Definition 3.7. The projected Aubry set is the closed and non empty set
A = {x ∈M, h(x, x) = 0}.
Let us recall the already introduced Theorem 1.1
Theorem. There exists a function v : M → R that is a subsolution of (HJ-crit),
that is C∞ and strict on M \ A meaning that
∀x ∈M \ A, H(x,Dxv) < cH .
In particular, it is transparent from the previous Theorem and the definition of
the critical value cH that A should be non–empty.
As the set of critical solutions is invariant by addition of constant, the critical
equation cannot verify a comparison principle. However, the Aubry set allows to
have a result in this direction:
compA Theorem 3.8. If u and v are respectively a critical sub and supersolution such that
u 6 v on A then u 6 v on the whole of M .
In particular, A is a uniqueness set for (HJ-crit) meaning that if two critical
solutions coincide on A then they are equal.
We finish this paragraph on further characterizations of critical solutions (see
[17, 10]):
weakKAM Theorem 3.9. The following are equivalent:
(1) The function u : M → R is a critical solution.
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(2) The function u is a critical subsolution and
∀x ∈M,∀t > 0,∃y ∈M, u(x) = u(y) + ht(y, x).
calibr (3) The function u is a critical subsolution and for all x ∈ M , there exists a
Lipschitz curve γx : (−∞, 0]→M such that γ(0) = x and
∀t > 0, u(x) = u
(
γx(−t)
)
+ ht
(
γx(−t), x
)
.
Let us comment on this last point and make precise a Lipschitz constant for
γx. Using the triangular inequality 3.3 and the definition of ht one infers that for
s < t 6 0,
u
(
γx(t)
)
− u
(
γx(s)
)
=
∫ t
s
[
L
(
γx(σ), γ˙x(σ)
)
+ cH
]
dσ. (4) calib
Recall that u is Lipschitz with constant κcH given by (3). Moreover, by superlinearity
of L, the constant
A(κcH ) = max {(κcH + 1)‖v‖x − L(x, v)− cH , (x, v) ∈ TM}
is such that
∀(x, v) ∈ TM, L(x, v) + cH > (κcH + 1)‖v‖x −A(κcH ).
One then computes using (4) that
κcHd
(
γx(t), γx(s)
)
>
∫ t
s
[
(κcH + 1)‖γ˙x(σ)‖γx(σ) −A(κcH )
]
dσ.
> (κcH + 1)d
(
γx(t), γx(s)
)
− (t− s)A(κcH ).
Hence we conclude that d
(
γx(t), γx(s)
)
6 (t− s)A(κcH ) and that γx is indeed Lips-
chitz with constant A(κcH ).
3.3. Mather measures. We gather here informations already present in [7] and
references therein.
Throughout the rest of this work, we will be dealing with Borel Probability mea-
sures on TM . We will denote this set by P(TM) and.
We say that a sequence of Borel Probability measures on TM , (µn)n∈N weakly
converges to µ ∈ P(TM) if for all continuous function f : TM → R with compact
support, ∫
TM
f(x, v)dµn(x, v)→
∫
TM
f(x, v)dµ(x, v).
If µ ∈ P(TM), we will denote π∗µ its push forward on M defined by π∗µ(B) =
µ
(
π−1(B)
)
for any Borel set B ⊂ M . Recall that π : TM → M is the canonical
projection. Note that the following formula hold for all continuous function f :M →
R: ∫
m
f(x)dπ∗µ(x) =
∫
TM
f ◦ π(x, v)dµ(x, v).
We then introduce closed measures:
closed Definition 3.10. We say that µ ∈ P(TM) is closed if
(1) it has finite first moment:
∫
TM
‖v‖xdµ(x, v) < +∞,
(2) for all function f ∈ C1(M,R),
∫
TM
Dxf(v)dµ(x, v) = 0.
We will denote by P0(TM) the set of closed measures on TM .
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Let us recall the link between closed measures and the critical value cH ([7, The-
orem A.7.]). Recall that in this section, H and L are convex and superlinear in the
fibers:
minimizing Theorem 3.11. The following holds:
min
µ∈P0(TM)
∫
TM
L(x, v)dµ(x, v) = −cH .
Measures realizing the minimum in the previous expression are called minimizing
measures, or Mather measures. We will denote by Pmin the set of Mather measures.
Closely linked is the Mather set:
mather Definition 3.12. The Mather set is defined as
M˜ =
⋃
µ∈Pmin
supp(µ)
where supp(µ) denotes the support of µ.
The projected Mather set is M = π
(
M˜
)
.
It can be proved that the Mather set is compact and it is not empty as we will
see in the last section.
We end by a classical result of weak KAM and Aubry–Mather theories. We
provide a proof in this continuous setting for sake of completeness:
inclusion Proposition 3.13. The following inclusion holds: M⊂ A.
Proof. We argue by contradiction and assume that there exists µ ∈ Pmin and
(x0, v0) ∈ supp(µ) such that x0 /∈ A. Let O and O
′ be open sets of M such that
O∩O′ = ∅, x0 ∈ O and A ⊂ O
′. Let w :M → R be the function given by Theorem
1.1 and let ε > 0 such that H
(
x,Dxw) < cH − ε for x ∈ O. Let β : M → [0,+∞)
be a continuous function such that β−1({0}) = A, O ⊂ β−1({ε}) and
∀x ∈M \ A, H(xDxw) < cH − β(x).
By assumption, µ
(
π−1(O)
)
> 0 so let ε′ > 0 be such that 2ε′ < εµ
(
π−1(O)
)
.
Finally, we apply Proposition 2.6 to the function w and Hamiltonian G(x, p) =
H(x, p)− β(x)− cH to obtain a C
1 function wε′ such that
∀x ∈M, H(xDxwε′) < cH − β(x) + ε
′.
We then use the Fenchel inequality (Proposition 3.2) and the fact that µ is closed
and minimizing to infer
0 =
∫
TM
Dxwε′(v)dµ(x, v) 6
∫
TM
[H(x,Dxwε′) + L(x, v)] dµ(x, v)
6
∫
TM
(cH − β(x) + ε
′)dµ(x, v) − cH
6
∫
pi−1(O)
−β(x)dµ(x, v) +
∫
TM
(cH + ε
′)dµ(x, v) − cH
= −εµ
(
π−1(O)
)
+ ε′ < 0.
This is absurd and proves the proposition. 
4. The degenerate discounted equation
sec:deg
We now turn to (HJ-λ) and study its properties.
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4.1. Generalities on the degenerate discounted equation. In this section,
unless stated otherwise, we fix a λ > 0 and start with a comparison principle that
follows from the previous results:
comp-l Proposition 4.1. Equation (HJ-λ) enjoys the two following properties:
comp-1 (1) If u : M → R and v : M → R are respectively a subsolution and a superso-
lution of (HJ-λ) then u 6 v.
existence (2) There exists a unique solution uλ to (HJ-λ).
Proof. (1) Let w : M → R be the function given by Theorem 1.1. The function
w˜ = w − ‖w‖∞ − 2 6 −2 is then negative and still is a subsolution of
(HJ-crit), that is C∞ and strict on M \ A meaning that
∀x ∈M \ A, H(x,Dxw˜) < cH .
Let δ = 12 min{α(x), x ∈ A}. Then δ > 0 and A ⊂ α
−1
(
(δ,+∞)
)
. Let
η > 0 such that
∀x ∈ α−1[0, δ], H(x,Dxw˜) < cH − η.
Finally, let β : M → [0,+∞) be a continuous function such that β−1{0} = A,
β = η on α−1([0, δ]) and
∀x ∈M \ A, H(x,Dxw˜) < cH − β(x).
If 0 < ε < min(1, λδ, η), by Proposition 2.6, there exists a smooth wε :
M → R such that ‖w˜ − wε‖∞ < ε and
∀x ∈M, H(x,Dxw˜ε) 6 cH − β(x) + ε.
It follows that if x ∈ α−1([0, δ]) then
λα(x)wε(x) +H(x,Dxw˜ε) 6 H(x,Dxw˜ε) 6 cH − β(x) + ε = cH − η + ε < cH .
On the other hand, if x ∈ α−1
(
(δ,+∞)
)
then
λα(x)wε(x) +H(x,Dxw˜ε) 6 −λδ +H(x,Dxw˜ε) 6 −λδ + cH + ε < cH .
It follows that wε is a smooth strict subsolution to (HJ-λ) and we may
apply directly Theorem 2.7 that yields the result.
(2) This is now a standard result in viscosity solutions theory (see [3, Thorme
2.12, Thorme 2.14]). Uniqueness is a direct consequence of the first part.
As for existence, it follows from Perron’s method. Let u0 : M → R be a
critical solution. One verifies that the function u¯ = u0 + ‖u0‖∞ > 0 is a
supersolution to (HJ-λ) and that u = u0 − ‖u0‖∞ 6 0 is a subsolution to
(HJ-λ). By the first point any subsolution u verifies u 6 u¯. Moreover, the
set Sλ of subsolutions u to (HJ-λ) such that u 6 u 6 u¯ is not empty as it
contains u. The set Sλ is made of equiLipschitz functions as they verify for
almost every x ∈M ,
H(x,Dxu) 6 cH − λα(x)u(x) 6 cH + λ‖α‖∞‖u‖∞.
A common Lipschitz constant for elements of Sλ is
κcH+λ‖α‖∞‖u‖∞ = max
{
‖p‖x, (x, p) ∈ H
−1
(
(−∞, cH + λ‖α‖∞‖u‖∞)
)}
.
Hence one verifies that the function uλ = max
u∈Sλ
u is well defined, Liscphitz
and a solution to (HJ-λ).

10
Before the next and fundamental subsection let us give a property on the family
of solutions:
boundedLip Lemma 4.2. The family (uλ)λ∈(0,1] is equibounded and equiLipschitz.
Proof. We have already seen that u 6 uλ 6 u¯ for all λ > 0. As far as the equiLips-
chitz property il concerned, if 0 < λ 6 1 a common Lipschitz constant is
κcH+‖α‖∞‖u‖∞ = max
{
‖p‖x, (x, p) ∈ H
−1
(
(−∞, cH + ‖α‖∞‖u‖∞)
)}
.

4.2. Representation formula for uλ. Thanks to Lemma 4.2 we know that for
λ < 1 all the functions uλ are equiLipschitz as well as critical solutions. Hence only
the knowledge of H on the compact set
{(x, p) ∈ T ∗M, ‖p‖x 6 κcH+‖α‖∞‖u‖∞}
is relevant for our study. Hence up to modifying H outside of this compact set,
we assume without loss of generality, until the end of the article, that H satisfies
hypothesis (H2’) the superlinearity condition. We will now apply results of section
3.2.
We fix once more λ ∈ (0, 1] until the end of this section.
notation Notation 4.1. If γ : I →M is a continuous curve defined on an interval containing
0 and if s ∈ I we denote
Aγ(s) =
∫ s
0
α ◦ γ(σ)dσ.
We start by a representation formula in the spirit of Theorem 3.9.
representation Theorem 4.3. The function uλ verifies the following properties:
(1) For all x ∈M and t > 0,
uλ(x) = min
γ∈AC([−t,0],M)
γ(0)=x
{
exp
(
λAγ(−t)
)
uλ
(
γ(−t)
)
+
∫ 0
−t
exp
(
λAγ(s)
) [
L
(
γ(s), γ˙(s)
)
+ cH
]
ds
}
. (5) LOl
(2) For all x ∈ M there exists a Lipschitz curve γλ,x : (−∞, 0] → M with
γλ,x(0) = x such that for all t > 0,
uλ(x) = exp
(
λAγλ,x(−t)
)
uλ
(
γλ,x(−t)
)
+
∫ 0
−t
exp
(
λAγλ,x(s)
) [
L
(
γλ,x(s), γ˙λ,x(s)
)
+ cH
]
ds. (6) LOl=
Proof. We will prove both points simultaneously. The function uλ is a solution to
the Hamilton–Jacobi equation
Hλ(x,Dxu) = cH , x ∈M,
where Hλ(x, p) = λα(x)uλ(x) +H(x, p). The Hamiltonian Hλ satisfies hypotheses
(H1) and (H2’) hence by Proposition 3.4 for all x ∈M , T > 0 and γ : [−T, 0]→M
absolutely continuous curve such that γ(0) = x we find that for 0 6 t 6 T ,
uλ
(
x) 6 uλ
(
γ(−t)
)
+
∫ 0
−t
[
Lλ
(
γ(s), γ˙(s)
)
+ cH
]
ds,
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where one computes easily that Lλ, the Lagrangian associated to Hλ is
∀(y, v) ∈ TM, Lλ(y, v) = L(y, v)− λα(y)uλ(y).
Setting f(t) = −uλ
(
γ(−t)
)
one finds by a change of variables s 7→ −s
f(t) 6 f(0) +
∫ t
0
[
L
(
γ(−s), γ˙(−s)
)
+ cH + λα
(
γ(−s)
)
f(s)
]
ds.
Recalling that α > 0 we may apply Gronwall’s inequality ([25, Lemma 2.1]), thus
obtaining
f(t) 6 exp
(
λ
∫ t
0
α ◦ γ(−σ)dσ
)
f(0)
+
∫ t
0
[
L
(
γ(−s), γ˙(−s)
)
+ cH
]
exp
(
λ
∫ t
s
α ◦ γ(−σ)dσ
)
ds.
After dividing by exp
(
λ
∫ t
0 α ◦ γ(−σ)dσ
)
and making the changes of variables σ →
−σ and s→ −s we find that
uλ(x) 6 exp
(
λAγ(−t)
)
uλ
(
γ(−t)
)
+
∫ 0
−t
exp
(
λAγ(s)
)[
L
(
γ(s), γ˙(s)
)
+ cH
]
ds. (7) ssdeg
To finish the proof, we will directly establish the second point thus proving that
(5) is valid and that the right hand side is indeed a minimum. We use here item 4
of Theorem 3.9 (with Hamiltonian Hλ) to obtain a Lipschitz curve γλ,x : (−∞, 0]
such that γλ,x(0) = x and
uλ(x)− uλ
(
γλ,x(−t)
)
=
∫ 0
−t
[
Lλ
(
γλ,x(σ), γ˙λ,x(σ)
)
+ cH
]
dσ
=
∫ 0
−t
[
L
(
γλ,x(σ), γ˙λ,x(σ)
)
+ cH − λα
(
γλ,x(σ)
)
uλ
(
γλ,x(σ)
)]
dσ,
for all t > 0. Hence we find that for t > 0,
g(t) = g(0) +
∫ t
0
h(s)g(s)ds +
∫ t
0
ℓ(s),
where g(s) = −uλ
(
γλ,x(−s)
)
, h(s) = λα
(
γλ,x(−s)
)
and
ℓ(s) = L
(
γλ,x(−s), γ˙λ,x(−s)
)
+ cH .
We infer from this, 2
∀t > 0, g(t) = g(0) exp
(∫ t
0
h(s)ds
)
+
∫ t
0
ℓ(s) exp
(∫ t
s
h(σ)dσ
)
ds,
2The proof of this last fact follows exactly the classical proof of the Cauchy–Lipschitz Theorem.
Fix T > 0 and let F the operator from
(
C0([0, T ],R], ‖ · ‖∞
)
to itself defined for f ∈ C0([0, T ],R]
by
∀t ∈ [0, T ], F(f)(t) = g(0) +
∫ t
0
h(s)f(s)ds+
∫ t
0
ℓ(s).
This functional F is T‖h‖∞-Lipschitz hence for T small enough it is a contraction hence has a
unique fixed point. This proves local existence of a solution. As the time of existence is constant,
the maximal solution is defined for all t > 0. Finally one checks by a direct computation that the
given function is solution.
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that is the announced formula. 
remsg Remark 4.4. Note that, if 0 < s < t by subtracting (6) applied to s and t one
obtains
exp
(
λAγλ,x(−s)
)
uλ
(
γλ,x(−s)
)
= exp
(
λAγλ,x(−t)
)
uλ
(
γλ,x(−t)
)
+
∫ −s
−t
exp
(
λAγλ,x(s)
) [
L
(
γλ,x(s), γ˙λ,x(s)
)
+ cH
]
ds. (8) LOlst
In particular, the curve γλ,x(−s+ ·) realizes equality in (6) for the point γλ,x(−s).
We continue by giving important properties on the curves γλ,x and there asymp-
totics.
equiLip Proposition 4.5. The curves γλ,x with λ ∈ (0, 1] and x ∈M are equiLipschitz.
Proof. Recall that by construction, the curves γλ,x verify for s 6 t 6 0,
uλ
(
γλ,x(t)
)
− uλ
(
γλ,x(s)
)
=
∫ t
s
[
Lλ
(
γλ,x(σ), γ˙λ,x(σ)
)
+ cH
]
dσ, (9) calibl
where Lλ : (x, v) 7→ L(x, v)−λα(x)uλ(x) is the Lagrangian associated to the Hamil-
tonian Hλ : (x, p) 7→ h(x, p) + λα(x)uλ(x). Recall that (uλ)λ∈(0,1] are equiLipschitz,
by Lemma 4.2, with constant that we denote K > 0. We assume also by Lemma
4.2 that K is big enough such that ‖uλ‖∞ < K for λ ∈ (0, 1]. Moreover, by super-
linearity of L, the constant
A(K) = max {(K + 1)‖v‖x − L(x, v)− cH , (x, v) ∈ TM}
is such that
∀(x, v) ∈ TM, L(x, v) + cH > (K + 1)‖v‖x −A(K).
One then computes using (9) that
Kd
(
γλ,x(t), γλ,x(s)
)
>
∫ t
s
[
(K + 1)‖γ˙λ,x(σ)‖γλ,x(σ) −A(K)− λ‖α‖∞‖uλ‖∞
]
dσ.
> (K + 1)d
(
γλ,x(t), γλ,x(s)
)
− (t− s)
(
A(K) +K‖α‖∞
)
.
Hence we conclude that d
(
γλ,x(t), γλ,x(s)
)
6 (t− s)
(
A(K) +K‖α‖∞
)
and that γλ,x
is indeed Lipschitz with constant
(
A(K) +K‖α‖∞
)
that is independent of x ∈ M
and λ ∈ (0, 1].

excursion Proposition 4.6. There exists T > 0 and ε > 0 such that for all x ∈M , λ ∈ (0, 1]
and γλ,x be given by the previous Theorem.
∀t > 0,∃t′ ∈ [t, t+ T ], α ◦ γλ,x(−t
′) > ε.
Proof. We argue by contradiction and assume that for all n > 0 there exists xn ∈M ,
λn ∈ (0, 1] and tn > 0 such that
∀t ∈ [tn, tn + n], α ◦ γλn,xn(−t) 6
1
n
.
We introduce the notations γn = γλn,xn and An = Aγλn,xn (with respect to Notation
4.1).
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Let us define probability measures µn on TM by∫
TM
fdµn = Cn
∫ −tn
−(tn+n)
exp
(
λnAn(s)
)
f
(
γn(s), γ˙n(s)
)
ds
= C ′n
∫ −tn
−(tn+n)
exp
(
λnAn(s)− λnAn(−tn)
)
f
(
γn(s), γ˙n(s)
)
ds,
for f ∈ C0(TM,R), where Cn =
( ∫ −tn
−(tn+n)
exp
(
λnAn(s)
)
ds
)−1
and
C ′n =
(∫ −tn
−(tn+n)
exp
(
λnAn(s)− λnAn(−tn)
)
ds
)−1
=
(∫ −tn
−(tn+n)
exp
(
−λn
∫ −tn
s
α ◦ γn(σ)dσ
)
ds
)−1
.
Note that our hypothesis implies that C ′n → 0. Indeed
∀s ∈ [−tn − n,−tn], exp
(
−λn
∫ −tn
s
α ◦ γn(σ)dσ
)
> exp
(
λn
n
(tn + s)
)
,
(C ′n)
−1 >
∫ 0
−n
exp
(
λns
n
)
ds =
n
λn
(
1− exp(−λn)
)
> n(1− e−1).
As the (γn)n are equiLipschitz (Proposition 4.5), the family (µn)n are supported
in a common compact subset of TM and we may extract a weakly convergent sub-
sequence µkn ⇀ µ. We will prove that µ is a Mather measure.
Let us introduce the notation Bn(s) = λnAn(s)− λnAn(−tn).
The measure µ is closed: let f : M → R be a C1 function, one computes (by
integration by part):
∫
TM
Dxf(v)dµn(x, v) = C
′
n
∫ −tn
−tn−n
exp
(
Bn(s)
)
Dγn(s)f
(
γ˙n(s)
)
ds
= C ′n
[
exp
(
Bn(s)
)
f
(
γn(s)
)]−tn
−tn−n
− C ′n
∫ −tn
−tn−n
d
ds
(
exp
(
Bn(s)
))
f
(
γn(s)
)
ds
The first term goes to 0 as C ′n → 0 and the functions s 7→ exp
(
Bn(s)
)
f
(
γn(s)
)
are
equibounded for s 6 0.
To handle the second term we infer∫ −tn
−tn−n
d
ds
(
exp
(
Bn(s)
))
f
(
γn(s)
)
ds =
∫ −tn
−tn−n
λnα
(
γn(s)
)
exp
(
Bn(s)
)
f
(
γn(s)
)
ds.
Hence, recalling our hypothesis,∣∣∣∣∫ −tn
−tn−n
d
ds
(
exp
(
Bn(s)
))
f
(
γn(s)
)
ds
∣∣∣∣ 6 λn‖f‖∞n
∫ −tn
−tn−n
exp
(
Bn(s)
)
ds =
λn‖f‖∞
nC ′n
,
it follows that
lim
n→+∞
C ′n
∫ −tn
−tn−n
d
ds
(
exp
(
Bn(s)
))
f
(
γn(s)
)
ds = 0.
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Finally, taking the limit along the subsequence kn, we conclude that∫
TM
Dxf(v)dµ(x, v) = 0,
hence µ is closed.
The measure µ is minimizing: indeed let us start from the equalities coming
from Theorem 4.3 and Remark 4.4:∫
TM
L(x, v)dµn(x, v) = C
′
n
∫ −tn
−tn−n
exp
(
Bn(s)
)
L
(
γn(s), γ˙n(s)
)
ds
= C ′n
(
uλn
(
γn(−tn)
)
− exp
(
Bn(−tn − n)
)
uλn
(
γn(−tn − n)
))
−
∫
TM
cHdµn.
Once more, the first term converges to 0 as C ′n → 0 and the functions (uλ)λ∈(0,1] and
s 7→ exp
(
Bn(s)
)
, s < 0 are equibounded (Lemma 4.2). Going along the subsequence
kn we conclude that
∫
TM
L(x, v)dµ = −cH as announced.
The projected measure π∗µ is supported in α−1({0}): indeed, let ε > 0
and χε the indicatrix function of α
−1
(
(ε,+∞)
)
. If n > 0 is big enough such that to
verify 1/n < ε then clearly∫
M
χεdπ
∗µn = C
′
n
∫ −tn
−tn−n
exp
(
Bn(s)
)
χε
(
γn(s)
)
ds = 0.
This is a contradiction as the support of π∗µ should be included in the projected
Aubry set by Proposition 3.13. Hence we have proved the Proposition. 
As a first consequence we deduce
courbe-aub Lemma 4.7. Let λ ∈ (0, 1] and x ∈M . Then
∫ 0
−∞ α
(
γλ,x(s)
)
ds = +∞.
Proof. Thanks to the previous proposition there exists ε > 0 and an increasing
sequence tn → +∞ such that α
(
γλ,x(−tn)
)
> ε, for all n ∈ N.
Up to extracting, we may without loss of generality assume that tn+1− tn > 2 for
all n ∈ N. As γλ,x is Lipschitz, there exists 1 > τ > 0 such that
∀n ∈ N,∀h ∈ (−τ, τ), α
(
γλ,x(−tn + h)
)
>
ε
2
.
It follows that∫ 0
−∞
α
(
γλ,x(s)
)
ds >
+∞∑
n=0
∫ tn+τ
tn−τ
α
(
γλ,x(s)
)
ds > τε
+∞∑
n=0
1 = +∞.

As an immediate corollary, we obtain the most important result of this section:
representation-l Theorem 4.8. Let x ∈M and γλ,x be a curve given by Theorem 4.3, then
uλ(x) =
∫ 0
−∞
exp
(
λAγλ,x(s)
) [
L
(
γλ,x(s), γ˙λ,x(s)
)
+ cH
]
ds. (10) LOl=+
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5. The convergence result
sec:proof
We now have all the tools necessary to prove Theorem 1.2. The proof follows
the original arguments of [7]. We will start by proving the result in two easy cases
before turning to the general case.
5.1. Warm up: two baby cases. Though we state it in our setting, the first result
holds without the convexity assumption:
bb1 Proposition 5.1. Assume that constant functions are critical subsolutions. Then
the family (uλ)λ>0 is nondecreasing as λց 0 in particular, it converges.
Proof. As constants are subsolutions it follows that if λ > 0,
∀x ∈M, λα(x) × 0 +H(x,Dx0) 6 cH .
It follows from the comparison principle (Proposition 4.1) that uλ > 0. If now
0 < λ < λ′, we have in the viscosity sense
λα(x)uλ′(x) +H(x,Dxuλ′) 6 λ
′α(x)uλ′(x) +H(x,Dxuλ′) = cH .
Hence uλ′ is a subsolution of (HJ-λ) and again by the comparison principle, uλ′ 6 uλ.
The rest is an immediate consequence of Lemma 4.2. 
The second case reduces to [7] and can be seen as a motivation for the rest of our
work:
bb2 Proposition 5.2. Assume that α(x) > 0 on M , then the family (uλ)λ>0 converges
as λ→ 0.
Proof. If λ > 0 then uλ is also a viscosity solution to
λuλ(x) +Hα(x,Dxuλ) = 0, x ∈M
where Hλ(x, p) = α
−1(x)
(
H(x, p) − cH
)
still verifies hypotheses (H1) and (H2).
Moreover, any critical solution of H(x,Dxu) = cH is a solution of Hα(x,Dxu) = 0
hence the critical constant of Hα is 0. The result is now a direct application to Hα
of [7, Theorem 1.1]. 
5.2. The general case. As the family (uλ)λ∈(0,1] is relatively compact, we only
have to prove that there is only one accumulation point as λ → 0. We start by
establishing a constraint on such accumulation points:
constraint Proposition 5.3. Let (λn)n ∈ N be a decreasing sequence converging to 0 such that
(uλn)n uniformly converges to a function v0. Then
∀µ ∈ Pmin,
∫
TM
α(x)v0(x)dµ(x, v) 6 0. (11) inegconstraint
Proof. Let µ be a Mather measure. Let ε > 0, by applying Proposition 2.6 to the
Hamiltonian H(x, p)+λα(x)uλ(x)− cH we find a C
1 function vε : M → R such that
∀x ∈M, λα(x)uλ(x) +H(x,Dxvε)− cH 6 ε.
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We then integrate this inequality and apply the Fenchel inequality and the properties
of µ to infer that∫
TM
λα(x)uλ(x)dµ(x, v) =
∫
TM
[
λα(x)uλ(x) +Dxvε(v)− L(x, v) − cH
]
dµ(x, v)
6
∫
TM
[
λα(x)uλ(x) +H(x,Dxvε)− cH
]
dµ(x, v)
6
∫
TM
εdµ(x, v) = ε.
As this holds for all ε > 0 we conclude, after dividing by λ > 0, that∫
TM
α(x)uλ(x)dµ(x, v) 6 0.
Passing to the limit along the sequence λn, recalling that uλn → u uniformly, we
conclude that
∫
TM
α(x)v0(x)dµ(x, v) 6 0 as was to be shown.

Let us set S0 be the set of critical subsolutions u to (HJ-crit) verifying the con-
straint
∀µ ∈ Pmin,
∫
TM
α(x)u(x)dµ(x, v) 6 0. (12) constraint
By stability of the notion of viscosity solutions any accumulation point v0 of (uλ)λ
is a critical solution, hence by Proposition 12, v0 ∈ S0.
We now define u0(x) = sup
u∈S0
u(x). This function is well defined as functions in
S0 are equiLipschitz and must take a nonpositive value. By Proposition 2.5 u0 is a
critical subsolution. Moreover, if v0 is as above, v0 6 u0. To prove the convergence
result, we will establish the reverse inequality.
We will need the following
chepalle Lemma 5.4. Let λ ∈ (0, 1] and x ∈ M . Let γλ,x : (−∞, 0] → M be given by
Theorem 4.3, then
∫ 0
−∞ exp
(
λAγλ,x(s)
)
< +∞.
Proof. We use Proposition 4.6 and consider T > 0 and ε > 0 such that
∀t > 0,∃t′ ∈ [t, t+ T ], α ◦ γλ,x(−t
′) > ε.
By induction we construct an increasing sequence (tn)n such that t0 ∈ [1, T + 1],
2 6 tn+1 − tn 6 T + 2 for all n ∈ N and α ◦ γλ,x(−t
′) > ε. As in Lemma 4.7 using
that γλ,x is Lipschitz, there exists 1 > τ > 0 such that
∀n ∈ N,∀h ∈ (−τ, τ), α
(
γλ,x(−tn + h)
)
>
ε
2
.
Hence if n > 0,
Aγλ,x(−tn − τ) 6 −
n∑
k=0
∫ −tk+τ
−tk−τ
α
(
γλ,x(h)
)
dh 6 −(n+ 1)τε,
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and using the monotonicity of Aγλ,x :∫ 0
−tn−τ
exp
(
λAγλ,x(s)
)
ds =
∫ 0
−t0−τ
exp
(
λAγλ,x(s)
)
ds+
n−1∑
k=0
∫ −tk−τ
−tk+1−τ
exp
(
λAγλ,x(s)
)
ds
=
∫ 0
−t0−τ
exp
(
λAγλ,x(s)
)
ds+
n−1∑
k=0
(tk+1 − tk) exp
(
λAγλ,x(−tk − τ)
)
6
∫ 0
−t0−τ
exp
(
λAγλ,x(s)
)
ds+
n−1∑
k=0
(T + 2) exp
(
− λ(k + 1)τε
)
6 T + 2 +
(T + 2) exp
(
− λτε
)
1− exp
(
− λτε
) . (13) eqpalle

For x ∈ M , λ ∈ (0, 1] we fix γλ,x : (−∞, 0] → M be given by Theorem 4.3 and
define the probability measure µλx on TM defined by
∀f ∈ C0(M,R),
∫
TM
fdµλx = Cλ,x
∫ 0
−∞
exp
(
λAγλ,x(s)
)
f
(
γλ,x(s), γ˙λ,x(s)
)
ds,
where (Cλ,x)
−1 =
∫ 0
−∞ exp
(
λAγλ,x(s)
)
ds.
As a corollary of the proof of Lemma 5.4 we deduce
pallebis Lemma 5.5. The function (λ, x) 7→ λ(Cλ,x)
−1 is uniformly bounded as λ→ 0.
Proof. We have seen, (13), that there are constants T , ε, and τ , independent of
x ∈M and λ ∈ (0, 1] such that
λ(Cλ,x)
−1
6 λ
(
T + 2 +
(T + 2) exp
(
− λτε
)
1− exp
(
− λτε
) ) .
The right-hand side is bounded as λ→ 0 and converges to (τε)−1. 
mesure-lim Proposition 5.6. The measures (µλx)λ∈(0,1] have support included in a common
compact subset of TM . Hence it is a relatively compact family in P(TM). Moreover
if λn → 0 is such that (µ
λn
x )n∈N converges to µ then µ ∈ Pmin is a Mather measure.
Proof. The first part of the Proposition is a direct consequence of Proposition 4.5.
We turn to the second part of the Proposition:
Note that lim
λ→0
Cλ,x = 0. Indeed
(Cλ,x)
−1 =
∫ 0
−∞
exp
(
λAγλ,x(s)
)
ds >
∫ 0
−∞
exp (λ‖α‖∞s) ds =
1
λ‖α‖∞
.
The measure µ is closed: let f : M → R be a C1 function, one computes (by
integration by part):
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∫
TM
Dxf(v)dµ
λ
x(x, v) = Cλ,x
∫ 0
−∞
exp
(
λAγλ,x(s)
)
Dγλ,x(s)f
(
γ˙λ,x(s)
)
ds
= Cλ,x
[
exp
(
λAγλ,x(s)
)
f
(
γλ,x(s)
)]0
−∞
− Cλ,x
∫ 0
−∞
d
ds
(
exp
(
λAγλ,x(s)
) )
f
(
γλ,x(s)
)
ds.
The first term goes to 0 as lim
λ→0
Cλ,x = 0 and the function s 7→ exp
(
λAγλ,x(s)
)
f
(
γλ,x(s)
)
is bounded.
To handle the second term we use that
d
ds
(
exp
(
λAγλ,x(s)
) )
= λα
(
γλ,x(s)
)
exp
(
λAγλ,x(s)
)
> 0.
Hence∣∣∣∣∫ 0
−∞
d
ds
(
exp
(
λAγλ,x(s)
) )
f
(
γλ,x(s)
)
ds
∣∣∣∣ 6 ∫ 0
−∞
λα
(
γλ,x(s)
)
exp
(
λAγλ,x(s)
) ∣∣f(γλ,x(s))∣∣ds
6 λ‖α‖∞‖f‖∞
∫ 0
−∞
exp
(
λAγλ,x(s)
)
ds
=
λ‖α‖∞‖f‖∞
Cλ,x
.
It follows that
lim
λ→0
Cλ,x
∫ 0
−∞
d
ds
(
exp
(
λAγλ,x(s)
) )
f
(
γλ,x(s)
)
ds = 0.
Finally, taking the limit along the subsequence λn, we conclude that
∫
TM
Dxf(v)dµ(x, v) =
0 hence µ is closed.
The measure µ is minimizing: indeed let us start from the equalities coming
from Theorem 4.8:∫
TM
L(x, v)dµλx(x, v) = Cλ,x
∫ 0
−∞
exp
(
λAγλ,x(s)
)
L
(
γλ,x(s), γ˙λ,x(s)
)
ds
= Cλ,xuλ(x)−
∫
TM
cHdµ
λ
x.
Once more, the first term converges to 0 as Cλ,x → 0 as λ → 0, and the functions
(uλ)λ ∈ (0, 1] are equibounded. Going along the subsequence λn we conclude that∫
TM
L(x, v)dµ = −cH as announced.

ineglambda Lemma 5.7. Let w be any critical subsolution. For any λ ∈ (0, 1] and x ∈M
uλ(x) > w(x)−
λ
Cλ,x
∫
TM
α(y)w(y)dµxλ(y, v).
Proof. Let ε > 0 and wε ∈ C
1(M,R) given by Proposition 2.6 such that ‖w−w‖ε 6 ε
and H(y,Dywε) 6 cH + ε for all y ∈M .
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Let t > 0, by Theorem 4.3, and the Fenchel inequality (Proposition 3.2),
uλ(x) = exp
(
λAγλ,x(−t)
)
uλ
(
γλ,x(−t)
)
+
∫ 0
−t
exp
(
λAγλ,x(s)
) [
L
(
γλ,x(s), γ˙λ,x(s)
)
+ cH
]
ds
> exp
(
λAγλ,x(−t)
)
uλ
(
γλ,x(−t)
)
+
∫ 0
−t
exp
(
λAγλ,x(s)
) [
Dγλ,x(s)wε
(
γ˙λ,x(s)
)
−H
(
γλ,x(s),Dγλ,x(s)wε
)
+ cH
]
ds
> exp
(
λAγλ,x(−t)
)
uλ
(
γλ,x(−t)
)
+
∫ 0
−t
exp
(
λAγλ,x(s)
) [
Dγλ,x(s)wε
(
γ˙λ,x(s)
)]
ds− ε
∫ 0
−t
exp
(
λAγλ,x(s)
)
ds
= wε(x)−
∫ 0
−t
d
ds
[
exp
(
λAγλ,x(s)
)]
wε
(
γλ,x(s)
)
ds
+ exp
(
λAγλ,x(−t)
) [
uλ
(
γλ,x(−t)
)
− wε
(
γλ,x(−t)
)]
− ε
∫ 0
−t
exp
(
λAγλ,x(s)
)
ds
= wε(x)−
∫ 0
−t
exp
(
λAγλ,x(s)
)
λα
(
γλ,x(s)
)
wε
(
γλ,x(s)
)
ds
+ exp
(
λAγλ,x(−t)
) [
uλ
(
γλ,x(−t)
)
− wε
(
γλ,x(−t)
)]
− ε
∫ 0
−t
exp
(
λAγλ,x(s)
)
ds.
Sending t→ +∞ and recalling Lemmas 4.7 and 5.4 we obtain that
uλ(x) > wε(x)−
∫ 0
−∞
exp
(
λAγλ,x(s)
)
λα
(
γλ,x(s)
)
wε
(
γλ,x(s)
)
ds−ε
∫ 0
−∞
exp
(
λAγλ,x(s)
)
ds.
Finally, letting ε→ 0 yields
uλ(x) > w(x)−
∫ 0
−∞
exp
(
λAγλ,x(s)
)
λα
(
γλ,x(s)
)
w
(
γλ,x(s)
)
ds
= w(x)−
λ
Cλ,x
∫
TM
α(y)w(y)dµxλ(y, v).

We finally finish the proof of Theorem 1.2:
end of the proof of Theorem 1.2. Recall that we have set S0 to be the set of critical
subsolutions u to (HJ-crit) verifying the constraint (12):
∀µ ∈ Pmin,
∫
TM
α(x)u(x)dµ(x, v) 6 0.
We then have defined u0(x) = sup
u∈S0
u(x).
Let (λn)n∈N be a decreasing sequence converging to 0 such that uλn uniformly
converge to a function v0. We have established that v0 6 u0. Let us establish the
reverse inequality.
Let x ∈M . Up to taking a subsequence, we may assume that the family of mea-
sures µxλn converges to a measure µx that is a Mather measure thanks to Proposition
5.6. Let w ∈ S0. We know lim
n→+∞
∫
TM
α(y)w(y)dµxλn (y, v) =
∫
TM
α(y)w(y)dµ 6 0
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and thanks to Lemma 5.5 we infer that
lim sup
n→+∞
λn
Cλn,x
∫
TM
α(y)w(y)dµxλn (y, v) 6 0.
Combining with Lemma 5.7 we deduce that
v0(x) > w(x)− lim sup
n→+∞
λn
Cλn,x
∫
TM
α(y)w(y)dµxλn (y, v) > w(x).
As the above inequality holds for all w ∈ S0 it follows that v0(x) > u0(x) which
concludes the proof as this is true for all x ∈M .

6. An alternate formula for u0
formula
We want to establish another formula for the limit function u0. Again, this follows
closely section 4 of [7].
We define the function uˆ0 :M → R by
∀x ∈M, uˆ0(x) = min
µ∈Pmin
∫
TM
α(y)h(y, x)dµ(y, v)∫
TM
α(y)dµ(y, v)
, (14) limitbis
where h is the Peierls barrier (Definition 3.5). We aim at proving that u0 = uˆ0.
critsub Lemma 6.1. The function uˆ0 is a critical subsolution.
Proof. As h is bounded, uˆ0 is clearly well defined as µ ∈ Pmin is supported on
α−1
(
(0,+∞)
)
(Proposition 3.13).
By Proposition 3.6 each function hy = h(y, ·) is a critical solution. Hence if
µ ∈ Pmin the function
hµ : x 7→
∫
TM
α(y)h(y, x)dµ(y, v)∫
TM
α(y)dµ(y, v)
,
is itself a critical subsolution as a convex combination of such (Proposition 2.5).
Finally, again thanks to Proposition 2.5, uˆ0 is a critical subsolution as a pointwise
minimum of critical subsolutions (that are automatically equiLipschitz in this case).

inegu0 Lemma 6.2. For all x ∈M , u0(x) 6 uˆ0(x).
Proof. Let x ∈M and µ ∈ Pmin recall that by Proposition 12,
∫
TM
α(y)u0(y)dµ(y, v) 6
0.
Moreover, by Proposition 3.6,
∀y ∈M, u0(x) 6 u0(y) + h(y, x).
Multiply the above inequality by α(y) and integrate with respect to µ to obtain
u0(x)
∫
TM
α(y)dµ(y, v) 6
∫
TM
u0(y)dµ(y, v) +
∫
TM
α(y)h(y, x)dµ(y, v)
6
∫
TM
α(y)h(y, x)dµ(y, v).
Dividing by
∫
TM
α(y)dµ(y, v) yields u0(x) 6 hµ(x) and taking the minimum over
all µ ∈ Pmin proves the lemma. 
egaliteu0 Theorem 6.3. For all x ∈M , uˆ0(x) = u0(x).
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Proof. Let y ∈ M , recall that the function −h(·, y) is a critical subsolution by
Proposition 3.6. Clealry the function w :M → R defined by
∀x ∈M, w(x) = −h(x, y)− max
µ∈Pmin
∫
TM
−α(z)h(z, y)dµ(z, v)∫
TM
α(z)dµ(z, v)
= −h(x, y) + min
µ∈Pmin
∫
TM
α(z)h(z, y)dµ(z, v)∫
TM
α(z)dµ(z, v)
,
is a critical subsolution verifying the constraint (12): w ∈ S0. It follows from the
definition of u0 that u0 > w.
Evaluating at y ∈ A and recalling that h(y, y) = 0 by Definition 3.7 we obtain
that
u0(y) > min
µ∈Pmin
∫
TM
α(z)h(z, y)dµ(z, v)∫
TM
α(z)dµ(z, v)
= uˆ0(y).
As u0 is a critical solution (hence supersolution) and the inequality holds for all
y ∈ A, we conclude from Theorem 3.8 that the inequality u0 > uˆ0 is valid on all M
and this with Lemma 6.2 concludes the proof.

As a last result we come back to one of the easy cases treated at the beginning
of this section:
Proposition 6.4. Assume that constant functions are critical subsolutions. Then
∀x ∈M, u0(x) = min
y∈A
h(y, x).
Proof. As constant functions are critical subsolutions, by Proposition 3.6, we get
that the Peierls barrier is nonnegative: h > 0.
Let us set v : x 7→ min
y∈A
h(y, x). By Proposition 3.6, v is the minimum of critical
solutions of the type hy. It follows from Proposition 2.5 that v is itself a critical
solution.
As h > 0, each critical solution hy is also a supersolution of (HJ-λ). It follows
from the comparison principle (Proposition 4.1) and from the proof of Proposition
5.1 that 0 6 uλ 6 hy for all y ∈M . In particular, 0 6 uλ 6 v. Passing to the limit
we obtain 0 6 u0 6 v.
To conclude we notice that if y ∈ A, then 0 6 v(y) 6 h(y, y) = 0. Hence both u0
and v are critical solutions that vanish on A. By Theorem 3.8, they are equal. 
As a concluding remark, it is interesting to notice that in this very particular
case (when constants are critical subsolutions), the limiting function is actually
independent on the function α. Of course this is not true in general.
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