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Abstract
Coupling behavioral measures and brain imaging in naturalistic, ecological condi-
tions is key to comprehend the neural bases of spatial navigation. This highly in-
tegrative function encompasses sensorimotor, cognitive, and executive processes 
that jointly mediate active exploration and spatial learning. However, most neuro-
imaging approaches in humans are based on static, motion- constrained paradigms 
and they do not account for all these processes, in particular multisensory integra-
tion. Following the Mobile Brain/Body Imaging approach, we aimed to explore the 
cortical correlates of landmark- based navigation in actively behaving young adults, 
solving a Y- maze task in immersive virtual reality. EEG analysis identified a set 
of brain areas matching state- of- the- art brain imaging literature of landmark- based 
navigation. Spatial behavior in mobile conditions additionally involved sensorimo-
tor areas related to motor execution and proprioception usually overlooked in static 
fMRI paradigms. Expectedly, we located a cortical source in or near the posterior 
cingulate, in line with the engagement of the retrosplenial complex in spatial reorien-
tation. Consistent with its role in visuo- spatial processing and coding, we observed 
an alpha- power desynchronization while participants gathered visual information. 
We also hypothesized behavior- dependent modulations of the cortical signal dur-
ing navigation. Despite finding few differences between the encoding and retrieval 
phases of the task, we identified transient time– frequency patterns attributed, for 
instance, to attentional demand, as reflected in the alpha/gamma range, or memory 
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1 |  INTRODUCTION
Spatial navigation requires active exploration, multisensory 
integration, as well as the encoding and long- term consol-
idation of internal models of the world (Arleo & Rondi- 
Reig, 2007; Epstein et al., 2017; Wolbers & Hegarty, 2010). 
Thus, the ability to navigate in space encompasses both per-
ceptual and cognitive faculties (Ekstrom et al., 2017; Spiers 
& Barry, 2015). A large body of work has elucidated the neu-
ral bases of wayfinding behavior in both animals and humans, 
leading to a better understanding of the navigational system 
across multiple levels (Burgess, 2008; Epstein et  al.,  2017; 
Hardcastle et al., 2017; Poulter et al., 2018).
Most investigations of the brain network subtending human 
spatial navigation rely on functional magnetic resonance im-
aging (fMRI) (Epstein et al., 2017; Taube et al., 2013) due to 
its unmatched spatial resolution among non- invasive meth-
ods. However, this technique is not suited for testing partic-
ipants in unconstrained motion conditions, which limits the 
study of neural processes involved during natural behavior 
(Zaitsev et al., 2015). Combining behaviometric and neuro-
metric recordings in ecological (i.e., close to real, natural) 
conditions is key to modern cognitive neuroscience (Ladouce 
et  al.,  2019; Schaefer,  2014), in particular to study spatial 
cognition (Bécu et  al.,  2020a; Gehrke & Gramann,  2021; 
Miyakoshi et  al.,  2021). With relatively coarse spatial but 
fine temporal resolution, electroencephalography (EEG) 
offers a complementary tool for neuroimaging the brain 
during spatial behavior (Baker & Holroyd, 2009; Bischof & 
Boulanger, 2003; Lin et al., 2009, 2015; Plank et al., 2010). 
Although EEG does not prevent the participant's motion per 
se, it is very sensitive to movement- related artifacts. Electrical 
potentials from muscle contractions (e.g., head movements, 
eye blinks, or heartbeat, see Jung et al., 2000) generate strong 
artifactual signals that compromise the extraction of brain- 
related responses (i.e., reducing the signal- to- noise ratio). 
As a consequence, most EEG studies have constrained the 
mobility of participants in order to minimize motion- related 
artifacts (e.g., by making them sit in front of a screen and 
respond with finger taps only).
Recent technical developments have unlocked the pos-
sibility of using EEG brain imaging in a variety of eco-
logical conditions (indoor walking: Luu et  al.,  2017a; 
Ladouce et  al.,  2019; Park & Donaldson,  2019; outdoor 
walking: Debener et  al., 2012; Reiser et  al., 2019; cycling: 
Zink et  al.,  2016; di Fronso et  al.,  2019; and dual tasking: 
Marcar et  al.,  2014; Bohle et  al.,  2019). By coupling EEG 
recordings with other biometric measures (e.g., body and 
eye movements), the Mobile Brain/Body Imaging (MoBI) 
approach gives access to unprecedented behavioral and 
neural data analysis (Gramann et  al., 2011, 2014; Ladouce 
et al., 2017; Makeig et al., 2009). In addition, the MoBI par-
adigm has been successfully combined with fully immersive 
virtual reality (VR) protocols (Djebbara et al., 2019; Liang 
et al., 2018; Peterson & Ferris, 2019; Plank et al., 2015; Snider 
et  al.,  2013). Immersive VR allows near- naturalistic condi-
tions to be reproduced, while controlling all environmental 
parameters (Diersch & Wolbers,  2019; Park et  al.,  2018; 
Parsons, 2015; Starrett & Ekstrom, 2018). The reliability of 
3D- immersive VR enables the stimulation of visual, auditory, 
and proprioceptive modalities, while allowing the participant 
to actively explore and sense the virtual environment (Bohil 
et al., 2011; Kober et al., 2012). This continuous interplay be-
tween locomotion and multisensory perception is thought to 
be a key component of spatial cognition in near- natural con-
ditions, as its absence leads to impaired performance in var-
ious spatial abilities (path integration: Chance et  al.,  1998; 
spatial updating: Klier & Angelaki,  2008; spatial reference 
frame computation: Gramann, 2013; spatial navigation and 
orientation: Taube et al., 2013; Ladouce et al., 2017; and spa-
tial memory: Holmes et al., 2018).
In the present study, we use the MoBI approach to com-
bine high- density mobile EEG recordings and immersive VR 
in order to study spatial navigation in a three- arm maze (i.e., 
a Y- maze). Our primary aim is to provide a proof- of- concept 
in terms of EEG- grounded neural substrates of landmark- 
based navigation consistent with those found in similar fMRI 
paradigms (Iaria et al., 2003; Konishi et al., 2013; Wolbers & 
Büchel, 2005; Wolbers et al., 2004). We chose the Y- maze task 
because it offers a simple two- choice behavioral paradigm suit-
able to study landmark- based spatial navigation and to discrim-
inate between allocentric (i.e., world- centered) and egocentric 
(i.e., self- centered) responses, as previously shown in animals 
(Barnes et al., 1980) and humans (Bécu et al., 2020b; Rodgers 
et al., 2012). Complementarily, a recent fMRI study of ours has 
investigated the brain activity of regions involved in visuo- spatial 
processing and navigation in a similar Y- maze task (Ramanoël 
et al., 2020). This offers the opportunity to comparatively vali-
date the neural correlates emerged through static fMRI experi-
ment against those found by mobile high- density EEG.
workload in the delta/theta range. We confirmed that combining mobile high- density 
EEG and biometric measures can help unravel the brain structures and the neural 
modulations subtending ecological landmark- based navigation.
K E Y W O R D S
ecological navigation, mobile EEG, retrosplenial complex, source reconstruction, virtual reality
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The neural substrates of landmark- based navigation form 
a network spanning medial temporal areas (e.g., hippocampus 
and para- hippocampal cortex) and medial parietal regions 
(Epstein & Vass, 2014), such as the functionally defined ret-
rosplenial complex (RSC) (Epstein, 2008). Here, we expect 
the RSC to play a role in mediating spatial orientation through 
the encoding and retrieval of visual landmarks (Auger & 
Maguire, 2018; Auger et al., 2012, 2015; Julian et al., 2018; 
Marchette et al., 2015; Spiers & Maguire, 2006). The RSC is 
indeed implicated in the translation between landmark- based 
representations in both egocentric and allocentric reference 
frames (Marchette et al., 2014; Mitchell et al., 2018; Shine 
et al., 2016; Sulpizio et al., 2013; Vann et al., 2009). Our hy-
pothesis also encompasses the role of specific upstream, vi-
sual processing areas of the parieto- occipital region involved 
in active wayfinding behavior (Bonner & Epstein, 2017; Patai 
& Spiers, 2017). In addition, our paradigm accounts for the 
role of downstream, higher- order cognitive functions neces-
sary for path evaluation, covering a frontoparietal network 
(including prefrontal areas, Epstein et  al.,  2017; Spiers & 
Gilbert, 2015) that codes for overarching mechanisms such 
as spatial attention and spatial working memory (Cona & 
Scarpazza, 2019).
Mobile brain imaging protocols also engage locomotion 
control processes, in which motor areas in the frontal lobe 
and somatosensory areas in the parietal lobe are typically 
involved (Gwin et  al.,  2010; Seeber et  al.,  2014; Roeder 
et  al.,  2018; see Delval et  al.,  2020 for a recent review). 
Furthermore, the integration of vestibular and proprioceptive 
cues made possible by mobile EEG paradigms is likely to 
influence the observed neural correlates of spatial orienta-
tion (Ehinger et al., 2014; Gramann et al., 2018) and attention 
(Ladouce et al., 2019).
Finally, given the high temporal resolution of EEG, we 
aim at characterizing how the activity of the structures en-
gaged in active, multimodal landmark- based navigation is 
modulated by behavioral events, related to either action plan-
ning (e.g., observation of the environment, physical rotation 
to complement mental perspective taking) or action execu-
tion (e.g., walking, maintaining balance). We also aim at ex-
ploring the differential engagement of brain regions involved 
in the encoding (learning condition) and the retrieval (control 
and probe conditions) phases of the task (RSC is implicated 
in both; Burles et al., 2018; Epstein & Vass, 2014; Mitchell 
et al., 2018).
The purpose of this study is thus to explore the cortical 
correlates of landmark- based navigation in mobile partic-
ipants. We first hypothesize that the analysis of the EEG 
signal will retrieve the above- mentioned brain structures 
known to be engaged during active spatial navigation based 
on visual cues. We then expect behavioral events to modu-
late features of the recorded EEG data, identifiable as tran-
sient time– frequency patterns in the involved brain areas, 
and to interpret them with respect to spatial cognition and 
locomotion control literature. Finally, we expect to find sig-
nificant differences in these patterns across the phases of 
the task, contrasting the cognitive mechanisms involved in 
context- dependent task solving. We aim to investigate and 
interpret their condition specificity and their temporality. 
Under such considerations, this work can help toward a bet-
ter understanding of context- specific neural signatures of 
landmark- based navigation.
2 |  METHODS
2.1 | Participants
Seventeen healthy adults (range: 21– 35 years old, M = 26,82, 
SD  =  4,85; 10 women) participated to this study. Fifteen 
were right- handed and two left- handed. All participants had 
normal (or corrected to normal) vision and no history of neu-
rological disease. In one recording session, there were abnor-
malities (discontinuities and absence of events) in the motion 
capture signal. Thus, we removed one participant from the 
analysis. The experimental procedures were approved by 
the local ethics committee (GR_12_20190513, Institute of 
Psychology & Ergonomics, Technische Universität Berlin, 
Germany) and all participants signed a written informed 
consent, in accordance with the Declaration of Helsinki. 
All participants answered a discomfort questionnaire at the 
end of the experiment, adapted from the simulation sickness 
questionnaire of Kennedy et al. (1993), which can be found 
in Methods S1. We gave the instructions in English and all 
participants reported a good understanding of the English 
language. Each participant received a compensation of either 
10€/h or course credits.
2.2 | EEG system
The EEG system (Figure  1a) consisted of 128 active 
wet electrodes (actiCAP slim, Brain Products, Gilching, 
Germany) mounted on an elastic cap with an equidis-
tant layout (EASYCAP, Herrsching, Germany). The im-
pedance of a majority of the channels was below 25 kΩ 
(9.5% of the electrodes had an impedance above 25 kΩ). 
Two electrodes placed below the participant's eyes re-
corded electro- oculograms (EOG). An additional elec-
trode located closest to the standard position F3 (10– 20 
international system) provided the reference for all other 
electrodes. The EEG recordings occurred at a sampling 
rate of 1  kHz. The raw EEG signal was streamed wire-
lessly (BrainAmp Move System, Brain Products, Gilching, 
Germany) and it was recorded continuously for the entire 
duration of the experiment.
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F I G U R E  1  Virtual environment, setup, and timeline of the experiment. (a) Details of participant's equipment. (1) EEG cap (128 channels); (2) 
VR Head- mounted display (VIVE Pro); (3) Wifi transmitter for EEG data (Move system); (4) Additional motion capture tracker (VIVE tracker); 
and (5) Backpack computer running the virtual environment (Zotac PC). (b) Virtual environment. Participants explored a virtual equilateral Y- 
maze. In the learning condition, they always started in the same arm (e.g., A) and they had to find a hidden goal, always placed in the same location 
(e.g., C). In the testing conditions, the environment and goal location stayed the same but the participant would start from either the same position 
(A) in control trials or the third arm (B) in probe trials. (c) Spatial discretization of the environment (example for a learning trial). We delimited 
10 areas in the maze: “S” stands for starting arm, “C” for center, “E” for error arm, and “G” for goal arm. In the text, when referring to the arm 
chosen by the participant (either “E” or “G”), we use the letter “F” standing for finish arm. These labels are condition- dependent (different in the 
probe condition). The names of the landmark depend on the location of starting arm in the learning condition and goal arm. These names are block 
dependent. (d) General timeline of the experiment. The first row represents the general succession of conditions in the experiment. The second row 
shows an example of the sequence of trials in an experimental block. The third row illustrates the structure of a trial, including a possible course of 
events: progress across spatial sections and visibility of landmarks depending on participant's head movements. We provide a video of a participant 
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2.3 | Virtual Y- maze and motion tracking
The virtual maze consisted of an equilateral Y- maze (3- 
armed maze) with three distal landmarks placed outside 
the maze, 20 m away from the center and visible above the 
walls (Figure 1b). The landmarks were abstract geometric 
shapes (e.g., square, circle, star). The wall texture and the 
light were homogeneous and non- informative. Each arm 
of the maze was 90  cm wide and 225  cm long. For the 
sake of analysis, the maze was discretized into 10 zones 
(3 evenly divided zones per arm and one for the maze 
center, Figure  1c). These zones were not visible to the 
participant. Crossing between zones was recorded online 
without influencing the task flow.
We designed the virtual Y- maze by using the Unity3D 
game engine (Unity Technologies, San Francisco, 
California, USA, version 2017.1.1f1 for Windows), and we 
rendered it using an HTC Vive Pro head- mounted display 
(HTC Corporation, Taoyuan, Taïwan) with a 90 Hz refresh 
rate (2 times AMOLED 3.5” 1440x1600 pixels, 615 ppi, 
and 110° nominal field of view). The HTC was connected 
to a VR capable backpack computer (Zotac PC, Intel 7th 
Gen Kaby Lake processor, GeForce GTX 1060 graphics, 
32GB DDR4- 2400 memory support, Windows 10 OS, 
ZOTAC Technology Limited, Fo Tan, Hong Kong) run-
ning on batteries and controlled remotely (Figure 1a). An 
integrated HTC Lighthouse motion tracking system (four 
cameras, 90 Hz sampling rate, covering an 8 × 12 m area) 
enabled the recording of the participant's head by tracking 
the HTC Vive Pro head- mounted display. It also enabled 
the tracking of the torso movements via an additional HTC 
Vive Tracker placed on the participant's backpack. We vir-
tually translated the position of this tracker to better reflect 
the real position of the participant's torso by considering 
his or her body measurements. The torso tracker was also 
used to trigger spatial events (e.g., reaching the goal, cross-
ing spatial section boundaries). The height of the maze 
walls and the altitude of landmarks were adjusted to the 
participant's height (based on the head tracker) to provide 
each participant with the same visual experience. Each par-
ticipant wore earphones playing a continuous white noise 
to avoid auditory cues from the external world. During the 
disorientation periods (see protocol), relaxing music re-
placed the white noise. One experimenter gave instructions 
through the earphones, while monitoring the experiment 
from a control room. The participant could answer through 
an integrated microphone. He/she was instructed to refrain 
from talking while performing the experiment to limit ar-
tifacts in the recorded EEG signal. Another experimenter 
stayed with the participant inside the experimental room 
to help with potential technical issues and conduct the 
disorientation, avoiding any interaction with participants 
during the task. The EEG signal, motion capture, and all 
trigger events were recorded and synchronized using the 
Lab Streaming Layer software (Kothe, 2014).
2.4 | Experimental protocol
An entire experimental session lasted 3  hr on average and 
it included preparing the participant with the EEG and VR 
equipment and running the experimental protocol. The im-
mersion time in VR was between 60 and 90 min.
2.4.1 | Free exploration phase
Before starting the actual task, the participant explored the 
Y- maze for 3 min, starting at the center of the maze. He/she 
was instructed to inspect all details of the environment and 
to keep walking until the time elapsed. The purpose of this 
phase was to familiarize the participant to the VR system 
and the Y- maze environment (including the constellation of 
landmarks).
2.4.2 | Navigation task
The navigation task included a learning condition and a test-
ing condition. During learning, the participant began each 
trial from the starting arm (e.g., location A in Figure 1b) and 
he/she had to find the direct route to a hidden target at the end 
of the goal arm (e.g., location C in Figure 1b). Upon reaching 
the goal, a reward materialized in front of the participant (3D 
object on a small pillar representing, for instance, a treas-
ure chest) to indicate the correct location and the end of the 
current trial. The learning period lasted until the participant 
reached the goal directly, without entering the other arm, three 
times in a row. Before each trial, we disoriented the partici-
pant to ensure that he/she would not rely on previous trials or 
the physical world to retrieve his/her position and orientation. 
To disorient the participant, the experimenter simply walked 
him/her around for a few seconds with both eyes closed (and 
the head- mounted display showing a black screen). The test-
ing condition included six trials: three control trials and three 
probe trials, ordered pseudo- randomly (always starting with 
a control, but never with three control trials in a row). In the 
control trials, the participant started from the same arm as in 
the learning condition (e.g., location A in Figure 1b). In the 
probe trials, he/she started from the third arm (e.g., location 
B in Figure 1b). Before starting a new trial (either control or 
probe), the participant was always disoriented. Then, he/she 
had to navigate to the arm where he/she expected to find the 
goal and stop there (without receiving any reward signal). If 
the participant went to the incorrect arm, it was considered as 
an error. We present a single trial example of one participant 
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performing the task and we illustrate the motion tracking in 
the virtual environment in Video S1.
2.4.3 | Block repetitions
The sequence “learning condition  +  testing condition” 
formed an experimental block. Each participant performed 
nine experimental blocks (Figure  1d). In order to foster a 
feeling of novelty across block repetitions, we varied sev-
eral environmental properties at the beginning of each block: 
wall texture (e.g., brick, wood, etc.), goal location (i.e., in 
the right or left arm, relative to the starting arm), reward type 
(e.g., treasure chest, presents, etc.), as well as the shape (e.g., 
circle, square, triangle, etc.) and color of landmarks. When 
changing the environment between blocks, we kept the maze 
layout and landmark locations identical. The sequence of 
blocks was identical for all participants, who had to take a 
compulsory break after the fourth block (Figure 1d). In addi-
tion, after the sixth or seventh block, a break was introduced 
when requested by the participant.
2.4.4 | EEG baseline recordings
Both before the free exploration period and after the 9th 
block, the participant had to stand for 3 min with his/her eyes 
opened in a dark environment. This served to constitute a 
general baseline for brain activity. Similarly, we recorded the 
EEG baseline signal (in the dark for a random duration of 
2– 4 s) before each trial (Figure 1d, bottom). Besides provid-
ing a baseline EEG activity specific to each trial, this also 
allowed the starting trial time (i.e., the appearance time of the 
maze) to be randomized, thus avoiding any anticipation by 
the participant.
2.5 | Behavioral analysis
All analyses were done with MATLAB (R2017a and 
R2019a; The MathWorks Inc., Natick, MA, USA), using 
custom scripts based on the EEGLAB toolbox version 
14.1.0b (Delorme & Makeig, 2004), the MoBILAB (Ojeda 
et al., 2014) open source toolbox, and the BeMoBIL pipeline 
(Klug et al., 2018).
2.5.1 | Motion capture processing
A set of MoBILAB's adapted functions enabled the preproc-
essing of motion capture data. The rigid body measurements 
from each tracker consisted of (x, y, z) triplets for the po-
sition and quaternion quadruplets for the orientation. After 
the application of a 6 Hz zero- lag low- pass finite impulse 
response filter, we computed the first time derivative for po-
sition of the torso tracker for walking speed extraction and 
we transformed the orientation data into axis/angle represen-
tations. An EEGLAB dataset allowed all preprocessed, syn-
chronized data to be collected, and split into different streams 
(EEG, Motion Capture) to facilitate EEG- specific analysis 
based on motion markers.
2.5.2 | Allocentric and egocentric groups
Probe trials served to distinguish between allocentric and 
egocentric responses by making the participants start from 
a different arm than the one used in the learning period. 
We assigned a participant to the allocentric group if he/she 
reached the goal location in the majority of probe trials (i.e., 
presumably, by using the landmark array to self- localize 
and plan his/her trajectory). Conversely, we assigned a par-
ticipant to the egocentric group when he/she reached the 
error arm in the majority of probe trials (i.e., by merely 
repeating the right- or left- turn as memorized during the 
learning period).
2.5.3 | Time to goal
We assessed the efficacy of the navigation behavior by meas-
uring the “time to goal”, defined as the time required for the 
participant to finish a trial (equivalent to the “escape latency” 
in a Morris Water Maze). In learning trials, it corresponded 
to the time to reach the goal zone and trigger the reward. In 
test trials, it corresponded to the time to reach the believed 
goal location in the chosen arm (i.e., entering the G1 or E1 
zone in Figure 1c).
2.5.4 | Horizontal head rotations (relative 
heading)
The participant's heading was taken as the angle formed by 
his/her head orientation in the horizontal plane with respect 
to its torso orientation, aligned with the participant's sagit-
tal plane. After extracting the head and torso forward vec-
tors from each tracker, computing the signed angle between 
those vectors' projections in the horizontal plane provided the 
heading value.
2.5.5 | Walking speed
The forward velocity component of the torso tracker pro-
vided the participant's walking information. For each trial, 
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we computed the mean and SD of the forward velocity, and 
their average for each participant. To evaluate movement 
onsets and offsets, we compared motion data recorded dur-
ing the trials against those recorded during the short baseline 
period before each trial, considered as a reliable resting state 
for movements. Movement transitions (onsets and offsets) 
were based on a participant- specific threshold, equal to the 
resting- state mean plus 3 times the resting- state SD. The ex-
cluded movement periods were those lasting less than 250 ms 
and during which motion did not reach another participant- 
specific threshold, equal to the resting- state mean plus 5 
times the resting- state SD.
2.5.6 | Landmark visibility
For analysis purposes, we named the three landmarks as 
Landmark 1, Landmark 2, and Landmark 3 (Figure 1c) and 
we tracked their visibility within the displayed scene. The 
participant had a horizontal field of view of 110° and a verti-
cal field of view of 60°. Whenever a landmark appeared in 
the viewing frustum1 (i.e., in the region of virtual space dis-
played on the screen) and it was not occluded by any wall, it 
was considered as visible by the participant. Given the re-
strained horizontal field of view and the configuration of the 
VR environment, perceiving more than one landmark at the 
same time was unlikely.
2.5.7 | Zone- based behavioral analysis
The maze discretization (Figure 1c) provided a coherent 
basis for analyses across trials and participants. To ensure 
consistency in the comparison between trials, we selected 
those trials where the participant followed a straightfor-
ward pattern (zone- crossing sequence: S1 → S2 → S3 
→ C → G3 → G2 → G1). We thus discarded all trials 
in which the participant went backward while navigat-
ing (e.g., during learning, when his/her first choice was 
toward the error arm, and he/she had to come back to 
the center in order to go toward the goal arm). To fur-
ther ensure homogeneity, we also excluded those trials in 
which the time to goal was unusually long (i.e., by com-
puting the outliers of the time to goal distribution across 
all participants). These selection criteria kept 1,289 (of 
a total of 1,394) trials for analysis (see Table S1 for de-
tails about the distribution of trials across participants). 
Finally, we computed offline an additional event corre-
sponding to the first walking onset of the participant in 
S1 (see Walking speed paragraph above for movement 
detection) which was inserted in the delimiting sequence 
of zone- crossing events. For the sake of simplicity, we 
used the notations “staticS1” for the period preceding this 
event, and “mobileS1” for the one that follows, before the 
participant enters S2. Hence, the complete sequence for 
each trial was, e.g., staticS1 → mobileS1 → S2 → S3 → 
C → G3 → G2 → G1.
2.5.8 | Motion capture statistics
The above zone- based discretization framed the analysis 
of the motion capture metrics mentioned above: walking 
speed, standard deviation of horizontal head rotations, 
and landmark visibility. For each trial, we first averaged 
the value of each motion variable over the period between 
two events of the zone sequence. Then, for each partici-
pant, we averaged these values across trials of the same 
condition.
To better characterize the participants' behavior in the 
maze, we investigated how these metrics would depend 
on the condition, the spatial zone, the landmark (for land-
mark visibility only), and the different combinations of 
those factors. Concerning walking speed and standard de-
viation of horizontal head rotations, we tested the hypoth-
esis that participants would walk slower and make larger 
head movements in specific zones of the maze related to 
the challenge posed by the experimental condition (e.g., 
taking information in S1 during Learning and stopping in 
C to look at the constellation during Probe). Concerning 
landmark visibility, we tested the hypothesis that partici-
pants would make a differential use of the three landmarks 
(i.e., preference for one or two) and that attendance to a 
landmark would depend on the condition and the location 
of the participant in the maze (e.g., realignment with a pre-
ferred landmark at the center specific to Probe condition). 
We used fixed model between factors analyses of variance 
(ANOVAs; balanced design) to assess differences and in-
teractions between conditions, zones, and landmarks in 
those dependent variables. Specifically, for the landmark 
visibility, we used a three- way ANOVA with the factors: 
condition (Learning, Control, Probe), landmark (Landmark 
1, Landmark 2, Landmark 3), and zone (e.g., staticS1, mo-
bileS1, S2, S3, Center, F3, F2). Note that “F,” standing here 
for “finish” arm, can be either G for “goal” or E for “error” 
as used in Figure 1c, depending on the trial outcome. For 
the walking speed and the standard deviation of horizontal 
head rotations, we used a two- way ANOVA with the factors 
condition and zone. The alpha level for significance was set 
at 0.01 (more conservative level taking into account that we 
 1In 3D virtual reality and computer graphics, the viewing frustum is 
defined as the region of virtual space displayed on the screen, and it is a 
coarse imitation of the “cone of vision” in natural viewing. It takes the form 
of a truncated rectangular pyramid, defined by the horizontal and vertical 
field of view and by near and far bounds.
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F I G U R E  2  Flowchart of the EEG processing pipeline. We first preprocessed EEG data at the individual level (in blue) and, in particular, 
decomposed the channel data into independent components (ICs) with an adaptative mixture ICA (AMICA) algorithm. We then selected 70 ICs 
per participant for the clustering procedure (in orange). Finally, we labeled and selected the clusters of interest for an ERSP analysis per condition 
(in brown). The “Cluster selection” process is described in the “EEG cluster analysis” section of the Results
   | 9DELAUX Et AL.
are computing three simultaneous ANOVAs on the same 
dataset). When a significant main effect or interaction was 
found, we used pairwise t- tests (with Tukey's honest signif-
icant difference criterion method for multiple comparison 
correction) to unravel individual differences between factor 
or interaction terms.
2.6 | EEG data analysis overview
Figure  2 shows the outline of the data preprocessing and 
analysis steps.
2.7 | Individual EEG analysis
2.7.1 | Processing
We used the BeMoBIL pipeline to preprocess and clean the 
EEG data (Klug et al., 2018). This pipeline is fully automated 
and designed to improve signal- to- noise ratio (SNR) in large- 
scale mobile EEG datasets, which ensures full replicability of 
the procedure. We first downsampled the data to 250 Hz, ap-
plied a 1 Hz high- pass filter to suppress slow drifts in EEG 
data (zero- phase Hamming windowed finite impulse response 
filter with 0.5 Hz cut- off frequency and 1 Hz transition band-
width), and removed spectral peaks at 50  Hz and 90  Hz, 
corresponding to power line frequency and VIVE headset 
refreshing rate, respectively (implemented by the cleanLi-
neNoise function from the PREP pipeline, Bigdely- Shamlo 
et  al.,  2015). We identified noisy channels with automated 
rejection functions, setting parameters numerical values ac-
cording to default recommendations from Bigdely- Shamlo 
et al. (2015). We then reconstructed the removed channels by 
spherical interpolation of neighboring channels and applied 
re- referencing to the common average. In a subsequent time- 
domain cleaning, we detected and removed segments with 
noisy data. We present more details on the implementation of 
the cleaning steps in Methods S2.
On the cleaned dataset, we performed an independent 
component analysis (ICA) using an adaptive mixture inde-
pendent component analysis (AMICA) algorithm (Palmer 
et  al.,  2008), preceded by a principal component analysis 
reduction to the remaining rank of the dataset taking into 
account the number of channels interpolated and the re- 
referencing to the common average. For each independent 
component (IC), we computed an equivalent current dipole 
model (ECD) with the DIPFIT plugin for EEGLAB (version 
3.0) (Oostenveld & Oostendorp,  2002). For this purpose, 
we used a common electrode location file obtained from the 
average of previous measures on participants wearing the 
same cap. We co- registered this file with a boundary element 
head model based on the MNI brain (Montreal Neurological 
Institute, MNI, Montreal, QC, Canada) to estimate dipole lo-
cation. In this article, the spatial origin of an IC is approxi-
mated with the location of its associated dipole.
We opted for the BeMoBIL pipeline after comparing 
it against the APP pipeline (da Cruz et  al.,  2018), which 
proved to be less robust for our dataset. We based this con-
clusion on different metrics, by evaluating each artifactual 
detection step (number of channels removed, proportion 
of time samples excluded) and by assessing the perfor-
mance of the subsequent ICA (mutual information reduc-
tion and remaining pairwise mutual information, Delorme 
et al., 2012). In particular, the BeMoBIL pipeline proved 
to be more stable and conservative than the APP pipeline 
(rejecting more artifactual channels and noisy temporal 
segments, both more consistently across participants). We 
detail the comparison and its results in Methods S3 and 
Figure S4, respectively.
2.7.2 | Individual IC labeling
We used the ICLabel algorithm (version 1.1, Pion- Tonachini 
et al., 2019) with the “default” option to give an automatic 
class prediction for each IC. The model supporting this al-
gorithm considers seven classes: (1) Brain, (2) Muscle, (3) 
Eye, (4) Heart, (5) Line Noise, (6) Channel Noise, and (7) 
Other. The prediction takes the form of a compositional 
label: a percentage vector expressing the likelihood of the 
IC to belong to each of the considered classes. Then, it 
compares each percentage to a class- specific threshold to 
form the IC label. We used the threshold vector reported 
by Pion- Tonachini et al. (2019) for optimizing the testing 
accuracy. Considering the recentness of this algorithm and 
the fact it has never been validated on mobile EEG data, 
we refined the labeling process to increase its conserva-
tiveness on Brain ICs. After the initial categorization by 
the algorithm, we automatically examined the ECD of ICs 
passing the Brain threshold and we rejected all ICs whose 
ECD was either located outside brain volume or exhibiting 
residual variance over 15% (commonly accepted threshold 
for dipolarity, see Delorme et al., 2012) and we put them in 
the “Other” class. Residual variance quantifies the quality 
of the fit between the actual topographic activation map 
and the estimated dipole projection on the scalp. Among 
the remaining ones, we distinguished two cases: (1) if the 
IC label was uniquely “Brain”, we automatically accepted 
it; (2) if the IC label was hybrid (multiple classes above 
threshold), we manually inspected the IC properties to as-
sign the label ourselves according to the ICLabel guide-
lines (https://label ing.ucsd.edu/tutor ial/labels – an example 
can be found in Figure S3). To all ICs below brain thresh-
old, we assigned unique labels based on their highest per-
centage class.
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2.8 | Group- level EEG analysis
In order to retain maximal information for further processing, 
for each participant we copied the ICA results (decomposi-
tion weights, dipole locations, and labels) back to the con-
tinuous version of the dataset (i.e., the dataset before time 
domain cleaning in the BeMoBIL pipeline). We first band- 
pass filtered the data between 1  Hz (zero- phase Hamming 
windowed finite impulse response high- pass filter with 
0.5  Hz cut- off frequency and 1  Hz transition bandwidth) 
and 40 Hz (zero- phase Hamming windowed finite impulse 
response low- pass filter with 45  Hz cut- off frequency and 
10 Hz transition bandwidth). We then epoched each dataset 
into trials, starting at the beginning of the baseline period 
and ending at the time of trial completion. For each IC and 
each trial, we computed the trial spectrum using the pwelch 
method (1s Hamming windows with 50% overlap for power 
spectral density estimation). We baselined the spectrum with 
the average IC spectrum over all baseline periods using a 
gain model.
We additionally computed single- trial spectrograms using 
the newtimef function of EEGLAB (1 to 40 Hz in linear scale, 
using a wavelet transformation with three cycles for the lowest 
frequency and a linear increase with frequency of 0.5 cycles). 
Using a gain model, we individually normalized each trial 
with its average over time (Grandchamp & Delorme, 2011). 
Separately for each participant, we calculated a common 
baseline from the average of trial baseline periods (condition 
specific) and we subsequently corrected each trial with the 
baseline corresponding to its experimental condition (gain 
model). At the end, power data were log- transformed and 
expressed in decibels. To enable trial comparability, these 
event- related spectral perturbations (ERSPs) were time- 
warped based on the same sequence of events as for the zone- 
based analysis.
2.8.1 | Component clustering
To allow for a group- level comparison of EEG data at the 
source level (ICs), we selected the 70 first ICs outputted 
by the AMICA algorithm, which corresponded to the ICs 
explaining most of the variance in the dataset (Gramann 
et al., 2018). This ensured the conservation of 90.6 ± 1.8% 
(mean  ±  SE) of the total variance in the dataset while 
greatly reducing computational cost and mainly exclud-
ing ICs with uncategorizable patterns. We conducted this 
selection independently of the class label for each IC. We 
applied the repetitive clustering region of interest (ROI) 
driven approach described in Gramann et al. (2018). We 
tested multiple sets of parameters to opt for the most ro-
bust approach and we present here the selected one (the 
detailed procedure for this comparison can be found in 
Methods S4 and its results in Table S3). We represented 
each IC with a 10- dimensional feature vector based on 
the scalp topography (weight  =  1), mean log spectrum 
(weight = 1), grand average ERSP (weight = 3), and ECD 
location (weight  =  6). We compressed the IC measures 
to the 10 most distinctive features using PCA. We re-
peated the clustering 10,000 times to ensure replicability. 
According to the results from parameters comparison (see 
Methods S4), we set the total number of clusters to 50 and 
the threshold for outlier detection to 3 SD in the k- means 
algorithm. This number of clusters was chosen inferior to 
the number of ICs per participant to favor the analysis of 
clusters potentially regrouping ICs from a larger share of 
participants and therefore more representative of our pop-
ulation. We defined [0, −55, 15] as the coordinates for 
our ROI, a position in the anatomical region correspond-
ing to the retrosplenial cortex (BA29/BA30). We set the 
first coordinate (x) to 0 because we did not have any ex-
pectation for lateralization. Coordinates are expressed in 
MNI format. We scored the clustering solutions follow-
ing the procedure described in Gramann et al. (2018). For 
each of the 10,000 clustering solutions, we first identified 
the cluster whose centroid was closest to the target ROI. 
Then, we inspected it using six metrics representative of 
the important properties this cluster should fulfill (see 
Table S3 detailing the comparison procedure results). In 
order to combine these metrics into a single score using 
a weighted sum (same weights used to choose the best 
of the 10,000 solutions), we linearly scaled each metric 
value between 0 and 1. We eventually ranked the clus-
tering solutions according to their score and selected the 
highest rank solution for the subsequent data analysis.
2.8.2 | Cluster labeling
We then inspected the 50 clusters given by the selected 
clustering solution. We first used the individual IC class 
labels to compute the proportion of each class in the clus-
ters. As the clustering algorithm was blind to the individual 
class labels, most clusters contained ICs with heterogene-
ous labels. Bearing in mind that the ICLabel algorithm 
has not been validated on mobile EEG data yet, we sus-
pected that the observed heterogeneity could, to a certain 
extent, owe to individual labeling mistakes. We therefore 
performed a manual check (identical to the hybrid case in 
the Individual IC labeling section above) of individual 
IC labels in specific clusters exhibiting a potential inter-
est for the analysis. These clusters were those with at least 
20% of Brain label, those with at least 50% of Eye label, 
and those located in the neck region with at least 50% of 
Muscle label. Indeed, both eye and muscle activity are in-
herent to the nature of the mobile EEG recordings and their 
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analysis can inform us on participants' behavior (Gramann 
et  al.,  2014), similarly to horizontal head rotations and 
landmark visibility variables, with a finer temporal reso-
lution. We finally labeled every cluster from their most 
represented class after correction, only when this propor-
tion was above 50%. Eventually, within each of the labeled 
clusters, we removed the ICs whose label did not coincide 
with the cluster label.
2.8.3 | Clusters analysis
We computed single- trial ERSPs as for the clustering pro-
cedure. To get the cluster- level ERSP, we took the arithme-
tic mean of the power data first at the IC level (including 
the baseline correction), then at the participant level, and 
finally at the behavioral group level. At the end of these 
operations, we log- transformed the power data to pre-
sent results in decibels. We performed statistical analy-
sis comparing ERSP activity between trial type (learning, 
control, probe), using a non- parametric paired permuta-
tion test based on maximum cluster- level statistic (Maris 
& Oostenveld,  2007) with 1,000 permutations. For each 
permutation, we computed the F- value for each “pixel” 
(representing spectral power at a given time– frequency 
pair) with an 1 × 3 ANOVA. As the ANOVA test is para-
metric, we used log- transformed data for statistical analy-
sis as ERSP sample distribution has a better accordance 
with Gaussian distribution in that space (Grandchamp & 
Delorme, 2011). We selected samples with F- value above 
95th quantile of the cumulative F- distribution and clustered 
them by neighborhood. The cluster- level F- value was the 
cumulative F- value of all samples in the cluster. We then 
formed the distribution of observed maximum clustered 
F- values across permutations to compute the Monte Carlo 
p- value for the original repartition. As a post hoc test, we 
repeated the same analysis for each pair of conditions, with 
t- values instead of F- values and two- tailed t- test instead of 
ANOVA. We finally plotted ERSP differences only show-
ing samples significant for both the three conditions per-
mutation test and the inspected pairwise permutation test. 
The significance level was p < 0.05 for all tests in this case.
3 |  RESULTS
3.1 | Behavioral results
3.1.1 | Goal- oriented navigation performance
During control trials, all participants successfully solved 
the Y- maze task by consistently choosing the goal arm 
(Figure  S1a, left). During the probe trials, 14 participants 
navigated to the correct goal arm (i.e., allocentric response), 
whereas 2 participants went to the error arm (i.e., egocentric 
response; Figure S1a, right).
In terms of time to goal, all participants learned rapidly 
to locate and navigate to the goal position: after the first 
learning trial, in which goal finding was merely random, 
the mean time to goal of the allocentric group plateaued 
at around 6 s (Figure S1b, left). During control trials, the 
mean time to goal of allocentric participants remained con-
stant and identical to the plateau reached at the end of the 
learning condition (Figure S1b, middle). In the probe trials, 
the mean time to goal of the allocentric group increased 
slightly by ~1  s as compared to the control condition 
(Figure S1b, right). Overall, the interindividual variability 
remained very low, reflecting the simplicity of the naviga-
tion task.
3.1.2 | Spatial behavior across conditions and 
maze zones
We sought to characterize the exploratory behavior as a 
function of the protocol conditions (Condition factor) 
as well as of the zones in the Y- maze (Zone factor, see 
Figure  1c). Hereafter, only the analyses on the allocen-
tric group are presented as only two participants adopted 
an egocentric behavior (expectedly, Bécu et  al.,  2020b; 
see Figure  S2 for the individual behavior of egocentric 
participants).
Horizontal head rotations
First, we assessed the searching behavior by quantifying 
the horizontal head rotations variability (Figure 3a,b). We 
did not observe any effect of Condition (F(2;273) = 2.69, 
p = 0.069), whereas we found a significant effect of the Zone 
on horizontal head rotations variability (F(6;273) = 8.99, 
p < 0.00001). Post- hoc analysis indicated that horizontal 
head rotations variability was higher at the beginning of 
the trajectory in comparison to the center of the maze (stat-
icS1 versus C, t(2) = 3.67, p < 0.01; mobileS1 versus C, 
t(2) = 5.5, p < 0.00001). There was no interaction between 
Condition and Zone for this metric (F(12;273)  =  0.13, 
p = 0.99).
Walking speed
Second, we analyzed the walking speed across different con-
ditions and zones (Figure 3c,d). We found a significant main 
effect of Zone (F(6;273) = 472.15, p < 0.00001). Post- hoc 
analysis revealed that the participants spent more time, and 
exhibited a slower walking speed at the beginning of the start-
ing arm (i.e., in zone S1, both before and after walking onset, 
t(2) < −15, p < 0.00001, for all pairwise comparisons involv-
ing either staticS1 or mobileS1). We observed a tendential, but 
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F I G U R E  3  Behavioral metrics – Walking speed, horizontal head rotations variability, and landmark visibility for the allocentric group. (a) 
Average standard deviation of horizontal head rotations, computed from the difference between head and torso orientation. (b) Main effect of Zone 
on horizontal head rotations variability F(6;273) = 8.99, p < 0.00001. (c) Average instantaneous walking speed. (d) Main effect of Zone on walking 
speed F(6;273) = 472.15, p < 0.00001. (e) Average landmark visibility. The color code corresponds to the percentage of time each landmark was 
visible at the screen. (f) Three- way interaction effect of Zone, Condition, and Landmark on landmark visibility. Each bar shows average landmark 
visibility (sorted in descending order) for a specific combination of zone (labeled), condition (color), and landmark (texture). We present only 
combinations associated with at least 10% landmark visibility (17 combinations out of 63). (a, c, e) We divided each trial according to the same 
sequence of events: walking onset, followed by the first passage in the starting arm (S) then in the finish arm (F), being either the goal or the error 
arm. Events are horizontally spaced according to the median duration between each event. All three plots represent data in the learning, control, 
and probe conditions, averaged between separating events across all trials and blocks for all 14 allocentric participants. (b, d, f) Mean value with 
standard error of the mean (black bars). We present the summary of the significant differences (green braces) found in post- hoc analysis (computed 
on a pairwise basis, then grouped when similar). For figure (f), we found no pairwise significant differences within the group of combinations not 
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not significant, main effect of Condition on the walking speed 
(F(2;273) = 3.91, p = 0.021, which did not survive the multi-
ple comparisons correction). There was no interaction effect 
between Condition and Zone (F(12;273) = 0.45, p = 0.94).
Landmark visibility
Third, we tested the visibility of the landmarks depend-
ing on the condition, zone, and landmark (Figure 3e) and 
we observed a three- way interaction between all fac-
tors (F(24;819)  =  25.31, p  <  0.00001). Post- hoc analysis 
(Figure 3f) revealed a clear tendency for landmarks being 
visible in the starting arm of the maze (as opposed to the 
center zone and the finish arm), modulated by the condition 
and the landmark attended. Figure 3f shows the landmark 
visibility of [Condition; Zone; Landmark] combinations in 
descending order, and we can notice steps of combination 
triplets with the same Zone factor (from staticS1 to C only), 
in the order in which they are visited by the participants. 
The consistent pattern in each triplet shows a preferred 
landmark for each condition: Landmark 1 for learning and 
control trials, and Landmark 2 for probe trials. A slight de-
viation from the dominant pattern is that the mean visibility 
of Landmarks 1 & 2 in Center zone during probe trials is 
found at the same level (Figure 3f), although not statistically 
different from the visibility of any landmark in any condi-
tion in the same zone. All additional statistical results (main 
effects, two- way interactions) are presented in Table S2.
3.2 | EEG cluster analysis
3.2.1 | Independent component selection
To give an overview of the IC inspection and selection pro-
cess, we provide IC and cluster counts at different steps of 
our procedure (see Figure 2). In total, we extracted 1,943 ICs 
of the whole dataset (16 participants). First, at the individual 
IC labeling step, we relabeled 204 of 394 ICs initially labeled 
as “Brain” (i.e., automatic rejection based on RV threshold 
and manual inspection of hybrid cases). Starting from 1,120 
input ICs, the clustering algorithm placed 1,047 ICs in valid 
clusters (73 outliers). Then, to complete the cluster labeling 
step, we selected 35 “clusters of interest” out of the 50 output 
clusters. We reviewed 755 ICs and edited the label in 207 of 
them. Eventually, we removed a total of 414 ICs in disagree-
ment with their cluster label, leaving 40 ± 2 ICs per partici-
pant (mean ± SE) for the final analysis (all clusters included).
3.2.2 | Cluster description
Of the 50 clusters, we obtained: 2 Eye, 24 Muscle, 12 Brain, 
1 Heart, 1 Channel Noise, 0 Line Noise, and 4 Other clusters. 
The last 6 clusters did not contain a class represented by at 
least 50% of the ICs.
Eye clusters
The two eye clusters contained a mixture of components 
linked to horizontal and sometimes vertical eye movements. 
We manually separated these two categories, easily identifia-
ble at the IC level, and we focused on the largest “Horizontal 
Eye” cluster (Figure 4a). In all conditions, the ERSPs showed 
a significant increase in horizontal eye movements relative 
to baseline recordings, during which eyes were supposedly 
at rest (Figure  4b). The power increase was particularly 
pronounced before reaching the Center zone, especially in 
the lower frequencies (1– 5 Hz). The significant differences 
between conditions reflected the increased eye- exploration 
behavior in the probe condition, mostly before leaving the 
starting zone S1 (Figure 4c).
Neck muscle clusters
We identified the neck muscle clusters (out of 24) most 
likely to reflect sternocleidomastoid activity based on their 
topographic activation map and associated dipole location. 
Two neck muscle clusters (one on each side) were selected 
(Figure  4d,g). The ERSPs of both clusters revealed an in-
creased activity of the muscles with respect to the baseline 
period, across all frequency bands (Figure 4e,h). The muscle 
activity in both clusters (high beta and gamma band >20 Hz; 
Pion- Tonachini et al., 2019) was the greatest after maze ap-
pearance and it faded out as the participants walked through 
the maze. For the left- side cluster, power in mobileS1 was 
significantly greater in the probe condition than in the other 
conditions (Figure 4f), like for the Eye cluster. We also found 
a significantly increased muscle activity in the learning and 
probe conditions as compared to control at the center of the 
maze and just before the end of the task (Figure 4f). For the 
right- side cluster, the learning condition seemed to be asso-
ciated with higher and more sustained activity, but the dif-
ference with other conditions was not significant in high 
frequencies (Figure 4h,i).
Brain clusters
Concerning the brain clusters, we kept only those containing 
ICs coming from at least 9 of the 14 allocentric participants 
(~65%), to ensure that they were representative enough of our 
sample population (detailed information about the 12 brain 
clusters is reported in Table S4). This sorting left 6 clusters for 
analysis. Using the Talairach client (Lancaster et al., 2000), we 
computed the closest gray matter region to each brain cluster 
centroid. As shown in Figure 5, the 6 selected clusters of interest 
were located in or near BA23 in the posterior cingulate (Cluster 
1: [8,−47,25]), BA19 in the right cuneus overlapping with BA7 
in the right precuneus (Cluster 2: [15,−82,35]), BA40 in the 
right supramarginal gyrus (Cluster 3: [39,−51,33]), BA33 in 
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the anterior cingulate (Cluster 4: [−2,9,22]), BA6 in the right 
precentral gyrus (Cluster 5: [33,−9,52]), and BA3 in the left 
postcentral gyrus (Cluster 6: [−37, −28,49]). These coordinates 
([x,y,z]) are in Talairach units.
3.2.3 | Brain cluster activity
The analyses of the 6 selected brain clusters are presented in 
Figures 6 and 7 (clusters 1– 3 and 4– 6, respectively).
F I G U R E  4  Horizontal eye movements and neck muscle clusters for the allocentric group. (a, d, g) Topographical map of the average cluster 
components' projection at the scalp level and sagittal view of all ICs in the cluster (blue spheres) with the position of the centroid (red sphere). (b, 
e, h) ERSP average per condition. We first averaged the data at the participant level, then at the group level. (c, f, i) ERSP pairwise differences 
between conditions. Plotted values represent the average of participant- wise ERSP difference between the two conditions compared. We masked 
differences not satisfying the statistical threshold in the permutation test (i.e., p > 0.05). For all the ERSP plots, the Y axis displays the delta, theta, 
alpha, beta, and gamma frequency bands and the X axis represents the time- warped sequence of main events in the trial. We horizontally spaced the 
events according to the median duration between them. “L > C”: difference between Learning and Control, “P > C”: difference between Probe and 
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Alpha band activity (8– 12 Hz)
The average ERSP analysis for posterior parieto- 
occipital clusters (1– 3) showed a marked alpha (8– 
12  Hz) desynchronization (power suppression of 3  dB 
or more) starting after trial onset in all conditions 
(Figure 6b,e,h). This power suppression slowly faded away or 
narrowed down around 9 Hz when the participant left the first 
section of the maze. The desynchronization was less marked 
in the precentral and the postcentral gyri, but it was sustained 
throughout the trial, except for the control condition (signifi-
cant difference found for the precentral gyrus near the central 
zone of the maze, see Figure  7f). In the anterior cingulate, 
we intermittently observed a similar but reduced alpha power 
suppression (difference of 1  dB with respect to baseline, 
Figure 7b).
Gamma band activity (>30 Hz)
We found that gamma (>30  Hz) synchronization was 
strongly enhanced in this navigation task, with clusters 1– 4 
(posterior and anterior cingulate, cuneus, and supramar-
ginal gyrus) presenting amplitudes greater than baseline 
in this frequency band, consistently throughout the maze 
(Figures  6 and 7). Nonetheless, a power increase in this 
frequency band was found between trial start and the 
center, especially in the probe condition (significant dif-
ferences found in the mobileS1 zone for cuneus, supramar-
ginal gyrus, and anterior cingulate clusters). A comparison 
between conditions also demonstrated a reduced gamma 
activity upon reaching the center in the control condition 
in the posterior cingulate and an increased gamma power 
in the learning condition in the cuneus in the finish arm.
Delta and theta band activity (<8 Hz)
Finally, we observed modulations of low- frequency 
rhythms (delta range 1– 4  Hz, theta range 4– 8  Hz), with 
sustained greater delta amplitudes in the starting arm in 
all brain clusters and a strong transient theta burst at the 
beginning of the trial in posterior parieto- occipital clusters 
(1– 3). The brain activity in these frequency bands proved 
to be condition specific for these clusters, with a generally 
higher power for the learning condition along the finish arm 
(Figure 6c,f,i).
F I G U R E  5  Brain cluster 3D localization and mean channel activation maps. Spatial location of brain clusters retained for analysis (from 
left to right: transverse view, sagittal view, and coronal view). Each IC is represented by a sphere located at its corresponding dipole location. For 
each cluster, we plotted all ICs, irrespective of their associated participant's behavioral group. We used MRI scans from the standard MNI brain 
for representation. Topographies show the mean channel activation map associated with each cluster. The centroids of the clusters are located in 
or near the posterior cingulate (Cluster 1 – 12 ICs, 12 participants), the right cuneus (Cluster 2 – 22 ICs, 12 participants), the right supramarginal 
gyrus (Cluster 3 – 15 ICs, 11 participants), the anterior cingulate (Cluster 4 – 15 ICs, 12 participants), the right precentral gyrus (Cluster 5 – 17 ICs, 
13 participants), and the left postcentral gyrus (Cluster 6 – 13 ICs, 11 participants). Detailed information on the location of the cluster centroids is 
provided in Table S4
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4 |  DISCUSSION
This work brings together the technology and data analy-
sis tools to perform simultaneous brain/body imaging 
during landmark- based navigation in fully mobile par-
ticipants. Our behavioral results show that a majority of 
young adults can rapidly learn to solve the Y- maze by 
using an allocentric strategy, confirming previous find-
ings in similar landmark- based navigation studies (Bécu 
et al., 2020b; Kimura et al., 2019). We find that allocentric 
participants have the capacity to flexibly reorient by ob-
serving landmarks at the beginning of the trial (consistent 
F I G U R E  6  Detailed analysis of brain clusters 1 – 3 for the allocentric group. (a, d, g) Topographical map of the average cluster components' 
projection at the scalp level (top) and sagittal/frontal views of all ICs in the cluster (bottom). (b, e, h) ERSP average per condition. (c, f, i) ERSP 
pairwise differences between conditions. “L > C”: difference between Learning and Control, “P > C”: difference between Probe and Control, 
“P > L”: difference between Probe and Learning. (a- c) Cluster 1 – Posterior Cingulate. In the allocentric group, this cluster contains 10 ICs from 10 
different participants. (d- f) Cluster 2 – Right Cuneus/Precuneus. In the allocentric group, this cluster contains 21 ICs from 11 different participants. 
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with the more precise gaze dynamics described in Bécu 
et  al.,  2020b). The analysis of high- density EEG data 
shows that exploitable neural signals are extracted from 
various brain regions (posterior cingulate, cuneus/precu-
neus, supramarginal gyrus, anterior cingulate, precentral 
gyrus, and postcentral gyrus) that replicate and extend 
previous neuroimaging findings from a similar fMRI 
study (Ramanoël et  al.,  2020). Overall, the identified 
brain structures represent an extended ensemble of areas 
involved in the high- level processing of visual informa-
tion, in spatial representation, and in motor planning nec-
essary to navigate.
F I G U R E  7  Detailed analysis of brain clusters 4– 6 for the allocentric group. The layout is the same as in Figure 6a,d,g Topographical map of 
the average cluster components' projection at the scalp level (top) and sagittal/frontal views of all ICs in the cluster (bottom). (b, e, h) ERSP average 
per condition. (c, f, i) ERSP pairwise differences between conditions. “L > C”: difference between Learning and Control, “P > C”: difference 
between Probe and Control, “P > L”: difference between Probe and Learning. (a- c) Cluster 4 – Anterior Cingulate. In the allocentric group, this 
cluster contains 14 ICs from 11 different participants. (d- f) Cluster 5 – Right Precentral Gyrus. In the allocentric group, this cluster contains 15 
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4.1 | Task- solving behavior
The zone- based analysis reveals a common task- solving be-
havior in allocentric participants, starting by an observation 
period at the beginning of the trial (slow speed, high vari-
ability in horizontal heading, and maximal visibility of land-
marks) followed by navigation to the chosen arm. We found 
minimal head rotations after reaching the center of the maze 
and no significant deceleration, indicating the initial observa-
tion period to be the main source of visual information for 
the participants. This interpretation was also supported by the 
analysis of horizontal eye movement and neck muscle activ-
ity clusters, which exhibited greater activity at the beginning 
of the maze (Figure 4b,e,h). Interestingly, between- condition 
contrasts revealed an accentuation of this pattern in the probe 
condition (Figure 4c,f), probably reflecting a higher need for 
information gathering at an unfamiliar starting point.
The landmark visibility analysis confirmed that navigators 
may rely extensively on the landmark appearing straight ahead 
at the beginning of the task, which differs in the probe condi-
tion (Landmark 2) from the other conditions (Landmark 1). This 
suggests that the participants were mainly capable of reorienting 
with the information gathered from this landmark only, even in 
the probe condition. We found additional tendencies for this met-
ric (see last columns of Figure 3f), such as (a) a similar visibility 
for the two predominant landmarks at the center during probe 
condition and (b) an increased visibility for the second most visi-
ble landmark (relative to each condition) with respect to the third 
during the initial observation period in the learning and probe 
conditions. None of these observations were applicable to the 
two egocentric participants (Figure S2e,f). Therefore, these find-
ings might reflect a perceptual mechanism helping to bind mul-
tiple landmarks in a single representation of the environment, 
specific to the allocentric participants' strategy.
4.2 | Anatomical substrates of the 
clusters retrieved
We hypothesized that the analysis of brain dynamics in fully 
mobile individuals would retrieve structures involved in active, 
multimodal landmark- based spatial navigation. Here, we con-
trast our results against those from static neuroimaging para-
digms. First, we expected the retrosplenial complex (RSC) to 
play a central role in solving the Y- maze, as this task requires 
landmark- based reorientation. Accordingly, we found a clus-
ter located in or near the posterior cingulate cortex (cluster 1), 
encompassed by the RSC (Julian et  al.,  2018). fMRI studies 
have consistently shown that the human RSC encodes head-
ing direction (Marchette et  al.,  2014; Shine et  al.,  2016) an-
chored to local visual cues, like stable landmarks, by using 
a first- person perspective (Auger & Maguire,  2018; Auger 
et  al.,  2012; Marchette et  al.,  2015). Moreover, the RSC is 
embedded in a network of somatosensory areas that were also 
partially retrieved in our cluster analysis. In particular, the 
precuneus (cluster 2) is involved in several aspects of spatial 
cognition, such spatial attention, spatial working, long- term 
memory, and the representation of landmarks, in association 
with RSC during navigation (Cona & Scarpazza, 2019). Also, 
in line with the mobile aspects of our paradigm, several stud-
ies have highlighted the role of the precuneus in the integration 
and coordination of motor behavior during navigation (Navarro 
et al., 2018). Around the centroid of the cluster associated with 
the precuneus, we note that the ICs forming the cluster are dis-
tributed across the anatomical boundaries between occipital 
and parietal cortices. This region spans areas mediating visuo- 
spatial processing, such as the Occipital Place Area, which is 
sensitive to navigable pathways in a perceived scene (Bonner 
& Epstein, 2017; Patai & Spiers, 2017).
Our EEG analysis also retrieved three clusters associated 
with the supramarginal gyrus (cluster 3), the anterior cin-
gulate cortex (cluster 4), and the precentral gyrus (cluster 
5). The supramarginal gyrus, which belongs to the somato-
sensory cortex, plays a role in the mnemonic components 
of spatial navigation (Sneider et  al.,  2018; van der Linden 
et al., 2017). In addition, as it is encompassed within the in-
ferior parietal lobule, the supramarginal gyrus is involved in 
spatial attention (Cona & Scarpazza, 2019). The anterior cin-
gulate cortex subserves high- level cognitive functions such 
as route planning (Lin et al., 2015; Spiers & Maguire, 2006) 
as well as its re- evaluation and updating based on internal 
monitoring, more specifically with respect to error detection 
and spatial reorientation (Javadi et al., 2019). As for the right 
precentral gyrus cluster, we report its centroid in BA6 al-
though the spatial extent of its ICs spans toward more frontal 
areas. Considering this limited spatial precision, we speculate 
a putative contribution from the supplementary motor area 
proper and the right middle frontal gyrus, both overlapping 
with BA6. The former is recruited in motor planning (Simon 
et  al.,  2002) and motor execution of self- initiated move-
ments (Cona & Semenza, 2017), consistent with the mobile 
aspect of our task. The latter is involved in spatial attention 
and spatial working memory, specifically in BA6 (Cona & 
Scarpazza, 2019). Finally, our brain analysis retrieved post-
central gyrus activity (cluster 6), encompassing the primary 
somatosensory cortex, and thus most likely to be involved in 
the processing of proprioception (Rausch et al., 1998).
4.3 | Functional analysis of the 
clusters' activity
4.3.1 | Gamma band activity (>30 Hz)
An objective of this work was to couple brain and body imag-
ing during spatial navigation. Complementing the behavioral 
   | 19DELAUX Et AL.
findings, the analysis of transient time– frequency EEG pat-
terns shows a strong gamma band synchronization in pos-
terior parieto- occipital clusters, especially in the starting 
arm (Figure 6b,e,h), which coincides with the increased eye 
movement related activity observed in the same spatial area 
(low frequencies in Figure 4b). In line with findings show-
ing that increased gamma power in parieto- occipital region 
promotes sharper visuo- spatial attention (Gruber et al., 1999; 
Jensen et al., 2007; Müller et al., 2000), this cortical activity 
pattern supports our interpretation of the participants' behav-
ior. We reported significant differences when the participant 
starts walking in the probe condition compared to the learning 
and control conditions (in the cuneus/precuneus, Figure 6f, 
and supramarginal gyrus, Figure 6i). This pattern may reflect 
a greater attentional demand triggered by the visual conflict 
between the probe and the other conditions, forcing the par-
ticipant to actively reorient. Statistical analyses conducted 
on eye and muscle clusters also revealed a more active state 
(more frequent eye movements and increased muscle activ-
ity) when the participant starts walking during probe trials. 
The greater involvement of posterior parietal cortex (espe-
cially the precuneus) during this crucial reorientation moment 
is coherent with the fMRI evidence linking it to the navi-
gationally relevant representation of landmarks, when par-
ticipants are moving with respect to stable objects (Cona & 
Scarpazza, 2019). The mobile EEG literature of locomotion 
control more often reports activity bound to steady- state gait 
cycle events (e.g., Castermans et al., 2014; Gwin et al., 2011; 
Luu et  al.,  2017b; Wagner et  al., 2014, 2016), making it 
difficult to compare with our experimental design. Several 
works presenting results contrasting a walking condition with 
a standing baseline condition described a desynchronization 
in the high beta band (25– 35 Hz) in the sensorimotor cor-
tex (Seeber et al., 2014, 2015; Wagner et al., 2012), which 
does not concur with our findings (Figure 7e,h). Nonetheless, 
Bulea et al. (2015) report high gamma band synchronization 
(30– 50 Hz) when comparing active walking to quiet stand-
ing in the posterior parietal area, which better aligns with our 
results (Figure 6b,e,h). However, locomotor control can only 
be a part of the interpretation as it does not explain the spe-
cific activity observed in the probe condition.
4.3.2 | Alpha band activity (8– 12 Hz)
Our ERSP analysis shows a desynchronization in the alpha 
band, spanning almost all clusters (except the anterior cingu-
late), with different temporal dynamics. In the sensorimotor 
cortex (post- central and pre- central gyri), the desynchroniza-
tion extends to the low beta band, it starts a few moments 
before movement onset and it is sustained throughout the 
whole maze traversal (Figure 7e,h). This pattern advocates 
for a mere signature of locomotion, as reported in numerous 
mobile EEG studies comparing walking and standing (Bulea 
et al., 2015; Presacco et al., 2011; Seeber et al., 2014). Further 
supporting the idea that such activity is a neural correlate of 
ambulation, no differences between conditions were found 
in postcentral gyrus (Figure 7i). Interestingly, the precentral 
gyrus exhibited a modulation of activity around the center of 
the maze where alpha desynchronization was less pronounced 
in the control condition as compared to others (Figure 7f). 
The precentral gyrus is known to be associated with move-
ment planning (Navarro et  al.,  2018; Wagner et  al.,  2014). 
Alpha power suppression has been linked to increased activ-
ity in motor regions (Pfurtscheller & Klimesch, 1991), such 
that this activity pattern could reflect a more passive execu-
tion of the turn in a situation in which the participant can 
straightforwardly repeat the learning condition. Although 
this purely ambulatory feature extends to more posterior pa-
rietal areas (Bulea et al., 2015), the temporal dynamics of the 
alpha power in our parieto- occipital clusters (i.e., an almost 
immediate desynchronization after trial start and a subse-
quent fading across maze traversal, Figure 6b,e,h) suggests a 
different interpretation. According to the meta- analysis from 
Cona and Scarpazza (2019), the precuneus and the inferior 
parietal lobule are embedded in a fronto- parietal network 
mediating spatial attention. Thus, the fading of the desyn-
chronization might reflect a progressive decrease in spatial 
attention, as sufficient visual information is being gathered. 
As participants seem to make their decision early in the task, 
they should reach their maximal degree of alertness in the 
first sections of the maze and let it drop afterwards. Echoing 
this interpretation, several EEG studies of spatial navigation 
associated alpha power in the parietal cortex to spatial learn-
ing (Gramann et al., 2010; Lin et al., 2015), with significant 
task- related modulations.
In an experiment reporting the modulation of RSC activ-
ity in passive simulated navigation, those participants who 
relied on an allocentric reference frame demonstrated a sus-
tained alpha power decrease during straight segments and a 
strong alpha power increase during absolute heading rotation 
(Chiu et al., 2012; Lin et al., 2015, 2018). For our posterior 
cingulate cluster, such heading discriminant activity is nei-
ther observed at the starting position where head movements 
are maximal (relative to the body) nor near the central zone 
of the maze (relative to the global environment, i.e., the 
landmarks) (Figure 6b). Partially explaining these diverging 
results, Gomez et al. (2014) reported a stronger RSC activa-
tion during on- the- spot rotation as compared to continuous 
movement, tempering the heading computation role of RSC 
when translational movements are involved. Additionally, the 
alpha desynchronization elicited by a desktop- based rotation 
is absent when performed physically (Gramann et al., 2018), 
which shows the important influence of vestibular and pro-
prioceptive cues in modulating RSC activity. Thus, assuming 
that our posterior cingulate cluster is bound to RSC activity, 
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our results provide additional evidence that the involvement 
of RSC in heading calculation has been overestimated with 
respect to ecological navigation. The dynamics of the pos-
terior cingulate cluster in the alpha frequency band are more 
in accordance with a memory role serving the encoding/re-
trieval of the egocentric percepts into the allocentric repre-
sentation (Mitchell et al., 2018; Vann et al., 2009). Indeed, 
the fact that alpha desynchronization occurred during the ob-
servation of the environment suggests the association of RSC 
with the encoding/decoding of landmark- based information. 
This interpretation fits with the tendency of our cluster to be 
localized in the dorsal part of the posterior cingulate, which 
is known to play a role in spatial recall tasks in opposition to 
the ventrolateral part, more likely to be activated during tasks 
proposing passive viewing or active navigation without the 
need to respond, perform spatial computation, or self- localize 
(Burles et al., 2018).
4.3.3 | Delta and theta band activity (<8 Hz)
We observe a strong delta band synchronization (<5 Hz) in 
all clusters, lasting the whole traversal of the maze, which 
has been previously reported as a motion- related arti-
fact (Castermans et  al.,  2014; Gwin et  al.,  2010; Presacco 
et  al.,  2011). However, the presence of condition- specific 
modulations in posterior parieto- occipital clusters casts a 
doubt on this interpretation. During the learning condition, 
statistical analyses demonstrated a sustained delta/theta syn-
chronization in the finish arm (starting in the center zone, 
Figure  6c,f,i). Possibly elucidating this feature, a previous 
study of spatial working memory in mobile conditions ob-
served a similar theta synchronization seconds prior to the 
stimulus presentation in posterior cingulate and somatosen-
sory association areas (Kline et  al.,  2014). Arguing that 
theta power modulations can be related to memory encod-
ing and maintenance, this may be the signature of a learning 
mechanism, preparing to encode the outcome of the learn-
ing trial at the end of the finish arm. However, unlike Kline 
et al. (2014), we do not find subsequent theta desynchroni-
zation on stimulus presentation (goal appearance). Another 
deviation from the artifactual hypothesis is that the delta/
theta synchronization seems specific to the starting arm for 
the anterior cingulate cortex (Figure  7b), coinciding with 
participants' decision- making period as indicated by behav-
ioral analyses. This may reflect the increased spatial work-
ing memory demand required for route planning, as previous 
studies reported increased theta power in the frontal cor-
tex during more cognitively demanding navigation periods 
(Caplan et al., 2003; Kahana et al., 1999; Lin et al., 2015). 
Closer to the interrogations posed by the present task, 
Ferguson et al. (2019) found the anterior cingulate to medi-
ate a reinforcement learning role by eliciting a reward when 
allocentric navigators were shown previously learned cues 
predicting the goal location. In addition, we observed theta 
bursts of activity (4– 8 Hz) closely time- locked to the begin-
ning of the task in most clusters (mainly in the posterior cin-
gulate, Figure 6b, and supramarginal gyrus, Figure 6h). This 
pattern of activity may be framed within a postural control in-
terpretation: as the environment suddenly appears to the par-
ticipant, his/her balance control system, previously deprived 
of any visual information, needs to be updated based on the 
novel visual cues (Flückiger & Baumberger, 1988; Horak & 
Macpherson, 2011). Strikingly, theta bursts of activity were 
similarly described immediately following spontaneous loss 
of balance from walking on a beam (Sipp et al., 2013) and 
sudden visual perturbations to standing or walking balance 
(Peterson & Ferris,  2018). These bursts were noticeable in 
posterior cingulate and posterior parietal areas, associated 
with vestibular sensing (Kim et al., 2017) and resolving vis-
ual conflicts (Peterson & Ferris, 2018), respectively.
4.4 | Limitations
Source reconstruction was performed using an electrodes' 
location template and average MRI anatomical data, which 
limited its spatial accuracy. Thus, the interpretations pro-
posed in this work should be treated with caution. The use of 
subject- specific data to build the head model would help in-
crease the accuracy of source localization algorithms (Akalin 
Acar & Makeig, 2013; Shirazi & Huang, 2019) and it would 
eventually enable more robust interpretations of the neural 
correlates of spatial behavior.
Although the methods employed here to clean the EEG 
signals have been previously validated in the literature 
(Nordin et al., 2019; Richer et al., 2019), there is never com-
plete guarantee that the results are artifact free. In particu-
lar, the muscular activity associated with microsaccades has 
been shown to resist standard cleaning methods (Hassler 
et  al.,  2011; Yuval- Greenberg et  al.,  2008) and it could in 
principle be contributing to the brain ICs in the gamma fre-
quency band (Yuval- Greenberg et  al.,  2008). However, the 
influence of this type of artifact is meaningful in experimen-
tal setups favoring the accumulation of microsaccades at a 
fixed latency with respect to the synchronizing event (e.g., 
fixation of a visual target; Yuval- Greenberg et al., 2008) and 
the probability that this applies to our setup is low.
Gait- related artifact contamination is another well- known 
pitfall of ambulatory studies (Castermans et  al.,  2014). 
Walking induces small motions of electrodes and cables that 
can have a large impact on the signal- to- noise ratio. Typically, 
the spectral signature of such artifacts contains elevated 
power amplitudes at the stepping frequency (between 0.5 
and 1 Hz for normal walking speeds) and its harmonics, as 
well as a power modulation pattern time- locked to gait cycle 
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especially marked below 20  Hz (Castermans et  al.,  2014; 
Snyder et  al.,  2015). Therefore, as already acknowledged, 
the low frequencies (between 1 and 5  Hz) power increase 
observed consistently through our clusters may reflect this 
type of contamination. Yet, motion artifacts were found neg-
ligible during treadmill walking at moderate speeds such as 
those adopted by participants in our study (Gwin et al., 2010; 
Nathan & Contreras- Vidal, 2016). Also, the wireless property 
of our EEG system (as in Nathan & Contreras- Vidal, 2016) 
provides additional robustness to gait- related artifacts by 
minimizing cable sways, identified as major artifactual 
causes (Symeonidou et al., 2018).
Considering the recent publication of the ICLabel algo-
rithm, our work provides some practical insights on how to 
integrate this promising tool into the MoBI approach. At first, 
the automatic IC classification has proven to be very useful 
to deal with large numbers of components. However, through 
the manual inspection of a large proportion of the automat-
ically assigned labels, we uncovered and corrected a sub-
stantial amount of discrepancies between the algorithm and 
the experimenter's opinion, thus adopting a semi- automated 
procedure. Even if human categorization of ICs can be vari-
able and error prone (Pion- Tonachini et al., 2019), we believe 
that these discrepancies also stem from complex artifact pat-
terns present in mobile EEG. However, resorting to the ex-
perimenter's judgment is not desirable for future studies as it 
impairs replicability and it is very time- consuming for high- 
density recordings. Future works should explore the flex-
ibility of interpretation offered by the compositional label, 
for example, by adapting the probability thresholds to better 
tailor the algorithm's output to the characteristics of the data 
being processed.
5 |  CONCLUSION & FUTURE 
WORKS
This study provides a proof- of- concept about the possibil-
ity of imaging the neural bases of landmark- based spatial 
navigation in mobile, ecological set- ups. First, the pre-
sented EEG analysis identifies a set of brain structures also 
found in fMRI studies of landmark- based spatial cognition. 
Second, our approach reveals the role of brain areas involved 
in active, fully engaging spatial behavior (such as clusters 
in the sensorimotor cortex related to motor execution and 
proprioception), whose contribution is usually overlooked 
in static fMRI paradigms. We present new insights onto the 
cortical activity mediating successful spatial reorientation 
when visual, proprioceptive, and vestibular sensory inputs 
are coherent. Specifically, alpha band desynchronization 
in the posterior cingulate when participants gather visual 
information provides further support to the idea that RSC 
plays an important role at the interface between perception 
of landmarks and spatial representation. Despite showing 
few effects of experimental condition, our results illustrate 
the benefit, in terms of deciphering neural dynamics within 
the course of a trial, of fine temporal resolution brain im-
aging paired with meaningful behavioral markers during 
spatial navigation.
The methodology associated with the MoBI approach 
remains quite new and such experiments help to identify 
vectors of improvement. At the preprocessing stage, fur-
ther characterization of the parameters and robustness com-
parison with other pipelines (such as Automagic, Pedroni 
et al., 2019) would be beneficial. Complementary steps such 
as sliding window approaches for isolating transient artifacts 
using principal component analysis and/or canonical cor-
relation analysis can improve source separation compared to 
ICA alone (Artoni et al., 2017; Nordin et al., 2020). Adding 
simultaneous noise and neck electromyographic recordings 
have also been shown to successfully assist the identification 
and removal of motion- related artifacts (Nordin et al., 2019, 
2020). Concerning the gathering of insights on strategy- 
specific behaviors, additional improvements of the protocol 
are also desirable. Using a passively guided traversal of the 
maze as a baseline to contrast with the main task may help to 
disentangle the neural correlates of locomotion control and 
active landmark- based spatial navigation. The addition of an 
eye- tracking system embedded in the VR head- mounted dis-
play would also bring further insights on the differential role 
of visuo- spatial cues (Bécu et al., 2020a).
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