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Abstract
In this paper we deal with an NP-hard combinatorial optimization problem, the k-cardinality
tree problem in node-weighted graphs. This problem has several applications, which justify the
need for e3cient methods to obtain good solutions. We review existing literature on the problem.
Then we prove that under the condition that the graph contains exactly one trough, the problem
can be solved in polynomial time. For the general NP-hard problem we implemented several
local search methods to obtain heuristic solutions, which are qualitatively better than solutions
found by constructive heuristics and which require signi8cantly less time than needed to obtain
optimal solutions. We used the well-known concepts of genetic algorithms and tabu search with
useful extensions. The general performance of our methods is illustrated by numerical results.
? 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction and mathematical formulation
1.1. The problem
The k-cardinality tree problem is a combinatorial optimization problem which gen-
eralizes the well-known minimum weight-spanning tree problem. It consists in 8nding
in a node- or edge-weighted graph G = (V; E) a subtree with exactly k edges, such
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that the sum of the weights is minimal. Due to various applications, e.g. in oil-8eld
leasing [26], facility layout [20], open pit mining [37], quorum-cast routing [11] and
telecommunications [23] it has gained considerable interest in recent years.
The problem can be formulated as follows. Let G=(V; E) be a graph with a weight
function w :E → N on the edges or w :V → N on the nodes. We denote by Tk the
set of all k-cardinality trees in G. Then the node-weighted problem is
min
Tk∈Tk
∑
v∈V (Tk )
w(v) (1)
and the edge-weighted problem is
min
Tk∈Tk
∑
e∈E(Tk )
w(e): (2)
1.2. NP-hardness
Several authors have proved independently that the edge-weighted k-cardinality tree
problem (2) is NP-hard, see [19,31,40]. In [31] it has been shown that problem (2) is
still NP-hard if w(e)∈{1; 2; 3} for all edges e and G=Kn, but polynomially solvable if
there are only two distinct weights. For the node-weighted case (1), NP-completeness
has been shown in [14,18].
Several authors have considered special types of graphs. Note 8rst that the node-
weighted problem (1) is trivially solved when G=Kn. The results are that the problem
is polynomially solvable if G is a tree, see [18] for the node-weighted case and [30] for
the edge-weighted case. It should also be noted that when G is a tree, (1) and (2) are
equivalent (see [16]). Polynomial time algorithms for the node-weighted problem exist
for interval graphs and co-graphs [39]. On the other hand, NP-completeness results
for the node-weighted case have been obtained for grid and split graphs [39].
The edge-weighted problem (2) is NP-complete for planar graphs and for points
in the plane, when edge weights correspond to distances between the points, see [31].
In the same paper, polynomial algorithms for decomposable graphs and graphs with
bounded tree-width have been given. The same holds for (2) in the plane, when all
points lie on the boundary of a convex region. In [13], the authors have focused on
properties of the distance matrix. They have assumed that G=Kn and have proved sev-
eral results (both NP-completeness and polynomial time solvability) on the complexity
of the problem with graded distance matrices.
1.3. Algorithms
Concerning methodology, both exact and heuristic algorithms have been developed,
with a general focus on approximation algorithms. We 8rst note that integer program-
ming formulations have been presented in [19] and later in [22]. Based on detailed
studies of the associated polyhedron in the former paper a Branch and Cut algorithm
has been developed and implemented in [21]. The code and also implementations of
most of the heuristics in [16] are documented in [15]. A Branch and Bound method is
described in [11].
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The heuristics mentioned are based on greedy and dual greedy strategies and also
make use of dynamic programming approaches. Other constructive heuristics have been
presented in [11].
A large body of literature is available on approximation algorithms for the problem.
The papers published on this topic represent an ongoing improvement until 8nally a
constant approximation factor could be obtained. A 8rst result appeared in [39], where it
has been proved that there is an O(
√
k)-approximation algorithm for the node-weighted
problem on grid graphs. Later there were two streams of research articles: one focusing
on the problem on graphs G, the other dealing with the problem in the plane.
In the former, [31] could obtain a 2
√
k-approximation, which has been improved
in [3,4] to O(log2 k). A 8rst constant factor approximation with factor 17 has been
derived in [3]. The currently best approximation guarantee is 3, proved in [22].
[31] contains an O(k1=4)-approximation for the problem (2) in the plane. Improved al-
gorithms, with ratio of O(log k) are due to [23,38]. Further decrease to O(log k=log log n)
[17] and a 8rst constant factor approximation [5,6] (with the constant not speci8ed)
followed. Using guillotine subdivisions [32,33] develop a 2
√
2-approximation for the
l2 metric, and a 2-approximation for the l1 metric. Finally, a polynomial time approx-
imation scheme has been given in [2].
1.4. Local search and metaheuristics
More recently, authors have successfully applied local search methods to the k-
cardinality tree problem: In [29] a simple tabu search strategy, in [10] both a genetic
algorithm and a tabu search method have been presented for the edge-weighted case.
It is in this 8eld, that our contribution lies. Up to now local search methods have been
developed for the edge-weighted case. However, in the applications the node-weighted
case allows a more natural formulation, e.g. in the oil-8eld leasing context, as a
k-cardinality tree problem. Therefore, from now on, we will assume that G = (V; E)
has a weight function w :V → N on the nodes, and we consider formulation (1).
The aim of this paper is to show that metaheuristic techniques can be successfully
applied to the k-cardinality tree problem. In contrast to constructive methods, they
contain some random steps to avoid a 8xed sequence of steps. We will be able to
show that the results are of better quality than known constructive heuristics and are
faster than the integer programming method.
The evolution of metaheuristic techniques began in the early 1980s. Metaheuristics
are approximation algorithms for tackling NP-hard combinatorial optimization prob-
lems. Up to now there is no agreed de8nition for metaheuristics. Nevertheless there
are some informal de8nitions in the literature. According to Osman and Laporte [36],
a metaheuristic is an iterative generation process using a subordinate heuristic by com-
bining diLerent intelligent techniques to explore a given solution space.
Metaheuristics 1 include but are not restricted to tabu search (TS), evolutionary com-
putation (EC) with its most famous representative the genetic algorithm (GA), iterated
1 See [9] for an overview on metaheuristics.
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local search (ILS), ant colony optimization (ACO) and simulated annealing (SA).
In this paper, we use the ideas of EC and TS to develop algorithms to generate
solutions of the k-cardinality tree problem. This paper is based on a Master’s the-
sis of Blum [7]. We shall assume the reader to be familiar with the basics of EC
and TS.
The rest of the paper is organized as follows. In Section 2 we will prove that the
k-cardinality tree problem can be solved in polynomial time if G does not contain
structures called hurdles or if it contains structures called troughs exactly once. In
Section 3 we present a simple local search algorithm with a subroutine to guide out
of local minima. In [8] we show that this local search 8nds an optimal solution of (1)
on graphs with a single trough.
In Section 4 we introduce the Tree-Crossbreeding-Algorithm (TCA), a metaheuristic
technique using concepts of genetic algorithms. In Section 5 we present the algorithm
Tree-Tabu-Search (TTS), a metaheuristic technique using concepts of tabu search. For
both methods we will state that they 8nd an optimal solution for the class of graphs
described in Section 2. Finally in Section 7 we report the results of numerical tests
of our methods TCA and TTS compared to the heuristics of [16] on the same set
of examples, and on a set of larger instances of a size that is relevant for practical
applications.
2. A polynomially solvable special case
From now on we will deal with the node-weighted case only. An instance of the
k-cardinality tree problem is given by a set of feasible solutions, i.e. the set Tk of
k-cardinality trees of a graph G=(V; E) and a node weight w :V → N. An instance will
be denoted by (Tk ; w). For a graph G = (V; E) let S := (V (S); E(S)) be a subgraph
of G. We denote by
VNH(S) := {v∈V \ V (S) :∃v˜∈V (S) s:t: [v; v˜]∈E}
the set of all nodes adjacent to nodes in S (the neighborhood of S).
In this section, we address the question, under which conditions the problem can be
solved in polynomial time. We show that the absence of certain structures in graphs
gives such a condition. This condition guarantees that the problem can be solved in
polynomial time and will serve as a quality criterion for the local search methods
developed in Sections 3–5. The next two de8nitions specify the structure elements
trough and hurdle in undirected node-weighted graphs.
Denition 1. A connected subgraph S = (V (S); E(S)) of an undirected, node-weighted
graph G = (V; E) is called trough, if:
(i) w(vi) = w(vj), ∀vi; vj ∈V (S),
(ii) w(vk)¿w(vs), ∀vs ∈V (S), ∀vk ∈VNH(S).
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Denition 2. A connected subgraph H=(V (H); E(H)) of an undirected, node-weighted
graph G = (V; E) is called hurdle, if:
(i) It exists a c∈R with: c6w(vi) ∀vi ∈V (H),
(ii) |VNH(H)|¿ 2,
(iii) There is at least one pair of nodes vi; vj in the neighborhood of H with:
(1) w(vi)¡c and w(vj)¡c,
(2) The path with smallest node-weight from vi to vj in G contains at least one
node vk ∈V (H).
In order to be able to count the number of hurdles in a graph, we introduce the
following de8nition.
Denition 3. Let G = (V; E) be an undirected, node-weighted graph.
• A hurdle H of G is called minimal, if there is no hurdle H˜ in G with V (H˜) ⊂ V (H).
• H(G) := {H : H is a minimal hurdle in G}.
• The cardinality of H(G) is called the number of hurdles in G.
Note that a node-weighted graph always contains a trough, containing (at least) one
node of minimal weight. The presence of troughs and hurdles in a graph is related in
the following way.
Theorem 1. Let G = (V; E) be an undirected, node-weighted graph. If |H(G)| = 0
then G contains exactly one trough.
Proof. Let G= (V; E) be an undirected, node-weighted graph and assume that G con-
tains two troughs S1, S2. Then V (S1)∩V (S2)=∅. Thus there are two nodes vk ∈V (S1)
and vl ∈V (S2) such that the shortest path pvk ;vl = vk ; : : : ; vl contains a node of a hurdle
H . To see this note that the sequence of nodes in pvk ;vl must contain a node vh such
that
w(vk)6 · · ·6w(vj)¡w(vj+1)6 · · ·6w(vh)
and
w(vh)¿ · · ·¿w(vi−1)¿w(vi)¿ · · ·¿w(vl):
For c := max{w(vj+1); w(vi−1)} the graph G contains at least one hurdle H1.
In the following discussion, it will be convenient to assume that the nodes are num-
bered according to increasing node weights. Thus, w(v1)6w(v2)6 · · ·6w(vn). Ad-
ditionally we introduce the following notation. Let w1¡w2¡ · · ·¡wl be the diLerent
weights, then
V (G) = {v1;w1 ; : : : ; vs1 ;w1 ; : : : ; v1;wl ; : : : ; vsl;wl}:
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Here all nodes vi;wj have equal weights for i = 1; : : : ; sj. We also specify the subsets
of nodes with equal weight
V (G)wi := {v1;wi ; : : : ; vsi ;wi}; i = 1; : : : ; l:
We note that a graph with only one trough may still contain hurdles, see Fig. 1 for
an example (the middle node in the top row is a hurdle). However, graphs with only
one trough have the following property.
Lemma 1. Let G be a graph with only one trough S1. Let V ′ ⊂ V be a subset of
nodes such that w(v′)6w(v) for all v′ ∈V ′ and all v∈V \ V ′. Then there exists an
edge between a node of V ′ and a node of minimal weight in V \ V ′.
Proof. By the assumption on V ′ there exist d and r such that V ′ = {v1;w1 ; : : : ; vr;wd}.
Let OV denote the nodes of minimal weight in V \V ′. Therefore either OV =V (G)wd \V ′
or (if r = sd) OV = V (G)wd+1 .
Assume that in G there is no edge between a node v∈V ′ and a node Ov∈ OV . Then
all paths in G starting from a node v∈V ′ to a node Ov∈ OV contain a node vj;wp with
wp¿w( Ov): Hence, there are at least two troughs in G, contradicting the fact, that S1
is the only trough in G.
From Lemma 1 the following result is immediate.
Lemma 2. Let G be a graph with only one trough S1. Then S1 is the subgraph induced
by V (G)w1 .
We now proceed to show that the k-cardinality tree problem can easily be solved
by a greedy algorithm, if G contains exactly one trough.
Algorithm 1 Greedy Algorithm
INPUT: An instance (Tk ; w) of the k-cardinality tree problem
Vgr ← ∅
while there is a v∈V \ Vgr s.t. Vgr ∪ {v} induces a connected subgraph of
G and |Vgr|¡k + 1 do
Choose v∈V \ Vgr s.t. Vgr ∪ {v} induces a connected subgraph of G with
minimal weight
Vgr ← Vgr ∪ {v}
end while
Choose a spanning tree Tgr of Vgr.
OUTPUT: A k-cardinality tree Tgr
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The Greedy Algorithm 2.1 is a heuristic for the k-cardinality tree problem. If G contains
exactly one trough, it 8nds an optimal solution.
Theorem 2. Let G = (V; E) be an undirected, node-weighted graph with exactly one
trough S1, and 06 k6 n−1. Then the greedy algorithm solves the k-cardinality tree
problem in O(n2) time and the solution Tgr satis;es the following property:
w(v)6w(v˜) ∀v∈Vgr ∀v˜∈V \ Vgr : (3)
Proof. The proof is by induction over the cardinality k.
First, let k = 0. In the one and only iteration of the greedy algorithm a node
vi;w1 ∈V (G)w1 will be chosen. Clearly this is the optimal solution and (3) is ful8lled.
Let k = h + 1 now and assume that the claim is true for k6 h. According to the
induction hypothesis after h+1 iterations the greedy algorithm has computed a set Vgr
of h + 1 nodes such that Vgr induces a connected subgraph of G, Tgr is a minimal
weight h-cardinality tree, and Vgr ful8lls (3).
Then, according to Lemma 1 there exists an edge between a node in Vgr and a node
of minimal weight in V \Vgr. Therefore, the greedy algorithm will choose such a node
Ov in iteration h + 2, Vgr ∪ { Ov} has minimal weight among all connected subgraphs of
G with h+ 2 nodes. Furthermore (3) is still ful8lled.
As an immediate consequence of Theorem 2 we obtain the following Corollary.
Corollary 1. Let G be a graph with exactly one trough and assume that all weights
are di<erent. Then the set of global optimal solutions of (1) is the set of all spanning
trees of the subgraph of G induced by {v1; : : : ; vk+1}.
Note that a complete graph contains exactly one trough, and according to Theorem 2
the k-cardinality tree problem can be solved in polynomial time on complete graphs. As
we have reported earlier, the k-cardinality tree problem is also polynomially solvable
on trees. Therefore very sparse and very dense graphs are the “easy” cases, whereas
intermediate densities are di3cult to handle. This behavior, reported in earlier papers,
see [16], can now be explained by the likely presence of multiple troughs. Since exact
solutions can only be found for rather small instances (up to 30 nodes) in reasonable
time, but practically relevant problems are much bigger (300 nodes in the oil-8eld
leasing problem) one has to resort to heuristics.
We used local search methods built on knowledge of troughs and hurdles in graphs
to obtain better solutions than the constructive heuristics known until now. In the
following sections we will describe these methods.
3. A simple local search algorithm
The most important ingredient of a local search method is the neighborhood function.
Let Tk be a k-cardinality tree. Then NSwap(Tk) is consisting of all k-cardinality trees
which can be computed from Tk by removing one leaf vl of Tk and adding one node of
the neighborhood of Tk \vl denoted as VNH(Tk \vl) (see Section 2). This neighborhood
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Fig. 1. An example for the Edge-Permutation-Algorithm (EPA): (a) shows a 4-cardinality tree T4 lying in
a local minimum according to NSwap, (b) shows the 4-cardinality tree TEP4 , the result of EPA not lying
in a local minimum, and (c) shows a 4-cardinality tree T4 ∈NSwap(TEP4 ) better than TEP4 according to the
weight function w.
function has the advantage to be easy to compute, but has the disadvantage of providing
a lot of bad local minima.
In order to guide the basic local search out of local minima (according to neighbor-
hood NSwap), we added the following mechanism, called Edge-Permutation-Algorithm
(EPA). To explain the idea, let us assume that TLMk is a local minimum according
to the neighborhood function NSwap. The Edge-Permutation-Algorithm 2 takes all the
nodes of TLMk and all those edges of E(G) joining two nodes of V (T
LM
k ). Now we try
to compute a new k-cardinality tree Tk consisting of the same nodes as TLMk , but not
being a local minimum of NSwap. See Fig. 1 for an example.
Algorithm 3 shows the local search method Tree-Local-Search (TLS). The algorithm
can be initiated by any feasible solution, e.g. a greedily generated one and used as a
heuristic by itself. However, we will use it only as a subroutine for the TCA and the
TTS method in Sections 4 and 5.
Algorithm 2 Edge-Permutation-Algorithm (EPA)
INPUT: A k-cardinality tree Tk
Eall ← {est : vs; vt ∈V (Tk); est ∈E(G)}, Vall ← V (Tk)
E(TEPk )← ∅, V (TEPk )← ∅
TEPk ← TEPk + argmin{w(vs) : vs ∈Vall} {In the following we are using
“+” and “−” to add or remove nodes or edges from trees}
Vall ← Vall \ V (TEPk )
repeat
vin ← argmin{w(vi) : vi ∈VNH(TEPk ) ∩ Vall}
vsource ← argmin{w(vi) : vi ∈V (TEPk ) ∩ IV (vin ; Tk)}
TEPk ← TEPk + vin + evin ;vsource
Vall ← Vall \ {vin}
Eall := Eall \ {evin ;vsource}
until (Vall = ∅)
OUTPUT: A k-cardinality tree TEPk
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It is possible to prove that TLS 8nds a globally optimal solution of the k-cardinality
tree problem, starting from an arbitrary feasible solution, whenever G is a graph with
exactly one trough, and w(vi) = w(vj) for all vi = vj. Then S1={v1} is the only trough.
We refer to [8] for the corresponding results.
Algorithm 3 Tree-Local-Search (TLS)
INPUT: A k-cardinality tree Tk
repeat
T sk ← argmin{w(T ik)− w(Tk) :T ik ∈NSwap(Tk)}
if (w(T sk )¡w(Tk)) then
Tk ← T sk
else
TEPk ← Edge-Permutation-Algorithm(Tk)
if TEPk is not a local minimum according to NSwap then
Tk ← TEPk
else
Stop algorithm
end if
end if
until Stop condition met
OUTPUT: A local minimum TLOk := Tk
4. Tree-crossbreeding-algorithm (TCA)
The metaheuristic TCA is based on the basic parallel genetic algorithm introduced
by MRuhlenbein [35] in 1991. There are two main diLerences between a normal Genetic
Algorithm and a Parallel Genetic Algorithm:
• To 8nd a crossbreeding mate for a given individual (i.e. a second individual, with
which a crossover is performed) we search only among those individuals in a neigh-
borhood of the given individual. In terms of k-cardinality trees as individuals we
have to search a crossbreeding mate just among those k-cardinality trees with at least
one node in common with the given k-cardinality tree. The result of this strategy is
a parallel search in diLerent search directions.
• As a mutation operator we apply a local search method to all individuals built by
crossover. Thus an individual improves its 8tness during its lifetime. 2
2 Genetic Algorithms using local search as a mutation operator are by some researchers called Memetic
Algorithms [34].
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So we can take bene8t of the following properties:
• For the selection of a crossbreeding mate for a given individual it is not necessary to
know the 8tness of all individuals of the current population, because we search the
crossbreeding mate only in a neighborhood of the given individual. 3 So the central
control over the algorithm is lost and we get diLerent search directions guiding to
diLerent local minima. But those search directions are not independent, because the
neighborhoods are overlapping. So we have an exchange of information between the
diLerent search directions.
• It is possible to implement a parallel genetic algorithm on parallel computers. How-
ever, we did not make use of this possibility.
• The use of local search as a mutation operator leads to a speed-up of the convergence
of the algorithm, because it concentrates more quickly on promising areas in the
search space.
Below, we describe the main steps of the procedure.
4.1. Generation of the starting population
We generate the starting population by constructing randomly a k-cardinality tree
starting from each of the n nodes of G. This may not lead to n diLerent k-cardinality
trees, but it ensures that all n nodes of G appear in some k-cardinality tree contained
in the starting population.
4.2. The selection operator of TCA
For two k-cardinality trees to be crossbred we require them to have at least one
node in common. So the selection mechanism has to 8nd a crossbreeding mate for
a given k-cardinality tree Tk in the neighborhood of this individual consisting of all
k-cardinality trees contained in the population which have at least one node in common
with Tk .
Denition 4. Let (Tk ; w) be an instance of the k-cardinality tree problem and let PTk
be a population of k-cardinality trees. Then NCB :PTk → 2PTk is de8ned in the
following way:
NCB(T ik) := {Tk ∈PTk : V (T ik) ∩ V (Tk) = ∅}:
3 This kind of population is commonly called a structured population [28], in contrast to unstructured
populations where every individual can be recombined with any other individual.
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For a given k-cardinality tree T ik the crossbreeding mate is chosen by roulette-wheel-
selection from the set NCB(T ik):
• Generate a random number x with 06 x6∑Tk∈NCB(T ik ) w(Tk).
• Continue choosing k-cardinality trees from NCB(T ik) and summing up their weights
until this sum is equal or greater than x. Take the last chosen k-cardinality tree TCBk
as the crossbreeding mate of T ik .
Obviously this selection mechanism realizes the evolutionary principle of survival
of the 8ttest. In each iteration of TCA for all k-cardinality trees T ik in the current
population a crossbreeding mate will be selected in this manner. If it is not possible to
8nd a crossbreeding mate, the k-cardinality tree will not appear in the next generation
again. This, in a sense, means the end of one search direction which we cancel from
the further process.
The selection mechanism implies two diLerent stopping criteria. Due to the phe-
nomenon mentioned above the shrinking of the population size during the search pro-
cess is possible. Therefore one stopping criterion is that a population contains only one
k-cardinality tree. The second stopping criterion depends on the success of the diLerent
search directions. If in the current iteration of TCA none of the generated oLspring
is better (according to w) than its 8rst parent, then none of the search directions was
successful and we will stop the algorithm. This seems to be a quite harsh stopping
criterion, but as we noticed it is quite eLective to stop the algorithm at that point and
to do a restart if computation time is left.
4.3. The crossover operators of TCA
After the selection process we have pairs (T ik ; T
CB
k ) of k-cardinality trees to be re-
combined now. TCA uses two diLerent crossover operators which are called Union-
Crossover and Intersection-Crossover. As we apply always both crossover operators
to a couple of parents, one pair of parents leads to two oLspring, TUCk the result of
Union-Crossover, and T ICk the result of Intersection-Crossover. We will de8ne T
C
k as
the better of the two:
TCk := argmin{w(TUCk ); w(T ICk )}:
If TCk is of better quality than T
i
k (which is the 8rst parent), we chose T
C
k as a mem-
ber of the next generation, else we chose T ik as a member of the next generation
(replication). 4 Algorithm 4 formalizes the two crossover operators.
4 This kind of evolution process is commonly called a steady-state process in contrast to generational
replacement [28].
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Algorithm 4 Union-Crossover and Intersection-Crossover
INPUT: A pair (T 1k ; T
2
k ) of k-cardinality trees
V∪ ← V (T 1k ) ∪ V (T 2k )
V∩ ← V (T 1k ) ∩ V (T 2k )
E(Tk)← ∅
V (Tk)← argmin{w(vi) : vi ∈V∩}
repeat
Choose Vpref , according to (4) or (5)
if Vpref = ∅ then
vh ← argmin{w(vs) : vs ∈VNH(Tk) ∩ V∪}
else
vh ← argmin{w(vs) : vs ∈Vpref}
end if
Tk ← Tk + vh + e[vh; vl], with vl ∈V (Tk)
until |V (Tk)|= k + 1
OUTPUT: A k-cardinality tree Tk
It remains to specify Line 7 in Algorithm 4. For Union-Crossover we set
Vpref := VNH(Tk) ∩ (V∪ \ V∩): (4)
So Union-Crossover recombines two k-cardinality trees T 1k and T
2
k by constructing an
oLspring Tk using the whole node set V (T 1k ) ∪ V (T 2k ). The starting node is chosen as
the minimal node according to the weight function in the node set V (T 1k ) ∩ V (T 2k ).
Besides, during the construction of the new k-cardinality tree Tk we prefer nodes from
the node set (V (T 1k ) ∪ V (T 2k )) \ (V (T 1k ) ∩ V (T 2k )) against nodes from the node set
V (T 1k ) ∩ V (T 2k ). This means we try to prefer the good properties—in our terms low
weight nodes—appearing in only one of the parents.
For Intersection-Crossover we specify Line 5 as
Vpref := VNH(Tk) ∩ V∩: (5)
Contrary to Union-Crossover we now prefer nodes from the node set V (T 1k ) ∩ V (T 2k )
against nodes from the node set (V (T 1k )∪V (T 2k ))\(V (T 1k )∩V (T 2k )) during the construc-
tion of the new k-cardinality tree Tk . This means we try to keep the good properties
appearing in both parents if possible.
4.4. The mutation operator of TCA
As-mentioned above we use a local search heuristic as mutation operator. We apply
the Tree-Local-Search (TLS) Algorithm 3 presented in detail in Section 3.
Putting together all ingredients, we can formulate the Tree-Crossbreeding-
Algorithm 5.
Christian Blum, M. Ehrgott / Discrete Applied Mathematics 128 (2003) 511–540 523
Algorithm 5 Tree-Crossbreeding-Algorithm (TCA)
INPUT: An instance (Tk ; w) of the k-cardinality tree problem
t := 0
Generate the starting population PTk (t)
T bestk ← argmin{w(T ik) : T ik ∈PTk (t)}
repeat
t ← t + 1
PTk (t)← Selection-And-Crossover(PTk (t − 1))
PTk (t)← Tree-Local-Search(PTk (t))
T tk ← argmin{w(T ik) : T ik ∈PTk (t)}
if w(T tk)¡w(T
best
k ) then
T bestk ← T tk
end if
until (PTk (t) = ∅) OR (PTk (t) ⊆ PTk (t − 1)) OR a time limit is reached
OUTPUT: A k-cardinality tree T solk = T
best
k
As a consequence of using TLS as mutation operator, the fact that TLS solves the
problem for graphs with exactly one trough, the same is true for the TCA algorithm.
This can also be guaranteed by including a solution generated by the greedy algorithm
of Section 2 in the initial population. For computational results of TCA we refer to
Section 7.
5. Tree-Tabu-Search (TTS)
Tabu search techniques have been described independently by Glover [24,25] and
Hansen [27]. Glover de8nes Tabu Search as “: : : a higher level heuristic procedure for
solving optimization problems, designed to guide other methods (or their component
processes) to escape the trap of local optimality”. In the years since then tabu search
has been applied successfully for many combinatorial optimization problems, see [1,36]
for extensive references.
In this section we describe a Tabu Search procedure for the k-cardinality tree prob-
lem. Its main features are the use of two tabu lists with gaps (i.e., for moves that are
tabu, but happen to fall in a gap of a tabu list, the tabu status is overruled). Further-
more, we use an intensi8cation strategy based on second best moves and we apply the
Edge-Permutation-Algorithm of Section 3 to overcome some of the local minima of
neighborhood function NSwap.
5.1. Neighborhood and moves
We use the neighborhood NSwap already de8ned in Section 3. Note that this choice
guarantees that the graph on which the local search operates is connected. According to
the neighborhood, a move mT is de8ned as a 4-tuple mT =(vin ; ein ; vout ; eout), where vin
and ein are the node and edge added to the tree and vout and eout de8ne the leaf and its
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incident edge to be deleted from the tree. The application of a move to a k-cardinality
tree Tk is describes as follows:
Tk ⊕ mT ← (V (Tk) ∪ {vin} \ {vout}; E(Tk) ∪ {ein} \ {eout}):
In each step, a best non-tabu move is chosen. Let the weight of a move be w(mT )←
w(vin)−w(vout), then we choose a non-tabu move with smallest weight. The resulting
tree Tk ⊕ mT will have weight w(Tk) + w(mT ).
5.2. Tabu lists
We use two tabu lists TLin and TLout of equal length. Both lists store the stl most
recent nodes vin, respectively, vout that have been added to (deleted from) the current
tree Tk . Experiments have shown that dynamic lists yield better results than static ones.
We implemented dynamic lists using gaps Gin and Gout. A gap is realized as a tuple
(g1; g2), where g1 is the position in the list, where the gap starts and g2 is the length
of the gap. Moves falling into a gap are considered non-tabu.
Consequently, a move mT is tabu if vin ∈TLin or vout ∈TLout but not both are in the
gaps. The length of the tabu lists is set as
stl ← max
{
4;min
{⌊
k
3
⌊
n− k
3
⌊}}
:
This guarantees that the list is not too short (for very small or very large k). The
choice of the minimum ensures that the lists do not get too large. The longest lists are
encountered when k = n=2, for which the problem is known to be hardest (cf. Section
7). We found that this de8nition yields good results for all values of k.
5.3. The diversi;cation phase
The whole procedure is controlled by two types of counters fs(vi) and fg(vi) for
every node vi ∈V (G). These counters are called the diversi8cation frequencies and the
global frequencies, respectively. The global frequency fg(vi) is incremented whenever
a new tree Tk with vi ∈V (Tk) is encountered, the diversi8cation frequency fs(vi) only
if this tree is generated in the diversi8cation phase.
Initially all counters are set to zero. When a diversi8cation phase starts, tabu lists are
initialized, gaps are set to begin at position one with zero length and a k-cardinality tree
is computed in a greedy manner according to global frequencies fg(vi) (in particular,
the whole algorithm begins with a randomly generated tree). This tree is then passed
on to the intensi8cation phase.
The algorithm stops (built-in stopping criterion), when the average diversi8cation
frequency
favgs :=
∑
vi fs(vi)
No of div: phases
is greater than two. For large values of k, i.e. bigger trees, this stopping criterion will be
achieved after fewer diversi8cations than for small k. On the other hand, larger k will
imply that a larger part of the solution space will be explored during intensi8cation, and
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fewer diversi8cations are necessary. Thus the stopping criterion makes for a balance
between diversi8cation and intensi8cation.
Algorithm 6 Tree-Tabu-Search: Diversi8cation phase
INPUT: An instance (Tk ; w) of the k-cardinality tree problem
stl ← max{4;min{k=3; (n− k)=3}}
Initialize counters fg(vi) and fs(vi) to 0 for all nodes vi
while favgs 6 2:0 AND/OR a time limit is not reached do
Initialize tabu lists TLin ; TLout
Initialize gaps Gin ← (1; 0), Gout ← (1; 0) {see text for explanation}
Compute a k-cardinality tree T sk according to the diversi8cation frequencies
MT ← {mT :T sk ⊕ mT ∈NSwap(T sk )}
Update fg(vi) and fs(vi) ∀vi according to T sk
if 8rst diversi8cation phase OR w(T sk )¡w(T
ts
k ) then
T tsk ← T sk
end if
T intk ← T sk {set the best-found for the next intensi8cation phase}
t ← 0, impr ← 0, sb← 0 {see Section 5.4}
Tree-Tabu-Search(intensification phase) {see Algorithm 7 }
end while
OUTPUT: A k-cardinality tree T tsk
5.4. The intensi;cation phase
In the intensi8cation phase we 8rst generate new gaps for the two tabu lists (if
((tmod stl=2) = 0) and the lists are 8lled). Then we test if the current solution Tk is
a local minimum, i.e. the weight of all moves w(mT )¿ 0. In this case, we apply the
Edge-Permutation-Algorithm described in Section 4.4 to overcome the local minimum.
Then we compute the best move (irrespective of tabu status). Should it be tabu but
yield a better result than the best solution obtained so far, tabu status is overruled (a
mechanism like that is commonly called an aspiration criterion). Otherwise we apply
the best non-tabu move. In any case, we record the second best non-tabu move and
the situation in which it occurred (“situation” refers to the current parameter settings).
The best second best strategy, which was proposed in [12] works as follows. We
always store the status of the complete process for the best second best move en-
countered in the current intensi8cation phase. We use a counter impr, which counts
the number of iterations without improvement. Should this counter achieve a threshold
k=3 we stop the process and continue at the situation stored for the best second best
move and apply this move. Thus we abandon an apparently unsuccessful direction, go
back to an older situation and continue with another promising search direction.
Besides impr two counters control the intensi8cation. Counter t determines when new
gaps are computed. This happens, whenever tmod stl=2=0. Both length and starting
position of the gaps are chosen randomly, given that the lengths are not greater than
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half the list length. Counter sb is incremented whenever we apply the best second best
move. Intensi8cation is stopped when sb reaches a threshold k=3.
As for Algorithm TCA in Section 4 we are able to prove a quality criterion for the
TTS algorithm 6/7. Because we use the Edge-Permutation-Algorithm in the intensi8-
cation phase, we have again that an optimal solution is found in polynomial time for
graphs with exactly one trough. Thus, if the starting solution is obtained by the greedy
algorithm, TTS is guaranteed to 8nd an optimal solution for the polynomially solvable
case.
6. Description of the software package
The software package is written in C++, 5 which was a convenient choice in terms
of e3ciency and platform independence. It is organized in a number of classes and three
main 8les (tca.cpp, tts.cpp and gg-generator.cpp). The classes serve diLerent
purposes. Classes UndirectedGraph, Edge and Vertex are providing the data struc-
tures for graphs and trees, whereas classes LocalSearch and GreedyHeuristic are of
rather operational purpose in that they apply local search to a given tree, or build a tree
constructively. The software comes with a Makefile which contains a script to compile
and link the software in order to produce executables. In order to execute the contents
of Makefile one has to open a command line window (Windows or Unix/Linux) and
to type make (if a C++ distribution does not come with the make tool we recommend
to consult the user manual of this distribution in order to 8nd out how to compile and
link software). Compiling and linking the software produces three executables:
• tca (the software for the Tree-Crossbreeding-Algorithm),
• tts (the software for the Tree-Tabu-Search),
• and gg-generator (a generator to produce grid graphs).
In the following we want to explain the 8le format for problem instances and the usage
of tca and tts.
6.1. File format for problem instances
Any problem 8le starts with a line with two integers, the 8rst one being the number
of nodes (n) and the second one the number of edges (m) of the graph for which
we want to solve the k-cardinality tree problem. These two numbers are separated by
a “tab”. Then n lines follow, each one containing exactly one integer number being
the node weight of the corresponding node. The 8le is concluded by m lines, each
one containing two integers (again separated by tabs) representing the indices of the
nodes the corresponding edge is connecting. The program gg-generator can be used
to produce problem instance 8les containing grid graphs of the format described above.
There are four diLerent command line parameters:
5 The code uses ISO/ANSI standard and may not work with compilers which do not use the standard,
e.g. it does not work with Microsoft Visual C++ 6.0.
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• -rows: the number of rows of the grid graph (e.g. -rows 10).
• -cols: the number of columns of the grid graph (e.g. -cols 8).
• -max: the maximum node weight. Node weights will be sampled from a uniform
distribution over the interval [1;max] (e.g. -max 100).
• -o: the name of the output 8le (e.g. -o output.gg).
Algorithm 7 Tree-Tabu-Search: Intensi8cation phase
while sb¿ k=3 do
if tmod stl=2= 0 AND tabu lists are 8lled then
Generate new gaps Gin and Gout
end if
impr ← impr + 1, t ← t + 1
if T sk is a local minimum then
T sk ← Edge-Permutation-Algorithm(T sk )
MT ← {mT : T sk ⊕ mT ∈NSwap(T sk )}
end if
m1T ← argmin{w(mT ) :mT ∈MT} {8nd best move no matter if tabu or not}
M ntT ← {mT :mT ∈MT ;mT non-tabu} {8nd the set of non-tabu moves}
if m1T is tabu then
{check aspiration criterion}
if w(T sk ) + wm(m
1
T )¿w(T
ts
k ) then
m1T ← argmin{w(mT ) :mT ∈M ntT } {8nd best non-tabu move}
end if
end if
m2T ← argmin{w(mT ):mT ∈M ntT ; mT = m1T} {8nd the second best non-tabu move}
if m2T is better than the best second-best move found so far then
Store m2T as the best second-best
end if
if impr¿ k=3 {no improvement on m2T} then
Best-SecondBest() {this procedure applies the best
second-best move found so far and increases sb}
else
T sk ← T sk ⊕ m1T
Update fg(vi) and fs(vi) ∀vi according to T sk
if w(T sk )¡w(T
int
k ) then
impr ← 0
T l1k ← T sk
end if
if w(T sk )¡w(T
ts
k ) then
T tsk ← T sk
end if
Change TLin and TLout according to m1T
MT ← {mT :T sk ⊕ mT ∈NSwap(T sk )}
end if
end while
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6.2. Usage of TCA
There are several command line parameters to be used with tca:
• -i: the 8le containing the problem instance (e.g. -i instance.dat).
• -cardb: the beginning of the range of cardinalities for which to solve the problem
(e.g. -cardb 8). Note: the number speci8ed must be between 1 and n-1.
• -carde: the end of the range of cardinalities (e.g. -carde 10). Note: the number
speci8ed should be between 1 and n-1, and greater than or equal to the number
speci8ed with -cardb.
• -tlimit: the running time for the algorithm (e.g. -tlimit 20.0).
• -output: speci8es the degree of detail of the output. Options are det (detailed) and
min (minimal) (e.g. -output det). The standard setting is min.
• -prbest: a parameter to specify to write the best solution found to the screen at
the end of a run. Options are yes and no. The standard setting is no.
• -h: using this parameter will print a help text on the screen.
Mandatory command line parameters are -i and -cardb. In this case the problem
gets solved only for the one cardinality speci8ed with -cardb. There are two diLerent
stopping criteria. If -tlimit is not speci8ed, the algorithm stops the 8rst time one of
the stopping criteria described in Section 4 is met. Otherwise the algorithm does guided
restarts until the time limit speci8ed with -tlimit is reached. If the output level is
speci8ed as min, every time the algorithm 8nds a solution better than the best one
found so far in the course of the algorithm a line is written to the screen containing
the quality of the solution and the time it was found. If the output level is speci8ed
as det the algorithm writes out a line for every iteration containing the quality of the
best solution found, the quality of the restart-best solution found, the average solution
quality in the current population and the time since the start of the run.
6.3. Usage of TTS
For tts there are all the command line parameters available which are available for
tca. Additionally, there is a command line parameter to specify a maximum number
of iterations (additional stopping criterion):
• -niter: the maximum number of iterations for the algorithm (e.g. -niter 1000).
Mandatory speci8cations for tts are again -i and -cardb. If neither time limit nor
maximum number of iterations is speci8ed, the algorithm stops when the stopping
criterion speci8ed in Section 5 is met.
7. Computational results
We carried out numerical tests to establish the quality of our algorithms. We con-
ducted two types of tests. First, we used small graphs for which we could compare
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Table 1
Percentage of instances solved to optimality (rounded)
TCA general TTS general TCA grid TTS grid
n= 10 100 100 100 99
n= 20 99 100 96 96
n= 30 100 100 95 90
TCA and TTS to results reported in the literature, and for which optimal solution were
available. The second set of tests was performed on large grid graphs. 6 On these
graphs we compared the performance of TTS and TCA in two ways: comparing time
and solution quality after the algorithms stopped according to the termination criteria
given in Sections 4 and 5 and comparing solution quality when a time limit was used
as termination criterion.
For the 8rst set of tests, the methods were compared with both optimal solutions
obtained by integer programming methods described in [19] and the heuristics proposed
in [16]. In the latter paper both a greedy strategy as a generalization of Prim’s algo-
rithm for 8nding a minimal spanning tree and a dual greedy strategy, which eliminates
nodes with high weights from the graph until a k-cardinality tree remains, have been
developed.
We used sets of 20 randomly generated connected graphs and grid graphs, with 10,
20, and 30 nodes, respectively. The general graphs contained between 149 and 277
edges, the grid graphs between 39 and 47 edges for the 30 nodes test set. The weights
were randomly generated integers between 1 and 100, and we tested all cardinalities
k with 26 k6 n − 2 (note that the same test set was used in [16]). The limitations
in size are due to the fact that larger instances could not be solved to optimality in a
reasonable amount of CPU time. The number of tests carried out therefore is 140 for
10 nodes, 340 for 20 nodes and 540 for 30 nodes, and this for both general and grid
graphs.
In Table 1 we list the percentage of instances in which our heuristics found an
optimal solution.
The following observations are made. Results on general graphs are better than on
grid graphs. This behavior (observed earlier in [16]) can now be explained by the
number of troughs. Dense graphs tend to have only few troughs (note that Kn contains
a single trough), a fact that—due to the results of Section 2—is expected to enhance
performance. The grid graphs—having less edges than the general graphs with the
same number of nodes—will likely have many troughs and the performance of the
algorithms will most likely decrease. Not surprisingly the results are better for small
than for big instances. Note also that on complete graphs (i.e. maximal density, and
minimal number of troughs) the problem is polynomially solvable by our methods.
6 Grid graphs are most relevant for the applications described in Section 1 and also tend to be computa-
tionally more di3cult than general graphs with higher density.
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Fig. 2. Deviation from optimality in percent, general graphs.
Fig. 3. Deviation from optimality in percent, grid graphs.
In Figs. 2 and 3, we illustrate the performance of TCA and TTS as compared to the
greedy (KCP, for k-Cardinality-Prim) and dual greedy (DG1) approaches from [16].
The scale is the deviation from optimality in percent. It turns out that TCA and TTS
uniformly perform better than the constructive heuristics, with a mean deviation of less
than 0.1% for general graphs and less than 1% for grid graphs.
It can also be seen that the performance improves as k increases from 10 to 30.
This behavior reVects expectations, as for large k the problem is closer and closer to
the spanning tree problem, which can be solved in polynomial time. For very small k,
the solution only consists of a few edges, and good solutions are obtained, too.
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We also wanted to test the stability of the algorithms and ran 20 repetitions of both
TTS and TCA for all cardinalities on a grid graph with 30 nodes (i.e. the case with
worst results). The variance of the solution values obtained was at most 0.06%.
In our second set of numerical tests we focused on instances which were in structure
and size relevant for practical applications, in particular for the oil-8eld leasing prob-
lem described in [26]. We randomly generated integer weights uniformly distributed
between 1 and 100 for 10 grid graphs of size 10× 10 (n=100; m=180) and 10 grid
graphs of size 20 × 20 (n = 400; m = 760). Note that grid graph instances also tend
to be harder than general graph instances, as we observed in our earlier experiments.
For cardinalities we selected values around k = n=2, in particular k =45; : : : ; 55 for the
smaller graphs and k = 198; : : : ; 202 for the larger ones. This choice was again moti-
vated by applications (k = n=2 in the oil-8eld leasing problem). It is also supported by
the fact that for around k = n=2 the problem is harder to solve than for small or large
values of k as explained above.
We then did 10 repetitions of TCA on one of the graphs with 100 and on one
of the graphs with 400 nodes with k = n=2 (with built-in termination criteria). From
the average time to convergence we chose time limits to be applied in the tests. We
chose about half, once and twice this average time (2,4, and 8 s for the graphs with
100 nodes and 225, 450 and 900 s for the graphs with 400 nodes). These tests were
conducted on a Pentium III with 550 MHz and 256 MB main memory under Linux.
Finally, we were running 10 repetitions for each graph, each cardinality, and each
time limit and for the built-in termination criteria. 7 Thus a total of 640 instances were
solved 10 times with each algorithm. The results are summarized in Tables 2 and 3.
We report the objective values and the times when the best solution was found as
averages over the 100 instances for any given time limit and cardinality. We computed
standard deviations for the 10 repetitions with identical parameters and report maximal
values over the 10 instances (graphs) for each cardinality. As a comparison we also
give the same measurements for the experiments using built-in termination criteria. For
these experiments we also report the time when the algorithms stopped.
First we observe that in general as expected the results improve with running time,
whereas standard deviations of objective values decrease, i.e., results become more
stable. TCA shows improvements (compared to results with shortest time limit) of
about 0.9–1.1% on the smaller graphs and 0.3–0.4% on larger graphs. At the same
time the standard deviation falls from 2% to 0.4% (0.5–0.4%). This small changes
show that TCA 8nds a very good solution quickly, and that solutions are consistently
of the same quality. The results on 20 × 20 graphs also gives an indication of the
value of restarts: As 900 s running time was longer than the time needed to converge
according to the built-in criteria, these results are slightly better.
The results for TTS exhibit the same general behavior with a stronger accentuation.
Improvements for 10× 10 graphs are 0.5–1.7%, with standard deviation ranging from
7 The results for built-in criteria for TTS on 20× 20 graphs are from 10 repetitions on two graphs only,
due to the time needed to reach the built-in termination criterion (which is based on search space coverage).
These results are therefore not comparable with TTS results with time limit and with TCA results using
built-in termination criteria.
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Table 4
Number of wins over 10 repetitions
10× 10 grid graphs 20× 20 grid graphs
Time limit 2 4 8 None 225 450 900 None
TCA 94 110 110 92 50 50 45 10
TTS 16 0 0 18 0 0 5 0
4.5% to 0.7%. For the larger instances the improvements are between 0.3% and 0.9%
with standard deviations ranging from 9.7% to 0.7%. The main reason for the greater
variation in TTS results is certainly the fact that TTS works with a single solution
whereas TCA works with a population of solutions. Thus TCA is more likely to have
a very good solution to start with, whereas TTS needs more time to achieve such a
solution. Another interesting fact is the increase in standard deviation with increasing
running time for TTS on the larger instances. This shows that early solutions are of
comparable quality. With time, diLerent regions of the solution space are explored and
when the algorithm is stopped due to the time limit, but before convergence according
to the stopping criteria, the solutions are of varying quality. The comparison with the
built-in criteria shows that 8nally the quality of results is uniform again, with standard
deviation in the same order as for TCA.
In order to compare the results of TCA and TTS we produced Table 4, which shows
the number of times TCA, respectively, TTS performed better on the average of 10
repetitions for the instances with identical parameters.
From Tables 2 and 3 we can see that for any given time the results for TCA are
better than for TTS. In addition, the results for TCA are more stable in all cases. The
tests with built-in termination criteria show that the time needed to 8nd the best solution
is higher for TTS than for TCA (a factor of 4 for the smaller and a factor of 10 for
the larger instances). Thus all limited time runs terminated TTS before convergence. 8
The times show that TTS needs more time to achieve convergence without further
improvements than does TCA. Nevertheless, TTS produced better results on some
instances.
Finally, we conducted experiments on even larger grid graphs: One with 30 × 30
nodes, one with 40 × 40 nodes, and one with 50 × 50 nodes. Here, we applied TCA
with built-in termination criteria and used twice that time as a time limit for TTS.
In Table 5 the results are summarized with objective values improving over time. For
TCA we show all improved solutions, for TTS all those that involved at least two (8ve
for the 50 × 50 graph) seconds without any improvement. I.e., between the 8rst and
second, third and fourth solution, etc. there were many other improvement steps, but no
improvement was observed between the second and third, fourth and 8fth solution, etc.
These results illustrate that due to the increasing computational eLort per generation in
TCA, TTS becomes competitive on large graphs, when time is severely limited: After
8 Convergence in terms of search space coverage.
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280 s TTS achieved a solution only 0.3% worse than the best TCA solution in 12.5%
of the time on the 30 × 30 graph. The solution for the 40 × 40 graph found by TTS
after 4265 s is 1.5% worse than the best TCA solution and obtained in 14.1% of the
time. For the largest graph the solution of TTS after 2029 s is 0.7% better than the
8rst solution of TCA and found after only 9.0% of the time. It is also 3.8% worse
than the 8nal TCA solution, but found in only 3.3% of the time.
Our results show that both methods 8nd good solutions to instances of practically
relevant sizes in reasonable computing times. As most of the applications we are aware
of involve strategic decisions, even the very large instances are tractable with our
methods. Numerical tests seem to indicate that TCA is the superior method. This
observation is based on average behavior, however, and in real world applications it
might be worthwhile using both and choose the better, if the time to let TTS run to
convergence is available. Note also that the IP-formulation of the problem given in
[16] for 50× 50 grid graphs has 7.400 binary variables, and exact methods are at the
time being not applicable to such large-scale problems instances.
8. Conclusions
In this paper we have investigated the NP-complete k-cardinality tree problem on
node-weighted graphs. We have proved that the problem is solvable in polynomial time
by the greedy algorithm on the class of graphs containing exactly one trough. The main
purpose of the paper was to develop local search methods that yield good solutions.
We presented both an Evolutionary Computation algorithm (TCA) and a Tabu Search
strategy (TTS), and were able to prove that both solve the problem e3ciently in general
and even to optimality on the class of graphs introduced before.
Computational tests indicate that the algorithms provide very good, often optimal
solutions for the problem in acceptable time. It turned out that the problem is most
di3cult for cardinalities k approximately half the number of nodes, con8rming earlier
observations by other authors. Also tests con8rmed the expectation that higher density
of the graphs tends to make the problem easier, a behavior that can be explained by
the structural results presented.
To summarize, we can say that the algorithms discussed are good tools to solve
the problem in applications mentioned in the introduction, taking into account that
all applications discussed so far involve strategic rather than online decisions. As a
direction of future research, we mention the generalization of the problem to connected
subgraphs (not necessarily acyclic) of minimal weight and given cardinality. Slight
modi8cations of our methods will be applicable for this problem.
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