Molecular modelling of monolayers for evaporation suppressing materials by Plazzer, M
Molecular Modelling of Monolayers for
Evaporation Suppressing Materials
Michael Plazzer
A Thesis Submitted in fulfilment of the requirements for the Degree of Doctor
of Philosophy
School of Applied Science
College of Science, Engineering and Health
RMIT University
March 2013
ii
Declaration of Candidature
I certify that except where due acknowledgement has been made, the work is
that of the author alone; the work has not been submitted previously, in whole
or in part, to qualify for any other academic award; the content of the thesis is
the result of work which has been carried out since the official commencement
date of the approved research program; any editorial work, paid or unpaid, car-
ried out by a third party is acknowledged; and, ethics procedures and guidelines
have been followed.
...............................................
Michael Plazzer
20 March 2013
iii
One of the principal objects of theoretical research in any
department of knowledge is to find the point of view from which the
subject appears in its greatest simplicity.
-J. Willard Gibbs, in a letter to the American Academy of Arts
and Sciences, January, 1881
iv
Acknowledgements
Thank you to those who made possible this candidature possible, above all
my supervisor Prof. Irene Yarovsky for giving me the opportunity to work
on a project close to my heart, and indeed my home. I am indebted to my
previous supervisor Dr. David Henry for his support and encouragment during
the formative months of my candidature. The assistance and patience of Dr.
George Yiapanis was beyond measure, not least in elucidating the finer aspects
of writing.
Thank you to my family for supporting me and bearing what I imagine was
a most confounding life of mine, that I’m sure you must by now understand to
some extent, what I do.
I am fortunate to have been part of a most companionable, generous and
professional research group, and I thank one an all of them for their support
and kindness over the years.
This work was motivated by the invention of the duolayer systems by Prof.
David Solomon et. al, and many useful discussions with the inventors are grate-
fully acknowledged. This work has been funded by the Australian Research
Council Discovery grant DP110101604 and the CRC for Polymers. We acknowl-
edge the generous allocation of high performance computational resources from
the Australian National Computational Infrastructure (NCI), the Western Aus-
tralian computational facility (iVEC), the Victorian Partnership for Advanced
Computing (VPAC) and the Victorian Life Sciences Computational Initiative
(VLSCI).
Publication List
Plazzer, Michael B., David J. Henry, George Yiapanis, and Irene Yarovsky.
”Comparative study of commonly used molecular dynamics force fields for mod-
eling organic monolayers on water.” The Journal of Physical Chemistry B 115,
no. 14 (2011): 3964-3971.
vPrime, Emma L., Diana NH Tran, Michael Plazzer, Devi Sunartio, Andy HM
Leung, George Yiapanis, Svetlana Baoukina, Irene Yarovsky, Greg G. Qiao, and
David H. Solomon. ”Rational design of monolayers for improved water evapo-
ration mitigation.” Colloids and Surfaces A: Physicochemical and Engineering
Aspects (2012).
Tran, Diana NH, Emma Louise Prime, Michael Plazzer, Andy HM Leung,
George Yiapanis, Andrew J. Christofferson, Irene Yarovsky, Greg Guang Hua
Qiao, and David H. Solomon. ”Molecular Interactions behind the Synergistic
Effect in Mixed Monolayers of 1-Octadecanol and Ethylene Glycol Monooctade-
cyl Ether.” The Journal of Physical Chemistry B (2013).
George Yiapanis, Andrew J. Christofferson, Michael Plazzer, Michael P.
Weir, and Irene Yarovsky. “Structural and Dynamic Properties of Novel Duo-
layers for Water Evaporation Suppression” (manuscript in preparation)
TABLE OF CONTENTS
Declaration of Candidature . . . . . . . . . . . . . . . . . . . . . . . . ii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1. Introduction / literature review . . . . . . . . . . . . . . . . . . . . . . 5
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Self-assembling systems . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Mechanism of self-assembly . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Local and global constraints . . . . . . . . . . . . . . . . . 14
1.5 Suppressing water evaporation using monolayers . . . . . . . . . 16
1.6 Computational Studies . . . . . . . . . . . . . . . . . . . . . . . . 20
1.7 Project Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2. Computational techniques . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Introduction and overview . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 The Schroedinger equation . . . . . . . . . . . . . . . . . 26
2.1.2 Ab-initio methods . . . . . . . . . . . . . . . . . . . . . . 27
2.1.3 Classical methods . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Atomistic simulation methods . . . . . . . . . . . . . . . . . . . . 30
2.2.1 Force fields . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 All-atom, united-atom and coarse grained force fields . . . 32
2.3 Energy minimisation . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4 Integration algorithms . . . . . . . . . . . . . . . . . . . . . . . . 35
Table of Contents vii
2.4.1 MD equations of motion . . . . . . . . . . . . . . . . . . . 35
2.4.2 Treatment of non-bonded interactions . . . . . . . . . . . 36
2.5 Thermodynamics ensembles . . . . . . . . . . . . . . . . . . . . . 38
2.5.1 Temperature coupling . . . . . . . . . . . . . . . . . . . . 39
2.5.2 Pressure coupling . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.3 Periodic boundary Conditions . . . . . . . . . . . . . . . . 40
3. Simulation procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 System construction . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 System characterisation . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Monolayer tilt . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.2 Specific Packing . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Specific interactions . . . . . . . . . . . . . . . . . . . . . 47
3.2.4 Surface pressure-area isotherms . . . . . . . . . . . . . . . 48
4. Comparison of force fields . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Effect of temperature . . . . . . . . . . . . . . . . . . . . 61
4.3.2 Effect of system size . . . . . . . . . . . . . . . . . . . . . 66
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5. Octadecanoic acid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1.1 Long chain fatty acid monolayers . . . . . . . . . . . . . . 77
5.2 Computational setup . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6. Rational design of monolayers . . . . . . . . . . . . . . . . . . . . . . . 86
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Table of Contents viii
6.2 Molecules Investigated . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 89
6.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.1 Experimental testing of monolayer performance . . . . . . 90
6.4.2 MD simulations: monolayer structure and properties . . . 93
6.4.3 Molecular mechanisms of evaporation suppression . . . . 98
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7. Multi-component monolayers . . . . . . . . . . . . . . . . . . . . . . . 104
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 Computational setup . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3.1 Experimental performance evaluating of mixed binary mono-
layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . 115
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8. Ongoing and Future work . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.1 Part 1: Polymer enhanced monolayers - Duolayers . . . . . . . . 122
8.1.1 Computational setup . . . . . . . . . . . . . . . . . . . . . 124
8.1.2 Surface pressure/area isotherms . . . . . . . . . . . . . . . 126
8.2 Part 2: Mechanism of water/monolayer separation . . . . . . . . 127
8.2.1 Non-equilibrium molecular dynamics . . . . . . . . . . . . 127
8.2.2 System setup . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
9. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
LIST OF TABLES
1.1 The critical packing parameter (CPP) values with corresponding
structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.1 pKa values determined for monolayers of octadecanoic acid. . . . 78
6.1 Monolayer properties of investigated compounds spread from hex-
ane obtained from experiment and simulation. . . . . . . . . . . . 91
6.2 Necessary properties identified for superior evaporation mitigation.102
7.1 Compositions of the various mixtures of C18OH and C18E1 . . . 108
LIST OF FIGURES
1.1 Dry earth in the Sonoran desert, Mexico . . . . . . . . . . . . . . 6
1.2 Water$avr (cetyl alcohol) monolayer seen spreading across the
surface of a dam. Visual observation of monolayers in this way is
only possible under conditions of light wind.5 . . . . . . . . . . . 7
1.3 Transmission electron microscopy (TEM) image showing the ul-
trastructure of the Nannochloropsis strains isolated from Lake
Baikal. The cell membrane can be seen as indicated by the cell
membrane cm, the cell wall cw, and the cell wall papilla cwp.
Scale bar, 1 m.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Electron microscopy images of stained lecithin and cholesterol
that have formed cylindrical liposomes, many of which have co-
alesced to form a larger hexagonal packed structure. Different
stages of the self-assembly process can be seen.16 . . . . . . . . . 9
1.5 Common multidimensional lipid structures. The hydrophilic head-
groups are represented by circles and the hydrophobic tales are
represented by zig-zags. Image taken from Lasic, 199820 . . . . . 10
1.6 Cryo-transmission electron micrograph structure of Lyotropic Liq-
uid Crystalline Colloidal particles (LCCDs) formed from the dis-
persion of inverse bi-continuous cubic phases.37 . . . . . . . . . . 12
1.7 Snapshots from simulation of ethylene glycol monooctadecyl ether
(C18E1) illustrating self-assembly of amphiphilic molecules from
an initial amorphous aggregate (a) to a monolayer (d) after 90 ps. 14
1.8 Brewster Angle Microscopy (BAM) image of the octadecanol
monolayer at zero surface pressure (0.8 A˚2/molecule) and 25oC.93 20
List of Figures xi
1.9 MD simulation snap-shots of diblock copolymers in water. By in-
creasing the hydrophilic fraction of the copolymer from an initial
value of 30.9% (w/w) shown in (a) to 51.1% shown in (b) a lamel-
lar to bilayer transition was observed. Upon further increasing
the hydrophilic fraction to 65.6%, spherical micelle formation oc-
curs (d). Hydrophobic sections are shown in yellow, hydrophilic
moieties are shown in red, water is shown in blue. (c) shows the
hydrophilic corona from (b) but without the hydrophobic core126 22
2.1 A representation of the potential energy surface is illustrated by
the strain energy profile for rotation of the adenosyl ligand rela-
tive to the corrin ring. The four minimum energy conformations
found are indicated with their corresponding atomic configura-
tion.170 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Two dimensional representation of periodic boundary conditions. 41
3.1 Octadecanol molecule with hydrophilic headgroup and hydropho-
bic chain indicated. The oxygen atom is coloured red, carbon
atoms are coloured grey and hydrogen atoms are white. . . . . . 42
3.2 Typical unit cell system of 80 1-octadecanoic acid monolayer
molecules and 2526 water molecules, shown from the side. Blue
lines are guides for the eye. . . . . . . . . . . . . . . . . . . . . . 43
3.3 Chemical diagram of all monolayer molecules used throughout
this research. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 The total, dihedral and short-range LJ potential energy as a func-
tion of time for a typical monolayer/water systm. The left y-axis
(red) corresponds to the short-range LJ and dihedral potential
energy. The right y-axis (blue) corresponds to the total potential
energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Octadecanol monolayer on water (blue) with tilt angle θ shown. . 46
List of Figures xii
3.6 Schematic of hydrogen bond indicated by red dashed line. Also
indicated are the donor X and covalently bonded hydrogen H,
and the acceptor Y . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.7 Typical isotherm for a monolayer on water with the solid-like
and liquid-like phases indicated, although the phase behaviour is
much more complex. . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.8 Schematic of solid and liquid like phases on Langmuir trough. . . 49
4.1 Image of bottom half of octadecanol molecule with relevant atoms
indicated. Black at oms are carbon, white are hydrogen, red is
oxygen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Equilibrium structures of octadecanol monolayer/water interface
as modelled by OPLS, at the surface densities (a) 45.00 A˚2 molecule−1,
(b) 33.80 A˚2 molecule−1, (c) 24.20 A˚2 molecule−1, (d) 20.00 A˚2
molecule−1, (e) 19.01 A˚2 molecule−1 and (f) 18.05 A˚2 molecule−1. 55
4.3 OPLS concentration profiles along z-axis of water and monolayer
at 20 A˚2 molecule−1 . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Average tilt angle as a function of surface density for the three
forcefields with standard deviations included . . . . . . . . . . . . 57
4.5 Carbon-carbon Radial Distribution Functions (RDF) for 20 A˚2
molecule−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.6 Average number of hydrogen bonds per timeframe as a function
of surface density with standard deviations included . . . . . . . 59
4.7 Radial Distribution Function (RDF) for Octadecanol monolayer
at 20.00 A˚2 molecule−1 for headgroup oxygen - water oxygen. . . 59
4.8 Radial Distribution Function (RDF) for Octadecanol monolayer
at 20.00 A˚2 molecule−1 for headgroup oxygen to headgroup oxy-
gen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.9 O1–C1–C2–C3 Dihedral conformation distribution at 20.00 A˚2
molecule−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
List of Figures xiii
4.10 Average length of the carbon chains as a function of surface den-
sity for OPLS and 53a6 forcefields at 298 K with standard devi-
ations included . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.11 Octadecanol monolayer average tilt angle as a function surface
area for the three forcefields (a) OPLS (b) 53a6 and (c) COM-
PASS. For each force field, the tilt angle is examined at three
different temperatures: 273, 298 and 368 K. Standard deviations
are included. (0o angle corresponds to monolayer perpendicular
to the interface) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.12 Intramolecular carbon-carbon radial distribution function of oc-
tadecanol monolayer at 19.01 A˚2 molecule−1 for the three force-
fields (a) OPLS (b) 53a6 and (c) COMPASS. For each forcefield,
the RDFs at the three different temperatures 273, 298 and 368
K are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.13 RDFs of headgroup oxygen - water oxygen of octadecanol mono-
layer at 20.00 A˚2 molecule−1 for the three forcefields (a) OPLS
(b) 53a6 and (c) COMPASS. For each forcefield, the monolayer
system at the three different temperatures 273, 298 and 368 K is
shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.14 Octadecanol O1–C1–C2–C3 dihedral angle distribution at 20 A˚2
molecule−1 for (a) OPLS, (b) 53a6 and (c) COMPASS. For each
forcefield, the monolayer system at the three different tempera-
tures 273, 298 and 368 K is shown. . . . . . . . . . . . . . . . . . 66
4.15 Octadecanol monolayer size comparison for; (a) carbon-carbon
RDF at 20 A˚2 molecule−1 and 298 K (b) headgroup-headroup
oxygen RDF for OPLS and COMPASS forcefields for 20 A˚2 molecule−1
at 298 K, and (c) dihedral distribution for OPLS and COMPASS
forcefields for 20 A˚2 molecule−1 at 298 K. . . . . . . . . . . . . . 68
List of Figures xiv
4.16 (a) Tilt angle as a function of system size for OPLS forcefield at
298 K with standard deviations included and, image of 45.00 A˚2
molecule−1 system’s initial configuration (b) and final configura-
tion (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.17 Top view of octadecanol molecules with backbone orientation
overlayed, at 19.01 A˚2 molecule−1 at 298 K for OPLS system
with SPC water. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1 Chemical diagram of octadecanoic acid. Grey balls are carbon,
white balls are hydrogen and red balls are oxygen. . . . . . . . . 74
5.2 Experimental surface pressure-area isotherm of octadecanoic acid
at 20oC.208 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Dark field electron microscopy image of octadecanoic acid at a
surface pressure of 30 mN/m and a temperature of 20o. Dark
parts are water (or prostrated monolayer molecules) and the light
parts are assembled monolayer molecules.208 . . . . . . . . . . . 76
5.4 Simulated and experimental surface pressure-area isotherms for
octadecanoic acid and octadecanol. The simulated isotherms are
given by dashed lines. The experimental octadecanol isotherm
(solid red) is from Prime et al,212 the experimental octadecanoic
acid isotherm is taken from Uyeda et al.208 . . . . . . . . . . . . 81
5.5 The average tilt angle away from the interfacial normal is shown
as a function of surface pressure. . . . . . . . . . . . . . . . . . . 82
5.6 Hbonds per molecule between monolayer headgroups and water,
as a function of surface pressure for octadecanol and octade-
canoic acid (solid lines). The total number of Hbonds formed
(monolayer-water + monolayer-monolayer) are shown for each
material (dashed lines). . . . . . . . . . . . . . . . . . . . . . . . 83
List of Figures xv
5.7 Hbonds per molecule between monolayer headgroups as a function
of surface pressure for octadecanol and octadecanoic acid (Solid
lines). Also included are Hbonds per molecule between headgroup
carbonyl and hydroxyl moieties for octadecanoic acid (dashed
green lines). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.8 Snapshot of cross-section from octadecanoic system with inter-
chain hydrogen bonding indicated by dashed red lines according
to Hbond criteria outlined in section 5.2. Chain-water Hbonding
is not shown for clarity. . . . . . . . . . . . . . . . . . . . . . . . 85
6.1 Molecules investigated using MD simulation. . . . . . . . . . . . 89
6.2 The percentage of monolayer material remaining on the water
surface as a function of time for (a) Class 1 and 3, and (b) Class
2 compounds, compared to C16OH and C18OH at a surface pres-
sure of 27 mN/m. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3 Amount of water lost over 2 hours for (a) class 1 and Class 3 and
(b) class 2 compared to C16OH, C18OH and a control with no
monolayer, under exposure to wind at 25 km/hr. . . . . . . . . . 94
6.4 Typical cross section snapshot of simulated monolayer systems
of solid-like phase (a) and liquid-expanded (LE) phase (b). A
top view image of pore formation is also shown (c) for those
monolayers that formed a pore (C18E1 did not form a pore at
any simulated pressure). . . . . . . . . . . . . . . . . . . . . . . . 95
6.5 Simulated surface pressure/area isotherms (dotted lines) com-
pared with experimental data (solid lines). . . . . . . . . . . . . . 96
6.6 Brewster Angle Microscopy (BAM) image of the C18OH mono-
layer at zero surface pressure and 25o 93 . . . . . . . . . . . . . . 97
6.7 Monolayer molecule radial tilt . . . . . . . . . . . . . . . . . . . . 98
List of Figures xvi
6.8 Average number of hydrogen bonds per frame as a function of
surface pressure between (a) monolayer chains and water and,
(b) monolayer chains themselves. . . . . . . . . . . . . . . . . . . 100
6.9 Conceptual schematic illustrating hydrogen bonding between chains
(blue) and between chains and water (red) of (a) solid phase and
(b) a tilted phase where the headgroup oxygens are more ex-
posed to water. The headgroups were never observed to be fully
solvated but instead formed in a distinct layer above the water. . 100
7.1 Top view (along chain axis) of 1:1 mixed system at 45mn/m.
C18OH is painted red, C18E1 is blue. . . . . . . . . . . . . . . . 107
7.2 (a) Mass of water lost over time for a 0.5:0.5 mixture of C18OH
and C18E1 compared to C18OH, C18E1 (alone) and a control
with no monolayer, and (b) percentage of water savings for dif-
ferent proportions of C18E1 in the mixture calculated after 12
hours. The dashed line represents the calculated theoretical line
of water savings for the mixtures if they behaved ideally. All sur-
face films were applied at 3 monolayers under exposure to wind
at 25 km/hr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.3 Change in surface pressure over time for (a) a 0.5:0.5 mixture of
C18OH and C18E1 compared to its pure components, the dashed
line represents the calculated theoretical line for the mixture if
they behaved ideally. (b) shows the time taken for different mix-
tures of C18OH and C18E1 to reach zero pressure in the canal
experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
List of Figures xvii
7.4 Percentage of monolayer remaining on the water surface over
time for (a) a 0.5:0.5 mixture of C18OH and C18E1 compared
to C18OH and C18E1 (alone), and (b) the different mixtures of
C18OH and C18E1 calculated after 24 hours. The dashed line
represents the calculated theoretical line for the mixture if they
behaved ideally. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.5 BAM images of films formed at the air-water interface by the
two pure components (C18E1 and C18OH) and the 0.5:0.5 bi-
component film. The scale-bar is 100 µ. . . . . . . . . . . . . . . 113
7.6 Simulated (dotted) surface pressure-area isotherms for the pure
and 0.5:0.5 systems compared with experimental data (solid lines)
taken from experimental isotherms. . . . . . . . . . . . . . . . . . 115
7.7 Time averaged hydrogen bond count between water and mono-
layer normalised with respect to monolayer packing area, as a
function of surface pressure for the predominant (a) C18OH sys-
tems 2:1 (green) and 3:1 (blue), and (b )C18E1 systems 1:2 (or-
ange) and 1:3 (pink). The pure C18OH (red), C18E1 (black) and
0.5:0.5 system (grey) is included in both (a) and (b) for comparison.117
7.8 Time averaged EO-water Hbonding count for those systems con-
taining C18E1 with respect to monolayer packing area, as a func-
tion of surface pressure for the predominant (a) C18OH systems
2:1 (green) and 3:1 (blue), and (b )C18E1 systems 1:2 (orange)
and 1:3 (pink). The pure C18OH (red), C18E1 (black) and 0.5:0.5
system (grey) is included in both (a) and (b) for comparison. . . 118
7.9 Typical cross-sections showing the difference in geometry of the
interface between (a) 0.5:0.5 mixture of C18OH and C18E1, and
(b) pure C18E1 at 40 mN/m. . . . . . . . . . . . . . . . . . . . . 119
List of Figures xviii
7.10 The highlighted Hbonding patterns (dashed) at the monolayer-
water interface for systems 7.9(a) and 7.9(b) are illustrated in
(c) and (d). Only water molecules directly involved in Hbonding
interactions with the monolayer are shown. . . . . . . . . . . . . 120
8.1 Experimental water evaporation performance results for mono-
layer (C18E1) and duolayer (C18E1+PVP) against control (clean
water). From Solomon et al.242 The y-axis refers to the mass of
water lost to evaporation. . . . . . . . . . . . . . . . . . . . . . . 123
8.2 Monomer of poly(vinyl pyrrolidone) (PVP). Grey balls are car-
bon, white balls are hydrogens, red balls are oxygen, blue balls
are nitrogen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.3 Schematic diagram of a typical initial arrangement of a duolayer
system in a unit cell. . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.4 Simulated surface pressure-area isotherm for monolayer (green
dashed) and duolayer (blue dashed) systems using PCFF, and
OPLS monolayer (black dashed). The experimental C18E1 sur-
face pressure-area isotherm from section 6.4.2 is shown for com-
parison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.5 Side view of monolayer of octadecanol on water at surface pres-
sure of 40 mN/m at (a) 10 ps and (b) 100 ps. An acceleration of
0.09 ± 0.005 nm/ps2 is applied in the x-direction (left to right of
the page). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
8.6 Side view of monolayer of octadecanol on water at surface pres-
sure of 40 mN/m at (a) 2000 ps and (b) 2146 ps. An acceleration
of 0.09 ± 0.005 nm/ps2 is applied in the x-direction (left to right
of the page). Monolayer fracture is indicated by red arrow. . . . 130
List of Figures 1
8.7 Side view of monolayer of octadecanol on water at surface pres-
sure of 40 mN/m at 2160 ps shortly before system error. An
acceleration of 0.09 ± 0.005 nm/ps2 is applied in the x-direction
(left to right of the page). . . . . . . . . . . . . . . . . . . . . . . 130
ABSTRACT
Self-assembling thin films known as monolayers have been identified as an ef-
fective and inexpensive solution to mitigate the evaporative loss of water from
dams and reservoirs. A typical monolayer molecule consists of a hydrocarbon
chain that is hydrophobic, and a hydrophilic headgroup with a strong affinity
to water. When applied to water, these amphiphilic molecules quickly spread
across the surface and assemble into a one-molecule thick film that constitutes
a physical barrier to evaporation.
Previously, field trials of these materials were conducted to assess their ef-
ficacy, and while some evaporation suppression was observed, their overall per-
formance was considered poor, especially in the presence of wind.
A new generation of monolayer materials have been proposed with the aim
of increasing their robustness to the deleterious effects of wind, and to increase
their overall evaporation mitigation properties.
Computational modelling techniques such as Molecular Dynamics (MD)
used in this thesis allow us to observe the interactions occurring at the mono-
layer/water interface at the atomistic level.We can then relate molecular struc-
tural and interaction properties with experimental observables such as evapora-
tion resistance and monolayer stability.
The effectiveness of MD relies on the correct choice of force field to accurately
represent the interactions between particles, and as such this research begins
with a comparative study of force fields to correctly and efficiently model mono-
layer/water systems. We chose the well characterised octadecanol (C18OH) as
our model monolayer and analysed structural properties such as chain tilt, chain
length, packing order and headgroup conformation, as well as interactions as-
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sociated with hydrogen bonding and van der Waals forces. We compared these
results with previous monolayer studies and with experiment where applicable,
and determined that the OPLS force field was both accurate and computation-
ally efficient. The OPLS force field was then employed for subsequent monolayer
characterisation.
Monolayers of octadecanoic acid (C18OOH) were previously proposed as
an evaporation suppressant, demonstrating strong evaporation resistance un-
der laboratory conditions. However, they were found to be ineffective in the
external environment. We undertook MD simulations on this monolayer using
the validated OPLS force field to establish its lack of efficacy at the molecular
level. We extended the previous C18OH analysis techniques to include surface
pressure-area isotherms, and found that although C18OOH was able to form
close packed monolayers, it was unable to anchor to the water subphase via
hydrogen bonding.
This was followed by a more comprehensive comparative MD study on sev-
eral possible evaporation suppressants. We were able to relate atomistic struc-
tural and chemical properties with experimental evaporation suppression and
wind resistance. Specifically, we found that effective material must be able to
form a tightly packed monolayer over a wide range of surface pressures, while
maintaining strong anchoring to the water subphase via hydrogen bonding. We
found that ethylene glycol monooctadecyl ether (C18E1) was the only monolayer
molecule to meet this criteria.
Monolayers composed of more than one type of surfactant, termed mixed
monolayers, have demonstrated higher than expected evaporation mitigation
performance and we have conducted MD simulations in order to identify the
mechanism responsible for this phenomenon. C18E1 was blended with octade-
canol (C18OH) at a range of different ratios, and its evaporation suppressing
performance was observed to dramatically increase around ratios of 1:1. MD
simulations showed that the uneven surface geometry of the mixed monolayer
encourages the formation of water-ether oxygen hydrogen bonds, which is not
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possible in pure octadecanol and negligible in pure C18E1. The additional hy-
drogen bonding increases anchoring of the monolayer to the water, and explains
the improvement in performance of these mixtures.
In order to further facilitate monolayer-water interactions, and increase mono-
layer stability, a new strategy has been proposed that involves the inclusion of
a water soluble polymer such as poly(vinyl pyrrolidone) (PVP) which can in-
teract with the monolayer at the interface. This system, termed duolayer, has
been shown to increase the lifetime of the film on the water surface and improve
overall performance. This work is currently ongoing, however, we modelled
poly(vinyl pyrrolidone) (PVP) at the monolayer-water interface and using sur-
face pressure-area isotherms, it was observed that PVP does not interfere with
the monolayers ability to form a closely packed film.
The work performed in this thesis has provided for the first time, a molecular
level understanding of the structural and dynamical features of water evapora-
tion suppressing monolayers. Based on this we have also made a significant
contribution to the development of the fundamental requirements for the design
of stable and efficient material for water evaporation mitigation.
1. INTRODUCTION / LITERATURE REVIEW
1.1 Overview
This chapter describes the motivation for this research and current understand-
ing of self-assembling systems with an emphasis on monolayers. These systems
will be discussed in a historical context, with the mechanisms responsible for
their unique behaviour elucidated, and the diversity of structures and applica-
tions described. Particular attention will be given to the discovery of monolayers
and our subsequent understanding of their capabilities, followed by early exper-
imental attempts to utilise these materials as evaporation suppressing monolay-
ers and the limitations encountered. The development of computational mod-
elling as it applies to this research will be presented, in conjunction with current
experimental work. This will be followed by the project aims presented in sec-
tion 1.7.
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1.2 Motivation
Fig. 1.1: Dry earth in the Sonoran desert, Mexico
The management of water is a significant issue for many countries that have
been exacerbated in recent years by a more varied climate.1 On an industrial
level the effects of water stress are obvious, with food crops producing less yield
and livestock numbers reduced. Such repercussions have flow on effects into
the wider economy. On a domestic level, reduced consumption adversely affects
peoples lifestyles, especially gardening and bathing. Australia is particularly
susceptible to extreme weather where it has been reported that the annual loss
of water due to evaporation can potentially exceed 40% of the water stored.2 In
Australia, there are approximately 500 reservoirs with >1000 ML and a total
capacity of 83853 GL and it was estimated in 2004-05 that 22,123 GL was lost
to evaporation.3 Not surprisingly, a great deal of research has been targeted to-
wards mitigating evaporation of water.4 Current methods include shade cloth,
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floating covers and modular covers, however their prohibitive cost on large stor-
ages, typically $50000 to $100000 per hectare, renders them unviable. In light
of this, chemical monolayers have been suggested as an alternative to physical
barriers. Monolayers, which have the ability to self-assemble and form densely
packed thin films are a compelling option to restrict the transfer of water into the
air. These materials are typically composed of molecules of single unbranched
and fully saturated alkyl chains which form the hydrophobic tail, which are
covalently bonded to a smaller hydrophilic component called the headgroup.
Over the years, there has been a considerable amount of research undertaken
towards optimising the evaporation suppressing ability of monolayers, however,
current products are not sufficiently effective and require frequent reapplica-
tion suggesting that a sound theoretical understanding of monolayer materials
is lacking. In particular, the behaviour of the headgroups at the interface and
how the structural characteristics of the monolayer molecules affect their perfor-
mance is not well understood. In order to advance these materials atomistic level
modelling of monolayers has been proposed and is the subject of this research.
Fig. 1.2: Water$avr (cetyl alcohol) monolayer seen spreading across the surface of
a dam. Visual observation of monolayers in this way is only possible under
conditions of light wind.5
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1.3 Self-assembling systems
The natural process of self-assembly of disordered molecules into multi-dimensional
nanoscale structures is a common phenomenon in biological systems, the ex-
ploitation of which holds great promise for medicine and materials science, and
lies at the heart of this research. For example the interior and exterior walls of
biological cell membranes are formed from the self-assembling of phospholipid
amphiphiles.
Fig. 1.3: Transmission electron microscopy (TEM) image showing the ultrastructure
of the Nannochloropsis strains isolated from Lake Baikal. The cell membrane
can be seen as indicated by the cell membrane cm, the cell wall cw, and the
cell wall papilla cwp. Scale bar, 1 m.6
Although the structure of basic self-assembled systems has been known for
around a century,7 the diversity of structures and the nature of their forma-
tion are still being elucidated. Much progress has been made since Gorter and
Grendel accurately surmised that the structure of the biological cell membrane
was that of a lipid based bilayer.8 In the following decades, this was one com-
peting theory of membrane structure, other theories supported protein based
structures. However, electron microscopy images in the 1950s and 1960s9 sup-
ported lipid based membranes and a consensus was finally10 reached in the early
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1970s supporting this.11 Around this time, the fluidic properties of these bilayer
structures was becoming apparent with the calculation of lateral diffusion rates
of phospholipid bilayer molecules, providing early insights into their dynam-
ics.12–14 Indeed, a broader picture of lipid self-assembly had begun to emerge
with Meuller et al’s reconstitution of a lipid membrane from biological origins,15
and Bangham’s electron microscopy16 images of elongated lipid vesicles shown
in Fig. 1.4. The fascinating structures portrayed in the images reveal a rich
microstructure of multidimensional nanoscale objects, that was achieved simply
by adding water to dry membrane material and agitating (i.e. sonification).
The most important implication of this research is that such nanoscale struc-
tures are not limited to biological domains, but can be artificially produced and
possibly tailored to suit an application.
Fig. 1.4: Electron microscopy images of stained lecithin and cholesterol that have
formed cylindrical liposomes, many of which have coalesced to form a larger
hexagonal packed structure. Different stages of the self-assembly process can
be seen.16
Following this, Israelachvili et al17,18 made considerable advances in under-
standing the mechanism of self-assembling molecules by relating the geometry of
the hydrophilic and hydrophobic components to the particular structure formed,
and the environmental dependencies such as concentration, temperature, pH
and salinity (see Section 1.4). Some of the structures characterised include
spherical, cylindrical and inverted micelles, flexible bilayer vesicles (liposomes),
planar mono/bilayers (lamellar phases) and inverted hexagonal structures (hex-
osomes). Some of these structures are shown in Fig. 1.5. However, it wasn’t
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until the end of the 20th century, that the potential use of these became appar-
ent.19
Fig. 1.5: Common multidimensional lipid structures. The hydrophilic headgroups are
represented by circles and the hydrophobic tales are represented by zig-zags.
Image taken from Lasic, 199820
For example, in the late 1960s Dipalmitoylphosphatidylcholine (DPPC) was
identified as the primary lipid component of pulmonary lung surfactant.21 This
later formed the basis for the commercial product pumactant which was used in
the treatment of respiratory distress syndrome of newborns. When mixed with
phosphatidylglycerol (PG) at body temperature to form a thin film on water, it
was found to spread rapidly and spontaneously and reduce the surface tension
of water by 2/3. By rapidly compressing the film (equivalent to exhalation), the
PG was squeezed out and the DPPC formed a rigid solid phase that prevented
the alveoli of the lung from collapsing.22–25
Self-assembling molecules which form liposomes have also found application
in a new generation of vaccines. By incorporating the haemagglutinin from in-
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fluenza virus in phosphatidylcholine (PC)/phosphatidylethanolamine (PE) vesi-
cle membranes, a liposome based vaccine against influenza virus has been suc-
cessfully developed by the Swiss based company Crucell with a greatly im-
proved efficacy.26 Advanced therapeutic products such as these exploit the
self-assembling properties of amphililes in a controlled and predictable manner.
Manufacture involves solubilising the lipid based viral membrane in detergent
after which the viral nuclei and detergent components are removed, leaving
only the membrane lipids including the glycoprotein haemaglutinin. These ma-
terials subsequently self-assemble into their original liposomal structures, the
haemaglutinin functionalised surface allows the structure to fuse with a target
cell.27 This is the same mechanisms that a virus employs to attack a cell, how-
ever without the encapsulated viral nucleus it is impotent to the host and in
fact stimulates the immune system, as such these structures have been coined
virosomes. This strategy has also been employed in vaccines against Hepatitis
A28 and lung cancer.29
Materials that self-assemble into multidimensional liquid crystalline struc-
tures with the addition of solvent were discovered in the late 1980s by Larson30
and are termed Lyotropic Liquid Crystalline Colloidal Dispersions (LCCD).
These materials which include hexonomes (inverse hexagonal phase structures,
Fig. 1.5) and cubosomes (inverse cubic phase structures)31 are seen as an ad-
vancement of liposomes and vesicles in terms of their possible medicinal appli-
cations because of their highly tunable properties. For example, LCCDs have
been investigated as vehicles for therapeutic agents such as protein and polypep-
tide based drugs that are of limited solubility in water.32–35 The slow release
properties required for such a material can be found in self-assembled inverse
cubic structures. The ability to tune the molecular geometry of these systems
allows careful control of the diffusion constant of a drug inside such a structure,
which determines the release rate.36 This is an important development upon
the traditional micellar and liposomal based systems, which do not afford such
versatility.
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Fig. 1.6: Cryo-transmission electron micrograph structure of Lyotropic Liquid Crys-
talline Colloidal particles (LCCDs) formed from the dispersion of inverse
bi-continuous cubic phases.37
Adsorbing self-assembling monolayers (SAMs) onto non-organic materials
such as gold or silica, has greatly increased the number of applications and
demonstrates the versatility of these novel materials. For instance, synthetic
monolayers have become increasingly important in industrial applications, in
the areas of sensor arrays38 and corrosion mitigation,39 boundary layer lubri-
cants40,41 and for magnetic storage devices42,43 and microelectrochemical sys-
tems.44 Clare et al45 studied ethylene glycol (EG) monolayers bound to silicon
and diamond, and their protein adsorption properties for their use as biosen-
sors and medical implants. They found hydroxyl-terminated EG monolayers
are generally more effective at reducing protein adsorption46 ( antifouling) than
the equivalent methyl-terminated monolayers on silicon.
The principles that underly the self-assembly of amphiphilic molecules also
apply to peptide based nanostructures called peptosomes.47 Vauthey et al48
observed twisted nanotube and nanovesicle structures using peptide monomers
with a hydrophilic headgroup composed of 78 aspartic acid residues and a hy-
drophobic tail composed of amino acids such as alanine, valine, or leucine. The
length of each peptide is ∼ 2 nm, similar to that of biological phospholipids.
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Other exotic self-assembled systems include polymer49–52 self-assembled vesi-
cles (or polymersomes), rod-coil polymers,53–55 dendrimers56 and fullerene based
amphiphiles.57 The following section describes how these novel self-assembly
based applications are possible due to the fundamental forces which conspire to
form such structures.
1.4 Mechanism of self-assembly
As demonstrated above, the self-assembly of amphiphilic molecules yields a di-
verse array of structures.58–61 The main mechanism responsible for self-assembly
in an aqueous environment is, at a fundamental level, the hydrophobic effect.
While the particular form of the self-assembled structure is a product of the
local geometry of the amphiphilic molecules, and from environmental factors
associated with the solution.
The hydrophobic effect is the tendency for non-polar moieties (hydrophobes)
in an aqueous solution to exclude nearby water molecules (while for a non-
polar solution, the analogous solvophobic effect applies).62 The spontaneous self-
assembly of these molecules into ordered structures from amorphous aggregates
occurs when the fraction of molecules in solution passes the critical aggregation
concentration (cac), characteristic of the amphiphilic molecule.
At room temperature T self-assembly can be viewed entropically, the change
in entropy ∆S is expressed in the Gibbs energy (free energy) equation, which is
minimised when a system has reached equilibrium.63
∆G = ∆H − T∆S (1.1)
The comparatively smaller enthalpic contribution ∆H is positive, due to the
stronger intermolecular hydrogen bonding of the restricted water molecules near
the amphiphile, however the hydrophobic effect is for the most part entropically
driven. This is because solvated water molecules are significantly more dis-
ordered than solvated carbon chains. Beyond disrupting the existing hydrogen
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(a) 0 ps (b) 20 ps
(c) 60 ps (d) 90 ps
Fig. 1.7: Snapshots from simulation of ethylene glycol monooctadecyl ether (C18E1)
illustrating self-assembly of amphiphilic molecules from an initial amorphous
aggregate (a) to a monolayer (d) after 90 ps.
bonds, an amphiphile entering solution forces the water molecules to reorder the
hydrogen bond network and ultimately restricts the rotational and translational
degrees of freedom of the water molecules adjacent to the non-polar component
of the amphiphile. Entropically, this component will be either driven from the
solution, or into aggregation with other amphiphiles. The hydrophilic compo-
nent will be either hydrated by water, or if part of an aggregate, it will interact
with other amphiphilic polar moieties. Fig. 1.7 illustrates this process for a
self-assembling monolayer.
1.4.1 Local and global constraints
The particular structure that a nanoscale self-assembled structure forms ulti-
mately depends on the assembling molecules themselves and their environment.
Israelachvili et al17,18 were the first to develop a general theory of self assem-
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bly that encompassed a broad variety of structures; micelle, bilayer, vesicle and
inverted structures. The basic theory centres around the intrinsic shape of a sur-
factant molecule which is described by the critical packing parameter (CPP). It
includes a contribution from the area of the hydrophilic headgroup a0, and from
the length and volume of the hydrophobic carbon chain lc and vH respectively.
CPP =
vH
a0lc
(1.2)
The interfacial curvature can be used to describe the local geometry of the
aggregate formed from a particular surfactant according to the value of the CPP.
CPP Structures formed
< 1/3 Spherical micelles
1/3− 1/2 Cylindrical micelles
1/2− 1 Flexible bilayer vesicles
∼ 1 Planar bilayer
> 1 Inverted micelle
Tab. 1.1: The critical packing parameter (CPP) values with corresponding structure.
Although the CPP appears intrinsic to the chemical makeup of a particular
amphiphile, the environment in which the aggregate forms contributes also. For
an anionic headgroup, the a0 value can be effectively decreased by increasing
salinity, or lowering pH. Furthermore, disrupting the chain packing in the form
of branching and unsaturation affects the lc and vH terms. The effect of temper-
ature upon these factors is to be understood on a case-by-case basis, however,
some general rules do apply. For headgroups that are largely hydrophilic, an in-
crease in temperature can lead to a larger effective headgroup area due to steric
repulsion between them. For example, Kato and Seimiya64 demonstrated that
above 30oC spherical micelles would increase in size and become more cylindri-
cal. However, this is not the case for charged micelles which have been found
to shrink.65
The characterisation described above has been found generally reliable66–68
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however it failed to account for inverse bi-continuous phase structures, which
were not included in the original theory. These structures consist of two sep-
arate, continuous but non-intersecting hydrophilic regions divided by a lipid
bilayer, they have a mean curvature of zero, and a continuously changing Gaus-
sian curvature, both of which describe their global geometry. They occur spon-
taneously when the volume fraction of spherical vesicles in solution increase
above it’s global packing limit of between 0.5 and 0.74, depending on the vesi-
cle. More generally, we can account for bi-continuous phases by considering the
interactions occurring between aggregates. For example, it is more favourable
for spherical vesicles to fuse, buckle and form a bi-continuous cubic phase, than
it is to form additional spherical layers on, or in the vesicles (like an onion).69,70
1.5 Evaporation suppressing monolayers
The history of monolayers on water began when Pliny the Elder and Plutarch
noted the calming effects of oil on water. However, little was understood of the
phenomena. Benjamin Franklin explored oil on water experiments in 1774,71
which was followed by a century of investigations into thin film phenomena.
Gibbs published his thermodynamic study of adsorption and surface tension in
1878.72 Irving Langmuir in 1917 was the first to describe the molecular structure
of oil on water as the organisation of amphiphile chains into a one molecule thick
film on the surface of water. This work would eventually lead to a Nobel prize in
chemistry.7 He also devised an apparatus, the Langmuir trough for studying the
properties of monolayers at the air/water interface. The device was composed
of a water trough containing a floating movable barrier connected to a balance
that could measure the surface pressure of a monolayer film on the surface of the
water. The resultant surface pressure-area isotherms (pi-A) have remained to
this day an important measurement to describe these materials, particularly for
this research since the isotherms can be reproduced using computer simulation.
The evaporation suppressing properties of monolayers was first discovered
by Rideal, who published the discovery in 1925.73 In 1940, Sebba and Briscoe
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showed that the rate of evaporation was dependent on the monolayer surface
pressure, and that evaporation resistance was only substantial above a critical
surface pressure value, characteristic of the monolayer material.74 Langmuir and
Schaefer quantified the evaporation resistance, and its dependence on tempera-
ture in 1943.75 Their experimental method was adopted by Archer and La Mer
who in 1954 measured the rate of evaporation through fatty acid monolayers
and found it to be a function of surface pressure, chain length, monolayer phase,
subphase composition and surface temperature.76
This research was being supplemented with field trials by applying these
materials to large, open bodies of water.77–79 However, the contrast between
a stable laboratory environment and an open air reservoir became apparent
when evaporation reductions from field trials weren’t achieved. Simple mono-
layers of long-chain fatty alcohols were found to degrade and required frequent
reapplication, especially in the presence of wind.
Monolayer mixtures of long-chain alcohols and acids were investigated in
the 1960s, principally by La Mer, who categorised the different surface states of
these mixtures.80–83 Their evaporation mitigation properties were also studied
with generally favourable results found for mixed monolayers whose constituent
materials were of comparable structure such as octadecanol and hexadecanol.
In subsequent years two-component monolayers of long-chain alcohols and
polymerised surfactants such as poly(vinyl stearate),84,85 and poly(octadecyl
meth/acrylate)86 were investigated for evaporation mitigation. It was thought
that their comb like structure would form a more robust surface film and over-
come the deleterious effects of wind. However, outside of the laboratory they
were not effective.52
Three prevailing theories have been proposed from the experimental data to
describe the mechanism of evaporation resistance by chemical monolayers; the
energy barrier theory,76 the density fluctuation theory87,88 and the accessible
area theory of Barnes and co-workers.78
The energy barrier theory states that the evaporation resistance r is related
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to the energy of activation ∆E∗ by the equation
ln r = lnC + ∆E∗/RT (1.3)
where R is the gas constant, T is the absolute temperature and C is a constant.76
The activation energy has been found to depend on the length of the hydro-
carbon chain, the surface pressure, the cross-sectional area of the permiant, and
some properties intrinsic to the monolayer (surface phase, compressibility, free
surface, and polar group). However, the theory has not been rigorously tested,
and the relationship is based on a limited temperature range.
The density fluctuation theory suggests that available permeation channels
of a suitable area aw can be evaluated from the entropy (S
e) associated with
monolayer expansion. Permeation channels may form from a combination of the
available free area af in the monolayer and fluctuations in the concentration of
monolayer molecules ae (aw = a
e + af ). The probability P of finding a suitably
sized permeation channel can be related to the entropy by
−kb lnP = Seae (1.4)
where kb is Boltzmann’s constant.
87,88 The evaporation resistance is then
given by
r =
1
α
√
2piM
RT
(
1
P
− 1) (1.5)
where α is the evaporation coefficient, R is the gas constant and M is the
molar mass of water. Scrutiny of this theory by Barnes and Hunter found
that in general it greatly underestimated experimentally determined evaporation
resistance values. However, they found some improvement in their results if
experimentally derived ae values were used.89
The accessible area theory assumes that water evaporates through holes in
the monolayer, the absolute rate of evaporation through a monolayer is given
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by:
vof = v
o
wa/A, (1.6)
where v0w is the absolute rate of evaporation through a clean water surface,
while a/A is the fraction of the surface occupied by holes.
The evaporation resistance is then given by
r =
1
α
√
2piM
RT
(
A
a
− 1) (1.7)
However, this theory does not allow for differences in alkyl chain length which
have been shown to effect evaporation resistance, and has not been scrutinised
over a wide range of temperatures.78
All three theories are supported empirically and it was suggested by Barnes
and Hunter that a combined theory may be more suitable than each of these
alone.89 However, with the advent of scattering and imaging techniques being
applied to surface films, it has become clear that, except perhaps for the energy
barrier theory, the mechanism of evaporation that these theories describe are
false. Grazing incidence x-ray diffraction has shown that an octadecanol mono-
layer is tightly packed, and the distance between chains is highly correlated.
Barnes et al acknowledged that such a monolayer film is likely to be imperme-
able to water molecules, and that evaporation occurred at domain boundaries.90
They also stated that the high evaporation resistance of octadecanol (under lab-
oratory conditions) correlates with a highly ordered domain structure.
For a long time, monolayer characterisation was limited to surface pressure-
area isotherms, however in more recent decades new methods have emerged such
as Brewster Angle Microscopy (BAM)91–93 and fluorescence microscopy tech-
niques.94,95 These methods allow for visual observations of domains and surface
features that emerge with different temperatures, surface pressures and mono-
layer composition. In addition to this, x-ray diffraction,96–98 infrared reflection-
absorption spectroscopy,99–101 x-ray and neutron reflection102,103 have brought
to light microstructure information such as monolayer tilt orientation, film thick-
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ness, molecular conformation and packing configurations.
Fig. 1.8: Brewster Angle Microscopy (BAM) image of the octadecanol monolayer at
zero surface pressure (0.8 A˚2/molecule) and 25oC.93
Moroi et al104 compared the insoluble monolayer 1-heptadecanol with soluble
surfactant bilayer films. While the monolayer showed some propensity as an
evaporation suppressant, the evaporation of water in the presence of a surfactant
film was found to be almost identical to that of a clean water surface. Brewster
angle microscopy (BAM) was used to image the air/water interface for the
soluble surfactant, the image produced was identical to a clean water surface.
They calculated that the surfactant film must lay a few nanometers below the
air/water interface.
1.6 Computational studies of self-assembled structures
Early computational investigations into self-assembled lamellar structures were
usually confined to biological bilayer systems, since the structure of these was
known to some accuracy thanks to the crystallisation and imaging of biological
cells, such as the TEM image shown in Fig. 1.3. The first attempt to study
these structures using molecular dynamics computer simulation was conducted
by Cotterill in 1976.105 This highly idealised system was composed of molecules
in the form of rigid cylinders with dumbbell cross sections. The complexity of
these types of systems were limited by the computational power available at the
time, however, advancements in processing power were echoed by improved MD
algorithms and increased resolution. In 1980 Kox et al106 using a more complex
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system, observed a first order phase transition from an ordered fluid-like state
to a disordered, gas-like state. The following year, van der Ploeg and Berend-
sen introduced monolayer chain dihedral potentials into their bilayer simulation
and witnessed collective tilt behaviour.107 Indeed, during the 1980s a series
of biomolecular force fields were made available (AMBER,108 CHARMM,109
GROMOS110 and OPLS111) that have formed much of the basis of our cur-
rent understanding of lipid bilayers, especially dimyristoylphosphatidylcholine
(DPMC) and Dipalmitoylphosphatidylcholine (DPPC). Some of the insights
garnered from simulation that are related to this research include area per
lipid,112 headgroup hydration,113 fluidity,114 membrane transformation115 and
fusion,116 small molecule permeation117 and self-assembly.118,119
The MD techniques and parameters used to describe self-assembling systems
has reached a maturity that has seen its use spread to an increasingly diverse
range of self-assembly applications. Monolayers of bistable(2) rotaxanes on Au
(111) surfaces have been modelled by Jang et al.120 using molecular dynamics
for their application as molecular machines.121 They determined optimal surface
densities of these monolayers in both metastable and ground states which cor-
responded, respectively, to ON and OFF states of an electronic memory device.
MD simulation has been used to study some of the larger scale phenomena of
biological monolayers/membranes systems,115,122 allowing microscopic insight
into how these materials aggregate at interfaces in biological systems. Lin-
dahl and Edholm performed molecular dynamic simulations of dipalmitoylphos-
phatidylcholine (DPPC) bilayers over a range of temporal and spatial scales and
observed mesoscopic phenomena such as undulatory and thickness fluctuation
(peristaltic) modes.123 This allowed them to calculate mesoscopic continuum
properties that compared well with experiment and that are important prop-
erties of biological cells, e.g., the ability of cells to change shape and their
interaction with other membranes. These lamellar self-assembled systems and
others124,125 have benefited from molecular dynamics modelling.
Larger, three dimensional self-assembling structures have also been mod-
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elled using MD. Srinivas et al126 investigated the morphological properties of
amphiphilic block copolymers using coarse grain MD. By varying the hydrophilic
fraction of the copolymer they observed the spontaneous assembly of bilayer,
cylindrical and spherical micelle structures, consistent with experimental data.
These structures are shown in Fig. 1.9
Fig. 1.9: MD simulation snap-shots of diblock copolymers in water. By increasing the
hydrophilic fraction of the copolymer from an initial value of 30.9% (w/w)
shown in (a) to 51.1% shown in (b) a lamellar to bilayer transition was ob-
served. Upon further increasing the hydrophilic fraction to 65.6%, spherical
micelle formation occurs (d). Hydrophobic sections are shown in yellow, hy-
drophilic moieties are shown in red, water is shown in blue. (c) shows the
hydrophilic corona from (b) but without the hydrophobic core126
There has also been MD studies of monomolecular films on water, not unlike
the systems of interest in this research. Although, these studies have not been
in the context of evaporation suppression, they are never the less of singular
importance to this thesis, as they provide confidence in the MD technique for
the study of monolayers on water.
Tarek et al modelled tetradecyltrimethylaonium bromide (C14TAB) at the
air/water interface with the aim of establishing the efficacy of the MD technique
for these systems, and to provide a high resolution picture of the structure and
dynamics of these systems beyond the reach of experimental techniques. They
showed that the monolayer headgroups formed a disordered layer at the in-
terface, and that the chains too were somewhat disordered with 2-3 gauche
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conformations each, and related this to chain position with respect to the inter-
face.127
Ionic monolayer materials such as common anionic surfactants contain a
negatively charged moiety in the headgroup such as a sulphate, phosphate or
carboxylate. However, it is often difficult to directly compare these with cationic
monolayers due to differences in chain structure, area per molecule and head-
group geometry. Using MD, Schweighofer et al overcame this problem by simply
reversing the atomic charges and observing the effects, where any observed dif-
ference could be confidentially attributed to the difference in charge, such a
process is impossible experimentally. They showed using model sodium do-
decyl sulphate (SDS) monolayers that the orientational structure of the water
around the interface is reversed for a positively charged SDS/water system. Fur-
thermore, this system exhibits a significantly simplified profile of the electronic
potential across the interface.128
Surfactants of ethylene glycol based headgroups have the form CmH2m+1
(OC2H4)nOH (or CmEn) and have been shown to exhibit a rich phase be-
haviour in water that is dependent on the values of m and n.129 MD studies
of C12E2 monolayers on water have suggested the existence of intramolecular
hydrogen bonding of the ether oxygen moieties via a water bridge. Further-
more, the headgroups were shown to tilt towards the aqueous layer, due to
the strong interactions between the headgroup oxygen and the water.129 The
same group later compared these results with C12E6 and again found a similarly
strong interaction between the headgroups and water, with similar headgroup
tilt behaviour. Analysis of the water structure and dynamics revealed restricted
orientational and translational motion near the interface, and that these prop-
erties became bulk-like & 7 A˚ from the headgroups.130 This type of analysis on
water was later expanded upon by studying monolayers of sodium bis(2-ethyl-1-
hexyl) sulfosuccinate on water, they observed strong hydrogen bond interactions
between the monolayer and the water, with corresponding long hydrogen bond
lifetimes compared to bulk and interfacial water-water Hbonding. Interestingly,
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they found that water molecules forming two Hbonds with the monolayer were
weaker, with a shorter lifetime, due to the geometric constraints of such an
interaction.131
The study of monolayer/water system using molecular dynamics is an es-
tablished technique for understanding the structural and dynamical proper-
ties of these materials and the water substrate. The parameters and methods
have been strongly founded upon much more complicated biomolecular systems,
where their efficacy has been demonstrated. The technique has since been ap-
plied to a growing number of non-biological based systems where they have been
indispensable in understanding atomistic phenomena that is beyond the limits
of experiment. It is for these reasons that the MD approach has been adopted
to answer the fundamental questions in this research.
1.7 Project Aims
The aim of this project is to apply molecular dynamics to investigate the atom-
istic properties of self-assembling monolayers on water surfaces and using this
information to aid in the design of new materials that suppress water evapora-
tion. The specific aims of the project are:
• Compare and assess the performance of various force fields for accurate
prediction of monolayer properties on water.
• Describe and quantify the interactions between monolayer and water, and
within the monolayer itself.
• Relate atomistic interactions and behaviour to macroscopic observables
such as monolayer stability and evaporation suppression.
• Extend the experiment-simulation approach to assess the efficiency of
novel forms of monolayer based evaporation suppressants such as mixed
monolayers and polymer enhanced monolayer systems.
2. COMPUTATIONAL TECHNIQUES FOR MATERIALS
MODELLING
2.1 Introduction and overview
The use of computational simulations to describe microscopic systems is an
effective means to understand their conformational, dynamic, interactive and
energetic behaviour. Where experimental techniques become limited at such
sizes, computational techniques become effective, and indeed the two comple-
ment each other. Indeed, the framework in which a simulation takes place
allows measurable and unmeasurable observables to be obtained, the former
of which can be compared with experiment. This is because of the smaller
length and time scales in which a simulation takes place, limited only by com-
putational resources. Increases in computing power and advances in theoretical
algorithms have allowed the technique to encompass a wide range of phenomena
as will briefly be described in this chapter. The reader can find review articles
covering computational studies of protein structure,132 biological membranes
dynamics,133 therapeutic delivery134 and nanotechnology,135 that demonstrate
the power and versatility of this technique.
The particular computational approach necessary to investigate a given sys-
tem of interest can be determined by considering the scale of the system, and
the properties one wishes to extract from it. The simplest system considered in
this research contains thousands of atoms interacting over several nanoseconds,
no electronic rearrangement takes place. Indeed the interactions of interest are
between the monolayer molecules themselves, and between the monolayer and
aqueous substrate, the interactions which are of a coulombic and van der Waal’s
2. Computational techniques 26
nature. These considerations rule out electronic structure methods, however
they shall be briefly discussed in this chapter for completeness. Following this
is an outline of the classical interaction potentials and a discussion of the dif-
ferent MD techniques that utilise them. The dynamics of the particles, specific
to their implementation in this research is detailed, followed by a review of the
important computational algorithms that enable calculations of the physical
properties of the system.
2.1.1 The Schroedinger equation
The most accurate description of a physical system is given by the Schroedinger
equation (SE),136 from which all properties of a system can be calculated. Any
physical observable can be determined by an appropriate choice of operator.
The non-relativistic time independent form of the equation is:
HˆΨ(r1, r2, ..., rN) = EΨ(r1, r2, ..., rN) (2.1)
where Hˆ is the Hamiltonian operator acting upon the wave function Ψ. This
particular operator is composed of a kinetic and potential energy operator and
its application upon a wave function yields the total energy E. The electron
distribution of an atom can be explicitly represented by the SE if their velocity is
non-relativistic, which is mostly the case. Although the Schroedinger equation
can, in principle, be used to describe any physical system with a near perfect
accuracy, solving for a system with more than a few particles is immensely
complex. This is more generally known as the many body problem and pertains
to many physical problems. However, there are methods and approximations
that can be made to solve larger systems, while still maintaining a reasonable
standard of accuracy.
In order to solve the Schroedinger equation for larger systems, an approxi-
mation exists that permits the electronic structure to be determined after the
trajectories of the nuclei have been computed, significantly reducing complex-
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ity. In the Born-Oppenheimer approximation (BA) the nuclear kinetic energy
contribution TˆN (for a simple molecule) of the Hamiltonian operator in the
Schrodinger equation is eliminated. This is because the mass is inversely ap-
plied to the operator, and the mass of an atomic nucleus is ∼ 2 × 103 times
greater than that of an electron.
With the kinetic energy TˆN approximated to zero, the position of the nuclei
are fixed, and in the remainder of the Hamiltonian their positions are entered
simply as parameters. With the nuclear variables removed, equation 2.1 becomes
the electronic Schroedinger equation. By slowly varying the nuclear parameters
and solving this equation, a potential energy surface is described where for each
nuclear configuration the electronic ground state energy EN can be calculated.
To solve for the nuclear ground state energy of the system, the second part
of the BA assumes the velocity of the electrons is much greater than that of the
nuclei. A wavefunction can be employed that is only dependent on the motions
of the nuclei, not the electrons since they are assumed to have instantaneously
reached their ground state positions. The Hamiltonian operator now includes
TˆN , a nucleus-nucleus interaction potential V NN and the electronic potential
is represented by EN . However, V NN and EN have already been calculated for
the positions of the nuclei, and so the ground state wave function of a molecule
can be calculated as a function of nuclear coordinates only.
Although BA greatly simplifies the SE for light atoms, solving for the elec-
tronic ground state energy of a molecular system is still a formidable task com-
putationally and impossible analytically. However, BA forms the basis of a
number of ab-initio methods, the foremost of which are discussed below.
2.1.2 Ab-initio methods
A number of mathematical theorems have arisen with the aim of solving the
Schroedinger equation to a very high degree of accuracy. The Hartree method
for example was developed in the late 1920s in order to solve equation 2.1
from first principles. However, before the advent of electronic computers they
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were limited to highly symmetric systems with a small number of particles.
Since then, these theorems have formed the basis of a number of computational
methods to solve larger and more complex systems, they are broadly known as
ab-initio methods.
The stochastic quantum Monte Carlo methods seek to exactly solve the
Schroedinger equation to within a statistical uncertainty that is dependent only
upon the simulation time, since more statistics can be acquired.137,138 The com-
putational resources required for such a calculation are comparatively large, it
is suited to boson based systems (i.e. where the particles follow Bose-Einstein
statistics),139 single light atoms,140 and systems that exclusively involve inter-
acting electrons. i.e. Fermi gas.141,142
For solving larger systems, the main hurdle is how to treat the electron-
electron interactions of which there are two types, an exchange interaction and
a Coulomb interaction.
In Hartree-Fock (HF) theory the Hartree-Fock wavefunction represents these
interactions as a linear combination of (one-electron) atomic orbitals (LCAO),
thus avoiding the many-body problem. The HF wavefunction can then be solved
for the ground state energy using the variational principle.143–147 The LCAO
are in the form of Slater determinants which respects the anti-symmetric nature
of electrons, however the coulombic interaction between electrons is averaged.
Subsequently, the HF method slightly overestimates the electronic ground state
energy, an amount known as the correlation energy.148
The Post Hartree-Fock methods (CI,149CPP,150MP151,152) have emerged to
remedy the electronic correlation absent from HF methods, albeit to a lim-
ited degree. A further limitation of standard HF is its inability to account for
dispersion forces, which Post Hartree-Fock (PHF) methods go some way to ame-
liorate.153 The results are generally more accurate than the corresponding HF
calculation, although at a greater computational cost.148 HF and PHF meth-
ods are employed in the study of molecular structure, NMR and, vibrational,
electronic and photoelectron spectra of systems where a small number of atoms
2. Computational techniques 29
can be modelled periodically, such as semiconductors.154–156
Density Functional Theory (DFT) overcomes the many body problem by
treating the ground state electrons not as individual particles with dimensions
3N, but as an electron density with only the three spatial dimensions. Kohn
and Hohenburg proved that if this is the case then the Hamiltonian operator
in equation 2.1 can be uniquely determined.157 It was further shown that the
correct ground state electron density ρ minimises the energy E which is itself a
functional of the electron density. This work later led to a Nobel prize in 1988,
indeed the popularity and versatility of DFT is reflected in the diverse number
of fields which it is employed; molecular biology, geophysics, quantum chem-
istry and solid-state physics. Similar to Hartree-Fock calculations, DFT does
not include the physics necessary to properly describe dispersion forces,158,159
although efforts are being made to overcome these limitations.160,161 Despite
the success of DFT approach, the technique is limited to system sizes of <1000
atoms. The systems considered in this thesis typically contain 10-100 thousand
atoms. Furthermore, ab-initio based methods are suited for bond breaking and
forming events, phenomena not relevant to this research.
2.1.3 Classical methods
Computational modelling of a system involving thousands of atoms using the
Schroedinger equation is currently not practically possible. However, classical
methods exist where the potential between atoms and molecules are specified
by a set constants and functions in a force field, and their dynamics governed
by Newton’s laws of motion.
The Born-Oppenheimer approximation described above is the main assump-
tion made in the force field approach. The electrons can always be considered
to be in their ground state, indeed, they are not treated explicitly but their
effects on other atoms and molecules are governed by the force field. A particle
or interaction site refers to either a representation of an atom or a group of
atoms that may vary in size from, for example an hydroxyl group to a group of
2. Computational techniques 30
several carbons in an aliphatic chain with their adjoining hydrogen atoms. This
concept will be explained in greater detail in section 2.2.2.
In order to model larger systems out of reach of ab-initio methods, classi-
cal methods necessarily emphasise speed over accuracy. Because electrons are
not explicitly represented, properties dependent upon them cannot be ascer-
tained. The obvious and most important being molecular bond association and
disassociation events. However, the force field approach can evaluate physical
interactions to a high degree of accuracy, as well as describe structural, thermo-
physical and vibrational properties.
2.2 Atomistic simulation methods
2.2.1 Force fields
A system of particles, such as those inside of a cell in Fig. 2.2 has internal
energy
E ≡ V +K (2.2)
where K is their kinetic energy, which shall be discussed in section 2.4.1, and
V is the potential energy between the atoms. More specifically, it is the potential
energy acting on each particle from every other particle in the system. It is
composed of contributions from bonded interactions Vbonded and non-bonded
interactions Vnonbonded such that
Vtotal = Vbonded + Vnonbonded (2.3)
The functional form and parameterisation used in these terms are specified
by the particular force field used, the choice of which is a primary consideration
in classical MD and the subject of chapter 4. Within the sphere of atomistic
methods there are a large variety of force fields, they can be classified by a
number of criteria, these include; the particular form of the interaction function,
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the parameters fitted, the nature of the system being modelled i.e. condensed
phase soft matter or crystals, the method in which the parameters were obtained
i.e experimentally or ab-initio theoretically. In atomistic forcefields, the non-
bonded interactions can be obtained from liquid state calculations while the
stretching, bond angle and torsion terms are determined by quantum mechanical
calculations or by fitting to experimental data.
For a generic forcefield, the terms needed for evaluating the bonded interac-
tions are shown in equation 2.4. The first term is a harmonic bond stretching
term that represents the potential energy associated with two particles deviating
from their equilibrium positions. The second term is also a harmonic function
and represents the potential energy of three consecutive bonded atoms deviating
from their equilibrium angle. The third term models the torsion angle defined
by three consecutive bond vectors, and is a periodic function such that there
may be more than one equilibrium dihedral conformation.
Vbonded =
∑
bonds
Kb(b− b0)2 +
∑
angles
Kθ(θ − θ0)2 +
∑
dihedrals
Kχ(1 + cos(nχ− σ))
(2.4)
Each term contains a constant that represents the equilibrium value of the
distance b0, angle θ0 and torsion angle χ for their respective terms. A forc-
ing constant governs the amplitude of the function; Kb, Kθ and Kχ for the
bond, angle and torsion angle terms respectively. The slightly more complicated
trigonometric torsion term also contains a phase σ and periodicity n term.
A typical non-bonded interaction potential Vnonbonded adopts the following
functional form.
Vnonbonded =
∑
nonbonded
pairs
i,j
(
ij
[
(
Rmin,ij
rij
)12 − 2(Rmin,ij
rij
)6
]
+
qiqj
rij
)
(2.5)
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Where rij represents the interaction distance between atoms i and j. The
Lennard-Jones potential (LJ) is used to model the van der Waals (vdW) inter-
action between the atoms in different molecules or between atoms of the same
molecule separated by at least three or more bonds. The r−12 term represents
the short range Pauli repulsion interaction while the r−6 represents the longer
range dispersion interactions. Rmin,ij is the characteristic distance between two
atoms when the potential energy between them is a minimum, ij governs the
depth of the energy minimum.
2.2.2 All-atom, united-atom and coarse grained force fields
All-atom based force fields explicitly represent each atom as an interaction site,
as opposed to the united-atom force fields which incorporate two or more bonded
atoms into a single site, usually involving hydrogens. The explicit representation
of each atom may be crucial in representing precise intermolecular distances or
correct conformational behaviour of molecules. For instance, the distribution
of distances between aliphatic carbon chains in a monolayer structure is more
resolved compared to a united-atom force field where the hydrogens are sub-
sumed into the carbon interaction site.162 The benefit of using the united-atom
approach is the reduction in required computation time associated with simu-
lating less interaction sites, since an MD simulation scales ∼ O(n2). Ultimately,
in choosing an MD force field one must weigh the available computational re-
sources for their system of interest against the need for accuracy. For instance,
it is common not to explicitly represent the aliphatic hydrogens in large lipid
bilayer systems when looking at mesoscale phenomena.115
The accuracy of all-atom based simulations can be improved with the use of
cross terms that account for intramolecular coupling, as implemented in second
generation force fields (CFF91,163 PCFF,164 COMPASS165 and CFF166,167).
For example, consider a three site representation of water where the angle H-O-
H is reduced such that the hydrogens are brought closer together, an appropriate
cross term may extend the distance O-H to reduce the interaction between the
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two hydrogens. However, the inclusion of these terms incurs a computational
penalty so their use should be justified, such as when using simulation to rep-
resent vibrational spectra.168
There also exist techniques for very large systems >(106 particles) and time
scales (>10−3 s). In Coarse-Grained MD larger groups of atoms are repre-
sented by single interaction sites called beads, the functional forms that govern
the interactions are generally much simpler than those found in fully atomistic
force fields, and the time step can be much longer. Hence, much larger systems
can be simulated, and for longer periods of time. This technique can success-
fully describe mesoscopic behaviour in, for instance, biological lipid bilayers.169
However, the systems of interest in this research are governed by specific in-
teractions between molecules i.e monolayer/water and hence require an explicit
representation of these particles which is provided by an all-atom force field.
2.3 Energy minimisation
The term energy surface is used to describe how the energy of a system varies
with the atomic coordinates, and can be visualised as a series of minima and
maxima. Figuratively, the energy surface can be explored so as to obtain an
atomic configuration that corresponds to a local energy minimum. A representa-
tion of an energy surface is shown in Fig. 2.1, although they are 3N dimensional
where N is the number of interacting particles.
The topology of the energy surface itself can be used to find the local en-
ergy minimum via a minimisation algorithm that is dependent on a starting
configuration of atoms. Although many such algorithms exist (conjugate gra-
dient, second derivative methods, variable metric methods), the systems used
throughout this research are relatively simple in terms of their conformational
state and so a simple minimisation regime is implemented, the steepest descent
method. For a given initial configuration, the potential energy is calculated,
then the atomic coordinates are adjusted according to the equation
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Fig. 2.1: A representation of the potential energy surface is illustrated by the strain
energy profile for rotation of the adenosyl ligand relative to the corrin ring.
The four minimum energy conformations found are indicated with their cor-
responding atomic configuration.170
rn+1 = rn +
Fn
max(|Fn|)hn (2.6)
where hn governs the magnitude of the change in coordinates (and hence
the resolution of the method), Fn is the force as stipulated by the force field
and max(|Fn|) is the largest of the absolute values of the force components.
The force and potential energy is recomputed for the new coordinates. If
the change in energy is found to be positive, than the change in coordinates will
be rejected. If the energy decreases than the new coordinates will be accepted.
This is repeated for each atom until any decrease in energy is below some user
defined threshold, i.e. a minimum has been found. However, it is often the
case that this is a local minimum rather than the global minimum. In a local
minimum state the atomic coordinates are not in unphysical positions i.e. there
are no overlapping atoms, and the resulting system may (but not always) serve
as the initial system for Molecular Dynamics (MD).
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2.4 Integration algorithms
2.4.1 MD equations of motion
To determine the dynamic and time averaged properties of the systems, molec-
ular dynamics is employed. Newton’s equations of motion can be invoked in
order to observe the evolution of the system with time. For a general N-particle
system, Newton’s second law takes the form
mir¨i = Fi(r1, ..., rN , r˙i) = −dEi
dri
. (2.7)
and Ei is the total potential energy function from equation 2.3.
An MD simulation requires an initial structure and an initial set of particle
velocities. Experimental data from X-ray crystallography or NMR, theoretical
modelling, or model building software may provide this structure. The velocity
can be randomly assigned to the particles from the Maxwell-Boltzmann distri-
bution at the target temperature.
Equation 2.7 is then integrated in small time steps, typically 1-10 fs for MD.
The positions and velocities are recorded, and the process repeated such that
the atomic coordinates as a function of time are produced, this is referred to as
a trajectory. The choice of time step is important, since it should be sufficiently
small to resolve the oscillatory motion of the particle interactions of interest,
however the integration of the forces is the most time consuming part of MD.
A number of integrator algorithms exist to compute it efficiently. The Ver-
let 171 integrator described below, and its derivatives are widely used. Given a
time step δt, it calculates the new atomic coordinates at time t + δt using the
acceleration and positions at time t, and the coordinates from the previous time
step t − δt. Consider the Taylor expansion of the position r(t) around some
small increment in time δt
r(t+ δt) = r(t)− r(t)δt+ 1
2
a(t)δt2 + ... (2.8)
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and similarly
r(t− δt) = r(t) + r(t)δt+ 1
2
a(t)δt2 + ... (2.9)
and the addition of these two equations gives
r(t+ δt) = 2r(t)− r(t− δt) + δt2a(t) (2.10)
Equation 2.10 generates the new particle positions, and the new potentials
are calculated from equation 2.7. However, the velocity term is eliminated in
this equation, it is often desirable to retain this information in the trajectory.
The leap-frog algorithm by Hockney et al used in this research is fast and ac-
curate for most types of MD, and calculates the velocity during the integration
procedure.172,173 The velocities at time t+ 12δt are calculated as
v(t+ δt/2) = v(t− δt/2) + a(r(t))δt (2.11)
and the Taylor expansion of r(t) at time t = t+ δt yields
r(t+ δt) = r(t) + v(t+
1
2
δt)δt (2.12)
The velocity at time t = t+ 12δt is calculated from the position and acceleration
at time t and the previous velocity at t = t − 12δt. Now the values have been
derived for the position r(t+ 12δt), which themselves provide the values needed
for the next velocity step. Hence, the velocity and the positions leap-frog over
each other.
2.4.2 Treatment of non-bonded interactions
The integration of the non-bonded (electrostatic and van der Waal’s) potential
between particles in a system is the single largest contribution to the total
computational time required in MD. This is due to the pair additive nature of
the interaction, in comparison the number of bonded interactions is relatively
2. Computational techniques 37
small. However, for a given non-bonded pair the LJ potential rapidly decays to
a negligible value at ∼1 nm, for this reason a cut-off distance may be introduced
that restricts the number of non-bonded pairs contributing to the vdW potential
of each atom. A neighbour list can be generated at specified intervals that
contains those atoms within the cut-off distance for each atom. For a large
system, updating the neighbour list becomes computationally demanding, and
the choice of neighbour list update frequency becomes increasingly important.
However, by adding a buffer distance to the cut-off, the list need only be updated
when an atom moves further than half the buffer distance.
This method can also be applied to electrostatic interactions, however the
cut-off distance must be extended. This is because the electrostatic potential
converges much slower than the van der Wall’s interaction, (r−1), often extend-
ing into adjacent unit cell and interacting with the image of itself, depending
on the unit cell size. A tail correction may also be applied such that the elec-
trostatic potential smoothly decays to zero at this distance, preventing cut-off
artifacts.
A number of techniques have been developed over the years to sum the elec-
trostatic potential more efficiently, these include Ewald summation,174 Particle
Mesh Ewald,175,176 and Particle-Particle Particle Mesh Ewald (P3M).177 The
latter two are extensions of the first, and are commonly implemented in modern
MD software to deal with electrostatics. In the Ewald summation method, the
electrostatic interaction is broken up into two terms shown in equation 2.13; a
short range term Vsr that deals only with neighbouring particles and can be
easily solved in real space, and a long range term Vlr, which can be solved in
reciprocal space. The long range interactions can be treated as periodic waves in
the unit cells, so Vlr can be Fourier transformed and summed in reciprocal space,
then inverse Fourier transformed to give the long range electrostatic potential.
V = Vsr + Vlr (2.13)
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In terms of the number of calculations per particle N , Ewald summation
scales N3/2 which is only suitable for ∼ 103 particles. Modern MD simulations
commonly use >105 atoms making the use of Ewald summation for electrostatics
impractical.
Particle Mesh Ewald (PME) is a method to extend Ewald summation to
much larger systems. The charges are mapped onto a 3D grid which allows the
use of Discrete Fourier Transform (DFT) functions for Vlr instead of Fourier
transforms as used in the Ewald summation method. Fast Fourier Transform
(FFT) algorithms can be implemented to calculate the DFTs, this is the main
advantage of PME since FFTs are computed very quickly compared to ordinary
Fourier transforms. The short range term is calculated explicitly.
2.5 Thermodynamics ensembles
A thermodynamic ensemble is the sum all possible states of the system, with
an associated statistical weight for the likelihood of that state occurring. The
type of ensemble is specified by the constraints applied to the system, for MD
this is typically a combination of temperature, pressure or internal energy. The
correct ensemble in which to simulate a system is dependent upon the properties
one wishes to extract. For a system in the microcanonical ensemble (NVE) the
number of particles N , internal energy E and volume V are fixed. This repre-
sents a thermally isolated system where the temperature can be calculated, but
not controlled. This may be a limitation when reproducing experimental re-
sults at constant temperature, however the limited number of particles involved
presents a further problem in accurately representing the temperature of some
physical systems. For example, a endo/exothermic conformational change in a
macromolecule results in a significant change in temperature of the system.
This problem can be overcome by considering the above system surrounded
by a very large heat bath at temperature T . Any change to the temperature
of the system away from the temperature of the bath will always be countered
by the bath (since it is very large) and the system will relax to temperature T .
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Such a system is said to be in the canonical ensemble (NVT) where N ,V and T
are fixed and is appropriate for modelling systems at constant temperature. It
is also useful to model systems at constant temperature and pressure in which
case the isobaric-isothermal ensemble is generated (NPT).
2.5.1 Temperature coupling
The temperature of a system can be calculated directly from the average kinetic
energy of the particles. However, it can be difficult to control temperature and
a number of algorithms have been developed to correctly maintain it, three of
which are described here. The Anderson thermostat178 is the simplest, during
a simulation a particle is chosen at random and its velocity is scaled according
to the corresponding temperature in the Maxwell distribution. The well known
Nose´-Hoover thermostat introduces a friction term to equation 2.7. This affects
a thermal bath coupling to the system and has the advantage that a proper
ensemble is sampled. However, because this thermostat is strongly coupled to
the system it is more difficult to reach equilibrium, often oscillating around
it. For this reason, it is common to begin a simulation with a weakly coupled
thermostat, such as the Berendsen thermostat.179 Using the first order equation
dT
dt
=
T0 − T
τ
(2.14)
the kinetic energy of the particles are deviated slowly at a rate dependent
upon the difference between the system temperature T and the target temper-
ature To, and τ defines the coupling. Berendsen’s thermostat is simple and
stable, however it does not sample a well defined ensemble.180
The majority of this research uses the thermostat algorithm developed by
Bussi et al.181 This is an extension of the Berendsen thermostat with an added
stochastic term to enforce the correct distribution for the kinetic energy. This
ensures the correct canonical ensemble is sampled, furthermore it is weakly
coupled like Berendsen’s such that it easily equilibrates. The velocities are
2. Computational techniques 40
scaled according to
dK = (K0 −K)dt
τ
+ 2
√
KK0
Nf
dW√
τ
(2.15)
where K is a value proportional to the temperature T in equation 2.14, Nf
is the number of degrees of freedom and dW is a stochastic term.
2.5.2 Pressure coupling
The ability to simulate the thermodynamic pressure of a system is of particu-
larly relevance to this research since monolayer/water systems are experimen-
tally characterised with surface pressure - area isotherms. How this is achieved
with temperature has been discussed above and for the case of pressure, it is
quite similar. Analogous to temperature coupling, the system can be coupled
to a pressure bath such that the dimensions of the unit cell will be scaled to
simulate a given pressure. There are two widely used algorithms for rescaling
the dimensions; In the Parrinelo-Rahman182,183 scheme the equations of motion
(2.7) are extended to include a box vector term, similar to the friction term in
the Nose´-Hoover algorithm.
In the Berendsen barostat179 the cell dimensions will be scaled at a rate
inversely proportional to a user defined time constant τp in equation 2.16, so
if τp is large, the rate of change in pressure will be small. In a similar fashion
to temperature coupling, a too small value of τp will lead to large jumps in the
dimensions of the system.
dP
dt
=
P0 − P
τp
(2.16)
2.5.3 Periodic boundary Conditions
Because of the limited size of MD systems, the boundaries of the systems must
be treated carefully. Any surface that terminates the system will produce edge
effects on particles interacting with it. The use of Periodic Boundary Conditions
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(PBC) is a common technique for dealing with these types of boundaries. PBC
usually implies the use of a cubic unit cell in which the system of interest is
located, and this cell is replicated in all three Cartesian directions to form image
cells which contain image particles. This allows particles near the boundary in
the unit cell to interact with image particles in the adjacent image cell. Instead
of walls there are windows to the opposite side of the box, such that any particle
that moves through one side of the cell, reappears on the opposing side (see Fig.
2.2).
Fig. 2.2: Two dimensional representation of periodic boundary conditions.
When employing PBC in an MD simulation, it is important to be aware of
what constitutes a sufficient system size. Where any homogeneous material (i.e.
water) is being modelled, it is crucial that the individual particles experience
bulk like interactions from their neighbour particles. While for a macromolecule
(i.e. protein) it is important that the system be large enough such that one
side of the molecule does not interact with the other side through the periodic
boundary. This requires that there is sufficient space or solvent surrounding the
molecules on all sides.
3. SIMULATION PROCEDURES
3.1 System construction
This chapter describes the procedures for simulating relevant monolayer systems
composed of a monolayer of aliphatic chains on top of a water surface. Where
appropriate, typical parameters are mentioned however parameters specific to
particular systems are deferred to the corresponding computational methods
section of each chapter.
Fig. 3.1: Octadecanol molecule with hydrophilic headgroup and hydrophobic chain
indicated. The oxygen atom is coloured red, carbon atoms are coloured grey
and hydrogen atoms are white.
The coordinate file of a single monolayer molecule of octadecanol (Fig. 3.1)
was constructed manually, and was the genesis of all other monolayer molecules
used in this research. The molecule was duplicated in the lateral plane to form
a monolayer, and added to a simulation box solvated with water molecules as
shown in Fig. 3.2, this represents a monolayer material spread across the surface
of water in a Langmuir trough.
The size of the unit cell systems varied from 20 monolayer molecules at the
beginning of the research, to 320 molecules towards completion of candidature.
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The number of water molecules scaled linearly with monolayer molecules, with
30 waters for each amphiphile. This provided a water layer thickness of >20
A˚ to represent bulk water like properties. A vacuum space was included which
extended ∼100 A˚ from the top of the monolayer chains to the bottom of the
water layer (through the periodic cell boundary). This was to ensure that the
water layer did not interact with the top of the hydrocarbon chains through the
cell boundary.
Fig. 3.2: Typical unit cell system of 80 1-octadecanoic acid monolayer molecules and
2526 water molecules, shown from the side. Blue lines are guides for the eye.
Although in principle this system could have been constructed by solvating
an amorphous aggregate in water and left to evolve, the fact that monolayer
structures were known to exist made this step redundant. Indeed, the self-
assembly of such a system was demonstrated through the MD simulation by the
author and illustrated in Fig. 1.7.
A chemical diagram of all candidate monolayer molecules employed in this
research is shown in Fig. 3.3, they include 1-octadecanol (C18OH), Ethylene
glycol monooctadecyl ether (C18E1), diethylene glycol monooctadecyl ether
(C18E2), diethylene glycol monomethyl monooctadecyl ether (C18E2Me), 1-
octadecyl glyceryl ether (C18G1) and 1-octadecanoic acid (C18OOH).
3. Simulation procedures 44
Fig. 3.3: Chemical diagram of all monolayer molecules used throughout this research.
The construction of all systems was followed by an energy minimisation to
eliminate any potential strain inherent in the system, as described in section
2.3. The steepest descent method was used to minimise the potential energy
with the convergence criterion set to 1 kJ mol−1 A˚−1. Following this, molecular
dynamics (MD) was undertaken for 5 ns to allow the system to equilibrate and
a further 5 ns production run from which results were obtained. The total,
dihedral and short-range LJ potential energy as a function of time for a typical
monolayer/water system is shown in Fig. 3.4. After an initial period of relax-
ation, the energy from each contribution stabilises and, importantly, does not
exhibit any energy drift suggesting an equilibrated system.
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Fig. 3.4: The total, dihedral and short-range LJ potential energy as a function of time
for a typical monolayer/water systm. The left y-axis (red) corresponds to
the short-range LJ and dihedral potential energy. The right y-axis (blue)
corresponds to the total potential energy.
3.2 System characterisation
This research seeks to relate evaporation suppressing performance to molecular
interaction and structural properties of the amphiphiles, and although experi-
mental performance can be measured directly, the simulations performed here
can infer relationships between macroscopic observables and microscopic phe-
nomena. This idea motivated the approach to the system analyses undertaken,
since there is no precedent for this research. However, several analysis tech-
niques were borrowed from computational studies of biological membranes, and
surface grafted chain monolayers.
Analysis of specific interactions such as hydrogen bonding is especially useful
in characterising the interfacial monolayer-water interactions, and understand-
ing how the monolayer molecules interact with each other, especially headgroup-
headgroup interactions. Structural information such as molecular conformation
and order parameters, monolayer density and various molecular angle and length
values are self-explanatory and deferred to the chapters in which they are used.
Some of the more general, or often used analysis routines are described below.
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3.2.1 Monolayer tilt
Because of the semi-crystalline nature of monolayers, the tilt angle can be deter-
mined experimentally using grazing x-ray incidence diffraction (GIXD).184 The
monolayer tilt is an important indicator of how structurally robust a monolayer
is, a monolayer on water composed of upright molecules is considered more sta-
ble than one in which the monolayers are lying at some angle. Furthermore, it
provides an opportunity for comparison between simulated monolayer systems
and experimental ones. In this research the tilt angle is defined as the radial
angle away from the interfacial normal as shown in Fig. 3.5.
Fig. 3.5: Octadecanol monolayer on water (blue) with tilt angle θ shown.
3.2.2 Specific Packing
A radial distribution function (RDF) gXY (r) measures how the density of species
X changes with radial distance r from species Y , where X and Y can be atoms
or molecules, or groups of different atoms or molecules. gXY (r) is calculated
according to
gXY (r) =
〈ρY (r)〉
〈ρY 〉local (3.1)
where 〈ρY 〉local is the particle density of species Y averaged over all spherical
slices around species X with radius rmax. 〈ρY (r)〉 is the particle density of
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species Y at distance r around species X according to
〈ρY (r)〉 = 1
NX
NX∑
iX
NY∑
jB
δ(rij − r)
4pir2
(3.2)
RDFs are used frequently in this research primarily in describing the van
der Waal’s interactions between the carbon chains but also in determining spe-
cific interactions between headgroups. Because of the semi-crystalline nature
of a tightly packed monolayer, RDFs between aliphatic carbons can be used to
determine how ordered the monolayer is (i.e. an RDF of crystal lattice will have
regular and very well defined peaks). This provides insight into the stability of
different monolayers which is a crucial factor in evaluating their performance.
3.2.3 Specific interactions
Hydrogen bonding is a particularly strong non-covalent attractive interaction
between two molecules (intermolecular) or two parts of the same molecule (in-
tramolecular). One component contains a polar hydrogen atom H covalently
bonded to an atom X referred to as the Donor that is more electronegative
than the bonded hydrogen. The second component contains an electronegative
atom X such as fluorine, nitrogen, or for the purposes of this research, oxygen
and is referred to as an acceptor (see Fig. 3.6).185
Fig. 3.6: Schematic of hydrogen bond indicated by red dashed line. Also indicated are
the donor X and covalently bonded hydrogen H, and the acceptor Y .
To determine whether or not a hydrogen bond exists between an acceptor–
donor pair described above, a geometric criterion is used where the angle α =
HXY ≤ 30o and the distance r = XY ≤ 3.5 A˚.186 There are also energetic
criteria where a pair of water molecules are defined as hydrogen bonded when
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the interaction energy is less than some threshold value.187 For an equilibrated
system, measuring the total number of hydrogen bonds per time frame between
two groups in a trajectory provides insight into the affinity between the two
groups.
3.2.4 Surface pressure-area isotherms
In section 1.5 the importance of surface pressure-area isotherms in relation to
evaporation resistance of monolayers was briefly discussed. They are used to
gauge the phase behaviour and the propensity for a monolayer to pack, a typical
isotherm is shown in Fig. 3.7 with the solid-like and liquid-like phases indicated.
The actual phase behaviour is more extensive than this with many overlapping
phases and multiple nomenclatures, for a review see Knobler and Desai.188
In the context of evaporation suppression, the solid-like phase is where the
monolayer is expected to be most effective since the chains are tightly packed
as illustrated in Fig. 3.8.
Fig. 3.7: Typical isotherm for a monolayer on water with the solid-like and liquid-like
phases indicated, although the phase behaviour is much more complex.
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Fig. 3.8: Schematic of solid and liquid like phases on Langmuir trough.
Surface-pressure isotherms are usually generated from Langmuir trough ex-
periments however they can also be reproduced using molecular dynamics simu-
lation by modifying the Berendsen barostat such that the surface tension of the
system is held constant during the simulation. The surface tension in the mono-
layer γm is calculated from the average surface tension γ given by the difference
of the normal Pzz, and lateral Pxx + Pyy pressures in the system according to
the equation
γ = hz(Pzz − (Pxx + Pyy
2
) (3.3)
where hz is the height of the box. The surface tension in the monolayer at a
given area per molecules A provides a point on the tension–area isotherm γm(A).
The corresponding surface pressure–area isotherm is given by the equation
Π(A) = γaw − γm(A) (3.4)
where γaw is the surface tension of the vacuum–water interface. This term
can be calculated using equation 3.3 and simulating a water–vacuum interface
for a system containing a slab of water molecules ≥ 20 A˚ thick in the x-y
directions, and a vacuum space in the ± z-direction.189
4. COMPARISON OF FORCE FIELDS FOR SIMULATION OF
MONOLAYERS
4.1 Introduction
The choice of force field in any classical molecular mechanics modelling is a
process that involves a number of considerations; how well does a given force-
field represent systems of interest, and what is the level of accuracy required?
What is the computational cost of a given forcefield, and what are the time and
length scales necessary to represent microscopic and macroscopic properties of
the system? Assuming finite time and computational resources, a careful delib-
eration on these considerations will lead to a correct choice of force field for the
application at hand.
This chapter compares the performance of the all-atom molecular dynamics
forcefields OPLS-AA and COMPASS, and the united-atom GROMOS96 53a6
force field for organic monolayers at aqueous interfaces, as a function of surface
density, temperature and system size. Where possible, comparison with exper-
imental data was undertaken and used to scrutinise the performance of each
forcefield.
Prior to this research, Henry et al190 employed the COMPASS165 forcefield
to model organic monolayers on water, with the purpose of relating monolayer
structure to water evaporation resistance. The COMPASS forcefield has been
developed specifically for the study of polymers in the condensed phase.191
Henry et al’s results indicated that COMPASS is capable of reproducing the
basic structural properties of water based organic monolayers. However, due to
high computational demand associated with the use of COMPASS, the simu-
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lations were limited in size and time. It is therefore of interest to explore how
accurately the more computationally efficient MD algorithms using the GRO-
MOS and OPLS force field sets describe non biological organic monolayers at
the air water/interface. Comparative studies of these types of forcefields can
guide forcefield selection for subsequent studies. Todorova et al.192 investigated
OPLS and GROMOS forcefields, among others, for the most accurate represen-
tation of the experimentally observed characteristics of some peptides. Rog et
al.193 assessed a number of different forcefield configurations with the carbohy-
drate optimised OPLS194 forcefield and found that it reproduced the phase and
surface density properties of glycolipids. In this chapter we compare the per-
formance of the all-atom OPLS and united-atom GROMOS96 53a6 forcefields
against COMPASS for the well characterised organic monolayer composed of
octadecanol.
4.2 Computational Details
Systems of 20 and 80 monolayer chains on water were constructed according
to the procedure described in section 3.1. Three forcefields were employed to
model the interatomic potentials of the system; the all-atom forcefields COM-
PASS165 and OPLS,195 and the united-atom GROMOS96 53a6.196 The single
point charge (SPC) model was used to represent the water molecules197 in the
OPLS and 53a6 systems. A modified SPC water model was used with the COM-
PASS systems.198 We also performed additional simulations with the OPLS
forcefield using the TIP4P199 model. The particle mesh Ewald method176 was
employed to calculate the electrostatic interactions, with the real space part of
the Ewald sum and the Lennard-Jones van der Waal’s interaction cutoff at 9 A˚.
To eliminate any potential strain inherent in the initial system, the steepest
descent method was used to minimise the potential energy with the conver-
gence criterion set to 1 kJ mol−1 A˚−1. Following this, molecular dynamics was
performed in the NVT ensemble, annealed for 0.5 ns to overcome local energy
minima before an equilibration of a further 0.5 ns. The data acquisition was
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performed over 10 ns with an integration time step of 1 fs. The temperature
was maintained using the Berendsen thermostat200 for simulations at 273, 298
and 368 K. The annealing occurred at 323 and 348 K prior to the target 273
and 298 K simulations respectively, while the 368 K system was not annealed
due to the already high target temperature.
In order to assess the performance of the forcefields over a range of mono-
layer surface densities, multiple systems were generated in a stepwise process as
follows: from an initial system 30×30×140 A˚ the cell size was decreased by 4 A˚
each in the x- and y-directions, the system annealed and equilibrated (0.5 ns)
and then data acquired at the new surface density for 10 ns. These steps were
repeated until the system size reached 22×22×140 A˚ at which point the step
size was reduced to 2 A˚ for one step, then to 0.5 A˚ steps. Data was acquired
until 19×19×140 A˚ at which point signs of monolayer collapse were observed.
The following properties were collected and examined across different sys-
tems and conditions; specific interactions and monolayer packing were char-
acterised by averaging the radial distribution functions g(r) over 10 ns of the
trajectory for different interaction pairs. Values of g(r) were normalised to ac-
count for the vacuum spacer introduced in the cell to mimic a 2D interface of
the monolayer and water. The g(r) for carbon to carbon excludes contributions
between bonded carbons within the same chain. Specific interactions between
chain headgroups were characterised by determining changes in the average
number of Hbonds per headgroup as a function of surface density and through
changes in the oxygen-oxygen RDFs for headgroup-headgroup and headgroup-
water interactions.
We also elucidated the system’s structural properties as a function of mono-
layer surface density. These include the tilt angle which was calculated as the
radial angle between the aliphatic chains and the normal to the interface (see
section 3.2.1, and the length of the aliphatic carbon chain (C1-C18). The oc-
tadecanol headgroup conformation was characterised by the dihedral angle O1-
C1-C2-C3 (Fig. 4.1), and how this changed with temperature and system size.
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Fig. 4.1: Image of bottom half of octadecanol molecule with relevant atoms indicated.
Black at oms are carbon, white are hydrogen, red is oxygen.
The analysis tools used for OPLS and 53a6 were from the GROMACS soft-
ware package.201 The COMPASS systems were analysed using Accelrys Mate-
rials Studio.
The results are compared with experimental work, and a brief discussion of
factors associated with monolayer stability is followed. The analysis is composed
of three sections. Firstly, the three forcefields are compared against each other
and against experiment where it applies. Following this, the behaviour of the
systems at different temperatures was compared, then the effect of system size
was analysed by comparing 20 and 80 chain systems. Unless otherwise stated,
the surface density of the monolayers presented in the results section is 20 A˚2
molecule−1. This density was found to be the highest packing density at which
none of the three forcefield systems showed signs of monolayer collapse.
We found the time associated with running the simulations to be approxi-
mately two orders of magnitude longer with COMPASS systems compared to
the equivalent OPLS and 53a6 systems. The functional forms used in the COM-
PASS forcefield include several cross-coupling terms that are absent from OPLS
and 53a6. In addition, the equivalent bond and angle functional forms are of
a higher order. The modified SPC water model used by COMPASS includes
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flexible bonds, which were absent in TIP4P and standard SPC. We believe
these factors led to the increased computational efficiency in OPLS and 53a6
forcefields.
4.3 Results and Discussion
We present results obtained by OPLS and GROMOS forcefields for this study
and compare these with the COMPASS results published previously for the
same system.190 The OPLS with SPC water model was found to give very
similar results to the OPLS with TIP4P water, consequently we present the
OPLS/TIP4P results unless otherwise specified.
We begin our assessment of the performance of the three forcefields for the
simulation of octadecanol monolayers at constant temperature (298 K) by com-
paring the monolayer/water interface profiles as a function of surface density.
Octadecanol molecules were initially orientated perpendicular to the water in-
terface at a surface coverage of 45.0 A˚2 molecule−1, with the hydroxyl head
groups partially immersed into the water layer. Fig. 4.2 illustrates typical equi-
librium structures of water-monolayer interfaces obtained by MD simulations at
different surface densities. Visual observation of the monolayer structures sug-
gests that at lower surface densities (Fig. 4.2 a-c), tilted and more disordered,
thin monolayers are formed. At higher surface densities (Fig. 4.2 e-f) we found
that more ordered, perpendicularly arranged and thick monolayers are formed.
Fig. 4.3 displays the concentration profiles at different surface densities, at-
tained with the OPLS forcefield, though the GROMOS forcefield concentration
profile is nearly indistinguishable. The profiles demonstrate the relationship
between surface density of the monolayer, the layer thickness in the z-direction
and packing order. Water being an incompressible fluid maintains a constant
density, as is demonstrated in Fig. 4.3 by the water profile plateauing at ∼0.12
atoms A˚−3. The monolayers at relatively low surface density have a lower thick-
ness. This can be seen in the concentration profiles by a comparatively narrower
band for decreased surface densities. As the surface density increases, the chain
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Fig. 4.2: Equilibrium structures of octadecanol monolayer/water interface as modelled
by OPLS, at the surface densities (a) 45.00 A˚2 molecule−1, (b) 33.80 A˚2
molecule−1, (c) 24.20 A˚2 molecule−1, (d) 20.00 A˚2 molecule−1, (e) 19.01 A˚2
molecule−1 and (f) 18.05 A˚2 molecule−1.
molecules become more ordered and the thickness of the monolayer increases.
At the high surface density of ∼ 19 A˚2molecule−1 a well ordered uniform layer
is achieved. This is shown in Fig. 4.3 where the concentration profile exhibits
a uniform density across the extent of the monolayer region. Generally the
concentration profiles obtained with OPLS, Gromos and COMPASS forcefields
display similar behaviour as a function of surface density.
Fig. 4.4 displays the average of the distribution of the chains’ radial tilt
angle as a function of surface density obtained via the different forcefields. The
standard deviation (SD) of the radial angle distribution is given, in the lower
surface density region the radial tilt of the chains is stable with little or no fluc-
tuation, this is reflected in the SD. At ∼20.00 A˚2 molecule−1 the SD increases
for all forcefields, this is a consequence of the fluctuating tilt around the axis, the
SD reduces again for the lowest surface densities as the fluctuations decrease.
The general trend is the same for all three forcefields with a gradual decrease
in tilt as the surface density is initially increased from lower surface densities
(>24.2 A˚2 molecule−1). In the higher surface density region the tilt angle de-
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Fig. 4.3: OPLS concentration profiles along z-axis of water and monolayer at 20 A˚2
molecule−1
creases more rapidly until 19.01 A˚2 molecule−1 after which the change in angle
is significantly reduced suggesting a solid like phase formation. At 18.05 A˚2
molecule−1 all three forcefields agree at a value of ∼2o, i.e. essentially perpen-
dicular chains with respect to the water surface. At low surface densities OPLS
and 53a6 predict a similar degree of tilt of the alkyl chains of the monolayer
molecules with COMPASS giving slightly lower values. However, as the surface
density increases the variation between the three forcefields generally decreases.
Our observations are in qualitative agreement with experiment; Lautz et al184
measured the chain tilt angle of an octadecanol monolayer as a function of the
surface pressure at 9 and 20 oC. In the latter case, a weak first order or second
order phase transition was seen as the surface density was increased. This is
consistent with our results where a rapid decrease in tilt angle at higher surface
densities was observed, with OPLS presenting the greatest decrease. However,
it should be noted that our simulations were run in the NVT ensemble and so
have a fixed cell geometry, therefore are not able to accommodate a change in
unit cell symmetry as a result of the phase transition.
Another important measure of the degree of order within the monolayer is
given by the carbon-carbon radial distribution function (RDF). The RDF is a
measure of the probability of finding one group of atoms between a distance
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Fig. 4.4: Average tilt angle as a function of surface density for the three forcefields
with standard deviations included
r and r + dr from another group of atoms, in this case the aliphatic carbon.
As the surface density increases, the carbon chains form a more ordered state
which is reflected in the carbon-carbon intermolecular RDF shown in Fig. 4.5.
RDFs generated by all three forcefields share the same general shape with an
Fig. 4.5: Carbon-carbon Radial Distribution Functions (RDF) for 20 A˚2 molecule−1.
initial broad peak around 4-5 A˚ and a broader peak around 9 A˚. However, the
all-atom forcefields show greater detail around ∼ 6.8 A˚, particularly OPLS. The
differences between the united and all-atom based forcefields are most evident
around ∼4.25 A˚ and ∼5.3 A˚. The distance corresponding to the largest peak
(∼5.3 A˚) is significantly larger than the nonbonded equilibrium separation be-
tween alkyl type carbons (∼3.86 A˚). It demonstrates that the intermolecular
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interactions between the alkyl chains are dominated by next nearest neighbours
(NNN), in agreement with experimental studies of tilted phases.202 The dif-
ferences between the united-atom and all-atom forcefields may be associated
with the presence of the explicitly represented hydrogen atoms in the all-atom
forcefields. In the united atom forcefield, the potential due to the H atoms is in-
corporated into the potential of carbon and therefore is uniform in all directions
from the carbon.
In Fig. 4.6, the average number of hydrogen bonds per timeframe is shown
as a function of surface density. We considered average number of hydrogen
bonds between headgroups, displayed on the left axis, as well as hydrogen bonds
between headgroups and water, which are displayed on the right axis. Hydro-
gen bonds were determined based on the cutoffs for the Hydrogen - Donor -
Acceptor angle (≤ 30o) and the Donor - Acceptor distance (≤ 3.5 A˚).186 For
headgroup-headgroup bonding, the 53a6 and OPLS forcefields, present a sim-
ilar trend at lower densities but begin to diverge at higher surface densities,
whilst the converse occurs for headgroup-water hydrogen bonding. Overall, the
53a6 systems exhibit greater hydrogen bonding than the all-atom forcefields.
At low density, the octadecanol monolayer headgroups are fully accessible to
water, enabling significant hydrogen bonding. However, as the surface density
is increased, water is excluded from between the headgroups and the average
number of hydrogen bonds with water decreases. Consequently, as the system is
compressed the headgroups on different chains come into closer proximity and
the average number of Hbonds between headgroups increases.
The hydration of the monolayer head groups can also be assessed by the ra-
dial distribution function between water oxygen and monolayer headgroup oxy-
gen atoms (Fig.4.7), and also between headgroup oxygens themselves (Fig.4.8).
Focusing on data obtained at 20 A˚2molecule−1, we find that the all-atom force-
fields agree well with each other in terms of relative peak intensity for both
RDFs, while the united-atom forcefield presents a distinctly higher peak for the
headgroup oxygen pairs. However, there are slight variations in the location
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Fig. 4.6: Average number of hydrogen bonds per timeframe as a function of surface
density with standard deviations included
of the first peak, OPLS (∼2.8A˚), COMPASS (∼2.65A˚), 53a6 (∼2.60A˚) for the
headgroup - headgroup RDF. This is most likely a reflection of the particular
parameterisation of the interaction term between oxygen atoms in these force-
fields. This shift is not present in the Carbon-Carbon RDFs suggesting similar
parameterisation of the forcefield for aliphatic carbon. Overall the RDFs for
headgroup oxygen - water oxygen show much less variation, with 53a6 closely
agreeing with the all-atom forcefields.
Fig. 4.7: Radial Distribution Function (RDF) for Octadecanol monolayer at 20.00 A˚2
molecule−1 for headgroup oxygen - water oxygen.
Analysis from torsions within the alkyl chains provides an additional mea-
sure of order and packing. The two all-atom based forcefields present a simi-
lar headgroup conformation distribution (O1–C1–C2–C3) shown in Fig. 4.9 for
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Fig. 4.8: Radial Distribution Function (RDF) for Octadecanol monolayer at 20.00 A˚2
molecule−1 for headgroup oxygen to headgroup oxygen
molecular density 20 A˚2 molecule−1. In particularly, we observe a major peak at
180o reflecting trans conformation and two smaller gauche conformation peaks
at ∼60o and ∼300o. The 53a6 forcefield presents a distinctly different distri-
bution, where less order is reflected by the broader distribution which slightly
favours a trans conformation. This difference in behaviour is a direct result
of the periodic potential used to describe this dihedral. In particular, OPLS
implements the Ryckart-Bellemans torsion potential which has a stronger po-
tential corresponding to the trans conformation. The 53a6 forcefield also has a
lower force constant which leads to less restrictive conformational orientations
which are more subject to change compared to the the OPLS forcefield, thus
resulting in a broader dihedral distribution. As a result of the extra freedom the
headgroup can more easily adopt conformations that enable it to form hydrogen
bonds with water. Indeed the same reasoning could be applied to the interchain
oxygen RDF which has a higher peak for the 53a6 system.
Fig. 4.10 displays the average lengths for the alkyl chains over the range
of surface densities investigated. At the lower surface densities, the monolayer
molecules are generally not fully extended due to the presence of gauche di-
hedrals in the chains. As the surface density increases there is an associated
decrease in the aliphatic gauche conformations as the chains are straightened.
This trend is consistent with Gericke et al 203 who found the antisymmetric
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stretching vibration of the similar 1-hexadecanol to change only “slightly” upon
compression (32 - 19.5 A˚2 molecule−1). The actual differences between the
forcefields, are insignificant over the the length of 18 aliphatic carbons.
Fig. 4.9: O1–C1–C2–C3 Dihedral conformation distribution at 20.00 A˚2 molecule−1
Fig. 4.10: Average length of the carbon chains as a function of surface density for
OPLS and 53a6 forcefields at 298 K with standard deviations included
4.3.1 Effect of temperature
Studies of monolayers in the literature will often look at how a particular prop-
erty changes with temperature,204 which can be used to explore phase behaviour
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of a monolayer. Three temperatures were chosen that would represent the lim-
iting cases of temperature effects on water (freezing, ambient and boiling condi-
tions) and span a large enough range of values such that results were appreciably
different and trends, if any, would be evident.
In this section we compare the performance of the three forcefields for de-
scribing monolayers at the chosen temperatures (273, 298, 368 K). Fig. 4.11a,
4.11b and 4.11c demonstrate how the tilt of the monolayer responds to different
temperatures across the range of surface densities as simulated by the three
forcefields. Work by Lautz et al 184 established a first order change for tilt an-
gle in the higher density octadecanol monolayers, this change was seen to be
stronger at 9oC compared to 20oC where the change was described as weak
first order or second order. Similar behaviour was observed here for all three
forcefields here, however it is better reproduced by the two all-atom forcefields.
At 368 K all three forcefields show a more shallow increase in tilt angle at the
higher surface densities (>24 A˚2 molecule−1) compared with 273 and 298 K.
For the lower surface densities at this temperature, the tilt angle trend for
each forcefield was different. The deviation in the 368 K trend for OPLS (Fig.
4.11a) was a result of the chains no longer forming an ordered monolayer at these
temperatures and surface densities. The carbon chains were not straightened
and a valid axis of tilt was not present. This phenomena also occurred in the
53a6 system at 45 A˚2 molecule−1. The low density COMPASS systems did not
exhibit this behaviour, instead the trend continued to increase.190
The response of the aliphatic Carbons to changes in temperature can be
analysed with the intermolecular Carbon-Carbon RDF as seen in Fig. 4.12
with the surface density held constant at 19.01 A˚2 molecule−1. It is clear from
Fig. 4.12 that the three forcefields show negligible differences in the C–C RDFs
as a function of temperature. This could be a consequence of the fixed geometry
of the cell in the NVT ensemble which is limiting the lateral chain expansion
and therefore maintains the average distance between the molecules.
Fig. 4.13 displays the RDFs between monolayer headgroup oxygens and
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(a)
(b)
(c)
Fig. 4.11: Octadecanol monolayer average tilt angle as a function surface area for the
three forcefields (a) OPLS (b) 53a6 and (c) COMPASS. For each force field,
the tilt angle is examined at three different temperatures: 273, 298 and 368
K. Standard deviations are included. (0o angle corresponds to monolayer
perpendicular to the interface)
water oxygens at varying temperatures. All three forcefields yield a similar
trend; an increase in temperature results in a decrease in the intensity of the
Hbond peak at ∼2.7 A˚.
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(a)
(b)
(c)
Fig. 4.12: Intramolecular carbon-carbon radial distribution function of octadecanol
monolayer at 19.01 A˚2 molecule−1 for the three forcefields (a) OPLS (b)
53a6 and (c) COMPASS. For each forcefield, the RDFs at the three different
temperatures 273, 298 and 368 K are shown.
The temperature effects on the conformational behaviour of the headgroup
at constant surface density (20 A˚2/molecule) can be seen in the O1–C1–C2–
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(a)
(b)
(c)
Fig. 4.13: RDFs of headgroup oxygen - water oxygen of octadecanol monolayer at
20.00 A˚2 molecule−1 for the three forcefields (a) OPLS (b) 53a6 and (c)
COMPASS. For each forcefield, the monolayer system at the three different
temperatures 273, 298 and 368 K is shown.
C3 dihedral distribution shown in Fig. 4.14. At 273 and 298 K there is very
little change in the predominantly trans oriented monolayer for the OPLS and
COMPASS system. At 368 K there is a small reduction in trans conformation
which can be attributed to the higher kinetic energy of the system enabling it to
overcome the barrier for rotation to the gauche conformation. This was not the
case for the 53a6 forcefield where the dihedral distribution shows no discernible
difference across the three temperatures.
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(a)
(b)
(c)
Fig. 4.14: Octadecanol O1–C1–C2–C3 dihedral angle distribution at 20 A˚2 molecule−1
for (a) OPLS, (b) 53a6 and (c) COMPASS. For each forcefield, the mono-
layer system at the three different temperatures 273, 298 and 368 K is
shown.
4.3.2 Effect of system size
The systems discussed so far consisting of 20 octadecanol molecules, have gener-
ally reproduced the behaviour and properties observed experimentally. However,
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the size of these systems may be insufficient to describe variations in the phase
space across the interface and to capture localised effects. Therefore systems
were considered in which the number of octadecanol molecules was increased
to 80 which equates to doubling of the x- and y-dimensions of the cell. By
increasing the scale of the system and comparing it with the above results, the
differences arising from modelling different system sizes can be determined and
the necessary system size identified for properties modelled.
The subsequent analysis of system size will focus on the two all-atom force-
fields OPLS and COMPASS. These two forcefields have shown a stronger con-
sistency with each other and experiment compared with the united-atom based
53a6 forcefield. The COMPASS system was run at a single surface density value
(20 A˚2 molecule−1) with 80 molecules, due to the prohibitive computational cost
of running these systems at this scale.
The Carbon RDFs in 4.15a show there is no significant difference in the
behaviour of the carbon chains for the different size systems, particularly so for
the COMPASS forcefield systems. The finer detail in the the smaller OPLS
system was smoothed out in the larger system to more closely resemble the
COMPASS distribution.
The radial distribution functions for the oxygen groups did not vastly change
with an increasing system size, Fig. 4.15b demonstrates that the RDF obtained
with the COMPASS forcefield is indistinguishable over the two sizes while the
OPLS forcefield shows an increase in interchain oxygen affinity in the large
system, with a corresponding decrease in the magnitude of the broader next-
nearest neighbour peak.
Fig. 4.15c displays the dihedral distribution of the headgroup region (O1−
C1−C2−C3) for the larger and smaller system with the two all-atom forcefields.
The similar distribution suggests the conformational configuration of the head-
group is not dependent on system size for the OPLS forcefield.
Fig. 4.16a displays the tilt angle as a function of surface density for the 20
and 80 molecule systems respectively, obtained with OPLS. The trends in the
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(a)
(b)
(c)
Fig. 4.15: Octadecanol monolayer size comparison for; (a) carbon-carbon RDF at 20
A˚2 molecule−1 and 298 K (b) headgroup-headroup oxygen RDF for OPLS
and COMPASS forcefields for 20 A˚2 molecule−1 at 298 K, and (c) dihedral
distribution for OPLS and COMPASS forcefields for 20 A˚2 molecule−1 at
298 K.
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two systems agree well, however a notable difference is observed at the surface
density of 45 A˚2 molecule−1. The 80 molecule system exhibits a significant
reduction in tilt angle (∼13o) compared to its 20 molecule counterpart. At
this particular surface density, the monolayer was initially in a tilted but well
ordered configuration (Fig. 4.16b) with all molecules tilted at approximately
the same angle and direction. As the system evolved, the molecules began to
aggregate leaving a region of uncovered water (Fig. 4.16c) in the cell. This
process occurred within ∼1 ns and remained stable for the full duration of the
simulation.
To further confirm the validity of our results, we repeated the simulations
with different random seeds to generate varying initial velocities. All simulations
resulted in the formation of stable aggregates, irrespective of the initial velocities
generated.
We began the characterisation of the aggregate by first calculating its surface
density, which was found to be∼31 A˚2 molecule−1. The monolayer tilt angle was
33.4±2.9o which was less than the tilt angle of the equivalent surface density
in the smaller system (∼46o) as determined from Fig. 4.16a. The number
of hydrogen bonds per frame as defined previously, was 2.6±0.8 which was
again higher than the corresponding number obtained for the equivalent surface
density of the smaller system.
The OPLS system with SPC water did not exhibit this phenomenon
in the large system, the trend continued to follow that of the smaller system.
Indeed, this was the only discernible difference in the results presented thus
far. We also observed a particular orientational ordering of the molecules which
can be seen in Fig. 4.17, and occurred solely in the OPLS/SPC system. The
molecules aligned themselves into columns with a particular backbone orienta-
tion common to all molecules in that column. The behaviour is repeated in
the two adjacent columns, though the backbone orientation angle was different.
This behaviour occurred in the 19.01 system at 298 K, and in the 273 K sys-
tems at 19.01 and 20.00 and 24.20 A˚2 molecule−1, where the molecules aligned
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(a)
(b)
(c)
Fig. 4.16: (a) Tilt angle as a function of system size for OPLS forcefield at 298 K with
standard deviations included and, image of 45.00 A˚2 molecule−1 system’s
initial configuration (b) and final configuration (c).
approximately parallel.
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Fig. 4.17: Top view of octadecanol molecules with backbone orientation overlayed, at
19.01 A˚2 molecule−1 at 298 K for OPLS system with SPC water.
4.4 Conclusions
We have compared the three forcefields, OPLS, 53a6 and COMPASS for molec-
ular dynamics simulations of 1-octadecanol monolayers at an aqueous interface.
Monolayer properties as a function of surface density were compared at three
different temperatures (273, 298 and 368 K) and across two different system
sizes (20 and 80 chain molecules per unit cell). Properties investigated include
average radial tilt angle, dihedral distribution, average lengths and, intermolec-
ular interactions including hydrogen bond and non-specific carbon chain inter-
actions. Where possible, we have compared the results to experiment to assess
the efficacy of the forcefields for these types of systems.
Hydrogen bonding was characterised by headgroup oxygen - headgroup oxy-
gen RDFs, and headgroup oxygen - water oxygens RDFs with the 53a6 systems
showing a much more significant hydrogen bonding peak at ∼2.7 A˚ compared
to the two all-atom based forcefields. A possible explanation for this can be
found in the 53a6 dihedral distribution which shows little preference to any one
discrete conformation.
The carbon - carbon RDFs provided insight into the difference in chain order-
ing predicted by the united-atom based forcefield 53a6 and the all-atom OPLS
and COMPASS forcefields. The all-atom forcefields predict greater ordering of
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the chains compared to the united-atom forcefield.
The tilt angle was measured as a function of surface density, and all three
forcefields yielded similar trends; an initially slowly decreasing tilt angle with
increasing surface density, then a rapid decrease in tilt angle at higher surface
density values. This is in qualitative agreement with experiment which shows
that octadecanol monolayers undergo a first order phase change at high surface
densities. This phase change is accompanied by a sudden decrease in tilt angle,
as we have observed. The OPLS forcefield agreed best with this observation.
The three monolayer systems were examined at 273, 298 and 368 K to deter-
mine how they respond to changes in temperature. The carbon-carbon RDFs
remained essentially unchanged over the three temperatures due to spatial lim-
itations of a fixed cell geometry. However, appreciable changes in tilt angle and
headgroup conformity were observed. The two all-atom forcefields (OPLS &
COMPASS) displayed good agreement with experiment.
For a larger system model, the OPLS results deviated only slightly from
those obtained with the smaller models while no obvious changes were evi-
dent in the COMPASS forcefield simulation. The tilt angle in the larger OPLS
system was shown to be a few degrees smaller compared to the smaller sys-
tem. This may be important when studying phase behaviour of monolay-
ers, where the tilted/untilted transition point indicates a 2-dimensional phase
change.184,205,206 The interchain headgroup oxygen RDF in the larger OPLS sys-
tem suggested a stronger interaction between monolayer headgroups. Whether
or not there is a relationship between tilt angle and headgroup - headgroup/water
affinity is yet to be determined. There were no changes observed in the larger
COMPASS system.
We have found that large systems (≥80 molecules) are required to observe
monolayer aggregation at low surface densities, though it should be noted there
are small changes in interchain headgroup behaviour and monolayer tilt angle
compared to the smaller systems (20 molecules) with equivalent surface densi-
ties. The all-atom based forcefields can be recommended for MD monolayer sim-
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ulations that are aiming to investigate the effects of temperature. There was lit-
tle difference in results obtained with the all-atom based OPLS and COMPASS
forcefields, though OPLS better represented the monolayer tilt angle behaviour
which may have implications for MD simulations involving phase behaviour.
Also, the greater computational efficiency of OPLS and 53a6 forcefields com-
pared to COMPASS, as presented in the context of organic monolayer/water
systems, should not be discounted as an important factor when selecting force-
fields. Indeed, the OPLS forcefield will be employed for all subsequent monolayer
simulation in this research.
5. OCTADECANOIC ACID - A MOLECULAR DYNAMICS
CASE STUDY OF AN EVAPORATION SUPPRESSING
MONOLAYER CANDIDATE.
5.1 Introduction
In this chapter, we extend our simulation of aliphatic chains on water surfaces
to include octadecanoic acid (C18OOH). Monolayers of octadecanoic acid have
been previously investigated as a means to reduce evaporation of water. The
carboxyl headgroup contains an additional Hbonding acceptor site (Fig. 5.1)
compared to octadecanol which is expected to provide strong anchoring to the
water surface.
Fig. 5.1: Chemical diagram of octadecanoic acid. Grey balls are carbon, white balls
are hydrogen and red balls are oxygen.
Some of the earliest laboratory studies of evaporation suppressing monolay-
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ers were carried out on long chain fatty acid monolayers, including octadecanoic
acid by Archer76 and Rosano,207 with positive results. For example Rosano et
al showed using surface pressure-area isotherms (Fig. 5.2) that long chain fatty
acids had the ability to form tightly packed monolayers on water, a necessary
condition for an effective evaporation suppressant.
Fig. 5.2: Experimental surface pressure-area isotherm of octadecanoic acid at 20oC.208
In contrast, testing outside of the laboratory has shown monolayers con-
taining octadecanoic acid demonstrate negligible water savings.209 This may
be due to its extremely low equilibrium spreading pressure (esp).210 This is a
property that allows a monolayer to spontaneously spread across the surface of
water and form a closely packed film, a high spreading pressure also allows the
monolayer to eject impurities from the film. The work by Archer and Rosano
was carried out under laboratory conditions where the monolayer was artificially
compressed to acquire packing conditions required for evaporation suppression.
Under these conditions, the low esp would not have been apparent. The esp of
C18OOH has since been reported by Heikkila et al211 to be 7.9 mN/m. C18OH
has a relatively higher esp of 39 mN/m.212
The implications of low esp upon the microstructure of octadecanoic acid
may possibly be determined using scattering techniques. Uyeda et al208 trans-
ferred octadecanoic acid monolayers on water, to carbon films in order to observe
them with dark field electron microscopy, shown in Fig. 5.3. The very high reso-
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lution images extracted show a film characterised by holes, which occurred over
all surface pressures examined. However, it remains unknown whether or not
this behavior is specific to octadecanoic acid or a general property of monolayers
and if indeed the presence of the carbon film has any effect.
The spreading pressures of long chain fatty acid and alcohol monolayer ma-
terials was investigated by O’Brien et al.213 They reported a relationship be-
tween alkyl chain length and equilibrium spreading pressure where a reduction
in chain length corresponded to an increase in spreading pressure. However,
for any given chain length, alcohol terminated headgroups showed much greater
spreading pressure compared to carboxyl headgroups. This suggests that the
balance between hydrophobic and hydrophilic components is fundamentally re-
lated to the spreading pressure of a film. In this case, octadecanol has a smaller
hydrophilic headgroup that more effectively balances the 18 carbon hydrophobic
chain. Whereas octadecanoic acid, with the same chain has a larger hydrophilic
component that may be detrimental to its ability to spread. However, whether
this is due to the physical size of the headgroup or the specific nature of the
headgroup interaction (headgroup-headgroup/water interaction strength) is yet
to be established.
Fig. 5.3: Dark field electron microscopy image of octadecanoic acid at a surface pres-
sure of 30 mN/m and a temperature of 20o. Dark parts are water (or pros-
trated monolayer molecules) and the light parts are assembled monolayer
molecules.208
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Despite the considerable amount of research conducted on octadecanoic acid
monolayers,76,207,208,210,213–215 both in evaporation mitigation and other con-
texts, there has been no specific explanation for its low evaporation resistance
beyond its low equilibrium spreading pressure.
This chapter compares monolayer/water systems of octadecanoic acid with
octadecanol, in order to relate microscopic properties from simulation with evap-
oration mitigation performance. The aim of this chapter is to determine the
influence of the carboxylic acid headgroup of octadecanoic acid on the inter-
actions at the monolayer/water interface and explain, in terms of molecular
structure and intermolecular interactions, the reasons why octadecanoic acid
displays such low equilibrium spreading pressure and poor evaporation sup-
pressing performance.
5.1.1 Long chain fatty acid monolayers
C18OOH is a weak acid that upon entering water will partially dissociate into
C18OO− and H+ ions. The extent to which an acid dissociates is determined
by its particular dissociation constant Ka and the pH of the solution. The
logarithmic form of the dissociation constant pKa is generally used, which for
octadecanoic acid is ∼4.9. An acid of this strength entering a solution of neutral
water will be nearly fully ionised, however, long chain fatty acid monolayers do
not enter into solution but form a bidimensional phase on the surface of water.
How this affects the ionisation properties of the acid head group has been the
subject of extensive experimental investigations.216–221
Kanicky and Shah216 argued that by decreasing the saturation of long chain
(C18) fatty acid monolayer molecules, they could affect an increase in the in-
termolecular distance between adjacent chains. They proposed that in closely
packed octadecanoic acid monolayers the proximity of the carboxylic groups
provides a degree of shielding to their constituent hydrogen atoms, reducing ion-
isation. Gericke and Hu¨hnerfuss studied octadecanoic acid monolayers on water
using IR reflection-absorption spectrometry. They conducted the experiments
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pKa Author
10.15 Kanicky & Shah216
8.3 Heikkila et al217
9.0 Christodoulou & Rosano218
9.5 Aveyard et al219
Tab. 5.1: pKa values determined for monolayers of octadecanoic acid.
at pH levels of 2-9, and only at pH 9 did they observe a large deprotonation of
the carboxylic acid group.221
Miranda and Shen employed infrared-visible sum-frequency vibrational spec-
troscopy to study the microscopic structure of water underneath a monolayer
hexacosanoic acid (CH3(CH2)24COOH), which has a pKa of ∼4.9 (in solution).
They argued that the interfacial pH should be less than the bulk pH, as a result
of the higher surface proton concentration induced by the surface electric field.
Hence, the half-ionisation of the monolayer should occur at a bulk pH much
higher than 5. In fact, from their spectroscopic results strong ionization of the
acid does not occur until a pH of ∼12 is reached.220
A number of pKa values have been calculated for surface phase octadecanoic
acid and are shown in Tab. 5.1. The Henderson-Hasselbalch equation can be
used to approximate the ratio of C18OOH molecules to C18OO− anions
pH = pKa + log10(
[A−]
[HA]
) (5.1)
if we take the pH of water to be 7, and, as a reasonable test value from Tab.
5.1, the pKa of the surface phase of octadecanoic acid to be 9 then
7 = 9 + log10(
[C18OO−]
[C18OOH]
) (5.2)
10−2 =
[C18OO−]
[C18OOH]
(5.3)
which means approximately 1% of C18OOH monolayer molecules are ionised.
The system modelled in this chapter contains less than 100 monolayer molecules
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and as such is modelled without anions. This also eliminates the need for
counterions required for simulations that employ Particle Mesh Ewald, greatly
simplifying the system.
In addition to the established experimental evidence favouring the proto-
nated state of octadecanoic acid monolayers on water, there is a precedent for
modelling long chain acid monolayers in this form.222–224
5.2 Computational setup
Construction of the system is explained in section 3.1, although it should be
mentioned that 80 monolayer molecules were used here. The OPLS forcefield
was employed as it was previously found to efficiently and accurately model the
interatomic interactions in octadecanol monolayer/water systems in chapter 4.
A charge neutral model of octadecanoic acid was used to eliminate the need for
counterions in the water subphase.
The TIP4P199 model was used to represent the water molecules. The parti-
cle mesh Ewald method176 (PME) was employed to calculate the electrostatic
interactions with the real space part of the Ewald sum and the Lennard-Jones
van der Waals interaction cutoffs at 13 A˚. In chapter 4 we found that using PME
with a cutoff of 9 A˚ was sufficient in replicating the results of Henry et al.190
Energy minimisation was performed and is described in section 3.1. Following
this, MD was performed in the NPT (constant number (N), constant pressure
(P), constant temperature (T)) ensemble for 10 ns with an integration time
step of 1 fs. The temperature was maintained at 298 K using the thermostat of
Bussi et al.181 while the surface pressure was maintained using the Berendsen
coupling regime.200 The systems were considered equilibrated when fluctuation
in the x-y box vectors were below approx. 0.2 A˚ and the total energy of the
system displayed no energy drifts. Data acquisition was performed over the final
5 ns with surface pressure coupling applied in the x-y directions.
The performance of the molecules was assessed over a range of surface pres-
sures. Each system was initially coupled to a surface pressure of 50 mN/m and
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MD was performed. The surface pressure was then decreased in 10 mN/m in-
crements until a surface pressure of 10mN/m was reached. However, C18OH
showed signs of instability around 10 mN/m which is discussed in chapter 6,
and so a final isotherm value was taken at 12.5 mN/m.
Specific interactions between monolayer chains as well as between the chains
and water were also characterised as a function of surface pressure. The average
number of hydrogen bonds occurring between donor-acceptor pairs was calcu-
lated based on the criteria described in section 3.2.3. We also calculated the
average radial tilt angle of the chains with respect to the interfacial normal.
5.3 Results
The surface-pressure area isotherm for octadecanoic acid (C18OOH) and oc-
tadecanol (C18OH) is shown in Fig. 5.4. This C18OOH isotherm is remarkably
consistent with the experimental surface pressure-area isotherm by Uyeda et
al.208 shown in Fig. 5.2, while C18OH compares well with the experimental
isotherm by Prime et al.212
Both isotherms present a solid-like phase in the higher surface pressure re-
gions (>30 mN/m) where the monolayer is expected to perform optimally as an
evaporation suppressant. In the lower surface pressure regions C18OOH mono-
layer retains its closely packed structure as opposed to the C18OH monolayer
where the surface density tends to decrease with decreasing surface pressure.
Interestingly, C18OOH packs tighter than C18OH for the majority of the
surface pressures, in both the simulated and experimental isotherms shown.
This may explain its evaporation resistance under laboratory conditions seen
by Archer76 and Rosano.207
The average tilt angle away from the interfacial normal is shown as a func-
tion of surface pressure in Fig. 5.5. Except for the highest surface pressures
simulated, C18OOH displays less tilt than C18OH, this is consistent with sur-
face pressure-area isotherms where a more tightly packed monolayer is expected
to tilt less. From glancing incidence x-ray diffraction (GIXD) studies in the lit-
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Fig. 5.4: Simulated and experimental surface pressure-area isotherms for octadecanoic
acid and octadecanol. The simulated isotherms are given by dashed lines.
The experimental octadecanol isotherm (solid red) is from Prime et al,212
the experimental octadecanoic acid isotherm is taken from Uyeda et al.208
erature, it is established that monolayers composed of long chain fatty acids are
approximately vertical at high surface pressures, and become tilted as the sur-
face pressure decreases.225,226 This relationship is seen here with the exception
that the chains are not fully vertical at the highest surface pressures.
Hydrogen bonding per molecule between the monolayer and water is shown
in Fig. 5.6 as a function of surface pressure. The difference between the two
materials is quite large considering that C18OOH has an additional acceptor
oxygen in the headgroup compared to C18OH, and yet shows an overall re-
duced Hbonding to water. Hydrogen bonding between monolayer and water
is expected to play a vital role in anchoring the aliphatic chains to the water
surface. Our observation may therefore indicate that C18OOH is ineffective at
suppressing water evaporation outside of laboratory conditions and especially
in the presence of wind, due to the lack of Hbonding between the monolayer
and the water.
The interchain hydrogen bonding is shown in Fig. 5.7 as a function of
surface pressure. For most surface pressures there is significantly more inter-
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Fig. 5.5: The average tilt angle away from the interfacial normal is shown as a function
of surface pressure.
chain Hbonding for C18OOH, although the two systems appear to converge at
the highest surfaces pressures. However, while interchain Hbonding is overall
greater than the C18OH monolayer, it occurs at the expense of the chain-water
Hbonding. The total number of Hbonds are also shown in Fig. 5.6, it is in-
teresting to note that C18OH forms more Hbonds than C18OOH despite the
latter having an additional Hbond acceptor site.
Illustrated in Fig. 5.8, the C18OOH hydroxyl moiety can be seen acting as a
charge donor to neighbouring carbonyl acceptors. This is also quantified in Fig.
5.7, it is shown that interchain Hbonding occurs almost exclusively between
carbonyl and hydroxyl components.
It was mentioned in section 5.1 that the equilibrium spreading pressure may
be related to either the physical size of the headgroup or nature of the headgroup
Hbonding. In light of the results presented, we believe it is strongly related to
the nature of the Hbonding. In particular, octadecanoic acid’s lack of anchoring
to the water surface would be expected to lower the spreading pressure of the
monolayer.
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Fig. 5.6: Hbonds per molecule between monolayer headgroups and water, as a function
of surface pressure for octadecanol and octadecanoic acid (solid lines). The
total number of Hbonds formed (monolayer-water + monolayer-monolayer)
are shown for each material (dashed lines).
5.4 Conclusion
Molecular dynamics simulation of octadecanol (C18OH) and octadecanoic acid
(C18OOH) monolayers on water have been carried out in order to relate struc-
tural and interaction properties with evaporation mitigation performance. Both
materials are well characterised experimentally, C18OH has been shown to have
some effectiveness as an evaporation retardant whereas C18OOH has not shown
this ability outside of laboratory conditions.
Surface pressure-area isotherms were obtained from simulation and showed
that monolayers of C18OOH were indeed able to form tightly packed mono-
layers in qualitive agreement with experiment. This behaviour may have been
responsible for the high evaporation resistance of this material under laboratory
conditions.
Analysis of the hydrogen bonding network at monolayer/water interface re-
vealed a greater headgroup-headgroup interaction for C18OOH molecules com-
pared to C18OH. This occurred however at the expense of reduced Hbonding
between octadecanoic acid and water, this may explain the low equilibrium
spreading pressure of this material. Hydrogen bonding between monolayer and
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Fig. 5.7: Hbonds per molecule between monolayer headgroups as a function of surface
pressure for octadecanol and octadecanoic acid (Solid lines). Also included
are Hbonds per molecule between headgroup carbonyl and hydroxyl moieties
for octadecanoic acid (dashed green lines).
water also plays a vital role in anchoring the aliphatic chains to the water sur-
face. Therefore, our observation may also indicate that octadecanoic acid is
ineffective at suppressing water evaporation outside of laboratory conditions
and especially in the presence of wind, due to its relative weak anchoring.
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Fig. 5.8: Snapshot of cross-section from octadecanoic system with interchain hydrogen
bonding indicated by dashed red lines according to Hbond criteria outlined
in section 5.2. Chain-water Hbonding is not shown for clarity.
6. RATIONAL DESIGN OF MONOLAYERS FOR IMPROVED
WATER EVAPORATION MITIGATION
6.1 Introduction
The analysis techniques introduced in chapters 4 and 5 can now be used and
further developed in a comparative molecular dynamics study of a variety of
headgroups. This will clarify the particular chemical properties a monolayer
material requires for evaporation suppression, and allow us to establish design
principles to further develop these materials.
The choice of hydrophilic headgroup component is of foremost importance
since an unbranched and saturated carbon chain has been established as the
most suitable hydrophobic component.77 A chain composed of 16-20 carbons
long will spread across the surface of water and self-assemble whereas longer
chains tend to aggregate, while a material composed of shorter chain am-
phiphiles exhibits poor evaporation suppressing properties.227 The problem
therefore is reduced to choosing an appropriate hydrophilic headgroup. Hy-
droxyl228,229 and acid76 groups by themselves or with adjoining ether230–232
and ester207 moieties have been commonly considered in laboratory and field
tests, yet a satisfactory product has not yet materialised.
Hexadecanol (C16OH) and octadecanol (C18OH) in particular have received
much attention for their ability to reduce water evaporation.228,229 In order to
be useful as evaporation suppressants, surface films need to have a high equilib-
rium surface pressure, and a reasonably good ability to reduce evaporation at
this pressure. C16OH and C18OH have been shown to have reasonable static
evaporation suppressant capabilities, saving up to 50% of water lost under suit-
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able conditions.233 However, these molecules have generally not been considered
to be sufficiently effective as water evaporation suppressants in practical systems
due to their rapid loss from the water surface, as well as difficulty in obtaining re-
liable suppression performance observed under laboratory conditions.210 Brooks
and Alexander234 demonstrated that the loss of these molecules is primarily due
to volatilization into the air, with dissolution into solution only becoming more
significant at temperatures below 20oC. However, despite this important finding
almost no effort has been made to address this problem so far.
From a sample of monolayer materials, a superior evaporation suppressing
material can be determined experimentally. However, the underlying mecha-
nisms responsible for one monolayer’s superior performance cannot be deter-
mined from this, and there is no basis for improvement. With OPLS selected
as an appropriate force field molecular dynamics simulation can be employed
to investigate the interfacial interactions at an atomistic level in order to gain
insights into monolayer properties that lead to superior evaporation suppressing
performance i.e. stability in the presence of wind and evaporation mitigation.
In order to develop new monolayer materials, experimental collaborators at
the University of Melbourne have developed the following two design approaches
which target the chemistry of the hydrophilic headgroup:
• Increase the molecular weight of the monolayer compound : this was de-
signed to improve resistance to loss by decreasing the vapour pressure.
However, a good monolayer needs to be able to self-spread on the water
surface and be capable of self-healing. As the alkyl chain lengthens, this re-
quirement becomes more difficult to fulfill as the spreading rate decreases
with increasing chain length. Hence, further increase in the molecular
weight has to be in the hydrophilic head region of the molecule.
• Increase the polarity : this was designed to increase the anchoring of the
molecule to water via additional hydrogen bonding, hence less volatiliza-
tion, thereby improving the monolayer resistance to being lost to the water
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and wind.
The design and choice of the monolayer compounds allows for studying the
effect of structure on properties such as their life-time at the air/water interface,
performance against wind, and ability to reduce water evaporation. These prop-
erties are investigated by using a laboratory method developed for measuring
water evaporation resistance of monolayers under wind stress to determine the
continuous rate of water loss as a function of time.
The aim of this chapter is to relate the atomistic interfacial structure and
interactions as revealed by MD, with the observed experimental performance
in order to establish the design principles required to further develop these
materials.
The beginning of this chapter will introduce the molecules selected for experi-
ment, followed by a computational methods section which includes the molecules
selected for MD. The results section begins with a brief account of their experi-
mental performance, which is followed by a theoretical interpretation using MD
simulation. The results of which lead us to establish the criteria for effective
evaporation suppressing monolayers.
6.2 Molecules Investigated
Based on the design principles detailed above, a range of monolayer materials
were subject to experimental and MD comparison, the molecules are categorised
into three classes described below.
Class one molecules contain a terminal hydroxyl group as well as nearby ether
oxygens along the chain. These molecules are ethylene glycol monooctadecyl
ether (C18E1), diethylene glycol monooctadecyl ether (C18E2) and triethylene
glycol monooctadecyl ether (C18E3).
Class two molecules are similar to the former with the exception of a termi-
nating methyl group instead of a hydroxyl. These molecules were ethylene glycol
monomethyl monooctadecyl ether (C18E1Me), diethylene glycol monomethyl
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monooctadecyl ether (C18E2Me) and triethylene glycol monomethyl monooc-
tadecyl ether (C18E3Me).
Class three are composed of just one molecule with an ether and glyceryl
group, 1-octadecyl glyceryl ether (C18G1).
In addition to these three groups, the well characterised monolayer materi-
als 1-Hexadecanol (C16OH) and 1-octadecanol (C18OH) are also investigated.
These are considered traditional evaporation suppressing materials and form a
good basis for comparison.
6.3 Computational Details
Molecular Dynamics (MD) simulations using GROMACS201 software pack-
age was used with the OPLS195 forcefield to model C18OH, C18E1, C18E2,
C18E3Me and C18G1 monolayers, representing at least one molecule from each
class of monolayer (see Fig. 6.1). System construction is as described in section
5.2.
Fig. 6.1: Molecules investigated using MD simulation.
The performance of the molecules was assessed over a range of surface pres-
sures. Each system was initially coupled to a surface pressure of 50 mN/m and
MD was performed. The surface pressure was then decreased by 5 mN/m un-
til a surface area change of at least 3 A˚2 per molecule was observed, at which
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point the surface pressure was decreased by 2.5 mN/m. At very low surface
pressure (< 20 mN/m) the step size was reverted back to 5 mN/m to retain
computational tractability. The pressure was reduced until signs of instability
were observed, such as pore formation in the monolayers.
Specific interactions between monolayer chains as well as between the chains
and water were also characterised as a function of surface pressure. The av-
erage number of hydrogen bonds occurring between donor-acceptor pairs was
calculated based on the cutoff criteria described in section 5.2. We also calcu-
lated the average radial tilt angle of the chains with respect to the interfacial
normal. These theoretically calculated properties are presented in Tab. 1, and
are compared with experimental values where available.
6.4 Results and discussion
6.4.1 Experimental testing of monolayer performance
This section primarily focuses on the results of our experimental collaborators212
and will be followed by a detail interpretation of these results using Molecular
Dynamics simulation.
Tab. 6.1 lists a number of experimental and simulated values for each
molecule. The Area (A˚2/molecule) column is the tangent of the flat part of the
surface-pressure isotherm extrapolated to the intersection of the x-axis. The
Equilibrium spreading pressure of a monolayer material is defined as the dif-
ference in surface tension of clean water, and that of water with monolayer
applied.
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Tab. 6.1: Monolayer properties of investigated compounds spread from hexane obtained from
experiment and simulation.
EXPERIMENTAL SIMULATION
Compounds
Area∗
(A˚2/mol.)
Equilibrium
Spreading
Pressure
(mN/m)
(%)Static
evaporation
resistance∗∗
Area∗
(A˚2/mol.)
Pressure
range for
good
packing
(mN/m)
C16OH 24 ± 0.2 42 31 - -
C18OH 23 ± 0.1 39 41 21 50-13
C18E1 21 ± 0.2 48 62 21 50-<0
Class
1 C18E2 30 ± 0.2 41 54 20,27 50-18
C18E3 43 ± 0.3 34 27 - -
C18E1Me 18 ± 0.4 39 32 - -
Class
2 C18E2Me 26 ± 0.4 39 42 - -
C18E3Me 74 ± 0.4 27 0 29 50-25
Class
3 C18G1 30 ± 0.03 38 49 27 50-23
∗Extrapolated from the solid phase of the isotherm from both experimental and sim-
ulation curves
∗∗Calculated at 30 minutes
Has no solid phase; extrapolated from upper end of liquid phase of isotherm.
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The ability for the new molecules to remain on the water surface is shown in
Fig. 6.2 and is referred to as the survivability of the monolayer. The experiment
consists of a Langmuir trough of water where the monolayer is applied to the
surface, a barrier moves across the surface until the surface pressure reaches 28
mN/m. As the monolayer material disappears, the barrier is forced to compress
the monolayer to maintain this surface pressure. The change in surface area
over time was recorded continuously for 24 hours. It can be seen that C18E1
has superior resistance to loss from the water surface when compared to the
traditional evaporation suppressant C18OH, with very little material lost over
the duration of the experiment. C18G1 also demonstrated better survivability
than C18OH, the remaining materials exhibited poor survivability.
Fig. 6.3a and Fig. 6.3b display the mass of water lost over time for each
monolayer material and is here on referred to as evaporation resistance. It can
be seen that for the Class 1 molecules, C18E1 and C18E2 both show significantly
improved ability to reduce evaporation under exposure to wind when compared
to C18OH with C18E1 saving 85 % of the water lost to evaporation under these
conditions. The remaining materials performed poorly.
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Fig. 6.2: The percentage of monolayer material remaining on the water surface as a
function of time for (a) Class 1 and 3, and (b) Class 2 compounds, compared
to C16OH and C18OH at a surface pressure of 27 mN/m.
6.4.2 MD simulations: monolayer structure and properties
The experimental data shows that C18E1 is the best performing monolayer
in terms of its ability to suppress water evaporation under wind stress. Al-
though an improvement in wind resistance was found for C18E2 and C18G1,
there is a limit on how far the hydrophilicity of the headgroup can be increased
before reducing the monolayers water evaporation suppression capability. In
addition, replacing the hydroxyl headgroup with a methyl headgroup provided
no suppression capability. To understand the reasons behind the observed be-
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Fig. 6.3: Amount of water lost over 2 hours for (a) class 1 and Class 3 and (b) class
2 compared to C16OH, C18OH and a control with no monolayer, under
exposure to wind at 25 km/hr.
haviours of these molecules at a molecular level, all atom monolayer models were
constructed and molecular dynamic simulations were conducted. These simula-
tions also enabled us to elucidate the necessary and sufficient conditions for a
monolayer composition and structure to perform as a good water evaporation
suppressant.
The monolayer properties were assessed over a range of surface pressures
used for experimental measurements. Typical snapshots of the simulated sys-
tems at low and high pressures are presented in Fig. 6.4. Each system was ini-
tially coupled to a surface pressure of 50 mN/m and equilibrated. The surface
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Fig. 6.4: Typical cross section snapshot of simulated monolayer systems of solid-like
phase (a) and liquid-expanded (LE) phase (b). A top view image of pore
formation is also shown (c) for those monolayers that formed a pore (C18E1
did not form a pore at any simulated pressure).
pressure was then decreased, as described in the experimental methods section,
until pore formation in the monolayers was observed. Specifically, fissure in the
monolayer appeared exposing the water and creating a pore that increased in
size (see Fig. 6.4(c)), as did the unit cell, eventually leading to termination
of the simulation. This phenomenon has been previously shown to occur in
mono/bilayer simulations119,235,236 and has been experimentally observed.93
Each system was analysed under varying surface pressure with the goal of
comparing with experimental results and determining evaporation retardant
characteristics such as anchoring, monolayer stability and small molecule per-
meation resistance. Surface pressure/area isotherms were calculated for mono-
layers of each molecule over a range of surface pressures corresponding to a
solid-like phase.
Pressure/area isotherms obtained for the simulated monolayers of Class 1
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Fig. 6.5: Simulated surface pressure/area isotherms (dotted lines) compared with ex-
perimental data (solid lines).
and 3 are shown in Fig. 6.5 together with the experimentally obtained isotherms.
Monolayers from Class 2 showed significant instability in the time frame of the
simulations which made it difficult to directly compare to available experimen-
tal measurements. It can be seen from Fig. 6.5, that there is quantitative and
qualitative agreement between the Langmuir trough isotherms and the simu-
lated isotherms for Class 1 monolayers, above a certain surface pressure unique
to each molecule. At surface pressures below a certain value pore formation
was observed corresponding to a co-existence of liquid and gas phases as seen
in the experimental pressure/area isotherms at lower pressures. The surface
pressure range for stable monolayer systems (prior to pore formation) is pre-
sented in Tab. 6.1. For Class 2 and 3 monolayers pores formed at relatively high
surface pressures signifying the instability. This is likely due to the relatively
large hydrophobic or hydrophilic head group of Class 2 and Class 3 molecules
respectively. In the simulations, both classes exhibited a larger molecular foot-
print on the water surface which led to higher inter-chain separation (lower
monolayer packing density) and larger tilt with respect to the water surface,
illustrated by examples shown in Fig. 6.4. The tilt angle as a function of sur-
face pressure is displayed in Fig. 6.7 which shows that Class 2 and 3 molecules,
C18E3Me and C18G1 respectively, display on average a larger tilt angle com-
pared to C18OH and Class 1 molecules. Experimental isotherms have similarly
shown that C18G1 (Class 3) is less densely packed in the solid phase compared
to the Class 1 materials. Overall, this behavior suggests a reduced stability of
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the Class 2 and Class 3 molecules compared to those from Class 1.
From the isotherms, the equilibrium surface density (area per molecule) of
monolayers which affect small molecule permeation237 was calculated. This
was done by extrapolating from the solid phase of the isotherms. These packing
density values are displayed in Tab. 6.1, together with other related monolayer
film properties obtained from the simulations. In agreement with experiment,
the simulated C18E1 and C18OH monolayer systems displayed a densely packed
structure (21-23 A˚2 /molecule) within a surface pressure range that extends
from 20 to 50 mN/m as can be seen in Fig. 6.5 and from Tab. 6.1. Moreover,
C18OH and C18E1 reached a lower surface pressure at pore formation compared
to the remaining simulated monolayers. Fig. 6.6 illustrates C18OH pores at zero
surface pressure and 25o using Brewster Angle Microscopy (BAM).93
Fig. 6.6: Brewster Angle Microscopy (BAM) image of the C18OH monolayer at zero
surface pressure and 25o 93
The simulated and experimental isotherms in Fig. 6.5 suggest C18E2 also
formed a solid phase monolayer. It is in this high pressure solid-like phase that
a monolayer is expected to provide the best evaporation resistance. However,
both theoretical and experimental results suggest that the length of the ethylene
oxy headgroup in Class 1 affects the way the molecules pack at the air/water
interface, with the longer headgroups of C18E2 being less likely to form closely
packed films at a low surface pressure range. Interestingly, in the simulated
isotherm of C18E2, two solid-like areas were identified, with distinct surface
densities of 21 and 27 A˚2 per molecule corresponding to surface pressures be-
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Fig. 6.7: Average radial tilt away from the normal to the interface, as a function of
surface pressure.
tween 20 and 50 mN/m. These phases differ in molecular tilt angle indicated
in Tab. 6.1 and Fig. 6.7. It is likely that simulation showed two discreet solid-
like areas for C18E2 due to the system size limitations, while experimentally a
continuous change between the same packing density values over this pressure
range was observed, as shown in Fig. 6.5.
6.4.3 Molecular mechanisms of evaporation suppression
The simulations enabled us to investigate the molecular mechanisms of interac-
tions between monolayer molecules and water. There are two types of hydrogen
bond interaction sites in the headgroups considered: hydroxyl and ethylene oxy
groups. Among these, it was found that the terminating hydroxyl group in-
teracts most with water as it is more exposed. The simulations showed that
additional ethylene oxy or hydroxyl groups on larger headgroup molecules are
indeed capable of forming more Hbonds to water, but this primarily occurs
when these molecules are significantly tilted towards the water subphase at low
pressure. This observation is confirmed by the plot of Hbond counts versus
surface pressure (Fig. 6.8(a)) which shows that the number of hydrogen bonds
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between the water subphase and the monolayer increases as the pressure is low-
ered and the chains begin to tilt. It is interesting to note that C18E1 is the
only molecule not to significantly compromise its Hbonding as it transitions be-
tween high and low surface pressure regions. In contrast, C18E2 shows a large
decrease in Hbonding to water as it transitions from a low to high pressure due
to its large reduction in tilt angle. Hydrogen bonding between the additional
ethylene oxy groups and water is not readily achievable at high surface pressures
where the C18E2 chains are largely perpendicular to the water surface, with the
additional ethylene oxy groups staying above the water level (Fig. 6.4a). Fig.
6.4(b) shows that at low surface pressures the ethylene oxy atoms of C18E2 are
more exposed to water at the expense of the monolayers ability to maintain a
close packed structure and is illustrated schematically in Fig. 6.9. These results
indicate that there may be an optimal number of ethylene oxy groups that will
simultaneously achieve good anchoring, through Hbonds between the chain and
the water subphase, while sustaining the solid-like phase at a wide range of
surface pressures.
Inter-chain hydrogen bonding statistics are presented in Fig. 6.8(b) can be
expected to have an effect on the stability of the monolayer. When the interac-
tions between water and monolayer headgroups increase (Fig. 6.8(a)), there is
a corresponding decrease in the interaction between the headgroups themselves,
with C18E1 displaying the smallest change (Fig. 6.8(b)). For example, as the
surface pressure increases and the monolayer enters the solid phase, C18OH
shows an increase in the interchain hydrogen bond interaction with a simul-
taneous decrease in hydrogen bonding to water. The relatively high count of
interchain hydrogen bonding explains the good survivability of C18OH as shown
by the experimental results presented in Fig. 6.2 which were collected when the
monolayer was in the solid-like phase. However, the notable decrease of Hbond-
ing to water results in a reduced anchoring which according to experimental
results has a detrimental effect on the monolayers ability to mitigate evapora-
tion of water (Fig. 6.3).
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Fig. 6.8: Average number of hydrogen bonds per frame as a function of surface pressure
between (a) monolayer chains and water and, (b) monolayer chains them-
selves.
Fig. 6.9: Conceptual schematic illustrating hydrogen bonding between chains (blue)
and between chains and water (red) of (a) solid phase and (b) a tilted phase
where the headgroup oxygens are more exposed to water. The headgroups
were never observed to be fully solvated but instead formed in a distinct layer
above the water.
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The C18G1 monolayer presents the highest incidence of chain-water and
chain-chain Hbond interactions across the surface pressures investigated, with
contributions coming from both OH groups. Consistent with this, experimental
measurements of monolayer stability (Fig. 6.2a) show that C18G1 has sur-
vivability characteristics approaching those of C18E1. However, this molecule
exhibits the largest tilt (Fig. 6.7), and greatest surface area per headgroup (Tab.
6.1) leading to poor packing which explains its reduced evaporation mitigation
ability. This example demonstrates that chain-chain and chain-water hydrogen
bonding alone is not sufficient for good and stable evaporation suppression. The
ability of the monolayer to pack tightly is another necessary condition.
C18E3Me, though not terminating with a hydroxyl group, did hydrogen
bond with water via its ether groups; however the number of interactions was
comparatively small and is not presented. Experimental isotherms showed that
C18E3Me did not form a stable solid phase monolayer. The simulated C18E3Me
systems, having been constructed initially as an ideal solid phase monolayer,
also showed signs of structural instability, having the smallest range of surface
pressures where a stable monolayer exists, as listed in Tab. 6.1. These simulated
results are reflected in the survivability and evaporation experiments where
C18E3Me performed very poorly in both.
C18E2 has one additional ethylene oxy in the headgroup compared to C18E1
which resulted in an increase in the headgroup gauche conformation at the low
surface pressure region, as illustrated in Fig. 6.4. This led to the increased tilt of
C18E2 compared to C18E1 due to the additional exposure of headgroup oxygens
to the water as shown schematically in Fig. 6.9. This exposure provided good
anchoring to water and explains its relatively strong evaporation mitigation
properties under wind. However, at the same time it resulted in the reduced
interchain hydrogen bonding for C18E2 compared to C18E1. This explains the
relatively poorer survivability of C18E2 as shown experimentally in Fig. 6.2.
Overall, C18E2 has a reduced surface pressure range at which good anchoring
to water and interchain bonding occurs.
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Fig. 6.8(b) shows that C18E1 has a consistent level of inter-chain Hbonding
as well as a relatively consistent Hbonding to water along the entire surface
pressure range studied. Fig. 6.7 demonstrates C18E1s relatively low tilt shown
across the full range of surface pressures. The stability of this monolayer is
further illustrated in Fig. 6.4 where general structure of the C18E1 system is
shown to be largely unchanged from the high pressure to the low pressure region
systems. It is this consistent chain-water and chain-chain bonding and its ability
to maintain solid-like behavior across the entire surface pressure range, that may
be responsible for C18E1 being the highest performing evaporation suppressant
compared to all other studied candidates.
The analysis of simulation and experimental results allowed us to determine
necessary properties of a monolayer material to exhibit superior evaporation
performance, (1) the ability to anchor to water and (2) the ability to pack
densely. However, unless these properties are available over a large surface pres-
sure range, they may not be sufficient. This is illustrated in Tab. 6.2 for all
the studied monolayers which demonstrate that C18E1 is the only material pos-
sessing the necessary and sufficient properties for good evaporation mitigation.
These may be considered as design principles for further development of these
materials.
Anchoring Packing
Large surface
pressure range
for good packing
order
C18OH X X
C18E1 X X X
C18E2 X X
C18E3Me
C18G1 X
Tab. 6.2: Necessary properties identified for superior evaporation mitigation.
In summary, the simulations demonstrate that it is the monolayers ability to
maintain good anchoring to water and packing over the entire surface pressure
range that constitutes a stable and efficient evaporation suppressant.
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The results of chapter 5 involving the MD analysis of octadecanoic acid
(C18OOH) can now be considered in the context of the above design principles.
C18OOH showed a propensity to pack tightly, in simulated and experimental
surface pressure-area isotherms. However, C18OOH could not maintain strong
anchoring and so has failed to meet this criteria for an effective evaporation
suppressant.
6.5 Conclusion
Monolayer compounds possessing aliphatic chains with only a hydroxyl head-
group (i.e. C16OH and C18OH) have previously been found to have a very
short half life due to loss of monolayer predominately to volatilization, and in
this study have also been shown to perform poorly as evaporation suppressants
under dynamic conditions. A series of monolayer compounds were synthesised
and their performance at the air/water interface investigated under static and
dynamic conditions. Molecular simulation was carried out to interpret the ex-
perimental results. Increasing the hydrophilic headgroup improved the mono-
layers lifetime but only if one ethylene oxy residue was used. Therefore, the
optimum structure with the best performance was found to be C18E1. It was
also found that replacing the hydroxyl headgroup with a methyl group (i.e. Class
2) did not improve the performance of the monolayer compound, while the ad-
dition of a second hydroxyl group (C18G1) had limited monolayer performance
when compared to C18E1. Combining with molecular simulation, this chapter
demonstrated that the exceptional performance of C18E1 can be explained by
its high equilibrium spreading pressure, the ability to sustain a highly ordered
monolayer with a stable isotherm curve, and low tilt angle over the full studied
range of surface pressures by simultaneously maintaining Hbonding to the water
surface and between the monolayer chains.
7. MULTI-COMPONENT MONOLAYERS: USING MD TO
EXPLAIN IMPROVED EVAPORATION MITIGATION
7.1 Introduction
In this chapter, we extend our molecular dynamics investigation of single com-
ponent monolayers to include monolayer blends comprising two different am-
phiphiles.
The concept of ideal surface behaviour in the context of a multi-component
monolayer on water refers to the linear dependence of the component com-
position, to its observed properties (or some simple function of them).83 For
example, if two monolayer species, i and j, were found to have an equilibrium
spreading pressure (esp) of pii and pij respectively, their esp piij in a mixed mono-
layer system would be xipii + xjpij where xi and xj are the molar fractions of
species i and j respectively.
Barnes and La Mer80 described the relationship between the evaporation
resistance rij of an ideally behaving multi-component monolayer, and the sum
of the resistance of each component by themselves with the relation:
ln rij = xi ln ri + xj ln rj (7.1)
where ri and rj are the specific evaporation resistance values of the species i
and j by themselves at a given surface pressure. They found mixed monolayers
of homologous monolayers such as hexadecanol/octadecanol to follow ideal sur-
face behaviour, whereas the non-homologous octadecanoic/octadecanol showed
positive non-ideal behaviour.
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Non-ideal surface behaviour is of more interest in the context of this research,
this refers to the positive or negative deviation in monolayer properties away
from ideal behaviour. It can be quantified in terms of free energy as described
in equation 1.1 which states that an equilibrated self-assembled system has a
minimum free energy.
The free energy of a single component monolayer system i can be further
minimised with the introduction of an additional monolayer material j, where
the change in free energy of the mixed system ij can be quantified as the excess
free energy of mixing GE . This term can be calculated using surface pressure-
area isotherms according to
∆GE = NA
〈∫ Π
Π?
AijdΠ− xi
∫ Π
Π?
AidΠ− xj
∫ Π
Π?
AjdΠ
〉
(7.2)
where Ai, Aj and Aij are the area per molecule between the surface pressures
Π and Π? which is the surface pressure at which a liquid like phase forms. NA
is the Avogadro constant.83
Using equation 7.2, Stosch and Commenga measured GE based on isotherm
results for a number of mixed monolayer systems, and also calculated their
evaporation resistance. They found positive non-ideal evaporation resistance for
monolayers of octadecanoic acid mixed with octadecanamide, octadecylamine
and octadecylurea. For each maximum deviation away from idealilty (in terms
of increased evaporation resistance), there was a corresponding minimum in
GE . It was speculated that at high surface pressures, Hbonding or electrostatic
interactions between headgroups enhances van der Waals forces between chains
which leads to increased packing and evaporation resistance. In light of the
octadecanoic acid results in chapter 5, this seems a plausible explanation. We
found that the intermolecular Hbonding between C18OOH molecules was rela-
tively higher than C18OH, as was the packing according to the surface-pressure
area isotherms.
Although Stosch and Commenga used evaporation resistance to understand
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non-ideal surface behaviour rather than develop an effective evaporation sup-
pressant (the evaporation resistance of these mixtures is relatively small), their
work is of value since they propose a molecular level explanation of the mech-
anism that underlies the improved evaporation resistance of mixed monolayer
systems. Costin and Barnes recognised the inherent difficulty in relating ex-
perimental monolayer properties to molecular interactions in their study of
two-component monolayers.83 They reported a similar decrease in GE with a
corresponding increase in evaporation resistance for mixed octadecanol/docosyl
sulphate monolayers on water.
The aim of this chapter is to identify the mechanism responsible for the
observed improvement in evaporation suppression of multi-component monolay-
ers, using molecular dynamics. Specifically, binary mixtures of 1-octadecanol
(C18OH) and ethylene glycol monooctadecyl ether (C18E1) at the air/water
interface will be modelled. In the previous chapter, C18E1 was identified as
the superior evaporation suppressant and molecular dynamics was employed to
successfully identify the possible mechanism for this improved performance. In
this chapter, we use a similar approach. We first present the experimental test-
ing of the binary mixtures and single component monolayers conducted by our
collaborators at the University of Melbourne. This is followed by an in-depth
Molecular Dynamics examination to understand the inter-atomic interactions
of the mixed monolayers at the water surface relevant to their evaporation sup-
pressing and wind resistance properties. We provide an explanation for the
observed improvement.
7.2 Computational setup
We perform MD simulations on systems composed of C18OH and C18E1 in the
ratios 1:0, 0:1, 0.5:0.5, 1:2, 1:3, 2:1 and 3:1 respectively. Each system was con-
structed by placing 320 monolayer molecules aligned parallel to the z-direction
in periodic units with dimensions 80 x 80 140 A˚. The positions of the molecules
in the mixed systems were chosen so as to mimic a uniformly mixed system, and
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is shown in Fig. 7.1 for the 1:1 system. Pagano and Gershfeld established that
the mixing of lipids in surfaces is dominated by interactions in the hydrocarbon
region in the film, and that two liquid-condensed or two liquid-expanded lipids
resulted in uniform mixing.238 This was also observed by Stosch and Cammenga
and their long chain amphiphiles.239 As such, we have assumed uniform mixing
in these simulations. The cell size in the z-direction was chosen to accommodate
a water layer ≥ 20 A˚ thick situated directly beneath the headgroup and vacuum
space approximately 100 A˚in length above the aliphatic chains to mimic a quasi
2D interface.
Fig. 7.1: Top view (along chain axis) of 1:1 mixed system at 45mn/m. C18OH is
painted red, C18E1 is blue.
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The remainder of the simulation setup is as described in section 5.2.
Surface pressure-area isotherms have been employed to compare packing
properties of different systems with 5 mN/m intervals. Importantly, a good
agreement with experimentally measured isotherms is indicative of the efficacy
and accuracy of the MD technique for these types of systems.212
Specific interactions between the monolayer and water were characterised as
a function of surface pressure. The average number of hydrogen bonds occur-
ring between donor-acceptor pairs was calculated based on the cutoff criteria
described in section 5.2.
We note that in chapter 6 we have modelled systems of similar amphiphiles
on water using smaller system sizes which when compared to their larger-sized
counterparts exhibit similar behavior. However, the larger sized systems em-
ployed here allowed us to more reliably observe water-monolayer interface struc-
tural features.
7.3 Results and Discussion
7.3.1 Experimental performance evaluating of mixed binary monolayers
The performance of C18OH:C18E1 mixed monolayers was experimentally eval-
uated as a function of the ratios shown in Tab. 7.1.
Mole ratio
(C18OH:C18E1)
Volume of C18OH
(ml)
Volume of C18E1
(ml)
0 : 1 0 1.00
0.8 : 0.2 0.22 1.00
0.5 : 0.5 0.86 1.00
0.6 : 0.4 1.72 1.00
0.7 : 0.3 2.58 1.00
1 : 0 0 1.00
Tab. 7.1: Compositions of the various mixtures of C18OH and C18E1
Using an in-house wind tunnel apparatus,212 the compositions prepared in
accordance with Tab. 7.1 were tested and compared with a control sample (wa-
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ter only) and with water samples having films formed with C18E1 and C18OH
alone. The performance of the two components alone and that of the 0.5:0.5
blend are shown in 7.2a, C18OH by itself did not save water from evaporation
under the conditions used in this test however, the blended material showed a
significant improvement in the performance of the surface film.
The water savings observed after 12 hours are summarised for all blends
in Fig. 7.2b. If the mixed monolayers were to behave ideally then their per-
formance would represent the calculated line. However, all compositions of
C18OH and C18E1 tested gave water savings above the theoretical line, which
indicates that the mixtures do not behave as ideal monolayers as described in
section 7.1. The 0.5:0.5 mixture of C18OH and C18E1 was found to be the
ratio where maximum evaporation reduction occurred (similar performance to
C18E1 alone). Increasing the proportion of C18E1 in the blends beyond 50%
did not show any appreciable improvement in the monolayers performance. On
the other hand, high proportions of C18OH (> 50% by mole) only achieved
40-50% water savings.
Fig. 7.2: (a) Mass of water lost over time for a 0.5:0.5 mixture of C18OH and C18E1
compared to C18OH, C18E1 (alone) and a control with no monolayer, and
(b) percentage of water savings for different proportions of C18E1 in the
mixture calculated after 12 hours. The dashed line represents the calculated
theoretical line of water savings for the mixtures if they behaved ideally. All
surface films were applied at 3 monolayers under exposure to wind at 25
km/hr.
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The surface viscosity of the monolayer can provide important information
about the intermolecular interactions and phase transformations in monolayers
by flow. It is expected that the higher the surface viscosity of the film, the
slower the material will flow through a canal, and hence the slower the decrease
in surface pressure over time will be.240 The results from the canal viscometry
experiments using the pure components and the 0.5:0.5 mixture are shown in
Fig. 7.3a. It is clearly evident that there is a strong interaction between the
C18OH and C18E1 molecules at the air-water interface as the mixed film takes
longer to flow through the canal. This indicates a more viscous film as it reaches
zero pressure at 120 seconds, compared to C18OH (60 seconds) and C18E1 (90
seconds) alone.
Interestingly, when compared to other compositions of C18OH and C18E1,
the 0.5:0.5 mixture took the longest time to flow through the canal as seen in
Fig. 7.3b. This suggests that the distribution of C18E1 and C18OH molecules
(at this particular molar ratio) are packed in a unique way at the air-water
interface in order to provide this synergistic effect.
The film stability results for films containing C18OH and C18E1 as well
as a 0.5:0.5 mixture of C18OH and C18E1 are shown in Fig. 7.4a. Similarly
to the performance testing, the influence of C18E1 in the mixture is evident
as the stability of the monolayer is more comparable to C18E1 alone, rather
than falling along the midpoint line between the two pure components, which
would be expected if the mixture was behaving ideally. Fig. 7.4b shows the
percentage of monolayer remaining on the water surface for the other mixtures
of C18OH and C18E1, and likewise the 0.5:0.5 mixture was found to be the best
performing ratio.
Brewster Angle Microscopy (BAM) is a probe-free technique for visualizing
films at the air-water interface. Plane polarised light incident at the Brewster
angle (ca. 53) has a reflectivity of zero from a pure water surface. The presence
of a surface film alters the reflectivity of the interface and hence a fraction of the
light is reflected and an image can be obtained. The light intensity at each point
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(a)
(b)
Fig. 7.3: Change in surface pressure over time for (a) a 0.5:0.5 mixture of C18OH
and C18E1 compared to its pure components, the dashed line represents the
calculated theoretical line for the mixture if they behaved ideally. (b) shows
the time taken for different mixtures of C18OH and C18E1 to reach zero
pressure in the canal experiment.
in the image is dependent on the local thickness and optical properties. BAM
images of the two pure films (C18E1 and C18OH) and the 0.5:0.5 bi-component
film at a range of surface pressures as the films have undergone compression,
are shown in Fig. 7.5.
7. Multi-component monolayers 112
(a)
(b)
Fig. 7.4: Percentage of monolayer remaining on the water surface over time for (a)
a 0.5:0.5 mixture of C18OH and C18E1 compared to C18OH and C18E1
(alone), and (b) the different mixtures of C18OH and C18E1 calculated after
24 hours. The dashed line represents the calculated theoretical line for the
mixture if they behaved ideally.
The pure component films show different formation mechanisms as the films
are compressed. C18E1 at low surface pressures has distinct micro-domains,
with the domains separated by pure water. As the films are compressed to 10
mN/m; the micro-domains merge into a film with distinct domains of different
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Fig. 7.5: BAM images of films formed at the air-water interface by the two pure compo-
nents (C18E1 and C18OH) and the 0.5:0.5 bi-component film. The scale-bar
is 100 µ.
thicknesses (indicated by the different greyscale regions in Fig. 7.5), with rib-
bons of thicker regions interspersed throughout the film (indicated by the white
regions). As the film is compressed even further to 50 mN/m, near the point of
collapse, the film becomes homogenous with minimal thick white regions, and
a near uniform grey coverage. Films of pure C18OH, on the other hand, form
a close-packed film even at low surface pressures, without the distinct micro-
domains observed in C18E1. As the film is compressed small islands of thicker
regions begin to appear (white spots in Fig. 7.5) and the number of these in-
crease as the film is compressed further, until at a surface pressure of 50 mN/m
the film becomes homogeneous, resembling that of pure C18E1. The 0.5:0.5
bicomponent film displays features observed in both pure component films. At
low surface pressures the mixed film displays distinct domains, separated by
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regions of pure water; however these domains are bigger than the pure C18E1
film. As the film is compressed these domains merge into a film with distinct
regions and the presence of ribbon-like thicker regions, similar to C18E1. The
film at 50 mN/m is homogeneous, similar to that of both pure components.
The bi-component film clearly undergoes a different formation mechanism
to either of the pure components; however it does show more characteristics
similar to the pure C18E1 film than the C18OH film. This agrees with other
observed properties where the mixed film shows performance more similar to
that of pure C18E1 than expected if the mixture was behaving ideally.
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7.3.2 MD simulations of mixed binary component monolayers: structure and
preoperties
Surface pressure-area isotherms
The surface pressure-area isotherms for the pure and 0.5:0.5 systems were cal-
culated and are presented in Fig. 7.6 together with the experimentally obtained
isotherms. Similarly to our previous calculations212 we generally found good
agreement with experiment, especially the higher surface pressure region (>30
mN/m). The simulated C18E1 system shows slightly less packing at higher
surface pressures, and a greater degree of packing at lower surface pressures
compared to its experimental counterpart.
Fig. 7.6: Simulated (dotted) surface pressure-area isotherms for the pure and 0.5:0.5
systems compared with experimental data (solid lines) taken from experi-
mental isotherms.
Hydrogen bonding
Insights into how a particular monolayer system anchors to the aqueous sur-
face can be obtained by comparing the hydrogen bond formation between the
monolayer and water molecules. The average number of instantaneous hydrogen
bonds (Hbonds) was normalised, with respect to the surface area per monolayer
molecule in order to account for any additional hydrogen bonding (Hbond-
ing) associated with an increased contact area with water. Strong contrast
between a pure C18E1 and a C18OH system can be seen in their respective
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water-monolayer Hbonding profiles as shown in Fig. 7.7. In particular, C18E1
maintains a higher and more consistent bond count across the entire pressure
range simulated. The mixed systems display behavior similar to pure C18E1
at higher surface pressures (>30 mN/m), however, the predominantly C18OH
mixed systems show an abrupt decrease in bonding at lower surface pressures
(<30 mN/m) while the 0.5:0.5 mixture shows a more gradual decay. The pre-
dominantly C18E1 systems largely follow the pure C18E1 behavior, deviating
slightly at the lowest surface pressures simulated.
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(a)
(b)
Fig. 7.7: Time averaged hydrogen bond count between water and monolayer nor-
malised with respect to monolayer packing area, as a function of surface
pressure for the predominant (a) C18OH systems 2:1 (green) and 3:1 (blue),
and (b )C18E1 systems 1:2 (orange) and 1:3 (pink). The pure C18OH (red),
C18E1 (black) and 0.5:0.5 system (grey) is included in both (a) and (b) for
comparison.
To clarify the exposure of Hbonding acceptors to water in the mixed systems,
the water-ether oxygen (water-EO) Hbonding profiles for the systems containing
majority C18E1 (Fig. 7.8b) were calculated. The pure C18E1 system has the
lowest degree of water-EO Hbonding of all the systems, despite having the
highest number of ether oxygen moieties. Interestingly, the 0.5:0.5 mixture of
C18OH and C18E1 has a greater number of water-EO Hbonding despite having
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half the number of ether oxygen sites. The remaining mixed systems also have
noticeably higher water-EO Hbonding compared to the pure system of C18E1.
(a)
(b)
Fig. 7.8: Time averaged EO-water Hbonding count for those systems containing
C18E1 with respect to monolayer packing area, as a function of surface pres-
sure for the predominant (a) C18OH systems 2:1 (green) and 3:1 (blue), and
(b )C18E1 systems 1:2 (orange) and 1:3 (pink). The pure C18OH (red),
C18E1 (black) and 0.5:0.5 system (grey) is included in both (a) and (b) for
comparison.
To account for these results, the typical equilibrium snapshots of interface
cross-sections from the 0.5:0.5 mixture and the pure C18E1 system were com-
pared as shown in Fig. 7.9 (a) and (b), respectively. It can be seen that the
pure system presents a comparatively planar interface to the water which pre-
vents hydrogen bonding between water and the ether oxygen (illustrated in Fig.
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Fig. 7.9: Typical cross-sections showing the difference in geometry of the interface
between (a) 0.5:0.5 mixture of C18OH and C18E1, and (b) pure C18E1 at
40 mN/m.
7.10(a)). However, the mixed systems present a considerably more uneven inter-
face to the water, exposing a greater part of the headgroups (Fig. 7.10(b)). This
increases the interaction between the C18E1 ether oxygen and water, which is
manifested in the increased Hbonding seen in Fig. 7.8b.
The experimental performance tests of the mixed systems reveal a non-linear
increase in the survivability and evaporation mitigation properties of the 0.5:0.5
mixture. This can be explained by carefully examining the Hbonding statistics
and typical microscopic interface structures obtained by the MD simulations.
In the 0.5:0.5 mixture the monolayer exposes an uneven interface to the water
surface that leads to hydrogen bonding between the C18E1 ether oxygen and
water molecules. If the portion of C18OH is increased above 50 %, the water-EO
Hbonding is decreased, and the interface will contain a greater quantity of pure
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C18OH like regions, which results in poorer evaporation mitigation performance.
If the proportion of C18E1 is increased above 50 % (by mole), the interface will
contain a greater quantity of highly ordered pure C18E1 like areas, which results
in improved evaporation mitigation performance.
Although a uniformly mixed 0.5:0.5 system contains no pure C18E1 like
regions, it also contains no pure C18OH like regions. At the same time the water-
EO interaction is maximised (Fig. 7.8b) through the uneven geometry of the
interface, providing the monolayer additional anchoring to the water. This can
explain the non-linear increase in evaporation suppressing performance around
the 0.5:0.5 ratio. It also correlates with the canal viscometry results which
suggest there may be a relationship between surface viscosity and the interface
geometry.
Fig. 7.10: The highlighted Hbonding patterns (dashed) at the monolayer-water inter-
face for systems 7.9(a) and 7.9(b) are illustrated in (c) and (d). Only water
molecules directly involved in Hbonding interactions with the monolayer are
shown.
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7.4 Conclusion
The evaporation mitigation performance of a number of blends of C18OH and
C18E1 was investigated. The experimental data for the 0.5:0.5 mixed monolayer
clearly shows a strong interaction between C18OH and C18E1, resulting in a
viscous film capable of reducing the evaporation of water. The monolayer also
exhibits stability without the loss of performance compared to its pure compo-
nents, displaying non-linear characteristic behaviour. BAM images of the film
forming on the water surface demonstrate the mixed film undergoes a differ-
ent formation pathway than films of either pure component; however it shows
more characteristics similar to the pure C18E1 film. MD simulations indicate
that the uneven surface geometry of mixed monolayer systems encourages the
formation of water-ether oxygen hydrogen bonds, which is not possible in pure
C18OH systems, and is negligible in pure C18E1 systems. This provides an
additional avenue for the monolayer to anchor to the water, and appears to
be maximised in the 0.5:0.5 mixture of C18OH and C18E1 as indicated in the
water-EO Hbonding results. This can explain the observed improved perfor-
mance of mixed systems seen around this ratio.
8. ONGOING AND FUTURE WORK
8.1 Part 1: Polymer enhanced monolayers - Duolayers
In the preceding chapters we have described strategies for varying the effective-
ness of evaporation suppressing monolayers, especially improving their resis-
tance to the effects of wind. This has involved altering the chemical makeup of
the monolayer molecule headgroup, and mixing different monolayer molecules.
Although this strategy has been successful there is still room for further im-
provement.
It has been previously suggested that the use of comb polymers can further
reduce the deleterious effects of wind on monolayers. The polymers that have
so far been examined include poly(octadecyl acrylate) (PODA), poly(octadecyl
methacrylate) (PODMA) and poly(vinylstearate) (PVSt).85,241 It has been shown
that the inclusion of such comb-branched molecules increases the films mechan-
ical stability and improves its resistance to disruption by wind. However the
improved wind stability observed comes at the expense of poorer water evapo-
ration resistance.52
More recently, another strategy focusing on wind stability of monolayers has
been recommended242 which involves the inclusion of a surface active polymer
in the water subphase which would non-covalently interact with the surfactant
chains to form a duolayer. Such an approach has been shown to improve the
lifetime of the film on the surface of the body of water and increase the evapora-
tion resistance, shown in Fig. 8.1. A plausible explanation for this improvement
may be due to the ability of the polymer to migrate to the air-water interface,
particularly at low surface pressures, which may assist in healing monolayer de-
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fects. However this presents an incomplete description since water evaporation
and wind stability are dependent on many factors including chain packing, the
anchoring of the film to the sub-phase, the interactions within the film itself.
Fig. 8.1: Experimental water evaporation performance results for monolayer (C18E1)
and duolayer (C18E1+PVP) against control (clean water). From Solomon
et al.242 The y-axis refers to the mass of water lost to evaporation.
In this section we use classical molecular dynamics to examine the interfacial
packing properties of monolayer and duolayer systems comprised of ethylene
glycol monostearyl ether (C18E1), as the monolayer material and poly(vinyl
pyrrolidone) (PVP), as the interfacial polymer in the duolayer systems. We
generate surface pressure-area isotherms of monolayer and duolayers systems
using classical MD.
As this work is ongoing, additional analysis involving hydrogen bonding dy-
namics and correlation times, density profiles, polymer structural characterisa-
tion are currently being undertaken by Drs. Andrew Christofferson and George
Yiapanis of RMIT University, and experimental isotherms and neutron reflectiv-
ity is being carried out by Dr Mike Weir at the Australian Nuclear Science and
Technology Organisation (ANSTO). These results will be published elsewhere.
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8.1.1 Computational setup
The initial configuration of a one molecule thick layer of 80 C18E1 chains on
top of a water phase of at least 30 A˚ in thickness is shown schematically in Fig.
8.3. The length of the unit cell in the x and y dimension was 40 A˚ yielding
a monolayer packing density of 20 A˚2 per molecule, which is the equilibrium
packing density of C18E1 in its solid-like phase as described in section 6.4.
Duolayers were created by randomly positioning 4 PVP oligomers comprised of
20 monomer units (Fig. 8.2) each (average molecular weight of 2224.9 g mol−1))
at an average distance of no less than 15 A˚ from the film.
Fig. 8.2: Monomer of poly(vinyl pyrrolidone) (PVP). Grey balls are carbon, white
balls are hydrogens, red balls are oxygen, blue balls are nitrogen.
To model monolayer films on water, we have so far employed the OPLS force
field which in chapter 4 was shown to be fast and sufficiently accurate for these
types of systems. However, the introduction of a polymer such as PVP requires
that a number of force field parameters associated with synthethic polymers are
either present in the force field itself, or added in an ad hoc manner. OPLS,
which is widely implemented in biological simulations, is not originally designed
for non-biological systems and as such the dihedral potentials associated with
PVP-monomer linkages are not included. Introducing these parameters manu-
ally in an accurate manner is beyond the scope of this research.
For this reason the class 2 force field PCFF is employed, which has the same
functional form as the COMPASS force field implemented in Chapter 4. Simula-
tions were conducted using the LAMMPS MD code243 which is computationally
more efficient than the Discover MD code for which the COMPASS force field
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Fig. 8.3: Schematic diagram of a typical initial arrangement of a duolayer system in a
unit cell.
has been originally developed.165
The non-bond interactions were evaluated with a cutoff distance of 15.50
A˚ for the real space portion, with particle-particle particle-mesh solver (P3M)
method244 for long-range electrostatics and a tail correction for long-range vdW,
as discussed in section 2.4.2. The Nose-Hoover thermostat245,246 was used to
control the temperature.
Simulations were performed with a 1.0 fs time step at a temperature of
298K. Trajectories were generated by saving the systems coordinates in 10 ps
time intervals over a total time of 8 ns. All systems were equilibrated during
the initial 4 ns of simulations, and analysis was carried out during the final 4
ns.
Simulations were conducted in the isobaric-isothermal (NPT) ensemble using
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the Nose-Hoover barostat246 for both the C18E1 and the duolayer systems.
The simulated surface pressure range was between 0 and 47.5 mN/m with 5
mN/m intervals, which allowed us to observe phase behaviour associated with
a changing surface pressure, as well as providing a means to show the efficacy
of the systems.
8.1.2 Surface pressure/area isotherms
Fig. 8.4 shows simulated surface pressure-area isotherms of monolayer and duo-
layer systems. Isobaric-isothermal simulations can not model phase coexistence,
so the isotherms are mainly focused on the high surface pressure regions, where
a solid-like phase is formed. Importantly, the isotherms of both PVP and C18E1
form a high pressure phase around 20 A˚2/molecule, suggesting that PVP does
not affect the monolayer’s ability to pack tightly.
Fig. 8.4: Simulated surface pressure-area isotherm for monolayer (green dashed) and
duolayer (blue dashed) systems using PCFF, and OPLS monolayer (black
dashed). The experimental C18E1 surface pressure-area isotherm from sec-
tion 6.4.2 is shown for comparison.
As mentioned previously this work is ongoing, however we can report that
good agreement was found between our simulated surface pressure-area isotherms,
and those obtained from experiment.247 In chapters 5, 6 and 7 comparison be-
tween simulated and experimental isotherms served as a primary validation of
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the MD technique in simulating monolayer systems, and we have extended this
validation method to duolayer systems.
8.2 Part 2: Mechanism of water/monolayer separation
The mechanism by which monolayer material vacates the surface is a topic that
has not previously been discussed in this research. The dynamical nature of
this process, on a molecular level renders experimental observation impracti-
cal. Molecular dynamics however, provides a compelling option to examine this
process effectively.
Using non-equilibrium molecular dynamics, we have simulated and observed
the manner in which monolayers of C18OH and C18E1 are lifted from the surface
of water when a lateral force mimicking the wind action is imparted to the
monolayer.
8.2.1 Non-equilibrium molecular dynamics
Non-equilibrium molecular dynamics (NEMD)248 has been used to study rhe-
ological behaviour,249,250 transport properties,251 viscosity252,253 and tribolog-
ical properties254–256 of different materials. The ability to drive a particle or
group of particles through a system provides a powerful tool in molecular dy-
namics for observing a rare event, or a process that is otherwise outside the
scope of traditional equilibrium MD.
For instance Ramin et al used NEMD to understand the frictional properties
of alkanethiol self-assembled monolayers on Au(111) surfaces, and found the
experimentally observed dependence of odd/even carbon chain length on the
friction coefficient of the monolayer.257
8.2.2 System setup
Details of system configuration are described in section 6.3, and they are applied
here for monolayers composed of 80 C18OH molecules, and 80 C18E1 molecules.
The surface pressure is held constant at 40 mN/m to sample the high pressure
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solid-like phase where the monolayer is expected to be most effective as an
evaporation suppressant. The equations of motion for the monolayer particles
were altered to affect an acceleration of 0.01 nm/ps2 in the positive x-direction.
After 10 ns, the simulation was terminated and the acceleration was increased
by 0.01 nm/ps2, and the simulation restarted. This process was repeated until
the monolayer was observed to separate from the surface of the water.
Although the acceleration is applied exclusively to the monolayer, the in-
teraction of the monolayer with the water imparts a drag force in which the
water is accelerated along with the monolayer. Subsequently, the entire system
begins to accelerate in the positive x-direction. The resultant high velocity of
the water/monolayer motion is unphysical and simulation error occurs.
This problem was resolved by applying an acceleration to the water particles
aw opposite in direction to the acceleration applied to the monolayer am. The
magnitude of aw was chosen such that the force imparted upon the water Fw
was equal to and opposite the force of the accelerating monolayer Fm. i.e.
mmam = mwaw (8.1)
An equilibrium is then reached where the respective momenta of the mono-
layer and water are equal in magnitude and opposite in direction. The centre
of mass motion of the system will be zero in this scenario.
Both systems vacated the surface at a lateral monolayer acceleration of 0.09
nm/ps2 .
8.2.3 Results
After an initial increase in tilt seen between 10 and 100 ps (illustrated in Fig.
8.5b) the system remains relatively stable for approximately 2 ns. Around
this time, the monolayer structure begins to fracture as indicated in Fig. 8.6b.
Complete breakdown is shown in Fig. 8.7. It is interesting to note the monolayer
does not vacate the water surface as individual molecules but do so in aggregates
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that appear to maintain the same structure as they form on water. No significant
difference between C18OH and C18E1 was observed for this process.
Fig. 8.5: Side view of monolayer of octadecanol on water at surface pressure of 40
mN/m at (a) 10 ps and (b) 100 ps. An acceleration of 0.09 ± 0.005 nm/ps2
is applied in the x-direction (left to right of the page).
Observing the separation between monolayer and water is impractical on an
experimental level, and to the authors knowledge this is the first description of
this phenomenon using NEMD. This may be a powerful tool for future work
in this field, for instance, characterisation of a monolayer material that resists
separation may be indicative of wind resistant properties.
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Fig. 8.6: Side view of monolayer of octadecanol on water at surface pressure of 40
mN/m at (a) 2000 ps and (b) 2146 ps. An acceleration of 0.09 ± 0.005
nm/ps2 is applied in the x-direction (left to right of the page). Monolayer
fracture is indicated by red arrow.
Fig. 8.7: Side view of monolayer of octadecanol on water at surface pressure of 40
mN/m at 2160 ps shortly before system error. An acceleration of 0.09 ±
0.005 nm/ps2 is applied in the x-direction (left to right of the page).
9. CONCLUSION
The fundamental mechanisms responsible for effective evaporation suppressing
monolayers have for the first time been elucidated using Molecular Dynamics
simulation techniques. In the second half of the 20th century, these materi-
als were looked to as an inexpensive and effective water evaporation mitigant
for large dams, however their efficacy outside of laboratory conditions could
not be reproduced and they never developed into a successful product. Since
then, research into new materials has largely waned, however recent prolonged
drought in Australia has compelled researchers to revisit these materials. Ad-
vancement in computational modelling has also enabled an atomistic insight
into the interactions at the monolayer/water interface that were not available
throughout most of the 20th century when the majority of monolayer research
was undertaken.
The beginning of this research was focused on the selection of an appropriate
force field, one which is computationally efficient and accurate for this particular
task. The COMPASS force field used previously was found to be consistent with
experiment, however it was limited to short systems and small timescales. MD
simulation of biological membrane bilayers has been a popular topic of research
over last few decades, evidenced by the previous and ongoing development of
the parameters and functional forms used by the various force fields that are
commonly employed to model these systems. A biological bilayer system can be
seen as a larger and more complex monolayer system, and it was thought that
an appropriate force field for the former would necessarily be appropriate for
the latter. The computationally efficient all-atom OPLS and the united-atom
53a6 force fields were chosen to model monolayer systems, the results of which
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would be scrutinised against COMPASS.
The comparison was undertaken with the intention of later comparing dif-
ferent monolayer candidate molecules, and so it also served as an opportunity
to develop the techniques necessary for characterising these materials. Besides
MD studies undertaken on biological membrane systems, there was no precedent
for computationally evaluating evaporation suppressing monolayers. Analyses
carried out include density profiles, monolayer tilt, molecule length and tor-
sional behaviour, carbon-carbon radial distribution functions and the hydrogen
bonding behaviour occurring at the interface.
The three force fields were used to model octadecanol monolayers on wa-
ter, and they produced very similar concentration and monolayer tilt profiles.
The largest differentiating factor involved the water oxygen - headgroup oxy-
gen RDF, where the 53a6 force field presented a larger and more defined peak
than the two all-atom force fields, the RDFs of which were similar. Overall,
we found close agreement between all-atom force fields (OPLS and COMPASS)
and experiment for the description of organic monolayers on water.
Monolayers of octadecanoic acid had shown some success as an evaporation
suppressant under laboratory conditions, but never materialised as a viable
product. This has previously been attributed to the low equilibrium spreading
pressure inherent in long chain fatty acid based monolayers. The similar and
well characterised octadecanol based monolayer had shown moderate success
as an evaporation mitigant and an MD comparison was undertaken to iden-
tify the specific properties responsible for the discrepancy in evaporation resis-
tance. Surface pressure-area isotherms were attained for both materials and
compared well with experiment. Analysis of specific interactions revealed that
octadecanoic acid had increased interchain Hbonding, however the chain-water
Hbonding was in fact lower than octadecanol, despite the additional hydrogen
bond acceptor. We have proposed that increased interchain Hbonding occurs
at the expense of chain-water Hbonding and may explain the low equilibrium
spreading pressure.
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Following this, MD simulations were carried out on a range of monolayer
molecules following experimental evaluation of these materials. Survivability
and evaporation resistance values were reported, as well as surface pressure-area
isotherms which compared well with our simulated isotherms. C18E1 demon-
strated the greatest survivability and evaporation resistance, although the rea-
sons were unclear, since it was thought that the addition of headgroup Hbonding
sites would correspond to a stronger performing material. C18E1 had relatively
few Hbonding sites, and MD was employed to elucidate interfacial structural
and interactive properties responsible for its observed performance.
We approached this problem by understanding the deficiencies in other
monolayer molecules tested, and comparing them with C18E1. For instance,
C18E2 showed a strong disposition towards interchain bonding however its
chain-water Hbonding was found to be the lowest out of the materials sim-
ulated. C18G1 demonstrated strong Hbonding between monolayer molecules
and with water, however it could not form a tightly packed monolayer. Indeed,
all the molecules simulated except C18E1 showed some deficiency regarding
their Hbonding, packing or surface pressure stability. We were able to isolate
the atomistic properties responsible for the observed superior performance of
C18E1, and establish design principles for further development of monolayer
molecules. These materials must have the ability to form a tightly packed film,
and be able to strongly anchor to the water subphase. Importantly, they should
maintain these abilities consistently over a large pressure range.
We then extended our molecular dynamics investigation of single component
monolayers to include monolayer blends comprising two different amphiphiles.
Multi-component monolayers had shown some success as evaporation suppres-
sants, however, to date no computational study had been performed to deter-
mine the underlying mechanism responsible. We undertook MD simulations of
C18OH/C18E1 blends and found that by increasing the C18E1 component of
a C18OH based film, there was a corresponding increase in monolayer-water
Hbonding that reached a maximum around 1:1 ratios. Interestingly, this was
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reflected in the experimental performance results in both survivability and evap-
oration resistance. We identified a new avenue of monolayer-water Hbonding
that is peculiar to this blend, not occurring in either pure component alone. A
mixed system exposed the C18E1 ether oxygen to the water subphase, allowing
additional Hbonding to occur. We believe this explains the increased surviv-
ability and evaporation resistance of these blends, compared to octadecanol.
Polymer enhanced monolayers or duolayers have been proposed where the
addition of a water soluble polymer at the water/monolayer interface is believed
to stabilise the film under wind stress. Using poly(vinyl pyrrolidone) (PVP),
we conducted MD simulations of monolayer/duolayer systems and from the
surface pressure-area isotherms obtained we observed a negligible difference in
monolayer packing with the addition of PVP, consistent with experiment. We
believe this validates MD as a tool for understanding duolayer systems, and
are currently undertaking polymer structural and dynamical anlysis including
hydrogen bonding dynamics and correlation times, density profiles and polymer
migration characterisation. This work is ongoing.
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