We give relative perturbation bounds for eigenvalues and perturbation bounds for eigenspaces of a hyperbolic eigenvalue problem Hx = Jx, where H is positive de nite matrix and J is a diagonal matrix of signs. We consider two types of perturbations: when a graded matrix H = D AD is perturbed in a graded sense to H + H = D (A + A)D, and the multiplicative perturbations of the form H + H = (I + E) H(I + E). Our bounds are simple to compute, compare well to the classical results, and can be used when analyzing numerical algorithms.
Introduction
We are considering the hyperbolic eigenvalue problem Hx i = i Jx i ; i = 1; 2; ; n; (1) where H is a n n Hermitian positive de nite matrix, and J = diag ( 1) . Since H is positive de nite, the pair (H; J) is regular by 19 X HX = j j; X JX = J; (2) where j j is a diagonal positive de nite matrix. The i-th eigenvalue of the problem (1) is then given by i j ii jJ ii , and the i-th column of X is the corresponding eigenvector. We call such eigenvectors hyperbolic, or J-unitary, contrary to the standard unitary eigenvectors. The matrix X is also called J-unitary 1 .
The matrix X appears in some other linear algebra problems. For example, X is the eigenvector matrix of the matrix JH, X ?1 (JH)X = JX J(JH)X = :
Also, X is the right singular vector matrix of a hyperbolic singular value decomposition (HSVD) of the pair (G; J). The HSVD for the full columnrank G is de ned as G = U X ; Such HSVD is used in the highly accurate algorithm for the Hermitian eigenvalue decomposition of a possibly inde nite symmetric (Hermitian) matrix A 21, 15] . Further, HSVD and its variant for the full row-rank G is a suitable way to compute the eigenvalue decomposition of the di erence of two outer products 24, 14] . The condition of X appears in other relative perturbation results 20, 22] .
Relative perturbation bounds for eigenvalue problem have been the topic of many articles in the past years, like 1, 3, 23, 10, 11, 4, 16, 12, 13, 5] (see also the review article 8]). Some of the recent works include 9, 20, 22] . These works covered positive de nite, inde nite, and diagonalizable matrices. In this paper we give relative perturbation bounds for eigenvalues and perturbation bounds for eigenvectors of the problem (1) Corollary 1 Let J be given by (5) . Let X and f X be two J-unitary matrices which are partitioned accordingly in block columns as
where
We say that X p (X n ) spans the positive (negative) subspace with respect to J, Then the matrix X J f X is also J-unitary, and
Proof. By applying Theorem 2 to the J-unitary matrix X J f X, we have
The corollary follows since k f Xk kX ? k kX J f Xk = kXk kX J f Xk.
Bounds for additive perturbations
In this section we derive relative perturbations bounds for eigenvalues and perturbation bound for eigenspaces. We also show that the bounds are applicable in numerical computations. Lemma 1 (Li) Let Y be a n n doubly stochastic matrix, and let M be a n n complex matrix. Then there exists a permutation of f1; 2; ; ng such
Eigenvalue bounds
We also need the following lemma from 6]. 
Proof. The relation (4) implies
Premultiply this equality by X , use (2), and rearrange, to get X J f X ? X J f X e = ?X H f X: 
It remains to bound the norms on the right hand side. First, the assumption of the theorem implies that k k F = kA ?1=2 A A 1=2 (I + A ?1=2 AA ?1=2 )A 1=2 ] ?1=2 k F ; (15) where is de ned by (10) . Further, assume J has the form (5), which can be achieved by permutation without loss of generality. By (7) For this particular choice of (i; j), the eigenvalues ii and e jj have opposite signs, which implies j X J f X] ij j 1 2 j ij j:
Here we have used the fact that p ab=(a+b) 1=2 for any two positive numbers a and b. By squaring the above inequality and adding all terms together for i = l + 1; ; n and j = 1; ; l, we obtain
By using this, (7) and (15) (17) and (18) (22) where is de ned by (10) . Proof. Let (19) and (20) 
The last inequality follows from (19) and the J-unitarity of X. By interpreting the relation (13) block-wise, we get 2 X 2 J f X 1 ? X 2 J f X 1 e 1 = ?j 2 j 1=2 21 j e 1 j 1=2 ;
8 where 11 12 21 22 is partitioned according to (17) . By interpreting (24) 
Here the last inequality follows from (15) . Further,
Similarly,
We can further bound k f Xk by (6) , which, together with (16) and (15) An inconvenience of Theorem 5 is that the bound (22) uses both original and perturbed eigenvalues in the de nition of relative gap. To compute rg( e 1 ; 2 ) one thus needs to know the exact perturbation A. However, in some important cases, like the ones described in Section 3.3, only information about k Ak is given. It is therefore desirable to have the bound which uses only original eigenvalues. By using Corollary 2, one can easily bound rg( e 1 ; 2 ) from below by 
Bounds for multiplicative perturbations
In this section we shall give a relative Hofmann-Wielandt type bound, similar to the one of Theorem 4, for the case of multiplicative perturbation of a matrix H. We shall also prove a sin type bound, similar to the one of Theorem 5.
Let us rst prove our eigenvalue result. Theorem 6 Let H + H = (I + E) H(I + E), and let the matrices X and f X perform the diagonalizations (2) and (4) 
Proof. As in the proof of Theorem 4, (2) and (4) imply (11 Also note that if kEk, and then, in turn, , are su ciently small, then the right hand side of (29) is asymptotically equal to . We end the paper by proving an eigenvector bound for multiplicative perturbations. Theorem 7 Let H + H = (I + E) H(I + E), and let the matrices X and f X perform the diagonalizations (17) and (18) 
Proof. The proof is a combination of the proofs of Theorems 5 and 6. As in the proof of Theorem 5, the relations (23), (26) and (27) imply k sin (X 1 ; f X 1 )k F kXk k f Xk kX 2 J f X 1 k F :
(37) By using the (2; 1) block of (30) and the de nition (34), we get jX 2 
