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Abstract. We give an inductive method for proving weak innermost
termination of rule-based programs, from which we automatically infer,
for each successful proof, a finite strategy for data evaluation. We first
present the proof principle, using an explicit induction on the termination
property, to prove that any input data has at least one finite evaluation.
For that, we observe proof trees built from the rewrite system, schema-
tizing the innermost rewriting tree of any ground term, and generated
with two mechanisms: abstraction, schematizing normalization of sub-
terms, and narrowing, schematizing rewriting steps. Then, we show how,
for any ground term, a normalizing rewriting strategy can be extracted
from the proof trees, even if the ground term admits infinite rewriting
derivations.
1 Introducing the problem
In the context of programming in general, termination is a key property that war-
rants the existence of a result for every evaluation of a program. For rule-based
programs, written in languages like ASF+SDF [19], Maude [4], Cafe-OBJ [12], or
ELAN [3], data evaluation consists in exploring rewriting derivations of an input
term. Strong termination, expressing that every rewriting derivation terminates,
often does not hold. When for any term, there is at least one terminating deriva-
tion, the rewrite system is said to be weakly terminating. This is an interesting
property for languages like ELAN , whose strategies can express that the result
of the program evaluation on a data is one of its possible finite evaluations, or the
first one. Weak termination then warrants a result for such evaluation strategies.
Analyzing termination also allows choosing the good way to evaluate data.
Indeed, if the program is strongly terminating, a depth-first evaluation can be
used, while if the program is only weakly terminating, a breadth-first algorithm,
often much more costly, is necessary in general. In the second case, if there is
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a way to find terminating branches, the breadth-first technique can be avoided,
which yields a considerable gain for program executions. This is what we propose.
Specific methods for proving termination of rewriting under strategies have
been studied. Let us cite [2] and [13, 9] for the innermost strategy, [10] for the
outermost strategy, and [8, 20] for local strategies on operators. All these works
tackle the problem of strong termination. Here, we consider the weak innermost
termination problem, i.e. we prove that among all innermost rewriting deriva-
tions starting from any term, one of them is finite. We focus on the innermost
rewriting strategy, consisting in rewriting always at the lowest possible positions,
since it is most often used as a built-in mechanism in evaluation of rule-based
languages and functional languages.
Like the previously cited methods, the approach presented here also gives a
way to prove weak termination of standard rewriting. But to our knowledge, it
is the only approach able to handle term rewriting systems (TRSs in short) that
are not strongly but only weakly innermost terminating. Moreover, our method
is constructive in the sense that the proof gives the strategy to follow to obtain
one of the finite derivations.
The weak termination property has been studied from several perspectives.
For instance, B. Gramlich proved that weak termination can imply strong ter-
mination [16]. He also established conditions on TRSs for the property to be
preserved by the union operation on TRSs [17]. J. Goubault-Larrecq proposed
a proof of weak termination of typed Lambda-Sigma calculi in [15].
In order to illustrate the main ideas of our method on a running example,
let us consider the following TRS:
f(g(x), s(0))→ f(g(x), g(x)) (1)
f(g(x), s(y))→ f(h(x, y), s(0)) (2)
g(s(x))→ s(g(x)) (3)
g(0)→ 0 (4)
h(x, y)→ g(x). (5)
Obviously, R is not terminating, nor even, because of the rule (2), innermost
terminating. For instance, the following innermost infinite sequence is possible in
R: f(g(f(0, 0)), s(0))→(2) f(h(f(0, 0), 0), s(0))→(5) f(g(f(0, 0)), s(0)) . . . How-
ever, R is weakly innermost terminating ; in particular, the cycle above can be
avoided by using the rule (1) instead of (2).
We first propose in this paper a method based on the same inductive principle
as [9, 8, 10], where we study strong termination: we use an explicit induction on
the termination property, but to prove here that every element t of a given set of
terms T weakly innermost terminates, i.e. there is at least one finite innermost
rewriting derivation starting from t. The general proof principle relies on the
simple idea that for establishing weak innermost termination of a ground term
t, it is enough to suppose that subterms of t weakly innermost terminate, and
that rewriting the context leads to at least one terminating chain. Iterating this
process until a non-reducible context is obtained establishes weak innermost
termination of t.
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Directly using the termination notion on terms has also been proposed in [14],
for inductively proving well-foundedness of binary relations, among which path
orderings. The approach differs from ours in that it works on general relations,
that can then be used on TRSs, whereas we directly handle the termination
proof of a given TRS.
From the proof of weak termination of a given TRS, we then extract for any
given ground term, a rewriting strategy to compute one of its normal form, even
if the ground term admits infinite rewriting derivations. To some extent, our
method has similarities with [18], where an automaton is built for normalization
according to a needed-redex strategy in the case of orthogonal rewrite systems.
In Section 2, the background is presented. Section 3 introduces the basic
concepts of the inductive proof mechanism. In Section 4, our method is formally
described with inference rules and a strategy to apply them. Finally, in Section 5,
a strategy is proposed to reach an innermost normal form from a given term,
using information of the proof establishing weak termination.
2 Notations
We assume that the reader is familiar with the basic definitions and notations
of term rewriting given for instance in [7]. T (F ,X ) is the set of terms built from
a given finite set F of function symbols having an arity n ∈ N, and a set X of
variables denoted x, y . . .. T (F) is the set of ground terms (without variables).
The terms composed of a symbol of arity 0 are called constants; C is the set
of constants of F . Positions in a term are represented as sequences of integers.
The empty sequence ε denotes the top position. The notation t|p stands for the
subterm of t at position p. The term u[tj ]j∈{i1..ik} denotes the term u in which
the subterms u|j have been replaced by tj respectively.
A substitution is an assignment from X to T (F ,X ), written σ = (x 7→
t) . . . (y 7→ u). It uniquely extends to an endomorphism of T (F ,X ). We identify
a substitution σ = (x 7→ t) . . . (y 7→ u) with the finite conjunction of equations
(x = t)∧ . . .∧ (y = u). The result of applying σ to a term t ∈ T (F ,X ) is written
σ(t) or σt. The domain of σ, denoted Dom(σ) is the finite subset of X such
that σx 6= x. A ground substitution or instantiation is an assignment from X to
T (F). The composition of substitutions σ1 followed by σ2 is denoted σ2σ1.
Given a setR of rewrite rules or term rewriting system on T (F ,X ), a function
symbol in F is called a constructor if it does not occur in R at the top position
of the left-hand side of a rule, and is called a defined function symbol otherwise.
The set of constructors of F for R is denoted by ConsR, the set of defined
function symbols of F for R is denoted by Def R (R is omitted when there is no
ambiguity). The rewriting relation induced by R is denoted by →R (→ if there
is no ambiguity on R). We note s →p,l→r,σ t (or s →p,l→r,σ t where either p or
l→ r or σ may be omitted) if s rewrites into t at position p with the rule l→ r
and the substitution σ, i.e. s = s[lσ]p and t = s[rσ]p. The reflexive transitive
closure of the rewriting relation induced by R is denoted by →∗R. Given a term
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t, we call normal form of t, denoted by t↓, any irreducible term, if it exists, such
that t→∗R t↓.
An ordering  on T (F ,X ) is said to be noetherian iff there is no infinite
decreasing derivation (or chain) for this ordering. It is F-stable iff for any pair
of terms t, t′ of T (F ,X ), for any context f(. . . . . .), t  t′ implies f(. . . t . . .) 
f(. . . t′ . . .). It has the subterm property iff for any t of T (F ,X ), f(. . . t . . .)  t.
Notice that, for F and X finite, if  is F-stable and has the subterm property,
then it is noetherian [6]. If, in addition,  is stable by substitution (for any
substitution σ, any pair of terms t, t′ ∈ T (F ,X ), t  t′ implies σt  σt′), then
it is called a simplification ordering. Let t be a term of T (F); like for standard
rewriting, we say that t weakly (resp. strongly) (innermost) terminates if and
only if at least one (resp. every) (innermost) rewriting derivation starting from
t is finite. Obviously, strong (innermost) termination implies weak (innermost)
termination. An innermost rewriting normal form of t is also denoted by t↓,
when there is no ambiguity.
3 Induction and constraints
For proving that the terms t of T (F) weakly innermost terminate, we proceed
by induction on T (F) with a noetherian ordering , assuming that for any t′
such that t  t′, t′ weakly innermost terminates. To warrant non emptiness of
T (F), we assume that F contains at least a constructor constant.
The main intuition is to observe the rewriting derivation tree starting from
any ground term t ∈ T (F) which is any instance of a term g(x1, . . . , xm) ∈
T (F ,X ), for some defined function symbol g ∈ Def , and variables x1, . . . , xm.
Proving weak innermost termination on ground terms amounts to prove that all
these rewriting derivation trees have at least one finite branch.
Each rewriting derivation tree is simulated, using a lifting mechanism, by
a proof tree developed from g(x1, . . . , xm) on T (F ,X ), for every g ∈ Def , by
alternatively using two main concepts: narrowing and abstraction. More pre-
cisely, narrowing schematizes all innermost rewriting possibilities of terms. The
abstraction process simulates the innermost normalization of subterms in the
derivations. It consists in replacing these subterms by special variables, denot-
ing one of their possible innermost normal forms, without computing them. This
abstraction step is performed on subterms that can be assumed weakly inner-
most terminating by induction hypothesis.
The schematization of ground rewriting derivation trees is achieved through
constraints. The nodes of the developed proof trees are composed of a current
term of T (F ,X ), and a set of ground substitutions represented by a constraint
progressively built along the successive abstraction and narrowing steps. Each
node in an abstract tree schematizes a set of ground terms: all ground instances
of the current term, that are solutions of the constraint.
The constraint is in fact composed of two kinds of formulas: ordering con-
straints, set to warrant the validity of the inductive steps, and abstraction con-
straints combined to narrowing substitutions, which effectively define the rele-
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vant sets of ground terms. The latter actually allow controlling the narrowing
process, well known to easily diverge.
Unlike [9, 8, 10], where, for proving strong termination, all branches of the
proof trees have to be considered, we only develop here the relevant branches
that warrant termination of one rewriting derivation for any ground term.
We now introduce the necessary concepts to formalize and automate the
technique sketched above.
3.1 Ordering constraints and abstraction
The induction ordering  is constrained along the proof by imposing constraints
between terms that must be comparable, each time the induction hypothesis is
used in the abstraction mechanism. As we are working with a lifting mechanism
on the proof trees with terms of T (F ,X ), we directly work with an ordering
P on T (F ,X ) such that t P u induces θt  θu, for every θ solution of the
constraint associated to u.
So inequalities of the form t > u1, . . . , um are accumulated, which are called
ordering constraints. Any ordering P on T (F ,X ) satisfying them and which is
stable by substitution fulfills the previous requirement on ground terms. The or-
dering P , defined on T (F ,X ), can then be seen as an extension of the induction
ordering , defined on T (F). For convenience, P is also written .
It is important to remark that, for establishing the inductive termination
proof, it is sufficient to decide whether there exists such an ordering.
Definition 1 (ordering constraint). An ordering constraint is a pair of terms
of T (F ,X ) noted (t > t′). It is said to be satisfiable if there exists an ordering
, such that for every instantiation θ whose domain contains Var(t) ∪ Var(t′),
we have θt  θt′. We say that  satisfies (t > t′).
A conjunction C of ordering constraints is satisfiable if there exists an order-
ing satisfying all conjuncts. The empty conjunction, always satisfied, is denoted
by >.
Satisfiability of a constraint C of this form is undecidable. But a sufficient
condition for an ordering  to satisfy C is that  is stable by substitution and
t  t′ for any constraint t > t′ of C.
Other constraints are introduced by the abstraction mechanism. To abstract
a term u at positions i1, . . . , ip, where the u|j are supposed to have a normal form
u|j↓, we replace the u|j by abstraction variables Xj representing respectively one
of their possible innermost normal forms. Let us define these special variables
more formally.
Definition 2 (NF-variable). Let N be a set of new variables disjoint from
X . Symbols of N are called NF-variables. Substitutions and instantiations are
extended to T (F ,X ∪N ) in the following way. Let X ∈ N ; for any substitution
σ (resp. instantiation θ) such that X ∈ Dom(σ), σX (resp. θX) is in normal
form, and then Var(σX) ⊆ N .
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Definition 3 (term abstraction). The term u is said to be abstracted into the
term u′ (called abstraction of u) at positions {i1, . . . , ip} iff u′ = u[Xj ]j∈{i1,...,ip},
where the Xj , j ∈ {i1, . . . , ip} are fresh distinct NF-variables.
Weak termination on T (F) is proved by reasoning on terms with abstraction
variables, i.e. on terms of T (F ,X ∪N ). Ordering constraints are extended to
pairs of terms of T (F ,X ∪N ). When subterms ti are abstracted by Xi, we state
constraints on abstraction variables, called abstraction constraints to express that
their instances can only be normal forms of the corresponding instances of ti.
Initially, they are of the form t↓ = X where t ∈ T (F ,X ∪N ), and X ∈ N ,
but we will see later how they are combined with the substitutions used for the
narrowing process.
3.2 Narrowing
After abstraction of the current term t into t[Xj ]j∈{i1,...,ip} we test whether the
possible ground instances of t[Xj ]j∈{i1,...,ip} are reducible, according to the pos-
sible values of the instances of the Xj . This is achieved by innermost narrowing
t[Xj ]j∈{i1,...,ip}.
To schematize innermost rewriting on ground terms, we need to refine the
usual notion of narrowing. In fact, with the usual innermost narrowing relation,
if a position p in a term t is a narrowing position, no suffix position of p can
be a narrowing position too. However, if we consider ground instances of t,
we can have rewriting positions p for some instances, and p′ for some other
instances, such that p′ is a suffix of p. So, when using the narrowing relation to
schematize innermost rewriting of ground instances of t, the narrowing positions
p to consider depend on a set of ground instances of t, which is defined by
excluding the ground instances of t that would be narrowable at some suffix
position of p. For instance, with the TRS R = {g(a) → a, f(g(x)) → b}, the
innermost narrowing positions of the term f(g(X)) are 1 with the narrowing
substitution σ = (X = a), and ε with any σ such that σX 6= a.
Let σ be a substitution on T (F ,X ∪N ). In the following, we identify σ with
the equality formula
∧
i(xi = ti), with xi ∈ X ∪N , ti ∈ T (F ,X ∪N ). Similarly,
we call negation σ of the substitution σ the formula
∨
i(xi 6= ti).
Definition 4. A substitution σ is said to satisfy a constraint
∧
j
∨
ij
(xij 6= tij ),
iff for all ground instantiation θ,
∧
j
∨
ij
(θσxij 6= θσtij ). A constrained substi-
tution σ is a formula σ0 ∧
∧
j
∨
ij
(xij 6= tij ), where σ0 is a substitution, and∧
j
∨
ij
(xij 6= tij ) the constraint to be satisfied by σ0.
Definition 5 (innermost narrowing). A term t ∈ T (F ,X ∪N ) innermost
narrows into a term t′ ∈ T (F ,X ∪N ) at the non-variable position p, using the
rule l → r ∈ R with the constrained substitution σ = σ0 ∧
∧
j∈[1..k] σj, which is
written t Innp,l→r,σ t
′ iff
σ0(l) = σ0(t|p) and t′ = σ0(t[r]p)
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where σ0 is the most general unifier of t and l at position p, and σj , j ∈ [1..k]
are all most general unifiers of σ0t and a left-hand side of rule of R, at suffix
positions of p.
Notice that we are interested in the narrowing substitution applied to the
current term t, but not in its definition on the variables of the left-hand side
of the rule. So the narrowing substitutions we consider are restricted to the
variables of the narrowed term t.
3.3 Cumulating constraints
Abstraction constraints have to be combined with the narrowing constrained
substitutions to characterize the ground terms schematized by the proof trees.
A narrowing step is applied to a current term u if the narrowing substitution σ
effectively corresponds to a rewriting step of ground instances of u, i.e. if σ is
compatible with the abstraction constrained formula A associated to u (i.e. σA
is satisfiable). Else, the narrowing step is useless. So the narrowing constraint
attached to the narrowing step is added to the abstraction constraints initially
of the form t↓ = X. This motivates the introduction of abstraction constrained
formulas.
Definition 6. An abstraction constrained formula (ACF in short) is a formula∧
i(ti↓ = t′i) ∧
∧
j
∨
kj
(ukj 6= vkj ), where ti, t′i, ukj , vkj ∈ T (F ,X ∪N ).
Definition 7. An abstraction constrained formula A =
∧
i(ti↓ = t′i)∧
∧
j
∨
kj
(ukj
6= vkj ) is satisfiable iff there exists at least one instantiation θ such that
∧
i(θti↓ =
θt′i) ∧
∧
j
∨
kj
(θukj 6= θvkj ). The instantiation θ is then said to satisfy the ACF
A and is called solution of A.
Applying a constrained substitution σ = σ0 ∧
∧
j
∨
ij
(xij 6= tij ) to an ACF
A gives a formula σA obtained by applying σ0 to A and then by adjoining the
disequality part to the result.
An ACF A is attached to each term u in the proof trees; its solutions char-
acterize the interesting ground instances of this term, that are the θu such that
θ is a solution of A. When A has no solution, the current node of the proof
tree does not represent any ground term. Such nodes are then irrelevant for
the weak termination proof. So we have the choice between generating only the
relevant nodes of the proof tree, by testing satisfiability of A at each step, or
stopping the proof on a branch on an irrelevant node, by testing unsatisfiability
of A. These are both facets of the same question, but in practice, they lead to
different solutions.
Checking satisfiability of A is in general undecidable. The disequality part
of an ACF is a particular instance of a disunification problem (a quantifier free
equational formula, qfef in short), whose satisfiability has been addressed in [5],
that provides rules to transform any disunification problem into a solved form.
Testing satisfiability of the equational part of an ACF is undecidable in general,
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but sufficient conditions can be given, relying on a characterization of normal
forms.
Unsatisfiability of A is also undecidable in general, but simple sufficient con-
ditions can be used, very often applicable in practice. They rely on reducibility,
unifiability, narrowing and constructor tests, and can be found in [11].
So both satisfiability and unsatisfiability checks need to use sufficient con-
ditions. But in the first case, the proof process stops with failure as soon as
satisfiability of A cannot be proved. In the second one, it can go on, until A is
proved to be unsatisfiable, or until other stopping conditions are fulfilled. In the
approach followed below, narrowing and abstraction are applied without check-
ing the satisfiability of abstraction constraints, and the process stops as soon as
they are detected to be unsatisfiable.
4 Inference rules for inductive termination proofs
We are now ready to describe the different steps of our mechanism on a term
t, with initial empty constraints conjunctions A,C. It consists in iterating the
three following steps.
The first step abstracts the current term u at given positions i1, . . . , ip. The
constraints t > u|i1 , . . . , u|ip are set, allowing to suppose, by induction, the ex-
istence of irreducible forms for u|i1 , . . . , u|ip . Then, u|i1 , . . . , u|ip are abstracted
into abstraction variables Xi1 , . . . , Xip (or X1, . . . , Xp for simplifying the in-
dices). The abstraction constraint u|i1↓ = X1, . . . , u|ip↓ = Xp is added to the
ACF A. This is the abstract step. The abstraction positions are chosen so that
the abstraction mechanism captures the greatest possible number of rewriting
steps: we abstract the greatest possible subterms of u = f(u1, . . . , um). Note
also that it is not useful to abstract non narrowable subterms: their ground
instances are always in normal form, since the variables of these subterms are
NF-variables.
The second step innermost narrows the resulting term in one step with all
possible rewrite rules of the rewrite system R, and all possible substitutions σ,
into terms v, according to Definition 5. This step is a branching step, creating
as many states as narrowing possibilities. The substitution σ is integrated to A,
as explained after Definition 7. This is the narrow step.
We then have a stop step halting the proof process on the current branch
of the proof tree, when A is detected to be unsatisfiable, or when the ground
instances of the current term can be stated weakly innermost terminating, which
happens when the induction hypothesis applies on it.
The previously presented steps are performed by inference rules that trans-
form 3-tuples (T,A,C) where T is a set of terms of T (F ,X ∪N ), containing the
current term whose weak innermost termination has to be proved: this is either
a singleton or the empty set, A is an ACF and C is a conjunction of ordering
constraints stated by the abstract steps.
Before giving the corresponding inference rules, let us notice that the in-
ductive reasoning can be completed in the following way. When the induction
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hypothesis cannot be applied on a term u, it is sometimes possible to prove weak
innermost termination of every ground instance of u by another way. Let WT (u)
be a predicate that is true iff every ground instance of u weakly innermost ter-
minates. In the first (resp. third) previous step of the induction reasoning, we
then associate the alternative predicate WT (u|ij ) (resp. WT (u)) to the condition
t > u|ij (resp. t > u). For establishing that WT (u) is true, in some cases, the
notion of usable rules [1] can be used. This approach is fully developed in [13].
Table 1. Inference rules for the weak innermost termination proof
Abstract:
{u}, A, C
{u′}, A ∧ u|i1↓ = Xi1 . . . ∧ u|ip↓ = Xip , C ∧HC(u|i1) . . . ∧HC(u|ip)
where u is abstracted into u′ at the positions i1, . . . , ip 6= ε
if C ∧HC(u|i1) . . . ∧HC(u|ip) is satisfiable
where HC(u|j)j∈{i1,...,ip} =
{
true if WT (u|j)
tref > u|j otherwise.
Narrow:
{u}, A, C
{v}, σA, C if u 
Inn
σ v
Stop:
{u}, A, C
∅, A, C ∧HC(u)
if (C ∧HC(u)) is satisfiable or A is unsatisfiable
where HC(u) =
{
true if WT (u) or A is unsatisfiable
tref > u otherwise.
The termination proof procedure is described by the set of rules given in Ta-
ble 1. These rules must be applied on the initial pairs ({tref = g(x1, . . . , xm)},>,
>), where g is a defined symbol, with the strategy S
(Abstract; dk(Narrow); Stop) *
where “;” denotes the sequential application of rules, “dk” the application of
a rule in all possible ways and “*” the iterative application of a strategy, until it
is not possible anymore. The process stops if no inference rule applies anymore.
There are two cases for the behavior of the termination proof procedure. The
strategy applied to the initial state ({tref },>,>) terminates if the rules do not
apply anymore and all states are of the form (∅, A,C). Otherwise, the strategy
does not terminate if there is an infinite number of applications of Abstract
and Narrow.
A branch of the derivation tree is said to be successful if it is ended by an
application of Stop, i.e. if its final state is of the form (∅, A,C).
Thus, the inductive weak termination proof is successful if there is at least
one successful branch corresponding to each possible ground term. Let us develop
this point.
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In fact, branching, produced by Narrow, can generate different states with
narrowing substitutions σ1, . . . σn. These substitutions can be compared (see [11]).
For σi and σj , three situations may occur: σi is strictly less general than σj , which
is noted σi > σj , (or σj is strictly less general than σi), σi and σj are equal up
to a renaming, or else σi and σj are incomparable.
States corresponding to substitutions that are more general than other ones
then represent a set of ground instances that contains the other ones. So, for
proving weak termination for all ground instances at a branching point, it is
sufficient to prove weak termination only for the “most general states”.
Note that the ignored states may schematize different rewriting steps than
those we consider (at different positions, with different rewrite rules). So for the
considered instances, if a “most general state” doesn’t exclusively give rise to
successful branches, we lose the possibility to test whether the other branches are
successful. In practice, this case rarely occurs and the gain is greater in avoiding
to consider redundant subsets of instances.
A branching node in a proof tree is a state, on which the Narrow rule applies.
Let Σ be the set of narrowing substitutions (possibly with different rewrite
rules) at a given branching node. Let Σ0 be the reduced set from Σ such that
σ ∈ Σ0 iff σ ∈ Σ and 6 ∃ σ′ ∈ Σ such that σ > σ′ on (Dom(σ) \ V ar(l)) ∪
(Dom(σ′) \ V ar(l′)), where l and l′ are the left-hand sides of rules respectively
used to produce the narrowing substitutions σ and σ′. The set Σ0 may yet
contain equivalent (equal up to a renaming) substitutions which are marked as
such. So for any two substitutions in Σ0, either they are equivalent, or they are
incomparable.
A proof tree is weakly successful if it is reduced to a state of the form (∅, A,C),
or if at each branching node:
– for each class of equivalent substitutions, there exists at least one weakly
successful subtree corresponding to a substitution in this class,
– all subtrees corresponding to incomparable substitutions are weakly success-
ful.
So the strategy S can be optimized as follows: at each branching point of
a proof tree, with set of substitutions Σ, we only develop the subtrees cor-
responding to Σ0. Moreover, given two subtrees corresponding to equivalent
substitutions, as soon as one of them is weakly successful, the other one is cut.
We write SUCCESS(g,) if the proof tree obtained by application on
({g(x1, . . . , xm)}, >,>), with the strategy S, of the inference rules whose con-
ditions are satisfied by an ordering , is weakly successful.
Theorem 1. Let R be a TRS on a set F of symbols. If there exists an F-stable
ordering  having the subterm property, such that for each defined symbol g, we
have SUCCESS(g,), then every term of T (F) weakly innermost terminates.
A formal description with a complete set of inference rules for describing the
subtree cut process, and proofs of theorems are given in [11].
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5 Finding a good derivation chain
As said previously, establishing weak termination of an undeterministic eval-
uation process warrants a result if a breadth-first strategy is adopted for this
process. But such a strategy is in general very costly, and it is much better to
have hints about the terminating derivations to compute them directly with a
depth-first mechanism.
Our proof process, as it simulates the rewriting mechanism, gives complete
information on a terminating rewriting branch. It allows extracting the exact
application of rewrite rules that yields a normal form. To rewrite a term, it is
enough to follow the rewriting scheme simulated by abstraction and narrowing
in the proof trees.
We now formalize the use of the proof trees to compute a normal form for
any term.
Definition 8. Let R be a TRS proved weakly terminating with Theorem 1. The
strategy tree STf associated to f ∈ DefR is the proof tree obtained from the
initial state ({f(x1, . . . , xm)},>,>).
Definition 9. Let R be a TRS proved weakly terminating with Theorem 1. Let
ST = {STf |f ∈ DefR} be the set of strategy trees of R and s = f(s1, . . . , sm) ∈
T (F). Normalizing s with respect to ST into normST (s) is defined in the fol-
lowing way:
– if f ∈ ConsR, then normST (f(s1, . . . , sn)) = f(normST (s1), . . . , normST (sn)),
– if f ∈ Def R, then normalizing s with respect to ST into normST (s) is
performed by following the steps in the strategy tree STf of f , where t =
g(t1, . . . , tn) is any term of the transformation chain of s with respect to ST
and u = g(u1, . . . , un) is the corresponding term in STf :
• if the step is Abstract, and abstracts u at positions i1, . . . , ip,
then t 7→ t[t′1]i1 . . . [t′p]ip ,
where t′j =
{
t|ij↓ if WT (u|ij )
normST (t|ij ) otherwise,
• if the step is Narrow with g(u1, . . . , un) Innp,l→r,σ u′,
then g(t1, . . . , tn) 7→ t′ where t′ is defined by g(t1, . . . , tn) →Innp,l→r,µ t′ =
µu′, with θ = µσ on V ar(g(u1, . . . , un)) and g(t1, . . . , tn) = θg(u1, . . . , un)
if µ exists,
t′ = g(t1, . . . , tn) and the normalizing process stops, otherwise,
• if the step is Stop, then g(t1, . . . , tn) 7→ t′,
where t′ =
{
g(t1, . . . , tn)↓ if WT (g(u1, . . . , un))
normST (g(t1, . . . , tn)) otherwise.
Given a TRS R, the previous definition assumes that if the predicate WT
has been used to prove termination of a particular term t during the termination
proof of R, one is able to find a normalizing strategy for t. A simple sufficient
condition is that t is proved strongly terminating, which can be established
in most cases, like for WT , with the usable rules. Under this assumption, the
following theorem holds.
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Theorem 2. Let R be a TRS proved weakly terminating with Theorem 1 and
ST its set of strategy trees. Then for any term t ∈ T (F), normST (t) is an
innermost normal form of t for R.
Let us come back to the TRS R presented in the introduction, built on
F = {f : 2, h : 2, g : 1, s : 1, 0 : 0}. We first prove that every ground term t
of T (F) can be innermost normalized with R, and then infer from this proof a
strategy allowing normalization of any ground term of T (F).
Since the defined symbols of R are f , g, and h, we have to apply the inference
rules to f(x1, x2), g(x1) and h(x1, x2). The proof trees, given in Table 2, show
how the inference rules are applied, and provide the information needed to infer a
strategy for normalizing any ground term. When Narrow applies, we specify the
narrowing substitution, when it is useful for normalization, and in parentheses,
the rewrite rule number used to narrow.
The subtree marked by
⊙
in the proof tree of f is cut as soon as the sub-
tree generated on the left from f(X6, s(0)) with the same substitution (up to a
renaming) σ = (X6 = g(X7)) ∧ (X7 6= s(X8) ∧X7 6= 0) is successful.
The final proof trees are bold. Since they are all successful, R is proved
weakly innermost terminating on the ground term algebra. These proof trees
are respectively the strategy trees STg,STh and STf , from which we can now
infer a strategy normalizing any ground term t, according to Definition 9.
As an example, let us use the strategy to normalize the term f(g(f(0, 0)), s(0))
following the steps of STf .
(Step 1 in STf : Abstract) The first step is Abstract at positions 1 and 2
by application of the induction hypothesis, and then we get f(g(f(0, 0)), s(0))
7→ f(normST (g(f(0, 0))), normST (s(0)). Since s is a constructor, we have
normST (s(0)) = s(normST (0)). Since 0 is a constructor constant, we have
normST (0) = 0, and finally normST (s(0)) = s(0). We now have to compute
normST (g(f(0, 0))), by following the steps of STg.
(Step 1 in STg : Abstract) The first step is Abstract at position 1
by application of the induction hypothesis, and then we get g(f(0, 0)) 7→
g(normST (f(0, 0))). To compute normST (f(0, 0)), we have to follow the
steps of STf .
(Step 1 in STf : Abstract) The first step is Abstract at posi-
tions 1 and 2 by application of the induction hypothesis, and then
we get f(0, 0) 7→ f(normST (0), normST (0)). Since 0 is a constant
constructor, we have normST (0) = 0, and then f(0, 0) 7→ f(0, 0).
(Step 2 in STf : Narrow) The second step is Narrow at the top
position, with rule (2). The narrowing substitution σ is such that
our current term f(0, 0) is not a ground instance of σf(X1, X2).
Therefore f(0, 0) 7→ f(0, 0), and finally normST (f(0, 0)) = f(0, 0).
We then come back to normalization of g(f(0, 0)).
(Step 2 in STg : Narrow) Our current term is g(f(0, 0)), and the
second step of STg is Narrow at the top position, with rules (3) and
(4). None of the narrowing substitutions σ is such that our current
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Table 2. Proof trees for symbols g, h and f
g(x1)
Abstract

g(X1)
Narrow,(3)
σ=(X1=s(X2))
vv Narrow,(4)
σ=(X1=0)
''
s(g(X2))
Stop

0
Stop

∅ ∅
h(x1,x2)
Abstract

h(X1,X2)
Narrow,(5)σ=Id

g(X1)
Stop

∅
f(x1,x2)
Abstract

f(X1,X2)
Narrow,(2)
σ = (X1 = g(X3) ∧X2 = s(X4))
∧(X3 6= s(X5) ∧X3 6= 0) 
f(h(X3,X4), s(0))
Abstract

f(X6, s(0))
Narrow,(1)
σ = (X6 = g(X7))
∧(X7 6= s(X8) ∧X7 6= 0)
uu Narrow,(2) ))
f(g(X7),g(X7))
Abstract

⊙ // f(h(X9, 0), s(0))
Abstract

f(X11,X12)
Narrow,(2)
σ = (X11 = g(X14) ∧X12 = s(X15))
∧(X14 6= s(X16) ∧X14 6= 0)
f(X13, s(0))
Narrow,(1)
{{
Narrow,(2)

f(h(X14,X15), s(0))
Stop

∅ f(g(X17), g(X17)) f(h(X19, 0), s(0))
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term g(f(0, 0)) is a ground instance of σg(X1). Therefore g(f(0, 0)) 7→
g(f(0, 0)), and finally normST (g(f(0, 0))) = g(f(0, 0)). We then come
back to normalization of our main term.
(Step 2 in STf : Narrow) Our current term is f(g(f(0, 0)), s(0)), and
the current step in STf is Narrow at the top position with rule (2). The
narrowing substitution σ is such that our current term is a ground instance
of σf(X1, X2). So f(g(f(0, 0)), s(0))→ε,(2) f(h(f(0, 0), 0), s(0)).
(Step 3 in STf : Abstract) The current step in the proof tree is Abstract
at position 1 thanks to the WT predicate, and more precisely thanks to
the usable rules which give a strong terminating system. Then we have
h(f(0, 0), 0) 7→ h(f(0, 0), 0)↓, and it suffices to rewrite h(f(0, 0), 0) as long
as a normal form is reached, which is guaranteed by the termination of
the usable rules. Here we have h(f(0, 0), 0) →ε,(5) g(f(0, 0)). Finally we get
f(h(f(0, 0), 0), s(0)) 7→ f(g(f(0, 0)), s(0)).
(Step 4 in STf : Narrow) The current step in the tree is Narrow at the
top position with rule (1). The narrowing substitution σ is such that our cur-
rent term is a ground instance of σf(X6, s(0)). So f(g(f(0, 0)), s(0)) →ε,(1)
f(g(f(0, 0)), g(f(0, 0))).
(Step 5 in STf : Abstract) The current step in the tree is Abstract at po-
sitions 1 and 2 thanks to the WT predicate, and then f(g(f(0, 0)), g(f(0, 0)))
7→ f(g(f(0, 0))↓, g(f(0, 0))↓). Since g(f(0, 0)) is in normal form, we get
f(g(f(0, 0)), g(f(0, 0))) 7→ f(g(f(0, 0)), g(f(0, 0))).
(Step 6 in STf : Narrow) The current step of STf is Narrow at the top
position, with rule (2). The narrowing substitution σ is such that our current
term is a not a ground instance of σf(X11, X12). Therefore the normalizing
process stops on f(g(f(0, 0)), g(f(0, 0))), which hence is a normal form of
f(g(f(0, 0)), s(0)).
For a more detailed development of this example, as well as for other exam-
ples, see [11].
6 Conclusion and perspectives
In this paper, we have proposed a method to prove weak innermost termination
of term rewriting systems by explicit induction on the termination property. To
simulate the innermost rewriting derivations of any ground term, we generate
proof trees issued from patterns g(x1, . . . , xm) where g is a defined function sym-
bol, in using two mechanisms: abstraction, introducing variables that represent
ground normal forms, and narrowing, schematizing rewriting on ground terms.
When all proof trees have a successful branch for all ground instances of
the patterns, the weak innermost termination property of the rewrite system
is proved. Then from these successful branches, a normalizing strategy can be
inferred for any ground term. We show how to extract the relevant information
from the proof trees to guide the innermost normalization process.
Proving weak termination of a program and deducing a normalizing strategy
can be achieved at compile-time. Then, to evaluate a data at run-time with no
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risk of non-termination, it suffices to follow the strategy described in Section 5,
that states which rule to apply and at which position in the term, at each step
of the normalization process. Henceforth, evaluation at run-time is made very
efficient, since it always leads to a result, i.e. an irreducible term.
Up to our knowledge, this is the first method proposed to ensure weak termi-
nation of rewriting systems, allowing to find a finite evaluation for every term.
The important point to automate our proof principle is the satisfaction of
the constraints at each step of the proof. On many examples, this is immediate:
as the ordering constraints only express the subterm property, they are triv-
ially satisfied by any simplification ordering. Otherwise, we can use automatic
ordering constraint solvers. As for abstraction constraints, they can be man-
aged with an unsatisfiability test, for which simple sufficient conditions exist,
that are automated. Thus, in general, weak termination proof can be completely
automatic.
As in our approach, the rewriting strategy is explicitly handled in the proof
principle, the method should be easily applicable to other strategies, especially
to the outermost strategy, and to local strategies on operators. This potentially
leads to a new functionality for CARIBOO, a toolbox for proving termination
under strategies [9].
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