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Abstract—In this paper, we study the hypothesis testing prob-
lem of, among n random variables, determining k random vari-
ables which have different probability distributions from the rest
(n−k) random variables. Instead of using separate measurements
of each individual random variable, we propose to use mixed
measurements which are functions of multiple random variables.
It is demonstrated that O( k log(n)
minPi,Pj C(Pi, Pj)
) observations are
sufficient for correctly identifying the k anomalous random
variables with high probability, where C(Pi, Pj) is the Chernoff
information between two possible distributions Pi and Pj for
the proposed mixed observations. We characterized the Cher-
noff information respectively under fixed time-invariant mixed
observations, random time-varying mixed observations, and de-
terministic time-varying mixed observations; in our derivations,
we introduced the inner and outer conditional Chernoff infor-
mation for time-varying measurements. It is demonstrated that
mixed observations can strictly improve the error exponent
of hypothesis testing, over separate observations of individual
random variables. We also characterized the optimal mixed
observations maximizing the error exponent, and derived an
explicit construction of the optimal mixed observations for the
case of Gaussian random variables. These results imply that
mixed observations of random variables can reduce the number
of required samples in hypothesis testing applications. Compared
with compressed sensing problems, this paper considers random
variables which are allowed to dramatically change values in
different measurements.
I. INTRODUCTION
In many areas of science and engineering, one needs to
infer statistical information of objects of interest. Here, the
statistical information of interest can be the mean, variance or
even distributions of certain random variables [1], [5], [6], [9],
[10], [11]. In fact, inferring distributions of random variables
are essential in anomaly detections, for example, quickest
detections of potential hazards or changes, [1], [2], [26]. In
[1], [12], [13], [14], [15], [26], the authors are interested in
knowing the probability distribution of n independent random
variables Xi, 1 ≤ i ≤ n, which follow either probability
distribution f1(·) or f2(·). In order to get the probability
distribution information about the n random variables, one can
sample each random variable separately multiple times, and
then infer probability distribution information from their sep-
arate samples. However, when the number of random variables
n goes large, the requirement on sampling rates and sensing
resources can be tremendous. In some applications, due to
physical constraints [5], [10], [11], we cannot even directly get
separate samples of individual random variables. This raises
the question of whether we can infer statistical information of
interest from a much smaller number of samples.
Fortunately, in some applications such as network tomog-
raphy [5], [11] and cognitive radio [26], these n random
variables can be described by a parsimonious model. For
example, suppose only k (k ≪ n) out of n random variables
take the probability distribution f2(·) while the much larger
set of remaining (n−k) random variables take the probability
distribution f1(·) [13]. Again, one natural way to find out the
k anomalous random variables is to do one-by-one hypothesis
testing for these n random variables. One can get l samples
for each random variable Xi, 1 ≤ i ≤ n, and then use existing
hypothesis testing techniques to determine whether Xi follows
the probability distribution f1(·) or f2(·). Thus, to ensure
correctly identifying the k anomalous random variables with
high probability, at least Θ(n) samples are needed for one-by-
one hypothesis testing. This inevitably creates an enormous
burden on data collecting and processing, especially when n
is very large, and the number of sensing samples is very small.
In this paper, since k ≪ n, inspired by compressed
sensing [4], [16], [17], we propose to use non-adaptive mixed
measurements (or observations, which we use interchange-
ably with measurements) of n random variables, instead of
separate sampling of these n random variables individually,
to quickly detect the k anomalous random variables. The
basic idea is to make each sample a function of n random
variables, instead of a realization of an individual random
variables. In this paper, we consider three different types of
mixed observations: fixed time-invariant mixed measurements,
random time-varying measurements, and deterministic time-
varying measurements. For these different types of mixed
observations, we characterize the number of measurements
needed to achieve a specified hypothesis testing error prob-
ability. Our analysis has shown that there is an advantage of
performing this method in reducing the number of required
samples for reliable hypothesis testing. The number of samples
needed to correctly identify the k anomalous random variables
can be reduced to O( k log(n)
minPi,Pj C(Pi, Pj)
) observations, where
C(Pi, Pj) is the Chernoff information between two possible
distributions Pi and Pj for the proposed mixed observations.
In this paper, we have also shown that mixed observations
can strictly reduce error exponent of hypothesis testing, com-
pared with separate sampling of individual random variables.
Under the special cases of Gaussian random variables, opti-
mal mixed measurements are derived to maximize the error
exponent of hypothesis testing.
In [13], [14], [15], the authors have considered the same
problem setting of finding the k anomalous random variables
among n random variables. By utilizing the sparsity of anoma-
lous random variables, [13], [14], [15] optimized adaptive
samplings of individual random variables, and have reduced
the number of needed samples for individual random variables.
Compared with this paper, [13], [14], [15] have considered
adaptive observations of individual random variables, instead
of non-adaptive mixed observations in this paper. It is noted
that the total number of observations is at least Θ(n) [13],
[14], [15], if one is restricted to sample the n random variables
individually. In a related work of ours, we have considered
adaptive mixed observations in quickest detection and search
problem [7] to speed up finding one anomalous random
variable.
This paper is organized as follows. In Section II, we intro-
duce the mathematical models for considered problems and
mixed observations. In Section III, we investigate the hypoth-
esis testing problem using time-invariant mixed observations;
and propose corresponding hypothesis testing algorithms and
analysis. In Section IV, we consider using random time-
varying mixed observations to identify the anomalous random
variables. In Section V, we consider using deterministic time-
varying mixed observations for hypothesis testing, and derive a
bound on the error probability. In Section VI, we demonstrate,
by examples of Gaussian random variable vectors, that linear
mixed observations can strictly improve the error exponent in
hypothesis testing. In Section VII, we derive the optimal mixed
measurements for Gaussian random variables. In Section VIII,
we provide numerical simulation results. Section IX concludes
this paper.
II. MATHEMATICAL MODELS
We consider n i.i.d. random variables X1, X2,..., Xn. Out
of these n random variables, (n− k) of them follow a known
distribution f1(·); while the other k random variables follow
another known distribution f2(·), where k ≪ n. However, it
is unknown which k random variables follow the distribution
f2(·). Our objective is then to identify these k anomalous
random variables, with as few samples as possible.
We take m mixed observations of the n random variables
at m time indices: at time index t = j, 1 ≤ j ≤ m, the
measurement result
Yj = gj(X
j
1 , X
j
2 , ..., X
j
n),
is a function of the realizations of the n random variables
at time j. In this paper, we only consider the case when the
functions gj are linear. When the functions gj , 1 ≤ j ≤ m,
are the same for each 1 ≤ j ≤ m, we simply denote them by
g(·). Thus for 1 ≤ j ≤ m, the j-th measurement
Yj = gj(X
j
1 , X
j
2 , ..., X
j
n) =
n∑
i=1
a
j
iX
j
i ,
where aji is a real number. In this paper, each random variable
Xi takes an independent realization in each measurement;
while in the now well-known compressed sensing problem,
for each measurement, the variables of interest, denoted by
(x1, x2, x3, ..., xn), are deterministic values, and basically take
the same values in each measurement. In some sense, our
problem is a probabilistic generalization of the compressed
sensing problems.
In the compressed sensing literature, Bayesian compressed
sensing [23], [25] stands out as one model where prior prob-
ability distribution of the vector (x1, x2, x3, ..., xn) is consid-
ered. However, in [23], [25], the values of (x1, x2, x3, ..., xn)
are fixed once the random variables are realized from the prior
probability distribution, and then generally remain unchanged
across different measurements. That is fundamentally different
from our setting where the random variables dramatically
change over different measurements. In the compressed sens-
ing literature, there are very interesting works discussing
compressed sensing for smoothly time-varying signals [24],
[27], [28]. In contrast, objects of interest in this research are
random variables taking completely independent realizations
at different time indices; and, thus, we are interested in
recovering statistical information of random variables, rather
than recovering the deterministic values.
III. TAKING FIXED TIME-INVARIANT MEASUREMENTS
In this section, we consider mixed measurements which
are time-invariant across different measurements. We first give
the likelihood ratio test algorithm, namely Algorithm 1, over
the possible
(
n
k
)
hypothesis. Then we analyze the number of
needed samples through another suboptimal algorithm 2.
A. Algorithm
Data: observation data Y1, Y2, ..., Ym
Result: k anomalous random variables
• For each hypothesis Hi (1 ≤ i ≤ L), calculate the
likelihood P (Y |Hi):
• Choose the hypothesis with the maximum likelihood.
• Decide the corresponding k random variables as the
anomalous random variables.
Algorithm 1: Likelihood Ratio Test from Deterministic Time
Invariant Measurements
To analyze the number of needed samples for achieving
a certain hypothesis testing error probability, we consider
another hypothesis testing Algorithm 2 based on pairwise
hypothesis testing, which is suboptimal compared to the
likelihood ratio test algorithm. There are L =
(
n
k
)
possible
probability distributions for the output of the function g(·),
depending on which k random variables are anomalous. We
denote these possible probability distributions as P1, P2, ...,
PL. Our simple algorithm is to find the true distribution by do-
ing pairwise Neyman-Pearson hypothesis testing [18] of these
L probability distributions. We denote the m observations by
Y1, Y2, ..., Ym.
Data: observation data Y1, Y2, ..., Ym
Result: k anomalous random variables
• For all pairs of distinct probability distributions Pi and
Pj (1 ≤ i, j ≤ L and i 6= j), perform Neyman-Pearson
testing for two hypothesis:
– Y1, Y2, ..., Ym follow probability distribution Pi
– Y1, Y2, ..., Ym follow probability distribution Pj
• if there exists a certain j∗, Pj∗ is the winning
probability distribution whenever it is involved in a
pairwise hypothesis testing, then
declare the k random variables producing Pj∗ as
anomalous random variables;
else
declare a failure in finding the k anomalous random
variables.
end
Algorithm 2: Hypothesis Testing from Time-invariant Mixed
Measurements
B. Number of Samples
Theorem 3.1: Consider time-invariant fixed observations
Y for n random variables X1, X2, ..., and Xn. With
O( k log(n)min1≤i,j≤L,i6=j C(Pi,Pj) mixed measurement, with high prob-
ability, Algorithms 1 and 2 correctly identify the k anomalous
random variables. Here L is the number of hypothesis, Pi,
1 ≤ i ≤ n is the output probability distribution for measure-
ments Y under hypothesis Hi, and
C(Pi, Pj) = − min
0≤λ≤1
log
(∫
Pλi (x)P
1−λ
j (x)dx
)
is the Chernoff information between two distributions Pi and
Pj .
Proof: In Algorithm 2, for two probability distributions
Pi and Pj , we choose the probability likelihood ratio threshold
of the Neyman-Pearson testing in such a way that the error
probability decreases with the largest possible error exponent,
namely the Chernoff information between Pi and Pj
C(Pi, Pj) = − min
0≤λ≤1
log
(∫
Pλi (x)P
1−λ
j (x)dx
)
So overall, the smallest possible error exponent of making
a error between any pair of probability distributions is
E = min
1≤i,j≤L,i6=j
C(Pi, Pj).
Without loss of generality, we assume that P1 is the true
probability distribution for the observation data Y . Since the
error probability Pe in the Neyman-Pearson testing scales like
Pe
.
= 2−mC(Pi,Pj) ≤ 2−mE , by a union bound over the L− 1
possible pairs (P1, Pj), the probability that P1 is not correctly
identified as the true probability distribution scales at most
as L2−mE . So Θ(k log(n)E−1) samplings are enough for
identifying the k anomalous samples with high probability.
When E grows polynomially with n, this implies a signif-
icant reduction in the number of samples needed. Consider
a simple example where k = 1, f1(x) ∼ δ(x) is the Dirac
delta function, and f2(x) ∼ N(0, 1) is the standard Gaussian
distribution. Let Pj , 1 ≤ j ≤ n, be the sketch output
distribution corresponding to the case where the j-th random
variable follows distribution N(0, 1). Then for 1 ≤ i, j ≤ L,
i 6= j, using the Chernoff information results for two Gaussian
random variables [19],
C(Pi, Pj) = max
0≤β≤1
1
2
log
βa2i + (1− β)a
2
j
a
2β
i a
2(1−β)
j
≥
1
2
log
a2i + a
2
j
2aiaj
.
So as long as the ratio max{αi,αj}min{αi,αj} for any two coefficients
αi and αj is always larger than a constant γ > 2, we
just need O(log(n)) measurements to find out which random
variable is abnormal. If we are allowed to use time-varying
non-adaptive sketching functions or are allowed to design
adaptive measurements based on the history of measurement
results, we may need fewer samples. In the next section, we
discuss the performance of time-varying non-adaptive mixed
measurements for this problem.
IV. TAKING RANDOM TIME-VARYING MEASUREMENTS
In this section, we consider the same problem setup as in
Section II, except that each measurement is the inner product
between X and one independent realization (aj1, a
j
2, ..., a
j
n) of
a random vector A. Namely, each observation is given by
Yj =< A
j , X >=
n∑
i=1
a
j
iXi, 1 ≤ j ≤ m,
where Aj = (aj1, a
j
2, ..., a
j
n). We assume that the random
vector A has a probability density function P (A), and, the
realizations Aj’s of A are independent across different mea-
surements. We consider random time-varying measurements,
because, inspired compressed sensing, random measurements
often given desirable performance [4], [17].
Under this setup, we would like to design hypothesis testing
algorithms, to decide which probability distribution the vector
X is following among the
(
n
k
)
hypothesis; moreover, we are
interested in analyzing the error probability of such hypothesis
testing algorithms.
A. Hypothesis Testing from Random Time-Varying Measure-
ments
We first give the likelihood ratio test algorithm over the
possible
(
n
k
)
hypothesis.
For the purpose of analyzing the error probability of like-
lihood ratio test, we further propose one hypothesis testing
algorithm based on pairwise comparison.
Data: observation data (A1, Y1), (A2, Y2), ..., (Am, Ym)
Result: k anomalous random variables
• For each hypothesis Hi (1 ≤ i ≤ L), calculate the
likelihood P (A, Y |Hi):
• Choose the hypothesis with the maximum likelihood.
• Decide the corresponding k random variables as the
anomalous random variables.
Algorithm 3: Likelihood Ratio Test from Random Time-
Varying Measurements
Data: observation data (A1, Y1), (A2, Y2), ..., (Am, Ym)
Result: k anomalous random variables
• For all pairs of hypothesis Hi and Hj (1 ≤ i, j ≤ L and
i 6= j), perform Neyman-Pearson testing of the
following two hypothesis:
– (A1, Y1), (A
2, Y2), ..., (A
m, Ym) follow the
probability distribution P (A, Y |Hi);
– (A1, Y1), (A
2, Y2), ..., (A
m, Ym) follow probability
distribution P (A, Y |Hj).
• if there exists a certain j∗, such that Hj∗ is the winning
hypothesis, whenever it is involved in a pairwise
hypothesis testing, then
declare the k random variables producing Hj∗ as
anomalous random variables;
else
declare a failure in finding the k anomalous random
variables.
end
Algorithm 4: Hypothesis Testing from Random Time-
Varying Measurements
B. Number of Samples for Random Time-Varying Measure-
ments
Theorem 4.1: Consider time variant random observations
Yj , 1 ≤ j ≤ m, for n random variables X1, X2, ..., and Xn.
With O( k log(n)min
1≤i,j≤L,i6=j
IC(PY |A,Hi ,PY |A,Hj )
) random time-varying
measurements, with high probability, Algorithms and correctly
identify the k anomalous random variables. Here L is the
number of hypothesis, PY |A,Hi , 1 ≤ i ≤ n is the output
probability distribution for measurements Y under hypothesis
Hi and measurements A; and
IC(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
log
(∫
P (A)
(
∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx) dA
)
= − min
0≤λ≤1
log
(
EA
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
))
is the inner conditional Chernoff information between two
hypothesis for observations Y , conditioned on the probability
distribution of time-varying measurements A.
Proof: In Algorithm 4, for two different hypothesis Hi
and Hj , we choose the probability likelihood ratio threshold of
the Neyman-Pearson testing in a way, such that the hypothesis
testing error probability decreases with the largest error expo-
nent, namely the Chernoff information between P (A, Y |Hi)
and P (A, Y |Hj)
IC(P (A, Y |Hi), P (A, Y |Hj))
= − min
0≤λ≤1
log
(∫
P (A, Y |Hi)
λ(x)P (A, Y |Hj)
1−λ(x)dx
)
Since the random tim-varying measurements are indepen-
dent of random samples X and the hypothesis Hi or Hj ,
P (A, Y |Hi) = P (A|Hi)P (Y |Hi, A) = P (A)P (Y |Hi, A),
P (A, Y |Hj) = P (A|Hj)P (Y |Hj , A) = P (A)P (Y |Hj , A).
Then the Chernoff information is simplified to
IC(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
log
(∫
P (A)
(
∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx) dA
)
= − min
0≤λ≤1
log
(
EA
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
))
By the Holder’s inequality, we have
IC(PA,Y |Hi , PA,Y |Hj )
≥ −min
A
log
(
1− P (A) + P (A)e−C(PY |A,Hi ,PY |A,Hj )
)
,
where
C(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
log
(∫
P (Y |A,Hi)
λ(x)P (Y |A,Hj)
1−λ(x)dx
)
is the ordinary Chernoff information between PY |A,Hi , and
PY |A,Hj . So as long there exits measurements A of a posi-
tive probability, such that the ordinary Chernoff information
is positive, then the inner condition Chernoff information
IC(PA,Y |Hi , PA,Y |Hj ) will also be positive.
Overall, the smallest possible error exponent between any
pair of hypothesis is
E = min
1≤i,j≤L,i6=j
C(PA,Y |Hi , PA,Y |Hj ).
Without loss of generality, we assume H1 is the true
hypothesis. Since the error probability Pe in the Neyman-
Pearson testing is
Pe
.
= 2
−mC(PA,Y |Hi ,PA,Y |Hj ) ≤ 2−mE .
By a union bound over the L − 1 possible pairs (H1, Hj),
the probability that H1 is not correctly identified as the true
hypothesis is upper bounded by L2−mE in terms of scaling. So
m = Θ(k log(n)E−1) samplings are enough for identifying
the k anomalous samples with high probability. When E grows
polynomially with n, this implies a significant reduction in the
number of needed samples.
V. TAKING DETERMINISTIC TIME-VARYING
MEASUREMENTS
In this section, we consider mixed measurements which are
allowed to vary over time. However, each measurement is pre-
determined, so that exactly p(A)m (assuming that p(A)m are
integers) measurements use the measurement A. In contrast,
in random time-varying measurements, each measurement is
taken as A with probability p(A), and thus the number of
measurements using A is a random variable.
A. Algorithms
In deterministic time-varying measurements, we first give
the likelihood ratio test algorithm over the possible
(
n
k
)
hy-
pothesis.
Data: observation data Y1, Y2, ..., Ym
Data: deterministic measurements A1, A2, ..., Am
Result: k anomalous random variables
• For each hypothesis Hi (1 ≤ i ≤ L), calculate the
likelihood P (Y |A,Hi):
• Choose the hypothesis with the maximum likelihood.
• Decide the corresponding k random variables as the
anomalous random variables.
Algorithm 5: Likelihood Ratio Test from Deterministic
Time-Varying Measurements
Similar to the analysis of random time-varying measure-
ments, for the purpose of analyzing the error probability, we
consider one hypothesis testing algorithm based on pairwise
comparison.
Data: observation data Y1, Y2, ..., Ym
Data: deterministic measurements A1, A2, ..., Am
Result: k anomalous random variables
• For all pairs of hypothesis Hi and Hj (1 ≤ i, j ≤ L and
i 6= j), perform Neyman-Pearson testing of the
following two hypothesis:
– Y1, Y2, ..., Ym follow the probability distribution
P (Y |Hi, A);
– Y1, Y2, ..., Ym follow probability distribution
P (Y |Hj , A).
• if there exists a certain j∗, such that Hj∗ is the winning
hypothesis, whenever it is involved in a pairwise
hypothesis testing, then
declare the k random variables producing Hj∗ as
anomalous random variables;
else
declare a failure in finding the k anomalous random
variables.
end
Algorithm 6: Hypothesis Testing from Deterministic Time-
Varying Measurements
B. Number of Samples for Deterministic Time-Varying Mea-
surements
Theorem 5.1: Consider time-varying deterministic observa-
tions Yj , 1 ≤ j ≤ m, for n random variables X1, X2, ..., and
Xn. L is the number of hypothesis for the distribution of the
vector (X1, X2, ..., Xn).
For λ ∈ [0, 1] and two hypothesisHi and Hj (1 ≤ i, j ≤ L),
define
Pλ(Y |A) =
Pλ(Y |A,Hi)P 1−λ(Y |A,Hj)∑
Y
Pλ(Y |A,Hi)P 1−λ(Y |A,Hj)
Qλ,i→j = EA {D (Pλ(Y |A) || P (Y |A,Hi))}
Qλ,j→i = EA {D (Pλ(Y |A) || P (Y |A,Hj))}
Furthermore, we define the outer conditional Chernoff in-
formation OC(PY |A,Hi , PY |A,Hj ) between Hi and Hj , under
deterministic time-varying measurements A, as
OC(PY |A,Hi , PY |A,Hj ) = Qλ,i→j = Qλ,j→i,
where λ is chosen such that Qλ,i→j = Qλ,j→i.
Then with O( k log(n)min
1≤i,j≤L,i6=j
OC(PY |A,Hi ,PY |A,Hj )
) random time-
varying measurements, with high probability, Algorithms and
correctly identify the k anomalous random variables. Here L
is the number of hypothesis, PY |A,Hi , 1 ≤ i ≤ n is the output
probability distribution for measurements Y under hypothesis
Hi and measurements A, and OC(PY |A,Hi , PY |A,Hj ) is the
outer conditional Chernoff information.
Moreover, the outer conditional Chernoff information is also
equal to
OC(PY |A,Hi , PY |A,Hj)
= − min
0≤λ≤1
∫
P (A) log(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx) dA
= − min
0≤λ≤1
EA
(
log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
))
Proof: In Algorithm 6, for two different hypothesis Hi
and Hj , we choose the probability likelihood ratio threshold
of the Neyman-Pearson testing in a way, such that the hypoth-
esis testing error probability decreases with the largest error
exponent. Now we focus on deriving what this largest error
exponent is, under deterministic time-varying measurements.
For simplicity of presentation, we first consider a special
case: there are only two possible measurements A1 and A2;
and one half of the measurements are A1 while the other
half are A2. The conclusions can be extended to general
distribution P (A) on A, in a similar way of reasoning.
Suppose we take m measurements in total, our assumption
translates to that 12m measurements are taken as A1, and
1
2m
measurements are taken as A2. Without loss of generality,
we consider two hypothesis denoted by H1 and H2. Under
measurement A1, we assume that H1 generates distribution
P1 for observation data; H2 generates distribution P2 for
observation data. Under A2, we assume that H1 generates
distribution P3 for observation data; H2 generates distribution
P4 for observation data. In addition, we assume that the
observation data is over a discrete space χ, which can also
be generalized to a continuous space without affecting the
conclusion in this theorem.
Suppose that P is the empirical distribution of measurement
data under measurements A1, and that P ′ is the empirical
distribution of measurement data under measurements A2.
Then the Neyman-Pearson testing decides that hypothesis H1
is true if, for a certain constant T ,
1
2
[D(P ||P2)−D(P ||P1)]+
1
2
[D(P ′||P4)−D(P
′||P3)] ≥
1
n
log(T ).
By the Sanov’s theorem [18], the error exponent of the second
kind, namely wrongly deciding “hypothesis H1 is true” when
hypothesis H2 is actually true, is given by the following
optimization problem.
min
P,P ′
1
2
D(P ||P2) +
1
2
D(P ′||P4)
subject to
1
2
[D(P ||P2)−D(P ||P1)]+
1
2
[D(P ′||P4)−D(P
′||P3)] ≥
1
n
log(T )∑
x
P (x) = 1
∑
x
P ′(x) = 1
Using the Lagrange multiplier method, we try to minimize
D(P ||P2)
2
+
D(P ′||P4)
2
+ λ
(
D(P ||P2)−D(P ||P1)
2
+
D(P ′||P4)−D(P ′||P3)
2
)
+v1
∑
x
P (x) + v2
∑
x
P ′(x)
Differentiating with respect to P (x) and P ′(x), we get
1
2
[log(
P (x)
P2(x)
) + 1 + λ log(
P1(x)
P2(x)
)] + v1 = 0
1
2
[log(
P ′(x)
P4(x)
) + 1 + λ log(
P3(x)
P4(x)
)] + v2 = 0
From these equations, we can obtain the minimizing P ,
P = Pλ(Y |A1) =
Pλ1 (x)P
1−λ
2 (x)∑
x∈χ P
λ
1 (x)P
1−λ
2 (x)
P ′ = Pλ(Y |A2) =
Pλ3 (x)P
1−λ
4 (x)∑
x∈χ P
λ
3 (x)P
1−λ
4 (x)
,
where λ is chosen such that 12 [D(P ||P2) − D(P ||P1)] +
1
2 [D(P
′||P4)−D(P ′||P3)] =
1
n
log(T ).
By symmetry, the error exponent of the second kind, and
the error exponent of the first kind, are respectively
1
2
D(Pλ(Y |A1)||P2) +
1
2
D(Pλ(Y |A2)||P4)
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3)
The first exponent is an increasing function in λ, and the
second exponent is a decreasing function in λ. In fact, the
optimal error exponent, which is the minimum of these two
exponents, is achieved when they are equal:
1
2
D(Pλ(Y |A1)||P2) +
1
2
D(Pλ(Y |A2)||P4)
=
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3)
This finishes the characterization of the optimal error expo-
nent in pairwise hypothesis testing, under deterministic time-
varying measurements.
Based on this result, we further show that the derived
optimal exponent is equivalent to
OC(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
∫
P (A) log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
)
dA
= − min
0≤λ≤1
EA
(
log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
))
≤ EA{C(PY |A,Hi , PY |A,Hj )}. (V.1)
In this proof, we restrict our attention to Hi = H1 and Hj =
H2.
We first show that the 0 ≤ λ ≤ 1 that minimizes
EA
(
log
(∫
Pλ
Y |A,Hi
(x)P 1−λ
Y |A,Hj
(x) dx
))
is exactly λ which
leads to the equality:
1
2
D(Pλ(Y |A1)||P2) +
1
2
D(Pλ(Y |A2)||P4)
=
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3) (V.2)
On the one hand, this equality means that
0 =
1
2
[D(Pλ(Y |A1)||P2)−D(Pλ(Y |A1)||P1)]
+
1
2
[D(Pλ(Y |A2)||P4)−D(Pλ(Y |A2)||P3)]
=
1
2
∑
x P
λ
1 (x)P
1−λ
2 (x) log(
P2(x)
P1(x)
)∑
x P
λ
1 (x)P
1−λ
2 (x)
+
1
2
∑
x P
λ
3 (x)P
1−λ
4 (x) log(
P4(x)
P3(x)
)∑
x P
λ
3 (x)P
1−λ
4 (x)
Moreover, under this λ, the exponent is equal to,
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3)
=
1
2
1∑
x P
λ
1 (x)P
1−λ
2 (x)
∑
x
Pλ1 (x)P
1−λ
2 (x)
[(1− λ) log(
P2(x)
P1(x)
)− log(
∑
x
Pλ1 (x)P
1−λ
2 (x))]
+
1
2
1∑
x P
λ
3 (x)P
1−λ
4 (x)
∑
x
Pλ3 (x)P
1−λ
4 (x)
[(1− λ) log(
P4(x)
P3(x)
)− log(
∑
x
Pλ3 (x)P
1−λ
4 (x))]
Recognizing the first parts of both summations over x is
equal to 0, we have
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3)
= −
1
2
log(
∑
x
Pλ1 (x)P
1−λ
2 (x))
−
1
2
log(
∑
x
Pλ3 (x)P
1−λ
4 (x)),
which is just the the expression, under λ∗ achieving V.3,
of the second definition of the outer conditional Chernoff
information.
On the other hand, to minimize
EA
(
log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hj
(x) dx
))
,
the derivative with respect to λ is equal to 0:
0 =
1
2
∑
x P
λ
1 (x)P
1−λ
2 (x) log(
P2(x)
P1(x)
)∑
x P
λ
1 (x)P
1−λ
2 (x)
+
1
2
∑
x P
λ
3 (x)P
1−λ
4 (x) log(
P4(x)
P3(x)
)∑
x P
λ
3 (x)P
1−λ
4 (x)
.
This means that the optimizing λmin = λ∗.
So EA
(
log
(∫
Pλ
Y |A,Hi
(x)P 1−λ
Y |A,Hi
(x) dx
))
=
1
2D(Pλ(Y |A1)||P1) +
1
2D(Pλ(Y |A2)||P3), where λ
∗
satisfies
1
2
D(Pλ(Y |A1)||P2) +
1
2
D(Pλ(Y |A2)||P4)
=
1
2
D(Pλ(Y |A1)||P1) +
1
2
D(Pλ(Y |A2)||P3) (V.3)
Overall, the smallest possible error exponent between any
pair of hypothesis is
E = min
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj ).
Without loss of generality, we assume H1 is the true
hypothesis. Since the error probability Pe in the Neyman-
Pearson testing is
Pe
.
= 2−mOC(PY |A,Hi ,PY |A,Hj ) ≤ 2−mE.
By a union bound over the L − 1 possible pairs (H1, Hj),
the probability that H1 is not correctly identified as the true
hypothesis is upper bounded by L2−mE in terms of scaling. So
m = Θ(k log(n)E−1) samplings are enough for identifying
the k anomalous samples with high probability. When E grows
polynomially with n, this implies a significant reduction in the
number of samples needed.
VI. EXAMPLES OF MIXED OBSERVATIONS STRICTLY
REDUCING HYPOTHESIS TESTING ERROR PROBABILITY
In this section, we give examples in which smaller error
probability can be achieved in hypothesis testing through
mixed observations. In particular, we consider Gaussian dis-
tributions in our examples.
A. Example 1: two Gaussian random variables
In this example, we consider n = 2, and k = 1. We
group the two random variables X1 and X2 in a random
vector (X1, X2). Suppose that there are two hypothesis for
a 2-dimensional random vector (X1, X2):
• H1: X1 and X2 are independent random variables; X1
and X2 follow Gaussian distributions N (A, σ2) and
N (B, σ2) respectively.
• H2: X1 and X2 are independent random variables; X1
and X2 follow Gaussian distributions N (B, σ2) and
N (A, σ2) respectively.
Here A and B are two distinct constants, and σ2 is the
variance of the two Gaussian random variables. At each time
instant, only one observation is allowed, and the observation
is restricted to a linear mixing of X1 and X2. Namely
Yj = α1X1 + α2X2.
We assume that the linear mixing does not change over time.
Clearly, when α1 6= 0 and α2 = 0, this linear mixing
reduces to a separate observation of X1; and when α1 = 0 and
α2 6= 0, it reduces to a separate observation of X2. In both
these two cases, the observation follows distribution N (A, σ2)
for one hypothesis, and follows distribution N (B, σ2) for the
other hypothesis. The Chernoff information between these two
distributions are
C(N (A, σ2),N (B, σ2)) =
(A−B)2
8σ2
When the hypothesis H1 holds, the observation Yj follows
the distribution N (α1A+α2B, (α21+α22)σ2). Similarly, when
the hypothesis H2 holds, the observation Yj follows the
distribution N (α1B + α2A, (α21 + α22)σ2). The Chernoff in-
formation between these two Gaussian distributions N (α1A+
α2B, (α
2
1+α
2
2)σ
2), and N (α1B+α2A, (α21+α22)σ2), is given
by
[(α1A+ α2B)− (α1B + α2A)]2
8(α21 + α
2
2)σ
2
=
[(α1 − α2)2(A−B)2]
8(α21 + α
2
2)σ
2
≤
2(A−B)2
8σ2
,
where the last inequality follows from Cauchy-Schwarz in-
equality, and takes equality when α1 = −α2.
Compared with the Chernoff information for separate obser-
vations of X1 or X2, the linear mixing of X1 and X2 doubles
the Chernoff information. This shows that linear mixed obser-
vations can offer strict improvement in terms of reducing the
error probability in hypothesis testing, by increasing the error
exponent, compared with separate observations of random
variables.
B. Example 2: Gaussian random variables with different
means
In this example, we consider the mixed observations for two
hypothesis of Gaussian random vectors. In general, suppose
that there are two hypothesis for an N -dimensional random
vector (X1, X2, ..., XN),
• H1: (X1, X2, ..., XN ) follow jointly Gaussian distribu-
tions N (µ1,Σ1).
• H2: (X1, X2, ..., XN ) follow jointly Gaussian distribu-
tions N (µ2,Σ2).
Here Σ1 and Σ2 are both N ×N covariance matrices.
At each time instant, only one observation is allowed, and
the observation is restricted to a time-invariant linear mixing
of X = (X1, X2, ..., XN ). Namely
Yj =< A,X > .
Under these conditions, the observation follows distribu-
tion N (ATµ1, ATΣ1A) for the hypothesis H1, and follows
distribution N (ATµ2, ATΣ2A) for the other hypothesis H2.
We would like to choose a linear mixing A which maximizes
the Chernoff information between the two possible univariate
Gaussian distributions, namely
max
A
C(N (ATµ1, A
TΣ1A),N (A
Tµ2, A
TΣ2A))
In fact, the Chernoff information between these two distri-
butions are [19]
C(N (ATµ1, A
TΣ1A),N (A
Tµ2, A
TΣ2A))
= max
0≤α≤1
[
1
2
log
(
AT (αΣ1 + (1− α)Σ2)A
(ATΣ1A)α(ATΣ2A)1−α
)
+
α(1 − α)(AT (µ1 − µ2))
2
2AT (αΣ1 + (1− α)Σ2)A
]
We first look at the special case when Σ = Σ1 = Σ2. Under
this condition, the maximum Chernoff information is given by
max
A
max
0≤α≤1
α(1− α)[AT (µ1 − µ2)]2
2ATΣA
.
Taking A′ = Σ 12A, then this reduces to
max
A
max
0≤α≤1
α(1− α)[(A′)TΣ−
1
2 (µ1 − µ2)]2
2(A′)TA′
.
From Cauchy-Schwarz inequality, it is easy to see that the
optimal α = 12 , A
′ = Σ−
1
2 (µ1−µ2), and A = Σ−1(µ1−µ2).
Under these conditions, the maximum Chernoff information is
given by
1
8
(µ1 − µ2)
TΣ−1(µ1 − µ2).
Note that in general, A′ = Σ− 12 (µ1 − µ2) is not a separate
observation of a certain individual random variable, but rather
a linear mixing of the N random variables.
C. Example 3: Gaussian random variables with different
variances
In this example, we look at the mixed observations for
Gaussian random variables with different variances. Consider
the same setting in Example 2, except that we now look at
the special case when µ = µ1 = µ2. We will study the
optimal linear mixing under this scenario. Then the Chernoff
information becomes
C(N (ATµ,ATΣ1A),N (A
Tµ,ATΣ2A))
= max
0≤α≤1
1
2
log
(
AT (αΣ1 + (1− α)Σ2)A
(ATΣ1A)α(ATΣ2A)1−α
)
To find the optimal projection A, we are solving this
optimization problem
max
A
max
0≤α≤1
1
2
log
(
AT (αΣ1 + (1 − α)Σ2)A
(ATΣ1A)α(ATΣ2A)1−α
)
.
For a certain A, we define
B =
max (ATΣ1A,A
TΣ2A)
min (ATΣ1A,ATΣ2A)
.
By symmetry over α and 1 − α, maximizing the Chernoff
information can always be reduced to
max
A
max
0≤α≤1
1
2
log
(
α+ (1− α)B
B1−α
)
.
The optimal value is given by
max
A
{
−
1
B
e[−1+
B
B−1 log(B)]
(
−B +
B − 1 +B log(B)
log(B)
)}
under the optimizing α given by
α =
−(B − 1) +B log(B)
(B − 1) log(B)
.
We note that the optimal value is an increasing function of
B.
Lemma 6.1: The optimal objective value of the following
optimization problem
max
A
max
0≤α≤1
1
2
log
(
α+ (1− α)B
B1−α
)
,
is an increasing function in B.
Proof: We only need to show that for any α ∈ [0, 1],(
α+(1−α)B
B1−α
)
is an increasing function in B ≥ 1. In fact, the
derivative of it with respect to α is
α(1− α)(Bα−1 −Bα−2) ≥ 0.
Then the conclusion of this lemma immediately follows.
This means we need to maximize B, in order to maximize
the Chernoff information. So to find the optimal A to max-
imize the Chernoff information, we solve the following two
optimization problems.
max
A
ATΣ1A subject to ATΣ2A ≤ 1; (VI.1)
and
max
A
ATΣ2A subject to ATΣ1A ≤ 1; (VI.2)
Then the maximum of the two optimal objective values is
equal to the optimizing B, and the corresponding optimizing A
is the optimal linear projection we are looking for. These two
optimization problems are not convex optimization programs,
however, they still admit zero duality gap from from the S-
procedure, and can be efficiently solved [3]. In fact, they are
respectively equivalent to the following two semidefinite pro-
gramming optimization problems, and thus can be efficiently
solved.
minimize
γ,λ
− γ
subject to λ ≥ 0(
−Σ1 + λΣ2 0
0 −λ− γ
)
 0.
(VI.3)
minimize
γ,λ
− γ
subject to λ ≥ 0(
−Σ2 + λΣ1 0
0 −λ− γ
)
 0.
(VI.4)
D. Example 4: k = 1 anomalous random variable among
n = 7 random variables
Consider another example, where k = 1 and n = 7. n−k =
6 random variables follow the distribution N (0, 1); and the
other random variable follows distribution N (0, σ2), where
σ2 6= 1. So overall, there are 7 hypothesis:
• H1: X1, X2,..., and X7 are independent random vari-
ables; X1, X2,..., and X7 follow Gaussian distributions
N (0, σ2), N (0, 1),..., and N (0, 1) respectively.
• H2: X1, X2,..., and X7 are independent random vari-
ables; X1, X2,..., and X7 follow Gaussian distributions
N (0, 1), N (0, σ2),..., and N (0, 1) respectively.
• ...
• H7: X1, X2,..., and X7 are independent random vari-
ables; X1, X2,..., and X7 follow Gaussian distributions
N (0, 1), N (0, 1),... and N (0, σ2) respectively.
We first assume that separation observations of these 7
random variables are made. For any pair of hypothesis Hi
and Hj , the probability distributions for the output are re-
spectively N (0, σ2) and N (0, 1), when Xi is observed; the
probability distributions for the output are respectivelyN (0, 1)
and N (0, σ2), when Xj is observed. From V.1, the Chernoff
information between Hi and Hj is given by
OC(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
EA
(
log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hi
(x) dx
))
= − min
0≤λ≤1
[
1
7
(
log
(∫
PλN (0,1)(x)P
1−λ
N (0,σ2)(x) dx
))
+
1
7
(
log
(∫
PλN (0,σ2)(x)P
1−λ
N (0,1)(x) dx
))]
Optimizing over λ, we obtain the optimal λ = 12 , and that
OC(PY |A,Hi , PY |A,Hj) =
1
7
log(
B + 1
2B
1
2
), (VI.5)
where B = max (σ
2,1)
min (σ2,1) .
Now we consider using the parity check matrix of (7, 4)
Hamming codes to do the measurements. For any pair of
hypothesis Hi and Hj , there is always a measurement row
which measure one and only one of Xi and Xj . Without loss
of generality, we assume that that measurement measures Xi
but not Xj . Suppose Hi is true, then the output probability
distribution for that measurement is N (0, σ2 +A); otherwise
when Hj is true, the output probability distribution is given
by N (0, 1 + A), where 1 + A is the number of ones in
that measurement row. From V.1, the Chernoff information
between Hi and Hj is bounded by
OC(PY |A,Hi , PY |A,Hj )
= − min
0≤λ≤1
EA
(
log
(∫
PλY |A,Hi(x)P
1−λ
Y |A,Hi
(x) dx
))
≥ − min
0≤λ≤1
1
3
log
(∫
PλN (0,σ2+A)(x)P
1−λ
N (0,1+A)(x) dx
)
Again this lower bound is given by
1
3
{
−
1
B
e[−1+
B
B−1 log(B)]
(
−B +
B − 1 +B log(B)
log(B)
)}
,
where
B =
max (σ2 +A, 1 +A)
min (σ2 +A, 1 +A)
.
Simply taking λ = 12 , we get another lower bound of
C(PY |A,Hi , PY |A,Hj ):
1
3
×
1
2
log
(√
σ2 +A
4(1 +A)
+
√
1 +A
4(σ2 +A)
)
.
When σ2 ≫ 1, for separate observations,
OC(PY |A,Hi , PY |A,Hj ) ∼
1
14
log(σ2); (VI.6)
while for measurements through the parity-check matrix of
Hamming codes, a lower bound O(PY |A,Hi , PY |A,Hj ) of
OC(PY |A,Hi , PY |A,Hj ) asymptotically satisfies
OC(PY |A,Hi , PY |A,Hj ) ∼
1
12
log (σ2). (VI.7)
So in the end, the minimum Chernoff information between any
pair of hypothesis, under mixed measurements using Hamming
codes, is bigger than the Chernoff information obtained using
separate observations. This means that mixed observations can
offer strict improvement in the error exponent of hypothesis
testing problems.
VII. CHARACTERIZATION OF OPTIMAL MEASUREMENTS
MAXIMIZING THE ERROR EXPONENT
In this section, we derive a characterization of the optimal
deterministic time-varying measurements which maximize the
error exponent of hypothesis testing. We further explicitly
design the optimal measurements for some simple examples.
We begin with the following lemma about the error exponent
of hypothesis testing.
Lemma 7.1: Suppose that there are overall L =
(
n
k
)
hypoth-
esis assumptions. For any fixed k and n, the error exponent
of the error probability of hypothesis testing is given by
E = min
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj ).
Proof: We first give an upper bound on the error prob-
ability of hypothesis testing. Without loss of generality, we
assume H1 is the true hypothesis. Since the error probability
Pe in the Neyman-Pearson testing is
Pe
.
= 2
−mOC(PY |A,Hi ,PY |A,Hj ) ≤ 2−mE.
By a union bound over the L − 1 possible pairs (H1, Hj),
the probability that H1 is not correctly identified as the true
hypothesis is upper bounded by L2−mE in terms of scaling.
Now we give a lower bound on the error probability of
hypothesis testing. Without loss of generality, we assume that
E is achieved between the hypothesis H1 and the hypothesis
H2, namely,
E = OC(PY |A,H1 , PY |A,H2).
Suppose that we are given the prior information that either
hypothesis H1 or H2 is true. Knowing this prior information
will not increase the error probability. Under this prior infor-
mation, the error probability behaves asymptotically as 2−mE
as m→∞. This shows that the error exponent of hypothesis
testing is no bigger than E.
The following theorem gives a simple characterization of the
optimal p(A). This enables us to explicitly find the optimal
mixed measurements, under certain special cases of Gaussian
random variables.
Theorem 7.2: In order to maximize the error exponent in
hypothesis testing, the optimal mixed measurements have a
distribution p∗(A) which maximizes the minimum of the pair-
wise outer Chernoff information between different hypothesis:
P ∗(A) = argmax
P (A)
min
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj ).
When k = 1 and the n random variables of interest
are independent Gaussian random variables with the same
variances, the optimal P ∗(A) admit a discrete probability
distribution:
P (A) =
∑
σas a permutation
1
n!
δ(A− σ(A∗)),
where A∗ is a constant n-dimensional vector such that
A∗ = argmax
A
∑
1≤i,j≤L,i6=j
C(PY |A,Hi , PY |A,Hj ).
Proof: The first statement follows from Lemma 7.1. So
we only need to prove the optimal mixed measurements for
Gaussian random variables with the same variance under k =
1. For any p(A), we have
min
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj )
≤
1(
n
2
) ∑
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj)
≤
1(
n
2
) ∑
1≤i,j≤L,i6=j
∫
A
p(A)OC(PY |A,Hi , PY |A,Hj ) dA
=
1(
n
2
) ∫
A
p(A)
∑
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj ) dA
≤
1(
n
2
) ∑
1≤i,j≤L,i6=j
OC(PY |A∗,Hi , PY |A∗,Hj ),
where the second inequality follows from (V.1).
On the other hand, for two Gaussian distributions with the
same variances, the optimizing λ in (V.1) is always equal to
1
2 , no matter what P (A) is chosen. So, by symmetry, when
P (A) =
∑
σas a permutation
1
n!
δ(A− σ(A∗)),
for any two different hypothesis Hi and Hj ,
OC(PY |A,Hi , PY |A,Hj)
=
∫
A
p(A)OC(PY |A,Hi , PY |A,Hj ) dA
=
1(
n
2
) ∫
A
p(A)
∑
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj ) dA
=
∫
A
p(A)
1(
n
2
) ∑
1≤i,j≤L,i6=j
OC(PY |A∗,Hi , PY |A∗,Hj ) dA
=
1(
n
2
) ∑
1≤i,j≤L,i6=j
OC(PY |A∗,Hi , PY |A∗,Hj ).
This means that
min
1≤i,j≤L,i6=j
OC(PY |A,Hi , PY |A,Hj )
=
1(
n
2
) ∑
1≤i,j≤L,i6=j
OC(PY |A∗,Hi , PY |A∗,Hj ).
Since the upper bound on
min1≤i,j≤L,i6=j OC(PY |A,Hi , PY |A,Hj ) is achieved, we
conclude that p(A∗) is the optimizing distribution.
VIII. SIMULATION RESULTS
In this section, we numerically evaluate the performance of
mixed observations in hypothesis testing. We first simulate the
error probability in identifying anomalous random variables
through linear mixed observations.
The linear mixing used in the first simulation is based on
sparse bipartite graphs. In sparse bipartite graphs [21], [20],
[22], n variable nodes on the left are used to represent the
n random variables, and m measurement nodes on the right
are used to represent the m measurements. If and only if
the i-th random variable is nontrivially involved in the j-th
measurement, there is an edge connecting the i-th variable
node to the j-th measurement node. Unlike sparse bipartite
graphs already used in low-density parity-check codes, and
compressed sensing [21], [20], [22], a novelty in this paper
is that our sparse bipartite graphs are allowed to have more
measurement nodes than variable nodes, namely m ≥ n.
In this simulation, there are 6 edges emanating from each
measurement node on the right, and there are 6m
n
edges
emanating from each variable node on the left. In our sim-
ulation, after a uniformly random permutation, the 6m edges
emanating from the measurements nodes are plugged into the
6m edge “sockets” of the left variable nodes. If there is an
edge connecting connecting the i-th variable node to the j-th
measurement node, then the linear mixing coefficient before
the i-th random variable in the j-th measurement is set to 1;
otherwise that linear mixing coefficient is set to 0.
For this simulation, we take n = 100, and let m vary
from 50 to 300. k = 1 random variable follows the Gaussian
distribution N (0, 100), and the other (n − k) = 99 random
variables follow another distribution N (0, 1). The likelihood
ratio test algorithm was used to find the anomalous random
variables through the described linear mixed observations
based on sparse bipartite graphs. For comparison, we also
implement the likelihood ratio test algorithms for separate
observations of random variables, where we first make ⌊m
n
⌋
separate observations of each random variables, and then made
an additional separate observation for uniformly randomly
selected (m mod n) random variables. For each m, we
perform 1000 random trials, and record the number of trials
failing to identify the anomalous random variables. The error
probability, as a function of m, is plotted in Figure 1. We can
see that linear mixed observation offers significant reduction
in the error probability of hypothesis testing, under the same
number of observations.
Under the same simulation setup as in Figure 1, we test the
error probability performance of mixed observations for two
Gaussian distributions: the anomalous Gaussian distribution
N (0, 1), and the common Gaussian distribution N (8, 1). We
also slightly adjust the number of total random variables as
n = 102, to make sure that each random variable participates
in the same integer number 6m
n
of measurements. Mixed
observations visibly reduces the error probability under the
same number of measurements, compared with separate ob-
servations. For example, even when m = 68 < n = 102,
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in 999 out of 1000 cases, the likelihood ratio test correctly
identifies the anomalous random variable.
IX. CONCLUSION
In this paper, we have studied the problem of finding k
anomalous random variables following a different probabil-
ity distribution among n random variables, by using non-
adaptive mixed observations of these n random variables.
Our analysis has shown that mixed observations, compared
with separate observations of individual random variables,
can significantly reduce the number of samplings needed
to identify the anomalous random variables. Compared with
general compressed sensing problems, in our setting, each
random variable may take dramatically different realizations
in different observations.
There are some questions that remain open in performing
hypothesis testing from mixed observations.
• What if the n random variables are correlated random
variables instead of independent random variables? Do
mixed observations offer advantages?
• What are the optimal constructions minimizing the num-
ber of mixed observations for general random variables?
• What efficient algorithms are available to identify the
k anomalous random variables, using the probabilistic
mixed observations, instead of the exhaustive search in
this regime?
• How are the hypothesis testing results from mixed obser-
vations affected by observation noises and errors?
• What if the k anomalous random variables are allowed
to have different distributions? Can we further distinguish
what distributions each anomalous random variable fol-
lows? We note that when we allow anomalous random
variables to have different distributions, the traditional
compressed sensing problem is just a special case of this
hypothesis testing problem from mixed observations.
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