It is well known that unconstrained infinite horizon optimal control may be used to construct a stabilizing controller for a nonlinear system. In this paper, we show that similar stabilization results may be achieved using unconstra*ned finite horizon optimal control. The key idea is to approximate the tail of the infinite horizon cost-to-go using, as terminal cost* an appropriate Lyapunov function. we provide a complete analysis of the stability and region of attraction/operation properties of receding horizon control strategies that utilize finite horizon approximations in the proposed exponential stability of the equilibrium at x = 0, and it is assumed that the region of attraction of the linear controller is large enough that can be reached from the initial condition within the time interval io, TI, M~~~~~ it is assumed that the optimization is performed over admissible control sequences, i.e., control sequences which guarantee that at the end of the horizon the state has reached a suitable neighborhood of the origin which is an exponential stability region for the linear controller. In other words, a state inequality constraint is implicitly imposed.
where the vector field f : R" x Rm + R" is C2 and possesses an exponentially stabilizable critical point at the ori- . ) The performance of the system will be measured by a given incremental cost q : R" x Rm + R that is C2 and fully penalizes both state and control according to
I'
for some cq > 0. This implies that the quadratic approximation of q at the origin is positive definite, D2q(0,0) 2 c,l > 0. This could be weakened, e.g., to some observabilitytdetectability condition.
We will also suppose that f and q are sufficiently compatible to uniquely define a C 2 Hamiltonian for the (optimized) system. In particular, we will require that there is a C2 function U* : R" x R" -+ R" : ( z , p ) I+ u*(z,p) providing a global minimum of the pre-Hamiltonian K(z,p, U) := pT f(z, U) + q ( z , u ) so that the Hamiltonian H ( z , p ) := K(z,p,u*(z,p)) is C2. Such a U* is locally guaranteed by the implicit function theorem (though we would require f, q E C'). We note that this condition is trivially satisfied for control affine f and quadratic q (for then U H K ( z , p , U) is real analytic).
The cost of applying a control U(.) from an initial state z over the infinite time interval [0, ea) is given by Jm(z,.(.)) = lrn q(2"(7-; z), 47)) d7
The optimal cost (from z) is given by where the control functions U(.) belong to some reasonable class of admissible controls (e.g., piecewise continuous). The function x I+ J & ( z ) is often called the optimal value function for the infinite horizon optimal control problem. For the class of f and q considered, we know that J& is a positive definite C2 function on a neighborhood of the origin. For practical purposes, we are interested in approximating the infinite horizon optimization problem with one over a finite horizon. In particular, let V be a nonnegative C2 function and define the finite horizon cost (from z using U(.)) to be J T (~, u ( . ) ) = 1 q(zU(T;z),u(T)) d7 + V(z"(T;z)) T and denote the optimal cost (from z) as As in the infinite horizon case, one can show, by geometric means, that J$ is locally smooth (C'). Other properties, e.g., local positive definiteness, will depend on the choice of V and T.
Let r M denote the domain of J& (the subset of R" on which J& is finite). It is not too difficult to show that the cost functions J&, and JG, T 2 0 are continuous functions on roo using the same arguments as in proposition 3.1 of [l].
We make the following assumption. Standing Assumption (SA): The minimum value of cost functions J&, JG, T 2 0, is attained. Note also that roo may be a proper subset of R" since there may be states that cannot be driven to the origin. We use r2 (rather than r ) here to reflect the fact that our incremental cost is quadratically bounded from below. We refer to sublevel sets of J$ and V using 
Finite Horizon Optimization
In this section, we explore some of the relationships between an infinite horizon optimal control problem and its finite horizon approximations. We will show that the use of an appropriate terminal cost allows us to retain desirable features of the infinite horizon problem.
It is a well known result that one may use optimal (infinite horizon) actions to provide a stabilizing feedback for a nonlinear system. It is natural to expect that a similar result would be possible using a finite horizon optimization. For instance, one could implement a receding horizon scheme as follows. From the current state z ( t ) , obtain an optimal trajectory (z$, $-)(T; z ( t ) ) , 7 E [0, TI, and use as feedback u(t) = u$(O;z(t)). (This feedback is not uniquely defined at points where more than one optimal trajectory is available.) This approach requires one to continuously re-solve the finite horizon optimization. An alternative scheme is to solve the finite horizon optimization every 6 > 0 seconds and use the control trajectory u;(T; z ( t ) ) , T E [0, 61, to drive the system from z ( t ) at time t to z$(6, z ( t ) ) at time t + 6. (Practically speaking, a better idea is to use a local tracking controller to regulate the system about the desired trajectory (z$, u;)(T; z ( t ) ) , T E [0,6].) We will denote this receding horizon scheme as R(T,6). (One might also consider using a variable 6.) The important advantage of this scheme is the well known fact that application of the receding horizon strategy results in a feedback law rather than a trajectory.
In defining (unconstrained) finite horizon approximations to the infinite horizon problem, the key design parameters are the terminal cost function V and the horizon length T (and, perhaps also, the increment 6). What choices will result in success?
It is well known (and easily demonstrated with linear examples), that simple truncation of the integral (i.e., V = 0) may have disastrous effects if T > 0 is too small. Indeed, although the resulting value function may be nicely behaved, the "optimal" receding horizon closed loop system can be unstable! A more considered (and rather obvious) approach is to make good use of a suitable terminal cost V . Evidently, the best choice for the terminal cost is V ( z ) = J & ( z ) since then the optimal finite and infinite horizon costs are the same. Of course, if the optimal value function were available there would be no need to solve a trajectory optimization problem. What properties of the optimal value function should be retained in the terminal cost? To be effective, the terminal cost must account for the discarded tail by ensuring that the origin can be reached from the terminal state ""(T; z) in an efficient manner (as measured by q). One way to do this is to use an appropriate control Lyapunov function (CLF).
To this end, suppose that V is a proper C 2 function satis-
and that is compatible with the incremental cost in the sense that on a neighborhood of z = 0.
Condition (1) (together with the properties of f and q ) guarantees the existence of a C' feedback law stabilizing the origin. Indeed,
does the job. Note that V can be thought of as a Control Lyapunov F'unction which is also an upper bound on the cost-to-,go. (The definition of the CLF requires that only min, V ( Z , U ) 5 0.) The maximum principle ensures that V = J& also satisfies (1).
Continuity and properness of V guarantee the existence of a continuous nondecreasing function r I-) & ( r ) such that V ( z ) 2 b(r)j1z112 for all z E R, so that z R,, implies that 11z)I2 2 rg/?,,(ro). Also, let rv > 0 be the largest r such that (1) is satisfied for all z E R,.
The following result provides a basis for the use of finite horizon optimization in a receding horizon control strategy (cf. 151). 
, that defined by (2).
Consider now the cost of using G(.) for T seconds beginning 
)). 0
At this point, one is tempted to conclude that our approach to approximating the infinite horizon problem using a CLF terminal cost has been successful. In fact, Proposition 1 is sufficient to conclude the desired invariance and attractiveness properties in the case that V is a global CLF for then that pesky "if" condition (3) will be trivially satisfied.
The situation when V is but a local CLF is much more delicate. Indeed, we must determine conditions under which (4) will hold under iteration of the receding horizon map, i.e., whether z$(T; z$(6; z)) E R,, holds.
One way to ensure success is to solve a constrained optimization that imposes such a condition, see, e.g., [9, 81. Such an approach, we feel, is unwarranted (and inappropriate) when the unconstrained infinite horizon optimization is effective. Moreover, as constrained optimization is typically much more expensive computationally, it is, in effect, a deal with the devil. Most importantly, however, we will show that such an approach is unnecessary. We begin with a surprising lemma that helps us control the behavior of the terminal state of optimal trajectories. 
V ( z > ( T ; z ) ) 5 T: -q(z;(r;z),u;(r;z)) d r 5 r:
.
LT
The second statement was proved in the proof of Lemma 2.
0
We have now shown We note that U&(.; z) is uniquely defined in a neighborhood of the origin since J; is locally C 2 . For z from which multiple optimal trajectories are possible, we may select one arbitrarily. In any case, we know that the control trajectory U $ ( . ; z) is a continuous function of time. Thus the use of R(T, 6) with
produces a trajectory ( z ( t ) , v ( t ) ) , t 2 0, with piecewise continuous U ( .) .
Theorem 4 says that for every fixed T 2 0, the receding horizon scheme using a T-horizon optimization is effective. What it does not say, in particular, is that we may vary T and expect a stable process, i.e., stability is not guaranteed (by our results) when the different horizon lengths are allowed at each receding horizon iteration.
In contrast, we note that one does not need to use a fixed 6 when implementing a receding horizon scheme since (4) implies that zG(6;z) 
0
An important question is whether there exists a suitable horizon length for any desired radius r . The following result guarantees the existence of a suitable optimization horizon for a given (desired) radius r .
Proposition 6 For any T > 0 there is a Tu = T,(r) such that z & ( T ; z ) C Or, f o r all z E I?? and all T 2 T,(T). In particular, z > ( T ; z ) C
R,, for all 2 E r : .
Proof: First, note that J;(z) is bounded (hence well defined) on I?? for all T 2 0 since
J~( z ) 5~* p ( z , ( . r ; s ) , u , ( r ; z ) ) d r + V(z:,(T;z))

<J&(z) + bu(r)
where bu(r) := max,crpm V ( z ) . Next, we note that, regardless of the horizon length T , the trajectory z>(.;z) must enter the set R,, within a bounded interval of time. Indeed, let z E I?? and T > 0 be arbitrary and suppose that
z > ( t ; z ) R,, on an interval t E [ O , t l ) . In this case, the optimal cost satisfies
Combining the two inequalities, we see that, for T > 0 sufficiently large, z$(.;z) must enter R,, with the first arrival time t l ( z , T ) satisfying
In particular, we see that using T, = f l ( r ) + E , E > 0, guarantees the existence of times t l ( z ) < Tu, z E F r , such that
The following corollary follows immediately from the above Proposition:
Corollary 7 Let z o E Pm be arbitrary. There exist r, T < cm such that by Lemma 2 completing the proof. We are now prepared to present our main result:
I. xo E i n t r :
z;(T;z)
A c U rz c U r : ? c r : :
where T,,, = maxi Ti, rm = maxi T ; and the last two inchsions follow from Proposition 5.
Setting T = T, (and T = rm) we see that z;(T;z) E R,,
for all x E I'T 2 A. The result follows since (4) ensures that 0 Theorem 8 tells us that we may make the effective operating region of a receding horizon control strategy as large as we like (relative to the infinite horizon operating region). Of great importance is the fact that this result is obtained using finite horizon optimization without imposing any constraints on the terminal cost.
The following result provides a performance guarantee for our receding horizon control strategies. The case of receding horizon control with continuous up-0 date follows by a limiting argument. The above proposition generalizes the fact that when V is positive definite (implying x ( t ) + 0). In both cases, we obtain an upper bound on the cost for a family of trajectories.
We also point out that the cost of using a receding horizon control strategy approaches the infinite horizon cost as the horizon T is increased since J L ( Z 0 ) 5 Jm(xO,urh(')) 5 J$(xO) .
and JG(x0) + J&(xo) as T + CO.
Example
For the purpose of illustration, we consider the problem of balancing an inverted pendulum on a cart. We discard the states associated with the cart to allow two dimensional visualization. (Please note that this is a highly unrealistic system as it allows equilibria where the cart is experiencing continuous acceleration-the system is for visualization only.) The pendulum is modeled as a thin rod of mass m and length 21 (the center of mass is at distance l from pivot) riding on a cart of mass M with applied (horizontal) force U. The dynamics of the pendulum are then given by (with 0 measured from the vertical up position)
.. Simple numerical calculations (in low dimensions!) show that r,, z 6.34, that is, min,(V + q)(z,u) is negative on solid Pellipses R, with a radius r < 6.34. An optimization technique that can be adapted to the problem of computing ru in higher dimensions can be found in [7] . By Theorem 4, we know that, for T 2 0, I' T, is an invariant subset of the region of attraction for the receding horizon controller R(T, 6) with 6 E [O,T] . Figure 1 depicts the set r7. for T = 0.3, ru = 6.34 together with the trajectories x ; ( . ; x ) for x on the boundary. Also shown is the set R,,. The inclusion R,, C (Proposition 5) is evident as is the fact that z;(T,z) E R,, for x E rTW.
We also note that the CLF controller often requires significantly more control authority. This is not too surprising since the CLF controller was designed for angular deviations of perhaps 60 degrees and qualified on the set 0,". The chosen 20 is well outside of the guaranteed CLF performance region.
In contrast, a small optimization horizon (T = 0.3 compared with a convergence time of > 1.5) allows the receding horizon controller to exploit its knowledge of the nonlinear system dynamic in this region.
In this case we see that significant performance improvements are obtained through the use of a relatively inexpensive receding horizon strategy. The appropriate finite horizon optimization problems were solved numerically using RI-OTS [12] as well as some local codes that are under development.
Conclusion
In this paper, we have developed a family of receding horizon control strategies that obtain excellent stability and performance properties through the use of a control Lyapunov function as terminal cost. This approach is quite natural, providing a happy medium between the use of a CLF controller and an ideal infinite horizon controller. Of practical significance, we have shown that this approach does not require the introduction of terminal constraints (for stability) thereby eliminating a key source of computational burden. In fact, it appears that these computations may be made fast enough to allow their use even in challenging areas such as flight control. An interesting further research direction is the extension of these techniques to the case of the trajectory tracking for nonlinear systems. Of course, the situation is much more complicated since the problem of finding useful trajectories of a nonlinear system is itself a rather difficult problem. 
