Abstract: An optimal iterative learning control (ILC) strategy is proposed to track product quality trajectories of batch processes by updating a linear time-varying perturbation (LTVP) model. To address the problem of model parameter variations from batch to batch, the LTVP model is renewed by using strong tracking filter (STF) algorithm. Comparing recursive least squares (RLS), STF can capture the changing dynamics of the process more accurately. The tracking error transition models can be built, and the ILC law with direct error feedback is explicitly obtained. Sufficient conditions of convergence are derived for the optimal ILC based on the LTVP model. It has also been proved that the tracking error will converge to a small constant but depend on the accuracy of the LTVP model error. If there is no model error, the tracking error can converge to zero. By using STF to update the LTVP model, the model accuracy is improved and the tracking control performance is also enhanced. The proposed strategy is illustrated on a typical batch reactor, and the results demonstrate that the performance of tracking product qualities can be improved under the proposed strategy when model parameter variations occur with respect to the batch index.
INTRODUCTION
The repetitive nature of batch process operations allows that the information of previous batch runs can be used to improve the operation of the next batch. Recently, iterative learning control (ILC) has been used in the batch-to-batch control of batch processes to directly update input trajectory (Lee and Lee, 2007) . Refinement of control signals based on ILC can significantly enhance the performance of tracking control systems. Bristow et al. (2006) presents a survey of the major results based on linear models in ILC analysis and design over the past two decades.
Since ILC is well developed for linear models, most of the ILC-based batch-to-batch control schemes are based on some kinds of linear models, for instance, linear time-invariant system (Saab, 1995) . Optimal ILC is one of important methods for designing an iterative learning law, in which the ILC law is derived from a quadratic objective function (Owens and Hatonen, 2005) . Amann et al. (1996) proposes an optimal ILC based on optimization principle by combining the Riccati feedback control with the typical ILC feedforward control. Shi et al. (2006) studied the optimal ILC further and proposed a general design framework for ILC of an injection mold process based on a two-dimensional (2D) system.
Lee and co-workers in several related articles (Lee and Lee, 1997; Lee et al., 2000; Lee and Lee, 2003) proposed the quadratic criterion-based ILC (Q-ILC) approach for tracking control of batch processes. Lee et al. (2000) combines the advantages of ILC and MPC into a single framework. A batch MPC (BMPC) technique and its extension for tracking control are proposed by incorporating the capability of realtime feedback control into quadratic criterion-based ILC (Q-ILC). The proposed approach is applied to tracking control for temperature of batch processes based on a linear timevarying (LTV) tracking error transition model. ILC can update the control trajectory for the next batch run using the information from previous batch runs so that the output trajectory converges asymptotically to the desired reference trajectory. Therefore, the convergence of iterative learning law is an important issue in the design and application of ILC. In our previous work (Xiong and Zhang, 2003; Xiong et al, 2005) , an ILC strategy for the tracking control of product quality in batch processes is proposed based on an LTVP model. In practice, the LTVP model of product quality can be obtained by linearizing nonlinear model with respect to the nominal trajectories.
However, in some cases that model parameters change with respect to batch index, previous control policy and learning algorithm may not as useful as previous experience has become invalid but the experience is still used in new batches. For example, in a chemical reactor, the process parameter may change along with time or iteration number because of those uncertainties in reactor conditions, such as impurities, raw material conditions and so on (Xiong et al, 2005) . This is probably dangerous in some particular time for the reason that the model parameter change may result in instability. In other cases, this may slow the learning speed. When model uncertainties occur in such way, the LTVP model can be updated from batch to batch by using strong tracking filter (STF) algorithm (Zhou and Frank,1996; Wang et al., 2004) , which can capture the renewed dynamics of the process when process variations exist. STF has strong tracking ability to the model no matter whether the model parameters change abruptly or slowly, and whether the process has reached steady state or not, and it has definite robustness against model uncertainties (Zhou and Frank,1996) .
The optimal ILC based on updated LTVP model is proposed to address this problem due to model parameter variations, which is quite similar to the adaptive ILC (Owens. and Munde, 1998; Tayebi and Chien, 2006) . Despite of system parameter variation, the ILC algorithm has the ability to ensure that the system is still stable and as well has a fast learning speed. Similar to our previous work, a nonlinear model considered is converted to an LTVP model. As the same as optimal ILC, a cost function is minimized to detain control profile. Parameters of the optimal ILC law will vary with the estimated LTVP model while batch index increases. Because of these features of the learning law, the algorithm can cope with nonlinear systems as well system parameters change.
The rest of this paper is organized as follows: Section 2 presents the problem solved by this paper. In Section 3, the approach based on LTVP model is proposed and convergence of the algorithm is also proved. In section 4, strong tracking filter is proposed to estimate the LTVP model. In Section 5, simulation results are given to demonstrate the proposed method. Finally Section 6 draws some concluding remarks.
PPOBLEM FORMULATION
In this study, the batch processes considered is written by (Xiong, et al., 2005) 
where
, f and g nonlinear function, respectively.
To relate control profile to output profile over the whole batch duration, a batch-wise nonlinear function can be derived as
. The time interval consists of N f sampling times, and each sampling time h= T f /N f is equal. Let us define
The object of ILC is to find an optimal strategy of control policy U k to make sure that system output Y k is in some neighborhood of expected output Y d despite of system parameters change when batch index increases, that is,
3. OPTIMAL ITERATIVE LEARNING CONTROL
Derivation of the Optimal ILC Law
Model (2) considered above can be rewritten as
Let us define
Taylor series expansion of model (7) with respect to the batch is calculated as follows (Xiong and Zhang, 2003) 
Then the perturbation model of linearized form is derived as
Rewriting all equations in (5) in the form of matrix, then we have
Considering the expected output Y d , output tracking error of the (k+1)th batch is defined as
The object of optimal ILC is to find input U k+1 to minimize the following cost function 1 k 1 1 1 1 1 ) (
where Q and R are definite symmetric matrices. By minimizing equation (15) and through straightforward manipulation, the following optimal ILC law is obtained
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It can be seen from (16)(17) that the learning gain K k+1 of the optimal ILC varies from the change according to the model parameter G k+1 and if model parameters change, K k+1 will also change, then the optimal ILC learning law is obtained.
Convergence Analysis
Theorem: Let {e k+1 } be the tracking error sequence under the above optimal ILC law (16). If the following conditions are satisfied,
then system output will converge to a neighborhood of expected output, and output tracking error can converge to a small value.
Proof: Considering (16), we have,
Substituting (20) to the LTVP model (13), we can obtain
And we also have
Thus iteration relationship of tracking error can be obtained 
where e 1 is the initial tracking error and is assumed to be obtained. It can be found further that Substituting (27) to (26), we can find
Then the following convergence of e k+1 can be obtained
It means that the tracking error e k+1 converges to a small value with respect to the batch index.
From analysis above, we can derive that the accuracy of LTVP model has large contribution to the tracking performance of system output. The smaller the system model error, the smaller the output tracking error. In particular, if there is no model error, the tracking error can converge to zero.
MODEL PRARAMETERS IDENTIFICATION USING STRONG TRACKING FILTER
In this section, strong tracking filter (STF) (Zhou and Frank, 1996) is used to solve the problem when system model parameters change with respect to the batch number. STF has strong tracking ability to the model no matter whether the model parameters change abruptly or slowly, and whether the process has reached steady state or not, and it has definite robustness against model uncertainties.
The model to use STF is
And the algorithm to identify
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where ρ is the forgetting factor, 1 ≥ β is weaken factor and determined reasonably,
As we can see from (31)-(36) that, in some point of view, the STF algorithm is improved from the RLS algorithm. The main difference between these two algorithms is that the term L(k+1) in (34) is used. It is a key to the STF algorithm. In RLS, we often find that the matrix P in (34) converges to zero as the batch number increases, which is almost right if model parameters do not change. As a result, the model parameter G k+1 converges to its real value. However, as model parameters change in some cases, for instance in our application to a typical batch reactor, it will cause that in (36), the term γ(k+1) changes along with real model parameter. Because matrix P is almost zero, and then is S(k+1) in (33) will be also zero, which causes in further steps that the estimated model parameter G k+1 in (31) changes very little despite of real model parameter changes in a large scale. Considering the previous theorem in section 3.2, we can see that the model error will increase a lot and then the tracking error increases. It is for this reason that we proposed the STF algorithm in order to improve the model error, thus the tracking error is decreased compared with the RLS algorithm. As stated in Zhou and Frank (1996) and Wang et al. (2004) , the matrix L(k+1) can be obtained through minimization of cost function. For details, see Zhou and Frank (1996) .
APPLICATION TO A TYPICAL BATCH REACTOR
Consider a typical nonlinear batch reactor with temperature as the control variable (Logsdon and Biegler, 1989) In this study, the above mechanistic models (44) and (45) are assumed not to be available. Because the objective of the reactor is to maximize the product (B), an LTVP model is built to model the relationship between y=x 2 and u. The desired product reference trajectory Y d was selected from Logsdon and Biegler (1989) . The parameters of ILC were set as Q=I and R=0.02I, and the parameters in STF were set as 95
Here the model parameter changes are simulated by batch-tobatch parametric change. The scenario here is that the kinetic parameter k 1 increases by 100 at the 10th batch and then keeps constant, E 2 increases by 250 at the 10th batch, as shown in Fig 1. 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 To compare the performance of STF, the recursive least square (RLS) method is also used to estimate the LTVP model. Fig 2 shows the results that the output tracking errors converge along the batch index under the proposed optimal ILC using both STF and RLS to identify the model. It can be found from Fig 2 that when there is no model parameter variation before 10 batches, the output tracking error can converge quickly under the proposed optimal ILC while the perturbation model is gradually identified by STF and RLS.
When model parameter variations occur after the 10th batch run, the tracking errors are under a small value with the optimal ILC due to the updated model and learning rate. After 30 batch runs, the tracking errors in the two cases converge to small values when the model parameters do not change. But the LTVP model is estimated more accurately by STF, the tracking error converges to a smaller value than the value in the case using RLS. It is also demonstrated that the tracking control performance of the optimal ILC is based on the model accuracy in the learning law. 
CONCLUSIONS
An optimal iterative learning control algorithm based on LTVP model is proposed to address the problem of model parameter variations. To address the problem of model parameter variations from batch to batch, the LTVP model is updated by using strong tracking filter (STF) algorithm. Conditions of convergence are also derived for the proposed optimal ILC. It has been proved that the tracking error can converge to a small constant value. Simulation results on a typical batch reactor have shown that the output tracking error converges while the model parameters vary with respect to the batch index.
