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ASYMPTOTIC EXPANSION FOR THE EIGENVALUES OF A
PERTURBED ANHARMONIC OSCILLATOR
KSENIA FEDOSOVA AND MEDET NURSULTANOV
Abstract. In this article, we study the spectral properties of the perturba-
tion of the generalized anharmonic oscillator. We consider a piecewise Hölder
continuous perturbation and investigate how the Hölder constant can affect
the eigenvalues. More precisely, we derive several first terms in the asymptotic
expansion for the eigenvalues.
1. Introduction
Spectral properties of the Sturm-Liouville operators have been studied for more
than a century due to numerous applications in mathematics, mechanics, physics
and other branches of natural sciences. One of the special cases is the anharmonic
oscillator (AHO), which is defined as
H ≡ − d
2
dx2
+ q(x), q(x) =
m∑
j=1
ajx
2j , x ∈ R.
where am > 0. To mention few of many applications, this class of operators provides
an equivalent approach to λφ4-field theory [BW69], AHOs are used in vibrational
spectroscopy as a model for diatomic molecules [Sat15], and besides, AHOs describe
the thermal expansion of crystals [Vis57].
The most famous type of AHO is the harmonic oscillator (HO) that is q(x) = x2.
Due to the importance in physics and being a simple and an elegant model, HO
is well understood. In particular, its eigenvalues equal λn = 2n − 1, n ∈ N and
the corresponding normalized eigenfunctions are explicitly expressed in terms of
the Chebyshev-Hermite polynomials; see for instance [LS75]. Moreover, there are
a lot of publications about perturbed HO, q(x) = x2 + V (x); we mention works
concerning the spectral asymptotics[PS06, Akh08, Gur89, Kos70, KKP05, Sak81].
A HO perturbed by a smooth compactly supported perturbation V (x) is consid-
ered in [PS06], where for the corresponding eigenvalues, a complete asymptotic
expansion and trace formulas are obtained in terms of the heat invariants. In
[KKP05], the authors study a perturbation of HO by a bounded complex function
with bounded derivative and bounded indefinite integral. As a main result they ob-
tain the asymptotics for the eigenvalues. The same question, but for a non-smooth
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perturbation is considered in [Akh08]. For a real-valued measurable perturbation
V (x) with certain decay, the asymptotic formula for eigenvalues is established.
In contrast to the HO, the model of AHO, in general settings, cannot be solved
analytically, and thus one has to resort to approximation methods for its solution.
Several approaches have been used for the numerical evaluation of the eigenvalue
problem, see [GSS15] and references therein.
The spectral properties of AHO were studied in [CDR18, HR82, Cam16, Fuc18,
CR15]. In [HR82], the authors studied, in particular, the operators of the form
−d2k/dx2k+x2l+p(x), for k, l ∈ N and with p(x) being a polynomial of degree less
than 2l. They established the asymptotic formula which describes the behavior of
the eigenvalues. In higher dimension, the Laplace operator, perturbed by a smooth
radially symmetric polynomial potential on unbounded domain, is considered in
[Fuc18]. The author obtains the asymptotic expansion of the heat kernel trace. In
[MA79], the authors obtain the eigenvalue asymptotic of H in L2[0,∞) with the
Dirichlet boundary condition and q(x) = xα + V (x), where α > 0 and V (x) is a
real-valued, compactly supported, twice differentiable function on [0,∞).
In most works concerning the spectral properties of perturbed AHO, the perturba-
tions are smooth. For an actual real-world potential smoothness is not necessarily
guaranteed. For this reason, we want to reduce the smoothness and explore how this
will affect the eigenvalues, we require V (x) to be only piecewise Hölder-continuous.
Theorem 1.1. Let H be the self-adjoint operator in L2(R), generated by
(1) − d
2
dx2
+ |x|α + V (x),
where α > 0, and V (x) is a bounded, real-valued, compactly supported, piecewise1
Hölder continuous function with an exponent τ > 0. Then the sequence of eigen-
values {λn}∞n=1 of H satisfies the following asymptotic formula2
λn = C
− 2αα+2
1 (2n− 1)
2α
α+2
+
2α
α+ 2
C0C
−α+4α+2
1 (2n− 1)−
2
α+2
+
2α
α+ 2
1
4pi
C
−α+4α+2
1 (2n− 1)−
2
α+2
∫ ∞
−∞
V (s) cos
(
2C
− αα+2
1 (2n− 1)
α
α+2 s
)
ds
+
2α
α+ 2
C2C
−α+6α+2
1 (2n− 1)−
4
α+2 +O
(
n−1
)
,
(2)
where
C1 =
4Γ
(
3
2
)
Γ
(
1
α
)
αpiΓ
(
3
2 +
1
α
) , C0 = 1
pi
∫ ∞
−∞
V (s)ds, C2 =
α− 1
12pi(2 + α)
cot
(pi
α
)
C−11 ,
and Γ(·) is the gamma function.
To the best knowledge of the authors, these types of perturbations of anharmonic
oscillators have not been previously treated in the physics literature. There has,
1We mean that there is a finite number of pieces such that V is Hölder continuous on each
piece.
2Note that the constants C0,C1, and C2 are defined slightly differently than in [MA79].
3however, been research on perturbations of an harmonic oscillator by Gaussian
noise: [BGJ18], [Git05]. Moreover, Hölder continuous potentials in Sturm-Liouville
operators (that are not AHO) appear in [Ike60] and [Sch70].
Theorem 1.1 shows that the perturbation, V (x), does not affect the first term.
However, it appears in the second term, while the regularity, the parameter τ ,
affects only the third term. Indeed, in case V (x) being smooth and compactly
supported, the third term would decay rapidly. When V (x) is Hölder continuous
with an exponent τ > 0, we can say only that the third term is O(n−
ατ+2
α+2 ). In
order to demonstrate more explicitly the effect of the smoothness, we construct an
example. There we consider the operator H from Theorem 1.1 for α = 2 and V (x)
being the Weierstrass function defined as in (53). Then we find the subsequence of
the eigenvalues {λnk}∞k=1 such that
λnk = 2nk − 1 + n−
1
2
k
1
4
√
2
∫ pi
−pi
V (s)ds+ n
− 1+τ2
k 2
− 5+3τ2 +O(n−1k ).
To some extent, the proof of Theorem 1.1 generalizes to more general potentials.
However, the results are not so explicit:
Theorem 1.2. Assume that {aj}Nj=1 and {αj}Nj=1 are sets of real numbers such
that 0 < α1 < ... < αN and aN > 0. Let H be a self-adjoint operator in L
2(R),
generated by the expression
(3) − d
2
dx2
+ q(x), q(x) =
N∑
j=1
aj |x|αj + V (x),
where V (x) is a bounded, real-valued, piecewise Hölder continuous function with an
exponent τ > 0, compactly supported in (−b, b) for some b > 0, which we consider
to be fixed. Then the sequence of eigenvalues {λn}∞n=1 of H satisfies
pi
4
(2n− 1) =Q(b, λn) + b
√
λn − q(b)− 1
4
√
λn
∫ b
−b
(q(s)− q(b))ds
− 1
4
√
λn
∫ b
−b
V (s) cos(2
√
λns)ds+O
(
λ
−α+22α
n
)
+O
(
λ−1n
)
.
(4)
where α := αN ,
Q(x, λ) :=
∫ a(λ)
x
√
λ− q(t)dt,
and a(λ) is the turning point, that is q(a(λ)) = λ for sufficiently large λ > 0.
We note that, in some cases, it is easy to express the function Q(b, λ) in terms
{λs}, so that (4) can be written more explicitly. In the last section, we give some
examples, including a quartic AHO; see also Remark 4.6.
In Corollary 4.7, we consider the sequences of the eigenvalues of the operators in
L2[0,∞) generated by (1) and the Dirichlet and Neumann boundary conditions. We
derive their asymptotic formulas, which show that they are interlacing at infinity.
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1.1. Strategy and structure of the paper. The proof of the theorem uses the
idea of [MA79] and goes as follows: for a sufficiently large b > 0, we construct
solutions, f+(x, λ) and f−(x, λ), of Hy = λy in [0, b] and [−b, 0], respectively,
satisfying the following boundary conditions
f+(0, λ) = f−(0, λ) = cosφ(λ), f
′
+(0, λ) = f
′
−(0, λ) =
√
λ− q(b) sinφ(λ)
for some φ(λ) ∈ [0, 2pi). Then we construct (with a different method) a solution,
y(x, λ), of Hy = λy, that is square-integrable on [b,∞). A square-integrable so-
lution on (−∞,−b] can be obtained by a flip x 7→ −x, as the potential, q(x), is
symmetric outside the support of the perturbation.
Note that f+(x, λ) can be extended to an L
2-solution of H on [0,∞), if and only
if the vector (f+(b, λ), f
′
+(b, λ)) is linearly dependent with (y(b, λ), y
′(b, λ)). The
linear dependency at points +b and −b gives a system of two equations depending
on λ and φ(λ). These two equations imply that as the spectral parameter, λ, goes
to infinity, φ(λ) would be forced to tend either to 0, or to pi2 .
Note that in the case of the symmetric perturbation, V (x), we would obtain either
the equality φ = 0 or pi/2 straight away, that would correspond to the case of either
Dirichlet or Neumann boundary conditions at zero, or, that is the same, would
force the solution to be even or odd. So, heuristically we can say that the condition
of the potential, q(x), being symmetric at infinity turns out to be strong enough
in order to get an asymptotical evenness or oddness of the eigenfunction, as the
spectral parameter λ tends to infinity.
We split these two cases and obtain an equality on λ, which holds asymptotically
as λ tends to infinity, would allows us to obtain the asymptotics of the counting
function and the asymptotic behavior of eigenvalues.
It turns out that the aforementioned eigenvalues of "almost odd" and "almost even"
(that is, corresponding to the cases φ is approximately 0 or pi/2) eigenfunctions are
interlacing.
In order to be sure that the asymptotic equalities allow us to take care of all the
eigenvalues of the problem, we give a rough estimate on the asymptotic expansion
of the counting function of eigenvalues.
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We would like to thank Julie Rowlett for reading and commenting upon prelimi-
nary version of this manuscript. We are also grateful to Grigori Rozenblum for the
attention and useful comments and Simone Murro for helpful discussions.
52. Preliminaries
In this section, we first prove that H , defined as in (3), is a self-adjoint operator.
Next, we construct the solutions of
(5) − y′′(x, λ) +

 N∑
j=1
aj |x|αj + V (x)

 y(x, λ) = λy(x, λ)
in [0, b] with certain boundary conditions at x = 0, and in [b,∞) under the condition
that the solution is square-integrable. Above, b > 0 is such that the perturbation,
V , is compactly supported in (−b, b). Finally, we study the asymptotic behavior of
these solutions at a point b as the spectral parameter, λ, tends to infinity.
Let {aj}Nj=1, {αj}Nj=1 be sets of positive numbers and V (x) be a bounded, real
valued function supported inside (−b, b). We also require V (x) to be a piecewise
Hölder continuous function with an exponent τ > 0, that is there exist C > 0 and
−∞ = x0 < x1... < xm = +∞, m ∈ N, such that
|V (x)− V (y)| ≤ C|x− y|τ ,
for all x, y ∈ (xj , xj+1) and j = 0, ...,m. Consider the differential expression (3).
Note that the operator of multiplication by V (x) is symmetric and bounded, whilst
the operator associated with the non perturbed AHO in C∞c (R) is essentially self-
adjoint; see [LS75]. The Rellich-Kato theorem [Kat95, Theorem 4.4] implies that
the operator defined by (3) in C∞c (R) is essentially self-adjoint as well and hence
has a unique self-adjoint extension, which we denote by H .
2.1. Construction of solutions outside the support of the perturbation.
We start by considering (5) in [b,∞). Note that in this interval the perturbation,
V (x), equals zero and hence (5) becomes
(6) − y′′(x, λ) +
N∑
j=1
aj|x|αjy(x, λ) = λy(x, λ).
Its solutions have already been studied in [MA79], so that we recall some of their
results.
Let y(x, λ) satisfy (6) and Q(x, λ) be the function defined as in Theorem 1.2. Define
the function
η(x, λ) := |λ− q(x)|1/4y(x, λ).
According to [MA79, Lemma 2], it follows that
(7) η(b, λ) = d1(λ) sin
(
Q(b, λ) +
pi
4
)
− d2(λ) cos
(
Q(b, λ) +
pi
4
)
+O
(
λ−
α+2
α
)
,
η′(b,λ) =
∂
∂x
η(x, λ)
∣∣∣∣
x=b
= −
√
µ(λ)
[
d1(λ) cos
(
Q(b, λ) +
pi
4
)
+ d2(λ) sin
(
Q(b, λ) +
pi
4
)]
+O
(
λ−
α+4
2α
)
(8)
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as λ→∞, where µ(λ) := λ− q(b) and d1(λ), d2(λ) are given explicitly in terms of
Airy functions. Moreover, by [MA79, (36)], as λ→∞,
(9) d1(λ) = 1 +O(λ
−α+22α ), d2(λ) = O(λ
−α+22α ).
2.2. Construction of solutions inside the support of the perturbation.
Next we study the differential equation (5) in [0, b] with the boundary conditions
y(0) = c1 = c1(λ), y
′(0) = c2 = c2(λ).
Note its solutions are in one-to-one correspondence with the solutions of the fol-
lowing integral equation:3
f+(x, λ) =c1 cos
√
µ(λ)x+ c2
sin
√
µ(λ)x√
µ(λ)
+
1√
µ(λ)
∫ x
0
sin(
√
µ(λ)(x− s))[q(s)− q(b)]f+(s, λ)ds.
(10)
This is a Volterra equation, and thus has a unique solution, f+(x, λ); see [Eva10,
page 398]. Differentiating it, we obtain
f ′+(x, λ) =− c1
√
µ(λ) sin
√
µ(λ)x+ c2 cos
√
µ(λ)x
+
∫ x
0
cos(
√
µ(λ)(x− s))[q(s) − q(b)]f+(s, λ)ds.
(11)
We write (10) and (11) in the following way
f+(b, λ) = cos(
√
µ(λ)b)
[
c1 − 1√
µ(λ)
∫ b
0
sin(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds
]
+ sin(
√
µ(λ)b)
[
c2√
µ(λ)
+
1√
µ(λ)
∫ b
0
cos(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds
]
.
(12)
and
f ′+(b, λ) = cos(
√
µ(λ)b)
[
c2 +
∫ b
0
cos(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds
]
+ sin(
√
µ(λ)b)
[
−c1
√
µ(λ) +
∫ b
0
sin(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds
]
.
(13)
Define
k+1 (λ) :=
∫ b
0
cos(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds,
k+2 (λ) :=
∫ b
0
sin(
√
µ(λ)s)[q(s)− q(b)]f+(s, λ)ds.
3We have chosen the notation in such a way that f+ corresponds to a segment of a positive
half-line, [0, b], and f
−
corresponds to a segment of a negative half-line, [−b, 0].
7Hence (12) and (13) can be rewritten as
(14)
f+(b, λ) = cos(
√
µ(λ)b)
(
c1 − k
+
2 (λ)√
µ(λ)
)
+ sin(
√
µ(λ)b)
(
c2√
µ(λ)
+
k+1 (λ)√
µ(λ)
)
,
f ′+(b, λ) = cos(
√
µ(λ)b)
(
c2 + k
+
1 (λ)
)
+ sin(
√
µ(λ)b)
(
−c1
√
µ(λ) + k+2 (λ)
)
.
Next, we consider (5) in [−b, 0]. This is equivalent to considering a "reflected"
equation
(15) − y′′(x) + q(−x)y(x) = λy(x), x ∈ [0, b],
with boundary conditions
y(0) = c1 = c1(λ), y
′(0) = −c2 = c2(λ).
Similarly to (10), we construct the solution of
f−(x, λ) = c1 cos
√
µ(λ)x− c2 sin
√
µ(λ)x√
µ(λ)
+
1√
µ(λ)
∫ x
0
sin(
√
µ(λ)(x− s))[q(−s)− q(−b)]f−(s, λ)ds
and derive
f−(b, λ) = cos(
√
µ(λ)b)
(
c1 − k
−
2 (λ)√
µ(λ)
)
+ sin(
√
µ(λ)b)
(
− c2√
µ(λ)
+
k−1 (λ)√
µ(λ)
)
,
f ′−(b, λ) = cos(
√
µ(λ)b)
(−c2 + k−1 (λ)) + sin(√µ(λ)b)(−c1√µ(λ) + k−2 (λ)) ,
where
k−1 (λ) :=
∫ b
0
cos(
√
µ(λ)s)[q(−s)− q(−b)]f−(s, λ)ds,
k−2 (λ) :=
∫ b
0
sin(
√
µ(λ)s)[q(−s)− q(−b)]f−(s, λ)ds.
In the following two lemmas we investigate the asymptotic behavior of the functions
f±(s, λ), k
±
1 (λ) and k
±
2 (λ) as λ→ +∞.
Lemma 2.1. The solutions f±(s, λ) satisfy, as λ→ +∞,
f±(x, λ) = c1(cos
√
µ(λ)x)± c2 sin(
√
µ(λ)x)√
µ(λ)
+ c1O
(
λ−
1
2
)
+ c2O
(
λ−1
)
.
Proof. Denote by Hλ the operator
Hλ : u 7→ µ(λ)−1/2
∫ x
0
[q(s)− q(b)] sin(
√
µ(λ)(x− s))u(s)ds
in C[0, b]. Then
(16) f+(x, λ) = c1 cos(
√
µ(λ)x) + c2
sin(
√
µ(λ)x)√
µ(λ)
+ (Hλf+)(x).
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By the triangle inequality
(17) ‖f+(·, λ)‖∞ ≤ |c1|+ |c2|√
µ(λ)
+ ‖Hλ‖op · ‖f+(·, λ)‖∞,
where ‖·‖∞ is the uniform norm and ‖·‖op is the operator norm. By [MA79, (30)],
‖Hλ‖op = O(λ− 12 ) as λ → ∞, hence for sufficiently large λ, 1 − ‖Hλ‖op > 0 and
therefore
(18) ‖f+(·, λ)‖∞ ≤
|c1|+ |c2|√
µ(λ)
1− ‖Hλ‖op .
Moreover, (18) implies that
‖f+(·, λ)‖∞ = c1O(1) + c2√
µ(λ)
O(1), λ→∞,
which together with (16) gives∥∥∥∥∥f+(·, λ) − c1 cos(
√
µ(λ)(·)) − c2 sin(
√
µ(λ)(·))√
µ(λ)
∥∥∥∥∥
∞
≤ ‖Hλ‖op · ||f+(·, λ)||∞
= c1O
(
λ−
1
2
)
+ c2O
(
λ−1
)
.

Next we derive asymptotic formulas for the functions k±1 (λ) and k
±
2 (λ).
Lemma 2.2. The functions k±1 (λ) and k
±
2 (λ) satisfy the following asymptotic for-
mulas, as λ→∞,
(19) k±1 (λ) =
c1
2
∫ b
0
(q(±s)− q(±b)) ds+ c1O
(
λ−
τ
2
)
+
c2√
µ(λ)
O
(
λ−
τ
2
)
,
(20) k±2 (λ) =
±c2
2
√
µ(λ)
∫ b
0
(q(±s)− q(±b)) ds+ c1O
(
λ−
τ
2
)
+
c2√
µ(λ)
O
(
λ−
τ
2
)
.
Proof. Lemma 2.1 implies that
k+1 (λ) =
c1
2
∫ b
0
[q(s)− q(b)]ds+ c1
2
∫ b
0
[q(s)− q(b)] cos(2
√
µ(λ)s)ds
+
c2
2
√
µ(λ)
∫ b
0
[q(s)− q(b)] sin(2
√
µ(λ)s)ds+ c1O
(
λ−
1
2
)
+ c2O
(
λ−1
)
.
(21)
Since q(x) is a piecewise Hölder continuous function with an exponent τ , by [SR03,
page 92], we obtain∫ b
0
[q(s)− q(b)] cos(2
√
µ(λ)s)ds = O
(
λ−
τ
2
)
,
∫ b
0
[q(s)− q(b)] sin(2
√
µ(λ)s)ds = O
(
λ−
τ
2
)(22)
as λ→∞. Combining (22) with (21), we derive (19). Similarly, one proves (20). 
9We also will need sharper asymptotics for k+1 +k
−
1 and k
+
2 −k−2 . By (21), we derive
k+1 (λ) + k
−
1 (λ) =
c1
2
∫ b
−b
(q(s)− q(b))ds+ c1
2
∫ b
−b
(q(s)− q(b)) cos(2
√
µ(λ)s)ds
+
c2
2
√
µ(λ)
∫ b
−b
(q(s)− q(b) sin(2
√
µ(λ)s)ds+ c1O
(
λ−
1
2
)
+ c2O
(
λ−1
)
.
(23)
Similarly, we obtain
k+2 (λ)− k−2 (λ) =
c2
2
√
µ(λ)
∫ b
−b
(q(s) − q(b))ds+ c1
2
∫ b
−b
(q(s)− q(b)) sin(2
√
µ(λ)s)ds
+
c2
2
√
µ(λ)
∫ b
−b
(q(s)− q(b)) cos(2
√
µ(λ)s)ds+ c1O
(
λ−
1
2
)
+ c2O
(
λ−1
)
.
(24)
3. Proof of Theorems 1.1 and 1.2
In this section we use the notations introduced in the previous sections. Moreover,
we skip writing arguments for the following functions, where j = 1, 2,
Q := Q(b, λ), µ := µ(λ), dj := dj(λ), k
±
j := k
±
j (λ).
We start by proving Theorem 1.2.
Proof. For fixed c1, c2 ∈ R, the solutions f+(x, λ) and y(x, λ) are linearly dependent,
provided that λ is an eigenvalue of H in L2(R). This gives us the following equation
for the eigenvalues
f ′+(b, λ)y(b, λ) − f+(b, λ)y′(b, λ) = 0,
or
f ′+(b, λ)η(b, λ)− f+(b, λ)η′(b, λ) = (4µ)−1q′(b)η(b, λ)f+(b, λ).
By inserting (7), (8) and (14) into the previous equation and using Lemma 2.1, we
obtain [
cos(
√
µb)
(
c2 + k
+
1
)
+ sin(
√
µb)
(−c1√µ+ k+2 ) ]
×
[
d1 sin
(
Q+
pi
4
)
− d2 cos
(
Q+
pi
4
)
+O
(
λ−
α+2
α
)]
+
[
cos(
√
µb)
(
c1
√
µ− k+2
)
+ sin(
√
µb)
(
c2 + k
+
1
) ]
×
[
d1 cos
(
Q+
pi
4
)
+ d2 sin
(
Q+
pi
4
)
+O(λ−
α+2
α )
]
= cos(
√
µb) sin
(
Q+
pi
4
)(
d1
(
c2 + k
+
1
)
+ d2
(
c1
√
µ− k+2
) )
+ sin(
√
µb) cos
(
Q+
pi
4
)(
d1
(
c2 + k
+
1
)
+ d2
(
c1
√
µ− k+2
) )
+ cos(
√
µb) cos
(
Q+
pi
4
)(
d1
(
c1
√
µ− k+2
)− d2 (c2 + k+1 ) )
+ sin(
√
µb) sin
(
Q+
pi
4
)(
− d1
(
c1
√
µ− k+2
)
+ d2
(
c2 + k
+
1
) )
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+ c1
√
µO
(
λ−
α+2
α
)
+ c2O
(
λ−
α+2
α
)
= c1O
(
λ−1
)
+ c2O
(
λ−
3
2
)
.
Hence
sin
(
Q+
pi
4
+
√
µb
)(
d1
(
c2 + k
+
1
)
+ d2
(
c1
√
µ− k+2
) )
+ cos
(
Q+
pi
4
+
√
µb
)(
d1
(
c1
√
µ− k+2
)− d2 (c2 + k+1 ) )
= c1
√
µO
(
λ−
α+2
α
)
+ c2O
(
λ−
α+2
α
)
+ c1O
(
λ−1
)
+ c2O
(
λ−
3
2
)
.
(25)
By the same arguments, but for the solutions f−(−x, λ) and y(−x, λ), we obtain
sin
(
Q+
pi
4
+
√
µb
)(
d1
(−c2 + k−1 )+ d2 (c1√µ− k−2 ) )
+ cos
(
Q+
pi
4
+
√
µb
)(
d1
(
c1
√
µ− k−2
)− d2 (−c2 + k−1 ) )
= c1
√
µO
(
λ−
α+2
α
)
+ c2O
(
λ−
α+2
α
)
+ c1O
(
λ−1
)
+ c2O
(
λ−
3
2
)
.
(26)
Now we have two equations (25) and (26) and variables λ, c1 = c1(λ) and c2 = c2(λ).
Without lost of generality, we assume that the eigenfunction, corresponding to λ,
is normalized in the sence that
c1 = cosφ(λ) c2 =
√
µ sinφ(λ)
for some φ(λ) ∈ [0, 2pi). Subtracting (26) from (25) and adding (26) to (25) give
sin
(
Q+
pi
4
+
√
µb
)(
2d1c2 + d1
(
k+1 − k−1
)− d2 (k+2 − k−2 ) )
− cos
(
Q+
pi
4
+
√
µb
)(
2d2c2 + d1
(
k+2 − k−2
)
+ d2
(
k+1 − k−1
) )
= O
(
λ−
α+4
2α
)
+O
(
λ−1
)(27)
and
sin
(
Q+
pi
4
+
√
µb
)(
2d2
√
µc1 + d1
(
k+1 + k
−
1
)− d2 (k+2 + k−2 ) )
+ cos
(
Q +
pi
4
+
√
µb
)(
2d1
√
µc1 − d1
(
k+2 + k
−
2
)− d2 (k+1 + k−1 ) )
= O
(
λ−
α+4
2α
)
+O
(
λ−1
)
.
(28)
We will distinguish two types of solutions, ΛD and ΛN , of the system of equations
(27)-(28): we say that solution λ ∈ ΛD if | sinφ(λ)| ≥ | cosφ(λ)| and λ ∈ ΛN
otherwise. Let {λˆk}∞k=1 and {λˇk}∞k=1 be the increasing sequences of solutions of
types ΛD and ΛN , respectively. We consider two cases: 1) λ ∈ ΛD; 2) λ ∈ ΛN .
Case 1. Assume λ ∈ ΛD, so that | sinφ(λ)| ≥ 1/√2. Therefore (27), together with
Lemma 2.2 and (9), implies
sin
(
Q+
pi
4
+
√
µb
)√
µ sinφ(λ) + O(1) = O(λ−
α+4
2α ) +O(λ−1).
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Since | sinφ(λ)| ≥ 1/√2,
(29) sin
(
Q+
pi
4
+
√
µb
)
= O
(
λ−
1
2
)
.
Therefore, solutions {λˆk}∞k=1 of type ΛD satisfy
(30) Q(b, λˆn) +
pi
4
+ b
√
λˆn − q(b) = npi + β(λˆn),
for some function β(λ) tending to zero as λ → ∞. To investigate (30) further, we
need a better estimate on β(λ). Combining (27) and (30) we obtain, for λ = λˆn,
sinβ(λ)
(
2d1
√
µ sinφ(λ) + d1
(
k+1 − k−1
)− d2 (k+2 − k−2 ) )
− cosβ(λ)
(
2d2
√
µ sinφ(λ) + d1
(
k+2 − k−2
)
+ d2
(
k+1 − k−1
) )
= O
(
λ−
α+4
2α
)
+O
(
λ−1
)
.
(31)
Then, for λ = λˆn, Lemma 2.2 and (9) imply that
sinβ(λ)
(
2
√
µ sinφ(λ) + k+1 − k−1 +O(λ−
1
α )
)
− cosβ(λ) (k+2 − k−2 + 2d2√µ sinφ(λ)) = O (λ−1)+O (λ−α+22α ) .(32)
Now, let us investigate (28). By using (9), (29) and Lemma 2.2, we conclude, from
(28), that
√
µc1 = O(1), so that
(33) c1 = cosφ(λ) = O(λ
− 12 ),
and consequently k±1 = O(λ
− 12 ). Therefore (32) gives
sinβ(λ) =
cosβ(λ)
2
√
µ sinφ(λ) +O(λ−
1
2 ) +O(λ−
1
α )
(
k+2 − k−2 + 2d2
√
µ sinφ(λ)
)
+ O
(
λ−
2α+2
2α
)
+O
(
λ−
3
2
)
.
(34)
and hence
β(λ) =
1
2
√
µ sinφ(λ)
(k+2 − k−2 ) + d2 +O
(
λ−
2α+2
2α
)
+O
(
λ−
3
2
)
.(35)
Thus, from (24), it follows
β(λ) =
1
4
√
µ
∫ b
−b
(q(s) − q(b))ds+ 1
4
√
µ
∫ b
−b
(q(s) − q(b)) cos(2√µs)ds
+
cosφ(λ)
4
√
µ sinφ(λ)
∫ b
−b
(q(s)− q(b)) sin(2√µs)ds+ d2 +O
(
λ−1
)
,
(36)
so that the Riemann-Lebesgue lemma and (33) imply
β(λ) =
1
4
√
µ
∫ b
−b
(q(s) − q(b))ds+ 1
4
√
µ
∫ b
−b
V (s) cos(2
√
µs)ds+ d2 +O
(
λ−1
)
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and consequently (30) gives
npi = Q(b, λˆn) +
pi
4
+ b
√
λˆn − q(b)− 1
4
√
λˆn
∫ b
−b
(q(s)− q(b))ds
− 1
4
√
λˆn
∫ b
−b
V (s) cos(2
√
λˆns)ds− d2(λˆn) +O
(
λˆ−1n
)
.
(37)
Case 2. Assume λ ∈ ΛN , so that | cosφ(λ)| ≥ 1/√2. Therefore (28), together with
Lemma 2.2 and (9), implies
(38) cos
(
Q+
pi
4
+
√
µb
)
= O
(
λ−
1
2
)
.
Therefore, the solutions {λˇk}∞k=1 of type ΛN satisfy
(39) Q(b, λˇn) +
pi
4
+ b
√
λˇn − q(b) = npi − pi
2
+ γ(λˇn)
By combining (28), (39) and then using Lemma 2.2 together with (9), for λ = λˇn,
we obtain
cos γ(λ)
(
k+1 + k
−
1 + 2d2
√
µ cosφ(λ)
)
− sin γ(λ)
(
2
√
µ cosφ(λ) − k+2 + k−2 +O(λ−
1
α )
)
= O
(
λ−1
)
+O
(
λ−
α+2
2α
)
.
(40)
Let us investigate (27). By using (9), (38) and Lemma 2.2, we conclude, from (27),
that c2 = O(1), so that
(41) sinφ(λ) = O(λ−
1
2 ),
and consequently k±2 = O(λ
− 12 ). Therefore (40) gives
sin γ(λ) =
cos γ(λ)
2
√
µ cosφ(λ) +O(λ−
1
2 ) +O(λ−
1
α )
(
k+1 + k
−
1 ++2d2
√
µ cosφ(λ)
)
+O
(
λ−
2α+2
2α
)
+O
(
λ−
3
2
)(42)
and hence
γ(λ) =
1
2
√
µ cosφ(λ)
(k+1 + k
−
1 ) + d2 +O
(
λ−
2α+2
2α
)
+O
(
λ−
3
2
)
.
Therefore, from (23), it follows
γ(λ) =
1
4
√
µ
∫ b
−b
(q(s) − q(b))ds+ 1
4
√
µ
∫ b
−b
(q(s)− q(b)) cos(2√µs)ds
+
sinφ(λ)
4
√
µ cosφ(λ)
∫ b
−b
(q(s)− q(b)) sin(2√µs)ds+ d2 +O(λ−1),
(43)
so that the Riemann-Lebesgue lemma and (41) imply
γ(λ) =
1
4
√
µ
∫ b
−b
(q(s)− q(b))ds+ 1
4
√
µ
∫ b
−b
V (s) cos(2
√
µs)ds+ d2 +O
(
λ−1
)
.
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This and (39) give
npi =Q(b, λˇn) +
3pi
4
+ b
√
λˇn − q(b)− 1
4
√
λˇn
∫ b
−b
(q(s)− q(b))ds
− 1
4
√
λˇn
∫ b
−b
V (s) cos(2
√
λˇns)ds− d2(λˇn) +O
(
λˇ−1n
)
.
(44)
From (37) and (44), we notice that solutions of types ΛD and λN are interlacing at
infinity, that is
(45) λˇn ≤ λˆn ≤ λˇn+1 ≤ λˆn+1 ≤ · · ·
for sufficiently large n ∈ N. Denote ν2n−1 = λˇn and ν2n = λˆn. Then {νj}∞j=1 are
solutions to (25), (26), and νn+1 > νn for sufficiently large n ∈ N. Moreover, the
asymptotic formulas (37) and (44) give
pi
4
(2n− 1) =Q(b, νn) + b
√
νn − q(b)− 1
4
√
νn
∫ b
−b
(q(s)− q(b))ds
− 1
4
√
νn
∫ b
−b
V (s) cos(2
√
νns)ds− d2(νn) +O
(
ν−1n
)(46)
as n → ∞. As we mentioned before, the eigenvalues of H are solutions to (25),
(26). Therefore, to prove the theorem, it is sufficient to show
(47) N(λ,H) = #{νj ≤ λ} +O(1), λ > 0,
where # means the cardinality of a set, and N(λ,H) is the counting function of H ,
that is
N(λ,H) := #{λ′ ≤ λ, λ′ is an eigenvalue of H} = #{λj ≤ λ}.
In order to prove (47), let us consider the operator H0 in L
2(R), generated by the
expression
− d
2
dx2
+ q0(x), q0(x) =
N∑
j=1
cj|x|αj .
Since the operator of multiplication by V (x) is bounded and symmetric in L2(R),
[Kat95, Theorem 4.10] implies
(48) N(λ,H) = N(λ,H0) +O(1), λ→∞.
On the other hand, [Tit62, formula (7.7.4)] gives
(49) N(λ,H0) =
2
pi
∫ a(λ)
0
√
λ− q0(t)dt+O(1), λ→∞.
Finally, since q0(x) = q(x) for x > b, we estimate∫ a(λ)
0
√
λ− q0(t)dt−Q(b, λ)− b
√
λ− q(b)
=
∫ a(λ)
0
√
λ− q0(t)dt−
∫ a(λ)
b
√
λ− q(t)dt− b
√
λ− q(b)
=
∫ b
0
√
λ− q0(t)dt− b
√
λ− q(b) =
∫ b
0
−q0(t) + q(b)√
λ− q0(t) +
√
λ− q(b)dt = O(λ
− 12 ).
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Therefore (48) and (49) imply
N(λ,H) =
2
pi
Q(b, λ) +
2
pi
b
√
λ− q(b) +O(1).
This and (46) give (47), which consequently implies that eigenvalues {λn}∞n=1 satisfy
the asymptotic formula (46), and (9) completes the proof. 
Next we derive Theorem 1.1 from Theorem 1.2.
Proof. According to [MA79, formula (38)], the function Q(x, λ), corresponding to
the potential q(x) = |x|α+V (x), has the following asymptotic behavior, as λ→∞,
(50) Q(b, λ) =
Γ
(
3
2
)
Γ
(
1
α
)
αΓ
(
3
2 +
1
α
)λα+22α − b√λ+ 1
2
√
λ
bα+1(α+ 1)−1 +O
(
λ−
3
2
)
for fixed b > 0 such that V (x) = 0 for |x| ≥ b. Inserting this into (46) gives
pi
4
(2n− 1) =Γ
(
3
2
)
Γ
(
1
α
)
αΓ
(
3
2 +
1
α
)λα+22αn − b√λn + 1
2
√
λn
· b
α+1
α+ 1
+ b
√
λn − q(b)
− 1
2
√
λn
· b
α+1
α+ 1
+
bα+1
2
√
λn
− 1
4
√
λn
∫ b
−b
V (s)ds
− 1
4
√
λn
∫ b
−b
V (s) cos(2
√
λns)ds− d2(λn) +O
(
λ−1n
)
.
(51)
Note that √
λn − q(b)−
√
λn +
bα
2
√
λn
=
−q(b)√
λn − q(b) +
√
λn
+
bα
2
√
λn
= −bα 2
√
λn −
√
λn − q(b)−
√
λn
2
√
λn
(√
λn − q(b) +
√
λn
) = O (λ− 32n )
and, see [MA79, (49)],
d2(λ) =


O(λ−1) if α ≤ 2,
α(α−1)Γ( 32+
1
α ) cot
pi
α
48(2+α)Γ( 32 )Γ(
1
α)
λ−
α+2
2α if α > 2.
Therefore we can rewrite (51) in the following way
pi
4
(2n− 1) =Γ
(
3
2
)
Γ
(
1
α
)
αΓ
(
3
2 +
1
α
)λα+22αn − 1
4
√
λn
∫ +∞
−∞
V (s)ds
− α(α− 1)Γ
(
3
2 +
1
α
)
cot piα
48(2 + α)Γ
(
3
2
)
Γ
(
1
α
) λ−α+22αn
− 1
4
√
λn
∫ b
−b
V (s) cos(2
√
λns)ds+O(λ
−1
n ).
(52)
as n→∞. This implies (2). 
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4. Remarks and consequences
We start with the following remark.
Remark 4.1. According to [SR03, page 92], the third and fourth terms areO(n−
ατ+2
α+2 )
and O(n−
4
α+2 ), respectively, so that they may change their order, depending on
V (x) and the relation between α and τ . Moreover, in case α ≤ 2, the fourth term
will be absorbed by O(n−1). However, the third term, in general, is not absorbed
by O(n−1); see Example 4.2.
Next, we give an example demonstrating the effect of the parameter τ on the
eigenvalues.
Example 4.2. Let H be the self-adjoint operator in L2(R) generated by expression
− d
2
dx2
+ x2 + V (x),
where, for 1 > τ > 0,
(53) V (x) =
{∑∞
j=1 2
−jτ cos(2jx) if |x| ≤ pi,
0 otherwise .
By [Zyg77, Theorem 4.9], V (x) is a Hölder continuous function with exponent τ > 0
in [−pi, pi]. Therefore Theorem 1.1 shows that eigenvalues of H satisfy
λn = 2n− 1 + 1
4
√
2n
∫ pi
−pi
V (s)ds +
1
4pi
√
2n
∫ pi
−pi
V (s) cos(2
√
2ns)ds+O(n−1).
Let us consider the subsequence of the eigenvalues {λnk}∞k=2 with nk = 22k−3. Since∫ pi
−pi
V (s) cos(2
√
2nks)ds =
∫ pi
−pi
∞∑
j=1
2−jτ cos(2js) cos(2ks)ds = pi2−kτ ,
we derive the asymptotic for the subsecuence of the eigenvalues of H , {λnk}∞k=2,
λnk = 2nk − 1 + n−
1
2
k
1
4
√
2
∫ pi
−pi
V (s)ds+ n
− 1+τ2
k 2
− 5+3τ2 +O(n−1k ).
Next, we give two examples for which the asymptotic formulas (4) can be written
more explicitly.
Example 4.3. Assume that V (x) satisfies conditions of Theorem 1.2 and α ∈ N,
c ∈ R. Let H be the self-adjoint operator in L2(R) generated by the expression
− d
2
dx2
+ (|x|+ c)α + V (x).
By Theorem 1.2, the eigenvalues of H satisfy (4). By [MA79, (38)], we compute:
Q(b, λ) =
∫ a(λ)
b
(λ − (t+ c)α) 12 dt = λα+22α
∫ 1
b+c
λ1/α
(1− tα) 12 dt
=
Γ
(
3
2
)
Γ
(
1
α
)
αΓ
(
3
2 +
1
α
)λα+22α − (b + c)√λ+ 1
2
√
λ
(b+ c)α+1(α+ 1)−1 +O
(
λ−
3
2
)
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Therefore (4) gives
pi
4
(2n− 1) = Γ
(
3
2
)
Γ
(
1
α
)
αΓ
(
3
2 +
1
α
)λα+22αn − c√λn − 1
4
√
λn
(
2cα+1
α+ 1
−
∫ +∞
−∞
V (s)ds
)
− 1
4
√
λn
∫ b
−b
V (s) cos(2
√
λns)ds+O
(
λ
−α+22α
n
)
+O
(
λ−1n
)
.
This gives the first two terms of the heat trace. Indeed, this implies that
N(λ) =
1
2
C1λ
α+2
2α − 2c
pi
λ
1
2 +O(1)
By applying the Watson’s Lemma [PS06, Lemma 2.2], we obtain∫ ∞
0
e−tλN(λ)dλ =
1
2
C1Γ
(
1 +
α+ 2
2α
)
t−
α+2
2α −1 − c√
pi
t−
3
2 +O(t−1)
as t→ +0. Therefore, as t→ +0,
∞∑
n=1
e−tλn =
∫ ∞
0
e−tλdN(λ) = t
∫ ∞
0
e−tλN(λ)dλ
=
1√
pi
Γ
(
α+ 1
α
)
t−
α+2
2α − c√
pi
t−
1
2 +O (1) .
By the same way, one can derive the first term of the heat trace corresponding
to the operator defined in Theorem 1.1 and verify that the perturbation does not
affect the first term:
Corollary 4.4. Under the conditions of Theorem 1.1, the heat trace satisfies
∞∑
n=1
e−tλn =
1√
pi
Γ
(
α+ 1
α
)
t−
α+2
2α +O (1) , as t→ +0.
The next example is a quartic AHO, for whichQ(b, λ) expands in terms of {λ− k4 }+∞k=−3.
Consequently, the asymptotic formula can be written more explicitly.
Example 4.5 (Quartic AHO). Assume that function V (x) satisfies conditions of
Theorem 1.2 and c ∈ R. Let H be the self-adjoint operator in L2(R) generated by
− d
2
dx2
+ (x2 + c)2 + V (x), c ∈ R.
Then, by Theorem 1.2, the eigenvalues of H satisfy (4). Let us investigate Q(b, λ):
Q(b, λ) =
∫ a(λ)
b
[λ− (x2 + c)2] 12 dx =
∫ (λ 12−c) 12
b
[λ− (x2 + c)2] 12 dx
= λ
3
4
∫ 1
b
(λ
1
2 −c)
1
2
[
1−
((
1− c
λ
1
2
)
y2 +
c
λ
1
2
)2] 12 (
1− c
λ
1
2
) 1
2
dy.
Let λ = 1/r4 and
g(r) :=
∫ 1
br
(1−cr2)
1
2
[
1− ((1 − cr2)y2 + cr2)2] 12 (1− cr2) 12 dy.
17
By computing the Taylor expansion of g(r) at r = 0, one can express Q(b, λ) in
terms of {λ−n4 }. Therefore, by (4), we conclude
pi
4
(2n− 1) =
6∑
k=0
akλ
3−k
4 − 1
4
√
λn
∫ b
−b
V (s) cos(2
√
λns)ds+O(λ
−1),
were ak = g
(k)(0)/k! for k 6= 1, 5 and
a1 = g
(1)(0)− 1, a5 = g(5)(0)/5!− 1
4
∫ b
−b
q(s)ds.
Remark 4.6. Similarly, one can investigate AHO with potential q(x) = (|x|α + c)n
with α > 0, m ∈ N, and derive more explicit forms of (4).
We end this section by considering the operators in L2[0,∞) generated by the
expression (1) with Dirichlet and Neumann boundary conditions, respectively.
Corollary 4.7. Assume that V (x) satisfies the conditions of Theorem 1.1. Let
{λDj }∞j=1 and {λNj }∞j=1 be the eigenvalues of the operators in L2[0,∞) generated by
(1) with Dirichlet and Neumann boundary conditions, respectively. Then
λNn = C
− 2αα+2
1 (4n− 1)
2α
α+2 +
2α
α+ 2
C0C
−α+1α+2
1 (4n− 3)−
2
α+2
+
2α
α+ 2
1
4pi
C
−α+4α+2
1 (4n− 1)−
2
α+2
∫ ∞
0
V (s) cos
(
2C
− αα+2
1 (4n− 1)
α
α+2 s
)
ds
+
2α
α+ 2
C2C
−α+6α+2
1 (4n− 1)−
4
α+2 +O
(
n−1
)
,
(54)
λNn = C
− 2αα+2
1 (4n− 3)
2α
α+2 +
2α
α+ 2
C0C
−α+4α+2
1 (4n− 3)−
2
α+2
+
2α
α+ 2
1
4pi
C
−α+4α+2
1 (4n− 3)−
2
α+2
∫ ∞
0
V (s) cos
(
2C
− αα+2
1 (4n− 3)
α
α+2 s
)
ds
+
2α
α+ 2
C2C
−α+6α+2
1 (4n− 3)−
4
α+2 +O
(
n−1
)
,
(55)
where C0 =
1
pi
∫∞
0
V (x)dx and C1, C2 are the constants defined in Theorem 1.1.
Proof. Consider the solution of (5) in [0, b] with boundary conditions y(0) = 1,
y′(0) = 0, and the solution of (5) in [b,∞). By gluing them together, we obtain
(25) (with c1 = 1 and c2 = 0)
sin
(
Q+
pi
4
+
√
µb
)(
d1k
+
1 + d2
√
µ− d2k+2
)
+ cos
(
Q+
pi
4
+
√
µb
)(
d1
√
µ− d1k+2 − d2k+1
)
= O
(
λ−
α+4
2α
)
+O
(
λ−1
)
.
(56)
The same analysis we did for (28)(in order to investigate λˇn) yields formula (44),
which consequently implies (55). Similarly, one can prove (54). 
Remark 4.8. Corollary 4.7 for Dirichlet boundary condition is obtained in [MA79].
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