Abstract. Grothendieck local residue is considered in the context of symbolic computation. Based on the theory of holonomic D-modules, an effective method is proposed for computing Grothendieck local residues. The key is the notion of Noether operator associated to a local cohomology class. The resulting algorithm and an implementation are described with illustrations.
Introduction
In this paper, we consider Grothendieck local residues from the point of view of computational algebraic analysis. In a previous paper [13] , we considered the so-called shape basis cases and gave algorithm for computing Grothendieck local residues. In the present paper, we adopt the same framework given in [13] and consider the general cases. Main ingredients of our approach are local cohomology, Noether operators and holonomic D-modules. More precisely, we consider holonomic D-modules defined by annihilating left ideals in a Weyl algebra of a zero-dimensional local cohomology class, and partial differential operators associated to the Grothendieck local residue mapping
We compute a Noether operator, partial differential operator that describe or represent Grothendieck local residue mapping, by solving a system of partial differential equations in the Weyl algebra.
The paper is organized as follows: In Section 2, we briefly recall the notion of local residues and algebraic local cohomology groups. In Section 3, we describe theory of Noether operators associated to a primary ideal in terms of D-modules. In Section 4, we give a recursive method for finding annihilators of an algebraic local cohomology class that avoids the use of Gröbner bases on the Weyl algebra. In Section 5, we propose algorithms for determining Noether operator, associated to a local cohomology class, which represents the local residue mapping. The resulting algorithms have been implemented in a computer algebra system Risa/Asir [10] . An example by Risa/Asir will be shown in Section 6. This work has been partly supported by JSPS KAKENHI Grant Numbers JP17K05292, JP18K03320 and by the Research Institute for Mathematical Sciences, a Joint Usage/Research Center located in Kyoto University.
Algebraic local cohomology groups
Let K be a subfield of C and denote K[x] = K[x 1 , . . . , x n ]. We suppose that a polynomial sequence F = {f 1 , . . . , f n } ⊂ K[x] is regular. The polynomial ideal I generated by F is zero-dimensional and the zero set V C (I) = {x ∈ C n | g(x) = 0, ∀g ∈ I} consists of finite number of points. We introduce the n-th algebraic local cohomology group with support on Z = V C (I) by
can be regarded as a collection of equivalent classes of rational functions whose denominator has zero only on Z. Here the equivalence is given by cutting holomorphic parts of rational functions in a cohomological way. Since the local residue can be described in terms of local cohomology [3, 20] , we have Res β (
Algorithms for computing primary decomposition I = ℓ λ=1 I λ had been established (e.g. see [2, 9] ). Suppose that, on the ring K[x], a primary decomposition algorithm can be executed. Since I is zero-dimensional, the associated prime √ I λ is also zero-dimensional thus maximal. In other words,
√ I λ is a field. According to the primary decomposition, the zero set is written as a union of irreducible affine varieties:
The decomposition above is a kind of partial fractional expansion of 1 f1···fn in terms of local cohomology. Let β ∈ Z λ and ϕ(x) ∈ O(U ) where U is a small neighborhood of β. Since σ F,j vanishes on
. . , ∂ n be the ring of linear partial differential operators with polynomial coefficients over K. Here we used the symbol ∂ i = ∂ ∂xi . The noncommutative ring D n is called the Weyl algebra in n variables.
Let P be a zero-dimensional prime ideal generated by H = {h 1 , . . . , h n } and put J H = det ∂hj ∂xj ij mod P . An algebraic local cohomology class
is called the delta function with the support Y = V C (P ).
Recall that an algebraic local cohomology group has a structure of
Note that the differential operators above coincide with Noether operators introduced by V. P. Palamodov [16] .
We describe a recursive method for computing Noether operators. We can suppose that ord(
At first, we have
√ J because zeroth order terms are reduced. Let J = g 1 , g 2 , . . . , g µ and
The system of relations above can be rewritten, as an equation
µ , as follows:
Here e j is the j-th unit vector. Let
It can be regarded as a finite subset of the
µ . The solutions (a i ; b jk ) of the equation (3.2) form the syzygy module with respect to N (1) . Each solution corresponds to a first order
Using a Gröbner basis of the syzygy module, we can determine a basis of NT (1) .
Next we discuss construction of a basis of
and let L = 1≤|α|≤r a α ∂ α ∈ NT (r) where the multi-index α runs over
From the lemma above, we consider a system of membership problems
Here the commutator [∂ α , x k ] and L j can be expressed as 0≤|β|<r c αkβ ∂ β and 0≤|β|<r d jβ ∂ β respectively. Recall L 1 = 1. Removing zeroth order terms, the equation (3.4) can be rewritten as
Since the set {β ∈ N n 0 | 1 ≤ |β| < r} has N := n+r−1 n − 1 elements, there exists a bijection ϕ : {1, 2, . . . , n}×{β ∈ N n 0 | 1 ≤ |β| < r} → {µ+1, µ+2, . . . , µ+nN }. The system (3.3), (3.5) can be rewritten, as single equation
µ+nN , as follows:
c αkβ e ϕ(k,β)
where e t is the t-th fundamental vector of dimension µ + nN . The equation (3.6) can be solved by Gröbner basis computation of the syzygy module with respect to a finite set
such that a γ = 0 and |γ| = r. Hence a basis of NT (r) can be determined.
Algorithm 1 a basis of NT (1) Require:
Algorithm 3 a basis of NT
m ← (the multiplicity of J) L ← (the result by Algorithm 1 from J and √ J) r ← 2 while |L| < m do L ← (the result by Algorithm 2 from r, J, √ J, and L)
is a primary ideal with multiplicity 11. Using Algorithm 3, Noether operators L = {L 1 , L 2 , . . . , L 11 } can be computed as follows:
Annihilators
Let Ann Dn (σ F ) denote the annihilating left ideal in the Weyl algebra D n of the algebraic local cohomology class σ F = 1 f1···fn where F = {f 1 , f 2 , . . . , f n } is a regular sequence. In general, the annihilating left ideal can be computed by using restriction algorithm that involves Gröbner basis computation in Weyl algebras [11, 12] . However the cost of computation of the algorithm that outputs Gröbner basis of the ideal Ann Dn (σ F ) is quit high.
Since our approach requires only generators of the annihilating ideal, we adopt an alternative method introduced in [20] for constructing generators of Ann Dn (σ F ) for avoiding Gröbner bases computation in the Weyl algebra. In this section, we give a recursive method.
Let A (k) denote the set of k-th or lower order annihilators of σ F . Since K[x] ⊂ D n , the polynomials can be regarded as zeroth order differential operators. From the definition of the algebraic local cohomology class σ F , a polynomial g(x) satisfies g(x) • σ F = 0 if and only if g(x) ∈ I. Thus the polynomial ideal I coincides with A (0) . Let P ∈ A (k) and f ∈ F . The commutator [P, f ] is also an annihilator in A (k−1) . Inversely, the annihilator P can be determined from commutators.
Proof. We can suppose P ′ • σ F = 0 without loss of generality. Since f 1 , f 2 , . . . , f n are zeroth order annihilators, we have
Now we put
is an annihilator of σ F .
Next, we discuss first order annihilators.
where e j is the j-th fundamental vector. Let
The solutions (a i ; b ij ) of the system (4.1) form the syzygy module S with respect to M (1) . When (a i ) = 0, the operator P = c(x) is a zeroth order annihilator. Therefore we can ignore the case of (a i ) = 0.
Suppose (a i ) = 0. it follows from direct calculation that
Hence the following algorithm gives a method for computing generators of Ann Dn (σ F ).
Algorithm 4 generators of A (1)
Require: F = {f 1 , . . . , f n }: a regular sequence Ensure: L (1) : generators of A (1) .
Next, we discuss r-th order annihilators. Let {P 1 , P 2 , . . . , P q } be a basis of A (r−1) and let
most (r − 1)-th order annihilator. Then there exist polynomials b k1 , . . . , b kq such that
. Using a bijection ϕ : {k | 1 ≤ k ≤ n} × {β | 0 ≤ |β| < r} → {1, 2, . . . , nM }, we can rewrite the system as follows:
where e ϕ(k,β) are fundamental vectors of dimension nM . Put
Using a Gröbner basis of the syzygy module with respect to M (r) , we can solve the equation (4.2). A solution (a α ; b kj ) gives the main part P ′ = 1≤|α|≤r a α (x)∂ α of an r-th order annihilator P if there exists γ ∈ N n 0 such that a γ = 0 and |γ| = r. Finally, we complete the r-th order annihilator P = P ′ + c(x) from the main part P ′ . Put
as an irreducible fraction. From Lemma 4.1, as an algebraic local cohomology class, we have
Using the syzygy method again, the polynomial c(x) can be determined. Ensure: 
] can be computed as follows:
Remark that second (or higher) order annihilators are not necessary for computing the Grothendieck local residue mapping in this case. However they can be calculated by using Algorithm 5 as follows:
Differential operator T F,λ on an irreducible component
As we have discussed, the algebraic local cohomology class σ F can be decomposed to the direct sum
In this section, we discuss the relation between the differential operator T * F,λ and Noether space of I λ , and describe a method for computing T * F,λ without the use of an explicit representative element of σ F,λ . From the definition of delta functions, the polynomial ideal √ I λ annihilates δ Z λ , that is, hδ Z λ = 0 for any h ∈ √ I λ . Then we have the following lemma.
If an algebraic local cohomology class
Hence we should identify U * 1 with U * 2 as an equivalent class in (D n mod D n √ I λ ).
Algorithm 6 Calculation for S * λ
Require: I λ : a zero-dimensional primary ideal, G: a Gröbner basis of √ I λ Ensure: S * λ : a differential operator, r: maximal order of annihilators. m ← (the multiplicity of
| α ∈ A} end for Solving the linear system E for U = (c ij ) ij if no more free variables in U then
, then we can identify ϕ with an element of
, we call ϕ a Noether operator associated to σ F,λ .
and let S * be the corresponding Noether operator to ϕ. Then, as K-vector spaces, we have
Our target T * F,λ can be regarded as a Noether operator associated to the local cohomology class σ F,λ and can be written as T * F,λ = S * h.
be the Jacobian of the regular sequence F and let m λ be the multiplicity of I λ .
. Then the followings are equivalent.
Next we want to give an explicit algorithm for computing T *
The primary ideal I λ has Noether operator basis R = {R 1 = 1, R 2 , . . . , R m λ }, where m λ is the multiplicity of I λ . It follows from Lemma 5.2 that
We may suppose ord(R i ) ≤ ord(R m λ ) for any i < m λ without loss of generality. Then t m λ (x) = 0.
Put
Then it can be expressed as a "monic" operator:
We utilize the method of undetermined coefficients for finding s i (x) ∈ K λ . That is, they can be written as
by using undetermined coefficients
For any L ∈ Ann Dn (σ F ), the product LS * λ has an expansion LS * λ = α ∂ α u α (L, x), where u α (L, x) are polynomials written in s k (x). From LS * λ ≡ 0 (mod D n √ I λ ), it follows a membership problem u α (L, x) ≡ 0 (mod √ I λ ). By monomial reduction with respect to G, the polynomials u α (L, x) can be expanded as
Notice that the coefficients v α,i (L) are affine linear forms in undetermined coefficients U 1 . Accordingly, the equation LS * λ ≡ 0 can be interpreted as linear equations v α,i (L) = 0 for variables U 1 . If the annihilating left ideal Ann Dn (σ F ) is generated by L 1 , L 2 , . . ., then the relations L j S * λ ≡ 0, (j = 1, 2, . . .) make a system of linear equations. Solving the linear system, we can find the values of the undetermined coefficients. From this procedure, we have Algorithm 6.
Next, there exists a polynomial h(x) = t m λ (x) such that T * F,λ ≡ S * λ h(x). We utilize the method of undetermined coefficients for finding h(x) again. It can be written as by using undetermined coefficients U 2 = {c i | 1 ≤ i ≤ d λ }. Put P = J F S * F,λ h(x) − m λ . The operator can be represented as P = α (−∂) α u α (x). From the theorem above, the operator annihilates the delta function thus u α (x) ≡ 0 (mod √ I λ ). Since the polynomials u α (x) are affine linear forms in undetermined coefficients U 2 , we have a system of linear equations. Solving the system, we can determine the polynomial h(x). The procedure can be executed by Algorithm 7.
Conclusion
We have developed an algorithm for exactly evaluating Grothendieck local residue via a representation of the local residue mapping in the general cases. Although our method is based on the theory of algebraic local cohomology groups and D-modules, the algorithm can be realized by using calculations on polynomial rings. The resulting algorithms have been implemented in a computer algebra system Risa/Asir.
