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Enabling “intelligent environments” that are effortlessly automated is a key promise
of sensor networks of the future. These networks have a wide range of domains in
which they can be effectively deployed, including health-care, emergency response,
manufacturing and surveillance. Unlike the majority of existing (and perhaps better-
understood) network configurations, wireless-implemented sensor networks suffer
from extremely stringent constraints in terms of size, battery power and computing
ability, and possess distinctive features in terms of scalability and end-goal of de-
ployment. Thus, it is imperative that we determine solutions that are tailored to the
constraints and goals of these systems, by bringing together ideas in the domains of
control, computing and communications to a common analytical platform.
vii
In this dissertation, we build a theoretical framework that uses system the-
ory, stochastic control, queuing theory and information theory to determine the
following:
1. A characterization of the stability and optimal control policies with sensor
querying (i.e. which set of sensors must be queried and when) using system
theory and stochastic control;
2. A delay-optimal energy efficient transmission scheme for these networks (i.e.
with what power level must they communicate) using heavy traffic limits and
stochastic control; and
3. a cooperative transmission strategy for maximizing capacity of these networks
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In recent years, sensor networks have emerged as a common platform for control,
computing and communications to support a wide spectrum of engineering applica-
tions, including monitoring, surveillance, fault detection, process control, distributed
computing and mobile communications.
Figure 1.1: Sensor networks: a common platform for control, comouting and com-
munications
On the other hand, the convergence of control, computing and communica-
tions into one common device and/or platform has resulted in a plethora of research
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challenges. As an example of this convergence, consider an automated intelligent
factory equipped with hundreds of sensors, with each sensor sensing multiple pro-
cesses (temperature, motion, chemical) simultaneously, thus monitoring the overall
environment. Another example is the on-the-fly deployment of sensors/mobile de-
vices in a military scenario. Key research issues that govern this networked system
include: system detectability and stability, data collection, time-delay, transmis-
sion efficiency, et al. Moreover, the cross-disciplinary nature of research challenges
in this context calls for collaborative research in different areas, including circuit
design (for low-power devices), signal processing, optimization, queueing theory,
information theory and stochastic control theory.
In this dissertation, we will take views from both system theory and informa-
tion theory and deal with challenges arising in a networked control system, a control
system enabled with a network of distributed sensors. For example, Figure 1.2 shows
such a system with a centralized controller (or processing center): distributed sen-
sors acquire local information from their environment, make some preprocessing,
e.g., quantization, compressing and encoding, and send the data to the processing
center through the wireless sensor network; the controller (or processing center) col-
lects data and makes decisions according to the objectives of the system design; and
finally the decisions (or control commands) are sent to distributed actuators again
through the sensor network, and actuators exercise the control afterward.
In this feedback loop, the only difference from a classical control system
is that the observation and the control are required to be transmitted through
a network other than perfectly known. However, the nature of sensor networks
results in research challenges at different levels: at the system level, the large-scale
deployment of sensors call for a distributed design of the system, which is able to
scale with the size of the network; at the network level, the system is built by
a network interconnected by wireless links that suffers interference and network
congestion and is subject to stringent delay constraint due to control applications;
at the individual node level, the physical environment and the system scale limit
sensors to be cost-effective low power devices that can survive with their limited
energy and computing capability.
As a result, we need to take a cross-layer look at the network and tackle these
challenges by bringing together ideas from systems and control, communications and
networking. In this dissertation, we mainly consider three issues arising at different
2
Figure 1.2: A networked control system
levels: (i) more information at the processing center leads to better decision making
but results in heavy burden on the network transmission, thus we study optimal
sensor querying in a networked control system to balance the information required
at the processing center and the system performance; (ii) since opportunistic trans-
mission, i.e., transmitting only when channel quality is high, is definitely the best
way to achieve high energy efficiency but might induce large delay, we study the
power-delay trade-off and establish the optimality of a simple threshold policy in
large delay asymptotics; (iii) data correlation among transmitters can potentially
boost the transmission rate even in an interference-limited channel, and here we
model it as an interference channel with one transmitter knowing another’s message
and establish its capacity region using the tools of network information theory.
3
1.2 Contents and organization
1.2.1 Chapter 2: preliminaries - ergodic control of Markov decision
processes
This chapter provides some preliminary background in the area of ergodic control of
Markov decision processes (MDP) that will be further developed upon in later chap-
ters. Markov decision processes are a class of sequential decision making problems
in which the system dynamics evolve in a Markovian manner. Ergodic control is the
class of MDP problems that minimize the long time average cost, while the optimal
cost is independent of the initial condition. In the existing literature, the varnishing
discount method has been widely adopted to characterize the optimal control for
the ergodic cost, and the convex analytic method appears to be a powerful tool
to show the existence of ergodic control in both discrete-time MDP models and
continuous-time MDP models. We summarize the varnishing discount method and
the convex analytic method and specialize to partially observable MDP problems
in discrete-time models, and ergodic control with constraints in continuous-time
models.
1.2.2 Chapter 3-4: optimal sensor querying for networked control
systems
In these two chapters, we consider a system-level problem: given the vast amount
of information available, how to design sensor querying policies such that the con-
trol system achieves certain objectives, e.g., stability or minimizing some system
performance metrics. In a large-scale networked control system, controllers require
timely information from sensors for decision-making. It is impossible to collect the
data from all the sensors and send them to the controllers all the time, since it will
induce tremendous information traffic, that consumes already limited resources and
causes large delay. An alternative way is to query a small group of sensors at a time.
However, this is not only at the expense of performance, but might also result in
the loss of stability of the system. Moreover, there might be a cost associated with
query, representing the energy consumption for data collection or the traffic induced
in the network. The controllers have to make a tradeoff between their control objec-
tives and the querying cost. It is crucial to understand how the distributedness of
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the sensors affects the stability and what the optimal querying law given a network
configuration and the querying cost structure. This problem is formulated under
the general framework of POMDP in Chapter 3 and the existence of ergodic control
is established under a mild assumption for a hierarchical information structure.
In Chapter 4, we study the optimal sensor querying in the context of the
linear quadratic Gaussian (LQG) control problem. In this model, the controller has
a set of querying options to choose from and can only select one of these options
at each time. We establish the necessary and sufficient condition for stability and
characterize the infinite-horizon optimal control for the discounted and average costs.
One of the key results is that distributing the sensors does not hurt stability, in other
words, as long as the system can be stabilized with all the sensor data available at
the controller, there exists a querying rule that can stabilize the system as well. We
also obtain sharp conditions for the existence of ergodic control for the average cost
problem, and show that the separation principle partially holds. This provides the
justification for the use of sensor querying in a large-scale sensor network and allows
for the separate design of estimation and control.
1.2.3 Chapter 5: optimal transmission in a time-varying channel -
heavy traffic analysis
Once we have established a decision rule for sensor querying, i.e., from which sensors
the processing center should collect information, the data needs to be delivered
in a timely manner. End-to-end delay is of paramount importance for networked
control systems, otherwise they might fail catastrophically. On the other hand,
transmitters have to combat with time-varying wireless fading and limited battery.
Thus it is critical to characterize the optimal policy for power allocation under delay
constraints. Previous work in the literature models the problem as a discrete-time
constrained Markov decision process and solves the dynamic programming equation
numerically, which requires tremendous computation effort and lacks insight into the
nature of the problem. In Chapter 5, by proper time scaling of channel fading and
the queueing process, we have applied heavy traffic analysis to obtain the diffusion
approximation of the queueing process, which can finally lead to an ergodic control
problem for a diffusion process and yield close-form solutions. Our result shows
that a channel-state dependent threshold policy is optimal to achieve power-delay
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tradeoff. Besides, on the theory front, we have also made substantial progress in
ergodic control of diffusion processes with constraints, which might have broader
impacts on solving other engineering problems.
1.2.4 Chapter 6: cognitive transmission- information theoretic view
on node cooperation in interference channels
Power allocation can improve power efficiency under delay constraints only for a
transmitter-receiver pair. In a densely-deployed sensor network, interference among
neighboring nodes can severely hurt transmission efficiency. Thus the information
transmission can only be improved if it can be done collaboratively rather than
independently.
In Chapter 6, we take an information theoretic view on the cognitive trans-
mission and node cooperation in a interference environment. On one hand, “smart”
transmitters can learn from the environments and recognize messages transmitted
by interfering neighbor sensors, thus inducing certain level of node cooperation. On
the other hand, nodes close by might share common information due to the corre-
lation in the sensor field so as to cooperate rather than interfere with each other.
We have modeled both situations as an interference channel with degraded message
sets and established the capacity region of this class of channels, including both dis-
crete memoryless channels and Gaussian additive interference channels: for discrete
memoryless channels, single letter characterizations of the inner bound and outer
bound are obtained and they match together under a couple of weak interference
assumptions; for Gaussian cases, both single letter characterization and Gaussian
input optimality are obtained in the weak interference scenario that yields a close-
form solution for the capacity region. These results from the information theoretic
perspective shed some light on the performance limit of cognitive transmission in an
interference channel, which has been considered as the future of wireless technologies




of Markov Decision Processes
2.1 Introduction
A Markov decision process (MDP), also called a controlled Markov process, is a
sequential decision problem in which the state evolves in a Markovian manner given
the history of controls and states, and the objective is to minimize the sum of a given
running cost in a finite or infinite horizon. In this dissertation, we focus on a class of
MDP problems, called ergodic control problems, that minimizes the limiting time-
averaged cost of the system. Ergodic control problems are particularly important in
applications to communication systems, where a “steady state” operation is expected
over intervals that are long compared to the time constant of the system.
Mathematically, the ergodic cost criterion stands out as being much more
difficult to analyze than the others (e.g., discounted cost criterion and finite-horizon
cost criterion). Even though the discrete-time MDP problem with finite states
and actions is well understood, its partially observed counterpart still suffers from
analytical and computational difficulties [81] [33] [12]. The continuous-time MDP
problem, e.g., ergodic control of diffusions, is even more technically involved than
the discrete-time MDP problem. A variety of approaches have been developed to
handle different situations. For example, the approaches for discrete-time MDP are
summarized in [3] and those for continuous-time MDP are discussed in [14] [17].
In this chapter, we briefly summarize some of new development on the ergodic
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control of POMDP [50] and controlled diffusions [4], which are applied to the analysis
in Chapter 3, Chapter 4 for discrete-time and Chapter 5 for controlled diffusions.
2.2 Discrete-time MDP
We consider a controlled Markov chain (X, U , P, µ, g) where X is the state space,
U is the action space, µ is the distribution of the initial state X0, and g(x, u) is the
one-stage cost that is incurred when the system is at state x and action u is applied.
The history spaces are defined as
H0 := X , Ht := Ht−1 × (X × U) , t ∈ N0 .
An admissible control strategy, or policy, is a sequence v = {vt}t∈T of Borel measur-






= 1 , xt ∈ X , ht ∈ Ht .
The set of all admissible policies is denoted by Π. Note that the admissible policies
are non-anticipative policies, i.e., do not depend on the future but only the history.
Pvµ is the probability measure under policy v with the initial condition X0 = x. The
expectation operator with respect to Pvµ is denoted by E
v
µ. Furthermore, if µ is a
Dirac measure at x ∈ X, we simply write Pvx and Evx. The following criteria are
frequently used.
• Finite-horizon cost. The total cost incurred by the policy v ∈ Π over the













JN (µ, v) ,
where G is the terminal cost.
• Discounted cost. Let 0 < β < 1, the discount factor, and v ∈ Π be given. The


































• Sample path average cost. This is a path-wise version of the AC, and, for















where {Xt} and {Ut} are the state and control process induced by v ∈ Π.









J(x′)P (dx′ | x, u)
}
∀x ∈ X (2.1)
According to dynamic programming principle, the optimal solution of the finite-
horizon cost can be characterized by
J∗t = T (J
∗
t+1) .






g(x, a) + β
∫
X




The characterization for the discounted cost can be obtained through the finite-
horizon cost under additional assumptions on stability: for example, if Evµ|g(Xt, Ut)|
is bounded, the optimal solution of the discounted cost can be proved to be the limit
of a series of optimal solutions of the finite-horizon cost, and is determined by the




For a bounded running cost g, the existence of a unique solution to the DCOE can
be established via the contraction mapping theorem.
Although the average cost criterion can be treated as the limiting case of
the finite horizon problem, it is often better to treat it as the limiting case of the
discounted cost criterion as β → 1, which is called the vanishing discount approach.
Under certain conditions, the optimal average cost is characterized by the average
cost optimality equation,
J∗ + h = T (h) ,
where J∗ is a scalar denoting the optimal average cost. Since the optimal cost is
independent of the initial condition X0 = x, it is also called ergodic control and the
average cost is equal to the sample-path average cost.
One approach to prove the existence of a solution for the ACOE is to con-
struct the differential discounted cost value function as
ĥβ(x)
△











(1 − β)ĥβ(x) ,
for some sequence of discounted cost value function {J∗β}.
For a POMDP, the decision maker (or controller) cannot fully access the
state of the Markov chain, but is implied with an observation process {Yt} ∈ Y , e.g.
Yt = f(Xt). In general, the dynamics of the process are governed by a transition
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kernel on X × Y given X × U , which may be interpreted as
Qij(y, u)
△
= Prob(Xt+1 = j, Yt+1 = y | Xt = i, Ut = u) .
It is well known that for a POMDP model, one can derive a completely observed
(CO) model which is equivalent to the original model in the sense that for every
control policy in the POMDP model there corresponds a policy in the CO model
that results in the same cost, and vise versa.
Consider a POMDP with finite state space X, compact action space U and
history spaces
H0 := X , Ht := Ht−1 × (Y × U) , t ∈ N0 .
The state of the equivalent CO model, Ψt, is the state distribution of the POMDP
model given the history, namely,
Ψt
△
= E[Xt | ht] .
The transition of the system dynamics is determined by the Baysian filter,
ψt+1 = T (ψt, yt, ut) ,
where T is defined by
V (ψ, y, u) = ψQ(y, u)1





V (ψ,y,u) if V (ψ, y, u) > 0
1
n1 otherwise .
After this transformation, a POMDP can be treated a CO MDP problem with
new state space [0, 1]n ⊂ Rn and bounded cost. For this class of problems, there
always exists a unique solution for the DCOE, thus the discounted cost problem for
a POMDP is well understood. However, for the average cost, there are numerous
examples for which the associated ACOE has no solution. Indeed, checking the
unichain condition (existence of solution for the ACOE with constant J∗) for a
general MDP has recently been shown to be NP-hard.
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There have been many efforts to derive sufficient conditions for existence of
solutions to the ACOE for POMDPs. Most of the well known sufficient conditions,
including Ross’s renewability condition [84], Platzman’s reachability-detectability
condition [80], and Stettner’s positivity condition [86], are not general enough and
fail in even some simple problems that are known to possess stationary optimal
policies. Recently in [50], a so-called interior accessibility condition, which is more
general than the conditions mentioned above [80, 84, 86], has been proven to guar-
antee existence.
Assumption 2.2.1 (Interior accessibility). Define
Ψǫ = {ψ ∈ Ψ : ψ(i) ≥ ǫ,∀i ∈ X} .
There exist constants ǫ > 0, k0 ∈ N and β0 < 1 such that if ψβ∗ = arg minψ∈Ψ J∗β(ψ),






(Ψk ∈ Ψǫ) ,
where vβ denotes the optimal policy for β-discounted cost and J
∗
β is its value function.
The verification of this condition is simplified due to the fact that J∗β is
concave and its minimum ψβ∗ is attained on the extreme points of ª. Some key
ideas behind the proof are invoked in the proof of Theorem 4.5.5, the main theorem
in Chapter 4. Assumption 2.2.1 is stated in term of the optimal discounted policy
vβ, which might not be directly available. However, it can be replaced by a stronger
condition below, which only depends on the transition kernels.
We adopt the following notation. For k ∈ N, let
uk
△
= (u0, . . . , uk−1) ∈ Uk
yk
△
= (y1, . . . , yk)
Q(yk, uk)
△
= Q(yk, uk−1) · · ·Q(y2, u1)Q(y1, u0) .













> 0 . (2.3)
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Perhaps a more transparent way of stating Assumption 2.2.2 is that for each
i ∈ X, and for each sequence uk0 = (u0, . . . , uk0−1), there exists some k ≤ k0 and
a sequence yk, such that Qij(y
k, uk) > 0, for all j ∈ X. This result is applied to
prove Theorem 3.4.1 later in Chapter 3.
2.3 Continuous-time MDP
Among many continuous-time MDP models, controlled diffusion processes are per-
haps the most important and are widely applied to communication networks, man-
ufacturing systems, financial engineering and many other fields. Diffusion processes
are a class of random processes on Rn driven by Brownian motions or Wiener pro-
cesses. The prototypical controlled diffusion process {Xt, t ≥ 0} can be described
by a stochastic differential equation (SDE)
dXt = b(Xt, Ut)dt + σ(Xt)dWt . (2.4)
Here,
1. Ut takes value in a compact metric space U and has measurable sample paths.
In addition, it is non-anticipative.
2. b(x, u) is Lipschitz in x uniformly respect to u, and σ(x) is Lipschitz.
3. Wt is a d-dimensional standard Wiener process independent of X0.
The class of Ut ∈ U enunciated above is the most general class of controls,
which only requires to be non-anticipative controls. Let {FXt } denote the natural
filtration of Xt. Ut is a feedback control if it is adapted to {FXt }, i.e., Ut at each
time t is a function of the observed trajectory X([0, t]). It is a Markov control if
in addition U(t) = v(t, Xt), for a measurable function v. Finally, it is a stationary
Markov control if Ut = v(Xt) for a measurable function v.
We shall need a relaxation of the notion of control process above to that of a
relaxed control process. The idea of relaxed controls is a continuous-time version of
randomized policies. The new control space becomes P(U), a space of probability






which inherits the Lipschitz conditions from b, and σ̄(x, v) is defined as the nonneg-
ative definite square root of
∫
U
σ(x, u)T σ(x, u)v(du) .
The original notion of controls in the space U is then a Dirac measure in P(U),
which is called precise controls. The benefit of the set of relaxed controls is that
P(U) is the compactification and convexization of the set of precise controls, U ,
and every precise control corresponds to an extreme point of the compact convex
set.
Like their discrete-time counterparts, the objective of continuous-time opti-
mal control problems is to minimize some standard cost functionals:




c(Xt, Ut)dt + C(XT )
]
,
where c is the running cost and C is the terminal cost.
























For the controlled diffusion (or SDE) defined in (2.4), its generator with control u
is















2.3.1 Existence of optimal control
Next we describe the convex analytic approach. Let v(·) be a stationary Markov
control such that corresponding Xt is positive recurrent and there has a unique
occupation measure as
πv(dx, du) = ηv(dx)v(x, du) ,
where π ∈ G is the set of all ergodic occupation measures, ηv ∈ M is the set
of all invariant probability measures, v(x, du) is the randomization of the relaxed
control v with some abuse of notation, and ηv is the invariant probability measure
corresponding to the stable control v.
It can be shown that η is an invariant measure under control v if and only if
∫
Rn
Lvfdηv = 0 ,
for any function f ∈ C2(Rn) (space of functions with continuous derivatives up to
the second order) with compact support. A similar result can be directly extended
to the ergodic occupation measure: a probability measure π is an ergodic occupation
measure if and only if ∫
Rn
Lufdπv(dx, du) = 0 ,
where πv can be decomposed as πv(dx, du) = ηv(dx)v(x, du). The following theorem
holds.
Theorem 2.3.1. The set G of all ergodic occupation measures is closed and convex,
and its extreme points corresponds to the precise controls.
Applying Choquet’s theorem, the important outcome due to this structure
of G is that all π ∈ G is the barycenter of a probability measure supported on Ge,
the set of all extreme points of G. Moreover, considering the cost function
∫
cdπ,





over π ∈ G .
If the minimum is attained, it is attained at certain extreme point that corresponds
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to certain stationary stable Markov control.
However, the minimum might not be attained. For example, if c(x) =
exp(−|x|2), the ergodic cost for all stable Markov controls is positive, while un-
stable Markov control can have cost 0, thus making the later optimal. In practical
applications, we want to rule out such scenarios and focus on problems where stabil-
ity and optimality are not at odds. For this reason, the existing literature imposes
two different sets of assumptions: (a) a condition on the cost function that penalizes
unstable behaviors; and (b) a blanket stability assumption on the SDE (2.4):














Assumption 2.3.2 (stable). G is compact.
It may seem that (2.5) is difficult to verify because ρ∗ is usually unknown.
However, there are important cases in which Assumption 2.3.1 automatically holds.
One example is that infuU c(x, u) grows unbounded when |x| → ∞ and ρ∗ < ∞.
Another example is the case when c(x, u) = c(x) does not depend on u and c(x) <
lim inf |y|→∞ c(y). Both examples can cover applications in queueing systems.
With either Assumption 2.3.1 or Assumption 2.3.2, the existence of ergodic
control can be shown.
Theorem 2.3.2. Under either Assumption 2.3.1 or Assumption 2.3.2,
∫
cdπ attains
its minimum in G at some π∗ ∈ G; moreover, π∗ corresponds to a policy that is stable,
stationary, deterministic, and Markovian.
A similar result has been extended to a class of ergodic control problems





over π ∈ G, subject to
∫
Rn×U
cidπ ≤ mi , 1 ≤ i ≤ l .
Define ρ∗ as the infimum of average cost that can be achieved by stable Markov
controls under the constraints. The existence of ergodic control can be proved










ci(x, u) > mi , 1 ≤ i ≤ l .
However, in the problem we consider in Chapter 5, the above assumption is
not satisfied. Thus a new technique applying Lagrangian multipliers is introduced
to establish the existence of ergodic control with constraints.
On the other hand, optimality in Theorem 2.3.2 is over all stable stationary
controls. Indeed, the solution in Theorem 2.3.2 can be proven optimal among all
admissible controls as well, including nonstationary ones.
2.3.2 Characterization of optimal control
In this section, the optimal policy of ergodic cost criterion is characterized in term
of the solution of certain Hamilton-Jacobi-Bellman (HJB) equation. For a stable













where Uss denotes the set of stable stationary Markov controls. As discussed in
Section 2.3.1, the infimum can be attained in Uss and its minimum is optimal in all
admissible controls
Similar the approach taken in the discrete-time MDP, the characterization
of optimality is established through vanishing discount method by taking the limit
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of the HJB equations for the discounted cost criterion, as the discount factor ap-
proaches zero.
For a discounted factor α and an admissible control U ∈ U, the α-discounted















It is known that for a bounded cost c(x, u), which is Lipschitz in x uniformly to u,




LuVα(x) + c(x, u)
]
= αVα(x) , (2.6)
and the α-discounted optimal policy v∗α realizes the pointwise infimum in (2.6).
Under the near-monotone assumption and Lipschitz condition on c(x, u), the
optimal policy for the average cost criterion can be characterized as follows: there




LuV (x) + c(x, u)
]
= ρ
ρ ≤ ρ∗ , V (0) = 0 , inf
Rn
V > −∞ ,





General Markovian Models with
Controlled Observations
3.1 Motivation
In recent years, much attention has been paid to networked control systems (NCS),
in which the sensors, the controllers and the actuators are located in a distributed
manner and are interconnected by communication channels. In such systems, the in-
formation collected by sensors and the decisions made by controllers are not instantly
available to the controllers and actuators, respectively. Rather they are transmit-
ted through communication channels, which might suffer delay and/or transmission
errors, and as such this transmission carries a cost. Understanding the interaction
between the control system and the communication system becomes more and more
important and plays a key role on the overall performance of NCS.
One simple example of NCS is an automobile manufacturing system shown
in Figure 1.2: there are a large amount of sensors deployed in the system for sensing,
detection and data collection; data collected by sensors is transmitted to the pro-
cessing center through communication channels; the processing center (or decision
maker) makes decisions according to received information and transmits decisions
to robots (actuators) through communication channels.
However, as the number of sensors in the network becomes larger and larger,
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it is prohibitive to gather data from all the sensors at a time. Thus the processing
center has to make decisions on which sensors to be queried at a given time according
to some optimization criteria.
Broadly speaking, the amount of information the controller receives, affects
the performance of estimation and control. The more information the processing
center can obtain, the better performance it can achieve. However, information is
not free. On the one hand, it consumes resources such as bandwidth, and power
(i.e., in the case of a wireless channel), while on the other, by generating more traffic
in the network it induces delays. If one incorporates in a standard optimal control
problem an additional running penalty, associated with receiving the observations
at the controller, then a tradeoff would result that balances the cost of observation
and the performance of the control. We consider a simple network scenario: a
network of sensors, provides observation on the system state sent to the controller
through a communication channel. The controller has the option of requesting
different amounts of information from the sensors (i.e., more detailed or coarser
observations), and can do so at each discrete time step. Based on the information
requested, an estimate of the state is computed and a control action is decided
upon. However, what is different here is that there is a running cost, associated
with the information requested, which is added to the running cost of the original
control criterion. As a result the observation space is not static, but rather changes
dynamically as the controller issues different queries on the sensors.
In our work, the optimal sensor querying problem is studied in the context
of partially observable Markov decision processes (POMDP). In this chapter, we
formulate it as a general POMDP problem and specialize to a class of problems
with hierarchical observations. In the next chapter, we focus on a special class of
Markovian systems – stochastic linear systems, in which some important structural
results can be obtained.
This chapter is organized as follows. We first introduce a general POMDP
model enabled with sensor querying in Section 3.2, and then discuss the background
of the topic and the related work in Section 3.3. Finally some structural results are
obtained for a class of the problems with hierarchical observations.
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3.2 System model: POMDPs with controlled observa-
tions
We consider the control of a dynamical system (shown in Figure 3.1), which is
governed by a Markov chain (X, U , P, µ), where X is the state space (assumed to
be a Borel space), µ is the initial distribution of the state variable Xt and U is
the set of actions, which is assumed to be a compact metric space. We use capital
letters to denote random processes and variables and lower case letters to denote
the elements of a space. We denote by P(X) the set of probability measures on
X. The dynamics of the process are governed by a transition kernel P on X given
X × U , which may be interpreted as
Pu(A | x) = Prob(Xt+1 ∈ A | Xt = x, Ut = u) ,
for t = 0, 1, . . . , and A an element of the set of the Borel σ-field of X, the latter
denoted by B(X).
Figure 3.1: The system block of a networked control system with sensor querying
The model includes ℓ distinct observation processes, but only one of these
can be accessed at a time. Consider for example, a network of sensors providing
observations for the control of a dynamical system. Suppose that there are ℓ levels
of sensor information, and at each time t, Y it represents the set of data provided
at the i-th level, which lives in a space Y (i). In as much as the complete set
of data is a partial measurement of the state Xt of the system, we are provided
with stochastic kernels Ki on P(Y (i)) given X, which may be interpreted as the
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conditional distribution of Y it given Xt, i.e.,
Ki(y | x) = Prob(Y it = y | Xt = x) .
The mechanism of sensor querying is facilitated by the query variable Qt which
chooses the subset of sensors to be queried at time t, i.e., takes values in Q =
{1, . . . , ℓ}. The evolution of the system is as follows: at each time t an action
and query (Ut, Qt) = (u, q) ∈ U × Q are chosen and the system moves to the
next state Xt+1 according to the probability transition function Pu, and the data
set Y qt+1 ∈ Y (q), corresponding to the queried sensors, is obtained. As shown in
Figure 3.1, the blue arrows indicate the data path of the system and the red arrows
denote the control path including the control of plant Ut and the control of querying
Qt.
One special case of this model is when the levels of sensor information con-
stitute a hierarchy, i.e., the data set becomes richer as we move up in the levels,
meaning that the σ-fields are ordered by the inclusion σ(Y 1t ) ⊂ · · · ⊂ σ(Y ℓt ). An-
other scenario, in the sensor scheduling problem, involves ℓ independent sensors
with observations Y it , and at each time t, only one can be accessed (e.g., due to
interference).






(q), and the history spaces {Ht} by H0 △= P(X) and
Ht+1
△
= Ht × U × Q × Y , t = 0, 1, . . . .
The information available for decision making at time t is the history Ht = σ{Ht},
where {Ht} stands for the history process.
An admissible control is a sequence v = (v0, v1, . . . ), where each vt is a kernel
on U ×Q given Ht. Specifying an initial distribution µ and an admissible control v,
determines a unique probability measure Pvµ on the path space of the process. such
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that for A ∈ B(X), C ∈ B(U × Q), and D ∈ B(Y ), the following hold Pvµ–a.s.
Pvµ(X0 ∈ D) = µ(D)
Pvµ
(
(Ut × Qt) ∈ C
)
= vt(C | Ht)
Pvµ(Xt+1 ∈ A | Ht, Xt) = PUt(D | Xt)
Pvµ(Yt+1 ∈ D | Ht, Xt) =
∫
X×U×Q
Kq(D | x)Pu(dx | Xt)vt(du × dq | Ht) .
Markov controls and stationary controls are defined in the standard manner. We let
V denote all admissible controls, and VM , VS all the Markov, stationary (Markov)
controls respectively. Under a Markov control v the probability measure Pvµ renders
(Xt, Yt) a Markov process.
Following the theory of partially observed stochastic systems, we obtain an
equivalent completely observed model through the introduction of the conditional
distribution Ψt of the state given the observations [3, 33, 35]. The process Ψt lives
in Ψ
△
= P(X). An important difference from the otherwise routine construction is
that the observation process does not live in a fixed space but varies dynamically
based on the query process. The query variable selects the observation space, and
the nonlinear Bayesian filter that updates the state estimate is chosen accordingly.
Let









P̃ (dx, dy | ψ, u, q) .
Decomposing the measure P̃ as
P̃ (dx, dy | ψ, u, q) = T (ψ, y, u, q)(dx)V (dy, ψ, u, q) ,
we obtain the filtering equation
ψt+1 = T (ψt, yt+1, ut, qt)(dx) . (3.1)
The nonlinear filtering operator T that has the intuitive interpretation of the a pos-
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teriori conditional distribution of the state, given that decision (u, q) was made, ob-
servation y ∈ Y (q) obtained, and an a priori distribution ψ. Likewise, V (dy, ψ, u, q)
is interpreted as the one-step ahead conditional probability on the observation space
Y (q) given an a priori distribution ψ for the state, under decision u.
The model includes a running penalty r : X × U → R, which is assumed
to be continuous and non-negative, as well as a penalty function c : Q → R that
represents the cost of information. Let g = r + c. We are interested primarily in the
long-term average, or ergodic criterion. In other words, we seek to minimize, over














When the expectation operator is omitted in (3.2), Jv is referred to as the ergodic




















If we let g̃(ψ, u, q) =
∫
g(x, a, q)ψ(dx), the control criteria in (3.2)–(3.3) can be
expressed in the equivalent CO model.
Stationary optimal policies for the β-discounted cost objective can be char-




g̃(ψ, u, q) + β
∫
Y (q)
V (dy, ψ, u, q)Jβ
(
T (y, ψ, u, q)
)}
, (3.4)
where Jβ is the optimal value function. For the long-term average or ergodic objec-
tive, the HJB equation takes the form
J∗ + h(ψ) = min
(u,q)∈U×Q
{
g̃(ψ, u, q) +
∫
Y (q)
V (dy, ψ, u, q)h
(
T (y, ψ, u, q)
)}
. (3.5)
In (3.5), J∗ is the optimal average cost, and h is called the bias function.
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3.3 Background and related work
Early work on the control of the observation process (or measurement) can be traced
back to the seminal paper of Meier et al [71]. The separation principle between
the optimal plant control and optimal measurement control was proved for finite-
horizon linear quadratic Gaussian (LQG) control. With this property, the optimal
plant control can be designed independently of the measurement control, which can
significantly simplify the synthesis of the optimal controller.
Later on, work has focused on the optimal measurement control, or the so-
called sensor scheduling problem [7, 8, 48, 57, 70, 72, 73, 90, 92], in which there are
a number of sensors with different levels of precision and operation costs and the
scheduler can access only one sensor at a time to receive the observation. The
objective is to minimize a weighted average of the estimation error and observation
cost.
The problem is studied in different Markovian systems. For example, in
[90] and [72], the sensor scheduling problem is addressed for continuous-time linear
systems; while in [57], the system dynamics corresponds to a general hidden Markov
chain. With little assumption on the model as [57], the average cost optimal control
can only be characterized by (3.5), which yields little structural results and does
not even guarantee the existence of the optimal ergodic control with a constant J∗
independent of the initial condition. Some approximation algorithms are proposed
as well in [57] to obtain the optimal solution via numerical methods.
On the other hand, a lot of attention has been paid to the stochastic lin-
ear model, e.g., [7, 42, 70, 71], in which some much simpler forms can be obtained
thanks to the nice linear structure of the system dynamics. Recently in [42], Gupta
et al propose computationally tractable algorithms to solve the stochastic sensor
scheduling problem for the finite-horizon LQG problem.
3.4 POMDPs with hierarchical observations
In this section we focus on models with the hierarchical structure σ(Y 1t ) ⊂ · · · ⊂
σ(Y ℓt ). We consider a POMDP model with finite state space X = {1, . . . , n} and
observation spaces Y (q) = {1, . . . , lq}, q ∈ Q. The action space U is assumed to be
a compact metric space. The dynamics of the process are governed by a transition
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kernel on X × Y ,
Qqij(y, u) = P(Xt+1 = j, Y
q
t+1 = y | Xt = i, Ut = u) .
For fixed q, y and u, Qq can be viewed as an n × n substochastic matrix and is
assumed continuous with respect to u. Representing ψ as a row vector of dimension
n, (3.1) takes the form
V (ψ, y, u, q) = ψQq(y, u)1





V (ψ,y,u,q) if V (ψ, y, u, q) > 0
ψ̄ otherwise ,
where ψ̄ can be chosen arbitrarily.
Under the hierarchical structure assumed, the observation space Y (q+1), ad-




Qq+1(y′, u) , ∀(y, u) ∈ Y (q) × U . (3.6)
Note that (3.6) implies that for any y ∈ Y (q), T (ψ, y, u, q) can be expressed as
convex combination of {T (ψ, y′, u, q + 1) , y′ ∈ Sqy}.
Next we employ results from [50] to show existence of a solution to (3.5) for
a POMDP with hierarchical observations, by imposing a condition on the (finest)
observation space Y (ℓ).
Next, we use some of results in [50] to prove existence of a solution to (3.5)
with hierarchical observations, by imposing a condition only on the (finest) obser-
vation space Y (ℓ).
Remark 3.4.1. According to the results in [50], under Assumption 2.2.2, there
exists a solution to (3.5), provided the observation space is restricted to Y (ℓ).
We have the following existence theorem.
Theorem 3.4.1. Let Assumption 2.2.2 hold. Then, there exists a solution (J∗, h)
to (3.5), with J∗ ∈ R and h : Ψ → R, a concave function. Moreover, the minimizer
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in (3.5) defines a stationary optimal policy relative to the ergodic criterion, and J∗
is the optimal cost.





Qℓ(y′, u) , ∀(y, u) ∈ Y (q) × U . (3.7)
Then for any qk ∈ Qk, yk ∈ Y (qk), and uk ∈ Uk, we have















Q(ŷk, uk, {ℓ}k) . (3.8)
Assuming (2.3) holds, fix i ∈ X, uk0 = {u0, . . . , uk0−1} and qk0 = {q0, . . . , qk0−1},
and let ȳk, k ≤ k0 be such that
Qij(ȳ
k, uk, {ℓ}k) > 0 , ∀j ∈ X . (3.9)
Since {S̃qy , y ∈ Y (q)} is a partition of Y (ℓ), choose yt ∈ Y (qt) such that ȳt ∈ S̃qtyt , for
all t = 0, . . . , k. By (3.8)–(3.9),
Qij(y
k, uk, qk) ≥ Qij(ȳk, uk, {ℓ}k) > 0 , ∀j ∈ X .




Optimal Sensor Querying: LQG
Models
4.1 Introduction
In the last chapter, we have formulated the sensor querying problem as a POMDP
with controlled observation, in which the state space is finite. With additional
assumption on the information structure of the observation spaces, the existence of
ergodic control has been shown under mild conditions.
In this chapter, we consider the sensor querying problem in a stochastic linear
system, in which the state space is infinite. We consider the LQG control problem
and prove that a partial separation principle of estimation and control holds over
the infinite horizon: the optimal control can be decoupled into two subproblems,
an optimal control problem with full observations and an optimal query/estimation
problem requiring the knowledge of the controller gain. The estimation problem
reduces to a Kalman filter, with the gain computed by a discrete algebraic Ric-
cati equation (DARE). However, the optimal query is characterized by a dynamic
programming equation.
The rest of this chapter is organized as follows. In Section 4.2 we introduce
the LQG control model with sensor querying and list some important results in
the traditional LQG control model. Section refsec:LQG-T shows the partial sep-
aration principle for the optimal control in the finite horizon. In Section4.4, we
show the necessary and sufficient condition for stabilizability issues. In Section4.5,
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the infinite-horizon optimal control problem, including the discounted and average
costs, is studied and the dynamic programming equation is further simplified and
decoupled into two separate problems: (a) optimal estimation problem, and (b)
control, the latter being a standard LQG optimal control problem. In Section 4.6
we present some examples.
4.2 Linear quadratic Gaussian (LQG) control: the model
and main results
4.2.1 LQG model
Consider a linear system governed by,
Xt+1 = AXt + BUt + DWt , t = 0, 1, . . . , (4.1)
where Xt ∈ RNx is the system state, Ut ∈ RNu is the control, and the noise process
{Wt} is i.i.d., and normally distributed. We assume that X0 is Gaussian with mean
x̄0 and covariance matrix Σ0, and denote this by X0 ∼ N (x̄0, Σ0). We also assume
that X0 and {Wt , t ≥ 0} are independent. The state-process is being observed by
Yt = CQt−1Xt + FWt , t ≥ 1 , (4.2)
with Yt ∈ RNy , and det(FFT) 6= 0. Moreover, we assume the system noise and
observation noise are independent, i.e., DFT = 0. This independence assumption
results in a simplification of the algebra; otherwise, it is not essential.
The running cost r is quadratic in the state and control, and takes the form
r(x, u) = xTRx + uTSu ,
where R and S belong to M+, the set of symmetric, positive definite matrices in
RNx×Nx .
4.2.2 Main results in LQG control
Optimal control for the stochastic linear system (4.1)–(4.2) with fixed query has
well known results, which we are going to review briefly in this section.
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Figure 4.1: The optimal controller for LQG problem: separation principle
For finite-horizon cost with quadratic penalty on the control and the sys-
tem state, it has been shown that a separation principle holds, namely, the optimal
control rule given the system observations can be decomposed into two components
(see Figure 4.1): one component is estimator, which updates the estimates of the
current system state, and another component is controller, which is a linear feed-
back control based on the output of the estimator. Moreover, the design of the
controller and estimator is independent to each other, thus they can be synthesized
independently. For the estimator, Kalman filter has been shown to be optimal, and
the mean X̂t = E[Xt | Yt] and error variance Π̂t+1 = E[(Xt − X̂t)2] are updated as
follows,
X̂t+1 = AX̂t + BUt + K̂t+1
(





Π̂t+1 = Ξ(Π̂t) − Ξ(Π̂t)CT(CΞ(Π̂t)C + FFT)−1CΞ(Π̂t)
Ξ(Π̂t)
△
= DDT + AΠ̂tA
T .
Note here Π̂t is determined by forward recursion. For the control, linear feedback
control is optimal, namely, the optimal solution is
U∗t = −KtX̂t ,




Πt = R + A
TΠt+1A − ATΠt+1B(BTΠt+1B + S)−1BTΠt+1A .
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For the infinite-horizon problem, under the conditions (A, B) is stabilizable,
(R
1
2 , A) is detectable, the backward recursion for the controller converges, namely
limt→∞ Πt = Π and Π is the unique positive definite solution for a discrete alge-
braic Riccati equation (DARE). On the other hand, under the conditions (C, A) is
detectable and (A, D) is stabilizable, the forward recursion for the estimator con-
verges, namely, limt→∞ Π̂t = Π̂ and Π̂ is the unique positive definite solution for
another DARE.
4.3 Optimal control over a finite horizon
For an initial condition X0 and an admissible policy v = {(Ut, Qt), t ≥ 0}, let Pv
denote the unique probability measure on the pathspace of the process, and Ev the
corresponding expectation operator. Whenever needed we indicate the dependence
on X0 explicitly (or more precisely the dependence on the law of X0), by using
the notation PvX0 and E
v
X0
. The optimal control problem over a finite horizon N ,













where ΠN ∈ M+0 , the set of symmetric, positive semi-definite matrices in RNx×Nx .
In (4.3), JvN is of course a function of the law of X0, and hence can be parameterized
as JvN = J
v
N (x̄0, Σ0).
Theorem 4.3.1. Consider the control system in (4.1)–(4.2), under the assumptions






JvN (x̄0, Σ0) .
Let v∗ = {(U∗t , Q∗t ) , t = 0, . . . , N − 1}, where {U∗t } is defined by






Πt = R + A
TΠt+1A − ATΠt+1B(BTΠt+1B + S)−1BTΠt+1A , (4.5b)




c(q) + tr(Π̃tΠ̂) + ft+1(Tq(Π̂))
}






= R − Πt + ATΠt+1A , t = 0, . . . , N − 1 .
Then v∗ is optimal with respect to the cost functional JvN and
J∗N (x̄0, Σ0) = J̃
U∗
N (x̄0, Σ0) + f0(Σ0) .
Proof. Let Y t = {Y1, . . . , Yt}, and Yt = σ(Y t). Invoking the results of the general
POMDP model in Section 3.2, we can obtain an equivalent completely observed
model using the conditional distribution of Xt given Yt as the new state. It is
well known that with respect to Pv the conditional distribution of Xt given Yt is
Gaussian [12]. Let X̂t = Ev[Xt | Yt]. Since there is no observation Y0 in our
model, we set Y0 as the trivial σ-field. Hence, X̂0 = E[X0] = x̄0. Then, a standard
derivation, yields
X̂t+1 = AX̂t + BUt + K̂t+1
(










Π̂t+1 = Ξ(Π̂t) − Ξ(Π̂t)CTQt(CQtΞ(Π̂t)CQt + FFT)−1CQtΞ(Π̂t) (4.8b)
Ξ(Π̂t)
△
= DDT + AΠ̂tA
T . (4.8c)
In (4.8), Π̂t is the conditional covariance of Xt − X̂t under Pv given Yt, and Π̂0 =
Σ0. By (4.8b)–(4.8c), the conditional error covariance matrix Π̂t satisfies Π̂t+1 =
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TQt(Π̂t), where
Tq(Π̂) △= Ξ(Π̂) − Ξ(Π̂)CTq (CqΞ(Π̂)CTq + FFT)−1CqΞ(Π̂) . (4.9)
If an admissible sequence {Qt, t ≥ 0} is specified, then standard LQG theory
shows that the policy {U∗t , t = 0, . . . , N−1}, given by (4.4)–(4.5), is optimal relative




N with Q = {Qt, t ≥ 0}





J Ũ ,QN ,
where the infimum is over all admissible policies Ũ .
Combining the feedback policy in (4.4) with (4.7), we obtain
X̂t+1 = (A − BKt)X̂t + K̂t+1CQt
(
A(Xt − X̂t) + DWt)
)
+ K̂t+1FWt+1 . (4.10)
A straightforward computation using (4.5)–(4.10), yields
EU
∗,Q[XTt ΠtXt] = E
U∗,Q[X̂Tt ΠtX̂t] + E
U∗,Q[(Xt − X̂t)TΠt(Xt − X̂t)]
= EU



















t )] = E
U∗,Q
[
X̂Tt (R + K
T
t SKt)X̂t + tr(RΠ̂t)
]
. (4.12)






















tr(RΠ̂t−1) + tr(ΠtΠ̂t) + tr(Πt
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Define ft(Π̂) as the cost-to-go function for (4.17), then the optimal policy Q
∗ can
be determined by (4.6) according to the dynamic programming principle.
As in the standard theory of LQG control with partial observations, the
optimal control of (4.1)–(4.2) is a certainty equivalence control, namely, the opti-
mization problem can be separated into two stages: first, the optimal control U∗t
is the linear feedback control in (4.4) whose gain does not depend on the choice of
the query policy {Qt}; second, the conditional distribution of the system state is
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obtained recursively via the filtering equation (4.7) which couples with the dynamic
programming equation (4.6) to determine the optimal query policy. The difference
from the standard LQG problem is that the dynamic programming equation de-
pends on the controller gain which evolves according to (4.5). Thus, (4.6) can be
viewed as the solution of an optimal estimation problem, in which the cost function
is the sum of the cost of the query and a weighted estimation error (4.17).
4.4 Stabilization
Stability is a basic requirement for a control system with infinite state space, and for
NCS a key issue is how much information does a feedback controller need in order
to stabilize the system. Questions of this kind have motivated much of the study of
NCS: stability under communication constraints of linear control systems is studied
by Wong and Brockett [105,106], Tatikonda and Mitter [97,98], Elia and Mitter [34],
Nair and Evans [74], Liberzon [63] and many others; stability of nonlinear control
systems is further studied in [75] and [64].
Stability considerations are important in the analysis of optimal control over
the infinite horizon. The study of reachability and stabilization of switched linear
systems has attracted considerable interest recently [39,65,95,96,107,108]. Necessary
and sufficient conditions for stabilizability for the continuous-time counterpart of
(4.18) are obtained in [96] and [109]. Switched discrete-time linear systems are
studied in [39], [108] and [110] under different scenarios. We start with the following
definition.
Definition 4.4.1. The stochastic system (4.1)–(4.2) is uniformly stabilizable, if
there exist an admissible policy v ∈ V, such that
EvX0 [Xt] −−−→t→∞ 0 , and supt≥0
EvX0‖Xt‖2 < ∞ ,
for any initial condition X0 ∼ N (x̄0, Σ0). A policy v having this property is called
stable.
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We begin by discussing the deterministic system
x(t + 1) = Ax(t) + Bu(t)
y(t + 1) = Cq(t)xt+1 ,
(4.18)
whose state, observation and controls live in the same Euclidean spaces as (4.1)–





CT1 | CT2 | · · · | CTℓ
]T
.
Then, a necessary condition for the existence of a control {u(t), q(t)} such that the
closed loop system is asymptotically stable to the origin is that the pair (A, B) be
stabilizable and the pair (C̄, A) be detectable. This condition is also sufficient, as
shown in the following theorem.
Theorem 4.4.1. Suppose (A, B) is stabilizable and (C̄, A) is detectable and K ∈
RNu×Nx is such that the matrix A − BK is stable, i.e., has its eigenvalues in the
open unit disc of the complex plane. Then, there exist a collection of matrices
{Lq , q ∈ Q}, and a sequence {q(0), q(1), . . . } such that the controlled system (4.18),
under the dynamic feedback control u(t) = −Kx̂(t), with
x̂(t + 1) = (A − BK)x̂(t) + Lq(t)
(
y(t + 1) − Cq(t)x(t + 1)
)
,
is uniformly geometrically stable to the origin.
Proof. It is enough to show that the system
x̂(t + 1) = (A − Lq(t)Cq(t))x̂(t)
is uniformly geometrically stable to the origin. Consider first the case ℓ = 2, that
lends itself to simpler notation. Without loss of generality assume (C̄, A) is observ-






























with Ã12 ∈ Rn1×n2 , Ãq ∈ Rnq×nq , c̃Tq ∈ Rnq , and the pair (c̃q, Ãq) is observable, for
q ∈ {1, 2}.
Let γ > 0 be such that
max
q∈{1,2}
{|λ| : λ ∈ σ(Ãq)} < γ , (4.20)
where σ denotes the spectrum of the matrix, and let γ̃ > 0 be defined by
γ̃
△
= 12 min {γ, γ−1} . (4.21)
Select gains lq ∈ Rnq , such that
max
q∈{1,2}
{|λ| : λ ∈ σ(Ãq + lq c̃q)} < γ̃ . (4.22)


















= Ãq + lq c̃q, we obtain
Â1
△


























By (4.20) and (4.22), there exists M > 0 such that for all k ∈ N,
‖Ãkq‖ ≤ Mγk , ‖Ākq‖ ≤ Mγ̃k , q ∈ {1, 2} , (4.23)

































Using (4.23) and (4.21), we calculate the following estimates
















































)k ‖x̄2‖ . (4.27)








‖Âk̂1Âk̂2x̄‖∗ < 12 ‖x̄‖∗ , ∀x̄ ∈ Rn .





1 t ∈ {(2l + 1)k̂, . . . , (2l + 2)k̂ − 1}
2 t ∈ {2lk̂, . . . , (2l + 1)k̂ − 1}
,
for l = 0, 1, . . . , yields an asymptotically stable system. The general case ℓ ≥ 2,
follows in exact analogy: one shows that the map Âk̂1Â
k̂
2 · · · Âk̂ℓ is a contraction with
respect to the block norm ‖ · ‖∗, for some k̂ ∈ N. Thus, there exists a periodic
switching sequence which is stabilizing.
Theorem 4.4.1 can be applied to characterize the uniform stabilization of
(4.1)–(4.2). Consider dynamic output feedback of the form:
Zt+1 = (A − LQt−1CQt−1)Zt + LQt−1Yt , Z0 = 0




= Xt − Zt. Then, by (4.1)–(4.2) and (4.28), we obtain
Xt+1 = (A − BK)Xt − BKZ̃t + DWt
Z̃t+1 = (A − LQt−1CQt−1)Z̃t + (D − LQt−1F )Wt .
By Theorem 4.4.1, provided (A, B) is observable and (C̄, A) is stabilizable, there
exist gain matrices K, and {Lq , q ∈ Q}, and a periodic sequence {Qt}, such that
under this policy (i.e., with Ut = −KZt), which is denoted by vs ∈ V, we have
Evs [Xt] −−−→
t→∞
0 and Evs‖Xt‖2 is bounded. Furthermore, since by the proof of
Theorem 4.4.1, the product
∏n
t=0(A−LQtCQt) decays geometrically in norm, there
exist constants γs ∈ (0, 1) and Ms > 0, such that
‖EvsXt‖2 ≤ Msγts‖x̄0‖2 , ∀t ≥ 0
Evs‖Xt‖2 ≤ Ms[γts tr(Σ0) + 1/2] , ∀t ≥ 0 .
(4.29)
Note also that under this policy, Evs‖Ut‖2 remains bounded, and redefining Ms as
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the largest of the two bounds, in addition to (4.29), we have
Evs‖Ut‖2 ≤ Ms , ∀t ≥ 0 . (4.30)
Remark 4.4.1. The result in Theorem 4.4.1 can be interpreted in another way:
as long as the system is uniformly stabilizable with information all the sensors, the
system is uniformly stabilizable via sensor querying, namely, accessing only one
sensor’s data at a time.
Remark 4.4.2. In (4.28) the control Ut is Yt−1-adapted, whereas in (4.1)–(4.2)
admissible controls vt are defined as Yt-adapted. However, there is no discrepancy:
on the one hand, sufficiency is not affected, while on the other (A, B) observable
and (C̄, A) stabilizable is necessary for (4.1)–(4.2) to be uniformly stabilizable.
4.5 Optimal control over the infinite horizon
In this section we study the optimal control problem over the infinite horizon. We
are particularly interested in the ergodic control problem, and we approach this via
the β-discounted one.
4.5.1 The β-discounted cost














= infv∈V Jvβ .
Provided (A, B) is stabilizable, and (C̃, A) is detectable, J∗β is finite. Indeed,
since J∗β ≤ Jvsβ , with vs ∈ V the policy in (4.29), an easy calculation shows that
there exists a constant M̃ such that
J∗β(x̄0, Σ0) ≤ M̃
(‖x0‖2 + tr(Σ0)
1 − βγs











The existence and characterization of stationary optimal policies for the β-discounted
control problem is the topic of the following theorem.
Theorem 4.5.1. For the control system (4.1)–(4.2), assume that (A, B) is stabiliz-
able, and (C̄, A) is detectable. Then there exists a unique positive definite solution
Π∗β to the algebraic Riccati equation
Π∗β = R + βA
TΠ∗βA − β2ATΠ∗βB(S + βBTΠ∗βB)−1BTΠ∗βA . (4.32)











= R − Π∗β + βATΠ∗βA. Let
U∗t = −(S + βBTΠ∗βB)−1βBTΠ∗βAX̂t , (4.34)
where
X̂t+1 = AX̂t + BUt + K̂q∗(Π̂t)(Π̂t)
(
























βΣ0) + β(1 − β)−1 tr(Π∗βDDT) . (4.37)




such that if q∗β : M+0 → Q is a selector of the minimizer in (4.33), with f = f∗β ,
then v∗β = ({U∗t }, q∗β) is optimal for the discounted control problem, and for each
41
β ∈ (0, 1), the optimal discounted cost is given by
J∗β(x̄0, Σ0) = J̃
U∗
β (x̄0, Σ0) + f
∗
β(Σ0) . (4.39)
Proof. It is well known that, provided (A, B) is stabilizable, the matrix recursive
iteration (4.5) for Πt converges to a positive definite matrix Π
∗
β satisfying (4.32).
Moreover, (4.32) has a unique solution in M+. Consider the finite-horizon problem















, k ∈ N .
It follows by Section 4.3 that the optimal cost J∗k is given by












0 (Σ0) , (4.40)
where f
(k)
0 : M+0 → R satisfies
f
(k+1)
0 (Π̂) = minq
{







0 = 0. Since J
∗
k ≤ Jvsk , where vs is the policy in Theorem 4.4.1, it follows
that {f (k)0 } is bounded pointwise in M+0 . Since, in addition, f
(k)
0 ↑, it converges to a
lower semicontinuous function f∗β , and taking monotone limits, (4.41) yields (4.38).





[tr(Π̂t)] → 0 as t → ∞. Thus,




[f∗β(Π̂t)] → 0, as t → ∞. Using the dynamic












































and thus, q∗β is optimal. The proof is complete.
4.5.2 The average cost
Before proceeding to the analysis of the ergodic control problem, we establish some
useful properties of the Riccati map Tq defined in (4.9). We have the identity
Tq(Π̂) = (I − K̂q(Π̂)Cq)Ξ(Π̂)(I − K̂q(Π̂)Cq)T + K̂q(Π̂)FFTK̂Tq (Π̂) . (4.42)
For ε > 0, let
M+ε
△
= {Π̂ ∈ M+ : min {λ | λ ∈ σ(Π̂)} > ε} .
We define the operator ◦: (f ◦g)(x) △= f(g(x)). To prove the existence of a stationary
optimal policy for the ergodic control problem, we employ Lemmas 4.5.2–4.5.3 below.
Lemma 4.5.2. There exists ε > 0 and κ ∈ N, such that
Tqκ−1 ◦ Tqκ−2 ◦ · · · ◦ Tq0(0) ∈ M+ε ,
for every sequence {q0, q1, . . . , qκ−1}, if and only if the pair (A, D) is controllable,
in which case κ ≤ Nx.
Proof. Suppose (A, D) is not controllable. Then there exists an eigenvector z ∈ RNx
of AT such that zTD = 0. By (4.36a) and (4.42), zTTq(0) = zTDDT = 0. Proceeding
by induction, suppose that for any sequence {q0, q1, . . . , qk−1} of length k ≥ 1,
zTTqk−1 ◦ · · · ◦ Tq0(0) = 0 . (4.43)
Set Π̂k = Tqk−1 ◦ · · · ◦ Tq0(0). Then, since z is an eigenvector of AT, zTAΠ̂k = 0,
and it follows by (4.36a) that zTK̂q(Π̂k) = 0, for all q ∈ Q. In turn, by (4.42),
zTTq(Π̂k) = 0, for all q ∈ Q, and the induction is complete.
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It is straightforward to verify that Π̂ ′ ≥ Π̂ implies Tq(Π̂ ′) ≥ Tq(Π̂) (see [53]) .
Hence, to show the converse, suppose Π̂k = Tqk−1 ◦ · · · ◦ Tq0(0) is singular for all se-
quences {q0, q1, . . . , qk−1} of length k ≤ Nx. Let ker(Π̂k) denote the null-space of Π̂k,
and denote by zk its arbitrary element. As already mentioned, ker(Π̂k) ⊂ ker(Π̂k−1),
for all k ≥ 1. Therefore, using also the assumption that FFT is nonsingular, suc-
cessive applications of (4.42) yield
zTk K̂qj (Π̂j) = 0 , z
T
k D = 0 , for all k > j ≥ 0 , (4.44)
and zTk AΠ̂k−1 = 0, which implies
AT ker(Π̂k) ⊂ ker(Π̂k+1) , ∀k ≥ 1 . (4.45)





for all k ≥ 1. It follows from (4.46), that ker(Π̂j) = ker(Π̂Nx), for all j ≥ Nx, and
that if Π̂Nx is singular, then (A, D) is not controllable.
Lemma 4.5.3. The functions Tq : M+0 → M+0 and f∗β : M+0 → R+ are concave.
Proof. Note that if the filtering at time t is based upon yt−1 instead of yt, the
corresponding Riccati map is different from T and its convexity has been shown
in [93].




≤ 0 . To simplify the notation, we define
Π̂ ′
△





After some algebra, we obtain
∂2Tq(Π̂ ′)
∂θ2
= −2(CTq ΛqCqΞ − I)TAZTATCTq ΛqCqAZAT(CTq ΛqCqΞ − I) .
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Since Λq > 0 and Z is symmetric, we have
∂2Tq(Π̂′)
∂θ2
≤ 0, which shows that Tq is
concave. The concavity of f∗β follows from the fact that the map Sβ is concavity-
conserving, namely, Sβ(f) is concave if f is concave.
To characterize the ergodic control problem, we adopt the vanishing discount
method, i.e., an asymptotic analysis as the discount factor β → 1. By (4.37)–(4.39),
for any x̄1, x̄2 in RNx and Σ1, Σ2 in M+0 ,



















we obtain, that for some constant M̃ ′ > 0, and Ms the constant in (4.29),
J∗β(x̄0, Σ0) ≤ M̃ ′
(





J∗β(x̄, Σ) . (4.48)
Let Bs ⊂ RNx ×M+0 be a bounded ball in M+0 containing the set {Σ : tr(Σ) ≤ Ms},
and such that
Tqκ ◦ Tqκ−1 ◦ · · · ◦ Tq0(0) ∈ Bs , ∀ {q0, q1, . . . , qκ} ⊂ Qκ+1 .
Since f∗β depends only on Σ, and since Π
∗
β converges to a limit in M+, as β → 1, it
follows from (4.47) and (4.48) that there exists a continuous function Gs : R+ → R+,
having affine growth, such that
f∗β(Σ) − sup
Σ′∈Bs
{f∗β(Σ′)} ≤ Gs(tr(Σ)) , (4.49)
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for all Σ ∈ M+0 . Define
f̄β
△













Equicontinuity of the differential discounted value function f̄β , is established
in the following lemma.




β(0), for any β ≤ 1.
(ii) Suppose (A, D) is a controllable pair. Then, f̄β is locally bounded, uniformly
in β ∈ (0, 1).
(iii) Provided (A, D) is a controllable pair, {f̄β , 0 < β < 1} is equicontinuous on
compact subsets of M+0 .
Proof. (i) As mentioned in the proof of Lemma 4.5.2, Σ′ ≥ Σ implies Tq(Σ′) ≥
Tq(Σ). Hence, it follows from (4.33) that if Σ′ ≥ Σ, then f∗β(Σ′) ≥ f∗β(Σ).
Thus f∗β(0) = infΣ∈M+0
f∗β(Σ).






f∗β(Σ) − ε .























(f∗β) ≤ f∗β(Σ∗β) − f∗β(0) + ε
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≤ (1 − βκ)f∗β(Σ∗β) + βκ(1 − ε) span
Bs
(f∗β) + ε ,
where the last inequality follows from the concavity of f∗β , and the fact that




(1 − βκ)f∗β(Σ∗β) + ε
1 − βκ(1 − ε)
=
(1 + β + · · · + βκ−1)(1 − β)f∗β(Σ∗β) + ε
1 − βκ(1 − ε)
≤ κ
ε
(1 − β)f∗β(Σ∗β) + 1 .
Since, by (4.31) (1 − β)f∗β(Σ∗β) is bounded, uniformly in β ∈ (0, 1), the same
holds for spanBs(f
∗
β). The result then follows by (4.49).
(iii) Equicontinuity of {f̄β} on bounded subsets of M+ε , for any ε > 0, follows
from the uniform boundedness and concavity of {f̄β} [83]. Since, by (1),
Tq(Σ) ≥ Tq(0), for any Σ ∈ M+0 , then by Lemma 4.5.2,
Tqκ ◦ Tqκ−1 ◦ · · · ◦ Tq0(Σ) ∈ M+ε , ∀Σ ∈ M+0 ,
for all {q0, . . . , qκ} ∈ Qκ+1. Fix the initial condition Σ, and let {q0, q1, . . . } be
a corresponding β-discounted optimal sequence of queries, i.e., selectors from
the minimizer in (4.33). Define Tqk,...,q0
△
= Tqk ◦ Tqk−1 ◦ · · · ◦ Tq0 . Using (4.38),














Thus, equicontinuity on every compact subset of M+0 follows from (4.50), by
exploiting the continuity of Tqκ,...,q0 , the property Tqκ,...,q0(M+0 ) ⊂ M+ε , and
the fact that and f̄β is equicontinuous on bounded subsets of M+ε .
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and let J∗ = infv∈V Jv. The main result of this section is the following.
Theorem 4.5.5 (Ergodic control). Assume that (A, B) is stabilizable, (C̄, A) is











= R − Π∗ + ATΠ∗A, and Π∗ ∈ M+ solves
Π∗ = ATΠ∗A + R
− ATΠ∗B(S + BTΠ∗B)−1BTΠ∗A . (4.52)
There exists a nonnegative constant ̺∗ and a continuous h : M+0 → R+ satisfying
h(Π̂) + ̺∗ = S(h)(Π̂) . (4.53)
Let q∗ : M+0 → Q be a selector of the minimizer in (4.51). Set
U∗t = −(S + BTΠ∗B)−1BTΠ∗AX̂t , (4.54)
where
X̂t+1 = AX̂t + BUt + K̂q∗(Π̂t)(Π̂t)
(
Yt+1
− Cq∗(Π̂t)(AX̂t + BUt)
)
,
with K̂q as in (4.8a), and
Π̂t+1 = Tq∗(Π̂t)(Π̂t) , Π̂0 = Σ0 . (4.55)
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Then, v∗ = ({U∗t }, q∗) is optimal for the ergodic control problem, and
J∗ = tr(Π∗DDT) + ̺∗ .
Furthermore, v∗ is stable.
Proof. It is well known that, provided (A, B) is stabilizable, Π∗β converges as β → 1
to Π∗ ∈ M+, which is the unique positive definite solution to the algebraic Riccati
equation (4.52). Thus it suffices to turn our attention to the query policy. By
Lemma 4.5.4, {f̄β} is locally equicontinuous and bounded, and thus along some
sequence βk → 0, f̄βk converges to some continuous function h, while at the same
time (1−βk)fβk(0) converges to some constant ̺∗. Taking limits in (4.38), we obtain
(4.53).
By (4.53), there exists M0 > 0 such that tr(Σ) > M0 implies
h(Tq∗(Σ)(Σ)) − h(Σ) < −1 , ∀q ∈ Q .
This shows that supt≥0 E
q∗
X0
[Π̂t] < ∞, for all X0. Let
K∗
△
= (S + BTΠ∗B)−1BTΠ∗A .
Since
(A − BK∗)TΠ∗(A − BK∗) − Π∗ = −R − (K∗)TSK∗ ,
it follows that (A − BK∗) is a stable matrix. Thus, from












‖Xt‖2 < ∞ .
By (4.53), for any admissible {Qt},
̺∗ +











with equality when Qt = q
∗. Since the function Gs in (4.49) has affine growth, it
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follows that h(Σ) ≤ G∗s(tr(Σ)), for some affine function G∗s. Therefore, since q∗ is
stable, h(Π̂N )N → 0, as N → ∞, which in turn implies by (4.56) that














Also for any policy v ∈ V such that the limit supremum of the expectation of the






→ 0, along some subsequence





= 0 , PvX0 − a.s. (4.57)
By (4.56)–(4.57),














Hence q∗ is optimal. This completes the proof.
Remark 4.5.1. The assumption (A, D) controllable cannot be relaxed in general.
Lack of this assumption may result in the long-run optimal cost to depend on the
initial condition Σ0.
Remark 4.5.2. In summary, the steps to compute the optimal controller are as
follows: First we solve the Riccati equation (4.52) for Π∗ ∈ M+. The optimal
control is the linear feedback controller in (4.54) with a constant gain. Next, we
solve the HJB equation (4.53) to obtain a stationary optimal policy q∗ for the query.
The optimal query is a function of Π̂t, and the state estimates are updated according
to (4.55).
4.6 Example: optimal switching estimation
Since the switching control for the observation is the key feature of the problem, the
examples presented in this section concentrate on the optimal estimation problem.
In other words, the objective is to estimate the system state Xt while minimizing the
infinite-horizon criteria with respect to the running cost g̃(Π̂, q) = c(q) + tr(Π̂). In
this section we present examples of one and two-dimensional systems with a binary
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query variable, i.e., Q = {1, 2}.
4.6.1 1-D case
Consider a one-dimensional system as in (4.1)–(4.2), with Cq 6= 0, q ∈ {1, 2}. If we
let Vq
△
= F/Cq, i.e., the normalized noise, Tq takes the form
Tq(Π̂) = A2Π̂ + D2 −
(A2Π̂ + D2)2
A2Π̂ + D2 + V 2q
,
and the HJB equations for the discounted and ergodic criteria take the form
f∗β(Π̂) = minq
{
c(q) + Π̂ + βf∗β(Tq(Π̂))
}
(4.58a)
̺ + f∗β(Π̂) = minq
{
c(q) + Π̂ + f∗β(Tq(Π̂))
}
. (4.58b)
Suppose V1 > V2 and that the cost of observation satisfies c(1) < c(2). In other
words, Sensor 1 has a lower sensing capability and lower cost, while Sensor 2 has a
higher sensing capability and cost.
Let Π̂∗1 , Π̂
∗
2 denote the unique fixed points of T1, T2, respectively. Since




2 . The iterates of the map Tq, converge to Π̂∗q , hence
we restrict our attention to the set of initial conditions [Π̂∗2 , Π̂
∗
1 ], which is invariant
under Tq, q ∈ {1, 2}. For Π̂ ∈ (Π̂∗2 , Π̂∗1 ), T2(Π̂) < Π̂ < T1(Π̂).
Using the method of successive iterates of the dynamic programming oper-
ator, we can derive sharp conditions for the optimal query policy to be switching
between the two sensors, and not to be a constant. This is summarized in the
following proposition, whose proof is omitted.
Proposition 4.6.1. Let q∗β denote the minimizer in (4.58a), for β ∈ (0, 1), and the
minimizer in (4.58b), when β = 1. Then, given β ∈ (0, 1], there exists δ > 0 such
that
(i) q∗β(Π̂) = 1, for Π̂ ∈ [Π̂∗2 , Π̂∗2 + δ], if and only if









(ii) q∗β(Π̂) = 2, for Π̂ ∈ [Π̂∗1 − δ, Π̂∗1 ], if and only if





Π̂∗1 − T k1 ◦ T2(Π̂∗1 )
)
.
The optimal query policy for the one-dimensional example can be easily
obtained numerically by standard algorithms, like value iteration or policy iteration.
After running numerous simulations, it appears that the optimal query policy for






1, Π̂ < Π̂∗β
2, Π̂ ≥ Π̂∗β




















Optimal policy threshold vs discount factor β
discounted cost
average cost
Figure 4.2: The optimal policy threshold vs the discount factor β
The threshold point Π̂∗β, as a function of the discount factor β, is displayed
in Figure 4.2. As β approaches 1, the optimal threshold for the discounted cost
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converges to that of the average cost. Furthermore, the optimal threshold is a
decreasing function of β. This agrees with Proposition 4.6.1, and also agrees with
intuition that as the future is weighted more in the criterion, the frequency with
which the optimal policy chooses the more accurate and costly observation increases.






















Discounted cost: observation cost difference vs optimal threshold
Figure 4.3: The cost difference vs the optimal threshold
Figure 4.3, shows the variation of the optimal threshold as a function of the
cost differential. The threshold point is an increasing function of the cost differential
and once the latter increases in value beyond 0.45 the optimal policy is a constant,
and the controller chooses to use the least costly observation all the time.
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4.6.2 2-D case
We present an example of a two-dimensional system with system state X = [X1, X2]T,











F 2 = 0.2 C1 = [1 0] , C2 = [0 1] .
The running cost is c(1) = c(2) = 0. Since the pairs (A, Cq) are not detectable, this
example can be viewed as a problem of optimal switching estimation.


















Error Variance for q = 1
Figure 4.4: The optimal switching curve for the first 2-D example
Figure 4.4 shows the optimal switching curve to minimize the trace of esti-
mation error variance, and can be interpreted as follows: when Π̂1, the estimation
variance of X1 is larger than the estimation variance Π̂2 of X2, we query Sensor 1,
and vice versa. The switching curve is a straight line due to symmetry.
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Figure 4.5: The optimal switching curve for the second 2-D example
Next suppose that Sensor 2 has lower observation noise and higher price, i.e.,
F 21 = 0.1 , F
2
2 = 0.2 , c(1) = 0.05 , c(2) = 0 ,
while the rest of the parameters are kept the same as before. This has the following
impact on the optimal switching curve, as shown in Figure 4.5: Near the origin,
where the penalty on the estimation errors is small, Sensor 2 is used, due to its lower
operation cost; far away from the origin, where the estimation error dominates the
cost of querying, the symmetry of Figure 4.4 is broken, and Sensor 1 is favored.
In the third 2-D example, both sensors can fully detect the unstable eigen-
mode of the system state, i.e.,
C1 = [1.0 1.0], C2 = [1.1 1.1] ,
and
F 21 = 0.2 , F
2
2 = 0.1 , c(1) = 0 , c(2) = 0.05 .
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Figure 4.6: The optimal switching curve for the third 2-D example
Figure 4.6 portrays the optimal switching curve for this example. When the
estimation error lies in the interior of the switching curve, Sensor 1 is queried due
to its low cost. Outside the switching curve, the estimation error is large enough to
necessitate querying Sensor 2, which has higher precision.
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Chapter 5




With the widespread deployment of wireless and ad-hoc networks, the energy-
efficiency of wireless transmission in a fading channel has attracted much attention.
It is now well understood that a transmission scheme that takes advantage of the
time-varying character of a channel can significantly improve the use of scarce en-
ergy resources. As an extreme case, the policy that transmits only when the channel
is in the best state can achieve the best energy efficiency while resulting in arbitrary
long delay. Thus, there is clearly a trade-off between energy efficiency and delay
constraints.
The problem of energy-efficient scheduling over a fading wireless channel
has been studied under different delay constraints in the recent past [11, 38, 100].
In [38,100], the authors consider scheduling under a hard delay constraint, and max-
imize the throughput given energy and timing constraints. In [38], a finite horizon
stochastic control formulation is used and a closed form solution to the dynamic pro-
gramming equation is derived in some simplified cases. Berry and Gallager consider
power control with delay constraints in an asymptotic sense [11]. They consider a
single queue served by a fading channel. For a given data-arrival rate, the minimum
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power required to stabilize the queue can be computed directly from the capacity
of the channel. However, with this minimum power, it is well known from queueing
theory that the associated queueing delay is unbounded. The authors in [11] allo-
cate an excess power ∆P and study the associated mean queuing delay D. They
show that the optimal power control policy which takes both the channel state and
the queue length into account results in an excess-power versus delay trade-off that
behaves asymptotically as ∆P ∝ 1
D2
. Further, they show that a single queue-length
based threshold type policy achieves the same decay rate as the optimal policy, or
in other words, the threshold policy is order optimal (however, they do not show
optimality of the threshold policy).
In this chapter, we show optimality of the threshold policy in the so-call heavy
traffic regime, or large queue asymptotics, for a single queue with a time-varying
channel having a finite number of channel states indexed by j ∈ {1, 2, . . . , N}.
“Heavy traffic” is certain critical phase in a queueing system that arrival rates are
close to service rates and queueing delay becomes large. Specifically, by proper
scaling of the difference between arrival and service rates, the queueing dynamics
can be approximated by a reflected diffusion process under mild conditions on the
arrival and service processes. We impose both a peak power constraint pmax, as
well as an average power constraint p̄ for power allocation, and the problem can be
transformed into an ergodic control problem of reflected diffusion processes.
We work with the heavy-traffic limit for such a system under a fast chan-
nel variation assumption [2, 19,21], whose dynamics are governed by a reflected Itô
stochastic differential equation. We consider the problem of minimizing the long-
term average value of a function c(x) which depends on the heavy-traffic queue-
length process x. The cost function c(x) satisfies either (i) c(x) is strictly increasing
and bounded, or (ii) c(x) grows unbounded (i.e., c(x) → ∞, as x → ∞). For exam-
ple, c(x) = x corresponds to minimizing the average queue length (or equivalently,
from Little’s law, the mean delay).
The main contributions of our work are:
(i) We show that when c is monotone, then the optimal control that minimizes
the long-term average cost subject to the power constraints is a channel state
based threshold policy. Specifically, associated with each channel state j there
is a queue-threshold x̂j , such that at any time t, the optimal policy transmits
at peak power pmax over channel state j, if the queue length x(t) > x̂j , and does
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not transmit otherwise. Further, using Lagrange duality and exploiting the
monotonicity property of c, we reduce the problem of determining the queue-
thresholds {x̂j , j = 1, 2, . . . , N} to that of solving a set of algebraic equations.
Throughout the analysis we strive not to rely as much on the one-dimensional
(one queue) character of the problem, aiming to present an approach that can
scale up to higher dimensions.
(ii) An interpretation of the heavy-traffic limit is the following: Given a data ar-
rival rate, sufficient “equilibrium” power is first allocated such that the capac-
ity of the channel matches the arrival rate. Then, an amount of excess power
is allocated based on the channel state and queue length. With such an inter-
pretation, a special case of our result when the equilibrium power is allocated
according to channel state dependent water-filling [26] (and is strictly positive
in each channel state), results in the queue-length threshold being channel
state invariant. In other words, for any monotone cost function c(x), we have
x̂j = x̂, independent of channel state j. Thus, by applying the cost function
c(x) = x, in this special case, our results indicate that the single-threshold
policy derived in [11] is in fact asymptotically optimal.
(iii) For a system not in heavy-traffic, we numerically compute the optimal policy
using dynamic programming, and compare this with the threshold policy that
is optimal in the heavy-traffic limit. These numerical results indicate that the
threshold policy performs close to the optimal policy even when the system is
not in heavy-traffic.
(iv) From a technical standpoint, this problem falls under the domain of ergodic
control of diffusions with constraints, and we adopt the convex analytic ap-
proach of [16,18]. The approach in [16] requires both the cost function as well as
the constraint function (due to power constraints) to satisfy a near-monotone
condition (see (5.17)). However, the constraint function is not near-monotone
in our problem. Hence, since the results in [16] cannot be quoted, we first
establish the existence of an optimal control within the class of stationary
feedback controls. Next, using classical Lagrange multiplier theory, we show
that the constrained problem is equivalent to an unconstrained one, namely
minimizing the ergodic cost of the associated Lagrangian. We accomplish
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this by establishing that the near-monotone condition is satisfied for the La-
grangian (this result uses only the near-monotonicity of the cost function),
and proceed to characterize the optimal policy for the unconstrained problem
via the associated Hamilton Jacobi Bellman (HJB) equation. The solution
to the original problem is then obtained by a straightforward application of
Lagrange duality. We exhibit the structure of the optimal policy, and also
establish that optimality holds over all non-anticipative policies, and not only
over the stationary ones.
This chapter is organized as follows. In Section 5.2, the background and re-
lated work of heavy traffic analysis are introduced. Section 5.3 presents the Marko-
vian model and the heavy-traffic model for the time-varying channel. In Section 5.4
we describe the optimal control problem and prove the existence of an optimal policy
among stationary ones. In Section 5.5 we introduce the equivalent unconstrained
problem using Lagrange multiplier theory and characterize the ergodic control prob-
lem relative to the Lagrangian via the HJB equation. We also show that the optimal
policy has a multi-threshold structure. In Section 5.6 we present an analytical so-
lution of the HJB equation. In order to demonstrate the approach, we specialize to
the problem of minimizing the mean delay, i.e., c(x) = x, and derive closed form
expressions for one and two-state channels. In Section 5.7, we evaluate the perfor-
mance of the optimal policy for the heavy-traffic model by applying it to a system
which does not operate in the heavy-traffic region.
5.2 Heavy traffic analysis: background and related work
In recent years, the heavy-traffic approximation has been successfully applied to
performance evaluation and control of communication networks [5, 20, 21, 44, 46, 59,
79, 91, 94]. By heavy-traffic, we mean that the average fraction of time at which
the server is free is small, or equivalently, the communication channel has little
spare capacity. Largely due to this “small idle time” assumption, suitably scaled
queueing processes can be well approximated by a reflected diffusion process. The
communication networks are large in the sense that there are many users and the
channel capacity is large. This size parameterizes the system and the scaling is
called “fast arrivals/service” scaling. Other types of queueing systems are large in
the sense that the small idle time implies that the queue size is large. Then with
60
suitable scaling, the reflected diffusion approximation can be obtained, again under
broad conditions. This scaling is called “large queue asymptotics”.
The classical central limit theorem (CLT) can provide useful and accurate es-
timates even if the number of random variables involved is not very large, depending
on their distributions. Based on a functional version of CLT, the reflected diffusion
approximation to a network, which is essentially a second order approximation, can
also provide accurate estimates even for “moderate” traffic. Simulations over a wide
variety of practical problems and operating conditions show that the diffusion model
yields very accurate approximation.
The benefits of the diffusion approximation mainly come from two aspects:
• Firstly, in the heavy traffic model, the state space is “aggregated”, which can
simplify the analysis and possibly yield structural results on the solution; and
moreover, the “heavily congested” system can result in significant reduction
on the model, e.g., state space collapse [20,44,94].
• Secondly, numerical methods (e.g. QNET [28,29, 47]) are available to get the
first and second moments of the stationary distributions for large scale systems
if the model is uncontrolled and non-state-dependent, or even compute optimal
controls if the dimension is not large [61].
Another view of the heavy traffic model is from the time-scale of the system.
The randomness of arrivals and departures in the queueing system can be smoothed
by looking at a larger time duration or faster time-scale. Intuitively, considering
arrivals/departures within a large time-scale in the order of O(n) with n large and
scale the queue size by a factor 1n , the system can be approximated by the first-
order model, or fluid model and we say its time-scale is time-scale O(n). On the
other hand, with arrival rate approaching the service rate in the order of O(
√
n),
the heavy traffic model scales the queue size by a factor 1√
n
and has a time-scale
O(
√
n). Thus in the classic heavy traffic model, there are two time-scales: the
real time-scale, where the empirical model lives; and the diffusion time-scale, where
the limiting model stays. With more and more practical applications having time-
varying factors and a changing environment, it is very important to incorporate the
time-scale of time-varying parameters into the heavy traffic model.
To our best knowledge, the work by Buche and Kushner [21] appears to
be the first work on heavy traffic analysis applied to systems with time-varying
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parameters. They apply the heavy-traffic approximation to model the multi-user
power allocation problem in wireless fading channels, and design an optimal control
in the heavy-traffic region. They consider the scenario where a fixed amount of power
is available at each time slot, and this power needs to be allocated to multiple users
according to their queue length and current channel states. There are three time-
scales involved in the model: the real time-scale, the channel-fading time scale, and
the diffusion time scale. They show that the optimal policy is a switching curve by
numerical results.
In the rest of this chapter, we adopt a similar scaling for the time varying
channels as Buche and Kushner in [21] and derive the optimal power allocation
scheme for a wireless fading channel under the heavy traffic approximation. The
solution is given in a close-form and a threshold policy is shown to be optimal in
the heavy traffic regime.
5.3 The system model and the heavy-traffic limit
We consider a queuing system that consists of a transmitter operating over a fading
channel (see Figure 5.1). Time is assumed to be divided into discrete slots, and
the channel state process is an irreducible, aperiodic, finite state Markov chain L(t)
with N states having a stationary distribution π = (π1, . . . , πN ). The channel gain
is denoted by gj when the channel state L(t) = j, and the power P allocated at
time t determines the service rate r(P, j) of the queue. For example, given the power
P , bandwidth W and channel gain gj , r(P, j) = W log2(1 + Pgj) is the Shannon
capacity, the upper bound of the channel transmission rate. The service rate r(P, j)
can take different forms for practical systems depending on the details of modulation
and coding.
Figure 5.1: A transmitter sends packets to a receiver through a time-varying wireless
channel.
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As is common in heavy-traffic analysis, we construct a sequence of queueing
systems indexed by n, such that as n → ∞, the transmitter idle time goes to zero
in an appropriate manner (see (5.1) below). In the heavy-traffic approximation,
there are two time scales: one is the time scale the real system works on; the other
is the diffusion time scale, which is a slower scale. A small time period ∆t in the
diffusion time scale contains a large number of arrivals and departures, which is of
order O(n∆t). For a wireless channel with time-varying characteristics, there is yet
another time scale, i.e., the time scale of channel variation. We consider the fast
channel variation model [2,19], which assumes that the channel variation has a time
scale faster than the diffusion time scale, but slower than the arrival process time
scale, as shown in Figure 5.2. Thus, for the n-scaled queueing system, the channel
process is L(n−κt), where κ ∈ (0, 1). As a result, over an interval of time n∆t, the
number of channel transitions is O(n1−κ∆t), and the number of arrivals within each
channel state (i.e, between any pair of channel transitions) is O(nκ∆t). Thus, the
total number of arrivals over the time interval n∆t is O(n∆t).





Figure 5.2: The three time scales of the heavy-traffic model under the fast channel
variation assumption.
Practically, this scaling fits into the scenario that the channel changes slowly
compared to the packet arrival rate, i.e., a slowly fading channel such as an indoor
wireless environment, or a low-mobile-velocity outdoor wireless environment [82].
For instance, with 1xEV-DO (the 3G wireless data service), a scheduling time-slot
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is 1.667 msec, which corresponds to the arrival time-scale. For a mobile user with
velocity 6 mph, the channel coherence time, which corresponds to the time-scale of
channel changes, is about 50 msec. Thus, the scaling we use here seems applicable
in these practical regimes.
We consider a sequence of queueing systems indexed by n, with the queue
length xn(t), arrival process An(t) and departure process Dn(t), which can be con-
trolled by transmission power. For the queueing system indexed by n, we denote the
l-th inter-arrival time by ζnl , and assume it satisfies the following assumption [59].
Assumption 5.3.1. The inter-arrival intervals {ζnl , l ∈ N} satisfy the following:
1.
{
|ζnl |2, l, n ∈ N
}
is uniformly integrable.
2. For each n, {ζnl , l ∈ N} are independent. Moreover, there exist constants ζ̄n,
ζ̄, σ2a, such that













3. The inter-arrivals are independent of the channel process.
Note that if either ζnl are identically distributed with finite variance, or ζ
n
l
are deterministic but periodic, Assumption 5.3.1 is satisfied. The mean arrival rate
for the n-th system is defined as λan = 1/ζ̄n and the limiting arrival rate λ
a is defined
as λa = 1/ζ̄.
For the queue indexed by n, the service rate r is controlled by the trans-
mission power Pn. Under the heavy-traffic approximation, we suppose that mean










2 = constant . (5.1)
for some κ ∈ (0, 1). Assuming (5.1) holds, we decompose the power allocation
P (q, j) for buffer size q, and channel state j into








r(P0(j), j)πj , (5.2)
Remark 5.3.1. Note that the optimal allocation of the equilibrium power gives rise
to a static optimization problem, namely, minimize the average power E[P ] given
the service rate E[r(P )] ≥ λa, where E[ · ] is taken over the channel distribution.
For a fading channel with additive white Gaussian noise (AWGN), water-filling is
the optimal way for allocating power subject to (5.2) in an information theoretic
sense [26]. In general, the equilibrium allocation can be computed numerically.
We assume that the equilibrium power has been allocated, either by water-
filling or by numerically determining the optimal allocation, and we address the
problem of optimally allocating the residual power. Optimality here is in an asymp-
totic sense, i.e., pertains to the limiting system under heavy-traffic conditions. By
expanding the service rate r(P, j) around P = P0(j), using Taylor’s series, we obtain
















r(P, j) ≈ r0(j) + n−
1−κ
2 γjuj . (5.3)
Thus, λa =
∑
j=1 r0(j)πj , and the incremental service rate gained from the residual







Remark 5.3.2. We observe that if the equilibrium power {P0(j)} is allocated ac-
cording to channel-state dependent water-filling [26], and if such an allocation results
in P0(j) > 0 for all channel states j, then γi = γj for all i, j.
65
Next, defining xn(t) := n−
(1+κ)
2 q(nt) and using the techniques in [21], we
show in Appendix A.1 that xn(t) converges weakly to a limiting queueing system
as n → ∞. The dynamics of the limiting queueing system are governed by the
equation







ds + σW (t) + z(t) , (5.4)
where x(t) is the queue-length process, W (t) is the standard Wiener process, σ is a
positive constant, z(t) is a nonincreasing process and grows only at those points t
for which x(t) = 0, and x(t) ≥ 0, for all t ≥ 0. The process z(t), which ensures that
the queue-length x(t) remains non-negative, is uniquely defined. For further details
see [23, pp. 128, Theorem 6.1] and [41, pg. 178]. The corresponding Itô stochastic





dt + σdW (t) + dz(t) . (5.5)
5.4 The optimal control problem for the heavy-traffic
Model
The optimization problem of interest for the non-scaled queueing system is to mini-
mize (pathwise, a.s.) the long-term average queueing length (and thus, from Little’s








or more generally, to minimize the long-term average value of some penalty function























dt ≤ Pavg .
It is well known from queueing theory, that if only the basic power P0 is
allocated, which matches the service rate to the arrival rate, then the resulting
traffic intensity is equal to 1, and the queueing delay diverges. However, choosing
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the control term u appropriately can result in a bounded average queue length. In
the heavy-traffic model described in Section 5.3, once the channel model is provided,
v is fixed, and only the excess power u can be used to control the queue. Thus the












dt , a.s. (5.6a)










dt ≤ p̄ , a.s. (5.6b)
where








, with pmax denoting the
(excess) peak power, and p̄ denoting the (excess) average power. Naturally, for the
constraint in (5.6b) to be feasible p̄ ≤ pmax.
Definition 5.4.1. Let Ft := σ{W (s), s ≤ t}. The minimization in (5.6) is over
all control processes u(t) which are {Ft}-adapted, have measurable sample paths
and are non-anticipative: for s ≤ t, W (t) − W (s), and σ
{
u(r), W (r), r ≤ s
}
are independent. Such a process u is called an admissible control and the class of





, for some measurable function v : R+ → U is called a stationary
(Markov) control, and we denote this class by Us.
Given a measurable function v : R+ → U , the stochastic differential equation




has a unique strong solution, which is a
Feller-Markov process. Let Evx denote the expectation operator on the path space of
the process, with initial condition x(0) = x, and T vt denote the Markov semigroup







, f ∈ Cb(R+). It is known that T vt has infinitesimal generator Lv(x)
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, u ∈ U .
The boundary at 0, imposes restrictions on the domain of Lu (see [36, pg. 366-367]).
The generator L can be readily used to compute functionals of the process.
As asserted in [37, pg. 80], if f is a bounded measurable function on R+ then






is a generalized solution of the problem
∂ϕ
∂t
(x, t) = Lvϕ(x, t) , x ∈ (0,∞) , t > 0 ,
ϕ(x, 0) = f(x) ,
∂ϕ
∂x
(0, t) = 0 .
(5.7)
Also, Itô’s formula can be applied as follows [54, pg. 500, Lemma 4], [58]: If ϕ ∈
W2,p(R+) is a bounded function (here W stands for the Sobolev space) satisfying
dϕ

















Definition 5.4.2. A control v ∈ Us is called stable if the resulting x(t) is positive
recurrent. We denote the class of stable controls by Uss. A control v ∈ Us is called
bang-bang, or extreme, if v(x) ∈ {0, pmax}N , for almost all x ∈ R+. We refer to
the class of extreme controls in Uss as stable extreme controls and denote it by Use.
Let P(R+) denote the set of probability measures on the Borel σ-field of R+.
Recall that a probability measure µ ∈ P(R+) is said to be invariant for process
x(t) under the control v ∈ Us, if
∫
T vt f dµ =
∫
f dµ, for all f ∈ Cb(R+), and
t ≥ 0. It is the case that if v ∈ Uss, then the controlled process x(t) has a unique
invariant probability measure µv which is absolutely continuous with respect to the
Lebesgue measure. Let C∞c (0,∞) denote the class of smooth functions in (0,∞)
with compact support. We make frequent use of the following characterization. A
necessary and sufficient condition for a probability measure µ ∈ P(R+) to be an
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invariant probability measure of the controlled process x(t) under v ∈ Us is
∫
R+
Lvg(x)µ(dx) = 0 , ∀g ∈ C∞c (0,∞) . (5.9)
Necessity of (5.9) is a straightforward application of (5.8) and the definition of an
invariant measure. Borkar establishes sufficiency for diffusions without reflection,
by employing the uniqueness of the Cauchy problem for the forward Kolmogorov
equation [15, pg. 144, Lemma 1.2]. The boundary complicates matters for this
approach, so we employ the following result, which we state in the d-dimensional
setting. Let D ⊂ Rd be a domain and L a second order uniformly elliptic operator
with bounded measurable coefficients in D, and with the second order coefficients
Lipschitz continuous. If µ is a finite Borel measure on D satisfying
∫
D Lg(x)µ(dx) =
0, for all g ∈ C∞c (D), then µ is absolutely continuous with respect to the Lebesgue
measure, i.e., has density [13, Theorem 2.1]. Thus, if µ satisfies (5.9), then µ(dx) =
fv(x) dx, and hence using the adjoint operator (Lv)∗ we have
∫
R+
g(x)(Lv)∗fv(x) dx = 0 , ∀g ∈ C∞c (0,∞) ,
which is equivalent to (Lv)∗fv = 0. Following the proof of [9, pg. 87, Proposition 8.2]
and utilizing (5.7), we deduce that fv is indeed the density of an invariant probability
distribution. It follows from the preceding discussion that fv is the density of an




















= 0 . (5.10)

















dx < ∞ ,

















We work under the assumption that c has the following monotone property:
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Table 5.1: Table of Symbols
Symbol Definition First Appearance
U (Us) admissible (stationary) controls Def. 5.4.1
Uss (Use) stable stationary (extreme) controls Def. 5.4.2
P(X) probability measures on X Sec. 5.4
G set of ergodic occupation measures Sec. 5.4.1
M set of invariant probability measures Sec. 5.4.1
H(p̄) subset of G with power bound p̄ (5.13)
Assumption 5.4.1. The function c is continuous and either it is asymptotically un-
bounded, i.e., lim infx→∞ c(x) = ∞, or if c is bounded then it is strictly increasing.




The analysis and solution of the optimization problem proceeds as follows:
We first show that optimality is achieved for (5.6) relative to the class of stationary
controls. Next, in Section 5.5 using the theory of Lagrange multipliers we formulate
an equivalent unconstrained optimization problem. We show that an optimal control
for the unconstrained problem can be characterized via the HJB equation. This
accomplishes two tasks. First, it enables us to study the structure of the optimal
policies. Second, we show that this control is optimal among all controls in U. An
analytical solution of the HJB equation is presented in Section 5.6. A list of symbols
is included in Table. 5.1 for quick reference.
5.4.1 Existence of optimal stationary controls
In this subsection, we show that if the optimization problem in (5.6) is restricted to
stationary controls, then there exists v ∈ Use which is optimal.
Due to the presence of the constraint in (5.6b), the study of the optimiza-
tion problem in (5.6) is more amenable by convex analytic arguments. We follow
the approach in [16, 18]. However, we take advantage of the fact that the set of
power levels U is convex and avoid transforming the problem to the relaxed control
framework. Instead, we view U as the space of product probability measures on
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{0, pmax}N . This is simply stating that for each j, uj may be represented as a con-
vex combination of the ‘0’ power-level and the peak power pmax. In other words, U
is viewed as a space of relaxed controls relative to the discrete control input space
{0, pmax}N . This has the following advantage: by showing that optimality is at-
tained in the set of precise controls, we assert the existence of a control in Use which
is optimal. Another important point is that the convex analytic method in [16, 18]
for the constrained problem is not equipped to establish optimality of a stationary
policy over all admissible controls. This issue is dealt with in Section 5.5, and is
resolved by employing the HJB equation.
Let M ⊂ P(R+) denote the set of all invariant probability measures µv of
the process x(t) under the controls v ∈ Uss. Let Ũ := {0, pmax}N . The generic
element of Ũ takes the form ũ = (ũ1, . . . , ũN ), with ũi ∈ {0, pmax}, i = 1, . . . , N .
There is a natural isomorphism between U and the space of product probability
measures on Ũ which we denote by P⊗(Ũ). This is viewed as follows. Let δp denote
the Dirac probability measure concentrated at p ∈ R+. For u ∈ U , we associate the














for ũ ∈ Ũ . Similarly, given v ∈ Uss we define ηv : R+ → P⊗(Ũ) and and νv ∈
P(R+ × Ũ) by
ηv(x, dũ) := η̃v(x)(dũ)
νv(dx, dũ) := µv(dx)ηv(x, dũ) ,
where µv ∈ M is the invariant probability measure of the process under the control
v ∈ Uss. The set of ergodic occupation measures is defined as G := {νv : v ∈ Uss}. It
follows by (5.9) that ν ∈ G if and only if
∫
R+
Lũg(x) ν(dx, dũ) = 0 , ∀g ∈ C∞c (0,∞) . (5.12)
Due to the linearity of u 7→ h(u), we have the following identity (which we










h(ũ)ηv(x, dũ) , v ∈ Uss ,
As a point of clarification, ‘h’ inside this integral is interpreted as the restriction of
h on Ũ . The analogous identity holds for b(u).
In this manner we have defined a model whose input space Ũ is discrete,
and for which the original input space U provides an appropriate convexification.
Note however that U ∼ P⊗(Ũ) is not the input space corresponding to the relaxed
controls based on Ũ . The latter is P(Ũ), which is isomorphic to a 2N -simplex in
R2
N−1, whereas P⊗(Ũ) is isomorphic to a cube in RN . We select P⊗(Ũ) as the
input space mainly because it is isomorphic to U . Since there is a one to one
correspondence between the extreme points of P⊗(Ũ) and P(Ũ), had we chosen
to use the latter, the analysis and results would have remained unchanged. Even
though we are not using the standard relaxed control setting, since P⊗(Ũ) is closed
under convex combinations and limits, the theory goes through without any essential
modifications.
For p̄ ∈ (0, pmax], let
H(p̄) :=
{
ν ∈ G :
∫
R+×Ũ
h(ũ) ν(dx, dũ) ≤ p̄
}
. (5.13)
Then H(p̄) is a closed, convex subset of G. It is easy to see that it is also nonempty,





0 , x ≤ x′
pmax , x > x
′ ,
i = 1, . . . , N .
Under this policy, the diffusion process in (5.5) is positive recurrent and its invariant







γiπi , k = 1, . . . , N . (5.14)
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Thus, the optimization problem in (5.6) when restricted to stationary, stable
controls is equivalent to
minimize over ν ∈ H(p̄) :
∫
R+×Ũ






c dν . (5.16)
We proceed as follows. It is well known that G and M are convex and that
their extreme points Ge and Me correspond to controls in Use. It is shown in [16,18]
that, under a near-monotone assumption on both the running cost c and h the
infimum in (5.16) is attained in H(p̄). This near-monotone condition amounts to
lim inf
x→∞
c(x) > J∗(p̄) (5.17a)
inf
ũ∈Ũ
h(ũ) > p̄ . (5.17b)
Clearly (5.17b) does not hold, and hence the results in [16, 18] cannot be quoted
to assert existence. So we show directly in Theorem 5.4.3 that (5.15) attains a
minimum in H(p̄), and more specifically that this minimum is attained in Use.
Concerning the extreme points of G, the following lemma is a variation of [18,
Lemma 3.5].
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Lemma 5.4.1. Let A ⊂ R+ be a bounded Borel set of positive Lebesgue measure.
Suppose that v′, v′′ ∈ Us differ a.e. on A and agree on Ac, and that for some v0 ∈ Uss








Then, there exist v̂′, v̂′′ ∈ Uss which differ a.e. on A and agree on Ac, such that
νv0 =
1
2(νv̂′ + νv̂′′) .
In particular νv0 is not an extreme point of G.
Since, every v ∈ Uss \ Use can be decomposed as in (5.18) satisfying the
hypotheses of Lemma 5.4.1, we obtain the following corollary.
Corollary 5.4.2. If νv ∈ Ge then v ∈ Use.
The main result of this section is contained in the following theorem whose
proof can be found in Appendix A.2.
Theorem 5.4.3. Under Assumption 5.4.1, for any p̄ ∈ (0, pmax], there exists v∗ ∈
Use such that νv∗ attains the minimum in (5.15).
5.5 Lagrange multipliers and the HJB equation
In order to study the stationary optimal policies for (5.15), we introduce a param-
eterized family of unconstrained optimization problems that is equivalent to the
problem in (5.6) in the sense that stationary optimal policies for the former are
also optimal for the latter and vice-versa. We show that optimal policies for the
unconstrained problem can be derived from the associated HJB equation. Hence, by
studying the HJB equation we characterize the stationary optimal policies (5.15).
We show that these are of a multi-threshold type and this enables us to reduce the
optimal control problem to that of solving a system of N + 1 algebraic equations.
Furthermore, we show that optimality is achieved over the class of all admissible
policies U, and not only over Us.
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With λ ∈ R+ playing the role of a Lagrange multiplier, we define
L(x, u, p̄, λ) := c(x) + λ
(
h(u) − p̄)








x(t), v(t), p̄, λ
)
dt
J̃∗(p̄, λ) := inf
v∈Uss
J̃(v, p̄, λ) .
(5.19)
The choice of the optimization problem in (5.19) is motivated by the fact that
J∗(p̄), defined in (5.16) is a convex, decreasing function of p̄. This is rather simple
to establish. Let p̄′, p̄′′ ∈ (0, pmax] and denote by ν ′, ν ′′ the corresponding ergodic
occupation measures that achieve the minimum in (5.15). Then, if δ ∈ [0, 1], ν0 :=
δν ′ + (1− δ)ν ′′ satisfies
∫
h dν0 = δp̄
′ + (1− δ)p̄′′, and since ν0 is suboptimal for the
optimization problem in (5.15) with power constraint δp̄′ + (1 − δ)p̄′′, we have
J∗(δp̄′ + (1 − δ)p̄′′) ≤
∫
c dν0 = δJ
∗(p̄′) + (1 − δ)J∗(p̄′′) .






, with p̄0 ∈ (0, pmax] takes the form
{
(p̄, J) : J + λp̄0(p̄ − p̄0) = J∗(p̄0)
}
,
for some λp̄0 ∈ R+ (see Figure 5.3).
Standard Lagrange multiplier theory yields the following (see [67, pg. 217,
Thm. 1]):
Theorem 5.5.1. Let p̄0 ∈ (0, pmax]. There exists λp̄0 ∈ R+, such that the mini-




L(x, ũ, p̄0, λp̄0) ν(dx, dũ) (5.20)
over ν ∈ G, both attain the same minimum value J∗(p̄0) = J̃∗(p̄0, λp̄0), at some
ν0 ∈ H(p̄0). In particular,
∫
R+×Ũ











J +λp̄0(p̄ −p̄0) =J∗(p̄0)
(p̄0 , J
∗(p̄0))
J∗ +λp̄0p̄0 p̄ −J∗(p̄)
p
max0
optimal                 curve is convex
c∞




Characterizing the optimal policy via the HJB equation associated with the
unconstrained problem in (5.20), is made possible by first showing that under As-
sumption 5.4.1 the cost L(x, u, p̄, λ) is near-monotone (see (5.22) below), and then






Indeed, for p̄ ∈ (0, pmax], suppose v ∈ Uss such that νv ∈ H(p̄). Letting γmax :=







































































and (5.21) follows. We need the following lemma, whose proof is contained in
Appendix A.2.
Lemma 5.5.2. Let Assumption 5.4.1 hold and suppose c is bounded. Then for any










We are now ready to establish the near-monotone property of L. First, we
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introduce some new notation. For p̄ ∈ (0, pmax], let
Λ(p̄) :=
{















ν(dx, dũ) = J∗(p̄) + λp̄ ,
for all λ ∈ Λ(p̄). Also, it is rather straightforward to show that Λ = [0, λ̄) for some
λ̄ ∈ R+ ∪ {∞}.





L(x, ũ, p̄, λ) > J̃∗(p̄, λ) . (5.22)
Proof. If c is asymptotically unbounded, (5.22) always follows. Otherwise, fix p̄ ∈





≥ J∗(p̄′) + λ p̄′2 .
Thus, using Lemma 5.5.2, we obtain
J∗(p̄′) + λp̄′ < c∞ . (5.23)





L(x, ũ, p̄, λ) + λp̄ = lim inf
x→∞
c(x)
> J∗(p̄′) + λp̄′
= J̃∗(p̄, λ) + λp̄ ,
and the proof is complete.
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5.5.1 The structure of the optimal policy
Using the theory in [15, Chapter IV.3], we can characterize optimality via the HJB
equation. This is summarized as follows:
Theorem 5.5.4. Let Assumption 5.4.1 hold. Fix p̄ ∈ (0, pmax] and λp̄ ∈ Λ(p̄). Then





LũV (x) + L(x, ũ, p̄, λp̄)
]
= β , (5.24a)
subject to the boundary condition
dV
dx
(0) = 0 , (5.24b)
and also satisfying
(a) V (0) = 0
(b) infx∈R+ V (x) > −∞
(c) β ≤ J̃∗(p̄, λp̄).
Moreover, if v∗ is a measurable selector of the minimizer in (5.24a), then v∗ ∈
Use ⊂ Uss, and v∗ is an optimal policy for (5.20), or equivalently, for (5.15). Also,
β = J̃∗(p̄, λp̄) = J∗(p̄) (the second equality follows by Theorem 5.5.1).
Following [15, Chapter IV.1] we can show that the stationary policy v∗ in
Theorem 5.5.4 is optimal among all admissible controls U, and hence is a minimizer
for (5.6). This is done as follows: For a control v ∈ U define the process {ϕvt , t ≥ 0}
of empirical measures as a P(R+ × Ũ)-valued process satisfying, for all g ∈ Cb(R+ ×
Ũ),























v(s)) ds ≤ p̄ , a.s. (5.25)
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Following the approach in [15, Chapter IV.1], utilizing the near-monotone property
asserted in Lemma 5.5.3 and the characterization of G in (5.12), we first deduce that
any subsequence {tn}, tn → ∞, contains a further subsequence {t′n} along which

















x, ũ, p̄, λp̄
)
ν(dx, dũ)
≥ J̃∗(p̄, λp̄) , a.s. (5.26)









x(s)) ds ≥ J̃∗(p̄, λp̄) = J∗(p̄) , a.s. (5.27)
Optimality of v∗ ∈ Use then follows by (5.25) and (5.27), and we have the following
theorem.
Theorem 5.5.5. Under Assumption 5.4.1, for any p̄ ∈ (0, pmax], there exists v∗ ∈
Use which attains the minimum in (5.6) over all controls in U.
If Λ(p̄) and J∗(p̄) were known, then one could solve (5.24) and derive the





LũV (x) + c(x) + λp̄h(ũ)
]
= β + λp̄ p̄ . (5.28)
By Theorem 5.5.4, J∗(p̄) is the smallest value of β for which there exists a solution
pair (V, β) to (5.24), satisfying (b). This yields the following corollary:




LũV (x) + c(x) + λh(ũ)
]
= ̺ , (5.29a)
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subject to the boundary condition
dV
dx




(V, ̺) solves (5.29) and inf
x∈R+














c(x) + λh(ũ)] νv(dx, dũ) . (5.31)
Furthermore, if p̄ is a point in (0, pmax] such that λ ∈ Λ(p̄), then ̺λ = J∗(p̄) + λp̄,
and if v∗λ is a measurable selector of the minimizer in (5.29a) with ̺ = ̺λ, then v
∗
λ
is a stationary optimal policy for (5.20).






















0 , if γi
dV
dx (x) < λ
pmax , if γi
dV
dx (x) ≥ λ .
(5.32)
Thus, provided dVdx is monotone, the optimal control v
∗
λ is of multi-threshold type,
i.e., for each channel state j there is a queue-threshold x̂j , such that at any time t,
the optimal policy transmits at peak power pmax over channel state j, if the queue
length x(t) > x̂j , and does not transmit otherwise.
Further, from Remark 5.3.2, it follows that if the equilibrium power {P0(j)}
is allocated according to channel-state dependent water-filling with strictly positive
equilibrium power allocations for each channel state, the multi-threshold policy col-
lapses to a single-threshold policy (since γi = γj , for all i, j). In other words, there is
a state-independent queue-threshold x̂, such that at any time t, the optimal policy
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transmits at peak power pmax, if the queue length x(t) > x̂, and does not transmit
otherwise.
The following lemma asserts the monotonicity of dVdx , under the additional
assumption that c is non-decreasing.
Lemma 5.5.7. Suppose c satisfies Assumption 5.4.1, and is non-decreasing on
[0,∞). Then every (V, ̺) ∈ Qλ satisfies
(a) dVdx is non-decreasing;
(b) If c is unbounded, then dVdx is unbounded.
















+ ̺ − c(x) , (5.33)
where the initial condition is given by (5.29b). Since c is non-decreasing, then
by (5.31), ̺ > c(0). Suppose that for some x′ ∈ R+, d
2V
dx2
(x′) = −ε < 0. Let
x′′ = inf
{









must hold x′′ > x′. Suppose x′′ < ∞. Since d2V
dx2
< 0 on [x′, x′′) and ̺ − c(x) is





(x′) < 0. Thus we are led to a
contradiction, and it follows that d
2V
dx2
(x) ≤ −ε < 0, for all x ∈ [x′,∞), implying






(x) → ∞, as x → ∞, provided c is not bounded.
The proof of Lemma 5.5.7 shows that if (V, ̺) solves (5.29), then V is bounded
below, if and only if d
2V
dx2
(x) ≥ 0, for all x ∈ R+. Thus Qλ defined in (5.30a), has an
alternate characterization given in the following corollary.
Corollary 5.5.8. Suppose c satisfies Assumption 5.4.1, and is non-decreasing on
[0,∞). Then, for all λ ∈ Λ,
Qλ =
{
(V, ̺) solves (5.29) and d
2V
dx2
≥ 0 , on R+
}
.
Comparing (5.29) and (5.28), a classical application of Lagrange duality (see
[67, pg. 224, Thm. 1]) yields the following:
82
Lemma 5.5.9. If c satisfies Assumption 5.4.1, and is non-decreasing on [0,∞),
then, for any p̄ ∈ (0, pmax] and λp̄ ∈ Λ(p̄), we have:





= J∗(p̄) . (5.34)
Moreover, if λ0 attains the maximum in λ 7→ ̺λ −λp̄ then ̺λ0 = J∗(p̄)+λ0p̄, which
implies that λ0 ∈ Λ(p̄).
Remark 5.5.2. Lemma 5.5.9 furnishes a method for solving (5.15). This can be
done as follows: With λ viewed as a parameter, we first solve for ̺λ which is defined
in (5.30b). Then, given p̄, we obtain the corresponding value of the Lagrange mul-
tiplier via the maximization in (5.34). The optimal control can then be evaluated
using (5.32), with λ = λp̄. Section 5.6.1 contains an example demonstrating this
method.
5.6 Solution of the HJB equation
In this section we present an analytical solution of the HJB equation (5.29). We deal
only with the case where the cost function c is non-decreasing and asymptotically
unbounded. However, the only reason for doing so is in the interest of simplicity
and clarity. If c is bounded the optimal policy may have less than N threshold
points, but other than the need to introduce some extra notation, the solution we
outline below for unbounded c, holds virtually unchanged for the bounded case.
Also, without loss of generality, we assume that γ1 > · · · > γN > 0.
We parameterize the policies in (5.32) by a collection of points {x̂1, . . . , x̂N}
in R+. In other words, if V is the solution (5.33), then x̂i is the least positive number
such that dVdx (x̂i) ≥ γ−1i . Thus, if we define
XN :=
{
x̂ = (x̂1, . . . , x̂N ) ∈ RN+ : x̂1 < · · · < x̂N
}
,





pmax , if x ≥ x̂i
0 , otherwise.
1 ≤ i ≤ N . (5.35)
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To facilitate expressing the solution of (5.33), we need to introduce some new




πi , γ̃i :=
i∑
j=1









γ̃i , i = 1, . . . , N .
For x, z ∈ R+, with z ≤ x, we define the functions




and for i = 1, . . . , N ,








Gi(̺, x, z) := ̺ + λpmaxΓi − αi
∫ x
z
eαi(z−y)c(y) dy − eαi(z−x)c(x) .







F0(̺, x) , 0 ≤ x < x̂1 , (5.36a)















= 0 , (5.37a)
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and for i = 1, . . . , N − 1,















eαi(x−x̂i)Gi(̺, x, x̂i) , x ∈ (x̂i, x̂i+1) .




eαi(z−y)c(y) dy + eαi(z−x)c(x) (5.38)
is non-decreasing. Moreover, using the fact that c is either asymptotically un-
bounded (or strictly monotone increasing, when bounded), an easy calculation yields
Gi(̺, x, z) > lim
x→∞
Gi(̺, x, z) . (5.39)
Suppose x̂ ∈ XN , are the threshold points of a solution (V, ̺) of (5.33). It follows
from (5.39) that limx→∞ GN (̺, x, x̂N ) ≥ 0 is a necessary and sufficient condition for
d2V
dx2
(x) ≥ 0, for all x ∈ (x̂N ,∞). This condition translates to
̺ + λpmaxΓN − αN
∫ ∞
x̂N
eαN (x̂N−y)c(y) dy ≥ 0 . (5.40)
The arguments in the proof of Lemma 5.5.7 actually show that (5.40) is sufficient for
d2V
dx2
to be non-negative on R+. We sharpen this result by showing in Lemma 5.6.1
below that (5.40) implies that d
2V
dx2
is strictly positive on R+.
Lemma 5.6.1. Suppose x̂ ∈ XN satisfies (5.37). If (5.40) holds, then ̺ > c(x̂1)
and Gi(̺, x, x̂i) > 0, for all x ∈ [x̂i, x̂i+1], i = 0, . . . , N − 1 .
Proof. We argue by contradiction. If ̺ ≤ c(x̂1), then G1(̺, x̂i, x̂i) ≤ 0, hence it is
enough to assume that Gi(̺, x, x̂i) ≤ 0, for some x ∈ [x̂i, x̂i+1] and i ∈ {1, . . . , N−1}.
Then, since (5.38) is non-decreasing,
Gi(̺, x̂i+1, x̂i) ≤ 0 . (5.41)
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Therefore, since
Fi(̺, x, x̂i) = Gi(̺, x, x̂i) + e
αi(x̂i−x)c(x) − [̺ + λpmaxΓi]eαi(x̂i−x) , (5.42)
combining (5.37b) and (5.41)–(5.42), we obtain


















− π̃i+1 = Γi+1 ,
(5.43) yields
̺ + λpmaxΓi+1 ≤ c(x̂i+1) . (5.44)
Using the monotonicity of x 7→ Gi+1(̺, x, x̂i+1) together with (5.44), we get
Gi+1(̺, x, x̂i+1) ≤ 0 ,
for all x ∈ [x̂i+1, x̂i+2], and iterating this argument, we conclude that
GN (̺, x, x̂N ) ≤ 0 ,
for all x ∈ (x̂N ,∞), thus contradicting (5.40).
Combining Corollary 5.5.8 with Lemma 5.6.1, yields the following.
Corollary 5.6.2. Suppose (V, ̺) satisfies (5.36)–(5.37), for some x̂ ∈ XN and
λ ∈ Λ. Then (V, ̺) ∈ Qλ, if and only if (5.40) holds.
For λ ∈ Λ, define
Rλ := {̺ ∈ R+ : (V, ̺) ∈ Qλ} .
For each ̺ ∈ Rλ, equations (5.37) define a map ̺ 7→ x̂, which we denote by x̂(̺).
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Lemma 5.6.3. Let λ ∈ Λ and suppose ̺0 ∈ Rλ. With ̺λ as defined in (5.30b),
and denoting the left-hand side of (5.40) by GN (̺,∞, x̂N ), the following hold:









> 0, then ̺0 > ̺λ.






Proof. Part (a) follows easily from (5.33). Denoting by V0 and V
′ the solutions of
(5.33) corresponding to ̺0 and ̺
′, respectively, a standard argument shows that
d2(V ′ − V0)
dx2






(x) , ∀x ∈ R+ . (5.45)
Hence, since by the definition of Qλ, V0 is bounded below, the same holds for V ′,
in turn implying that (V ′, ̺′) ∈ Qλ. By (5.45), x̂(̺′) ≤ x̂(̺0), and since x̂N 7→





Concerning (b), we write (5.37) in the form F̃ (̺, x̂) = 0, with F̃ : RN+1+ →
RN+ . The map F̃ is continuously differentiable and as a result of Lemma 5.6.1




. By the Implicit
Function Theorem, there exists an open neighborhood W (̺0) and a continuous




= 0, for all ̺ ∈ W (̺0). Using the




> 0, for all
̺ ∈ W (̺0). Hence W (̺0) ⊂ Rλ, implying that ̺0 > ̺λ.
Part (c) follows directly from (a) and (b).
Combining Corollary 5.5.6 and Lemma 5.6.1, we obtain the following char-
acterization of the solution to the HJB equation (5.29).
Theorem 5.6.4. Let c be non-decreasing and asymptotically unbounded. Then, the
threshold points (x̂1, . . . , x̂N ) ∈ XN of the stationary optimal policy in (5.35) and
the optimal value ̺λ > 0, are the (unique) solution of the set of N + 1 algebraic






5.6.1 Example: minimizing the mean delay
We specialize the optimization problem to the case c(x) = x, which corresponds to
minimizing the mean delay.












, x ≤ x̂ ,
with
x̂ = ̺ −
√
̺2 − λσ2γ . (5.46)





































It follows from (5.47) that








































































, x̂1 ≤ x < x̂2 , (5.51b)



























Since dVdx (x̂1) =
λ
γ1
, we obtain by (5.51a),
x̂1 = ̺ −
√




(x) ≥ 0, for all x > x̂2, if and only if







Also, since dVdx (x̂2) =
λ
γ2
, we obtain from (5.51b),
(
















We apply Theorem 5.6.4 to compute the optimal policy. Define x̂1(̺) by (5.52) and
x̂2(̺) := x̂1(̺) +
√







Then ̺λ is the solution of
(√











In Figure 5.4 we plot the optimal threshold points for a two state channel
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(N = 2) as a function of p̄. The parameters are selected as π = (0.5, 0.5), γ = (2, 1),
σ = 1 and pmax = 1.





















Figure 5.4: Optimal threshold points as a function of p̄.
5.7 Numerical results
We have considered the optimal power allocation problem in a time-varying channel
under the heavy-traffic approximation. In the heavy-traffic region, the queueing
process is modeled as a controlled diffusion process. The policy which minimizes
the delay subject to a long-term average power constraint is multi-threshold and can
be computed by the procedure outlined in Theorem 5.6.4. In this section, we com-
pare the performance of the optimal policy under the heavy-traffic approximation
with the optimal policy for the original non-scaled system. The latter is computed
numerically in [11].
In [11], under the Poisson assumption on the arrival process, the power al-
location problem is formulated as a discrete-time Markov decision process (MDP)
with the state variable (X, g), where X is the buffer state, g is the channel state,
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and the action P (X, g) is the transmitting power. With A(t) denoting the arrival
process, the queueing process is described by
X(t) = min
{
max {X(t − 1) + A(t) − D(t), 0}, L
}
,
where L is the buffer size, and the departure process D(t) is controlled by the power
allocation P (X, g).
In our simulations, we consider the power allocation in a two-state Markov
channel with stationary distribution π = [0.8, 0.2] and corresponding channel gains
g = [0.9, 0.3]. The arrival process is a Poisson process with expectation λa = 5,






Importantly, we comment here that the threshold based policy does not nec-
essarily need a Poisson assumption for the proof of asymptotic optimality. For any
sequence of arrival processes which converges to a Wiener process in the heavy-
traffic limit, the threshold-based policy is asymptotically optimal. However, we do
not know what the optimal policy is in the non-asymptotic regime with general
arrivals. Thus, in our simulations, we compare the threshold-based policy with the
optimal policy (obtained in [11]) with Poisson arrivals.
The numerical computation of the optimal policy of MDP in [11] is facilitated
by standard methods, such as policy iteration and value iteration [81]. The optimal
policies under different power constraints, are simulated to yield different average
queue length drawn as the solid line in Figure 5.5. Note that the optimal policy under
the heavy-traffic approximation is a single-threshold one. The optimal threshold as
a function of the average power constraint can be obtained by (5.50). By using the
threshold policies corresponding to different power constraints, a simulated power -
queue length curve is plotted in Figure 5.5 with cross marks. The dotted line at the
bottom in Figure 5.5 is the minimum power (Pmin = 7.7) required for the arrival rate
to match the service rate (see (5.2)). By the affine relation between mean delay and
mean queue length through Little’s law with the constant of proportionality being
the arrival rate, Figure 5.5 can be interpreted as a delay-power tradeoff curve. As
can be seen in Figure 5.5, the two power-delay trade-off curves are very close, and
they get even closer as the average queue length approaches +∞, or equivalently,
as the average power approaches Pmin, i.e., the heavy-traffic regime.
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Figure 5.5: Power-delay trade-off curve comparison.
In terms of computational effort, in order to obtain the optimal policy of the
discrete-time Markov decision process in [11] by value iteration or policy iteration,
the complexity grows in proportion to the buffer size L, the number of channel
states, the number of power levels, and the iteration steps needed, whereas the
algorithm in Theorem 5.6.4 has complexity proportional to the number of channel
states. With limited performance degradation, the multi-threshold policy has much
simpler structure and lower computational complexity than the optimal control, and
this makes it very promising for practical deployment.
Finally, the approach we have taken in this chapter for the resource alloca-
tion in a time-varying environment under heavy traffic approximation can be best
summarized by Figure 5.6. For a general problem of minimizing average queueing
cost under resource constraints, one can decouple it into two sub-problems: one
is “basic allocation”, basically a resource planning problem that minimizes the re-
source consumption subject to the service rates are no less than the arrival rates;
another one is “extra allocation”, which can be formulated as an optimal control
problem of reflected diffusions under heavy traffic approximation. This essentially
comes from a time-scale decomposition and yields an approximation for the true
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optimal solution.









The interference channel (IFC) is a basic building block of most wireless networks,
and is thus considered a fundamentally important channel from both theoretical
and practical perspectives. However, the capacity region of this channel remains an
open problem, with only some special cases being solved to date. Our goal is to
investigate the capacity of a class of IFCs where one transmitter has full knowledge
of the other transmitter’s message in both the discrete memoryless and Gaussian
cases. We term this class of channels “interference channels with degraded message
sets”.
IFCs with degraded message sets arise in many fairly important scenarios in
wireless networks. The first is the cognitive radio channel introduced in [30] 1. In this
model, a cognitive transmitter gains full knowledge of another “dumb” transmitter’s
message. Each transmitter has a separate receiver associated with it. In this setting,
1Concurrent work in [52] also analyzes this channel.
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(a) Data collection through IFC
(b) Cascaded with degraded broadcast channel
Figure 6.1: Two applications of IFCs with degraded message sets
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the cognitive transmitter-receiver pair exploit the cognitive transmitter’s knowledge
of both messages to improve overall system performance. The second motivation for
this problem lies in sensor networks as illustrated in Figure 6.1(a). In this setting,
Sensor A has better sensing capability than Sensor B and thus can detect both
events, while Sensor B can only detect one of them. In this setting, we assume that
each sensor is aware of the capabilities of the other sensor and that the collected
data needs to be sent to different receivers. Another motivation for this problem
arises from the sensor network shown in Figure 6.1(b), in which the nodes B and C
are constrained to fully decode the messages received from A. If the channel from
A to B and C is a degraded broadcast channel, then the resulting channel from B
and C to the receivers resembles an IFC with degraded message sets.
A central aspect of this channel is that the degraded structure of the mes-
sages allows the two transmitters to cooperate. Cooperation among transmitters to
improve achievable rates has received considerable attention [49,51,76], particularly
in an IFC setting [68] [69]. Our goal is twofold: first, to develop a cooperative encod-
ing scheme that, for a class of discrete memoryless channels, achieves the capacity
of the channel; second, to characterize the capacity region of a class of Gaussian
IFC with degraded message sets with weak interference.
We begin by discussing the discrete memoryless case, where we find inner
and outer bounds on the capacity of a class of IFCs with degraded message sets.
Further, we determine conditions under which these two bounds meet. Next, we
proceed to analyze the Gaussian IFC with degraded message sets. For a class of
these channels where the inherent interference structure is “weak”, we determine
the capacity region.
The rest of the chapter is organized as follows. In Section 6.2, basic nota-
tions and definitions are introduced. The main results are presented in Section 6.3,
including the capacity region of a class of discrete memoryless IFCs and Gaussian
weak IFCs with degraded message sets. Numerical results of the Gaussian case are
shown in Section 6.4.
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6.2 Notations and Preliminaries
6.2.1 Channel Model and Definitions
We adopt the following notational conventions. Random variables (RVs) are de-
noted by capital letters, and their realizations by the respective lower case letters.
Xnm denotes the random vector (Xm, . . . , Xn), and X
n denotes the random vector
(X1, . . . , Xn). We use the notation
X ⇒ Y ⇒ Z
to denote that X and Z are conditionally independent given Y .
Figure 6.2: The model of an IFC with degraded message sets
A two-user IFC (X1,X2,Y1,Y2, p) is a channel with two input alphabets X1,
X2, output alphabets Y1, Y2, and transition probability p(y1, y2 | x1, x2). It is
assumed that the channel is memoryless, namely
p(yn1 , y
n
2 | xn1 , xn2 ) =
n∏
i=1
p(y1,i, y2,i | x1,i, x2,i) .
Transmitter t sends a message Wt having Mt bits, to Receiver t, in n channel
usages at rate Rt = Mt/n bits per usage. A (R1, R2, n, Pe,1, Pe,2) code is defined
as any code achieving the rate pair (R1, R2) with block size n and decoding error
probability P
(n)
e,t , t = 1, 2. The capacity region CIFC is the closure of the set of
rate pairs (R1, R2), for which the receivers can decode their messages with error
probability P
(n)
e,t → 0 for t = 1, 2, as the block size n → ∞.
In the classic IFC framework described above, each transmitter has its own
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message set Mt = {Wt}, where Wt ∈ {1, 2, . . . , 2nRt} denotes the private message
to Receiver t. For an IFC with common information, a model proposed recently
by Maric, Yates and Kramer in [68], each transmitter has not only its own private
message Wt, but also the common message W0 shared by all the transmitters. Thus
the message set for Transmitter t is Mt = {W0, Wt}.
In our work, we consider IFCs with degraded message sets (IFC-DMS). For
a two-user IFC-DMS, the message set of one transmitter is a strict subset of the
other. For example, Figure 6.2 corresponds to the message sets,
{W2} = M2 ⊂ M1 = {W1, W2} , (6.1)
for which the capacity region is denoted as CT1IFC to indicate that Transmitter 1
knows both messages. Note that Receiver t desires to decode Message Wt alone.
Also note that Mt is the set of messages available to Transmitter t, which is in
general a superset of Wt. Similarly, CT2IFC denotes the capacity region of an IFC with
Transmitter 2 knowing both messages, namely
{W1} = M1 ⊂ M2 = {W1, W2} .
In recent works in the literature (e.g., [69]), an IFC-DMS has also been
referred to as an IFC with unidirectional cooperation—one transmitter knows the
other’s message and thus can enhance the achievable rate region.
The definition of degradedness of message sets can be further generalized to
a K-user IFC: there are K messages Wt, t = 1, . . . , K, and Wt is to be decoded
by receiver t while Transmitter t has a set of messages Mt. The message sets are
degraded if there exists a permutation {σk, k = 1, . . . , K} of {1, 2, . . . , K}, such that
Mσ1 ⊂ · · · ⊂ MσK .
In general, the capacity region of an IFC is an open problem and is only
known for certain classes of IFCs, which include the so-called strong interference
channels that satisfy
I(X1; Y1 | X2) ≤ I(X1; Y2 | X2)
I(X2; Y2 | X1) ≤ I(X2; Y1 | X1) ,
(6.2)
98
for all product distributions on the inputs X1 and X2. The capacity region in this
case coincides with the capacity region of a compound IFC which is the union of
two compound multiple access channels (MACs), as discovered by Ahlswede [1].
Maric, Yates and Kramer find the capacity region of strong IFCs with common
information [68], and with degraded message sets [69]. An achievable region for
IFCs with degraded message sets in a more general setting can be found in [30].
6.2.2 Gaussian IFCs
One of our main interests is the Gaussian IFC, in which the alphabets of inputs and
outputs are real numbers and the outputs are linear combinations of input signals
and white Gaussian noise. A Gaussian IFC is defined by
Y1 = X1 + aX2 + Z1
Y2 = bX1 + X2 + Z2 ,
(6.3)
where a, b are real numbers, and Z1, Z2 are independent, zero-mean, unit-variance








E[X2tn] ≤ Pt , t = 1, 2 .
The capacity region of the standard Gaussian IFC has been characterized in
the following cases: (i) when a = b = 0 (trivial); (ii) either a = 0, b ≥ 1 or a ≥ 1,
b = 0; and (iii) if a2 ≥ 1 and b2 ≥ 1, in which case the strong interference conditions
in (6.2) are satisfied. The capacity of an IFC with strong interference is the set of
(R1, R2) satisfying (see [43,89])
0 ≤ R1 ≤
1
2
log(1 + P1) (6.4a)
0 ≤ R2 ≤
1
2
log(1 + P2) (6.4b)




2P2 + 1) (6.4c)
0 ≤ R1 + R2 ≤
1
2
log(b2P1 + P2 + 1) . (6.4d)
Note on terminology: when either 0 ≤ a2 ≤ 1 or 0 ≤ b2 ≤ 1 is satisfied,
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we say that the Gaussian IFC satisfies the weak interference condition. Achievable
rate regions [24,43,87] and outer bounds [22,24,56,88] are known for this scenario,
but a characterization of the region is yet to be obtained. A recent outer bound by
Kramer in [56] is given by (R1, R2) satisfying (6.4a)–(6.4b), and





(P2 + 1)(P1 + a
2P2 + 1)
min(a2, 1)P2 + 1
]





(P1 + 1)(P2 + b
2P1 + 1)




Let the capacity region of a Gaussian IFC-DMS (i.e., Figure 6.3) be denoted
by CT1GIFC. In this chapter, we characterize the capacity region for the class of
Gaussian weak interference channels, CT1GIFC, with |b| ≤ 1 for any real valued a.
Figure 6.3: The Gaussian interference channel with degraded message sets.
6.2.3 Some intuitions on Gaussian IFC-DMS
Here we provide an intuitive view on the outer bound of Gaussian IFC-DMS, and
set up the connection with its counterpart of Gaussian broadcast channel.
A straightforward outer bound CT1GIFC for a Gaussian IFC-DMS is the capacity
region of the Gaussian broadcast channel resulting from allowing full transmitter-
side cooperation. One can derive an even tighter outer bound by using the following
arguments:
i. Removing the interference link from Encoder 2 to Receiver 1 in Figure 6.3 does
not enhance the overall capacity region, because Encoder 2 does not have any
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knowledge of message W1, and thus no cooperation can be induced to improve
the transmission rate R1;
ii. Allowing full cooperation between the two encoders provides us with a new
broadcast channel as shown in Figure 6.4, which has two transmit antennas
and one receive antenna at each receiver and an individual power constraint
at each antenna.
Using the existing literature on the capacity region of a Gaussian multi-
antenna (MIMO) BC channel [104], dirty-paper coding (DPC) [25] optimizes this
outer bound [101] [102]. If, in the dirty-paper coding strategy, W1 is encoded first
and W2 second, the rates achieved are given by:
R12DPC =
{
















(1 − α)P1P2 + P2
1 + b2αP1
)
, for 0 ≤ α ≤ 1
}
. (6.6)
The DPC achievable region for the encoding sequence W2, W1 is
R21DPC =
{




( 1 + P1











(1 − α)P1P2 + P2
)
, for 0 ≤ α ≤ 1
}
. (6.7)
It is not hard to verify that the capacity region of the Gaussian IFC-DMS in
Figure 6.3 satisfies
CT1GIFC ⊂ R12DPC ∪R21DPC = R21DPC .
We show later that the capacity region CT1GIFC under weak interference is
indeed equal to R12DPC, and thus, even though the outer bound above is in general
loose, it captures the intuition behind the optimal coding strategy for this channel.
6.3 Main results
In this section, we first obtain inner and outer bounds for the discrete-memoryless
IFC-DMS, and then determine the capacity region of the Gaussian IFC-DMS with
weak interference.
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Figure 6.4: The Gaussian MIMO BC
6.3.1 Achievable regions and outer bounds for discrete-memoryless
IFC-DMS
In this subsection, we provide achievable regions and outer bounds for general dis-
crete memoryless IFC-DMS and then specialize to a class of IFC-DMS, whose ca-
pacity region is established.
We first present an achievable region for general discrete memoryless IFC-
DMS.
Definition 6.3.1. Define Rin to be the convex hull of all rate pairs (R1, R2) satis-
fying
R1 ≤ I(V ; Y1) − I(V ; U, X2)
R2 ≤ I(U, X2; Y2) ,
over all probability distributions p(x1, x2, u, v, y1, y2) that factor as
p(u, x2)p(v | u, x2)p(x1 | v, u, x2)p(y1, y2 | x1, x2) .
The following proposition gives the achievable region of IFC with Transmit-
ter 1 knowing both messages as in Figure 6.2 using the Gel’fand-Pinsker coding
102
scheme [40].
Proposition 6.3.1. The capacity region of the discrete memoryless IFC-DMS in
(6.1) satisfies
Rin ⊂ CT1IFC .
The proof of Proposition 6.3.1 follows that of the Gel’fand-Pinsker coding
scheme in [40], thus it is omitted. Note that (U, X2) are considered as the random
parameters for the channel between X1 and Y1.
An outer bound is stated next.
Definition 6.3.2. Define Ro to be the union of all rate pairs (R1, R2) satisfying
R1 ≤ I(X1; Y1 | X2)
R2 ≤ I(U, X2; Y2)
R1 + R2 ≤ I(X1; Y1 | U, X2) + I(U, X2; Y2) ,
(6.8)
over all probability distributions p(x1, x2, u, y1, y2) that factor as
p(u, x2)p(x1 | u, x2)p(y1, y2 | x1, x2) . (6.9)





Proof. Theorem 6.3.2 can be proved by adapting the Körner-Marton’s BC outer




e,2 ) code with decoding error P
(n)
e,i → 0, as
n → ∞, we define the auxiliary random variable U by









Applying Fano’s inequality [26], for each message Wt, t = 1, 2, we have
H(Wt | Y nt ) ≤ nRtP (n)e,t + H(P
(n)






t → 0, as P
(n)
e,t → 0. Moreover, because Transmitter 2 has no information
about the message W1, X
n
2 is independent of W1, and the following relation holds
H(W1 | W2, Xn2 ) = H(W1) . (6.12)
To prove the converse, we need the following lemma:
Lemma 6.3.3 ( [27]). For any random variable T , the following equality holds,
n∑
i=1
I(Y n2,i+1; Y1,i | Y i−11 , T ) =
n∑
i=1
I(Y i−11 ; Y2,i | Y n2,i+1, T ) .
















= (UT , T ) .
First we prove the outer bounds for R1 and R2 in (6.8). We have



















I(X1,i; Y1,i | X2,i) + nε(n)1
= nI(X1,T ; Y1,T | X2,T , T ) + nε(n)1
≤ nI(X1; Y1 | X2) + nε(n)1 ,
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and
















I(Ui, X2,i; Y2,i) + nε
(n)
2
= nI(UT , X2,T ; Y2,T | T ) + nε(n)2
≤ nI(UT , T, X2,T ; Y2,T ) + nε(n)2
= nI(Ũ , X2; Y2) + nε
(n)
2 ,
where (6.13) and (6.14) are from Fano’s inequality in (6.11).
Next, we prove the outer bound for the sum rate R1 + R2 in (6.8). We have







I(W1; Y1,i | W2, Xn2 , Y i−11 )













2,i+1; Y1,i | W2, Xn2 , Y i−11 )





2 ; Y2,i) − I(Xn2 ; Y2,i | W2, Y n2,i+1)







Note (6.15a) is due to Fano’s inequality in (6.11) and the conditional entropy relation
in (6.12); the first two terms in (6.15c) are from the first term in (6.15b) and the
third, fourth and fifth terms are from the second term in (6.15b). Since mutual
information is nonnegative, by dropping the second, fourth and fifth terms in (6.15c),
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we obtain






















I(W1; Y1,i | W2, Y i−11 , Y n2,i+1, Xn2 )





































= nI(X1,T ; Y1,T | UT , X2,T , T ) + nε(n)1
+ nI(UT , X2,T ; Y2,T | T ) + nε(n)2
≤ nI(X1; Y1 | Ũ , X2) + nε(n)1 + nI(Ũ , X2; Y2) + nε
(n)
2
In this calculation, the second and fourth terms in (6.15d) are equal from Lemma 6.3.3;
(6.15e) is obtained by using the auxiliary random variable Ui defined in (6.10); and
(6.15f) is true because (W1, Ui) ⇒ (X1,i, X2,i) ⇒ (Y1,i, Y2,i), for all 1 ≤ i ≤ n. As the
auxiliary random variable Ũ includes the time-sharing random variable T and is an
element in the set of auxiliary random variables defined for Ro , it is straightforward
to show Ro is convex.
Both Proposition 6.3.1 and Theorem 6.3.2 hold for the general IFCs. How-
ever, as seen, the achievable region obtained in Proposition 6.3.1 does not, in general,
meet the outer bound in Theorem 6.3.2.
Next we investigate the scenarios under which the capacity region of IFC-
DMS can be obtained under additional assumptions.
Definition 6.3.3. Define the rate region R∗ to be the union of all rate pairs (R1, R2)
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satisfying
R1 ≤ I(X1; Y1 | U, X2)
R2 ≤ I(U, X2; Y2) ,
(6.16)
over all probability distributions p(x1, x2, u, y1, y2) that factor as
p(u, x2)p(x1 | u, x2)p(y1, y2 | x1, x2) .
It is not difficult to see that R∗ is a subset of Ro, namely, R∗ ⊂ Ro. As shown
in Figure 6.5, for a fixed auxiliary random variable U , since I(X1; Y1 | U, X2) ≤
I(X1; Y1 | X2), the rate region defined by (6.8) in Ro corresponds to the area
OABCD in Figure 6.5 while the rate region defined by (6.16) in R∗ corresponds
to the shaded rectangle OABE in Figure 6.5.
Under the following assumption on the channel, we can show that Ro = R∗.
Assumption 6.3.1.
I(U ; Y2 | X2) ≤ I(U ; Y1 | X2) (6.17)
is satisfied for all auxiliary random variables U , such that the probability distribution
p(x1, x2, u, y1, y2) can factor as p(u, x2)p(x1 | u, x2)p(y1, y2 | x1, x2).
Proposition 6.3.4. Under Assumption 6.3.1,
Ro = R∗ ,





Proof. Because the auxiliary random variable U is over a similar set of probability
distributions, it is enough to compare rate regions defined by inequalities in (6.8)
and (6.16) given a probability distribution p(x1, x2, u, y1, y2) factored as (6.9). As




















































Figure 6.5: Comparison between rate regions Ro and R∗ for a fixed probability
distribution p(x1, x2, u, y1, y2) factored as (6.9).
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corresponds to the area OABCD and the rate region defined by (6.16) corresponds
to the area OABE. Thus clearly R∗ ⊂ Ro.
To show Ro ⊂ R∗, it is enough to show that, for the given p(x1, x2, u, y1, y2),
the point C is in R∗ due to the convexity of R∗. Under Assumption 6.3.1, the
R2-coordinate of the point C, R2,C , satisfies
R2,C = I(U, X2; Y2) + I(X1; Y1 | U, X2) − I(X1; Y1 | X2)
= I(U, X2; Y2) + H(Y1 | U, X2) − H(Y1 | X2)
= I(X2; Y2) + I(U ; Y2 | X2) − I(U ; Y1 | X2)
≤ I(X2; Y2) .
Let U be a constant, and denote the corresponding point in (6.16) as K, then we
have
(R1,K , R2,K) =
(
I(X1; Y1 | X2), I(X2; Y2)
)
∈ R∗ .
Since R2,C ≤ R2,K , C is in the area OABKD, thus C ∈ R∗. Therefore Ro ⊂ R∗.
Next we show R∗ is also achievable under a further assumption on the channel
together with Assumption 6.3.1, thus the capacity region is established.
Assumption 6.3.2. For an IFC,
I(X2; Y2) ≤ I(X2; Y1) (6.18)
is satisfied over all input distributions to the channel p(x1, x2).
Theorem 6.3.5. The capacity region of discrete memoryless IFC-DMS satisfying




Proof. First note that combining (6.17) and (6.18), it is easy to see the IFC-DMS
must satisfy
I(U, X2; Y2) ≤ I(U, X2; Y1) , (6.19)
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for all probability distributions p(x1, x2, u, y1, y2) that factor as
p(u, x2)p(x1 | u, x2)p(y1, y2 | x1, x2) .
Under (6.19), we have the following coding scheme based on superposition
coding [26]:
Code Generation: Fix p(u, x2), and generate 2
nR2 independent codewords of length n
at random according to the distribution
∏n
i=1 p(ui, x2,i), for message w2 ∈ {1, . . . , 2nR2}.
For each codeword (Un(w2), X
n
2 (w2)), generate 2
nR1 independent codewords Xn1 (w1, w2)
according to
∏n
i=1 p(x1,i | ui(w2), x2,i(w2)), with w1 ∈ {1, . . . , 2nR1}.
Encoding: Encoder 2 transmits Xn2 (W2). Since Encoder 1 knows both messages, it
sends Xn1 (W1, W2).
Decoding: Receiver 2 determines the unique
ˆ̂










is jointly typical. If there are none such or more than one such, an error is declared.
Receiver 1 determines the unique (Ŵ1, Ŵ2) such that






is jointly typical. Again, if there are none such or more than one such, an error is
declared.
It is easy to see that the probability of error at Receiver 2 tends to zero, as
n → ∞, if R2 ≤ I(U, X2; Y2), and Receiver 1 can decode W2 successfully, as n → ∞,
provided R2 ≤ I(U, X2; Y1). Under (6.19),
R2 ≤ I(U, X2; Y2) ≤ I(U, X2; Y1) .
Thus, Receiver 1 can decode W2 as long as Receiver 2 can do so. With the error
probability of W2 tending to zero, as n → ∞, the error probability of W1 at Re-
ceiver 1 goes to zero, provided R1 ≤ I(X1; Y1 | U, X2). The above analysis shows
that both receivers can decode with the total probability of error tending to zero, if
(6.16) is satisfied. Hence there exists a sequence of good codes with error probability
tending to 0.
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6.3.2 Gaussian IFC-DMS with weak interference
Next we investigate Gaussian IFC-DMS with weak interference when |b| ≤ 1.
Note for a general IFC that the two receivers cannot cooperate, the capacity
region is the same as the one with the same marginal output p(y1 | x1, x2), p(y2 |
x1, x2). The same result holds for Gaussian IFC-DMS as stated by the following
lemma.
Lemma 6.3.6. The capacity region of a Gaussian IFC-DMS given by (6.3) when






1 + X2 + Z̃ ,
(6.20)
where
Y ′1 = X1 + Z1 ,
and Z̃ is Gaussian distributed with variance 1−b2 and independent of Z1, i.e., given
X2,
X1 ⇒ Ỹ1 ⇒ Ỹ2 . (6.21)
Proof. This follows directly from the arguments in [26] (10, Pg. 454) or [88].
Before determining its capacity region of Gaussian IFC-DMS, we first present
an outer bound tailored for Gaussian IFC-DMS with weak interference.
Lemma 6.3.7. The capacity region of weak interference Gaussian IFC-DMS with




Proof. According to the result in Lemma 6.3.6, when |b| ≤ 1, the capacity region
of any Gaussian IFC-DMS is equal to that of a Gaussian IFC-DMS satisfying that,
given X2
X1 ⇒ Y1 ⇒ Y2 . (6.22)
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Thus it is enough to prove the outer bound for the Gaussian IFC-DMS satisfying
(6.22).
Afterward, the key is to identify the auxiliary random variable. Define the
time-sharing random variable T , where T = i ∈ {1, . . . , n} with probability 1/n,
and X1
△
= X1,T , X2
△
= X2,T , Y1
△
= Y1,T , Y2
△
= Y2,T , Ũ
△
= (UT , T ).




e,2 ) code with decoding error P
(n)
e,i → 0, as n → ∞,
we have
nR1 = H(W1)
≤ I(W1; Y n1 ) + nε(n)1 (6.23a)




I(W1; Y1,i | W2, Y i−11 , Xn2 ) + nε
(n)
1 , (6.23c)
where (6.23a) is due to Fano’s inequality (6.11); (6.23b) follows from (6.12); (6.23c)
is due to the chain rule for mutual information.
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h(Y1,i | Ui, X2,i, Xn2,i+1)









h(Y1,i | Ui, X2,i)









h(Y1,i | Ui, X2,i)














= nI(X1,T ; Y1,T | UT , X2,T , T ) + nε(n)1
= nI(X1; Y1 | Ũ , X2) + nε(n)1
where (6.23d) follows from the fact that entropy decreases by adding conditionals,
and (6.23e) holds since W1 ⇒ (X1,i, X2,i) ⇒ Y1,i.
The bound of R2 in (6.16) can be derived as follows:
nR2 = H(W2)
















= nI(Y2,T ; UT , X2,T | T ) + nε(n)2
≤ nI(Y2; Ũ , X2) + nε(n)2 ,
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where (6.24a) follows from Fano’s inequality in (6.11). Due to (6.22), given X2,
Y2,i ⇒ Y i−11 ⇒ Y i−12








1 | W2, Xi2) ≥ I(Y2,i; Y i−12 | W2, Xi2) .
Thus the conditional entropy in (6.24b) satisfies
h(Y2,i | Y i−12 , W2, Xi2) ≥ h(Y2,i | Y i−11 , W2, Xi2)
= h(Y2,i | Ui, X2,i) (6.25)
Combining (6.24b) and (6.25), we obtain the result in Lemma 6.3.7. Moreover,
since the time-sharing random variable is included in Ũ , it is straightforward to
show the outer bound is a convex set applying the same arguments in the proof for
Theorem 6.3.2.
Theorem 6.3.8. The capacity region CT1
GIFC
of the Gaussian IFC-DMS with Trans-
mitter 1 knowing both messages, when |b| ≤ 1, is the set of all rate pairs (R1, R2)


























In (6.27), h is the vector [b 1], and Σ is a 2 × 2 covariance with diagonal elements
equaling (1 − α)P1 and P2 respectively.
Proof. Achievability: The proof of achievability of this rate utilizes the dirty-paper
coding strategy. First, we generate a codebook of 2nR2 codewords according to
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N (0, Σ), where Σ is the covariance between Transmitters 1 and 2. Transmitter 1
devotes a fraction (1 − α) of its power P1 to the transmission of W2, while Trans-








The effective interference seen by Receiver 1 is a combination of the signals
communicated from both Transmitters 1 and 2. Since Transmitter 1 knows the
exact realization of the message w2 ∈ W2, it has non-causal side information on the




log (1 + αP1) , (6.29)
by using a Gaussian codebook with codewords that are correlated with the inter-
ference. At Receiver 2, this Gaussian codebook for W1 is perceived as additive











Maximizing R2 over |γ|2 ≤ (1 − α)P1P2 (i.e., keeping Σ positive definite), we find
that R2 attains its maximum when γ =
√
(1 − α)P1P2. and (6.27) can be achieved.
Converse: Since for Gaussian IFC-DMS with |b| ≤ 1, both Lemma 6.3.6 and
Lemma 6.3.7 hold. Thus it remains to prove the optimality of Gaussian input
for the Gaussian IFC-DMS redefined as
Y1 = X1 + aX2 + Z1
Y2 = b(X1 + Z1) + X2 + Z
′ ,
(6.31)
where Z ′ is a Gaussian distributed random variable with variance 1 − b2 and inde-
pendent of Z1. For this, we need following lemmas:
Lemma 6.3.9 (Lemma 1 in [99]). Let X1, X2, . . . , Xk be an arbitrary set of zero-
mean random variables with covariance matrix K. Let S by any subset of {1, 2, . . . , k}
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and S̄ be its complement. Then




2 , . . . , X
∗
k) ∼ N(0, K) .
First we note that
h(Y1 | U, X2) ≥ h(Y1 | U, X1, X2)





and on the other hand,
h(Y1 | U, X2) = h(X1 + aX2 + Z1 | U, X2)
= h(X1 + Z1 | U, X2)








Without loss of generality, we assume that








for some α ∈ [0, 1]. Thus, we obtain




log(1 + αP1) . (6.33)
On the other hand, by Lemma 6.3.9, the conditional entropy is upper bounded by
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the Gaussian variables with the same covariance matrix, thus,

















denoting the correlation coefficient, thus combining with (6.32)
α ≤ 1 − ρ2 . (6.35)
Therefore,



















Next, we need to bound h(Y2 | X2, U). According to (6.31), Y2 is a degraded version
of Y1 conditioning on X2. By the entropy power inequality (EPI) [26],
22h(Y2|X2,U) ≥ 22h(bY1|X2,U) + 22h(Z′)
= b222h(Y1|X2,U) + 2πe(1 − b2)
= 2πe(1 + b2αP1) ,
which yields









Finally, we combine (6.36) and (6.37), to obtain
I(X2, U ; Y2)











Since (6.33) and (6.38) are similar to (6.26) and (6.27), the optimality of Gaussian
inputs is established for the Gaussian IFC-DMS redefined in (6.31) and its capacity
region is obtained.
By Lemma 6.3.6, the capacity region of the original Gaussian IFC-DMS is
equal to the region defined by (6.26) and (6.27) as well. The proof is complete.
6.4 Numerical results
In this section, we use numerical results to compare the capacity region of Gaussian
IFC-DMS with achievable rate regions of Gaussian BCs and the outer bound of
Gaussian IFCs.
We consider a symmetric Gaussian IFC with P1 = P2 = 6 and a
2 = b2 = 0.3.
The rate units are bits per channel use. In Figure 6.6, we compare the capacity
region of Gaussian IFC-DMS CT1GIFC with the dirty-paper coding regions R12DPC and
R21DPC, and the outer bound of Gaussian IFCs in (6.5). We observe that the capacity
region of Gaussian IFC-DMS is strictly larger than the outer bound of Gaussian
IFCs, and the gap between these two indicates the performance improvement by
allowing encoders to cooperate partially. The point at α = 0 corresponds to full
cooperation between two encoders in Gaussian IFC-DMS to transmit the message
W2, and it meets the capacity region of Gaussian BCs. The corresponding rate for
W2 is equal to 1.971 bps, while Gaussian IFC without cooperation can only achieve
1.404 bps.
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Figure 6.6: The capacity region of Gaussian IFC-DMS with P1 = P2 = 6, a
2 = b2 =
0.3, two DPC rate regions of Gaussian BC in Figure 6.4, and the outer bound of
Gaussian IFC in [56].
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Chapter 7
Conclusion and Future Work
In this dissertation, we have studied several problems arising in the networked con-
trol systems, i.e., deploying sensor networks in control systems. In this chapter,
we conclude this dissertation and point out possible further extensions for future
research.
7.1 Sensor querying
In Chapter 3 and Chapter 4, we have studied a centralized control system enabled
with sensor querying using a general framework of partially observable Markov de-
cision processes (POMDP), and then specialized to cases including a hierarchical
querying model (Chapter 3) and a stochastic linear system (Chater 4). The main
results are
• A characterization of existence of ergodic control for finite state POMDPs
with hierarchical information structure by the average cost optimality equation
(ACOE);
• A necessary and sufficient condition for stability of a stochastic linear system;
• A full characterization of optimal control of LQG problem under sensor query-
ing: the separation principle holds, namely, the optimal controller is a feed-
back control based on current state estimation while the optimal estimator
is a switching Kalman filter where the switching is determined by solving an
ACOE for sensor querying.
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As sensor querying brings a new dimension of design into networked con-
trol systems, there are a number of interesting theoretical problems and practical
implementation challenges that need to be further addressed.
7.1.1 Sensor querying and finite rate channel
In our work, data at each sensor is assumed to be transmitted perfectly once it is
queried. In a more practical setup, in which a communication channel with finite
data rate is associated with each sensor query, an interesting problem is that, under
what conditions for these channels, the stability of the system can be preserved.
Even in the simplest form, with the query variable is constant Qt = q for all t, this
question is answered very recently by Wong and Brockett [105,106], Tatikonda and
Mitter [97, 98], Elia and Mitter [34], Nair and Evans [74], Liberzon [63]. A well-











< R , (7.1)
where λk(A) is the k-th eigenvalue of the square matrix A. Stability of nonlinear
control systems is further studied in [75] and [64].
With sensor querying, the question is, under what conditions for Rq, q =
1, 2, . . . , Q, we can obtain the estimate of Xt, X̂t via sensor querying, such that
E[(Xt − X̂t)2] is bounded. It is challenging not only to determine the optimal
querying rule, but also to design coding schemes for sensors. Moreover, if the channel
of each sensor is not a perfect digital link with length Rq, e.g., it is an erasure channel
with certain erasure probability pq, what is the coding scheme and corresponding
sensor querying rule? Does the separation principle hold for the channel coding and
sensor querying?
CEO problem with sensor querying
A feature of sensor querying can be added to a famous problem in multi-terminal
information theory, the CEO problem [10, 77, 78, 103]. The CEO problem is a dis-
tributed source coding problem, in which there are N employees and one CEO. Each
of employees observes a copy (Y qt ) of the source (Xt), compresses and reports it to
the CEO via an error-free channel with rate Rq. The CEO wants to reconstruct the
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Figure 7.1: A variant of CEO problem with sensor querying
estimates of Xt such that the estimation variance is minimized. A distortion region
can be characterized in term of the rate tuple and the Gaussian CEO problem has
been fully solved by Oohama in [78].
Now since it is difficult to have a dedicated link between each employee
and CEO, it is of practical importance to consider the CEO problem under sensor
querying, namely, only one employee can report to CEO at certain rate at a time.
A characterization of the distortion region or even an asymptotic result as N → ∞
is particularly intriguing.
Sensor querying and system identification, learning
Estimation, control and identification problems, the latter arising when the system
dynamics contain unknown parameters, can be addressed via the adaptive con-
trol of POMDPs Sensor querying adds a new dimension to recursive identification
techniques [66], as well the study of the Robbins-Monro type algorithms for adap-
tive estimation problems in stochastic systems, via stochastic approximation meth-
ods [60,62]. For the standard stochastic algorithm, the estimate of certain unknown
parameter is updated as
Xt+1 = Xt + ǫt(Yt) ,
where Yt = f(Xt, Nt) and Nt is some noise. Under some mild conditions, Xt can be
proved to converge to x∗ almost surely as t → ∞ and f(x∗) = 0.
An interesting extension of sensor querying to such a setup is to consider
that there are a number of system outputs Y qt available for the estimation with
Y qt = fq(Xt, Nt) and we want to design a querying rule to achieve the convergence
of the algorithm, namely Xt can converge to the intended value as well. Clearly, such
a querying rule exists if one of the outputs satisfies the condition for convergence.
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However, it is possible to obtain the convergence of the stochastic approximation
algorithm even if each output is “weak” but “strong” cumulatively. Moreover, sensor
querying might potentially be able to improve the convergence rate.
7.2 Optimal power allocation in a time-varying environ-
ment
In Chapter 5, we have studied optimal power allocation in a wireless fading channel
concerning both queueing delay and power efficiency. Under a fast channel variation
assumption, i.e., if the channel state changes much faster than the queueing dynam-
ics, we have taken a heavy traffic analysis and associated a monotone cost function
with the limiting queue-length process. In the heavy traffic limit, the discrete-time
MDP problem is transformed into a continuous-time controlled diffusion problem.
For the diffusion limit, we have first shown the existence of the optimal stationary
Markov policy, and then shown that this is a channel-state based threshold policy.
In other words, for each channel state j, there is a queue-length threshold. The
optimal policy transmits at peak power over channel state j only if the queue length
exceeds the threshold, and does not transmit otherwise.
Implementing the optimal policy requires knowing the arrival rate and chan-
nel statistics. A possible extension of this work is to study adaptive schemes, which
can adjust the parameter settings based on the service rate and current channel
state.
The tools developed here could also be applied to study other resource al-
location and control problems in wireless networks. For example, one could in-
vestigate the optimal scheduler for a multi-class queue and multiple servers with
time-varying channels. However. extending the results to multiple queues is hardly
straightforward. The main difficulty is that the reflection direction is not fixed but
depends on the control policy. This complicates the optimization problem. Con-
cerning existence of an invariant measure and explicit solutions for the density for
the multi-dimensional problem see [6, 45].
In the current approach for the time-varying environment, the dynamics of
channel variation disappears in the diffusion limit because fast variation assumption
is adopted, namely, the time-scale of the channel variation is faster than the time-
scale on which the decision is made. It might be interesting to consider the time-
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varying component lives at the same time scale of decision making, which might
lead to a switching diffusion model in the heavy traffic limit.
7.3 Power of side information: cognitive radio channels
In Chapter 6, we have applied an information theoretic approach to investigate the
performance limit of cognitive radio channels. This limit is characterized by the
capacity region of two-user interference channels with degraded message sets, in
which one transmitter knows the other transmitter’s message thus it can cooperate
with it to boost the capacity region. We have mainly obtained two results on this
class of channels: (i) for the general discrete memoryless IFC setting, we have found
achievable regions and outer bounds, which meet under additional assumptions;
(ii) for the Gaussian IFC setting, we have determined the capacity region of those
channels with weak interference.
Possible extensions along this direction include
• cognitive radio channels with strong interference;
• multi-antenna cognitive radio channels, when both transmitters and receivers
have multiple transmit antenna;
• interference channels when one transmitter can only partially access the other
transmitter’s message, i.e., knowing a lossy function of the message f(W2).
• beyond interference channels, how the knowledge of side information of other
transmitters’ messages can improve the transmission efficiency.
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Appendix A
Proofs for the heavy traffic
model and its controlled
diffusion limit
A.1 The Heavy-traffic limit
We apply the methodology in [21, Section III], with a slightly different scaling, and
obtain the heavy-traffic limit. We consider a sequence of single-queue systems with







2 × number of arrival bits by time nt
Dn(t) := n−
1+κ
2 × number of bits transmitted by time nt .
Then the queue dynamics can be described by
xn(t) = xn(0) + An(t) − Dn(t) ,
where the service process Dn(t) is coupled with the power allocation and the channel
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− λan 1−κ2 t . (A.2)















By Donsker’s theorem [32], Md,n converges weakly to a Wiener process wd with a
finite variance σ2d, as n → ∞. At the same time, the centered process of arrivals
Ma,n(t) := An(t) − λan 1−κ2 t also converges weakly to a Wiener process wa with
variance σ2a. Furthermore, by Assumption 5.3.1, w



























by functional law of large numbers (FLLN) [23]. The scaled idle time for the queue














n(j, t) , (A.5)
which can be viewed as the scaled number of bits in the queue that could have been
transmitted with the power allocation P0(j). By (A.1)–(A.5),
Dn(t) = λan
1−κ
2 t + Md,n(t) + Bd,n(t) − zn(t) .
Thus,










2 t + Md,n(t) + Bd,n(t) − zn(t)
)
= x(0) − Bd,n(t) + Ma,n(t)
− Md,n(t) + zn(t) , (A.6)








+ Ma,n(s) − Md,n(s)
]}
. (A.7)
By the weak convergence of Ma,n(t), Md,n(t) to their continuous limits on the right
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ds′ + wa(s) − wd(s)
]}
.




A.2 Proofs of Theorem 5.4.3 and Lemma 5.5.2
We start with some preliminary discussion. Let R̄+ = R+ ∪ {∞} denote the one
point compactification of R+ and let Ḡ denote the closure of G in P(R̄+ × Ũ). Since
P(R̄+×Ũ) is compact, so is Ḡ, and hence any sequence of probability measures {νk :
k ∈ N} in G contains a subsequence which converges weakly in Ḡ. Furthermore, using
the criterion in (5.9) one can show (see [15]) that any ν ∈ Ḡ can be decomposed as
follows: there exists δ ∈ [0, 1] and probability measures ν ′ ∈ G and ν ′′ ∈ P({∞}×Ũ)
such that for any Borel set B ⊂ R̄+ × Ũ ,
ν(B) = δν ′
(
B ∩ (R+ × Ũ)
)
+ (1 − δ)ν ′′
(
B ∩ ({∞} × Ũ)
)
. (A.8)
We also make use of the following lemma.
Lemma A.2.1. Let Ms(R+ × Ũ) denote the space of finite signed measures on
R+ × Ũ , and let H1, . . . , Hn be half spaces of the form
Hi =
{
ν ∈ Ms(R+ × Ũ) :
∫
gi dν ≤ ki
}
,
where gi : R+ × Ũ → R+ are continuous, and ki ∈ R+, i = 1, . . . , k. Suppose
Hi 6= ∅, for i = 1, . . . , k, and let H = H1 ∩ · · · ∩ Hk. Then (G ∩ H)e ⊂ Ge.
The proof of Lemma A.2.1 is contained in [16,31], and relies on the following:
It is shown in [31] that the convex set G, when viewed as a subset of Ms(R+ × Ũ),
does not have any finite dimensional faces other than its extreme points. Since H
is the intersection of a finite collection of closed half-spaces in Ms(R+ × Ũ), it has
finite co-dimension in Ms(R+ × Ũ). Hence, there are no extreme points in G ∩ H,
other than the ones in Ge.
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An application of Choquet’s Theorem (see [15]), together with Corollary 5.4.2
and Lemma A.2.1 yield the following.
Lemma A.2.2. Let ν ∈ G ∩ H(p̄). Then there exists v ∈ Use such that νv ∈ H(p̄)
and ∫
R+×Ũ
c(x) νv(dx, dũ) ≤
∫
R+×Ũ
c(x) ν(dx, dũ) .
We now prove Theorem 5.4.3 and Lemma 5.5.2.
Proof of Theorem 5.4.3: First suppose c is unbounded. Fix p̄ ∈ (0, pmax] and let





c dνk → J∗(p̄) . (A.9)
Since c was assumed asymptotically unbounded, it follows that the sequence {νk} is
tight in P(R+ × Ũ) and hence converges weakly to some ν∗ in P(R+ × Ũ). Clearly,
in view of (A.8), ν∗ ∈ G. On the other hand, since h is continuous and bounded,
and νk → ν∗, weakly, we obtain
∫
R+×Ũ




h dνk ≤ p̄ .
Hence, ν∗ ∈ H(p̄). Since the map ν 7→
∫
c dν is lower-semicontinuous on G, we have
∫
R+×Ũ






and thus ν∗ attains the infimum in (5.15).
Now suppose c is bounded. As before, let {νk} be a sequence in G satisfying
(A.9) and let ν̃ be a limit point of {νk} in Ḡ. Dropping to a subsequence if necessary,
we suppose without changing the notation that νk → ν̃ in Ḡ, and we decompose ν̃
as in (A.8), i.e.,
ν̃ = δ ν̃ ′ + (1 − δ)ν̃ ′′ ,
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h dνk ≤ p̄ , (A.10)
while on the other, since c has a continuous extension on R̄+ (this is a simple
consequence of the fact that limx→∞ c(x) exists, and the definition of the topology









c dν̃ ′ + (1 − δ)c∞ .
(A.11)
Note that since by Assumption 5.4.1 c is not a constant, J∗(p̄) < c∞, and hence,
by (A.11), δ > 0. Let ṽ ∈ Uss be the control associated with ν̃ ′ and fṽ be the











0, if x ≤ x̂
ṽ(x − x̂), otherwise.





δfṽ(0), if x ≤ x̂

































c(x)fv∗(x) dx ≤ δ
∫
R+
c(x)fṽ(x) dx + (1 − δ)c∞
= J∗(p̄) .
Therefore, v∗ ∈ Uss is optimal for (5.15). By Lemma A.2.2, v∗ may be selected in
Use. ¤
Proof of Lemma 5.5.2: For p̄ ∈ (0, pmax], let ν(p̄) ∈ H(p̄) be an optimal ergodic
measure, i.e., ∫
R+×Ũ
c dν(p̄) = J∗(p̄) .
Denote by v(p̄) ∈ Uss the associated optimal control, and let fv(p̄) stand for the density
of the invariant probability measure. Set x̂ = [fv(p̄)(0)]





0, if x ≤ x̂
v(p̄)(x − x̂), otherwise.























Observe that fv∗(x) ≥ 12fv(p̄)(x), for all x ∈ R+. Hence, since c(x) < c∞, for all
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which yields the desired result. ¤
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