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Difference equations describe the evolution of a quantity or
population whose changes are measured over discrete time
intervals. In this presentation, we will investigate these types of
recursive relations and classify the local stability of their
equilibrium points and periodic solutions. In particular, we will
examine the dynamics of the logistic map and the long-term
behavior that occurs when we modify its parameter.
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Characteristics of Difference Equations
Difference equations behave as recursive relations, where the
output for one term becomes the input for the next term.
We can convert recursive sequences into functions of the initial
condition x0, e.g. x1 = f(x0), x2 = f(x1), etc.
Once we specify our initial condition(s), we can compile the
values of the recursion into a set such that {x0, x1, x2, ...}.
This set is the unique solution of the difference equation.
If we compose the function with itself n times, then fn(x0) is
the n-th iteration of f(x0).
*Note that it is NOT the n-th derivative of f(x0)*.
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Difference equations of order n require n initial conditions.
First order
Linear maps: xn+1 = axn for some constant a
Logistic Map: xn+1 = µxn(1− xn), where µ > 0, x0 ≥ 0
Second order
Fibonacci Recurrence: xn+1 = xn +xn−1, where x−1 = 1, x0 = 1
Solution: {1, 1, 2, 3, 5, ...}, which forms the Fibonacci Sequence
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An equilibrium point(s), or fixed point(s), is a solution x of the
equation f(x) = x.
Graphically, this point is a point of intersection of the curve
f(x) with the identity line y = x.
If we let x0 = x, then we will stay at that same point for all
iterations of the difference equation.
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Locally asymptotically stable (sink): when the recursive
sequence moves closer to the equilibrium point.
Unstable (source): when the recursive sequence moves away
from the equilibrium point.
Mathematically,
If |f ′(x)| < 1, then the equilibrium point is locally
asymptotically stable.
If |f ′(x)| > 1, then the equilibrium point is unstable.
*If |f ′(x)| = 1, then we are working with non-hyperbolic
difference equations, which expands into the study of
semistability analysis*.
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Another set of values that we can find is the periodic solutions,
which are also denoted as x.
Equilibrium points are period-1 solutions, because we used one
iteration of the difference equation to calculate them.
If we wanted to find the period-2 solutions, we would have to
calculate f2(x) = x and solve for x.
In general, if we wanted to find the period-n points, we would
compute fn(x) = x and solve for x.
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Minimal period-n points: new values that we obtain after n
iterations of the expression.
When we find the period-n points, we also get the minimal
period-p points such that p|n.
Example: If we want to find the period-4 solutions, we get the
minimal period-4 solutions, as well as the minimal period-2 and
minimal period-1 values, because 4|4, 2|4, and 1|4.
If we compile the minimal period-n points into a set, we have a
minimal period-n orbit.
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The tent map difference equation, defined by xn+1 = T (xn), is
given by the function:
T (x) =
{
2x if 0 ≤ x ≤ 12
2− 2x if 12 ≤ x ≤ 1.
Equilibrium points (minimal period-1 solutions):
x = 2x ⇐⇒ x = 0
x = 2− 2x ⇐⇒ x = 23
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Equilibria of the Tent Map


















P2 Solutions of the Tent Map
Figure: Graph of the second iteration of the tent map T 2(x) and its




















P4 Solutions of the Tent Map
Figure: Graph of the fourth iteration of the tent map T 4(x) and its







































Basin of attraction: points that converge to an equilibrium
point as we perform iterations of the difference equation.
B(x) =
{




where D is the domain of the function f(x).






The logistic map is given by the equation
xn+1 = µxn(1− xn)
where µ > 0, x0 ≥ 0. We will examine the domain D = [0, 1],
meaning 0 ≤ x0 ≤ 1.
Equilibrium points:
x = µx(1− x)
Solving for x, we have x = 0 and x = µ−1µ , where µ > 1
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If 0 < µ < 1, then the sequence converges to the zero
equilibrium.








Figure: Graph of the logistic map with 0 < µ < 1. In this case, we
have xn+1 = 0.9xn(1− xn), where µ = 0.9 and x0 = 0.5.






If 1 < µ < 3, then the sequence converges to the positive
equilibrium x = µ−1µ .








Figure: Graph of the logistic map with 1 < µ < 3. In this case, we
have xn+1 = 2xn(1− xn), where µ = 2, x0 = 0.1, and the positive
equilibrium x = 12 .







Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1.
By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,



















Proof: Our goal is to show that B(x) = (0, 1).
Consider the inequality |f ′(x)| = |µ− 2µx| < 1.





































: Logistic map increases over this interval and
|f ′(x)| > 1. By the Mean Value Theorem,
























: Logistic map decreases over this interval.
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⊂ B(x), it follows that B(x) = (0, 1).
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If 3 < µ < 1 +
√
6, then the sequence converges to the period-2
solutions.








Figure: Graph of the logistic map with 3 < µ < 1 +
√
6. In this case,
we have xn+1 = 3.25xn(1− xn), where µ = 3.25 and x0 = 0.1.






When µ is equal to 1, 3, and 1+
√
6, we notice a change in the
long-term behavior of the logistic map.
Thus, we call these quantities bifurcation values, since those
points exhibit a shift in the qualitative dynamics of the logistic
map.
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The bifurcation values of the logistic map can be represented in
a bifurcation diagram.
Period-doubling bifurcation route to chaos: If µ exceeds the k-th
bifurcation value, the minimal period-2k solutions are the only
stable attractors.
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If we put the bifurcation values into a set {µn}, then we can











When µ > 3.56994, the logistic map will experience chaos and
exhibit inconsistent patterns within the sequence.








Figure: Graph of logistic map that exhibits chaos when µ > 3.56994.
In this case, we have xn+1 = 4xn(1− xn), where µ = 4 and x0 = 0.1.






Recall that the unique solution of a difference equation is a
sequence of terms {x0, x1, x2, ...} and we use iterations to find
the n-th term of the recursion.
In the special cases where µ = 4 and µ = 1, we can find an
explicit solution to calculate the n-th term of the recursion.
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Example of the µ = 4 case:
Say we want to find the third term of a recursion where
x0 = 0.2.
x1 = 4(0.2)(1− 0.2) = 0.64
x2 = 4(0.64)(1− 0.64) = 0.9216





3 cos−1(0.6))) ≈ 12(1− cos(425.041))
≈ 12(0.578) = 0.289
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Difference equations offer a new perspective on the way we
interpret recursive relations.
Through discrete dynamical systems, we can understand how
expressions are influenced by equilibrium points and parameters
of interest.
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