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MATRIX ALGEBRAS WITH A CERTAIN COMPRESSION PROPERTY II
ZACHARY CRAMER
Abstract. A subalgebra A of Mn(C) is said to be projection compressible if PAP is an algebra for all
orthogonal projections P ∈ Mn(C). Likewise, A is said to be idempotent compressible if EAE is an algebra
for all idempotents E ∈ Mn(C). In this paper, a case-by-case analysis is used to classify the unital projection
compressible subalgebras of Mn(C), n ≥ 4, up to transposition and unitary equivalence. It is observed that
every algebra shown to admit the projection compression property is, in fact, idempotent compressible. We
therefore extend the findings of [2] in the setting of M3(C), proving that the two notions of compressibility
agree for all unital matrix algebras.
§1 Introduction
Let Mn = Mn(C) denote the algebra of n × n matrices with complex entries. In [2], the notions of
projections compressibility and idempotent compressibility were defined for subalgebras ofMn. In particular,
a subalgebraA ofMn was said to be projection compressible if the corner PAP is an algebra for all orthogonal
projections P ∈Mn. Analogously, A was said to be idempotent compressible if the corner EAE is an algebra
for all idempotents E ∈ Mn. As noted in [2], A is projection (resp. idempotent) compressible if and only if
each corner PAP (resp. EAE) is multiplicatively closed. Of course, any algebra admitting the idempotent
compression property must also be projection compressible.
Given a subset A of Mn, define the tranpose and anti-transpose of A to be
AT :=
{
AT : A ∈ A
}
and AaT :=
{
JATJ : A ∈ A
}
,
respectively, where J denotes the anti-diagonal unitary matrix whose (i, j)-entry is δj,n−i+1. We say that
two subalgebras A and B of Mn are transpose equivalent (resp. transpose similar) if B is unitarily equivalent
(resp. similar) to A or AT . The set of projection compressible algebras is closed under transpose equivalence,
whereas the set of idempotent compressible algebras is closed under transpose similarity. From this it follows
that for a given algebraA, either A, AT , and AaT are all projection (resp. idempotent) compressible, or none
of them are. Both compression properties have been shown to extend to unitizations [2, Proposition 2.0.4],
though the converse is false.
Dimension considerations imply that every subalgebra ofM2 admits the idempotent compression property.
In M3, however, the situation is not so straightforward. A complete description of the unital idempotent
compressible subalgebras of M3 was obtained in [2, Theorem 6.0.1] up to transpose similarity. It was also
observed that these algebras coincide with those exhibiting the projection compression property. That is, a
unital subalgebra of M3 is projection compressible if and only if it is idempotent compressible.
The goal of this paper is to extend the results of [2] to higher dimensional settings. Specifically, we wish
to obtain a classification of the unital matrix algebras that admit the projection compression property, and
investigate whether or not this notion agrees with that of idempotent compressibility. In light of the findings
in [2], we will be concerned solely with subalgebras of Mn when n ≥ 4.
Several subalgebras of Mn are known to exhibit the idempotent compression property. For example, if A
is the intersection of a left ideal and a right ideal, then A is idempotent compressible by [2, Corollary 2.0.9].
Algebras of this form are known as LR-algebras, and are exactly the algebras of the form A = PMnQ for
some projections P and Q in Mn [2, Corollary 2.0.8]. This class of algebras is easily seen to be invariant
under transpose similarity.
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The following result showcases three additional collections of algebras that exhibit the idempotent com-
pression property.
Example 1.0.1. [2, Examples 3.1.1, 3.1.3, 3.1.6] Let n ≥ 4 be an integer, and let Q1, Q2, and Q3 be
projections in Mn that sum to I.
(i) The algebra A := CQ1 + (Q1 +Q2)Mn(Q2 +Q3) and its unitization
A˜ = CQ1 + CQ3 + (Q1 +Q2)Mn(Q2 +Q3)
are idempotent compressible.
(ii) If rank(Q1) = rank(Q2) = 1, then the algebra A := CQ1+CQ2+(Q1+Q2)MnQ3 and its unitization
A˜ = CQ1 + CQ2 + CQ3 + (Q1 +Q2)MnQ3
are idempotent compressible.
(iii) If rank(Q1) = rank(Q2) = 1, then the algebra A := C(Q1 +Q2) +Q1MnQ2 + (Q1 +Q2)MnQ3 and
its unitization
A˜ = C(Q1 +Q2) +Q1MnQ2 + (Q1 +Q2)Mn(C)Q3 + CQ3
are idempotent compressible.
Our main result, Theorem 6.1.1, states that for every integer n ≥ 4, the algebras from Example 1.0.1,
together with the unitization of LR-algebras described above, form an exhaustive list of unital projection
compressible subalgebras of Mn up to transpose similarity. Since each algebra in this collection is known to
be idempotent compressible, it will follow that a unital matrix algebra is projection compressible if and only
if it is idempotent compressible.
As in [2], a case-by-case analysis will be used to obtain the classification of unital projection compressible
algebras described above. The requisite results from [6] concerning the structure theory for matrix algebras
will be reintroduced in §2. There we will also present a necessary condition for projection compressibility
(Theorem 2.0.5) that imposes significant restrictions on the structure of a projection compressible algebra.
As we shall see, the algebras that satisfy this condition can be grouped into three distinct types determined
by their block upper triangular forms. The unital projection compressible algebras of each type will be
classified up to transpose similarity in sections §3-5, and ultimately up to transpose equivalence in §6.
§2 A Strategy for Classification
The classification of unital projection compressible subalgebras ofMn, n ≥ 4, will require much of structure
theory for matrix algebras applied in [2]. Thus, it will be important to recall the following :
Definition 2.0.1. [6, Definition 9] A subalgebra A of Mn is said to have a reduced block upper triangular
form with respect to a decomposition Cn = V1 ∔ V2 ∔ · · ·∔ Vm if
(i) when expressed as a matrix, every A in A has the form
A =

A11 A12 A13 · · · A1m
0 A22 A23 · · · A2m
0 0 A33 · · · A3m
...
...
...
. . .
...
0 0 0 · · · Amm

with respect to this decomposition, and
(ii) for each i, the subalgebra Aii := {Aii : A ∈ A} is irreducible. That is, either Aii = {0} and
dimVi = 1, or Aii = MdimVi .
An application of Burnside’s Theorem [1] shows that every algebra A admits a reduced block upper
triangular form with respect to some decomposition of Cn. Moreover, one may verify that if S is an invertible
matrix that is block upper triangular with respect to the same decomposition as that of A, then S−1AS
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also has a reduced block upper triangular form with respect to this decomposition. It follow that every
subalgebra of Mn has a reduced block upper triangular form with respect to some orthogonal decomposition
of Cn.
Theorem 2.0.2. [6, Corollary 14] If a subalgebra A of Mn has a reduced block upper triangular form with
respect to a decomposition Cn = V1∔V2∔ · · ·∔Vm, then the set {1, 2, . . . ,m} can be partitioned into disjoint
subsets Γ1,Γ2, . . . ,Γk such that
(i) If i ∈ Γs and Aii 6= {0}, then there exists G
<i> in A such that G<i>jj = IVj for all j ∈ Γs, and
G<i>jj = 0 for all j /∈ Γs.
(ii) If i and j belong to the same Γs, then dimVi = dimVj, and there is an invertible linear map
Sij : Vi → Vj such that
Aii = S
−1
ij AjjSij
for all A ∈ A.
(iii) If i and j do not belong to the same Γs, then
{(Aii, Ajj) : A ∈ A} = {Aii : A ∈ A} × {Ajj : A ∈ A} .
Given an algebra A of the form described in Theorem 2.0.2, we say that indices i and j in {1, 2, . . . ,m}
are linked if they belong to the same Γs, and unlinked otherwise. It is easy to see that if S is an invertible
matrix that is block upper triangular with respect to the same decomposition as that of A, then two indices
are linked in A if and only if they are linked in S−1AS.
By [6, Corollary 28] every subalgebra A of Mn may be written as
A = S ∔Rad(A),
where S is a semi-simple algebra and Rad(A) denotes the nil radical of A. When A is in reduced block
upper triangular form with respect to some decomposition of Cn, Rad(A) consists of all elements of A that
are strictly block upper triangular [6, Proposition 19].
Theorem 2.0.4 provides a description of the structure of S that will be used frequently in the classification
to come. First, we will require the following definition:
Definition 2.0.3. Let A be a subalgebra of Mn in reduced block upper triangular form with respect to
some decomposition of Cn. For A ∈ A, define the block-diagonal of A to be the matrix BD(A) obtained by
replacing the block ‘off-diagonal’ entries of A with zeros. Furthermore, define the block-diagonal of A to be
the algebra
BD(A) = {BD(A) : A ∈ A} .
Theorem 2.0.4. [6, Corollary 30] If A is a subalgebra of Mn that has a reduced block upper triangular form
with respect to some decomposition of Cn, then A is similar to BD(A) ∔ Rad(A) via a similarity that is
block upper triangular with respect to this decomposition .
If an algebra A in reduced block upper triangular form with respect to some decomposition of Cn is such
that A = BD(A) ∔ Rad(A), we say that A is unhinged with respect to this decomposition. It is useful to
note that if A is in reduced block upper triangular form and BD(A) = CI, then Theorem 2.0.4 implies that
A = CI + Rad(A). Thus, A is unhinged with respect to any decomposition in which it admits a reduced
block upper triangular form.
Let us now return to the classification of unital projection compressible algebras. By the comments
preceding Theorem 2.0.2, we may assume that all algebras under consideration are expressed in reduced
block upper triangular form with respect to some orthogonal decomposition of Cn. As will be seen in the
following result and its subsequent corollaries, there are significant restrictions on the block upper triangular
form of a projection compressible algebra.
Theorem 2.0.5. Let n ≥ 4 be an integer, and let A be a projection compressible subalgebra of Mn. Suppose
there exist mutually orthogonal projections P1 and P2 in Mn such that min(rank(P1), rank(P2)) ≥ 2 and
P2AP1 = {0}. Then P1AP1 = CP1 or P2AP2 = CP2.
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Proof. First assume that rank(P1) = rank(P2) = 2. Arguing by contradiction, suppose that P1AP1 6= CP1
and P2AP2 6= CP2. This implies that for each i ∈ {1, 2}, one may find an A ∈ A and an orthonormal basis{
e
(i)
1 , e
(i)
2
}
for ran(Pi) such that PiAPi is not diagonal with respect to this basis. By permuting the basis
elements if necessary, we may assume that 〈Ae
(i)
2 , e
(i)
1 〉 6= 0 for each i ∈ {1, 2}.
Consider the matrix
Q :=

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 ,
acting on ran(P1 + P2) and written with respect to the basis
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(2)
2
}
. It is straightforward to
check that 12Q is a projection in M4, and every element B in QAQ satisfies 〈Be
(1)
2 , e
(2)
1 〉 = 0. With A as
above, however,
〈(QAQ)2e
(1)
2 , e
(2)
1 〉 = 8〈Ae
(1)
2 , e
(1)
1 〉〈Ae
(2)
2 , e
(2)
1 〉 6= 0.
This shows that (QAQ)2 does not belong toQAQ, soQAQ is not an algebra. This contradicts the assumption
that A is projection compressible.
Now consider the general case in which each Pi has rank at least 2. One may deduce from the above
analysis that for some i ∈ {1, 2}, every rank-two subprojection P ≤ Pi is such that PAP = CP . It then
follows that PiAPi = CPi, as required.

As we shall see in the coming analysis, this simple observation has significant implications for the clas-
sification of projection compressible algebras. Additionally, it highlights a major difference between the
classification in this setting and that of M3. Since M3 cannot contain projections P1 and P2 as described in
Theorem 2.0.5, this result may help to explain why there exist certain projection compressible subalgebras
of M3 that do not admit analogues in higher dimensions (see [2, Examples 3.2.2, 3.2.5, 3.2.8]).
The following corollaries to Theorem 2.0.5 provide a more explicit description of the reduced block upper
triangular forms that can exist for a projection compressible algebra.
Corollary 2.0.6. Let n ≥ 4 be an integer, and let A be a subalgebra of Mn. Suppose that there is an
orthogonal decomposition
⊕m
i=1 Vi of C
n with respect to which
(i) A is reduced block upper triangular, and
(ii) there is an index k ∈ {1, 2, . . . ,m} such that if Q1, Q2, and Q3 denote the orthogonal projections
onto
⊕
i<k Vi, Vk, and
⊕
i>k Vi, respectively, then
(Q1 +Q2)A(Q1 +Q2) 6= C(Q1 +Q2) and (Q2 +Q3)A(Q2 +Q3) 6= C(Q2 +Q3).
If A is projection compressible, then k is unique. When this is the case, Q1AQ1 = CQ1 and Q3AQ3 = CQ3.
Proof. Assume that A is projection compressible. Suppose to the contrary that there were a second index
k′ together with corresponding projections Q′1, Q
′
2, and Q
′
3 such that
(Q′1 +Q
′
2)A(Q
′
1 +Q
′
2) 6= C(Q
′
1 +Q
′
2) and (Q
′
2 +Q
′
3)A(Q
′
2 +Q
′
3) 6= C(Q
′
2 +Q
′
3).
Assume without loss of generality that k < k′. The projections P1 := Q1 + Q2 and P2 := Q
′
2 + Q
′
3 then
satisfy the hypotheses of Theorem 2.0.5, so P1AP1 = CP1 or P2AP2 = CP2. This is a contradiction.
The final claim follows immediately from the uniqueness of k. Indeed, if Q1AQ1 6= CQ1, then k − 1
would be another such index. If instead Q3AQ3 6= CQ3, then one could derive a similar contradiction by
considering the index k + 1.

The following special case of Corollary 2.0.6 describes the situation for algebras whose block-diagonal
contains a block of size at least 2.
Corollary 2.0.7. Let n ≥ 4 be an integer, and let A be a unital subalgebra of Mn. Suppose that there is a
decomposition
⊕m
i=1 Vi of C
n with respect to which
(i) A is reduced block upper triangular, and
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(ii) there is an index k ∈ {1, 2, . . . ,m} such that dimVk ≥ 2.
If A is projection compressible, then k is unique. When this is the case, if Q1, Q2, and Q3 denote the
orthogonal projections onto
⊕
i<k Vi, Vk, and
⊕
i>k Vi, respectively, then
Q1AQ1 = CQ1, Q2AQ2 = Q2MnQ2, and Q3AQ3 = CQ3.
The results of this section provide a strategy for classifying the unital subalgebras of Mn that exhibit the
projection compression property. Indeed, we may use Corollaries 2.0.6 and 2.0.7 to partition the unital subal-
gebras ofMn into the following three distinct types determined by their reduced block upper triangular forms:
Type I: A has a reduced block upper triangular form with respect to an orthogonal decomposition of Cn
such that there does not exist an index k as in Corollary 2.0.6;
Type II: A has a reduced block upper triangular form with respect to an orthogonal decomposition of Cn
such that BD(A) contains a block of size at least 2. (i.e., there is an integer k as in Corollary 2.0.7.)
Type III: For each orthogonal decomposition of Cn with respect to which A is reduced block upper triangular,
every block in BD(A) is 1× 1, and there is an integer k as in Corollary 2.0.6.
The unital projection compressible algebras of type I, type II, and type III will be classified up to trans-
pose similarity in §3, §4, and §5, respectively.
§3 Algebras of Type I
In what follows, the term type I will be used to describe a unital subalgebra A of Mn, n ≥ 4, that has a
reduced block upper triangular form with respect to an orthogonal decomposition
⊕m
i=1 Vi of C
n, such that
there does not exist an integer k as in Corollary 2.0.6. If A is such an algebra, then it must be the case that
dimVi = 1 for all i (i.e., m = n). For instance, for the unital algebra from Example 1.0.1(i) is of type I if
and only if Q2 = 0; or rank(Q2) = 1 and Qi = 0 for some i ∈ {1, 3}.
The goal of this section is to determine which type I algebras possess the projection compression property.
As we shall see, the type I algebras satisfying this condition are either unitizations of LR-algebras, or unitarily
equivalent to the unital algebra from Example 1.0.1(i). In order to demonstrate this systematically, it will
be useful to keep a record of the orthogonal decompositions of Cn with respect to which A satisfies the
definition of type I.
Definition 3.0.1. If A is an algebra of type I, let FI = FI(A) denote the set of pairs Ω = (d,
⊕n
i=1 Vi),
where
(i)
⊕n
i=1 Vi is an orthogonal decomposition of C
n with respect to which A is reduced block upper
triangular, and
(ii) d is an integer in {1, 2, . . . , n} such that if Q1Ω denotes the orthogonal projection onto
⊕d
i=1 Vi, and
Q2Ω denotes its complement I −Q1Ω, then
Q1ΩAQ1Ω = CQ1Ω and Q2ΩAQ2Ω = CQ2Ω.
Notation. If A is a type I algebra and Ω = (d,
⊕n
i=1 Vi) is a pair in FI(A), the notation n1Ω = d and
n2Ω = n− d will be used to refer to the ranks of Q1Ω and Q2Ω, respectively.
Suppose that A is a projection compressible algebra of type I and Ω is a pair in FI(A). In the language of
Theorem 2.0.2 and the remarks that follow, each corner QiΩAQiΩ = CQiΩ is a diagonal algebra comprised
of mutually linked 1 × 1 blocks. Note that the blocks in Q1ΩAQ1Ω may or may not be linked to those in
Q2ΩAQ2Ω. If these blocks are linked, we will say that the projections Q1Ω and Q2Ω are linked. Otherwise,
we will say that Q1Ω and Q2Ω are unlinked. Note that the projections Q1Ω and Q2Ω are linked for some pair
in FI(A) if and only if they are linked for every pair Ω in FI(A).
It will be important to distinguish between the type I algebras whose projections are linked and those
whose projections are unlinked. The projection compressible type I algebras with unlinked projections will
be classified in §3.1, while those with linked projections will be classified in §3.2. Before our analysis splits,
however, let us examine one extreme case that will be relevant to the classification in either case.
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Observe that if A is an algebra of type I and FI(A) contains a pair Ω = (d,
⊕n
i=1 Vi) with d = n, then
A = CI, and hence is idempotent compressible. If instead d = 1 or d = n−1, then Proposition 3.0.3 indicates
that A is the unitization of an LR-algebra. The proof of this result relies on the following structure theorem
for Mn-modules, which will be used frequently throughout our analysis. For reference, see [5, Theorem 3.3].
Theorem 3.0.2. Let n and p be positive integers.
(i) If S ⊆Mn×p is a left Mn-module, then there is a projection Q ∈ Mp such that S = Mn×pQ.
(ii) If S ⊆Mp×n is a right Mn-module, then there is a projection Q ∈Mp such that S = QMp×n.
Proposition 3.0.3. Let A be a projection compressible algebra of type I. If there is a pair Ω = (d,
⊕n
i=1 Vi)
in FI(A) with d = 1 or d = n − 1, then there are subprojections Q
′
1 ≤ Q1Ω and Q
′
2 ≤ Q2Ω such that
Rad(A) = Q′1MnQ
′
2. In this case it follows that A is the unitization of an LR-algebra; hence A is idempotent
compressible.
Proof. Assume that A is a projection compressible type I algebra with pair Ω = (n− 1,
⊕n
i=1 Vi) in FI(A).
Thus, with respect to the decomposition Cn = ran(Q1Ω) ⊕ ran(Q2Ω), each A ∈ A can be expressed as a
matrix of the form
A =

α a1n
α a2n
. . .
...
α an−1,n
β

for some α, β, and aij in C.
By Theorem 2.0.4, there is an invertible upper triangular matrix S such that A0 := S
−1AS is unhinged
with respect to the decomposition Cn =
⊕n
i=1 Vi. Since the class of LR-algebras is invariant under similarity,
it suffices to prove thatA0 is the unitization of an LR-algebra. With this in mind, note that by Theorem 3.0.2,
there is a subprojection Q′1 ≤ Q1Ω such that Q1ΩA0Q2Ω = Q
′
1MnQ2Ω. Thus, either Vn is linked to the other
Vi’s, in which case
A0 = Q
′
1MnQ2Ω + CI;
or Vn is not linked to the other Vi’s, in which case
A0 = (Q
′
1 +Q2Ω)MnQ2Ω + CI.
In either scenario, A0 is the unitization of an LR-algebra.
Suppose instead that FI(A) contains a pair whose first entry is 1. This implies that FI(A
aT ) contains
a pair whose first entry is n − 1. In this case, the above analysis shows that AaT is the unitization of an
LR-algebra. Thus, so too is A.

§3.1 Type I Algebras with Unlinked Projections. Here we consider the type I algebras A for which
the pairs Ω = (d,
⊕n
i=1 Vi) in FI(A) are such that Q1Ω and Q2Ω are unlinked. In light of Proposition 3.0.3
and its preceding remarks, we may assume that 1 < d < n − 1 for all pairs Ω. It is clear that if Ω is any
such pair, then min(d, n− d) ≥ 2. That is, the corresponding projections Q1Ω and Q2Ω have ranks n1Ω ≥ 2
and n2Ω ≥ 2, respectively.
It will be shown in Theorem 3.1.8 that every projection compressible type I algebra satisfying the above
assumptions is unitarily equivalent to the unital algebra from Example 1.0.1(i). The majority of the work
leading to this classification, however, occurs in Lemma 3.1.5. The proof of this lemma makes use of
Lemmas 3.1.1, 3.1.2, and 3.1.3, which will help to describe the structure of the radical of a projection
compressible type I algebra. It should be noted that Lemmas 3.1.1, 3.1.2, and 3.1.3 are also applicable in
the setting of type I algebras with linked projections.
Lemma 3.1.1. Let A be a projection compressible type I subalgebra of Mn, and suppose that Ω = (d,
⊕n
i=1 Vi)
is a pair in FI(A) with 1 < d < n − 1. Suppose further that there are orthonormal bases
{
e
(1)
i
}n1Ω
i=1
for
ran(Q1Ω) and
{
e
(2)
i
}n2Ω
i=1
for ran(Q2Ω), as well as indices i0 and j0 such that
〈Re
(2)
j0
, e
(1)
i0
〉 = 0 for all R ∈ Rad(A).
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Then Q1Ω and Q2Ω are linked, and either 〈Re
(2)
j0
, e
(1)
k 〉 = 0 for all k ∈ {1, 2, . . . , n1Ω}, or 〈Re
(2)
k , e
(1)
i0
〉 = 0 for
all k ∈ {1, 2, . . . , n2Ω} .
Proof. Suppose to the contrary that Q1Ω and Q2Ω are unlinked. By considering a suitable principal com-
pression of A to a subalgebra of M4, we may assume without loss of generality that d = n1Ω = n2Ω = 2.
Furthermore, we will reorder the bases if necessary to assume that 〈Re
(2)
1 , e
(1)
2 〉 = 0 for all R ∈ Rad(A).
Since A is similar to BD(A) ∔ Rad(A) via an upper triangular similarity, there is a fixed matrix M in
Q1ΩAQ2Ω such that with respect to the basis
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(2)
2
}
, every A in A has the form
A =

α 0 0 0
α 0 0
β 0
β
+ (β − α)M +R
for some α, β ∈ C and R in Rad(A).
For each i, j ∈ {1, 2}, define mij = 〈Me
(2)
j , e
(1)
i 〉. Furthermore, for each k ∈ R, let Pk denote the matrix
Pk :=

k2 + 1 0 0 0
0 k2 0 −k
0 0 k2 + 1 0
0 −k 0 1
 ,
so that 1
k2+1Pk is a projection in M4. By way of direct computation, one may verify that every element
B = (bij) in PkAPk satisfies the equation
(k2 + 1)b23 −m21k
2(b33 − b11) = 0.
If, however, A is as above with α = 0, β = 1, and R = 0, then for (PkAPk)
2 = (cij), we have
(k2 + 1)c23 −m21k
2(c33 − c11) = m21k
2(k2 + 1)3(1− km22).
The fact that A is projection compressible implies that (PkAPk)
2 belongs to PkAPk, and hence the right-
hand side of the above expression must be 0 for all k. As a result, m21 = 〈Me
(2)
1 , e
(1)
2 〉 = 0.
It follow from above that 〈Ae
(2)
1 , e
(1)
2 〉 = 0 for all A ∈ A. So with respect to the basis
{
e
(1)
1 , e
(2)
1 , e
(1)
2 , e
(2)
2
}
for C4, every A ∈ A may be expressed as
A =

α (β − α)m11 + r11 0 (β − α)m12 + r12
β 0 0
α (β − α)m22 + r22
β

for some α, β, and rij in C. We conclude that A is not projection compressible by Theorem 2.0.5—a
contradiction. Thus, Q1Ω and Q2Ω must be linked.
For the final claim, observe that since Q1Ω and Q2Ω are linked, we have that BD(A) = CI; hence
A = CI + Rad(A) by the remarks following Theorem 2.0.4. Thus, we have that 〈Ae
(2)
j0
, e
(1)
i0
〉 = 0 for all
A ∈ A. Suppose to the contrary that there are indices k1 ∈ {1, 2, . . . , n1Ω}\{i0} and k2 ∈ {1, 2, . . . , n2Ω}\{j0}
such that 〈Ae
(2)
j0
, e
(1)
k1
〉 6= 0 and 〈Ae
(2)
k2
, e
(1)
i0
〉 6= 0. Define
B :=
{
e
(1)
k1
, e
(2)
j0
, e
(1)
i0
, e
(2)
k2
}
,
and let P denote the orthogonal projection onto the span of B. It is then easy to see that with respect to the
basis B for ran(P ), PAP is a block upper triangular algebra in which BD(PAP ) contains two non-scalar
blocks of size 2. This contradicts Theorem 2.0.5. 
Lemma 3.1.2. Let n ≥ 4 be an even integer, and let A be a projection compressible subalgebra of Mn.
Furthermore, let Q1 be a projection in Mn of rank n/2, and define Q2 := I − Q1. If, with respect to the
decomposition Cn = ran(Q1)⊕ ran(Q2), E denotes the partial isometry
E =
[
0 0
I 0
]
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mapping ran(Q1) onto ran(Q2), then the linear space
A0 := {Q1AQ1 + E
∗AQ1 +Q1AE + E
∗AE : A ∈ A}
is an algebra.
Proof. Consider the matrix
P =
[
I I
I I
]
with respect to the decomposition Cn = ran(Q1)⊕ ran(Q2). It is easy to see that
1
2P is a projection in Mn.
Since A is projection compressible,
PAP =
{[
X X
X X
]
: X ∈ A0
}
is an algebra. This means that for elements X and Y in A0, we have that[
X X
X X
] [
Y Y
Y Y
]
= 2
[
XY XY
XY XY
]
belongs to PAP . Consequently, XY belongs to A0.

Lemma 3.1.3. Let A be a type I subalgebra of M4. If Rad(A) is 3-dimensional and FI(A) contains a pair
Ω = (d,
⊕4
i=1 Vi) with d = 2, then A is not projection compressible.
Proof. Suppose that dimRad(A) = 3 and Ω is a pair in FI(A) as described above. Write A = S ∔Rad(A),
where S is similar to BD(A) via a block upper triangular similarity. If Q1Ω and Q2Ω are linked, then
A = {αI : α ∈ C}∔Rad(A).
If instead Q1Ω and Q2Ω are unlinked, there is a matrix M in Q1ΩM4Q2Ω such that
A = {αQ1Ω + βQ2Ω + (β − α)M : α, β ∈ C}∔Rad(A).
Note that the only distinctions between the linked and unlinked settings are the presence of the matrix M
and the freedom to choose different values for α and β. With this in mind, the arguments that follow are
applicable to both cases.
For each i ∈ {1, 2}, let
{
e
(i)
1 , e
(i)
2
}
be an orthonormal basis for ran(QiΩ). Since Rad(A) is a 3-dimensional
subspace of Q1ΩM4Q2Ω, there is a non-zero matrix Γ ∈ Q1ΩM4Q2Ω such that Tr(Γ
∗R) = 0 for all R in
Rad(A). By reordering the bases for ran(Q1Ω) and ran(Q2Ω) if necessary, we may assume that 〈Γe
(2)
1 , e
(1)
1 〉
is non-zero. From this it follows that there are constants γ12, γ21 and γ22 in C such that such that
Rad(A) =


0 0 γ12r12 + γ21r21 + γ22r22 r12
0 0 r21 r22
0 0 0 0
0 0 0 0
 : r12, r21, r22 ∈ C

with respect to the basis
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(2)
2
}
for C4.
To see that A is not projection compressible, consider the matrix
P :=

2 0 0 0
0 1 0 1
0 0 2 0
0 1 0 1
 ,
and note that 12P is a projection in M4. One may verify that every element B = (bij) in PAP satisfies the
equation
b13 − 4γ22b24 − 2γ21b23 − 2γ12b14 − (γ12m12 + γ21m21 − γ22(1−m22)−m11)b11
+ (γ12m12 + γ21m21 + γ22(1 +m22)−m11)b33 = 0,
where for each i, j ∈ {1, 2}, we define
mij = 〈Me
(2)
j , e
(1)
i 〉.
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If, however, A is the element of A obtained by setting α = β = r12 = r21 = 1 and r22 = 0, then B := (PAP )
2
produces a value of 8 on the left-hand side of the above equation. Consequently, (PAP )2 does not belong
to PAP , so PAP is not an algebra.

The following classical theorem from linear algebra will be used in the proof of Lemma 3.1.5. It will also
be applied frequently throughout §4 and §5. See [4, Theorem 2.6.3] for a proof.
Theorem 3.1.4. Let n and p be positive integers, and let A be a complex n× p matrix.
(i) If n ≤ p, then there are unitaries U ∈Mn and V ∈Mp, and a positive semi-definite diagonal matrix
D ∈Mn so that
U∗AV =
[
D 0
]
.
(ii) If n ≥ p, then there are unitaries U ∈Mn and V ∈Mp, and a positive semi-definite diagonal matrix
D ∈Mn so that
U∗AV =
[
D
0
]
.
The principal application of Theorem 3.1.4 will be in simplifying the structure of the semi-simple part of
an algebra A in reduced block upper triangular form. Indeed, suppose that A = S ∔ Rad(A) is a type I
subalgebra of Mn, where S is semi-simple. Let Ω = (d,
⊕n
i=1 Vi) be a pair in FI(A), and for each i ∈ {1, 2},
let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be an orthonormal basis for ran(QiΩ). By Theorem 2.0.4 there is a fixed matrix M
in Q1ΩMnQ2Ω such that
S = {αQ1Ω + βQ2Ω + (β − α)M : α, β ∈ C} .
It then follows from Theorem 3.1.4 that there is a unitary U ∈ Mn such that Q1ΩUQ2Ω = Q2ΩUQ1Ω = 0
and
〈U∗MUe
(2)
j , e
(1)
i 〉 = 0
whenever i 6= j.
We are now prepared to state and prove Lemma 3.1.5. This result indicates that under certain restrictive
assumptions, the only projection compressible algebras of type I are those that are unitarily equivalent to
the unital algebra from Example 1.0.1(i). The removal of these assumptions will require a theorem of [3]
concerning the dimension of transitive spaces of operators.
Notation. Given vectors x, y ∈ Cn, define x⊗ y∗ : Cn → Cn to be the rank-one operator z 7→ 〈z, y〉x.
Lemma 3.1.5. Let n ≥ 4 be an even integer, and let A be a projection compressible type I subalgebra of
Mn. Suppose that FI(A) contains a pair Ω = (d,
⊕n
i=1 Vi) with d = n/2. If the projections Q1Ω and Q2Ω
are unlinked, then A is unitarily equivalent to
CQ1Ω + CQ2Ω +Q1ΩMnQ2Ω,
the unital algebra from Example 1.0.1(i). Consequently, A is idempotent compressible.
Proof. For each i ∈ {1, 2}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
d
}
be an orthonormal basis for ran(QiΩ). By Theorem 2.0.4,
there is a matrix M in Q1ΩMnQ2Ω such that
A = {αQ1Ω + βQ2Ω + (β − α)M +R : α, β ∈ C, R ∈ Rad(A)} .
In fact, one may assume by Theorem 3.1.4 and its subsequent remarks that there are constants mij ≥ 0 such
that
〈Me
(2)
j , e
(1)
i 〉 = δijmij for all i and j.
Let E ∈ Mn denote the partial isometry such that for each i ∈ {1, 2, . . . , d}, Ee
(1)
i = e
(2)
i and Ee
(2)
i = 0.
Since A is projection compressible, we have that
A0 := {(α+ β)Q1Ω + (β − α)ME +RE : α, β ∈ C, R ∈ Rad(A)}
is a subalgebra of Q1ΩMnQ1Ω by Lemma 3.1.2. If this subalgebra were proper, then by Burnside’s theorem,
we may change the orthonormal basis for ran(Q1Ω) if necessary to assume that 〈Ae
(1)
1 , e
(1)
d 〉 = 0 for all
A ∈ A0. In this case, one may change the orthonormal basis for ran(Q2Ω) accordingly and assume that
〈Re
(2)
1 , e
(1)
d 〉 = 0 for all R ∈ Rad(A).
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Together with Lemma 3.1.1, this contradicts the assumption that A is projection compressible.
We may therefore assume that A0 is equal to Q1ΩMnQ1Ω. This means that Rad(A)E can be enlarged to
a d2-dimensional space by adding
{α(Q1Ω −ME) + β(Q1Ω +ME) : α, β ∈ C},
the linear span of two diagonal matrices in Q1ΩMnQ1Ω. It follows that
dimRad(A)E = dimRad(A) ≥ d2 − 2,
and any entries in Rad(A)E that depend linearly on other entries must be located on the diagonal. Our
goal is to show that dimRad(A) is equal to d2, so that Rad(A) = Q1ΩMnQ2Ω.
Let us begin by addressing the case in which n = 4, and hence d = 2. If dimRad(A) 6= d2 = 4, then
the above analysis suggests that Rad(A) is 2- or 3-dimensional. If dimRad(A) = 2, then Theorem 3.1.7
indicates that Rad(A) is not transitive as a space of linear maps from ran(Q2Ω) to ran(Q1Ω). Thus, there
are unit vectors v ∈ ran(Q1Ω) and w ∈ ran(Q2Ω) such that
Rw ∈ Cv for all R ∈ Rad(A).
Choose unit vectors v′ ∈ ran(Q1Ω)∩ (Cv)
⊥ and w′ ∈ ran(Q2Ω)∩ (Cw)
⊥, and replace the orthonormal bases
for ran(Q1Ω) and ran(Q2Ω) with {v, v
′} and {w,w′}, respectively. Since
〈Rw, v′〉 = 〈λv, v′〉 = 0
for all R ∈ Rad(A), A lacks the projection compression property by Lemma 3.1.1. Thus, we have reached
the required contradiction. The fact that A lacks the projection compression property in the 3-dimensional
case is exactly Lemma 3.1.3.
Assume now that n > 4. By the above analysis, there are at most two entries from Rad(A)E which
cannot be chosen arbitrarily, and these entries necessarily occur on the diagonal. By reordering the bases for
ran(Q1Ω) and ran(Q2Ω), we may relocate the linearly dependent entries to the (1, n−1) and (2, n) positions,
respectively. Thus, we will assume that with respect to the decomposition
C
n = ∨
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
d−1
}
⊕ ∨
{
e
(1)
d , e
(2)
1
}
⊕ ∨
{
e
(2)
2 , e
(2)
3 , . . . , e
(2)
d
}
,
each A ∈ A can be represented by a matrix of the form
A =

α 0 t11 t12 · · · t1,d−2 γ1 t1d
α 0 t21 t22 · · · t2,d−2 t2,d−1 γ2
α 0 t31 t32 · · · t3,d−2 t3,d−1 t3d
. . .
...
...
...
. . .
...
...
...
α 0 td−1,1 td−1,2 · · · td−1,d−2 td−1,d−1 td−1,d
α td1 td2 · · · td,d−2 td,d−1 tdd
β 0 · · · 0 0 0
β
. . .
β
β
β

,
where α, β, and tij can be chosen arbitrarily, and γ1 and γ2 may depend linearly on these entries. We will
demonstrate that, in fact, γ1 and γ2 can be chosen arbitrarily and independently of the remaining terms.
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Consider the matrix
P =

2
2
2
. . .
2
1 1
1 1
2
. . .
2
2
2

written with respect to the decomposition above, and observe that 12P is a projection in Mn. Direct
computations show that with A as above, the element PAP admits a matrix of the form
4α 2t11 2t11 4t12 · · · 4t1,d−2 4γ1 4t1d
4α 2t21 2t21 4t22 · · · 4t2,d−2 4t2,d−1 4γ2
4α 2t31 2t31 4t32 · · · 4t3,d−2 4t3,d−1 4t3d
. . .
...
...
...
. . .
...
...
...
4α 2td−1,1 2td−1,1 4td−1,2 · · · 4td−1,d−2 4td−1,d−1 4td−1,d
α+ β + td1 α+ β + td1 2td2 · · · 2td,d−2 2td,d−1 2tdd
α+ β + td1 α+ β + td1 2td2 · · · 2td,d−2 2td,d−1 2tdd
4β
. . .
4β
4β
4β

.
Hence, it suffices to prove that e
(1)
1 ⊗ e
(2)∗
d−1 and e
(1)
2 ⊗ e
(2)∗
d belong to PAP .
To see that this is the case, let A be as above with t11 = td,d−1 = 1 and α = β = tij = 0 for all other
indices i and j. It is straightforward to verify that
(PAP )2 = 8e
(1)
1 ⊗ e
(2)∗
d−1.
Consequently, e
(1)
1 ⊗e
(2)∗
d−1 belongs to PAP , so γ1 can indeed be chosen arbitrarily. By reordering the basis to
interchange the positions of γ1 and γ2, one may repeat this process to show that γ2 may be chosen arbitrarily
as well.

The assumption on d plays a major role in the proof of Lemma 3.1.5. If it were not the case that d = n/2,
one would be unable to apply Lemma 3.1.2 or Burnside’s Theorem to obtain a tight lower bound on the
dimension of Rad(A). In order to remove this assumption, alternative methods for bounding the dimension
of Rad(A) are required.
A result from [3] concerning the minimal dimension of transitive spaces of operators provides exactly the
estimate that is needed. It will first be necessary to recall the following definition which generalizes the
notion of transitivity.
Definition 3.1.6. Let L be a vector space of linear transformations from Cn to Cm, and let k be a positive
integer. We say that L is k-transitive if for every choice of k linearly independent vectors x1, x2, . . . , xk in
Cn, and every choice of k arbitrary vectors y1, y2, . . . , yk in C
m, there is an element A ∈ L such that Axi = yi
for all i ∈ {1, 2, . . . , k}.
Theorem 3.1.7 ([3], Theorem 1.2). If L is a k-transitive space of linear transformations from Cn to Cm,
then the dimensional of L is at least k(m+ n− k).
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We are now prepared to prove the classification in the general case of type I algebras with unlinked
projections.
Theorem 3.1.8. Let A be a projection compressible type I subalgebra of Mn, and let Ω = (d,
⊕n
i=1 Vi) be a
pair in FI(A) with 1 < d < n− 1. If Q1Ω and Q2Ω are unlinked, then A is unitarily equivalent to
CQ1Ω + CQ2Ω +Q1ΩMnQ2Ω,
the unital algebra described in Example 1.0.1(i). Consequently, A is idempotent compressible.
Proof. By replacing A with AaT if necessary, we may assume that d ≤ n− d. That is, n1Ω ≤ n2Ω. We will
demonstrate that Rad(A) has dimension d(n− d), and hence A must be of the form indicated above.
Note that Rad(A) is d-transitive as a space of linear maps from ran(Q2Ω) to ran(Q1Ω). Indeed, let
{f1, f2, . . . , fd} be a set of d linearly independent vectors in ran(Q2Ω), and let Q
′
2 denote the orthogonal
projection onto ∨{f1, f2, . . . , fd}. Since dim ran(Q1Ω) = dim ran(Q
′
2) = d, Lemma 3.1.5 implies that the
radical of
A0 := (Q1Ω +Q
′
2)A(Q1Ω +Q
′
2)
is d2-dimensional. That is, Rad(A0) consists of all linear maps from ran(Q
′
2) into ran(Q1Ω). As a result,
the vectors f1, f2, . . . , fd can be mapped anywhere in ran(Q1Ω) by elements of Rad(A).
An application of Theorem 3.1.7 now concludes the proof. As a d-transitive subspace of linear maps from
ran(Q2Ω) to ran(Q1Ω), the dimension of Rad(A) is no less than d(d+ (n− d)− d) = d(n− d).

§3.2 Type I Algebras with Linked Projections. We now wish to describe the projection compressible
type I algebras A for which the pairs Ω = (d,
⊕n
i=1 Vi) in FI(A) are such that Q1Ω is linked to Q2Ω. An
inductive argument in Theorem 3.2.2 will demonstrate that every such algebra is the unitization of an
LR-algebra. The base case of this argument will require the following lemma.
Lemma 3.2.1. Let A be a projection compressible type I subalgebra of M4, and suppose that FI(A) contains
a pair Ω = (d,
⊕4
i=1 Vi) with d = 2. If Q1Ω and Q2Ω are linked, then there are projections Q
′
1 ≤ Q1Ω
and Q′2 ≤ Q2Ω such that Rad(A) = Q
′
1M4Q
′
2. In this case A is the unitization of an LR-algebra, so A is
idempotent compressible.
Proof. Let Ω be a pair in FI(A) as above, and assume that Q1Ω and Q2Ω are linked. By the observations
following Theorem 2.0.4, each A in A may be written as αI +R for some α ∈ C and R ∈ Rad(A).
For each i ∈ {1, 2}, let
{
e
(i)
1 , e
(i)
2
}
be a fixed orthonormal basis for ran(QiΩ). Furthermore, let E ∈ Mn
denote the partial isometry such that for each i ∈ {1, 2}, Ee
(1)
i = e
(2)
i and Ee
(2)
i = 0. By Lemma 3.1.2,
A0 := CQ1Ω +Rad(A)E
is a subalgebra of Q1ΩM4Q1Ω. If this subalgebra were proper, then by Burnside’s Theorem, we may change
the orthonormal basis for ran(Q1Ω) if required and assume that 〈Ae
(1)
1 , e
(1)
2 〉 = 0 for all A ∈ A0. In this case
we may adjust the orthonormal basis for ran(Q2Ω) accordingly and assume that
〈Re
(2)
1 , e
(1)
2 〉 = 0 for all R ∈ Rad(A).
Lemma 3.1.1 then implies that 〈Re
(2)
1 , e
(1)
1 〉 = 0 for all R ∈ Rad(A), or 〈Re
(2)
2 , e
(1)
2 〉 = 0 for all R ∈ Rad(A).
The fact that Rad(A) has the required form now follows from Theorem 3.0.2.
Suppose instead that CQ1Ω + Rad(A)E is equal to Q1ΩM4Q1Ω. It follows that Rad(A) is at least 3-
dimensional. If dimRad(A) = 3, then A is of the form described in Lemma 3.1.3, and hence A is not
projection compressible. It must therefore be the case that dimRad(A) = 4, so Rad(A) = Q1ΩM4Q2Ω.

Theorem 3.2.2. Let A be a projection compressible type I subalgebra of Mn, and let Ω = (d,
⊕n
i=1 Vi) be
a pair in FI(A). If Q1Ω and Q2Ω are linked, then there are projections Q
′
1 ≤ Q1Ω and Q
′
2 ≤ Q2Ω such that
Rad(A) = Q′1MnQ
′
2. Thus, A is the unitization of an LR-algebra, so A is idempotent compressible.
Proof. We will proceed by induction on n. By definition of a type I algebra, our base case occurs when n = 4.
That said, let A be a projection compressible type I subalgebra of M4, and suppose that Ω = (d,
⊕n
i=1 Vi) is
a pair in FI(A) with Q1Ω linked to Q2Ω. If d = 1 or d = 3, then Proposition 3.0.3 guarantees that Rad(A)
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admits the required form. If instead d = 2, then A and Ω are as in Lemma 3.2.1. Once again Rad(A) is of
the correct form.
Now fix an integer N ≥ 5. Assume that for every integer n < N , if A is a projection compressible type I
subalgebra of Mn and Ω is a pair in FI(A) with Q1Ω linked to Q2Ω, then Rad(A) = Q
′
1MnQ
′
2 for some
subprojections Q′1 ≤ Q1Ω and Q
′
2 ≤ Q2Ω. We claim that this is also the case for every such subalgebra of
MN . To see this, fix a subalgebra A of MN and pair Ω = (d,
⊕N
i=1 Vi) in FI(A) as in the statement of the
theorem. As in the base case, if d = 1 or d = N − 1, then Proposition 3.0.3 ensures that Rad(A) is of the
desired form. Thus, we will assume that 1 < d < N − 1. By replacing A with AaT if necessary, we will also
assume that d ≤ N − d.
First consider the possibility that N is even and d = N − d = N/2. Let
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
d
}
and{
e
(2)
1 , e
(2)
2 , . . . , e
(2)
d
}
be orthonormal bases for ran(Q1Ω) and ran(Q2Ω), respectively. Let E ∈Mn denote the
partial isometry such that for each i ∈ {1, 2, . . . , d}, Ee
(1)
i = e
(2)
i and Ee
(2)
i = 0. Arguing as in the proof
of Lemma 3.1.5, either CQ1Ω + Rad(A)E is equal to Q1ΩMNQ1Ω, or Burnside’s Theorem may be used to
assume that
〈Re
(2)
1 , e
(1)
d 〉 = 0 for all R ∈ Rad(A).
If the latter holds, then Rad(A) contains a permanent row or column of zeros by Lemma 3.1.1. In the case
of a permanent row of zeros, consider the algebra A0 obtained by deleting this row and its corresponding
column from A. We have that A0 is a projection compressible type I subalgebra of MN−1, so Rad(A0)
admits the the required form by the inductive hypothesis. Upon reintroducing the removed row and column,
one can see that Rad(A) is of the required form as well. An analogous argument can be made in the case of
a permanent column of zeros.
Thus, we may assume that CQ1Ω + Rad(A)E is equal to Q1ΩMNQ1Ω. This implies that the dimension
of Rad(A) is at least d2 − 1. We claim that, in fact, dimRad(A) = d2, so that Rad(A) = Q1ΩMnQ2Ω. To
see this is the case, reorder the bases for ran(Q1Ω) and ran(Q2Ω) if necessary to assume that with respect
to the decomposition
C
N = ∨
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
d−1
}
⊕ ∨
{
e
(1)
d , e
(2)
1
}
⊕ ∨
{
e
(2)
2 , e
(2)
3 , . . . , e
(2)
d
}
,
each A ∈ A can be expressed as a matrix of the form
A =

α 0 t11 t12 · · · t1,d−2 γ t1d
α 0 t21 t22 · · · t2,d−2 t2,d−1 t2d
α 0 t31 t32 · · · t3,d−2 t3,d−1 t3d
. . .
...
...
...
. . .
...
...
...
α 0 td−1,1 td−1,2 · · · td−1,d−2 td−1,d−1 td−1,d
α td1 td2 · · · td,d−2 td,d−1 tdd
α 0 · · · 0 0 0
α
. . .
α
α
α

.
Here, α and tij are arbitrary values in C, and γ may depend linearly on these entries.
It will be shown that γ is, in fact, independent of the other terms. Indeed, let P denote the matrix from
the proof of Lemma 3.1.5, so that 12P is a projection in MN . Proceed now as in the proof of that lemma by
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noting that with A as above, PAP is given by
4α 2t11 2t11 4t12 · · · 4t1,d−2 4γ 4t1d
4α 2t21 2t21 4t22 · · · 4t2,d−2 4t2,d−1 4t2d
4α 2t31 2t31 4t32 · · · 4t3,d−2 4t3,d−1 4t3d
. . .
...
...
...
. . .
...
...
...
4α 2td−1,1 2td−1,1 4td−1,2 · · · 4td−1,d−2 4td−1,d−1 4td−1,d
2α+ td1 2α+ td1 2td2 · · · 2td,d−2 2td,d−1 2tdd
2α+ td1 2α+ td1 2td2 · · · 2td,d−2 2td,d−1 2tdd
4α
. . .
4α
4α
4α

.
It therefore suffices to prove that e
(1)
1 ⊗ e
(2)∗
d−1 belongs to PAP . But if A denotes the particular element of A
obtained by taking t11 = td,d−1 = 1 and α = tij = 0 for all other indices i and j, then
(PAP )2 = 8e
(1)
1 ⊗ e
(2)∗
d−1.
Since A is projection compressible, this element belongs to PAP . We conclude that Rad(A) admits the
correct form, hence the proof of the d = N − d case is complete.
Let us now turn to the case in which d < N−d. As above, let
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
n1Ω
}
and
{
e
(2)
1 , e
(2)
2 , . . . , e
(2)
n2Ω
}
be fixed orthonormal bases for ran(Q1Ω) and ran(Q2Ω), respectively. For each d-element subset S of
{1, 2, . . . , N − d}, let QS denote the orthogonal projection onto ∨{e
(2)
i : i ∈ S}, and define PS := Q1Ω +QS .
Let AS denote the compression PSAPS , which we regard as a subalgebra of Q1ΩM2dQS + CI.
If each compression AS is equal to CQ1Ω + CQS + Q1ΩM2dQS, then Rad(A) is a d-transitive space of
linear maps from ran(Q2Ω) into ran(Q1Ω). In this case we may apply Theorem 3.1.7 to conclude that
Rad(A) = Q1ΩMNQ2Ω, as desired. Instead, suppose that one of the sets S is such that the radical of AS
is properly contained in Q1ΩM2dQS . For such an S, the inductive hypothesis gives rise to subprojections
Q′1 ≤ Q1Ω and Q
′
S ≤ QS such that
Rad(AS) = Q
′
1M2dQ
′
S .
At least one of these subprojections must be proper.
If Q′S 6= QS or Q
′
1 = 0, then there is an orthonormal basis for C
2d with respect to which Rad(AS)
has a permanent column of zeros. One may then extend this basis to obtain an orthonormal basis for CN
with respect to which Rad(A) also admits a permanent column of zeros. By deleting this column and its
corresponding row from A, we obtain a projection compressible type I subalgebra of MN−1. The inductive
hypothesis implies that the radical of this compression is of the desired form. Upon reintroducing the column
and row deleted from A, it is easy to see that Rad(A) is of the desired form as well.
On the other hand, if QS = Q
′
S and Q
′
1 is a proper non-zero subprojection of Q1Ω, then it must be the
case that Rad(AS) has a permanent row of zeros, but not a permanent column of zeros. Thus, Rad(A) has
a permanent row of zeros by Lemma 3.1.1. By removing this row and its corresponding column from A, we
obtain a projection compressible type I subalgebra of MN−1. The radical of this algebra is of the correct
form by the inductive hypothesis, and hence so too is Rad(A).

§4 Algebras of Type II
The term type II will be used to describe a unital subalgebra A of Mn, n ≥ 4, that has a reduced block
upper triangular form with respect to an orthogonal decomposition
⊕m
i=1 Vi of C
n, such that dimVk ≥ 2 for
some k. Such an algebra then satisfies the assumptions of Corollary 2.0.7. For instance, the unital algebra
from Example 1.0.1(i) is of type II if and only if rank(Q2) ≥ 2.
The purpose of this section is to provide a classification of the type II algebras that afford the projection
compression property. It will be shown that every projection compressible algebra of type II is either the
unitization of an LR-algebra, or is unitarily equivalent to the type II algebra from Example 1.0.1(i).
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As in the case type I algebras, it will be helpful to keep a record of all orthogonal decompositions of Cn
that satisfy the conditions of Corollary 2.0.7 for a given type II algebra A. Thus, we make the following
definition.
Definition 4.0.1. If A is an algebra of type II, let FII = FII(A) denote the set of triples Ω = (d, k,
⊕m
i=1 Vi)
that satisfy the following conditions:
(i)
⊕m
i=1 Vi is an orthogonal decomposition of C
n with respect to which A is reduced block upper
triangular;
(ii) d and k are integers such that d ≥ 2, k ∈ {1, 2, . . . ,m}, and dimVk = d.
Notation. If A is an algebra of type II and FII(A) contains a triple Ω = (d, k,
⊕m
i=1 Vi), let Q1Ω, Q2Ω,
and Q3Ω denote the orthogonal projections onto
⊕
i<k Vi, Vk, and
⊕
i>k Vi, respectively. Furthermore, let
n1Ω = k − 1, n2Ω = d, and n3Ω = n− d− k + 1 denote the ranks of Q1Ω, Q2Ω, and Q3Ω, respectively.
Observe that if A is a projection compressible type II subalgebra of Mn and Ω is a triple in FII(A), then
by Corollary 2.0.7, Q2ΩAQ2Ω = Q2ΩMnQ2Ω and QiΩAQiΩ = CQiΩ for each i ∈ {1, 3}.
We will begin by considering the extreme case in which a type II algebra A admits a triple Ω =
(d, k,
⊕m
i=1 Vi) such that k = 1 or k = m. The projection compressible algebras of this form can easily
be identified using Theorem 3.0.2.
Proposition 4.0.2. Let A be a projection compressible algebra of type II. If Ω = (d, k,
⊕m
i=1 Vi) is a triple
in FII(A) with k = 1 or k = m, then A is the unitization of an LR-algebra. Consequently, A is idempotent
compressible.
Proof. By replacing A with AaT if necessary, we may assume that k = m. Since Rad(A) is a right Md-
module, Theorem 3.0.2 gives rise to a projection Q′1 ≤ Q1Ω such that Rad(A) = Q
′
1MnQ2. It then follows
from Theorem 2.0.4 that A is similar to
(Q′1 +Q2Ω)MnQ2Ω + CI,
which is the unitization of an LR-algebra. Consequently, A is the unitization of an LR-algebra as well.

By Proposition 4.0.2, it suffices to consider the type II algebras for which the triples Ω = (d, k,
⊕m
i=1 Vi)
in Fg1II are such that 1 < k < m. For such an algebra A and triple Ω, the projections Q1Ω, Q2Ω, and Q3Ω
are all non-zero. In the language of Theorem 2.0.2 and the remarks that follow, the corners Q1ΩAQ1Ω and
Q3ΩAQ3Ω are diagonal algebras, each comprised of mutually linked 1 × 1 blocks. Note that the blocks in
Q1ΩAQ1Ω may be linked to those in Q3ΩAQ3Ω. If this is the case, we will say that Q1Ω and Q3Ω are linked.
Otherwise, we will say that Q1Ω and Q3Ω are unlinked. In either case, dimension considerations imply that
neither Q1Ω nor Q3Ω is linked to Q2Ω. As in the case of type I algebras, it will be important to distinguish
between these settings.
§4.1 Type II Algebras with Unlinked Projections. Let us first consider the type II algebras A for
which the triples Ω = (d, k,
⊕m
i=1 Vi) in FII(A) are such that Q1Ω and Q3Ω are unlinked. We aim to show
that the only such algebras with the projection compression property are those that are unitarily equivalent
to the unital algebra in Example 1.0.1(i). To accomplish this goal, we will first show in Lemma 4.1.2 that
the result holds in the M4 setting. An extension to larger type II algebras will be made in Theorem 4.1.3
by applying Lemma 4.1.2 to their 4× 4 compressions.
As mentioned above, if A is a type II algebra and Ω is a triple in FII(A), then Q2Ω must be unlinked
from Q1Ω and Q3Ω. Thus, type II algebras satisfy the assumptions the following result from [2]. We make
use of this fact in the proofs of Lemma 4.1.2 and Theorem 4.1.3.
Lemma 4.1.1. [2, Lemma 4.0.7] Let n be a positive integer, and let A be a unital subalgebra of Mn expressed
in reduced block upper triangular form with respect to a decomposition
⊕m
i=1 Vi of C
n. Suppose that there is
an index 1 < k < m that is unlinked from all indices i 6= k, and let Q1, Q2, and Q3 denote the orthogonal
projections onto
⊕
i<k Vi, Vk, and
⊕
i>k Vi, respectively.
(i) For every R ∈ Rad(A), there are elements R′ = Q1R
′ and R′′ = R′′Q3 in Rad(A) such that
R′Q2 = Q1RQ2 and Q2R
′′ = Q2RQ3.
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(ii) If there are projections Q′1 ≤ Q1 and Q
′
3 ≤ Q3 such that
Q1Rad(A)Q2 = Q
′
1MnQ2 Q2Rad(A)Q3 = Q2MnQ
′
3,
and
Q1Rad(A)Q3 = Q
′
1Rad(A)Q
′
3,
then
Rad(A) = Q′1MnQ2 ∔Q
′
1MnQ
′
3 ∔Q2MnQ
′
3.
Lemma 4.1.2. Let A be a projection compressible type II subalgebra of M4. Assume that FII(A) contains
a pair Ω = (d, k,
⊕3
i=1 Vi) such that d = k = 2. If Q1Ω and Q3Ω are unlinked, then A is unitarily equivalent
to
CQ1Ω + CQ3Ω + (Q1Ω +Q2Ω)M4(Q2Ω +Q3Ω),
the unital algebra from Example 1.0.1(i). Consequently, A is idempotent compressible.
Proof. Suppose to the contrary thatA is not unitarily equivalent to the algebra described above. Lemma 4.1.1
(ii) then implies that
Q1ΩRad(A)Q2Ω 6= Q1ΩM4Q2Ω
or
Q2ΩRad(A)Q3Ω 6= Q2ΩM4Q3Ω.
By replacing A with AaT if necessary, we may assume that Q1ΩRad(A)Q2Ω 6= Q1ΩM4Q2Ω. Consequently,
Q1ΩRad(A)Q2Ω = {0} by Theorem 3.0.2.
An application of Theorem 2.0.4 provides a precise description of Q1ΩAQ2Ω. Since A is similar to
BD(A)∔Rad(A) via a block upper triangular similarity, there is a fixed element T ∈ Q1ΩM4Q2Ω such that
Q1ΩAQ2Ω = (Q1ΩAQ1Ω)T − T (Q2ΩAQ2Ω) for every A ∈ A.
For each i ∈ {1, 2, 3}, fix an orthonormal basis
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for ran(QiΩ). To simplify matters, we
may use Theorem 3.1.4 and the remarks that follow to assume that 〈Te
(2)
2 , e
(1)
1 〉 = 0. That is, with respect
to the basis
{
e
(1)
1 , e
(2)
1 , e
(2)
2 , e
(3)
1
}
for C4, each A ∈ A may be expressed as
A =

a11 a11t− ta22 −ta23 a14
a22 a23 a24
a32 a33 a34
a44
 ,
where aij ∈ C and t := 〈Te
(2)
1 , e
(1)
1 〉. Here, the entries on the block-diagonal may be selected arbitrarily.
To reach a contradiction, consider the matrices
P0 :=

2 0 0 0
0 1 0 1
0 0 2 0
0 1 0 1
 , P1 :=

1 0 0 −1
0 2 0 0
0 0 2 0
−1 0 0 1
 , and P2 :=

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 .
Observe that for each i, 12Pi is a projection in M4. Direct computations show that
〈P0AP0e
(2)
2 , e
(1)
1 〉+ 2t〈P0AP0e
(2)
2 , e
(2)
1 〉 = 0
holds for all A ∈ A. That is,
〈Be
(2)
2 , e
(1)
1 〉+ 2t〈Be
(2)
2 , e
(2)
1 〉 = 0
for all B ∈ P0AP0. Yet with A as above and B0 := (P0AP0)
2, we have
〈B0e
(2)
2 , e
(1)
1 〉+ 2t〈B0e
(2)
2 , e
(2)
1 〉 = 8a23 (a14 − t(a11 − a44 − a24)) .
Since a23 can be selected arbitrarily, the relation
a14 = t(a11 − a44 − a24)
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must hold for all A ∈ A as above.
One may derive similar relations from P1 and P2. Indeed, it is straightforward to check that for j ∈ {1, 2},
the equation
t〈PjAPje
(2)
2 , e
(2)
1 〉+ 2〈PjAPje
(2)
2 , e
(1)
1 〉 = 0
holds for every A ∈ A. Yet by considering any element A0 ∈ A with a11 = a23 = 1 and a44 = 0, we have
that for Bj := (PjA0Pj)
2,(
t〈B1e
(2)
2 , e
(2)
1 〉+ 2〈B1e
(2)
2 , e
(1)
1 〉
)
−
(
t〈B2e
(2)
2 , e
(2)
1 〉+ 2〈B2e
(2)
2 , e
(1)
1 〉
)
= 16t2.
Since B1 and B2 belong to P1AP1 and P2AP2, respectively, it must be that t = 0. That is, Q1ΩAQ2Ω = {0}.
It follows that with respect to the basis
{
e
(2)
1 , e
(2)
2 , e
(1)
1 , e
(3)
1
}
for C4, each A ∈ A may be written as
A =

a22 a23 0 a24
a32 a33 0 a34
a11 0
a44

for some aij ∈ C. Theorem 2.0.5 now demonstrates that A is not projection compressible, as the entries in
BD(A) may be chosen arbitrarily. This is a contradiction.

Theorem 4.1.3. Let A be a projection compressible algebra of type II, and let Ω = (d, k,
⊕m
i=1 Vi) be a triple
in FII(A) such that 1 < k < m. If Q1Ω and Q3Ω are unlinked, then A is unitarily equivalent to
CQ1Ω + CQ3Ω + (Q1Ω +Q2Ω)Mn(Q2Ω +Q3Ω),
the unital algebra from Example 1.0.1(i). Consequently, A is idempotent compressible.
Proof. Suppose to the contrary that A is not unitarily equivalent to the algebra described above. As in
the proof of the previous result, we may appeal to Lemma 4.1.1 (ii) and assume without loss of generality
that Q1ΩRad(A)Q2Ω 6= Q1ΩMnQ2Ω. Thus, Theorem 3.0.2 gives rise to a proper subprojection Q
′
1 of Q1Ω
satisfying
Q1ΩRad(A)Q2Ω = Q
′
1MnQ2Ω.
Define Q′′1 := Q1Ω −Q
′
1, and let
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
n1Ω
}
be an orthonormal basis for ran(Q1Ω) such that
ran(Q′′1 ) = ∨
{
e
(1)
1 , e
(1)
2 , . . . , e
(1)
ℓ
}
for some integer 1 ≤ ℓ ≤ n1Ω. Since A is similar to BD(A) ∔ Rad(A) via a matrix that is block upper
triangular with respect to the decomposition Cn = ran(Q1Ω) ⊕ ran(Q2Ω) ⊕ ran(Q3Ω), there is a matrix
T ∈ Q′′1MnQ2Ω such that
Q′′1AQ2Ω = (Q
′′
1AQ
′′
1 )T − T (Q2ΩAQ2Ω) for all A ∈ A.
Moreover, Theorem 3.1.4 implies that by choosing an appropriate orthonormal basis
{
e
(2)
1 , e
(2)
2 , . . . , e
(2)
n2Ω
}
for ran(Q2Ω) and adjusting the chosen basis for ran(Q
′′
1 ) if necessary, additional structure may be imposed
on T . Specifically, one may assume that 〈Te
(2)
j , e
(1)
i 〉 = 0 whenever i 6= j.
Let e
(3)
1 be any non-zero vector in ran(Q3Ω), and define B =
{
e
(1)
1 , e
(2)
1 , e
(2)
2 , e
(3)
1
}
. Let P denote the
orthogonal projection onto the span of B, and consider the compression A0 := PAP . It is easy to see that
A0 is a projection compressible type II subalgebra of M4. Moreover, if
W1 := Ce
(1)
1 , W2 := ∨
{
e
(2)
1 , e
(2)
2
}
, and W3 := Ce
(3)
1 ,
then the triple Ω′ = (2, 2,
⊕3
i=1Wi) belongs to FII(A0). Since Q1Ω′ and Q3Ω′ are unlinked, A0 is among the
class of algebras addressed in Lemma 4.1.2. With respect to the basis B for ran(P ), however, every element
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of A0 may be expressed as a matrix of the form
A =

a11 a11t− ta22 −ta23 a14
a22 a23 a24
a32 a33 a34
a44
 ,
where t := 〈Te
(2)
1 , e
(1)
1 〉. Since A0 is not of the form prescribed by Lemma 4.1.2, it follows that A0 is not
projection compressible—a contradiction.

§4.2 Type II Algebras with Linked Projections. Consider now the type II algebras A for which the
triples Ω = (d, k,
⊕m
i=1 Vi) in FII(A) are such that Q1Ω and Q3Ω are linked. It will be shown in Theorem 4.2.2
that all projection compressible algebras of this form are unitizations of LR-algebras. The proof of this result
requires a careful analysis of the upper triangular blocks in the semi-simple part of the algebra in question.
The crux of this analysis is the following lemma.
Lemma 4.2.1. Let A be a projection compressible type II subalgebra of M4. Assume that FII(A) contains
a triple Ω = (d, k,
⊕3
i=1 Vi) with d = k = 2, and such that Q1Ω and Q3Ω are linked. If there are a constant
t ∈ C and for each i ∈ {1, 2, 3}, an orthonormal basis
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for ran(QiΩ) such that{
〈Ae
(2)
1 , e
(1)
1 〉 = 〈Ae
(1)
1 , e
(1)
1 〉t− t〈Ae
(2)
1 , e
(2)
1 〉
〈Ae
(2)
2 , e
(1)
1 〉 = − t〈Ae
(2)
2 , e
(2)
1 〉
for all A ∈ A,
then
〈Ae
(3)
1 , e
(1)
1 〉 = −t〈Ae
(3)
1 , e
(2)
1 〉 for all A ∈ A.
In particular, if
〈Ae
(2)
1 , e
(1)
1 〉 = 〈Ae
(2)
2 , e
(1)
1 〉 = 0 for all A ∈ A,
then 〈Ae
(3)
1 , e
(1)
1 〉 = 0 for all A ∈ A.
Proof. Suppose that there are a constant t ∈ C and orthonormal bases
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for ran(QiΩ) as
described above. Then with respect to the basis
{
e
(1)
1 , e
(2)
1 , e
(2)
2 , e
(3)
1
}
for C4, each A in A can be written as
A =

a11 a11t− ta22 −ta23 a14
a22 a23 a24
a32 a33 a34
a11

for some aij in C. Since A is in reduced block upper triangular form, the entries on the block-diagonal may
be chosen arbitrarily.
Consider the matrix
P :=

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 ,
and note that 12P is a projection in M4. One may verify that the equation
t〈PAPe
(2)
2 , e
(2)
1 〉+ 2〈PAPe
(2)
2 , e
(1)
1 〉 = 0
holds for every A ∈ A, and hence
t〈Be
(2)
2 , e
(1)
2 〉+ 2〈Be
(2)
2 , e
(1)
1 〉 = 0
for all B ∈ PAP . But with A as above and B := (PAP )2, we see that
t〈Be
(2)
2 , e
(2)
1 〉+ 2〈Be
(2)
2 , e
(1)
1 〉 = −8ta23(a14 + ta24).
The projection compressibility of A implies that B belongs to PAP , and hence it must be that
ta23(a14 + ta24) = 0 for all A ∈ A.
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Since a23 can be selected arbitrarily, it follows that either a14 = −ta24 for all A, or t = 0.
If the former holds, then every A satisfies the equation
〈Ae
(3)
1 , e
(1)
1 〉 = −t〈Ae
(3)
1 , e
(2)
1 〉,
as required. If instead t = 0, then with respect to the basis
{
e
(2)
1 , e
(2)
2 , e
(1)
1 , e
(3)
1
}
for C4, each A in A may be
expressed as a matrix of the form
A =

a22 a23 0 a24
a32 a33 0 a34
a11 a14
a11

for some aij ∈ C. It follows from Theorem 2.0.5 that a14 = 〈Ae
(3)
1 , e
(1)
1 〉 = 0 for all A, and hence the equation
〈Ae
(3)
1 , e
(1)
1 〉 = −t〈Ae
(3)
1 , e
(2)
1 〉 holds in this case as well.

Theorem 4.2.2. Let A be a projection compressible type II subalgebra of Mn, and let Ω = (d, k,
⊕m
i=1 Vi)
be a triple in FII(A). If Q1Ω and Q3Ω are linked, then A is the unitization of an LR-algebra. Consequently,
A is idempotent compressible.
Proof. Let Ω be as above, and assume that Q1Ω and Q3Ω are linked. Note that if k = 1 or k = m, then A is
the unitization of an LR-algebra by Proposition 4.0.2. Thus, we will assume that 1 < k < m. In this case,
Theorem 3.0.2 gives rise to subprojections Q′1 ≤ Q1Ω and Q
′
3 ≤ Q3Ω such that
Q1ΩRad(A)Q2Ω = Q
′
1MnQ2Ω and Q2ΩRad(A)Q3Ω = Q2ΩMnQ
′
3.
Our goal is to show that A is similar to
A0 := (Q
′
1 +Q2Ω)Mn(Q2Ω +Q
′
3) + CI.
Since A0 is the unitization of an LR-algebra, this would prove that so too is A. We will accomplish this
task by first determining the structure of Q1ΩAQ3Ω.
Define Q′′1 := Q1Ω − Q
′
1 and Q
′′
3 := Q3Ω − Q
′
3. For each i ∈ {1, 2, 3}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be an
orthonormal basis for ran(QiΩ) such that if Q
′′
i 6= 0, then
ran(Q′′i ) = ∨
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
ℓi
}
for some ℓi ∈ {1, 2, . . . , niΩ}. By Theorem 2.0.4, A is similar to BD(A)∔Rad(A) via a matrix that is block
upper triangular with respect to the decomposition Cn = ran(Q1Ω)⊕ ran(Q2Ω)⊕ ran(Q3Ω); hence there are
matrices T1 ∈ Q
′′
1MnQ2Ω and T2 ∈ Q2ΩMnQ
′′
3 such that every A in A satisfies
Q′′1AQ2Ω = (Q
′′
1AQ
′′
1)T1 − T1(Q2ΩAQ2Ω) and Q2ΩAQ
′′
3 = (Q2ΩAQ2Ω)T2 − T2(Q
′′
3AQ
′′
3 ).
We will begin by using Lemma 4.2.1 to establish the structure of Q′′1AQ3Ω. Of course, there is little to
be said when Q′′1 = 0, so assume for now that Q
′′
1 6= 0. By Theorem 3.1.4 and its subsequent remarks, one
may change the orthonormal bases for ran(Q′′1) and ran(Q2Ω) if required and assume that
t
(1)
ij := 〈T1e
(2)
j , e
(1)
i 〉 = 0 for all i 6= j.
Let i and i′ be arbitrary indices from {1, 2, . . . , ℓ1} and {1, 2, . . . , n3Ω}, respectively, and let j be an index
in {1, 2, . . . , n2Ω} \ {i}. Define B :=
{
e
(1)
i , e
(2)
i , e
(2)
j , e
(3)
i′
}
, let P denote the orthogonal projection onto the
span of B, and consider the algebra PAP . If i > n2Ω, then for each A ∈ A, PAP may be expressed as a
matrix of the form 
a11 0 0 a14
a22 a23 a24
a32 a33 a34
a11

with respect to B. Thus, PAP is an algebra of the form described in Lemma 4.2.1 with t = 0, so
a14 = 〈Ae
(3)
i′ , e
(1)
i 〉 = 0 for all A ∈ A.
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Suppose instead that i ≤ n2Ω. By reordering the vectors in B if required, one can see that for each A ∈ A,
PAP can be expressed as a matrix of the form
PAP =

a11 a11t
(1)
ii − t
(1)
ii a22 −t
(1)
ii a23 a14
a22 a23 a24
a32 a33 a34
a11

with respect to B. It follows that PAP is of the form described in Lemma 4.2.1 with t = t
(1)
ii , hence
a14 = 〈Ae
(3)
i′ , e
(1)
i 〉 = −t
(1)
ii 〈Ae
(3)
i′ , e
(2)
i 〉 for all A ∈ A.
Since our choice of indices was arbitrary, these conclusions hold for all i in {1, 2, . . . , ℓ1} and all i
′ in
{1, 2, . . . , n3Ω}. As a result,
Q′′1AQ3Ω = −T1Q2ΩAQ3Ω for all A ∈ A.
We now wish to obtain information on the structure of Q1ΩAQ
′′
3 . As in the analysis above, it will
be convenient to simplify the description of T2 by choosing suitable bases for ran(Q2Ω) and ran(Q3Ω).
Specifically, one may invoke Theorem 3.1.4 to obtain matrices V ∈ Q2ΩMnQ2Ω, W ∈ Q
′′
3MnQ
′′
3 , and a
unitary U ∈Mn such that
(Q1Ω +Q
′
3)U(Q1Ω +Q
′
3) = Q1Ω +Q
′
3,
(Q2Ω +Q
′′
3)U(Q2Ω +Q
′′
3) = V +W,
and
〈U∗T2Ue
(3)
j , e
(2)
i 〉 = 〈V
∗T2We
(3)
j , e
(2)
i 〉 = 0 for all i 6= j.
By considering the algebra U∗AU and arguing as above, one may deduce that
(Q1ΩAQ
′′
3) = (Q1ΩAQ2Ω)T2 for all A ∈ A.
Our findings thus far indicate that with respect to the decomposition
C
n = ran(Q′′1 )⊕ ran(Q
′
1)⊕ ran(Q2Ω)⊕ ran(Q
′′
3 )⊕ ran(Q
′
3),
each A ∈ A can be expressed as a matrix of the form
A =

a11I 0 a11T1 − T1M −T1(MT2 − a11T2) −T1J2
a11I J1 J1T2 A25
M MT2 − a11T2 J2
a11I 0
a11I

for some a11 ∈ C, M ∈ Q2ΩMnQ2Ω, J1 ∈ Q
′
1Rad(A)Q2Ω, J2 ∈ Q2ΩRad(A)Q
′
3, and A25 ∈ Q
′
1MnQ
′
3. With
this description in hand we are prepared to show that A is similar to A0 = (Q
′
1 +Q2Ω)Mn(Q2Ω +Q
′
3) +CI,
and hence is the unitization of an LR-algebra.
Consider the operator S := I − T1 − T2. Note that S is invertible, with S
−1 = I + T1 + T2 + T1T2. For
each A ∈ A as above, we have that
S−1AS =

a11I 0 0 0 0
a11I J1 0 A25
M 0 J2
a11I 0
a11I
 .
From here it is easy to see that S−1AS is a type II algebra that has a reduced block upper triangular form
with respect to the above decomposition. Moreover,
Q1ΩRad(S
−1AS)Q2Ω = Q
′
1Rad(A)Q2Ω = Q
′
1MnQ2Ω
and
Q2ΩRad(S
−1AS)Q3Ω = Q2ΩRad(A)Q
′
3 = Q2ΩMnQ
′
3.
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Thus, Lemma 4.1.1 (ii) implies that
S−1AS = (Q′1 +Q2Ω)Mn(Q2Ω +Q
′
3) + CI = A0,
as desired. 
§5 Algebras of Type III
We now begin the final stage of our classification of unital projection compressible subalgebras of Mn
when n ≥ 4. The term type III will be used to describe a unital subalgebra A of Mn, n ≥ 4, such that for
every orthogonal decomposition
⊕m
i=1 Vi of C
n with respect to which A is reduced block upper triangular,
dimVi = 1 for all i (i.e., m = n), and there is an integer k as in Corollary 2.0.6. It is obvious that if A is
such an algebra and k is an integer as in Corollary 2.0.6, then k must lie strictly between 1 and n.
As in the preceding sections, it will be important to maintain a record of the integers k and decompositions
of Cn that satisfy the assumptions of Corollary 2.0.6 for a given type III algebra A.
Definition 5.0.1. If A is an algebra of type III, let FIII = FIII(A) denote the set of pairs Ω = (k,
⊕n
i=1 Vi)
that satisfy the following conditions:
(i)
⊕n
i=1 Vi is an orthogonal decomposition of C
n with respect to which A is reduced block upper
triangular;
(ii) k is an integer in {2, . . . , n− 1} such that if Q1Ω, Q2Ω, and Q3Ω denote the orthogonal projections
onto
⊕
i<k Vi, Vk, and
⊕
i>k Vi, respectively, then rank(Q2Ω) = 1, and for each i ∈ {1, 3},
(QiΩ +Q2Ω)A(QiΩ +Q2Ω) 6= C(QiΩ +Q2Ω).
Notation. If A is an algebra of type III and FIII(A) contains a pair Ω = (k,
⊕n
i=1 Vi), let n1Ω = k − 1,
n2Ω = 1, and n3Ω = n− k denote the ranks of Q1Ω, Q2Ω, and Q3Ω, respectively. Note that since n2Ω = 1, it
must be that max{n1Ω, n3Ω} ≥ 2.
If A is a projection compressible algebra of type III with pair Ω ∈ FIII(A), then QiΩAQiΩ = CQiΩ for
each i ∈ {1, 2, 3}. Thus, each corner QiΩAQiΩ is a diagonal algebra comprised of mutually linked 1 × 1
blocks. Of course, the blocks in QiΩAQiΩ may or may not be linked to those in QjΩAQjΩ. If there is linkage
between these blocks, we will say that the projections QiΩ and QjΩ are linked ; otherwise, we will say that
they are unlinked. Unlike in §4, it is now entirely possible that Q2Ω is linked to Q1Ω or Q3Ω.
§5.1 Type III Algebras with Unlinked Projections. Let us begin with the classification of projection
compressible type III algebras A for which the pairs Ω = (k,
⊕n
i=1 Vi) in FIII(A) are such that no two
distinct projections QiΩ and QjΩ are linked. Examples of such algebras include the unital algebra from
Example 1.0.1(i) when Q1 6= 0, Q3 6= 0 and dimQ2 = 1; and the unital algebra from Example 1.0.1(ii). In
fact, it will be shown in Theorem 5.1.2 that every projection compressible type III algebra with mutually
unlinked projections is either transpose equivalent to the former, or transpose similar to the latter.
Note that if A is a type III algebra with mutually unlinked projections and there is a pair Ω ∈ FIII(A) such
thatQ1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω andQ2ΩRad(A)Q3Ω = Q2ΩMnQ3Ω, then Lemma 4.1.1 (ii) indicates that
Rad(A) = Q1ΩMnQ2Ω ∔Q1ΩMnQ3Ω ∔Q2ΩMnQ3Ω.
In this case, A is the unital algebra from Example 1.0.1(i), so A is idempotent compressible. It therefore
suffices to consider the algebras A for which the pairs Ω ∈ FIII(A) are such that
Q1ΩRad(A)Q2Ω 6= Q1ΩMnQ2Ω or Q2ΩRad(A)Q3Ω 6= Q2ΩMnQ3Ω
As the following lemma demonstrates, these conditions may impose significant restrictions on the values of
rank(Q1Ω) and rank(Q3Ω).
Lemma 5.1.1. Let A be a projection compressible type III subalgebra of Mn, and assume that Ω is a pair
in FIII(A) such that no two distinct projections QiΩ and QjΩ are linked. If Q1ΩRad(A)Q2Ω 6= Q1ΩMnQ2Ω,
then n1Ω = 1. Analogously, if Q2ΩRad(A)Q3Ω 6= Q2ΩMnQ3Ω, then n3Ω = 1.
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Proof. Let Ω be as in the statement of the lemma. Since one may replace A with AaT if required, it suffices
to prove the result in the case that Q2ΩRad(A)Q3Ω 6= Q2ΩMnQ3Ω.
Suppose to the contrary that n3Ω ≥ 2. For each i ∈ {1, 2, 3}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be an orthonormal
basis for ran(QiΩ), and assume that the basis for ran(Q3Ω) is chosen so that 〈Re
(3)
1 , e
(2)
1 〉 = 0 for all
R ∈ Rad(A).
Define B =
{
e
(1)
1 , e
(2)
1 , e
(3)
1 , e
(3)
2
}
, let P denote the orthogonal projection onto the span of B, and consider
the compression A0 := PAP . By Theorem 2.0.4 that there is a fixed constant t ∈ C such that with respect
to the basis B for ran(P ), each A in A0 admits a matrix of the form
A =

α a12 a13 a14
β t(β − γ) a24
γ 0
γ

for some α, β, γ, and aij in C.
Consider the matrices
P1 :=

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 and P2 :=

1 0 1 0
0 2 0 0
1 0 1 0
0 0 0 2
 ,
acting on ran(P ) and written with respect to the basis B. It is easy to see that 12P1 and
1
2P2 are subprojections
of P . In addition, one may verify that every element B in P1A0P1 satisfies the equation
〈Be
(3)
1 , e
(2)
1 〉 − t〈Be
(2)
1 , e
(2)
1 〉+ t〈Be
(3)
1 , e
(3)
1 〉 = 0.
Thus, if A belongs to A0 and C := (P1AP1)
2, then
〈Ce
(3)
1 , e
(2)
1 〉 − t〈Ce
(2)
1 , e
(2)
1 〉+ t〈Ce
(2)
1 , e
(3)
1 〉 = 8〈Ae
(3)
2 , e
(2)
1 〉
(
t〈Ae
(2)
1 , e
(1)
1 〉 − 〈Ae
(3)
1 , e
(1)
1 〉
)
must be zero. This implies that either 〈Ae
(3)
2 , e
(2)
1 〉 = 0 for all A ∈ A0, or t〈Ae
(2)
1 , e
(1)
1 〉 = 〈Ae
(3)
1 , e
(1)
1 〉 for all
A ∈ A0. Indeed, it is clear that every member of A0 must satisfy at least one of these equations. If, however,
there were elements A1 and A2 in A0 such that 〈A1e
(3)
2 , e
(2)
1 〉 6= 0 and t〈A2e
(2)
1 , e
(1)
1 〉 6= 〈A2e
(3)
1 , e
(1)
1 〉, then
neither equation would be satisfied by their sum.
Note that it cannot be that 〈Ae
(3)
2 , e
(2)
1 〉 = 0 for every A ∈ A0. Indeed, if this were the case, then by
viewing A0 as an algebra of matrices with respect to the reordered basis
{
e
(1)
1 , e
(3)
2 , e
(2)
1 , e
(3)
1
}
for ran(P ),
A0 would be seen to lack the projection compression property by Theorem 2.0.5—a contradiction. Thus,
t〈A2e
(2)
1 , e
(1)
1 〉 = 〈A2e
(3)
1 , e
(1)
1 〉 for all A.
It follows that every B ∈ P2A0P2 satisfies the equation
2〈Be
(3)
1 , e
(2)
1 〉 − t〈Be
(2)
1 , e
(2)
1 〉+ t〈Be
(3)
2 , e
(3)
2 〉 = 0.
In particular, if A is an element of A0 as above and D := (P2AP2)
2, then this equation must also hold D.
One may verify, however, that
2〈De
(3)
1 , e
(2)
1 〉 − t〈De
(2)
1 , e
(2)
1 〉+ t〈De
(3)
2 , e
(3)
2 〉 = 8t(β − γ)(α− γ).
Since α, β, and γ can be selected arbitrarily, we deduce that t = 0.
It is now evident that every A ∈ A0 can be expressed as a matrix of the form
A =

α 0 a12 a14
γ 0 0
β a24
γ

with respect to the basis
{
e
(1)
1 , e
(3)
1 , e
(2)
1 , e
(3)
2
}
for ran(P ). A final application of Theorem 2.0.5 provides the
required contradiction.

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Theorem 5.1.2. Let A be a projection compressible type III subalgebra of Mn. If there is a pair Ω in FIII(A)
such that no two distinct projections QiΩ and QjΩ are linked, then A is transpose equivalent to the unital
algebra from Example 1.0.1(i), or is transpose similar Example 1.0.1(ii). Consequently, A is idempotent
compressible.
Proof. Let Ω be a pair in FIII(A) as in the statement of the theorem, and for each i ∈ {1, 2, 3}, fix
an orthonormal basis
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for ran(QiΩ). Note that if Q1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω and
Q2ΩRad(A)Q3Ω = Q2ΩMnQ3Ω, then by the remarks preceding Lemma 5.1.1, A is unitarily equivalent to
the unital algebra from Example 1.0.1(i).
Suppose instead that one of these equalities does not hold. By replacing A with AaT if necessary, we will
assume that
Q2ΩRad(A)Q3Ω 6= Q2ΩMnQ3Ω.
It follows from Lemma 5.1.1 that n3Ω = 1, and hence Q2ΩRad(A)Q3Ω = {0}. In this case n1Ω ≥ 2, and a
second application of Lemma 5.1.1 demonstrates that Q1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω. Thus, for each X in
Q1ΩMnQ2Ω, there is a YX in Q1ΩMnQ3Ω such that X+YX belongs to Rad(A). Furthermore, Theorem 2.0.4
gives rise to a constant t ∈ C such that
〈Ae
(3)
1 , e
(2)
1 〉 = t
(
〈Ae
(2)
1 , e
(2)
1 〉 − 〈Ae
(3)
1 , e
(3)
1 〉
)
for all A ∈ A.
It therefore suffices to prove that Q1ΩRad(A) = Q1ΩMn. Indeed, when this is the case, consider the
operator S := I − te
(2)
1 ⊗ e
(3)∗
1 ∈ Mn. One may verify that S is invertible with S
−1 = I + te
(2)
1 ⊗ e
(3)∗
1 , and
S−1AS is the anti-transpose of the unital algebra from Example 1.0.1(ii).
To this end, note that since Q1Ω, Q2Ω, and Q3Ω are mutually unlinked, there is an element A1 ∈ A such
that
Q2ΩA1Q2Ω = Q2Ω and Q1ΩA1Q1Ω = Q3ΩA1Q3Ω = 0.
Thus, with respect to the decomposition Cn = ran(Q1Ω)⊕ ran(Q2Ω)⊕ ran(Q3Ω), we may write
A1 =
 0 A12 A131 t
0

for some A12 ∈ Q1ΩMnQ2Ω and A13 ∈ Q1ΩMnQ3Ω. This means that for any X ∈ Q1ΩAQ2Ω, there is a
YX ∈ Q1ΩAQ3Ω such that Rad(A) contains
(X + YX)A1 =
 0 X YX0 0
0
 0 A12 A131 t
0
 =
 0 X tX0 0
0
 .
We conclude that Rad(A) = R(1) ∔R(2) where
R(1) :=

 0 X tX0 0
0
 : X ∈ Q1ΩMnQ2Ω
 .
and R(2) := Rad(A) ∩Q1ΩMnQ3Ω.
We claim that R(2) must be equal to Q1ΩMnQ3Ω. Suppose to the contrary that this is not the case. By
changing the orthonormal basis for ran(Q1Ω) if necessary, we may assume that
〈Y e
(3)
1 , e
(1)
1 〉 = 0 for all Y ∈ R
(2).
Consider the set B =
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(3)
1
}
and let P denote the orthogonal projection onto the span of B.
Define A0 to be the compression PAP , and accordingly, define
R
(1)
0 := PR
(1)P and R
(2)
0 := PR
(2)P.
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We have that A0 = S ∔ Rad(A0) where S is similar to BD(A0) via a block upper triangular similarity.
Thus, there are constants u1, u2, v1, v2 ∈ C such that each A ∈ A0 can be written as
A =

α 0 (α − β)v1 (α− γ)u1 − t(β − γ)v1
α (α − β)v2 (α− γ)u2 − t(β − γ)v2
β t(β − γ)
γ
+

0 0 x1 tx1
0 x2 tx2
0 0
0
+

0 0 0 0
0 0 y
0 0
0
 .
where the above summands are expressed with respect to the basis B for ran(P ), and belong to S, R
(1)
0 ,
and R
(2)
0 , respectively.
We will obtain a contradiction by showing that a certain compression of A0 violates Theorem 2.0.5. To
accomplish this goal, it will first be necessary to prove that t = u1 = 0. To this end, consider the matrices
P1 :=

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 , P2 :=

1 0 0 −1
0 2 0 0
0 0 2 0
−1 0 0 1
 , and P3 :=

1 0 1 0
0 2 0 0
1 0 1 0
0 0 0 2
 ,
acting on ran(P ) and written with respect to the basis B. It is clear that for each i ∈ {1, 2, 3}, 12Pi is a
subprojection of P . In addition, one may verify that if B1 = (b
(1)
ij ) and B2 = (b
(2)
ij ) are arbitrary elements of
P1A0P1 and P2A0P2, respectively, then their entries satisfy the equations
4tb
(1)
14 + 2(tv1 − u1 + 1)b
(1)
34 − 2t
2b
(1)
13 + t(tv1 − u1 − 1)b
(1)
22 − t(tv1 − u1 + 1)b
(1)
33 = 0,
and
4tb
(2)
14 + 2(tv1 − u1 − 1)b
(2)
34 − 2t
2b
(2)
13 + t(tv1 − u1 + 1)b
(2)
22 − t(tv1 − u1 − 1)b
(2)
33 = 0.
Let A0 denote the element of A0 obtained by setting α = β = x2 = y = 0 and γ = x1 = 1. That is,
A0 =

0 0 1 tv1 − u1 + t
0 0 tv2 − u2
0 −t
1
 .
Since A is projection compressible, the element C1 := (P1A0P1)
2 must satisfy the first equation above, while
the element C2 := (P2A0P2)
2 must satisfy the second. But if C1 = (c
(1)
ij ) and C2 = (c
(2)
ij ), then
4tc
(1)
14 + 2(tv1 − u1 + 1)c
(1)
34 − 2t
2c
(1)
13 + t(tv1 − u1 − 1)c
(1)
22 − t(tv1 − u1 + 1)c
(1)
33 = 8t
2(tv1 − u1 − 1),
and
4tc
(2)
14 + 2(tv1 − u1 − 1)c
(2)
34 − 2t
2c
(2)
13 + t(tv1 − u1 + 1)c
(2)
22 − t(tv1−u1 − 1)c
(2)
33 = −8t
2(tv1 − u1 + 1).
Adding these equations, it becomes evident that t = 0. Consequently, Q1ΩR
(1)
0 Q3Ω = {0}.
We now prove that u1 = 0. Let A
′
0 denote the element of A0 obtained by setting α = β = x1 = 1 and
γ = x2 = y = 0. That is,
A′0 =

1 0 1 u1
1 0 u2
1 0
0
 .
Since any element B3 = (b
(3)
ij ) in P3A0P3 satisfies the equation
2b
(3)
14 − u1(b
(3)
22 − b
(3)
44 ) = 0,
it must be the case that the element C3 := (P3A
′
0P3)
2 satisfies this equation as well. But if C3 = (c
(3)
ij ), then
2c
(3)
14 − u1(c
(3)
22 − c
(3)
44 ) = 8u1.
Therefore, u1 = 0.
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We deduce that every element in A0 admits a matrix representation of the form
α (α− γ)u2 + y 0 (α− β)v2 + x2
γ 0 0
α (α− β)v1 + x1
β

with respect to the reordered basis
{
e
(1)
2 , e
(3)
1 , e
(1)
1 , e
(2)
1
}
for ran(P ). Since the values of α, β, and γ can
be selected arbitrarily, an application of Theorem 2.0.5 shows that A0 is not projection compressible—a
contradiction.

§5.2 Type III Algebras with Linked Projections. Let us now consider the type III algebras A such
that FIII(A) contains a pair Ω in which two or more distinct projections QiΩ and QjΩ are linked.
We will begin with the case in which some pair Ω ∈ FIII is such that Q2Ω is linked to Q1Ω or Q3Ω. An
example of such an algebra is the unital algebra from Example 1.0.1(iii). It will be shown in Theorem 5.2.3
that this is, in fact, the only example up to transpose equivalence. The first step toward a proof of this result
is the following lemma, which demonstrates that Q2Ω cannot be linked to a projection QiΩ of rank niΩ ≥ 2.
Lemma 5.2.1. Let A be a projection compressible algebra of type III, and let Ω be a pair in FIII(A). If
Q2Ω is linked to QℓΩ for some ℓ ∈ {1, 3}, then nℓΩ = 1. Consequently, Q2Ω cannot be linked to both Q1Ω
and Q3Ω.
Proof. Suppose to the contrary that Q2Ω is linked to QℓΩ for some ℓ ∈ {1, 3} with nℓΩ ≥ 2. By replacing A
with AaT if required, we will assume that ℓ = 1.
For each i ∈ {1, 2, 3}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be an orthonormal basis for ran(QiΩ). Given an arbitrary
index j in {1, 2, . . . , n3Ω}, let Bj =
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(3)
j
}
, and let Pj denote the orthogonal projection onto
the span of Bj. Furthermore, define P
′
j be the matrix
P ′j =

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 ,
acting on ran(Pj) and written with respect to the basis Bj . It is clear that
1
2P
′
j is a subprojection of Pj .
One may verify that every element B ∈ P ′jAP
′
j satisfies the equation
〈Be
(2)
1 , e
(2)
1 〉 − 〈Be
(1)
2 , e
(1)
2 〉 = 0.
But if A belongs to A and C := (P ′jAP
′
j)
2, then
〈Ce
(2)
1 , e
(2)
1 〉 − 〈Ce
(1)
2 , e
(1)
2 〉 = 8〈Ae
(2)
1 , e
(1)
1 〉〈Ae
(3)
j , e
(2)
1 〉.
Since C is an element of P ′jAP
′
j , the right-hand side of this equation must be zero. To obtain a contradiction,
it therefore suffices to exhibit an element A in A such that for some j ∈ {1, 2, . . . , n3Ω}, both 〈Ae
(2)
1 , e
(1)
1 〉
and 〈Ae
(3)
j , e
(2)
1 〉 are non-zero.
First suppose that the projections Q1Ω, Q2Ω, and Q3Ω are mutually linked. By definition of Ω as a
pair in FIII(A), there exist i ∈ {1, 2, . . . , n1Ω} and j ∈ {1, 2, . . . , n3Ω}, as well as A1, A2 ∈ A, such that
〈A1e
(2)
1 , e
(1)
i 〉 6= 0 and 〈A2e
(3)
j , e
(2)
1 〉 6= 0. If 〈A2e
(2)
1 , e
(1)
i 〉 6= 0 or 〈A1e
(3)
j , e
(2)
1 〉 6= 0, then we obtain the required
contradiction. Otherwise, A := A1 +A2 is such that 〈Ae
(2)
1 , e
(1)
i 〉 6= 0 and 〈Ae
(3)
j , e
(2)
1 〉 6= 0, as desired.
Now suppose that Q3Ω is unlinked from Q1Ω and Q2Ω. By reordering the basis for ran(Q1Ω) if necessary,
we may obtain an element A1 ∈ A such that 〈A1e
(2)
1 , e
(1)
1 〉 6= 0. If there is an element A2 ∈ A such that
〈A2e
(3)
j , e
(2)
1 〉 6= 0 for some j ∈ {1, 2, . . . , n3Ω}, then arguments similar to those in the linked case above
provide the required contradiction. Of course, it is now entirely possible that no such A2 exists, as Q2Ω and
Q3Ω are unlinked. That is, it may be that Q2ΩAQ3Ω = {0}. Assume that this is the case.
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Let B =
{
e
(1)
1 , e
(1)
2 , e
(3)
1 , e
(2)
1
}
, and define P to be the orthogonal projection onto the span of B. Note that
with respect to the basis B for ran(P ), each A ∈ PAP may be written as
A =

α 0 a13 a14
α a23 a24
β 0
α

for some α, β, and aij ∈ C. Consider the matrix
P ′ =

2 0 −1 −1
0 3 0 0
−1 0 2 −1
−1 0 −1 2
 ,
acting on ran(P ) and written with respect to B. It is easy to see that 13P
′ is a subprojection of P . Moreover,
one may verify that every element B = (bij) in P
′AP ′ satisfies the equation
b33 + 2b31 − b43 − 2b41 − b22 = 0.
But if A is as above, and we define C := (P ′AP ′)2 = (cij), then
c33 + 2c31 − c43 − 2c41 − c22 = 27a14(β − α).
Since α and β may be chosen arbitrarily, it must be that a14 = 〈Ae
(2)
1 , e
(1)
1 〉 = 0 for all A. This is a
contradiction, as 〈A1e
(2)
1 , e
(1)
1 〉 6= 0.
The final claim now follows from the fact that max {n1Ω, n3Ω} ≥ 2.

In order to describe the projection compressible type III algebras that admit a pair Ω ∈ FIII with Q2Ω
linked to Q1Ω or Q3Ω, it will be necessary to first determine the structure of the radical of such an algebra.
This task will be accomplished through the following lemma, which bears resemblance to Lemma 4.1.1 (ii).
Lemma 5.2.2. Let A be a projection compressible type III subalgebra of Mn. Let Ω be a pair in FIII(A),
and assume that Q2Ω is linked to Q1Ω or Q3Ω. If
Q1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω and Q2ΩRad(A)Q3Ω = Q2ΩMnQ3Ω,
then
Rad(A) = Q1ΩMnQ2Ω ∔Q1ΩMnQ3Ω ∔Q2ΩMnQ3Ω.
Proof. By replacing A with AaT if necessary, we may assume without loss of generality that Q1Ω is the
projection that is linked to Q2Ω. By Lemma 5.2.1, neither Q1Ω nor Q2Ω is linked to Q3Ω.
Assume that Q1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω and Q2ΩRad(A)Q3Ω = Q2ΩMnQ3Ω. Then for arbitrary
elements T1 ∈ Q1ΩMnQ2Ω and T2 ∈ Q2ΩMnQ3Ω, there exist R1, R2 ∈ Rad(A) such that Q1ΩR1Q2Ω = T1
and Q2ΩR2Q3Ω = T2. That is, with respect to the decomposition C
n = ran(Q1Ω)⊕ ran(Q2Ω)⊕ ran(Q3Ω),
there exist R
(1)
ij and R
(2)
ij such that
R1 =
0 T1 R(1)130 0 R(1)23
0 0 0
 and R2 =
0 R(2)12 R(2)130 0 T2
0 0 0
 .
It then follows that
R1R2 =
0 0 T1T20 0 0
0 0 0
 ∈ Rad(A).
Since T1 and T2 were arbitrary, we conclude that Rad(A) contains Q1ΩMnQ3Ω.
It will now be shown that each block QiΩRad(A)QjΩ exists independently in Rad(A). First, write
A = S∔Rad(A) where S is semi-simple. Since Q1Ω and Q2Ω are linked, S is similar to C(Q1Ω+Q2Ω)+CQ3Ω
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via an upper triangular similarity. From this it follows that Q1ΩSQ2Ω = {0}, and S contains an element A
of the form
A =
0 0 A130 0 A23
0 0 I

for some entries Aij .
Using the fact that Rad(A) contains Q1ΩMnQ3Ω, one may deduce that
T2 = R2A−Q1ΩR2AQ3Ω ∈ Rad(A).
Since T2 was arbitrary, Rad(A) contains Q2ΩMnQ3Ω. Additionally, we have that
T1 = R1 −Q1ΩR1Q3Ω −Q2ΩR1Q3Ω ∈ Rad(A).
This proves that Rad(A) contains Q1ΩMnQ2Ω, so Rad(A) = Q1ΩMnQ2Ω ∔Q1ΩMnQ3Ω ∔Q2ΩMnQ3Ω.

Theorem 5.2.3. Let A be a projection compressible type III subalgebra of Mn, and let Ω be a pair in FIII(A).
If Q2Ω is linked to Q1Ω or Q3Ω, then A is transpose equivalent to the unital algebra from Example 1.0.1(iii).
Consequently, A is idempotent compressible.
Proof. As usual, we may replace A with AaT if necessary and assume that Q2Ω is linked to Q1Ω. It follows
from Lemma 5.2.1 that n1Ω = 1, n3Ω ≥ 2, and neither Q1Ω nor Q2Ω is linked to Q3Ω.
Since Q1Ω and Q2Ω are linked and A is of type III, we have that
Q1ΩAQ2Ω = Q1ΩRad(A)Q2Ω = Q1ΩMnQ2Ω.
Note that if Q2ΩRad(A)Q3Ω = Q2ΩMnQ3Ω, then an application of Lemma 5.2.2 shows that A is the unital
algebra from Example 1.0.1(iii), as desired.
We claim that this is the only possible scenario. Suppose otherwise, so thatQ2ΩRad(A)Q3Ω 6= Q2ΩMnQ3Ω.
For each i ∈ {1, 2, 3}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be an orthonormal basis for ran(QiΩ). By changing the basis
for ran(Q3Ω) if necessary, we may assume that
〈Re
(3)
1 , e
(2)
1 〉 = 0 for all R ∈ Rad(A).
Thus, since A is similar to BD(A) ∔ Rad(A) via an upper triangular similarity, there is a constant t ∈ C
such that
〈Ae
(3)
1 , e
(2)
1 〉 = t
(
〈Ae
(2)
1 , e
(2)
1 〉 − 〈Ae
(3)
1 , e
(3)
1 〉
)
for all A ∈ A.
Define B =
{
e
(1)
1 , e
(2)
1 , e
(3)
1 , e
(3)
2
}
, and let P denote the orthogonal projection onto the span of B. Further-
more, define the matrices
P1 =

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 and P2 =

1 0 1 0
0 2 0 0
1 0 1 0
0 0 0 2
 ,
acting on ran(P ) and written with respect to the basis B. It is clear that 12P1 and
1
2P2 are subprojections
of P . Moreover, direct calculations show that each B ∈ P1AP1 satisfies the equation
〈Be
(3)
1 , e
(2)
1 〉 − t〈Be
(2)
1 , e
(2)
1 〉+ t〈Be
(3)
1 , e
(3)
1 〉 = 0.
But if A is an element of A, and C1 := (P1AP1)
2, then
〈C1e
(3)
1 , e
(2)
1 〉 − t〈C1e
(2)
1 , e
(2)
1 〉+ t〈C1e
(3)
1 , e
(3)
1 〉 = 8〈Ae
(3)
2 , e
(2)
1 〉
(
〈Ae
(3)
1 , e
(1)
1 〉 − t〈Ae
(2)
1 , e
(1)
1 〉
)
.
Since C1 belongs to P1AP1, this implies that
〈Ae
(3)
2 , e
(2)
1 〉 = 0 for all A ∈ A,
or
〈Ae
(3)
1 , e
(1)
1 〉 = t〈Ae
(2)
1 , e
(1)
1 〉 for all A ∈ A.
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Indeed, it is obvious every member of A must satisfy at least one of these equations. If, however, there were
A1, A2 ∈ A such that 〈A1e
(3)
2 , e
(2)
1 〉 6= 0 and 〈A2e
(3)
1 , e
(1)
1 〉 6= t〈A2e
(2)
1 , e
(1)
1 〉, then A := A1 + A2 would fail to
satisfy either equation.
Suppose first that 〈Ae
(3)
2 , e
(2)
1 〉 = 0 for all A ∈ A. Then with respect to the basis
{
e
(1)
1 , e
(3)
2 , e
(2)
1 , e
(3)
1
}
for
ran(P ), each element of PAP can be expressed as a matrix of the form
α a12 a13 a14
β 0 0
α a34
β

for some α, β, and aij in C. Since α and β may be chosen arbitrarily, an application of Theorem 2.0.5 shows
that PAP is not projection compressible—a contradiction.
It must therefore be the case that 〈Ae
(3)
1 , e
(1)
1 〉 = t〈Ae
(2)
1 , e
(1)
1 〉 for all A ∈ A. One may then verify that
every B ∈ P2AP2 satisfies the equation
2〈Be
(3)
1 , e
(2)
1 〉 − t〈Be
(2)
1 , e
(2)
1 〉+ t〈Be
(3)
2 , e
(3)
2 〉 = 0.
Since A is projection compressible, every element C2 := (P2AP2)
2 must also satisfy this equation. This
means that
2〈C2e
(3)
1 , e
(2)
1 〉 − t〈C2e
(2)
1 , e
(2)
1 〉+ t〈C2e
(3)
2 , e
(3)
2 〉 = 8t
(
〈Ae
(2)
1 , e
(2)
1 〉 − 〈Ae
(3)
1 , e
(3)
1 〉
)2
is zero for all A ∈ A. From this it follows that t = 0, as Q1Ω and Q3Ω are unlinked. By expressing PAP
as an algebra of matrices with respect to the reordered basis
{
e
(1)
1 , e
(3)
1 , e
(2)
1 , e
(3)
2
}
for ran(P ), it is apparent
from Theorem 2.0.5 that PAP is not projection compressible. This is a contradiction.

With the proof of Theorem 5.2.3 complete, we are left only to classify the projection compressible type III
algebras such that FIII contains a pair Ω in which Q1Ω and Q3Ω linked, yet neither of these projections is
linked to Q2Ω. It will be shown in Theorem 5.2.5 that such an algebra is necessarily the unitization of an
LR-algebra. Unsurprisingly, the proof of this result shares many similarities with that of Theorem 4.2.2,
the analogous result for algebras of type II. One must modify the arguments in the type III case, however,
to reflect the absence of a block in BD(A) of size 2 or greater.
The first step in this direction is the following adaptation of Lemma 4.2.1 to the type III setting.
Lemma 5.2.4. Let A be a projection compressible type III subalgebra of M4, and suppose that FIII(A)
contains a pair Ω = (k,
⊕4
i=1 Vi) with k = 3. Assume that Q1Ω and Q3Ω are linked, and that neither of these
projections is linked to Q2Ω.
(i) If there are a constant t ∈ C and for each i ∈ {1, 2, 3}, an orthonormal basis
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for
ran(QiΩ) such that
〈Ae
(2)
1 , e
(1)
1 〉 = t
(
〈Ae
(1)
1 , e
(1)
1 〉 − 〈Ae
(2)
1 , e
(2)
1 〉
)
for all A ∈ A,
then 〈Ae
(3)
1 , e
(1)
1 〉 = −t〈Ae
(3)
1 , e
(2)
1 〉 for every A ∈ A.
(ii) If there are a constant t ∈ C and for each i ∈ {1, 2, 3}, an orthonormal basis
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
for
ran(QiΩ) such that
〈Ae
(3)
1 , e
(2)
1 〉 = t
(
〈Ae
(2)
1 , e
(2)
1 〉 − 〈Ae
(3)
1 , e
(3)
1 〉
)
for all A ∈ A,
then 〈Ae
(3)
1 , e
(1)
i 〉 = t〈Ae
(2)
1 , e
(1)
i 〉 for every A ∈ A and each i ∈ {1, 2}.
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Proof. First consider the situation of (i). With respect to the basis B =
{
e
(1)
1 , e
(1)
2 , e
(2)
1 , e
(3)
1
}
for C4, each A
in A can be expressed as a matrix of the form
A =

α 0 t(α− β) a14
α a23 a24
β a34
α

for some α, β, and aij in C. Consider the matrix
P =

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 .
It is straightforward to check that 12P is a projection in M4, and every element B = (bij) in PAP satisfies
the equation
2b13 − t(b22 − b33) = 0.
But if A ∈ A is as above, and C = (cij) denotes the operator (PAP )
2, then
2c13 − t(c22 − c33) = 8t(ta34 + a14)(α− β).
Since A is projection compressible, C belongs to PAP . Moreover, since α and β may be chosen arbitrarily,
either t = 0 or a14 = −ta34 for all A in A.
If t = 0, then each A ∈ A can be expressed as a matrix of the form
A =

α a23 0 a24
β 0 a34
α a14
α

with respect to the reordered basis
{
e
(1)
2 , e
(2)
1 , e
(1)
1 , e
(3)
1
}
for C4. In this case, Theorem 2.0.5 demonstrates
that a14 = 〈Ae
(3)
1 , e
(1)
1 〉 = 0 for all A. Thus, in either case, the equation a14 = −ta34 holds. That is,
〈Ae
(3)
1 , e
(1)
1 〉 = −t〈Ae
(3)
1 , e
(2)
1 〉 for all A ∈ A.
We now turn our attention to the proof of (ii). In this setting, every A in A admits a matrix representation
of the form
A =

α 0 a13 a14
α a23 a24
β t(β − α)
α

with respect to the basis B. With P as in (i), every element B = (bij) in PAP satisfies the equation
2b34 − t(b33 − b22) = 0.
It can be verified, however, that if A is as above and C := (PAP )2 = (cij), then
2c34 − t(c33 − c22) = 8t(ta13 − a14)(α− β).
Once again, it follows that t = 0 or a14 = ta13 for all A ∈ A.
Suppose first that t = 0. Let P ′ denote the matrix
P ′ =

2 0 −1 −1
0 3 0 0
−1 0 2 −1
−1 0 −1 2
 ,
written with respect to the basis B, so 13P
′ is a projection in M4. Direct computations show that if B = (bij)
belongs to P ′AP ′, then
b33 + 2b31 − b43 − 2b41 − b22 = 0.
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But if A is as above and C := (P ′AP ′)2 = (cij), then
c33 + 2c31 − c43 − 2c41 − c22 = 27a14(β − α).
Since α and β may be selected arbitrarily, it follows that a14 = 〈Ae
(3)
1 , e
(1)
1 〉 = 0 for all A in A. Thus, the
equation a14 = ta13 holds in either case. That is,
〈Ae
(3)
1 , e
(1)
1 〉 = t〈Ae
(2)
1 , e
(1)
1 〉 for all A ∈ A.
Finally, by switching the order of the first two vectors in B and repeating the above analysis with respect
to this reordered basis, one may deduce that
〈Ae
(3)
1 , e
(1)
2 〉 = t〈Ae
(2)
1 , e
(1)
2 〉 for all A ∈ A.
This completes the proof.

Theorem 5.2.5. Let A be a projection compressible algebra type III subalgebra of Mn. If there is a pair Ω
in FIII(A) such that Q1Ω and Q3Ω are linked, and neither of these projections is linked to Q2Ω, then A is
the unitization of an LR-algebra. Consequently, A is idempotent compressible.
Proof. Let Ω be a pair in FIII(A) such that Q1Ω and Q3Ω are linked, yet neither of these projections is
linked to Q2Ω. By replacing A with A
aT if necessary, we will assume that n1Ω = max{n1Ω, n3Ω} ≥ 2.
By Theorem 3.0.2, there are subprojections Q′1 ≤ Q1Ω and Q
′
3 ≤ Q3Ω such that
Q1ΩRad(A)Q2Ω = Q
′
1MnQ2Ω and Q2ΩRad(A)Q3Ω = Q2ΩMnQ
′
3.
As in the proof of Theorem 4.2.2, we will show that A is similar to
A0 := (Q
′
1 +Q2Ω)Mn(Q2Ω +Q
′
3) + CI,
and hence that A is the unitization of an LR-algebra. To show that this is the case, we must first determine
the structure of Q1ΩAQ3Ω.
Define projections Q′′1 := Q1Ω −Q
′
1 and Q
′′
3 := Q3Ω −Q
′
3. For each i ∈ {1, 3}, let
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
niΩ
}
be
an orthonormal basis for ran(QiΩ) such that if Q
′′
i 6= 0, then
ran(Q′i) = ∨
{
e
(i)
1 , e
(i)
2 , . . . , e
(i)
ℓi
}
for some index ℓi ∈ {1, 2, . . . , niΩ}. Furthermore, let e
(2)
1 be a unit vector in ran(Q2Ω). Since A is similar to
BD(A)∔Rad(A) via an upper triangular similarity, there are matrices T1 ∈ Q
′′
1MnQ2Ω and T2 ∈ Q2ΩMnQ
′′
3
such that for each A ∈ A,
Q′′1AQ2Ω = (Q
′′
1AQ
′′
1)T1 − T1(Q2ΩAQ2Ω) and Q2ΩAQ
′′
3 = (Q2ΩAQ2Ω)T2 − T2(Q
′′
3AQ
′′
3 ).
We can obtain information on the structure of Q′′1AQ3Ω by appealing to Lemma 5.2.4. Of course, there
is little to be said when Q′′1 = 0. If instead Q
′′
1 6= 0, fix indices i ∈ {1, 2, . . . , ℓ1}, i
′ ∈ {1, 2, . . . , n1Ω} \ {i},
and j ∈ {1, 2, . . . , n3Ω}. Let B =
{
e
(1)
i , e
(1)
i′ , e
(2)
1 , e
(3)
j
}
, and let P denote the orthogonal projection onto the
span of B. With respect to the basis B, every member of PAP can be written as a matrix of the form
α 0 t
(1)
i (α− β) a14
α a23 a24
β a34
α
 ,
where t
(1)
i := 〈T1e
(2)
1 , e
(1)
i 〉. Thus, an application Lemma 5.2.4 (i) demonstrates that
〈Ae
(3)
j , e
(1)
i 〉 = −t
(1)
i 〈Ae
(3)
j , e
(2)
1 〉 for all A ∈ A.
Since the indices i, i′, and j were selected arbitrarily, it follows that
Q′′1AQ3Ω = −T1Q2ΩAQ3Ω for all A ∈ A.
A similar argument can be used to determine the structure of Q1ΩAQ
′′
3 . Indeed, there is nothing to be
said when Q′′3 = 0. If instead Q
′′
3 6= 0, choose distinct indices i, i
′ ∈ {1, 2, . . . , n1Ω}, and let j ∈ {1, 2, . . . , ℓ3}
be arbitrary. Define C =
{
e
(1)
i , e
(1)
i′ , e
(2)
1 , e
(3)
j
}
, and let P ′ denote the orthogonal projection onto the span
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of C. The compression P ′AP ′ is an algebra of the form described in Lemma 5.2.4 (ii), and hence this result
implies that each A ∈ A satisfies the equation
〈Ae
(3)
j , e
(1)
i 〉 = t
(2)
j 〈Ae
(2)
1 , e
(1)
i 〉,
where t
(2)
j := 〈T2e
(3)
j , e
(2)
1 〉. Again, the fact that i, i
′, and j were chosen arbitrarily implies that
Q1ΩAQ
′′
3 = Q1ΩAQ2ΩT2 for all A ∈ A.
Our findings thus far indicate that with respect to the decomposition
C
n = ran(Q′′1 )⊕ ran(Q
′
1)⊕ ran(Q2Ω)⊕ ran(Q
′′
3 )⊕ ran(Q
′
3),
each A in A can be expressed as a matrix of the form
A =

αI 0 (α− β)T1 A14 A15
αI J1 A24 A25
β (β − α)T2 J2
αI 0
αI
 ,
for some α, β ∈ C, J1 ∈ Q
′
1Rad(A)Q2Ω, J2 ∈ Q2ΩRad(A)Q
′
3, and matrices Aij satisfying the equations[
A14
A24
]
=
[
(α− β)T1
J1
]
T2 and
[
A14 A15
]
= −T1
[
(β − α)T2 J2
]
.
To see that A is similar to A0 = (Q
′
1 + Q2Ω)Mn(Q2Ω + Q
′
3) + CI, and hence is the unitization of an
LR-algebra, consider the operator S := I − T1 − T2. This map is invertible with S
−1 = I + T1 + T2 + T1T2.
In addition, we have that for A as above,
S−1AS =

αI 0 0 0 0
αI J1 0 A25
β 0 J2
αI 0
αI
 .
It is now apparent that S−1AS is a type III algebra that admits a reduced block upper triangular form with
respect to the above decomposition. Since
Q1ΩRad(S
−1AS)Q2Ω = Q
′
1Rad(A)Q2Ω = Q
′
1MnQ2Ω
and
Q2ΩRad(S
−1AS)Q3Ω = Q2ΩRad(A)Q
′
3 = Q2ΩMnQ
′
3,
it follows from Lemma 4.1.1 (ii) that S−1AS = (Q′1 +Q2Ω)Mn(Q2Ω +Q
′
3) + CI = A0.

§6 Conclusion
§6.1 The Main Result. The analysis carried out in the preceding sections provides a complete descrip-
tion of the unital projection compressible subalgebras of Mn up to transpose similarity. Since every such
algebra was also shown to admit the idempotent compression property, it follows that the two notions of
compressibility coincide for unital algebras. We therefore obtain the following theorem, the main result of
this paper.
Theorem 6.1.1. Let n ≥ 4 be an integer, and suppose that A is a unital subalgebra of Mn. The following
are equivalent:
(i) A is projection compressible;
(ii) A is idempotent compressible;
(iii) A is the unitization of an LR-algebra, or A is transpose similar to one of the unital algebras from
Example 1.0.1;
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In light of Theorem 6.1.1 and the classification from [2, Theorem 6.0.1], we shall say that a unital subalge-
bra A of Mn is compressible if A is projection compressible (equivalently, if A is idempotent compressible).
It is worth noting that nearly all of the classification results from §3-5 describe the various unital com-
pressible subalgebras of Mn up to transpose equivalence, not just transpose similarity. Indeed, the only
instance in which a description up to transpose equivalence was not achieved was in Theorem 5.1.2. There it
was shown that a projection compressible type III algebra is either transpose equivalent to the unital algebra
from Example 1.0.1(i), or transpose similar to the unital algebra from Example 1.0.1(ii).
The following lemma describes the similarity orbit of the unital algebra from Example 1.0.1(ii) up to
unitary equivalence, thereby providing a characterization of the unital compressible subalgebras of Mn,
n ≥ 4, up to transpose equivalence.
Lemma 6.1.2. Let n ≥ 3 be an integer, let Q1 and Q2 be mutually orthogonal rank-one projections in Mn,
and define Q3 := I −Q1 −Q2. Consider the unital compressible algebra
A := CQ1 + CQ2 + CQ3 + (Q1 +Q2)MnQ3
from Example 1.0.1(ii). If B is similar to A, then there is some t ∈ C such that B is unitarily equivalent to
At := {A+ t (Q1AQ1 −Q2AQ2) : A ∈ A} .
Proof. Suppose that B = S−1AS for some invertible S ∈Mn. Given indices i ∈ {1, 2} and j ∈ {3, 4, . . . , n},
define Tij := ei ⊗ e
∗
j and T
′
ij := S
−1TijS. Furthermore, for each i ∈ {1, 2, 3}, define Q
′
i := S
−1QiS. Observe
that since
A = span {Q1, Q2, Q3, Tij : i ∈ {1, 2}, j ∈ {3, 4, . . . , n}} ,
we have that
B = S−1AS = span
{
Q′1, Q
′
2, Q
′
3, T
′
ij : i ∈ {1, 2}, j ∈ {3, 4, . . . , n}
}
.
Choose an orthonormal basis {e1, e2, . . . , en} for C
n such that if P1, P2, and P3 denote the orthogonal
projections onto Ce1, Ce2, and ∨{ei : i ≥ 3}, respectively, then P3Q
′
3P3 = P3. Since Q
′
iQ
′
3 = Q
′
3Q
′
i = 0 for
each i ∈ {1, 2}, it follows that
(P1 + P2)Q′1 = Q
′
1 and (P1 + P2)Q
′
2 = Q
′
2.
Moreover, since Q′1Q
′
2 = Q
′
2Q
′
1 = 0, we may adjust the first two elements of {e1, e2, . . . , en} if necessary and
assume that Q′1 and Q
′
2 are upper triangular with respect to this basis. By reindexing Q
′
1 and Q
′
2 if required,
we may also assume that
〈Q′1e1, e1〉 = 〈Q
′
2e2, e2〉 = 1.
Thus, there are matrices Xij , Yij , and Zij , as well as a constant t ∈ C such that with respect to the
decomposition Cn = ran(P1)⊕ ran(P2)⊕ ran(P3),
Q′1 =
 1 t X130 0 X23
0 0 0
 , Q′2 =
 0 −t Y130 1 Y23
0 0 0
 , and Q′3 =
 0 0 Z130 0 Z23
0 0 I
 .
The equations T ′ijQ
′
3 = T
′
ij and Q
′
3T
′
ij = 0 imply that (P1 + P2)T
′
ijP3 = T
′
ij for all indices i and j. Thus,
by dimension considerations,
span
{
T ′ij : i ∈ {1, 2}, j ∈ {3, 4, . . . , n}
}
= (P1 + P2)MnP3.
It follows that
B = {B + t (P1BP1 − P2BP2) : B ∈ CP1 + CP2 + CP3 + (P1 + P2)MnP3} ,
and hence B is unitarily equivalent to At.

Corollary 6.1.3. Let n ≥ 4 be an integer, and let A be a unital subalgebra of Mn. The following are
equivalent.
(i) A is compressible;
(ii) A is the unitization of an LR-algebra, or A is transpose equivalent to the unital algebra from Ex-
ample 1.0.1(i), the unital algebra from Example 1.0.1(iii), or the algebra At from Lemma 6.1.2.
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Remark 6.1.4. The above result, together with Theorem 6.1.1, implies that if A is transpose similar to
an algebra from Theorem 6.1.1(iii), then A is transpose equivalent to an algebra from Corollary 6.1.3(ii).
Indeed, Lemma 6.1.2 makes this fact explicit for the unital algebra in Example 1.0.1(ii), while in [2] it was
shown that the class of LR-algebras is invariant under transpose similarity. Finally, arguments akin to those
in the proof of Lemma 6.1.2 can be used to show that any algebra transpose similar to the unital algebra
from Example 1.0.1(i) (resp. Example 1.0.1(iii)) is, in fact, transpose equivalent to it.
§6.2 Applications. Theorem 6.1.1 implies that the collection of unital compressible subalgebras of Mn
is invariant under similarity and transposition. Using this fact, it is relatively straightforward to determine
which unital semi-simple algebras admit the compression property.
Corollary 6.2.1. Let n ≥ 2 be an integer, and let A be a unital, semi-simple subalgebra of Mn. The
following are equivalent:
(i) A is compressible;
(ii) A = CI or A is similar to Mk ⊕ CIn−k for some positive integer k.
Proof. Since I and Mk ⊕ CIn−k are unitizations of LR-algebras, it is obvious that (ii) implies (i). Assume
now that (i) holds, and so that A is a unital, semi-simple subalgebra of Mn that admits the compression
property. Furthermore, assume that A is in reduced block upper triangular form with respect to some
orthogonal decomposition
⊕m
i=1 Vi of C
n. Since A is semi-simple, A is similar to BD(A) by Theorem 2.0.4.
By Theorem 6.1.1, we may assume that A = BD(A).
If n = 2, then A is equal to CI, C ⊕ C, or M2. Each of these algebras is compressible by dimension
considerations. If instead n = 3, then either A is equal to CI or M3, or A is unitarily equivalent to C⊕CI2
or M2 ⊕ C. Indeed, the only other possibility for BD(A) is the subalgebra of 3 × 3 diagonal matrices, but
this was shown to lack the compression property in [2, Theorem 5.2.6]. Therefore, (ii) holds in all cases.
Suppose now that n ≥ 4. By Theorem 2.0.5, there is at most one space Vi of dimension ≥ 2. If such a
space exists, we may reindex the sum
⊕m
i=1 Vi if necessary and assume that dim(V1) = k ≥ 2. Theorem 2.0.5
then implies that Vi is linked to Vj for all i, j ≥ 2, so A = Mk ⊕CIn−k. If instead dimVi = 1 for all i, then
Theorem 2.0.5 indicates that with at most one exception, all spaces Vi are mutually linked. Thus, A is equal
to CI or is unitarily equivalent to C⊕ CIn−1. 
Theorem 6.1.1 can also be used to quickly identify the operators T ∈Mn such that Alg(T, I)—the unital
algebra generated by T—is compressible.
Corollary 6.2.2. Let n ≥ 2 be an integer, and let T ∈ Mn. The following are equivalent:
(i) Alg(T, I) is compressible;
(ii) Alg(T, I) is the unitization of an LR-algebra;
(iii) T ∈ span{I, R} for some R ∈ Mn of rank 1.
Proof. It is clear that (ii) implies (i). To see that (i) implies (iii), assume that Alg(T, I) is compressible. It
follows that Alg(S−1TS, I) = S−1Alg(T, I)S is compressible for all invertible S ∈Mn; hence we may assume
that T is in Jordan canonical form with respect to the standard basis {e1, e2, . . . , en} for C
n.
If T has a Jordan block of size at least 3, then Alg(T, I) admits a principal compression of the form
x y z0 x y
0 0 x
 : x, y, z ∈ C
 .
Since this algebra was shown to lack the compression property in [2, Theorem 5.2.4], each Jordan block of
T has size at most 2. Note that if two or more Jordan blocks of size 2 are present, then Alg(T, I) is not
compressible by Theorem 2.0.5. Consequently, at most one Jordan block has size 2, and the remaining blocks
have size 1.
If a Jordan block of size 2 occurs, then T cannot have two or more distinct eigenvalues. Indeed, if T had
at least two distinct eigenvalues, then Alg(T, I) would admit a principal compression that is similar to
x y 00 x 0
0 0 z
 : x, y, z ∈ C
 .
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By [2, Theorem 5.2.2], this algebra is not compressible—a contradiction. Thus, T is similar to e1 ⊗ e
∗
2 + αI
for some α ∈ C, so T = αI +R for some R in Mn of rank 1.
Suppose now that every Jordan block of T is 1 × 1, so T is diagonal. If T has at least three distinct
eigenvalues, then the algebra D of all 3 × 3 diagonal matrices can be obtained as a principal compression
of Alg(T, I). Since no algebra similar to D is projection compressible by [2, Theorem 5.2.6], this is a
contradiction. If instead T has only two eigenvalues, then by Theorem 2.0.5, one of the eigenvalues must
have multiplicity 1. This demonstrates that either T has exactly one eigenvalue, and hence is a multiple
of the identity; or T has exactly two eigenvalues, and hence is a rank-one perturbation of a multiple of the
identity. Therefore, (iii) holds in this case as well.
To see that (iii) implies (ii), suppose that T ∈ span{I, R} for some rank-one operator R ∈ Mn. Since
R is similar to γ1e1 ⊗ e
∗
1 + γ2e1 ⊗ e
∗
2 for some γ1, γ2 ∈ C, it follows that T is similar to αI + βe1 ⊗ e
∗
1 or
αI+βe1⊗e
∗
2 for some α, β ∈ C. From this it is easy to see that Alg(T, I) is the unitization of an LR-algebra.

Throughout this exposition we have devoted our attention almost exclusively to unital subalgebras of Mn.
Of course, it is reasonable to ask which non-unital algebras admit the projection or idempotent compression
properties. In particular, it would be interesting to know whether or not the equivalence of these notions
proven above in the unital case extends to non-unital algebras as well.
By [2, Proposition 2.0.4], if a subalgebra A of Mn admits the projection (resp. idempotent) compression
property, then so too does its unitization. As a result, Theorem 6.1.1 offers considerable insight into the
non-unital projection (resp. idempotent) compressible algebras that exist in Mn. Specifically, this result
indicates that if A is a projection compressible subalgebra of Mn, then A˜ = A+ CI is the unitization of an
LR-algebra, or is transpose similar to one of the unital algebras from Example 1.0.1. Using this information,
one can quickly obtain an analogue of Corollary 6.2.2 in the non-unital setting.
Corollary 6.2.3. Let n ≥ 3 be an integer, and let T ∈ Mn. The following are equivalent:
(i) Alg(T ) is projection compressible;
(ii) Alg(T ) is idempotent compressible;
(iii) Alg(T ) is an LR-algebra, or the unitization thereof;
(iv) T ∈ span{I, R} for some R ∈ Mn of rank 1, and λ = 0 does not occur as an eigenvalue of T with
algebraic multiplicity 1.
Proof. It is clear that (iii) implies (ii), and (ii) implies (i).
To see that (i) implies (iv), note that if Alg(T ) is projection compressible, then so too is Alg(T, I). By
Corollary 6.2.2, there is a rank-one operator R ∈ Mn such that T ∈ span{I, R}. For the final claim, suppose
to the contrary that λ = 0 is an eigenvalue of T with algebraic multiplicity 1. Write T = αI + βR for some
α, β ∈ C. Since rank(R) = 1, there is an orthonormal basis {e1, e2, . . . , en} for C
n with respect to which
βR = γ1e1 ⊗ e
∗
1 + γ2e1 ⊗ e
∗
2
for some constants γ1, γ2 ∈ C. Thus, when expressed as a matrix with respect to this basis, T is upper
triangular with diagonal entries α+ γ1 with multiplicity 1, and α with multiplicity n− 1. It must therefore
be the case that α+ γ1 = 0 and α 6= 0.
If P denotes the orthogonal projection onto the span of {e1, e2, e3}, then with respect to the ordered basis
B = {e1, e2, e3} for ran(P ),
PTP =
0 γ2 00 α 0
0 0 α
 .
We will reach a contradiction by showing that the subalgebra A0 := Alg(PTP ) = PAlg(T )P of M3 lacks
the projection compression property. Indeed, consider the matrix
P ′ =
1 0 10 2 0
1 0 1
 ,
written with respect to the basis B. It is easy to see that 12P
′ is a subprojection of P , and
〈P ′TP ′e2, e2〉 = 4〈P
′TP ′e1, e1〉.
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Thus, every B ∈ Alg(P ′TP ′) must satisfy the equation
〈Be2, e2〉 = 4〈Be1, e1〉.
One may verify, however, that
〈(P ′TP ′)2e2, e2〉 − 4〈(P
′TP ′)2e1, e1〉 = 8α
2 6= 0,
and therefore (P ′TP ′)2 does not belong to Alg(P ′TP ′). This is a contradiction.
It remains to be shown that (iv) implies (iii). To this end, let T and R be as in (iv), and write T = αI+βR
for some α, β ∈ C. Let {e1, e2, . . . , en} be an orthonormal basis for C
n with respect to which
βR = γ1e1 ⊗ e
∗
1 + γ2e1 ⊗ e
∗
2
for some γ1, γ2 ∈ C. Our assumptions on T imply that α+ γ1 is non-zero.
Observe that if α = 0, then Alg(T ) = Alg(βR). This algebra is trivial when β = 0, and is CR otherwise.
In either case, Alg(T ) is an LR-algebra. If instead α 6= 0, then(
1
α
+
1
α+ γ1
)
T −
1
α(α + γ1)
T 2 = I.
Consequently, Alg(T ) = Alg(T, I), so Alg(T ) is the unitization of an LR-algebra by Corollary 6.2.2.

The notions of projection compressibility and idempotent compressibility can also be naturally extended
to algebras of bounded linear operators acting on a Hilbert spaceH of arbitrary dimension. It would therefore
be interesting to obtain analogues of the above results that apply in this setting.
One approach to understanding the structure of a projection (resp. idempotent) compressible operator
algebra A would be to apply Theorem 6.1.1 to the unital compressions PA˜P , where P is a projection (resp.
idempotent) of finite rank. This technique may have its limts, however, as there could exist operator alge-
bras A that lack the projection compression property, yet such that PAP is an algebra for all finite-rank
projections P . With this in mind, the most viable avenue for understanding the compression properties
in this setting may be to first obtain an intrinsic explanation as to why these notions coincide for unital
subalgebras of Mn.
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