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1. Introduction. The method presented below for solving boundary value problems is applicable when the problem can be formulated as minimization of some integral. One constructs orthogonal boundary polynomials /" appropriate to certain boundary conditions, enlarges them by factors g"-obtained from Euler-Lagrange variational equations-to product functions <Pn = gjn (la) defined over the entire domain, with boundary values *>»> -/» (lb) and expands the prescribed boundary value-say, -of the unknown function $ into the edge polynomials = X) c"/" .
Then, $ ~ X c"<p" = Yj cngjn
constitutes an approximate solution of the problem. An interesting aspect of the method is that once the general expression for the polynomials /" has been found, any eigenvalue and its associated eigenfunction cam be determined without prior determination of the lower modes. Another interesting aspect is that while the functions /" are-by definition-precisely orthogonal, with respect to some suitable weight function p, (/,/.) -J p fnfm ds = S"m (4) boundary the derivatives dfjds, dfm/ds (if s denotes the coordinate along the boundary), while not orthogonal, can be regarded-in the problems to be considered-as being approximately orthogonal, in analogy to the precise orthogonality of the derivatives d$n/ds, 64>m/ds of the exact eigenfunctions.
In "first approximation" our approach thus neglects the derivative coupling terms altogether and yields the product eigenfunctions (la) discussed above. In "second approximation" products of dfjds, dfm/ds are retained in the variational integral if *Reeeived March 25, 1953 .
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The Knolls Atomic Power Laboratory is operated for the Atomic Energy Commission by the General Electric Co. The work reported here was carried out under contract No. W-31-109 Eng-52. The authors are indebted to Mrs. Jean Born for help with the numerical work. [Vol. XII, No. 1 m = n or n ± 1 (or m -n, n ± 2 when due to symmetry conditions dfjds, dfm/ds turn out to be precisely orthogonal3), and only higher order coupling terms are neglected. In such a case the approximate solution-call it now ipn-will appear as a linear combination <Pn ~ G'n.n-l/n-l + <?""/" + + + 1 (5a) of product eigenfunctions, with boundary value <Pnb = fn • While the polynomials /" of the second approximation are the same as those of the first approximation, the Gn functions, again determined from a variational equation, will differ from the gn functions. Higher approximations are constructed similarly. Functional developments of type (3) where fn(x, y) is some assumed function, g"(x) is a function determined from an Euler variational equation, have been employed previously by Kantorovitch4 and Poritsky5. The novel feature of the present approach is the systematic development of orthonormal sets /" . The determination of these sets greatly simplifies subsequent calculations as one is allowed (in first approximation) to regard the various modes involved as uncoupled.
The method described above was first used to prove St. Venant's principle for a plane rectangular elastic region subject to selfequilibrating edge tractions.6 It was found that the problem could be formulated as a biharmonic eigenvalue problem. The present paper illustrates use of the "first approximation" technique for a simpler group of problems, those relating to the harmonic equation. Section 6 discusses the wave equation and illustrates also the method of the "second approximation." 2. The potential is an isosceles triangle. In this section we shall solve the equation
in the triangular region shown in Fig. 1 , subject to the following boundary conditions. Along the boundaries II, III where
we prescribe = 0.
Along the boundary I, where
we prescribe
The integral to be minimized is
J o J-vb
The lowest degree polynomial / (y) which satisfies
The higher degree polynomials, obtained by orthonormalization with respect to the lower ones, are 
and writing
we write Eq. (9) in the form:
n,m J Q J -yh [Vol. XII, No. 1 To first approximation this is 
where cn is a constant which depends on the order n of the polynomial. The differential equation (17) thus assumes the form
and has the solution
In particular for n = 0 we obtain 
In contrast, a one-term Rayleigh approximation <pR = e~"(l -y() (32) gives
It is interesting to make a numerical comparison of the solutions E, A, R. At the point (x, y) -(1, 0) they give, respectively <pE = 0.242, = 0.235, <pR = 0.167. Function (29) can be considered as the zeroth orthogonal polynomial constructed from the set 1, y4, y*, • • • . Clearly, the resulting approximation is poorer than when the set 1, y2, y*, • • • is used. Since both sets are complete7 there arises the question of 'By Szasz' Theorem (Courant-Hilbert, Methoden der Mathematischen Physik, I. p. 86) the set 1, y-Kl j/x, , -is complete, in a finite interval, 0 to h, whenever S (X*)-1 diverges.
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[Vol. XII, No. 1 the proper selection of the best set. The answer is: the best set is obtained when the gap between successive powers is the smallest, consistent with boundary, symmetry and finiteness requirements for the functions and their derivatives. 4. The two-region problem. Consideration of a simple two-region potential problem (Fig. 3) shows an additional advantage in the use of the polynomial method, namely that the often troublesome transcendental boundary equations are replaced by a set of equations which are linear in the unknowns. Consider V2$ = 0 in each of two regions, A and B, with boundary conditions: For cases where boundary values along the circular arc are specified, we are led to 6 polynomials of type /" considered in Section 3.
For the sake of variety we list the /" polynomials appropriate to the conditions of vanishing normal edge derivative: In either case, whether we are concerned with expansions into <?n(r) functions along boundaries I, III, or expansions into /n(0) functions along boundary II, the remaining procedure is the same-insert the polynomials into the integral (41), carry out the integration over the proper variable, and solve the appropriate Euler-Lagrange equation for the second (unknown) factor of the eigenfunction.8
In Fig. 5 we plot successive approximations R(r) ~ 2 ang"(r), an = (Rgjr)
to the function R = r (48b)
in terms of the functions (47). Since we dow have to construct a gk expansion for a function R(r) which does not satisfy the boundary conditions prescribed for gk(r), the approximation exhibits a pronounced Gibbs phenomenon near the end, r = 1, of the interval.
'Solution of the general problem, when non-homogeneous boundary conditions are specified along all ■edges, is obtained by superposition.
6. The wave equation in a rectangle. The second approximation.
In this section we shall treat the vibration problem of a membrane V2$ = (49) in a simple rectangle region. The example will illustrate the use of orthogonal polynomials for a problem where more than two independent variables are involved; it will also demonstrate the use of the "second approximation." Let the problem be as follows: Solve (49) for $(x, y, t) in the rectangular region, Fig. 6 , subject to the initial condition $(x, y, 0) = prescribed (50) and to the following boundary conditions (at all t):
The integrals (57b) lead to the Euler-Lagrange equations r'ki + vltTkt = 0,
where KVkl = (g'"2) + (/;2).
Assuming that initial conditions require that rt,(0) = 1, ri,( 0) = 0 (59a) it follows that
Tii -cos vkit (59b)
The first two values of (g*2)1/2 and first six values of (/I2)173 are listed below and compared with the appropriate true eigenvalues (k + |)ir and (I + l)*/2 respectively. One arrives at the second approximation \f/ti by writing, in accordance with (5a, b),
iki(x, y, 0) = gk(x)f i(y).
These functions, orthonormal at t -0, are suitable for expanding the initial value (50) of 3>. To simplify the notation we shall consider the special case of 4*03 -go(ToJi + T0zf$ + T05/5) ~t" QiTufa (61) and to further simplify the calculations we shall neglect the last term, giTl3f3 of this expression. Insertion of (61) into the variational integral (52) and minimization leads to the equations of motion 
with solutions a, = 3.1415952, a, = 6.324402, a2 = 11.942882.
Assigning now to a in (64) where the superscript of T refers to the particular frequency a2 with which the amplitude triplet *Ti , 'T3 , 'T5 is associated. Consequently T0i has the form T0i = Ax lTi cos {vit -f-7i) + A3 3Ti cos (v3t + 73) + As 5T, cos (v5t + 75)
The six constants Ax , ■ • ■ , y5 are to be determined from the six initial conditions 
This then completely determines the function ^03 of (61) (if we neglect, as proposed, the ri3 term). Separating out from the expression of ^03 the coefficient of cos v03t one is led to the second approximation, <p0* , of the true second eigenfunction 4?03 (in the approximation that the gJ3T13 contribution is neglible):
