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Resumo
Um dos principais desafios na construção de uma Rede Bayesiana (RB) é definir as
tabelas de probabilidade condicional dos nós (TPC). Para RB de larga escala, aprender
TPC por meio da elicitação de domínio do conhecimento de um especialista é inviável.
Trabalhos anteriores propuseram soluções para este problema usando o conceito de nós
ranqueados, no entanto, eles têm capacidade limitada de modelagem ou precisam contar
com especialistas em RB parar aplicá-los, reduzindo a sua aplicabilidade. Neste trabalho,
são propostos e avaliados três métodos para resolução deste problema. O primeiro utiliza
um sistema especialista baseado em regras de produção. O segundo método utiliza força
bruta, buscando um conjunto de todas as combinações possíveis. O terceiro método utiliza
um algoritmo genético para definição de TPC por especialistas sem conhecimento específico
de nós ranqueados. Para avaliar as abordagens, foi executado um experimento que permitiu
identificar as vantagens e as desvantagens de cada método, dependendo do tempo de
processamento, disponibilidade de memória e a quantidade de nós pais da RB. Ao usar
alguma das soluções apresentadas, um praticante pode definir com maior precisão as TPC
sem entender o conceito de nós ranqueados.
Palavras-Chave: Redes Bayesianas; Tabela de Probabilidade Condicional; Processo
de Desenvolvimento de Software; Sistema Especialista.
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Abstract
One of the key challenges in constructing a Bayesian network (BN) is defining the node
probability tables (NPT). For large-scale BN, learning NPT through domain experts knowl-
edge elicitation is unfeasible. Previous works proposed solutions to this problem using the
concept of ranked nodes; however, they have limited modeling capabilities or rely on BN ex-
perts to apply them, reducing their applicability. In this work, we propose and evaluate three
methods to solve the problem. First, an expert system based on production rules. Second,
a method using a brute-force algorithm to identify a set of possible combination. Finally, a
method using genetic algorithm to define NPTs with no ranked nodes-specific knowledge.
To validate this approach, it was executed an experiment with a BN already published in the
literature. Results demonstrated the advantages and disadvantages of each method depend-
ing on time, memory availability and parents node quantity. By using one of the presented
solution, a practitioner can accurately define NPTs without understanding the concept of
ranked nodes.
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Capítulo 1
Introdução
Uma Rede Bayesiana (RB) é um grafo acíclico dirigido cujos nós representam variáveis
aleatórias e arcos representam as dependências entre os mesmos. Redes Bayesianas são uti-
lizadas para representar conhecimento incerto e fazer o usuário raciocinar sobre incerteza.
Áreas de aplicação das mesmas incluem, por exemplo, diagnóstico médico [6], [23], [32],
resolução de problemas de hardware e diagnóstico [7], problemas de planejamento de desen-
volvimento de software [31], simulação e metamodelagem [38], [21], e planejamento militar
[15], [37].
Os nós da RB podem ser representados em uma escala contínua ou discreta. Cada valor
possível é chamado de estado. No caso de número finito de estados, as dependências são
definidas por tabelas de probabilidade condicional (TPC). De acordo com Laitila et al. [27],
uma TPC especifica a distribuição de probabilidade condicional do nó ascendente, o nó fi-
lho, para todas as combinações dos estados de seus antecessores diretos, os nós pai. A TPC
e a estrutura gráfica da RB codificam a distribuição de probabilidade conjunta das variáveis
aleatórias discretas. Quando são conhecidos os estados de alguns nós, as distribuições de
probabilidades dos outros podem ser atualizados em conformidade usando algoritmos efici-
entes, tais como os apresentados em [43] e [44].
Portanto, RB é uma ferramenta eficaz para responder consultas probabilísticas sobre va-
riáveis aleatórias e que proporcionam meios para realizar, por exemplo, análise de risco [45;
19]. Além disso, em vários cenários, Redes Bayesianas oferecem uma forma de apoiar a
tomada de decisões em condições de incerteza [37; 24].
Segundo Perkusich et al. [34], existem duas barreiras significantes para a construção
1
2de Redes Bayesianas de larga escala: contrução do gráfo acíclico dirigido e das TPC. Esse
trabalho tem como foco a segunda barreira.
Definir TPC é um trabalho de esforço exponencial e esse tipo de estudo tem sido o foco
de vários trabalhos passados. Existem duas formas de coletar dados para definir as TPC: por
banco de dados ou elicitação de conhecimento de especialistas do domínio. A definição de
TPC por banco de dados é automatizada por meio de um processo chamado batch learning
[18]. Por outro lado, na prática, são raros os casos nos quais há um banco de dados adequado.
Então, para definir as TPC, é necessário coletar dados de especialistas. O problema é que
definir manualmente as TPC pode se tornar inviável dependendo do número de nós e estados.
Como apresentado em Fenton et al. [31], inconsistências podem ocorrer se especialistas de
domínio, exaustivamente, definirem as TPC de um nó composto de uma grande quantidade
(e.g., 125) de estados.
Na ausência de dados, as TPC têm que ser construídas com base em levantamento en-
volvendo as avaliações subjetivas de um especialista de domínio. A principal dificuldade
nisso é a grande quantidade de avaliações de probabilidade necessária. À medida que o ta-
manho de uma tabela de probabilidade condicional cresce exponencialmente com o número
de nós pais, a quantidade de avaliações de probabilidade necessária para uma única rede
Bayesiana pode ser de até centenas ou milhares. Avaliando tantas probabilidades de forma
coerente e sem preconceitos pode ser um problema insuperável para o especialista, devido à
tensão cognitiva ou escassez de tempo [11], [30]. Por exemplo, técnicas de probabilidade de
elicitação convencionais, tais como rodas de probabilidade de loteria ou de referência, são
geralmente reconhecidas como sendo muito demoradas para a elicitação da probabilidade de
Redes Bayesianas [11], [30], [25]. O problema principal é, dado que o conhecimento de um
especialista é elicitado, como automatizar a definição de nós ranqueados.
Na literatura há soluções propostas para reduzir a complexidade de definir TPC de larga
escala. Exemplos de soluções são Noisy-OR [33], projetado para variáveis binárias, e Noisy-
MAX [10], que é a generalização da primeira para variáveis com vários estados. Noisy-
OR tem a desvantagem que se aplica apenas aos nós booleanos e implicitamente ignora os
efeitos de interação entre as variáveis. Noisy-MAX é aplicado para escala ordinal, mas sua
capacidade de modelagem é limitada [31].
Outra solução é apresentada em Fenton et al. [31]. A mesma é baseada no conceito de
3nó ranqueado. Nós ranqueados representam variáveis discretas cujos estados são expressos
em uma escala ordinal e podem ser mapeadas em uma escala numérica limitada, contínua e
monotonamente ordenada no intervalo [0, 1]. Para definir as TPC, a solução utiliza expres-
sões ponderadas. O uso das mesmas auxiliam os especialistas a compreender e expressar
relações probabilísticas entre nós.
Um exemplo de utilização de nó ranqueado é apresentado em Perkusich et al. [35], no
qual o mesmo foi aplicado para construir uma rede Bayesiana para detectar problemas em
processos de software. A solução foi aplicada com sucesso em projetos de desenvolvimento
de software baseado em Scrum, aumentando a eficiência dos processos de software e por
consequência, aumentando as chances de sucesso dos projetos. Outros exemplos de aplica-
ção de nós ranqueados são segurança [12], sistemas críticos de usina nuclear [17], segurança
de laboratórios de química [8] e análise de risco em cadeia logística aeroespacial [40]. Em
Laitila et al. [27] foi apresentado um método para utilizar nós ranqueados para escalas inter-
valares.
Visto que Redes Bayesianas e nós ranqueados são utilizados em várias aplicações, a
construção da TPC torna-se fundamental para a confiabilidade que a Rede Bayesiana, que
será apresentada, oferece. Para que a TPC seja gerada de forma mais precisa e confiável, a
melhor função de probabilidade condicional precisa ser definida.
O método de Fenton et al. [31] baseia-se na utilização da Distribuição Normal Truncada
(TNormal) para representar TPC. TNormal é utilizada devido a sua capacidade de assumir
diversas formas e, assim, modelar diversos tipos de relacionamentos [31]. Para definir uma
TNormal, é necessário definir quatro variáveis: µ, média; σ2, variância de erro; a, limite in-
ferior; e b, limite superior. Neste caso, dado que utiliza-se o intervalo [0 - 1] para representar
os estados das variáveis, assume-se que o limite inferior a = 0 e o limite superior b = 1. µ
(média), a qual representa a tendência central da distribuição, é definida por meio de funções
de probabilidade paramétricas onde as probabilidades do nó filho são definidas de acordo
com uma função ponderada dos valores dos nós pai. Há quatro tipos de funções: Weighted
Mean Average (WMEAN), Weighted Minimum (WMIN), Weighted Maximum (WMAX), Mix
Minimum-Maximum (MIXMINMAX). σ2 é (variância) definida empiricamente e representa
a confiança nas probabilidades calculadas. A mesma permite modelar a forma da curva,
incluindo uma distribuição uniforme, alcançada quando σ2 >= 8 (i.e., valor definido empiri-
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camente por Fenton et al. [31] e enviesada quando σ2 = 0). Segundo Fenton et al. [31], 93%
de esforço foi reduzido quando comparou sua abordagem com uma abordagem manual.
1.1 Problemática
Por outro lado, o processo para definição de µ e σ2 apresentado em Fenton et al. [31] é
limitado e subjetivo, pois este depende do conhecimento e experiência do construtor da RB
para definir o tipo de expressão ponderada, pesos e σ2. Para tal, de acordo com Fenton et al.
[31], o mesmo deve coletar dados do especialista por meio de valores de amostragem, que
resultam em afirmações de elicitação de especialistas como as seguintes:
• Quando X1 e X2 são ambos “muito alto”, a distribuição de Y é fortemente enviesada
para “muito alto”;
• Quando X1 e X2 são ambos “muito baixo”, a distribuição de Y é fortemente enviesada
para “muito baixo”;
• Quando X1 é “muito baixo” e X2 é “muito alto”, a distribuição de Y é centralizada
abaixo de “médio”;
• Quando X1 é “muito alto” e X2 é “muito baixo”, a distribuição de Y é centralizada
acima de “médio”.
Uma vez que é assumido que cada nó tem uma escala numérica subjacente no intervalo
[0, 1], tais afirmações sugerem intuitivamente que Y é algum tipo de função de média ponde-
rada. Na verdade, os especialistas acham mais fácil de compreender e expressar as relações
em tais termos.
Desta forma, conclui-se que a definição das TPC depende de conclusões subjetivas do
projetista da Rede Bayesiana. Além disso, por não haver uma pré-definição dos valores de
amostragem a serem coletados, pode-se concluir que o processo é ad-hoc. Desta forma, há
riscos associados ao mesmo, tais como viés e erros humanos.
Perkusich et al. [34] complementam o trabalho de Fenton et al. [31] encapsulando
a complexidade de definir µ e σ2. Por outro lado, apresenta limitação da capacidade de
modelagem. Para a definição de µ, Perkusich et al. [35] limita-se a utilizar apenas WMEAN.
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Para definição de σ2, definiu-se o valor fixo de 5.0E−4, que é valor mínimo permitido no
AgenaRisk [1] (i.e., ferramenta utilizada para executar a Rede Bayesiana). Dado que as TPC
quantificam relacionamentos, essas limitações podem diminuir a acurácia da quantificação.
O método proposto no trabalho de Perkusich et al. [34] consiste na coleta de informa-
ções de especialistas de domínio por meio de uma pesquisa, e, com os dados coletados,
construir TPC da RB. Em outro trabalho, Perkusich et al. [35] diminuem a participação do
segundo especialista, porém, para o cálculo das tabelas de probabilidade da Rede Bayesi-
ana em questão, o método utilizado considera apenas a função WMEAN, como mencionado
anteriormente, o que para alguns casos, pode não ser a mais adequada.
Diante dessas limitações, procurou-se, neste trabalho, encapsular o conhecimento de
baixo nível necessário para utilizar nós ranqueados diminuindo os problemas apresentados.
Com a elicitação do especialista para a análise das funções, é indicado ao usuário a melhor
função para o cálculo das TPC, considerando as funções WMEAN, WMAX, WMIN e MIX-
MINMAX. Desta forma, torna-se o método de análise do desenvolvimento do processo de
software mais acessível (método de validação), uma vez que será necessário apenas um es-
pecialista, que seria o Scrum Master, além de torná-lo mais confiável, uma vez que existe a
possibilidade de escolha de uma função mais apropriada para a definição das TPC.
Desta forma, pode-se concluir que não há uma solução consolidada para viabilizar a
utilização de nó ranqueado em contextos nos quais não há um especialista no método para
calibrar a TNormal, o que limita sua aplicabilidade. Neste contexto, define-se o problema
técnico desta pesquisa: dado que o conhecimento de um especialista é elicitado, como auto-
matizar a definição de nós ranqueados encapsulando conhecimentos de TNormal?
1.2 Objetivos
O objetivo principal neste trabalho é propor soluções para automatizar a definição, de acordo
com dados coletados de um especialista, dos parâmetros (tipo de função, pesos e variância)
das funções de probabilidade de um nó ranqueado. Desta forma, encapsula-se do usuário de
nós ranqueados o conhecimento técnico em TNormal necessário para utilizá-los. Com esse
propósito, foram desenvolvidos três métodos, cada um com suas vantagens e desvantagens.
Para a quantificação dos relacionamentos da Rede Bayesiana, foi realizado um estudo
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empírico com combinações de perguntas e respostas utilizando o AgenaRisk. A validação e
estudos de caso foram realizados em projetos reais em desenvolvimento.
Desta forma, definem-se os seguintes objetivos específicos:
• Definição de métodos para construir TPC automaticamente;
• Desenvolvimento da abordagem utilizando regras de produção;
• Desenvolvimento da abordagem utilizando o método de força bruta, no qual o algo-
ritmo testa todos os casos possíveis;
• Desenvolvimento da abordagem utilizando algoritmo genético;
• Realização do estudo empírico dos métodos para avaliar a acurácia dos mesmos;
• Comparação e análise dos métodos criados, mostrando vantagens e desvantagens de
cada método.
1.3 Contribuições e Resultados
Esse trabalho apresenta três métodos para encapsular a complexidade de definir nós ran-
queados, aumentando sua aplicabilidade. Os métodos foram desenvolvidos apresentando
diferentes abordagens de acordo com seus objetivos específicos.
O primeiro método, publicado em Silva et al. [41], é baseado em regras de produção
e compatível com o AgenaRisk [1]. Para definir as regras, dados foram coletados de um
especialista.
O segundo foi desenvolvido em colaboração com um aluno do Instituto Federal da Pa-
raíba. O mesmo é compatível com um algoritmo desenvolvido pelo aluno em questão para
implementar nós ranqueados com suporte para WMEAN. Nesta pesquisa, complementou-se
este algoritmo para ter suporte para WMIN, WMAX e MIXMINMAX. Este método utiliza
a força bruta para definir a melhor configuração das TPC de acordo com dados elicitados de
um especialista de domínio. Ou seja, o processo é demorado e custoso e deve ser usado caso
o usuário não considere a variável tempo relevante.
O terceiro é uma melhoria do segundo com o objetivo de melhorar o desempenho. Para
tal, foi utilizado algoritmo genético usando o Brier score como função-objetivo. O tempo
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foi reduzido consideravelmente com relação ao método de força bruta, porém existe a possi-
bilidade de não retornar a melhor combinação.
Para validar os métodos, utilizou-se a Rede Bayesiana apresentada em Perkusich et al.
[35]. A mesma tem como objetivo detectar problemas em processos de software. Para tal, a
acurácia das TPC definidas com os métodos propostos nesta pesquisa foi comparada com as
de Perkusich et al. [35].
1.4 Estrutura da Dissertação
O restante deste documento está organizado nos capítulos descritos a seguir.
• No Capítulo 2, a fundamentação teórica da pesquisa é apresentada. Nós Ranquea-
dos, Distribuição Nornal Truncada, Algoritmo Genético, Regras de Produção e Redes
Bayesianas são introduzidos.
• No Capítulo 3, os métodos propostos são apresentados, assim como uma avaliação de
cada um deles, destacando suas vantagens e desvantagens, cuidados necessários para
aplicá-los e limitações.
• No Capítulo 4, são discutidas algumas pesquisas relacionadas com este trabalho, suas
limitações e as contribuições desta pesquisa no intuito de melhorá-las;
• Por fim, as considerações finais, limitações do trabalho e propostas de trabalhos futuros
são apresentadas no Capítulo 5.
Capítulo 2
Fundamentação Teórica
2.1 Redes Bayesianas
Redes Bayesianas são modelos de representação do conhecimento que trabalham com o
fato deste ser incerto e incompleto por meio do Teorema de Bayes. Trata-se de um Grafo
Acíclico Dirigido (GAD) onde os nós representam variáveis aleatórias e os arcos representam
a dependência condicional entre as variáveis, respectivamente, são representados por círculos
(ou elipses) e setas. Rede Bayesiana pertence à família de modelos gráficos probabilísticos e
é usada para representar incertezas de um domínio [4]. A Figura 2.1 ilustra um exemplo de
Rede Bayesiana.
Figura 2.1: Rede Bayesiana
Além do grafo acícliclo direcionado, Redes Bayesianas definem as condições de distri-
8
2.1 Redes Bayesianas 9
buição de probabilidade para cada nó. As condições de distribuição de probabilidade são
definidas em função apenas dos pais e são, geralmente, representadas por tabelas.
Um arco do nó Ni ao nó Nj representa a dependência condicional entre essas variáveis.
O valor da variável Nj depende do valor da variável Ni. Dessa forma, Ni é chamado de pai
e Nj de filho. Assim, o conjunto de descendentes é definido como o conjunto de nós que
podem ser alcançados diretamente pelo nó. O conjunto de ancestrais é definido como os nós
que podem alcançar o nó diretamente. Nota-se que apesar dos arcos representarem a direção
da conexão causal entre as variáveis, informações podem propagar em qualquer direção no
grafo [22].
Formalmente, uma Rede Bayesiana B é um GAD que representa a distribuição conjunta
de probabilidade sobre o conjunto V de variáveis aleatórias [16]. A rede é definida pelo par
B = {G,Θ}. G é o GAD cujo os nósN1, . . . , Nn representam variáveis aleatórias, e os arcos
representam dependências diretas entre essas variáveis. O grafo G codifica suposições de
independência, nas quais cada variável Ni é independente dos seus não-dependentes dados
seus pais em G. Θ representa o conjunto de parâmetros da rede. Esse conjunto contém
o parâmetro θni|pii = PB(ni|pii) para cada ni em Ni condicionado por pii, o conjunto de
parâmetros de Ni em G. A Equação 2.1 apresenta a distribuição conjunta definida por B
sobre V .
PB(N1, . . . , Nn) =
n∏
i=1
PB(ni|pii) =
n∏
i=1
θNi|pii (2.1)
As funções de probabilidade podem ser representadas por tabelas-verdade. Na Fi-
gura 2.2, ilustra-se um exemplo fictício trivial de uma Rede Bayesiana. Nota-se que o valor
do nó Câncer de Pulmão depende do valor dos seus pais. Apesar das arestas das Redes Baye-
sianas representarem o relacionamento causal entre as variáveis, a informação pode propagar
em qualquer direção no grafo [3]. Ou seja, é possível calcular as probabilidades de um nó pai
se apenas o valor do seu filho for conhecido. Por exemplo, na Figura 2.2, caso uma pessoa
tenha parentes com câncer e seja fumante, é provável que essa pessoa desenvolva câncer de
pulmão.
Redes Bayesianas possuem diversas características positivas, como facilidade de lidar
com bases de dados pequenas e/ou incompletas, possibilidade de aprendizado, combinação
de diferentes fontes de conhecimento, tratamento explícito de incertezas e rápido tempo de
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Figura 2.2: Rede Bayesiana com Tabelas de Probabilidade
respostas [46]. Por esse motivo, elas são utilizadas em sistemas que possuem algum tipo
de incerteza envolvida [14]. O uso de Redes Bayesianas pode ser observado em sistemas
especialistas, por exemplo, para auxiliar a tomada de decisões seguras em ambientes de
projetos complexos [49] ou, ainda, para predizer o desempenho em projetos de inovação que
adotam liderança transformacional [9].
2.2 Nós Ranqueados (Ranked Nodes)
Em Fenton et al. [31], no conceito de nó ranqueado, variáveis discretas cujos estados são
expressos em uma escala ordinal (e.g., Baixo, Moderado e Alto) modeladas em uma escala
contínua ordenada monotonamente no intervalo [0,1] foram apresentadas. Um exemplo que
demonstra a modelagem de um nó ranqueado é apresentado na Figura 2.3.
Nós ranqueados tornam-se úteis na definição de Redes Bayesianas de larga escala quando
não há dados suficientes para a utilização de batch learning [18]. Cabe ao usuário definir
quantos estados cada nó terá, por outro lado, recomenda-se utilizar cinco ou sete estados
[39]. Desta forma, nesta pesquisa, será utilizada a escala de cinco estados como base para
calibração da TPN.
De acordo com Fenton et al. [31], o crucial sobre nós ranqueados é que eles podem fazer
o trabalho de construção e edição em redes Bayesianas muito mais simples do que é possível
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Figura 2.3: Conversão da Tabela de Probabilidade
quando os nós são subjetivos, uma vez que a Tabela de Probabilidade dos Nós (TPNs) requer
um especialista para análise, o que é raramente rentável para obter conjuntos completos de
valores de probabilidade. Em particular, desde que aparecem nas combinações adequadas, a
complexidade da tarefa de construir TPN associadas é drasticamente simplificada.
2.3 Distribuição Normal Truncada (TNormal)
Após a conversão das TPNs para escala contínua gerando amostras que representam dis-
tribuições de probabilidade, o próximo passo é misturar as distribuições (i.e., amostras).
Mistura-se as amostras que representam as TPNs dos nós pais com o objetivo de gerar uma
distribuição normal truncada (TNormal).
Segundo Fenton et al. [31], a vantagem de utilizar a distribuição TNormal é que a mesma
pode ter diversos formatos dependendo de sua média e variância. A média (µ) representa a
tendência central da distribuição normal. A variância (σ2), por sua vez, define a confiança
no resultado e, consequentemente, a curva (i.e., quanto maior a variância, maior a tendência
da curva se assemelhar com uma distribuição uniforme). Esta relação é demonstrada na
Figura 2.4.
Precisa-se definir quatro parâmetros para gerar uma TNormal: a média da distribuição
normal (µ), a variância da distribuição normal (σ2), os limites inferiores e superiores. Dado
que a TPN é limitada entre zero (0) e um (1), a distribuição TNormal também é. Desta forma,
apenas necessita-se definir µ e σ2.
Para definir a µ, utiliza-se as amostras definidas para representar as TPN dos nós pais e
seus respectivos pesos. O peso define a influência do nó pai no nó filho e é definido por uma
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Figura 2.4: Exemplo de distribuição TNormal com a mesma µ, mas σ diferentes
constante w na qual w ∈ N . O mesmo é identificado a partir da equação ponderada utilizada
para definir a TPN do nó filho. Por exemplo, para o nó C cuja equação é C = 2A + B, o
peso do nó A é 2 e do nó B é 1. µ é um vetor com o mesmo número de elementos dos nós
pais (i.e., 100000). Cada elemento de µ é calculado a partir de (2.2), na qual wi é o peso, xi
é um elemento da amostra em questão e n é o número de pais.
µj =
∑n
i=1wixi∑n
i=1wi
(2.2)
Após definir µ, necessita-se definir σ2 a partir da curva desejada (i.e., a confiança nos
resultados). Ou seja, σ2 é um valor manualmente definido pelo usuário. Finalmente, a fase
de “misturar amostras” é concluída ao gerar uma TNormal com os parâmetros definidos.
Por fim, para definir a TPN do nó filho, a TNormal deve ser convertida em uma escala
ordinal. Para tal, divide-se a densidade da TNormal nos pontos de interesse (i.e., entre 0 e
1/3, 1/3 e 2/3, e 2/3 e 1). Um exemplo de tal é apresentada na Figura 2.5.
Figura 2.5: Exemplo de conversão de TNormal para escala ordinal
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2.3.1 Funções de Probabilidade Condicional
Depois da definição de como os estados dos nós ranqueados serão mapeados para uma es-
cala normalizada, é preciso selecionar uma expressão que melhor descreve a relação proba-
bilística entre os nós pais e o nó filho. Tal expressão agrega pesos ponderados de escalas
normalizadas dos nós pais para um ponto na escala normalizada do nó filho.
Segundo Laitila et al. [26], na prática, funções de probabilidade condicionais são funções
que determinam a tendência central do nó filho dada uma combinação de estados dos nós
pais. Existem quatro funções apresentadas em Fenton et al. [31]:
1. Média ponderada (WMEAN);
2. Mínimo ponderado (WMIN);
3. Máximo ponderado (WMAX);
4. Mistura de mínimo e máximo (MIXMINMAX).
As características das funções de probabilidade condicionais são descritas utilizando o
exemplo da RB referenciada na Figura 2.6.
Caso a expressão escolhida seja WMEAN, WMIN ou WMAX, o peso wi precisa ser
atribuido a cada nó pai. Caso a expressão usada seja MIXMINMAX, a tendência central do
nó filho é determinada somente pelo melhor e pior estado na combinação de estados dos nós
pais. Dessa forma, apenas dois pesos, denotados por wmin e wmax, precisam ser atribuídos
nesse caso. Para todas as funções, o peso que se aplica, quanto maior for o peso, mais forte
é a influência do nó pai correspondente.
2.3.2 WMEAN
Na WMEAN, espera-se que o nó filho no intervalo [0,1] corresponda ao peso médio dos
estados dos nós pais [0,1]. A tendência central é característica dessa função, com relação aos
nós pais, porém, essa tendência pode mudar caso haja uma influência diferenciada dos nós
pais com relação ao nó filho.
Como Laitila et al. [26] descrevem, a distribuição de probabilidade na Tabela de Probabi-
lidade Condicional é gerada pela repetição da mesma rotina do cálculo para cada combinação
de estados dos nós pais. Este ciclo de rotina é descrito a seguir.
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Figura 2.6: Exemplo da influência das Funções de Probabilidade Condicionais
Seja (x1; ...;xn) uma dada combinação de estados dos nós pais e considere que
(z1; ...; zn) denotam os intervalos de estado identificados com eles, respectivamente. Uma
combinação de estados (x1;x2;x3) = (Baixo,Alto, Baixo) do nós pais, pode ser identi-
ficada como uma combinação (z1, z2, z3) = ([0; 1/3); [2/3; 1]; [2/3; 1]) dos intervalos de
estado.
Depois de determinar os intervalos de estado (z1; ...; zn), pontos de amostragem equi-
distantes {zi, j}j=1s são tomados a partir de cada um deles. Isto é realizado de modo que o
primeiro ponto de amostra é o limite inferior do intervalo dado e o último é o limite supe-
rior. Assim, os pontos de amostragem são definidos de forma determinística. A partir de
n∗s pontos de amostra retirados, sn combinações de pontos de amostra {(z1, k, ..., zn, k}k=1sn
são formadas de modo que, em cada combinação, há um ponto de amostragem a partir de
cada nó pai. Por exemplo, utilizando-se s = 5, os pontos de amostra retirada de z1 deter-
minadas acima são {z1, j}5j=1 = {0, 0.0833, 0.1667, 0.25, 0.333}. Para z2 e z3, os pontos
de amostragem são {z2, j}5j=1 = {z3, j}5j=1 = {0.6667, 0.75, 0.8333, 0.3167, 1}. A partir
desses pontos de amostragem, 53 = 125 combinações {(z1, p, z2, r, z3, q)}5p,r,q=1 são então
formados. Estas incluem combinações tais como (z1, 1, z2, 1, z3, 1) = (0, 0.6667, 0.6667) e
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(z1, 3, z2, 1, z3, 5) = (0.1667, 0.6667, 1).
Quando as combinações dos exemplos {z1, k, ..., zn, k}snk=1 são formados, a expressão de
probabilidade escolhida é usada para calcular o valor médio correspondente {µk}k=1sn para
todos eles.
Nesse caso, a média µ é calculada pela Equação 2.3.
µk = WMEAN(z1, k, ..., zn, k, w1, ..., wn) =
∑n
i=1wi ∗ zi, k∑n
i=1wi
(2.3)
Onde zi, k é o ponto da amostra do iésimo nó pai na késima combinação dos pontos da
amostra e wi é o peso do iésimo nó pai.
2.3.3 WMIN
Na WMIN, o nó filho tende a seguir o estado do nó pai que tem o menor estado na escala
normalizada [0,1]. A intensidade dessa tendência depende da influência dos nós pais no nó
filho.
Nesse caso, a média µ é calculada pela Equação 2.4.
µk = WMIN(z1, k, ..., zn, k, w1, ..., wn) = mini=1,...,n{
wi ∗ zi, k +
∑n
j 6=i zj, k
wi + n− 1 } (2.4)
2.3.4 WMAX
A WMAX tem a mesma função da WMIN, só que em direção contrária, ou seja, o nó filho
tende a seguir o estado do nó pai que tem maior estado na escala normalizada [0,1]. Da
mesma forma que a WMIN, a intensidade da tendência da escala do nó filho depende da
influência dos nós pais.
Nesse caso, a média µ é calculada pela Equação 2.5.
µk = WMIN(z1, k, ..., zn, k, w1, ..., wn) = maxi=1,...,n{
wi ∗ zi, k +
∑n
j 6=i zj, k
wi + n− 1 } (2.5)
A Figura 2.7 ilustra a média µ para (a)WMEAN, (b)WMIN e (c)WMAX, com a influên-
cia dos pesos, dado que w1 = 5 e w2 = 2.
2.4 Algoritmo Genético 16
Figura 2.7: Resultado da µk utilizando pontos de amostra de nós pais e funções de probabi-
lidade (a)WMEAN, (b)WMIN, c(WMAX)
2.3.5 MIXMINMAX
Na MIXMINMAX, a tendência central do nó filho é determinada pelo peso médio do maior
e menor estado na escala normalizada encontrada da combinação dos estados dos nós pais.
Nesse caso, a média µ é calculada pela seguinte fórmula:
µk = MIXMINMAX(z1, k, ..., zn, k, wmin, ..., wmax) =
wmin ∗mini=1,...,n{zi, k}+ wmax ∗maxi=1,...,n{zi, k}
wmin + wmax
(2.6)
2.4 Algoritmo Genético
Um algoritmo genético é uma técnica utilizada na ciência da computação para achar soluções
aproximadas em problemas de otimização e busca. Nos algoritmos genéticos, inicialmente
é gerada uma população formada por um conjunto aleatório de indivíduos que podem ser
vistos como possíveis soluções do problema. A evolução geralmente se inicia a partir de um
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conjunto de soluções criado aleatoriamente e é realizada por meio de gerações. A cada gera-
ção, a adaptação de cada solução na população é avaliada, alguns indivíduos para a próxima
geração, e recombinados ou mutados para formar uma nova população. Os membros man-
tidos pela seleção podem sofrer modificações em suas características fundamentais através
de mutações e cruzamento (crossover) ou recombinação genética gerando descendentes para
a próxima geração. Este processo, chamado de reprodução, é repetido até que uma solução
satisfatória seja encontrada.
Os Algoritmos Genéticos diferem dos métodos tradicionais de busca e otimização, prin-
cipalmente nos seguintes aspectos:
• Trabalham com uma codificação do conjunto de parâmetros e não com os próprios
parâmetros;
• Trabalham com uma população e não com um único ponto;
• Utilizam informações de custo ou recompensa e não derivadas ou outro conhecimento
auxiliar;
• Utilizam regras de transição probabilísticas e não determinísticas.
Algoritmos Genéticos são muito eficientes para busca de soluções ótimas, ou aproxi-
madamente ótimas em uma grande variedade de problemas, pois não impõem muitas das
limitações encontradas nos métodos de busca tradicionais. Além de ser uma estratégia de
gerar-e-testar formal, por serem baseados na evolução biológica, são capazes de identificar
e explorar fatores ambientais e convergir para soluções ótimas, ou aproximadamente ótimas
em níveis globais.
A ideia básica de funcionamento dos algoritmos genéticos é a de tratar as possíveis solu-
ções do problema como “indivíduos” de uma “população”, que irá “evoluir” a cada iteração
ou “geração”. Para isso é necessário construir um modelo de evolução onde os indivíduos
sejam soluções de um problema. A execução do algoritmo pode ser resumida nos seguintes
passos:
• Inicialmente escolhe-se uma população inicial, normalmente formada por indivíduos
criados aleatoriamente;
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• Avalia-se toda a população de indivíduos segundo algum critério, determinado por
uma função que avalia a qualidade do indivíduo (função de aptidão ou “fitness”);
• Em seguida, através do operador de “seleção”, escolhem-se os indivíduos de melhor
valor (dado pela função de aptidão) como base para a criação de um novo conjunto de
possíveis soluções, chamado de nova “geração”;
• Esta nova geração é obtida aplicando-se sobre os indivíduos selecionados operações
que misturem suas características (chamadas “genes”), através dos operadores de “cru-
zamento” (crossover) e “mutação”;
• Estes passos são repetidos até que uma solução aceitável seja encontrada, até que o
número predeterminado de passos seja atingido ou até que o algoritmo não consiga
mais melhorar a solução já encontrada.
Os principais componentes mostrados na Figura 2.8 são descritos a seguir em mais deta-
lhes.
2.4.1 População
É o conjunto de indivíduos que estão sendo cogitados como solução e que serão usados
para criar o novo conjunto de indivíduos para análise. O tamanho da população pode afetar
o desempenho global e a eficiência dos algoritmos genéticos. Populações muito pequenas
têm grandes chances de perder a diversidade necessária para convergir a uma boa solução,
pois fornecem uma pequena cobertura do espaço de busca do problema. Entretanto, se a
população tiver muitos indivíduos, o algoritmo poderá perder grande parte de sua eficiência
pela demora em avaliar a função de aptidão de todo o conjunto a cada iteração, além de ser
necessário o uso de melhores recursos computacionais.
2.4.2 Avaliação de Aptidão
A avaliação de aptidão (do inglês, fitness function) calcula, através de uma determinada
função, o valor de aptidão de cada indivíduo da população. Este é o componente mais im-
portante de qualquer algoritmo genético. É através desta função que se mede quão próximo
um indivíduo está da solução desejada ou quão boa é esta solução.
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Figura 2.8: Estrutura básica de um Algoritmo Genético
É essencial que esta função seja muito representativa e diferencie na proporção correta as
más soluções das boas. Se houver pouca precisão na avaliação, uma ótima solução pode ser
descartada durante a execução do algoritmo, além de gastar mais tempo explorando soluções
pouco promissoras.
2.4.3 Seleção
Dada uma população em que a cada indivíduo foi atribuído um valor de aptidão, aplica-
se um dos vários métodos para selecionar os indivíduos sobre os quais serão aplicados os
operadores genéticos.
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2.4.4 Operadores Genéticos
O principio básico dos operadores genéticos é transformar a população através de sucessivas
gerações, estendendo a busca até chegar a um resultado satisfatório. Os operadores genéticos
são necessários para que a população se diversifique e mantenha características de adaptação
adquiridas pelas gerações anteriores. Os operadores de cruzamento e de mutação têm um
papel fundamental em um algoritmo genético.
2.4.5 Cruzamento
O operador de cruzamento (do inglês, crossover) é considerado o operador genético predo-
minante. Através do cruzamento são criados novos indivíduos misturando características de
dois indivíduos “pais”. Esta mistura é feita de forma análoga (em um alto nível de abstração)
a reprodução de genes em células biológicas. Trechos das características de um indivíduo
são trocados pelo trecho equivalente do outro.
O resultado desta operação é um indivíduo que potencialmente combine as melhores ca-
racterísticas dos indivíduos usados como base. Alguns tipos de cruzamento bastante utiliza-
dos são o cruzamento em um ponto e o cruzamento em dois pontos, ilustrados nas Figuras 2.9
e 2.10.
Figura 2.9: Cruzamento em um ponto
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Com um ponto de cruzamento, seleciona-se aleatoriamente um ponto de corte do cro-
mossomo, onde cada cromossomo representa uma solução. Cada um dos dois descendentes
recebe informação genética de cada um dos pais (Figura 2.9).
Figura 2.10: Cruzamento em dois pontos
Com dois pontos de cruzamento, um dos descendentes fica com a parte central de um
dos pais e as partes extremas do outro pai e vice-versa (Figura 2.10).
2.4.6 Mutação
Esta operação simplesmente modifica aleatoriamente alguma característica do indivíduo so-
bre o qual é aplicada (ver Figura 2.11). Esta troca é importante, pois acaba por criar novos
valores de características que não existiam ou apareciam em pequena quantidade na popula-
ção em análise. O operador de mutação é necessário para a introdução e a manutenção da
diversidade genética da população. Desta forma, a mutação assegura que a probabilidade de
se chegar a qualquer ponto do espaço de busca possivelmente não será zero. O operador de
mutação é aplicado aos indivíduos através de uma taxa de mutação geralmente pequena.
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Figura 2.11: Mutação Simples
2.4.7 Geração
Dá-se o nome de “Geração” a um novo conjunto de indivíduos que é gerado a partir da
população anterior, a cada passo gerado. É através da criação de uma grande quantidade de
gerações que é possível obter melhores resultados dos Algoritmos Genéticos.
2.5 Regra de Produção
Na Inteligência Artificial simbólica, a representação do conhecimento é realizada por meio
de uma coleção de símbolos e com procedimentos de interpretação. Existem distintos tipos
de representação, entre eles está a Regra de Produção (do inglês, Production Rules).
As regras de produções são a técnica de representação do conhecimento mais usada,
e isto se deve a principalmente a sua facilidade de compreensão e programação [29]. É
um sistema mais intuitivo que os demais, no entanto não apresenta uma semântica lógica
clara, normalmente utilizando um encadeamento progressivo e permitindo um raciocínio
não monótono.
Esse tipo de regra representa conhecimento com pares de condição-ação, SE condição
(ou premissa ou antecedente) ocorre ENTÃO ação (resultado, conclusão ou consequente)
deverá ocorrer. São denominadas regras de produção porque quando utilizadas com raciocí-
nio progressivo, produzem novos fatos e regras de base de conhecimento já existente.
As regras de produção são formadas por pares de condição-ação e podem ser vistas como
uma simulação do comportamento cognitivo de especialistas humanos, representando o co-
nhecimento de forma modular, em que cada regra apresenta um “pedaço” de conhecimento
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independente, no entanto permanece a consistência do mesmo [47].
Os sistemas baseados em regras de produção separam o conhecimento permanente do
conhecimento temporário (base de regras e memória de trabalho), seus módulos são estru-
turalmente independentes, sua modularidade facilita a independência funcional, além de ser
possível utilizar uma variedade de esquemas de controle [47].
Capítulo 3
Métodos Propostos
Foram elaborados três métodos com o objetivo de permitir a definição de TPC por especia-
listas sem conhecimento específico de nós ranqueados. O primeiro método [41] é baseado
em regras de produção (production rules). Para criar as regras, foram elicitados dados a
partir de um especialista em nós ranqueados. Para validar essa nova abordagem, realizou-se
um experimento com uma Rede Bayesiana já publicada na literatura para verificar se, com
a nova abordagem, um usuário pode conseguir a mesma ou uma melhor configuração para a
TPC. Esta solução é compatível com a implementação de nós ranqueados do AgenaRisk [1].
Mais detalhes do método na Seção 3.1.
Dado que o AgenaRisk [1] é uma ferramenta paga e limitada, o que restringe as possibi-
lidades de utilização de nós ranqueados, um algoritmo independente para nós ranqueados foi
desenvolvido em colaboração com um aluno do Instituto Federal da Paraíba (IFPB) - Cam-
pus Monteiro. Esse algoritmo, publicado na literatura [5] utiliza algoritmos de baixo nível
(e.g., geração de amostras de distribuição Normal truncada) diferentes do AgenaRisk. Desta
forma, a primeira solução não pode ser reutilizada.
Para tal, foram definidas duas soluções. Em ambas, foi utilizado o Brier score para
avaliar a precisão da TPC e avaliar os resultados com o teste de Wilcoxon. A diferença é o
método de escolha da melhor combinação. O método utiliza uma abordagem de força bruta.
Ou seja, no caso de Redes Bayesianas de larga escala, o processamento é custoso. Por outro
lado, pode-se encontrar o melhor resultado possível de acordo com os dados de entrada. Esta
solução é apresentada em mais detalhes na Seção 3.2.
Com o intuito de ter uma solução de melhor desempenho, o terceiro método é baseado em
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uma abordagem de otimização evolucionária e utiliza algoritmos genéticos. Este utiliza um
número fixo para a quantidade de combinações ou um número ótimo de Brier Score como
condição de parada. Dessa forma, o processamento é mais ágil, porém, existe a possibilidade
de ter que executar essa solução mais de uma vez para um melhor resultado. Esta solução é
apresentada em mais detalhes na Seção 3.3.
3.1 Método Regras de Produção
3.1.1 Descrição
Publicado em Silva et al. [41], este método é baseado em regras de produção, é compatível
com o AgenaRisk [1] e automatiza a abordagem apresentada em Fenton et al. [31]. Para
criar as regras, foram elicitados dados de um especialista em redes Bayesianas para, a cada
conjunto de combinações de evidências dos nós pais, definir a melhor configuração da TPC.
Mais especificamente, o objetivo é combinar a capacidade de modelagem da abordagem
apresentada em Fenton et al. [31] e encapsular o conhecimento específico em nós ranque-
ados da abordagem apresentada em Perkusich et al. [34]. Para elicitar o conhecimento de
especialistas, como em Fenton et al. [31], foi utilizada a análise “E SE” (isto é, resultados da
tabela verdade). Dadas as informações coletadas, a calibração das funções de probabilidades
condicionais foi automatizada.
Para calibrar a função de um nó ranqueado, é necessário definir três parâmetros: f, V =
(v1, ..., vk) e (σ2), onde f é o tipo de função, V é o vetor contendo os pesos dos nós pais e k
é o número de nós pais. No AgenaRisk [1], essas variáveis possuem os seguintes alcances:
f ∈ {WMEAN,WMIN,WMAX,MIXMINMAX}, w ∈ {1, ..., 5}, σ2 ∈ {5.0E−4,
...,∞} e k ∈ {1, ...,∞}.
Dado que os parâmetros das funções de probabilidade condicional são definidos, é pos-
sivel avaliar a acurácia dos cálculos (isto é, previsões) com o Brier score . Para uma única
previsão, que é o caso, é simplesmente o quadrado da diferença entre a probabilidade pre-
vista (q) e o resultado os valores reais (o) [31], para cada estado: B =
∑s
n=1(on − qn)2, onde
B é o Brier score e s é o número de possíveis resultados (isto é, número de estados do nó
dado). Dado que o objetivo é a melhor calibração possível, o problema é, tendo em vista os
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dados coletados dos especialistas, encontrar uma combinação de parâmetros f e V = (v1, ...,
vn) que minimiza B.
Uma regra de produção consiste em duas partes: uma pré-condição sensorial (isto é,
instrução SE) e uma ação (ou seja, ENTÃO). Se uma entrada para o sistema corresponde a
uma pré-condição, uma ação é executada. Com regras de produção, é possível representar
um conhecimento especializado. Por exemplo, a regra dada representa o nosso tráfego de
conhecimento a respeito: “se o semáforo está vermelho depois parar”. Para definir as regras,
contou-se com o conhecimento de um especialista com cinco anos de experiência usando
nós ranqueados. A solução foi implementada utilizando a ferramenta Expert Sinta [2].
Na ferramenta, o usuário visualiza a pergunta de acordo com a Figura 3.1. O Expert
Sinta permite que o desenvolvedor escolha uma ou mais opções, porém, as regras foram de-
senvolvidas para que o usuário escolha apenas uma opção. É possível que o usuário diminua
a confiança, como mostrado na Figura 3.2, que inicialmente é 100% quando uma opção é
marcada. Essa confiança influencia na confiança da resposta.
Figura 3.1: Perguntas no Expert Sinta
O resultado é ilustrado juntamente com sua confiança na Figura 3.3. Algumas combina-
ções são equivocadas por parte do usuário e uma configuração ideal não é encontrada, nesse
caso, a ferramenta mostra essa informaçao ao usuário (Figura 3.4).
Em Fenton et al. [31], os autores apresentam o uso de uma tabela verdade composto
por uma combinação de estados dos nós pais para coletar dados de especialistas do domínio.
Portanto, o primeiro passo foi definir quais os valores da tabela verdade. Com a tabela
verdade (isto é, combinações) definida, foi possível definir os pré-requisitos do sistema.
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Figura 3.2: Exemplo de resposta com 90% de confiança
Para obter os pesos para WMAX e WMEAN, Laitila et al. [26] recomendam que o
especialista especifique qual ponto (isto é, o estado) que o modo do nó filho aumenta quando
sa = (0)
n
i=1 mudar para sb = (0, ..., 0, sk = 1, 0, ..., 0); e, para WMIN, o modo do nó filho cai
quando sa = (1)
n
i=1 muda para sb = (1, ..., 1, sk = 0, 1, ..., 1). Assim, para cada configuração
(isto é, o número de nós pai), consideram-se alguns casos, como mostrado no Apêndice A.
As combinações utilizadas para calibrar um nó filho com três pais (A, B e C) possuem todos
os nós compostos dos estados s = (Muito Baixo, Baixo, Médio, Alto, Muito Alto).
Então, o especialista define, para cada combinação possível na tabela de verdade, a
melhor calibração para o EPC (isto é, a ação): tipo de função e pesos. Foi definido
(σ2 = 5.0E−4) porque, de acordo com o especialista, alterar as funções e pesos é sufici-
ente. De fato, em Perkusich [34], os autores definiram (σ2 = 5.0E−4) e obtiveram sucesso.
Para os pesos, foi considerado o intervalo (1, ..., 5). Com valores mais altos, o resultado
dificilmente muda de estado, o que muda geralmente é a porcentagem de confiabilidade na
resposta, mas o resultado continua sendo o mesmo, como mostra o apêndice B. Por exem-
plo, se para a combinação (Muito Alto; Muito Baixo) o valor esperado é Baixo, para (Muito
Baixo; Muito Alto), é Baixo, para (Muito Baixo; Médio) é Muito Baixo e para (Muito Baixo;
Muito Alto) é Muito Baixo, então a melhor calibração é a função WMIN com pesos 3 e 5.
Para verificar as calibrações, foi utilizado o AgenaRisk [1] e o Brier score. Para consolidar a
regra, a média do Brier score para todas as combinções foi menor que 0.1.
Na Figura 3.5 são ilustradas as regras definidas pelo especialistas, no exemplo, um con-
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Figura 3.3: Exemplo de resultado do primeiro método no ExpertSinta
junto de combinações para uma amostra com três nós pais. As regras definidas para os nós
filhos com dois e três nós pais, pois acima disso, uma separação dos nós é sugerida para
simplificação da rede [31].
3.1.2 Avaliaçao
Para avaliar essa abordagem, foi executado um experimento utilizando uma rede Bayesiana
já publicada na literatura como objeto de estudo. Foram selecionados aleatoriamente cinco
nós da rede Bayesiana como os objetos de estudo para verificar se, com a abordagem de
regras de produção, um praticante pode conseguir a mesma ou melhor configuração para a
TPC. Para cada nó, foram selecionados aleatoriamente doze combinações de estados para
extrair dados de um praticante, calculou-se o Brier score e avaliou os resultados com o teste
de Wilcoxon. Todos os testes de Wilcoxon executados rejeitaram as hipóteses nulas que
indicava que o Brier score para o método antigo era o mesmo que o novo.
Para avaliar a solução utilizando o método regras de produção, foi executado um expe-
rimento usando uma amostra de nós da rede Bayesiana como o objeto de estudo, figura 3.6,
apresentada em Perkusich M., Gorgônio K. C., Almeida H., Perkusich A. Assisting the Con-
tinuous Improvement of Scrum Projects using Metrics and Bayesian Networks. Journal of
Software: Evolution and Process. No prelo 2016 provável de publicação após aceite. A rede
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Figura 3.4: Exemplo de resultado não encontrado do primeiro método no ExpertSinta
Figura 3.5: Tabela verdade para um nó filho com três pais
Bayesiana apresentada é uma melhoria da rede Bayesiana já publicada em Perkusich. et al.
[34].A rede Bayesiana foi escolhida devido à disponibilidade e modelagem dos fatores-chave
de projetos de software baseados em Scrum com o objetivo de auxiliar na melhoria contínua
da equipe e processos. A rede Bayesiana é composta por vinte e um nós filho. Em outras
palavras, existem vinte e uma TPC a ser calibrada. As TPC foram calibradas utilizando a
abordagem apresentada em Perkusich et al. [34].
A avaliação consiste na aplicação do método regras de produção para calibrar uma amos-
tra de TPC do objeto de estudo e comparar a precisão dos novas TPC com as antigas. Para
este propósito, foi elicitado o conhecimento de um especialista que tem cinco anos de expe-
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Figura 3.6: Rede Bayesiana redimensionada de Perkusich et al. [34]
riência trabalhando em projetos Scrum como Scrum Master e já estava familiarizado com a
Rede Bayesiana apresentada em Perkusich et al. [28]. Primeiro, elicitou-se o conhecimento
sobre o valor esperado da TPC para um conjunto de combinações dos estados dos nós pais,
para usar como entrada para o método em questão, I. Depois, foi elicitado o conhecimento
para um conjunto diferente, E, em que E ∈ I = ∅, e comparou-se com os valores calculados
do sistema. Neste caso, uma vez que se compara os dados gerados pelo método regras de
produção com os dados do sujeito, não existe conflito em ter o mesmo sujeito para calibrar e
avaliar as TPC. Foca-se sobre a seguinte questão de pesquisa e hipótese nula informal:
RQ1: Comparado com o método antigo, usar a nova calibração mantem ou melhora a
acurácia do modelo dado a expectativa do usuário?
H0: A precisão diminui.
No Apêndice 2, é apresentado os dados coletados do Scrum Master para elicitar a TPC
para todos os nós. Para o experimento, foram selecionados aleatoriamente cinco nós filhos,
com dois ou três pais, da rede Bayesiana apresentada em Perkusich et al. [28] como os
objetos de estudo. A variável resposta é a acurácia dos antigos e dos novos modelos, que
são avaliados pelo Brier score. Para cada nó, foi definido aleatoriamente doze combinações
de estados de estados dos nós pai e foi utilizado para, por meio da tabela de verdade, obter
dados do especialista sobre a tendência central esperada do nó dado. Para cada combinação,
foi calculado o Brier score usando na calibração apresentado em Perkusich et al. [28] e,
usando a calibração do novo método. Foi utilizado a média do Brier score para comparar a
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precisão dos modelos. Tendo em conta que os dados não seguem uma distribuição normal,
foi utilizado o teste de Wilcoxon. Ao analisar os resultados dos testes de Wilcoxon, um para
cada nó, avaliou-se RQ1.
Os objetos do estudo foram os nós: Work validation quality, Product backlog quality,
Software engineering techniques quality, Sprint Review quality e Product Backlog, devida-
mente ordenados. A Figura 3.7, mostra os dados elicitados e Brier score calculados para o
nó Work validation quality. Para o modelo antigo (isto é, Perkusich et al. [28]), a pontuação
média do Brier score é 0.59. Para a novo método (isto é, Silva et al. [41]) o Brier score é
0.24. Aplicando o teste de Wilcoxon com α = 0.5, tem-se o valor p-value = 0.0042. Por-
tanto, rejeita-se a hipótese nula que afirma que a média do Brier score para as TPC definidas
com a nova abordagem são piores do que o original.
Figura 3.7: Coleta de dados e cálculo do Brier score para o nó Work validation quality
Para o nó Product backlog quality, obteve-se p-valor =0.0085. Para Software engineering
techniques quality, p-valor = 0.0041. Sprint Review quality p-valor = 0.0033 e para Product
Backlog is properly ordered, p-valor = 0.0017. Portanto, para todos os nós, concluiu-se que
o novo modelo é mais preciso. Uma ameaça à validade é que seja possível não ter avaliado
nós suficientes para avaliar RQ1.
3.1.3 Limitações
As limitações deste método estão relacionadas com a definição das regras de produção e
ameaças à validade em relação ao experimento. Quanto à definição das regras de produção,
só se baseou na experiência de um especialista para defini-los. Para minimizar esta limitação,
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foi selecionado um especialista experiente em nós ranqueados e usado o Brier score para
minimizar as chances de uma definição de regra incorreta. Além disso, o método proposto
só lida nós filho com dois ou três pais. No entanto, na prática, esta não deve limitar a sua
aplicação, porque sempre que um nó tenha mais de três pais, um refatoramento deve ser
usado para simplificar a rede Bayesiana [31]. Além disso, as soluções foram definidas para
os nós ranqueados compostos de uma escala de 5 pontos. Finalmente, a definição das regras
baseiam-se em valores do AgenaRisk. Por outro lado, atualmente, é a única ferramenta que
implementa os nós ranqueados.
Com relação às limitações do experimento, conclui-se que existem ameaças de conclu-
são, internas e externas à validade. As ameaças de conclusão à validade estão relacionadas
com os tamanhos da amostra utilizadas para os objetos de estudo. A rede Bayesiana original
foi composta de vinte e um nós filho e só foram avaliadas cinco. Além disso, para com-
parar as precisões, só foram avaliadas doze combinação de estados. As ameaças internas à
validade estão relacionadas com o processo de seleção do assunto. Por outro lado, foi mi-
nimizado essa ameaça, escolhendo um especialista familiarizado com a rede Bayesiana, que
minimizou a ameaça de elicitar conhecimento inconsistente. As ameaças externas à validade
preocupam a capacidade de generalizar resultados da experiência fora do ambiente do expe-
rimento. Uma vez que apenas uma rede Bayesiana e um assunto, não se pode generalizar os
resultados. No entanto, dado que os nós ranqueados são utilizados e os dados coletados a
partir do especialista de domínio é consistente, não há nenhuma razão para acreditar que o
novo método não iria apresentar dados precisos de saída.
3.2 Método Força Bruta
3.2.1 Descrição
Um aluno do Instituto Federal da Paraíba (IFPB), desenvolveu um algoritmo na linguagem
de programação C++ [5], no qual foi implementado a distribuição normal e o cálculo da
função de probabilidade WMEAN, simulando o método de Perkusich [34]. Esse algoritmo
foi modificado com o objetivo de melhorar o método já existente, com isso, foi desevol-
vido o cálculo do Brier Score e as outras funções que não foram levadas em consideração
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antes, WMIN, WMAX, MIXMINMAX. O algoritmo original recebia os parâmetros de en-
trada direto no código, esse método de entrada dos dados também foi alterado, para que o
especialista insira os parâmetros necessários no código executável.
Assim como o método Regras de Produção, σ2 também foi definido por 5.0E−4 e os
pesos variando de 1 a 5, por motivos já explicados anteriormente. Os parâmetros necessários
para o cálculo da função de probabilidade condicional mais adequada, que não foram defi-
nidos nos métodos, é a quantidade de nós pais para o nó filho em questão e os valores para
cada combinação.
A primeira pergunta que o usuário precisa responder é a quantidade de nós pais do nó
filho, como na Figura 3.8. De acordo com a resposta do especialista, as perguntas serão
geradas. Para cada resposta, são gerados 2 ∗ n perguntas, sendo n o número de nós pais.
A resposta precisa ser em caixa alta e entre as combinações VL, L, M, H e VH que corres-
pondem, respectivamente, à Muito Baixo, Baixo, Médio, Alto, Muito Alto. O método não
possui tratamento de erro, ou seja, caso usuário não responda corretamente as questões, a
aplicação é fechada.
Figura 3.8: Método Força Bruta - Entrada de dados
A principal característica dessa abordagem, é que existe um laço no código que faz a
combinação de todos os casos das quatro funções variando os pesos entre 1 e 5, no qual para
cada combinação é calculado seu Brier score. Ao final do processamento, a combinação
com o menor Brier score é considerado o melhor resultado.
O tempo de processamento varia com a quantidade de nós pais, quanto maior, maior
o número de questões, maior o número de questões, e consequentemente, maior o tempo
de processamento. Para um nó com dois pais, o tempo de processamento desse método
é em torno de 6 minutos, para um nó com três pais, o tempo é em torno de 1 hora e 40
minutos e para um nó com quatro pais, esse tempo ultrapassa as 3 horas. Esse método tem
a vantagem de testar todos os casos dentre as restrições apresentadas, porém, se o tempo de
processamento for um fator importante, para nós com muitas entradas, talvez esse método
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não seja o mais adequado.
3.2.2 Limitações
As limitações deste método estão relacionadas com o tempo de processamento e a disponibi-
lidade de memória para execução do mesmo. O método testa todas as combinações variando
os quatro tipos de funções e os pesos de cada nó pai entre um e cinco.
Quanto maior o número de nós pais, maior o número de combinações possíveis, conse-
quentemente, maior é o tempo de processamento para testar cada combinação. Considerando
o tempo uma variável fundamental na calibração da rede Bayesiana, tal método pode não ser
o mais adequado para nós filhos com três ou quatro nós pais. O teste, para quatro nós pais,
demorou mais de três horas e apresentou erro de memória na máquina em execução. Nesse
caso, seria necessário aumentar a memória para tal processamento.
Com relação às limitações do experimento, conclui-se que existem ameaças de conclusão
à validade. Estas estão relacionadas com quantidade de nós pais utilizadas para os objetos
de estudo e memória disponível. A ameaça de erro de memória pode ser resolvida com uma
máquina de melhor configuração, não foi possível testar para quatro nós com a máquina
disponível, porém, um método que testa todos os casos dentro dos limites apresentados,
garante maior confiança no resultado.
3.3 Método Genético
3.3.1 Descrição
Na busca de melhorar a eficiência do método Força Bruta, procurou-se otimizar o código
utilizando algoritmo genético. Os algoritmos genéticos utilizam conceitos provenientes do
princípio de seleção natural para abordar uma série ampla de problemas, em especial de
otimização. Robustos, genéricos e facilmente adaptáveis, consistem de uma técnica ampla-
mente estudada e utilizada em diversas áreas. É possível ver a estrutura básica do algoritmo
na Figura 2.8.
Para a mutação, é escolhido aleatoriamente um peso ou função, uma vez que a variância é
fixa. Para o Cruzamento, é considerado apenas os pesos, que são características das soluções
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escolhidas recombinadas, gerando novos indivíduos, ou seja, é realizado um cruzamento
de dois pontos. A fitness function é o componente mais importante de qualquer algoritmo
genético e levado em consideração no algoritmo. É por meio desta função que se mede quão
próximo um indivíduo está da solução desejada ou quão boa é esta solução, um conjunto
de teste para identificar os indivíduos mais aptos, ou mesmo uma "caixa preta"onde sabe-
se apenas o formato das entradas e nos retorna um valor que se quer otimizar. Se houver
pouca precisão na avaliação, uma ótima solução pode ser posta de lado durante a execução
do algoritmo, além de gastar mais tempo explorando soluções pouco promissoras.
O método utiliza como critério de parada o Brier Score menor que 0.1, caso esse critério
não fosse atendido, o número máximo de teste seria de 50 combinações, após isso, a melhor
resposta seria o de menor Brier Score encontrado. A quantidade de 50 combinações foi
definida assim, pois com as máquinas disponíveis para teste, caso a quantidade fosse maior
que 50, o erro de estouro de memória acontecia com frequencia e o experimento não era
concluído. Por testar no máximo 50 combinações por vez, existe a possibilidade do resultado
encontrado na primeira vez não seja o ideal e o código precise ser executado mais de uma
vez.
Para melhor processamento, o método genético, diferente do método força bruta, lê os
dados de um arquivo contendo apenas números, a sequencia das perguntas é a mesma do
método anterior. O primeiro dígito corresponde ao número de nós pais do nó filho. Os
próximos números correspondem à uma sequencia de 2∗n conjunto de cinco dígitos, onde n
é o número de nós pais e o valor da sequencia precisa ter soma 1, pois o valor 1 corresponde
a 100% de confiança na resposta. Cada sequencia corresponde a uma configuração do nó,
e cada número corresponde aos valores de (Muito Baixo, Baixo, Médio, Alto, Muito Alto)
respectivamente. Seguem exemplos de configurações para a entrada dos nós no arquivo:
• 2 nós: 2 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0
• 3 nós: 3 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0
• 4 nós: 3 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0
Como o usuário tem a liberdade de definir os valores dos nós, é possível que, na dúvida,
o usuário selecione mais de uma opção. No exemplo (00.60.400), a soma continua sendo 1 e
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o usuário delega 0.6 como valor de confiança para Baixo e 0.4 para Médio. No método força
bruta o usuário só pode optar por uma configuração como resposta.
No pior caso, quando as 50 combinações precisam ser testadas, o tempo de processa-
mento em torno de 20 a 30 minutos. A Figura 3.3.1, ilustra um exemplo de comparação
de tempo de processamento e resultado ideal dos métodos força bruta e genético para nós
filhos com dois nós pais. O Apêndice B, mostra a comparação de alguns testes conside-
rando a quantidade de execução necessária para que o método genético retorne o resultado
ideal. De acordo com experiementos, quatro vezes seria o número ideal, quando os primeiros
resultados não são satisfatórios.
Figura 3.9: Comparativo Força Bruta x Genético - 2 nós
3.3.2 Limitações
As limitações deste método estão relacionadas com a quantidade de execução do método.
Quanto maior o número de nós pais, maior a quantidade de combinações possíveis. Apesar
do método considerar as combinações escolhidas para teste como prováveis de resultado
ideal, a quantidade de combinações é limitada. O método foi limitado a 50 possibilidades
porque na máquina de execução, se a quantidade fosse maior, um erro de estouro de memória
é mostrado e a execução é terminada.
Com a quantidade limitada de combinações, existe a possibilidade do resultado não ser
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o mais indicado. Alguns dos testes realizados mostraram melhor resultado depois da pri-
meira execução. Para um nó filho com dois nós pais, não existe esse problema, pois a maior
parte das combinações são testadas, a partir disso, existe um grau de incerteza no resultado.
Quando maior a quantidade de nós pais, menor seria o grau de confiança no primeiro resul-
tado. Quando o Brier score é muito baixo, é garantia de um bom resultado, caso contrário, é
necessário uma nova execução para conferir se existe um melhor caso.
Com relação às limitações do experimento, conclui-se que existem ameaças de conclu-
são à validade. É possível que, para o resultado ideal, seja necessário vários testes, porém, o
método genético tem como objetivo selecionar combinações com potencial de melhor resul-
tado. Com isso, não há nenhuma razão para acreditar que o método genético possa precisar
de uma grande quantidade de repetições.
3.4 Avaliação do Método Força Bruta e Método Genético
Assim como o método regras de produção, para validar os algoritmos força bruta e genético,
foi executado um experimento utilizando uma amostra de nós da rede Bayesiana, já mostrada
na Figura D.4, apresentada em Perkusich et al. [28].
Contou-se com o conhecimento de um especialista com cinco anos de experiência usando
nós ranqueados, para ao questionário similar ao do primeiro método. As respostas foram
analisadas utilizando ambos os métodos e comparada conforme a Figura 3.3.1, mostra, para
dois nós pais.
Percebe-se que para ambos os métodos, o Brier score é muito baixo, garantindo a con-
fiança na resposta. Para um nó filho com dois nós pais, considera-se bem mais vantajoso
utilizar o método força bruta, pois o mesmo leva apenas 6 minutos para garantir o melhor
resultado. O método genético, apensar de garantir o melhor resultado na primeira execução,
uma vez que não existem muitas possibilidades de combinações, demora meia hora.
Para um nó filho com três pais, os resultados são diferentes, porém o valor do Brier
score continua satisfatório. A Figura 3.10 mostra que o método força bruta demora uma
hora e quarenta minutos para a execução, enquanto o método genético demora 20 minutos.
Em dois casos, o resultado do Brier score foi ideal no primeiro caso, porém no pior caso
analisado, esse melhor caso só foi possível na quarta execução. Mesmo que seja necessário
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aplicar o método genético quatro vezes, o tempo de espera ainda é menor que o método força
bruta. Se o especialista considera tempo um fator importante na usabilidade do método, o
genético seria o mais aconselhável nesse caso.
Figura 3.10: Comparativo Força Bruta x Genético - 3 nós
Para um nó filho de quatro pais, o método genético também opera entre 20 e 30 minutos,
porém, para quatro pais, a quantidade de combinações de funções e pesos é bem maior
e esse fator é de risco para ambos os métodos. Com relação ao método genético, as 50
combinações como condição de parada pode não ser suficiente e seja necessário até mais de
quatro execuções para um resultado ideal. Com relação ao método força bruta, a situação é
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mais crítica, pois a máquina utilizada para os experimentos não possui memória suficiente
para a quantidade de processamento exigida. Dependendo da memória da máquina, até o
método para três nós pode reportar memória insuficiente.
Sendo assim, os métodos são garantia de um resultado confiante, pois retornaram um
Brier score ótimo para todos os casos analisados, cabe e ao usuário decidir qual o melhor
método para utilizar. É preciso analisar os fatores tempo e disponibilidade de memória da
máquina de execução dos métodos.
Capítulo 4
Trabalhos Relacionados
Existem métodos para construção de TPC utilizando abordagens diferentes, como o método
de Podofilline et al. [36], que popula TPC incompletas utilizando o método de interpolação
funcional, no qual um especialista analisa dados existentes na tabela e aproximam funções
para completude da mesma. O método de Wisse et al. [48] já é baseado em interpolação
linear por partes, no qual cada nó influencia um fator de configuração particular do nó pai.
O método de Cain [20] funciona como uma calculadora, deriva dois fatores interpolares
associados à mudar a probabilidade dos nós com avaliação mais alta e mais baixa. Em
particular, quando a avaliação de um nó aumenta (Baixo para Médio), a probabilidade do nó
de avaliação mais baixo diminui, ou se mantém, e a probabilidade do nó de avaliação mais
alta (Alto) aumenta, ou se mantém.
Existem diversas abordagens distintas para o cálculo das TPC, porém, a maioria delas
precisa de um especialista que analise os dados e indique as funções de probabilidade condi-
cionais. Os métodos propostos têm como objetivo diminuir essa dependência.
4.1 Using Ranked Nodes to Model Qualitative Judgments
in Bayesian Networks
Em Fenton et al. [31], foi apresentada a utilização de uma escala ordinal para representar
variáveis aleatórias em Redes Bayesianas. A utilização de nós ordinais em redes Bayesianas
justifica-se devido a necessidade de especialistas utilizarem esquemas simples de médias
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para definir a tendência central de nós filhos baseando-se no conjunto de valores causais dos
nós pais.
Além disso, foi apresentada uma solução baseada em distribuição Normal truncada [13]
para construir uma TPC com duas variáveis: σ2 e µ. σ2 é a variância de erro que representa
a incerteza dos resultados. µ é o índice de credibilidade, representado com valores reais. µ
representa a contribuição de cada nó filho, Xi, no nó pai, Y. Há quatro tipos de equações
ponderadas para representar µ: WMEAN, WMIN, WMAX e MIXMINMAX. Apresenta-se a
definição das equações ponderadas, respectivamente, nas Equações 1, 2, 3 e 4.
1. WMEAN = meani =1,...,n=
[∑n
i=1 wiXi
sumni=1wi
]
.
2. WMIN = mini =1,...,n=
[
wiXi+
∑n
i 6=j Xj
wi+(n−1)
]
.
3. WMAX = maxi =1,...,n=
[
wiXi+
∑n
i 6=j Xj
wi+(n−1)
]
.
4. WMINMAX =1,...,n=
[
WMIN(X)+WMAX(X)
WMIN+WMAX
]
.
Por outro lado, a solução apresentada em Fenton et al. [31] não apresenta detalhes ne-
cessários para, na prática, construir TPC de nós ordinais a partir das equações ponderadas
apresentadas. Por exemplo, não é apresentado como transformar a distribuição Normal trun-
cada gerada em uma TPC tradicional. Além disso, não há informações acerca do algoritmo
utilizado para gerar e misturar distribuições Normal truncadas, tamanho das amostras e ite-
rações de simulações necessárias para ter resultados aceitáveis. Nesta pesquisa, busca-se
explorar estes problemas com o intuito de descobrir como, na prática, utilizar as equações
apresentadas em Fenton et al. [31] para construir TPC de nós ranqueados.
4.2 A procedure to detect problems of processes in software
development projects using Bayesian networks
Em Perkusich et al. [35], foi apresentado um modelo probabilístico para ajudar Scrum Mas-
ters aplicar Scrum nas organizações. O objetivo do modelo é fornecer informações do projeto
para o Scrum Master para ajudá-lo a estar ciente dos problemas do projeto e ter informações
suficientes para orientar a equipe e melhorar as chances do projeto de sucesso. De acordo
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com Torkar et al. [42], vários pesquisadores têm usado redes Bayesianas para modelar in-
certezas sobre projetos de software e têm sido bem sucedido. Por isso, foi decidido criar
um modelo de projeto de desenvolvimento de software baseado em Scrum usando uma rede
Bayesiana, que, aparentemente, não foi feito antes.
Para definir as TPC, foi feita análise estatística dos dados coletados e utilizado da infor-
mação para gerar expressões que preenchem automaticamente TPC. Finalmente, o modelo
foi validado incrementalmente. Cada TPC foi testada e foi comparado os resultados reais
com os resultados esperados. A validação do modelo foi feita, aplicando-se cenários e verifi-
cando se o modelo seria útil para um Scrum Master identificar áreas no projeto que precisam
ser melhoradas.
Uma TPC pode ser representada por Pr = A|B, onde A é uma variável dependente e B
é um conjunto de nós pais. Assim, o conjunto P = {Pri, . . . , Pr |P |} representa todas as
TPC para a rede Bayesiana. Dessa forma, o problema foi encontrar todos os elementos do
conjunto de P. Para encontrá-los, para cada Pri onde 1 ≤ i ≤ |P |, foi preciso quantificar a
relação entre A e Bj , onde 1 ≤ j ≤ e|B| ∈ Bj .
Para que os resultados da pesquisa criassem diretamente as expressões matemáticas, foi
utilizado a escala de Likert de 5 pontos, variando de (Very Low Inuence) para (Very High Inu-
ence). Consequentemente, no lugar dos nós de entrada para criar diretamente as expressões
matemáticas para preencher as TPC, os resultados da pesquisa retornam, para cada questão,
uma lista ordenada das relações por sua magnitude relativa. As listas ordenadas foram usadas
para criar expressões matemáticas para preencher as TPC.
Para definir as TPC, assumiu-se que os nós são ranquados e usa-se AgenaRisk, caracte-
rística de ter uma distribuição normal truncada (distribuição TNormal) para nós ranquados.
A distribuição TNormal é caracterizada por dois parâmetros: média e variância. A média
é calculada por uma expressão ponderada que recebe, do nó dado, infuência dos nós pais.
A variação reflete a confiança no resultado. Assume-se que a confiança é alta e constante.
Dado isso, parte-se da variância para todos os nós como 5.0E−4, que é o valor mínimo pos-
sível para definir a variância na AgenaRisk. AgenaRisk suporta quatro tipos de expressões
ponderada: média ponderada, mínimo ponderado, máximo ponderado e misturar mínimo-
máximo. Para todos os nós, utilizou-se a média ponderada (WMEAN) porque assume-se que
não é o caso de que um nó pai é essencial inclinar a tendência central no nó ranqueado para
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qualquer um dos possíveis valores extremos no modelo. Para definir os pesos nas expressões
WMEAN, foram utilizados os resultados da análise estatística dos resultados da pesquisa.
Para cada pergunta na pesquisa, foi gerado uma expressão ponderada para preencher auto-
maticamente uma TPC. Foi criado um algoritmo para traduzir a lista ordenada de magnitude
relativa de relações em uma expressão ponderada, mostrado no algoritmo abaixo.
Figura 4.1: Algoritmo 1
4.3 Improving Construction of Conditional Probability Ta-
bles for Ranked Nodes in Bayesian Networks
Laitila et al. [27] elaborou o método nós ranqueados (MNR), que é utilizado para a cons-
trução de TPC, para redes Bayesianas constituídas por uma classe de nós chamados nós
ranqueados. Tais nós normalmente representam a falta de quantidade contínua bem estabe-
lecida das escalas intervalares e, portanto, são expressas por escalas ordinais. Com base no
levantamento do especialista, a TPC do nó filho é gerada no MNR agregando estados pon-
derados de nós pais com uma expressão de peso. MNR é também aplicado aos nós que são
expressos por meio de escalas intervalares. No entanto, a utilização do método desta forma
pode ser ineficaz devido aos desafios que não são abordados na literatura existente. Para
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superar os desafios, o método apresenta uma nova abordagem que facilita o uso de MNR.
Ela consiste em orientações relativas à discretização das escalas intervalares para escalas or-
dinais e a determinação de uma expressão de peso com base em avaliações do especialista
sobre o nó filho.
Primeiro, há uma diretriz para discretizar as escalas intervalares à compatibilidade com
o funcionamento do MNR, um exemplo dessa discretização é ilustrada na Figura 4.2. Em
segundo lugar, há uma diretriz para determinar a expressão dos peso dos nós pais por meio
de avaliações do especialista sobre o nó filho em vários cenários, definidos nas escalas in-
tervalares dos nós. A determinação é baseada em interpretações e condições de viabilidade
dos pesos que são derivados do papel para cada expressão de peso. Em terceiro lugar, há
sugestões de maneiras relativas ao refinamento da TPC após a sua verificação.
Figura 4.2: Discretização de uma rede Bayesiana
Essa abordagem responde aos desafios reconhecidos no MNR. Seguindo a diretriz de
discretização, uma base é definida para a geração de TPC sensatas com MNR. Por sua vez,
a orientação para a determinação de uma expressão de peso fornece uma maneira transpa-
rente e compreensível para elicitá-los do especialista. As interpretações dos pesos facilitam
o levantamento no MNR de uma forma semelhante às interpretações dos critérios dos pesos
para facilitar o levantamento no contexto de multi-critério de análise de decisão. Além disso,
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para um especialista envolvido no trabalho diário com um fenômeno ou um sistema descrito,
como uma rede Bayesiana, a consideração do do nó filho em vários cenários pode ser uma
forma familiar de raciocínio. Isso pode diminuir a tensão cognitiva colocada sobre o espe-
cialista na eliciação. Como o modo de avaliação é feito com dados intervalares, o grupo de
elicitação é também apto à formação dos intervalos com base nos pontos de vista dos vários
especialistas.
Abaixo a Figura 4.3 ilustra uma breve comparação entre os métodos apresentados e os
principais trabalhos relacionados.
Figura 4.3: Comparação dos métodos propostos com os principais trabalhos relacionados
Capítulo 5
Considerações Finais
Nesta dissertação de mestrado, abordou-se a problemática relacionada à automatização da
definição de nós ranqueados, dado que o conhecimento de um especialista foi elicitado,
além de encapsular o conhecimento de baixo nível necessário para utilizar nós ranqueados.
O trabalho é relevante, pois definir TPC é um trabalho de esforço exponencial e esse tipo de
estudo tem sido o foco de vários trabalhos passados, que apesar dos avanços, mantiveram
alguns problemas inerentes à essa atividade.
Neste trabalho, propõem-se três métodos para abordar o problema: um sistema especia-
lista para, com o conhecimento suscinto do especialista de domínio, automatizar a definição
de TPC de redes Bayesianas; um método que utiliza força bruta; e um terceiro baseado em
algoritmos genéticos. Os métodos são baseados em nós ranqueados e diminuem a comple-
xidade da definição das TPC. Além disso, aumentam a aplicabilidade da utilização de Rede
Bayesiana, porque escondem do especialista de domínio a complexidade sobre a calibração
da TPC.
A avalidação realizada demonstrou que as abordagens melhoraram o método de definição
das funções de probabilidade condicionais do modelo apresentado em Perkusich et al. [28],
automatizando a abordagem apresentada em Fenton et al. [31].
5.1 Limitações
O método força bruta requer um maior espaço de memória para execução de casos com nós
filhos com número de nós pais maior que três. Como o método força bruta testa muitas
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combinações, além do tempo de processamento, a utilização de memória aumentam con-
sideravelmente. O método genético não possui esse problema de memória pois tem um
número fixo de combinações para teste, porém, como todos os casos não são testados, existe
a possibilidade de precisar utilizar o algoritmo várias vezes.
Os testes utilizam a ferramenta AgenaRisk [1], que não é gratuita, portanto, para testes
futuros, é preciso renovar o contrato da licença, que tem duração de um ano.
5.2 Trabalhos Futuros
Para trabalhos futuros, pretende-se investigar os riscos sobre o uso de escalas ordinais para
obter conhecimentos de especialistas e usar a lógica Fuzzy para modelar os dados elicitados
a partir de especialistas. É preciso considerar a incerteza do especialista na hora de elicitação
dos dados, esta pode ser outra variável influente para um método futuro.
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