In this article a form of computer assessment in mathematics is discussed and the progress of its use in teaching and learning is tracked. The work spans several different projects, all using similar computer-based assessment engines, which have been progressively updated in the light of successive evaluation results.The engines include facilities to randomize questions, to choose feedback levels, to allow partial credit and to input mathematical expressions. The software incorporates a facility to set and mark questions containing algebra. Evaluation results arising from use with students are presented. The benefits and drawbacks of computer-based assessment are catalogued in the context of working projects.
Introduction
The use of computers in assessment has been increasing in recent years (Stephens, 1995) , although much of the work has been with multiplechoice questions.A commonly used example is the Question Mark software (reviewed by Dempster, 1994) , which now also includes facilities for multiple response questions, numerical answers, text match, fill in the blanks and hotspot. This has been applied successfully in mathematics (Greenhow, 2000; McCabe, 1998) . Developments have also been reported using computer algebra in remote tutoring (Nishizawa et al., 1997 (Nishizawa et al., , 1999 .
The potential of intelligent computer-based assessment has been explored. The machine can be programmed to provide intelligent feedback based on the student's response (Patel et al., 1999) . A knowledge-based computer diagnostic testing system has also been produced (Appleby et al., 1997) . Based on a skills network, this software uses an expert system to select successive questions, responding to answers entered by the student.
Nevertheless most marking is still carried out by human tutors (Brown et al., 1997) . There are good reasons why this is so in mathematics. Computers make it possible for us to assess skills in very focused contexts, but do not generally lend themselves to the assessment of some learning outcomes, such as mathematical modelling or proof, although we note that some computer-based work is progressing in connection with mathematical logic (Prank, 1997) .
In this article we discuss a different approach, based on a set of software templates which were developed initially within the Mathwise project (Beevers et al., 1998; Harding and Quinney, 1996; Pitcher, 1998) . Mathwise is a multimedia system providing learning and assessment materials in mathematics for science and engineering undergraduates. Its initial production was funded by the UK higher education funding councils under the Teaching and Learning Technology Programme (TLTP). A typical Mathwise module provides materials covering a curriculum topic, such as rules of differentiation or complex numbers. There are more than 50 such modules within the system. Each module consists normally of five or six learning units covering sub-topics. For example in the 'Rules of Differentiation' module these learning units are entitled 'Simple Rules', 'Product Rule', 'Quotient Rule', 'Chain Rule' and 'Higher Derivatives'. Many of the modules also contain assessment.The student can decide whether to initiate a learning unit or the module assessment by selecting the appropriate button on the contents page. On entering the module assessment, the user can then select up to three questions associated with each learning unit.
Much of the assessment content of the recent CD version (Mathwise PreCalculus CD, 1998) was assembled during the 'Scottish Universities Mathematics and Statistics across the Metropolitan Area Networks' (SUMSMAN) project (Beevers and Scott, 1998; Scott and Pitcher, 1997) , which was funded by the Scottish funding council, SHEFC. Before the start of the SUMSMAN project, assessment material had been built into eight of the Mathwise modules. As part of the SUMSMAN project, two of these were completed and assessment material was written for six more modules. More recently, a further development of computer assessment has emerged with the series of CDs entitled 'Interactive Past Papers' for Mathematics (Beevers et al., 1997) . The assessment template from 'Interactive Past Papers' is also being used in an internal project at Napier University in a
project entitled WALTER, 'Web Assessment in Learning and Teaching and Educational Research'. Trials are being carried out using the template in subject areas such as statistics, finance, computing and health.
This article discusses some aspects of computer-based assessment as they pertain to the projects mentioned above. In the following section the main features of the Mathwise assessment engine are described, together with their extension into the successor projects Interactive Past Papers and WALTER. We then present evaluation results, discussing the response of students and of staff from different universities. Finally, we state the main lessons learnt from experience with the Mathwise assessment engine. Its advantages, limitations and drawbacks are discussed and the article concludes with a look ahead to the future for automatic assessment.
Mathwise assessment and its successors
Assessment in general serves two main purposes in education, formative and summative. In summative assessment the main intention is to grade students, based on their answers to set questions. In formative assessment, however, the focus is on using assessment as an integral part of the learning process. Results and comments are fed back to the student, to motivate and enable further study as appropriate. The Mathwise assessment tools described in this article can be adapted for use, either formatively or summatively.
In undergraduate mathematics, algebra and calculus are of fundamental importance. Students are required to become proficient at carrying out algebraic calculations as routine throughout engineering and the sciences. In acquiring such skills, drill and practice play an important role, whereby students perfect their calculation ability by repeatedly tackling similar examples. Computers can provide feedback very rapidly and are therefore likely to have a significant role to play in setting and marking such exercises. In traditional teaching methods the student may have to wait a considerable time to receive marked work back from a tutor, but this is not the case in Mathwise, where the feedback in tests is instantaneous.
In developing the Mathwise assessment engine, a number of requirements was brought to bear, as follows. The software must:
1. have a large set of questions from which to select at any given sitting; 2. have the flexibility to choose different kinds of test according to different circumstances. Sometimes a summative examination is needed, but on other occasions a more formative approach is required, whereby students receive an appropriate level of feedback; 3. be able to mark answers entered in algebraic form. This has to take account of the fact that algebraic answers in general may take infinitely Requirement 2 is satisfied by having different levels of feedback available to the student.There are four feedback levels, ranging from 'help mode', in which the student sees the answers at the end of each question or sub-part, up to 'examination mode', in which no visible feedback is given during the test, although automatic marking continues to operate behind the scenes. Thus, anything from a short test up to a full examination can be staged. In 'help mode' the feedback is instantaneous, but the student who cannot progress has the chance to reveal the correct answer before continuing with that question. Mathwise tests are designed to let the students choose how to work through the questions in their own way, rather than allowing the technology to impose artificial barriers to learning.This approach is helpful because it puts the student in charge of the learning process.
Requirement 3 presents a particular challenge, because any algebraic answer may take infinitely many equivalent forms. For example, the correct answer to 'What is the derivative of x 2 ?' could be 2x or (x + x) or (1 + 1)x or infinitely many other mathematically equivalent forms. It is vital to have the ability in the software to accept any one form of correct answer. One way of doing this is by using computer algebra (Nishizawa et al., 1997) . Mathwise adopts a different approach by using a computational means, which
we call 'string evaluation'. This computational approach was pioneered in the CALM project for Computer Aided Learning in Mathematics at HeriotWatt University in 1985 (Beevers et al., 1991) and is also used in some other projects (Beevers et al., 1997; Cook, 1994) . Values are computed of the algebraic expression entered by the student at a number of points. The software is programmed to then compare the results with the equivalent computation of the correct answer. In this way the Mathwise assessment engine goes beyond multiple choice and other schemes. The approach is a significant advance on what might be called 'string comparison' or 'text match'. This would mean storing the 'correct' answer as '2x' and the key strokes entered by the student would be compared with this. The problem would be that an equivalent correct answer, such as 'x + x', would incorrectly be marked wrong. The Mathwise assessment engine is currently well placed to provide an adequate integrated software facility to set and mark questions containing algebra, taking full account of mathematically equivalent forms of correct answers.
The number of computation points needed for string evaluation has been carefully considered. Initially, 11 such points were used, but it was found that this number of points was unnecessarily large. The number used in Mathwise is normally five, although the person setting a question is able to opt for more than this if desired. It should be noted that one point randomly chosen in a suitable interval is probably enough. These issues have been discussed thoroughly (Beevers et al., 1991 (Beevers et al., , 1992 and the interested reader is directed to these publications for more details. A similar approach to numerical checking has also been adopted elsewhere (Orr, 1999) .
Requirement 4 is satisfied in Mathwise by a variety of available on-line tools, including instructions for running the test and a formula sheet. Students also have the facility to browse questions before deciding which one to attempt first, as in a conventional examination. A particularly helpful feature is an input tool, which interprets single-line input into conventional mathematical formulae.This helps avoid typographical errors, for example, in which the student has understood that the correct answer to a question is the reciprocal of (2x), but mistakenly types in '1/2x', which would be interpreted as a half of x.This avoids the situation in which the student has understood the mathematics and has calculated the answer correctly, but is penalized for a typographical error.The correct input in this example would be '1/(2x) '. As for requirement 5, we note that in summative assessment the problem of partial credit is significant (Beevers et al., 1995) . A student may not be able to answer a question in full, but there is a case for some marks being awarded for a partially correct answer. This is addressed in Mathwise by allowing the student to do a question through 'key parts'. This means that the student may opt to break a lengthy question down into sub-parts and then attempt to gain partial credit in each part answered. As a simple illustration consider the example: 'Find the tangent to the curve given by f(x) = x 3 + 4 at the point where x = 1.' <STEPS> 1. Equation of tangent is y = ? 3x + 2
The student is faced here with a single key part question. However, the STEPS button allows a choice to be made if the student cannot answer this question through the single key part. If the STEPS button is chosen then the question appears with two extra steps before key part 1 as follows:
Find the tangent to the curve given by f(x) = x 3 + 4 at the point where x = 1.
Derivative of f with respect to x is ? 3x 2
Gradient at x = 1 is ? 3
Equation of tangent is y = ? 3x + 2
On selecting the STEPS button the student has two further tasks before key part 1 and this might help jog the memory. In formative assessment this allows the students more help as they attempt the question and in summative assessment such additional steps provide the student with a chance to score some partial credit. In our experience this allows more students to progress. It should be noted that the numbers 3, 4 in the original curve y = x 3 + 4 and the point x = 1 could all be varied to some extent to provide a series of similar exercises. It is also worthy of note that the answer 3x + 2 could have been entered as 2 + 3x or 3(x -1) + 5 as mathematically equivalent right answers.
In addition, Mathwise has a range of options available to the question setter to ensure that correct answers may have to take a prescribed form, fraction not decimal, for example. In the above example the question setter who wants to prevent the untidy answer 3(x -1) + 5 could insist that brackets are not allowed.
In summary then, the Mathwise assessment engine contains a range of desirable features, including randomized questions, flexible feedback, algebraic marking and a mathematical input tool. To our knowledge no other computer-based system incorporates such an extensive and sophisticated
set of tools. Figure 1 shows a screenshot of Mathwise assessment in use, with the input tool and key steps displayed.
Mathwise is in use at many UK universities. At Paisley and Heriot-Watt Universities summative assessments have been set with invigilation the only human activity in the process. Following the original educational evaluation (Beevers et al., 1995) of computer-based assessment, many students at Heriot-Watt University have been assessed via the computer.These students tackled eight questions from banks of eighty questions, one from each week of their first term's course on algebra and calculus. Each test is different from the next but an overall standard is maintained. A further advantage of this approach has been the ability to offer a resit computer examination for those students who have failed the overall pass mark in the course.This gives the students an extra chance to pass the course just a few weeks later. Eventually, it is likely that computer assessment will provide examination on demand for those students who wish to progress at a faster rate than their colleagues.
At Napier University a system of 'assessment on demand' has been pioneered, whereby students are allowed practice times, as well as resit sessions.
Figure 1 Mathwise assessment example
Randomization in the questions allows the student to revisit the test in order to improve performance. The result has been that students have found the experience of computer-based assessment is a stimulus towards learning in a formative sense. This has also been found elsewhere in other projects (Sambell et al., 1999; Sims Williams et al., 1999; Thelwall, 1999) . Evidence for the effectiveness of computers used in formative assessment is also available (Charman, 1999; Sly & Rennie, 1999) . There is a significant motivational factor in the sense that students strive to improve their score. The assessment experience sends them back to their other learning resources in order to achieve this.
Interactive Past Papers is a successor product to Mathwise written in the cross-platform authoring package Authorware Professional. It retains the features of Mathwise but contains important additional answer types such as ordered and unordered lists. In an ordered list answer students can be asked questions which require coordinate or vector answers. In addition, to respond to a question like, 'Write down the factors of the polynomial f', a student can input the factors in any order. Interactive Past Papers allows a student to re-visit a question and amend an answer, which was one crucial ingredient missing from the earlier Mathwise template.This design flaw had been noted in the original educational evaluation (Beevers et al., 1995) . This point was observed again in the recent educational evaluation described later, although it is fair to note that it is only significant when the assessments are used summatively. Napier University has acquired the rights to use the Interactive Past Papers template with its own students and a range of questions is being prepared for trial in the WALTER Project.
The WALTER project is investigating the transferability of the template to discipline areas other than Mathematics. Staff in other subject areas (languages, accounting, engineering, statistics, nursing and computing) have been recruited to set pilot tests in their discipline, and to trial them with students. Student response to tests in these areas is being evaluated, together with that of the staff who have set the tests.The staff evaluation is designed to identify how the template needs to be adapted to handle the type of questions appropriate for different disciplines.This will also inform the development of a user-friendly format for non-mathematical academics to submit questions to a programmer.
Evaluation
This computer-based approach to assessment has been evaluated to some extent within the SUMSMAN and WALTER projects. The self-evaluation conducted within the SUMSMAN project included an investigation of student reactions to a computer-based assessment, and of the responses of
the teaching staff involved with these students (Goldfinch, 1999).The main aspects investigated include:
• whether the students felt they would have done better on a paper test, and why • the main benefits and main drawbacks of this type of test, for staff and students • how student perceptions are affected by factors such as the mark obtained, how long they had spent practising, gender and age • how marks on the computer-based assessment correlated with those on the end-of-module examination.
Similar evaluations are taking place within the WALTER Project, but extra questions have been added to determine:
• whether students are willing to use a similar test again • whether students are happy for the test mark to contribute to their overall grade • how useful students find practising the tests.
In the SUMSMAN project, the assessments associated with three of the Mathwise modules were used with six groups of students at three universities. Questionnaires were issued to all staff and students involved in a tutorial session a week or two later. One hundred and ten student responses were received together with seven from staff. To obtain further qualitative feedback, an interuniversity focus group session was held by video-conference with five students from Napier and five from Paisley. In the WALTER project, tests in computing, probability, nursing and languages have so far been written and piloted with small groups of students, and the test in probability has been run as a summative test (worth 10%) with 103 business students. These 103 students completed questionnaires shortly after sitting the test and details of their responses are included here. The majority (80%) of the students using the Mathwise modules were male, with 74 per cent aged under 21 and another 13 per cent younger than 25. In contrast, only 45 per cent of the business students using the WALTER probability test were male, although the age distribution was very similar. All were full-time students.
An important issue with any computer-based test is to discover how it compares with a conventional paper-based test in the perception of students. Ideally it should be perceived as being roughly of an equivalent standard. Results of student responses to this question are summarized in Table 1 .
There is little difference in response between the science and engineering students involved in the SUMSMAN evaluation and the business students involved in the WALTER evaluation. Overall, about half of the students felt that their performance on the computer was roughly the same as it would have been on paper. The rest were split fairly evenly between preferring the computer and pen and paper. We take this as evidence for concluding that, on average, the computer test is a good approximation to a paper test in the perception of students. There will always be some students who take particularly well to working on a computer and others who take to it less well. Our research suggests that these two groups are roughly equal in number.
The most common reasons given by students for the perception of doing better on the computer than on paper were: that they could practise more for a computer test; that it was easier to guess on a computer test; and that there was greater opportunity to change answers during a test. Some students also offered the reason that there was less to write. The most common reasons given for the perception of doing worse on the computer test were: that it was not possible to show intermediate workings on a computer; the difficulty and the time it took to enter answers correctly; that 'the computer cannot give marks for correct methods or partially correct answers'; and that the package did not allow them to go back and change an answer after doing another question.The point about partial credit here is surprising, as the system does in fact permit this for key steps. Possibly this had not been fully realized by some students. This suggests that there is a need for thorough induction sessions at the start of a course using computer-based assessment of the kind described.
A search was made for any differing characteristics between the groups of students who felt they would have done better on a paper test, the same on a paper test or worse on a paper test. Not surprisingly, those who thought that they would have done worse on a paper test were those who scored Mathwise most highly on its 'usefulness'. Similarly, every one of these students said that the imminence of a test had made them use the computer-based learning package 'more' or 'much more'. Only 56 per cent of the rest could say the same. This suggests that practice makes perfect. There was little difference between those who felt they would have done much the same and those who felt they would have done better on a paper test. Gender, age and whether they found the pace of the lectures too fast appeared to have no effect on their response. The only other noticeable difference in response between groups of students, was that second-year students appeared to be five times as likely to feel that they would have done better on a paper test than first-year students. This is demonstrated in Table 2 .
There are two good reasons for this. Fewer second-year students had practised for the Mathwise test (64% compared with 88% first years). Many second years reported problems with the entry syntax and did not use the input tool. Year 1 students mostly did use the input tool and few reported syntax problems. This again highlights the importance of students practising the computer-based test in order to derive full benefit from it.
The SUMSMAN evaluation did not ask students how long they had spent practising the test, but staff observation estimates that many spent at least two hours. However, in the WALTER assessment the average amount of time for which the business students had practised prior to the test was only 1.15 hours, with 27 per cent not practising at all and only 7 per cent practising for more than 2 hours. Sixty-seven per cent would have preferred more opportunity to practise. Practising the tests was felt to be a useful way to learn with a mean rating of 3.15 on a scale of 1 = 'No use at all' to 4 = 'Very Useful'. In general, those people who had practised the most were most positive about its usefulness. Females were more enthusiastic (42% choosing 'Very Useful') than males (22%).There was little difference by age.
Although the question was not asked in the SUMSMAN evaluation, 98 per cent of the students who had experienced a computer-based test in the WALTER project said that they would be happy to use the package again, but only 83 per cent would be happy to have it as an actual test rather than just for practice. Similarly, 97 per cent of students were happy for the marks of such tests to 'count' towards their final module mark, although 44 per cent would prefer only a small weighting to be given to such tests, perhaps indicating a note of caution on their part. These positive responses did not appear to be related to the mark people obtained in the test, or to how long they had spent practising. The two students who did not want such tests again and did not wish such marks to count were both male, neither being mature students. In fact, the older the student in general the happier they were to have more computerized tests and for the mark to count. Students in both the SUMSMAN and WALTER evaluations were asked to state potential drawbacks to such computer-based tests and also potential benefits. The most commonly mentioned drawbacks were 'potential computer problems' and 'none'. Other students regretted not being given feedback on why they were wrong, and some that they could not get credit for method. Another perceived drawback mentioned by the Mathwise students was 'problems entering mathematical expressions'. At the time when many of these students took the test, the input tool was not available; in the focus group the students felt that the input tool would make a big difference. A few students could have used the input tool but were not aware of it, emphasizing again the need for very thorough induction to the test facilities together with paper instructions as back-up. The induction issue was addressed in the SUMSMAN project by the production of a video containing instructions for students in how to use the Mathwise system most effectively. This video has subsequently been used at the University of Paisley and elsewhere.
The Mathwise student focus group was also worried about some of the randomly chosen computer-based assessment questions being easier than others, and that only answers to questions could be marked, not the development of that answer. One or two commented that they would like the facility to review all the answers at the end and to correct any errors they spotted before submission, as one can on a paper test. On the computer, each question is marked as it is completed.
The most commonly mentioned benefits were the instantaneous nature and the speed of the feedback provided in the course of a computer-based test. Some students mentioned how convenient it was to sit the test on a computer, and to be able to practise beforehand whenever desired. The Mathwise student focus group was also very positive about the ability to practise the assessment beforehand and about receiving the results of their test instantly.They also greatly appreciated the chance to resit the test if they failed the first time. Several students also approved of its environmental friendliness in saving paper. Responses from students sitting pilot WALTER tests in other subject areas, namely languages, computing and nursing, mirror closely the results observed with the mathematics and probability tests. In fact the results are if anything even more positive.
The marks gained on the computer-based tests were often quite high. This was not surprising, given that the students were observed to spend a considerable amount of time practising. Staff teaching the modules were very happy with the marks, many of them stating that they gave a much needed confidence boost to students struggling with the mathematics but willing to put in a lot of hard work at mastering the essential skills. A correlation between the Mathwise assessment marks and the same students' mark in the end of course examination was performed for one group of 55 firstyear engineering students. This gave a correlation coefficient of about 0.5, very significantly different from 0 (p = 0.0001). The end examination, however, covered a very different range of topics and skills.
This, and the positive reactions of students, may well reassure staff who are concerned that standards of work should not suffer when assessment is moved on to the computer. When one couples this with the obvious saving in staff effort which computer-based assessment brings, there are strong arguments for adopting it. The actual staff involved in the computer-based assessment exercise spoke positively about it in every case, particularly regarding the saving in their time, the instant feedback for students, and the ease with which students could practise for the tests. Some of the staff commented that it encouraged far more visible practising of questions from some students than ever happened before a paper test. They also appreciated the fact that practice tests made students think about and attempt practice questions before having access to the answers.With practice paper tests of course, answers are often given out at the same time as the questions and some students seem to be unable to resist looking at them before attempting the questions! Unlike some innovations which are tried during the course of a project and then forgotten when the project ends and the novelty wears off, all staff and universities who used the computer-based assessment during the SUMSMAN project are continuing to use it, extending its use in many cases. Similarly, staff from every subject area in the WALTER project, once they have overcome the initial hurdle of finding time to write the questions for a test in their area, are very enthusiastic about its benefits for students, and keen to produce and use further tests.This is particularly marked when the subject matter of the test is quantitative or numerical in some way.
Conclusion
Early experiences with computer-based assessment in Mathwise and WALTER have been positive overall. Our evidence suggests that computerbased testing of the kind described provides a valid assessment procedure and is comparable with the traditional pen and paper variety. The main benefits are summarized as follows.
• The facility to set and assess questions containing algebra allows one to provide tests which are mathematically challenging for undergraduates.
• There is on-screen help for the student, including a mathematical input tool and facilities for partial credit.
• The saving in time spent on marking is obviously useful to academic staff. • For the student there is the benefit of instant feedback to answers, instead of having to await the return of written work over time.
• There is the possibility of repeated practice using randomized questions.
It is very convenient for the student to be able to sit a practice test whenever desired.
• Arranging a resit of a failed test becomes administratively straightforward. Because the questions are randomized, the student will resit a different test at a similar level.
• There is an environmental friendliness in the saving of paper.
These key advantages of the Mathwise assessment templates suggest that the general approach adopted is robust and capable of advancing with developing technology. It is important, however, to note that this software makes significant demands on the student, not just mathematically, but also in terms of study skills.There is a substantial onus placed upon the student to make effective use of the system. At the outset the student needs to
become familiar with the different facilities available, particularly partial credit and the mathematical input tool. If a student neglects to use these facilities, then he or she will not gain the full benefit from using the system. A simple but necessary solution to this is to provide a brief induction session, which can be given to a set of students in 30 minutes or so. In the SUMSMAN project an induction video was produced, introducing students to the main features.
Naturally, some limitations and drawbacks have been identified and these are now listed.
• There is the issue of students perceiving some questions to be easier than others among those randomly selected by the computer. Although this can also be an issue in paper-based tests and examinations, there is a case for building in a means of grading questions for difficulty in computer-based learning systems. There is scope here for further development work.
• Even though the software contains facilities for partial credit, there can still be a perception among students that the machine really marks the final answer, rather than the process by which the answer is obtained. This would appear to be an inherent limitation of such computer-based assessment schemes. For a fuller and more up-to-date discussion on the issue of partial credit in computer-based assessment the interested reader is directed to the recent article by Beevers et al. (1999) .
• The feedback given at a wrong answer is minimal in Mathwise.The user is directed back to the relevant learning unit. There is scope for further development work here.
• The software could also be improved by including a facility to review answers at the end of a test, as is possible in a conventional examination.
More research is needed to gauge fully the benefits and limitations of using computer-based assessment systems in mathematics and other subjects. However, even at the present early stage of research, it does seem that the former outweigh the latter. Research in this area is likely to increase in importance, due to several factors. First, assessment is becoming increasingly prominent within the educational process at all levels. At the same time growing participation rates in higher education raise issues of efficiency throughout the system. As the worldwide web gains ground and examining bodies come under pressure to provide more flexible and fair forms of assessment, computer-based testing is a tempting solution. The evidence presented in this article suggests that computer technology can be an important part of the solution, whilst sounding a note of caution, that it cannot be viewed as a panacea. Computer-based testing of the kind we have described can be implemented successfully, provided that academic staff are careful to administer, supervise and guide students in its proper use.
Indeed, a further sophistication of the engines described above has appeared with the latest incarnation of the CALM assessment engine known as CUE. CUE has been developed internally as a collaboration between the CALM Project at Heriot-Watt University, the University of Cambridge Local Examination Syndicate (UCLES) and the commercial firm EQL International of Livingston in Scotland. In the SCHOLAR Programme (http://scholar. hw.ac.uk) for the new Advanced Highers in biology, chemistry, computer science, mathematics and physics, CUE has been delivering formative assessment over the Web to 500 pupils in 44 Scottish secondary schools during the pilot year 2000-2001. More than 60 per cent of Scottish schools have now signed up for the SCHOLAR Programme in the next academic year from August 2001, so CUE is set to deliver over the Internet to more than 220 schools next year. A commercial product has been developed at EQL International Ltd and is available from them under the trading name I-Assess (http://www.i-Assess.co.uk).
