1. Introduction. Assuming a perfect gas, the total energy e satisfies e=p/(p(y-1))+1/2(uZ+v2). The ratio of specific heats 3' is assumed to be constant.
1.2. Spatial discretization. The computational grid is obtained by a hybrid finite element--finite volume partition. A (possibly unstructured) finite element triangularization is used as the basic partition. A cell-centered finite volume partition is derived from the finite element partition by connecting the centers of the triangle sides in the manner illustrated in Fig. 1 . The finite volume grid gives us the easy possibility of grouping together the nodes associated with contiguous finite volumes. If we take unions of control volumes this results in a new coarser mesh. Repetition of this operation gives coarser and coarser meshes. For details about this hybrid way of constructing finite volume grids, see [1] . For applications in single-grid Euler and Navier-Stokes flow computations, we refer to [5] and [23] , respectively. For details about the coarsening process (multilevel gridding), we refer to [16] . For simplicity, we assume the flux to be constant across each bisegment OCj of the boundary OCi, where OCo OCi f) OC is the common boundary between the neighboring volumes C and Cj ( Fig. 2(a) ). Hence, OC U OCo,j--1, 2,..., n, with ni the number of neighboring volumes C. (In the example of Fig. 1 ; n 5.) Since [20] and [22] ). In this paper, without any particular motivation, we restrict ourselves to the application of Osher's approximate Riemann solver [20] .
The flux evaluation, and so the space discretization, may be either first-or higher-order accurate. First-order accuracy is obtained in the standard way; at each finite volume wall, the left and right cell face state, which must be inserted in the numerical flux function, are taken equal to those in the corresponding adjacent volumes (1.8a) W= W, (1.8b) W= W.
Whereas the first-order accurate discretization is applied at all levels, the higher-order discretization is applied at the finest grid only, using the finite element partition existing there. Higher-order accuracy is obtained with a MUSCL approach [18] It has been described in more detail in other papers; see, for example, [7] .
In order to ensure monotonicity, while preserving the higher-order accuracy in smooth flow regions, the higher-order values Wij and Wij according to (1.10) where Ai is the area of finite volume C.
As an upwind analogue to Jameson's central method [13] , in [16] and [17] an explicit four-stage Runge-Kutta (RK4) scheme is applied for the temporal integration of (1.11)-(1.12). The benefits of the upwind analogue are evident: better shock capturing, greater robustness, and no tuning of explicitly added agificial viscosity. Similarly, just as in [13] , in [16] , multigrid is applied for accelerating the solution process. Fughermore, just as in [13] [6] and practice [6] show that IDeC gives poor convergence of the residual, theory [9] , [10, p. 282] and practice [12] , [15] also show that for smooth problems, a single IDeC cycle (noec-1) is sufficient to obtain second-order solution accuracy. Furthermore, for solutions with discontinuities, a few IDeC cycles (niD=5) may improve the accuracy to a sufficient extent [12] , [14] . In summary, for both smooth and nonsmooth flow problems, numerical experiments with IDeC show this phenomenon of slow convergence but of fast solution improvement [6] , [12] , [14] , [15] ; a phenomenon that is understood by theory [6] , [9] , [10, p. 282].
In each IDeC cycle we must solve a first-order system with an appropriate right-hand side. From [14] it is known that it is inefficient to solve this system very accurately. In step (ii), note that in the RK4 scheme, the complete right-hand side Rt_ is kept frozen. Just as the prolongation operator II_, the restriction operator I -is such that it also exactly obeys the conservation of cell-integrated mass, momentum, and energy. The restriction operator [-restricts the defect in the standard way; by summation of mass, momentum, and energy defects over fine-grid cells whose union is a coarse cell. On the coarsest grid (f), step (ii) (the coarse-grid correction step) is skipped of course.
To illustrate the structure of the complete novel solution method, we give two examples of a complete higher-order solution schedule in Fig. 3 . The schedule in Fig. 3(a) is fixed by L 2, Vpre 1, roost 2, VAS 2, nIoeC 2. The schedule in Fig. 3(b 1. The optimization can be redone for our new solution method. However, in the next section we will show that if we simply omit the optimization, the new method already yields both better stability and better smoothing with the ak'S given above (i.e., the ak'S found for the existing higher-order method). Local mode analysis, applied to (2.14b) with A and A+ according to (2.10) and (2.11), respectively, yields for the maximally allowable value of tr-= cAt/Ax, tr=l 2.21
and O'li ,"-2.12. Note that the difference between both values is very small. For an arbitrary , it is safe and still efficient to take tr 2.12. The value r 2.12 is lower than that for the existing method applied to the first-order upwind system (tr 2.5105), but higher than that for the existing method applied to the higher-order system (tr 1.9186).
For tr 2.12 and for increasing u, Fig. 4 shows the behavior of the convergence factor/, versus the frequency 0 in the range [0, zr], for the new higher-order method.
Already for , 1 , it appears that the convergence behavior of the new higher-order method is better than that of the existing higher-order method (Fig. 5) . Clearly visible for increasing u is the rapid improvement of the smoothing (i.e., the convergence in the range 0 r/2, zr]) and the tendency towards coincidence of the curves. The curves converge to the one that corresponds with the exact solution of (2.14b)"/ 1 / 2 sin 0, 0 [0, r]. In the next section we will further investigate the smoothing properties of IDeC. (Fig. 4), Figs. 6 and 7 give the convergence behavior In Figs. 8, 9 , and 10 we show the smoothing behavior for varying o-, the 0-range considered being [r/2, 7r], and the quantity /x along the vertical axis being the maximum smoothing factor found over this range. We consider successively: the first-order method (Fig. 8) , the existing higher-order method (Fig. 9) , and the new higher-order method (Fig. 10) . When we compare the results of the existing higher-order method and the new higher-order method (Figs. 9 and 10 ), we find that the new method clearly has better smoothing properties. The new method appears to have even better smoothing properties than the first-order method (compare Figs. 8 and 10 ). Note in particular that the or-range over which its smoothing is good is much wider. (c) u 1, 10, 19. 3. Numerical results. In order to verify the previously predicted better stability and convergence properties of the novel higher-order method, we compute the standard transonic channel flow from [21] with the two-dimensional Euler equations. Three finest grids are considered: a 161-vertices grid (Fig. 11) , a 585-vertices grid that is about twice as fine (see [16] ), and a 2225-vertices grid that is about four times as fine. The corresponding solution schedules applied are a four-, five, and six-level schedule (L 4, 5, 6) , respectively, all with Upre Upost 1, for all 1. In Figs. 12(a)-12(c) we present various convergence histories as obtained for L 4, 5, 6, respectively. The convergence results presented are those of (i) the first-order discretized Euler equations solved by means of the nonlinear multigrid iteration (dotted lines), and those of higher-order discretized Euler equations solved by means of (ii) the existing higher-order method (dashed lines), and (iii) the novel higher-order method Channel from [20] , with 161-vertices grid. All convergence histories start at the end of the FMG stage (Fig. 3) Fig. 12 show a better grid-independency than those of the multigrid method applied to the first-order discretized equations.) This better performance is probably due to better smoothing in the new method. (In 2.3 , by model analysis, we have found that the new method has better smoothing properties than the first-order method.)
As for the actual order of accuracy, if we took the converged higher-order accurate 4 , we have related the scales along the horizontal axes accordingly. Concerning the relative efficiency of the novel higher-order method, for the four values of uAS considered, it appears that for all three grids the best efficiency is obtained with UVAS 1 (SO just as in [14] , for the schedule with only a single FAS cycle per IDeC cycle). Furthermore, it is significant that the novel method with /FAS--" 1 appears to be more efficient than the existing higher-order method. Due to the better grid-independency of the novel method, this relatively better efficiency becomes even increasingly better with decreasing meshwidth. 4 . Conclusions. Fully implicit solution methods for higher-order discretized equations may strongly benefit from iterative defect correction when these systems of discretized equations are not easily invertible, which is often the case with higher-order accurate discretizations. Fully explicit solution methods may also profit from iterative defect correction. Here the profits are faster convergence and higher efficiency. The defect correction method appears to lead to greater stability (and hence to greater robustness) than the existing (standard) explicit method. Compared to the existing explicit method, it possesses remarkably good smoothing properties, in fact even better than the first-order method. Last but not least, its convergence rate appears to be grid-independent. For upwind discretizations, the "price" which has to be paid for using defect correction iteration, a slightly more complex algorithm, is negligible, because of the direct availability of an appropriate approximate operator; the first-order upwind operator.
