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1. INTRODUCTION 
This thesis is concerned with the analysis of comparative experi­
ments. The general idea of these is that one has a collection of 
experimental units and one has a number of treatments that one wishes 
to compare. A conqjarative experiment consists of assigning each of 
the treatments to a subset of the collection of experimental units. 
The outcome of this process in the simplest case is that one will have 
observations, say {y.,}, where the subscript j indexes the treatments 
and the subscript k indexes experimental units within treatments. The 
task of the experimenter and of the statistician consists of two parts: 
(a) to decide on an assignment of treatments to experimental units and 
(b) to decide on modes of interpreting the resultant data. 
We assume that the experimental units will have some intrinsic 
responses under some defined basic conditions. We also assume that 
the experimenter has some control over the treatments themselves of 
their application to the experimental units and we wish to determine 
what differential effects, if any, the treatment exert or appear to 
exert on the variation of responses of the experimental units. We 
hope, with some degree of optimism, that the relationship between the 
responses and the treatment effects can be described in a simple 
functional algebraic equation, the terms in vrtiich represent appropriate 
variables which are defined over some (limited) specified ranges. By 
examining the algebraic function we hope to leam more about the under­
lying true relationships and appreciate the differential affects, if 
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any, on the response variable that are produced by changes in the 
treatment quantities. 
In our developments we shall assume the algebraic functional 
relationship is linear in unknown parameters which represent the 
effects of interest. These unknown parameters are estimated under 
certain other assumptions and the fitted equation is obtained from the 
data by the method of least squares. The theory and method of least 
squares is well-known and so will not be discussed her per se. 
Associated with the least squares procedure is the analysis of variance 
in which we have a Pythagorean partition of the metric Zy^  ^= y'y into 
"orthogonal" components corresponding to the treatment effects and the 
error or intrinsic variability of the experimental units. The data is 
then "interpreted" by means of various statistical tests and inferences 
are made about the treatment effects. 
In the situation where the distribution of the underlying popu­
lation of interest is assumed, e.g., normal distribution say, the 
validity of the procedures used, or the probabilistic functions based 
on the resulting sampling distribution will depend, perhaps critically, 
on the assumptions. Violations of the assumptions may have very serious 
consequence on the correctness of justification of the inference or 
decision involved. In the practical world, however, one's experience 
or prior information about a data situation may be quite inadequate 
to justify the assumptions. Besides, in many cases the sample size 
or population of interest may be too small and the appeal to general 
large sample theory may be without basis. In these situations. 
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distribution free or nonparametric methods may provide suitable 
procedures for analyzing the data, so let us now try to develop 
and clarify in a coherent, if somewhat brief way, the logic of the 
methodology. 
Fisher (1926, and in his now classical book The Design of Experi­
ments , 1935) put forward an idea that has dominated comparative experi­
ment methodology for the past 50 years. This idea is that one should 
examine as well as one can, the experimental material: one should then 
"arrange" the experimental units in a structure, such as blocks or a 
two-way array, for example. Then one should use a validated random 
process, such as a tossing apparatus, to decide the actual assignment 
of treatments to units. If there were no basis for grouping 
the experimental units into, say, blocks, one would use the trivial 
structure that the experimental units are undifferentiated, and one 
would merely assign treatments completely at random to the units, 
realizing, of course, that an experimental unit can be assigned only one 
treatment. This is known, generally, as the completely randomized 
design (CRD). If there are t treatments, and the experimental units 
are partitioned into, say, r sets of t units, then the randomization 
is that the treatments are to be assigned at random to units within each 
block. This gives the ordinary randomized block design (RBD). Natural 
extension of the basic idea give incomplete block designs, split-plot 
designs, Latin square designs and so on. 
The randomization process leads, obviously, to a particular 
realization of the treatment-unit assignment. The performance of the 
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treatment protocols and observation of the outcome leads to the data 
that the experimenter and the statistician have to interpret. It is 
at this point that there are strongly different opinions. We shall 
abbreviate sharply what could be a very long discussion of ideas. 
At one pole in the controversy are the statisticians of Bayesian 
outlook, who take the view that all inference must be done by using 
three steps. One devises, by some means, e.g., by analogy with pre­
vious studies judged to be similar, a parametric probability structure 
for data sets that can be viewed as representing data that one might 
obtain in repetitions of the actual study, or that is taken to represent 
the beliefs of the experimenter on how the data are related to a 
(belief) probability structure. This probability structure will 
naturally contain unknown parameters, e.g., treatment effects and 
parameters that represent the (belief, say) distribution of the con­
tributions to each separate observation of the separate units. The 
experimenter is to "think out" a representation of his beliefs that is 
completely specified. Then the task of inference is accomplished by 
using Bayes Theorem, which gives a (belief) probability structure 
for the unknowns conditional on the actual data, this being known as 
the posterior (belief) distribution of the relevant unknown parameters. 
The approach of the previous paragraph has had over the past two 
centuries considerable appeal to some thinkers. It has also been 
regarded by others as a misleading and useless process. Fisher (1926) 
was a leader in this outlook. In his 1935 book he rejected the 
approach and put forward, for the comparative experiment, the idea of 
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randomization. In his simple lady-tasting-tea experiment. Fisher 
(1935) took the view that the only way to obtain valid evidence was 
to use randomization in the conduct of the expeiriment, and then insisted 
that the value of the statistical test came from the validity brought 
about by the physical act of randomization. Then in various publica­
tions too numerous to cite. Fisher applied the same sort of idea to 
the ordinary comparative experiment. The essential ideas that ran 
through the development are that tests of significance for treatment 
effects would be done by analysis of variance, and a critical aspect of 
this is that the error mean square which one used as a base for 
looking at the treatment sum of squares or mean square should be fair, 
in the sense that the error mean square should measure the variability 
one would encounter with treatment means and differences in hypothet­
ical repetitions of the randomization. In fact, the expectation under 
randomization of the one should be a known multiple (such as 2/r, where 
r is the number of occurrences of each treatment) of the expectation of 
what is computed as the error mean square. It is curious perhaps, that 
having insisted on this as a basic requirement. Fisher, clearly, held 
that one could then proceed with the analysis of the experiment by 
means of the ordinary additive linear model, with errors that are 
independently Gaussian with mean zero and the same variance. 
The approach that has been followed by some, e.g., Kempthome 
(1952, 1955, 1957) and others, is that the use of randomization in 
choosing an experimental plan should be made the basis for the whole 
of the ensuing theory of obtaining estimates, variances of estimates," 
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estimated variances, tests of significance and statistical intervals 
for true treatment comparisons. This general approach has been termed 
'Finite Model Theory* or 'Randomization Analysis'. 
The general ideas of randomization of the simple widely used 
randomized design have been worked out largely, and it appears that the 
ordinary Gauss^ arkov normal (GMN) linear model theory provides reason­
able approximations to what complete randomization analysis for the 
common simple designs would give. One would still entertain, however, 
the possibility that one should, as a final step, rely solely on 
randomization considerations. 
It is the case, however, that the type of validation of normal 
theory has been accomplished only for a very special class of experi­
mental data configurations: namely, that class in ïrtiich one has 
experimental units classified according to a partitional frame and then 
one has a single arithmetic measurement, the yield, on each 
experimental unit. 
In general, within the demain of frequency statistics and asso­
ciated randomization analysis, it is relevant to attempt two related 
targets: 
(a) To make a test of significance of the associated null hypothesis 
of there being no treatment effects; given that we can do this, we 
can make a test of significance of any set of hypothesized treatment 
differences, say, t^  - t^ , = , by adjusting the observations to 
the associated null hypothesis, i.e., forming y^ =^ y^ -^ t^ , and 
then testing for absence of treatment effects in these adjusted 
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observations. 
(b) To develop standard errors, which are estimates of standard 
deviations under randomizations, for treatment difference estimators; 
if these are obtained, we would like then to obtain statistical 
intervals, just as we do with the Gauss-Markov normal linear model 
theory. 
From the beginning of the use of linear models for analyzing 
experiments, the idea of the use of measured, so-called concomitant, 
variation has been pursued. The idea may be explained by a simple 
human nutritional experiment. Suppose we are concerned about the 
physical growth of children from the 6^  ^birthday to the 7^  ^birthday, 
and we have the idea that supplementation of the diet with, say, 200 
units of vitamin D, will improve this growth. Then we shall make a 
comparative experiment, in which say r children are not given supple­
mentation, while r children are given supplementation. We shall 
observe achieved growth on the 7^  ^birthday, and we can denote this by 
[y], j denoting treatment indexed by j=l or j=2, and k denoting 
individual within treatment, k=l,2, ..., r. Now it is obvious that 
children who were relatively bigger at the 6^  ^birthday will tend to 
be relatively bigger at the 7^  ^birthday. So a natural idea is to 
obtain x , where x is the achieved growth at the 6^  ^birthday of 
JK JK 
child (jk). It is then natural to consider the model 
yjK = H + 
in which |i is some constant, {tj} represent additive treatments 
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combinations, and gx represents a contribution to y by the initial, 
or concomitant, variable x. The use of linear models of this type was 
given, first perhaps, by Wishart (1928). The idea is given great 
prominence in The Design of Experiments by Fisher. 
As mentioned above. Fisher believed that having used "proper" 
randomization, one could then proceed with Gauss-Markov normal linear 
model theory. There are, however, real obscurities with regard to this 
step. At this point of the exposition, we merely note that is we envisage 
unknown unit effects, {u^ }, then we are to apply randomization ideas 
to the vectors Qu^ ,x^ } where x^  is the value of the concœnitant variable 
for the i-th unit. So what is involved, then, is the application of 
randomization analysis ideas to a set of vectors, say, {(u^ ,x^ )} and 
not to a set of scalars, say {u^ }, as is the case in the absence of 
knowledge of the concomitant variation. 
In the analysis of multiple covariance situations, we envisage 
the vectors {(u^ ,x^ )}, where we have the response variate with unknown 
unit effects u^ , and a multiple concomitant x^  (a p-tuple). The 
randomization procedure makes available to the experimenter a random 
partitioning of the M = Nî/(rî)^  partitionings of the N = rt experi­
mental unit vectors (u^ ,x^ ), (u^ jX^ ), ..., (u^ ,x^ ) into t groups of r. 
Any statistic of interest, the ratio of adjusted treatment mean square 
to adjusted error mean square, for example, will be a function of the 
(u^ ,x^ ) and the unknown parameter vector of treatments r = * 
r^ ) Te(R^ ). We will assume that this function has the simple linear 
form under additivity and shall investigate it under the conditions of 
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the null hypothesis that there are no differences between the treatments, 
i.e., ~ "^ 2 ~ ~ "^ t ~ constant. 
The consequences of including the covariate is that in the resulting 
analysis of variance procedure we obtain: (a) an adjusted mean square for 
residuals, say E and (b) an adjusted mean square for treatments, say T . 
-A-
However, it is not the case that the expectation over randomizations of T 
•ic 
is equal to the expectation over randomization of E . The failure of 
this property to hold was stated by Kempthome (1952, 1977). D.R. Cox 
(1956) examined this situation. His work is discussed later in this 
thesis. Kempthome (1977) cautioned that there may be non-simple problems 
associated with the concomitant. 
As a background for the development of this thesis, in Parts 1 and 
2 of Chapter 2, we will give a brief account of randomization analysis 
in the absence of concomitant variation for the CRD and RBD, The statis­
tics involved in our development include the following: 
(a) estimates of treatment differences (y^  - y^ ,) where y^  is the 
average of the observed responses of the units which receive treatment k; 
(b) the ratio of the treatment mean square to the error mean square 
in the analysis of variance. This is usually denoted as "F" and taken to 
have an F-distribution under GMN conditions; 
(c) the ratio of the treatment sum of squares to the sum of the 
treatment sum of squares and the error sum of squares. This ratio is 
denoted as W and is taken to have a beta distribution under (MN conditions. 
The behavior of these statistics has been examined by Pitman, Ogawa 
and others. 
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In %.rt 2 of Chapter 2, we will give a brief review of Pitman's 
work on the mœnents of W and of Ogawa's work on the behavior of F for the 
situation where technical errors are included in the observations. We 
will also discuss briefly the work of H.J. Arnold for the multivariate 
situation. 
One of our overall tasks is to attempt to develop understanding of 
randomization analysis for the analysis of covariance situation in which 
the values of one or more conccanitant variates are known. In particular 
we will examine the CRD. We will also give an account of the work of J. 
Robinson on the RBD. The analysis of covariance tables for the CRD is 
as follows; 
Source yy xy xx 
Treatments 
Residual Ryy 
V V 
The statistics involved in our investigation of the analysis of covariance 
include the following: 
(a) 1 
(b) the adjusted estimates of treatment differences 
h - • 
(c) the estimate of the variances of the estimates given in (b); 
(d) the ratio of the adjusted treatment sum of squares to the sum 
of the adjusted treatment sum of squares and the adjusted error sum of 
squares. 
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w" =  ^xy^ xy x^y " ^  xy^ xx x^y-^  . 
y^y'  ^xy^ xx x^y 
The examination of these statistics leads us into their randomization 
distributions and associated randomization tests. These distributions 
are necessarily discrete and are not available in useful mathematical 
form. The cardinality of the associated sample spaces increases quite 
rapidly with the number of available units. For the CRD with t treatments 
and N = rt units the cardinality is (rtî)/(rî)^ ). For the simple RBD 
with r blocks and t treatments, the cardinality is (t!)^ . To get some 
idea of limiting distributions» we need to make use of the limit 
theory developed by Wald and Wolfowitz, Noether, Cramer and others. In 
Part 3 of Chapter 2 we will give some of the results of these workers. 
Chapter 3 is presented in 7 parts. In Part 1 we will give a brief 
account of the analysis of covariance in terms of linear regression under 
GMN error assumptions. We will then relate the procedure to classificatory 
models with concomitant variables. In Part 2 we shall attempt to clarify 
the logic of the randomization procedure and present a formal develop­
ment of the univariate analysis of covariance in the CRD. In Part 3 we 
shall obtain the expectations under randomization of various statistics 
that are important for our purposes. We shall also review the related 
work of D.R. Cox on weighted randomization. The statistics that we will 
be considering involve the conqjonents of the "reduced normal equations," 
R^  and R^ ,^ which we have already mentioned above in the analysis of 
covariance table. The coefficients of variation of these components, 
assuming, of course, that their expectations are different from zero. 
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each has order of magnitude 0(N ), where N is the number of experimental 
units. This implies that we may consider the components as having 
asymptotically constant values. In Part 4 we will use ideas of order in 
probability to approximate some statistics involving these components by 
Taylor-Mclaurin series. We shall thus obtain the expectations of these 
_2 
statistics to order 0(N ). We will then extend the results from the 
single covariate situation to the analysis of multiple covariation. In 
Part 5 we shall apply the limit theory ideas previously mentioned to 
obtain normal law approximations to the limiting distribution under 
randomization theory of various statistics. In Part 6 we will give an 
account of the work of J. Robinson on the RBD and a brief discussion of 
the work of others on the analysis of covariance. In Part 7 we shall 
present a brief summary of the chapter. 
In Chapter A of this thesis, we will investigate a different class 
of problems which have some algebraic features in common with the analysis 
of covariance. This class of problems involves some designs for treatments 
applied in sequence to experimental units which we will now discuss in a 
general way. 
A large class of designs called 'change-over' or 'switch-over' 
designs have been developed by various workers and are widely used in 
many areas of research, areas such as animal science, agronomy, soil 
science, medicine and education. Now in these areas of interest, the 
units may be natural units such as human beings, fields in an agronomic 
survey, or natural aggregates of units like families, villages, school 
children of specified ages, victims of a disease of psychological 
disorder, single plants, rows of plants, or plots of specified size 
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in a field. The treatments may be different drugs, diets, rotation of 
crops, or sequences of courses in a remedial educational program. To 
digress a bit from our theme, we note that in planning these experi­
ments , one inevitably has to make contingencies for obvious practical 
problems. For example, in long term studies involving wide assortments 
of measurements, problems arise in record keeping and adequate storage 
of data. Turnover of personnel, change in interests of personnel, 
change in status of knowledge and techniques over the course of a 
program may be difficult to assimilate once a project is launched. 
Moreover, it is sometimes difficult to prepare and maintain a list of 
experimental units, and in addition to this, patients or subjects may 
be remiss in ccxnplylng with or adhering to the regimen described in 
the protocol of the experiment. Dropout and selective survival may 
change the composition of the sample and increase heterogeneity. 
Survival rate may be correlated with measurement variables. In selec­
tive sampling, because of repeated participation which is required of 
subjects, samples may not be representative of the target population. 
Hence these samples from the outset may run the risk of being selec­
tively biased. For example, the people v^ io volunteer for a certain 
kind of psychological study may tend to be of higher average intelli­
gence and tend to be of higher socioeconomic status. Such selective 
sampling may impair generalization. Having made these observations, 
let us return to our main theme. 
In these situations, each subject or experimental unit receives a 
sequence of different treatments over fixed and usually equal intervals 
of time. It is quite likely that a treatment applied in one period 
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would interfere with a treatment applied in the subsequent period. 
Wherever possible, an interval of time is allowed to elapse between 
treatment periods so that any lingering effects or traces of the 
treatment in one period would disappear or be minimized before the next 
treatment in that sequence is applied. In many situations it is dif­
ficult to eliminate these residual effects satisfactorily. We usually 
assume that this interference is simple, but sometimes it persists to 
more than one subsequent treatment periods. It is used to assume that 
the actual period in which the treatment is applied does not alter the 
residual effects of different orders nor do the subsequent treatments, 
i.e., to assume that the residual effects are additive and that one 
can use the model 
y = |i, + subject effect + period effect + treatment effect 
+ residual effects + error. 
A "classical" experiment of the 'change-over* type is that of 
Cochran, Autrey and Cannon (1941) in which the aim of the experiment 
was to compare three nutritional treatments for dairy cows. The idea 
is that there is considerable variation among cows, so a possibility 
is to apply the several treatments to each cow, necessarily in some 
sequence, such as treatment 2 in one period, treatment 3 in a following 
second period, and treatment 1 in a following third period. Here, 
clearly, all one can do with regard to randomization is to apply at 
random different treatment sequences to different cows, perhaps after 
blocking the cows in an attempt to remove some variation from treatment 
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comparisons. It seems natural and appropriate, then, to consider 
randomization analysis of such experiments. In thinking about the 
interpretation or logic of such experiments we may envisage the possi­
bility of 'residual' effects, i.e., that a treatment imposed in one 
period produces an effect in a subsequent period. A simple way to 
attempt to accommodate such a possibility is to insert an additional 
term in the linear model to model residual effects. The effect of 
this is that one is led to a model soneirtiat like that of covariance 
vrtiich may be written y^ .. = a + 9 +t. +r.+s +e^ .. , where 
hxju g X J u hiju 
y, . . denote the response, under additivity, (i is the grand mean, 9, is 1*11.311 il 
the effect of the h-th period, t^  is the direct effect of treatment i 
applied in period h, rj is the residual effect of treatment j, s^  the 
effect of subject u, and the error term. 
We may be interested in making comparisons among the direct treat­
ment effects as well as the combination of direct effects plus residual 
effects. In the former case, as well as the latter, the algebraic 
problems that we have to solve are similar in form to those in the 
classical analysis of covariance situation. 
We assume that residual effects are fixed effects, that is, the 
residual effects are not affected by the direct treatment effects. 
However, we face a problem in the fact that the experimenter is 
powerless to determine how they should be assigned to the experimental 
units, once he had decided upon the assignment of direct treatment 
effects to the units. However, formally, from the regression view-
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point, the residual effects generate a column space which we may wish 
to eliminate in order to obtain information on the direct treatment 
effects. We will discuss the analysis of covariance from the viewpoint 
of regression in Chapter 3 and in that setting the previous treatments 
may, with some license, be loosely considered as covariates. So, 
formally, from the algebraic viewpoint, the situation may be considered 
as a case of the analysis of covariance. Logically, however, one may 
take strong objection to this claim. Since the residual effects are 
attributes, not of the basic units, but of the treatment plan, they 
violate two basic requirements of the classical analysis of covariance 
situation: 
1. The covariates are concomitant observations of the basic units 
with which they may be correlated. An adjustment for the 
covariates should therefore lead to a reduction in the error 
term and consequently to a more sensitive analysis. The 
randomized block design with blocks as the covariate is such 
a case, 
2. The covariates must not influence or be influenced by the 
treatments. 
We will not debate the claim here as the logical differences are quite 
obvious. 
So in Chapter 4 we hope to present a unified account of change-over 
designs (cods) from the viewpoint of randomization theory. The chapter 
will be presented in 3 parts. In Part 1 as a background for our develop­
ment we will include the following: (a) a brief account of Latin square 
(LS) designs on which the various designs for sequences of treatments in 
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our investigations are based; (b) a brief review of the designs of some 
workers in the area; (c) a general discussion of the finite population 
model and the QIN model in LS designs and (d) a theorem of Wilk and 
Kempthome which states the expectations, under randomization,, of various 
mean squares in the LS design. In Part 2 we shall investigate the cods 
in some detail. At first we will specify some of the conditions of 
balance for the whole class of designs in general vÉiich we will need. We 
will make use of these conditions in our attempt to develop a detailed 
exposition of each of the following three subclasses; (a) the cod in the 
absence of residual treatment effects; (b) the cod in the presence of 
residual treatment effects; and (c) the extra period cod. In Part 3 we 
summarize the expectations of mean squares for the three subclasses in 
the various associated analysis of variance tables. We then close the 
chapter with a brief discussion and conclusion. 
Finally, we include 5 Appendices to which we refer in Chapters 3 
and 4. In Appendix A we will present the concept of order in probability 
which we will use to determine approximation to various statistics of 
interest in Chapter 3. In Appendix B we will present conditions under 
which a square matrix may be approximated by a convergent series of square 
matrices. We make use of these conditions to determine approximations to 
various statistics which involve small powers and inverse powers of the 
scalar, vector and matrix components {r} of the "reduced normal equations," 
or the residual sum of squares and cross products in the analysis of 
covariance table for the analysis of multiple covariation. In Appendix 
C we derive the means, variances and covariances, under randomization, of 
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the "residual" sum of squares and cross products. For these we use the 
properties of the "design random variables" which determine the random­
ization procedures completely. In Appendix D we calculate the expected 
values of various sum of squares for balanced incomplete change-over 
and extra-period change-over designs. In Appendix E we will give some 
This thesis is strongly oriented to the question of whether analyses 
of variance have the property of unbiasedness. For completeness, we 
give quotations frrnn Yates (1936). 
"The method of least squares on which the theory 
of the last section is based involves the assumptions 
that the experimental values are uncorrelated and 
are normally distributed. In reality neither assump­
tion is true. In actual experimental work the process 
of randomization is so arranged that if the treatments 
produce no effect, then with any one set of experi­
mental values the mean value of the error mean square 
in all the arrangements from which a random selection 
is made is equal to the mean value of the treatment 
mean square." 
"A process of randomization which will equalise 
the mean values of the treatment and error mean squares 
does not always exist, and some otherwise admirable 
experimental arrangements fail on this criterion." 
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2. REVIEW OF LITERATURE ON RANDOMIZATION THEORY 
2.1 Basic Concepts 
This chapter is divided into 3 parts. In Part 1 we attempt to 
clarify some of the underlying concepts which form the formal vocabulary 
for randomization analysis. This includes a general framework in which 
our conceptual populations may be defined. In Part 2 we present a brief 
review of some of the work irtiich has been done by various workers on 
the analysis of variance procedure in the absence of known concomitant 
variation from the viewpoint of randomization analysis. In Part 3 we 
give various conditions under which the limiting distribution of statis­
tics from sequences of populations converge to normal law distributions. 
In this thesis it is to be understood that we are attempting to make 
statistical inference in situations where the probability distribution of 
the observations is unknown. Incorporation of randomization into the 
experimental plan gives a strong basis for statistical inference, partic­
ularly if additivity, as defined later, holds. In general, one wishes not 
only to estimate treatment differences but also to obtain a measure of 
their accuracy. Since the validity of a conclusion depends on the validity 
of the assumptions on which it is based, the inclusion of randomization 
allows one to make more accurate inferences than are possible without its 
use, more accurate in the sense that the probability statements and 
associated statistical inferences have definitive relations to what is 
conceptually observable in a situation. 
To specify what is conceptually observable as well as to clarify 
some aspects of our investigations we now present some statistical ideas 
and definitions that are fundamental to the development of this thesis. 
20 
2.1.1 General Ideas for Randomization Analysis 
The basic idea of using experimental randomization was given by 
Fisher in the 1920s and exposited in his book (Fisher 1935). An attempt 
to formulate a general framework for randomization analysis was made by 
Kempthome (1952, 1955, 1957). We modify Kempthome's procedure for our 
purposes. In the case of the CRD, say, each expeirimental unit can receive 
only one treatment. In the case of the cod, each experimental unit can 
receive only one sequence of treatments from the set of (sequences of) 
treatments. However, our conceptual frame must contain the totality of 
all possible unit by treatment (sequence) combinations. Our randomiza­
tion procedure determines which treatment (sequence) is applied to the 
For the observation on any experimental unit we may assume that the 
true response depends only on the unit and the treatment (sequence) it 
receives. 
Let X." denote the j-th replicate (vector) observation obtained 
1 J 
from treatment (sequence) i» . Then i-j" corresponds to some value of k, 
the index of the experimental units. We regard the set as a 
restricted random sanqjle from the set of random variables {y^ J^ which 
constitute our population, where y^ j^  is the response of unit i under 
treatment k. 
Ignoring obvious technical errors [measurement error, observer error, 
etc.], our problem lies in the fact that we can observe only a subset of the 
{y^ j} and hence our inference is influenced by sample variation. The 
restrictions of the experimental design have to be taken account of to 
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obtain a statistical model for the observations {x.~ in terms of the 
parameters defined on the elements of and random variables which 
describe the restrictions of the design. Given the relevant assumptions, 
one can then obtain and derive algebraically the relevant statistical 
knowledge and properties of the experiment. 
We now present three of the basic statistical concepts by definition 
which form a basis for the development of this thesis, 
2.1.2 Additivity 
The term additivity has been used quite often without precise meaning. 
For example, the model Y. .. = a + a. + b. + (ab). . + e. is an additive 
IjK 1 J XJ 1JK 
model in the sense that the right hand side is the sum of a number of 
parameters as opposed to product or a mixture of sums and products. Also, 
if the symbols i,j are used to denote the levels of factors, it is said 
that additivity of the factors holds if the interaction term (ab) is 
unnecessary. The concept of additivity used in randomization is quite 
different. 
Suppose we have N units x^  (i = 1,2,...,N); with x^  as the 
response or yield for the i-th unit under some basic conditions; then we 
say that additivity in the strict sense holds if the response of that unit 
under treatment k is given by 
1 J 
Additivity in the broad sense obtains if we have 
i^k = + tk + Hk ' 
where the e are independent random variables over all i and k 
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2.1.3 Unbiasedness in Designs 
The term "unbiased" occurs with various meanings in the literature. 
We have, for example, 'unbiased' estimates of estimable functions, 
'unbiased* confidence sets, 'unbiased* tests, etc. For the purposes of 
this thesis, our interest lies in the meaning or use of the word with 
regard to properties of the design of linear models and related estimable 
functions. A linear model design was called 'unbiased* by Yates (1936) 
if the expectation under randomization of the treatment mean square in 
the analysis of variance is equal to the error mean square when the null 
hypothesis is true, i.e., in the absence of differential treatment effects. 
To remove any ambiguities caused by the wide usage of the term, perhaps 
the qualified "AOV unbiased," i.e., "Analysis of Variance unbiased," 
suggested by Kempthome, may be more appropriate. Let denote expecta­
tion under randomization. Formally we would like our designs to enable 
us to calculate from the observations the following: 
(1) 
(2) 
(3) 
We shall examine our designs to see to what extent these criteria are met. 
contrasts among the treatment effects {t^ ], so that if [t^ J 
are the estimates of t^ , we will have 
= Vk"T<' Vk ° ° ' 
estimates of the variances of the estimates in 1), so that if 
2 2 the variance of is a , we may obtain an estimate s 
2 2 from the data so that Eg(s ) = a ; 
a mean square between treatments s^  and a mean square for resid-
2 2 
uals s^  , such that the expectation of s^  is greater than or 
equal to that of s^  with equality if and only if t^  = t^  ... = t. 
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We shall examine our designs to see to what extent these criteria are met 
in the two analysis of variance situations earlier described. 
2.1.4 Randomization Tests 
Suppose we have a function of the observations which is a function of 
the design which we call the criterion C, e.g. treatment sum of squares 
divided by error sums of squares, say. If the treatments are without 
effect and all other sources behave as they do in the experiment we would 
obtain the same set of observations whatever the plan we would have used. 
If, however, the presence of treatment effects tends to cause our 
criterion C to increase then we obtain the probability of having plans 
with a value of C equal or greater than the observed value under the 
null hypothesis. This probability is defined to be the significance 
level under randomization of the null hypothesis that there are no treat­
ment differences as judged by the criterion C. 
Tests of significance in the randomized experiment have been presented 
by way of normal law theory, whereas their validity stems from randomization 
theory. Fisher says, "The physical act of randomization affords the means, 
in respect of any particular body of data in examining the wider hypothesis 
in which no normality of distribution is implied." 
2.2 Formal Theory 
Let us now look at the work done by various writers on the analysis 
of variance procedure in the absence of known concomitant variation from 
the viewpoint of randomization analysis. 
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We have already described the philosophical ideas of Fisher (1935 
and subsequent editions). We shall use the randomized block design as an 
example to convey the implementation of these ideas. When we do a 
randomized block experiment, the outcome is a 2-way array of numbers 
y..: i=l,2,...,r and k=l,2,...,t in which t is the number of treatments 
x k 
and r is the number of blocks. The standardly used idea of analysis is 
as follows. We make an analysis of variance: 
Source df SS Mean Square 
Blocks r-1 X X 
* 
Treatments t-1 T T 
Residual (r-l)(t-l) R R" 
Total (rt-1) 
We take Z, A., y , CIX, = 0) to be the estimate of a treatment contrast, 
k k .k k 
We wish, of course, to have some understanding of the properites of this 
estimate. If we use a linear model 
fit = ^  + »! + Tk + *ik 
in which the e^ ^^  are independent Gaussian random variables with mean 0 
and variance , the estimate is Gaussian with mean Z and variance 
(Ej^ A.^ ) p . Furthermore if we do the analysis of variance, the expectation 
2 2 
of the residual mean square s is a . This leads to the procedures given 
in essentially all texts. However, Fisher (1926) and Yates (1936) also 
2 insists that the estimate of a be appropriate in a randomization frame. 
The observation y^ ^^  will occur on some unit (ij) of the i-th block, and one 
may hypothesize that 
?ïk = "ij + ^ k ' 
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this being a hypothesis that there is no interaction of treatments and 
experimental units. The requirement is then made that if the expectation 
of the treatment mean square under the randomization plan, thus involving 
2 
only {u. .j, is a , then the variance of the estimate of a treatment 
2 cr^  2 
comparison shall be , involving the same function a of the 
unknown fu. ij-* 
This has the consequence that the expectation of the treatment mean 
square, in the absence of treatment effects, must equal the expectation 
of the residual mean square, the property of unbiassedness given above. 
Various randomized designs which at first sight seem to be appropriate 
for actual use were rejected by Yates because they do not satisfy this 
property. Both Fisher and Yates, it seems, took the view that if this 
property of unbiassedness holds, then one may complete the statistical 
analysis of the experimental data using the simple Gauss-Markov normal 
distribution procedures. 
It was demonstrated e.g. by Eden and Yates (1933) and others, that 
the significance level that is obtained by this process is "close to" 
the significance level that is obtained by using the upper tail area 
of the associated normal distribution theory. Theoretical work on this 
was done by Pitman (1937), Welch (1937), Ogawa (1974) and Arnold (1964). 
This theoretical work was done for the case of the simple designs, 
randomized block design and Latin square design for the case in which 
there is not known concomitant variation. In Chapters 3 and 4 of this 
thesis we will examine the behavior under randomization of the usual 
Gauss-Markov normal theory statistics in the presence of concomitant 
26 
variation for these two designs. Pitman (1937) and Welch (1937) and 
others have examined the standard t and F tests based mainly on univariate 
situations, when the underlying distribution is non-normal. They have 
found that these analysis of variance test procedures are remarkably 
insensitive to deviations or departures from normality. H. J. Arnold 
(1964) investigated the multivariate generalization of the t test. He 
considered a statistic which was shown to be a monotonie increasing 
2 function of what is commonly known as the Hotelling T statistic. We 
present here the salient features of Pitman's investigation which give us 
a general review of the work of the other writers, we will then present a 
brief review of the work done on randomization theory in linear models by 
Ogawa (1974) and Arnold (1964). 
Pitman (1937) investigated the problem of testing the null hypothesis 
that the treatments are all equal in the randomized block design for 
univariate situations. In the usual additive model the observation 
associated with the j-th treatment in the i-th block is denoted by: 
i^k ~ \ "^ k ®ik ' Zb^  = 0 = Z T^ , i=l,...,r. 
k —1,..., t. 
where p. is the average of the whole population, b^  is the average effect 
assignable to block i, and the effect corresponding to treatment k. 
The errors e^  are assumed to be random, independent from normal popula­
tions with the same variances. The usual analysis of variance ratio for 
testing the null hypothesis against the alternative hypothesis that H^ t 
the effect assignable to treatment k is not zero for all k is 
P ^  Si " y..) _ T/(t-l) 
Z Z (y., -y. - y.+y ) /(r-l)(t-i) R/(r-l)(t-l) 
i=l k=l  ^
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Under normality T and R divided by , the common variance, are each 
independently distributed as chi-square variables with (t-1) and (r-l)(t-l) 
degrees of freedcan respectively. Hence the ratio has an F distribution 
with (t-1) and (r-l)(t-l) degrees of freedom. Instead of the F ratio 
Pitman (1937) considered the ratio 
2 
_ Z(treatments) , T 
? 2 
Z( treatments) + 2( residuals) T + R 
It follows that under the above assumptions W has a beta distribution 
with (t-1) and (r-l)(t-l) degrees of freedom. 
Pitman investigated the problem of testing the null hypothesis that 
the treatments are all equal without making any assumptions about the 
experimental units y^ . Under the null hypothesis, the treatments are 
mere labels distributed at random to the various individuals in the blocks. 
The number of values of W, each value being equally likely for the case of 
t treatments in r blocks is (tî) . These (t!) values of W contain 
multiplicities since many of the permutations are equivalent to mere 
interchanges of treatments. The number of such different interchanges is 
tî. Thus, the distinct or likely values of W is at most (t:)^ /t: or (t'.)^ ~^  
An exact test for the null hypothesis would be to compare the actual 
observed value of W from the experiment with all the other values of W 
r—1 from the (tl) permutations. If not more than some pre-assigned a% of 
r-l 
these (tî) values of W exceed the experimental value one rejects the 
null hypothesis at the a% level. Pitman investigated the distribution of 
W when the underlying distribution deviates from normality. There are two 
different distributions of W being discussed. One is the distribution of 
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W which is associated with the underlying distribution of the (infinite) 
population of which the {y} is a sample and hence does not depend on the 
individual values of the sample. The other is the distribution of W 
obtained from the permutations and depends directly on the sample. These 
distributions will be denoted by unconditional and conditional respectively. 
Under the assumption that the underlying distribution is normal, the 
unconditional distribution of W is a beta with (t-1) and (t-l)(r-l) degrees 
of freedom. If W deviated very little from the beta distribution for any 
reasonable underlying distribution, then one could "assume normality" and 
proceed to use the F test without too much concern, since a "0% test" 
would, in general, reject really true null hypotheses approximately 0C% of 
the time. 
Pitman (1937) obtained the first four permutation moments of W in 
terms of the first four moments of the observations. Welch (1937) 
obtained the first two moments. Let the sum of squares for the basic 
units effects in the 1-th block be , i.e., 
" jg ("ij - "i.)' ' 
where u^  ^is the basic response of the j-th unit in the i-th block and 
u. the mean response in the i-th block. Let A = 2^  A., and let E_ i « i=l  ^ ft 
denote expectation under randomization. Then the first two randomization 
moments of W are given by 
and 2 2 
A^ - Z A/^ 
EpCW -  ^(. 
29 
where v = (r-l)S^  ' h^e square of the coefficient of variation 
of the A^ . 
By looking at the moments of W, Pitman was able to draw certain 
conclusions about its distribution as the underlying distribution deviates 
from normality. Of the following moments of W under randomization theory, 
mean, variance, skewness and kurtosis, only the mean is independent of 
the particular observations from the experiment. 
The mean and variance of a beta distribution with (t-1) and (r-l)(t-l) 
degrees of freedom are — and — 2Cr 1) respectively. The average 
 ^ r^ (rt - r + 2) 
value of W obtained from randomization is thus the same as the average 
value for the beta distribution with the proper number of degrees of free­
dom. When the variance of the beta distribution is equated to the variance 
of W, one gets the condition 
2(r-l) _ V ) = • 
r(t-l) ^  r ^  rt - r + 2 
When all the block variances are equal we have  ^ v = 0. 
Then the left hand side of the above equation attains its maximum value 
which is equal to . The right hand side of the equation can be 
written as ^ (^ -1) + 2 "^ ich is always smaller than but by an amount 
which becomes small as r and t increase. The value of the left hand side 
decreases from to zero as one block variance becomes much larger 
rCt-l; 
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Chan the others. Thus, the variance of W is not greater than ^.nd 
it takes this value when the block variances are equal. So for large 
values of r or t when the block variances are approximately equal, the 
conditional variance of W agrees well with the appropriate beta distribu­
tion. If a few of the block variances are very large relative to the 
others, then the conditional variance of W will be smaller than the 
variance of the corresponding beta distribution. Pitman, whose ideas 
were directed to examining by permutation the null hypothesis of no 
treatment effects, suggested three possibilities when this arises. 
(i) Discard the blocks which have large variance relative to the 
other blocks. 
(ii) Fit a beta distribution by the use of the first two moments of 
W (also investigated by Welch (1937)). This will mean a 
decrease in the number of degrees of freedom in the beta 
distribution which applies under normality. 
(iii) Make all block variances equal. This of course implies the 
adjustment of the observations in each block, by scaling the 
deviations from the block mean, say, to make the necessary 
changes in the block variances. 
We suggest that only the second suggestion is reasonable. 
If the block variances are all equal, or approximately equal, 
the second moment of W under randomization theory will be too large, 
but this has an appreciable effect only when r and t are small. The 
variance of W is fairly insensitive to changes in the values of the block 
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variances when r is large. Pitman recommends that the second moment of 
W be calculated and compared with the variance of the appropriate beta 
distribution when t or r is less than 5. 
Pitman further remarks that if a beta distribution is fitted by means 
of the first two moments of W, the third and fourth moments are likely to 
agree well provided that the second moment is not too small. For equal 
block variances, fitting a beta distribution in this manner gives a good 
approximation provided r(t-l) is not too small. 
J. Ogawa (1974) examined a class of linear models for finite 
populations, the true values of which are defined by or derived from 
the randomization procedure which assigns treatments to units, and the 
observed values of which differ from the 'true' values by technical 
errors which are assumed to have ŒN properties. The technical error 
may be due to inaccuracies in measuring the response, say, or due to 
inaccuracies in the treatment levels actually applied. For example, 
suppose we have a set of N experimental units which have responses [u^ ] 
under some basic conditions and a set of treatments whose effects {t^ J 
we wish to compare. Then under additivity the true response on the i-th 
unit if treatment k is added to it would be 
fik = "i + tk ' 
Suppose further that we have a technical error e^ ^^  then our observation 
will have a value 
i^k ^  ^ik ®ik ' 
where e^  ^is assumed to have the usual GMN properties. This model is 
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called the Neyman model after Neyman (1935). 
Ogawa (1974) considered the .Neyman model for the randomized block 
(RB), the Latin square (LS) and the partially balanced incomplete block 
(PBIB) designs. Conditional on unit effects being fixed, the ratio of 
the mean squares for treatment effects and residual error in the analysis 
of variance has a doubly non-central F-distribution. The distribution of 
the mean square ratio depends on 0, where 0 is the ratio of the treatment 
sum of squares and the sum of the treatment sum of squares and the 
residual error sum of squares for the unit effects. So 0 is the same as 
the statistic W which we have just discussed in our review of Pitman's 
work for the situation in which technical errors are absent. Using 
Pitman's procedure, Ogawa approximated the randomization distribution of 
0 by a beta distribution. By integrating the doubly non-central F over 
the fitted beta distribution of 0, Ogawa showed that the unconditional 
distribution of the mean square ratio can be approximated by the usual F 
distribution with the appropriate degrees of freedom. 
H. J. Arnold (1964) investigated the multivariate generalization 
of the t-test. He considered the empirical distribution of the Mahalanobis 
2 2 D statistic, which is a simple monotonie function of Hotelling's "T " 
statistic, for samples from various populations. He found that there was 
'mild' disagreement between the nominal significance level of the test 
based on the assumption that the underlying distribution is normal and 
the actual randomization significance levels. By equating the parameters 
2 
of a standard beta distribution to the first two moments of the D 
statistic, Arnold found that he could obtain 'reasonably' close approxima-
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cions to the significance levels investigated. 
2.3 Conditions for Convergence 
We now consider various conditions under which large sample distri­
butions under randomization theory may be approximated by normal law 
distributions. "Statistical tests based on permutations of the observa­
tions" have been proposed and studied by various writers including Fisher, 
Pitman and Welch whose work we have already discussed. We shall state 
some of the results of these workers and refer the reader to the citations 
for proofs. The basic result was obtained by Wald and Wolfowitz (1944) 
in a paper with the title quoted above. The results of the other workers 
are variations and refinements of this theme. Of the conditions which 
follow, the Madow conditions are the strongest and the Noether conditions 
the weakest. We will prove this statement in a lemma. We shall give 
equivalent formulations of the Noether conditions and also state some 
results of Cramer which will be needed for our development in Chapter 3. 
2.3.1 Conditions W of Wald and Wolfowitz 
Let = (h^ , h^ , ..., h^ ) for N = 1,2,3, ... be sequences of 
real numbers with finite second moments ^ 2^ » and let 
for all integral values of r. For any function f(N) and any positive 
functioncp(N) let f(N) =0(sp(N)) mean that f(N) /Cp(N) is bounded from 
above for all N. We say that the sequences (N = 1,2, ...) satisfy the 
conditions W of Wald and Wolfowitz if, for all integral r > 2, 
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=o(l). 
We shall omit the second subscript N in the sequences (h^ ,^ h^ , ...» h^ ) 
where there is no ambiguity. For any value of N let 
X = (X^, X^, XJ.) 
be one of the NÎ permutations of the elements of the sequence = 
{a^ , a^ , ...» a^ }. Let each permutation of the elements of A^  have the 
same probability (Nl) Let E(y) and o^ (y) denote the expectation and 
variance of a variable y. Then we have the following theorem. 
Theorem 2.1 (Wald and Wolfowitz) 
Let the sequences A^  = (a^ , a^ , .a^ ) and = (d^ , d^ , ..., d^ ) 
(N = 1,2, ...) satisfy the condition W. Let the variable L^  be defined as 
 ^= 4 Vi 
Then as N —> co, the probability of the inequality 
h - ^ 
2 
for any real t approaches e* dx. 
- CD 
Proof: (See Wald and Wolfowitz (1944).) 
2.3.2 Madow's Conditions W 
Madow (1948) defined a sequence^  2' •••) o f  finite popu­
lations, where for each r, cp^  contains elements u^ ,^ i = 1, ..., N^ . A 
simple random sample of size n^  is drawn without replacement from 9^ . The 
selected elements are denoted by {y^ }^ i = 1,2, ..., n^ . 
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The linear function 
_i.  N 
Z - n 2 (y . - U ) , has the following 
"r i=l Br 
distributional properties. 
Variance a^ (Z ) = r^ (1 - n /N ) 
"r iTT 
Where 
= r <"ri - ",>/ 
Let denote 
•Jc 
Then the Madow conditions, W , are as follows 
i) n /N < 1 - e where e > 0 
r r 
and 
ii) There exists a finite value X , such that for all k > 1 
(Nr) <  ^
where 
lk/2 
r r 
k^ (^ r^  k^N  ^  ^
Theorem 2.2 (Madow (1948).) 
•^ r 
If the sequence cp^  satisfies conditions W , and a simple random 
sample of size n^  is selected without replacement from , then for all t 
Lim P {Z* < t} = — J* e"* dx 
n —> oo r J2TT - oo 
r * 
N  — o o  
r 
where Z" = Z / a^ (Z )^  
r^ \ "r 
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Theorem 2.3 (Madow (1948).) 
Suppose the elements of cp^  are p-component vectors. 
"ri. " "^ril ' "ri2 ' ' ' "rip^  \ • 
Assume the conditions w are satisfied for each, congxsneat of this vector. 
k  Let Z . = n^ Z (y . . - Y .) j=l,2,...,p 
r rij Nrj' 
where y ..is the i-th sample element, 
_ N _ 
and ~ îT i^ l "rij ~ 
Define 
Where  ^[l - 5^  
and 
N 
rr .k 
k^N^ j (^ rij ~ k=l,2,... 
Suppose that 
Lim p . - = p. - is defined for all i, and j, where 
r—>00 
Prij  ^ r^ kil ("rki " ^^ "rkj ~  ^
and p^ j > -1+e , e > 0. 
Then the limiting distribution of (Z , , Z , Z 
V ""rZ 
is multivariate normal, with mean zero and covariance matrix Z where 
Z = 
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2.3.3 Noether Conditions 
Noether (1949) introduced a more general set of conditions which we 
designate as conditions v. 
For each N = 1, 2, ..., let = (h^ , ..., h^ ) be an N-tuple of 
real numbers. Then the sequence satisfies the conditions v of Noether 
if for all r = 3, 4, ..., we have 
il ("iN - = °(1)' 
1—1 
where 
N 
-1 
i=l "iN hj. = N h. 
Let X — (X^ f ...J X^ ) be a random variable which takes each 
permutation of A = (a,„, ...» a ) with the same probability  ^. Let 
N IN NN N ; 
the linear expression = £ c^ JC, . 
1=1 
Then it is easily proved that 
N 
"(Y ' N 
and 
i^ii "^ iN) ( i^«) 
Var(Ljj) (N_i) ^  (^ iN " ^ ~ 
1-1 j-1 
The next theorem is an extension of the Wald-Wolfowitz theorem and was 
proved by Noether. 
Theorem 2.4 (Wald and Wolfowitz-Noether) 
If the sequence satisfies conditions W of Wald and Wolfowitz 
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and satisfies condition v of Noether and 
Let + ••• + 
then Lj.° = (1% - ECLjj)) /al^  
has a limiting normal distribution with mean 0 and variance 1. 
Proof; (See Fraser (1957).) 
The proof consists mainly of showing that the moments of converge 
to those of N(0,1) . The moments of can clearly be expressed in terms 
of linear combinations of the U statistics. From these we choose the 
terms which are dominant with respect to the order of magnitude of the 
product of the U statistics and their coefficients. 
Theorem 2. 5 (Hoeffding) 
The Noether conditions for a sequence is equivalent to either 
of the following two conditions. 
1) 
- hi I ^  
Lim i^ l 
 ^ 00 
i=rL 
0 for some r > 2. 2.3.3.1 
2) . 
^^ iN ~ 
NW Z^Ch^-h.)^ ° 2.3.3.2 
i=l  ^
Proof; (See Fraser (1957).) 
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Theorem 2.6 (Fraser) 
If A, satisfies Noether's condition v, if C„ and D„ satisfy 
N a A 
condition W of Wald and Wolfowitz and if the correlation between c 
N 
and 
'N = — 
N _ _ 
2 (c^ , - c^ )(d^  -
i—1 
has limit p, p f 1, then the limiting distribution of 
,  0 .  4 ,  -
h) a(L^ ) ' N 
N N 
Where = Z , L'^  = 2 d^  ^, and (X^ , ... is a random 
i=l i=l 
permutation of (a^ ,^ ... ^  ) with probability (NI) , is bivariate normal 
with means 0, variance 1, and correlation p. 
Proof; (See Fraser (1957).) 
Hajek (1960) has shown that if two double sequences of real numbers 
satisfy the Noether conditions and a generalized Lindeberg condition, 
then the limiting distribution under permutations of the inner product is 
asymptotically normal. We present these conditions in a theorem, then 
we shall extend the theorem to the multivariate situation where the 
elements of the sequences are vectors. 
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Theorem 2.7 (H^ jek) 
Let B {b.,l<i<N,r>l} and A ={a.,l<i<N,r>l} 
r ri — — r — r ri — — r — 
be double sequences of real numbers. Let X^  } be a 
random vector which takes on the NÎ peimitations of with equal proba­
bilities. 
"r 
= iSi "ri^ ri 
Suppose that the sequences A^  and satisfy the Noether conditions: 
max (a . - a 
l<igr  ^
lim = 0 2.3.3.3 
r —>oo N 
i 
and 
max (b . - b 
l<i5î ^ 
lim — = 0 2.3.3.4 
i=l 
L^  - EL^  
Then the statistic L" = - has an asymptotically normal distribution 
7 var(L^ ) 
with mean value 0 and variance 1, if and only if, for any t > 0 
lim 1- 2 Z = 0 2.3.3.5 
N Z m » 
r—> oo r rij > t 
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where -
_ 
rij , N - , N 
[#; il ("ri - Â" (Si -
(i < 1, j < N, r < 1). 
Proof; (See Hâjek (I960).) 
Suppose the elements of the double sequence l<i^ »^ r>lj 
are p component vectors a^  = (a^ ,^ .. a^ )^ ', and the elements of the 
double sequence = {b^ , < i < N, r > ij are t component vectors. 
r^i (^ rll' •••' ^ rit)' * r^ ***'  ^be a random variable 
Nr 
which takes on the N^ î permutations of A^  with equal probabilities. Define 
the normalized vector sequences, A^ -, with elements 
r^il ~ ^ N^ l ' ^ri2 ~ ^ 2^ ' r^ip " 
 ^ "^ arl a^r2 "^ arp 
and with elements 
r^il 1 , \i2 ®N 2» ...» r^it t' 
b^i = I r . r r 
"^ brl b^r2 b^rt 
where  ^i=i ^ rij ' \ k ^  N i^ l 
r-J r r r 
a^rj ^  i=l  ^ r^:^  ' L^k ^  N_ ill ^^ rik " ^N_k^  
r^kj ^  ^ i^ rik * r^ij ' 
i- _ r^k j  ^^'rk j 
r^kj - Vvar(L^ j^) 
2 
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Let  ^ and  ^A^ * • Also let the Euclidian norm, 
r r 
K^ rijl ' Given by jja^ | = a^ .^ . 
Theorem 2.8 
Suppose the vector sequences A^  and satisfy the following 
conditions: 
Lim max  ^ = 0 2.3.3.6 
M —^ K^Tn1<ri<ïTC ' T- " "H N >00 l<i<N r
r r 
Lim max = 0 2.3.3.7 
N —>ool<i<N r «' T) 
r r 
r r 
We assume, without loss of generality, that the 2*3 are all positive definite. 
For any t > 0, let 0^  ^be the set of integers for which  ^jj r^ij|* ||^ rj|{^  ^  
Then we have the following: 
1) The limiting joint distribution of the set of t vectors 
L", . , k=l,2, ...» t is multivariate normal with mean 0 and 
rkj 
covariance matrix Sg î 
2) The limiting joint distribution of the set of p vectors 
L^ kj I ..., p is multivariate normal with mean 0 and 
covariance matrix = ; 
3) The txp matrix L" = (L . .) has limiting joint normal distribution 
V TKJ 
with mean 0 and covariance matrix given by the Kronecker matrix 
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product Zg o 2^  ; if and only if for any t > 0 
iKiil hà " ° 
rt 
Proof: It is sufficient to show that any linear combination of the L , . 
rKj 
satisfies the conditions of theorem 2.4 of Hajek and hence has limiting 
normal distribution. Since the L , . are invariant for origin and scale 
ricj 
changed of and of , we may assume without loss of generality 
r r 
4=1 "rij = ° "fix •••' " 2.3.3.10 
N 2 2 
and 3^ 1 j = \ = ^ i=i ^ rik 2.3.3.11 
1 2^ 2 
So variance  ^  ^ 2.3.3.12 
For any non-null p-vector C = (c^ , ..., c^ ), consider the linear combination 
W  1  =  Z .  c . L , . = L , C  .  L e t  U  =  A ^ * C  .  T h e n  v a r  ( U  )  =  C * Z .  C .  
rk J J rkj rk r r r Ar 
Since converges to the positive definite matrix we can choose N 
sufficiently large such that if e = %C'Z^ C, then > C whenever > N. 
4=14 = 4 = (:j=i < (Zj=i=j)(Zj=i 4:' 
r^ 2 N 2 
Also 2,. r^ik - r^ " ^i=l ^ rij 
4=1 bfik s 4k. 1 s k' < t 
uL _ (E^ _, c^ ) 
- 4- ^ • h • LL'^L % 
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'is "rZ 
So if the vector sequences and satisfy conditions 2.3.3.6 - 2.3.3,8 
<r 
then each component sequences of k=l,2, ..., t as well as the 
sequence satisfies the conditions 2.3.3.3 - 2.3.3.5 and so the first and 
second assertions of theorem 2.8 follows. 
The third result follows by considering any linear combination of the 
t vector U'^ B^  {= ..., That is, consider the linear 
combination d^ W^  ^= W^ 'D where D = (d^ , d^ , d^ ) is a non-
null t-vector. Then using the same arguments as above we see that the 
conditions 2.3.3.6 - 2.3.3.8 are sufficient to ensure the limiting normal 
distribution of V . But V = W 'D = C'A B 'D 
r r r r r 
= C'LD 
j^^ rkj ' 
where = d^ c^  . Since d^  and c^  are arbitrary, then we assume that 
G = {g^ ,^ ..., ê^ p} is an arbitrary non-null vector and so the result 
follows. 
For the situation where the limiting covariance matrices are semi-
definite, we can always make a linear transformation on the sequences to 
give us a subset of uncorrelated variables which have limiting joint normal 
distribution and a subset of variables which have constant values with 
probability one. 
Lemma 
• 
We shall now show that the conditions W of Madow imply that 
conditions W of Wald and Wolfowitz and that the conditions W of Wald and 
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'ii 
Wolfowitz imply the conditions v of Noether and the conditions v of Hajek. 
For ease of writing we will drop the subscript r where there is no 
ambiguity. 
If Part ii of Madow's conditions W are satisfied, then we have 
k/2 ^
 for all k > 2 and some constant X > 0. 
So 
k/2 jij^  — !^ 2N  ^ for a-ll integral values of k > 2, i.e., 
k — 3,4,5, ... . 
And 
< NX = 0(1) for k = 3,4,5, ... . 
So we have the following result: 
conditions W imply conditions W imply conditions v. 
it 
Now if the sequences and each satisfy the Madow conditions W , 
by theorem 2.5, they satisfy the conditions given in equations 2.3.3.3— 
2.3.3.4. Let be defined as in 2.7.3 and for any t > 0, let be the 
set of integer pairs (i,j) for which > t. We may without loss of 
generality assume that the sequences A^  and have been normalized so 
t h a t  2 a  .  =  0  =  Z b  Z a ^ .  =  N  =  E b ^  . ,  a n d  Z . . = N ' ^ * a . b .  .  71 n r-L TT -PIT -n-ri 
So for any k > 2 we have 
I'rijt ' / Frijl '"'l Fri/ 
2 I S i l '  l ^ j l '  
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If each of the sequences and satisfies the conditions W of 
Madow, then choosing k to be an even integer we have that Z » 
2 j  ^ 3-re each of order of magnitude O(N^ ). So we obtain the required 
result that: 
=0(1) for k > 2 
2.3.4 Cramer's Conditions 
We shall also describe briefly, in Chapter 3, the analysis of 
covariance in the randomized block design which was examined by J. 
Robinson (1974). This involves limit theory and the conditions that 
are required for our discussion are due to Cramer (1970) and are given in 
the following theorem. 
Theorem 2.9 (Cramer) 
Let X , X_, ..., X. = [X. , X., ..., X.] be a sequence of random 
X  ^ X 1JL iZ iK 
variables in R such that every X^  has the probability function P^ (S) with 
vanishing first order moments and finite second order moments p, . 
Suppose that as N —> cd the following two conditions are satisfied 
(1) 
Lim 
N -> od 
(r,s, = 1,2, • • • 9 
where a are not all zero, 
•^ rs 
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N p 2 
2 2 for every e > 0, where |lx|| denotes + ... + 
Then the probability function of the variable (X^  + ... + converges 
to the normal probability function which has first moment zero and the 
second order moments u, 
r^s 
Proof; (See Cramer (1970).) 
'iz 
In Chapter 3 we shall use Hajek's condition v , which consists of 
two Noether conditions and a generalized Lindeberg condition, to formulate 
some limit distributions under randomization for the completely randomized 
design. We shall also use the conditions of Cramer ' s theorem in our review 
of the randomized block design. 
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3. THE ANALYSIS OF COVARIANCE 
This chapter is presented in 8 parts: 1) as a background for the 
randomization theory, we shall present some of the salient aspects of 
C21N linear regression in the univariate and the multivariate cases; 
aspects of the analysis of covariance with the Gauss-Markov error assump­
tion; we then relate the procedure to classificatory models with concomit­
ant variables; 2) here we will try to present a formal development of 
randomization theory for the CRD. We hope to show that there are serious 
logico-philosophical differences between the GMN theory and randomization 
theory with respect to the comparative experiment. We shall derive the 
expectations under randomization of the first two moments of the various 
"residual" components of the analysis of covariance table. We shall also 
discuss the work of D. R. Cox (1956) on weighted randomization; 3) we 
next use ideas of order in probability (see Appendix A) to approximate 
some statistics involving the "residual" components by Taylor-McLaurin 
series to order0(N ^ ); 4) we then extend our results to the situation 
where we have more than one covariate, i.e., the analysis of multiple 
covariance; 5) we give various theorems on the limiting distributions 
under randomization theory of various QIN statistics; 6) we discuss the 
work of J. Robinson on the RED; 7) we give a brief discussion of other 
work related to the analysis of covariance; 8) finally, we will give a 
brief summary of the chapter. 
3.1 GMN Linear Regression 
3.1.1 Maximum Likelihood Estimators 
Suppose we are considering a model which can be written in the form; 
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Model 1) y = Xg + e , 
where 
y is an nxl vector of observation, 
X is a known nxp matrix assumed to be of full rank, 
3 is a pxl vector of parameters, 
and 
e is a nxl vector of errors with expectation E(e), equal to zero 
2 
and variance, V(e), equal to a I. 
The maximum likelihood estimate (MLE) 3 of 3 is given by 3^  = (X'X) ^ 'Y 
/\ 2 2 -1  ^ A 
and the MLE of a is n (y'y - 3'X'X3). Under model 1 we assume X is 
fixed and e has GMN distribution. The GMN distribution theory results 
/V ys 2 
for the estimates 3^  and are given as follows: 
i) 3^  ~ N(3,a^ (X*X)"b , 
ii) na^ /^C7^ ~ ^ n^-p Chi-square distribution with n-p degrees of 
freedom, 
iii) Var (3 X) = o^ (l-R^ )(X'X) where is the coefficient of 
determination, i.e., the square of the multiple correlation 
coefficient of y with the columns of X 
and 
/\ A2 iv) a^nd are independent. 
3.1.2 The Analysis of Covariance from the Linear Regression Viewpoint 
To get some understanding of the nature of the analysis of covariance 
in the standard assumed linear model situation with GMN error structure. 
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let us now examine the changes in the estimates of various statistics and 
the implication of these changes when we fit the following two models : 
Model 1) y = Xg + e , 
Model 2) y = X3 + Zy + e , 
where y is an N-vector of observations from some population of interest, 
X is an Nxp matrix of values which are assumed to be fixed and known, @ is 
a p-vector of parameters which are unknown and about which we wish to obtain 
estimate of various contrasts, Z, the covariate, is an Nxq matrix of values 
concomitant to y. y is a q vector of parameters which are considered to 
be nuisance parameters in the experimental context and e is an N vector 
of errors which are assumed to have Gauss-Markov properties, i.e., 
E(e) = 0, E(ee') = a^ I 
The least squares procedure applied to the first model will give us 
the normal equations. 
X'Xg = X'Y 
Let B be such that 
X'XB = X' 
Then B'X'X = X . 
So we have 
XB = B'X'XB = B'X' = 
So XB = B'X' is symmetric ana idempotent and so is a projection operator 
ontoC(x), the column space of X. Hence 
Xg = B'X']^  = B'X'y = P^ y. 
we may without loss of generality assume that X is of full rank and that 
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Z*(I - P^ )Z is of full rank. 
A linear combination of the parameter X'0 is said to be estimable 
from model(1) if there exists a vector a, a' = (a^  a^  ... a^ ) t 0 such 
that E(a'y) = X*3 .  
Also X'3 is estimable from model (1) if and only if there exists p such 
that X'X p = X . 
A A ^ 
The estimate is then X'3  = p'X'Xg = p'X'y with variance (X*3)  = 
p'X'Xpa^  . 
The sum of squares due to the model fit in (1) is gX'y = y'I^ y. 
Also, 
covariance (P^ y, Zy) = P^ (I - P^ )A' =0 
and, consequently, 
Var (X3) = Var (P y - P Zy) 
= Var (P^ y) + Var (P^ Zy) 
= o\-e^ + P^ ZCZ'CI - Px)z)"^ z'Px] 
If X'3 is estimable from model (1) then we have X' = p'X'X 
and X'3 = p'X'P^ y = q'X'y. The estimate of X'3 in model (2) is then 
X-3  ^O'X'P^ Cy - Zy) 
= o'X'P^ y - p'X'PxZy 
with variance equal to 
G^ [p'X'P^ p^ + p'X'P^ ZCZ'Cl - Px)Z)'^ ZPj^ p] 
= a^Cp'X + o'x'z (z'(i - p^)z)"^z'X(0 
We may get some understanding of the second term in the brackets of 
the right hand side of the last equation by considering the least squares 
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approximation of Z by the column space of X, C(X). 
Consider the model 
Z = XG + d 
The normal equations in this situation are 
X'XG = X'Z . 
The projection of Z onto the column space of X is given by 
XG = X(X'X)"^ 'Z = P^ Z. 
So we have 
P'X'P Z = p'X'XG = X ' G  .  
and hence 
Var (Xg) = + (X'G)'[Z'(I - E^ jZ]G'k] 
What then is the significance of the analysis of covariance in this 
situation? 
If we estimate our contrasts {X'3} by using model (1) when model 
(2) is correct, we will have X*3 = p'X'P^ y^ = p ' X'P^ fXg + Zy + e) 
A 
and ECX'g) = O'X'Xgl + P'X'Zy 
= X'g + X'Gy 
/% ~ 
So the estimate X'3 will have a bias X'Gy unless ^ Z = 0 , that is,unless 
the column space of Z is disjoint from the column space of X, or 
C (Z)/\ C (X) -  ^the null-space. 
IfC(Z)/\ C(X) t  {0} and if the effects of the nuisance parameters 
2 
are not negligible, i.e. 2 y f ft we may reduce a and gain in precision by 
using model (2). 
If our objective is to obtain information on the set of parameters 
5 1  
g, we may consider the parameters y, as nuisance parameters included in 
the algebraic specification of the model to make it more realistic. By 
this we hope to increase the precision in our estimates. We have seen 
that the variance of our estimates from model (2) of contrasts 
estimable from model (1) depend on the regression of X on Z and so does 
the estimate of . Also we have determined the algebraic adjustment 
needed to estimate A.*3 from model (2). The meaning of the adjustment in 
this situation seems quite obvious. We surmise that it removes a component 
of experimental error which may be identified with environmental variation 
that would inflate the experimental error if it were ignored. We note 
here that if X is correlated with Z, in the sense that the covariate 
measurements. A, are influenced by the factors X, the adjustment for Z 
may distort the nature of the effects of the X factors in which we are 
interested. If the effects of the X factors disappear after adjusting 
for Z, this may suggest that the estimated contrasts for model (1) 
reflect the influence produced by the factors of X on Z; that is, the 
concomitant Z may be the agent through which the factors of X produce 
their influence on the response variable y. This situation is not 
generally considered as a logical case for the analysis of covariance 
procedure and so we will not pursue this situation any further. 
In the completely randomized design, the estimate for treatment 
/\ 
differences between treatments k and k' is given by (r,, - r.') = 
y^ -^ y^  ^- b(x^ -^ where y^  ,x^  are the mean values of response 
variable y and the concomitant x for the experimental units which receive 
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treatment k and b = R /R where R and R are the residual sum of 
xjr XX xy XX 
products and sum of squares for xy and x respectively. We shall now 
pursue this situation in more detail. 
3.1.3 Classificatory Models: The Univariate Analysis of Covar-
iance in the Comparative Experiment with Gauss-Markoff 
Assumptions 
We shall be concerned with a simple case of this method, where we 
have one covariate. Suppose we have N = rt experimental units standardized 
to zero mean and we wish to compare t treatments. We shall assign the 
treatments to disjoint subsets of r units, and, following the basic idea 
of randomization, we shall use the completely randomized design. We suppose 
that we observed a concomitant variable, x, for each of the units before 
the experiment was performed. The data set available for analysis and 
interpretation is then 
{(y^x^^), k-l,2,...,t; j-l,2,...,r3 
The "standard" mode of analysis is well-known, but it needs to be 
given explicity as the basis for part of what follows. A Gauss-Markov 
normal linear additive model 
Model 3 ^kj = ^ 
is applied. Routine least squares gives the following results: 
a) The estimate of a treatment comparison 
Wk' % = " " 
W (^ k. -
A. 
where g is the estimate of the "regression" on the covariate. 
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The analysis of variance for a univariate observation 
becomes a multivariate analysis of variance, that is usually 
given in the following form: 
Sum of Squares 
Source df yy  xy XX 
Treatments t-1 
^yy "^ xy x^x 
Residual N-t R R R 
yy xy XX 
The estimate of 3 is taken to be 
A p 
3 = _xy 
R 
XX 
A 
The variance of 3 is taken to be 
The estimate of is taken to be 
The test of significance of absence of treatment effects is 
given by the criterion: 
« V  *  V  - -  V *  
("yy -
which is taken to follow  ^, under the null hypothesis, 
t-i,N-t-l 
A 
The variance of ZK . Xy (ZA. j - 0), is taken to be 
O^ C&.Z/r + (Dl x )^ /R ] 
J J J • 
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A  ^
h) The covariance of ZX.jT_, and SXj=0, E^ =0 is taken to 
be o" {n v./r + (2V.x. )(2v .x )/R } . 
Jj J J * J J" 
These facts with normality give all the usual statistical tests and 
statistical interval procedures. 
The estimate of error in the absence of the covariate is R^ /^CN-t). 
So when the covariate is included the estimate of the variance is modified 
by a factor f where 
yy XX 
= ôf:;:!) ' 
If r is small the reduction in estimated variance is negligible. But 
as r approaches unity we see that precision would be greatly increased. 
It is not clear what interpretation should be given to the adjustments 
in our estimates that are due to the inclusion of the covariate. Consider 
any contrast (T  ^~T  ^) > say, estimated by 
y - y - b(x - X ) 
!• j * 1 » J # 
We note that (x. - x. ) measures the difference between the x values 
1. J. 
for treatment i and treatment j. So if a statistically significant value 
for a contrast disappears after adjusting for x, we would conclude that 
the difference indicated by the unadjusted estimate, y. - y. was not due 
1. J. 
to the influence of the treatment factors at all. 
We shall now leave the Gauss-Markov situation and try to develop 
some formal understanding of the logic of the procedure from the randcmiza-
tion model viewpoint. We first examine the incidence matrix or the assign-
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ment of treatments to units, and try to make somewhat clear their behavior 
under the various permutations. We will then examine the behavior as 
properties of the least squares estimates of statistical parameters under 
the null hypothesis, that is in the absence of differential treatment 
effects. To examine the behavior of these estimates for sequences of 
N(=rt) experimental units, r=l,2,... and t fixed, we shall obtain Taylor-
McLaurin expansions of them to order O (N . 
3.2 Randomization Theory 
3.2.1 A Randomization Permutation Representation 
Suppose we have N = rt experimental units u^ , each with p corresponding 
concomitant values = (X^ ,^X^ 2,.'.,X^ p), i.e., we have N (p+l)-tuples 
(u^ ,X^ 2^ ,X^ 2> i~l,2,..., N—rt. 
The usual randomization procedure may be described in two stages 
^^ 1*^ 2^ * first stage we partition the set of N (p+l)-tuples (U^ ,X^ ) 
into t groups each of size r so that each unit (U.,X.) has equal probability 
of falling into any group. There are Nl / (rî)^  ways of doing this. In 
the second stage TT^ , treatments are assigned to groups so that each treat­
ment has equal probability of being assigned to any group. There are tl 
ways of doing this. 
The assignment of units to treatments may be described, alternatively, 
by a set of sampling random variables {0,l}, where = 1 if 
unit i is the j-th replicate unit which receives treatment k, j=l,2, ..., 
r; and = 0 otherwise. The properties of the are discussed 
in Appendix C. 
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If is the response we would have on unit i if treatment k were 
applied to it, we would have a conceptual population of Nt responses given 
hy i"l; 2 y # # # f Nj k4"l ,2, •••, t » 
Without loss of generality, we may assume that each of the columns 
of X = (X. .), has been normalized so that X'<^  JC . = 1 and X* . = 0, 
xj «J «J « J w 
where is the column vector of N ones and X ^  denotes the j-th column of 
X. This is easily done by replacing each element X^  ^by 
X, , - X , 
ij X. . = ^ 
V2. (X - X i i j # j 
— 1 
where X = ^  Z-X. . 
•J N 1 ij 
A potentially useful way of presenting the nature of the completely 
randomized design is as follows. We have N(=rt) units that are indexed 
by the numbers 1 to N. There are NÎ possible permutations and we index 
these by i. We index the outcome of the i-th permutation by 
h(l)' hC2)' ' H(r)' ^2(1)' •••' ^ 2(r)' ' ' Vr) * 
We then assign the k-th treatment to the r units with indices 
ThG ordered set of N units may be written in the form 
U" = {U , U , ..., U } 
1(1) 1(2) t^(r) 
which we may write as 
U = UTT , 
where 
TT = (TT..) is the NxN (elementary) permutation matrix with elements 
^2 
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T7-. = 0 or 1. The treatment incidence matrix with respect to the 
•y 
permuted labels is 
where «9^  is the column of r ones. We want the treatment incidence matrix 
with respect to the original labels in order to get a general understanding 
of the results of the randomization procedure. Let j* = (k-l)r + j, and 
let T be the treatment incidence matrix with respect to the original 
labels. If i^ j^j = Z, then = 1 and T^ , = 0 for k^ k*. Also = 1 
and TT^ , j, = 0 for ( f, j*) jf (£, j'). So we have Tj,^  = 1 if the 
JÊ-th unit is assigned to treatment group k and equal to zero otherwise. 
N 
Consequently, we have the algebraic relation T . = 2 nr ^  T or, 
J=i 
equivalently, T" = ttT. 
With the original labelling and ordering of units, the model is 
Y = T"r + X3 + e 
in which T" is the random incidence matrix and Xg represents the concomit­
ant contribution. We apply least squares to this data-model set up. We 
assume (T ,X) to be of full rank equal to t+p. The normal equations are 
then given by 
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T 'T" Ti-'X f 
JC'T" X'X ,3, 
/T 't 
X'Y 
with T 'T = T'TT 'tt t - T*T . 
A 
The Reduced Normal Equation for g is 
Vr, -k-l * * , -k -A- ~ -1 * 
X'(I - T (T •t) T •)X0 = X'(I - T (T 'T) T ')Y 
Let P" denote = tt T(T'T)"^T'tt • . 
t 
•[i»2 
Then is (a) Idempotent P^  = P_^  
• ^ (b) Symmetric P^ ' = P^  
Hence P^  is a projection operator. 
The reduced normal equations for r are given by 
f"'(I - X(X'X)"^ ')T% = T"'(I - X(X'X)"^ X*)Y 
T'TT •(! - X(X*X)~^  X')TT TT = T'TT'CI - X(X*X)"^')TT TT'Y 
Now let P^  = tt •X(X'X)"^*tt 
-v -^ 2 ~ 
Then P^  is idempotent, i.e., P^  = P^  
 ^  ^t -A-
and P^  is symmetric, i.e., P^  = P^  . 
Hence P^  is a projector operator. 
If we could examine the families of projection operators P^ , P^  over 
the t; Nî/(rî)t possible outcomes of the set of random matrices {tt} we 
would see how the estimates t as well as the reduced sum of squares for 
r'T^ 'Cl - X(X'X) ^X*)Y,on the one hand, and g and 3*X'(I - P^ )Y, on the 
other, vary under the randomization scheme. TT^T is obviously a rotation 
of the columns of T in the N dimensional space of real numbers. The 
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consequence of this is to change, the projection of the column space of T 
into the column space of X, and, simultaneously, the space orthogonal to 
X, as suggested by the following diagram. 
r~ = rr,T 
Symbolically the "vertical" components AT and A T are orthogonal to 
column space of X and are identified with, T*(I - P^ ) and - p^ ), 
while OA and QA~ are identified with T*]^  and 
We note that under the null hypothesis of no treatment effects the set of 
observed responses y, with respect to the initial indexing, is the same 
for each permutation, i.e. Y = U. Also P^ Y and P^ T are unchanged. Hence, 
the randomization distribution of the various statistics of interest may 
be considered as being completely determined by the set of permutation 
{rr}. In the following paragraphs we shall show that under additivity of 
treatment and unit effects, the CRD may have bias in the analysis of 
variance under randomization theory. 
3.2.2 Bias (AOV) in the Analysis of Covariance 
Using the notation of Chapter 1 for the completely randomized design 
(CRD), T, R and G represent partitions of any sum of squares or products 
into treatments, residuals and total respectively, while the subscripts 
XX, xy and yy denote the sum of squares for x, the sum of products for 
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X and y and the sum of squares for y respectively. Of course, for each of 
these, T + R = G. Let A and E denote the adjusted sums of squares for yy yy 
treatments and residual error respectively, which are given as 
y^y ~ ^ yy x^y^ xx'^ xy ^^ yy x^y^ x^ xy^  
and 
y^y ~ ^ yy x^y^ xx ^ xy 
Then with t treatments and N = rt experimental units the corresponding 
mean squares are given by 
MS(A) = Tyy/Ct-1) and MS(E) = E^ yCtr - t - 1), 
so that 
MS(A) - MS(E) _= 
V - V'À °xy . Ctr - 2) (R^  -
(t-1) (tr-t-1) (t-1) 
Let E^  denote expectation under randomization. We have 
EjCRyy) = Gyy . t(r-l)/Ctr-X), 
and the difference in expected mean squares (EMS) is given by 
a = EMS(A) - EMS(E) = 
[ fWn ' :R(«xy V - =x. Gj: 
(tr-l)(tr-t-l) 
We are concerned with 2 questions: 
1) in the absence of treatment effects, is a = 0 
and 
2) if there are additive treatment effects, is a > 0 ? 
The critical aspect of the criteria above is E„ fR R~^  R } . if R 
R ^  xy XX xy" xx 
is zero for a certain plan, then the x values in each treatment group are 
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-1 the same, so that R =0. We then have that R R R is indeterminate, 
xy xy 30C xy 
We shall ignore this possibility because it depends on a very special 
configuration in the concomitant values. In the case of G =0, if 
xy 
R in a plan is very small it is possible that EL{r R^ R 1 would be 50C xy 50C xy^  
appreciably larger than (t-l)Gyy/(tr-l)(tr-2). This suggests that we may 
have sequences of £(U^ ,X^ )} in which the AOV bias is appreciable. In 
general, it is not possible, it seems to establish a general result about 
whether EMS(A) - EMS(E) is positive or negative under the null hypothesis 
of no treatment effects. We can see, however, that if we have a sequence 
of unit sets C(y^ ,x^ )} such that Gyy/N is bounded, then as r —> oo this 
tends to the limiting value of { E^ (R^  R^ y) " G^  . 
It seems that there is no general reason why this should be positive, 
zero, or negative. We shall endeavor, inter alia, to get some idea of 
the magnitude of this. It is of interest, we think, to give a very small 
and unrealistic example in which we can see exactly what happens. 
Example : 
Suppose we have a set (4 pairs, say) of observations {(x^ ,y^ ),(x2,y2), 
subtracted from their mean so that 2^ 7^  = 0 = Dc^ . We 
wish to partition the set into 2 groups of two unit pairs each and to assign 
two dummy treatments to the group at random. There are 21 ways of assigning 
treatments to groups and there are 41 _ 6 ways of choosing the units for 
212! 
the first group. The remaining units form the second group. But there are 
only % . 6 = 3 distinct partitions of the set into groups. Given that the 
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dummy treatments have been assigned to groups', the possible partitions and 
the corresponding analyses of covariance under the null hypothesis of no 
treatment differences are given below for a simple case. 
Suppose = 1, x^  = -1, x^  = 0, x^  = 0, and 2^ 7^ =0. Then = y^  - y^ , 
2 2 2 2 G =2, G = y + y. + y, + y, , and we have the following plans. 30C 3^ 3^  JL «5  ^
partition Group 
1 
Y X 
1 
-1 
Y X 
73 0 
Analysis of Covariance 
Source 
T 
xy 
0 
^1 -^2 
2 1^ 1 2^ -1 T %(yi - ^ 2 + 73- 4^) 
3^ 0 /4 0 R «y. - ^ 2 - ^ 3 + ^ 4) 
3 1^ 1 2^ -1 T hCy^ -^2 -73 + ^ 4) 
4^ 0 3^ 0 R %(7i -^2 + 73- 4^) 
xx_ yy 
0 
2 
1 
1 
1 
1 
 ^  ^ + (y^  - (Yg - y*)^ ]} 
XX 
= i [2(yi - + (73 - y*)^ ] 
2^ 
EMS(A) - EMS(E) = G " ^  - 2EMS(E) 
^ XX 
G._. - 2E(R ) - + 2E( ^  ) 
77 77 XX XX 
(1 - 2 • 1) Sy^  - - 72)^  - §(7]^  _ 7%)^  - ^ 73 - 7^ )^ } 
- -i Sy- + i( y^  - y;)^  + 3(^ 3 " 
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" i [2?! + 2y^  - (y^  - y^ )^  + 2(y^  + y^ ) - ZCy^  - y^ )^ } 
- "I [(?! + + Ay^ y^ l 
- I [(?] + 
- \ {(73 + 3y^ )2 - 8y2] 
Bias in this solution is 
y 
a) > 0 if -3 - J~8 < — < -3 f JT 
4^ 
b) = 0 if = -3 + or if y^  = y^  = 0 
^k 
c) <0, otherwise 
The Gauss^ arkoff linear regression of y on X is given by g = G^ y/G^  
= %(y^  - y^ ). Its estimate from the analysis of covariance procedure is 
R /R and its expected value for this example is 
xy XX 
= i [(?! - ^ 2) + (^ 1 - - ^ 3 + ^1? * (^ 1 - >2 + ^ 3 - y»)] 
2 
_ Cy^ j^  
2 
So in this particular case, the analysis of covariance gives an unbiassed 
estimate of the product moment regression of y on X. 
A 
In general, however, the expected value of g is not equal to g for 
"xy _ fs 
«XX ®xx " «xx 
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3.2.3 Unbiasedness of Treatment Contrasts 
In the situation of the completely randomized design we partition 
the N = rt vectors using some simple random mechanism, into t 
groups of r and assign the t treatments to groups at random. 
Let be the response on unit i if treatment k is applied to it. 
Then we will have a conceptual population of responses 
f i 1* ...f Nf k ly 2, ...y t 
In actual experiments, however, each unit can receive only one treat­
ment, so we will observe for each i only one , k=l,2, ..., t. 
The randomization procedure is defined by the following sampling 
random variables where = 1 if unit i is the j-th replicate 
unit which receives treatment k, and zero otherwise. 
If we assume additivity we have 
Where = & =1=1 "i ' 
Hence if y ,is the observed response of the j-th replicate of treatment 
k, we will have the observations y^  jy ''k(j)' ^ ^^ re 
^k(j) " + ?k * i *k(j) ("i ' 
*k(j) ^  * Ï ^k(j) (^ i ' 
We shall then, ordinarily, use the processes of the Gauss-Markov covariance 
linear model. This will lead to a statistic 3 > which is intended to 
reflect the linear association of the unknown {u^ } with the known {x^ } ; 
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3 - k j LfkCj) " ^ kC.j) - *k(.)] = R 
P = jcy , say. 
k j (*k(j) - *k(.)) *xx 
Then to estimate treatment differences, we use 
" V(J ^ kC.) " ^k'(.) " 9L%k(.) - ' 
"he™ VO " r j5l fkCj) • 
/V A 
Part of our task is to develop an understanding of 3 and . We 
shall look at the latter first. We use ^  to denote expectations over 
randomizations and expectations under GMN assumptions. So 
/^"^ k " " *k'(.)3 
k^ " " *k'(. 
We use here the standard property which holds in the absence of a covariate, 
thatE^ [y^  ^) ~  ^~ "^ k ~ "^ k' ' assuming that we have additivity of 
treatment and unit effects. The first property of interest is that 
% - Xk.(.))] = 0 
To see this, consider first the partitioning, it, of the N units into t 
groups of r. This can be done in N I ways. Let a partitioning give 
(r:)t 
the groups S^ , S^ , ..., S^ . Then there are t ways of assigning the t 
treatments to the t groups. Consider a particular partition. Then under 
additivity of treatments, 
\(j) " ^k(.) " "k(j) " V.) . 
Hence R^ .^, R^ , R^  are independent of treatment effects , and so 
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= JEI =  ^j " *k(.f 
&,j " \(.P' 
/V 
Clearly, 3 does not depend on what the assignment of treatments to the 
A 
groups of units is. Call this • Then 
" ^T,TT^ T^T [^ (.) ' ^k' (.)] ^ ' 
where E is expectation over partitionings and assignment of treatments 
t ,tt 
to the groups given the partitioning. But this is equal to 
r^r ^ r^|TT^ TT^ \(.) " 
T^T \^(.) " *k'(.))]] 
and :T|Tf(Xk(.) - = 0 s°' 4:9(*k(.) " = k'(.))] = * 
because each group has the same probability, equal to , of receiving 
any treatment. Hence, writing the estimated difference in treatment 
effects adjusted for the covariate as 
Cry^  - Tj^ ,) = (Tj  ^- " %k'(.))' 1 < k, k' < t, 
where - T^ ,) = (y^  - y^ , ) is the usual estimate of - r^ , in the 
A 
absence of the covariate and g(x^  ^  ^ is the adjustment for the 
covariate, under additi\'ity, we have 
~ "^ k'^  ~ "^ k " 
We may state the above developments as. 
Theorem 3.1 
With additivity of treatments and units, the estimator of any treat­
ment and units, the estimator of any treatment contrast obtained by the 
covariance procedure ir unbiased u.idc-i randomization. 
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This result of course, only the most primitive desired property of 
randomization. It is worth noting, in passing, that we see already a 
difference from the case of there being no covariate, because in that case 
it is elementary that a difference of observed treatment means is an 
unbiassed estimator of the difference that would be observed if one 
could place of the treatments k and k* on every unit, and then took the 
difference of observed mean. That is, without covariance adjustment, we 
have unbiassedness of treatment comparisons without assumption of 
additivity of treatments and units. This suggests that role of additivity 
of treatment and unit effects is much more critical in the covariate 
case than the non-covariate case. There is a major point with respect to 
covariance. In section 3.1.2 we showed that under GMN assumptions, if 
y = x e  + Z y  +  e  
is the correct model, then g = (X*X) X'y is not unbiassed for g. In 
the case of the 2 part GM infinite model, 
 ^+ Tk + ' 
the least squares (LS) estimator of any treatment contrast, 2% > 
= 0), is given by 
fk. - *k. • 
However, if we ignored the covariate the LS estimator would be given by 
k^ ^ k " ^  ^k ^ k. 
Its expectation under GMN assumptions, E^ (Z^  ^ iT^ k^  is not equal to 
A 
k^ unless 3 = 0orSj^ A.j^ Xj^  = 0. But under randomization and 
70 
additivity wc have  ^~ ^  ' So in the randomization 
experiment with Z as concomitant and with additivity, if wc ignored the 
concomitant we would still obtain unbiassed estimates of treatment 
contrasts. So there seems to be a logico philosophical problem. 
We shall continue with the case in which treatments and units are 
additive. It then becomes of deep interest to form ideas of properties 
of subsequent statistical computations. We wish to understand the nature 
A 
of g . We have seen that it does not depend on the treatment effects. We 
would surmise that ^  is an indicator or an estimator of the slope of the 
mean square linear regression of the unknown {uuj on the known with 
the whole set of doublets {(u_, x^ )}. It is appropriate then to attempt 
/V 
to obtain an indicator of EO), and this we shall do in the next section. 
We shall also determine the expectation under randomization of the first 
two moments of various statistics of interest. 
3.2.4 Expectations of Various Statistics under Randomization 
A. 
Our estimate g , of the usual linear regression slope, in the analysis 
of covariance situation is given by 
XX 
Under the Gauss-Markov linear model assumption, 
k^j " + ""kj * =kj 
with = 0, for all k, j and x^  ^known and fixed in repetitions, 
it is elementary to see that 
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EjjCe) = g 
where denotes expectation under Gauss-Markov Normal (GMN) conditions. 
Our primary task is to form reasonable ideas about the behavior of 
the QIN Statistics under randomization. We shall proceed in a natural 
order including here theoretical facts from the literature that are 
critical, so it is natural to consider these. In the context of the 
completely randomized design, the first and second moments of these may 
be derived from the work of Wilk (1953). We work in detail the variances 
and covariances of these statistics in Appendix C. To obtain the results, 
we modify the notation of Wilk (1953) for our purposes. We may write 
under additivity of treatment and unit effects in the permissible popu­
lation of all possible responses, i.e. with every treatment being placed 
on every unit and with y^  = (conceptual) response on unit i with treat-
strongly relevant. It is clear that the statistics R^ , R^  ^and R 
XX 
are 
ment k: 
= U + + (U^ - U ) 
Then if we write N 
_L_ 2 
N-1 i= 1 a rw 
(X - X )^ (u -u )" 
we will have 
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' r(.N-lx"N-ixN-3) [ • ^20 S2 =11' -^22^3 
\ (K_1) Sjj 
\ (&y) = \ (Syx) 
<=°VW'V'= - \ ^ \ y >  
We may then write down the same properties for R^ , by replacing x 
by u, by Og^ , and by Sgg, and we get 
 ^CR„) = r(r_l)  ^
Vp (R^) = (t-l)(r-I) , 2092.3K+3) 2 , 
 ^ r(N-l)(N-2)(N-3)  ^ N-1 02 0^4 ) 
etc. 
Similarly, we will have 
 ^  ^ N-1 40 
Also, 
R (^ yy'^ xx^  ^  r(N-l)(N-2)(N-3)  ^(N-2)S^  ^ + — SzoSQz-NSgg ) 
2^0 -31 > 
We shall need these results as our thesis develops but now we shall 
return to our inquiry about the problems of the LS estimates, etc. 
Part of our inquiry is directed towards understanding the behavior 
of the above statistics and statistical tests under the hypothesis only 
of randomization over a set sequence of N vectors (u^ ,x^ ) i = 1,2, ..., N 
as N increases. 
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Kempthome (1952) noted that the usual randomization basis which is 
followed in the absence of covariate information does not carry over to 
the case with a covariate because with T , E denoting the adjusted 
treatment mean square and the adjusted residual mean square, respectively, 
it is not the case that the expectations of these under randomization have 
the properties 
1) E(T ) = E(R ) if there are no treatment effects, and 
-1: 
2) If there treatment effects, then necessarily E(T ) > E(R ) 
Cox (1956), whose work we now review briefly, examined these questions 
to some extent. The bias in the analysis of variance derives from the 
expectation of the quotient of two statistics, Cox (1956) has 
shown that in these simple statistical designs in which adjustments for 
a concomitant variable are made by the analysis of covariance, an 
unbiassed between treatments mean square can be produced by weighted 
randomization. 
3,2.5 Weighted Randomization 
Suppose that the values (x^ , ..., x^ ) are available to the experi­
menter prior to the allocation of treatments to units. Let w be any 
nonnegative function of x^ , ..., x^ , defined for each partition of the 
units into treatment groups. Suppose we have a mechanism which gives 
each partition of the units in the set a probability of selection propor­
tional to w. This is general weighted randomization. If f is any 
function of the observations y and x, its expectation under weighted 
randomization is E(f), equal to (2wf)/(Sw). By exploiting the symmetrical 
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properties of the expectation under randomization of R^ , R^ , ^yy' 
showed that under the null hypothesis of no treatment effects and weighted 
randomization with weight proportional to R^ , the expected value of the 
adjusted treatment mean square and error mean square is proportional to 
2 the expected value under randomization of (R^ R^  - R^ ,^) and is equal to 
XX 
This result is true as long as additivity between the treatment effects 
and unit effects holds,because R , R , R are then independent of 
' XX xy yy 
treatment effects. Cox called attention to the following; 
a) Arrangements with a large value of R^  will have a small value 
for and conversely. Hence, the weighting proportional to R^  
attaches greater chance of selection to those arrangements in 
which the treatment groups are balanced with respect to the mean 
value of X. 
b) Weighted randomization is, of course, restricted to cases in 
which the concomitant variable is available prior to the allocation 
of treatments to units. 
c) If weighted randomization is to be done in practice with N not 
very small, some short-cut method is needed for selecting an 
arrangement since the enumeration of all arrangements and the 
calculation of R^  for each would usually be too tedious. 
A simple method for weighted randomization given by Professor Tukey is as 
follows; Let M be the maximum over all arrangements of R^  . Select an 
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arrangement by unweighted randomization and calculate for it. Reject 
the arrangement with probability 1 - R^ /M. Continue until an arrange­
ment is accepted. 
Conditional on the assignment of units to groups, treatment contrasts 
are estimable under randomization of treatments to groups. Hence they 
are estimable under weighted randomization. However, it is not possible 
to obtain unbiased estimates of their variances. 
3.3 Limiting Expectations under Randomization for Largo Finite Populations 
Suppose we have a sequence of finite populations cp^ » ...» 
containing N^ (=rt) vector units , i=l,2, ...» N = rt , where t is 
a fixed positive integer. Suppose we partition the population cp^  into 
t groups of r vectors by random permutation. Denote the mean value of 
the vectors in group k by . Dropping the subscript r, we have 
Theorem 3.2 
N t _ _ 
x^u iil i^^ i " ^ kîl\ 
N 2 - 2 
 ^ 2  ^ _ 2 R = Z U. - r Z U, 
i=l  ^ k=l  ^
N 
and S =2 (X- -X)^ (U. -pq i=l 
Then the coefficient of variation of R^  ^under randomization, i.e. all 
possible permutations^  is given by C.V.(R^ )^ = 
f 
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2(t-l)(r-l)(N^ -3H-i-3) , . N(N-l) .  ^ -
7 7 2~ 1  '  2n 
r(N-l) (N-2)(N-3) (N -3N+3) 
(N - t) 
^ (—) 
The proof of the theorem is easily derived from the variances and expecta­
tions of the £r } which are derived in Appendix C. 
If the sequencesÇ satisfy the most general of the conditions 
presented earlier, Noether condition v, we have the limit 
Lim  ^= 0 
N > oo 2 
 ^ 2^0 
The coefficient of variation is then approximately  ^
N 
The 
implication of this result is that for = (rt) sufficiently large, and 
A 
t fixed, in our estimation of the regression coefficients = 
R  ^  ^
xx};^  xyK^  , and the corresponding sum of squares N ~ 
r r 
p 
-1 xxN R „ R „ R M » we may consider the ratio r to be almost 
"y^r'^T "'"T ECS „ ) 
xxN 
r 
constant for all the possible random assignments of treatments to units 
without fear of making gross errors. By Tchebychev's inequality 
x^xN " ^R^ x^xN^  2ft-l) 
P { —=7-75 =5 > e} < -j-j— —> 0 for every e > 0. Hence 
R^  xx^  N^ e 
r r 
we may expand small inverse powers of R^ ^^  to their second order approxi­
mation. 
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Let CV denote the coefficient of variation of the relevant residual 
..Nj. 
sum of squares or cross products. Dropping the subscript r we have 
CV,  ^ -
VarCaxxN ) 
2(r-l)(t-l)(N^ -3N+3)  ^  ^ 2 
r(N-l)^ (N-2)(N-3) • 
£ i -  { a i f .  s 2  
(N -3N+3) (n-1)2 
Similarly, 
CV. 2 _ (t-l)(r-l)(N^ -3y+2) 2^0N^ 02N 
r(N-t)^ (N-2)(N-3) 2 
UN 
(N^  - 3N + 4) N 2^2N 
(N^  - 3N + 2) 
UN 
CV, 
covCRxxg, Rxyw) 
20'llK :R(BxxN) 
C^ 20,02N 
_ 2(t-l)(r-l)(N^  - 3N + 3) j-  ^ N(N-l) . 3^1N 
r(N-t)2 (N-2)(N-3) (N^  - 3N + 3) 2^0N^ 11N 
s2 
_ 2(t-l)(r-l) . r (N-1) IIN , 
Ô L —Ç C  ^
r(N-t)^ (N-3) 2^0N^ 02N 
When (x,y) is bivariate normally distributed with correlation coefficient p 
and N is large, we have the following: 
Li. = 3 , 
N-->co S20N 
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S  ^ 2 
T im r ^  ~  P  f  where p is the correlation 
" *-> = SzomfoKN 
coefficient of the population and r„ is the correlation coefficient of the 
sample of size N, 
Lin, = rgPf 
N—> œ 2 p2 
IIN 
and 
Lim = 3 
N—> CO 20N IIN 
If the sequences of populationsCp^  are such that the sequences 
Xjj } and } each satisfy the conditions v of Noether and 
r r 
if the associated correlation coefficients converges top# 0 , then 
under the randomization model we have the following; 
è-^ "20/ = ^ ' 
Lim CV  ^ (1 + -^ - ) , where p = 
N->co p' 
Cov(R^ ,E^ ,,) _ 2(t^  
N~>oo " 
and with the mixed product powers of treatment totals denoted by , 
 ^ _ I^IN ~ r ^ IIN _ x^yN 
P - s Ï R 
20N - i Q20N 
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• VV»' 
• •.»«> O * 
)-• 
If we use the Taylor expansion of f(0) = (1 + 0) around 0 = 0, we 
2 1 2 a") 
will have f(0) = 1- 0 + 0 --jj-Gf (X0), for some 0 < X. < 1. The 
3 - 4  3  
remainder term is R(0,X) = -0 (1 + 0A.) and is bounded by -0 and 
3 -4 
-0 (1 + 6) 
-2 Similarly, for g(0) = (1 + 0 ) » we will have 
gCel = 1 - 20 + 30^  - 40^ (1 - 0X)"4  ^ 0 < X < 1 
~ ^ IIN^ Z^ON 
and T, = andv = 
SR(*xyN) 
If the sequences of populations satisfy the Noether conditions we will 
have v—v—i- —i 
~ I^IN 2^0N 
= Ej^ {(1+TI)(1-0+0^ +R(0,X)} 
= + PL^ ar (0) - GOV (TI,0) + E^ {R(0A) + 
R(0A) + ef)n }] 
§f-^ 2^0JI ~ ^ 2^0,11N 
'N 
= + o(N~^ ) . 
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Similarly, Var (g^ ) = B^ {^Var (0) + Var (n) - 2 Cov (0,ti) + o(N ^ )} 
Using the approximations on page 78 we obtain 
- 3^ . = o(N-2) 
and 
b) var^ cé;) = 3/ ^  
N^ 
=  ^ (t-i) 
s * 2 
xxN N 
2^0N  ^ N ^^ 02N^ ^^  
t-1 
This result differs from the GMN-result by a factor f where f = r-rr . N"-i 
Now = rZ^  [(y^  "  ^
x^x 
= rZ(y^  - y  f - 2 ^  (G " V" 
XX R 
XX 
2 2 2 2 
_ T ^ R  G  G  R  G  R  
- Tyy + _ _25y_ + G - 2j^  -251 + _JV_ 
=xx G 2 x^x =xx R 2 
XX XX 
A 2 
= Adjusted Treatment SS + S2qjjO - 3) 
If the sequences {X^  } and {y^  } N^ =t,2t,3t,... each satisfies the 
 ^r r 
conditions' of Noether and —> p where p is bounded way from 1 
then for sufficiently large 
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x^yN I^IN 
r r 
0^2N  ^
2.(t-l) . 1 . 
N 
r r r r 
And so 
r r r r r 
«adj (TSS)(1 +i ) =A ( 1  +i )  .  
r r r 
So 
R .. 2 ,» .. S 2 
xyN^   ^(Nf-t) ll%r r. .._^ _2 2-
R XT " (N_-i; * s. 
xxN r 2 ON 
r r 
and 2 
E =R -
y^yN y^yN  ^ — 
xxN 
r 
. •= — {l+2T)+T?-0-2r,9+0^ } 
S  ^N -C N -t >11N 
r? ^oa- - f? s-r a 2r,^ „ - e -2TB + e ). 
r- r r 2 ON 
r 
But we have shown previously that for large if the sequences £x^  } and 
{y^ , }, N^ =l,2,... each satisfy the Noether conditions N, with jPjj | 
bounded away from 1 then Var(T|) , Var (6), Gov (Tj,©) are all 
2(t-l) 
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So E_(E „ ) = S  ^ — (1 + Var (T]) + Var(0)- 2 Cov(Tl,0)) ^  
R yyr^ i^  2^0N • r 
(N^ -1) 02N ^ - "n/ - "N 
2 (1-p^  (t-1) 1 
Hence 
and 
N -t I^IN 
 ^'®02S/ $2^ . 
2 "r 
„2 S? 
= 
r r r 
The number of degrees of freedom for treatments is t-1 and for error is 
N -t-1. Let W = adjusted treatment mean square-adjusted error mean 
r r 
square. Then 
t-1 t-1 
^^ yyN ~ ^ xyN  ^^ xxN ^  
~ r •__£ r_ 
N - t-1 
r 
So under general Noether conditions we have 
y^yN 2 (^ r " ? 7 
~ (t-1) " (N^ -t-1) (N^  - 1) ~ CVar('n) + 
Var(0) - 2 COV(T),9) + o(N~^ ) } ] 
= - Syyjj {(1 - )(t-l) - (N^  - 2)(N^  - t) (Var( 0 )  + Var( ) 
2 
- 2 cov(Tl,e) + o(N~ )} / (t-l)(N -t-l)(N-l). 
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The bias W^ , is approximately equal to 
^^ 31N 2^2N 4^0N 0^2N 
{ S i 2-^  - -T-^ ) 
11*, SlIN S'ON *r 
r r 
In order to get some idea of the sign of this bias we would need to 
know the behavior of the {S } as well as the magnitude of . Also 
-2 the contents of0(N^  ) could possibly determine the sign of the bias. 
Nevertheless, if the components of the population sequences satisfy the 
Noether type conditions, the expectation of W would be at most of order 
OCN^ )^• For samples from a normal population, say, we surmise that when 
p^  is small in magnitude the expression for the bias is negative and is 
2 3 
approximately equal to (1-p^  )/N^  , and when p^  is close to 1 
the bias is still likely to be negative as it approaches zero from above. 
Although we cannot make any general statement about the sign of the bias, 
it is clear that under Noether type conditions the expected mean squares 
for the adjusted treatment sum of squares and the adjusted error sum of 
squares have the same asymptotic value. 
* A +E H-1 
yyNj. yyNj. 
I^IN JZ 
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2 Then E = (1 + Y-Pa (1 + 2ti+ ti - e - 2tie + 9 )) 
•'•' T T r r 
N 2 
and since A yy^  +E " jPT ^ 02N "^ N  ^ = constant, 
r •' r r r r 
#ien Var (A ) = Var (E_^  ) . 
R  ^
So A 
™r R 
yyN 
r 
The numerator of the right hand side is 
Var (y) + 4p^  ^  var (ti) +p^  ^  Var(9) 
r r 
-4 y ^  cov (yfll) + 2pjj ^  GOV (0,y) -  ^cov (0,Ti) 
Approximations to all the variances and covariances above are given on 
page 78 in terms of 2(t-l) and p . Substituting these approximations 
above we have 2 4 
V.r, 2(t-I) - 2Çt^  
" ' C1-P,V • N/ 
So we see that for large values of the mean value and variance of the 
A yyN 
ratio r under the randomization model are approximately 
the same as those obtained under Gauss-Markov Normal assumptions, the bias 
-2 being of order0(N^  ) . 
For completeness, we now derive approximations to the mean and 
variance, under randomization, of the ratio, F^ , of mean squares for 
84 b 
treaonents and error, adjusted for a single concomitant (p=l). That is, 
we have 
- E^ C^t-1) • 
Write y^yN ff_i) 2 
y^yN^  = E(Ayy^  )  ^" OW ^yyN/^ ~^ N^ )(l+e), 
where e is equal to ' 
Then 
Assuming Noether type conditions on the basic vector units, we obtain, 
by the Taylor-MaClaurin expansion, for p = 1, that 
(N^ -1) (t-l)(N^ -l) 2 CN^ -t-p) 
r^ (N^ -t) ^  (N^ -t)(N^ -t) ^  ^  (N^ ~t) 
Now, from the preceding paragraph, we have E (e) = 0, and for N large, 
E.(e^ ) = 2 
"R^ = " (t-1) • 
(N -t-p) p 
¥V ^ "(iTîr CVÎ) 3 
2(N -c-p)Z(N -1)2 
Also, from the corollary to theorem Al.l of Appendix A, (t-l)F^  converges 
in probability to the same limiting distribution as [A  ^(N -t-p)/(A  ^
* • 
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3.4 The Analysis of Multiple Covariance 
In this case, omitting the subscript the reduced normal equations 
for g may be written in the form 
A 
Rg = R . 
where 
R= 
*12' I^p^  
*21' *22' ' *2p 
r . y r .  f m • • f r \*P1' "p2 PP 
A 
lh\ 
3= 
\3p/ 
' V R 
iy\ 
2y 
py/ 
The {R^ j} are the set of Residual sum of squares and cross products 
obtained from the simple analysis of covariance for the columns i, and j 
of X, and the {R^ J^ are similarly defined for the columns i of X and 
the column vector Y. Most of the statistical estimates and tests that we 
are investigating depend directly on the {R_j}. So let us now inquire 
into some of their joint properties. 
Now say 
where (S.^ J is the square matrix of dimensions pxp and the element 
N 
s. . = 2 X, .X, . . Let a. . denote the difference r. . - e {r. .} 
ij =^2 IJ TT^  iJ 
and a  =  (  a ^ j )  the pxp matrix with elements a ^ j .  Then from theorem 
b.5 of Appendix b if P (a) is the norm of the matrix a we have 
p(A") < Max f 
l<i<p 
I Aiji 
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For any g > 0 
f Ia . -I > , then max [A .I > 
i<j<p 
c 
p 
But from Tchebychev's Inequality, 
P( kiji < Var (A^ j) ^  
Hence 
P 
P( (A) > c; < p { Max Z A.. >e} 
l<i<P j=l 
< P { Max Max A. . > — } 
l<i<p l<j<p P 
< {p^  Max Max • Var ( A. 
l<i<p l<i<p 
If this last expression is small we may approximate small inverse powers 
_2 
of A by a series expansion to orderO(N ). (See theorems A.A and B.6). 
N 
Let S p q. r s denote the product sum 2 x.,^ x.-*^ . x^.. We 
*1 *2 =3 1=1 13 14 
previously obtained the following results; 
. 2  (1) Var (R„ „ ) = A(S„2) + C S-4 , where 
TT^  ^^ 1 1^ 1^ 
and 
. _ 2(t-l)(r-l)(N -3N+3) 
A - 2 
r(N-l) (N-2)(N-3) 
-  ^ -2(t-l)(r-l)N 
(N-l)(N-2)(N-3) 
(2) Var (lU ^  ) = A + 8(5% + C %2 
TT, l2 1 2 1 2 1 2 
where 
 ^(t-l)(r-l)(N-2) 
r(N-l)(N-2)(N-3) 
and 
where 
and 
and 
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g  ^(t-l)(r-l)(N^ -3N+4) 
r(N-l)^ (N-2)(N-3) 
r - -2(t-l)(r-l)(N) 
r(N-l)(N-2)(N-3) 
(3) * '*2 SX;? + * SXiX, +  ^ , 
A = 2(t-l)(r-l) 
r(N-l)2(N-2)(N-3) 
 ^ 2(t-l)Cr-l) 
r(N-l)(N-3) 
_ -2(t-l)(r-l)N 
r(N-l)(N-2)(N-3) 
(A) Cov(R ,R ) = A S_2 S_ - + C S 3 , 
TT, W Vz h W 2^ 
. _ 2(t-l)(r-l)(N -3N+3) 
A - 2 
rCN-1) (N-2)(N-3) 
g  ^ -2(t-lXr::l)N 
(N-l)(N-2)(N-3) 
We will appeal to the symmetrical nature of the expectations under 
randomization of products, {variances and covariances}, of the reduced sums 
of squares and cross products to obtain their values in terms of the {s...}. 
(5) Gov (Ry y ,R- Y ) = A S_2 . S_ _ + B S„ „ • S + C S 2 
TT^  1^^ 2 1^^ 3 1^ 2^^ 3 1^^ 2 V3 h *2*3 
When = X^ , we have 
Var (Ry Y ) = A S_2 %2+ B S„ „2+ C S_2 2^ 
TT^  1^^ 2 1^ ^  1^ ^ 2 1^ ^ 2 
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Hence 
and 
_ (t-l)(r-l) 
r(N-l)(N-3) 
 ^ _ (t-l)(r-l)(N^ -3N+4) 
B - 2 ' 
r(N-l) (N-2)(N-3) 
 ^ -2(t-l)(r-l)N 
r(N-l)(N-2)(N-3) 
(6) Cov (Ry „ ,Ry „ ) = A S„2 . S„ „ + B „ S„ „ + C S 2 
TT^ Vs h^3 h 
When we have 
Gov (E- y ,R_ Y ) = A 5-2 ' S»2 + B + C SJ J! 
TT^  XiXi 2^^ 2 \ ^2 hh 1^^ 2 
Hence 
 ^_ 2(t-l)(r-l) 
(N-l)^ (N-2)(N-3) 
ft = 2(t-l)Cr-l) 
r(N-l)(N-3) 
and 
 ^ -2(t-l)(r-l)N 
(N-l)(N-2)(N-3) 
(7) Cov 
When X^  = X^ , we have 
Hence 
Cov (R R ) = B S 2 S + CA+B) S 2S„ % + C S 2 % % 
TT, % ^1^ 3 2^^ 3 1^^ 3 2^^ 3 
R _ (t-l)(r-l) 
r(N-l)(N-3) 
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(A. + B) = (t-l)(r-l)(N^ -3N+4) , 
r(N-l)^ (N-2)(N-3) 
i.e. A = 
r(N-l)^ (N-2)(N-3) 
and 
r = -2(t-l)(r-l)N 
rCN-l)(N-2)(N-3) 
Suppose we have a sequence of populations = (X^  , ...,  ^) 
r r r r 
N^ =rt, r=l,2,..., where the X*s are p+1-variates and t is a fixed integer. 
For ease of writing, where there is no ambiguity we will drop the and 
X's in the fS» „ } and {r^ „ } so that S. .. denotes S » , 
iN jN iN jN r iN jN 
r r r r r r 
We shall use to denote the matrix of sum of squares and products of 
r 
the concomitant observations and S „ for the vector of products of the 
.yN^  
concomitant vectors and the vector of observed responses 
Rj. and R are similarly defined for residuals. 
r r 
Suppose each component X. satisfies the Noether conditions and the 
 ^r 
mayjTmîTn value of the correlation coefficients between the components is 
bounded away from one. Let p„ (A) be the norm of = ( A- .„ ) where 
• h *ijNr " ^ijN^  ' then from theorem A 2.5 
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of Appendix B we have for any e > 0 chat there exists an N such that for 
2 
PCPvr (A) > e) < p^ Max Max Var 
r l<i<p i<l<P 
~ p2 2(t-l) 
-> 0 as —-> CO 
Hence from theorem A 2.6 we may expand small powers of in terms of 
S^ , " andA . 
"r 
A 
The reduced normal equations for 3^  are given by 
A 
(\. )P,, = R .... 
r "r 
Hence 9 - .^yN "  ^ ^^ .yN *^ .yN ^  ' 
r r r r r r r 
i.e., omitting the subscript we have 
g = Cs""^  - s""^ A s""^  + { s*y + Ay } 
+ s*-i s*-i s*-i s* 
•y 
Now S S^ y, — SSy— {^ 2*02* •••» 0p3 ~ 3, say. 
Hence E(3) 
Sr-l -A--1 ^ J. *-l *_ 
- 6 - eCS'^^AS-'V+ E£S" - . 
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Let (y^ , x^ ) denote the mean vector for treatment group k and (y x ) 
denote the mean vector over all groups. Then the estimates of treatment 
'k 
effects are given by the equation ^  - (T^  - T ) - y - y -
= y^  - 3x^  » say. With T and R as defined for the analysis of multiple 
covariance i.e., with 
T-^R = S. , T_y + R_y .  , and 
we have 
= T - 2g'(S - R ) + §(S - R)0 
yy .y .y 
= {T + 3'R - gs + {3S3 - 20'S3 + 3*s3} 
yy • y «y^  
The first expression in the right hand side of the last inequality 
is the adjusted sum of squares for treatment effects. The second 
expression is equal to 
)'S( 
_ c*-l a _  ^ . c*-l 
(g - g g - g) 
Now let W - CW^ j) - S and 0^  ^- ^ ®iy»®2y'* "'®py^  ~  ^^ A 
Then E(3.) = g. - Z- s^  ^E(0 ) + s^  ^g, E(W..) + s^  ^ E(W ..) 
- L j  J  y  1  1 1  j  i  J J J  
+ S(Wjk) 
= + o(N , by theorem 3.3 which follows. 
Gov (g) - Gov {S y, - S \g} 
= S ^ COVCA „ ~A3) • S ^  
•  Y  
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The variances and covariances under randomization theory of the "residual" 
sum of products C^ j^} for the various components in the analysis of 
multiple covariance are derived in Appendix c. We now give the limiting 
values of the general result in the following theorem. 
Theorem 3.3 
Suppose we have a sequence of finite population A^  
such that A^  contains = rxt elements i=l,2,...,N^ and suppose the 
elements are p-component vectors 
U^ i = ' "rip^  N^ . 
Assume the general conditions Noether are satisfied by each conqjonent 
sequence j=l,...p and the maximum coefficient of correlation 
between the components is bounded away from 1. Then with and as 
previously defined on A^ , for the analysis of (multiple) covariance, under 
randomization theory we have the following expectation. 
C ^  3 
"r 
The conditions v say , essentially, that each power sum Sx  ^ of degree 
p>3 has magnitude o(N and for degree p = 2 the power sums are of 
order 0(N). The proof of the theorem follows by considering the order of 
magnitude of each term in the algebraic expressions for the covariances of 
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the R^ j's given in Appendix C. 
Let C = (C , ) = the variance matrix of (A ) 
Nr kk -y^ r r^ ^ r 
Dropping the N^ , we have 
*kj9j ' \ ' y  ~  
Using theorem 3.3, we obtain 
I^rVt ~ ^ -inr^ vvt v^-u- * 5., - 2.CS,. ,S . + S, , S. . + S., ,S. (t-1) kk* yy kk* ky k'y j kk' jy k'y kj kk' jy 
Now writing 
we have 
^ k y \ ' ( ^ k k ' ^ j j '  S k j . S j % , ) 8 j 8 j ,  
S = (Sj^ ,) , 
S9 = s,y , 
f^kf j " ^ky ' 
S' S y =  ZjBjSjy = SyyP^  ' 
2 
where p is the square of the multiple correlation coefficient of the 
regression of the "independent" components on y the dependent component of 
the population A. Substituting these values in the expression for C^ , 
we will have the approximate result; 
2 C... = S - 2(S^ ,^S_p^  + 2 (t-1) kk* yy kk* ky k'y kk* yyky k*y 
k^k*^ .^y k^y.\*y 
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Hence C = 2S(l-p^ )(Syyy^ )(^  ^+ o(N"b) 
So formally given the conditions of theorem 3.3 we have the following 
A 
corollary for the estimated regression coefficient = (R^  R « ) 
r r r 
Corollary ; 
Let R . and R denote the "residual" sum of cross products with 
.yN^  
the "dependent" component and among the "independent" components respec­
tively in the conditional analysis of multiple covariance on the sequence 
Then 
CovO ) = CovCRjj 'h ) 
r r r 
= s (l-p_ h {(t-l)/n + o(n"^)} 
r^ r 
As in the case of a single covariate, this result differs from its ŒN 
(t-l) 
counterpart by a factor f, where f = —-— . 
3.5 Normal Law Approximations to the Limiting Distributions under 
Randomization Theory 
In this section we present (normal law) approximations to the limiting 
distributions of some GMN statistics under randomization theory for various 
designs. However, we first present two theorems which are directly related. 
Theorem 3.4 (Anderson-Cramer) 
Let be an m-component random vector and b a fixed vector. Assume 
yif b) is asymptotically distributed according to N(0,T). Let 
W = f(u) be a function of a vector U with first and second derivatives 
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existing in a neighborhood of u = b, 
Letcp. be the vector of partial derivatives, 4^^  , 
° 0 I u=b 
Then the limiting distribution of - f(b)] is 
N(0,q^  ^ Tqp^ ) 
Proof: (See Anderson (1958) and Cramer (1946).) 
Theorem 3.5 (Aroian) 
2 2 
Suppose X, y are bivariate normal with means fi , |i , variances a , a X y X y 
respectively and coefficient of correlation p . Let c^  = , 
c^  = \^ yl^ y 2-nd z = xy/q^ a^  . The distribution of z approaches normality 
2 2 2 2 2 
with mean |i and variance a where fi = c c + p , a = c + c +2p cc +l+p 2  z  z ^ j r  z  / k  y  X  y  
if either of the two conditions are met. 
1) —> oo , c^ > oo.-l+€<p<l, £>0. 
2) c^ > CO t c^ > oo,-l<p<l-£, e>0. 
Proof; (See Aroian (1947).) 
Aroian uses the convergence of the moment generating function (mgf) 
of z to obtain the result. We note that mere convergence of a sequence 
of distribution functions says little about the behavior of the correspond­
ing sequences of mgfs. However, if a mgf exists in some neighborhood of 
the origin it uniquely determines the corresponding distribution. For a 
detailed discussion of this see Curtiss (1942) and Rao (1965). 
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We now apply these theorems to the completely randomized design. 
Define sequences of vectors with t components (k=l,2, t), 
i.e. ... C^ )^. Each component sequence is comprised of 
(=rt) elements 1 < i < = rt}, r=l,2, ... such that 
= Cc , 1 + (k-l)r < i < kr r ^
0^, otherwise , 
where c^  is a constant depending on r. 
The correspondence of the vector sequences with the different treat­
ment groups in the CRD is quite obvious. Let the orthogonal t x t matrix 
Q* = (Qq',Q^ *, ...» Q^ -l*^  have elements in the first column each equal 
—% 
to t . 
Let C' ; = CR Q = 
letA^  = (^ or*^ lr' r^  such that is orthogonal, 
the elements ofA^  each being equal to 1. 
Let be a sequence of (p+l)-vectors ..., Z^ )^ with 
vector elements 1 < i < } r=l,2,... 
«here = (^ Or'^ lr' •••' \pr' ' 
Let be a random variable which takes on the NI different permutations 
of Z^  with equal probability. 
The following results are easily obtained; 
^ # f 
a) C ^ C ;  = C, C, 
b) X A« = ;ZL z7 = constant with probability 1. 
r or 1=1 ir 
:) A or" A kr = iSl' ^ iXr 
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= 0 
4) :R(Xr' kf) = 0 
e) Var (n"^  = 2%^  ,1 < k < -1 
f) Cov k'rV " ° i < k, k' < - 1, k }t k' 
g) (X-X) = (X^ 'A/^  -xp = 
* kSf"' tfr-\r'"kr'V 
h) CX^ -C^ )CC^ X) = (X^ -cV-xp = (Xr'AorAor'Xf) V 
If the covariance matrix of of converges in the limit to 
to 2^ , positive definite, then with C^ , and as defined we 
have the following results for the analysis of covariance in the CRD. 
Theorem 3.6 
If the vector sequence satifies the conditions 2.3.3.6 - 2.3.3.8 
then the limiting distribution of ^^ kr r^ ^^ kr ^ r^^  ' ...» t, 
c t"^  
r 
is multivariate normal with mean zero and covariance matrix T.^ . 
Proof ; 
irt Without loss of generality we may assume 2^  ~ j=l;2,...p 
and i^jr^  = = rt etc. by normalizing the vector components of Z^  
C^ . So the sequences and Z^  satisfy conditions 2.3.3.6 - 2.3.3.8 
Hence the result follows. 
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Similarly, the limiting distribution of N 1 < k < t-1, 
is multivariate normal with mean zero and variance co variance matrix 2^ . 
Theorem 3.7 
C"'X 
——r is asymptotically distributed as t-1 independent normal 
c 
r 
variables with zero mean and variance covariance matrix and a random 
variable with constant value equal to zero with probability 1. 
Corollary 1; 
(x_'c )(c;x ) 
The asymptotic distribution of A = = is Wishart 
c z 
r 
(t-1, 2^ ) . 
Corollary 2 : 
The asymptotic distribution of R = X 'X - A is Wishart (N-t, 2 ). 
r r r r  z  
Theorem 3.8 
is asymptotically multivariate normally distributed. 
Proof; 
is the sum of (N^ -t) random variables each having identical 
limiting independent Wishart distribution. (Independent by virtue of 
normality, and zero covariance). Hence R^  satisfies the conditions of 
the Lindeberg central limit theorem. 
Let ( .. ., Xp^ ) be the components of X^  . 
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Let 
i R Ri 
I yyr yxr ; 
Rf = I i 
! R R ! 
I xyr xxr j 
where is a scalar, is a (Ixp) vector. 
and R^  is p x p matrix etc, 
A -1 Let g = R R 
r xxr xyr 
Then by theorem 3.4 (Anderson and Cramer) N has limiting asymptotic 
multivariate normal distribution. The expressions and R^  discussed 
here can be shown to be the same as the expressions for treatments and 
residuals respectively obtained from the partitioning of the matrix of 
sums of squares and cross products in the analysis of covariance table 
previously discussed, i.e. T^  + R^  = S^ . Any linear combinations of and 
and any linear combination of the mean vector for treatment group k can be 
shown to satisfy the conditions of theorem 3.5 (Aroian)* Moreover, the 
vector 3^  can be shown to have zero correlation in the limit with the set 
of mean vectors for the different treatment groups. So that the (adjusted) 
estimates of treatment effects 
k^r ~ ^ kr ~ ^ r ^r =^1,2, ..., t, will have asymptotic normal 
distribution. Hence the treatment contrasts, = 0 will have 
unbiased estimates 2^  v/r. with limiting normal distribution having mean 
k—1 " 7 ? 9 
C "  ( i V )  t  a,/ 2 
value 2 v, r, and variance equal to T—rr where a = „ 7 k=l k k r(t-l) r N^ -1 
P/ " ^xyx' WVr' P = "v 
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The total adjusted sum of squares is given by 
V - V Sxxr'' ^xyx = 
The adjusted treatment sum of squares is given by 
A =T + R ' R ~^R - S ' S ~^S 
^^ yyr y^yr xyr xyr xyr xyr xyr xyr 
V = (^ kr - \r «r)' . 
We have the following theorem. 
Theorem 3.9 
CN~1~p) y^yr 
. C —^  5— has asymptotic distribution which is chi-square 
c/Cl-p/) 
with (t-1) degrees of freedom. 
Now from page D - a ^ (1+ ^  ). So A converges to D yyr T^yr yyr yyr 
in probability. We therefore have the following corollary. 
CorolUry: (N_i-p) A 
\r) = (N-1)' X, , 2, = TÂ +Ê~^  asymptotically 
CT^  (1-P^  ) yyr yyr 
distributed as a chi-square variate with t-1 degrees of freedom. 
r^'^ xyr = ^ xyr ^ xxr'^  ^ xyr " % ^«cr ^ r' (Anderson -
Cramer) we have the following theorem. 
Theorem 3.10 
a) /IT" A 
— (g - 3 ) is asymptotically normally distributed 
1) oj (1-P_ ) 
-1 
with mean 0 and variance 2^  
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N A _i 
b) o - 3 )'R O - 3 ) is asymptotically 
A M XI XI JOwxx r t 
(t-Do/ (l-Pp) 
distributed as a chi-square variable with p degrees of freedom 
I (»xyr' "'xyr " ^  ®=cyr" x^xr'^  =xyr' 
probability to 0. 
An approximate test for the null hypothesis for large values of r is 
to reject the hypothesis if X(\) >X t-i(ct) ' tabulated a significance 
level of the chi-square distribution with t-1 degrees of freedom. For large 
values of r this is equivalent to the usual F test, i.e. The usual QIN 
test seems to be appropriate under the randomization model if the general 
conditions discussed previously are satisfied. Similar procedures will 
follow for the other GMN statistics of interest. 
If the response variable and the concomitant variates are related 
such that Lim_^  ^  = p, | p|> e > 0, then the asymptotic power of the 
tests are increased by including the covariates in the model. Also more 
efficient estimates of treatment contrasts are obtained. 
Let A^  , r^" denote their counterparts under the alternative 
hypothesis. If additivity of treatment and response unit effects hold we 
have 
<\or + ^  
" % ^iOr *  ^"^ k 
= S.._ + rS^  + 2Zk ?.. 
lOr 1 
(k) 
yyr Tc 'k ^"k "Or 
xyr" " ^xyr  ^ i^ (=ilr' =i2r' i^pr^ '^ i^  
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,(k) 
= Sxyr + 2% 7% Zr ' xyx 
Ck) 
where is the sum of the covariate vectors in treatment group k and 
Zq  ^ is the sum of the basal responses for treatment group k. 
NOW Sxxr' " =xxr ' \ 
So S ' S  ^S " = s 'S s 
xjT xxr xyr xyr xxr xyr 
and G* = S " - S "* S S " = S - S * S S 
.yyr yyr xyr xxr xyr yyr xyr xxr xyr 
+ 2 r^ hx + ^ ) = (N-l)a/ (l-p/)(l + ô/) , 
2 _ t 2 „ 2, / = E -r/ (r + ) / (N-l)a/ (1-p/) . where ô 
*r 
Lec \ = r £ tj" / cr (l-p_ ) . If X —> \ < QD , then 6^  —> 0. 
T K T T T jT 
If —> X < oo » then 6^  ^ > 0 ' 
2~ SoXç^^ will tend in distribution to a non-central chi-squared variate with 
t - 1  d e g r e e s  o f  f r e e d o m  a n d  n o n - c e n t r a l i t y  X .  
3.6 The Analysis of Covariance in the Randomized Block Design 
In the case of the randomized block design we have a sequence Z^  of 
r blocks each with t basal vector units, i.e., Z^  = [z^ j^ 1 -< i<c r, 
1 < j < t}, r = 1,2,... . Each element z . . = (?^ ?^ ., z^ P., ..., z^ ?^ .) 
— — rxj nj' rij' ' rxj 
is a (p + 1) vector with z^  ^being the response component and (z^ j, ..., 
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a p-vector concomitant which we assume is not affected by the treat-
nj' 
ment protocol. The t treatments are applied at random to the units in 
each block, the randomization in each block being independent. So formally 
let = {z^ l^  4lt' •••' ' ^CTt^  [i=0,l, ..., p; 
r = 1,2,...} be p + 1 sequences of real numbers with each component 
sequence consisting of r blocks, z^ ^^ , of t elements each, i.e., 
Zfj) = (Zfji, Zrjt)' \ = Brl' ' andX^ ^^  = 
be random variables such that the matrix(Y^ .^, X^ ^^ , ..., X^ ?^ ) takes 
on with equal probability each of the tî permutations of the block of 
(p + l)-vector units of Z ., j=l,..., r. Tnen using the y .. as the 
rj rjK 
response variate for the k-th treatment in the j-th block and the X^ ^^  
rjK 
(i=l,..., p) as the corresponding concomitant variâtes, the analysis of 
covariance for the RED is as follows. 
Source >T xy xx 
Blocks + + + 
Treatments ?xx 
Residuals Ryy R^  R^  ^
Total-Blocks Gyy 
where, omitting the first subscript r 
x^y = ^  - =.k)' ¥>'lk - Y.k)/R] " ^ P-vector, 
V = W (^ ik - "i. - ".k + =..)'(yik - ''.k + y..)] 
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and 
G = T + R . The dot indicates the average over the missing 
xy xy xy 
subscript. The other canponents of the analysis of covariance table may 
be obtained by making the obvious substitutions. 
In the randomization model, under the null hypothesis of no differ­
ential treatment effects, = constant. Robinson (1973) has inves­
tigated the analysis of covariance for the case of a single covariate. 
There is no added difficulty or difference in procedure for the case of 
multiple concomitant observations. We shall state some of Robinson's 
results in the following paragraphs. Then we will give the multiple 
covariate generalization of the conditions required on the sequences in 
order that the randomization distribution and tests for various statistics 
may be approximated fairly accurately by their GMN counterparts. We drop 
the subscript r where there is no ambiguity. 
Write 
°yy = (y.j - y.. - (x.j -
r^ ~ ^xy^ xx^ xy ^  ^ yy * 
r^ " ^xi^ xy' ^ r " ^xx^ xy 
- -  ^ S 
rxy r(t-l) xyr 
, = L_ s 
rxx r(t-l) xxr 
, = L_ s 
ryy r(t-l) yyr 
r 2 {y . - y - (x - x ) g 
_ J * J •• *3 •• ^ ® = .-1 
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The adjusted treatment sum of squares is given by 
A = T + R R~^  - G G~^ G yy yy xyxxxy xyxxxy 
The adjusted error sum of squares is given by 
E = R - R R~^  
yy yy xy xx xy 
The ratio of the adjusted means squares for treatment effects and 
(residual) error is given by 
F = 
V (t-i) 
Eyy/ - 1> ' 
and is taken to have an F-distribution with (t-1) and (r-l)(t-l) - 1 
degrees of freedom under GMN conditions. The ratio of the adjusted 
treatment sum of squares and the sum of the adjusted treatment sum 
of squares and the adjusted error sum of squares is given by 
A 
w = —yy 
y^y y^y 
and is taken to have a beta-distribution with parameters p. = (t-1) 
and V = (r-1) (t-1) - 1 under GMN conditions. 
Let aj = - x.)2 , si = - y . 
2 2 2 2 2 
= (a^  / 2 + 9^  / 2 0^ ). Let Q = (q^ )^ be an orthogonal txt matrix 
with the elements of the t-th row having equal values ( = t )^. Let 
U - = Q Y . and V . = QX . , i=l,2, ..., r so that the elements of U . 
JlX ITX ITX ITX 
and are given by 
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"rij r^ik 'rij = Ajk '^ rik ' 
Then we have 
j=l,2,..., t 
Î 1 f 2^  # # , y IT • 
j!l 4j = (^ rik - rri.)' = 4 
and 
I 4j = <='rik - '=ri.)' = «1. • 
"r.j " Yrlj ' Cj = % "rij < ' 
We state Robinson's results in the following theorems. 
Theorem 3.10 (Robinson) 
If —> p as r —> CD with |pj< 1, and if for any e > 0 
2 
 ^—> 0 as r —> 00 , 3.6.1 
|Yii > G 
then the (t-1) pairs (u" - , v ) (j=i, ..., t-1) 
J ^«J 
are asymptotically distributed as (t-1) independent bivariate normal 
variates with zero mean, unit variances and correlation. 
Proof; 
The conditions 3.6.1 icply the conditions of Theorem 2.9 (Cramer) 
(See Robinson (1974).) 
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Theorem 3.11 (Robinson) 
If —> g and —> p as r —> od with (p j < 1 and if for any 
e > 0, 3.6.3 holds, then B is asymptotically distributed as a chi-squared 
variate with t-1 degrees of freedom. 
Theorem 3.12 (Robinson) 
Under conditions 3.6.1, r(t-l) W - B —> 0 in probability and the 
asymptotic distribution of r(t-l)w" is that of a chi-square variate with 
(t-1) degrees of freedom. 
Proof; (See Robinson (1973).) 
By transforming the N( =rt) responses by an NxN orthogonal matrix 
and proceeding in the fashion outlined in the previous section, we can show 
that if conditions 3.6.1 hold, the matrix of residual sum of squares and 
cross products R, may be expressed as the sum of (r-l)(t-l) uncorrelated 
identically distributed random variables, each with limiting multivariate 
normal distributions. So by the Lindeberg central limit theorem R has 
limiting multivariate normal distribution. Let ~ / {(r-l)(t-l)}, 
then by Theorem 3.4 (Anderson-Cramer) and Theorem 3.5 (Aroian) we have 
the following theorem. 
Theorem 3.13 
If conditions 3.6.1 hold, then 
has limiting normal distribution with zero mean and unit variance; 
. v;_j) .... t-D 
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are asymptotically distributed as (t-1) independent standard 
normal variâtes; 
3. -1 -1 (7 D , B, and a A 
ryy yy ryy yy 
each converge in probability to the same chi-square variate with 
t-1 degrees of freedom; 
4. F is asymptotical F-distribution with (t-1) and (r-l)(t-l) - 1 
degrees of freedom. 
Suppose 
'C* 
the values of B, W, a and a__ when y is replaced by y 
ryy rxy rik •' •'nk 
in the corresponding formulae. Let 
/ (1 - Pr) . 
Theorem 3.14 (Robinson) 
IP1< 1, 
> 0, the conditions 3,6,1 holds, then 
If 3^  —> 3 and —> p with jp{< as r —> oo , and if for any 
1, if —> X < CD , B tends in distribution to a non-central chi-
square d variate with t-1 degrees of freedom and non-centrality 
parameter X. 
2, If —> CD , B —> in probability. 
Proof; (See Robinson (1973),) 
Equivalent results under nonnull values of r are routine. For the 
analysis of multiple covariation situation the conditions equivalent to 
3.6.1 are as follows. 
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1. Lim Z = 2 , positive définit^  where Z = S /r(t-l) is 
r —> OD r r 
the covariance matrix of Z 
r 
2 2. For any e > 0 Y- —> 0 as r —> oo , where 
f y l > e  
v2 = 2.a2. and ,2 _ 
3.7 Other Related Work 
In this section we shall give a brief account of some other work 
related to the analysis of covariance from the viewpoint of randomization 
theory. 
Atiqullah (1964) investigated the effects of departures from normality 
and linearity and concluded that the requirement of linearity is quite 
critical for the analysis of covariance. He also claimed that the GMN 
procedure for the analysis of covariance is much less robust than the 
corresponding analysis of variance. Alternative approaches to the GMN 
procedure have been recommended by various workers, in cases where the 
usual assumptions seem to have been violated. One approach is to search 
for a suitable transformation. However, its use in parametric analysis may 
involve obscurities not only with regard to computation but also inter­
pretation. Another approach which is commonly used when there are large 
samples and only two treatments to be compared is to pick out pairs of 
observations in which the values of the concomitant variates are approx­
imately equal or "matched" and then to analyse these by one of the standard 
techniques for paired comparisons. I.J. Bross (1964) developed a test called 
"covast" which examines a dichotomous response variable (dead-alive) in 
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the presence of a (quantitative) covariate (weight). Bross ordered the 
data in ascending value of the covariate and considered the distribution 
of the differences in counts of the number of failures of one treatment 
which followed a success of the other. The conditions required for 
validity of covast were (a) a monotonie response between the response and 
the covariate, and (b) independence of observations. Under the joint null 
hypothesis of no treatment differential effects and irrelevance of the 
covariate, each response has probability equal to .5 of success or failure. 
Bross claims that his procedure guards against spurious effects due to 
the covariate and also detects differences that may be masked by the 
covariate. Several workers have investigated the analysis of covariance 
based on ranks, see for example Puri and Sen (1969) and Quade (1967). The 
rank tests assume that the concomitant variable X has the same distribution 
in each (sub) population of interest. Besides this, the behavior for 
small samples with less than ten observations per group is unknown. 
These are obvious shortcomings. 
3.8 Summary and Conclusions 
We have been investigating some statistics from two commonly used 
GMN statistical designs in the class of comparative experiments under 
randomization theory. We have been concerned with the differences between 
the GMN results and the randomization theory results in the completely 
randomized design and the randomized block design for single response 
variates y in the presence of a concomitant variate X (possibly multi­
variate) . 
Ill 
The validity of the (2® procedures requires that three parametric 
assumptions must be satisfied; 1) under the null hypothesis, of no 
differences between treatment effects, the conditional distribution of 
Y given X is normal with expectation X3, which is linearly dependent on X; 
2 2) Y has variance equal to a I; and 3) the variance of y is independent of 
X. (If the variance is a^ , where Vis not equal to I the Aitkyn procedure 
is to make a linear transformation EY = X^ g" where X" = XT, 3" = T'3 and 
TVT' = I). 
We have shown that under randomization theory, although treatment 
contrasts are estimable in the analysis of covariance, it is not possible 
to obtain from the data an unbiased estimate of their variance. Also, in 
the CRD and EBD, the expectations of mean squares (EMS) for the adjusted 
treatment effects and adjusted error in the analysis of variance are not 
the same under the null hypothesis. 
The technique of weighted randanization by D.R. Cox (1956) produces 
equality in the {EMS}. Also, treatment contrasts are estimable but unbiased 
estimates of their variances cannot be obtained from the analysis of 
variance. 
We have also attempted to investigate the behavior of various 
statistics conditional on the sample units for large sample sizes of 
N = rt. Several authors have considered symmetrical functions, "U" 
statistics, other than the sum of N independent random variables. It is 
known that there are some type of functions max (X), min (X), for example, 
the limiting distribution of which, if they exist, may be non-normal. 
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Also a random variable may converge in probability and hence in 
distribution to a random variable X, where X posesses finite moments 
even though e{x^ } is not defined. If is the mean of N independent 
N(p,,l) random variables, with p.^ 0, it can be shown that E(X^ )^ does not 
exist for any finite N. Yet the limiting distribution of p. (X^  - ji) 
which is N(0, jj. ). Hence the expectation of (X^  - p ) is not defined. 
So, one cannot say that E{jÇ^ } converges to p, So we require that the 
moments of the sequences of order r > 2, should be well behaved in some 
sense, in order to determine that the sequence of expectations differ 
from a given sequence by a specified amount. A further problem may be to 
find a closer asymptotic representation of the distribution functions of 
these statistics, standardized sums, etc., than that provided by the normal 
distribution or alternative ly to estimate the error committed by replacing 
them with the limiting distribution when N is finite although quite large. 
The conditions for convergence discussed in Chapter 2 define different 
patterns of behavior of various sequences of populations, which are 
sufficient to ensure asjTuptotic normality of certain statistics of interest. 
The weakest of these conditions are given in theorems 2.7 and 2.8, That 
is» we require Noether type conditions on the elements of each sequence or 
on the Euclidean norm of each vector element, together with a generalized 
Lindeberg type condition on the inner product of the (vector) elements. 
These conditions are sufficient to ensure that the (matrix) inner product 
of the equiprobable permutations of one (vector) sequence and another (vector) 
sequence will have asymptotic (possibly multivariate) normal distribution. 
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The generalized Lindeberg type conditions may be redundant as it appears 
that they are implied by the two Noether type conditions. However, a 
proof to this claim has not been resolved. 
The conditions given in Chapter 2 are usually met in practice for 
moderately large samples. However, when the sample size is small, the 
problem of bias in the CRD or RBD is of paramount importance. One cannot 
appeal to asymptotic unbiasedness to justify the use of these standard 
procedures in such situations. The errors may not be small enough or 
numerous enough to make the difference between the true distribution 
function of the total error and that of the normal distribution small. 
Thus, the widely accepted theories based on normal law cannot be relied 
on with full confidence and may be considered merely as crude approxima­
tions. 
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4. DESIGNS FOR TREATMENTS APPLIED IN SEQUENCE 
In this chapter we will attempt to examine the statistical properties 
of sane of the more commonly used designs for comparing treatments that 
are applied in sequence, from the viewpoint of randomization. As we shall 
see, the designs are very similar to Latin square designs, so that the 
symmetric properties of the Latin squares (LS) and orthogonal sets of 
Latin squares are usually appealed to in order to justify their wide­
spread use in situations where the errors in the observed responses are 
assumed to have GMN properties. It is standard knowledge that the usual 
GMN theory for the Latin square design gives, under additivity of treat­
ments and units, estimators of treatment contrasts that are unbiased under 
randomization properties for designs with sequences of treatments. 
An important feature of such designs is that is appropriate to 
contemplate the possibility of residual effects, that is an effect in a 
period of the treatment administered in the previous period. This leads 
to a sort of covariance model, surely a 2 part model in which there are 
direct and residual treatment effects. 
We are prompted to examine this because of a partial resemblance to 
the covariance type structure considered in Chapter 3, In the case of the 
completely randomized or randomized block design, we have analysis of 
variance unbiasedness under additivity, but not, as we have seen, with 
the introduction of concomitant variation. We see a similar occurrence 
with change-over designs (cods) with residual effects. 
The chapter consists of 3 parts. In Part 1 we will give some partic­
ulars of the Latin square design, a brief summary of the literature on 
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change-over designs, and a brief account of the randomization theory on 
LS designs which includes a theorem due to Wilk and Kempthome (1957) 
which illustrates quite clearly that the LS designs are biased for non-
additive situations. 
In Part 2 we will first give some required conditions for balance in 
cod's, which exploit the algebiraic features and symmetries of orthogonal 
sets of latin squares, more particularly, incomplete latin squares. Then 
we will try to develop a coherent and detailed examination of the usual 
cod's and extra period cod's which satisfy the criteria of balance. We 
will try to identify the problems and obscurities which are inherent in 
these designs, from the viewpoint of randomization theory, then we define 
or specify our models to include residual effects of the first order. 
We will try to get some understanding of the properties of the usual 
(21N statistics assuming that possible technical errors are absent. From 
the GMN viewpoint our investigations may be considered, essentially, as 
examining the behavior of certain non-centralities in the analysis of 
variance arising from the variation in the experimental units. Neverthe­
less, we intend to show that (1), the models are unsatisfactory if (l.a) 
there are non-additivities between treatment effects and unit effects, 
(l.b) residual treatment effects of various orders, (of which we shall 
only consider the first) are present; and (2), fitting constants for these 
effects does not allow us to obtain from the data that are unbiased with 
respect to randomization estimators of the variance of the associated 
estimates of treatment contrasts. 
Part 3 consists of a resume of the chapter in which we give various 
analysis of variance tables and conclude the chapter with a brief summary 
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and discussion. 
4.1 Latin Square Designs 
A Latin square design of order k is an incomplete three-way layout 
in which three factors, usually denoted by rows, columns and letters, are 
2 3 
each at k levels. Only k of the k possible combinations occur according 
to the following pattern. The levels of the first two factors form a 
square with k rows and k columns. Each level of the third factor (letters) 
occurs once with each level of the first factor (rows) and each level of 
the second factor (columns). We may construct a latin square of any order 
k, by the cyclic permutation of the natural order of the k letters (see 
square 1 below): 
A B C D  A B C D  A B C D  A B C D  
B C D A  B A D C  B D A C  B A D C  
C D A B  C D B A  C A D B  C D A B  
D A B C  D C A B  D C B A  D C B A  
Standard Latin squares of order 4 
If we permute the rows, columns, letters and their roles of a latin 
square the result is obviously again a Latin square. The totality of 
latin squares obtainable in this way from a single square is called a 
transformation set. A canonical form for any kxk latin square called a 
standard square is one in which the letters in the first row and first 
column are arranged in their natural or usual order. From a standard 
square of order k we may obtain kî(k-l)î squares by permuting the k columns 
and (k-1) rows which leave the first row in place. Hence, a transformation 
set contains kî(k-l)î times the number of different standard squares in 
the transformation set. In order to give all squares of order k the same 
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probability of being selected, we may choose a transformation set at random 
with probability proportional to the number of standard squares in the 
set. The conceptual population for the finite model situation using a 
Latin square of order k is obviously determined by the transformation sets 
of Latin squares of order k. 
Two Latin squares of the same order are said to be orthogonal to each 
2 
other if all k combinations of letters taking order into account occur 
2 
exactly once when one square is superimposed on the other. If k = p 
where p is a prime number and m is a positive integer, it can be shown that 
there are k-1 mutually orthogonal latin squares, called MOLS, which form 
a complete set. It has been shown that there is a 1:1 relation between 
a complete set of MOLS and the finite projective geometry PG(2,s) and 
conditions for their existence and construction have been given; see W.L. 
Stevens (1938), R.C. Bose (1938) and Fisher and Yates (1948). Since 
PG(2,s) does not exist for s = 6,14,21,..., etc., MOLS for these orders 
of Latin squares do not exist. A completely orthogonalized Latin square 
of order 4 is given by the following example: 
Latin squares are used quite often where the units are suspected of having 
two major or consistent sources of systematic variation. In change-over 
or cross-over designs for example, where the experimental units receive 
different treatments at different time periods, the subjects are considered 
as one factor and the time periods are considered as another. 
12 3 4 
2 14 3 
3 4 12 
4 3 2 1 
12 3 4 
3 4 12 
4 3 2 1 
2 14 3 
12 3 4 
4 3 2 1 
2 14 3 
3 4 12 
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4.1.1 Designs for Treatments Applied in Sequence in the Literature 
Cochran, Autrey and Cannon (1941), discussed in the introduction, 
gave the design and analysis of a short-time change-over trial. They 
used a set of orthogonal Latin squares in the design for comparing three 
rations. The principal object of the design was to secure accurate 
comparisions of the effects of the rations and unbiased estimates of 
experimental errors. The appropriate statistical analyses were illustrated 
for negligible and non-negligible carry-over effects. 
E.J. Williams (1949 and 1950) gave methods of constructing balanced 
designs for the estimation of direct effects and residual effects or 
pairs of residual effects when there is no trend with periods. He found 
that one could obtain balance with one square for an even number of treat­
ments and with two squares for an odd number of treatments. 
H.D. Patterson (1950) and H. Lucas (1951, independently) have 
examined the method of analysis when constants are fitted for residual 
effects persisting for one period. Their calculations are based on the 
assumption of the independence of the linear, quadratic, etc. contrasts 
for each experimental unit. They have shown that bias exists for adjusted 
2 2 
effects and permanent (adjusted plus carry over) effects. When r 
2 2 
where C7^  , are the linear and quadratic, components of error, 
respectively, the variances and covariances of contrasts of direct effects 
are underestimated. An average correction can be calculated. 
D.R. Cox (1951) gives systematic designs for use when a number of 
treatments are to be compared, one treatment being applied to each of a 
number of equally spaced plots. It is assumed that there is a smooth 
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trend between plots and the error is independent in different plots. The 
designs enable the treatment effects (and the trend) to be estimated 
simply and accurately. 
H.D. Patterson (1951) considered a number of designs and found that 
confounding in factorial arrangements and incomplete block designs could 
be introduced by adaptation of the method of single period experiments. 
D.R. Cox (1952) considered systematic experimental designs for use 
when the residual variation is (1) autocorrelated, (2) formed from a trend 
plus a randan error. 
H.D. Patterson (1952) constructed balanced designs for experiments 
involving sequences of treatments, with the use of finite groups, finite 
fields, abelian groups and combinatories. 
"Extra period Latin square change-over designs" by H.L. Lucas (1957) 
pointed out several interesting points of contrasts between the extra 
period and regular Latin square designs. 
In the former, each treatment is preceded by every other treatment 
as in Latin squares, but in addition each treatment is preceded by itself. 
This renders the one-period residual effects orthogonal, in the least square 
sense, to direct effects. In contrast to the Latin squares, the residual 
effects in the extra period designs are orthogonal to sequences. The 
direct effects are, however, non-orthogonal to experimental units in the 
extra period patterns, but the degree of non-orthogonality "is not great." 
Finally the amount of replication of the residual effects is a little 
greater than in the Latin squares. The reduction in non-orthogonality 
results in a somewhat simpler analysis for the extra period designs than 
for Latin squares. 
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Patterson (1959) considered an extra-period design obtained by-
repeating the treatment pattern of the last period of any design in a 
general class of basic change-over designs. The basic designs are derived 
from Latin squares or incomplete Latin squares and satisfy certain condi-r 
tions of balance which facilitate the estimation of direct and first 
residual effects. Patterson and Lucas (1959) also considered designs in 
incomplete blocks. 
The extra period designs have the useful property that the estimates 
of direct effects are orthogonal, in a least squares sense,to the estimates 
of first-period residual effects. As with basic designs, the estimates of 
error given by the method of fitting constants for direct and residual 
effects are biased. 
W.T. Federer (1964) gave methods for the construction and analysis 
of a class of experimental designs which he called "tied-double-cods." 
These designs involve t treatments in r rows (periods) and c columns 
(sequences - experimental units). In some designs he made use of (orthog­
onal) Latin squares repeating certain rows and columns for special values 
of r (r=tq + 1) and c (c=ts). He gave computing formulae for the estima­
tion of direct treatment effects, residual effects, sums of squares in the 
analysis of variance, etc., when the first period results are omitted 
and when they are included. Grizzle (1965) gave a method for testing 
residual effects in the two period cod, and proceeded conditionally on 
the results. Koch (1972) used a Wilcoxon non-parametric technique for the 
case in which residual effects are assumed to be absent. 
Sharma (1977) also gave methods of constructing designs that permit 
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the estimation of direct effects orthogonal to all other effects when 
residual effects persists for two consecutive periods. Sharma gave 
methods of analysis for the situations where the first period observa­
tions are omitted from the analysis and where they are included. 
Brown (1980) examined the economic feasibility of using the two period 
cod in clinical trials as compared to the completely randomized design. 
He concluded it was uneconomical. 
Under most favorable conditions where residual effects are absent 
and Gauss-Markov conditions hold, these designs may be quite useful. How­
ever, we face major problems and deep obscurities when first and second 
order residual effects persist. For the designs in which direct treatment 
effects are orthogonal, in the least squares sense, to experimental units or 
subject effects, the residual effects are partially confounded with either 
direct treatment effects or subject effects or both. If residual treatment 
effects are orthogonal to the direct effects , the latter will not be 
orthogonal to subject effects. This is because there are no residual 
effects in the first period for the first and second order residual 
treatments, and no effects in the second period for the second and higher 
order residual treatments. Also it is far from clear how we may be able 
to justify or determine the conditions under which the assumptions that 
the linear, quadratic, cubic, ..., etc. contrasts will be independent, 
which is what Patterson (1950, and Lucas (1951) assumed, as mentioned 
earlier. 
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4.1.2 Randomization Theory of the Latin Square Design. 
Suppose additivity (previously defined) of treatments and units applies 
in this situation, that is, there is no interaction between treatments 
and experimental units. If treatment k is applied to the unit in the i-th 
row and j-th column, then the response would be given by 
, i,j,k = 1,2,...,t 4.1.2.1 
With respect to the u^  ^we have the algebraic identity 
u. . = u + (u. - u )+(u.-u ) + (u. .-u. -u.-u ), 
XJ •• % # •• # j •• 1J 1* * J •• 
where u is the general mean, etc., 
u = Z. .u. ./k^  ; u. = Z.u. ./k ; u . = E.u. ./k. 
1] ij 1. J ij .J 1 ij 
And so if additivity holds we will have the Fisher model for the latin 
square design 
 ^+ ?! + Cj + + Cij . 4-1-2.2 
where ji = u 
r. = u - u is the row effect of the i-th row, 
c. = u . - u is the column effect of the j-th column, 
J «J • • 
e. . = u. . - u. - u . + u is the "plot effect" of the plot in 
ij ij X. .] 
the i-th row and j-th column which may be considered as an 
interaction between row i and column j, 
and is the treatment effect for the k-th treatment. 
Since only one treatment occurs on a unit in a given row and column, the 
set of k^  observations is a random subset of the conceptual set 
of all k^  possible treatment unit combinations {x. 1JK 
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If additivity does not hold, the model would have to include treatment 
X row (rr)-. , treatment x column (cr) , and treatment x plot or treatment 
iK JK 
X row X column (rcr). .. interaction terms. In addition to this, if we 
IJK 
think of the experiment as just one outcome of a sequence of repetitions 
under the same conditions (which may be impossible) the response x. .. 1JK 
would differ from this conceptual true response X. by a technical error 
IJK 
T). , due to variability in technique, or error caused by the measuring 
IjK 
instrument of the observer, so that 
*ijk *ijk j^k ' 
where the -q. are regarded as uncorrelated random variables, independent 
1JK 
2 
of the X. , with zero expectation and variance a for every i,j,. So 
1JK 
we will have the situation 
Xijk = ^  + Cj + Crc). . + +  ^ jk %ijk 
4.1 .2 .3  
In the randomization model the expectation of means for treatments, treat­
ment mean squares etc., would be taken over the complete set of latin 
squares of order t. If we assume that treatments on neighboring plots do 
not affect each other and we ignore possible technical errors,then our 
3 
conceptual population would consist of t entities X. , i,j,k=l,...t. 
1JK 
We may then express the model in terms of the following algebraic identity 
X. .. = X + (X, - X ) + (X . - X. ) + (X. . - X. - X . + 
1 J K  • • •  • • •  #  J  *  • • •  1 J  #  1 #  #  #  J  *  
X ) + (X - X. ) + (X - X - X + X ) + (X -
• •• # ••• X«£v # # IV ••• # jfv 
%.j. - %..k + * (%ijk - %i.k - x.jk + x..k - Xij. + %!.. 
+ X . - X ) 
« J # • • • 
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= ^  + fi + c. + + (rT)^ k + (CT).% + , 4.1.2.4 
where we have an obvious correspondence of terms. The usual (summation) 
side conditions on the parameters are seen to hold by definition, i.e., 
^i^i^^j~^^k  ^ ^ i ( ik""^j^jk^^^jk^^i^ 
i^^ i jk^  ^j^ i jk'^ ^^ i jk^ ° 
In any square we will have only t^  observation {y. ..} which form a random 
IJK 
subset of these t^  possible observations {y. } which comprise our popula-
1JK 
tion. 
A more general case of the lAtin square design consists of choosing 
at random t levels from each of three factors, rows, columns and letters, 
say, with R,C,T factors respectively, and combining the levels selected in 
a Latin square. The effect on the expectations of treatment means, mean 
squares, etc., of the presence of non-additivities or interaction terms 
in this situation has been explored by Wilk (1955) and Wilk and Kempthome 
(1955 and 1957). 
In the usual Gauss-Markov Normal situation, we assume an additive 
linear model with no interaction terms; 
"ijk = P + ?! + Cj + + e ijk ' 
or + Z^ r + Z^ c + Z^ r + e , 
2 
where Y is an n(=t ) dimensional vector of observations; r = (r^ ,r2,..., 
r^ )', c = (c^ ,c2,...,c^ )', T = t-dimensional vectors 
denoting the row, column, and letter (treatment) effects respectively, 
satisfying ^ '^ r = Z^ r^  =J^ 'c = = 0; and e is an n-dimensional 
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2 
vector of errors which are uncorrelated with mean zero and variance a , Z^ , 
2 Z^ » and -ire incidence matrices of dimensions t x t, for the row, column 
and treatment effects. The column vectors of each of these incidence 
matrices sum to «5^  and the column subspaces of dimension t-1 orthogonal 
to<9 are orthogonal to each other. The totals for rows, columns and 
n 
treatments are given by 
Ri - 1 - i,2,...,t , 
~ ^ 2j'^  ~ ^ ik^ ijk '  ^~ l,2,...,t , 
" ^3k*^  " ^ij^ ijk '  ^~ l,2,...,t , 
where the summation for T, say, is over the t pairs (i,j) where i and j 
each take on once, each of the values 1,2,...,t for the fixed k according 
2 to the Latin square chosen. The sum of squares due to rows, S„ , columns, 
R 
2 2 2 Sg , treatments (letters), and error are 
= Z.c 2/t - tV 
^ j  j  •  •  •  
V -
2 2 Now under GMN conditions and additivity the ratio F = /(t-1) 4 / 
(t^  - 3t + 2) = (t-2)S^ /^S^  ^will have the F distribution with (t-1) and 
2 (t - 3t +2) degrees of freedom. This means that for squares of order 2, 
3,4, and 5 we will have 0,2,4 and 12 degrees of freedom for error, respec­
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tively. This renders the square of order 2 practically useless. In the 
situation where "rows" and "columns" are used for blocking, the squares of 
order 3 and A must produce a substantial reduction in error over randomized 
blocks or the completely randomized design to counterballance the loss of 
degrees of freedom for error. If the number of treatments to be compared 
is large, the number of units required (t^ ) may be prohibitive. Besides, 
the experimental error per unit may increase with the size of the square. 
Sometimes, in latin square designs of small order, more than one square 
is used in the same experiment. If it is assumed that the treatment 
effects do not vary from square to square or, in other words, the square 
X treatment interaction is negligible,it may be pooled with error. 
If additivity holds, it is easy to show that y  ^  ^ is an unbiased 
estimate of T^ . If interactions are permitted, with the usual side 
conditions we will have, ignoring possible technical errors, 
y..k - y... = Tk + ZljfCrc)!: * + V 
where the summation is over the pairs of (i,j) that occur with k. If 
V = \'r = is any contrast in the then its estimate 
'v = Z^ A^ y  ^will have a bias equal to Z^ X^ w^  . This bias will obviously 
depend on the latin square actually used. Under the randomization model 
situation, where we randomized in selecting the latin square, the bias, 
, may be considered as a unit error with zero expectation denoting 
differences among experimental units from the conceptual population 
generated by the transformation sets. In this situation y ~ 7 
would be an unbiased estimate of t^  . The expectations of mean squares 
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were derived by Wilk and Kempthome (1957) for the ease where the factors 
iriny have Lhrir IrvrTs sampled from a population of lovols. The results 
are presented here in the following theorem which is given without proof. 
Suppose we have three factors ft, C andcT with R, C and T levels 
respectively. And, suppose we have a finite universe of RCT numbers 
(i=l,..., =1, ..., and k = 1, ..., T), associated with the 
RCT possible combinations of the three factors. Let the dot (•) denote 
the mean value over the missing subscripts in the X. * s, so that, for 
I J K  
example, X , =.Z. X. ../RT. 
• J •  X  I L  
Write 
r, = (X, - X  ^; c = (X - X ) ; r. = (X . - X ) ; 
X X #  #  • • •  J  • • •  •  •  •  
(rc)ij = (Xij. - Xi.. - X.j. + X...) ; 
^^ i^k ^  (X-i.k " ^i.. " X..k X...^  ' 
(cf)ij = (X.jk - X.j. - X..k + X...) ; and 
" (*ijk ""^ i.k ~ X.jk X..k " *1]. %i.. X.j. " X,.,) 
and write 
2 -.,..2,,,.. . 2 .(rc),/-" W V = Zi;(rc).^ f^(R-l)(C-l) ; 
r^ct^  = 2 (rcr)^ j^^ /^(R-l)(C-l)(T-l) ; etc. 
i jk 
Theorem 4.1 (Wilk and Kempthome (1957).) 
If, from the set of levels of each of the factors ofR , C and 3" a 
simple random sample of t levels is chosen, and if, from the subset of t 
possible numbers {X^ } associated with the t^  combinations of the selected 1JK 
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levels offtjCjff, a random sample of numbers {XÎ 'is chosen to satisfy 
IJK 
2 the conditions of the latin square design of order t. Then with as 
2 previously defined and MS^  = /(t-1),under the randomization procedure, 
we have the following expectations: 
a) E(S^ ) = (t-l)[c^  + (f+t/(RC))a^ +^aJ^ +(l-t/R)a^ +(l-t/C)a^ +raJ ] 
4.1.2.6 
b) ECgZ) = (t-l)(t-2)[a^ 4fa^ V^^ 4a^ 4o^ ] 4.1.2.7 
where f = (1-l/R - 1/C - l/T). 4.1.2.8 
When R=C=T=twe obtain 
c) E(MS^ ) = a^ +(l-2t"^ )a^ -^tt7^ +^ta^  4.1.2.8 
d) E(MSg) = a^ +(l-3t-^ )cr^ 4^0^ 4^0^ 40^  4.1.2.9 
Proof: See Wilk and Kempthome (1957). 
Using 4.8, 4.9 if there are no interactions of treatments with rows, 
columns and rows by columns, and if there are no residual effects we have 
EMS^  = + taj , 
and 
EMSZ " • 
This is one way of seeing that the LS design is AOV unbiased. 
4.2 The General Balanced Change-Over Design fcod] and Extra Period Design 
In this section we shall attempt to give a critical examination of 
these two types of designs for sequences of treatments. The extra period 
change-over design may be considered essentially as an ordinary change­
over design in which the treatment applied in the final period is repeated 
in an extra period. As in the work of Patterson (1952), Lucas (1957), 
Williams (1949) and others, the plans satisfy certain conditions of balance. 
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In balanced change over designs, designated cod, our plan consists 
of sequences of treatments arranged to form replicate sets of mutually 
orthogonal Latin squares or mois, or incomplete latin squares. Suppose 
we have N experimental units and t treatments to compare in p < t time 
periods. The sequences are assigned at random to the experimental units 
so that the scheme ensures the following conditions of balance; 
1) treatment k is applied to N/t units in each period; 
2) treatment k is applied to each unit at most once; 
3) treatment k and k' occur together in Np(p-l)/t(t-l) units; 
6) treatment k occurs in Np(t-p)/t(t-l) units in which treatment 
k* does not occur; 
5) treatment k immediately precedes treatment K' in K(p-l)/t(t-l) 
units; 
6) treatment k occurs in N(p-l)/t(t-l) of the N/t units in which 
treatment k* occurs in any given period; 
7) treatments k and k* both occur in N(p-l)(p-2)/t(t-l) units in 
periods other than the first; 
8) treatment k occurs in N(p-l)(t-p+l)/t(t-l) units in which treat­
ment k' does not occur, in periods other than the first. 
Conditions 1-4 enable us to derive the expectations under randomiza­
tion of estimates of treatment effects and sums of squares in the cods in 
which residual affects are assumed to be absent. Conditions 5 to 8 are 
included to facilitate the computations of interest in the case where we 
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assume residual effects of the first order. 
4.2.1 Randomization Analysis of the General Balanced COD 
We now examine the general case of balanced cods in which we wish to 
compare the effect of t treatments over p periods, p < t, on N experimental 
units. The material that follows is related to that of Yates (1936) on 
incomplete Latin square experiments. We note that since only one of the 
t treatments can be assigned to an experimental unit in any given period, 
if there are no residual effects from treatments in preceding periods 
we will have a random response of the set of t possible responses on that 
unit at that period. If we assume additivity between treatment, period 
and experimental unit effects we may write the model for the observed 
responses in the form 
\jk = ^  + Si + Pj, + 
Where Y. -, is the observation on the i-th unit in the j-th period to which 
1JK 
treatment k was assigned, a is the general mean, s^  the unit effect, p. 
the period effect, t, the treatment effect and e. . the error. 
 ^ k ij 
In our subsequent investigations of the properties of the balanced 
cods, we shall not consider directly the particular sequences of treatments 
but we will make use of the set of Npt design random variables , 
(i=l, ..., N; j=l, ..., p; k=l, ..., t), which define the experimental plan 
completely and which have the following properties: 
=1 > if the k-th treatment is given to the i-th experimental 
unit in the j-th period, 
= 0 otherwise. 
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PCo^ j* = 1) i/t , 
= 1) = 0 j f j' , 
= 1) = ( / (2) = (N-t)/t^ (N-i) , ifi' 
P(a_ = 1) = l/t • N/c(N-l) = N/t^ (N-i) , ifl' , jfj' , 
= 1) = 0 , k=k* 
PCa^ j^ i^ j,^  = 1) = l/t(t-l) , , k=k* , 
= 1) = N/t^ CN-l) , ifl' , kfk' , 
and 
P(a^ j^ a^ ,j,^  ^ = 1) = (Nt - N - t)/t^ (t-l)(N-l) , ifi' , j#j' , k#k' 
k k k Ic Ic* 
Also we denote the sum j by and we have = Np/t; = 
Ï" k k 2 Np(p-l)/t(t-l) ; and a^ , = Np(Np-t)/t . The expectations of the 
products of the o^ '^s in the brackets given above are clearly equal to the 
associated probabilities. We shall use these expectations to examine 
least square statistics. 
The "Gauss-Markov normal equations (NE) for balanced cods are as follows 
Np( + s + p + ir ) = Y =2 y. 4.2.1.2 
• • • • • • 
N(^  + + pj + T ) = yijk 4.2.1.3 
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pCp, + s. + p ) + Z a.^  T. - Y - E y. A.2.1.A 
1 . 1 K 1 jk 
Mti + P/+ Zi tti - ?. y.jj, A.2.1.5 
where the siimnation is over the occurring combinations of subscripts, 
Let s.=j2=i ' P.= Z Pj and = i ^ ?k ' 
Divide equation A.2.1.2 by N and subtract the result from equation A.'2.1.A 
to obtain p(s.- s } + E. a.^  Cr, - r ) = Y. - A.2.1.6 1 # Kl K • le# & 
Let T, =T, - T , s. = s. - s ,P. = P.-P 
k  k  1 1 .  J  ]  
Divide equation A.2.1.2 by tand subtract the result from equation A.2.1.5 
to obtain  ^T. + Z.a.^  s. = Y . - A.2.1.7 
t  k  1 1 1  .  « k t  
So eliminating (s^  - s ) from equation A.2.1.7 will give us the reduced 
normal equations for the as follows: 
\{ n—1 ^ Vr X k 
4^ -^-k = \.k-p% ^^'k 
or in matrix notation, 
N(p-l)/(t-l) (I - ^  J) r = f" . 
Imposing the non-estimable constraints 
Vr 
Z. s. = 0 = Z T = Z-p. , on the solutions of the NE will enable 
1 1  K  r C  J J 
us to obtain the following estimates of the 's:  
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The reduction in sum of squares due to the ' s is then equal to 
(t-1) y *2 
N(p-l) Vk 
•k •!: i; 
Now T = (T^  , Tg , )' is the right hand side of the reduced NE 
and so may be written as 
T = Z'(I - P )Y 
where Z is the incidence matrix for the treatment effects and P^  is the 
projection operator for the combined column spaces for the incidence 
matrices of periods and subject effects. It is easy to show that P^  
has rank equal tol+N-l+p-l=N+p-l. 
If the variance of Y has the form = a^ ( i^  + bj^ ,), where I^  
is the identity matrix of dimension m x m and J is the m x n matrix 
m,n 
of ones, or if we assume GMN error structure, then the covariance matrix 
for the estimates t = (t^ » ^ , T^ )' would be given by; 
Gov (T) = Gov. (Z'(I-P^ )Y) 
N^ (p-l)^   ^
= (^ "1) 2 
N^ (p-l)^   ^
Now Z'(I - = 2^  (I - i J) . 
We then have the following results; 
2 2 
Var (T^ ) - ~ 4.2.1.10 
2 
Gov ) - N(p-I) 7" 4.2.1.11 
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When p = t we obtain var (r. These are the results 
4.2.1.12 
obtained under GMN assumptions. Also by well known least squares theory 
the analysis of variance would consist of basically 3 independent sums 
of squares, Y'P^ Y, Y'P^ -^x)^  and Y'(I - where P^ , of rank 
(1+p - 1 + N-1) = (N + p - 1), is the projection operator determined by 
the combined column spaces of the incidence matrices for period effects 
and experimental unit effects; a^-iik (t-1), is the projection 
operator determined by the 'reduced' column space of Z, the incidence 
matrix for treatment effects, i.e., ?^ 2-x) ~ ^ z""' Z" = (I - P^ )Z , 
and (I - P^  - Pgi:), of rank (Np - N- p- t + 2), is the remainder 
which corresponds to the error space or residual error. The usual GMN 
tests are then used to make statistical inferences or decisions. 
To consider randomizat ion theory, we shall ignore technical error 
because the contribution of this is the same as under GMN assumptions. 
Under randomization theory, if additivity holds, since the treatment on 
the i-th unit in the j-th period is a random selection of t possible 
treatments, the observed response may be written as u.. + 2. T J X .  .  ,  
XJ K K 1J 
where u^  ^is the response of the i-th experimental unit in the j-th period 
under some basic conditions. So under randomization theory we have the 
following: 
Y. 
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= U + Np T = Np(u + T ) = Npy 
k * ' k 
i.. ="i. " ["i.  ^"i =P5'i.. 
y . = U . .  +  NT = N(u . T r ) = N y . 
•j* " J • « J « « « J« 
The total sum of squares, ID T, is 
("ij "  ^V "ij ) 
=  ^4" "u *  ^ V 
The row sum of squares, RSS, is 
. - T..'' = P V ]' 
" P V^ k'^ A * ^iV"i/u..^ k^ ''l 
The column sum of squares, CSS, is 
NZ.Cy , - y )~ = N2,(u , - u )-
X » J  • •  J  #  J  • •  
The reduced sum of squares for (treatment + error) is TOT - RSS - CSS 
= 2. .(u. . - u - pE.(u. - u )^  - N2,(u. . - u 
1 3  1 3  *  *  1  1  3 * 3  • •  
+ ^  ^ (v' + F :i%. ^k%r- ''Ai"' " 
+ 2Z.Z.Z1 (u . - u ) r. " a. /' - 22.Z,, (u. - u ) r,.- a. X  J K  ij * « K  ij i k i. k i 
- + 2. .(«..- u. - u . + u + G , 4.2.1.13 
t-1  ^k ij ij 1. .J 
where G is equal to the expression given in the last line above. 
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Let u. >• = u. . - u . - u . + u ) 
X J 1J * 1 • J  • •  
" •^ k " p ^ i'^ i "i. " p '^ k-
= 4 -^ k^ i - 5' - - V * :ij':"ij -
- — Z(u. - u )a. 
P 1. . . 1 
So, from the expectations of the design variables we have 
Ed/ - Tj^ /O = - T^.) . and E(G) = 0 . 
Also, 
 ^[#y V' + M) ("ij "if ( 'ij' - 5 ' = 
From Appendix D we have 
"if 4'i'»'  (& ^ij "if' 
So the residual error sum of squares in the analysis of variance is equal to 
i^j \ - (t-l)(M-l)(p-l)) 
= [(N-DCp-l) - (t-l)]/(N-l)(p-l) 
The expected value of the treatment sum of squares is 
ffer ^  ^k'- + Z",/ (t-i)/(N-i)(p-i) 
There are (t-1) degrees of freedom for treatment effects and (N-l)(p-l)-(t-l) 
degrees of freedom for error. Hence the design allows us to obtain estimates 
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of linear contrasts in the treatment effects with the correct expectations. 
Also the analysis of variance gives the same expected mean square under 
randomization for treatment effects as the residual error when there are 
no differential treatment effects. 
Since each treatment is assigned at random to one of the t "letters" 
of the selected plan, the variances of any two and T^ , are the same 
-X 
and the covariance between them is V where V is the common variance. Qt-i; 
•k 
Now we have = 0 
and 
E(V^ ) = . 
So we may obtain unbiased estimates of contrasts in the as well as 
accurate estimates of their variances. Under GMN assumptions. 
and 
Var(T ") = Var (Y - i Z CC-Y. ) = 
2 2 
In the finite model situation if we define to be equal to 2^  ^^ ij" / 
(N-l)Cp-l), we will have the results: 
and cov  ^
These results are similar in form to the ŒN results. For p > 4, for 
any four units indexed by (i, i', I, I*) and any four periods indexed by 
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(j» j*» J, J'), and any two treatments (k,k'), the expectation under 
k k* k' k' 
randanization of the product ; ^i'j' ' ' ^I*J* same in 
Lho balanced incoiiiplcLc cod as in Lhc corresponding cod. The variance oL 
the treatment sum of squares under randomization theory is given by 
where X 1 for the complete cod with p=t periods 
= i 
— for the incomplete cod with p < t periods. 
P 
Hence, the variance of the treatment sum of squares for the cod with p < t 
periods will have the same form as that for the complete cod with a multi-
2 2 plicative factor f, f = t /p . 
Welch (1937) has given an expression for the variance under random­
ization of the ratio of the treatment sum of squares, to the sum of the 
treatment sum of squares and the residual error sum of squares. The result 
is somewhat complicated and is in general cannot be easily related to its 
GMN counterpart. We give this result in Appendix D. 
4.2.2 Change Over Designs in the Presence of First Order Residual 
Effects 
We have seen that with cross-over designs and with any treatments 
having only an additive effect in the period in which it is applied to 
the subject, the ordering GMN theory has a strong justification in terms 
of randomization. Estimated treatment effects are unbiassed and the 
usual analysis of variance is unbiassed with respect to treatments, 
where the population of repetitious is merely the randomization set and 
there are no assumptions about the nature of the subject responses under 
a uniform treatment. 
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This argumentation has additional value in that if one were sampling 
subjects at random, one would expect the subject responses to have a 
2 2 
covariance matrix that is not a I for some a . We can easily envisage 
in this context that there may be serial correlation over the periods 
and also that variance will change with period. 
We now turn to the model in which we assume that treatments have 
direct effects in the period in which they are applied but also have a 
residual effect in the following period. The question we address is the 
validity in randomization terms if the ordinary statistics derived from 
Gauss-Markoff assumptions. 
We now present a development of results already placed in the 
literature by Cochran et al. (1941), Patterson (1950), Lucas (1951), 
Shanna (1977) as necessary background for the randomization analysis 
that follows. 
4.2.3 Least Squares Analysis 
In the standard assumed model, let denote the response on the 
u-th subject to which treatment i is applied in the h-th period and 
treatment j is applied in the preceding period. Then if we assume additi-
vity between period treatment direct, treatment residual, and subject 
effects we will have a model 
'hlju = ^  + Tj + Sy + , 
where (j. is the grand mean, 8^  is the effect of the h-th period, the 
direct effect of treatment i, r^  the residual effect of treatment j,'and 
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is the effect of the u-th subject. 
The matrix form of the model is then given by 
y = + Xg0 + X^ r + X^ r + X ^s + e , 
where % is the N vector of observed responses. The matrices Xg,X^ ,X ,X^  
are incidence matrices of N rows; 9, T, r, s are vectors of effects defined 
above. The element x, ... is the number of times the j-th component of 
V.. yi J 
the corresponding effect appears in the i-th observation and = 0 or 1. 
J* is an N vector of ones, and e_ is an N vector of errors, usually assumed 
to be N(0,cr^ I). 
For example if 9^  , appears in the 5th observation we will have 
X (5,2) = 1 ; Xg (5,j) = 0 jfZ; X^ (5,3) = 1, X^ (5,j) = 0 jf3, etc. 
Designs that are balanced for sequences give the following normal 
equations 
; + p zsi + Vk + Vk ' = ™ 
p U. + ps. + Z, 8, + (2) 
3 u + Z.S . + NS; + % (3A) 
N ^ + Z.S. + N«j + ^  k^k + T Vk = Pj. <3B) 
¥ + V (Zjfj -y Zi'ik = 
"k) * (W + f (Z.e, - ep + (5) 
where 
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w = 1 if direct treatment effect k is applied to subject i , 
= 0 otherwise, 
= 1 if residual treatment effect k occurs on subject i , 
= 0 otherwise. 
-i-ik " ^  : Hence 2.w = —5 î 2. z. 
= N(p-l) 
i^ ik t 
The NE in matrix form are given by the following equations. 
ni 
p4 
n 
N J 
np 
p>'i-
j 
in 
W 
' N(P-1) J 7I 
t t 
w p 
np 
NI_ 
t tp 
lEj-
t t 
w 
N J 
t pt 
m I 
t t 
N(P-1) .a' 
t t 
il 
#7 -
N(P-1) J 
t t 
s 
r 
I 
It 
where 
N is the number of subjects and p the number of periods, 
G is the grand total or sum of all observed responses, 
P is the vector of totals for the respective periods, T, R, S are similarly-
defined for direct treatment effects, residual effects and subject effects, 
respectively, «9^  is the column vector of n ones,  ^is the matrix of 
ones with m rows and n columns, W is a t x N incidence matrix, s*uch that 
w^  ^is the number of times the i-th subject receives the j-th direct 
treatments, i.e. =0 or 1. Z is similarly defined for residual 
effects, D = W S is a t-vector of the total responses of all subjects 
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receiving the respective direct treatments, F = Z S is a t vector of the 
total responses of all subjects receiving the respective residual treat­
ment effects, i.e. the sum of the totals of all subjects receiving the 
respective treatments except in the final period. We note that W and Z, 
hence D and F are random outcomes with properties depending on the 
randomization scheme 
The columns of each of the submatrices X., X , X , X sum to «3 and 
D T r s M 
the sum of the rows of the NE is equal to a constant multiplied by the 
first row. 
It is easily seen that the normal equations 
( X ' X 3  =  X ' y )  h a v e  r a n k  r < l  +  p  +  t  +  t +  N  -  A  
= p + 2t + N- 3 . 
4.2.3.1 The Reduced Normal Equations for r and r 
If we multiply equation 2 by — w and sum over i we will obtain 
P XK 
 ^f + Vik = 
p"ilt ^  ] ' 
Subtracting equation (3A) from (3b) will give us 
«9. - 8^ ) = Î. - - 1 s, r. . 
From equations (5) and (2) we obtain 
Y i=2,...,p 
' - P «i] 
P ^ i^ ik (^1 " "ij pt t Vj'' 
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Also 2. "iK = ^  i Sj  ^Wk- : 
"ik^ik = ' :i "ik Zlk' = 0En : 
Substituting in equations (4) and (5^  ite obtain 
"^ f^k + ÏTEBr} CEkj - r^ ) + i - % (1 - iEzi) ) _SL ieill ZTj 
_ N.(p-1) (1 _ 2:1 )r _ N(p-l)(p-l) 2r = T 
pt t-1 -'^ k pt(t-l) 
i e r - - y. r  -  r + 1 Vr 
I'G' t-1 "^ k t-1 t p(t-l) k^ p(t-l) t J 
" \ • p "k 
A l s o .  r . - r ^ ,  M r .  
- (-m) r, - rr. 
G - PP^  - (p-1) Sr.) = R^  
i.e. -S<El) Eij {(?k - i Zj "t" ' " ('k - 7 Zjfj) 3 p(t 
G 1^ 1 
- *k - FE + -E - F 
The reduced normal equations for T and r are given by the following 
matrix equations 
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i 
N(p-i) : 
t-i ! 
i - ic i  
- - i J) 
A 
T 
A 
, r 
TT - - D 
! P 
I 
R-^ + G 
Pt 
= ( ... ) say. 
R" ' 
The minimum sum of squares for the full model is 
(y-X3 - z Ô)* (y-X3 - z 6) = y'y -t' X'y - 6'Z'y 
= y'y - [P^ (y - Zo) ] ' y - ô'Z'y 
A 
= y'y - y'Pj^ y - ô'Z'(I-P^ )y, where is the projection operator defined 
by X, the matrix of period and subject effects, 3, and Z represents the 
incidence of direct and residual treatment effects ,§. 
Hence the reduction in the sum of squares due to the inclusion of 
r and rr in the least squares fit is given, as in elementary theory, by 
ô'Z'Cl - P^ )y = (r'T" + r'R"') 
It is easy to show that the reduced normal equations have rank 
r = t-1 + t-1 = 2(t-l) 
Impose the non-estimable constraints 
= 0 , = 0 
Then Jr = >5 = Jt 
A set of solutions to the reduced normal equations is then given by 
the solutions to the equations 
where 
F al bl i 
bl cl 
_ N(P-I) 
(t-1) 
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TT 
b = -
T : 
* 
R . 
-
n(P"1) 
p(t-l) 
Let 
A = 
al 
Lbl 
-1 
and assume A has the fors 
Then 
and 
Hence, 
-1 
bl 
and 
Txl 
! 
I 
I 
l^ wl 
ax + bw = 1 
aw + bq = 0 
bx + cw = 0 
bw + cq •= 1 
X = c/(ac - b^ ) 
2 q = a/(ac - b ) 
2 
w = -b/(ac - b ) 
wl 1  
ql 
The solution to the NE are then given by 
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From the reduced normal equations we have 
^ A .. . 
a(r^  - Tj) + b(r^  - r^ ) -
and 
b(r^  - rJ 4 c(r^  - r^ ) = 
Solving, we obtain 
(r. - T .)= 
(ac - b' 
{c(T^ " - T - b(R^ - - Rj")} , 
(r, - r,)= 1 { - b (T " - T.") + a(R " - R ") } . 
i J -y i J  ^ J 
(ac - b ) 
So unbiased estimators of treatment differences and other estimable 
contrasts may be obtained from the solutions of the NE's given above. 
Also from least squares theory we have 
( JÎ-) = Z'( l-P^  )y , 
So var(A"^  ( ^<-)) = A~ Z*(I-Pj^ )V(I-Pj^ A ), where V is the variance of 
y. Suppose V = a^ (I+ J). J is clearly in the column space of the incidence 
matrix for periods and subjects. So P^ J + J , 
—1 
and var(A ( )) 
cl l-bfj fa(I - 1/t J) i b(I - 1/t 
(ac-bf)2 
-bl i i  al b(I - 1/t J) : c(I - 1/ 
J)] r ci ' - bi 1 
[_ - bl I al J 
(ac-b^ jZ 
(ac-b^ ) (I - 1/t J) 
; 
' (ac-b^ )(I - 1/t 
_1 r cl -bl : 
jJL-bl alj 
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2^ r c(I - 1/t J) -b(I - 1/t J) 
- Ô • I 
(ac-b ) -b(I - 1/t J) a(I - 1/t J) 
Hence, under Gauss-Markov assumptions we have the following results: 
var (r^ ) = C(1-1/&) , 
var (ri) = a(l-l/t) , 
 ^^  2 
cov = - a c(l/t) , 
yv 2 
cov = - a a(l/t) , 
cov (^ ,r^ ) = - b(l-l/t) , 
cov r\) = b(i/t) , j ^  i 
2 2 Hence var (r^  - t^ ) = a 2c/(ac - b ) 
/V 2 2 
var (r^  - r.) = a 2a/(ac - b ) 
cov[(Tj^  - Tj), (r^  - r^ .)]= - a 2b/(ac-b^ ) 
4.2.3.2 Time Trends and Serial Correlations 
We shall now apply randomization ideas to situations in which there 
may be serial correlations, trends with time and different variances among 
the responses for the different time periods. 
It is appropriate first to review quickly the work of Patterson 
(1950) and Lucas (1951). Their approach was as follows. Consider a 
vector u* =(u^ , u^ , ..., u^ ) that represents the responses of a unit 
under a standard treatment. Then consider the mean of the elements, the 
linear in time contrast, the quadratic in time contrast and so on. 
Patterson and Lucas assumed that these are independent in the population 
of subjects. This can be represented as follows; 
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Let 
VP 
H (^ 1^* •••' ^ ip) 
" (^ 21' ' ^2p) 
V^,l' ' ' ^pi,p) 
represent the vectors representing the mean, the linear trend, the 
quadratic trend and so on. We may take all of these to be normalized. 
Then if we write 
B = (Bq, B^ , ..., Bp_^ ) 
Patterson and Lucas assumed that if V is the variance matrix of the p-
vector u, then 
Po 
B'VB = diag 
2 
or 
V = BOB' 
Patterson and Lucas were then able to obtain variance formulae, and 
expectations of mean squares of the usual analysis of variance. 
A problem is that the assumption on V cannot be justified. We shall 
consider, first, the conjoining of randomization ideas to the sampling of 
subjects from a population having responses with a variance matrix V. 
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The randomization procedure may be defined by the following random 
variables: 
if subject i receives treatment k in period j 
= 0, otherwise. 
= 1 »  i f  s u b j e c t  i  r e c e i v e s  t r e a t m e n t  k  i n  s o m e  p e r i o d  
= 0, otherwise k = 1, tj i = 1, ...» N 
k k 
a. = Z. a. . , = w as previoiisly defined. 
1* J 1J XK 
k k 
Let 3- . and 3- be similarly defined for the residual effects of treat-ij 1. 
ment k. Then 3- = z. which was previously defined. 
The basic properties of these random variables are given in appendix 
4. Suppose the p-vector of observations y^  = [y^ ,^y^ 2; •••» on the 
i-th experimental unit has variance equal to . Let Q = nQ^ »Q2» •••» 
Q^ ] be an orthogonal matrix of eigenvectors of V such that Q 'VQ = D 
and D is a diagonal matrix of eigenvalues of Y. 
Then we have y^  = QQ'y^ . Also with X» and A.» fixed pxl vectors, 
we have var (k'y\) = \'Q Var (Q'y\) Q*X, 
var 
s;?! 1 
Vi : 
= diag =  o  = 2  
P 
t'QDQ'X = [ X'Q^ , X'Qp] 
4  ! 
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= uSi'u • 
For any two treatments k and k' and any unit, i, say, let 
- 'i. / p - taij - 4! ' p) ' 
p - «u - / p) ' 
X! - \2' •••• ^ ip) 
and 
\- (A.. ., A.- ^ , •••, ) • 
1 XJ 12 ip 
Then in the j-th period the i-th unit has a contribution to Tj^  - T~, 
equal to X .  . y .  ., and a contribution to R," - R, , equal to X? .y. . . So the 
 ^ ij ij k k' ij ij 
contribution of that unit to the covariance matrix of (Tj^  - T^ ,, Rj^  - R^ ,)* 
: r ' 
is : i {Q2Q'a.,0}. 
: XT'  ^  ^
i 1 
Now E(\^ 'Qy)(XT'Q^ ) 
= E ZjZj'QjuQj'ufC Gij^ ij' " ^i/ij* " Bij'°ij Gij^ ij'] 
- ]+4 [^:;i. + - <>:.]] 
Q 4,1^  i+1 11 7" ~ 1 4+1 Q 4iiQ 4 «, 1 < j < p-1 ^ju j+l,U t l^j*#j+l ^ju^j'u t (t-1) 
- F jll'ruC I - ]-# A 'ju 2 ^ J-u • Î 
"f i • %r 
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+ Qj.u [2fEr - 2 ie:!) . ] . 
P 
After simplification we obtain 
Ett-Q„)(X'-Q„) = ^  C ZQjuQj+i.u + (Qiu + 5 Qpu) %ju 
P 
In a similar manner we obtain 
= c - 5 <2 Qj/3 , 
and 
= Cï^  t  ^ (SQju)' 
" ^  V ^ju3 • 
This line of development can be pursued to the point of examining 
the nature of expected mean squares. We shall not do this, however. 
We shall merely note that if Q is such that = p and 02*^ 3» etc. 
correspond to the linear contrasts, quadratic contrasts and so on, then 
The results of Patterson (1950) and Lucas (1951) may then be obtained 
from the expectations given above. However, there seems to be no necessary 
or even plausible reasons why these conditions should be the case. 
4.2.4 Expectations Under Randomization Only 
In the finite additive model situation in which we take account of 
possible technical errors we may write the observation on the i-th subject 
in the j-th period as 
"ij * i^j * ^k'^ ij ^ k' ®ij 
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where we assume the e^  ^are independent of the and are independently 
and identically distributed with zero mean and common variance equal to 
We will then have 
\  ^^ ij "^ k i^j ^ k' ij 
where 
" p f *ij * ^'°^ ij "^ k' i^j k^' ®ij^  
= Zj [o^ j 7% - - %%., ?%,] 
+ j k^' " p ij "k' 
+ Z^ Zj (a^ j " p °^ i ^^ ®ij "ij) 
= KP [ (  i  -  h ' ^ h  '  
-N(p-i) ^ ^ T ï è ï j  " h  '  &fën ) ^k 
- ( —i -I T r + e 
 ^t(t-i) pt(t-i)) Tt* k' T* 
k 
= ® ] 
- N(p-1) [t pc(c_i) - pc(t-l) "^ k- ] * 
\ = % (<j - " "ij) • 
k^ 
Let = 1, ifj=m, 
= 0 , otherwise . 
Then 
V = ^I^J T(9IJ • P ^I " IE "• *IJ) 
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("ij * k^' * 
®i i^ ij "^ k p ®ij '^ k'  ^
+ Sj [Sj^ , S ^ .  C^ j Tjj. - - Z%, T|j, } 
" 5Î 'k' • k k^- - & (^ Ij •" "ij) 
* ^  ^•'''k' c * "il^  
" (^j - ? ®i ' (»ij " "ij) 
= K(p-i) (1+ i_ C£^. 1_( r^.) 
. (•( 1 4. 1 (Zil ^ 
 ^ t(t-l) pt pt (t-1) pt t-1 k 
_ ( i - —i. —L_ - — (P"2) ) 2! T' } + e~ 
 ^t(t-l) pt t-1 pt t-1  ^ k^' ^  k' J Rj^  
where 
k k Now from the properties of the ' s and 3^  ^' s we have 
E(G_ -A-; = 0 = E(G V:) . 
k^ k^ 
Hence 
(^^ k  ^" pt(t-l) "^^ k ~ t "^ k'^  ~ ~ t k^')] ' 
G(*k ^  ~ pt(t-l) - t - l)(r% - 2j^ , - t(?k ~ t ^ '"^ k'^  ' 
E {(pt - t - 1)T^ " - t = A(rj^  - i %k, T%^ ) 
where A = t(p^ t - pt - t - p) 
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E {ptRjç } = A (r% -"2^  ) , 
and 
E {(pt-1) + (pt+t) R^ ) 
= *L Tk " - i (^ k' * ^k')] . 
where B = J§flfy • cCp^ t - pt - p - c) . 
So we have the property that the estimators of direct and residual effects 
given by ordinary least squares are unbiased under randomization. 
ER^ Tk " ^k") " ^k " ^k' ' 
^ = 1  : : R ( r k -  f k '  •  
Since = 0 = , 
we have 
(Tk*.Tk'") = - (i?) "k') ' 
cov (R.;.Rk,') = - var (R^ ") , 
cov (T^  ' ) (t-1) *^ k ^  » 
and var f(T^  ^- + 6(R^ " -
= var (I^ T) + % Var (R%^ ) + Zfg cov (\^ \")} . 
Given the outcome of the randomization, if we assume that the technical 
errors e^  ^have Q® properties, the treatment sum of squares and error 
sum of squares would contain non-centralities in the numerator as well 
as the denominator, which are quadratic forms in the {u^ }^ . Let us 
examine these non-centralities. 
We will ignore the technical errors in our developnents. 
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Let U = Z. . u. ./Np , u. = Z.u. ./p and u . = 2- u. ./N . 
•* 1j IJ !• J IJ «J 1 XJ 
The average of the observations on subject i under the randomization 
model is 
"i. 
The average for period j is 
u .  +  T  +  r  ( 1 - 0 ^ )  ,  
• J • • J 
and the overall average is 
u + T + r (p-l)/p 
Hence the sum of squares eliminating subjects and periods is 
I^J ( "l: - - u.j + u.. ) + - ; *1* ) 
+ (fx - f .  
Now we have 
Zij (Gij - i = Zij ( ^2:21 s.k + Vi" > = , 
i^j (^ ij ~ p ^ i^ )(^ ij ~ p ^ i^  ) ~ -N(p-l)/t(t-l) , 
=ij (9ij - 3 2i*)' = =ij ( + -12 9i*) = ' 
«xi - ? - 5 , 
and 
Put u" = u - U - U + U. ; a = a.^  - a. VP Î 3.^ /P; 
IJ IJ !• .J •• IJ IJ 1 IJ IJ 1 
-A- îV 
 ^ = r - T » and r = r - r . 
k k k k . 
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Another form for the total sum of squares eliminating the sum of squares 
for subjects and periods is 
V ,-2 + r r "2 " - "2 1 
* "t j y Tk'aij'k + Ï 
where (a,b,c) = s(p^ l)r_ _ 1^  1 
(t-1) L-"' p ' pt -J ' 
Now 
•ir i- <- k k 
^k = "k + " + Zij - "i-%i 
Since ZtCa^ j - ^  a^ ) = 0 =  ^0%^  ^, 
then we have 
ic ir i; i; --"k 
^k =^^k * "-"k + Zi] "ij *ij . 
with expectation under randcanization given by 
•k i-\\ =='^ k +'"'k 
Similarly 
V = ^"^k" l^ k' + i^j "ij" Sij" 
with expectation under randomization given by 
< • 
To obtain expectations of mean squares it is convenient to compute 
these under the null hypothesis of no direct or residual effects. The 
actual EMS's are then obtained simply by adjoining the contributions from 
the direct and residual effects. Therefore, let Tq, Rq be the vectors 
T" and R" under the null hypothesis . Then we have 
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= yaV + + 2 [r. {a^  + br/}] , 
«"«" = ' <]' ^ «."V * Vij "ij Bi? t< + <) 
and 
I'"K" = [ (aT*r+ br^ -)(c4 + ] "^  V"=>o" ' 
(^ ''k * "^ K ) •" ^ ij'"ij h j  •" ""^ k )] 
The sum of squares for direct treatments and residual treatment effects 
is then equal to 
2,-1 r "• ~ « -A- -A-» -A--. (ac - b ) {c T T - 2bT R + aR R } 
. «/ " " ~2 -1 r "k ~k-i 
= Sfc C"k •"^ k "^ k + "k ] * 2Z. .u,^  [r^  a. . + S. j 3 
+ (ac - b^ ) •" {cT T - 2bT R + aR R } 
oo oo oo 
Hence the error sum of squares is 
ZTu.Z _(ac _ b^)^{cT"*T " - 251"'R + aR^^R } 
IJ  ^ o o oo oo 
Now if the direct treatment effects are all the same and the residual 
treatment effects are all the same, then the sum of the error sum of 
squares, and the (direct plus residual) treatment sum of squares, T , 
~2 is Z. - u. - , constant. The combined treatment sum of squares, T , is then ij ij yy 
2.-1 r ~ - -, given by (ac - b ) {cT T - 2bT R + aR R }, with expectation equal 
oo oo oo 
,pt^  - pt - p - t^ -1 (t-1) N r 2pt - t - 1 _ ^^ ij "ij "i,j+l 
p^ t ' • • «•-" p': 
Z u 
-  ^ ...2 } • 2 . .U72 ( See Appendix D) . 
 ^ 2. .u. iJ iJ 
1] iJ 
Also, CE^ ) = Dig - Eg (I^ ). 
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Under the null hypothesis, the sum of squares for direct treatment 
effects eliminating residual treatment effects has expectation equal to 
^ C(a= - = 2b i;.e/ 4. - c'^X ] 
= Cac - ^ C 
- 2b Z^ . } . 
Now 
N(p-l)  ^ (c^+bf) _ (p^ t^  + t^  + 1 -2pt^  - 2pt + 2t + t^ ) X pt X p^ t 
c(ac-b^ ) p^ t^ Cpt - t - l)(p^ t - pt - p - t) 
= I + t(2pt - t - 1) , 
(pt - t - DCp^ t - pt - p - t) 
N(p-l) b^  _ pt • p^ t 
c(ac-b^ ) P^ Cpt - t - l)(p^ t - pt - p - t) 
and 
N(p-l) b _ p^ t 
(ac-b ) pCp^ t - pt - p - t) 
So the sum of squares for direct treatment effects eliminating residual 
treatment effects has expectation equal to 
u/j^  + t[(2pt - t - 1) Zu^  ^+ p(t+l)IX 
(p^  ^- pt - p - t)(pt - t - 1) 
2p(pt - t - 1)S u (t-1) 
(p\-pt-p-tKpt-t-i)^' (N-iKp-1) • 
We shall exhibit and discuss these results in section 4.3 where 
they are laid out in analysis of variance tables. 
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4.2.5 Balanced Extra Period Change-Over Designs 
Balanced extra period change over designs may be considered as 
balanced change over designs in which the treatment applied in the p-th 
period is repeated in an extra period the (p+1) period. For example, we 
may have the following sequences: 
Subjects 1 2 3 4 
1 A B C D 
Periods 2 B C D A 
3 C D A B 
4 C D A B 
In these extra period designs, however, the properties of the design random 
variables and 3^  ^} are somewhat different. 
Let = 1 if treatment k is given to the i-th subject in the j-th 
period 
= 0 otherwise, 
and let 3^  ^ = 1 if treatment k is given to the i=th subject in the 
(j-l)-th period, j > 1 , 
= 0 otherwise. 
k P+1 k k P+1 % 
Let a. = Z a. . , and 3- = 2 3- - • Then in addition to the obvious 
1 j=i ij X ij 
k k properties of the {o^ j • s and the  ^• sj the conditions of balance will 
give us the following: 
E(a^ ) = (p+l)/t , 
£(3^ ) = (p)/t 
i^^ i °^ i* N(p-l)(p+2)/t(t-l) 
2^ 3^  3^  = Np(p-l)/t(t-l) 
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= N(p+l)(p-l)/t(t-l) 
Ci = 4 
=1=1 Bij ' 1 2<J<p 
V: = I 
The linear model for the balanced extra period cod with N units, (p+1) 
periods and c treatments is given by 
i^jkk' = ; + =1 + Sj + Tk + r%. + e. 
i—1 f # m # y N, J""l t • • • » P> k 19 •••> t, k 1, •••, t, 
where p. denotes a general mean and s^ , 9^ ., r^ , corresponds to the 
subject, period, direct treatment and residual effects respectively and 
i^jkk* represents the error term. The normal equations are as follows: 
N(p+1) (|i + + pr/(p+l)) = Y , 4.2.5.1 
NPCH-^S. -^(^(9-^) -.r +r = 4.2.5.2 
N(|j. + s +9.+r +(1- ô.^ )r = Y . , j> 1 , 4.2.5.3 
• J • J * J # #  
where 5? = 1 if j = m and ô™ = 0 otherwise. 
(p+1) (u + s. + ep + = Y^  ^ > 4.2.5.4 
^ ( e_ -  ^  + r,) s, = K,, 
4.2.5.6 
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k Let D. = Z.a. Y. ,that is,D. is the sum of all subtotals of the experi-iC 1 % 1  ^
mental units which receive treatment k in some period, and let 
sum of all subtotals of the experimental units which 
receive treatment k in some period other than the first. 
Put s.'-' = s. - s_, = 1% - T. . and r/ = - r_ . 
Divide equation (1) by N and subtract the result from equation (4) to 
obtain 
(p+l) s/ Sj, [T% aj + (7) 
Similarly, we obtain the following: 
T.* + Z. s.* a* + r* = _ y .  ^ (8) 
and 
T; + Z, s/ P," = R, - (v.... - (,) 
If we.eliminate s^  from equations (8) and (9) we will obtain 
^ - (3K) %. CV ^ 3 
" \ - V'- z, a,"" 
" (p+1) \ ' say. 
and 
f ^k" %. Si' «i"' + V  ^T, 
CY - Y 1 k Y 
= R, - -l.. - ^ 2. e." (Y_; --f) 
° \ " (p+1) Vi itpï) \ . say, 
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Simplifying the above equations, we obtain the reduced normal equations 
f(I - i J) 
L 0 
0 
s(i 
t . 
ry 
I 
lr'J 
where (f, g ) = {(p^ t + pt - 2) , (p^ t - p)} N 
t(t-l)(p+l) 
Impose the non-estimable constraints, Jr = 0 = Jr on the solutions 
to obtain 
Ï = T*/f , 
and 
r = R /s . 
The reduction in sum of squares due to r and r is equal to 
T T /f + R R /g . 
Now, under randomization theory and additivity, the observation on the i-
subject in the j-th period may be written as 
"ij  ^ • 
so we have = D. _ + • 
Y. = U , + Nt + N(1 - ô - )r 
• j  • «  . j  «  j  i  
and 
Y - U + N(p+1)t + Np r 
By taking expectations of T and R under randomization we obtain 
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So the design allows us to obtain unbiased estimates of linear contrasts 
in the parameters, r and r . 
As in the case of balanced cod,if the vector of observations on each 
experimental unit has covariance matrix a^ (al + bj), or if we assume the 
usual GMN assumptions, the covariance matrix of the estimate of the 
parameters may be written in the form 
_2 
cov 
/t 
r 
where 
and 
r V .  
1 = 1/f 
w = 1/g 
'q(i - J) 
0 w(I -
S o  
Var (Tk - = 2 ^  
and 
Var (r. r ) = 2a^ /g 
A 
covar (r, - r. ,)(r - r ) = 0 
Let u.. = U../N(p+1) = u^ /^N(p+l) , 
Ui = /(p+1) = Z. u^ j/(p+l). 
and u . = U ./N 
•J '] 
— Z. u. ./N. 
J  i J  
Then T " = f(r. - T ) + 2. . u. . a. U. /(p+1) 
K K • Ij Ij ij 11 !• 
and «k* = - r.) + 2^  ^u. . D. yCp^ -l) 
- u /t(p+l) + u /t , 
• • # 1 
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where (f, g) = N(p^ c + pt - 2, p^ t - p)/t(t-l)(p+l) . From the properties 
of the a.^  • s and 3A 's, we have 2. - u. - a.^  - S- U. a^ /(p+l) = 
xj ij 1J J^  ^j -l- . -I-
- U,.) 3 
= 2- Xu. . - u. - u - + u )Ca^ - - a^ /(p+l) } 
X J  X j  X  ,  #  J  • •  ^  J  
Similarly, 
£ij ujj 9,5 - S 
= 2. . (u. . - u )0 - 3^ /(p+l) ) , 
1 J  X J  X .  X j  X  
and 2j^ j (u j - u..)(3ij - 3i/Cp+l) ) 
= I "o - ".i) - ##ï) ".j ' ï!#!) - -f 
Hence 
2. - u- , 3,^ . - 2 U. 3? / (p+1) - U /(p+1) + U /t 
X J  X J  X J  X  •  X  •  •  * x  
k k 
2. . (u. . - u - u + u )(3 - 3./(p+1) ) 
X J  X J  X  #  # J  • •  X J  X  
Put uS. = (u_ - u- ^  = ("^ k " ""P ' ""k" " • 
Then Tj^ " = f(T^ ) + h(r^ *) + 2^  ^u^ *^ - a^ /(p+l)} 
and = hCrp + g(r^ J) + 2. . u-^  {3-^  - g//(p+l) } 
The sum of squares eliminating periods and units is 
( "i: + =k "ij '^k ®ij - ^ i./CP+W - Y.j/N + Ï./N(p+1) f 
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le le 
From Che properties of the • s and  ^ » s, we have the following 
= %:£ (#i) + ^ 2) = "p/": ' 
- 3?y(p+i))(a. j '  - a^ k'/(p+i) ) = -
= - N(p+2)(p-l)/t(t-l)(p+l) , 
i^j (^ ij* - 2i^ /(P+l) = Np^ /t(p+l) , 
(e^ j - aJ'/Cc+D) 3^ '^/(P+i)) = - Np(p-i)/t(t-i)(p+i) , 
ZLjCCijk -  a î ^ / ( p + l ) ) ( 3 . -  3 ^ ^ / ( p + i )  =  0  ,  
ZL-Ca^ j* - / (p+l) - g^ '^/6+i) ) = 0 . So h = 0. 
Put uj = Cu. . - u.^  - . + u , r^ ' = T% - T. , rj^ "-' = - r, , 
= a.k _ a.k/cp+i) , e.]k = e..k _ e.k/(p+i) . 
Then the sum of squares eliminating subjects and periods is 
:ij  ^ \s" <' "if" "i/ "k" 
Now 
r2 V  ^*2 ,  ^ -A- *k 
T f = T. V + f Zk fk + 2f Vij "ij ^ k\j' . 
and 
~ " 2 "2  ^^ •• *"  ^~k 
 ^  ^ *0 * G +26 "ij \ 3ij 
So the residual sum of squares is equal to 
*2 ~' ", *, 
Zlj "ij - /f - Ro % /S . 
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From A ppendix D we have 
and 
h«^ - (N^  ^ • 
We give the expectations of the various mean squares under randomization 
for the extra period cod in Table 3. 
4.3 Summary 
4.3.1 Expectations of Mean Squares 
In this section we summarize the expectations of mean squares under 
ramdomization for the various models discussed. We shall ignore technical 
errors except for the case of the Latin square design. In the possible 
analysis of variance tables we are interested only in the mean squares 
for a) the direct treatment ignoring residual treatments, b) the residual 
treatments eliminating direct treatments, c) remainder, and in the mean 
squares for the alternative ordering. We give the expectations of these 
means squares in 4 tables. 
In Table 1 we give for comparison purposes the expectations of mean 
squares (ENS's) for a Latin square design with absence of residual effects. 
In Tables 2a, 2b, and 3, we give results for situations in which residual 
effects of the first order are present and additivity of treatment effects 
(direct and residual) and unit effects hold. Tables 2a and 2b give 
EMS*s for the general balanced cod and Table 4 gives EMS's for the extra 
period cod. The notations used in this section are the same as in the 
preceding sections unless otherwise specified. 
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Table 1. The Latin, square: non-additivity and technical errors, with 
factor levels sampled from populations of levels 
Source EMS 
Treatments "l * <^ 0 *  ^"Lt " I "4 
" <1 - Hz 
2 7 7 7 7 
Error a+a + a +a +a 
e rc ret rt ct 
is the variance of the technical errors. 
EMS (treatment) - EMS (error) 
" A ' B°ct) + • 
" - E - i - ï) 
See theorem 4.1. 
Table 2a. The balanced cod with residual effects (ignoring technical error) 
Source EMS 
Direct Trt. ign. 1  ^~2 N(p-l) ^   ^ 1 2^ 
Res. (N-lKp-1) ^  "ij + 4k (Tk - F =k ) 
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Table 2b. The balanced cod with residual effects ignoring technical errors 
Source EMS 
Res. after dir. 
trt. 
N(p-l) . (p t-pt-p-t) „ ^-2  ^ 1_ 
ct-iy 2^  Vk • (N-l)(p-l) 
2. 
• I Vii i.M - 4^ 'i"2 3) 
Res. ign. dir. 
trt. 
cT (r~-- + Ï • 
p V (N-l)(p-l) (pt-t-l) 
Dir. trt. after 
res. 
N(p-l) . (p t-pt-p-t) i-2 1 
(c-l)Z (p^ t-pt-p) (N-l)(p-l) 
9^ {z, ,u. ; + 
(p^ t-pt-p-t)(pt-p-i) 
[(2pt-t-l)Z\jU^ j + p(t+l) + 2p(pt-t-l) ."2 
* i^j"ij''i,j+l^ ^^  
Residual error 1 ry *2 P tCt-1) 
(N-l)(p-l) ij xj (p2t_pt-p-t)(Np-ii-p-2t+3) 
[ (pt+p+2t) ^  .y-2 , 2 ^  
p^ t 
2. -u. . + — Z. .u. .u. . _ ij XJ P ij ij i,J+l 
(t+1) 
t 
169 
Table 3. The extra period cod (ignoring technical errors) 
Source 
Dir. trt. 
Res. trt. 
EMS 
[ZijU'il + PC(P+1) Zi"lp"i.p+l] ] 
+0^ [Zifîj * M) 
^-9 
Residual Error  ^ {2. .uTi -(N-l)p L ^ ij"ij (Np-p-2t+2) 
(t-1) . r r(t+l) 
L If 
-Cpt-i) 
(pZc+pt-2) ' " 
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From the tables above, it is clear that the designs are biassed. To 
get some idea of the nature of these results let us make the following 
simplifying assumptions. 
For a given N assume 
•A-2 2 2 1) Z-u. . = Na . = Na , that is the variances of the unit responses 
1 ij .J .1 
in each period is the same, 
2) S-u? .u. /NC7 -CT . = p .  =  p  , constant, i.e. the correlation 
.J . 
coefficient between observations in successive periods is constant. 
Case 1: The ordinary cod. 
Under these assumptions we have 
v f T  / r   ^- r 9 + (pC + P + 2t - p(t+l) + 2t(p-l)-Pi?) -1 (t-1) 
« VV(p\ - Pt - P - t) •'CN-DCP-D 
If p and t are large, (which is not likely in practice) , we will have 
E r ) = 2(t-l) 
G I G Y  ^ (N-l)(p-l) 
which is the result under GMN theory. The relative bias is then equal to 
t(2 + (p-1) p) 
(p^ t - pt - p - t) 
If P is very small or equal to zero the relative bias is positive and 
2 
approximately equal to 2/p . If P is positive, as it approaches 1 in 
magnitude, the relative bias is positive and increases to 
t(p+l) = 1 ^ 
(p^ t - pt - p - t)  ^
When p is negative the relative bias is negative, for P > 2 /(p-1). 
The bias approaches 
-t(p-3) _ _1 
, 2 N ~ P ' (p t - pt - p - t) 
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Case 2: The extra period cod. 
•^2 For the extra period design, if we make assumptions that the 
are the same for all j=l, p+1, we obtain the result 
= 0% Zij 
If p and t are assumed to be large, we will obtain the result 
Zlj "ij"' 
and the relative bias is then equal to 
2(1 + ptp) 
2 (p t + pt - 2) 
When p = 0 the relative bias is positive and equal to 
2/(p^ t + pt - 2) . 
When p is positive the relative bias is positive and approaches 
2(1 + pt) _ 2 
(p^ t + pt - 2)  ^
as p approaches 1. 
When p is negative with magnitude greater than 1/pt, the bias is 
negative. The bias approaches 
- - » » -i 
(P t + pt - 1)  ^
as p approaches -1. 
4.3.2 Conclusions 
In this chapter of the thesis, we have examined the analysis of 
designs for sequences of treatments from the viewpoint of randomization 
analysis. The essential idea was to examine the behavior of the ordinary 
statistics that come from Gauss-Markoff linear models under randomization. 
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Some of the literature on treatments applied in sequence has attempted 
to make experimental inference on the fitting of trend lines, orthogonal 
polynomials, auto-regressive models as well as treatment parameters. 
These are essentially the same as covariances which suffer from the 
defect that an assumption relating the response to the concomitant variable 
is necessary. 
There are two aspects of experimental inference. The first is to 
form an opinion of the behavior with repetitions of the experiment with 
the same experimental units. We are facing a problem here since experimen­
tal units can be used only once. The second is to extend the inference to 
some population or experimental material of interest. There are deep 
obscurities in such an extension based on our experiment. For in assuming 
that the material of interest is like our own, or that our simple model 
specifications are adequate for the new material of interest, the unwary 
experimenter may be tempted to overlook the obvious fact that many new 
difficulties arise in experimentation with live animals and human beings 
than, say, in agricultural experimentation. Applying multiple treatments 
or taking multiple measurements on the same subject will, in general, 
lead to departures of assumptions of statistical independence of errors 
residuals and additivity of treatment effects. Psychological interference 
due to the awareness of the novel or disruptive nature of the experiment, 
interaction of the history of the subject and treatment, time of measure­
ment, test and treatment carry-over effects, interaction of test carry­
over and treatment effects are possible sources of bias. Also when more 
than one treatment is administered consecutively to the same subject it 
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may be difficult to ascertain the cause of the experimental results or 
to generalize results to settings in which only one treatment is present. 
In the additive model, if the possibility of residual effects can be 
ignored, accurate comparisons of treatment effects can be obtained from 
change-over trials. Residual effects are, however, frequently very 
important. If they are ignored, the resulting comparisons of treatment 
effects are likely to be erroneous and misleading. In this thesis we 
have shown that fitting constants for these residual effects does not 
remove all the difficulties, for we will still be faced with the problems 
of biasedness, in our estimates of error variance, and reduced accuracy of 
estimated direct and total effects. The variance of treatment contrasts 
are not in general estimable. Under certain simplifying assumptions the 
sign and magnitude of the differences (bias) in the expectations of the 
mean square for treatment effects (direct and residual) and error mean 
square depend on the sign and magnitude of the 'average* correlation 
coefficient between responses in continguous or successive periods. In 
many experiments of the class, agricultural field experiments, say, the 
correlation coefficients will usually be positive. Furthermore, it is 
unlikely that the cod would be used for large values of p, the number of 
periods and t, the number of treatments, so the fact that biases are 
0(p ^ ) is not useful. 
We have seen that there are major obscurities in the properties of 
the class of change-over or switch-over designs. Any inference based on 
their use is at best quite suspect. 
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5. APPENDIX A 
ORDER IN PROBABILITY 
In this section we shall present some results in large sample statist­
ical theory which we need to determine the asymptotic behavior of some 
statistics of interest. We use the concepts of order in magnitude as 
used in real analysis and order in probability which were introduced by 
Mann and Wald (1943). Essentially all of this appendix has been abstracted 
from Fuller (1976). 
Let {a^ } n=l,2,... be a sequence of real numbers and {r^ } n=l,2,... 
be a sequence of positive real numbers. 
Definition; We say a is of smaller order than r^ , which we write as 
% = "(V 
a 
if lim — = 0. 
n-XD n 
Definition: We say a is at most of order r 
— — n  n  
if for some finite real positive number M 
a 
< M for all n. 
r — 
n 
Let [b^ ] be sequences of real numbers. Let {r^ } and {s^ } be 
sequences of positive real numbers. 
Lemma A .1: 
1) If a = o(r ) and b = o(s ), then i a i  ^= o(r^ ) for p > 0, 
n n n n i nl 
And a + b = o(max f r , s }). 
n n n n 
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2) If =0(rj and =0(s^ ), then a^ b^  = O(r^ s^ ) 
! a^ jP = 0(r^ )^ for p> 0 
a + b = 0(max {r , s }) 
n n  ^n n 
3) If a = o(r ) and b =0(s ) then a b = o(r s ). 
n n n n nn nn 
Definition; The sequence of random variables converges in probability 
to the random variable X and we write 
plim = X 
or 
X P X 
n -> 
if for every e > 0 and 6 > 0 there exists an N such that for n > N 
p { 1 x^ - x| > e } < Ô 
or alternatively we write 
lira p f :x - xi > e} = 0. 
n-> 0» " I 
Let be a sequence of random variables and {r^ J a sequence of 
positive real numbers. 
Definition; We say that X.^  is of smaller order in probability than r^  
and write 
Xn = °p(rn) 
X 
if plim — = 0. 
n 
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Definition: We say that is at most of order in probability r^  and 
write 
if for every e > 0, there exists a positive real number and an 
such that 
f [ ! Xn 12: "e f.] 2 « 
for all n > Ng . 
Definition: If X is a k-dimensional random variable with elements X . 
n nj 
j=l,2, p and is a sequence of positive numbers, is said to be 
at most of order in probability r and we write X =0 (r 
n n p n 
every e > 0, there exists a positive real number M and an N such 
that 
r  C  !  X j n :  j = l , 2 , . . . , k  
for all n > . 
We say that X^  is of smaller order in probability than r^  if for every 
e > 0 and 6 > 0 there exists an N such that for n > N 
P £ j X j > s r^^ < Ô , j—1,2,. •. ,k 
Order in probability is similarly defined for a random matrix X^  in 
terms of the elements X. . and r . ijn n 
Lemma A .2: 
Let X^, i=l,2,...,n be k dimensional random variables. Then for 
every e > 0 
n 
F { S X .  > S } <  S P f j x .  > 1 }  i=l ij - - i=i  ^1 i| - n 
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Lemma A.3 :  
Let X be a k dimensional random variable such that 
n 
plim X— Xj, j=l,2;...,k 
where X . is the j-th element of X . Then, for k fixed jn n 
plim X = X 
n 
Theorem A .1 (Chebychev's inequality) 
Let r > 0, let X be a random variable such that E ( J X | '") < ® 
Then for every e > 0 and A < oo , 
p { 1 x - a|> e } < E [I X ^  aT} 
Corollary: 
Let be a sequence of random variables and [a^ ] a sequence of 
2 2 positive real numbers such that E {X^  } ~0(a^  ). 
Then X — O (a ) «
n p n 
Proof: 
Since E [x^  } =()(a^  ) there exists an M,such that 
E {X^ }^ < for all n. 
By the Tchebychev's inequality for any Mg, > 0 
E [X„^ } 
f [ I Xnl 2: < -T^ 
"2 
Hence given e > 0, choose e  ^
m 2 a 2 
Then P£ X^  > a^ } < _L_JL e = e 
^1 ^ 
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Definition; For r >.l the sequence of random variables is said to 
converge in r-th mean if E {| < for all n and E {J - X^ j -> 0 
as n ->0D and m -> œ . If {X. } converges to X in r-th mean, we denote this 
n 
by writing X^  X. 
Theorem A .2 
Let {X^ l be a sequence of random variables with finite r-th moments. 
If there exists a random variable X such that X -5» X, then X X. 
n 
Theorem A .3 
Let {X^ } be a sequence of real valued k-dimensional random variables 
such that plim X^  = X. Let g(x) be a function mapping the real k-
dimensional vector x into a real p-dimensional space. Let g(x) be continuous. 
Then 
plim g(X^ ) = g(X) 
Mann and Wald (1943) demonstrated that the algebra of the arithmetic 
order relationship extends to order in probability. 
Theorem A .4 
Let {x^ } be a sequence of k-dimensional random variables with elements 
[Xj^ ; j=l,2,...,k}, and let {r^ } be a sequence of k-dimensional vectors 
with positive real elements j-l,2,...,k} such that 
X^n=Op(r^^) j=l,2,...,t 
j^n ~ °p(fjn) j=t+l, t+2, ...» k 
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Let g (x ) be a sequence of measurable functions on the k-dimensional 
n n 
Euclidean space and let be a sequence of positive real numbers. Let 
{a^ } be a non- random sequence of k-dimensional vectors so that 
whenever a^  ^=0(rj^ ) j=l,2,...,t 
a = o(r ) j=t+l, t+2,...,k. jn jn 
Then VV = 
Proof; (See Fuller (1976).) 
If we replace g^ (a^  ^=0(s^ ) 
by g, (a ) = o(s ) 
n n n 
We may replace 
Corollary: 
Let be a sequence of scalar random variables such that 
X  =  a +  0 ( r )  w h e r e  r  - >  0 .  I f  g ( x )  i s  a  f u n c t i o n  w i t h  s  c o n t i n u o u s  
n p n n 
derivatives at x = a, then g(X ) = g(a) + g^ (^a)(x -a) + ... + , 
ri 1% # 
^^ (a)(x^ -a)® ^  + Op(r^ )^,where g^ \^a) is the j-th derivative of g(x) 
evaluated at x = a. (See Fuller (1976).) 
If X = a +0 (r ) is replaced by X =a + o(r), then the remainder 
n p n n p n 
Op(r^ ®) is replaced by ©^ (r^ )^. 
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Convergence in Distribution.; 
Definition: Given a sequence of random variables with distribution 
functions is said to converge in distribution to the random 
variable X with distribution function F, and we write 
X  ^X 
n 
if lim F = F at every continuity point of F. 
n-> CD  ^
Theorem A .5 
If Him I X^  - y j = 0 
and X^  ^X , 
then y ^  X . 
n 
Corollary; 
If gLim X^  = X , 
L 
then S -> X . 
n 
Corollary; 
If gCX) is a continuous function except on a set D with probability 
measure 0 and 
plim X^  = X , 
L 
then g(X^ ) > g(X) . 
Proof ; (See Fuller (1976).) 
Theorem A.6 
Let [X^ l be a sequence of random variables such that F^  is the distri­
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bution function of X and let X be a random variable with distribution 
n 
function F. 
If -> F, at all continuity points of F, 
then J* gdF^  -> J gdF 
for every bounded continuous function g. 
Theorem A.7 (Multivariate Central Limit Theorem) 
Let F^  denote the joint distribution function of the k-dimensional 
random variables (X^ ^^  ^ 2n' k^n^ * . Let F be the joint 
distribution function of the k-dimensional random variable (X^ , X^ , . 
Let F, be the distribution function of the linear function 
An 
k 
Z X.X. 
i=l  ^
Then the necessary and sufficient condition that F -> F is that 
n 
F^  ^-> F^  for each arbitrary vector •••» 
[We obtained this theorem statement from Rao (1965).3 
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6. APPENDIX B 
NORMS AND SPECTRAL RADII OF MATRICES 
The concepts of vector norms and spectral radii of matrices play an 
important role in iterative or approximating methods in numerical analysis. 
It is often of interest to compare two vectors by their length and likewise 
it may be convenient to compare two matrices by some measure or norm. 
Furthermore, the norm of a given matrix quite often gives information on the 
rate of convergence of functions of that, matrix. 
The results given below are given in standard texts (See Varga (1962)) 
and are stated without proof. They are properties of matrices in the N 
dimensional vector space over the field of complex numbers and hence apply 
to the N dimensional vector space over the field of real numbers which it 
contains. 
Let C^  be the n dimensional vector space over the field of complex 
X 
numbers C of column vectors X, where the vector X, its transpose X and 
its conjugate transpose X are denoted by 
1 X, 
X = 
. ''n j 
where x^ , x^ , .x^  are complex numbers, and x^  is the complex conjugate 
T ^ 
of X. . Clearly if X is real we will have X = X . 
Definition; Let X be a (column) vector of C^  . Then 
n 
11x11 = (X"X)^  = ( s |x |2) 
i=l ' 
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is the Euclidean norm (or length) of X . The following results are well-
known. 
Theorems.1 ' 
If X and y are vectors of R^ , then 
[|x|| >0 with equality when x = 
If a is a scalar, then 
||coc|| = jal • l|x|| , 
[|X + YH<|1X|1 + iiYii . 
If we have an infinite sequence x , x of vectors of . We say 
that this sequence converges to a vector X of R^  if 
(k) 
lim X. = X., 1 < j < n , 
k-><D  ^  ^
fk") 
where x^  and x^  are respectively, the j-th components of the vectors 
x^ ^^  and X. Similarly, an infinite series Z (y)^  of vectors in R^  is 
k=0 
said to converge to a vector Y of R^  if 
^ (Jr") 
lim 2y. =y. 1 < j < n . 
n ->(D k=l  ^  ^
T Let A = Then the transpose of A, A = (a^ )^ 
Definition; Let A = (a.^ ) be an nxn real matrix with eigenvalues 
X-.l < i< n . Then i) — — 
p (A) = max I X. I 
1 < i < n 
is the spectral radius of the matrix A. 
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Definition: If A (a^ j) is an nxn real matrix, then 
1141 = Xjto I 
Axll 
w 
is the spectral norm of the matrix A. Also, H All = sup ((ax(| 
1141 = 1 
Theorem B.2 
If A and B are two nxn matrices, then j| Aj| >0 unless A= 0, the 
null matrix. If a is a scalar, 
l(aAl| = [ a |  • 1|a|| 
1[A + B1|< KAII + \\b\\ 
11a  • B|1< 1\a | (  - i iBi i  
Moreover, 
< llMl • H"!! 
for all vectors X, and there exists a non-zero vector Y in R for which 
llA Y1i = tlMl • IMI • 
Theorem B.3 
If a = (&^j) is an nxn real matrix, then 
i j a h  =  ( p c a ?  a ) ) %  
Corollary; 
If A is an nxn real symmetric matrix, then \lAjj = p(A). Moreover, 
if gp(x) is any real polynomial of degree p in x, then 
|jSp«)|l = (g (A)). 
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Definition; Let A be an nxn real matrix. Then A^  is convergent to zero 
2 3 if the sequence of matrices. A, A , A , converges to the null matrix 0, 
and is divergent otherwise. 
Theorem B.4 
If A is an nxn real matrix, then A^  is convergent if and only if 
p(A) < 1. 
If A is any real matrix with components a^ ,^ a^ »^ •••» let 
Then p (A) < \\a|\  ^and p (A) < ]|A]{^  
Theorem B.5 
If M is an arbitrary real nxn matrix with p(M) <1, then I - M is 
non-singular and (I -M) ^ = 1 + M +M^  + ..., the series on the right 
converging. Conversely, if the series on the right converges, then 
P(M) < 1. 
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7. APPENDIX C 
DESIGN RANDOM VARIABLES 
In Chapter 3 of this thesis we introduced the design random variables 
for the completely randomized design, which is 1 if the j-th 
replicate of treatment k occurs or unit i and zero otherwise. We saw 
in Chapter 3 that we become involved only in sums over j of . 
So it is useful to define 
and to use the properties of these which we now exposit. 
. 1 if treatment k falls on unit i 
0, otherwise , 
P(ôJ = X)=| = i , 
and for any s+p different units and any two treatments k and k' we have 
. k .k -k* 
P(ô^ l^  ... 
We shall use the properties of these variables to calculate the first 
two moments under randomization of the residual sum of squares and cross 
products in the analysis of variance table. 
Throughout this appendix, all expectations are with respect to 
randomization. Also without loss of generality we may assume = 0 
V f A / r 1 ^ ••• \s+p) = = 
iJ [s+p^  
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Let Q, = 2^  ( Z? 5% x )(% 6^  y.) 
k=l i=l 1 1 j=l j J 
= % 4 Vi " %j \ 4 
Then 
E CQj,) = yz, X. y, E^a.b + zj X. y. E^C6^ 6^)) 
= t rXi yj^ • i - t ZSti y. i • 
«U =  ^ 0 : 4  "i «i + Zij ''i 'j 4 4 
+ 2ù(. X. y. (X. y. + x. y.) ôj 6^ 
* 4lj4 *i "j ] 
* Zij <4 4 * Vi''/P 4 4 
+ Cx^ y^ y^  + 4 4 
•*• C^ ij °j 
* ^ j ;( Wf ^ °j J^l 
* VjVm «1 4 4' f} 
It is easy to show that 
s: G\ Ln W 
Sn. 
M 
CM 
H- pr 
o> i_i. pr 
o> 
o> 
M 
C M  H" 
O> 
Lu. X" 
o> 
W X 
CM 
te» 5^  
T M 
2; 
ri, 
% \_y 
N> 
% 
tz; 
I M 
w /-N 
s 
w 
% 
S! 
g 
ri, 
4> 
7 
y-N 
h I 
ro 
N) 
rt 
r~\ 
rt 
I 
M 
r~\ 
V 
M 
Oi 
H' 
O) 
o> 
+ 
N 
M 
/-\ 
O» 
H" pr 
CM 
Lu. X 
CM 
N 
H"r, 
M 
O 
H' 
o> 
o» 
2! 
/-\ g 
•L 
w /-\ tz: 
ri, V/ 
25 
Ni 
w 
M 
M 
A 
2 
N) 
7 
% 
\_/ 
N 
V 
+ 
rt 
-^N 
rt 
I 
25 /-\ 
!z! 
I 
M 
1 
% 
M M Vw/ 
M 
o> 
H' ?r 
o 
w. ?r 
M /-\ C» 
H-
o> 
M o» 01 
H* 
Ç» 
w 
o» 
H' ^  
en 
Lu, ?r 
/-N 
1 
g 
2: 
I 
•A 
M 
1 
{> 
M 
I 
M 
m 
rt 
II 
 ^M 
tn /-N 
O H» ^  
II 
rt 
r t | M  
II 
I 
8* 
|g 
î? 
N M 
CD 
II 
K 
W 
0^  
I 
m 
X 
X 
N 
X H- N 
W 
N) 
M*, Il MSI M 
H-^  X H' N T X
 
Z
 X H- N 
X, Lu. N H'T' H' W 
X L-i. Lu. 
Lu. 
Il 
1 M 1 H 
1 
H 
0 H 0 0 
H 0 0 0 
; 
00 CO 
W (A 
M tsJ N) 
M O (A 
O 
M 
(/) 
N to 
189 
r(r-l)(r-2)(r-3) , . r(r-l) r(r-l) 
N(N-l)(N-2)(N-3)  ^  ^ N(N-l)(N-2)(N-3) ' 
(r-l) {(r-2)(r-3) + (N-r)(r-l)} 
(N-l)(N-2)(N-3) 
Then 
var = Ea(Qii) -
"'S - ( #5: Sll ' 
where W is obtained from the expectations of the products of {ô^  } given 
above; and is the following 
1 
W = 
Hence 
A (r-l) 
(N-1) 
(r-l)/(N-l) 
0 (r-l) + (N-r) 
(N-1) (N-1) 
0 (r-l)(r-2) 
(N-l)(N-2) 
(r-l)(4(r-2) + 2(N-r))/(N-l)(N-2) 
1 (r-l) {(r-2)(r-3) + (N-r)(r-l)}/(N-l)(N-2)(N-3) 
var (Qii) = AS^ o + CS,, 
J 
where 
 ^-2(Nr(r-l)(t-l) 
(N-l)(N-2)(N-3) ' 
 ^r(t-l)(r-l)(N-2) 
(N-l)(N-2)(N-3) ' 
„ _ r(t-l)(r-l)(N^ -3N+A) 
B 
(N-1) (N-2)(N-3) 
If = x^ , we will have 
Var (Q20) = 2r(t-l)(r-l)(N -3N-<-3) g 2 _ 2Nr(r-l)(t-l) 
(N-1) (N-2)(N-3) 20 (N-l)(N-2)(N-3) "^ 40 
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From symmetrical considerations 
Cov (Qii. Q20) = A $20 + CSjj 
When = Xj, we have Var CQjg^  ' A + CS^ g . 
" "U' QZ.) = '31 • 
«20 '02 = % CS, 4h 4 
 ^C^ x^ y.y. + 2y2x.x.] 6^ 6^ +J^  (x^ y.y^  + ?-%]%,) 6*6^ 6% 
+ ^  2Xiyi=jyj»i6j +  ^^  
so that 
Cov (Q20 Q02) = \ ^0 %2^  - ( R ) ^20 ^ 02 
= ® Sll' * =20 =02 * CS22 
When = x^  , we have Var (Q^ )^ = (A + B) + CS^  ^
Herp C = -2Nr(t-l)(r-l) 
G, ^  (N-l)(N-2)(N-3) ' 
_ (r-1) , (N-r) _ r (r-l)(r-2) (r-l)(N-r) i 
N-1 N-I ~ ^  (N-l)(N-2) (N-l)(N-2) 
(r-l)(r-2)(r-3) + (N-r)(r-l)^  _ (N-r)^   ^ 2r(t-l)(r-l) 
(N-l)(N-2)(N-3) (N-1)^  (N-l)^ (N-2)(N-3) 
and 
 ^_ 2r(t-l)(N^ -3N+3) 2r(t-l)(r-l) _ 2r(t-l)(r-l) 
(N-l)^ (N-2)(N-3) (N-l)^ (N-2)(N-3) (N-l)(N-3) 
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Hence, Gov (Qgg, 
-, 1^1 2^0 ^ 02 "^ 22 
2r(t-lXr I (n-X)(N-3) (N.i)2(H_2)(N_3) ' (N-l)(N-2)CN-3) 
S O  we have E g ( R ^ )  = C ^  ^  ' 
and Var (R^ ) = Var (Q2q) 
r 
_ 2(r-l)Ct-l)(S^-3N+3) ^20 r N(N-l) ^40 -, 
r(N-2)CN-3) • (0.1)2 I - (^2.3^^3, ^^^2 •» ' 
The coefficient of variation, CV(R^ ) , of is 
£ 2(r-l)(t-l)CN^ -3N+3) _ N(N-l) 4^0 
r(N-2)(N-3)(N-t)^  -3N+3) S^ q 
For large N under the general conditions given in Chapter 2, Noether 
conditions, say 
• -> 0 
n-xd 
The coefficient of variation is then approximately ^ 2(t-l) . The implica-
N 
tion of this result is that for N sufficiently large we may consider the 
ratio, to be approximately constant and hence equal to 1. 
x^x 
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8. APPENDIX D 
CALCULATIONS FOR CODS 
The randomization procedure for cods is associated with the design 
random variables (i=l, •••> N; j=l, ...» p; k=l, t) which were 
introduced in Chapter 4. The a^ j's were defined as follows: 
 ^if the k-th treatment was given to the 
i-th experimental unit in the j-th period, 
1.0 otherwise. 
We now introduce a concomitant set of random variables (i=l, •••» 
Nj j=l, p; k=l, t), such that 
"1 if the first order residual effect of the 
k-th treatment occurs in period j for the 
pk _  ^ i-th experimental unit, 
ij 
otherwise. 
We define of = Z. a^ . , 0^  = S - . 
1 J ij 1 J 1] 
If we assume that k#k', and i^ i* then the basic properties of these 
random variables are as follows. 
= 1, = 0 for all i and k, 
2% = 1 for 2 > 1 
= 1) = 7 
p(aj aj". = 1) = 0 = P(af, , = i) 
1J ^ J J ^ J 
PCttij = 1) = t(t-i) 
PCaJ. aj, .. = 1) = "2^  
(N-1) 
N 
t^ (N-l) 
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k k' _ , > _ (Nt-N-t) 
and P(a. . a., -, - 1) - —s 
 ^J t^ <N-l)(N-l) 
The combinations of the 3^  ^*s have identical probabilities as their counter­
parts in the O-^ 's except for j=l in which case the probabilities are all 
zero. The expectations of the combinations are clearly equal to their 
probabilities. 
Also we have 
B i j ,  =  1 )  ^  f t  '  =  j + i  
\.0 , otherwise 
p(aj = 1) = ^  , j' = j + 1 < p. 
 ^^  t^ (N-l) 
P(a^ . =1) = 0 , for j' = j + 1 
P(a^  3^ ; = 1) = » ifj'fj+l, and j'=j 
 ^^  t^ (t-l)(N-l) 
PC&ii #4,:, = 1) ~ ~2^  » j' = j+1 
 ^ t^ (N-l) 
k k 
The other products of the a^ j's and s have identical properties as 
k* k' the corresponding products obtained by substituting for 3^ ,j, • 
In the change over design plan, let u^  ^be the response of the i-th experi­
mental unit in the j-th period under seme basal conditions. 
Let u,« i^j '^ ij ^  j—lf2,..«,p j 
"i. = "ij / p ' 
".j = "ij / " ' 
and let zf., denote Z.Z.. 11' 1 1'f1 
Then if we write u. . for (u. . - u. - u . + u..) ij ij 1. .] 
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we will have the following algebraic results. 
2. u. . = 0 = 2. u. . 
1 ij J ij 
"ij "^ i^ jj' "ij "ij' f^ii' "ij "i'j i^i' "ij " 
•it 
We omit the ~ from u. . in what follows. ij 
Let 
o^'^ o i^j "ii (^ ij " °^ i i^i "ij ^ i^* i* " 
= ::ij "L ':k 
+ Gij^ ij' 
+ "ij"i'j ha Gij^ i'j 
i^i'^ jj*"ij"i* °^ i/i'j' 
Taking note of the special properties of the and the u^ .^ we 
need only consider the cases where j* = j+1 for the first expressions in 
the summands. The other expression will cancel each other. 
o^'^ o ^  ^ i ^ j<p "i,A,j+A^ '^ i,j ^i,j+l ^  
E(To'Bo) = ZiZj<%fi,j"i,j+lfl +0* -
N 
(N=ï) ^ij ^ i,j"i,j+l ' 
Replacing the g^ '^s by the corresponding G^ '^s in the summands for T^ 'R^  
we obtain 
= v^ ij "ij (Kij - %i/p)]2 
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 ^ "ij "i'j ^  °i'j) 
i^i* ^ jj*"ij "i'j' °i'j') 
So E(T'T ) =2. . u? . {1 "(N - t - N)/t(N - 1)} 
xj ij 
 ^ 2. . u? . (N-l) nj ij 
Ic Ic 
We note that with the summation 2%^ , , when ji occur in 
ic its summand neither j nor j* can take the value 1 replacing the 's by 
the corresponding 3. .'s in the summand above for 'R^  we obtain ii' ij 
E(B.'Ko) = ^  1] IJ 1] 
= (#:i) Zij "ij - - (K - t -2N)/t(N-l)} 
= (kyC 
The variance for *1^  is rather complicated. An expression for it 
was obtained by Welch (1937) for complete cod's under additivity. 
Let D = u^ j , F = (Z^ j uj^ )^  , 
G = u2j)2 + 2.(2^  u2j)2] , 
and H = z/ (2^  u^  ^%j) 
Then Var (T •T ) 
o o 
= {-  ^ [ 2N^ (N-1)D + (N^  -AN^  + 2N^  + 6N - 6)F 
(N-l)(N-2) (N-3) 
- 2N(N^  - 3N + 3)G - 2(N^  -6N + 6)H] 
2 ®kk' r- 2 2_ 2 
+ — =• [2N (N-l)nD + 2(2N - 6N +3)F 
{N(N-l)(N-2)(N-3) 
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- 2N(N-1)(N^  - 3N + 3)G + 2(N^  - 6N^  + 13N^  - 12N + 6)H] 
where for any square 9^ , is the number of rows in which treatment k and 
k* occur in the same columns in reverse sequence. (See Welch (1937>) 
8.1 Calculations for Extra Period cods 
In the extra period designs we have p+1 periods instead of p and the 
treatments in the p-th period is repeated. 
k k 
We use design random variables a.nd £3^ j} as in the ordinary 
cods. The properties of these random variables are identical in certain 
combinations for the two designs, but quite different in others. For our 
purposes we note the following changes. 
= 1 
pfCiLp *i.p+i = " = ' 
pCcti^p^l 3^,^ - 1) - CN-t)/t CN-1) , 
•> 
For the extra period cod let Tq  ' R q  denote the expression corresponding 
to Tq'Ro in the ordinary cod just described. 
Then the only changes in the symmetry to affect the form of the results 
come from the first expression in the first and third summands when j=j'=p+l. 
So T o o ~ TwITT i t i+i t,+i ^ ^4 tn+t (N-1) ij i,j i,j+l i i,p+l ii' i,p+l i',p+l t(N-l) 
N ? (E. . u. . u. + E. uf (N-1) ^ ij i,j i,j+l 1 i,p+l^  
Similarly, the first expressions in the second and fourth summands when 
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-JE JU j=p and j'=p+l, etc. give us the relevant changes for Tq 'T© 
So E(T^ 'T&)= (N^ ^Ij "ij ^i "i,p "i,p+l " "i,p "l',p+l t(N-l) 
^ (Z. . u?. + 22. u. u. .-) (N-1) ij ij i i,p i,p+l 
Aso, R "'R " has the same form as R 'R and so 
= Zi "il ) • 
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9. APPENDIX E 
A MONTE CARLO SIMULATION OF THE ANALYSIS OF COVARIANCE 
In this section we give the results of a small Monte Carlo study in 
which the usual analysis of covariance model with GMN assumptions, 
ï^k = w + "i + Ck + + ®lk 
is fitted to the following two situations: 
1) u. = ax. + e. 
1 11
and 
2) u^  = axf , 
where {u^ ] is the set of basal responses, {x^ } is the set of conconitant 
observations and {e^ } is a set of random errors. 
We investigated 2 examples of 10 different data sets, for each 
situation. Each data set consisted of 10 units, {(x^ ,u^ ) , i = 1, 2, ..., 
lO}, which were arranged into 2(treatment) groups of five units each. For 
each data set we obtained the mean values and variances, under randomization 
and the null hypothesis of no treatment differences, of the following 
statistics: 
a) the slope 
9 = \y ' 
b) the adjusted treatment difference 
cti - = (y.i - y.z) - (%.i - x.z) » ' 
c) the ratio (F) of mean squares of the adjusted sum of squares 
for treatments and the adjusted sum of squares for error 
199a 
and 
d) the ratio (beta) of the adjusted sum of squares for treat­
ments and the sun of the adjusted sum of squares for treat­
ments and the adjusted sum of squares for error 
w . — 
A + E yy yy 
The mean values and variances of these four statistics under the 
usual ©IN assumptions are as follows: 
E(3) = 3 ; Var (3) = a^ (l-p^ )R^  ; 
«= Vit- ' • 
and, under the null hypothesis 
 ^; ""'"m-.' = ' 
E(W) = E[beta(m,n)] = 
and 
Var(W) = Var[beta(m;n)] = 
(m+n) (ia+n+2) 
where m = t-1 and n = N-t-p . 
We derived approximations to the means and variances, under 
randomization, of these statistics in section 3.3 of this thesis. 
A. 
These approximations, except for the variance of 3 , were shown to have 
the same limiting values as the corresponding means and variances under 
GMN assumptions and the null hypothesis. The approximation to the 
variajice of 3 under randomization was shown to be much smaller than the 
199b 
 ^ Ct-1) 
GMN variance of g, their ratio being approximately equal to 
for large values of N. 
We obtained Che percentage frequencies, over the different randomiza­
tion plan for each set, with which the GMN critical values at the 10%, 
5%, 2.5% and 1% levels for the last three statistics were exceeded. 
In examples 2 and 4 the concomitant values {x^ , i = 1, ...» 10} were 
{+ 4.5, + 3.5, + 2.5, + 1.5, + 0.5} . In examples 1 and 3 we altered the 
X values given above by adding pseudo random N(0,1) random variables 
£e^ , i = 1, ..., 10} to obtain xC = x^  + e^  . The {e^ } were generated 
by the IMSL package GGNPM with initial seed value equal to 47361. Also 
for each of examples 3 and 4 in which u^  = 5x^  + e^  an additional 10 
pseudo random N(0,1) "errors" [e^ , i = 1, ..., 10} were generated by the 
IMSL package. 
The mean and variance, under GMN assumptions, of the mean squares 
ratio (F-ratio) and also the ratio, W (beta) of the adjusted suns of 
squares are denoted by E and Var respectively. They have the same values 
in each of the four examples. The mean, under the null hypothesis, of 
the adjusted treatment difference is zero for both the GMN and randomi­
zation models. We give the mean value over all plans in a set, of the 
absolute value of the difference, | . In each set the usual GMN 
estimates of the variances of the estimators of the slope and the 
adjusted treatment difference vary from plan to plan. We indicate the 
average of these, under all randomization plans, by GMVAR, and the actual 
variances, under randomization, by RDVAR. 
The results of the Monte Carlo simulations show that the mean and 
variance of the ratio W (beta) and the mean of the F-ratio are about the 
199 c 
same for both models, but the variance of the F-ratio, under randomi­
zation, varies by a factor between .46 and 3.42 relative to its variance 
under (2® assumptions. The average value of the estimator of the slope, 
over all plans, is given for each data set. The actual value is given 
with the corresponding data set. The variance of the estimator of the 
slope varies by a factor between .074 and .150 relative to its variance 
under GMN assumptions. This agrees rather well with the theoretical 
factor of 1/9 for the intermediate value of N(=10). The results also 
show that the GMN 10% critical values for the beta ratio, F-ratio and 
treatment difference are exceeded with frequencies between 7.9% and 
12.7%. But the lower percentage points may be exceeded with frequencies 
having factors quite different than the postulated GMN values. So our 
conclusion is that, for small or intermediate values of N, the use of 
the usual QIN assumptions in the analysis of covariance situation, is 
at best valid only as a very crude approximation and may lead to quite 
misleading and incorrect results. 
MONTE CARLC SIMULATION dF ANOCOVA l 
1 0  U N I T S  ? >  T R E A T M F M T S  U  -  X * X  
G M N  P F 5 U L T S :  E ( U E T A )  = 0 . 1 2 5 0  V A R ( B C T A )  = 0 . 0 2 1 9  E ( F )  = 1 . 4 0 0 0  V A » J ( F )  = 7 . 8 4 0 0  
M l ' A N S  A N D  V A R I A N C E S  U N O C W  R A N D O M I Z A T I O N  
D E  T A  R A T H l  F - R A T I O  S L O P E  W D V A R  G M V A R  |ri-T2| R D V A n  G M V A R  
0 .  1 2 1  0 ,  0 2  J  1 . 4  1 5  9 . 7 6 4  1  .  6 = > 8  0 . 1 0 7  1 .  1 9 4  3  . 5 5 7  2 4 . 2 5 2  4 0 . 3 0 9  
0 .  1 2 2  0 ,  0  2 3  1  . 4 5 7  1 1 . 3 8 4  —  0  .  3 6 e  0 . 1 1 0  1  .  0 4 3  3  . 4 4 8  2 6 . 4 5 3  4 1 . 3 4 6  
0 .  !  1  9  0 ,  1 2 0  1 . 2 3 9  3 . 5 9 5  —  1  •  4 0 4  0  .  0 9 8  1  .  2 6 2  3  . 8 4 4  2 6 . 0 0 4  4 6 . 3 5 9  
0 .  1 2 5  0 .  0 2 5  1  .  4 0 3  8 . 7 6 7  - 0 .  0 5 2  0 . 1 0 7  0 .  7 8 0  2  . 3 5 6  2 7 . 2 1 2  3 3 . 4 5 8  
0 .  l  2 2  0 .  0 2 4  l  . 6 2 0  2 6 , 8  1 8  -  1  .  0 6  3  0 . 0 7 1  0 .  7 5 5  1  . 8 9 4  1 4 . 7 4 1  1 9 . 9 1 2  
0 ,  1 2 4  0 .  0 2 4  l  . 5 0 0  1 1 . 7 7 5  0 .  4 0 1  0 . 1 1 0  0 .  7 1 3  2  . 2  1 2  1 9 . 9 2 7  2 4 . 9 2 2  
0 .  1 . ^ 0  0 .  0 2  1  1  . 3 0 0  5 .  1  5 b  0 .  3 0 2  0 . 0 5 0  0 .  7 5 3  l  . 7 6 5  1 1 . 8 4 8  1 6 . 8 8 8  
0 .  1 2 0  0 .  0 2  l  l . S l f  2 0 . 7 0 1  0 .  1 2 4  0 . 1 3 2  1 .  1 0 1  3  . 3 0 7  1 9 . 2 9 4  3 2 . 2 1 5  
0 ,  1 2  1  0 .  0 2 2  l  .  3 7 5  7 , 7 7 5  0 .  5 7 2  0 . 1 0 3  1 .  2 0 0  1  . 9 1 5  3 9 . 3 2 4  4 7 . 3 3 8  
0 .  1 2 0  0 .  0  2  1  1  .  3 0 6  5 , 4 4 3  —  0  .  5 8 9  0 . 1 0 9  1 .  4 6 9  0  . 9 0 4  5 1 . 9 1 0  5 9 . 3 1 2  
N) 
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P E R C E N T A G E  E X C E E D I N G  G M N  C R I T I C A L  V A L U E S  A T  1 0 % ,  b X .  2 . 5 % ,  A N D  I X  
R E T A  R A T I O  F  R A T I O  T N T .  D I F F .  
1 0 . 3  5 . 6  2 , 4  0 . 8  1 0 , 3  5 . 6  2 . 4  0 . 8  1 0 . 3  5 . 6  2 . 4  0 . 8  
1 1 , 1  4 , 0  2 . 4  1  , 6  1 1 , 1  4 . 0  2 . 4  1 . 6  1 1 . 1  4 . 0  2 . 4  l  . 6  
A , 7  4 . 0  1 . 6  0  ,  0  8 , 7  4 . 0  1 . 6  0 . 0  8 . 7  4 . 0  1  . 6  0 . 0  
7 . 9  6 . 3  5 , 6  1  . 6  7 , 9  6 . 3  5 . 6  1  . 6  7 . 9  6 . 3  5 . 6  1  . 6  
1 2 . 7  4 . 8  2 . 4  0 . 8  1 2 . 7  4 . 8  2 . 4  0 . 8  1 2 . 7  4 , 6  2 . 4  0 . 8  
1 0 . 3  3 . 2  3 , 2  3 , 2  1 0 , 3  3 . 2  3 . 2  3 .  2  1 0 . 3  3 . 2  3 . 2  3 . 2  
7 . 9  5 , 6  2 . 4  1  . 6  7 . 9  5 . 6  2 . 4  1  . 6  7 . 9  5 . 6  2 . 4  1  . 6  
7 . 9  4 , 8  2 . 4  0 . 0  7 , 9  4 . 8  2 . 4  0 . 8  7 . 9  4 . 8  2 . 4  0 .  m  
9 . 5  4 , 0  2 . 4  0 . 0  9 . 5  4 . 0  2 . 4  0 . 8  9 . 5  4 . 0  2 . 4  0 . 8  
1 1 , 1  4 , 0  1  . 6  0 , 8  1 1 , 1  4 . 0  1 . 6  c
e 
.
 
o
 1 1 . 1  4 . 0  1 . 6  0 . 0  
MONTE CARLO SIMULATION OF ANOCOVA 1 U = X»X 
X  —  4  0 0 7  - 2 . 7 6 2  - 2  1 7 1  -  1  0 9 6  - 0 . 0 2 9  
Y  1  6  0 5 9  7 . 6 2 9  4  7 1 5  1  2 0 1  0 . 0 0 1  
S L  1  6 4 8  
X  - 5  1 7 7  -  3 . 8 6 8  - H  1  3 8  -  1  5 5 2  0 . 7 0 8  
Y  2 6  8 0 0  !  4 . 4 6 5  4  / 8  9  2  4  0 9  0 . 5 0 1  
S L  - 0  3 5 4  
X  - 5  8 2 0  - i . 5 ? a  -a 9 8 0  -  1  7 7 1  - 0 . 6 7 1  
Y  8 7 t >  1 2 . 4 4 5  3  H B  1  3  1  3 6  0 . 4 5 0  
S L  - l  3 9 1  
X  - 4  5 1 0  — 3 . 6 4 9  - 3  r 2 8  - 0  3 4 7  - 3 . 2 9 8  
Y  2 0  3 4  4  1 3 . 3 1 6  l  3  8 9 8  0  1 2 1  1  0 . 8 7 8  
S L  - 0  0 6 2  
X  —  4  3  3 2  - 3 . 6 1 1  - 3  4 3 3  -  1  1 8 9  - 0 . 0 7 7  
Y  l  f l  7 6 0  1 3 . 0 3 9  1  1  7 8 6  1  4 1  3  0 . 0 0 6  
S L  -  1  0 6 6  
X - 3  9 6 4  - 3 . 6 S 0  1 0 0  - 2  0 7 4  - 2 . 7 1 7  
Y  1 5  7 1 7  1 3 . 5 4 5  4  4 1 2  4  3 0 ?  7 . 3 8 1  
S L  0  4 7 0  
X  - 3  4 2 ?  - 2 . 4 7 7  - 2  «23 - 1  1  1 9  0 . 9 0 0  
Y  1  1  7 4 7  6 . 1 3 6  7  9 6 9  1  2 5 1  0 . 8 0 9  
S L  0  2 9 1  
X  - 4  7 2 3  - 1 . 6 8 7  -  1  l  2 0  - 0  7 2 8  0 . 2 9 3  
Y  ? 2  3 0 3  2 . 0 4 6  1  2 5 3  0  5 3 0  0 . 0 8 9  
S L  0  1 5 5  
X  -3 9 2 0  - 4 ,  1 2 8  - 2  n i  2  0  1 6 5  1 . 4 5 3  
Y  1  5  4  3 4  l 7 , 0 4 2  7  9 0  9  0  0 2 7  2 . 1  1 2  
S L  0  5 7 0  
X - . 3  9 6  1  - 5 . 3 7 4  - 0  8 9 1  - 3  5 5 3  - 0 . 0 4 8  
Y  1 5  6 8 6  2 8 . 6 7 6  0  7 9 3  1  2  6 2 4  0 . 0 0 2  
S L  - 0  5 9 3  
10 DATA SETS 
0 .  l  7 4  
0 * 0 3 0  
0 . 6 0 9  
0 . 3 7 1  
1  . 0 3  3  
I  . 0 6 7  
O . O ^ l  
0.000 
1.1 15 
1 . 2 4 4  
0 . 0 9 6  
0 . 0 0 9  
0 . 9 H I  
0 . 9 6 2  
1 . 4 9 6  
2 . 2 3 9  
0 . 4 4  /  
0 . 1 % 9  
0.116 
0 . 0  1 4  
1 . 2 1 7  
1  . 4 8 0  
2 .188  
4 . 7 8 9  
1  . 0 0 9  
1  . 0 1 9  
2 . 7 0 0  
7 . 7 2 8  
-0.801 
0 . 6 4 1  
0 . 9 5 3  
0 . 9 0 7  
- 0 . 3 8 1  
0 . 1 4 5  
4 . 0 6 6  
1 6 . 5 2 9  
3 . 9 0 2  
1 5 . 2 2 4  
1  . 2 4  1  
1  . 5 4 1  
1  . 9 8 3  
3 . 9 3 3  
3 . 3 2 8  
1 1 . 0 7 4  
2 . 4 6 9  
6 . 0 9 5  
1  . 5 1 8  
2 . 3 0 5  
2 . 8 3 0  
8.008 
2 . 3 1 9  
5 . 3 7 6  
2 . 1 9 5  
4 . 8 1 6  
3 . 5 2 6  
1 2 . 4 3 2  
2 . 8 0 7  
7 . 8 7 7  
2 . 1 3 3  
4 . 5 5 0  
5 . 2 0 3  
2 7 . 0 6 9  
4 . 1 8 7  
1 9 . 2 4 8  
2.812 
7 . 9 0 5  
4 . 3 2 2  
1 8 . 6 8 3  
3 . 4 7 »  
12.066  
4 . 2 0 7  
1 7 . 6 9 8  
2.106 
4 . 4 3 7  
2 . 7 1 9  
7 . 3 8 9  
2 . 2 9 5  
5 . 2 6 7  
3 . 3 8 7  
1 1 . 4 7 3  
4 . 8 6 2  
2 3 . 6 4 0  
3 . 7 7 2  
1 4 . 2 2 4  
4 . 2 4 5  
18.0 18 
4 . 4 5 5  
1 9 . 8 4 4  
1  . 1 5 3  
l .329 
4 . 3 2 7  M  
1 8 . 7 2 2  M  
4 . 2 1 9  
1 7 . 8 0 4  
3 . 6 2 5  
1 3 . 1 3 9  
5 . 5 5 4  
3 0 . 8 4 4  
5 . 0 8 3  
2 5 . 8 3 2  
MONTE CARLC SIMULATION OF ANOCGVA ? 
1 0  U N I T S  T R F A T M F . N 7  S  U  =  X » X  
G M N  R E S U L T S :  R ( â E T A )  = 0 . 1 2 5 0  V A K ( d E T A )  = 0 . 0 2 1 9  E ( F )  = 1 . 4 0 0 0  V A R ( F )  = 7 . 8 4 0 0  
i N S  A N D  V A R I A N C E S  U N D E R  R A N D O M I Z A T I O N  
n ^ T A  l < A T  I  )  F - l  t C A T I O  S L O P E  U D V A K  G M V A R  | t l - T 2 l  H O V A R  G M V A R  
0 .  1 2  1  0 .  0 2 2  1  .  3 5 4  6 . 2 0 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 %  2 . 8 5 4  2 0 . 2 1 6  3 1  . 5 0 7  
0 .  1 2 1  0 , 0 2 2  1 , 3 5 4  6 ,  2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 ,  1 2  1  0 .  0 2 2  1  . 3 5 4  6 .  2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 .  1 2  1  0 .  0 2 2  1  .  3 5 4  6 . 2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 .  1 2 1  0 . 0 2 2  1 . 3 0 4  6 . 2 8 6  '  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 .  1 2 1  0 . 0 2 2  1 . 3 5 4  6 . 2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 .  1 2  1  0 . 0 2 2  1  .  3 5 4  6 . 2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 .  1 2 1  0 . 0 2 2  1 . 3  5 4  6 . 2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
0 ,  1 2 1  0 . 0 2 2  1  ,  3 5 4  6 , 2 8 6  - 0 . 0 0 0  0 , 0 8 1  0  .  9 5 5  2 . 8 5 4  2 0 , 2 1 6  3 1 . 5 0 7  
0 .  1 2 1  0 . 0 2 2  1 . 3 5 4  6 . 2 8 6  - 0 . 0 0 0  0 . 0 8 1  0 . 9 5 5  2 . 8 5 4  2 0 . 2 1 6  3 1 . 5 0 7  
P E R C E N T A G E  E X C E E D I N G  G M N  C R I T I C A L  V A L U E S  A T  1 0 % ,  5 X .  2 . 5 % ,  A N D  1 %  
B C T A  D A T I O  F  R A T I O  T H T ,  D I F F .  
7,C) 4  .  >3 1  . 6  1  . 6  7 . 9  4  *  8 1 . 6  1  . 6  7 . V  4 . 8  1  . 6  1  .  6  
7 . 9  4 . 8  1 . 6  1  .  6  7 . 9  4 . 8  1  . 6  1  . 6  7 . 9  4 . 8  1  . 6  1 . 6  
7 . 9  4 . H  1  . 6  1 , 6  7 . 9  4 . 8  1  . 6  1 . 6  7 . 9  4 . 8  1  . 6  1 . 6  
7 . 9  4 .  8 1 . 6  1  . 6  7 . 9  4 . 8  1 . 6  1  . 6  7 . 9  4 . 8  1  . 6  1  . 6  
7 . 9  4 . 8  1  . 6  1 . 6  7 . 9  4 , 8  1 . 6  1 . 6  7 . 9  4 . 6  1  . 6  1 . 6  
7 . 9  4.0 1 . 6  1  . 6  7 . 9  4 , 8  1  . 6  1  . 6  7 . )  4 . 8  t  . 6  1  . 6  
7 . 9  4 , 8  1 . 6  1  . 6  7 , 9  4 . 8  1 . 6  1 . 6  7 . 9  4 . 8  1  . 6  1 . 6  
7 . 9  4 . 8  1  . 6  1  . 6  7 , 9  4 . 8  1 . 6  1 . 6  7 . 9  4 . 8  l  . 6  1 . 6  
7 . 9  4 . 8  1  . 6  1  . 6  7 . 9  4 , 8  1 . 6  1 . 6  7 . 9  4 . 8  1  . 6  1 . 6  
7 . 9  4 . 8  1 . 6  1  . 6  7 . 9  4 . 8  1  . 6  1 . 6  7 . 9  4 . 8  1  . 6  1 . 6  
MONTE CARLO SIMULATION OF ANOCOVA 2 U = X*X 
X  - 4  5 0 0  - 3 . 5 0 0  - 2 , 5 0 0  - 1 . 5 0 0  — 0 . 5 0 0  
Y  2 0  2 5 0  1 2 . 2 5 0  6 , 2 5 0  2 . 2 5 0  0 . 2 5 0  
S L  0  0  
X  —  4  5 0 0  - 1 , 5 0 0  - 2 , 5 0 0  - 1 . 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 . 2 5 0  6 . 2 5 0  2  .  2 5 0  0 . 2 5 0  
5 L  0  0  
X  - 4  5 0 0  -  3 . 5 0 0  - 2 , 5 0 0  - 1 . 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 . 2 5 0  6 . 2 0 0  2 . 2 5 0  0 . 2 5 0  
S L  ) 0  
X  - 4  5 0 0  - 3 , 5 0 0  - 2 . 5 0 0  - 1 . 5 0 0  — 0 . 5 0 0  
Y  2 0  2 5 0  1 2 . 2 5 0  6 . 2 5 0  2 . 2 5 0  0 . 2 5 0  
S L  0  0  
X  - 4  5 0 0  - 3 . 5 0 0  - 2 . 5 0 0  - 1  . 5 0 0  - 0 . 5 0 0  
Y  20 2 5 0  1 2 . 2 5 0  6 , 2 5 0  2 . 2 5 0  0 . 2 5 0  
S L  0 0  
X  - 4  5 0 0  - 3 , 5 0 0  - 2 . 5 0 0  —  1 . 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 . 2 5 0  C i .  2  5 0  2 . 2 5 0  0 . 2 5 0  
5 L  0  0  
X  - 4  5 0 0  - 3 . 5 0 0  - 2 . 5 0 0  -  1 . 5 0 0  - 0 , 5 0 0  
Y  2 0  2  5 0  1 2 . 2 5 0  6 , 2 5 0  2 . 2 5 0  0 , 2 5 0  
S L  0  0  
X  - 4  5 0 0  - 3 , 5 3 0  - 2 , 5 0 0  - 1 . 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 , 2 5 0  6 , 2 5 0  2 , 2 5 0  0 . 2 5 0  
S L  0  0  
X  - 4  5 0 0  - 1 . 5 0 0  - 2 . 5 0 0  - 1 , 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 , 2 5 0  6 , 2 5 0  2 , 2 5 0  0 , 2 5 0  
5 L  0  0  
X  - 4  5 0 0  - J . 5 0 0  - 2 . 5 0 0  - 1 . 5 0 0  - 0 . 5 0 0  
Y  2 0  2 5 0  1 2 , 2 5 0  6  ,  2 5 0  2 . 2 5 0  0 . 2 5 0  
S L  0  0  
10 DATA SETS 
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 , 2 5 0  
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 . 2 5 0  
0 . 5 0 0  
0 , 2 5 0  
0 . 5 0 0  
0 , 2 5 0  
0 , 5 0 0  
0 , 2 5 0  
t  . 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
1  , 5 0 0  
2  . 2 5 0  
1  , 5 0 0  
2 . 2 5 0  
1  , 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
1  . 5 0 0  
2 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
0 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
2 . 5 0 0  
6 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 . 5 0 0  
1 2 . 2 5 0  
3 , 5 0 0  
1 2 , 2 5 0  
3 , 5 0 0  
1 2 . 2 5 0  
4. 5 0 0  
2 0 . 2 5 0  
4  , 5 0 0  
2 0 , 2 5 0  
4  , 5 0 0  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
4 .son  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
4 . 5 0 0  
2 0 . 2 5 0  
MONTE CARLO SIMULATION OF ANOCOVA 3 
1 0  U N I T S  P  F R C A T M h N T S  U  =  5 X  +  E  
G M N  R E S U L T S ;  E ( P E T A )  = 0 . 1 ? 5 0  V A P ( B E T A )  = 0 . 0 2 1 9  E ( F )  = 1 . 4 0 0 0  V A R ( F )  = 7 . 8 4 0 0  
k N S  A N D  V A R I A N C E S  U N D E R  R A N D O M I Z A T I O N  
U E T A  P A T I O  F - i  R A T I O  S L O P E  R D V A R  G M V A R  h »  - T 2 |  N D V A R  G M V A R  
0 .  1 2 7  0 . 0 2 5  1 . 6 1 0  1 6 . 7 6 3  4 . 9 1  7  0 . 0 0 3  0 . 0 1 5  0 .  0 6 2  0 . 5 2 2  0 . 4 9 1  
0 .  1 2 3  0 . 0 2 2  1  .  3 4 7  5 .  1  7 6  5 . 0 4 4  0 . 0 0 1  0 . 0 1 2  0 .  0 9 1  0 . 4  5 9  0 . 4 9 2  
0 . 1 2 6  0 . 0 2 6  1 . 7 2 1  2 5 . 0 0 7  4 . 9 8 2  0 . 0 0 3  0 . 0 2 1  —  0  •  0 2 0  0 . 8 0 6  0 . 7 8 2  
0 .  1 2 3  0 .  0 2 ?  1  . 3 8 1  6 . 8 2 0  5 . 1 0 0  0  . 0 0 1  0 . 0 0 9  0 .  3 2 3  0 . 2 6 2  0 . 3 8 1  
0 . 1 2 7  0 .  0 2 2  1  . 4 0 3  5 . 6 0 9  4 . 9 4 2  0 . 0 0 3  0 . 0 1 9  0 .  1  1  1  0 . 5 1 3  0 . 4 9 3  
0 .  I  2 6  0 . 0 2 5  1  .  5 4 9  1 0 . 9 6 5  5 . 1 3 9  0 .  0 0 5  0 . 0 2 7  —  0  •  1 0 3  1  . 0 0 1  0 . 9 5 0  
0 .  1 2 3  0 . 0 1 9  I  . 2 5 7  3 . 3  0 0  4 . 8 5 6  0 . 0 0 2  0 . 0 1 6  —  0  #  2 5 7  0 . 2 8 2  0 . 3 6 4  
0 . 1 2 7  0 . 3 2 6  1 . 5 3 2  9 . 4 6 9  5 . 1 8 4  0 . 0 0 2  0 . 0 0 7  —  0  •  0 9 9  0 . 2 2 5  0 . 2 1 5  
0 .  1 2 7  0 . 0 2 5  1  . 5 7 0  1 3 , 9 1 5  5 . 0 4 5  0 . 0 0 2  0 . 0 1 0  0 .  0 4 1  0 . 4 0 6  0 . 3 8 7  
0 . 1 2 5  0 . 0 1 9  1 . 2 7 5  3 . 3 8 7  4 . 9 2 3  0 . 0 0 2  0 . 0 1 0  —  0  •  1 8 6  0 . 3 8 0  0  . 4 0 6  
NJ 
2 
O R R C E N T A G E  E X C E E D I N G  G M N  C R I T I C A L  V A L U E S  A T  1 0 % ,  5 % ,  2 . 5 % ,  A N D  1 %  
B E T A  R A T I O  F  R A T I O  T R T .  O I F F .  
0 . 7  7 , < i  2 . 4  0 . 8  8 .  7  7 . 4  2 . 4  0 . 8  8 . 7  7 . 9  2 . 4  0 . 8  
1 0 . 3  6 . 3  3 . 2  0 . 8  1 0 . 3  6 . 3  3 . 2  0 . 8  1 0 . 3  6 . 3  3 . 2  0 . 8  
1 0 . 3  4 .  U  3 . 2  2 . 4  1 0 . 3  4 . 8  3 . 2  2 . 4  1 0 . 3  4 . 8  3 . 2  2 . 4  
1 1 . 1  3 . 2  3 . 2  0 .  n  1 1 . 1  3 . 2  3 . 2  0 . 8  1 1 . 1  3 . 2  3 . 2  0 . 8  
1 0 . 3  5 . 6  3 . 2  0 . 8  1 0 . 3  5 . 6  3 . 2  0. a  1 0 . 3  5 . 6  3 . 2  0 . 8  
1 1 . 1  4 . 8  4 . 0  2 . 4  1 1 . 1  4 , 8  4 . 0  2 . 4  1 1 . I  4 . 8  4 , 0  2 . 4  
9 . 5  5 , « S  1  . 6  0 . 0  9 . 5  5 . 6  1 . 6  0 . 0  9 . 5  B . 6  I  . 6  0 . 0  
9 . 5  7 .  1  4 . 0  1 , 6  9 . 5  7 , 1  4 . 0  1 . 6  9 . 5  7 .  1  4 . 0  1 . 6  
1 0 . 3  7 .  1  2 . 4  0 . 8  1 0 . 3  7 .  1  2 . 4  0 . 8  1 0 . 3  7 .  1  2 . 4  0 . 8  
1 0 . 3  3 . »  0  . 8  0 . 0  1 0 . 3  3 . 2  0 . 8  0 . 0  1 0 . 3  3 . 2  0 . 8  0 . 0  
MONTE CAPLC SIMULATION OF ANOCOVA 3 U = 5X 
X  - 4 . 0 0 7  - 2 . 7 6 2  - 2 , 1 7 1  - 1 . 0 9 6  - 0 . 0 2 9  
Y  -  1 8 . 9 5 4  - 1 4 . 5 7 3  - 1 0 . 0 7 7  - 3 . 8 4 2  1  . 6 3 4  
S L  4 . 9 1 9  
X  - 5 . 1 7 7  - 1 . 8 6 8  - 2 . 1 8 8  - 1 . 5 5 2  0 . 7 0 8  
Y  - 3 5 . 7 7 7  - 2 1 . 1 4 1  - 1 0 . 4 0 6  - 7 . 5 8 3  3 . 9 0 5  
S L  5 .  0 4 4  
X  - 5 . 8 P 0  - 3 . 5 2 8  - 2 . 9 8 0  -  1 . 7 7 1  - 0 . 6 7 1  
Y  - 2 8 . 9 0 8  -  1 6 . 2 2 6  - 1 6 . 2 0 9  - 7 . 7 3 9  —  3 . 9 6  3  
S I .  4 . 9 8 3  
X  - 4 . 5 1 0  —  3  •  0  4  O  - 3 . 7 2  8  - 0 . 3 4 7  - 3 . 2 9 8  
Y  - 2 1  . 2 2 5  - 1 9 . 8 6 1  - 1 9 . 9 6 7  - 0 . 8 4 1  - 1 6 . 2 7 1  
S L  5 . 1 0 1  
X  - 4 . 3 3 2  - 3 . 6 1 1  - 3 . 4 3 3  - 1 . 1 8 9  - 0 . 0 7 7  
Y  - 2 0 . 8 7 5  — 1 8 . 6 1 8  - 1 6 . 7 4 6  - 5 . 0 2 4  — 1 . 8 6 0  
S L  4  . 9 4 ?  
X  - 3 . 9 6 4  - 3 . 6 8 0  - 2 . 1 0 0  - 2 . 0 7 4  - 2 . 7 1 7  
Y  - 2 0 . 9 2 6  - 1 7 . 7 8 4  - l 0 . 0 8 8  - 1 2 . 4 2 1  - 1 2 . 1 7 3  
S L  5 . 1 3 6  
X  - 3 . 4 2 7  - 2 . 4 7 7  - 2 . 8 2 3  - 1 . 1 1 9  0 . 9 0 0  
Y  -  1 7 . 5 4 8  - 1 0 . 1 2 0  - 1 4 . 1 2 8  - 5 . 0 0 4  4 . 7 6 5  
S L  4 . 8 5 6  
X  - 4 . 7 2 3  - 1 . 6 8 7  - 1 . 1 2 0  - 0 . 7 2 8  0 . 2 9 0  
Y  - 2 3 . 1 7 1  — 9 . 4 4 5  - 5 . 2 7 8  - 3 . 3 5 8  1  . 9 4 7  
S L  5 .  1 8 2  
X  - 3 . 9 2 9  - 4 . 1 2 8  - 2 . 8 1 2  0  .  l  f , 5  1  . 4  > 3  
Y  - 2 0 . 2 9 9  - 2 . ) . 9 6 5  -  1 5 . 4 1 0  - 0 . 9 0 5  7 . 9 0 5  
S L  5 . 0 4 5  
X  - 3 . 9 6 1  - 5 . 3 7 4  - 0 . 8 9 1  - 3 . 5 5 3  - 0 . 0 4 8  
Y  - 2 0 . 3 0 2  - 2 5 . 0 8 1  - 6 . 2 1 4  - 1 7 . 9 4 7  - 0 . 4 2 1  
S L  4 . 9 2 4  
E 10 DATA SETS 
0 . 1 7 4  
0 . 1 3 4  
1  . 2 1 7  
6 . 2 7 3  
1 . 9 8 3  
1 1 . 1 7 8  
5 . 2 0 3  
2 5 . 7 8 1  
4 . 8 6 2  
2 4 . 1 0 4  
• 0 . 6 0 9  
3 . 3 0 J  
2 . 1 8 0  
1 2 . 5 1 3  
3 . 3 2 8  
1 5 . 8 9 0  
4 . 3 0 7  
2 2 . 5 0 0  
3 . 7 7 2  
1 7 . 6 7 2  
1  . 0 1 3  
6 . 8 2 9  
1  . 0 0 9  
3 . 3 4 2  
2 . 4 6 9  
1 3 . 9 0 0  
2.812 
1 3 . 9 0 1  
4 . 2 4 5  
20.806 
0 . 0 ?  1  
0 . 5 4 8  
2 . 7 8 0  
1 4 . 8 4 2  
1 . 5 1 8  
9 . 0 0 3  
4 . 3 2 2  
2 2 . 7 6 2  
4 . 4 5 5  
2 2 . 2 3 0  
1 . 1 1 5  
7 . 4 7 8  
-0 .801 
- 3 . 8 8 0  
2 . 8 3 0  
1 4 . 2 8 6  
3 . 4 7 4  
1 6 . 8 1 7  
1 . 1 5 3  
4  . 9 5 3  
0 . 0 9 6  
1  . 4  3 9  
0 . 9 5 3  
3 . 5 9 5  
2 . 3 1 9  
1 1 .622 
4 . 2 0 7  
2 3 . 1 4 6  
4 . 3 2 7  
2 2 . 2 9 8  
K) 
8 
0 . 9 9 1  
3 . 8 ^ 6  
- 0 . 3 8 1  
- 1 . 3 6 2  
2 . 1 9 5  
1 1 . 0 0 5  
2 . 1 0 6  
1 0 . 8 7 4  
4 . 2 1 9  
2 0 . 3 6 9  
1  . 4 9 6  
6 . 4 3 6  
4 . 0 6 6  
2 0 . 9 1 8  
3 . 5 2 6  
1 7 . 3 7 0  
2 . 7 1 9  
1 4 . 3 3 9  
3 . 6 2 5  
1 8 . 6 8 7  
0 . 4 4  7  
1 . 8 7 2  
3  . 9 0 2  
2 0 . 3 3 0  
2 . 8 0 7  
1 3 . 0 8 1  
2 . 2 9 5  
9 . 8 8 4  
5 . 5 5 4  
2 7 . 0 0 4  
0 .116  
0 . 0 3 2  
1  . 2 4  1  
6 . 4 7 3  
2 . 1 3 3  
1 0 . 7 0 7  
3 . 3 0 7  
1 7 . 1 6 8  
5 . 0 8 3  
2 4 . 7 6 3  
MONTE CARLP SIMULATION OF ANOCOVA 4 
1 0  U N I T S  ?  T R C A T M L N T S  U  =  5 X  f  t £  
G M N  r e s u l t s :  F ( 8 E T A )  = 0 . 1 2 5 0  V A P(aETA) = 0 . 0 2 1 9  
M E A N S  A N D  V A R I A N C E S  U N D E R  R A N D O M I Z A T I O N  
O E T A  R A T I O  F - l  M A T I O  S L O P E  R D V A W  
0 .  1 2 7  0 . 0 2 5  1  . b f l /  1 5 . 7 7 5  4 . 9 2 4  0 . 0 0  J  
0 .  1 2 3  0 . 0 2 1  1 . 3 2 1  4 . 7 6 9  5 . 0 1 2  0 . 0 0 2  
0 .  1 2 7  0 .  0 2 6  1 . 6 8 1  1 9 . 9 3 0  4 . 9 4 9  0 . 0 0 4  
0 .  1 2 2  0 . 0 2 2  1 . 3 7 9  7 . 8 2 5  5 * 0 8 0  0 . 0 0 1  
0 .  1 2 9  0 .  0 2 2  1  . 3 8 3  4 . 4 0 2  4 . 9 1 0  0  . 0 0 4  
0 .  1 2 7  0 .  0 2 6  1  . 7 2 2  2 1 . 9 0 0  5 .  1 4 5  0 . 0 0 6  
0 .  1 2 2  o . o i y  1 . 2 7 3  3 . 8 4 0  4 . 8 9 4  0 . 0 0 1  
0 .  1 2 7  0 . 0 2 6  1 . 0 6 1  1  I . 6 3 8  5 . 1 7 1  0 . 0 0 1  
0 .  1 2 7  0 . 0 - 1 5  1  .  4 9 0  0 . 7 3 5  4 . 9 9 3  0 . 0 0 2  
0 .  1  2  3  0 . 0 1 7  1 . 2 0 6  2 . 4 5 4  4 . 9 9 2  0  . 0 0 2  
P E R C E N T A G E  E X C E E D I N G  G M N  C R I T I C A L  V A L U E S  A T  1 0 * .  5 %  
O E T A  R A T I O  F  R A T I O  
8 . 7  7 . 9  1  . 6  0 . 8  8 . 7  7 . 9  1  . 6  
1 1 . 1  4 . 8  3 . 2  0 . 8  1 1 . 1  4 . 8  3 . 2  
7 . 9  4 . 8  4 . 0  2 . 4  7 . 9  4 . 8  4 . 0  
1 0 . 3  3 .  2  2 . 4  0 . 8  1 0 . 3  3 . 2  2 . 4  
1  1  . 9  5 . 6  3 . 2  0 . 0  1 1 . 9  5 . 6  3 . 2  
1 0 . 3  4 . 8  4 . 0  2 . 4  1 0 . 3  4 . 8  4 . 0  
7 . 9  4 . 0  3 . 2  0 . 0  7 . 9  4 . 0  3 . 2  
1 0 . 3  7 . 9  4 . 0  1 . 6  1 0 . 3  7 . 9  4 . 0  
1 0 . 3  7 .  1  2 . 4  0 . 8  1 0 . 3  7 . 1  2 . 4  
7 . 9  1 . 6  0 . 8  0 . 0  7 . 9  1 . 6  0 . 8  
E ( F )  = I  . 4 0 0 0  V A R < F )  = 7 . 8 4 0 0  
G M V A R  | T | - T 2 ^  R D V A R  G M V A R  
0 .  0 1 5  0  . 0 7 0  0  . 5 3 5  0  . 5 0 0  
0 .  0 1 5  0  . 0 4 8  0  . 4  7 5  0  . 5 0 2  
0 .  0 2 3  - 0  . 0 5 2  0  . 8 0 4  0  . 7 7 2  
0 .  0 1 2  0  . 2 9 9  0  . 2 9 9  0  . 4 1 1  
0 .  0 1 4  0  . 0 6 2  0  . 5 3 1  0  .  4 6 4  
0 .  0 2 9  - 0  . 0 7 5  1  . 0 0 3  0  . 9 4 1  
0 .  0 1  1  - 0  . 2 5 0  0  . 2 9 7  0  . 3 7 9  
0 .  0 0 7  - 0  .  1 6 0  0  . 2 1 5  0  . 2 2 0  
0 .  0 1  2  - 0  . 0 1 8  0  . 4 2 4  0  . 4 0 0  
0 .  0 1 4  - 0  . 1 2 1  0  •  4 1  1  0  •  4 4 6  
2 .  5 % ,  A N D  1  %  
T R T .  O I F F .  
0 .  8  8 . 7  7  . 9  1  . 6  o . e  
0 .  8  1 1 . 1  4  . 8  3 . 2  0 *  P  
2 .  4  7 . 9  4  . 8  4 . 0  ? . 4  
0 .  8  1 0 . 3  3 . 2  2 . 4  o«e 
0 .  0  1  1  . 9  5  . 6  3 . 2  0 . 0  
2  .  4  1 0 . 3  4 •  8  4 . 0  2.4 
0 .  0  7 . 9  4 •  0  3 . 2  0 . 0  
I. 6  1 0 . 3  7  . 9  4 . 0  1  . 6  
0 .  8  1 0 . 3  7  .  1  2 . 4  O . P  
0 .  0  7 . 9  i . 6  0 . 8  0 . 0  
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X  - 4 . 5 0 0  
Y  - 2 1 . 4 1 7  
3 L  4 . 9 2 3  
X  - 4 * 5 0 0  
Y  - 2 2 . 3 9 2  
S L  5 . 0 1 2  
X  — 4 . 5 0 0  
Y  - 2 2 . 3 0 7  
51. 4  . 9 5 0  
X  —  4 . 5 0 0  
Y  - 2 1 . 1 7 2  
S L  5 . 0 8 2  
X - 4 . 5 0 0  
Y  - 2 1 . 7 1 4  
S L  4 . 9 1 1  
X  —  4 . 5 0 0  
Y  - 2 3 . 6 0 6  
S L  5 . 1 4 4  
X  - 4 . 5 0 0  
Y  - 2 2 . 9 1 1  
S L  4 . 8 9 4  
X  - 4 . 5 0 0  
Y  - 2 4 . 0 5 8  
S L  5 . 1 6 9  
X  - 4 . 5 0 0  
Y  - 2 3 . 1 5 6  
S L  4  . 9 9 4  
X  - 4 . 5 0 0  
Y  - 2 2 . 9 9 9  
S L  4  , 9 9 3  
SIMULATION OF ANQCOVA 4 
- 3 . 5 0 0  
-  1 8 . 2 6 5  
- 3 . 5 0 0  
-19.299 
- 1 . 5 0 0  
- 1 6 . 0 0 7  
- 3 . 5 0 0  
-18.116 
- 3 . 5 0 0  
-13» 064 
- 3 . 5 0 0  
-16.802 
- 3 . 5 0 0  
- 1 5 . 2 3 5  
- 3 . 5 0 0  
- 1 8 . 5 1 0  
- 3 . 5 0 0  
-  1 7 . 8 2 4  
- 3 . 5 0 0  
-15.713 
- 2 . 5 0 0  
- I  I . 7 2 0  
- 2 . 5 0 0  
- 1  I . 9 f 5  
- 2 . 5 0 0  
- 1 3 . 8 0 4  
— .  5 0  0  
- 1 3 . 8 2 7  
- 2 . 5 0 0  
- 1  2 . 0 8 0  
- 2 . 5 0 0  
-12 .006 
- 2 . 5 0 0  
- 1 2 . 5 1 3  
- 2 . 5 0 0  
- 1 2 . 1 8 1  
- 2 . 5 0 0  
-  1 3 . 8 4 9  
- 2 . 5 0 0  
- 1 4 . 2 6 0  
- I . 5 0 0  
- 5 . 8 6 2  
—  I . 5 0 0  
- 7 . 3 2 2  
-  I . 5 0 0  
- 6 . 3 8 5  
-  I  . 5 0 0  
- 6 . 6 0 5  
- I . 5 0 0  
—6.3 80 
- I . 5 0 0  
- 9 , 5 4 9  
—  I . 5 0 0  
- 6 . 9 1 1  
— 1 . 5 0 0  
- 7 . 2 1 6  
- 1 . 5 0 0  
- 9 . 3 1 0  
- 1 . 5 0 0  
- 7 . 6 8 2  
U = 5X 
- 0 . 5 0 0  
- 0 . 7 2 2  
- 0 . 5 0 0  
- 2 . 1 3 3  
- 0 . 5 0 0  
- 3 . 1 0 8  
- 0 . 5 0 0  
- 2 . 2 8 0  
- 0  . 5 0 0  
- 3 . 9 7 5  
- 0 . 5 0 0  
- 1  . 0 0 9  
- 0 . 5 0 0  
- 2 . 2 3 3  
- 0 . 5 0 0  
- 2 . 0 4 1  
- 0 . 5 0 0  
-1.861 
- 0 . 5 0 0  
-2.682 
E 10 DATA SETS 
0 . 5 0 0  
1 . 4 4 0  
0 . 5 0 0  
2 . 2 4 2  
0 . 5 0 0  
4 . 1 6 5  
0 . 5 0 0  
2 . 4 0 7  
0 . 5 0 0  
4 . 4 0 2  
0 . 5 0 0  
0 . 5 8 1  
0 . 5 0 0  
1 . 4 9 3  
0 . 5 0 0  
1 . 4 5 5  
0 . 5 0 0  
2 .  1  3 9  
0 . 5 0 0  
3 . 1 1 4  
1  . 5 0 0  
7 . 6 9 0  
1  , 5 0 0  
9 . 0 7 2  
1  . 5 0  0  
5 . 7 9 5  
1  . 5 0 0  
8 . 4 4 2  
I  . 5 0 0  
7 . 6 2 4  
1  . 5 0 0  
6 . 3 3 2  
1  . 5 0 0  
8 . 0 4 3  
1  . 5 0 0  
8 . 0 9 0  
1 . 5 0 0  
8 . 3 2 2  
1  . 5 0 0  
7 . 7 6 6  
2 . 5 0 0  
1 3 . 7 6 2  
2 . 5 0 0  
1 1 . 7 5 1  
2 . 5 0 0  
1 4 . 0 6 3  
2 . 5 0 0  
1 3 . 9 1 2  
2 . 5 0 0  
1 2 . 6 3 7  
2 . 5 0 0  
1 2 . 5 2 9  
2 . 5 0 0  
1 2 . 5 3 2  
2 . 5 0 0  
1 2 . 2 4 9  
2 . 5 0 0  
1 1 . 5 4 6  
2 . 5 0 0  
1 2 . 5 4 2  
3 . 5 0 0  
1 7 . 2 6 7  
3 . 5 0 0  
1 8 . 0 6 3  
3 . 5 0 0  
1 7 . 3 4 2  
3 . 5 0 0  
1 8 . 6 5 0  
3 . 5 0 0  
1 6 . 9 4 9  
3 . 5 0 0  
1 9 . 6 1 1  
3 . 5 0 0  
1 7 . 8 4 2  
3 . 5 0 0  
1 8 . 2 4 8  
3 . 5 0 0  
1 5 . 9 0 9  
3 . 5 0 0  
1 7 . 7 3 2  
4. 5 0 0  
2 2 . 2 9 3  
4 , 5 0 0  
2 1 , 3 1 5  
4 . 5 0 0  
22.082 
4 . 5 0 0  
2 2 . 4 5 7  
4 , 5 0 0  
2 1 , 6 8 9  
o 
4 . 5 0 0  ^  
2 3 . 1 6 4  
4 . 5 0 0  
2 1 , 7 7 2  
4 . 5 0 0  
2 3 . 0 6 4  
4 . 5 0 0  
2 1 . 7 3 6  
4 . 5 0 0  
2 1 . 8 5 0  
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