Abstract-We consider the problem of allocating resources at a base station to many competing flows, where each flow is intended for a different receiver. The channel conditions may be time-varying and different for different receivers. It has been shown in a previous paper that in a delay-free network, a combination of queue-length-based scheduling at the base station and congestion control at the end users can guarantee queue-length stability and fair resource allocation. In this note, we extend this result to wireless networks where the congestion information from the base station is received with a feedback delay at the transmitters.
i to the base station-we call it the forward delay of the end user i, and a propagation delay b i from the base station to the end user i-we call it the backward delay. It is well-known that the presence of delays may affect the performance of the network. For example, Internet congestion controllers which are globally stable for the delay-free network may become unstable if the feedback delays are large [16] . In our problem, when delays exist, the information the end users obtain will be "outdated" information. So the congestion information the users obtain at time t does not reflect the queue status at the base station at time t. So it is interesting to study a wireless network with delays and ask whether the conclusions of [6] still hold for wireless networks with heterogeneous delays. We answer this question by showing that for a network with uniformly-bounded delays, which are potentially heterogeneous and time-varying, the algorithm of [6] is stable and can be used to approximate weighted-m fair allocation arbitrarily closely. We emphasize that the results hold for networks with arbitrarily large, but bounded time-varying delays. So even if the end users can only get very old feedback information from the base station, the network is still stable and can approach the fair resource allocation. On the other hand, from the proof, we can also see that when the delays are large, it may take moretime for the network to achieve the fair resource allocation. This observation is also supported by simulations, not shown here due to page limitations, which are presented in [20] .
II. SYSTEM MODEL
We consider a cellular network shared by n flows in the downlink and assume that the base station maintains n separate queues, one corresponding to each flow. We study the fair resource allocation problem in this note. Specifically we consider weighted-m fairness. It means that each source i has a utility function given by Ui( zi) = i z 10m , where zi is the average rate at which user i transmits and i is a positive weighting factor [12] . Here, m = 1; m = 2 and m ! 1 correspond to respectively proportional fair, minimum potential delay fair and max-min fair resource allocations. Note that in the case, m = 1, the aforementioned utility function is not well-defined; however, it can be shown that as m ! 1, the limiting resource allocation corresponds to the case where U i ( z i ) = i log z i [12] . We assume that the time is slotted and denote the length of the queue i at the beginning of the time slot t by xi[t], the number of arrivals to queue i in time slot t by a i [t] , and the amount of service offered to queue i in slot t by i [t] .
We assume that each of these parameters can only take non-negative integer values. The evolution of the size of the ith queue is given by
where ui[t] is a non-negative quantity which denotes the wasted service given to queue i at time slot t and it guarantees that x i [t] 0. We also assume that the channel between the base station and the receivers can be in one of J states in a given slot. We use s[t] to denote the state in time slot t. The channel state is assumed to be fixed within a time slot, but may vary from one slot to another, thus capturing the time-varying characteristics of a fading environment. Corresponding to each channel state, say j, is an achievable rate region, C j , that is defined to be convex hull of the feasible rate vectors, [t] This scheduling rule was introduced in the context of fixed arrival rates (i.e., where the arrival rates are not adjusted by a congestion controller) in [18] , where it was also shown that it is a stabilizing rule, i.e., the mean queue-lengths are upper-bounded. This result was extended in many different directions in [2] , [15] , [7] , [3] , [9] , [5] , and [14] .
In our model, the packet arrival rate into the queue is assumed to be controlled according to the well-known dual controller that has been studied extensively in the context of Internet congestion control [8] , [11] , [19] , [16] . In thecontext of Internet congestion control, a dual controller chooses the transmission rate z i such that i K x i = zi for any some K > 0. Next, we describe the operation of our congestion controller followed by some assumptions. 
where 
In summary, the combined scheduler-congestion controller algorithm can be defined as follows:
where ai[t] is a random variable satisfying the conditions in (2)-(4).
Note that the congestion control part of this algorithm is slightly different from the algorithm in [6] . We impose an upper-bound on the source rates in a more natural manner than in [6] . Our results continue to hold for the algorithm in [6] too.
We now present the following theorem, which will be useful later. This theorem is similar to [6, Prop. 1].
Theorem 1:
There exists a unique pair of vectors (x 3 ; 3 ) which satisfy the following conditions:
• 3 is the optimal solution to max 2
From the previous theorem, we can see that 3 is weighted-m fair. For the stochastic model, we will show that [t] converges to 3 , defined in Theorem 1, in a probabilistic sense. This then implies that the network reaches a fair operating point.
III. WEIGHTED-m FAIRNESS AND STABILITY
Use [1] to denote the steady state of , we will show in our main theorem-Theorem 3, that for any < 0 To prove inequality (7), we will show the following three facts. The first one is that there exists d > 0 such that for all events
Second, when 
The last one is that there exists 1 > 0 such that
If all three inequalities hold, we have From the previous definition, we have that 0 < (1=m) 0 < minf; 1g. Note that we have It is easy to see that for large K, we will have ( 3 i m)=(1+m) <. 
Since Finally, we consider the complement of t 0 ,which is denoted as t 0 c , and derive inequality (14) . Now the arrivals are not upper bounded and can be arbitrarily large. From assumption (4), the probabilities of these events is very small. So we can still obtain a upper bound for We have proved that inequalities (12), (13) and (14) i K which converges to zero when K goes to infinity. Thus, the mean of x i [1] concentrates around x 3 i for large K, from which we can show that weighted-m fairness can be approximated. This is stated in the next theorem which is the main result of this note. 
we can conclude
and the network is weighted m-fair according to Theorem 1.
Theorem 3 allows us to conclude that even in the presence of delays, the network will approach the weighted-m fairness. Note that, from inequality (7),whenK is large, fy[t]g is positive recurrent and the system is stable. Actually if we are only concerned with the stability of the system, inequality (7) X : (16) Clearly, S X is a finite set. Stability of the system is established by following theorem. 
IV. CONCLUSION
In this note, we have shown that the algorithm (5) and (6) is stable even in the presence of heterogeneous delays and when K is large, the network will approach the weighted-m fairness. When delays are not negligible in some situations, our result reinforces the result that the combination of queue-length-based scheduling and congestion control is a good distributed fair resource allocation scheme.
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I. INTRODUCTION
Study and analysis of relay feedback system is a classical field. Relays in electromechanical systems and simple models of dry friction motivated extensive analysis of relay control systems earlier. A vast collection of analysis methods and applications of relay control systems can be found in [1] - [4] . More recent applications include delta-sigma modulations and automatic tuning of proportional-integral-derivative (PID) controllers. As for the automatic tuning of PID controllers implemented in many industries, the idea is to determine some points on the Nyquist curve of a stable open-loop plant by measuring the frequency of oscillation induced by a relay feedback [5] . However, to achieve better performance, a number of controller tuning methods use model based designs such as [6] - [9] . Therefore, to apply these tuning rules a proper parametric model of the process is needed. This has resulted in several studies [10] - [15] that aim to identifying suitable models using a relay feedback test. However, it is observed that while many of the relay autotuning methods use the describing function (DF) approximation to a relay in their analysis, a very few have applied the exact relay feedback expressions but involving more complexity. Despite the apparent success in industrial applications, the basic relay autotuning method can be improved significantly to obtain a more accurate estimate of the plant parameters. The reason is that the estimated ultimate gain and ultimate frequency derived from the describing function are only an approximation for information at the critical frequency. Recently, Panda and Xu [16] have derived exact expressions for relay feedback responses for estimation of the transfer functions of a class of processes. However, their method needs to locate exactly the starting point on the relay response that lies between the two zero crossing points. Under realistic condition when some measurement noise is present it is very difficult to identify the starting point. Further, it is not clear how one can choose correct model structures for unknown parameter estimation for their type 3 class of nonmonotonic responses since the responses used to have same starting points. Therefore, their method may not work properly under nonmonotonic relay responses or presence of measurement noise. Measurement noise is a common problem in almost all process industries. The accuracy of the relay experiment is adversely effected if there is measurement noise present in the system output, in particular spurious switching of the relay can be experienced. In this note, the exact analysis of the relay limit cycle is used and a set of simple analytical expressions are derived recursively. The expressions can be used with measurements taken from a single symmetrical relay test for identification of a class of nonminimum phase processes. The proposed method for model identification is tested against measurement noise.
II. PROCESS MODEL
Typical nonminimum phase transfer function models in process control are often assumed to be stable time delay process models having no zeros and possessing a single or multiple poles or stable process models having a right half plane zero and multiple poles. Therefore, the following transfer function model having some generality: is considered for this identification problem where p = 1; 2; 3 . . ., and = 01=T 1 . The two typical nonminimum phase process models can be obtained by setting fT 0 = 0; 6 = 0g and f = 0; T 0 6 = 0g. When = T0 = 0, the process models represent a minimum phase system. The reason why the transfer function models are chosen will be apparent in the development that follows. For each model the number of unknown parameters is three and each relay test supplies three data.
When the pth order process model is expressed in the Jordan canon- 
