Abstract-Detection and parameter estimation of a transient signal in noise is a problem of many applications. It is characterized by the fact that some of the measurements consist of noise only. Modern statistical signal processing techniques are applied on a discrete version of the received data and are implemented by digital signal processing (DSP). In this correspondence, we show how order statistics (OS)-based signal processing, which is of a discrete nature, can be used for simultaneous detection and estimation of parameters (such as time of arrival and signal duration) of a sampled transient signal in white noise. We show that the resulting processors are more robust than the conventional processors, whereas their performance is about the same, at the cost of increased computational complexity.
I. INTRODUCTION AND BASIC THEORY

A. Problem Formulation
Detection and parameter estimation of a transient signal are tasks required by many applications. Active and passive systems receive a transient signal from which we estimate parameters such as direction of arrival and target distance in cases where the signal's wave shape is known or not. However, since the transient signal may be a nonperiodic signal of short duration, these tasks can be difficult. T is the additive noise. 0m is a row vector of length m with all elements equal to zero. d + 1 is the "arrival time" of the transient signal. n is a random sample from a white noise process with probability density function (p.d.f.) fN (n 
fN (ni) . If the signal part is known (up to few unknown parameters), it is often referred to as "parametric signal" [10] . If the signal s is random, it is referred as a "nonparametric signal" [1] .
The general problem of detecting a transient signal can be formulated as deciding between the following two hypotheses:
H 0 : x = n H1 : x = s + n:
This problem has many variants, depending on the underlying application. In particular, the arrival time of the transient signal d can be known or not; the duration of the transient signal T can be known or not; the wave shape of the signal s T can be known, partly known, e.g., up to a scale, or completely unknown. Under this formulation, H 0 is a simple hypothesis, and H 1 is in general, a composite hypothesis. If the additive noise is Gaussian, the optimal likelihood ratio test (LRT),
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or the generalized LRT (GLRT) [5] , takes a simple form of a matched filter or a correlator. However, with other noise distributions, the implementation of the suboptimal GLRT can be complicated. Even if the transient signal is known to be present, the estimation of its unknown parameters, e.g., arrival time, duration, or other signal parameters, can be a demanding task when the noise is non-Gaussian. Order statistics (OS) is a statistical approach in which the data is ordered before processing it. As such, it is applied to discrete data. It has been shown that a considerable amount of statistical information is carried in the ordered samples, and statistical research has proven the OS approach to be superior over other statistical approaches in terms of robustness [2] . We believe that the use of powerful digital signal processing opens a natural connection between statistical signal processing and OS: first, since the measurements are already discrete and, therefore, can be ordered and, second, since computational load can be handled by such powerful machines [3] , [4] . Therefore, we suggest the application of OS techniques for statistical processing of transient signals.
B. Order Statistics
A complete survey on order statistics can be found in [2] . Here, we present the basic results that we use later. In Section II, we suggest a censoring technique for estimating the duration of an unknown transient signal of unknown arrival time. In Section III, we apply another OS technique to detect a known transient signal of unknown arrival time in noise, and we compare the resulting processor with the GLRT detector.
II. SIGNAL DURATION ESTIMATION USING CENSORING TECHNIQUES
In this section, we demonstrate how a basic method in OS theory-the censoring technique These assumptions state that samples that contain noise only are independent and identically distributed (i.i.d.) and that it is more probable that a noise measurement is smaller than a signal plus noise measurement. In many applications, like cellular communication, where each sample is the output of a single bit matched filter, these assumptions hold. In specific cases where this is not the case, an appropriate modification of the proposed technic can be made.
The right censored maximum likelihood estimator (RCMLE) is one of the basic censored ML estimators. The RCMLE estimates a vector of where i 1 ; 111 ; i n 2 f1; 111 ; mg.
We suggest the use of the RCMLE for estimating the signal duration T .
Denote by L the number of noise only measurements, that is, L 1 = N 0 T . Using assumptions (3) and (4), it is most probable that the m L smallest values of x are samples from the noise process.
We suggest the estimation of L using 1 L = arg max 
Approximations (7) and (8) reveal three interesting properties of the RCMLE.
1) The estimate of L based on one measurement only (the mth smallest value) is equal to the estimate based on the m smallest values because the dependence of (7) on L is only via x m : N .
2) The estimate is not affected by the distribution of the measurements containing signal plus noise, and thus, it is robust to the p.d.f. of the signal.
3) The censored likelihood function is not monotonic in L. This is in contrast to the noncensored likelihood function, which is a monotonic decreasing function of L [9] . Therefore, while a penalty correction is required for estimating L using the noncensored likelihood, the RCMLE for L gives a nontrivial estimate with no penalty. The third property is based on the following theorem. 
As can be seen, this probability is independent of the specific noise distribution, and hence, the performance of the suggested estimator is approximately distribution free.
In computing (9) and in proving Theorem 1, we assumed that the m smallest sample contains only noise samples. The assumption that the m smallest values are all from the noise process is a key point for the validity of the above derivations. If this assumption does not hold, we cannot use the RCMLE, and other approaches must be taken.
The properties of the proposed estimator for the duration of the transient signal in white noise can be summarized as follows.
• It is simple. It involves a nonlinear operation on one ordered sample. This operation depends only on the p.d.f. of the noise. • It does not require prior knowledge (or simultaneous estimation) of the time of arrival of the signal, of its wave shape, or of its statistics.
• Whereas the processor depends on the p.d.f. of the noise, its performance, which can easily be evaluated, is practically independent of it.
• In practice, to apply the RCMLE, we need to determine m, which is the largest measurement known to consist of noise only. It can be shown that the performance of the estimate of T improves as m gets closer to L = N 0 T . Since L is unknown, we usually use m L 0 < L, where L 0 is a known lower bound on L. In that case, the performance using one sample x L : N may be poor.
It can be improved, however, by an appropriate use of several estimates of T , each from a different sample x m : N , where m < L 0 .
III. DETECTION OF A KNOWN TRANSIENT SIGNAL WITH UNKNOWN ARRIVAL TIME
In this section, an OS-based procedure for detecting a known transient signal with unknown arrival time is presented. As in Section II, we do not restrict ourselves to the case where the noise is Gaussian. Referring to the notation of (1), in OS-based detection, we apply the LRT on the ordered measurement vector. Using (2), the probability of the ordered samples under the null hypothesis fX (xjH0) and of the alternate hypothesis fX(xjH1) are given by
where L k is defined in (2) . Note that fX(xjH 1 ) is independent of the arrival time d. We suggest performing an LRT on the ordered measurement vector to decide between the two hypotheses (1). This detector, which is referred to as the OSLRT detector, is given by
Note that the alternative approach for detecting a transient signal of unknown duration is the generalized likelihood ratio test (GLRT), where all possible arrival time should be considered. For a Gaussian noise, the GLRT is implemented by the matched filter. However, for other noise distributions, its implementation can be demanding. The following list summarizes major points of comparison between the OSLRT and the GLRT detector:
• Optimality: The probability ofx under H1 is independent of the arrival time d. Therefore, the OSLRT is independent of the unknown parameter, and therefore, it is uniformly most powerful (UMP). The GLRT detector is not a UMP test.
• Complexity: The OSLRT detector is computationally more complex than the GLRT detector. Whereas the GLRT detector computes the likelihood N 0T times, the OSLRT detector computes it N ! times. This is due to the necessity of the OSLRT detector to average over all the possible permutation of the signal. However, the number of times the likelihood needs to be computed for the OSLRT can be reduced to only N T .
• Robustness: The OSLRT detector is robust, unlike the GLRT detector. In cases where the signal symbols are not arranged as expected, the OSLRT shows no degradation in performance, whereas the GLRT, which relies on the known structure of the signal symbols, shows significant degradation (due to mismatch modeling).
• Asymptotic Performance: Asymptotically (as the signal power increases), the p.d.f. of the ordered sample approaches the nonorder p.d.f. with the signal arrival time being known. This is due to the fact that as the signal power approaches infinity, the only positive term in the sum is the one corresponding to the true p.d.f. Thus, asymptoticaly, the performance of the OSLRT approaches the performance of the LRT. The GLRT detector possesses the same characteristic, and thus, both are asymptotically optimal.
• Other Unknown Signal Parameters: The proposed method can be used to solve detection problems with more unknown parameters. For example, detection of a transient signal with unknown arrival time and unknown scaling [6] can also be done using an OS technique. A hybrid test, which combines the OS-based detector and the GLRT detector, can then be formulated. To illustrate the discussion, consider the following example: The simulation uses a white, Gaussian noise process with zero mean and unit variance. The signal used is s1; 1 11; sT = 2=T . Therefore, the total energy of the signal is 2. The data length is N = 20, and d = 0 is assumed. Fig. 1 presents the probability of detection as a function of P fa for three cases: T = 1; T = 2, and T = 18.
The case of T = 1 is related to a problem known as "the point change application." In this case, the OSLRT detector is equivalent to the min-max detector as presented in [7] . The OSLRT detector performs better than the GLRT detector when T = 1; 2 20. However, for T = 18 20, the GLRT outperforms the OSLRT because knowledge of the temporal structure is more significant.
In the next set of simulations, the signal symbols s 1 ; 1 11; s T are known, but their temporal distribution over the N -dimensional vector s is arbitrary and unknown. Simulations were made for T = 2 and for T = 18. Fig. 2 presents P d as a function of P fa for the OSLRT detector and for the GLRT detector designed for this case. As can be seen, the OSLRT detector, due to its robustness, outperforms the GLRT detector uniformly.
IV. CONCLUSIONS
A new approach for the detection and/or parameter estimation of a transient signal is presented. It suggests performing estimation and detection procedures on the ordered samples. As demonstrated, it can be used in a variety of problems associated with transient signal processing, and it can provide robustness without performance degradation relative to conventional methods as the GLRT. Structural signal information is lost when using ordered measurements, and therefore, if such information is available, the OS approach is beneficial only where its advantages cover for the information loss. The OS approach achieves these advantages in the cost of the increasing computational complexity of the processors. Modern computational capabilities enable the implementation of algorithms based on this approach and the benefit of its advantages.
APPENDIX PROOF OF THEOREM
Assume that (8) has a local maximum atL. In order to prove that this local maximum is also a global maximum, we have to prove that the likelihood function is a monotonic increasing function for every L <L and monotonic decreasing function for every L >L. We prove that the likelihood function is a monotonic decreasing function for L >L. Proving the other part is similar.
SinceL is a local maximum f X (x m : N j;L) f X (x m : N j;L + 1) 1:
We plug in (8) in (13), and we use basic algebraic operations that finally yield 
We now prove that 
Assume that (15) does not hold so that (f X (x m : N j;L + 1))=(fX (xm : Nj;L + 2)) 1. Using the same method that was used to simplify (13), we get 
The result of combining (14) and (16) Q.E.D.
