The Iowa Gambling Task (IGT; Bechara et al., [@CR9]) is arguably the most popular neuropsychological paradigm for assessing complex, experience-based decision-making (Toplak et al., [@CR104]). In the IGT, participants are asked to choose successively from four decks. Two of the decks are bad decks, because they result in negative long-term outcomes, while the remaining two decks are good decks, because of their positive long-term outcomes. Successful performance hinges on initially exploring all of the decks and then moving to the two good decks. There is considerable evidence that the IGT performance of healthy decision-makers (i.e., participants who do not have any neurological impairments) differs from that of clinical populations, such as patients with lesions to the ventromedial prefrontal cortex (Bechara et al., [@CR11]; Bechara et al., [@CR10]; Bechara et al., [@CR13]), pathological gambling (Cavedini et al., [@CR30]), obsessive--compulsive disorder (Cavedini et al., [@CR29]), psychopathic tendencies (Blair et al., [@CR22]), or schizophrenia (Bark et al., [@CR6]; Martino et al., [@CR65]).

To compare groups in IGT performance, these studies have mainly relied on an analysis of the proportion of choices from the good decks as compared to the bad decks, with conclusions based on frequentist techniques, such as *t* tests and analyses of variance (ANOVAs). In addition, to investigate the psychological processes that underlie people's performance, several reinforcement-learning (RL) models have been proposed. These models assume that card selection on the IGT results from an interaction between distinct psychological processes including motivation, memory, and response consistency (Busemeyer et al., [@CR25]). Using these models, it has been possible to reveal group differences in cognitive processes despite an absence of group differences in IGT choices (e.g., Yechiam et al., [@CR117]). Popular RL models for IGT data are the Expectancy Valence model (EV; Busemeyer & Stout, [@CR26]; Yechiam et al., [@CR117]) and the Prospect Valence Learning model (PVL; Ahn et al., [@CR1]; Ahn et al., [@CR3]; see Steingroever et al., [@CR98], for additional references and a detailed description of the EV and PVL models). More recently, it has been shown that a hybrid version of the EV and PVL models---the PVL-Delta model---outperforms the EV and PVL model in many model comparison analyses (Ahn et al., [@CR1]; Fridberg et al., [@CR44]; Steingroever et al., [@CR99]; Steingroever et al., [@CR100], but see also Worthy et al., [@CR115], for the Value-Plus-Perseveration model, and Dai et al., [@CR34], for the PVL2 model).

The current standard approach for comparing model parameters between groups is to (1) estimate the parameters for each participant separately using maximum likelihood, (2) average the individual point estimates to obtain a group estimate, and (3) use frequentist statistical tests, such as independent-samples *t*-tests, Jonckheere--Terpstra tests, or Mann--Whitney *U* tests, to compare the estimates across groups (e.g., Cella et al., [@CR31]; Escartin et al., [@CR42]; Yechiam et al., [@CR117]). This approach, however, has several limitations. First, individual-level maximum likelihood results in less precise and less stable parameter inferences compared to Bayesian hierarchical parameter estimation (Ahn et al., [@CR3]; Scheibehenne & Pachur, [@CR83]; Shiffrin et al., [@CR90]; Wetzels et al., [@CR113]). Second, the group averaging procedure risks underestimating the variability of the group estimate because individual parameter estimates, which often have high variance, are integrated into a group average that has a much lower variance than the individual point estimates (Wetzels et al., [@CR113]). Third, the group averaging procedure ignores commonalities across participants of the same group (Wetzels et al., [@CR113]). Fourth, and more generally, there are several well-known problems inherent with frequentist tests, such as *p* values overstating the evidence against the null hypothesis (Berger & Delampady, [@CR15]; Edwards et al., [@CR40]; Johnson, [@CR55]; Sellke et al., [@CR88]), classical hypothesis testing not being able to quantify evidence in favor of the null hypothesis, and frequentist sequential testing, compared to Bayesian sequential testing (Rouder [@CR77]), being much less flexible, since it requires researchers to specify in advance the total duration of the data collection period (e.g., Reboussin et al., [@CR76]) and the number of interim analyses (e.g., Pocock, [@CR74]).[1](#Fn1){ref-type="fn"}

Here, we present a Bayesian approach to examine whether two groups differ in their IGT performance, encompassing both behavioral and model-based analyses. We illustrate our Bayesian approach by comparing IGT performance of decision-makers who report preferring an intuitive (affective) decision style and those preferring a deliberate (planned) decision style. Based on existing self-report instruments, a relationship between decision style and decision performance has been demonstrated (Phillips et al., [@CR73]). It is currently unclear, however, to what extent this also holds for the IGT. A comparison of IGT performance of people with intuitive versus deliberate decision styles seems particularly interesting because the prominent somatic marker hypothesis (Bechara et al., [@CR12]; Damasio et al., [@CR36]; Damasio, [@CR35]) suggests that intuitive, affective processes may be of particular importance for successful performance on the IGT. To conduct such a group comparison, we apply a Bayesian repeated-measurement ANOVA and illustrate three complementary cognitive analyses for comparing the groups on parameters estimated with the PVL-Delta model: (1) Bayesian hierarchical parameter estimation, (2) Bayes factor model comparison, and (3) Bayesian latent-mixture modeling (see also Lee et al., [@CR57]). All our analyses were conducted using JASP (JASP Team [@CR53]), R (R Core Team, [@CR75]), and the Stan software (Hoffman & Gelman, [@CR50]; Stan Development Team, [@CR93], [@CR94], [@CR95]), all of which are freely available. We make the relevant R and Stan code available online, and it can be adapted for similar IGT models and similar decision-making tasks.

The outline of this article is as follows. The next section describes the IGT, the PVL-Delta model, and its Bayesian hierarchical implementation, together with a brief review of Bayesian statistics. The following sections then present the proposed methodology and its application to IGT data of intuitive and deliberate decision-makers. In the final section, we summarize our findings and discuss the methodological contribution of our proposed analysis approach and implications for the notion of intuitive and deliberate decision styles.

The IGT and PVL-Delta model {#Sec1}
===========================

The IGT {#Sec2}
-------

In the standard version of the IGT, participants are initially given \$2000 (hypothetically) and are presented with four decks of cards with different payoffs (see also Steingroever et al., [@CR97]; Steingroever et al., [@CR98]; Steingroever et al., [@CR99]; Steingroever et al., [@CR100]; Steingroever et al., [@CR101]). Participants are instructed to choose, over several rounds, cards in order to maximize their long-term net outcome (Bechara et al., [@CR9]; Bechara et al., [@CR12]). Unbeknownst to the participants, the task has a fixed number of (typically) 100 trials. After each card selection, participants receive feedback on the rewards and losses (if any) associated with that card, as well as their running tally of rewards and losses over all trials so far.

A crucial aspect of the IGT is to what extent participants eventually learn to prefer the good decks over the bad decks, because only choosing from the good decks maximizes their long-term net outcome. The good decks are typically labeled as decks C and D, whereas the bad decks are labeled as decks A and B. Table [1](#Tab1){ref-type="table"} presents a summary of the common payoff scheme as developed by Bechara et al. ([@CR9]). This table illustrates that decks A and B yield high constant rewards, but even higher unpredictable losses: hence, the long-term net outcome is negative. Decks C and D, on the other hand, yield low constant rewards, but even lower unpredictable losses: hence, the long-term net outcome is positive. In addition to having different payoff magnitudes, the decks also differ in the frequency of losses: decks A and C yield frequent losses, while decks B and D yield infrequent losses. Table 1Summary of the payoff scheme of the traditional IGT as developed by Bechara et al. ([@CR9])Deck ADeck BDeck CDeck DBad deck with frequent lossesBad deck with infrequent lossesGood deck with frequent lossesGood deck with infrequent lossesReward/trial1001005050Number of5151losses/10 cardsLoss/10 cards−1250−1250−250−250Net outcome/10 cards−250−250250250

The PVL-Delta model {#Sec3}
-------------------

The PVL-Delta model formalizes people's performance on the IGT through the interaction of four parameters that have natural psychological interpretations as representing different psychological processes (Ahn et al., [@CR1]; Fridberg et al., [@CR44]; Steingroever et al., [@CR100]; see also Steingroever et al., [@CR99]; Steingroever et al., [@CR101]). The first assumption of the PVL-Delta model is that, after choosing a card from deck *k* ∈{1,2,3,4} on trial *t*, people evaluate the net outcome associated with the card and this evaluation can be described by the utility function from prospect theory (Tversky & Kahneman, [@CR106]). Formally, the utility is given by $$\documentclass[12pt]{minimal}
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In this equation, *X*(*t*) represents the net outcome on trial *t*, which is the sum of the experienced reward and loss (i.e., *X*(*t*) = *W*(*t*) −\|*L*(*t*)\|). The prospect utility function contains the first two model parameters, namely the loss aversion parameter *w* ∈ \[0,5\], and the outcome sensitivity parameter *A* ∈ \[0,1\].

The loss aversion parameter *w* quantifies the relative weight of net losses relative to net gains in people's evaluation of the net outcome of a given card. A value of *w* greater than one indicates a larger impact of negative than of positive net outcomes, whereas a value of *w* approaching one indicates a similar impact of negative and positive outcomes. As *w* approaches zero, negative net outcomes are neglected.

The outcome sensitivity parameter *A* quantifies the extent to which the subjective utility corresponds to the actual net outcome, *X*(*t*). As *A* approaches one, the subjective utility *u* ~*k*~(*t*) increases in proportion to the actual net outcome. For values of *A* smaller than one, there is less differentiation between different net outcomes. As *A* approaches zero, the sensitivity to differences in the net outcomes continues to decrease towards the limit in which there is no sensitivity at all.

The PVL-Delta model also assumes that, having formed the utility of the card as described in Eq. [1](#Equ1){ref-type=""}, people update their expected utility of the just-chosen deck, but keep the expected utilities of the remaining decks unchanged. This updating process is formalized by the delta learning rule: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ Ev_{k}(t) = Ev_{k}(t - 1) + \delta_{k}(t) \cdot a \cdot (u_{k}(t) - Ev_{k}(t - 1)), $$\end{document}$$where *δ* ~*k*~(*t*) is an indicator variable that equals 1 if deck *k* is chosen on trial *t* and otherwise zero. The delta learning rule states that the expected utility of the chosen deck *k* is adjusted upward if the experienced utility *u* ~*k*~(*t*) is higher than expected. If the experienced utility *u* ~*k*~(*t*) is lower than expected, the expected utility of deck *k* is adjusted downward.[2](#Fn2){ref-type="fn"}This updating process is influenced by an updating parameter *a* ∈ \[0,1\]. This parameter expresses the memory for past expectancies. A value of *a* close to zero indicates slow forgetting and weak recency effects, whereas a value of *a* close to one indicates rapid forgetting and strong recency effects.

In the next step, the PVL-Delta model assumes that the expected utilities of each deck guide people's choices on the next trial. This assumption is formalized by the softmax choice rule, also known as the ratio-of-strength choice rule (Luce [@CR63]): $$\documentclass[12pt]{minimal}
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The PVL-Delta model uses this rule to compute the probability of choosing each deck on each trial. The softmax choice rule includes a sensitivity parameter *𝜃* that controls the extent to which trial-by-trial choices match the expected deck utilities. Values of *𝜃* close to zero indicate random choice behavior (i.e., strong exploration), whereas large values of *𝜃* indicate choice behavior that is strongly determined by the expected utilities (i.e., choices strictly follow the expectancies of the decks).

According to the PVL-Delta model, the sensitivity parameter *𝜃* depends on the final model parameter, the response consistency *c* ∈ \[0,5\], as follows: $$\documentclass[12pt]{minimal}
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Small values of *c* lead to a small values of sensitivity *𝜃* and thus to more random choices, whereas large values of *c* lead to larger values of *𝜃*, and thus to more deterministic choices.

In summary, the PVL-Delta model has four parameters: (1) an outcome sensitivity parameter *A*, which determines the shape of the utility function, (2) a loss aversion parameter *w*, which quantifies the weight of net losses over net rewards, (3) an updating parameter *a*, which determines the memory for past expectancies, and (4) a response consistency parameter *c*, which determines the balance between exploration and exploitation in the deck choices.

Bayesian hierarchical implementation of the PVL-Delta model {#Sec4}
-----------------------------------------------------------

For our modeling analyses, we used a Bayesian hierarchical implementation of the PVL-Delta model. This implementation assumes that, within each group, probit-transformed model parameters of each participant are drawn from group-level normal distributions characterized by mean and standard deviation parameters: $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$z_{i}^{\prime }$\end{document}$ to refer to its probit-transformed version (i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$z_{i}^{\prime } = {\Phi }^{-1}(z_{i}$\end{document}$) with Φ^−1^ being the inverse of the cumulative standard normal distribution function). In addition, note that parameters with ranges different to the \[0,1\] interval were transformed to this interval before the analysis, and were only transformed back to their original ranges after the analysis. We assigned a standard normal prior to the group-level means $\documentclass[12pt]{minimal}
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                \begin{document}$\mu _{z^{\prime }}$\end{document}$, and a uniform prior ranging from 0 to 1.5 to each group-level standard deviation parameter $\documentclass[12pt]{minimal}
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                \begin{document}$\sigma _{z^{\prime }}$\end{document}$ (see Steingroever et al., [@CR99], for more details on the implementation, and Wetzels et al., [@CR113], for the same model specification in the case of the EV model). In this way, the Bayesian hierarchical framework naturally incorporates both differences and commonalities between and within the participants of one group, and produces both inferences about individual-level and group-level parameters (Horn et al., [@CR51]; Lejarraga et al., [@CR60]; Navarro et al., [@CR67]; Rouder & Lu, [@CR78]; Rouder et al., [@CR80]; Rouder et al., [@CR79]). To test our implementation of the PVL-Delta model, we ran several parameter-recovery analyses. The results of two such analyses, indicating good recovery performance, are presented in the appendix of Steingroever et al. ([@CR99]).

Bayesian methods differ from frequentist methods in how they address the two basic goals of statistical inference: parameter estimation and model selection. In Bayesian parameter estimation, inferences about a parameter are based on the posterior distribution of the parameter values given the observed data. A posterior distribution expresses the uncertainty about the value of a parameter based on the modeling assumptions and the observed data. In a Bayesian framework, the so-called Bayes factor is used to quantify the relative probability of the data under two competing models or hypotheses (Berger & Mortera, [@CR17]; Edwards et al., [@CR40]; Jeffreys, [@CR54]; Kass & Raftery, [@CR56]; Rouder et al., [@CR81]; Rouder et al., [@CR82]; Wagenmakers, [@CR108]; Wagenmakers et al., [@CR110]; Wetzels et al., [@CR112]). In particular, BF~01~ quantifies the probability of the data under the null hypothesis (H~0~) relative to the probability of the data under the alternative hypothesis (H~1~). A Bayes factor can, for example, be used to quantify the evidence that the data provide for a model that assumes differences in the loss aversion parameter across two groups of decision-makers ($\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {M}_{1}$\end{document}$. To classify the evidential strength of BF~01~ = 10, the Bayes factor categories of Jeffreys ([@CR54]) can be used (see also Lee & Wagenmakers, [@CR59]). Accordingly, BF~01~ = 10 is classified as strong evidence for model $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {M}_{0}$\end{document}$. Note that BF~01~ = 1/10 is equivalent to BF~10~ = 10, where the reversed model comparison is expressed by the subscripts of BF. As these possibilities make clear, in contrast to frequentist methods, Bayes factors allow for a quantification of the evidence for the null hypothesis or null model (e.g., Rouder et al., [@CR82]).

Proposed methodology for comparing groups on the IGT {#Sec5}
====================================================

The IGT has often been used to investigate group differences in decision-making. It is well suited for this goal because it is assumed to tap into a broad spectrum of psychological processes, such as motivation, memory, and response consistency. By comparing group differences in performance---and, in particular, by decomposing the decision behavior using cognitive modeling---there is the potential to identify which processes are different and which are the same across groups of decision-makers. Yechiam et al. ([@CR117]), for example, studied the IGT performance of six groups of criminals and a group of healthy participants. They found that even though the six groups of criminals showed similar behavior on the task, the similar (aggregate) choice patterns were produced by different psychological processes. Drug and sex offenders, for instance, over-weighted potential gains as compared to losses, whereas assault criminals tended to make less consistent choices and to focus on immediate outcomes. These findings required the use of a cognitive model because basic behavioral data analyses of the card selection behavior only allow for inferences about the overt choice behavior (see also Wood et al., [@CR114]). These findings thus illustrate that cognitive models help us to gain a deeper understanding of psychological processes relevant to decision-making.

In the remainder of this section, we elaborate on previous efforts to compare IGT performance of two groups by presenting Bayesian state-of-the-art methods for this purpose. We start with a standard method for behavioral data analysis, before proposing a novel set of complementary approaches for cognitive modeling. All approaches will then be applied to data from two groups that are distinguished based on their self-reported decision style.

Bayesian behavioral data analyses {#Sec6}
---------------------------------

Basic behavioral data analyses are usually based on general linear models. A standard IGT experiment involves repeated measures for a number of participants in two or more groups over two or more blocks of trials. Accordingly, a Bayesian block-by-block repeated-measures ANOVA on the choices from the good decks (i.e., decks C and D) is appropriate. These sorts of ANOVA analyses can be conveniently performed in JASP (JASP Team, [@CR53]), which is a user-friendly free software with a graphical user interface for conducting Bayesian data analyses. For our analyses, we use the default prior distributions implemented in JASP, that is, Cauchy(0.5) and Cauchy(1) priors for the fixed effects (i.e., block and group) and random effects (i.e., subject), respectively (Rouder et al., [@CR81]).

Bayesian cognitive modeling analyses {#Sec7}
------------------------------------

We implemented all of our proposed model-based analyses using Stan (Stan Development Team, [@CR93]; Stan Development Team, [@CR94]; Hoffman & Gelman, [@CR50]; see chapter 9 of Stan Development Team, [@CR95], for a description on how to implement mixture models in Stan).

### **Bayesian hierarchical parameter estimation** {#d29e1616}

The first model-based analysis involves inferring the posterior distributions of the group-level mean parameters for each group independently. These inferences were made using the Bayesian hierarchical implementation of the PVL-Delta model introduced earlier. To assess the account of the PVL-Delta model to the data we used the post hoc fit method. The post hoc fit method compares so-called postdictions to the observed choices. The postdictions are obtained as follows: For a specific participant and a given trial, the parameter estimates of that participant and all information about the choices and associated payoffs on all trials up to the given trial are used to predict the choice on the next trial. This procedure is realized for all trials and for each participant (for more details see Steingroever et al., [@CR100]).

### **Bayes factor model comparison** {#d29e1625}

The second model-based analysis involves comparing the group-level mean parameters of the PVL-Delta model across two groups. This is achieved by comparing a model specification that assumes differences in at least one group-level mean parameter across the two groups to a model that assumes no differences in the group-level parameters (i.e., a null model). Since the PVL-Delta model has four parameters of interest, 15 comparisons of this type are required.[3](#Fn3){ref-type="fn"}

When we refer to a model that assumes differences in at least one group-level mean parameter, we index $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {M}_{\mu _{w}\mu _{c}}$\end{document}$, for example, refers to the model that assumes differences in the group-level mean parameter of the loss aversion parameter *w* and of the consistency parameter *c* (i.e., *μ* ~*w*,1~≠*μ* ~*w*,2~ and *μ* ~*c*,1~≠*μ* ~*c*,2~, where the second index refers to the group), but no differences in group-level mean parameter of the outcome sensitivity parameter *A* and of the updating parameter *a* (i.e., *μ* ~*A*,1~ = *μ* ~*A*,2~ and *μ* ~*a*,1~ = *μ* ~*a*,2~).

For all model comparisons, we assumed that the group-level standard deviation is the same across the two groups (i.e., *σ* ~*A*,1~ = *σ* ~*A*,2~, *σ* ~*w*,1~ = *σ* ~*w*,2~, *σ* ~*a*,1~ = *σ* ~*a*,2~, and *σ* ~*c*,1~ = *σ* ~*c*,2~). To quantify the relative evidence that the data provide for each of the 16 models, we used Bayes factors assuming equal prior model probabilities for all models. Under this assumption, the Bayes factor BF~01~ simplifies to the posterior model odds $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {M}$\end{document}$ was estimated by means of the product space method (Carlin & Chib, [@CR28]; Lodewyckx et al., [@CR62]. This method is based on the construction of a "supermodel" that implements a hierarchical combination of the models to be compared. The hierarchical combination is achieved by a model index vector that, on a given sample, takes on a value indexing the model that is visited on that sample to account for the observed data. The posterior probability of a model under consideration is then given as the proportion of times that that model is visited to account for the observed data (see Appendix [B](#Sec20){ref-type="sec"} for more details on the product space method).

We conducted several tests to establish the stability of the Bayes factor estimates. First, we confirmed good sampling behavior of the model indicator variable *z* (i.e., good mixing and low autocorrelations, that is, frequent model switches; Lodewyckx et al., [@CR62]). Secondly, we repeated the product space method with fewer iterations (i.e., 5000 samples instead of 7000 of each chain after having discarded the first 1000 samples of each chain as burn-in). The stability of the Bayes factor estimates was confirmed because the difference in corresponding estimated posterior model probabilities was smaller than 0.01 and the Bayes factors of both analyses resulted in the same qualitative conclusions (i.e., using the classification scheme of Jeffreys, [@CR54], corresponding Bayes factors of both runs were classified into identical evidence categories). Third, the our Stan model file was discussed on the Stan users mailing list.[4](#Fn4){ref-type="fn"}

### **Bayesian latent-mixture modeling** {#d29e1952}

The first two model-based analyses focus on parameter estimation and model selection, respectively. Though relatively standard approaches in the general Bayesian statistics literature, they are not routinely applied in the context of the IGT and associated cognitive modeling. The third model-based analysis, which combines elements of parameter estimation and model selection in a complementary way, is novel both in the context of the IGT and in Bayesian applications more generally. This analysis involves a two-group latent hierarchical mixture model (Lee et al., [@CR57]; chapter 6 in Lee and Wagenmakers, [@CR59]).[5](#Fn5){ref-type="fn"}

For the first two model-based analyses, we considered two separate data sets (in our example below, the first data set consists of deliberate decision-makers, whereas the second data set consists of intuitive decision-makers). For the latent-mixture analysis, in contrast, we consider all of the participants in a single data set and ignore the knowledge about each participant's true group membership. However, we continue to assume that each participant comes from one of two groups, but it is thus unknown which group each participant comes from. The goal of the latent-mixture modeling is then to examine whether the correct group membership for each participant can be inferred from their behavior on the IGT.

Formally, in the two-group case, group membership is indexed by a binary indicator variable *z* ~*i*~, so that *z* ~*i*~ = 0 and *z* ~*i*~ = 1 indicate that the *i*-th participant belongs to the first and second group, respectively. The prior for these indicator parameters is *z* ~*i*~ ∼ Bernoulli(*ψ*) with *ψ* ∼ Uniform(0, 1). Consequently, *ψ* corresponds to the base rate of membership to the second group. This choice of priors means that each participant is *a priori* equally likely to be assigned to either group. The latent-mixture model analysis yields the probability for each individual participant to belong to each of the groups, as well as a posterior distribution for the base rate.

One way to apply this latent-mixture analysis is to use the same priors for model parameters as used in the first cognitive-modeling analysis (i.e., the Bayesian hierarchical parameter estimation). In this case, the inferences made by the latent-mixture analysis about the group membership of each participant reflect how people would be classified without any prior knowledge of the true memberships. If these inferred group memberships agree with the actual ones, then the analysis provides strong evidence that the behavioral data and model separate people into the proposed groups.

In this article, we pursue a second, more novel, way to apply the latent-mixture model. Our approach uses highly informative priors, so that each group is defined in terms of group-level parameter inferences based on the true group memberships. These priors approximate the posteriors from the first cognitive-modeling analysis. Formally, within each of the two groups, we assume that the probit-transformed individual-level parameters are drawn from a group-level normal distribution: $\documentclass[12pt]{minimal}
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                \begin{document}$\sigma _{z^{\prime }}$\end{document}$. This way of constructing the priors produces highly informative priors that approximate the posterior distributions from the first cognitive-modeling analysis. This analysis obviously uses the behavioral data twice---once to construct the prior distributions, and once to fit the latent-mixture model---and so cannot be used to make inferences about model parameters. It does, however, potentially provide a strong test of patterns of group membership. In particular, if the true group memberships of participants cannot be inferred under these ideal conditions, there is strong evidence that the model and data do not distinguish the participants into the proposed groups.

Case study: Intuitive versus deliberate decision-makers {#Sec8}
=======================================================

Whereas many early applications of the IGT focused on comparing clinical to control groups, the task has increasingly also been used to study how individual differences in cognitive abilities (e.g., executive functions, intelligence), mood, age, education, and personality among healthy participants can explain differences in decision-making (Beitz et al., [@CR14]; Buelow & Suhr, [@CR23]; Davis et al., [@CR37]; Suhr & Tsanadis, [@CR102]; Toplak et al., [@CR104]; Wood et al., [@CR114]). One interesting individual difference variable that has recently received much attention is *decision style* (e.g., Phillips et al., [@CR73]). One prominent distinction here is between persons who prefer making decisions using an intuitive decision mode and those who prefer a deliberate decision mode. These two types of decision-makers can be reliably distinguished using scales measuring a person's self-reported tendency to rely on an intuitive and a deliberate approach when making decisions (Burns & D'Zurilla, [@CR24]; Pacini & Epstein, [@CR71]; Scott & Bruce, [@CR87]). For instance, Betsch ([@CR18]) used a self-report inventory to assess people's tendencies to generally rely on an intuitive, affect-based decision mode (with items such as "I tend to use my heart as a guide for my actions") and a deliberate, cognition-based decision mode (e.g., "I want to have a full understanding of all problems"). The author found reliable individual differences indicated by high internal validities of the scales (see also Betsch & Iannello, [@CR19]; Pacini & Epstein, [@CR71]).

Differences in decision style might underlie the considerable behavioral heterogeneity often observed in decision-making (e.g., Pachur & Olsson, [@CR69]; Steingroever et al., [@CR98]). Indeed, there is evidence that self-reported decision style is related to decision behavior. For instance, Schunk and Betsch, ([@CR85]) found that when choosing between monetary lotteries, decision-makers with higher scores on the intuition scale showed faster decision times than deliberate decision-makers. In the same task, deliberate decision-makers showed stronger sensitivity to outcome information (indicated by a more linear utility function) than intuitive decision-makers. Finally, when participants were asked to price goods (e.g., coffee mugs), Betsch and Kunz ([@CR21]) found that participants who were instructed to operate in either a spontaneous or reflective fashion decided differently depending on whether the instructed decision mode matched their personal decision style. Specifically, under "decisional fit" people priced the objects more positively than under decisional misfit.

A recent meta-analysis by Phillips et al. ([@CR73]) found that individual differences in decision styles have a reliable relation to differences in decision performance. The size of the effect and whether an intuitive or a deliberate decision style leads to better performance, however, varies substantially across tasks. Because Phillips et al.'s ([@CR73]) meta-analysis mainly encompassed reasoning and judgment tasks, it is currently unclear whether the impact of decision style on decision performance also holds for the IGT. To our knowledge, there is only a single study that has studied the impact of decision style on IGT performance, but this study focused on a deliberate decision style only and found inconsistent results (Harman [@CR49]). It is therefore interesting to investigate the link between decision style and behavior on the IGT more rigorously, including measures of preference of both intuitive and deliberate decision modes and including a decomposition of the behavior with computational modeling (thus disentangling, for instance, motivation and memory processes). After all, as Wood et al. ([@CR114]) and Damasio et al. ([@CR117]) have shown, the processes underlying behavior on the IGT can differ between groups, as revealed with computational modeling, even if IGT performance itself does not differ across groups.

Moreover, the IGT seems a promising context for studying the impact of decision style because---as has also been noted elsewhere (Dunn et al., [@CR39]; Turnbull et al., [@CR105])---there is a strong conceptual similarity between the notion of an intuitive decision style and the intuitive, affective processes that are, according to Bechara et al. ([@CR12]) and the so-called somatic marker hypothesis (e.g., Damasio et al., [@CR36]; Damasio, [@CR35]), crucial for good IGT performance. The somatic marker hypothesis assumes that people develop from feedback "feelings generated from secondary emotions \... to predict future outcomes of certain scenarios" (Damasio, [@CR35], p. 174). Patients with lesions to the ventromedial prefrontal cortex, a region in the brain where these somatic markers are assumed to be represented, showed poorer IGT performance than healthy controls (i.e., they made fewer choices from the decks that are profitable on the long run), despite having unimpaired cognitive functioning (Bechara et al., [@CR12]). The patients also showed lower affective responses, indicated by skin conductance responses, before selecting a card from the bad decks. It was argued that healthy participants, but not the patients, had developed affective signals in response to net losses at previous trials, and since these net losses are more frequent and pronounced in the bad decks, this helped the participants to learn to avoid them. These results suggest that the operation of affective, intuitive processes may be an important contributor to successful performance on the IGT (for critical discussions, see Maia & McClelland, [@CR64]; Newell & Shanks, [@CR68]). If so, decision-makers who report to prefer an intuitive decision style, thus paying considerable attention to affective signals when making decisions, might perform better than those who report to prefer a deliberate decision style. This research question is the focus of the following case study---a case study that serves to illustrate our proposed Bayesian methodology.

Data {#Sec9}
----

Seventy students from the University of Basel (49 female; average age 24.9 years, *SD* = 5.8, range = 19 − 51 years) participated in the study. Following the administration of a computerized version of the IGT, participants completed a self-report inventory complied by Betsch and Iannello ([@CR20]) to measure individual participants' decision style. This inventory consists of 70 items covering a total of 12 subscales (e.g., deliberation, knowing, rational engagement, experiential engagement, spontaneous), taken from various other established instruments measuring intuitive and deliberate decision styles (Betsch, [@CR18]; Burns & D'Zurilla, [@CR24]; Epstein et al., [@CR41]; Scott & Bruce, [@CR87], e.g., ). For instance, participants indicated their agreement on a seven-point scale to statements such as "When I make a decision, I trust my inner feeling and reactions." and "The right way to decide usually comes to mind almost immediately." (intuitive style), and "I like to analyze problems." and "I usually have clear, explainable reasons for my decisions." (deliberate style; see Table [6](#Tab6){ref-type="table"} in Appendix [A](#Sec16){ref-type="sec"} for a full list of the items used). An overview and a discussion of the internal and construct validity of the subscales is provided by Betsch and Iannello ([@CR19]). Cronbach's Alpha for the subscales based on the current data---showing, overall, rather high internal reliability---are provided in Table [6](#Tab6){ref-type="table"} of Appendix [A](#Sec16){ref-type="sec"}. Based on the mean score for each participant on each subscale, we conducted a principal component analysis with a rotation based on the varimax method. The Kaiser criterion suggested a three-factor solution (i.e., a deliberation factor, an intuition factor, and a spontaneity factor). Following previous research (Betsch & Kunz [@CR21]), we classified participants as intuitive if they had both a factor score above the median of the intuition factor and a factor score below the median of the deliberation factor. Participants with the opposite pattern were classified as deliberate. This classification scheme yielded 19 participants in the intuitive group and 19 participants in the deliberate group. Thirty two participants thus remained unclassified and were excluded from the analyses presented in this article (more details can be found in the Appendix [A](#Sec16){ref-type="sec"}).[6](#Fn6){ref-type="fn"} Figure [1](#Fig1){ref-type="fig"} uses boxplots to summarize the distribution of scores on the 12 subscales, separately for the intuitive group and the deliberate group. As can be seen, the groups have strongly different profiles on the scales and cover different value ranges. Fig. 1Distribution of scores on the 12 subscales of the questionnaire compiled by Betsch and Iannello ([@CR20]), separately for the deliberate group (i.e., D) and the intuitive group (i.e., I)

Behavioral data analyses {#Sec10}
------------------------

In order to obtain a visual impression of the group-level deck preferences across trials, the first and third columns of Fig. [2](#Fig2){ref-type="fig"} show, separately for intuitive and deliberate decision-makers, the proportion of choices from each deck as a function of ten blocks (see Steingroever et al., [@CR97], for a discussion of the importance of considering each deck separately and not aggregated across all trials), and the proportion of choices from the good and bad decks, respectively. The figure suggests similar deck preferences for the intuitive and deliberate decision-makers. Specifically, although both groups failed to develop a clear avoidance of bad deck B, overall they learned to make more choices from the good decks than from the bad decks. There appears to be a slight trend for stronger learning in the group of intuitive decision-makers. Fig. 2Mean proportion of choices from each deck within ten blocks of both groups of decision-makers (*first column*). Each block contains ten trials. The *second column* shows the predictions of the PVL-Delta model for both groups of decision-makers. The predictions were obtained by computing the mean probabilities of choosing each deck on each trial according the post hoc absolute fit method (see Steingroever et al., [@CR100]). The *third* and *fourth* columns show the same information as the first two columns, respectively, but aggregated across both good and both bad decks

We applied our proposed Bayesian data analysis in the form of a 10 (block) x 2 (decision style) repeated measures ANOVA. The results of this analysis are presented in Table [2](#Tab2){ref-type="table"} and showed that the data are 370506.491/101921.230 = 3.64 times more likely under the "Block model" that assumes an effect of block, but no effect of group than under the "Block + Group model" that assumes both group and block differences (i.e., the Bayes factor BF~01~ is 3.64 in favor of the model that includes no main effect of group). According to the classification scheme of Jeffreys ([@CR54]), this can be considered as moderate evidence for the "Block model" as compared to the "Block + Group model". In addition, the data are about five times more likely under the model that assumes that there is no interaction between block and decision style (but a group and block effect) than under the model that assumes that there is such an interaction effect and group and block effects (i.e., the Bayes factor is 101921.230/18945.710 = 5.38 in favor of the model that includes no interaction effect between block and decision style).[7](#Fn7){ref-type="fn"} This can also be classified as moderate evidence for the null model (Jeffreys, [@CR54]). These results suggest that deliberate and intuitive decision-makers show similar learning curves on the IGT. Table 2Output of the Bayesian repeated measures ANOVA conducted in JASPModelBF~10~Null model1.000Block370506.491Group0.256Block + Group101921.230Block + Group + Block \* Group18945.710

Cognitive modeling analyses {#Sec11}
---------------------------

Even though the behavioral data analysis suggests that intuitive and deliberate decision-makers show similar deck preferences on the IGT, there might still be group differences in the cognitive processes underlying the decisions (see also Wood et al., [@CR114]; Yechiam et al., [@CR117]). To investigate this possibility, we next decompose the IGT performance of the two groups using three different cognitive modeling analyses.

In each of the three cognitive modeling analyses, we used random starting values for the parameter estimation. For the first two analyses, we ran three Hamiltonian Monte Carlo (HMC) chains, and for the third cognitive modeling analysis we ran five HMC chains. We collected 4000, 7000, and 9000 samples of each chain after having discarded the first 2000, 1000, and 1000 samples of each chain as burn-in in the case of first, second, and third analysis, respectively. Visual inspection of the chains suggested that the samples provided a valid approximation to the joint posterior parameter distribution. This was confirmed by the $\documentclass[12pt]{minimal}
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### **Bayesian hierarchical parameter estimation** {#d29e2660}

Before interpreting the estimated model parameters, we assessed whether the PVL-Delta model sufficiently accounts for the data of both groups using the post hoc absolute fit method (see Steingroever et al., [@CR100]). The post hoc fit performance of the PVL-Delta model is presented in the second and fourth column of Fig. [2](#Fig2){ref-type="fig"} for each deck separately and aggregated across both good and bad decks, respectively. Comparing the post hoc performance of the model to the data, it is apparent that the PVL-Delta model captures the qualitative choice pattern in both groups. In particular, as the task proceeds, the model predicts that both groups learn to make more choices from the good decks, and that intuitive decision-makers make slightly more choices from the good decks. The PVL-Delta model thus captures key trends in the data for both groups, allowing for meaningful conclusions from the model parameters.

Figure [3](#Fig3){ref-type="fig"} shows the posterior distributions of the group-level mean parameters of the PVL-Delta model, separately for the intuitive and the deliberate decisions-makers. The posterior distributions show that deliberate decision-makers tend to have a higher outcome sensitivity parameter *μ* ~*A*~ (i.e., a better correspondence between the objective and the subjective utilities of the decks), but a lower updating parameter *μ* ~*a*~ (i.e., less forgetting and weaker recency effects) than intuitive decision-makers. In addition, the posterior distributions suggest that the groups differ neither on the loss aversion parameter *μ* ~*w*~ nor on the choice consistency parameter *μ* ~*c*~. Note that these conclusions are based only on a visual comparison of the posterior distributions. Fig. 3Posterior distributions of the group-level parameters of both groups obtained from fitting the PVL-Delta model to the data of each group separately

### **Bayes factor model comparison** {#d29e2716}

We next report the results of the Bayes factor model comparison, first discussing the posterior model probabilities, and then deriving Bayes factors according to the formula: $\documentclass[12pt]{minimal}
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Tables [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"} show the posterior model probabilities for eight of the models under the assumption of equal prior model probabilities of all models. The posterior model probabilities of the remaining models are below 0.05 and are not shown. The posterior probability of a specific model quantifies the relative plausibility for that model given the prior model probability and the evidence from the data (Berger & Molina, [@CR16]). From the tables it is evident that the null model $\documentclass[12pt]{minimal}
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When comparing the null model to models that assume differences in two parameters as in Table [4](#Tab4){ref-type="table"}, the null model is generally more strongly supported by the data than in comparisons of the null model and models that assume differences in only one parameter as in Table [3](#Tab3){ref-type="table"}. In particular, the data provide anecdotal evidence for the null model compared to the model that assumes differences in both the outcome sensitivity and the updating parameter (i.e., model $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {M}_{\mu _{A}\mu _{w}\mu _{a}}$\end{document}$, respectively. For all of the other model comparisons the Bayes factors are greater than 11, suggesting strong evidence for the null model. Thus, our model selection analyses of the data suggest that it is very unlikely that the intuitive and deliberate groups differ in three or more parameters.

In sum, of all of the models considered, the null model---that is, the model that assumes no differences in the group-level mean parameters of the intuitive and deliberate decision-makers---received most support. In addition, we saw that the evidence for the null model is weakest when the null model is compared to the models that assume differences in the outcome sensitivity and the updating parameter, respectively (i.e., Bayes factors only slightly larger than 1 in favor of the null model), but that the evidence for the null model is strong when it is compared to models that assume that the groups differ on several parameters.

### **Bayesian latent-mixture modeling** {#d29e3616}

Figure [4](#Fig4){ref-type="fig"} shows the posterior means of the *z* ~*i*~ variables for each participant. Since these are naturally interpreted as group membership probabilities, a low posterior mean of *z* ~*i*~ suggests that the *i* th participant is very likely to belong to the group of deliberate decision-makers, whereas a large value suggests that that participant is very likely to belong to the group of intuitive decision makers. According to the group membership established with the decision-style inventory, participants 1--19 were classified as deliberate decision-makers (i.e., unfilled bars), whereas participants 20--38 were classified as intuitive decision-makers (i.e., grey bars). The horizontal line represents a posterior classification probability of 0.5. Fig. 4Posterior classification of the individual participants as belonging to the group of intuitive decision-makers based on the latent-mixture analysis. Based to the inventories, participants 1-19 were deliberate decision-makers (i.e., *white bars*), whereas participants 20-38 were intuitive decision-makers (i.e., *grey bars*). The horizontal line represents a posterior classification of .5

If the self-reported deliberate versus intuitive decision style has a sizeable impact on IGT performance, the latent-mixture model should make inferences consistent with the group membership following from the decision-style inventory. Specifically, for participants 1--19 the posterior mean of the *z* ~*i*~ variable should be below the horizontal line, whereas it should be above this line for participants 20--38. However, it is evident in Fig. [4](#Fig4){ref-type="fig"} that the group membership inferred from the latent-mixture modeling analysis does not coincide with the ground truth distinction between intuitive and deliberate decision-makers. Thus, there is strong evidence that the model and data do not distinguish the participants into the groups suggested by the self-report decision-style inventory.

Discussion {#Sec12}
==========

We presented a Bayesian approach for analyzing whether two groups differ in their behavior on the IGT and for using cognitive models to test whether their behavior is driven by different psychological processes. For the latter goal, we used three complementary Bayesian analyses to "triangulate" the research question: hierarchical parameter estimation, Bayes factor model comparison, and latent-mixture modeling (see also Lee et al., [@CR57]).

We illustrated this Bayesian approach with a comparison of the card selection behavior on the IGT of decision-makers who report to prefer an intuitive versus a deliberate decision style. This comparison is interesting because Bechara et al. ([@CR12]) proposed that intuitive, affective processes are important for good performance on this task. In addition, although people who report a preference for intuitive versus deliberate decision styles have been found to show differences in several decision tasks, such as valuation of consumer items and monetary lotteries (Schunk & Betsch, [@CR85]; Betsch & Kunz, [@CR21]; see also Phillips et al., [@CR73]), it had yet to be investigated whether such differences generalize to complex decision-making as measured with the IGT.

The application of our Bayesian approach revealed that, at the behavioral level, intuitive and deliberate decision-makers show similar deck preferences on the IGT. All of the three Bayesian modeling analyses suggested that similar cognitive processes drive performance of intuitive and deliberate decision-makers on the IGT. The fact that the three different ways of formalizing the basic research question resulted in consistent findings permits stronger conclusions than could be made based on any one approach alone (Lee et al., [@CR57]).

Methodological contribution {#Sec13}
---------------------------

Even though the Bayes factor is "the standard Bayesian solution to the hypothesis testing and model selection problems" (Lewis and Raftery, [@CR61]; p. 648), to our knowledge this is the first time that Bayes factors have been derived to compare not only the behavioral performance of two groups (i.e., by means of repeated-measures ANOVA), but also to investigate whether two groups differ in PVL-Delta model parameters (i.e., by means of the product space method), and that a latent-mixture extension has been applied to an IGT model. We believe that the use of these methods will advance the study of group differences on the IGT for several reasons. Using our Bayesian suite of analyses we can draw more valid and profound inferences about our research question, many of which are not either possible in the frequentist framework. First, a fundamental difference is that the Bayesian approach allows us to assign probabilities to parameters and hypotheses---a possibility that is in line with researchers' interests typically *not* concerning the probability of encountering data at least as extreme as those that were observed, given that the null hypothesis is true and the sample was generated according to a specific intended procedure (Lee & Wagenmakers, [@CR58]; Wetzels et al., [@CR111]). Consequently, using the Bayes factor we can infer whether the data are informative enough to draw strong conclusions, and, in the case of informative data, we can infer the probability of the data under the null hypothesis relative to the alternative hypothesis (for more advantages on the Bayesian approach see for example Rouder et al., [@CR82]; Wagenmakers, [@CR108]; Wagenmakers et al., [@CR109]). This is an important advantage of the Bayesian approach, especially given many non-significant results that have been reported in IGT research (see extensive reviews by Sevy et al., [@CR89]; Toplak et al., [@CR104]). From such non-significant results of frequentist tests, one can only conclude that the null hypothesis cannot be rejected. Such a conclusion is clearly less insightful than conclusions allowed for by the Bayes factor.

Second, our suite of methods benefits from the property of the Bayes factor of implementing the tradeoff between a model's goodness-of-fit and parsimony in a manner that is more comprehensive than that used by the current alternatives. In particular, the Bayes factor coherently and completely discounts model complexity because it considers three dimensions of complexity: (1) the number of free parameters, (2) the functional form of the model, and (3) the extension of the parameter space (Busemeyer et al., [@CR27]; Myung & Pitt, [@CR66]), whereas popular alternatives consider only the first dimension (Ahn et al., [@CR4]; Schwarz, [@CR86]; Spiegelhalter et al., [@CR92]).

Third, our suite of methods augments current standard frequentist methods to analyze group differences on the IGT. Our methods rely on more reliable parameter inference (Ahn et al., [@CR3]; Scheibehenne & Pachur, [@CR83]; Shiffrin et al., [@CR90]; Wetzels et al., [@CR113]), they incorporate both commonalities and differences between participants of one group (Navarro et al., [@CR67]; Rouder & Lu, [@CR78]; Rouder et al., [@CR80]; Rouder et al., [@CR79]), and they can be used to quantify evidence for the null hypothesis (for further advantages of the Bayesian approach compared to classical hypothesis testing, see Berger & Delampady, [@CR15]; Edwards et al., [@CR40]; Johnson, [@CR55]; Pocock, [@CR74]; Reboussin *et al*. [@CR76]; Sellke et al., [@CR88]). In addition, the Bayesian approach allows for a straightforward extension of cognitive models to infer group membership---a possibility that we demonstrated with our latent-mixture model. To our knowledge, latent-mixture models to infer group membership from parameters of reinforcement-learning models using a frequentist approach (e.g., using least-squares fitting and maximum likelihood), have not yet been developed. This illustrates that our Bayesian suite of analyses can be used to answer more manifold research questions.

Self-reported decision styles and decision behavior {#Sec14}
---------------------------------------------------

Much research has developed and applied reliable self-report instruments for assessing differences between decision-makers in their tendency to rely on the intuitive and the deliberate system (Betsch, [@CR18]; Betsch & Iannello [@CR19]; Pacini & Epstein, [@CR71]). In a recent meta-analysis, that mainly encompassed reasoning and judgment tasks, Phillips et al. ([@CR73]) concluded that individual differences in decision style impacts decision-making, but that the particular impact varies considerably across different decision paradigms. In order to investigate to what extent the conclusions of Phillips et al. ([@CR73]) also hold for the IGT, we rigorously compared the IGT performance of decision-makers with an intuitive or deliberate decision style. Our results find no evidence that a person's self-reported preference for an intuitive and a deliberate decision style has a substantial bearing on IGT performance. This result is interesting because the notion of an intuitive decision style is conceptually related to the somatic maker hypothesis, according to which a stronger reliance on an intuitive decision mode results in better IGT performance because of the crucial role of the emotional, intuitive system for learning to make good decisions on the IGT (Damasio, [@CR35]).

There are (at least) two ways to interpret this lack of an association between self-reported preference for a intuitive versus deliberate decision style and IGT performance. First, it is possible that IGT performance does not tap substantially into the affective signals that decision-makers with an intuitive decision style report to pay attention to. This view would provide a challenge to the somatic marker hypothesis, which predicts a strong contribution of affect to IGT performance (for further critical discussion and evidence, see, e.g., Dunn et al., [@CR39]; Tomb et al., [@CR103]). Second, it may be that the dissociation reflects that, similar as for measures of self-reported impulsivity and actual behavior (Janssen et al., [@CR52]), task-specific factors override more general preferences for a particular approach to solve a decision task. That is, the weak association between decision style and IGT performance may be due to the way decision styles are typically assessed. While standard decision-style inventories tap into decision-making in a rather abstract and domain-general fashion, there is indication for considerable domain-specificity of decision style (Pachur & Spaar, [@CR70]). As a consequence, a person's domain-general decision style might only weakly predict her decision style in a financial risk-taking task such as the IGT. In general, this interpretation is consistent with the view that people can flexibly adapt their decision-making processes to characteristics of the task (e.g., Gigerenzer et al., [@CR46]; Payne et al., [@CR72]).

Why did Phillips et al. ([@CR73]) find evidence for an association between decision style and decision-making performance, whereas we failed to find such an association in the context of the IGT? Phillips et al. ([@CR73]) obtained the strongest benefit of a deliberate decision style in the context of inductive reasoning tasks, where often one particular suggestive response has to be overridden; the strongest benefit of an intuitive decision style was obtained for tasks involving the generation of alternatives or ideas. The IGT, by contrast, involves a careful deliberation and learning of the options' payoff from experience (cf. Schonberg et al., [@CR84]), and all the options are explicitly given in the task. Potentially, the complex and engaging nature of the IGT, tapping into multiple psychological processes (such as motivation, memory, and response consistency) might thus override the influence of a person's decision style.

If decision style is not associated with performance on the IGT, what other factors might account for individual variability commonly observed in this task? One possibility is that more task-specific capacities such as working memory, intelligence, and inhibition play a crucial role. On the other hand, although some studies have indeed found IGT performance to be linked to variables such as working memory, inhibition, intelligence, and personality (e.g., Crone et al., [@CR33]; Demaree et al., [@CR38]; Franken & Muris, [@CR43]; Suhr & Tsanadis, [@CR102]), such links seem to emerge inconsistently and are, overall, rather weak (e.g., Dunn et al., [@CR39]; Toplak et al., [@CR104]).

Conclusions {#Sec15}
-----------

We proposed a set of Bayesian analyses for comparing IGT performance between two groups. The application of these techniques to compare decision-makers with a deliberate or an intuitive decision style showed not only that both groups of decision-makers perform similarly on the IGT, but also that their performance is driven by similar cognitive processes. Our refined analysis approach could easily be adapted to other decision-making tasks and cognitive models of behavior on those tasks. All of the relevant code is available online, and all of the required programs are free to download. Due to the advantages of Bayesian analyses, we encourage using our proposed methods to investigate group differences in IGT data or in similar decision-making tasks.

Appendix A: Experiment {#Sec16}
======================

Material {#Sec17}
--------

### **Iowa Gambling Task** {#d29e3911}

The IGT was administered as a computerized task, based on the original version of Bechara et al. ([@CR9]).[9](#Fn9){ref-type="fn"} On the computer screen, four decks of cards were presented, labeled "A", "B", "C", and "D". Participants were initially given a (hypothetical) loan of +2000 Swiss Francs (CHF). They were instructed to consecutively choose among the decks in such a way that they maximize their long-term net outcome (cf. Bechara et al., [@CR9]; Bechara et al., [@CR12]). At each trial, a deck could be selected by clicking on it. Each choice resulted in a draw of a card from the chosen deck, and feedback on the gains as well as the losses (if any) associated with the card, and the running tally. The trials were self-paced and the task stopped after 100 trials.

### **Measurement of decision style** {#d29e3933}

To measure individual participants' decision style, we used an inventory complied by Betsch and Iannello ([@CR20]), whose subscales are taken from five different questionnaires: the Rational-Experiential Inventory (REI; Pacini and Epstein, [@CR71]), the Preference for Intuition and Deliberate Scale (PID; Betsch, [@CR18]), the General Decision Making Style (GDMS; Scott & Bruce, [@CR87]) questionnaire, the Cognitive Style Indicator (CoSI; Cools & van den Broeck, [@CR32]), and the Perceived Modes of Processing Inventory (PMPI; Burns & D'Zurilla, [@CR24]). All of these questionnaires measure a person's tendency to rely on an intuitive and a deliberate decision mode on two separate bipolar subscales. For instance, participants are presented with statements such as "My feelings play an important role in my decisions." (intuition subscale of the PID), or "Before making decisions, I first think them through." (deliberation subscale of the PID). At each item, participants are asked to indicate the extent to which the statement represents their opinion (on a scale from 1 = very much disagree to 7 = very much agree). The original versions of the REI, PID and the GDMS contain items that include the term "intuition". Betsch & Iannello ([@CR19]) argued that this might activate different concepts across people. These items were therefore excluded from Betsch and Iannello's ([@CR20]) compiled inventory. Altogether, the questionnaire consisted of 70 items from 12 subscales (Table [5](#Tab5){ref-type="table"}). As described in more detail below, we distinguished intuitive and deliberate decision-makers based on their total scores on these subscales. Table 5Seventy questionnaire items with their respective subscale from Betsch and Iannello's ([@CR20]) compiled inventoryItemSubscaleI quickly do the right thing when coping because I've often faced almost the same thing before.PMPI 6I make definite engagements, and I follow up meticulously.CoSi-p 6I prefer clear structures to do my job.CoSi-p 4With most decisions it makes sense to completely rely on your feelings.PID-i 2I don't like to have to do a lot of thinking.REI-re 3Developing a clear plan is very important to me.CoSi-p 1I generally make snap decisions.GDMS-s 1I often make impulsive decisions.GDMS-s 4I like detailed action plans.CoSi-p 3Using logic usually works well for me in figuring out problems in my life.REI-ra 9Using my gut feelings usually works well for me in figuring out problems in my life.REI-ea 1I prefer making detailed plans rather than leaving things to chance.PID-d 3I hardly ever go wrong when I listen to my deepest gut feelings to find an answer.REI-ea 6I've had enough experience to just know what I need to do to cope most of the time without trying to figure it out every time.PMPI 3I prefer well-prepared meetings with a clear agenda and strict time management.CoSi-p 5I can usually feel when a person is right or wrong, even if I can't explain how I know.REI-ea 8I like to analyze problems.CoSi-k 2Knowing the answer without having to understand the reasoning behind it is good enough for me.REI-re 9I enjoy intellectual challenges.REI-re 2I think about a decision particularly carefully if I have to justify it.PID-d 5I always want to know what should be done when.CoSi-p 2I tend to use my heart as a guide for my actions.REI-ee 4I double-check my information sources to be sure I have the right facts before making decisions.GDMS-d 2I study every problem until I understand the underlying logic.CoSi-k 4My decision-making requires careful thought.GDMS-d 4When I have a problem I first analyze the facts and details before I decide.PID-d 6Thinking is not my idea of an enjoyable activity.REI-re 5I rely mostly on my past experience to find a way to cope.PMPI 8Before making decisions I usually think about the goals I want to achieve.PID-d2I prefer complex to simple problems.REI-re 6I generally don't depend on my feelings to help me make decisions.REI-ee 3I usually have clear, explainable reasons for my decisions.REI-ra 10Most of the time, I use the same method to cope.PMPI 7If an approach works I use it again and again so I don't have to come up with a new one for each stressful situation I face.PMPI 2I want to have a full understanding of all problems.CoSi-k 1I am not a very analytical thinker.REI-ra 3I make detailed analysis.CoSi-k 3I have a logical mind.REI-ra 7Reasoning things out carefully is not one of my strong points.REI-ra 4I am often aware of how to cope with a stressful situation even before I review all its aspects.PMPI 1I think before I act.PID-d 7I prefer emotional people.PID-i 5Thinking hard and for a long time about something gives me little satisfaction.REI-re 7The right way to cope usually comes to mind almost immediately.PMPI 4I have no problem thinking things through carefully.REI-ra 8I trust my initial feelings about people.REI-ea 3When it comes to trusting people, I can usually rely on my gut feelings.REI-ea 4I enjoy solving problems that require hard thinking.REI-re 4When I make a decision, it is more important for me to feel the decision is right than to have a rational reason for it.GDMS-i 3When I make a decision, I trust my innermost feelings and reactions.GDMS-i 4I typically figure out the way to cope swiftly.PMPI 5Learning new ways to think would be very appealing to me.REI-re 10A good task is a well-prepared task.CoSi-p 7Before making decisions I first think them through.PID-d 1I rarely need to mull things over; how to cope usually becomes quickly apparent.PMPI 9I enjoy thinking in abstract terms.REI-re 8If I were to rely on my gut feelings, I would often make mistakes.REI-ea 5I plan my important decisions carefully.GDMS-d 1I prefer drawing conclusions based on my feelings, my knowledge of human nature, and my experience of life.PID-i 3I make decisions in a logical and systematic way.GDMS-d 3When making a decision, I consider various options in terms of a specific goal.GDMS-d 5I don't think it is a good idea to rely on one's intuition for important decisions.REI-ee 2I believe in trusting my hunches.REI-ea 2My feelings play an important role in my decisions.PID-i 4I try to avoid situations that require thinking in depth about something.REI-re 1When making decisions, I do what seems natural at the moment.GDMS-s 5I often make decisions on the spur of the moment.GDMS-s 2I like emotional situations, discussions and movies.PID-i 6I make quick decisions.GDMS-s 3I generally make decisions that feel right to me.GDMS-i 2Note. The second column indicates the instrument from which the corresponding item was taken. GDMS = General Decision Making Style inventory (Scott & Bruce, [@CR87]); PID = Preference for Intuition and Deliberation scale (Betsch, [@CR18]); REI = Rational- Experiential Inventory (Pacini & Epstein, [@CR71]); PMPI = Perceived Modes of Processing Inventory (Burns & D'Zurilla, [@CR24]); CoSI = Cognitive Style Indicator (Cools & van den Broeck, [@CR32]). p = planning, i = intuition, re = rational engagement, ra = rational ability, ee = experiential engagement, ea = experiential ability, k = knowledge, d = deliberation.

Procedure {#Sec18}
---------

Participants completed the experiment individually. They signed an informed consent form and started the experiment with the IGT, followed by demographic questions and a computerized version of the decision-style inventory. Then they were thanked, debriefed, and received course credits or a flat fee of 7.50 CHF---a decision that had to be made before the experiment---as well as a performance-contingent bonus from their IGT performance (specifically, final IGT score/1000 \* 1.5 CHF).

Decision style {#Sec19}
--------------

We first determined for each participant the mean score on each of the 12 subscales of the decision-style inventory compiled by Betsch and Iannello ([@CR20]). Table [6](#Tab6){ref-type="table"} shows that all subscales had acceptable levels of internal reliability, except for the experiential engagement subscale of the REI. However, we decided to keep that subscale in our analyses because excluding it did not lead to different conclusions in the subsequent analyses. Based on each participant's mean score on each of the 12 subscales, we then conducted a principal component analysis with rotation based on the varimax method using the principal() function of the R package psych. The Kaiser criterion suggested a three-factor solution, which accounted for 70% of the total variance. Table [6](#Tab6){ref-type="table"} reports the factor loadings of the 12 subscales on these three factors. On the first factor the subscales capturing a deliberate, rational, and planned decision style showed consistently high loadings (deliberation factor). The second factor had consistently high loadings for the subscales capturing an intuitive and experiential decision style (intuition factor). The third factor had high loadings for the subscale capturing spontaneous decision-making (spontaneity factor). Individually, the three factors accounted for 33.9%, 22.4%, and 13.4% of the variance, respectively. Table 6Three-factor solution of the principal component analysis. Also reported are Cronbach's *α* as a measure of the reliability of each subscaleSubscaleFactorDeliberationIntuitionSpontaneityDeliberation (GDMS) (*α* = .80)**.890**.008--.184Deliberation (PID) (*α* = .74)**.875**--.171--.094Knowing (CoSI) (*α* = .79)**.873**--.068--.126Rational ability (REI) (*α* = .77)**.820**--.148.176Rational engagement (REI) (*α* = .81)**.659**--.106--.145Planning (CoSI) (*α* = .70)**.601**--.326.130Experiental ability (REI) (*α* = .84).059**.870**.165Intuition (GDMS) (*α* = .69)--.121**.850**.056Intuition (PID) (*α* = .79)--.150**.809**.018Experiential engagement (REI) (*α* = .41)--.311**.604**.033Automatic (PMPI) (*α* = .77).115.126**.897**Spontaneous (GDMS) (*α* = .73)--.354.076**.805**

Following previous research (Betsch & Kunz, [@CR21]), we classified participants as intuitive if they had a factor score above the median of the intuition factor and, at the same time, a factor score below the median of the deliberation factor; participants with the opposite pattern were classified as deliberate.[10](#Fn10){ref-type="fn"} This classification scheme yielded 19 participants in the intuitive group and 19 participants in the deliberate group. Thirty-two participants thus remained unclassified and were excluded from the analyses presented in the main article.

Appendix B: Obtaining Bayes Factors with the Product Space Method {#Sec20}
=================================================================

In this section we describe how we obtained the Bayes factor with the product space method (Carlin & Chib, [@CR28]; Lodewyckx et al., [@CR62]). The Bayes factor BF~12~ is defined as the change from prior model odds $\documentclass[12pt]{minimal}
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For all but the simplest models the Bayes factor cannot be derived analytically. We therefore need a method to approximate the Bayes factor. One such method is the product space method (for alternative methods such as reversible jump, see Green, [@CR47]; Sisson, [@CR91], and for importance sampling, see Hammersley & Handscomb, [@CR48]; Steingroever et al., [@CR101]; Vandekerckhove et al., [@CR107]). The product space method is a transdimensional Markov chain Monte Carlo (MCMC) method, a method that aims to estimate the posterior model odds for chosen prior model odds (see Eq. [5](#Equ5){ref-type=""}). This method requires the construction of a "supermodel" encompassing the models to be compared. This "supermodel" is a hierarchical combination of the models to be compared. The hierarchical combination is achieved by a model index that measures the proportion of times that either model is visited to account for the observed data. The prior of the model index corresponds to the prior model odds (i.e., specified before the analysis), and the posterior of the model index corresponds to the posterior model odds. The posterior model index can be estimated by MCMC posterior sampling methods. We can therefore estimate the posterior probability of model $\documentclass[12pt]{minimal}
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The posterior model probability quantifies the relative plausibility for model $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal {M}_ k$\end{document}$ given the prior model probability and the evidence from the data (Berger & Molina [@CR16]). Given the estimated posterior model probabilities of two different models, we can estimate the Bayes factor using Eq. [5](#Equ5){ref-type=""} because the prior model odds are known (i.e., specified before the analysis).

For philosophical and fundamental differences between the Bayesian and frequentist approach see Lee and Wagenmakers ([@CR58]) and Wetzels et al. ([@CR111]). Most crucially, these articles contrast the Bayesian approach with the frequentist approach by arguing that the two allow for completely different kinds of inferences. The frequentist approach, on the one hand, provides the probability of encountering data at least as extreme as those that were observed, given that the null hypothesis is true and the sample was generated according to a specific intended procedure. The Bayesian approach, on the other hand, provides the relative plausibility of the hypotheses under consideration after having observed the data. However, only the latter kind of inference is useful for the research question we investigate in this article, but also for research questions in psychology more generally. This underscores the superiority of the Bayesian approach. Additional discussions can be found in Andrews and Baguley ([@CR5]), Bayarri et al. ([@CR8]), Rouder et al. ([@CR82]), Sellke et al. ([@CR88]), and Wagenmakers ([@CR108]).

We initialized the expectancies of each deck *k* to zero, so that *Ev* ~*k*~(0) = 0.

In total, there are 2^4^ = 16 possible models, one of which is the null model. Therefore, we obtained 15 model comparisons involving a model that assumes differences in at least one group-level mean parameter across the two groups compared to the null model.

The discussion can be found here <https://groups.google.com/forum/?hl=cs#!searchin/stan-users/reinforcemen/stan-users/TjY3wQqUS2g/cff2lWoRUr0J>.

Note that our two-group assumption has a clear intuitive-deliberate basis in theory; however, in general, it is also possible to assume more than two groups (see Bartlema et al., [@CR7]).

We repeated the analyses presented in this article using an alternative classification which included all participants and simply distinguished between intuitive and deliberate decision-makers based on whether or not their score on the intuition factor was higher than the median. These analyses resulted in qualitatively identical conclusions as the ones presented in this article.

The frequentist repeated-measures ANOVA revealed that neither the main effect of decision style (*F*(1, 36) = .404, *p* = .529) nor the interaction between block and decision style (*F*(9, 324) = 1.466, *p* = .159) was significant.

The Bayes factors discussed in this article are based on unrounded posterior model probabilities and may therefore slightly differ from Bayes factors calculated using the posterior model probabilities presented in Table [3](#Tab3){ref-type="table"}.

In contrast to the payoff scheme introduced by Bechara et al. ([@CR9]), we used a stable loss of −50 CHF in deck C.

Although conceptually similar to "intuition", according to the factor solution the spontaneity factor seems to represent a distinct and orthogonal aspect of people's decision-mode preferences. To maintain homogeneity within the groups, however, we did not consider the spontaneity factor when classifying people as intuitive or deliberate decision-makers.
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