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QUASI-STATIONARY LIMIT AND A LANDAU-LIFSHITZ
EQUATION IN FERROMAGNETISM
WEI DENG AND BAISHENG YAN
Abstract. In this paper we study a Landau-Lifshitz equation in fer-
romagnetism without exchange energy as a quasi-stationary limit of a
coupled Maxwell system as dielectric permittivity approaches zero. We
present a diﬀerent formulation and proof of this quasi-stationary limit
result. We also prove a new uniqueness and stability result for the limit
Landau-Lifshitz equation.
1. Introduction
The Landau-Lifshitz equation governing the evolution of magnetization
M = M(x,t) in a ferromagnetic solid occupying a bounded domain Ω in R3
is given by
(1.1) ∂tM = −γM × Heﬀ − α
γ
|M|
M × (M × Heﬀ)
on Ω × [0,∞), where γ is the electron gyromagnetic ratio, α ≥ 0 is the
Landau-Lifshitz phenomenological damping parameter, and Heﬀ is an ef-
fective magnetic ﬁeld, which is usually given by the negative of functional
derivative of a total underlying micromagnetic energy E(M) with respect to
M; namely, Heﬀ = −∂E/∂M (see [3, 15, 16, 17]).
In this paper we adopt a simpliﬁed form of a total energy E(M) that does
not include the so-called exchange energy [6, 7, 10, 18, 19] and thus assume
the eﬀective ﬁeld Heﬀ is given by
(1.2) Heﬀ = −ϕ′(M) + a(x) + HM,
where ϕ is a smooth function representing the anisotropy energy density due
to material’s crystallography, a(x) is a given external applied ﬁeld for the
interaction energy, and HM is the magnetostatic ﬁeld on whole R3 induced
by M through
(1.3) curlHM = 0, div(HM + MχΩ) = 0 in R3.
In this case the equation (1.1) becomes a quasi-static system of static Maxwell
equations (1.3) coupled with dynamic equation
(1.4) ∂tM = F(x,M,HM) in Ω × (0,∞),
where F : Ω × R3 × R3 → R3 is a special function of a form
(1.5) F(x,M,H) = F(M)H + a(x,M)
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(see (2.4)-(2.5) below). Our study is valid for more general interaction func-
tions of the form (1.5) to be speciﬁed later. The quasi-static system (1.3)-
(1.4) will be studied with a given initial condition
(1.6) M(x,0) = M0(x) on Ω.
The system (1.3)-(1.4) has been derived in [11] from quasi-stationary limit
of more general systems of Maxwell’s equations as variable dielectric permit-
tivity ǫ(x) and magnetic permeability  (x) tend to zero in some fashion. For
given ǫ(x) and  (x), the existence of weak solutions of the Maxwell system
has been established in [11, 13]. Long-time asymptotic behaviors of solutions
to the Maxwell system have been studied in [12], and in [14] for the one-
dimensional case. The approaches in [11] to the existence for the Maxwell
systems with variable ǫ(x) and  (x) are quite diﬀerent from the methods
used in [13], where ǫ =   = 1 and so wave equations and microlocal defect
measures [9, 22] can be applied.
In this paper we show that system (1.3)-(1.4) is a quasi-stationary limit
of a simpler system of Maxwell’s equations with constant permittivity ǫ → 0
and permeability set to be   = 1.
To be more speciﬁc, we study the quasi-stationary limit of the following
special evolution system for vector-ﬁelds E(x,t),H(x,t) in R3 ×(0,∞) and
M(x,t) in Ω × (0,∞) as constant ǫ → 0+:
(1.7)

 
 
ǫ∂tE − curlH = 0,
∂t(H + MχΩ) + curlE = 0 in R3 × (0,∞);
∂tM = F(x,M,H) in Ω × (0,∞)
supplemented with initial conditions
(1.8) (E,H)|t=0 = (E0,H0) on R3, M|t=0 = M0 on Ω,
which we assume to satisfy the condition
(1.9)
 
E0,H0 ∈ L2(R3), M0 ∈ L∞(Ω)
divE0 = div(H0 + M0χΩ) = 0.
The existence of weak solutions of the Cauchy problem (1.7)-(1.8) has been
proved in [11] for general Maxwell systems; see also [13] for ǫ = 1 and
F = F(M)H.
We present a diﬀerent proof, motivated by the methods in [13], that any
weak solution (Eǫ,Hǫ,Mǫ) to the Cauchy problem (1.7)-(1.8) has a subse-
quence {Mǫ} along ǫ → 0 such that, for all 0 < T < ∞, Mǫ → M strongly
in C0([0,T];L2(Ω)) and L2(Ω×(0,T)) (see Theorem 3.1 below). Our proof
is more elementary and direct than in the general case considered by [11].
Furthermore, we show that the limit M = M(x,t) is a weak solution to the
quasi-static system (1.3)-(1.4) with initial condition (1.6) (see Theorem 4.1
below). We also prove a new stability result for weak solutions to the sys-
tem (1.3)-(1.4). Roughly speaking, we show that if initial data M1
0,M2
0 are
suﬃciently close in L2(Ω) then weak solutions M1(t),M2(t) are also close
in L2(Ω) for all t ∈ [0,T] with an estimate like
sup
0≤t≤T
 M2(t) − M1(t) L2(Ω) ≤ C  M2
0 − M1
0 
ρ
L2(Ω)
for a power 0 < ρ < 1; see Theorem 4.3 below. A Lipschitz-type estimate
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since HM is not bounded. The uniqueness of weak solution to system (1.3)-
(1.4) is in fact proved as a special case of the stability theorem. From the
uniqueness of weak solutions, we also see that any sequence {Mǫ} as ǫ → 0
converges strongly to the unique weak solution M of (1.3)-(1.4) with initial
condition (1.6).
Before closing the introduction, let us make some remarks about other
existing results and methods for the Landau-Lifshitz equations (1.1). Most
existing studies are for models with the exchange energy, that is, when the
eﬀective ﬁeld Heﬀ = α0∆M − ϕ′(M) + a(x) + HM includes the exchange
energy contribution ∆M; see [1, 2, 4, 5, 8, 23]. In these cases, the initial
data M0 usually need to be smooth enough (e.g. in H1(Ω) or H2(Ω)) in
order to use the Galerkin method and elliptic estimates to establish the
existence of solutions. Note that the existence of weak solution of (1.3)-
(1.4) for a special function F(x,M,H) has been obtained in [5] for initial
data M0 ∈ H2(Ω) with ∂M0
∂ν |∂Ω = 0 from the regular solutions Mǫ of the
Landau-Lifshitz equation (1.1) with Heﬀ = ǫ∆M + HM by taking ǫ → 0+.
Finally, we point out that, based on our stability result, other approaches
for the initial value problem of “no-exchange” quasi-static system (1.3)-(1.4)
may be feasible through the approximation of the initial data by smooth
ones; details in this direction and other studies on the system (1.3)-(1.4)
will be presented elsewhere.
2. General assumptions and preliminaries
Throughout the paper we assume Ω is a bounded domain in R3; the
boundedness of Ω will simplify many technical assumptions otherwise needed
as in [11, 13].
Let F(x,M,H) = F(M)H + a(x,M) be deﬁned as in (1.5), where we
assume F: R3 → R3×3 and a: Ω×R3 → R3 satisfy the following condition
(see also [11]):
(a) F(M)TM = 0, a(x,M)   M ≤ 0 ∀ M ∈ R3, x ∈ Ω;
(b) a(x,0) ∈ L2(Ω);
(c)
|a(x,M′) − a(x,M)| + |F(M′) − F(M)| ≤ C1(R)|M′ − M|
∀ R > 0, x ∈ Ω, |M′|,|M| ≤ R, where C1(R) is constant.
(2.1)
In particular, we have
F(x,M,H)   M ≤ 0 ∀ x ∈ Ω, M, H ∈ R3 (2.2)
|F(x,M,H)| ≤ C2(R)(|H| + 1) + |a(x,0)| ∀ |M| ≤ R (2.3)
for all x ∈ Ω, H ∈ R3, R ≥ 0, where C2(R) is a constant depending on R.
Consider the Landau-Lifshitz function deﬁned by L(0,H) = 0 and
(2.4) L(M,H) = −γM × H − α
γ
|M|
M × (M × H), M  = 0,
where α,γ are constants. Then the function F(x,M,H) appearing in (1.4)
is given by F(x,M,H) = F(M)H + a(x,M) with
(2.5) F(M)H = L(M,H), a(x,M) = L(M,a(x)) − L(M,ϕ′(M)).
It is easily seen that this particular function F satisﬁes all assumptions in
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M, H ∈ R3. This property in particular yields the equality in the length
estimate (3.2) below.
The orthogonal decomposition L2(R3;R3) = L2
 (R3;R3) ⊕ L2
⊥(R3;R3)
is standard, where L2
 (R3;R3),L2
⊥(R3;R3) are the subspaces of curl-free
or divergence-free functions in the sense of distributions, respectively. This
decomposition can be explicitly given in terms of the Fourier transform ˆ f of
f ∈ L2(R3;R3): f = f  + f⊥, where
ˆ f  = (ξ   ˆ f)ξ/|ξ|2, ˆ f⊥ = ˆ f − (ξ   ˆ f)ξ/|ξ|2 = −ξ × (ξ × ˆ f)/|ξ|2.
The projection operator P  deﬁned by P (f) = f  is a Fourier operator
with (matrix) multiplier m(ξ) = ξξT/|ξ|2, which is homogeneous of degree
0 and inﬁnitely diﬀerentiable on |ξ| = 1, and hence P  is a singular integral
operator and extends to a bounded linear operator on Lp(R3;R3) for all
1 < p < ∞. The operator norm  P  Lp→Lp is bounded by C0p when p ≥ 2,
where C0 is independent of p ≥ 2 (see [20]); this fact will be used later in
proving our stability theorem (Theorem 4.3).
Two Compensated Compactness Lemmas. We give two compensated
compactness results in a suitable form to be used later; both are special case
of the more general results [9, 21, 22].
Let b ∈ C∞
c (R3) and [b,P ] = bP  − P b: L2(R3;R3) → L2(R3;R3) be
the commutator. We have the following special compactness result from the
well-known div-curl lemma [21].
Lemma 2.1. Let fk ⇀ 0 weakly in L2(R3;R3) and Lp(R3;R3) for some
p > 2. Then gk = [b,P ]fk → 0 strongly in L2(Ω;R3) for all bounded sets
Ω.
Proof. From
gk = bfk
  − (bfk)  = (bfk)⊥ − bfk
⊥,
we have divgk = −∇b   fk
⊥, curlgk = ∇b × fk
  in the sense of distributions
on R3, and so both {divgk} and {curlgk} are compact in H−1(R3). By the
div-curl lemma, |gk|2 = gk gk → 0 in the sense of distributions on R3. Since
{gk} is bounded in Lp(R3) with p > 2, we have gk → 0 strongly in L2(Ω)
for all bounded sets Ω. ￿
Let U be any domain in R3 and, for 0 < T ≤ ∞, let UT = U ×(0,T). Let
c ∈ R be any constant. Denote ￿cu = ∆u − cutt, where ∆ is the Laplacian
with respect to x ∈ R3. Note that ˜ ∆ = ￿−1 is the Laplacian operator with
respect to (x,t) ∈ R3 × R and −￿1 is the usual wave operator on R3 × R.
The following lemma, with c = 0, will be used later; the result is a special
case of more general analyses on microlocal defect measures or H-measures
and orthogonality of sequences [9, 22], however, we provide an elementary
proof here.
Lemma 2.2. Let uk ⇀ u and vk ⇀ v weakly in L2(UT) as k → ∞. Suppose
{￿cuk} is compact in H−2(UT) and {∂tvk} is bounded in L2(UT). Then
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Proof. By considering uk − u and vk − v, we can assume u = v = 0. Given
any ζ ∈ C∞
c (UT), we need to show
(2.6) lim
k→∞
  
UT
ζ(x,t)uk(x,t)vk(x,t)dxdt = 0.
Let A,B be two regular domains in UT such that suppζ ⊂⊂ A ⊂⊂ B ⊂⊂
UT. We solve the following Dirichlet problem:
(2.7)
 
˜ ∆wk = ∆wk + wk
tt = vk in B
wk = 0 on ∂B.
By the standard elliptic theory, this problem has a unique solution wk ∈
H1
0(B)∩H2(B), which also satisﬁes the estimate  wk H2(B) ≤ C1  vk L2(B).
Hence {wk} is bounded in H2(B). By the Rellich compactness theorem,
there exists a subsequence, still denoted by k, such that {wk} converges
strongly in H1(B) as k → ∞. From (2.7), it follows that ˜ ∆(wk
t ) = vk
t ∈
L2(B) and hence by the (interior) L2-estimates,
 wk
t  H2(A) ≤ C2 ( vk
t  L2(B) +  wk
t  L2(B)).
This shows that {wk
t } is bounded in H2(A) and hence for a subsequence,
denoted again by k, {wk
t } converges strongly in H1(A). This implies the
strong convergence of {wk
tt} in L2(A) as k → ∞. Extending wk by zero onto
UT, we write
  
UT
ζukvk dxdt =
  
UT
ζuk(∆wk + wk
tt)dxdt
=
  
UT
(1 + c)ζukwk
tt dxdt +
  
UT
ζuk￿cwk dxdt := Ik + IIk,
where the ﬁrst term Ik → 0 as k → ∞ since uk ⇀ 0 and {wk
tt} converges
strongly in L2(A). The second term can be written as
IIk =
  
UT
uk(￿c(ζwk) − wk￿cζ − 2∇ζ   ∇wk + 2cζtwk
t )dxdt
=
  
UT
uk￿c(ζwk)dxdt −
  
UT
uk (wk￿cζ + 2∇ζ   ∇wk − 2cζtwk
t )dxdt.
The second integral on the right-hand side approaches zero as k → ∞ be-
cause uk ⇀ 0 and {wk} converges strongly in H1(B). Since {ζwk} is bounded
in H2
0(UT), we can estimate the ﬁrst integral as follows:
       
  
UT
uk ￿c(ζwk)dxdt
        =
   
  ￿cuk,ζwk 
   
 
≤  ￿cuk H−2(UT)  ζwk H2
0(UT) → 0
as k → ∞, where   ,   stands for the duality pairing between H−2(UT) and
H2
0(UT). This completes the proof of (2.6). Finally, the lemma is proved. ￿
3. Strong convergence of Mǫ
Let 0 < ǫ < 1. The existence of weak solutions (Eǫ,Hǫ,Mǫ) to the Cauchy
problem (1.7)-(1.8) with the property (Eǫ,Hǫ) ∈ C0([0,∞);L2(R3)) and
Mǫ ∈ W1,∞((0,T);L2(Ω)) ∩ L∞((0,T);L∞(Ω)), ∀ 0 < T < ∞, has been
established in [11].6 WEI DENG AND BAISHENG YAN
3.1. Estimates and weak convergence of Mǫ and Hǫ. Standard esti-
mates using (1.9), (2.2) and (2.3) and Gronwall’s inequality, yield that, for
all t > 0,
divEǫ = div(Hǫ + MǫχΩ) = 0 in R3, (3.1)
|Mǫ(x,t)| ≤ |M0(x)| a.e. x ∈ Ω, (3.2)
(3.3)
 
R3
(ǫ|Eǫ(t)|2 + |Hǫ(t)|2)dx ≤ C3 + eC3t
 
R3
(ǫ|E0|2 + |H0|2)dx,
where C3 is a constant depending only on  a( ,0) L2 and  M0 L∞.
Since {Mǫ} is bounded in L∞(Ω × (0,∞)) and L∞((0,∞);L2(Ω)), there
exist a function M ∈ L∞(Ω×(0,∞))∩L∞((0,∞);L2(Ω)) and a subsequence
of ǫ → 0, still denoted by ǫ, such that
(3.4) Mǫ ⇀ M weakly* in L∞(Ω × (0,∞)) ∩ L∞((0,∞);L2(Ω)).
Let 0 < T < ∞ and ΩT = Ω × (0,T) and UT = R3 × (0,T). By en-
ergy estimate (3.3), third equation of (1.7) and condition (2.3), it follows
that the sequences {
√
ǫEǫ},{Hǫ} are bounded in L∞((0,T);L2(R3)) and
L2(UT) and that the sequence {∂tMǫ} is bounded in L∞((0,T);L2(Ω)) and
L2(ΩT). Let ˜ ρ, ˜ H and ˜ S be the limit of any weakly convergent subsequence
of {
√
ǫEǫ},{Hǫ} and {∂tMǫ} along the chosen ǫ → 0 in the respective Ba-
nach spaces. Clearly ˜ S = ∂tM. Note that ǫEǫ
t → 0 and Hǫ → ˜ H also in the
sense of distributions on UT. Hence, from the ﬁrst equation of system (1.7),
using (3.1), we have
curl ˜ H(t) = 0, div( ˜ H(t) + M(t)χΩ) = 0
in the sense of distributions on R3 for almost every t ∈ (0,T); therefore,
˜ H(t) = −P (M(t)χΩ) for almost every t ∈ (0,∞). This implies that any
weak limit ˜ H is uniquely determined by M. This uniqueness also shows
that the whole sequence {Hǫ} (along the chosen ǫ → 0) converges weakly in
both L∞((0,T);L2(R3)) and L2(UT) for all 0 < T < ∞; the limit is given
by
(3.5) H∞(t) = −P (M(t)χΩ) = HM(t),
where HM(t) is deﬁned by M(t) through (1.3) above. Moreover, since Mǫ ∈
W1,∞((0,T);L2(Ω)) ⊂ C0([0,T];L2(Ω)), we have
(3.6) M ∈ W1,∞((0,T);L2(Ω)) ⊂ C0([0,T];L2(Ω)) ∀ 0 < T < ∞;
hence, we can also assume (3.5) holds for all t > 0.
3.2. The strong convergence of Mǫ. The main result of this section is
the following.
Theorem 3.1. We have, along the chosen subsequence ǫ → 0+, Mǫ → M
strongly in both C0([0,T];L2(Ω)) and L2(ΩT) for all 0 < T < ∞.
A closer look at the proof of [11, Theorem 1.1] shows that our theorem
follows from that proof since the conductivity σ is zero here. However the
proof in [11] involves other complicated techniques aimed for handling the
variable permittivity ǫ(x) and permeablity  (x). We present a diﬀerent and
direct proof of this result in our setting, which is motivated by the methods
in [13].
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3.3. Weighted energy estimates. Assume T > 0 and ǫ,δ → 0 are the
chosen subsequence. We want to estimate some weighted norm of Mǫ(t) −
Mδ(t) in L2(Ω) for 0 ≤ t ≤ T.
In what follows, we use Cj to denote various constants depending on
 M0 L∞ and perhaps T or other quantities to be speciﬁed as needed. We
write
∂t(Mǫ − Mδ) = F(x,Mǫ,Hǫ) − F(x,Mδ,Hδ)
= F(Mǫ)Hǫ − F(Mδ)Hδ + a(x,Mǫ) − a(x,Mδ)
= (F(Mǫ) − F(Mδ))H∞ + a(x,Mǫ) − a(x,Mδ)
+ F(Mǫ)(Hǫ − H∞) − F(Mδ)(Hδ − H∞).
(3.7)
Hence
1
2
∂
∂t
|Mǫ − Mδ|2 ≤ |F(Mǫ) − F(Mδ))H∞|   |Mǫ − Mδ|
+ |a(x,Mǫ) − a(x,Mδ)|   |Mǫ − Mδ|
+ (F(Mǫ)(Hǫ − H∞) − F(Mδ)(Hδ − H∞))   (Mǫ − Mδ)
≤C1|Mǫ − Mδ|2(|H∞| + 1)
+ (F(Mǫ)(Hǫ − H∞) − F(Mδ)(Hδ − H∞))   (Mǫ − Mδ),
(3.8)
where C1 = C1(R) is the constant in (2.1-c) with R =  M0 L∞. Let a(x,t)
be the function deﬁned by
(3.9) a(x,t) = |x|2 + C1
  t
0
(1 + |H∞(x,s)|)ds (x ∈ R3, t ≥ 0).
For all t ≥ 0, e−a(t) ∈ Lp(R3) for all 1 < p < ∞. Hence
(3.10) e−a(t)Mǫ(t) ⇀ e−a(t)M(t) weakly in L2(Ω) ∀ t ≥ 0.
Furthermore, by (3.8),
1
2
∂
∂t
(e−2a|Mǫ − Mδ|2)
≤ e−2a(F(Mǫ)(Hǫ − H∞) − F(Mδ)(Hδ − H∞))   (Mǫ − Mδ).
(3.11)
Integrating (3.11) with respect to x ∈ Ω and on time-interval (0,t), we get
1
2
 e−a(t)(Mǫ(t) − Mδ(t)) 2
L2(Ω)
≤
  t
0
 
Ω
e−2aF(Mǫ)(Hǫ − H∞)   (Mǫ − Mδ)dxds
−
  t
0
 
Ω
e−2aF(Mδ)(Hδ − H∞)   (Mǫ − Mδ)dxds
:=fǫ
ǫ,δ(t) − fδ
ǫ,δ(t),
(3.12)
where, for ρ = ǫ, δ,
(3.13) f
ρ
ǫ,δ(t) =
  t
0
 
Ω
e−2aF(Mρ)(Hρ − H∞)   (Mǫ − Mδ)dxds.8 WEI DENG AND BAISHENG YAN
To analyze f
ρ
ǫ,δ(t), we split it into two terms:
f
ρ
ǫ,δ(t) =
  t
0
 
Ω
e−2aF(Mρ)(H
ρ
⊥ − H∞
⊥ )   (Mǫ − Mδ)dxds
+
  t
0
 
Ω
e−2aF(Mρ)(H
ρ
  − H∞
  )   (Mǫ − Mδ)dxds
:=g
ρ
ǫ,δ(t) + h
ρ
ǫ,δ(t).
(3.14)
By (3.1) and (3.5), H
ρ
  − H∞
  = −P ( ˜ Mρ − ˜ M), where ˜ Mρ = MρχΩ and
˜ M = MχΩ. So, the function h
ρ
ǫ,δ(t) in (3.14) can be rewritten as
h
ρ
ǫ,δ(t) = −
  t
0
 
Ω
e−2aF(Mρ)(P ( ˜ Mρ − ˜ M))   (Mǫ − Mδ)dxds
= −
  t
0
 
Ω
F(Mρ)(P (e−a( ˜ Mρ − ˜ M)))   e−a(Mǫ − Mδ)dxds
−
  t
0
 
Ω
F(Mρ)([e−a,P ]( ˜ Mρ − ˜ M))   e−a(Mǫ − Mδ)dxds
:= −I3 − I4,
(3.15)
where [e−a,P ]f = e−af  − (e−af)  denotes the commutator operator. For
I3, we have:
|I3| =
 
     
  t
0
 
Ω
F(Mρ)(P (e−a( ˜ Mρ − ˜ M)))   e−a(Mǫ − Mδ)dxds
 
     
≤ C3
  t
0
 
 e−a(Mρ − M) 2
L2(Ω) +  e−a(Mǫ − Mδ) 2
L2(Ω)
 
ds
≤ 4C3
  t
0
 
 e−a(Mǫ − M) 2
L2(Ω) +  e−a(Mǫ − Mδ) 2
L2(Ω)
 
ds.
(3.16)
For I4, we have the following result.
Lemma 3.2. For any η > 0, there exists ξ = ξ(η,T,R) > 0 such that
(3.17) |I4| < η/4 ∀ 0 < ǫ,δ < ξ, ∀ t ∈ [0,T].
Proof. Note that
(3.18) |I4| ≤ C3
  T
0
 [e−a(s),P ]( ˜ Mρ − ˜ M) L2(Ω)ds.
We claim
sup
0≤s≤T
 [e−a(s),P ]( ˜ Mρ(s) − ˜ M(s)) L2(Ω) < ∞ (3.19)
lim
ρ→0
 [e−a(s),P ]( ˜ Mρ(s) − ˜ M(s)) L2(Ω) = 0 ∀ s ∈ (0,T). (3.20)
Once (3.19) and (3.20) are proved, by Lebesgue dominated convergence
theorem, we have
lim
ρ→0
  T
0
 [e−a(s),P ]( ˜ Mρ − ˜ M) L2(Ω)ds = 0
and hence (3.17) follows by (3.18). To prove (3.19), it suﬃces to note that,
by the boundedness of P  on L4(R3),
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To prove the point-wise convergence (3.20), ﬁx s ∈ [0,T] and note that
 [e−a(s),P ]( ˜ Mρ − ˜ M) L2(Ω) ≤ I5 + I6
:=  [e−a(s) − b,P ]( ˜ Mρ − ˜ M) L2(Ω) +  [b,P ]( ˜ Mρ − ˜ M) L2(Ω),
where b ∈ C∞
c (Ω). Again, by the boundedness of P  on L4(R3), we have
I5 ≤ C0 e−a(s) − b L4(Ω)  Mρ − M L4(Ω) ≤ C4  e−a(s) − b L4(Ω).
Choose b ∈ C∞
c (Ω) so that  e−a(s) − b L4(Ω) and hence I5 are arbitrarily
small. Once such a b is chosen, since ˜ Mρ(s) ⇀ ˜ M(s) weakly in Lp(R3)
for all p ≥ 2, by Lemma 2.1, we have I6 → 0 as ρ → 0. Hence (3.20) is
proved. ￿
Combining (3.12)–(3.17) above, we have, for all t ∈ [0,T] and 0 < ǫ,δ < ξ,
with ξ = ξ(η,T,R) determined in Lemma 3.2,
 e−a(t)(Mǫ(t) − Mδ(t)) 2
L2 ≤ η + 2(gǫ
ǫ,δ(t) − gδ
ǫ,δ(t))
+C5
  t
0
 
 e−a(s)(Mǫ − Mδ) 2
L2 +  e−a(s)(Mǫ − M) 2
L2
 
ds,
(3.21)
where g
ρ
ǫ,δ(t) is the function deﬁned in (3.14) by
(3.22) g
ρ
ǫ,δ(t) =
  t
0
 
Ω
e−2aF(Mρ)(H
ρ
⊥ − H∞
⊥ )   (Mǫ − Mδ)dxds.
From (3.21), using Gronwall’s inequality, we have
  t
0
 e−a(s)(Mǫ − Mδ) 2
L2 ds ≤
  t
0
2e(t−s)C5(gǫ
ǫ,δ(s) − gǫ
ǫ,δ(s))ds
+ TeTC5
 
η + C5
  t
0
 e−a(s)(Mǫ − M) 2
L2 ds
 
.
Plugging this inequality into the right-hand of (3.21), we have obtained the
following result.
Proposition 3.3. For each η > 0, there exists ξ = ξ(η,T,R) > 0 such that,
for all 0 < ǫ,δ < ξ and t ∈ [0,T],
 e−a(t)(Mǫ(t) − Mδ(t)) 2
L2 ≤ Gǫ
ǫ,δ(t) − Gδ
ǫ,δ(t)
+ C6
 
η +
  t
0
 e−a(s)(Mǫ − M) 2
L2 ds
 
,
(3.23)
where C6 = C6(R,T) is a constant depending only on R,T and, for ρ = ǫ,δ,
(3.24) G
ρ
ǫ,δ(t) = 2g
ρ
ǫ,δ(t) +
  t
0
2e(t−s)C5g
ρ
ǫ,δ(s)ds.
3.4. Estimates of g
ρ
ǫ,δ(t). We now study the function g
ρ
ǫ,δ(t) deﬁned by
(3.22). Since curlH∞ = 0 and so H∞
⊥ = 0, we have thus
(3.25) g
ρ
ǫ,δ(t) =
  t
0
 
Ω
e−2a(s)F(Mρ)(H
ρ
⊥)   (Mǫ − Mδ)dxds.
Let
(3.26) gǫ(t) =
  t
0
 
Ω
e−2a(s)F(Mǫ)(Hǫ
⊥)   (Mǫ − M)dxds.
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Proposition 3.4. There exists a constant C7 = C7(R,T) such that
|gǫ
ǫ,δ(t)| + |gδ
ǫ,δ(t)| ≤ C7 ∀ 0 < ǫ,δ < 1, t ∈ [0,T] (3.27)
lim
δ→0
gδ
ǫ,δ(t) = 0 ∀ 0 < ǫ < 1, t ∈ [0,T] (3.28)
lim
δ→0
gǫ
ǫ,δ(t) = gǫ(t) ∀ 0 < ǫ < 1, t ∈ [0,T] (3.29)
lim
ǫ→0
gǫ(t) = 0 ∀ t ∈ [0,T]. (3.30)
Proof. It is easy to see that
|g
ρ
ǫ,δ(t)| ≤ C8
  T
0
 Hρ(s) L2(R3)ds ≤ C7 by (3.3).
The convergence (3.29) follows easily from the weak convergence Mδ ⇀ M∞.
The proofs of (3.28) and (3.30) are similar; so we only give the proof of (3.28).
To this end, we write
gδ
ǫ,δ(t) =
  t
0
 
Ω
e−2aF(Mδ)(Hδ
⊥)   (Mǫ − Mδ)dxds
=
  t
0
 
Ω
e−2a(F(Mδ)T(Mǫ − Mδ))   Hδ
⊥ dxds (3.31)
=
  t
0
 
Ω
e−2a(F(Mδ)TMǫ)   Hδ
⊥ dxds.
Let Ωt = Ω × (0,t). Since e−2a ∈ L2(Ωt) for all 0 < t ≤ T, the limit (3.28)
will be proved if we show that
(3.32) (F(Mδ)TMǫ)   Hδ
⊥ ⇀ 0 weakly in L2(Ωt) as δ → 0.
Since the sequence {(F(Mδ)TMǫ)   Hδ
⊥} is bounded in L2(Ωt), to show its
weak convergence to 0, we only need to show (F(Mδ)TMǫ)   Hδ
⊥ → 0 in the
sense of distributions on Ωt as δ → 0. We prove this by using Lemma 2.2
above. It is easy to see function g(m,n) = F(m)Tn restricted to the set
BR = {(m,n)||m| ≤ R, |n| ≤ R}, where R =  M0 L∞(Ω), is Lipschitz con-
tinuous with Lipschitz constant ≤ C9(R). We can thus extend this function
g(m,n) to a Lipschitz function G(m,n) on whole (m,n) ∈ R3 × R3 with
Lipschitz constant ≤ C9(R). Note that (F(Mδ)TMǫ) Hδ
⊥ = G(Mǫ,Mδ) Hδ
⊥.
Hence
(3.33)  G(Mǫ,Mδ) L2(Ωt) ≤ C10 < ∞.
Since G is Lipschitz and ∂sMǫ and ∂sMδ both exist as integrable functions
on Ωt, we have ∂s(G(Mǫ,Mδ)) exists as an integrable function on Ωt and
|∂s(G(Mǫ,Mδ))| ≤ C9(R)(|∂sMǫ| + |∂sMδ|)
≤ C9(R)(|F(x,Mǫ,Hǫ)| + |F(x,Mδ,Hδ)|)
and hence
(3.34)  ∂s(G(Mǫ,Mδ)) L2(Ωt) ≤ C11 < ∞.
Using the ﬁrst two equations of the Maxwell system (1.7) with ǫ = δ > 0
and t = s being the time-variable, we deduce
(3.35) ∆(Hδ
⊥) = δ∂2
ss( ˜ Mδ
⊥ + Hδ
⊥) = δ( ˜ Mδ
⊥ + Hδ
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in the sense of distributions on R3×(0,∞), where again ˜ Mδ = MδχΩ. Since
the sequences {Hδ
⊥} and { ˜ Mδ
⊥} are bounded in L2(Ωt), we have
(3.36) ￿0Hδ
⊥ = ∆Hδ
⊥ → 0 strongly in H−2(Ωt) as δ → 0.
Clearly, Hδ
⊥ ⇀ H∞
⊥ = 0 weakly in L2(Ωt) as δ → 0, by (3.34), (3.36)
and Lemma 2.2 above, we have that G(Mǫ,Mδ)   Hδ
⊥ → 0 in the sense of
distributions on Ωt, as δ → 0; hence, (3.32) is proved. This completes the
proof of Proposition 3.4. ￿
3.5. Proof of Theorem 3.1. We now complete the proof of Theorem 3.1.
Taking the limit as δ → 0 in (3.23), using (3.10), Fatou’s lemma and (3.27)–
(3.29), we have
 e−a(t)(Mǫ(t) − M(t)) 2
L2(Ω)
≤ Gǫ(t)+C6
 
η +
  t
0
 e−a(s)(Mǫ − M) 2
L2(Ω) ds
  (3.37)
for all 0 < ǫ < ξ and all t ∈ [0,T], where
Gǫ(t) = 2gǫ(t) +
  t
0
2e(t−s)C5gǫ(s)ds.
From (3.37), another use of Gronwall’s inequality yields
(3.38)
  T
0
 e−a(t)(Mǫ − M) 2
L2(Ω) dt ≤ C12 η +
  T
0
e(T−t)C6Gǫ(t)dt
for all 0 < ǫ < ξ. Since η > 0 is arbitrary, using (3.30), (3.24), we have
lim
ǫ→0
  T
0
 e−a(t)(Mǫ − M) 2
L2(Ω) dt = 0.
Hence the sequence {e−aMǫ} converges to e−aM strongly in L2(ΩT) and
L2((0,T);L2(Ω)). Since a(x,t) is ﬁnite almost everywhere and e−a is not zero
almost everywhere, for any sequence of {Mǫ} we can extract a subsequence
converging pointwise almost everywhere on Ω; the limit must be M from
the strong convergence of {e−aMǫ}. By Lebesgue’s dominated convergence
theorem, we have that the whole sequence {Mǫ} converges to M strongly
in L2(ΩT). This and (3.37) imply the convergence:  Mǫ(t) − M(t) L2 → 0
for all t ∈ [0,T].
On the other hand, the third equation of system (1.7) and (2.3) imply
that:
 Mǫ(t1) − Mǫ(t2) L2(Ω) ≤ C13 |t1 − t2| ∀ t1, t2 ∈ [0,T].
Thus {Mǫ} is equicontinuous in C0([0,T];L2(Ω)). This, combined with the
pointwise convergence of {Mǫ(t)} to M(t) for all t ∈ [0,T], implies that
Mǫ → M in C0([0,T];L2(Ω)). The proof is now completed.
4. Existence and stability of system (1.3)-(1.4)
Deﬁnition 4.1. By a weak solution to system (1.3)-(1.4) with initial con-
dition (1.6), we mean a function M satisfying
(4.1) M ∈ W1,∞((0,T);L2(Ω)) ∩ L∞((0,T);L∞(Ω)), ∀ 0 < T < ∞,
such that M(0) = M0 in L2(Ω) and
(4.2) ∂tM = F(x,M,−P (MχΩ))12 WEI DENG AND BAISHENG YAN
holds in L∞((0,T);L2(Ω)) and in the sense of distribution on Ω×(0,T) for
all 0 < T < ∞.
4.1. Existence of weak solutions by quasi-stationary limit. We ﬁrst
prove the existence of weak solutions of system (1.3)-(1.4) by quasi-stationary
limit we obtained above.
Theorem 4.1. Let M0 ∈ L∞(Ω) and let E0,H0 be any functions satisfying
(1.9). Then any function M determined by the convergence (3.4) is a weak
solution of quasi-static system (1.3)-(1.4) with initial data M(0) = M0.
Proof. By (3.4) and (3.6), M ∈ W1,∞((0,T);L2(Ω)) ∩ L∞((0,∞);L∞(Ω))
for all 0 < T < ∞. By Theorem 3.1, Mǫ → M in C0([0,T];L2(Ω)); hence
M(0) = M0 because Mǫ(0) = M0. Also, by the strong convergence of
Mǫ → M and weak convergence of Hǫ ⇀ H∞ in L2(ΩT), we have the
weak convergence of F(x,Mǫ,Hǫ) ⇀ F(x,M,H∞) in L2(ΩT) along the
chosen sequence ǫ → 0. From ∂tMǫ = F(x,Mǫ,Hǫ), it follows that ∂tM =
F(x,M,H∞) in L∞((0,T);L2(Ω)) and in the sense of distribution on Ω ×
(0,T) for all 0 < T < ∞. Finally, by (3.5), H∞ = −P (MχΩ) = HM and
hence M is a weak solution to system (1.3)-(1.4). ￿
4.2. A useful lemma. Before we study the stability of weak solutions to
the system (1.3)-(1.4), we prove the following useful result (see also [13,
Lemma 6.2]).
Lemma 4.2. Let m ∈ L∞(Ω;R3) and H = −P (mχΩ) = − ˜ m . Then, for
all λ ≥ e, H = Hλ + (H − Hλ) on R3, where Hλ is a function such that
(4.3)  Hλ L∞ ≤ C lnλ,  H − Hλ L2 ≤
C|Ω|1/2
λ
,
with constant C = C′
0 m L∞ for an absolute constant C′
0.
Proof. Deﬁne Hλ by
Hλ(x) =
 
H(x) |H(x)| ≤ C lnλ
0 otherwise
Since H = − ˜ m , where ˜ m = mχΩ, we have, for all p ≥ 2,
 H − Hλ 2
L2 =
 
| ˜ m |>C lnλ
| ˜ m |2 dx
≤   ˜ m  2
Lp|{x : | ˜ m | > C lnλ}|
p−2
p
≤   ˜ m  2
Lp
1
(C lnλ)p−2  ˜ m  
p−2
Lp
=   ˜ m  
p
Lp
1
(C lnλ)p−2.
However, the boundedness of P  on Lp yields that, for all p ≥ 2,
  ˜ m  Lp ≤ C0p  ˜ m Lp ≤ C0p m L∞(Ω)|Ω|1/p,
where C0 is an abstract constant independent of p for all p ≥ 2; see [20].
Hence
 H − Hλ 2
L2 ≤
|Ω|(C1p)p
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where C1 = C0  m L∞. We choose C = 4eC1 and p = 4lnλ ≥ 4 to obtain
 H − Hλ 2
L2 ≤
|Ω|(C1p)p
(C lnλ)p−2 = |Ω|
(C lnλ)2
λ4
and hence
 H − Hλ L2 ≤
C|Ω|1/2 lnλ
λ2 ≤
C|Ω|1/2
λ
,
as lnλ ≤ λ for λ ≥ e. This proves (4.3). ￿
4.3. Stability of weak solutions. We now prove our stability result; for
a similar result on the Maxwell system, see [13, Theorem 6.1].
Theorem 4.3. Let 0 < R, T < ∞ be given. Then there exist constants
C = C(R) > 0, c = c(R,T) > 0 and ρ = ρ(R,T) > 0 such that, for any
weak solution Mk to the system (1.3)-(1.4) whose initial data Mk(0) = Mk
0
satisﬁes  Mk
0 L∞ ≤ R for k = 1,2, if  M1
0 − M2
0 L2 ≤ c, then one has for
all t ∈ [0,T]
(4.4)  M1(t) − M2(t) L2(Ω) ≤ C M1
0 − M2
0 
ρ
L2(Ω).
Proof. Let 0 < R, T < ∞ be given. Given any M1
0, M2
0 with  Mk
0 L∞ ≤ R
(k = 1,2), let Mk(t) be a weak solution to system (1.3)-(1.4) with initial data
Mk(0) = Mk
0. Then it follows that  Mk(t) L∞ ≤ R for k = 1,2 and for all
t ≥ 0. Denote δM = M1(t)−M2(t) and δF = F(x,M1,H1)−F(x,M2,H2),
where Hk = HMk for k = 1,2. Also, let δH = H1 − H2 = HδM. Note that
∂t(δM) = δF and
δF =(F(x,M1,H1) − F(x,M1,H2)) + F(x,M1,H2) − F(x,M2,H2)
=F(M1)(H1 − H2) + (F(M1) − F(M2))H2 + (a(x,M1) − a(x,M2)).
So,
(4.5) |δF| ≤ A|δH| + B(|H2| + 1)|δM|,
where A = |F(0)| + C1(R)R, B = C1(R) and C1(R) is the constant in (2.1-
c). We apply Lemma 4.2 to function H2(t) = −P (M2(t)χΩ). For λ ≥ e,
let H2 = Hλ
2 + (H − Hλ
2), where Hλ
2 is given in Lemma 4.2 with constant
C = C′
0 M2(t) L∞ ≤ C′
0R. So, by (4.5), we have the L2-norm estimate:
 δF L2 ≤ A δH L2 + B(C lnλ + 1) δM L2 + B
C|Ω|1/2
λ
 δM L∞
≤ (A′ + B′ lnλ) δM L2 +
C′
λ
,
(4.6)
where constants A′,B′,C′ depend only on R. Note that, for any function
f ∈ W1,∞((0,T);L2(Ω;R3)), we have
∂t( f(t) L2) ≤  ∂tf(t) L2 a.e. t ∈ (0,T).
Using this with f = δM and from ∂t(δM) = δF, we obtain
 δM(t) L2 −  δM0 L2 ≤
  t
0
 δF(s) L2 ds
≤
  t
0
 
(A′ + B′ lnλ) δM(s) L2 +
C′
λ
 
ds
=
C′t
λ
+ (A′ + B′ lnλ)
  t
0
 δM(s) L2 ds.14 WEI DENG AND BAISHENG YAN
From this, a Gronwall inequality yields
 δM(t) L2 ≤
 
 δM0 L2 +
C′t
λ
 
eA′t+B′tlnλ
=
 
 δM0 L2 +
C′t
λ
 
eA′tλB′t. (4.7)
We consider two cases.
Case 1. Assume δM0 = 0. Then, by (4.7),
(4.8)  δM(t) L2 ≤ C′teA′tλB′t−1.
Let t0 = 1
B′+1. If 0 ≤ t ≤ t0, then B′t − 1 < 0 and hence, by (4.8) with
λ → ∞, we have δM(t) = 0 for all t ∈ [0,t0]. With Mk(t0) as initial time,
we eventually have δM(t) = 0 for all t ≥ 0; hence (4.4) holds. This also
shows the uniqueness of the weak solution to the system.
Case 2. Assume 0 <  δM0 L2 ≤ 1/e < 1. In this case, taking λ =
1/ δM0 L2 ≥ e in (4.7), we have
(4.9)  δM(t) L2 ≤ (1 + C′t)eA′t δM0 1−B′t
L2 .
Let t1 = 1
2(B′+1) and C1 = (1 + C′t1)eA′t1 > 1 Then 1 − B′t ≥ 1
2 for all
0 ≤ t ≤ t1, and hence by (4.9) we have
 δM(t) L2 ≤ C1  δM0 
1/2
L2 ∀ 0 ≤ t ≤ t1.
Combining Case 1 and Case 2, we have proved that if  δM0 L2 ≤ 1/e then
(4.10)  δM(t) L2 ≤ C1  δM0 
1/2
L2 ∀ 0 ≤ t ≤ t1,
where t1 and C1 are the constants determined in Case 2 above. Note that
these constants depend only on R, not on  δM0 L2. Now assume
(4.11) C1  δM0 
1/2
L2 ≤ 1/e.
Then δM(t1) ≤ 1/e. We can apply (4.10) to the weak solutions of system
with initial time t1 to have
 δM(t1 + t) L2 ≤ C1  δM(t1) 
1/2
L2 ≤ C
1+ 1
2
1  δM0 
1/4
L2 ∀ 0 ≤ t ≤ t1.
Hence, we have proved that if (4.11) holds then
 δM(t) L2 ≤ C
1+ 1
2
1  δM0 
1/4
L2 ∀ 0 ≤ t ≤ 2t1.
By induction, we obtain that, for k = 1,2,    , if
(4.12) C
1+ 1
2+   + 1
2k−1
1  δM0 
1/2k
L2 ≤ 1/e,
then
 δM(t) L2 ≤ C
1+ 1
2+   + 1
2k
1  δM0 
1/(2k+1)
L2 ∀ 0 ≤ t ≤ 2kt1.
Therefore, since 0 < T < ∞, there exist constants c > 0 and ρ > 0 depending
on R and T such that if  δM0 L2 ≤ c then
 δM(t) L2 ≤ C2
1 δM0 
ρ
L2 ∀ t ∈ [0,T],
where C = C2
1 depends only on R. This completes the proof of the stability
theorem. ￿QUASI-STATIONARY LIMIT AND A LANDAU-LIFSHITZ EQUATION 15
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