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ABSTRACT
Among the variety of building elements that form the boundary between
artificially and naturally controlled space, aperture is responsible for
a significant amount of the building's energy consunption, and has one
of the most conplex interactive behaviours that energy conscious design
has to accomodate. Some twenty percent of the energy consumed in the
U.S. is used by buildings for such things as HVAC systems and artificial
lighting. Furthermore, as much as 25 percent of this consumption, that
is, 5 percent of the entire energy consumption in this country, has been
attributed to heat gain or loss through windows. Although the thermal
performance of windows has been dramatically improved since the first
OPEC's oil embargo, it still remains a major concern of energy conscious
design.
In one way, the complexity of the thermal behaviour of windows which
represents the apertures of a building, accounts for this phenomenon.
Namely, it is very difficult, for most designers to control or even to
deal with this issue when trying to render their ideas into a tangible
object. While designers are able to enhance, with a relative ease, the
thermal performance of opaque walls using various insulation materials,
they have to take into account many more factors when dealing with
windows. Due to their transparency, windows are far more sensitive to
the environmental determinants such as weather, building use, occupancy
schedules and so forth.
Unfortunately, each variable that determines the level of energy
performance does not always enhance the others. Mile a large window
helps curtail the amount of electric lighting, assuming natural
illumination, it also is accompanied by unwanted solar heat gain in the
sunmer. In winter, this un-invited guest often plays an important role
in heating the space.
THERMAL-LITE has been developed with a goal to eliminate the
difficulties of balancing such issues when a designer tries to analyze
the energy performance of a building. This program will allow the user
to obtain energy consunption data in a few minutes so that numbers of
alternative designs could be studied in the preliminary design phase.
This thesis will describe how the algorithm has been developed, as well
as future enhancements.
Thesis Supervisor: Harvey J. Bryan
Title: Assistant Professor of Building Technology
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1. THE RECENT TRENDS IN BUILDING ENERGY CONSERVATION
1.1 ENERGY USE IN BUILDINGS
The circumstance of energy is growing worse year by year. The value of
the nuclear energy, formerly one of the most promising among the few
alternative energy resources on the earth, has declined because of the
immensely expanding installation costs of nuclear power plants, and its
waste disposal difficulty. People, particularly in the U.S., have begun
to return to more conventional energy sources, such as coal. However,
the extent of coal deposits has been proved to be far less than uranium
through the equivalence of hundreds of years use. The combustion of coal
also has spreaded enormous amount of pollutive materials represented by
sulpher dioxide causing serious pollutions such as acid rain.
More importantly, as the Rome Club once warned, the present world energy
consumption level has already exceeded the limit that allows us to
maintain environmental ecology. It was recently reported that the
density of carbon dioxide in the earth's atmosphere has doubled over the
past 20 years due to the vast amount of fossil fuel combustion, mainly
in the northern hemisphere. This causes not only increased air
pollution but more seriously an average temperature rise brought on by
the green-house effect. It is anticipated that this phenomenon will be
followed by many other problem, such as frequent deluges, abnormal
climate and, above all, a rise in the surface level of the sea.
Eventually, climatic changes would cause the famine. The energy issue
is thus no longer a matter of how we can discover or create new
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resources, but how we can reduce the present consumption without
reducing current level of prosperity.
The amount of energy used in buildings and the potential of energy
savings is tremendous, perhaps beyond our expectations. Table 1.1
illustrates the magnitude of energy consumption in buildings which forms
more than one-fourth of the entire energy consumption of the U.S.. SERI
(Solar Energy Research Institute) recently reported that new buildings
can be built which use about a quarter of the energy required for
heating and cooling required by the typical building built presently in
the U.S., by using diversified, yet conventional, techniques such as
insulation, tight construction and efficient HVAC equipment.
It also is predicted in the report, that giving well-designed programs
of applied research the building industry and building owners, could
easily cut energy consumption by 2 million barrels of oil per day.
Further curtailment, suggests SERI, should be obtained by other retrofit
programs and renewable energy applications with potential energy saving
anticipated to reach about 8.1 million barrels a day, which corresponds
to about a 9% reduction of the energy used in buildings between 1977 and
2000. This is the largest source of energy conservation that can be
accomplished in next 10-20 years.
Table 1.1 also indicates the difference of the energy consumption levels
between two major building categories : residential and commercial.
Although the commercial sector currently accounts for only 40% of total
building energy consumption, according to SERI, a tremendous growth in
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1977*** 2000 Potential
Sector Fuel Electric Total Fuel Electric Total
BUILDINGS 13.2 13.4 26.6 5.5 12.3 17.8
Residential.......8)...(7.8) (16.2) (3.8) (7.1) (10.9)
INDUSTR Y 19.8 9.3 29.1 18.7 10.7 29.4
AGRICULTURE 1.3 0.3 1.6 1.4 .3 1.7
TRANSPORTATION 19.5 -- 19.5 12.6-16.5 ** 12.6-16.5
Personal (15.1) - (15.1) (6.9-10.5) ** (6.9-10.5 )
Freight (4.3) - (4.3) (5.7- 6.0) ** (5.7- 6.0)
TOTALS**** 53.8 23.0 75.1 38.3-42.2 23.7 62.0-65.9
*One quad per year is approximately equal .to 500,000 barrels of oil per day.
**Aggressive rail-electrification and electric-vehicle programs could create between .75 and 1.15 Quad
(primary equivalent) demand for electricity in the transportation sector, with the displacement of
.46-.76 Quad of petroleum (fuel) demand.
***1979 Total Consumption was roughly 79 Quad.
****Not including about 2 Quad of fuel saving possible through cogeneration
(= Not additive within end-use sector.
Table 1.1. END-USE ENERGY DEMAND POTENTIAIS. (QUADS OF OIL EQUIVALENI')
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commercial floor area is anticipated over the next two decades. As
Fig.l.1 illustrates, it is estimated that the conmercial sector will
increase in floor area by as much as 57% by the year 2000, while
residential floor area is expected to grow by a more moderate 38%
increase. This forecast is based on the fact that the nation's service
industries are growing more rapidly than the other industrial sectors,
assuming personal income will increase by over 50% during the same
period. A major part of this increase will supposedly take place in
areas requiring services performed in new commercial space.
In addition, as business activity becomes more complex and diversified,
the variety of new machines, computers and other supplemental appliances
which support this activity will increasingly require more energy,
resulting in higher cooling loads and electricity demands. Thus
commercial buildings, among the various energy end uses, are predicted
to be a key determinant in achieving substantial energy conservation in
the U.S. in the near future.
1.2 DAYLIGHTING AS AN ENERGY STRATEGY
The term "energy conservation in buildings" has often been associated
with HVAC systems despite the invisibility of their function, rather
than other energy demanding features of a building. Therefore energy
conservation strategy has tended to go focus on the thermal performance
aspect of a building. Much research has been done and many reports have
been published in this particular field. This tendency can be justified
in a way, by the fact that the energy use for HVAC systems usually forms
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more than 30-40% of the energy consumption in conmercial buildings.
Consequently, it is not very long ago that people started to pay
attention to daylighting as an energy strategy.
In the mid 70's, ASHRAE established an energy standard, 90-75 to provide
the building industry and designers, as well as local state offices,
with guide lines for building energy conservation policy, mainly
emphasizing efficient insulation and tight construction to reduce
infiltration loss. This standard turned out to be very successful, since
more than 40 states in this country adopted it as a reference to create
their own energy codes.
Nevertheless, ASHRAE recently organized a new technical evaluation
conittee to review and revise the existing standard to keep it from
becoming obsolete, recognizing the relatively quick adoption of highly
energy-efficient building techniques in the industry. In the conmittee
report concerning building envelope performance, the neccessity of
analysis on daylighting as well as building orientation, configuration
and external shading were emphasized.
The comittee also asked LBL (Lawrence Berkeley Laboratory) to address
this new issue : the balance between reduced energy use for lighting and
possible increases for heating and cooling. Responding to this, LBL just
recently presented. a report titled Conria Diing Eefrnanc
n using multiple regression analysis techniques in conjunction
with DOE-2.1B computer program. In the conclusion, the report notes as
follows describing an example it raised :
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Major reductions in cooling are obtained by considering
daylighting and overhangs.
Daylighting, in this example, decreases total cooling
energy from 15% for south, east, and west perimeter
zones to 20% for north. Use of the R = 0.4 overhangs
gives an additional reduction of 30% for south and 30%
for north. Cooling peak changes are about half the above
except for the south zone, where total savings are 37%.
These design features, while beneficial for cooling, tend
to increase the required heating energy. However the
increase is only half the cooling energy reduction.
The report is to be presented in this coming June (1984) at the ASHRAE
Semi-Annual Conference where the ASHRAE comnittee is expected to
recognize that, when dealing with the building envelope as a determinant
of the energy performance of a building, it is necessary to integrate
daylighting considerations with the envelope issue, rather than treating
it as a seperate issue. Ultimately this will be reflected in the new
version of ASHRAE standard.
Another major building organization in this country, the AIA, has
implemented experimental research funded by the U.S. Department of
Energy in 1981. The primary goal of this research was to develop a
data base that did not exist at the time to support the proposed
Building Energy Performance Standard (BEPS). Through this research, the
AIA came up with two major results concerning the importance of
daylighting :baseline data about energy performance of new building, and
the potential levels of energy reduction that could be accomplished from
this baseline.
During 1977 and 1978, the AIA Research Corporation selected 168
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comnercial buildings built in mid-70's with careful consideration of the
diversity in climate and building use. The corporation requested that
the original architect and engineer design team of each building
re-design the building for high energy efficiency without violating any
of the owner's original program requirements. In order to support this
study, work shops and related information were provided for those who
had very little experience and knowledge about energy-conscious design.
The re-design results were collected and assessed by a sophisticated
energy analysis program to compare them with the originals, in a
consistent manner.
On the average, the re-designed buildings were proven to be 38% more
energy efficient than the original, with an increased first cost by less
than 5%. This could easily be paid back in a short period of time by
the reduced operating cost. Another interesting result was the important
role of daylighting. Fig.l.2 shows that the percentage of total energy
use varies considerably from building type to building type. Fig.l.3
also indicates the energy for lighting reaches over 30% of entire use in
a typical office building.
However, in the re-designs, major reductions in the building energy use
(particularly in HVAC operation) were made possible by reductions made
in artificial lighting. Two facts are implied : to make lighting energy
conservation more significant, it is necessary to introduce daylighting
strategies into the energy-concious design. Secondly, as comnercial
buildings have generally become more energy efficient, the percentage
of lighting energy becomes a more important factor.
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Fig. 1.2. AVERAGE ENERGY USE FOR EACH BUILDING TYPE
The merits of daylighting is more than described above. Daylight, by
nature, has a high lumen-watt efficacy, ranging from 100 to 140
depending on the type of the light, while an incandessent lamp, the most
popular light source in residential buildings, only reaches around 10 to
20. Even fluorescent lamps, widely used in comnercial buildings, can
not go beyond 50 to 80. The highest efficacy can be obtained by using
other lamps, such as high-pressurised sodium lamps whose efficacy barely
approaches to the vicinity of 100, if a designer doesn't mind
sacrificing significant color perfomance in the space.
The superiority of daylight is also based on the qualitative aspects of
the light. The significance of color distribution including U-V and
infra-red which are appropriately contained in daylight has been
reported with the results of various experiments, although these
concerns are still under investigation. For instance, according to the
one of the reports, which was based on the survey implemented in an
elementary school in Florida, it revealed that the lack of natural light
not only reduces the labour productivity, but hurts the students' health
directly by causing emotional and physical problems. In general, any
artificial light source with a significantly different light spectrum
from that of natural light may have negative biological and/or
psychological impact.
There are of course some negative aspects of daylighting besides the
increased heating load, such as potential for glare as well as
additional lighting control equipment cost. Therefore, the ultimate
economic benefit which will not be discussed in this document has to be
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Table 1.2.
ENERGY SAVINGS PC7ENTIAL
DUE TO DAYLIGHT
Residential Buildings
Wood Usage
Small Wind*
Photovoltaics*
Water Heating
Fuel
Electric
Space Heating
New Bldgs Fuel
New Bldgs Elec
Exist Bldgs Fuel
Exist Bldgs Elec
Subtotal
Commercial Buildings
Water Heating
1.0
0.8-1.1
0.3-0.45
0.5-0.6
(.2-.3)
(.3)
1.1-1.3
(.2-.3)
(.1-.2)
(.6)
(.2)
(3.7-4.45)
0.1
..............
Photovoltaics* 0.1-0.25
Subtotal (0.4-0.65)
TOTAL RENEWABLES 4.1-5.1
(= Non Additive
* = Not included in Table 1-2 or 1-3.
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carefully analysed with total evaluation method including the Life-Cycle
costing. Yet, as Table 1.2 indicates, the overall effect of daylighting
strategy tends to be very positive.
Building energy conservation strategies do not always enhance each
other. For exanple, daylighting brings a reduced lighting demand which
results in less installed cooling equipment while it may add a solar
heating load. Although this depends on the climate, orientation,
aperture area and other geometry of the building, it has become
recognized in the U.S. that there is great potential of energy
conservation in buildings.
1.3 THE SITUATION IN JAPAN
The U.S. consumes 75 quads (10^15 BTU) of energy every year. This
corresponds to as much as 50% of the energy used in the world. Its
population, 230 million, forms only 6% of the total world population. In
Japan, on the other hand, 15 quads are used by 110 million people,
corresponding to 10% and 3% respectively. The major differences in the
energy consumption profiles are the percentage of imported energy (87.5%
as opposed to 20.4% of the U.S.) and the major end use of energy (57%
for the industrial sector in Japan as opposed to 32% in the U.S.)
(Fig 1.4)
These facts help explain the differences in how the two countries have
been dealing with the energy problem. The U.S. where very few firms
have their own in-house research department particularly in the building
-15-
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U.S.A.
GERMANY
31 f 237 8.3
Residential Industrial Transportation
32 37 31 4.5
BRITAIN 32 32 36 4.0
FRANCE 32 39 29 3.4
JAPAN 19 24 3.3
Fig. 1.4. End-Use Energy per capita. xlO MCAL 1978
Source : OECD Energy Balances
industry, has tended to rely upon govermental policies or public
institutional codes such as ASHRAE's, while Japanese industry has
conserved energy being pushed by the higher pressure caused by the
instability of the energy supply in the market, and much higher energy
prices.
It was reported in a contractor's in-house periodical that the
cumulative energy cost to maintain a typical office building in Tokyo
reached the equivalent of its construction cost in only 30-40 years
after its completion. In other words, the building industry in Japan
was desparate enough to inplement energy conservation without
governmental intervention or assistance. The facts also indicate that
the conmercial building sector has drawn more attention than the
residential sector in terms of energy conservation because of its higher
-16-
0 5
share in the total energy consumption.
Yet, with the second oil crisis in 1978, the Japanese Dict passed a bill
called "Reasonable Use of Energy" to further curtail energy use in the
country. To control the level of building energy conservation, every
office building with a floor area over 3,000 square meters is to be
assessed by a regional building supervising office with the application
for a building permit. Although the code was not accompanied by any
substantial penalty, the bill was remarkably successful in operating
more energy efficient buildings than ever in the industry.
The code consists of two major sub codes :
(1) CEC ..... Co-efficient of Energy Consumption for
Air-Conditioning
(2) PAL ..... Perimeter Annual Load
The idea was to raise energy performance of a building by two different
methods which are independent from each other. The former one, defined
as the ratio of annual HVAC energy consumption to hypothetical building
load, was set up to put the efficiency of HVAC systems above a level
provided by the code that, in most cases, is approximately 1.4 to 1.6.
Consequently CEC is intended to help the mechanical system to operate in
a higher performance range. Therefore engineers have to make an effort
not only to avoid inefficient systems, but more practically to choose
the most efficient chillers, boilers, pumps, and fans possible. Since
the enforcement of CEC, it has become very rare to see such an
-17-
extravagant HVAC system as the dual duct or 3-4 pipe system which were
introduced by the U.S. during 60's. Instead, more energy sensitive HVAC
device such as heat-pump system with a heat recovery mechanism has been
developed.
On the other hand, PAL was intended for designers to handle what is
called energy efficient building envelope design. As illustrated in
Fig.1.5, PAL considerably influences building's form, orientation and
window area. It encourages designers to design thermally efficient
building envelopes by indicating a virtual annual heating and cooling
load limit of 80 MCAL/SqM.Yr (26 MBTU/SqFt.Yr) for the 5 meter deep
perimeter zone. To meet this requirement, the designer is often required
to alter the building's orientation and configuration besides putting
some additional insulation on the walls and shading devices on the
windows.
As CEC has contributed to the primary aim of the code, eliminating the
inefficiency in mechanical systems in buildings, PAL has worked
remarkably in most respects of architectural energy performance. It is
reported that the average for PAL in the industry has been dramatically
reduced from 90 to 60-70, since the introduction of this code. It has to
be noted that the government, finally by presenting these two standards,
has played a leading part to treat the building energy conservation as
an inseparable matter rather than ignoring either of them or handling
them inconsistantly.
However, the code unfortunately and ironically brought some
-18-
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THE DETERMINANTS THAT AFFECT PAL
60
60
significantly negative results as well. For instance, PAL, by nature,
can handle neither outside-air-cooling which is often energy effective
in a climate with a large daily temperature fluctuation, nor the thermal
mass effect of a building. It doesn't solve a peak load problem either,
which is represented by the amount of difference between the peak and
daily / annual average load. The peak load often significantly affects
both the machine's operation efficiency and electricity charge that,
particularly these days, tends to be dominated by what is called demand
charge which solely depends not on the amount of the energy consumed but
on the peak electricity demand of the equipment which consumes
electricity. In addition, there is no question of a higher first cost
caused by higher peak load since an HVAC system's capacity is always
determined by the peak load, not by the annual average consumption.
Yet, perhaps the most disappointing and critical failure is that PAL is
not capable of taking into account the benefits of daylighting. No
matter how much effort a designer may make to take advantage of
daylighting, e.g. by providing a surface with a large aperture area,
he/she would never be rewarded with artificial lighting energy savings.
On the contrary, this effort eventually would work negatively,
increasing heat flow in and out of the envelope. For this reason, the
designer may tend to give the building an uncreative cubic form, with
small windows and surface area, ignoring the potential discomfort in a
dismal space with little natural light and narrow views through the
small windows.
In a typical -office building in Tokyo, which represents the industrial
-20-
sector, the biggest energy end-user consumes energy in the manner
illustrated in Fig.l.6. More than one-third of the energy consumed is
used for lighting. Despite this fact, the benefits of daylight have
been ignored in Japan, similarly to the ASHRAE standard. To make things
worse, unlike in the U.S., no improvement is projected in either the
government or in the industry.
Air Handling
Units
Fans
22%
Fig. 1.6.
End-Use Energy Typically Consumed by an Office Building in Tokyo
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2. THE ROLE OF THE COMPUTER
2.1 COMPUTERS IN THE DESIGN COMMUNITY
Computers have long been used by building designers and engineers to
perform architectural or engineering calculations that are too complex
to be done by hand, or that require relatively simple yet repetitive
calculations. In addition, designers and engineers have not used main
frame computers as an effective design tool, due to their low
accessibility and intimidating input procedures.
Designers could either choose to establish an in-house data-processing
department, in hopes that the big machines would pay for themselves, or
sign up with a service bureau to run programs on a time-share line.
Either choice had a conmon drawback : problems to be solved by computer
had to be carefully presented, because even simple mistakes would easily
make the program fail. Rerunning a large program several times with a
time-sharing system to debug the data could be very expensive. For
firms which owned a machine, rerunning programs was very inefficient -
it slowed down everyone's work. Turnaround times were long and the
results of an analysis were often buried in piles of data. The high
cost of main frame computing made engineers and designers reluctant to
use computers.
Recently the advent of cheap microconputers with sufficient memory
capacity has made computers available more widely to industry and even
the home. Many engineering programs have been developed for these
-22-
microcomputers for quantitative judgement, as well as programs to be
used as design tools for designers who, more likely, make qualitative
decisions. Capitalizing on the new generation of powerful microcomputers
and a more sophisticated market, software developers have emerged which
offer off-the shelf programs that integrate everything from
administration to computer-aided-design and drafting - all tailored as
a package for design firms.
The revolution is fueled by new easy-to-use microcomputers that have the
power to handle diversified calculations. Also, IBM's entry into the
personal computer market in 1982 has legitimized the use of micros in
large design and engineering firms, encouraging some to use desktop
computers as interfaces to data-processing centers. With the birth of
supermicros, the distinction between microcomputers and main frames has
become blurred. These powerful desktop machines, capable of 32-bits of
information at a time, rival the calculation ability of the larger
machines. A few characteristics distinguish a micro it costs less,
sits in the office or a job site, on top of or under a desk, is
accessible to users at anytime and is easy to program. The new
generation established the base for a type of stand-alone work station
with enough power to handle computer-aided-design work. The turnaround
time has been dramatically shortened and the pressure of making a
mistake is no longer there. The key is that a micro is personal, a
private source of computing power.
-23-
2.2 MIC1COMPUTERS AND THE DESIGN PROCESS
Design is an information-intensive process. The architect is constantly
engaged in collecting, refining, organizing and presenting information.
In fact, architecture can be viewed as information management.
Architects collect information from clients in the form of programmatic
data and generate information in the form of design and production
documents. In addition, they must provide information to other parties,
collect information from other parties, and attempt to organize and
filter information from other parties. (see Fig.2.1)
Design Review
Contract Documents
Facilities Management
Fig. 2.1. INFORMATION EXCHANGE BETWEEN THE ARCHITECT
AND OTHER PARTIES DURING THE COURSE OF PRACTICE
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Information is exchanged between many different parties in many
different forms. The individuals and groups who must exchange
information during the design and construction process include the
architect, client, building users, consultants, engineers and other
professionals in the architectural conmunity. It is also common for
architects to enter into joint ventures with other architects for a
specific project where they must exchange information throughout the
design process.
Traditionally, architectural information has been transferred in a
variety of form, including sketches, working drawings, written
specifications, shop drawings, photographs, physical models, renderings,
building codes and so forth. Using these forms and others, individuals
and groups involved in the design process compiled information in the
form most convenient for their own needs. Others who had to use the
information extracted what they needed and perhaps re-organized it into
different formats.
Although the process of differentiating, extracting, integrating and
organizing information is slow by traditional methods, it is a task for
which humans are very well suited. People are very adept at recognizing
meaningful patterns out of extremely ambiguous fields of information.
With computers, however, the need becomes finding ways to exchange
information among various systems. As the architectural profession
begins to use computers more and more in architectural practice, the
need to exchange information in digital form will increase. This will
require a data link, transmitting the data over a coninunications link,
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such as a telephone line or a direct wire. Although the subject of
networking and data transmission is, unfortunately too large and complex
issue to discuss here, as the demand for information exchange increases
and brings down networking costs, it will be feasible to link
microcomputers on desktops, to enable one microcomputer to comnunicate
with another.
2.3 A SKILL THAT DESIGNERS MUST HAVE
Thus information exchange through networked microconputers between the
experts will help every individual execute his/her job more effectively
in the normal design process. However, this is not likely to be the case
in what is called the preliminary design phase, where this exchange can
take place only between the architect, and the clients and few other key
people. It is not likely that a designer would be able to exchange, for
instance, energy information in this phase simply because the contract
between him/her and an energy consultant would probably not have been
made yet. The designer is expected to do an energy study without
anyone's assistence. More importantly, the preliminary design process
usually involves so many diversified segmental pieces of knowledge that
hiring consultants is virtually impossible. A designer must, for
instance, take care of determinants such as economic analysis and energy
performance simultaneously under a given condition, although he is
neither an economist nor an energy expert. Each of the numerous
determinants is dependent on the others with a hierarchical priority and
must be ordered through the designer's own skill.
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In order to come up with the best solution for a tangible building form
that satisfies these numerous interactive requirements, an architect has
to cope with design problems alone, using his/her own architectural
skills and intuition as well as the basic information that he/she has
obtained. A tremendous number of judgements also have to be made one
after another in a relatively short period of time. A good designer,
consciously or unconsciously, tries to predict the potential impact of
the decision that he/she is about to make, portraying the comparison
with many other alternatives in his/her mind. The talent which enables
a designer to move successfully through this difficult phase has
normally been obtained through design training, experience and his/her
intuition as well. However, the circumstances of building design have
become too complex to be handled effectively this way due to the
changing economy and new technological developments. It has become more
difficult for an architect to implement his/her role in a conventional
way. To make this trend worse is the fact that the technological
invention has long been spoiling even professional designers.
Before the industrial revolution for instance, which eventually
introduced HVAC system to the modern buildings, an architect had to
develop a building's form to maintain the desired level of interior
environmental control. The building had to provide space which minimized
the discomfort of overheating, inadequate ventilation, and other related
phenomena which today are taken care of with the assistance of building
technology. In those days, the function of the building envelope, form,
orientation and other architectural elements was far more significant
than today with respect to the energy performance of a building.
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They worked in harmony with the thermal quality of the indoor space.
The modernization of building materials as well as new technology freed
designers from the burden of being sensitive to environmental qualities
in a building such as temperature, humidity and illumination. New
definitions and vocabularies of building design were introduced. The
value system also changed with the abundence of cheap energy in the form
of oil, which supported these new structures. Until the recent oil
crisis, no one was aware that building design had been declining in
quality, at least as far as energy consciousness is concerned. As
Charles St. Clair pointed out in his Master's Thesis, designers may have
to be educated in a different way from that, in which they have been
trained in the recent past. They have been missing the opportunity to
maintain the quality of the interior environment.
2.4 MICROCCMPUTERS AMONG THE PRACTITIONERS
In 1983, a survey concerning computerization in the field of
architecture in Japan was done by NMikke rchitcture, a leading
professional architectural magagine. Some six hundred individuals
involved in the field were chosen to explore to what extent and how
microcomputers were used. A couple of points were made clear.
As Fig.2.2 illustrates, as many as 42% of these people are using
microcomputers in some way. The majority of the remainder are strongly
interested in being informed about this new technology, and is preparing
to use it. Particularly in regard to structural computation and
analysis, a microcomputer has become an indispensable tool.
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In Fig.2.3, which shows to what purposes microcomputers are used in the
design field, 53% responded citing use for the structural computation
and design. Only less than 20% use microcomputers as an architectural
design tool, primarily to implement such peripheral tasks as formatting
and the typing out of specifications, or preparatory perspective
drawings. Very few use computers for the core design process. Most
architects are still skeptical about the power of computers, applied to
creative tasks such as drafting (although it is not considered a truly
creative task). This anxiety may relate to the second point the survey
made : many practitioners complain about the lack of good software,
criticizing the conputer industry which has tended to be partial to the
development of hardware.
Even the good software on the market is not necessarily considered
reliable. Fig.2.4 portrays the users view of the software on the market.
They also are not satisfied with user-unfriendliness and incomplete
manuals. Counting those people reluctant to voice their opinion as a
group, which indicates some disagreement, more than 70% to 80% have
expressed dissatisfaction with the user-unfriendliness of a program in
some way. Yet, the survey also illustrates, in Fig.2.5., that computers
help save time in design practice, while hardly improving the economy or
the quality of design.
A similar survey was done by nnhi 1 Becord in the U.S. in 1982.
Discussion centered around software, describing the scarcity of good
software as inhibiting designers from getting the most out of their
investment in hardware.
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Fig. 2.2.
Are you using microconputers?
Structural Design
Estimate 46
Architectural Design : 45
Mechanical/Electrical Design 16
Miscellaneous 5
Fig. 2.3. Purposes the microconputers are
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User-friendliness
Manual comprehensiveness
Dealer's aftercare
Fig. 2.4. Are you satisfied
Productivity
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Quality
Fig. 2.5. What has your micro
37 109 12
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30 89 Off0 d
13 86 58
13 72 60
with.....
ro None N.A.
142 43
Fell 7
................ 
80 3
2
125 60
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As was explained, the hardware manufacturers and
the system suppliers, since they are not in the
software business, generally make available just
a limited amount of software, enough to make their
equipment and system useful enough to sell.
According to the survey, the software developed in-house and that
purchased from the equipment and systems supplier are about neck and
neck as the leading sources of software, despite the labour intensity of
in-house development. Also, as illustrated in Fig.2.6, the average
designer who does in-house programning has developed as many as 20
programs this way. It is not to save money. While software generally is
an expensive item, in-house programming is the most expensive way to get
it.
Generally speaking, designers feel that their expansion software is not
available in the form that they desire, or that it just cannot perform
to their requirements. They feel that what they want is either not
available or not adequate. The survey also reveals that only one-third
of those using computers plan to expand their usage, but are having
difficulty in doing so.
As far as these two survey results are concerned, the application of the
term "automation" to a designer's practice appears to be premature.
Although some designers are moving in that direction, the key issue of
microconputer application in this field is the quality of the software
rather than the hardware.
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Fig .2.6 RESULTS OF ARCHITECTURAL RECORD'S SOFTWARE SURVEY
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2.5 THE ROLE PLAYED BY MICROCUPUTERS
To make the microcomputer a more effective design tool, more refined
software is expected to be available, as well as the development of
hardware networking as a next generation. Yet, as Shoji Hayashi cited
in Nikkai helF it should be noted that the most important
process of design may not be able to be substituted with any machine,
including computers. No matter how sophisticated the conputer may be,
for instance, the process of form rendering will require a designer to
make three dimensional physical models with his hands, and ascertain the
propriety of the form. Drawing a line or a circle itself, according to
Hayashi, is not a significantly large part of the design process, but a
very important moment when a designer tries to create a form in his/her
mind.
In other words, designers create form while moving their hands and
fingers across a sheet of paper. No one can guarantee that a designer
could do the same job at a key board instead of using a pen. Most of
the process, in a sense, is very ambiguous and far beyond the
digitization of the binary code.
However, it may be very effective to substitute some portion of this
sensitive process with conputers. Processes which can be broken down
into series of numerical judgements include energy studies. Among the
various factors that form the preliminary design phase, the energy study
of a building design is not only of primary importance these days but
also has a serious inpact on the development of the building form, as
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discussed in the previous chapter. Such studies frequently require very
complex and repetitive calculations, where the designer can benefit from
the power of the computer most.
It is virtually true that a computer eliminates very painful, labour
intensive tasks such as summing up a building's energy consumption day
by day throughout a year. By taking advantage of the instantaneous
response of the computer, designers would be able to compare many more
alternatives to attain better solutions. They would be able to use the
saved time on other important issues of the design.
Furthermore, it is expected that designers eventually will be able to
develop an intuitive sense regarding energy conscious design, by
repeatedly using the conputer for this particular purpose. The conputer,
there, not only can be of tremendous service to a designer, but can also
educate him. The conputer will also play a more inportant role in the
preliminary design phase, bridging a gap between quantitative and
qualitative judgements, because neither designers nor engineers are
likely to posess both skills.
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3. THERMAL-LITE
3.1 THE STRUCTURE OF THERMAL-LITE
There have been only two options for designers who want to predict the
energy performance of a building taking into account the effect of
daylighting : using DOE-2, a large frame computer program developed by
the Lawrence Berkeley Laboratory with funds from U.S. Department of
Energy, or calculating manually. Either way, for reasons discussed in
the previous chapters, the designer encounters some inconvenience.
THERMAL-LITE has been developed for the microcomputer to eliminate such
inconveniences, as well as to provide a quick response with relatively
minimum input. This enables the designer to easily and quickly compare
the performance of alternative designs, even in the preliminary design
phase. The algorithm of the program as well as several other features
will be discussed in this chapter.
The basic goals of this program are
[1] short turnaround time and plain data entry
[2] flexibility of the program
[3] user friendliness
The program consists of four major subprograms (see Fig.3.1) : (1)
BUILDING DATA INPUT, (2) WEATHER DATA INPUT, (3) THERMAL LDAD
CALCULATION, and (4) DAYLIGHT CALCUIATION.
SUBPROGRAMS
-- Store
BUILDING DATA INPUT: in0 BUILDING DATA FILE
*THERMAL *THERMAL
.e . ................. ------ Retrieve
*DAYLIGHTING *DAYLIGHTING -
.................
..........................................
.......................................................................................
..........................................
.............................................................................................................................. ............................................................................................................................................................................................................................................................................. .........................................................................................................................................................................................................................................................................................................................................................
................................................................................................................................................................................................. ...............................................................................................................................................................................................................................
.................................................................................................................................................................................................    . . ................................................................   . . ............................................................................................................................................................. ...................................................................................................................................................................................................................................................................................................................................
...........
...................
.....  ... .. .. .. .. ..
.... 
........
.. . . . .... . ........................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................... ....................................................................................................................................... .............................................................................................................................................................................................................. ....... .......................................................................................................................................................................................................... ................................. ................................................... ..................................................................................................................................... ................................................................................................
... ... .. .. . .. ............................ .. ..  . .  ...  ..... ... . ......
... . ... ... .. .  
. . ........
.... .. .. .. ... ..  .  . . .... ..  ........
.. . .. ..... . .....................
.......................................... ....................................................................
..................... ..........................................................................................
.......................................................................................................................... .................................................................... ......................... ............................................................................................................................................................................... ......................................................................................................................................................................................................................................................................................................................................................................................................................................................   .. ............................................................................................................................................................................................................................................................................................................. ........................................................................................................................................................ ............................................................................................................................... ............... ......................... .............................................. ............
*SUNLIGHT AVAILABILITY
Retrieve
J. . .. .
THERMAL LOAD CALCULATION
DAYLIGHTING... CALCULAT
"DAYLIGHTING CALCULTO
Store
Retrieve
*DAYLIGHTING
Fig.3.1 THERMAL-LITE PROGRAM MAP
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THERMAL LOAD
OUTPUT FILE
FILES
':.:.:::::::: . e . .... %Store
WEATHER.DATA INPUT: + WEATHER DATA FILE
ERMAL * *THERMAL
Retrieve
The input data requirement has been minimized so that the user will not
feel reluctant to use the program under the pressure of other formidable
tasks required in the preliminary design phase. Most of the geographical
input data of a building has been generalised to be used commonly in the
two different computational stages mentioned above. In addition to the
input for the thermal calculation, three types of sky luminance and
monthly cloud coverage fractions are to be quoted from SERI's sunlight
availability data.
Most of the thermal calculation has been borrowed from A.S.E.A.M., a
public domain program, which is capable of predicting annual and peak
energy consumption levels for HVAC systems, using a modified Bin Method.
This is followed by a calculation to predict the amount of annual
artificial lighting energy savings attributed to the natural light that
is penetrating the space, as well as the resulting cooling load
reduction. The core algorithm used in this subprogram, unlike other
daylighting programs, has been derived from Higbie's formula, which is
free from too complex and time consuming integration process which would
have required repetitive calculations.
To meet the second goal, BASIC has been adopted as a programing
language, although some other languages are available for faster
processing. Since the development of the hardware has been so rapid, it
is reasonable to assume that the capability of microcomputers will be
enhanced tremendously in a short period of time. That is, any program
may have to be improved in some way in the near future. In order for a
program to be truly useful over a long period of time, it has to be
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accessible and easy to edit so that anyone can change or add what is
necessary or available in the future. BASIC is obviously commonplace in
any microconputer and the easiest language to learn and use.
In addition, the thermal calculation process is separated from the
daylighting calculation so that a future user can use one of them for
integration with other useful programs. This also enables the use of
this program solely for the thermal analysis of a building. As for
hardware, IBM-PC has been adopted due to its popularity as well as the
great amount of available software. The program runs on 128K CPU and is
stored on a 360K single sided double density floppy disk.
3.2 A.S.E.A.M. AS A THERMAL ANALYSIS SUBPROGRAM
The energy consumption of a building is affected by many variables,
including materials of construction, orientation with respect to the
sun, usage patterns, artificial lighting capacity and so forth.
Variations in weather factors such as temperature, humidity, solar
radiation, and wind speed and direction also have an effect. To cope
with this complexity, two major types of modeling have been developed to
model the thermal behaviour of a building. An hourly simulation provides
accuracy with a rigorous computational process such as dynamic
calculation, while steady state calculation, represented by the Bin
Method, has a relatively easy procedure. For this reason, in most of
the main-frame and many of the micro computer programs such as DOE-2 and
CALPAS 3, thermal energy analysis is evaluated on an hourly basis for
each of the 8,760 hours in a year.
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However to treat all the complicated interactive relationships between
these variables on an hourly-basis, past programs tend not only to
require users to rigorously make many detailed inputs but to require
much time to go through the repetitive calculations. It was therefore
hoped that sufficient accuracy could be achieved with a simpler method,
such as the "bin" method.
The method, first introduced by ASHRAE and unlike the degree-day method,
can account for the effects of solar-radiation, humidity and ambient
temperature on a building's energy consumption. This method also takes
into account various internal loads which tend to be significant,
particularly in comercial buildings.
In order to compensate for the inaccuracy caused by the avoidance of the
hourly response factor method, CLTD method has been used to take into
account thermal storage effects due to the building's mass. The concept
behind this method is to compute the energy consumption rate of a
building at selected outdoor tenperature intervals. Annual energy
consunption is then determined by multiplying by the number of hours
occuring at the specified temperature intervals. The building's usage
patterns also are taken into account simultaneously. The building's
annual energy requirements are estimated from a summation of the energy
requirements from each bin.
A.S.E.A.M., standing for "A Sinplified Energy Analysis Method", is one
of the few refined program using this bin method. A.S.E.A.M. was
developed in 1983, as a public domain building energy analysis program
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by W.S. Fleming and Associates Inc., Washington, D.C. with funding from
the U.S. Department of Energy. Its primary purpose was to compare the
results predicted by the ASHRAE TC 4.7 procedure with those of DOE-2.la
hourly simulation computer program. Because this program is reasonably
accurate for its simplicity, THERMAL-LITE was determined to be developed
along the structure of A.S.E.A.M..
3.3 THERMAL IDAD CALCUIATION
Given all the building envelope information including the area of wall,
roof and glass, physical characteristics of the construction materials,
building orientation with respect to solar gain as well as the number of
hours of artificial lighting, occupancy and equipment usage this
subprogram proceeds to calculate the thermal load of the building, zone
by zone as divided by the user. The program allows the user ten zones
the definition of which can vary depending on the building. Generally a
zone refers to a space having uniform occupancy, lighting and equipment
profiles, where control of an HVAC system can be handled by a single
thermostat. If the daylight calculation is planned, it should be noted
that a single zone would have a single light sensor to control its
artificial lighting.
Therefore zone definitions depend upon the user 's judgement and insight
and should take into account if the space has a wall or a window exposed
to the exterior. For this reason, it is strongly recomended that an
independent zone be designated in the interior of conmercial buildings,
because the zone quite often requires cooling while perimeter zones have
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a heating load. It should also be noted that the recoverable heat
generated among various zones can not be presented. For instance, even
when the heating load in a perimeter zone is balanced by the cooling
load in an interior zone, the program will sum up the two seperately,
ignoring the possibe energy exchange between the two zones.
The depth of the zone is important too, since it determines not only the
capacity of HVAC system serving the zone but also the extent of daylight
utilization. The deeper the zone, the less cost effective the energy
savings attributed to daylighting. This is because the artificial
lighting usage increases with the depth of the zone.
In general, the incremental cost for the control device can no longer be
offset by the energy savings obtained beyond a certain depth of a zone.
Thus, zone depth is very dependent on a building configuration as well
as sunlight availabilty. In the case of office buildings, for instance,
where ceiling heights rarely exceed 10 feet, it is advisable to use 20
feet as the depth of the zone.
The modified bin method calculates the net thermal load on the building
or zone being analyzed. That is, the program takes solar radiation, as
well as internal loads, as credits to the building or zone even in a
winter mode. This credit is indispensible in simulating the daylighting
performance associated with the thermal balance trade off. Therefore, a
zone will be experiencing net heating load only when the algebraic sum
of all loads is negative.
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Fig.3.2 shows the concept of the bin method. Before the calculation,
A.S.E.A.M. breaks down the building loads into three : solar,
transmission, and internal load. For transmission load, two more
representative temperature bins are to be selected in addition to the
maximum and minimum bin. These temperature bins are defined as follows:
1. PEAK SUMMER
The highest tenperature
occuring at the location.
2. INTERMEDIATE SUMMER
The lowest temperature bin
in which cooling load is imposed
due to the envelope transmission
and outside tenperature bin.
3. INTERMEDIATE HEATING .......
The bin where the net load
changes from cooling to heating
usually the balance point for
the exterior zone.
4. PEAK WINTER
The lowest tenperature
occuring at the location.
These four points are connected with linear lines on the chart, in other
words, the loads between those bins are assumed by interpolation.
Internal and solar load are calculated for maximum and minimum
tenperature bins only. Solar load through the fenestration is generated
using interpolation between the summer and winter peak. Finally all
three outputs are added up to make the total sensible load in
conjunction with various coefficients such as the solar heat gain
factor, and the percentage of sunshine and cooling load tenperature
difference. Also, occupancy schedules and the diversity of the internal
load are treated as coefficients.
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In A.S.E.A.M., the latent load is excluded in the sumnation because the
program accomodates various HVAC system options in the successive
subprograms. The user's preference can simulate mechanical system
performance where all the latent loads are taken care of. This is
because the program was originally developed for the mechanical system
analysis. In contrast, the primary goal of THERMAL-LITE is to study
preliminary architectural design alternatives. The last subprogram of
A.S.E.A.M., which requires users to input the type of mechanical system
that is likely to be enployed, can neither be determined at this phase
nor be of interest to the designer at this moment, therefore has been
removed.
Instead, THERMAL-LITE accomodates the latient load in the load
sunnation. The load from human occupancy is added to the internal load,
while that from infiltration is put on interpolation, using humidity
bins which have been stored along with tenperature bin data.
3.4 DAYLIGHTING ILLUMINATION CALCULATION
For the development of the algorithm, many other calculation procedures
were studied for this very important subprogram, to render a combination
of quick response and reasonable accuracy. Historically, a number of
attempts have been made to generate a method which could predict the
daylight illumination in a room with windows. Yet very often the core
algorithm created by many researchers has a similarity. The basic logic
most often observed is expressed in the reduced formulas as follows :
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A + B sin h
B sin h
A(sin h)e(B/sin h)
(1)
(2)
(3)
Amiong them is Kittler 's luminance distribution equation which is
considerably more complex, yet very widely used in most daylighting
programs for its remarkable accuracy :
(1-e - 0.32/sine) (0.91 + 10e-39 + 0.45cos2
'p clr - LZ clr 
-3(OT/2-h 20.274 (0.91 + 10e h + 0.45 sin h)
where the radian angles e, p, and h are given in figure The zenith sky
luminance LZ clr for perfectly clear sky conditions is given
LZ clr = ao + a1 h2 (k cd/m2)
where,
h = the solar altitude in degrees
a0, al = atmospheric coefficients
Lp = SKY LUMINANCE AT POINT p
h =SOLAR ALTITUDE
6 = ALTITUDE OF POINT IN THE SKY
' GREAT CIRCLE ANGLE BETWEEN
SUN AND POINT
The equation takes various geographical information as well as solar
location including altitude and azimuth to provide the luminance at any
spot in the sky dome at any particular time of the year.
Since the basic idea of daylight calculation is, in general, to sum up
the ilumination of small patches of sky seen through the window, the
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equation makes the successive prediction procedure very accurate.
However, many other factors which could affect sky luminance, such as
moisture in the air and air turbulance, also have to be taken care of in
order to insure accuracy.
These factors tend to depend not on purely geographical data, but on
more carefully prepared weather or micro-climate data. Furthermore, as
will be discussed in subsequent chapters, annualizing hourly dynamic
energy data requires the program to accomodate more realistic weather
data. For instance, the overall sky luminance is proportional to the
altitude of the sun which is high in lower latitudes.
That is, under the same conditions, sky luminance is theoretically
always higher in a low latitude than in a high latitude. However, the
sky luminance of an industrial city with a lower latitude may be less
than that of a rural area with a higher latitude because of air
pollution.
3.5 SERI's SUNLIGHT AVAILABILTY DATA
It is desirable to find sky luminance data compatible to the bin data
for consistency. While data for solar radiation striking the earth's
surface has been available in cities throughout the U.S. for many years,
illumination data was not available until SERI released in 1982. This
daylight availability data for selected cities in the U.S. was made
available with funding from U.S. Department of Energy. The report
applies the Robbins-Hunter model in 80 major cities in the U.S. The
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model is designed for low-high turbidity climates as well as for both
clear and overcast skies. The data also has been corrected to account
for precipitable water in the atmosphere, for greater accuracy.
Likewise, many geographical diversities have been taken into account to
provide more accurate data.
The report also includes monthly average cloud cover fractions for each
city. This helps shorten the conputation time for annualization. It
usually is the case that energy calculation has to be implemented hour
by hour to obtain the cumulative energy savings throughout a year
because the sky luminance is dynamic from hour to hour. In other words,
to go through the process, calculation has to be done as many as 8,760
times per reference point. As each lighting control zone is to have four
reference points, even the most simple single story building with four
zones requires the program to go through the calculation 140,160 times.
Using the monthly cloud cover fraction enables the program to do this
only once a month. Since the daylight illumination level itself is not
of interest in this program, it does not make sense to waste computation
time on this aspect.
The data comes with vertical illuminations for eight different
orientations on clear days and overcast days as well as three horizontal
illumination data : global clear days, overcast days, and diffused clear
days. Fig.3.3 is a sample table of the data book. A minor problem with
this method, compared to Kittler 's equation, is that the data does not
accomodate the sky luminance distribution. As Fig.3.4 illustrates, even
in an identical room at the sane time, the luminance of the sky patch
-47-
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Fig. 3.4. Window Centroid Angles for various Reference points
L I I I
Fig. 3.5. Typical Daylight Illumination Distribution
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seen through the window varies depending on where the reference point
is. The angle between the horizontal surface and the line which
connects a reference point to the center point of the window varies
significantly particularly when the window height is large.
That is, the reference point closest to the window always sees higher
and therefore brighter sky because the sky luminance, in general, is
always larger at higher altitudes. On the other hand, a reference point
away from the window benefits from less natural light because it sees
not only a smaller patch of sky due to the narrower angle but also a
less brilliant part of the sky. Considering the relatively limited
diversity in the ceiling height of commercial buildings, however, it was
concluded that the difference of the sky luminance caused by this effect
is presumably insignificant.
The next step of development was to determine how to handle the
geography of interior zone including window configuration. An additional
assumption was introduced as to the type of the windows : one light
control zone is allowed to have only one window.
Considering the goal of the program, the analysis of comercial
buildings, it is reasonably assumed that a building has either a
continuous strip window or, at least, repetitious windows with the same
dimensions. In many other programs this assumption has been adopted to
overcome the potential difficulty of handling a number of windows in a
single zone. For instance, DOE-2, providing a simple conversion formula,
requests users to convert multiple windows into one strip window. This
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helps reduce not only the amount of input that a user would have to type
but also, more importantly, the computational time. For the same reason,
skylights and clerestories are excluded.
The distribution of reference points is also important because they
represents the overall benefit of natural light in a zone. Since the
windows are to be the continuous strip type, no more than a single line
normal to the window, on which the reference points are, is necessary to
represent this benefit. Four reference points on the line are to be
provided where the illumination calculation is to be done on a
semi-hourly basis as previously discussed. The number of points should
primarily depend on the depth of the room.
In conmercial buildings, the depth of a light control zone, although
left as a variable defined by a user, is likely to fall in the
neighborhood of 20 feet (two to three times the ceiling height) . Given
this assunption, four reference points can cover the area which benefits
most of the daylight effect available in the zone. Generally, the area
closer to the windows loses illumination fairly rapidly as one moves
away from the window, while the areas farther away from the window the
illumination decreases less rapidly. (Fig.3.5)
However, it is not desirable to locate one of the reference points very
close to the window, as it could create an extreme value which might
result in significant error when averaged with other values. In this
program, therefore, the first point has been decided to be set up at
one-tenth of the zone depth, away from the window, regardless of the
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zone depth. The other three points are located regularly at the same
interval.
The natural illumination levels at these four reference points are
calculated every two hours, during occupied periods from 8 to 4 per day.
This renders 9 hours per day as an effective daylight hours. At each
hour, the program theoretically creates a daylight distribution profile
connecting the outputs generated at the four points.
The technique to predict interior daylight is a simplified radiant flux
procedure. The fenestration, room surfaces, and exterior surroundings
are divided into sufficiently small surface elements where each element
is either primary or secondary source of light with a luminous level M.
The expression is:
E M cos 6 cos * df dmTr f m D2
for the illuminance Ep from direct light sources above the work plane,
such as the portion of the sky seen through fenestration (Fig.3.6).
Micro-Lite uses this algorithm to obtain the sky component of the day
light factor since it gives the desired accuracy, particularly for the
illumination calculation. In this program, given the assumption
previously mentioned, and considering the computational time factor, the
reduction of the equation has been done by a sinplification of the
window geometry. Eventually it is reduced to Higbie's perpendicular
surface geometry equation :
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SKY
SKYLIGHT
NORMAL TO SUN -,
Ep
Fig. 3.6.
WORK PLANE EXTENSION
dm
df
N
N
The daylight contributors to the illumination at point P
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= . [tan-1 m .(. a ) tan-1 M
where,
Ep workplane illuminance at point p;
L = centroid luminance of sky patch seen through opening mf; and
a,m,f = distances as shown in figure
E m
RGHT ANGLED SURFACE GEOMETRY
Although the equation was developed basically for a theoretically
uniform sky with some inaccuracy thereof, it greatly contributes to the
reduction of conputation time. In Micro-Lite, for instance,
illumination calculation takes 7-8 seconds for each reference point,
while THERMAL-LITE does the same job within a second. Since the
ultimate goal of the program is to -accumulate the output of each hour
throughout a year, the eventual cumulative difference of time would be
enormous.
The daylight illumination at these points means nothing in terms of
energy unless some type of control system recognizes this intensity and
can respond by changing the power requirement of the artificial lighting
system. This is usually acconplished through the use of photocells.
Since photocells are normally not located on the work plane, it is
inportant to explain that the lighting system must be balanced once
installed to meet a specified work plane illumination and, therefore,
-54-
[1] Dinmning
[2] 50% Stepped
50% of Desired
[3] ON-OFF
[4] No Daylight
Fig .3.7 HDW THE ENERGY SAVINGS
ARE CALCULATED UNDER VARIOUS
LIGHT CONML SYSTEMS
Power for Artificial lighting
I
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Th
the point where balancing is done becomes the illumination point.
In this program, prior to the execution of daylight calculation, a user
is asked to choose one out of three artificial lighting control options
for the zone where the light is to be substituted as necessary for
daylighting (1) Continuous diming (2) 50% stepped and (3) On-off.
Continuous dimming is a control technique whereby power is
proportionally adjusted to follow a simple linear relationship, and can
be shut off completely once the minimum power is reached. The technique
called 50% stepped shuts off half the connected power at half the
prescribed illumination and the remainder after this illumination is
exceeded. The simple on-off control shuts the connected power off once
the set point illumination is met by day light.
The hatched area in illustration (Fig.3.7) indicates the difference in
amount of power savings created by these three options. Thus,
calculation is executed repetedly hour by hour for each zone. Once a
zone calculation is completed, the program commits several types of
energy outputs from the zone to its memory, and proceeds to the next
zone.
3.6 SOME MTHER FEATURES OF THERMAL-LITE
In consideration of one of the primary goals of the program, user
friendliness, some minor improvements have been made, as A.S.E.A.M. was
created as an analytical tool for use by engineers.
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One of the complaints about A.S.E.A.M. that have been made by the users
was the complex structure of the program. In comparison with Micro-Lite,
which has a fairly plain and straightforward subprogram connection,
A.S.E.A.M. has many options stemming from each subprogram that a user
must consider when he/she proceeds. The program requires that a user
recognizes all the narrow alleys in the program, and navigate them
him/herself. The complexity of the program tends to confuse the user by
leaving him/her disoriented.
Most architects and designers who lack experience in using computers
have to concentrate on entering correct input by pressing keys which
are unfamiliar. As a result, they tend to lose their orientation and
can misuse the program, for instance, unwittingly making costly errors
or even erasing data.
One possible solution is to put the subprograms in sequential order so
that a user never loses his way through the program. This solution is
advisable particularly when the number of subprograms and the required
input data is small. The user does not have to pay close attention to
what he/she should do next, since the program automatically guides
him/her to the result, just like products carried by belt conveyors in a
factory. Whether or not the number of inputs that a user wants to review
or change is large, he must go through the entire program or subprograms
which are sequentially connected. However, in exchange, the user has to
spend a lot more time in front of the CRT.
THERMAL-LITE has been given a feature which serves to inform the user
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Fig.3.8 BUILDING DATA INPUT MENU
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r HERM4ALLITE' version .0 ...............ei thml. + dylt
"* BUtLDNG DATA *NU EU"
1...................... PROJECT INFORMT&ON. NOTE: n editting,
2.............. ..... ,. .ZONES / SULWNG AREA. you may press
3......................% SUNSH*NE / HOR. RFTURN key
4.......................OPRATUNP PROIl. Uf no edit Is
5..................*EPRTRS necessary for
7 . . .. . L...TiN F .xT.RE TYP
9........ ..  ........ .. D10............. Z
11 ............. .. ................. . ...ANCY
12. .. .. ... .. .. . ..  .. .. HU ...D..TY RAT. . ..-*.:r:t X n . ZG EX
13...........,.......INFILRAT.N. (AR.CHNGE)
SRETURN TO THE FILE MENU.S N E . . . ...... ....
.1, .9 . .9 ..... .~s .' .*f.4.*.*.&...
Data for drghtng Calcutatton Us Included tn 2iand tO
INVAL ID NUMBER I PLEASE CORRECT AND PRESS RETjJBN KEY AGAIN.
about which subprogram or activity is currently loaded. In the upper
right corner of the monitor screen, the user will always find this
noted. In BUILDING DATA INPUT an identical screen display format for
building input data is used both for creating a new file and for editing
or reviewing an old file. (Fig.3.8)
If the user is editing an old file, the "editing mode" sign is indicated
so that he will not give the edited file the same name as the old one,
therefore avoiding the unexpected deletion of the original data.
Likewise, wherever a user may be in the program, he/she will be informed
as to what he/she is trying to do and where he/she is. Since this
editing activity frequently makes a user feel as if he were directly
correcting a file recorded on a disk, the note is valuable.
3.7 THE PROGPAM OPERATION
When analyzing a particular building, a user would first select
"BUIDING DATA INPUT" option from the "PROGRAM MENU" (Fig.3.9) which is
provided by the auto boot function.(e.g. whenever a program diskette is
booted, a particular program will first be automatically loaded)
Then the main menu appears on the screen.(Fig.3.10) If the user
requests daylighting analysis, the program would make additional data
inquiries. But, in either case, the user would be asked if he/she wishes
to either create a new file or edit an existing file.(Fig.3.ll) To edit
a file, the file name has to be confirmed for the retrieval of the
data. With A.S.E.A.M., the user might have encountered some difficulty
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Fig.3.9 PROGRAM MENU
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Fig.3.10 BUILDING DATA INPUT MAIN MENU - [1]
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Fig.3.11 BUILDING DATA INPUT MAIN MENU - [2]
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in identifying the file he/she wishes to operate on, because the data
files are not distinguishable from others in the disk directory which is
displayed on the screen upon the request of the user.
In THERMAL-LITE, all the data files are named, along with certain
extension codes which are automatically provided. The extension code
distinguishes the contents of a file, since a data file consists of four
different files : building input, weather, load calculation output, and
daylight calculation output. It is therefore convenient to categorize
with different codes. For instance, XXXXX-BDI.ASM indicates that the
data belongs to the Building Data Input file under the project name
XXXXX. This naming enables the program to show a file directory which
is relavant to a particular subprogram upon the user's request.
Also in THERMAL-LITE, due to the limited number of character which can
be used to name a file on IBM-PC, a file name is always called by its
first five characters. This is to avoid an accidental naming of a file
with an "illegal" name having more than 8 characters.
After the editing, the user may wish to save the data. Even if the user
forgets to do so, and tries to proceed with the following process, the
program gives a warning indicating that the data has not been saved.
However, particularly in the case of users unfamiliar with computers, it
might be confusing to see this statement since he/she has inadequate
knowledge about the computer's memory. Many might be afraid of losing
the original file by saving the new one. Therefore, it was found
necessary to add another note to the screen at such a moment :
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If you don't need the original file,
you may name a new file (editted) the same as
the original, which would eventually be erased 1
In addition, another warning statement loop has been provided to notify
the user when an invalid option number is selected to proceed to the
next process. In A.S.E.A.M., invalid option numbers do not change the
selection menu display at all. This lack of response could lead a user
to misunderstand that the program has failed. In addition, the loop
hopefully helps him/her comprehend the hierarchical priority of the
input data order. For instance, in "BUILDING DATA INPUT", a user is not
allowed to enter such data as infiltration and zone/wall exposures
information since the dimensions of a zone as well as the zone number
have to be consistent throughout the program. If the user tries to
proceed with these entries without defining the basic zone dimensions,
the program would guide him/her to the process that is necessary to do
first, with caution signaled by a blinking note on the screen.
After dealing with building input, a user could proceed to the THERMAL
LOAD CALCULATION directly, if the weather file designated to the project
file has been stored on the disk. The weather program consists of
climate data input and sunlight availability data. The climate data
input is used to input and/or edit annual "bin" temperature frequency
occurences, along with coincidental wet bulb temperatures, or bin
humidity ratios. As is the case with BUILDING DATA INPUT, a user will
be asked if the daylight calculation is expected. (Fig.3.12) Additional
sunlight availability data thereby has to be input.
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Fig.3.12 WEATHER DATA MENU
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HANSCOM AFB/BEDFORD MASSACHUSETTS
LAT 42 28N LONG 71 17W ELEV 133 FT
MEAN FREQUENCY OF OCCURRENCE OF DRY BULB TEMPERATURE (DEGREES F) WITH MEAN COINCIDENT WET BULB TEMPERATURE (D GREES F) FOR EACH DRY BULB TEMPERATURE RANGE
MAY JUNE JULY AUGUST SEPTEMBER OCTOBER
Tempera- Obsn Total M Obsn Total M Obsn Total M Obsn Total M Obsn Total M Obsn Total M
ture Hour Gp Obsn C Hour Gp Obsn C Hour Gp Obsn C Hour Gp Obsn C Hour Gp Obsn C Hour Gp Obsn C
Range 01 09 17 01 09 17 01 09 17 01 09 17 w 01 09 17 01 09 17
to to to to to to B to to to B to to to B to to to B to to to B
08 16 24 08 16 24 08 16 24 08 16 24 08 16 24 08 16 24
95/99 0 0 0 74 2 0 2 74 1 1 74 0 0 73
90/94 1 0 1 71 6 1 7 73 10 2 12 74 7 1 8 74 2 2 75
85/89 5 1 6 68 20 5 25 71 31 6 37 72 24 4 28 72 8 1 9 74 0 0 63
80/84 10 3 13 65 1 40 14 55 68 2 57 21 80 69 0 57 17 74 69 0 22 5 27 70 3 0 3 65
75/79 1 21 7 29 62 4 44 25 73 65 11 69 43 123 67 9 61 39 109 67 2 37 13 52 67 13 1 14 64
70/74 3 32 15 50 59 19 52 40 111 63 44 48 65 157 66 35 52 56 143 65 18 48 30 96 64 0 17 5 22 61
65/69 12 46 28 86 56 46 36 51 133 61 71 22 60 153 63 62 30 59 151 62 26 42 38 106 61 3 32 15 50 59
60/64 21 50 37 108 53 50 19 42 111 57 62 8 35 105 59 64 12 44 120 59 40 43 46 129 57 17 43 27 87 56
55/59 37 40 48 125 50 59 17 37 113 54 37 1 13 51 55 41 4 19 64 55 47 27 46 120 54 29 54 42 125 52
0)
50/54 55 26 51 132 47 36 4 20 60 50 15 2 17 50 21 0 8 29 50 41 10 35 86 50 43 45 45 133 48
45/49 57 10 37 104 43 18 5 23 45 4 0 4 46 13 2 15 46 33 2 16 51 45 40 24 48 112 44
40/44 39 6 18 63 40 6 0 6 41 1 1 42 3 0 3 41 19 0 8 27 41 41 13 33 87 39
35/39 17 0 3 20 35 1 1 37 0 0 0 37 11 2 13 36 38 4 20 62 35
30134 5 0 5 31 0 0 33 4 0 4 31 25 1 10 36 31
25/29 1 1 28 0 0 28 10 0 2 12 26
20/24 2 0 2 22
15/19 0 0 18
Fig. 3.13. Tenperature and Humidity Bin Data Source
The bin data can be derived from U.S. Air Force Engineering Weather data
which covers more than 200 U.S. cities as well as many countries
throughout the world.(Fig.3.13) The weather information required by the
program is dry bulb tenperature and humidity ratio or, alternately, wet
bulb temperature. Temperature frequency bins are organized in an
increment of 5 degrees and are designated by their mid-point
temperature. The average tenperature for a given hour is recorded as an
occurence for its respective bin. The frequency of occurences for a bin
is the total number of occurences for a given time period. Additionally,
the annual total frequency of occurence for three periods of the day (0
to 8, 9 to 16, 17 to 24) are provided.
Since the core algorithm of daylight calculation in this program uses
horizontal daylight illumination data, two different type of values are
to be input :diffused light on clear days and overcast days. Also for
the internal reflection illumination calculation, global light on clear
days additionally is to be input. The data can be obtained from SERI's
S G AYLLlJ DATA M ME CITE IN THE Ux . Data is to be
input at three solar hours ( 8:00, 10:00 and 12:00 ) once per month
along with the cloud coverage fraction for each month. The function of
these illumination data in the program will be discussed in the
following section.
The weather files are stored by their location name not by the project
name which is keyed to the program. This makes it easy to repeatedly use
an identical file for different project input data. The program also
allows a user to store weather data on a separate disk to create a
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data library. This option is identified in the PROGRAM MENU.
Prior to the execution of load calculation, the program has to load one
of the series of stored input data : building information and weather
file. The building information is loaded when a user is asked to
retrieve the input data. He/she is supposed to type in the project name
he wishes to run. The weather data, named by location instead of project
name, will automatically be loaded as designated in the building data
file. This thermal load calculation takes approximately 30 to 40
seconds per zone, depending on the number of exposures (e.g.
fenestrations, walls, roofs).
After the completion of THERMAL LOAD CALCULATION, the user is to store
the output data in order to proceed to the following program. In the
DAYLIGHTING CALCULATION program, because of the limited number of the
variables that can be used on a computer with a 160K memory, it is not
feasible to retrieve the level of illumination at each particular
reference point at a particular time of day. However, the program shows
these values as it proceeds through the calculation.(Fig.3.14) A user
could either break the program temporarily when the program reaches the
calculation process for the reference point and time of day of his/her
interest, or designate the time, month, and point the calculation.
In both THERMAL LOAD CALCULATION and DAYLIGHT SAVINGS CALCULATION, a
user will be given the option to review a summary of the building data
input prior to the execution of the computation. This summary often
helps remind the user of the differences between the input data of
-68-
Fig.3.14 DAYLIGIING CALCUIATION
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alternative designs which he tries to run. This feature is very
convenient since the user does not have to refer to BUILDING DATA INPUT
to see what he/she has input.
3.8 OUITPUT REPORT
THERMAL-LITE is capable of reporting two types of output data : 1.
thermal loads and 2. the combination of thermal and daylighting loads.
In general, there are many ways to measure the extent of energy
performance. One of the most comon is to annualize the consumption
level, because this accounts for an absolute level of the energy
practically used.
However, the annual consumption of energy does not necessarily
correspond to the annual cost of energy because, as mentioned in chapter
one, the power industry has developed a new concept for pricing policy,
because it has become more difficult and more expensive to build new
power stations to meet the increasing power demand of society. The
expense of what is called demand charge determined by the peak power
demand of the consumer on an annual basis, sometimes has a significantly
cost effect on efforts to minimize the annual energy consumption.
In THERMAL-LITE, therefore, cooling load, heating load, power for
lighting and savings attributed to the daylighting are to be reported as
both peak instantaneous value and annual accumulation. (Fig.3.15 and 3.16)
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Fig.3.15 OUIPUT .. PEAK
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Fig.3.16 OUI'PUT .. ANNUAL
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4 CONCLUSION
THERMAL-LITE is still in the process of development. It has some
practical limitations when applied to a wide range of buildings. Some
geographical variations in buildings, such as shading or external
objects which reduce the daylight benefit, might need to be considered
in a building in a conjested urban area. Tilted windows may also be
appreciated if the building has atriums.
The output data expression may also need to be improved. As previously
mentioned, it would be useful to make this program a power saving
program for users interested in cutting operation costs. The strategies
for power conservation are often different from those of energy
conservation since the power charge usually is a combination of demand
charge and consumption charge.
Particularly when focusing on commercial buildings where internal load
dominates and therefore the demand for electricity is high, this becomes
inportant. Secondly, depending on how sensitive the pricing policy is
to the demand charge, it might be worth trying to cut the peak load
rather than scrutinizing the pin hole of annual consumption rate
reduction strategies. A recent study by the Solar Energy Research
Institute confirms the need to control peak demand : "two to three times
more nonrenewable energy can be saved on a national basis by reducing
the peak rate of energy use in comercial buildings than by equivalent
expenditures that focus on limiting annual energy consumption."
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As a matter of fact, the peak cut has been a great issue in the field of
energy conservation. Much research and invention have been introduced
around this issue. Heat storage water tanks and outdoor air heat
exchangers have most frequently been researched. However, until
recently, daylighting as a tool for peak cut has not been to the
attention of the practitioners. This has often led designers to create
energy conscious buildings with great dollar wasting potential.
Fortunately, daylighting is one of the best solution for this. Since
the sun transmits energy as radiation, solar illumination is mostly the
proportion of solar radiation on a horizontal plane. In other words,
peak solar radiation is likely to occur when the illumination level
peaks. Although there is a time lag between the peak radiation and the
peak building load due to the thermal mass effect, solar illumination
certainly works in the way it offsets the thermal load. It is not
appropriate to leave to users such complicated matters as the
relationship between the demand charge and consunption charge. It is
possible to develop a subprogram to take care of the power coupany's
pricing policy, using extra variables with some economic analysis
methods.
Although the Bin Method has the merit of its sinplicity, it certainly
has limited accuracy. CLTD method, Solar Heat Gain Factor and percentage
of sunshine are conpensation for the inaccuracy. These coefficients
help the output closer to realistic values. However, under a
considerably large amount of heat mass, the method tends to bring
errorneous results. Also the method, due to the anonymity of the
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temperature bin data, can not present a building load at a particular
time of a particular date. It does not provide dates for the peaks
either. Therefore, it would be desirous to replace the thermal
subprogram with more appropriate one as soon as it becomes available.
It also is desirous to simulate artificial lighting control in a more
realistic way. Since any diming control equipment has, to a certain
extent, a control loss which is significant when the dinning is great,
it is necessary to take into account this loss in the program to make
the economic analysis more reliable. In order to pursue economic
analysis extensively, it is indispensible to integrate life-cycle
costing. It is true that a thicker insulation always save more energy,
but how much? An optimizing point has to be identified.
These are examples of the imnediate goals for improvement whereas
packaging is a more long-term area of development. The packaging of
building energy information is one possible goal.
The energy strategies in conercial building are widely diverse and
interactive. They must deal with mechanical and electrical systems
inprovement as well as architectural energy conscious design. The
program may accomodate all the energy studies from HVAC and lighting to
transportation (e.g. elevaters and escalators), to sanitary water
distribution which account for 3-5% of energy consumption in conmercial
buildings. To enhance the program, it is hoped to accomodate all the
related variables in the program in such a way that a user does not have
to input similar data repeatedly.
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If future technological advancements include the increase of memory
capacity and the enhancement of the subprogram, it certainly will be
feasible to develop such a program. THERMAL-LITE is an open-ended
program. It is written in BASIC, with the daylighting subprogram
separated from the thermal subprogram to make it easy to replace any one
or even two of these with any other compatible and better subprograms
when available.
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