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Abstract
The microtubule cytoskeleton is a self-organising system of microtubule fila-
ments, molecular motors and regulatory proteins that plays a number of vital
roles in all eukaryotic cells, acting as a scaffold to provide structural support
to the cell and forming tracks for intracellular transport. Arguably one of its
most important roles is in assembling the mitotic spindle, the highly dynamic
force-generating structure that segregates chromosomes during mitosis.
Critical to the spindle’s dynamism is the dynamic instability of microtubules.
At the heart of the long-standing GTP cap model of dynamic instability is the
notion that stochastic fluctuations of the GTP cap drive microtubules to catas-
trophe, but a quantitative understanding of GTP cap fluctuations is missing. In
Chapter 2 a simple mathematical model is developed that predicts microtubule
fluctuation behaviour in the steady-state. The theory is validated by data, which
suggests that microtubules are remarkably stable during most of their lifetime.
How microtubules and motors self-organise into the complex, bipolar ar-
chitecture of the spindle is not well understood. In Chapter 3 a microscopic
computational model of microtubule-motor self-organisation is developed based
on in vitro experiments. Two control parameters are identified capturing system
composition and kinetics that predict the outcome of self-organisation and un-
cover generic, mechanistic rules governing active filament-motor networks. De-
sign principles of spindle bipolarity are elucidated which highlight the combined
effect of motor activity and filament dynamics on self-organisation.
Computer simulations are an increasingly powerful tool for modelling the
cytoskeleton, but existing models differ in key respects. In Chapter 4 the ef-
fects of spatial dimensionality and the inclusion/omission of steric interactions
on simulated microtubule-motor networks is systematically evaluated. Spatial
dimensionality and steric interactions are found to have a combined effect on
the probability of microtubule crossings, which in turn play critical and distinct
roles in several archetypal microtubule-motor networks. Guidelines for appro-
priate modelling choices are discussed.
Impact statement
In this thesis I model the microtubule cytoskeleton at two scales, starting at the
scale of the filament. In Chapter 2 the simple, phenomenological model of micro-
tubule fluctuation dynamics yields analytic results which connect microtubule
fluctuations to several canonical stochastic processes. The measurable proper-
ties of microtubule growth and cap size fluctuations are expressed in terms of
chemical kinetic rate constants which can all be independently verified. Good
quantitative agreement between the model predictions and experiment support
the theory and the analysis method.
My results and analysis provide strong constraints for future models of dy-
namic instability. It appears microtubules are far from catastrophe during their
steady-state growth, which rules out dynamic instability models in which catas-
trophe is an emergent property of steady-state fluctuations. In addition, the
application of correlation analysis to microtubule dynamics is novel in the field
and could be developed as a more general tool. In particular, it could be used to
investigate microtubule fluctuations in the presence of regulatory MAPs, poten-
tially elucidating their modes of action and providing further insights into the
mechanisms of dynamic instability.
I then move to the scale of microtubule-motor networks. Aberrations in spin-
dle assembly can lead to chromosome missegregation and cancer. In Chapter 3
I develop a microscopic computational model based on an in vitro system of
dynamic microtubules and human mitotic motors, making my findings partic-
ularly relevant in a disease context. Several spindle defect phenotypes seen in
vivo are explained by my results. Simple rules of nematic versus polar network
organisation are established which could be used to test hypotheses of spindle
assembly in silico, paving the way for a future in vitro reconstitution of the
spindle. These rules may also have wider application in the field of biosynthetic
materials science and the engineering of ‘active matter’ systems that go beyond
what is seen in the cell.
The computational model was developed in the simulation project Cytosim,
which has become a powerful and influential tool in the cytoskeletal research
community. By collaborating in this project and disseminating my work I hope
to promote Cytosim and encourage open-source code-sharing more generally.
Currently, many different computational models of the cytoskeleton are used in
different research groups, which precludes a na¨ıve comparison of their respec-
tive results. In Chapter 4, my systematic evaluation of different computational
methodologies may provide a useful framework for synthesising work in the lit-
erature and for developing future models.
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More generally, self-organisation is a ubiquitous phenomenon in nature, from
the microtubule cytoskeleton to the collective behaviour of crowds. Since many
aspects of self-organisation appear to be generic, there is much to be learnt from
looking across scales and disciplines. I hope that my results and methods could
also be relevant in this wider context.
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Chapter 1
Introduction
1.1 The cytoskeleton
The cytoskeleton is a complex and dynamic network of filaments and proteins
that extends throughout the cytoplasm of all eukaryotic cells. It provides struc-
tural support, helping cells maintain their shape and internal organisation and it
also plays a number of vital mechanical roles; powering cell movement, cell divi-
sion and cell shape changes. The dynamic, structural and mechanical properties
of the cytoskeleton have made it a prominent object of study in the converging
fields of biology and physics. How the molecular components of the cytoskeleton
self-organise, how they transduce energy to produce forces and how the cytoskele-
ton is itself regulated by external forces and biochemical signals are fascinating
questions that are still not well understood.
Three classes of filament make up the structural core of the cytoskeleton;
actin, intermediate filaments and microtubules (Fig. 1.1). Actin filaments are
chains of globular actin monomer that spiral together in a helix to form a polar
filament, with a distinct plus- and minus-end, that has an outer diameter of
∼ 8 nm. The dynamic behaviour of actin filaments is powered by the chemical
fuel ATP; actin monomers assemble in an ATP-bound state and their subsequent
hydrolysis destabilises the monomers leading to the characteristic treadmilling
behaviour of isolated actin filaments, in which the polymerization of monomers
from one end of the filament (the plus-end) is balanced by depolymerisation at
the other end (the minus-end).1 Actin dynamics, nucleation and organisation are
controlled by a large number of actin-binding proteins and regulators. Myosin
motor proteins are particularly important; they use the energy of ATP hydrolysis
to move toward the plus-end of actin filaments and pull them together, generating
contractile forces. For example, a disordered mesh-like network of actomyosin,
the actomyosin cortex, is found attached to the inside of the cell membrane.
During cell division the actomyosin cortex is responsible for cell rounding2 and
the formation of the contractile ring which drives cytokinesis.3 The actin cortex
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Figure 1.1: Three classes of filament make up the cytoskeleton. (A) Lamellipodia and filopodia are
actin projections that extend along the leading edge of migrating cells. (B) Microtubules in interphase
cells form radial arrays, nucleated from their minus-ends by the microtubule organising centre, the
centrosome. (C) The intermediate filament keratin provides structural support in epithelial tissue,
forming mechanical links between adjacent cells.
also forms projections along the cell’s leading edge, filopodia and lamellipodia,
which propel cell migration (Fig. 1.1A). Importantly, actin has a persistence
length of only a few micrometres4 and its flexibility means that it has a tendency
to buckle under myosin-induced stresses. It is thought that buckling is a primary
mechanism of contractility in actomyosin networks.5 Although actin filaments
are typically only a few microns in length and myosin motors generate only
tens of piconewtons of force, actomyosin networks can drive contractions on the
millimetre length-scale and produce nanonewtons of force.
Like actin filaments microtubules are polar, but their dynamic properties
are strikingly different. Rather than treadmilling, microtubules display a unique
behaviour known as dynamic instability ;6 while their minus-ends are typically
static, their plus-ends switch stochastically between prolonged periods of growth
and periods of rapid shrinkage, powered by the chemical fuel GTP.
Microtubules are polymers of tubulin, which assemble to form a hollow tube
25 nm in diameter. The large diameter of a microtubule means they are a re-
markably rigid filament with a persistence length orders of magnitude greater
than actin, approximately 1-10 mm.4 Individual filaments are long, do not tend
to buckle and have the ability to traverse long distances in the cell. For exam-
ple, in many interphase cells microtubules are typically found in a radial array
organised by a spherical organelle called a centrosome (Fig. 1.1B). Minus-ends
are nucleated from the centrosome and plus-ends radiate outward to the cell
periphery. The array provides polar tracks for the directional transport of nutri-
ents and organelles by the microtubule motors, kinesins and dynein, which bind
to microtubules and walk either to their plus- or minus-ends powered by ATP
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hydrolysis.7,8
The stiffness of microtubules also confers very different capacities for force
transmission. Individual microtubules can generate forces through their poly-
merisation and depolymerisation on the piconewton scale,9 which can be used
to perform work via biomechanical couplings with other cellular structures Cen-
trosomal microtubules, for example, can generate pushing and pulling forces
which position the centrosome.10 Arguably the most important role of the mi-
crotubule cytoskeleton is in assembling the spindle. The spindle is a dynamic,
force-generating molecular machine with a complex bipolar architecture that is
responsible for chromosome segregation during cell division.
Finally, intermediate filaments - unlike actin and microtubules - are not polar
and do not dynamically assemble using ATP or GTP. Instead they use accessory
proteins such as kinases and phosphatases to assemble and disassemble, making
them the most stable of the three cytoskeletal filaments. Monomers assemble into
tetramers which form sheets that roll up into a rope-like filament bundle with a
diameter of 8 - 12 nm (intermediate between actin and microtubules). They are
primarily associated with structural support for the plasma membrane where it
comes into contact with other cells or the extracellular matrix.11 Whereas actin
and microtubules are made of just a single type of protein, there are over fifty
types of intermediate filament. In epithelial cells, for example, the intermediate
filament keratin is responsible for structural support and tissue integrity, form-
ing mechanical links between the intercellular junctions that provide adhesion
between cells (Fig. 1.1C).
1.2 Microtubules, dynamic instability, molecular mo-
tors and MAPs
1.2.1 Microtubule structure
The microtubule subunit is a heterodimer of αβ-tubulin (Fig. 1.2A). Both α-
tubulin and β-tubulin contain a GTP binding site. The N-site (non-exchangeable
site) in α-tubulin is buried deep within the dimer and is always occupied by GTP,
while the E-site (exchangeable site) in β-tubulin lies exposed on the surface of
an unpolymerised dimer.12,13 The terms GTP-tubulin or GDP-tubulin thus refer
to the nucleotide state at the E-site of the dimer. Microtubules polymerise with
GTP-tubulin through weak non-covalent bonds. GTP-tubulin hydrolyses very
slowly in solution, however once incorporated into the microtubule lattice the
hydrolysis rate is greatly increased by intersubunit contacts.14 Once the GTP
has hydrolysed to GDP, it cannot be exchanged while the dimer remains in the
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polymer. Only when the dimer is released through depolymerisation can the
GDP be exchanged for GTP and then it is ready to polymerise again.
Figure 1.2: The structure of a microtubule. (A) Cryo-EM reconstruction of a tubulin heterodimer.
The β-tubulin (blue) has an exchangeable site (E-site) where GDP can be exchanged for GTP when
the dimer is in solution. The α-tubulin (green) has an non-exchangeable site (N-site) which is occupied
by GTP. The binding site of taxol, a commonly used microtubule-stabilising drug, is also shown on
the β-tubulin subunit. (B) Cartoon of the microtubule structure. αβ-tubulin associate longitudinally
to form polar protofilaments which associate laterally around a hollow core. Lateral contacts between
protofilaments are shifted at 10◦ to the horizontal, forming a three-start helix. Lateral contacts between
the dimers of neighbouring protofilaments are α-α or β-β except at the seam.
Heterodimers of αβ-tubulin associate longitudinally in a head-to-tail config-
uration into polar protofilaments and protofilaments associate laterally around
a hollow core (Fig. 1.2B). Thirteen protofilaments typically make up the mi-
crotubule lattice, although the number can vary between ten and fifteen, de-
pending on the cell type and species.15 One end of the microtubule has exposed
β-tubulins (the plus-end) while the other end has exposed α-tubulins (the minus-
end). Polymerisation is favoured at the plus-end, which grows more quickly than
the minus-end.16 The protofilaments are aligned such that the lateral contacts
are α-α and β-β between neighbouring protofilaments, except at the seam (Fig.
1.2B). Lateral contacts are shifted at 10◦ degrees to the horizontal, resulting
in what is known as a ‘three-start lattice’ - if a 360◦ helical path is followed
through adjacent monomers, the end of the path is three monomers above the
start. Thus, after one full turn there is a discontinuity in the lattice where lateral
contacts are made between α-β tubulins.
Unique to microtubule polymerisation is the coupling of growth to GTP
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hydrolysis, which gives rise to a chimeric microtubule lattice made up of both
GTP- and GDP-tubulins. Crucially, a GTP-tubulin incorporates stably into the
lattice with strong intersubunit bonds and favours polymerisation. However,
hydrolysis triggers a conformational change in the dimer which destabilises it;
a GDP-tubulin exposed at the microtubule tip rapidly dissociates.17 It is the
different structural properties of GTP- and GDP-tubulin that give rise to the
remarkable behaviour of dynamic instability.
1.2.2 Dynamic instability
Dynamic instability was a phenomenon first observed by Mitchison and Kirschner
in 1984,6 which placed microtubules firmly apart from any conventional equilib-
rium polymer. For an equilibrium polymer the assembly process is reversible and
can be described with just two parameters, an association and dissociation rate.
At a critical concentration of monomers the association and dissociation rates
are equal and the net assembly of the polymer is zero - which defines the equilib-
rium - while above this critical concentration the polymer grows. However, the
equations defining this equilibrium process could not be reconciled with measure-
ments of microtubule dynamics in vitro. Microtubule polymerisation is in fact
a fundamentally out-of-equilibrium process, due to the irreversible hydrolysis of
GTP-tubulin once it is incorporated into the microtubule lattice. Instead of two
parameters, there are five different rates required to describe microtubule dy-
namics; the association and dissociation rates of GTP-tubulin and GDP-tubulin
from the microtubule tip and the rate of hydrolysis of GTP- to GDP-tubulin. It
is from this more complex scenario that dynamic instability can emerge.
Light microscopy measurements revealed that above a certain critical concen-
tration, Cr, microtubules grew steadily. However, unlike the equilibrium poly-
mer, growth did not stop below this concentration. Instead, two sub-populations
of microtubules appeared to co-exist; a large fraction of growing microtubules
and a smaller fraction of shrinking microtubules.6,20 Mitchison and Kirschner
hypothesised that these sub-populations reflected differences in the composition
of the microtubule lattice; growing microtubules had plus-ends rich in GTP-
tubulin while shrinking microtubules had plus-ends rich in GDP-tubulin. In
their theory, the ‘GTP cap theory’, the lag time separating the incorporation
of GTP-tubulin into the microtubule and its subsequent hydrolysis resulted in
a GTP cap at the microtubule’s growing plus-end. The GTP-cap stabilised the
microtubule, protecting the unstable GDP lattice beneath. If the GTP cap was
lost (fully or partially) through stochastic fluctuations the microtubule would
switch from a growth phase to a rapid shrinkage phase in an event known as
a catastrophe. The reverse transition was also possible, called a rescue (Fig.
1.3A). A few years later, individual microtubule growth trajectories with a char-
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Figure 1.3: The GTP cap model of dynamic instability. (A) Cartoon of the GTP cap model. A cap
of GTP tubulin exists at the tip of a growing microtubule as a consequence of the lag time between
incorporation of GTP-tubulin into the microtubule lattice and its subsequent hydrolysis. If the GTP
cap is lost through stochastic fluctuations the unstable GDP lattice is exposed and the microtubule
switches from growth to shrinkage - an event known as a catastrophe. The reverse transition from
shrinkage to growth is also possible, known as a rescue. (B) A plot showing plus-end (solid circles) and
minus-end (solid triangles) growth trajectories observed under a light microscope. From Walker et al.18
(C) A plot showing two microtubule length trajectories from a the four-parameter dynamic instability
model of Dogterom and Leibler. Examples of unbounded growth (u) and bounded growth (b) are shown
with a characteristic saw-tooth shape reflecting alternate periods of growth and rapid shrinkage. Inset:
schematic showing the semi-infinite geometry of the model. From Dogterom and Leibler.19
acteristic saw-toothed shape were recorded (Fig. 1.3B), evidence that individual
microtubules interconvert between phases of prolonged growth and rapid shrink-
age,18 without ever reaching a steady-state. Interestingly, both the plus-end and
minus-end exhibit dynamic instability, although growth at the plus-end is faster.
Dogterom and Leibler19 proposed a simple phenomenological model of dy-
namic instability using four constant parameters; a growth speed vg, a shrinkage
speed vs, a catastrophe frequency fc and a rescue frequency fr. Considering a
semi-infinite geometry in which microtubules grow perpendicularly to a plane
(Fig. 1.3C, inset), the probability density of growing microtubules, p+(t, z), and
shrinking microtubules, p−(t, z) is given by,
∂tp+ = −fcp+ + frp− − vg∂zp+ (1.1)
∂tp− = +fcp+ − frp− + vs∂zp−. (1.2)
In this description an individual microtubule never reaches a steady-state, at any
moment it can switch from growth to shrinkage or vice versa. A steady-state
can be defined for the microtubule population however - as a constant proba-
bility density of growing and shrinking filaments. Setting the left-hand-sides of
Equations 1.1 and 1.2 to zero yields analytic solutions. The interesting predic-
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tion is made that a sharp transition exists between a ‘bounded growth phase’, in
which the microtubule population has a well-defined length distribution and an
‘unbounded growth phase’, in which the average microtubule length constantly
increases (Fig. 1.3C). The transition occurs when v−fc = v+fr. It can there-
fore be reached by varying any of the four parameters that define microtubule
dynamics, opening up huge potential for regulation of microtubule populations
in vivo (discussed further in 1.3.1). It can also be reached by crossing a critical
concentration, Cr, since these parameters are in general concentration dependent
(although these dependencies have not been well-established). In contrast to the
case of the equilibrium polymer, here Cr is a property of the ensemble rather
than an individual microtubule. It should be noted that microtubules in this
model are assumed to be growing independently in a pool of constant monomer
concentration. The situation becomes even more interesting when the effects of
monomer depletion are considered.19
Figure 1.4: Growing and shrinking microtubule ends have different structures. (A) Electron mi-
crograph images of depolymerising microtubule ends showing curved protofilaments. Top row: from
Chretien et al.,21 bottom row: from Mandelkow et al.22 (B) Electron micrograph images of growing
microtubule ends showing blunt ends and sheet-like extensions. Left: from Mandelkow et al.,22 middle
and right: from Chretien et al.21
The four dynamic parameters used in this simple model can all be measured
in vitro.18 Microtubules grow from 10s - 100s of nanometres per second and
their lifetimes, the inverse of the catastrophe rate, are typically several minutes
long. Rescues are observed rarely in vitro and are less well characterised. An
inverse relationship has also been established between the catastrophe frequency
and tubulin concentration.18 This is consistent with a key prediction of the
GTP cap model; higher tubulin concentrations lead to faster growth speeds and
longer GTP caps, meaning microtubules are more stable and catastrophe less
frequently. What’s more, growth rates and catastrophe frequencies appear to
be much slower than what is seen in vivo, presumably due to the additional
regulatory factors inside the cell.
Experimental evidence in support of the GTP-cap theory has accumulated
11
since it was proposed. Microtubule severing experiments have shown that when
a microtubule is cut with a laser far from its plus-end, the two exposed ends
(one plus and one minus) both rapidly shorten in vitro, consistent with the idea
that neither severed end is stabilised by a GTP cap.23 Observations from tubulin
washout experiments also support the existence of a GTP cap.24 In these exper-
iments the solution in which microtubules are growing is rapidly exchanged for a
solution containing no free tubulin; growth of the microtubule then ceases and a
delay time of several seconds is observed before the microtubule undergoes catas-
trophe, presumed to correspond to the time taken for the GTP cap to disappear.
Experiments with GMPCPP, a non-hydrolysable analogue of GTP, have also
demonstrated that the energy of hydrolysis is required for dynamic instability;
GMPCPP-microtubules readily polymerise but do not undergo catastrophes.25
More recently, cryo-EM studies have hinted at structural changes in the tubu-
lin dimer brought on by of GTP hydrolysis.12 Comparison of the structure of
a GMPCPP lattice and a GDP lattice has revealed that the GDP lattice is
longitudinally compacted around the E-site nucleotidei, perhaps suggesting that
the GDP lattice is destabilised by weaker interprotofilament contacts. Although
the conformational changes associated with the full mechanochemical cycle of
tubulin have been much debated, a body of cryo-EM and biochemical evidence
now supports the notion that unpolymerised tubulin (both in its GTP and GDP
form) adopts a curved conformation with a ∼ 12◦ kink at the interdimer inter-
face.26 Once incorporated into the lattice the dimer must straighten, generating
an internal strain in the protofilaments. While a stably-bound GTP protofila-
ment can contain this strain energy, a GDP-protofilament cannot; the dimers
relax back to their naturally curved conformation. Electron micrographs show
depolymerising microtubule ends displaying highly curved individual protofila-
ments, peeling away from the closed microtubule lattice21,22 (Fig. 1.4A). This
is in contrast to the ends of growing microtubules which have been associated
with blunt tips22 and sheet-like extensions21 (Fig. 1.4B).
Many quantitative models have been built upon the original GTP cap theory
over the past three decades. As yet, no model has been able to reproduce all the
experimental observations and there is still disagreement on many key features
such as the size and extent of the GTP cap and the exact event which triggers
catastrophe. However, all models agree that stochastic fluctuations in the GTP
cap are at the heart of dynamic instability and it is these fluctuations that will
be investigated in Chapter 2.
iThe conformational change associated with hydrolysis could follow either the hydrolysis
step (GTP → GDP+Pi) or the phosphate (Pi) release (GMPCPP may mimic the GDP+Pi
tubulin state).
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1.2.3 Microtubule nucleation
Before a microtubule can begin to grow it must first be nucleated. The kinetic
barrier to nucleation is high, considerably higher than for the elongation of an
existing microtubule.27 Building the foundations of the closed tube is a com-
plex and highly cooperative process involving many energetically unfavourable
intermediate steps.28 Only after a critical nucleus of oligomers has formed, a
microtubule seed, does growth become favourable. Very high concentrations of
tubulin are required for spontaneous microtubule nucleation. To grow micro-
tubules in vitro it is therefore convenient to reconstitute artificial microtubule
seeds that can be used over a broader range of tubulin concentrations; typically
these are short segments of stable microtubules made with a nonhydrolysable
GTP analogue such as GMPCPP (Fig. 1.5A). In vivo tubulin concentrations
are also much lower than the spontaneous nucleation threshold and additional
factors are employed by the cell that work to mimic and stabilise microtubule
seeds.29
Figure 1.5: Microtubule nucleation in vitro and in vivo. (A) Cartoon of an artificial microtubule
seed reconstituted from GMPCPP, a nonhydrolysable analogue of GTP. (B) Cartoon cross-section of
a centrosome. Two centrioles (yellow) are at the centre of a mass of proteins called the pericentrio-
lar material (PCM) (light blue). γ-TuRC proteins (purple) are embedded in the PCM and nucleate
microtubules (dark blue) with plus-ends growing distally and away from the centre of the centrosome.
Microtubule organising centres (MTOCs) are a primary nucleation mecha-
nism in cells. MTOCs are distinct physical entities that differ widely between
cells and species,29 but all MTOCs nucleate microtubules from their minus-ends
so that plus-ends grow distally. In eukaryotic cells, for example, the centro-
some is responsible for organising the radial microtubule arrays of interphase
cells (Fig. 1.5B). The centrosome is made up of two centrioles, cylindrical struc-
tures composed mainly of tubulin and surrounded by the pericentriolar material
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(PCM). The PCM is an amorphous mass of proteins that includes the tubulin
isotype γ-tubulin, which is thought to be the primary nucleation factor in the
centrosome.30 In animal cells γ-tubulin forms a ring-shaped structure with sev-
eral other proteins called the γ-tubulin ring complex (γTuRC).29 The ring has
a helical pitch and forms a platform of 13 γ-tubulins which act as a template
for new microtubule nucleation and can also cap the ends of pre-formed micro-
tubules (Fig. 1.5B).
Other mechanisms for templated nucleation are also employed by the cell.
For example, templates can be generated by the severing of pre-existing micro-
tubules by specialised proteins, generating a new plus-end at the tip of the older
microtubule segment. Microtubule severing is thought to be particularly impor-
tant in mammalian neurons, plants and nematodes.27 Microtubules can also be
nucleated from the sides of pre-existing microtubules, a mechanism known as
branching nucleation. Branching is controlled by the augmin complex, which
mediates the attachment of γTuRC to the microtubule lattice where it nucleates
a new microtubule at a distinct angle.27
1.2.4 Microtubule-associated proteins
γ-tubulin, microtubule severing enzymes and augmin belong to the family of
microtubule-associated proteins (MAPs), which bind microtubules and regulate
their behaviour in a variety of ways. The MAPs are distinct from the other main
class of proteins that interact with microtubules, molecular motors, in that they
are not motile. Different MAPs have been shown to affect all of the four pa-
rameters that describe microtubule dynamics31 (discussed in §1.2.2), as well as
regulating microtubule nucleation,32 inducing microtubule severing33 and medi-
ating interactions with other proteins in the cell such as actin.34 The binding
of MAPs to microtubules can be regulated by other MAPs35 and additional
bandwidth for regulation is provided by post-translational modification of both
MAPs and microtubules in what has become known as the ‘tubulin code’.36
MAPs can also work together; γ-TuRC, for example, appears to work syn-
ergistically with a number of MAPs with different independent functionalities.
Microtubule polymerases, such as XMAP215, can complement γ-TuRC activity
by accelerating the growth of a newly-nucleated microtubule and thus increasing
the likelihood that it forms a stable tube. MAPs which suppress microtubule
dynamics, such as CAMSAP/Patronin can also work with γ-TuRC by stabilis-
ing newly-nucleated microtubules and lowering their risk of catastrophe. CAM-
SAP/Patronin can also work independently as a microtubule nucleation factor,
since it binds strongly to microtubule minus-ends and suppresses their dynam-
icity both in vivo and in vitro.27 The microtubule-stabilising MAP taxol (Fig.
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1.2A), which suppresses catastrophes, has been particularly important both as
a research tool and in the clinical setting as an anti-mitotic drug.
Some MAPs can concentrate specifically at the plus-end of the microtubule -
known as the +TIPs (plus-end tracking proteins). Microtubule polymerases are
+TIPs that function by binding to microtubule plus-ends and recruiting tubulin
dimers, thereby increasing the rate of tubulin association. Microtubule depoly-
merases also exist; these are members of the kinesin family, which include the
molecular motors, but instead of stepping along microtubules they use the energy
of ATP hydrolysis to remove tubulin subunits from the microtubule plus-end or
to promote the curved, unstable conformation of the subunits.37,38 +TIPs also
exist that can act as ‘linker proteins’ connecting microtubule plus-ends to differ-
ent components in the cell.35
The EB family of proteins are a special class of +TIP which have small ef-
fects on microtubule dynamics but recruit a diverse array of partner proteins,39
acting as the master regulators of +TIP networks. Fluorescence microscopy ex-
periments have shown that EBs bind autonomously to the microtubule plus-end
in a region between 0.5 and 2 µm long,40 by recognising a specific conformational
state of tubulins GTPase cycle.41 The use of EB proteins as an experimental
probe of microtubule dynamics will be taken up further in Chapter 2.
1.2.5 Microtubule motors
The microtubule motors are a class of proteins that can bind microtubules and
step along them, utilising the energy of the ATP hydrolysis cycle. The polarity
of the microtubule lattice means that most motors step in one direction only,
to either the plus- or minus-end. This allows for the directional transport of
cargo e.g. from the centre of the cell to the cell periphery along the arms of
an interphase radial array (Fig. 1.1B). Motor directionality is also critical in
microtubule-motor self-organisation as it allows for the assembly of structures
with distinct polarity (discussed further in §1.3.3).
There are two main types of motors; the kinesins which are primarily plus-
end-directed (plus-motors) and dynein which is a minus-end-directed motor
(minus-motor). Many different kinesins exist, which are adapted to carry differ-
ent cargoes and have specific organisational roles. But dynein can be divided into
just two categories; cytoplasmic dynein, which operates in the cell’s cytoplasm
and at the cortex, and axonemal dynein which regulates microtubule sliding in
the axonemes of cilia and flagella.
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Figure 1.6: (A) Cartoon of a conventional kinesin. Two head domains are dimerised via coiled-coiled
regions forming a stalk. The tail domains at the end of the stalk can bind to cargo and interact with
other proteins. (B) Cartoon showing the stepping cycle of a kinesin, adapted from Cross et al.42 1.
Initially the two motor domains are side-by-side in a waiting state. The lagging microtubule-bound head
(yellow) is in its rigor state. The leading unbound head (orange) is alongside the microtubule-bound
head with its neck-linker reversibly docked in a ‘docking station’. 2. ATP-binding to the active site of
the lagging head releases the docked head, which searches by diffusion for its next binding site, guided
by the neck linker. The leading head must find a new binding site before hydrolysis of ATP on the
lagging head triggers its unbinding from the microtubule. 3. Once the leading head is bound to the
microtubule its ADP and phosphate are released triggering a conformational change which transmits
tension through the neck linker. 4. Backwards strain on the leading head prevents ATP binding to its
active site until the lagging head is released, which co-ordinates the stepping of the two heads. 5. When
the lagging head its ATP and the phosphate is released it unbinds from the microtubule. Forwards
strain from the neck-linker accelerates this process. 6. The lever-like action of the neck-linker on the
lagging head as it docks in its docking station draws the lagging head alongside the leading head and
re-establishes the waiting state.
The stepping cycle of a conventional kinesin illustrates how the biochemi-
cal energy of ATP hydrolysis is transduced into mechanical motion. Kinesins
are modular proteins made up of head, stalk and tail domains (Fig. 1.6A). A
conventional kinesin is a heterotetramer with two head domains connected via
flexible neck-linkers to a dimerised coiled-coil stalk. The head domains are glob-
ular structures each containing a catalytic motor with a nucleotide-binding site
or active site. The tail domains at the end of the stalk can interact with other
proteins and bind to the motor’s cargo e.g. organelles, vesicles or other micro-
tubules.
Although all of the details of kinesin motility are not precisely known, a
generic ‘hand-over-hand’ stepping mechanism has been accepted, based on the
mechanochemical coupling of steps in the ATPase cycle to conformational changes
in the kinesin. There are two important and universal features of the stepping cy-
cle; firstly, the ATPase activity of the kinesin motor head increases significantly
when the head is bound to a microtubule (when the motor head is unbound the
ATPase activity is essentially stalled) and secondly, in the ground state or rigor
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state of the motor head, in which it is most stably bound to the microtubule,
its active site is empty of a nucleotide. Binding of ATP to the active site of a
microtubule-bound motor head and its conversion to ADP results in a confor-
mational change that destabilises the ground state and weakens the attachment
of the motor head to the microtubule, preparing it to make a step. Conforma-
tional changes associated with ATP hydrolysis generate the force required for
stepping through tension in the neck linker (Fig. 1.6). Motor heads alternately
bind to the microtubule, unbind, search for a new binding site and bind again,
taking 16 nm steps (the length of two tubulin dimers) toward the microtubule
plus-end. The conformation of the neck linker both influences and is influenced
by the nucleotide state of the two heads, which helps coordinate their stepping
and guides unbound motor heads to the next binding site. Communication of
the two motor heads via tension in the neck linker is thus thought to be crucial
for the processivity of kinesins43 i.e. their ability to make many steps along the
microtubule lattice before unbinding. Kinesin-1, for example, can take hundreds
of steps along a microtubule in one run, moving hundreds of nanometres per sec-
ond.44 Non-processive kinesins also exist that step in an uncoordinated fashion.
These kinesins must work in teams in order to continuously move a cargo.45
Kinesins pulling their cargo in cells experience load forces due to the antag-
onistic activities of other motors. Optical trapping motility assays,46 in which
kinesins walk along a microtubule pulling a bead caught in an optical trap, have
demonstrated that a load force can affect kinesin motility in two ways. Firstly,
the stepping rate of a kinesin is decreased under load - if the load is sufficiently
high they can even take backward steps. Kinesin velocities have been observed
to decrease approximately linearly up to a stall force, typically around 5 pN,
at which the motor stops.47 Secondly, the detachment rate of kinesins from a
microtubule can be increased under load,47 although the load-dependent sensi-
tivity varies between different kinesins.48
Compared to the kinesin family of proteins, the motility and characteris-
tics of dynein are relatively little understood, in part due to its large size and
complexity. Like the kinesins, dynein has a motor domain that interacts with
microtubules and a tail domain that binds to cargoes. Unlike the kinesins how-
ever, which act autonomously in cells, dynein uses several adaptor proteins for
its diverse array of functions.49 For example, the processivity of yeast cytoplas-
mic dynein can be increased twofold, from ∼2 - 4 µm, by the adaptor protein
dynactin50 and while human dynein is non-processive on its own, dynactin allows
it to make runs of up to 5 µm.51 Many other adaptor proteins have also been
identified that further promote the processivity of the dynein-dynactin complex
in vitro.49 This array of accessory proteins may allow dynein to transport its
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large number of cargoes with specificity. Like the kinesin stepping mechanism,
dynein also uses the energy of ATP hydrolysis to enact a conformational change,
or ‘power stroke’, which generates force. However structural details remain elu-
sive.52
1.3 Self-organisation of the microtubule cytoskeleton
Cytoskeletal systems of microtubules and motors have a remarkable capacity for
self-organisation, the phenomenon of spontaneous order arising from an initially
disordered system through local interactions between the system’s components.
Self-organisation phenomena arise across scales and across disciplines; from the
behaviour of a financial market to the flocking of birds and the schooling of fish.
A characteristic feature of self-organisation is that the collective behaviour of the
system can give rise to order on length-scales several times larger than that of
its individual components. The microtubule cytoskeleton can self-organise into
structures that span the cell, while individual microtubules may only be a few
microns long.
Figure 1.7: Diverse architectures of the microtubule cytoskeleton. Cartoons showing microtubule
architectures in different cell types. (Left) Polar microtubule bundles are found in the axons of neurons
where they facilitate unidirectional transport, whereas bidirectional microtubule bundles are found
in dendrites where they facilitate bidirectional transport. (Middle) Microtubules in plant cells form
highly organised arrays aligned perpendicularly to the direction of cell growth. (Right) In fission yeast
microtubule minus-ends form anti-parallel overlaps which help position the nucleus. Microtubule plus
ends are indicated by a circle.
At the scale of the cell, self-organisation is a process that must be distin-
guished from self-assembly. Self-assembling systems can be described with con-
ventional thermodynamics and have equilibrium points, or steady-states, defined
by a minimum in free energy. For example, the formation of a lipid bilayer
forming the cell membrane through weak non-covalent forces is a self-assembly
process.53 Self-organising systems on the other hand are fundamentally out-of-
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equilibrium; the microtubule cytoskeleton is continually consuming and dissi-
pating energy. This gives rise to far more interesting dynamic properties which
must be described with a more novel kind of physics. Whereas self-assembled
structures reach a steady-state in which they are constrained to small thermal
fluctuations, self-organised structures can be highly dynamic and their dissipated
energy can be harnessed to perform work. The dynamicity of the microtubule
cytoskeleton is crucial to its function, allowing it to rapidly assemble, disassem-
ble and reorganise following the requirements of the cell.
Microtubule architectures vary widely between different cell types and at dif-
ferent stages of the cell cycle. Radial arrays, for example, are typical in many
interphase cells (Fig. 1.1B). By contrast, in the axons of neurons microtubules
form polarised bundles which facilitate unidirectional transport;54 near the cor-
tex of plant cells microtubules are found in highly organised aligned arrays where
it is thought they form a template to help regulate cell growth;55 and in fission
yeast anti-parallel arrays of overlapping microtubule minus-ends help keep the
nucleus centred in the cell56 (Fig. 1.7). This diversity of microtubule archi-
tectures is made possible by the huge potential for regulation of microtubule
dynamics, microtubule nucleation and the interactions of microtubules and their
motors.
1.3.1 Regulation of microtubule dynamics
The importance of the regulation of dynamics in microtubule self-organisation
is best illustrated by the dramatic changes in the microtubule population that
take place between interphase and mitosis (Fig. 1.8), conducted by a complex
regulatory network that includes a variety of MAPs and the cell cycle regulators
cyclin A and B.57 From the model of Dogterom and Leibler (discussed in §1.2.2)
it appears that microtubules operate close to the threshold between bounded
and unbounded growth during this time, which greatly amplifies their sensitiv-
ity to small changes in the four parameters of dynamic instability, of which the
transition frequencies, fc and fr, are thought to be the primary targets of regu-
lation.57
At the onset of mitosis the centrosomal microtubules switch from an un-
bounded growth phase, in which they are long and tend to grow continuously, to
a bounded growth phase through a decrease in fr regulated by cyclin A. Micro-
tubules remain long but have a well-defined steady-state length, which may be
important in the positioning of centrosomes prior to the assembly of the spin-
dle. As the spindle is assembled in the next stage of mitosis cyclin B activity
rises and increases fc, reducing microtubule lifetimes from tens of minutes to
several seconds.58 In Xenopus extracts a 5 - 10 fold increase in fc, with no other
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Figure 1.8: Microtubule dynamics change rapidly between interphase and mitosis. Fluorescence
microscopy images showing an interphase radial array of microtubules (left) and a mitotic spindle
(right) in HeLa cells. Microtubules (green) and DNA (blue). Images courtesy of Jayant Asthana.
changes to the dynamic instability parameters, can transform a population of
long and stable microtubules into a population of short and highly dynamic
microtubules.57 Shorter and more dynamic microtubules are thought to be nec-
essary for maintaining the spindle structure59 and for chromosome positioning.60
Thus, while the effect of cyclin A on fr is relatively small, it radically changes
the microtubule population dynamics due to the existence of the sharp threshold
between bounded and unbounded growth. On the other hand, cyclin B effects
a relatively large change in fc, which dramatically shortens the microtubules.
Interestingly, the mathematical model predicts that regulation of fc is the most
effective way of tuning microtubule lengths.57
1.3.2 Regulation of microtubule nucleation
Spatial control of nucleation is another mode of microtubule self-organisation.
Since at physiological tubulin concentrations microtubules do not nucleate spon-
taneously in the cytoplasm, new microtubules can be created in situ by various
nucleating factors, which helps organise microtubule structures in space. Cen-
trosomes are a good example, building the microtubule nucleators γ-TuRC into
a higher-order template that generates polarised radial arrays (Fig. 1.5B).
In addition to physical entities such as MTOCs, chemical gradients can
be used to control microtubule nucleation. A prime example of this is the
chromatin-nucleation pathway of spindle assembly. It is thought that a gra-
dient of RanGTP, which peaks at the chromosomes, mediates the nucleation
activity of chromatin.59 A microtubule nucleation profile that is highest near
the chromosomes coupled with motor transport of microtubules away from the
chromosomes has been proposed as a key mechanism in establishing spindle bipo-
larity.61,62
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Branching nucleation may also be a important in the spindle,63 which has
a well-defined microtubule polarity gradient,61 since the branched microtubule
preserves the polarity of its parent.
1.3.3 Motor transport
As well as transporting cargoes around the cell, the microtubule motors play a
fundamental role in self-organisation. They can move and organise microtubules
in space via the mechanical forces generated through their stepping. For exam-
ple, motors can transport a microtubule toward the end of another microtubule
by carrying it as their cargo. When many microtubule ends are clustered to-
gether a star-shaped aster is formed. Minus-motors perform this role in cells,
providing an alternative, acentrosomal pathway for the formation of radial ar-
rays that is important in many systems. For example, dynein has been shown
to cluster minus-ends in Xenopus egg extracts64 and the minus-motor kinesin-14
has been shown to perform the same role in plants65 (Fig. 1.9A).
Other motors, like kinesin-5, have the ability to crosslink and slide micro-
tubules. The unusual tetrameric structure of kinesin-5, with two dimerised motor
domains at each end of its stalk, means it can walk processively to the plus-ends
of both of the microtubules that it connects, promoting their alignment.66 It
has also been shown to bind preferentially to anti-parallel microtubules,67 in
this case it will slide them apart with minus-ends leading (Fig. 1.9B).
Figure 1.9: Motors can organise microtubules in space. (A) Cartoon showing the dimeric minus-
motor kinesin-14, with two motor heads at one end of its stalk and two microtubule-binding domains at
the other. Kinesin-14 transports its microtubule cargo toward the minus-end of the microtubule it steps
along. Many microtubule minus-ends can be coalesced in an aster. (B) Cartoon showing the tetrameric
plus-motor kinesin-5, with two motor heads at both ends of its stalk. Kinesin-5 can crosslink and slide
anti-parallel microtubules, moving them in the direction of their minus-ends. Red arrows indicate the
direction of motor motion.
Different motor activities can be combined and spatially regulated to create
complex microtubule structures. For example, the bipolar architecture of the
spindle is thought to arise from a finely-tuned balance between the clustering
activity of a minus-motor and the sliding activity of a plus-motor, discussed
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further below.
1.3.4 Self-organisation of the spindle
Cell division and the spindle
In order to proliferate successfully cells must faithfully separate chromosomes
during cell division so that each daughter cell gets the correct complement of
DNA; a process undertaken by the spindle (Fig. 1.10A). The complex bipolar
architecture of the spindle consists of 10s - 1000s of microtubules depending on
the organism and type of cell.68 The microtubules that comprise the spindle
can be divided into three sub-populations with distinct functions and dynamics;
kinetochore microtubules connect chromosomes to the spindle poles and generate
the pulling forces which separate sister chromatids in mitosis; astral microtubules
emanate from the spindle poles with their plus-ends outwards where they act as
handles which orient and position the spindle in the cell; interpolar microtubules
span the distance between the poles and form an aligned array which stabilises
the spindle structure. Recent experiments have revealed a polarity gradient
within the interpolar microtubule array;61 at the centre of the spindle the micro-
tubules are of mixed-polarity and transition continuously into a polarity-sorted
array at the poles, where their plus-ends point inward. The bipolarity of the
spindle, established by the two poles and the axis along which the interpolar
microtubules are aligned, is critical to its function since it defines the direction
along which chromosome segregation occurs.
Figure 1.10: The spindle is the molecular machine responsible for segregating chromosomes during
cell division. (A) Cartoon of the metaphase spindle showing astral microtubules radiating outwards
from centrosomes at the poles; interpolar microtubules between the poles; kinetochore microtubules
attached to to the kinetochores of aligned chromosomes. Arrow heads indicate microtubule plus-ends.
(B) Cartoon of the cell-cycle showing DNA and chromosomes (blue), centrosomes (yellow), microtubules
(black), nucleus (grey).
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Multiple energy-consuming processes come together to make the spindle a
highly dynamic structure, conferring upon it a striking ability to self-heal fol-
lowing damage69 and to respond to changes in its physical environment.70 Two
of these processes are particularly important; microtubules are constantly turned
over through dynamic instability powered by GTP hydrolysis - the whole ma-
chine is renewed in a matter of minutes71 - and microtubules are transported
and organised by molecular motors powered by ATP hydrolysis.72 A variety of
plus- and minus-motors work in concert to enact functionally crucial changes to
the spindle’s architecture at each stage of the cell cycle (Fig. 1.10B). In some
systems plus-motors also drive polewards flux 73,74 of interpolar microtubules,
continuously carrying them toward the poles in the direction of their minus-ends.
At the onset of mitosis, prophase, DNA begins condensing into chromosomes
and the first role of the kinetochore microtubules is attach to the chromosomes
via their kinetochores. The pioneering ‘search-and-capture’ model proposes that
kinetochore microtubules probe space through continually growing and shrink-
ing until they hit upon a chromosome’s kinetochore.75 The attachment of chro-
mosomes to the poles can be made directly by the kinetochore microtubule or
indirectly via other connecting microtubules. In the next stage, metaphase, the
chromosomes are aligned at the metaphase plate and each sister chromatid is
attached to one of the two poles. Only when this has been done can anaphase
begin, during which time the chromosomes are split apart and sister chromatids
move to opposite sides of the cell. The poleward flux of microtubules is thought
to contribute to chromosome segregation and positioning in some cells60 while a
‘Pacman’ mechanism by which the depolymerising plus-ends of kinetochore mi-
crotubules drag chromatids polewards appears to be predominant in others.76 In
the final stage of cell division, telophase, the spindle elongates, nuclear envelopes
reform around the two sets of DNA and the midzone reorganises into an array
of precisely interdigitated microtubules, the anti-parallel overlap, that defines a
‘cut-here’ line for cytokinesis and the completion of cell division.
Molecular mechanisms of spindle assembly
Bipolar spindle assembly, chromosome capture and segregation and poleward
flux are orchestrated by a large number of regulatory MAPs and motor proteins,
involved in complex and sometimes overlapping pathways. Although many of
these proteins have been identified, their interactions and specific mechanisms
are still not well understood.
In most vertebrate cells spindle bipolarity is initially established by two cen-
trosomes which nucleate and organise astral microtubules and define the location
of the poles77 (Fig. 1.10A). However, destruction of centrosomes by laser ablation
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does not destroy the spindle;78 equally potent alternative mechanisms of pole for-
mation can be instated and in fact acentrosomal assembly pathways are typical in
the female meiotic cells of most animals.79 Kinetochore microtubules are also not
necessary to initiate or stabilise spindle bipolarity, as has been demonstrated by
the spindles which readily form around chromatin-coated beads in Xenopus egg
extracts.64 In this minimal spindle model, lacking centrosomes and kinetochores,
it is thought that a chromatin-dependent microtubule nucleation pathway main-
tains the microtubule population,79,80 and that the subsequent organisation of
microtubules is accomplished primarily by motor proteins, the most important
of which have been identified as the plus-motor kinesin-5 and the minus-motors
dynein and kinesin-14.64,72
Kinesin-5 has been identified as a key candidate in both the organisation of
the spindle midzone and in poleward flux.72,81 Its tetrameric structure means
it is well suited to both roles; it can crosslink microtubules, promoting their
bundling and alignment, and it can efficiently slide apart anti-parallel micro-
tubules66 (Fig. 1.9B). Anti-parallel sliding activity is thought to drive poleward
flux, transporting microtubules toward the poles in the direction of their minus-
ends.72,81 At the poles the incoming flux of microtubules must be balanced such
that the spindle length remains constant. The molecular mechanism responsible
for flux balance is unclear; some models postulate a balance between microtubule
nucleation, transport and loss,61,62 others emphasise minus-end depolymerisa-
tion at the poles.82,83
Both dynein and kinesin-14 have been implicated in spindle pole-formation.
However, there appears to be some redundancy in their functions and their re-
spective importance in different systems has yet to be definitively established. A
complex of cytoplasmic dynein-dynactin-NuMA has been shown to focus minus-
ends in Xenopus and mammalian spindles both in the presence and absence
of centrosomes.64,84–86 And the non-processive kinesin-1487 appears to play a
distinct but overlapping role in the meiotic (acentrosomal) and mitotic (centro-
somal) spindles of Drosophila.88–91 However, the pole-forming role of kinesin-14
appears to be subordinate to dynein in Xenopus spindles, only becoming appar-
ent when centrosomes are absent.72 Both motors have the ability to crosslink
microtubules and move toward minus-ends, but while dynein appears to require
additional partners for its pole-focusing activity,84,85 kinesin-14 can act as an
autonomous pole-focusing motor92 (Fig. 1.9A).
Spindle defects brought about by inhibiting either kinesin-5, dynein or kinesin-
14 activity suggest that a balance between pole-focusing and anti-parallel sliding
is required for proper spindle organisation, with the severity of the defect depen-
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dent on the level of inhibition.72,93 When kinesin-5 activity is inhibited, monopo-
lar spindles of astral microtubules are formed with their plus-ends pointing out-
ward.93,94 On the other hand, when dynein is inhibited in egg extracts poles
become splayed and unfocused and the midzone architecture dominates.64,72,84
Inhibition of kinesin-14 can cause similar spindle pole abnormalities.72 It ap-
pears that plus- and minus- motors work independently in the spindle; kinesin-
14/dynein forms the poles while kinesin-5 forms the aligned spindle midzone.
The question of how these different motors interact with microtubules to organ-
ise distinct architectures motivates the work of Chapter 3.
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1.4 Theoretical modelling of the microtubule cytoskele-
ton
In the following chapters the microtubule cytoskeleton will be explored theoret-
ically at two scales, starting at the scale of the filament. Although stochastic
fluctuations of the GTP cap are at the heart of the long-standing ‘GTP cap
model’ of dynamic instability, a quantitative description of GTP cap fluctuations
has been missing. In Chapter 2 I present a simple, phenomenological model of
microtubule fluctuation dynamics and make quantitative predictions about their
characteristics. This approach is in contrast to modelling filaments at the dimer-
scale. Although dimer-scale computational models can mechanistically describe
microtubule tip structures - which will be necessary for a complete understand-
ing of dynamic instability - they typically require many parameters that cannot
be measured experimentally.95–97 I was able to test all the parameters of my
simple model against experimental data, thereby validating the theory and the
method of analysis. What’s more the simplicity of the model admits analytic
solutions from which a clear and intuitive understanding of microtubule fluctua-
tion characteristics could be drawn, elucidating pertinent aspects of microtubule
behaviour that may be useful for future models of dynamic instability.
I will then zoom out from the filament-scale, looking at the self-organisation
of microtubule-motor networks, with a particular focus on the mitotic spindle. It
is still not well understood how, at the microscopic level, different motors come
together to organise the complex bipolar architecture of the spindle. While
coarse-grained continuum models have had notable success in the theoretical
modelling of filament-motor systems,98,99 they are typically coarse-grained on
scales much larger than the systems’ individual components and therefore can-
not address microscopic questions. In Chapter 3 I will develop a microscopic
computational model with the cytoskeletal simulation software Cytosim. With
this model I uncovered simple, mechanistic rules of self-organisation which elu-
cidate the design principles of spindle assembly.
At the time of the first computational models, simulated systems were lim-
ited in size due to the associated computational costs and typically only a few
conditions could be tested. However, with large and rapid improvements in com-
putational power it is now becoming increasingly feasible to simulate systems of
a physiologically relevant size and to test many conditions on a high performance
cluster. With increasing computational power, it is increasingly incumbent upon
a modeller to justify their choices against biological reality rather than techno-
logical limitations. Finally, in Chapter 4, I will investigate the representation
of microtubule-motor networks in computational models from a methodological
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perspective.
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Chapter 2
A model of microtubule
fluctuation dynamics
2.1 Introduction
All theoretical models of dynamic instability include some conception of a sta-
bilising GTP cap which exists at the plus-end of a microtubule. When the cap
is lost or critically compromised through stochastic fluctuations the microtubule
becomes unstable and latent strain in the GDP lattice is released in an explosive
catastrophe.31 However, after more than three decades of research there is no
clear consensus on the mechanical basis of dynamic instability and the size and
nature of the GTP cap are still contested.100,101 A minimal set of results which
any model of dynamic instability must reproduce have been established from in
vitro experiments:
(i) Microtubule lifetimes must be on the order of several minutes and lengths
on the order of several microns.102
(ii) The weak linear dependence of microtubule lifetimes on tubulin concen-
tration must be reproduced over a physiologically relevant range.18
(iii) The distribution of microtubule lifetimes, as observed in vitro,103,104 must
be non-exponential.
This final test imposes strict constraints on the kinetics of a dynamic instability
model, discussed further below.
Single protofilament models, in which one protofilament represents the av-
eraged behaviour of all thirteen, are the simplest kind of model. They have
proved an important conceptual testing ground for hypothesised mechanisms of
dynamic instability. Single protofilament models typically neglect interactions
between dimers and simply describe microtubule dynamics with a few kinetics
rate constants:
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(i) GTP-tubulin associates to the end of the protofilament at a rate kon, which
is proportional to tubulin concentration, and dissociates at a constant rate,
koff.
(ii) Due to the very low binding affinity of GDP-tubulin to the microtubule, the
association of GDP-tubulin to the protofilament end is typically ignored
and the dissociation of a GDP-tubulin exposed at the end is considered to
be very high.
(iii) Incorporated GTP-tubulin undergoes a stochastic hydrolysis step in which
it is converted to GDP-tubulin, at a rate km.
It has been established experimentally that the hydrolysis of a GTP-tubulin
dimer is somehow triggered by its incorporation into the microtubule lattice,14
but the exact conditions under which hydrolysis occurs are not precisely known.
Importantly, the hydrolysis mechanism assumed by a given model will largely
determine the size and kinetics of the GTP cap.
Structural studies have suggested that the trigger is a mechanical interaction
between the terminal and incoming dimer of a protofilament,105 leading to the
proposed coupled hydrolysis mechanism in which a GTP-tubulin hydrolyses as
soon as an incoming dimer binds on top of it. When included in a single protofil-
ament model this results in very short GTP caps of only one layer of tubulin, a
notion which was supported by early observations that the addition of just one
or two layers of non-hydrolysing GMPCPP-tubulin at the tip of a microtubule
were sufficient to prevent depolymerisation.106,107 However, coupled hydrolysis
models cannot reproduce the dependence of microtubule lifetimes on tubulin
concentration.31
Around the same time, tubulin washout experiments argued for longer caps.24
At the point of washout i.e. when the solution in which the microtubules are
growing is rapidly switched to a solution containing no free tubulin, the mi-
crotubules were seen to stop growing and then pause for several seconds before
starting to rapidly shrink. This pause, or delay time, was presumed to corre-
spond to the time taken for the GTP cap to disappear. Delay times indicated
that GTP caps could be up to ∼ 4 - 5 tubulin layers long. Vectorial hydrolysis,
which assumes that hydrolysis occurs only at the interface between GTP and
GDP-tubulin108–110 and random hydrolysis, in which hydrolysis occurs with con-
stant probability everywhere in the lattice, both predict longer GTP caps. Taken
alone any one of these hydrolysis mechanisms appears to be too restrictive of mi-
crotubule dynamics - dynamic instability is predicted over only a narrow range of
tubulin concentrations. Better results have been achieved by employing mixed
hydrolysis schemes; both a random-coupled model111 and a vectorial-random
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model112 have reproduced measured catastrophe frequencies.
However, in all single protofilament models catastrophes are a first-order
kinetic process i.e. there is one event that triggers catastrophe be it total or
partial loss of the GTP cap. Single protofilament models are therefore doomed
to fail the test of reproducing the non-exponential distributions of microtubule
lifetimes. Non-exponential lifetime distributions require that the catastrophe
event is a multi-step process, such that young microtubules are less likely to
catastrophe than their older counterparts. It is thought that this phenomenon
of microtubule ageing is linked to evolving tip structures.113 A range of tip
structures have been observed with cryo-EM from blunt22 and sheet-like ends21
associated with growing microtubules to more tapered ends and ‘ram’s horns’ as-
sociated with shrinking microtubules21,22 (Fig. 1.4). Therefore, although single
protofilaments models are attractively simple and can yield informative analytic
results, they neglect lateral interactions between protofilaments which may be
important in understanding microtubule tip structure and describing multi-step
catastrophes. Multi-protofilament models in which each protofilament is explic-
itly represented overcome this limitation, at the cost of increased complexity.
Several dimer-scale multi-protofilament models have been explored in simu-
lations. These models include stochastic rates of association, dissociation and
hydrolysis and have accounted for microtubule tip structures by including lateral
and longitudinal bond energies between dimers and protofilaments,95,97 as well
as mechanical stresses and strains that describe protofilament curving.96 A con-
sistent picture of the GTP cap has emerged as a constantly fluctuating structure
moving between more and less stable configurations. Interestingly, pauses in mi-
crotubule growth observed in vitro have been associated with cap configurations
on the brink of catastrophe.96,97 However, these models make many assumptions
regarding the energetics of tubulin binding and structural changes related to its
GTPase cycle. Predictions of the microtubule taper (the distance between the
closed tube and the longest protofilament) and the raggedness of the tip (the
variability in protofilament length) differ between models and estimates of the
GTP cap size have ranged from 5095 to 40097 dimers, reflecting the variability
of the experimental evidence.
Recent observations at nanoscale temporal and spatial resolution have sharp-
ened our understanding of the microtubule tip. Fluorescence microscopy and
laser tweezer assays found that microtubule growth fluctuations were unexpect-
edly large and occurred on the millisecond timescale, a consequence of the rates
controlling growth, kon and koff, being an order of magnitude greater than previ-
ous literature estimates. This was attributed to changing microtubule tip struc-
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tures enhancing variability in the association and dissociation of dimers at the
microtubule tip.114 Microtubules went through periods of rapid growth, pauses
in growth and were seen to make shortening excursions of up to 40 nm with-
out undergoing catastrophe; observations which could be explained by a random
hydrolysis model that predicts an exponentially distributed GTP cap ∼ 40 - 60
tubulin dimers in size. But without a direct way of visualising the GTP cap,
conclusive evidence was still missing.
This evidence came in the last decade with a new understanding of the EB
family of proteins, which bind preferentially to growing microtubule ends.40,41
It was observed that the EB binding region began to disappear several seconds
before catastrophe and was strongly reduced at the point of catastrophe. Cryo-
EM reconstructions of the EB binding region revealed that it sits at a contact
point between four tubulin dimers and straddling two protofilaments, ideally
positioned to sense the nucleotide state of the underlying β-tubulins and hence
their stability. These observations lead to the conclusion that EBs recognise
a structurally stable zone or ‘stabilising cap’ at the end of the microtubule.41
Whether or not this stabilising cap is exactly synonymous with the GTP cap is
unclear - we do not know the precise nucleotide state of the stable tubulin confor-
mation recognised by EBs, only that it is a precursor to the mature GDP state.
There is evidence that it could recognise an intermediate state before complete
hydrolysis of GTP to GDP-tubulin, possibly corresponding to a GDP-Pi state in
which the phosphate has not yet been released. Henceforth, this stabilising GTP
or GDP-Pi structure will therefore be simply called ‘the cap’. With this new
experimental probe, it has been possible to visualise in real-time the dynamics
of the cap.
Using fluorescent EB as a cap marker the tubulin washout experiments were
revisited in microfluidics assays.115 The removal of up to ∼ 25 cap layers af-
ter washout and before catastrophe conclusively argued for extended caps that
were hundreds of nanometres long and could withstand large fluctuations in size
without undergoing catastrophe. EB binding sites at the end of the microtubule
were also observed to have an exponential ‘comet’ distribution, as predicted by
the random hydrolysis model and consistent with earlier reports.116
It was also observed that faster growing microtubules with longer caps at the
point of washout had longer delay times; cap size thus correlated with instanta-
neous microtubule stability, as measured by delay times. Catastrophe appeared
to be induced once the density of EB binding sites at the very end of the mi-
crotubule had fallen to 15-30% of its steady-state value, again consistent with
earlier reports that the total cap during growth appears to be much larger than
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what is required for stability.114,116 Strikingly, the correlation between cap size
and delay time was lost if the cap size was measured several seconds before the
point of washout; demonstrating that microtubule stability fluctuates over a pe-
riod of several seconds, presumably linked to fluctuations in cap size that occur
on this timescale.
Despite their presumed importance in all models of dynamic instability, the
fluctuations of the microtubule cap have never been directly investigated. It is
unclear how the fast microtubule growth fluctuations, occurring on the millisec-
ond timescale, contribute to the slower cap size fluctuations, as measured from
washout experiments. It is also not known whether cap size fluctuations can,
in turn, influence microtubule growth. Furthermore, neither cap size or growth
fluctuation timescales match microtubule lifetimes, on the order of several min-
utes. Finding a mechanistic model that bridges these phenomena is the ultimate
aim of theoretical work in the field, which will first require a quantitative under-
standing of microtubule growth and cap size fluctuations in the steady-state.
The stochastic fluctuations of a biochemical network represent the intrinsic
noise of the system, which can often be of functional importance.117–121 Bio-
chemical network analysis shows how the properties of these fluctuation and
their correlations can be used to determine the topology of the network and its
reaction rates. In this chapter I will study a simple single protofilament chemical
kinetic model of microtubule growth and cap formation in the steady-state. Us-
ing concepts from biochemical network analysis I will derive analytic expressions
for the characteristics and correlation functions of microtubule growth and cap
size fluctuations. I will then test the results of the model with experimental data
using EB as a cap marker. As expected by theory I find that microtubule growth
fluctuations can be considered as a Gaussian white noise and cap size fluctua-
tions are well-described by a mean-reverting Ornstein-Uhlenbeck process122 with
a typical timescale that is determined entirely by the maturation rate, km. This
explains the timescale of microtubule stability fluctuations as measured from
washout experiments.115 In addition, I find that the properties or growth and
cap size fluctuations suggest that microtubules are far from instability for most
of their lifetimes. The results presented here have been previously published, see
Rickman et al.123 In the following, figures have been taken directly or modified
from the published work with full permission.
2.2 Theory
I propose a simple, single protofilament chemical kinetic model of microtubule
growth and cap formation in the steady-state represented by the following bio-
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Figure 2.1: A simple single protofilament chemical kinetic model of microtubule growth and cap
formation. Model schematic showing the three kinetic rate constants of GTP-tubulin association (kon),
GTP-tubulin dissociation (koff) and maturation (km). The length of a tubulin dimer in the single
protofilament model, a, is 8/13 nm.
chemical network,
∅ koff−−⇀↽−
kon
C
kmn−−→ L . (2.1)
For simplicity, I consider the tubulin of the cap to be GTP-bound and the
lattice-incorporated tubulin to be GDP-bound. Only three rates are required to
describe microtubule growth and cap formation. The cap grows by the addition
of GTP-bound subunits to the microtubule’s end with an association rate kon,
which is proportional to the tubulin concentration. The cap shrinks by two pro-
cesses: (i) the dissociation of subunits from the microtubule end, which occurs
at a constant rate koff and (ii) depletion via maturation into lattice sites at a
rate kmn, where km is the maturation rate constant and n is the number of cap
sites. The maturation rate constant, km, is not expected to be affected by tubu-
lin concentration. The dissociation rate of a GDP-tubulin exposed at the end of
the protofilament is considered to be high enough to be effectively infinite during
steady-state growth. These rates correspond to measured rates and the length
of one tubulin dimer, a, in the single protofilament description is taken to be 8
nm (the length of one real dimer) divided by 13 (the number of protofilaments).
In choosing a single protofilament model I have assumed that the behaviour of
each protofilament can be well-represented by their average behaviour. This
assumption implies that while the microtubule tip structure may fluctuate, its
fluctuations are consistent during steady-state growth. Furthermore, the spa-
tial arrangement of dimers within the protofilament are neglected and just two
species of reactants are considered; cap sites, C, and mature lattice sites, L. The
formalism of this ‘cap reaction network’ is similar the chemical network analysis
applied in studies of gene expression and other biochemical systems.117,118
EB density distributions at growing microtubule ends have revealed a small
region at the very tip of the microtubule to which EBs do not bind.124 This
could be due to the curvature of protofilaments at the end of the microtubule or
to the microtubule taper reducing EB binding affinity. It could also be due to
the existence of a recently reported pre-maturation step, possibly corresponding
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to the GTP → GDP-Pi transition124 i.e. EBs bind to GDP-Pi tubulin but not
to GTP-tubulin. Because the pre-EB binding region is much smaller than the
EB binding region, it has been ignored for simplicity.
2.2.1 Stochastic processes
Poisson statistics tell us that one expects the fluctuations of a stochastic process
to scale as 1/n, where n is the number of particles. This means that the rela-
tive fluctuations in a small stochastic system, ∼ 100 tubulin dimers comprising
the GTP cap for example, would be 10% (
√
n/n). A macroscopic description
in which only averaged values of the chemical reactants are considered is not
sufficient, it is critical to account for these stochastic fluctuations.125 The full
description of a stochastic chemical reaction network is given by the Master equa-
tion, which is the joint probability distribution for the evolution of each species in
the network, assuming spatial homogeneity through fast diffusion of all reactants.
The Master equation does not typically admit analytic solutions and numerical
approaches can be slow and time-consuming. The linear noise approximation
(LNA) is an approach which simplifies the Master equation through a Taylor
expansion around its stationary solutions.125 These approximate equations are
analytically tractable and are typically accurate in describing the correlations
between variables and their fluctuations.119 In the LNA the state of a variable,
x(t), is decomposed into a deterministic part, φ(t), and a stochastic part, ξ(t),
x(t) = φ(t) + ξ(t). (2.2)
The stochasticity in the reactions that give rise to fluctuations in x(t) is sub-
sumed in the stochastic variable ξ(t), which is typically modelled to be Gaussian,
such that any finite linear combination of the values of ξ(t) will be normally dis-
tributed. If the deterministic equation, φ(t), has a constant solution then the
values of x(t) will also be normally distributed and x(t) is known as a Gaus-
sian process. A Gaussian process can be fully characterised by its mean, µ, its
variance, σ2, and autocovariance function, Cxx(τ), which are defined as follows,
µ = 〈x(t)〉 (2.3)
σ2 = 〈x2(t)− 〈x(t)〉〉 (2.4)
Cxx(τ) =
〈(
x(t)− 〈x(t)〉
)(
x(t+ τ)− 〈x(t+ τ)〉
)〉
, (2.5)
where 〈...〉 represents the ensemble average. A further assumption is usually
made that x(t) is a stationary process, meaning that these quantities do not
change over time. The autocovariance function describes correlations within the
fluctuations of x(t) at pairs of time-points, separated by a lag time τ . It is
symmetric function i.e. Cxx(τ) = Cxx(−τ). The peak of the autocovariance
function is its zero-lag value, C(0), which reduces to simply the variance of the
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fluctuations, σ2, also known as the squared amplitude. For a naturally occurring
stochastic process the covariance between a pair of values will typically drop
as the lag time increases. This happens over a characteristic timescale which
captures the ‘memory’ of the process i.e. over what period its current state is
correlated with its past.
A closely related function to the autocovariance is the power spectrum Sxx(ω),
which describes the fluctuation structure of x in frequency space. They are re-
lated via a Fourier transform,
Sxx(ω) =
∫ +∞
−∞
Cxx(τ)e
−2piiωτdτ for ω > 0. (2.6)
The power spectrum has no zero-frequency component, it is defined for ω > 0,
reflecting the fact that the autocovariance function is defined with respect to
the mean. To calculate the power spectrum directly one therefore considers the
fluctuations of x about its mean,
Sxx(ω) = 〈δx(ω)δx∗(ω)〉. (2.7)
where δx(ω) = x(ω)− 〈x(ω)〉.
In the LNA the stochastic term ξ(t) is typically assumed to be a Gaussian
white noise, which is defined to have the following statistics;118
µξ = 0 (2.8)
Cξξ(τ) = q δ(τ), (2.9)
where δ(τ) is the Dirac δ-function. This autocovariance function, which has
no characteristic timescale, tells us that a Gaussian white noise is ‘memoryless’
i.e. its values are uncorrelated in time. The Fourier transform of Equation (2.9)
is the power spectrum of ξ(t),
Sξξ(ω) = q. (2.10)
A Gaussian white noise has a constant power spectrum. This explains its name
- it is analogous to white light which has uniform emissions at all frequencies.
Partly owing to this fact Gaussian white noise is notoriously difficult to define
mathematically,126 since a flat power spectrum over all frequencies leads to in-
finite total power. The autocovariance function of Gaussian white noise has
been defined with the continuous-time Dirac δ-function126 as in Equation (2.9),
but this function is only well-defined in certain theoretical limits. An alterna-
tive definition uses the Kronecker δ-function, the discrete-time analogue of the
Dirac δ-function. In the purely theoretical analysis of §2.2.2 the Dirac δ-function
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will be used. However, in §2.2.3 a comparison between theory and discrete ex-
perimental data is discussed and here it will be more appropriate to use the
Kronecker δ-function.
It is also useful to consider the correlation between two fluctuating variables,
their cross-covariance. For two stochastic processes x and y the cross-covariance
is defined as,
Cxy(τ) =
〈(
x(t)− 〈x(t)〉
)(
y(t+ τ)− 〈y(t+ τ)〉
)〉
. (2.11)
Unlike the autocovariance function, the cross-covariance function is not sym-
metric, Cxy(τ) 6= Cxy(−τ). Asymmetry in the cross-covariance can be used to
determine causal relationships within a network i.e. a finite covariance between
x(t) and y(t + τ) implies that x leads y, whereas a finite covariance between
x(t + τ) and y(t) implies that y leads x. Careful interpretation of the cross-
covariance is required however, since correlation does not always demonstrate
causation.
The cross-power spectrum can also be defined. It describes the covariance of
two variables in frequency space,
Sxy(ω) = 〈δx(ω)δy∗(ω)〉. (2.12)
Like the power spectrum and autocovariance functions, the cross-power spec-
trum and the cross-covariance functions are related via a Fourier transform,
Sxy(ω) =
∫ +∞
−∞
Cxy(τ)e
−2piiωτdτ for ω > 0. (2.13)
Finally, we will define the autocorrelation function of a stationary process C ′xx(τ),
C ′xx(τ) =
〈(
x(t)− µx
)(
x(t+ τ)− µx
)〉
σ2x
, (2.14)
and the cross-correlation function of a stationary process C ′xy(τ)
C ′xy(τ) =
〈(
x(t)− µx
)(
y(t+ τ)− µy
)〉
σxσy
. (2.15)
These are the normalised versions of the autocovariance and the cross-covariance
respectively. C ′xx(τ) and C ′xy(τ) take values between −1 and 1, where a value of
1 indicates perfect correlation between two signals, a value of -1 indicates perfect
anti-correlation and a value of 0 indicates no correlation.
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2.2.2 Theoretical fluctuation properties of the network
Growth fluctuations
I will start by looking at the microtubule growth velocity fluctuations, looking to
derive expressions for their amplitude and timescale. In the LNA the instanta-
neous growth velocity of the microtubule is written as the sum of a deterministic
part and a stochastic part,
v(t) = vg + ξv(t). (2.16)
The deterministic part is the average microtubule growth speed, vg, which is
simply the difference in the association and dissociation rates of tubulin subunits
multiplied by the length of a tubulin dimer, a.
vg = (kon − koff)a. (2.17)
The stochastic part, ξv(t), is a Gaussian white noise term accounting for the
stochasticity in the association and dissociation rates. It has the statistics,
〈ξv(t)〉 = 0 (2.18)
〈ξv(t)ξv(t+ τ)〉 = (kon + koff)a2δ(τ). (2.19)
Equation 2.19 is the autocovariance function of ξv(t). The zero lag magni-
tude is the variance (or squared amplitude) of the noise, which is proportional
to the sum of the association and dissociation rates, consistent with steady-state
Poisson statistics.118
Substituting Equation 2.16 into Equations 2.3 - 2.5 and using the expressions
for ξv(t) given in Equation 2.18 and Equation 2.19, one arrives at the mean,
variance and autocovariance function of the instantaneous velocity fluctuations,
µv = (kon − koff)a (2.20)
σ2v = (kon + koff)a
2δ(0) (2.21)
Cv(τ) = (kon + koff)a
2δ(τ). (2.22)
The autocovariance function is memoryless with no characteristic timescale;
the growth velocity fluctuations can be simply considered as a Gaussian white
noise process. The fluctuation amplitude is proportional to the square-root of
the sum of the association and dissociation rates and is therefore expected to
increase with tubulin concentration (since kon ∝ [Tub]).
Cap size fluctuations
Next, I will look at the characteristics of the cap size fluctuations, again seeking
to derive expressions for their amplitude and timescale. In the LNA, an equation
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for the time evolution of the cap size fluctuations is given by,
d
dt
n(t) = kon − koff − kmn(t) + ξc(t). (2.23)
The first three terms on the right-hand-side represent the deterministic part
and the final term, ξc(t), represents a Gaussian white noise accounting for the
stochasticity in the association, dissociation and maturation rates. It is the sum
of a component due to the growth fluctuations, ξv(t), and a component due to
maturation, ξm(t),
ξc(t) = ξm(t) +
1
a
ξv(t). (2.24)
The Gaussian white noise term, ξm(t), has the following statistics,
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〈ξm(t)〉 = 0 (2.25)
〈ξm(t)ξm(t+ τ)〉 = km〈n(t)〉δ(τ). (2.26)
The mean size of the cap in the steady-state can be deduced by setting the
right-hand-side of Equation 2.23 equal to zero and taking the ensemble average.
Defining the mean cap size, µc = 〈n(t)〉, we find that,
µc =
kon − koff
km
. (2.27)
Where we have used the fact that 〈ξc(t)〉 = 0, seen by substituting the expres-
sions given in Equation 2.18 and Equation 2.25 into Equation 2.24.
To find the autocovariance function of the cap size fluctuations it is con-
venient to first find the power spectrum and then perform an inverse Fourier
transform (Equation 2.6). To find the power spectrum of n(t) we must first
find an expression for the fluctuations of n(t) about the mean. Substituting
n(t) = 〈n(t)〉+ δn(t) into Equation (2.23) we find,
d
dt
(〈n(t)〉+ δn(t)) = kon − koff − km(〈n(t)〉+ δn(t))+ ξc(t) (2.28)
d
dt
δn(t) = −kmδn(t) + ξc(t). (2.29)
The expression for 〈n(t)〉 given in Equation 2.27 was used to obtain the second
line. We now want an expression δn(t) in frequency space. A Fourier transform
of Equation 2.29 gives,
−iωδn(ω) = −kmδn(ω) + ξc(ω). (2.30)
From Equation 2.7 the power spectrum is then given by,
〈
δn(ω)δn∗(ω)
〉
=
〈
ξc(ω)ξ
∗
c (ω)
〉
k2m + ω
2
. (2.31)
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Now we need to find an expression for
〈
ξc(ω)ξ
∗
c (ω)
〉
. Using Equation 2.24 one
can write,
〈
ξc(ω)ξ
∗
c (ω)
〉
=
〈(
1
a
ξv(ω) + ξm(ω)
)(
1
a
ξ∗v(ω) + ξ
∗
m(ω)
)〉
=
1
a2
〈|ξv(ω)|2〉+ 〈|ξm(ω)|2〉 (2.32)
where cross-terms of the form 〈ξv(ω)ξ∗m(ω)〉 disappear, since the noise sources
are independent and uncorrelated. Equation 2.19 and Equation 2.26 give the
autocovariance functions of the noise terms ξv(t) and ξm(t) respectively. With a
Fourier transform one finds their power spectra,〈|ξv(ω)|2〉 = a2(kon + koff) (2.33)〈|ξm(ω)|2〉 = kmµc (2.34)
Substituting Equation 2.33 and Equation 2.34 into Equation 2.31 one arrives at
an expression for the power spectrum of the cap size fluctuations,
Sc(ω) =
2kon
k2m + ω
2
. (2.35)
An inverse Fourier transform of Equation 2.35 recovers the autocovariance func-
tion of the cap size fluctuations, Cc(τ), and by setting τ = 0 we also find the
variance, σ2c ,
Cc(τ) =
kon
km
e−kmτ (2.36)
σ2c =
kon
km
(2.37)
Equation 2.36 is the exponential autocovariance function of the well-known
Ornstein-Uhlenbeck process,122 which was originally formulated to describe the
motion of a Brownian particle under a frictional force. In the cap reaction
network the cap is perturbed away from equilibrium by stochasticity in the as-
sociation and maturation rates, kon and km, that appear in the expression for
the variance (Equation 2.37). This is analogous to the diffusion of a Brownian
particle. In analogy to a frictional force, the maturation of cap sites acts to pull
the cap back to its equilibrium size following a perturbation. This is a conse-
quence of the linear dependence of the maturation rate, kmn, on the cap size, n.
When the cap is large the maturation rate increases and it tends to shrink. Vice
versa, when the cap is small the maturation rate is low and it tends to grow. The
Ornstein-Uhlenbeck process is therefore also known as the ‘mean-reverting’ pro-
cess and the further the system is from its mean, the stronger the mean-reversion
force. In the cap reaction network, relaxation back to the mean cap size occurs
on a characteristic timescale that is the inverse of the maturation rate, τc = 1/km.
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It is interesting to note that the dissociation rate, koff, does not contribute
to the cap size fluctuations. This may seem surprising considering that koff
does contribute to the growth fluctuations, which in turn drive the cap size fluc-
tuations. We can understand this by considering that the cap size fluctuations
consist of a contribution from the stochastic growth (Equation 2.33) and a contri-
bution from the stochastic maturation of cap sites (Equation 2.34). The variance
associated with the growth fluctuations increases with increasing koff. However,
the variance associated with cap site maturation decreases with increasing koff,
since all things being equal a larger koff means fewer cap sites and consequently
less variability in cap site maturation (Equation 2.34). Therefore, when the two
sources of stochasticity are summed together the positive and negative effects
of koff cancel each other out and it vanishes from the expression for the total
variance (Equation 2.37).
Cross-covariance of growth velocity and cap size fluctuations
Finally, I wanted to find an expression for the cross-covariance between the
growth and cap size fluctuations. As before, it is convenient to first find the
cross-power spectrum and then perform an inverse Fourier transform. The cross-
power spectrum of the growth and cap size fluctuations is given by,
Svc(ω) = 〈δv(ω)δn∗(ω)〉. (2.38)
From Equation 2.30 we have an expression for δn(ω). To find an expression
for δv(ω) we start with Equation 2.16 and perturb v(t) about its mean value,
substituting v(t) = 〈v(t)〉+ δv(t),
〈v(t)〉+ δv(t) = vg + ξv(t) (2.39)
δv(t) = ξv(t) (2.40)
where we have used the fact that 〈v(t)〉 = vg. A Fourier transform gives,
δv(ω) = ξv(ω). (2.41)
Substituting Equations 2.41 and 2.30 into Equation 2.38 gives
〈δv(ω)δn∗(ω)〉 = 〈ξv(ω)ξ
∗
c (ω)〉
km + iω
. (2.42)
Using the expression for ξ∗c (ω) given in Equation 2.32 we find
〈δv(ω)δn∗(ω)〉 =
〈
ξv(ω)
(
1
aξ
∗
v(ω) + ξ
∗
m(ω)
)〉
km + iω
(2.43)
=
1
a
〈|ξv(ω)|2〉
km + iω
(2.44)
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since again the cross-terms vanish. Substituting in the expression for |ξv(ω)|2
given in Equation 2.33 we find that the cross-power spectrum is given by,
Svc(ω) =
(kon + koff)
km + iω
a. (2.45)
A Fourier transform recovers the cross-covariance function,
Cvc(τ) = a(kon + koff)e
−kmτU(τ), (2.46)
where U(τ), the unit step function, is equal to 1 for τ ≥ 0 and is equal to
0 otherwise. The cross-covariance function is asymmetric, capturing the one-
way causal relationship in the network. The exponentially decaying correlation
at positive lag times reflects the Ornstein-Uhlenbeck process of cap formation;
stochastic fluctuations in the growth of the microtubule drive the cap away from
its equilibrium size and the cap responds by relaxing back to equilibrium on
a characteristic timescale that is the inverse of the maturation rate. The zero
correlation at negative lag times tells us that there is no feedback in the other
direction; fluctuations in the size of the cap do not affect the microtubule’s
growth.
2.2.3 Measured fluctuation properties of the network
I wanted to test the theory derived above with data. So far the only stochastic
effects considered have been intrinsic to the cap reaction network; a consequence
of stochasticity in the chemical rates. However, experimental data is unavoidably
subject to extrinsic noise in the form of measurement error, which must be
accounted for in the analysis of the measured fluctuations. Furthermore, the
expressions relating to the growth velocity fluctuations were derived considering
a continuous velocity variable, while the measured velocity fluctuations will be
obtained via a discrete finite-differencing procedure. In the following section I
will modify the results of §2.2.2 so that they can be applied to the experimental
data.
Growth fluctuations
The measured microtubule growth velocity, vˆ(t), is a finite difference between
two length measurements,
vˆ(t) = (L(t+ ∆t)− L(t))/∆t. (2.47)
where ∆t is the time interval over which the measurement is taken. The noise
term capturing the stochasticity in the microtubule’s growth should reflect the
discrete nature of the measurement. We therefore write a modified expression
for the noise,
〈ξvˆ(t)ξvˆ(t+ τ)〉 = λ(kon + koff)a2δτ0 (2.48)
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where λ = 1/∆t and δij is the Kronecker δ-function. This leads to a modified
expression for the growth velocity fluctuation variance,
σ2vˆ = λ(kon + koff)a
2. (2.49)
Intuitively, the variance of the velocity increases with the time interval over which
it is measured. In addition to this intrinsic noise, extrinsic measurement noise
is also present in the experimental data. Both length measurements of L(t) and
L(t+∆t) are subject to a positional measurement error. I used the conventional
additive white Gaussian noise model of measurement error to account for this.
Defining a positional measurement error, γvˆ(t), the expression for the measured
velocity thus reads,
vˆ(t) = vg + ξvˆ(t) + γvˆ(t+ ∆t)− γvˆ(t), (2.50)
where γvˆ(t) is a measurement error on L(t) and γvˆ(t + ∆t) is a measurement
error on L(t+ ∆t). The measurement noise has the statistics,
〈γvˆ(t)〉 = 0 (2.51)
〈γvˆ(t)γvˆ(t+ τ)〉 = λ2Γ2vˆδτ0, (2.52)
where Γ2vˆ is the squared amplitude of the positional measurement noise. The
expression for the measured autocovariance function, Cvˆvˆ(τ), thus becomes,
Cvˆvˆ(τ) = 〈vˆ(t)vˆ(t+ τ)〉 − 〈vˆ(t)〉2 (2.53)
= 〈(vg + ξvˆ(t) + γvˆ(t+ ∆t)− γvˆ(t))(vg + ξvˆ(t+ τ) (2.54)
+ γvˆ(t+ ∆t+ τ)− γvˆ(t+ τ)〉 − 〈v(t)〉2. (2.55)
Expanding out the brackets gives,
Cvˆvˆ(τ) = 〈ξvˆ(t)ξvˆ(t+ τ)〉+ 〈γvˆ(t+ ∆t)γvˆ(t+ ∆t+ τ)〉 (2.56)
− 〈γvˆ(t+ ∆t)γvˆ(t+ τ)〉+ 〈γvˆ(t)γvˆ(t+ τ)〉
where we have used the fact that cross-terms of the form 〈ξvˆ(t)γvˆ(t+ τ)〉 vanish
since the intrinsic and extrinsic noise sources are uncorrelated and we have used
〈v(t)〉 = vg. Equation 2.56 can be rewritten as,
Cvˆvˆ(τ) =

〈ξvˆ(t)2〉+ 〈γvˆ(t+ ∆t)2〉+ 〈γvˆ(t)2〉 for τ = 0
−〈γvˆ(t+ ∆t)2〉 for τ = ∆t
0 for τ > ∆t.
(2.57)
With the expressions for the variance of the noise terms given in Equation 2.48,
Equation 2.49 and Equation 2.52, this can be rewritten with the Kronecker δ-
function as,
Cvˆvˆ(τ) = σ
2
vˆδτ0 + λ
2Γ2vˆ(2δτ0 − δτ∆t). (2.58)
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Cap size fluctuations
Measurements of cap size will also be subject to extrinsic noise in the form of
measurement error, which must be accounted for in the measured autocovariance
function, Ccˆcˆ(τ). As for the microtubule length measurements, I modelled the
measurement error as an additive white Gaussian noise, ξcˆ(t), with the statistics,
〈γcˆ(t)〉 = 0 (2.59)
〈γcˆ(t)γcˆ(t+ τ)〉 = Γ2cˆδτ0, (2.60)
where Γ2cˆ is the squared amplitude of the cap size measurement error. Inspection
of Equation 2.58 reveals that the measured velocity autocovariance function is
simply the sum of the autocovariance functions of the intrinsic and extrinsic
noise. This is a feature of linear systems such as the cap reaction network - the
output is a linear superposition of the inputs. The contribution of measurement
noise to the measured autocovariance function of the cap size fluctuations is then
simply an additional autocovariance function representing this noise. The sum
of Equation 2.36 and Equation 2.60 gives,
Ccˆcˆ(τ) =
kon
km
e−kmτ + Γ2cˆδτ0. (2.61)
2.2.4 Time-averaged properties of the network
Using the expressions for the measured autocovariance functions of growth and
cap size fluctuations derived above, I will be able to obtain estimates of the
chemical kinetic rate constants, kon, koff and km, from experimental data. To
test the predictions of the model, I also wanted to obtain independent esti-
mates of these rate constants. Two alternative analysis methods were used to
do this which consider time-averaged observables of the cap reaction network;
mean-squared-displacement analysis considers the averaged microtubule growth
trajectory114 and ‘comet analysis’ considers the averaged spatial distribution of
the microtubule’s cap sites.40,124 I will briefly describe these methods below.
Mean-squared-displacement analysis
In MSD analysis the microtubule growth trajectory is modelled as a 1D Brow-
nian ‘diffusion-with-drift’ process; ‘drift’ refers to the mean growth speed of the
microtubule, vg, while ‘diffusion’ refers to fluctuations about the mean growth
captured by a diffusion constant, D. Expressions for vg and D in terms of the
association and dissociation rates are given by,114
vg = a(kon − koff) (2.62)
D =
1
2
a2(kon + koff) (2.63)
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In the diffusion-with-drift model the mean displacement (MD) of the microtubule
is given by,114
〈L(t+ τ)− L(t)〉 = vgτ, (2.64)
and an expression for the mean-squared displacement (MSD) is given by,114〈
(L(t+ τ)− L(t))2〉 = v2gτ2 + 2Dτ + 2Γ2vˆ. (2.65)
The expressions given in Equation 2.64 and Equation 2.65 can then be used to
obtain estimates for the association and dissociation rate constants (Methods
§5.1.2).
Comet analysis
Tubulin subunits are added to the microtubule’s growing end with high EB
binding affinity. After a stochastic delay they undergo a maturation step into a
non-EB binding site, resulting in the characteristic ‘comet’ distribution of EB at
the microtubule plus-end; the EB density is highest at the end of the microtubule
and drops exponentially away from the end. Comet analysis tells us that the
spatial probability distribution of cap sites is given by,124
〈P (x, t)〉 = e−xl (2.66)
where P (x, t) is equal to 1 (0) if the subunit at position x, measured from the
terminal subunit, is a cap site (lattice site). An estimate of 〈P (x, t)〉 is obtained
from averaged spatial profiles of EB fluorescence intensity.124 The maturation
rate, km, can then be obtained from the growth speed, vg, and the average comet
length, l, using the relation,
l =
vg
km
. (2.67)
2.3 Results
Microtubule growth and cap size fluctuation data was obtained from experiments
designed and performed by Christian Duellberg and described in detail in ref123
(Fig. 2.2). GMPCPP-stabilised microtubule seeds were affixed to a glass cov-
erslip via streptavidin-biotin linkers. Microtubules grew from the seeds in the
presence of Alexa-568 (red fluorescent) tubulin and GFP-tagged (green fluores-
cent) fission yeast EB1 (Mal3), which was used as the marker for the stabilising
cap. Microtubule growth fluctuations and fluctuations in the size of the stabil-
ising EB cap, henceforth ‘the cap’, were monitored using dual-colour time-lapse
total internal reflection fluorescence (TIRF) microscopy. Images were acquired
at a rate of four frames per second (Fig. 2.3A). Automated tracking software
was used to monitor the positions of the growing microtubule plus-ends and the
intensity of the EB1-GFP signal in the microtubule end region.127 In order to
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test the model over a range of conditions, microtubules were grown at three dif-
ferent tubulin concentrations, while the EB1 concentration was kept constant.
Since I was interested in analysing microtubule growth and cap formation in
the steady-state, I excluded microtubule catastrophe episodes and microtubule
‘pauses’ from the analysed data. Plus-end trajectories were processed to mit-
igate the effects of tracking errors and trajectories less than 200 seconds long
were discarded to optimise the analysis (Methods §5.1.1).
Figure 2.2: In the experiments microtubules were affixed to a glass coverslip and grew dynamically
in the presence of fluorescent EB1. Cartoon of the experimental TIRF microscopy assay.
2.3.1 Time-averaged analysis of microtubule growth and cap ki-
netics
I will first present the results of MSD and comet analysis. The aim was to obtain
independent estimates for the three rate constants, kon, koff and km, that will
later be compared to the predictions of the model.
Comet analysis was performed by Nicolas Cade, as described elsewhere.124
The average length of the EB cap was measured at the three different tubulin
concentrations by analysing time-averaged EB1-GFP fluorescence intensity pro-
files (Fig. 2.3B). These profiles showed the characteristic comet-like shape, a
consequence of the stochastic maturation of cap sites into lattice sites. From
Equation 2.67 estimates of the maturation rate could then be obtained (Table
2.1).
Figure 2.3C shows representative growth trajectories at the three different
tubulin concentrations. Individual trajectories fluctuate around a linear path,
consistent with the diffusion-with-drift process assumed by MSD analysis. The
mean growth speed, vg, was obtained by performing a linear fit to the MD
curves calculated for each tubulin concentration (Fig. 2.3D). As expected vg
increased with increasing tubulin concentration. From fits to MSD-MD2 curves
(Fig. 2.3E), estimates for the diffusion constant, D, and the positional measure-
ment noise, Γ2v, were obtained from which estimates of kon and koff could then
be derived (Methods §5.1.2, Table 2.1). Interestingly, although the single fila-
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Figure 2.3: Time-averaged analysis of microtubule growth and cap kinetics. (A) Image sequence from
a representative dual-colour TIRF microscopy movie, acquired at a frame rate of 4 s-1 (scale bar: 3
µm). (B) Plot showing time-averaged comet-like EB1-GFP fluorescence intensity spatial profiles which
were automatically generated from TIRF movies (with a total duration of 750 s, 1950 s and 1050 s
for increasing tubulin concentrations). The maturation rate constant, km, of the cap reaction network
was obtained with comet analysis. (C) Representative growth trajectories (position time traces) of
microtubule plus-ends for three tubulin concentrations as obtained by automated end-tracking. (D)
MD plotted over time calculated from 38, 25 and 17 growth trajectories (with an average duration of
193 s, 196 s, 148 s for increasing tubulin concentrations). The mean growth speed, vg , was extracted
from fits to the data (black lines). (E) Variance of the displacement (MSD minus MD squared) plotted
over time. The diffusion constant, D, and the measurement noise, Γvˆ , were extracted from fits to the
data (black lines). a. u., arbitrary units.
ment model predicts that only kon should increase with tubulin concentration, I
found that kon and koff both increased (Table 2.1). In fact, while the difference
between kon and koff - proportional to the growth speed (Equation 2.62) - in-
creased only modestly with increasing tubulin concentration, the magnitude of
the rates increased significantly. This is in agreement with the fast assembly ki-
netics observed in previous work,114 which have been attributed to more ragged
microtubule tip structures at higher tubulin concentrations resulting in higher
variability in dimer association and dissociation rates.
2.3.2 Properties of microtubule velocity fluctuations
I will now turn to ‘correlation analysis’ of the velocity fluctuations. Velocity time
traces were obtained by taking finite differences at 2 Hz from the tracked posi-
tions of the microtubules’ growing plus-ends (Methods §5.1.3). Representative
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[Tub] vg D kon koff km Γv
(µM) (nm s−1) (nm2 s−1) (s−1) (s−1) (s−1) (nm)
10 32 (1) 307 (25) 838 (41) 786 (41) 0.19 (0.02) 51 (1)
20 53 (1) 1134 (107) 3039 (174) 2952 (174) 0.19 (0.03) 75 (3)
30 91 (3) 1560 (255) 4194 (415) 4046 (415) 0.20 (0.02) 89 (7)
Table 2.1: Results of the time-averaged analysis. Table of mean growth speeds, diffusion constants,
kinetic rate constants and positional measurement noise estimates obtained from MSD and comet
analysis (errors given in brackets are SEM).
Figure 2.4: Microtubule growth velocity fluctuations calculated from time traces of the plus-end po-
sitions. (A) Representative velocity time traces generated from finite differencing the position data
at 2 Hz. (B) Histograms of the velocity distributions (calculated with ∆t = 1 s) show the average
velocity and the SD increase with tubulin concentration (n = 1 × 104, n = 2 × 104 and n = 3 × 104
with increasing tubulin concentration).
velocity time traces show strong fluctuations which grow in amplitude with in-
creasing tubulin concentration (Fig. 2.4A). Since both the association rate (kon)
and dissociation rate (koff) increase with tubulin concentration, as measured by
MSD analysis (Table 2.1), this is consistent with the theoretical expectation
that the squared amplitude of the velocity fluctuations increases linearly with
the sum of these rates (Equation 2.21). Furthermore, the velocity fluctuations
are well-approximated by a Gaussian distribution (Fig. 2.4B), consistent with
the theoretical description of the velocity fluctuations as a Gaussian white noise.
I calculated the velocity autocovariance functions and found that the forms
of these functions were consistent with theory (Equation 2.58, Fig. 2.5). The
squared fluctuation amplitude, represented by the zero-lag magnitude of the
autocovariance function, has contributions from intrinsic noise due to association
and dissociation kinetics and extrinsic noise due to measurement error. From
MSD analysis, both sources of noise increase at higher tubulin concentration
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Figure 2.5: Correlation analysis of velocity fluctuations. Plots of the average velocity autocovari-
ance function, indicative of Brownian diffusion in the presence of white Gaussian measurement noise
(Equation 2.58). Dashed lines indicate values extracted from the ACF (Methods §5.1.5).
(see values of kon, koff and Γv in Table 2.1), reflected in the increasing height
of the autocovariance functions at the origin. The negative covariance at the
shortest time lag is solely due to measurement noise. Fitting the autocovariance
functions with Equation 2.58 thus allowed these noise sources to be decoupled
(Methods §5.1.5) and compared with estimates derived from the time-averaged
analysis (Fig. 2.6). Estimates of the amplitude and noise of the growth velocity
fluctuations obtained from the fluctuation analysis are summarised in Table 2.2.
Measurement noise estimates were in the expected range of the microtubule end
tracking precision.127 Good agreement between the results of MSD analysis and
fluctuation analysis confirms the close mathematical relationship between these
two methods. The diffusive component of the ‘diffusion-with-drift’ process is
mathematically equivalent to the Gaussian white noise assumed in the network
model.
Figure 2.6: Comparison of results from time-averaged MSD analysis and correlation analysis of
microtubule growth fluctuations. (A) Plot showing estimates of the positional measurement noise
obtained from the time-averaged analysis and fluctuation analysis. (B) Plot showing estimates of the
amplitude of the growth fluctuations obtained from the time-averaged analysis and fluctuation analysis
(error bars are SEM.
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[Tub] (µM) 10 20 30
Amplitude (nm s−1) 24 (2) 49 (4) 62 (6)
Noise (nm s−1) 51 (4) 77 (8) 90 (12)
Total noise (nm s−1) 76 (8) 120 (16) 142 (25)
Table 2.2: Results from correlation analysis of the velocity fluctuations. Table of parameter estimates
extracted from autocovariance functions in Fig. 2.5. ‘Total noise’ estimates are given by Cvˆvˆ(0) using
Equation 2.58 and can be compared with the SD of the Gaussian fits to the velocity histograms in Fig.
2.4B (errors given in brackets are SEM).
2.3.3 Properties of microtubule cap size fluctuations
Next, I analysed the fluctuations in the size of the cap, using the EB1-GFP flu-
orescence intensity from the microtubule-plus-end region as the read-out for cap
size. As expected theoretically (Equation 2.27 and Equation 2.37), representa-
tive time traces and histograms of the fluctuations in EB1-GFP intensity show
that the mean intensity, corresponding to the mean cap size, and the fluctuation
amplitude increase with tubulin concentration (Fig. 2.7A and B). In striking
contrast to the growth velocity fluctuations (Fig. 2.4A), the EB1-GFP intensity
time traces give the impression of strong low-frequency structure (Fig. 2.7A).
I then calculated autocorrelation functions for the EB1-GFP intensity time
traces (Fig. 2.7C). I used the autocorrelation function here - the normalised
autocovariance function (Equation 2.14, Methods §5.1.4) - to facilitate the com-
parison between different conditions. Unlike the velocity autocovariance func-
tions which showed no characteristic timescale, the EB1-GFP intensity auto-
correlation functions showed an apparently exponential decay over a time-scale
of several seconds, consistent with the theoretically predicted correlation of the
mean-reverting Ornstein-Uhlenbeck process (Equation 2.36). Also consistent
with theory, I observed a loss of correlation after the first time lag, the predicted
consequence of Gaussian measurement noise (Equation 2.61).
As a control, I also computed autocorrelation functions for the Alexa568-
tubulin fluorescence intensity fluctuations, captured from the same microtubule
end-region as the EB1-GFP intensity by the automatic tracking procedure127
(Fig. 2.7D). I expected that fluctuations in the tubulin fluorescence intensity
would be a consequence of measurement noise and fluorescence background
variability and should therefore be uncorrelated and ‘memoryless’. However,
the Alexa568-tubulin fluorescence intensity autocorrelation functions revealed a
slowly decaying correlation, with a timescale on the order of 10 s, indicating
the presence of a low-frequency noise source. The most likely explanation was
microtubule ‘wiggling’ in the z-plane of the experimental chamber causing slow
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Figure 2.7: Analysis of microtubule cap size fluctuations measured from EB1-GFP fluorescence in-
tensity time traces. (A) Representative time traces of the EB1-GFP fluorescence intensity fluctuations
at growing microtubule ends for three tubulin concentrations. (B) Histograms of EB1-GFP fluorescence
intensity distributions show that the average signal and its SD increase with tubulin concentration (n
= 1 × 104, n = 2 × 104 and n = 3 × 104 with increasing tubulin concentration). (C) Autocorrelation
functions of the EB1-GFP intensity fluctuations. (D) Autocorrelation functions of the Alexa568-tubulin
intensity fluctuations revealing a source of correlated experimental noise. EB1-GFP fluorescence inten-
sity measurements are subject to the same correlated noise. Global fits (black lines) to pairs of au-
tocorrelation functions (black dots) of Alexa568-tubulin (D) and EB1-GFP (C) fluorescence intensity
fluctuations (Methods §5.1.6) produced estimates for decay rates due to intrinsic noise and correlated
noise. a. u., arbitrary units. Error bars are SEM.
fluctuations in the measured fluorescence intensity as the microtubule moved
up and down in the exponentially decaying evanescent field of the TIRF mi-
croscope. Microtubule wiggling due to thermal motion would be expected to
occur at this timescale.4 Since microtubule wiggling should affect the measured
Alexa568-tubulin and EB1-GFP fluorescence intensity simultaneously, I tested
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the wiggling hypothesis by looking for a correlation between these two fluores-
cence channels. Correlation was qualitatively apparent (Fig. 2.8A). For con-
formation I calculated the cross-correlation function (Fig. 2.8B), which showed
exponential decays with the same correlation time at both positive and negative
lags, as would be expected of a slowly fluctuating noise source affecting both
channels together.
Figure 2.8: A source of correlated noise was present in the EB1-GFP intensity data due to micro-
tubule wiggling. (A) (Left) Representative time traces of the Alexa568-tubulin (red) and EB1-GFP
(green) fluorescence intensity fluctuations at the microtubule end. (Right) Standardising both signals
and smoothing with a Gaussian kernel qualitatively reveals the existence of correlated noise. (B) Plot
showing the cross-covariance between the two signals, confirming that an external noise source is cor-
relating the two signals. (C) Illustration of the hypothetical noise components contributing to the
measured autocovariance function. The total correlation is composed of a white Gaussian measurement
noise component, a correlated noise component and the intrinsic noise of the cap reaction network. a.u.,
arbitrary units.
Luckily the timescale of microtubule wiggling observed in the Alexa568-
tubulin autocorrelation functions was slow compared to the correlation time
evident in the EB1-GFP autocorrelation functions (Fig. 2.7C and D). The sep-
aration of these two timescales meant that it was possible to decouple the noise
due to the microtubule wiggling from the intrinsic network noise. I did this
by performing a mono-exponential fit to the autocorrelation functions of the
Alexa568-tubulin fluorescence intensity, which reflect only microtubule wiggling,
and a bi-exponential fit to the autocorrelation functions of the EB1-GFP fluo-
rescence intensity, which reflect both wiggling and intrinsic network noise (Fig.
2.8C, Methods §5.1.6). The correlation time corresponding to the microtubule
wiggling was shared between all the fits. The shorter decay time of the bi-
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exponential fit gave an estimate for the maturation rate, km. As expected, ex-
tracted τ values were in the same range for all tubulin concentrations: 5.0±1.1 s,
8.1± 1.2 s and 4.8± 0.5 s for the 10 µM, 20 µM and 30 µM tubulin conditions,
respectively. These values agree well with those obtained from comet analysis
(Fig. 2.9A), providing independent validation of the model.
I also wanted to obtain estimates for the mean cap size and the cap size fluc-
tuation amplitude from the EB1-GFP fluorescence intensity measurements. This
required finding a proportionality factor that would convert fluorescence inten-
sity units into numbers of tubulin dimers. To do this I calibrated the EB1-GFP
fluorescence intensity measurements against cap size and cap fluctuation am-
plitude estimates obtained independently from the time-averaged MSD analysis
and comet analysis (Methods §5.1.7). Consistent with theory (Equation 2.27 and
Equation 2.37), both the mean cap size and the cap size fluctuation amplitude
increase with increasing tubulin concentration (Fig. 2.9B and C). The mean cap
size increases from 266 subunits at 10 µM to 736 subunits at 30 µM tubulin,
implying a cap of 20-60 tubulin layers long under our experimental conditions.
This is in agreement with estimates for microtubules grown in vitro40,115,124 and
in living cells.128 The compatibility of the values obtained from the fluctuation
analysis and the time-averaged analysis further supports the model (Fig. 2.9B).
Figure 2.9: Comparison of results from time-averaged comet analysis and correlation analysis of mi-
crotubule cap size fluctuations. (A) Comparison of maturation times (k−1m ) from correlation analysis
and comet analysis. (B and C) The mean cap size and the amplitude of the cap size fluctuations were
obtained from EB1-GFP intensity time traces and autocorrelation functions after finding a proportion-
ality factor to convert fluorescence intensity units into numbers of subunits (Methods §5.1.7). These
values were compared with the same quantities derived from the time-averaged analysis. Error bars are
SEM.
2.3.4 Cross-correlation of growth speed and cap size fluctuations
The topology of the cap reaction network defines a direction of causality; mi-
crotubule growth fluctuations drive changes in the size of the cap, but changes
in the size of the cap do not affect microtubule growth. This one-way causal
relationship is reflected in the form of the cross-covariance function predicted
theoretically (Equation 2.46), which I confirmed with simulations (Fig. 2.10A
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and B, Methods §5.1.8). Finally, I wanted to test this prediction with data. The
mixing of two noisy signals resulted in relatively noisy correlation functions, so
I decided to make only a qualitative assessment. In agreement with theory, the
experimental cross-correlation functions all clearly show an asymmetric shape
with exponential decays on the side of positive time lags and roughly zero corre-
lation for negative time lags (Fig. 2.10C). The data thus supports the topology
of the cap reaction network.
Figure 2.10: Cross-correlation between microtubule growth and cap size fluctuations reveals the topol-
ogy of the network. (A) Microtubule length trajectory (top) and its cap size fluctuations (bottom) from
a full stochastic simulation of the cap reaction network with added Gaussian noise replicating the ex-
perimentally measured noise levels (Methods 5.1.8). (B) Cross-correlation of simulated data (20 tracks,
200 s long) shows the expected one-sided exponential decay, demonstrating that growth fluctuations
drive cap size fluctuations. (C) Experimental cross-correlation functions show a strongly asymmetric
shape and the apparent mono-exponential decays at positive lag times are in qualitative agreement with
theory.
2.4 Discussion
In this chapter I have presented a simple chemical kinetic network model of
microtubule growth and cap formation. Using concepts from chemical network
analysis I derived theoretical expressions that characterise growth and cap size
fluctuations. I tested the theoretical predictions with data derived from ex-
periments using fluorescent EB protein as a cap marker. Measured fluctuation
properties confirmed the theoretical expectations; the microtubule growth ve-
locity fluctuations can be described as a Gaussian white noise, while cap size
fluctuations can be described as a mean-reverting Ornstein-Uhlenbeck process.
I compared the measured timescales and amplitudes of the growth and cap size
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fluctuations with values derived using independent methods and found good
quantitative agreement, demonstrating the validity of the cap reaction network
model and the utility of fluctuation analysis as a method for estimating the net-
work parameters.
The striking differences between the measured properties of the growth and
cap size fluctuations are a consequence of the underlying chemical kinetic pro-
cesses of cap formation. Microtubule growth is driven by two Poisson processes;
rapid association and dissociation of tubulin subunits from the microtubule’s
growing end taking place on the millisecond timescale. The resulting stochastic
growth fluctuations are random and uncorrelated. Cap formation is driven ad-
ditionally by maturation of cap sites into lattice sites. The linear relationship
between the size of the cap and the instantaneous rate of cap site maturation
changes the nature of these fluctuations. Cap site maturation provides a mean-
reverting force which drives the cap back to its equilibrium size following a
stochastic perturbation and introduces ‘memory’ into the process. The current
state of the cap is correlated with its past over a period of several seconds, a
timescale characterised by the inverse of the cap site maturation rate. This cor-
relation time coincides with the timescale of microtubule stability fluctuations
observed in tubulin washout experiments115 - microtubule stability fluctuations
are thus explained as fluctuations in the size of the cap.
The asymmetry of the measured cross-correlation between the growth ve-
locity and cap size fluctuations confirmed the network topology of the chemical
kinetic model. Growth velocity fluctuations drive cap site fluctuations but there
is no feedback from cap to growth. This may seem surprising since it has been
observed that cap size decreases strongly in the several seconds before catastro-
phe when the microtubule begins to rapidly shrink.41,124 However, here I was
interested only in steady-state microtubule behaviour. I excluded from the anal-
ysis growth episodes near catastrophes and pauses in growth, which have been
associated with instability. The observed asymmetry of the measured cross-
correlation functions in fact indicates that microtubules are far from instability
during steady-state growth. This is further supported by the measured ampli-
tude of the cap size fluctuations. My analysis indicates that a highly improbable
3 σ fluctuation would be required to push the cap to the stability threshold,
thought to be 10 - 30% of the mean cap size.115
The simple model presented here offers a bridge between microtubule growth
fluctuations, occurring on the millisecond timescale, and microtubule cap size
fluctuations, occurring over a timescale of several seconds. How these timescales
are connected to microtubule lifetimes, on the order of several minutes, remains
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unclear. My results could provide useful theoretical constraints for future mod-
ellers tackling this question. It appears that microtubules are far from catas-
trophe during their steady-state growth, ruling out models in which dynamic
instability arises as a natural consequence of steady-state fluctuations. Models
of this kind have only reproduced microtubule lifetimes over a narrow range
of tubulin concentrations.95,109,129 On the other hand, a dimer-scale computa-
tional model reported catastrophe-prone tip states to be characterised by the
convergence of several events - a ragged end, deep lateral cracks in the lattice,
few GTP tubulins at the tip - that led the microtubule tip on a chaotic path into
rare and unstable structures.97 My results suggest that deviation from steady-
state behaviour such as this is required to push a microtubule to catastrophe.
In the future it will be interesting to characterise the near-catastrophe episodes
that were excluded from this analysis in terms of growth and cap size fluc-
tuations. It is there that one might expect to find signatures of instability.
For example, an increase in fluctuation amplitude could suggest an increasingly
ragged end, as dimers associate and dissociate at more variable rates.114 Fur-
thermore, the fluctuation analysis developed in this chapter could be used more
broadly to investigate the effects of different MAPs on microtubule dynamics
and even the dynamic instability of the microtubule minus-end. Filling out the
repertoire of microtubule fluctuation characteristics and observing how they re-
flect microtubule dynamics could provide insights and clues as to the underlying
mechanisms of dynamic instability.
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Chapter 3
Simple rules governing
nematic versus polar
microtubule-motor
self-organisation
3.1 Introduction
Most of the molecular components involved in cytoskeletal self-organisation have
been identified in vivo through loss of function experiments. However, the com-
plexity of a living cell defies a mechanistic understanding of how these compo-
nents interact. It is here that in vitro experiments with purified proteins or cell
extract have played an important role. Within the simplified, controlled and
highly tunable setting of an in vitro experiment, the mechanistic roles played by
different proteins and regulators can be elucidated and theoretical principles can
be inferred. What’s more, quantitative characterisation of an in vitro system is
much easier than of a living cell, allowing for a close comparison between theory
and experiment.
Although foundational in vitro experiments were motivated by a desire to
understand the cell,130,134 they have since inspired a whole new field of biosyn-
thetic materials science; in the field of active matter, reconstituted biological
materials are being assembled that go beyond what is seen in vivo. The space
of all possible states of a self-organising system can be explored free from evolu-
tionary constraints and this expanded state space has, in turn, the potential to
deepen our understanding of processes inside the cell.
Over the past two decades many different aspects of microtubule-motor self-
organisation have been investigated in vitro. For example, the effects of con-
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Figure 3.1: Archetypal microtubule-motor organisational states observed in vitro. (A) Fluorescence
microscopy images showing asters organised by multimeric plus-end-directed kinesin complexes (top)
and multimeric minus-end-directed kinesin complexes (bottom). From Surrey et al.130 (B) Fluores-
cence microscopy images showing the time-course of a globally contractile network generated from
taxol-stabilised microtubules and the plus-motor kinesin-5. From Torisawa et al.131 (C) Fluorescence
microscopy images of a thin three-dimensional active nematic network of plus-end-directed kinesin com-
plexes and GMPCPP microtubules (top, from Henkin et al.132) and a quasi-two-dimensional active
nematic network of plus-end-directed kinesin complexes and GMPCPP microtubules adsorbed onto an
oil-water interface. Coloured blue (red) lines indicate topological defects with +1/2 (-1/2) charge. Scale
bar 50 µm. From Sanchez et al.133
finement in different geometries135 and in droplets,136–138 the dynamics and flow
of microtubule networks,132,133,139 the stability and force production of anti-
parallel microtubule overlaps,140–142 as well as aster positioning143 and spindle
assembly.64 Perhaps the most generic microtubule-motor organisational states
arise from bulk assays i.e. from experiments conducted in geometries that mimic
an unconfined space, reflecting solely the interactions of microtubules and mo-
tors and their collective behaviour. From this body of work a relatively limited
set of microtubule-motor organisational states have emerged, even though the
dynamic and mechanical properties of the microtubules, the types of motor and
the experimental conditions have varied from study to study. These states can
be considered archetypal microtubule-motor organisations, namely; active ne-
matic networks, asters and globally contractile networks (Fig. 3.1). They show
divergent characteristics with regards to force production, polarity and network
topology (Fig. 3.2), highlighting the versatility of the microtubule cytoskele-
ton. Active nematic networks exhibit nematic symmetry and display extensile
behaviour (in the dipolar sense). Asters and globally contractile networks, on
the other hand, are polarised and display contractile behaviour (in the isotropic
sense), but differ with respect to network connectivity.
Asters
Asters have been generated in vitro under a variety of conditions and with a
variety of motors.92,130,131,134,144,145 Typically, the system begins as a sparse
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Figure 3.2: Concepts from liquid crystal theory. (A) Cartoon showing the isotopic contraction and
dipolar extension of a region of aligned microtubules. (B) Cartoon showing a polar and nematic region
of microtubules and the director, n. (C) Illustration of the + 1
2
and − 1
2
topological defects allowed by
nematic symmetry and observed in active nematic networks. Lines represent a nematic director field.
Defects can be described by a charge, where the magnitude is determined by the rotation of the director
field along a path encircling the defect and the sign is determined by the sense of rotation.
and isotropic network of microtubules. Initially, two or more crossing micro-
tubules will be crosslinked by motors and their ends will be clustered together
forming small foci - these are prototypical asters. Small asters grow in size as
the overlapping of microtubules from different foci results in their coalescence, in
a fusion process which is indicative of local, isotropic contractility (Fig. 3.2A).
Aster fusion may continue until only a few, isolated structures remain. Strong
accumulation of motors at the clustered microtubule ends is observed as bright
florescence at the aster centre (Fig. 3.1A).
Asters in vivo form exclusively with plus-ends pointing outwards, either
nucleated from centrosomes or self-organised by minus-motors. Expanding on
this physiological state space using oligermerised clusters of plus-motors,130,134
chimeric plus-motor constructs92 and the native plus-motor kinesin-5,131,145 it
has been possible to also generate asters of inverse polarity, with minus-ends
pointing outwards.
Several factors appear to be critical for aster formation. First, motors must
move fast relative to microtubule growth. An experiment with taxol-stabilised
microtubules showed that slow kinesin-5 could not organize astersi whereas fast
kinesin-14 could,92 although both have the ability to crosslink and slide micro-
tubules.146,147 In this experiment motor speed was determined to be the critical
iIt should be noted that kinesin-5 has been observed to form asters in other systems,131,145
likely a consequence of differences in the microtubule properties, such as their length and growth
speed, and in the biochemical environment.
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factor, rather than molecular structure, by showing that a kinesin-1-kinesin-
5 construct that moved ten times faster than the natural kinesin-5, (with the
neck linker and motor domains of fast kinesin-1 but the tetrameric structure of
kinesin-5), could form asters. It appeared that kinesin-5 was prevented from
clustering plus-ends into asters, simply because it could not reach them. The-
oretical simulations supported this notion and showed that the second critical
property of an aster-forming motor was that once it reached the microtubule end
it must be able to dwell there,148 although as yet there has been no experimental
verification of this hypothesis.
Globally contractile states
Systems exhibiting locally contractile dynamics and aster formation can also be
tuned to display globally contractile dynamics.131,145 An isotropic network of
taxol-stabilised microtubules with high connectivity, i.e. many motor-mediated
filament crossings, was observed to undergo this transition by tuning the ratio
of motor to tubulin concentration.131 At low motor:tubulin concentration the
clustering activity of kinesin-5 generated foci of microtubule plus-ends within
the network. Initially the foci remained connected via microtubules in solution.
Tension built up in the network as the foci grew through fusion and generated
stronger contractile forces. Eventually the network ruptured into several small
pieces, leading to locally contractile dynamics and asters. However, at higher
motor:tubulin concentration the foci remained connected as they pulled on each
other and global contractions of the whole network were observed (Fig. 3.1B).
The critical factors in the transition between local and global contractility were
identified to be the connectivity of the network and the initial spatial distribu-
tion of foci.
Another study looked at the dynein-mediated contraction of a network of
stabilised microtubules in Xenopus egg extracts loaded into microfluidic chan-
nels.149 In some regions of the channel the microtubules initially formed networks
of connected foci which filled the width of the channel before undergoing massive
global contractions. Interestingly, it was observed that the network contracted to
a preferred density regardless of the channel geometry. It was also observed that
inhibiting dynein activity caused a dose-dependent slow-down of the contraction.
Active nematic networks
While locally and globally contractile states can arise from sparse, isotropic net-
works of microtubules and motors, an entirely different state arises when dense
networks of microtubules are subjected to conditions which promote their align-
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ment. Short, stabilised microtubules in the presence of a depletion agentii have
been observed to assemble into bundles, many times larger than the individual
microtubules comprising them132,133 (Fig. 3.1C top). Each bundle has a long
axis, the axis of alignment, and together they form a network of bundles with
local, but not global, orientational order.
This tendency of the microtubules to align in packed conditions is analogous
to the behaviour of passive molecular or colloidal rod-like particles, which have
been the focus of decades of experimental and theoretical research in the field
of liquid crystals. For a liquid crystal made of polar rod-like particles i.e. par-
ticles without head-tail symmetry, it is known from theory that the topology
of the system will depend on whether it displays polar or nematic symmetry
(Fig. 3.2B). A region in which the particles are pointing in the same direction
displays polar symmetry, while a region in which the particles are aligned along
the same axis but without a preferred direction displays nematic symmetry. The
orientational order of the system can then described by a director, n, which lies
along the axis of local alignment and can be used to build a continuous director
field for the whole network (Fig. 3.2C). For a nematic network the director has
head-tail symmetry (n = −n).
The addition of kinesin clusters, with the ability to crosslink and slide mul-
tiple filaments, pushes the behaviour of the bundled microtubule networks far
beyond that of a conventional liquid crystal. The microtubule bundles were seen
to extend along their long axis, presumed to be the consequence of motors slid-
ing apart anti-parallel microtubules (Fig. 1.9). From this extensile behaviour (in
the dipolar sense, Fig. 3.2A) the nematic symmetry of the bundles was inferred;
microtubules were aligned within the bundles but were of mixed-polarity. As a
bundle extended it pushed against the surrounding network, causing it to buckle,
fracture and eventually disintegrate as the constituent microtubules merged with
adjacent bundles. This resulted in chaotic, turbulent dynamics of the whole net-
work as the system continually struggled to attain a globally polarity-sorted
state. Thus, in contrast to the passive case, these motor-microtubule liquid
crystals were called active nematic networks (Fig. 3.1C top).
Active nematic networks could also be sedimented onto an oil-water inter-
face133,150 or onto the surface of a droplet,139 creating a monolayer active nematic
(Fig. 3.1C bottom). These quasi-2D networks displayed the same topological
features as a 2D nematic liquid crystal - singularities in the nematic director
field known as topological defects (Fig. 3.2C). However, unlike for a passive
iiDepletion agents are typically small, globular polymers that promote microtubule alignment
through entropic forces.
60
liquid crystal, these defects were motile and moved chaotically throughout the
network.150 The motility of these defects has been described theoretically as a
consequence of the ‘active stress’ generated by motors.151–153
Deconstructing the spindle in vitro
The spindle phenotypes that result from an imbalance between the pole-focusing
and anti-parallel sliding activities of the mitotic motors (discussed in §1.3.4)
suggest a conceptualisation of the spindle as two independently organised and
distinct subsystems; the poles represent one subsystem, organised by the minus-
motors dynein or kinesin-14, and the spindle midzone represents another sub-
system, organised by the plus-motor kinesin-5 (Fig. 3.3). Only when motor
activities are balanced can the two subsystems coexist. Interestingly, two of the
archetypal microtubule-motor networks states that have observed in vitro ap-
pear to share physical characteristics with the two spindle subsystems. Asters
are reminiscent of the spindle poles, while active nematic networks exhibit the
same extensile behaviour and aligned, mixed-polarity organisation as the spin-
dle midzone. This suggests the possibility of deconstructing the spindle in vitro,
with the hope of gaining a mechanistic understanding of how these two distinct
states are self-organised.
Figure 3.3: Deconstructing the spindle in vitro. (A) Schematic of spindle subsystems. At the centre
of the spindle is an array of mixed-polarity microtubules reminiscent of active nematic networks (blue).
The spindles poles are reminiscent of asters (red). (B) Schematics of an active nematic network (left)
and asters (right).
From the in vitro work described above it is apparent that multiple param-
eters potentially influence microtubule-motor self-organisation. Dense networks
of short, static microtubules and motors in the presence of depletion agents
generate active nematic networks, while dilute networks of growing or static mi-
crotubules and plus- or minus-motors can generate asters of both polarities. The
degree of crowding, the protein composition and the kinetic and molecular prop-
erties of the motors and microtubules all differ from study to study and their
individual effects on the organisation of the system are unclear. In particular,
the role of microtubule dynamics, known to be important in the cell,17 has not
been established in vitro.
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Recently the organisational capacities of the human mitotic motor, kinesin-
5 (KIF11) and kinesin-14 (HSET) with dynamic microtubules was explored in
vitro by Roostalu et al.145 Simply by tuning the protein composition of the
system it was demonstrated that both motors, despite opposite directionalities
and opposite tendencies with regards to the organisational states they promote
in vivo, could organise active nematic networks and polar aster states. Further-
more, the active nematic state was generated without the use of depletion agents,
bringing the experiments even closer to physiological conditions.
These remarkable results suggest that the organisational capacity of a motor
is not determined by its specific properties but rather by a combination of the
generic and tunable properties of both motors and microtubules. The possibility
arises that simple rules could be found capturing these system properties. Based
on the kinesin-5 experiments of Roostalu et al. (described in more detail below)
I developed a microscopic computational model of a generic microtubule-motor
system. Using the model I inferred simple mechanistic rules which explain how
a single motor can organise both polar aster states and active nematic network
- two states which show opposite characteristics regarding local extension versus
contractility and microtubule polarity. The results presented here have been
previously published, see Roostalu et al.145 Figures have been taken directly or
modified from the published work with full permission.
Kinesin-5 in vitro can organise dynamic microtubules into polar and
nematic networks
To explore the natural organisational capacity of the plus-motor kinesin-5 (KIF11),
Roostalu et al. mimicked the asymmetric dynamics of microtubules in cells by
blocking microtubule minus-end growth with the minus-end stabilising MAP
CAMPSAP3-C (Fig. 3.4A). Kinesin-5, CAMSAP3-C and tubulin were mixed
together in a thin flow chamber. Microtubules grew with dynamic plus-ends and
stable minus-ends and were crosslinked and organised by kinesin-5 (Fig. 3.4A).
Crucially, plus-end growth speeds could be tuned by varying the concentration
of tubulin. By varying the concentrations of both tubulin and kinesin-5, a rich
organisational state space was observed, encompassing both an active nematic
network state and a polar aster state (see Fig. 3G in ref145).
An active nematic network regime was found at high tubulin concentration
and low kinesin-5 concentration. High tubulin concentration and the presence
of CAMSAP3-C promoted the nucleation of many, fast-growing microtubules.
Initially, short newly-nucleated microtubules formed small bundles which fused
and grew larger as microtubules elongated and continued to nucleate (Fig. 3.4B).
The bundles were locally extensile, attributed to the anti-parallel sliding activity
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Figure 3.4: Self-organisation of kinesin-5 and dynamic microtubules by Roostalu et al. (A) Cartoon
of CAMSAP3-C-mediated asymmetric microtubule growth and the self-organisation assay. Kinesin-
5 crosslinks microtubules and walks in the direction of their plus-ends (red arrows). (B) Confocal
fluorescence microscopy images showing the time-course of kinesin-5 mediated organisation of an active
nematic network. Protein concentrations: tubulin, 30 µM; kinesin-5, 27 nM; CAMPSAP3-C, 500 nM.
(C) Confocal fluorescence microscopy images showing the time-course of kinesin-5 mediated organisation
of asters. Protein concentrations: tubulin, 7.5 µM; kinesin-5, 82 nM; CAMPSAP3-C, 500 nM. Time in
min:s.
of kinesin-5, creating turbulent bundle dynamics, similar to the active nematic
networks observed previously.132,133 In this regime the kinesin-5 speed was mea-
sured to be slightly faster than the microtubule growth speed (see Fig. 2B and
Fig. 3A in ref145), which would in principle allow for motors to coalesce plus-
ends into asters. The fact that asters were not observed suggests that high micro-
tubule densities may hinder aster formation by promoting microtubule bundling.
The polar aster regime was found at low tubulin concentration and high mo-
tor concentration. Lowering the tubulin concentration by a factor of 3 resulted
in fewer microtubules growing 2-3 times more slowly than in the active nematic
network regime and approximately 6 times slower than the kinesin-5 speed. In
this regime microtubules nucleated more slowly and kinesin-5 immediately clus-
tered them into isolated foci (Fig. 3.4C). As the microtubules grew, radial asters
were formed. Kinesin-5 accumulated strongly at the centre of the asters indi-
cating that microtubules were polarity-sorted with their plus-ends inward (Fig.
3.4C right).
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From these experimental results it is not possible to discern the independent
effects of microtubule density and growth speed on network organisation, since
both are changed simultaneously as tubulin concentration is varied. With my
computational model I had the opportunity to replot the state space observed
experimentally as a function of the microscopic system parameters, rather than
protein concentrations, and elucidate the underlying mechanisms of network self-
organisation.
3.2 Model
The elements of the model are described in detail in Chapter 5.2. In brief, I chose
a thin three-dimensional box for the simulation space (40×40×0.4 µm). The box
was periodic in the x and y-directions but confining in the z-direction such that
microtubules tended to align in the x-y plane. The x- and y-dimensions were
chosen to be large compared to the average microtubule length, 2.5 µm, such that
the x-y plane mimicked an unbounded space (Fig. 3.5A). The box was chosen to
be thin to keep computational times within a feasible range while reproducing
the three-dimensional nature of the experimental system. Microtubules were
dynamic and kinesin-5-like crosslinking motors bound up to two microtubules
simultaneously and walked processively toward their plus-ends. Motors that
reached plus-ends did not unbind instantaneously but dwelt there for a finite
time. Soft-core steric interactions were implemented between microtubules that
prohibited their overlapping, but ‘crossings’ could be made in the x-y plane by
microtubules moving past one another in the z-dimension (Fig. 3.5B).
Figure 3.5: Essential elements of the model. (A) Schematic of the simulation space (not shown to
scale); a thin three-dimensional box (40 × 40 × 0.4 µm) with periodic boundaries in the x- and y-
direction and confined in the z-direction. (B) Cartoon of essential modelling elements. Microtubules
were dynamic, kinesin-5-like plus-motors stochastically bound and crosslinked microtubules and steric
interactions prohibited their overlapping (Methods §5.2).
The simulated time was 50 mins, at least 6 times as long as the average mi-
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crotubule lifetime (∼1 - 8 mins), to ensure sufficient time for the topology of the
simulated networks to stabilise. Initially, a fixed number of randomly distributed
microtubule ‘nucleators’ create microtubules at rate knuc, which is fast enough to
ensure a steady-state length distribution is quickly reached. Microtubule growth
and motor speed, identified as key parameters in the experiments, were based on
the experimentally measured values. Other parameters were based on previously
measured values (see Table 7.1).
3.3 Results
3.3.1 Nematic network versus polar aster formation
From the experimental results described in §3.1 it is clear that there are sev-
eral key parameters governing network organisation; the number of motors, the
number of microtubules and the microtubule plus-end growth speed. I therefore
systematically varied these parameters in the computational model, seeking to
recapitulate the experimental state space. Microtubule numbers were varied over
a range which filled the simulation volume from 10 - 70%. Motor numbers were
explored within a physiologically reasonable range of 0 - 16 motors per micro-
tubule. Guided by experimental measurements, the microtubule growth speed
was varied between 1 and 6 times slower than the motor speed.
Consistent with the experimental state space, I observed an active nematic
network in a regime corresponding to a high tubulin concentration with many,
fast-growing microtubules (Fig. 3.6A). Initially the network of short, newly-
nucleated microtubules was disorganised. However, as the microtubules grew
longer they aligned into bundles. Like in the experiments and characteristic of
active nematic states, the bundles appeared to be extensile and were of mixed-
polarity (Fig. 3.6A, Movie S1).
By contrast, in a regime corresponding to a low tubulin concentration with
fewer, slowly-growing microtubules, I observed a polar aster state (Fig. 3.6B,
Movie S2). Microtubules were clustered by motors into small asters as soon as
they became crosslinked. The asters grew in size as the microtubules approached
their steady-state length distribution and throughout the simulation asters were
also observed to fuse, as seen experimentally.92,145
In order to understand mechanistically why the different simulation condi-
tions lead to different network organisations I analysed the types of crosslink
in each network, (Methods §5.2.2, Fig. 3.7A). To visualise each organisational
state I generated simulation snapshots showing only crosslinks, colour-coded ac-
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cording to their type (Fig. 3.7B and C, middle). I also plotted the numbers
of the different crosslinks over the course of the simulation (Fig. 3.7B and C,
right). The numbers of different crosslinks in the network develops over time as
microtubules nucleate, grow dynamically to a steady-state length distribution
and are bound, crosslinked and organised by motors. I found that the active ne-
matic network and polar aster network had distinct and characteristic crosslink
distributions.
Figure 3.6: Time evolution of nematic networks and asters. (A) Snapshots showing the time-course
of a nematic network simulation. (B) Snapshots showing the time-course of an aster simulation. Sim-
ulated time in mins:s. All simulation images are 3D projections of a snapshot onto the x-y plane.
Colours indicate microtubule orientation (see colour wheel inset in left-hand image). For visual clarity
unconnected microtubules bearing no crosslinking motors are displayed in grey.
Side-links dominate in the nematic regime
In the active nematic network (Fig. 3.6A and Fig. 3.7B), the microtubules plus-
ends are growing at the same speed as the motors move (vm = vg = 30 nm s
−1).
At the start of the simulation there are a significant number of end-bound links
(T and V ) that form when motors bind close to the plus-ends of the newly-
nucleated, short microtubules (Fig. 3.7B, right). As the microtubules grow,
the population of end-links is quickly depleted as motors land instead on the
microtubules’ sides where they form side-bound links (Hp, Hap and X) and
cannot reach the microtubule plus-ends. At this point the network is isotropic
and X links are present in significant numbers at the crossings of the short
microtubules. However, the population of X links is also soon depleted as mi-
crotubule grow longer and steric interactions become significant due to the high
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Figure 3.7: Simulations are analysed through the different types of motor crosslinks in the net-
work. (A) Schematic defining 5 different ways in which a motor can crosslink two microtubules (left).
Schematic representations of the organisation of microtubules and the composition of crosslinks in the
nematic network state and the aster state (middle and right). (B) Final snapshot of an active nematic
network showing only microtubules (left) and only motor crosslinks colour-coded according to their type
as in A (middle). Plot showing the time-courses of different populations of motor crosslinks (coloured
lines, colour-coded as in A) and the average microtubule length (black dashed line) for the active ne-
matic network. (C) Final snapshot of an aster network showing only microtubules (left) and only motor
crosslinks colour-coded according to their type as in A (middle). Plot showing the time-courses of differ-
ent populations of motor crosslinks (coloured lines, colour-coded as in A) and the average microtubule
length (black dashed line) for the aster network. Simulation parameter are the same as in Fig. 3.6A
and B for the active nematic network and the aster network respectively.
microtubule density. Steric interactions promote microtubule alignment and X
links are transformed into H links, indicative of microtubule bundles. (Fig.
3.7B, right). Equal dominance of Hp and Hap links reflects the nematic order of
the mixed-polarity bundles. Short bundles fuse and lengthen as the microtubule
population approaches its steady-state length distribution (Fig. 3.7B, right -
black line). Once the steady-state has been reached the crosslink distribution
stabilises.
In the active nematic network the mixed-polarity bundles extend, disintegrate
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Figure 3.8: Bundles of aligned microtubules extend along their long axis in the simulated nematic
network. (A) Two snapshots at 17 and 25 mins from an active nematic network simulation (parameters
as in Fig. 3.6A). An aligned bundle of microtubules was isolated from the network and shown alone so
that the extension of the bundle can be seen. Microtubules within this bundle were selected on the basis
that any point along their length fell within a 5×5×0.4 µm volume shown by the coloured blue box and
their long axis was oriented at an angle of −93◦ < θ < −53◦ with respect to the vertical. Microtubules
coloured in light and dark grey point in opposite directions. The trajectories of two oppositely oriented
microtubules are highlighted (blue and red). The distance between their static minus-ends increases
due to anti-parallel sliding by motors while their plus-ends grow. Overall anti-parallel sliding results in
the narrowing and lengthening of the entire domain along its axis over time. (B) A plot showing the
average value of 〈vˆ.pˆ〉 (Methods 5.3.1) for a range of different motor speeds. Each point represents one
simulation and the final point (red) represents the active nematic network state. The negative values
of 〈vˆ.pˆ〉 demonstrate that microtubules are being transported backward by motors, which drives the
extension of the microtubule bundles. The magnitude of 〈vˆ.pˆ〉 decreases with motor speed as thermal
motion becomes more significant relative to motor-driven sliding. It does not vanish entirely at zero
motor speed because of a small negative contribution to 〈vˆ.pˆ〉 from growing microtubule plus-ends
pushing against the surrounding network, which drives minus-ends backward.
and are reformed as the network struggles to achieve a globally polarity-sorted
state, recapitulating the ‘active turbulence’ observed in experiments.132,133 While
both Hp and Hap links are motile, only Hap links can drive bundle extension
through the sliding of anti-parallel microtubules. I observed that microtubules
were moving backward in the direction of their minus-ends, as expected under
the action of plus-motors (Fig. 3.8A). I quantified the motor activity in the ac-
tive nematic state with the parameter 〈vˆ.pˆ〉 (Methods 5.3.1) which captures the
proportion of the microtubules’ motion which can be attributed to motor slid-
ing. As expected 〈vˆ.pˆ〉 was negative, reflecting backward motion (Fig. 3.8B, red
circle). I also observed that the magnitude of 〈vˆ.pˆ〉 dropped as the motor speed
was lowered, presumably because the relative importance of motor-directed mo-
tion decreased with respect to diffusive motion (Fig. 3.8B, black circles).
I also observed topological defects in the active nematic state; a defect with
a −12 charge can be seen in the centre of the steady-state snapshots shown in
Fig. 3.7B. Topological defects are a characteristic feature of 2D active nematics
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both in theory and experiment133,139,150–152 that I found appear also in the thin
3D geometry simulated here.
End-links dominate in the polar regime
In the polar aster regime (Fig. 3.6B and Fig. 3.7C), the microtubule growth
speed was decreased to 6 times slower than the motor speed and motors could ef-
fectively accumulate at microtubule plus-ends (vm = 30 nm s
−1, vg = 5 nm s−1).
The end-bound links (T and V ) dominate the crosslink distribution throughout
the simulation (Fig. 3.7C, right). When side-bound links (Hp, Hap and X) form
they are quickly transformed into T links and then V links as motors rapidly
bring plus-ends together. Initially, the plus-ends of newly-nucleated, short mi-
crotubules are coalesced into small asters. The asters grow in size as the mi-
crotubules approach their steady-state length distribution, at which point the
crosslink distribution stabilises. Because microtubules numbers are low, enough
motors can accumulate at the end of each microtubule to maintain the asters -
plus-end connections persist despite the unbinding of individual crosslinks. Al-
though end-links dominate in this regime, Hp links are also evident; they form
on the asters’ spokes and move inwards toward the asters’ centre (Movie 2).
Crosslink activities
It is useful here to summarise the generic activities effected by the different
types of motor crosslinks, which depend on where the motor is bound to the
microtubule (on the side or at the end) and on the configuration of the crosslinked
microtubules (Fig. 3.9).
Figure 3.9: Different activities of plus-motor crosslinks. Cartoons showing the activities of Hap
(pink), Hp (blue), T and V (yellow) crosslinks on a pair of microtubules. Red arrows show direction of
relative microtubule motion.
A plus-motor bound to the sides of anti-parallel microtubules, an Hap link,
will slide them apart. This activity is called polarity-sorting since microtubules
of opposite polarities are spatially separated. In Figure 3.9 the right-pointing
microtubule moves leftward and the left-pointing microtubule moves rightward
with their minus-ends leading. It should be noted that if the motor were minus-
end-directed they would move oppositely with their plus-ends leading. On the
other hand, a motor connecting the sides of parallel microtubules, an Hp link,
will not move them relative to each other but instead will simply process toward
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their plus-ends, effecting a bundling activity. Bundling and polarity-sorting are
the dominant activities in the nematic regime. And finally, a motor that reaches
the plus-ends of one (T link) or both (V link) of the microtubules that it connects
will cluster them together. This activity is dominant in the aster regime.
Classification of the organisational state space
Analysis of the motor crosslinks allowed me to establish a microscopic character-
isation of the polar and nematic networks; end-links (T and V ) dominate in the
polar regime where there are few, slowly-growing microtubules, while side-links
(Hp and Hap) dominate in the nematic regime where there are many relatively
fast-growing microtubules, consistent with the experimental observations.145 I
observed a gradual transition between these two states as microtubule number
and microtubule growth speed were varied (Fig. 3.10), also in agreement with
the experiments.
Figure 3.10: The transition from the nematic network state to the aster state is gradual as microtubule
number and microtubule growth speed are decreased. Snapshots of the final simulation outcomes as
parameters are systematically varied. The number of microtubules (top) and the microtubule growth
speed (bottom) are decreased while holding all other parameters constant. The coloured blue border
indicates simulations with the same parameter values. The type of organisational state is labelled above
the simulation snapshot.
My aim was to find simple rules elucidating the mechanistic principles of
polar versus nematic network organisation; I therefore looked for the control
parameters of the state space. Control parameters reduce the dimensionality
of a high-dimensional space by capturing relationships and correlations between
variables. I therefore required a classification procedure that would allow me to
visualise how the organisational state space changed as the key parameters were
varied. I designed two bespoke metrics with which to classify the networks, an
aster parameter c, and a polarity parameter, P . Both parameters are based on
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the distribution of different link types in the network and the network topology.
The aster parameter is used to determine whether asters are present in the
network. I defined a V -linked cluster as one in which any pair of microtubules
within it are connected via a V -link or can be connected in this way via other
microtubules in the cluster. The parameter c is then defined as the size of the
largest V -linked cluster (C) as a fraction of the total number of microtubules in
the network i.e, c = CNMT . Networks for which c ≥ 0.01 were classified as aster
states. I visualised these states as dark red in the classified state space (Fig.
3.11A).
If the simulated network was not classified as an aster state then the parame-
ter P was used to quantify the degree of polarity-sorting and the transition from
the polar to the nematic states. P was defined as the number of Hp links in the
network as a fraction of the total number of H links i.e. P =
Hp
Hp+Hap
. A totally
polarity-sorted network would thus have P = 1 and a nematic network would
have P = 0.5. This parameter was visualised in the classified state spaces as a
colour gradient from blue (P = 0.5) to red (P = 1) (Fig. 3.11A). I tested the
reproducibility of the simulations and the robustness of this classification pro-
cedure by repeating simulations and observing that the classifications did not
change significantly (Fig. 3.11B).
3.3.2 The number of motors per microtubule, Nmot/NMT is a
critical determinant of network organisation
Now that I had a classification procedure with which I could visualise the state
space I scanned and classified a large parameter space, varying motor number,
microtubule number and microtubule growth speed. First, I wanted to under-
stand how the composition of the system i.e. the numbers of motors and micro-
tubules, affects the organisational outcome. I therefore scanned and classified
three planar sections of the parameter space at constant microtubule number,
varying motor number along the x-axis and microtubule growth speed along the
y-axis (Fig. 3.12A). In all three state spaces nematic networks are found in the
upper half of the phase space, colour-coded blue. The transition between the
nematic network states and the polar aster states is seen in the gradual colour
change from blue to red along a diagonal axis going from the top left-hand corner
to the bottom right-hand corner.
Comparing the three state spaces at three different microtubule numbers I
observed that the continuous boundary between the nematic and polar states
shifted systematically to the right as the microtubule number was increased; at
higher microtubule numbers the region occupied by the nematic networks grew
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Figure 3.11: Simulation outcomes are classified according to two parameters; c and P . (A) The
values of C and P are shown overlaid on snapshots from 9 simulations varying microtubule growth
speed and motor number (C = c × NMT ). The classified state is displayed in the state space to
the right as a coloured circle according to the classification key. (B) Classified state spaces from two
repeated parameter scans. Each circle represents one simulation.
at the expense of the aster states. I found that all three state spaces could be
collapsed together by plotting the same data as a function of microtubule growth
speed and a new combined parameter- the number of motors per microtubule,
Nmot/NMT (Fig. 3.12B). This suggests that Nmot/NMT is a control parameter
of network organisation. Nmot/NMT captures the intuitive notion that the or-
ganisational capacity of the system is not determined by the absolute numbers
of its components but by their relative numbers. In other words, increasing the
number of microtubules would require a proportional increase in the number of
motors in order to achieve the same organisational outcome. In particular, I
observed that aster formation requires that not only must motors move fast rel-
ative to microtubule growth but Nmot/NMT must be high (Fig. 3.12B, bottom
rows of state space). This is likely because a threshold number of motors per
microtubule must be accumulated at microtubule plus-ends in order that stable
plus-end connections are maintained at the centre of the aster, while individual
crosslinks stochastically unbind.
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Figure 3.12: The number of motors per microtubule, Nmot/NMT , is a critical parameter of network
organisation. (A) Three classified state spaces showing the organisational state of the network as a
function of microtubule (MT) growth speed and motor number at three different numbers of micro-
tubules. Each circle represents one simulation. (B) The three state spaces above can be collapsed
onto a single space by plotting the data as a function of growth speed and the number of motors per
microtubule. When simulations are coincident in the collapsed phase space the circle is divided between
them.
3.3.3 The ratio of motor speed to microtubule growth speed,
vm/vg, is a critical determinant of network organisation
The first identified control parameter summarises how system composition in-
fluences network organisation. I next wanted to understand the role of motor
and microtubule kinetics. It is clear from the experiments and simulations that
polar aster states are promoted when motors move fast relative to microtubule
growth and vice versa for nematic states, but a quantitative statement is missing
- is the difference in motor speed and microtubule growth speed critical or some
other relation? To answer this question I varied both microtubule growth speeds
and motor speeds, while holding the microtubule number constant, and observed
how the classified state spaces changed.
Starting with a collapsed state space, as in Fig. 3.12B, I found that scaling
both the motor speed and microtubule growth speed by a factor of 3 or by a
factor of 5 did not greatly affect the structure of the state space (Fig. 3.13A).
In fact, all this data could be collapsed together by plotting it as a function of
a second combined parameter- the ratio of the motor speed to the microtubule
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Figure 3.13: The ratio of microtubule growth speed to motor speed, vm/vg, is a critical parameter
of network organisation. (A) Three classified and collapsed state spaces for three different motor and
microtubule (MT) speed scalings. Speeds are increased by a factor of (3) middle and 5 (right). (B)
State space showing data collapse of the classified state spaces in A by plotting the data as a function
of the ratio of microtubule growth speed to the motor speed and the number of motors per microtubule.
When simulations are coincident in the collapsed phase space the circle is divided between them.
growth speed, vm/vg (Fig. 3.13B). Attempting to collapse the data using the
difference in speeds as a combined parameter failed (Fig. 3.14). This suggests
that the ratio of motor speed to microtubule growth speed, vm/vg, is a second
control parameter for network formation.
Theoretical motor distribution along a growing microtubule
Why is the ratio of motor speed to microtubule growth speed a control param-
eter? I had observed that the nematic network and polar aster states have a
characteristic crosslink distribution; polar aster states exhibit a dominance of
end-links (T and V ) and nematic states exhibit a dominance of side-links (Hp
and Hap), which reflects the capacity of the motors to reach the microtubules’
growing plus-ends. I wondered how, mathematically, the parameter vm/vg was
influencing this crosslink distribution. With the intuition that a single active
unit of a network is to some degree representative of the whole, I turned to an
analytically tractable single filament model of microtubule-motor binding kinet-
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Figure 3.14: Attempting to collapse the three state spaces in Fig. 3.13A by plotting the data as
a function of the difference in motor speed and microtubule (MT) growth speed fails. (Left) Three
collapsed and classified state spaces, as in Fig. 3.13A. (Right) State space showing data collapse of the
classified state spaces in A by plotting the data as a function of the difference in microtubule growth
speed and motor speed. Where simulations were coincident in the collapsed state space the circle was
divided between them. y-axis is not shown to scale.
ics. In particular, I was interested in the populations of end-bound motors and
side-bound motors on a single filament (Fig. 3.15A). Extrapolating from a single
filament description to a whole microtubule-motor network; end-bound motors
correspond to T and V links while side-bound motors correspond to Hp and Hap
links. I based the single filament model on the following assumptions:
(i) Microtubules have a finite length and grow with velocity vg.
(ii) Motors move toward microtubule plus-ends with a constant velocity vm.
(iii) Motors bind and unbind stochastically to the side of the microtubule with
rate k′a (molecules per unit length per time) and kd (molecules per time)
respectively.
(iv) Motors that reach the plus-end of the microtubule do not detach immedi-
ately but remain bound and unbind stochastically at a rate ke.
This model is a continuous approximation of the classic TASEP model of
a driven lattice gas154,155 and analytic results for a more general version have
been previously reported by Tischer et al.156 I developed these results for the
model described above, looking to identify the role of the parameter vm/vg in
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Figure 3.15: Theoretical analysis of motors binding and unbinding on a single growing filament. (A)
(Top) Schematic representation of the single filament model showing binding and unbinding kinetics of
a motor on a microtubule. Binding and unbinding of motors from the side of the microtubule occurs
at rates k
′
a and kd respectively. Motors move deterministically at speed vm to the plus-end that is
growing at speed vg . Motors unbind from the plus-end at rate ke. (Bottom) Example motor density
profile. Dotted area represents the total number of motors on the side, ns, and lined area represents
the total number of motors at the plus-end, ne. (B) Plot showing the time evolution of the ratio of
end-bound motors to side-bound motors on a single growing filament for different pairs of parameters
vm and vg . Coloured points represent average results from 100 simulations and black lines correspond
to theory (Equation 3.5). Inset shows the average length of the microtubules over the same period for
two parameter sets.
the spatial distribution of motors on a microtubule.
The density of motors on the microtubule side, ρ(x, t), defined for 0 < x,
follows the equation,
∂tρ = k
′
aΘ(vgt− x)− kdρ− vm∂xρ (3.1)
where the unit step function Θ(...) allows motors to bind only to existing
positions on the microtubule side, since Θ(vgt− x) = 1 for x < vgt and is equal
to zero otherwise. The total number of side-bound motors, ns(t), is then given
by
ns(t) = ρ0
(
L(t)− λm
(
1− e−L(t)λm
))
(3.2)
where ρ0 = k
′
a/kd and λm = vg/kd. The total number of end-bound motors,
ne(t), can be found by balancing fluxes at the microtubule’s plus-end,
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Figure 3.16: The ratio of end-bound motors to side bound motors increases as vm/vg increases. Plot
showing the result of Equation 3.5 for different values of vg holding vm constant at 30 nm/s and at
different time points.
∂tne(t) = −kene(t) + (vm − vg)ρ(vgt, t). (3.3)
The first term on the right-hand-side accounts for unbinding of motors from
the tip of the microtubule and the second term accounts for the incoming flux
from the microtubule’s side. With the initial condition ne(t) = 0, Equation 3.3
can be solved to give,156
ne(t) = n∞
(
1− ψe−L(t)λm − (1− ψ)e−L(t)λe
)
(3.4)
where n∞ = ρ0ke (vm − vg) is the number of motors at the end of an infinitely
long microtubule, λe = vg/ke and ψ = (1 − λe/λm)−1 is a factor controlling
which of the transient terms in Equation 3.4 dominates the evolution of ne(t).
Dividing Equation 3.4 by Equation 3.2 gives,
ne(t)
ns(t)
=
(v′ − 1)
(
1− ψe− kdtv′ − (1− ψ)e−ket
)
ke
(
t− v′kd
(
1− e− kdtv′
)) for t > 0 (3.5)
where v′ = vm/vg and the factor ψ can be rewritten in terms of v′; ψ =
(1− v′(kdke ))−1.
From Equation 3.5 we see that the critical parameter vm/vg is setting the
ratio of end-bound to side-bound motors on a single filament at time t, when
kd and ke are fixed. Numerical simulations of this model agree with the result
(Fig. 3.15B). When vm/vg is high, motors can efficiently accumulate at micro-
tubule ends and ne/ns is high (Fig. 3.16). Extrapolating the single filament
picture to a whole microtubule-motor network suggests that when vm/vg is high
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there are many end-bound links (T and V ) relative to side-bound links (Hp,
Hap and X), which is the characteristic crosslink distribution of the polar aster
states. Conversely, when vm/vg is low there are many side-bound links rela-
tive to end-bound links, which is the characteristic crosslink distribution of the
nematic states. The organisation of the state space in Figure 3.13B confirms
this interpretation. In summary, the second control parameter, vm/vg, sets the
competition between side-bound and end-bound crosslinks in the network and
hence drives the transition between polar and nematic network states.
3.4 Discussion
In this chapter I investigated the microscopic mechanisms of polar versus nematic
microtubule-motor network organisation with a computational model developed
in Cytosim, based on an in vitro system of dynamic microtubules and the human
mitotic motor kinesin-5 (KIF11). I scanned a large multi-dimensional parameter
space and observed a variety of organisational states, consistent with what has
been observed from a body of in vitro work.92,130–134,145 Previous simulations of
static microtubules in a confined space generated a state space that maps well
onto mine,157 supporting the generality of its structure.
Through a process of empirical dimensionality reduction I was able to iden-
tify two control parameters governing network organisation. The first control
parameter was the number of motors per microtubule, Nmot/NMT , which cap-
tures the organisational capacity of the network as a ratio of its two active
components. In particular, I observed that aster formation requires Nmot/NMT
to be high. The second control parameter was the ratio of the motor speed to
the microtubule growth speed, vm/vg. This parameter captures the competition
between side-bound and end-bound motors which in turn determines the propen-
sity of the network to form either polar or nematic states. Polar states arise from
conditions where end-bound motors dominate (corresponding to high values of
vm/vg) and nematic states arise from conditions where side-bound motors dom-
inate (corresponding to low values of vm/vg). These control parameters define
a two-dimensional state space describing system composition (Nmot/NMT ) and
system kinetics (vm/vg) (Fig. 3.17A.)
Both control parameters are dimensionless and combine a motor and a mi-
crotubule property, highlighting the importance of system-level properties in
understanding collective network behaviour. They show that generic properties
of dynamic microtubules and motors, not dependent on specific molecular details
of the motor or the end to which it walks, together determine the outcome of
self-organisation. The control parameters should therefore also apply to minus-
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motors, if the speed of minus-end growth is appropriately tuned - and this was
indeed shown to be the case.145 Roostalu et al. explored the organisational ca-
pacity of kinesin-14 (HSET) and microtubules growing with inverted dynamics
by blocking plus-end growth and making minus-ends grow at a tunable speed.
When minus ends were made to grow slowly (high vm/vg), polar asters formed
and when minus-ends were made to grow fast (low vm/vg), active nematic net-
works were generated. This is a remarkable result given the strikingly different
structural and kinetic properties of kinesin-5 and kinesin-14.
The tilted boundaries between the nematic and polar states in the state
spaces (Fig. 3.12 and Fig. 3.13) suggest that the first control parameter,
Nmot/NMT , can to some extent counteract the influence of the second control pa-
rameter, vm/vg, in agreement with experimental observations.
145 Nematic states
can occur at high values of vm/vg, where polar states are favoured, if Nmot/NMT
is small and the organisational capacity of the system is low. However, it should
be noted that Nmot/NMT is only expected to be a control parameter within a
limited range of NMT , since NMT also independently affects the organisation of
the system by determining the density of microtubule crossings. For example,
Nmot/NMT can in principle be high enough for aster formation at the same time
that NMT is so low that microtubules have a very small chance of crossing one
another - in this case asters will not form.
Figure 3.17: Two control parameters govern nematic versus polar microtubule-motor self-organisation
and elucidate the mechanisms of spindle assembly. (A) Schematic representation of the in vitro organ-
isational state space of a plus-motor and tunably dynamic microtubules. (B) (Top) Cartoon of bipolar
spindle organisation by the plus-motor kinesin-5 and the minus-motors dynein and kinesin-14. (Bottom)
Cartoon of spindle defects brought about by inhibiting the activity of either a plus- or minus-motor.
Similarly, the validity of the second control parameter - the ratio of motor
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speed to microtubule growth speed - has been demonstrated only for the range
of values explored in this study. Figure 3.15 shows that at a given time point
in a microtubule’s lifetime the ratio of end-bound motors to side-bound motors
depends on vm/vg. However, the microtubule length at this time will depend
only on vg (Fig. 3.15B, inset). In my simulations the average microtubule length
was held constant as growth speeds were varied, meaning that slower-growing
microtubules with longer lifetimes will progress further down the kinetic trajec-
tories described by the curves in Figure 3.15B than faster-growing microtubules.
This means that for constant vm/vg, ne/ns will be lower on average for slower-
growing microtubules than for faster-growing microtubules, although initial val-
ues of ne/ns will be the same. The fact that vm/vg was found to be a control
parameter in the simulated networks could therefore be considered somewhat
surprising. Two explanatory factors likely contribute to this observation: (i)
the range of values of vm/vg explored here, from 1 - 6, is small enough that the
growth-speed-dependent differences in ne/ns are not significant and (ii) coop-
erative network effects that are not present in the single filament model could
mean that initial values of ne/ns are more important than average values. For
example, in the polar aster regime one can imagine that the accumulation of
motors at the plus-end of a newly-nucleated microtubule is positively reinforced
by other microtubules that are clustered around it. Thus the behaviour of a
microtubule is established, to some degree, early on in its lifetime and before
growth-speed-dependent differences in ne/ns come into effect.
In addition to this limitation, the interaction of other kinetic parameters
with vm and vg can affect the organisational outcome and restrict the range in
which the control parameter vm/vg is valid. For example, within the range of
motor speeds explored here the run length of the motor, determined by vg and
kd, is long enough for motors to accumulate at the microtubule plus-end. In a
regime where kd was so high that motors become effectively non-processive, it
is likely that the organisational state space would change independently of vm/vg.
Taking these limitations into account, the conservative interpretation of the
control parameter vm/vg is that the organisational capacity of a motor can only
be understood by taking into account the dynamic properties of the microtubules
which it is organising. This result has interesting implications regarding the
asymmetry of microtubule growth in vivo. It suggests that fast-growing micro-
tubule plus-ends and static minus-ends favour nematic versus polar organisation
by plus- and minus-motors, respectively. This simple design principle can be
readily applied to the structure of the bipolar spindle; plus-motors organise fast-
growing plus-ends in the central nematic region while minus-motors organise
static minus-ends into the two poles (Fig. 3.17B). Furthermore, the gradual
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change in microtubule polarity between nematic and polar states seen in the
experimental and simulated state spaces could imply that the polarity gradient
observed in spindles61 could be a result of gradually changing control parameters
from spindle centre to pole. Balanced motor activities and localised nucleation
are also likely to be important in establishing a stable coexistence between polar
and nematic states in the spindle.61,62
The control parameters identified here also provide explanations for several
spindle defects observed in cells or cell extracts (Fig. 3.17B). For example, an
artificial kinesin-5 that is fast enough to reach microtubule plus-ends has been
shown to disrupt nematic organisation in the centre of the spindle, forming an
inverted central pole which leads to the separation of two half-spindles.158 This
phenotype demonstrates the physiological importance of the relative speed of the
motor and microtubule growth. What’s more, the importance of the number of
motors per microtubule may explain why a number of perturbations that lead to
a reduction in microtubule numbers without affecting motor number disrupt ne-
matic organisation in the spindle midzone and favour monopolar or multi-polar
spindle phenotypes.159–163
Interestingly, systems of dense, static microtubules and fast kinesin clusters in
the presence of a depletion agent, generated active nematic networks rather than
asters,132,133 contrary to the rules identified here. It appears that the depletion
agent changed the rules of self-organisation. This is likely because depletion-
induced microtubule bundling strongly promotes the formation of side-bound
crosslinks and nematic states, despite motors moving fast relative to the micro-
tubule end.
The results of this chapter provide simple rules for the collective behaviour of
motors and dynamic microtubules, elucidating the mechanisms of nematic ver-
sus polar network self-organisation. The next step will be to apply these rules to
the more complex case of coexisting polar and nematic states, like in the spindle.
One could imagine that by combining a plus- and minus-motor with asymmet-
ric microtubule dynamics i.e. plus-motors organising fast-growing plus-ends and
minus-motors organising slowly-growing minus-ends, a balance of motor activi-
ties could be established. But it is unclear whether additional regulation, such
as localised nucleation, would also be necessary. Testing mixed-motor scenarios
in silico is an exciting possibility for the future which also has the potential to
guide further in vitro work.
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Chapter 4
Effects of steric interactions
and spatial dimensionality on
the state space of
microtubule-motor
self-organisation
4.1 Introduction
From the body of in vitro work described in §3.1 a set of archetypal microtubule-
motor networks have emerged, which each have distinct properties regarding
network connectivity, orientational order (polar or nematic) and force produc-
tion (contractile or extensile). The contractile states include locally contractile
asters92,130,131,134,144 and globally contractile networks.131,149 While the ac-
tive nematic networks, including (thick) active gels132,133,145 and monolayers
of active liquid crystals,139,150 exhibit extensile behaviour. The experiments of
Roostalu et al. that motivated the work of Chapter 3 demonstrated that two
motors with opposite directionalities and very different biochemical properties
could both produce all of these network types,145 emphasising their generality.
A number of microscopic models have been developed to describe these dif-
ferent states and have helped elucidate the mechanisms of network formation.
Most have been built on the idea that motors exert forces by their motion which
move filaments in a viscous Brownian medium. However, the details of imple-
mentation and the level of complexity have differed considerably between mod-
els. For example, filaments have been simply and efficiently represented as rigid
rods in some models,164–167 while in others they have been more accurately de-
scribed as flexible polymer chains.157,168–171 Motors can exert forces by moving
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deterministically along filaments166–168 or through stochastic stepping.157,169,170
Some modelling decisions seem to be more important than others. In partic-
ular, the spatial dimensionality of a model (two or three-dimensional) and the
inclusion/omission of direct filament-filament interactions representing repulsive
steric or attractive depletion forces are decisions that appear to influence the
types of organisational states that a model can represent.
Two-dimensional models without steric interactions are the simplest. They
are sufficient to recapitulate aster formation130,134,148 and globally contractile
networks,168 but they have not reproduced extensile nematic states, which are
theoretically expected to require the presence of filament-filament interactions
promoting alignment.172 In several coarse-grained mesoscopic models filament
alignment and nematic states have been generated in the absence of steric inter-
actions through the inclusion of implicit motor-crosslinking activity171,173 - but
it is unclear whether this is generally the case for models in which motors are
explicitly represented as mechanical entities. On the other hand, when steric in-
teractions have been implemented in two-dimensional models, aster states have
been confined to a low density regime170 and nematic states have been well-
represented.164,165,169,170
Nematic states are also well-represented in thin three-dimensional models
including steric interactions.145,157 In contrast to the two-dimensional case, the
inclusion of steric interactions in three-dimensions does not appear to inhibit the
representation of contractile states; isotropic global contractions167 and locally
contractile asters have also been reproduced.145,157
The question arises as to how the choices of spatial dimensionality and steric
interactions affect the organisational state space represented by a given model.
In particular, can a two-dimensional model be sufficient to represent quasi-two-
dimensional microtubule networks, as has commonly been assumed164,165,169,170?
For a model to have predictive power, it must go beyond simply representing the
experimental observations, it must faithfully capture the physics of the system.
On the other hand, depending on the focus of the study it may be sensible to
make modelling decisions that favour the representation of one type of network
over another. Ultimately, it is important that these decisions are not guided
solely by intuition or convenience - a systematic evaluation is currently missing.
In this chapter I will describe how I used the Cytosim framework to inves-
tigate the effects of spatial dimensionality and steric interactions on the repre-
sentation of three archetypal network states; locally contractile asters, globally
contractile networks and extensile active nematic networks. By controlling the
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ability of microtubules to cross, I found that steric interactions and spatial di-
mensionality play critical and distinct roles in each network type and together
determine the state space of microtubule-motor self-organisation accessible to a
given model. Based on my findings I will finally make recommendations about
appropriate modelling choices. The results presented here have been previously
published, see Rickman et al.174 In the following, figures have been taken directly
or modified from the published work with full permission.
4.2 Model
In Chapter 3, I explored a model system of dynamic microtubules and kinesin-5-
like motors and found that a state space encompassing both nematic and polar
states could be traversed by tuning two control parameters of network organ-
isation. My aim here was also to investigate nematic states (active nematic
networks) and polar states (globally contractile networks and asters) and I was
therefore able to build upon this previous work.
Figure 4.1: Three models are explored with different dimensionalities and including/omitting steric
interactions. Schematics of the three model geometries showing two microtubules in the simulation
space (not drawn to scale). Two of the models are two-dimensional with square, periodic boundary
conditions in the x- and y-directions. The 2D model allows microtubules to cross in the absence of steric
interactions, while the 2D+S model includes steric interactions between filaments (represented by green
lines) which penalise microtubule crossings. The three-dimensional 3D+S model is thin and bounded in
the z-direction, with square periodic boundaries in the x- and y-directions. Steric interactions prohibit
crossings in the x-y plane.
I started with the same basic framework of dynamic microtubules, micro-
tubule nucleators and plus-motors, described in detail in §5.2. Essentially, mo-
tors bind and crosslink microtubules and walk to their plus-ends exerting forces
as they do so. As in Chapter 5.2, a fixed number of randomly distributed
microtubule nucleators created microtubules at rate knuc, mimicking the self-
organisation assays of Roostalu et al. that generated all archetypal network
states.145 Microtubule growth followed a two-state dynamic instability model,175
characterised by a growth speed, vg, a catastrophe frequency, fcat, and a shrink-
age speed, vs.
84
While in Chapter 3 I focussed on active nematic networks and asters, here
I was interested also in globally contractile networks. It has been observed ex-
perimentally and theoretically that the length distribution of microtubules can
affect the dynamics of a globally contractile network, with longer microtubules
tending to increase contractility.167 Intuitively, increasing the mean length of
microtubules within a network increases the number of crossings and indeed
simulations have shown that increasing microtubule crossing density alone can
enhance contractility.148 To optimise conditions for generating global network
contractions I therefore doubled the mean microtubule length, L, as compared
to the model of Chapter 3 - from 2.5 to 5 µm.
Unless otherwise stated the microtubule growth speed was constant through-
out the simulations. However, in order to further optimise conditions for global
contractions I implemented an alternative ‘fast initial growth’ condition that
increased the microtubule crossing density at early times in the simulation (dis-
cussed further in §4.3). Microtubule growth speed was set dynamically from
the total length of the microtubules at a given time point i.e. vg(t) = α
(
1 −
1
Ω
N∑
i
Li(t)
)
, where α is the maximum growth speed,
∑
Li(t) is the total length
of microtubules at time t and the constant Ω represents an upper bound on
the total microtubule length. These assumptions intend to represent conditions
in which the amount of tubulin from which microtubules polymerise is finite.
Under these conditions microtubule growth was initially very fast when the mi-
crotubules were newly-nucleated and plateaued as the total microtubule length
approached its steady-state value. The speed, α, and the length, Ω, were chosen
so that vg in the steady-state was the same under the constant growth condition
and the fast initial growth condition.
In order to systematically investigate the effects of spatial dimensionality
and steric interactions on the state space of microtubule-motor self-organisation
I compared the results of three different models, using the modelling elements
described above (Fig. 4.1). Two of the models are two-dimensional with square
periodic boundaries; the first model allows microtubules to cross in the absence of
steric interactions (2D), while the other includes steric interactions between fila-
ments which penalize microtubule crossings (2D+S). The x- and y-dimensions of
the simulation geometry were chosen to be large enough to mimic an unbounded
space; the dimensions were 16L× 16L. The third model is three-dimensional in
space and includes steric interactions (3D+S). The simulation space was bounded
and thin in the z-direction and periodic in the x- and y-direction. With the con-
finement in z being smaller than L (z ≈ 0.04L), microtubules tended to align in
the x-y plane but could pass each other in the third dimension, allowing appar-
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ent ‘crossings’ to be formed if the system is projected onto the x-y plane. The
strength of the steric force was chosen to be large enough that steric interactions
dominated over thermal fluctuations but small enough to be comparable to the
forces produced by crosslinking motors. Hence, there is only a small probability
that two microtubules will cross in the 2D+S model dependent on their crossing
angle and the forces acting upon them.
The results of Chapter 3, based on the experiments of Roostalu et al., greatly
guided my parameter exploration. However, I was not constrained to their mea-
sured values of microtubule growth speed and motor speed since my question
here has a more methodological focus. I therefore used a key result of Chap-
ter 3 - that vm/vg is a control parameter of network organisation - to reduce
computation times by scaling both the microtubule growth speed and the mo-
tor speed by a factor of ten. Within this scaling I expected to find polar and
nematic regimes in similar regions of parameter space as in Figure 3.13. Other
parameter values follow closely those used in Chapter 3 and were chosen based
on previously measured values where possible (Table 7.2).
To explore the parameter space I varied the two control parameters of net-
work organisation identified in Chapter 3; the number of motors per microtubule,
Nmot/NMT and the ratio of motor speed to microtubule growth speed, vm/vg.
Since microtubule density has been shown to affect organisational outcomes, par-
ticularly in the presence of steric effects,170 I also varied microtubule numbers
over a wide range, from sparse networks to networks that filled the simulation
space. Microtubule densities reported as a packing fraction refer to the 2D+S
model. The packing fraction, Φ, is defined as the total area occupied by the
steady-state microtubule population divided by the total area of the simulation
space: Φ = 2L × steric radius × NMT /(16L2). Packing fractions from 0.1 - 1
were explored.
The representations of different networks in the three models will be quantita-
tively assessed using a small set of parameters (Methods §5.4); the nematic order
parameter, S, which characterises local filament orientation; a derived quantity,
Sv, which identifies the presence of asters in a network; the maximum cluster size,
quantifying network connectivity; and the numbers of different types of motor
crosslinks, which captures the microscopic mechanisms of network organisation.
Systems were simulated for at least five times as long as the average lifetime
of the microtubules in order to reach a steady-state network organisation, as
indicated by the steadiness of the crosslink distribution.
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4.3 Results
Active nematic network states require steric interactions
The active nematic network state is made up of microtubule bundles which
extend along their long axis due to the antiparallel sliding activity of motors,
generating ‘active turbulence’. Two conditions are critical for this state: (i) the
turbulent activity of the network is generated through the interaction of the
microtubule bundles, requiring a high density of microtubules and (ii) efficient
antiparallel sliding activity requires that motors dwell mostly on microtubule
sides, rather than at their ends, achieved by microtubules growing quickly rela-
tive to the speed of the motors i.e. vm/vg ≤ 1.
Figure 4.2: Active nematic networks form in the presence of steric interactions (A) Snapshots of
steady-state networks generated in simulations of the 2D, 2D+S and 3D+S model. In all figures the
3D simulation snapshot is a projection onto the x-y plane, microtubules are coloured according to
their orientation (see colour wheel inset in left-hand image) and motors are not shown. In the bottom
half of the left-hand image only a fraction of the microtubules is displayed for visual clarity. Φ = 1,
NMT = 12800, Nmot/NMT = 3, vm/vg = 1. For all other parameters see Table 7.2. (B) Three plots
showing the kinetics of the crosslink distributions for the simulations represented in A. Left-hand axis
and solid lines show the numbers of the different link types over time (X: grey, Hap: purple, Hp: blue,
T : orange, V : yellow). Right-hand axis and dashed, red lines show the average microtubule length.
I therefore set the packing fraction of microtubules at its maximum value
(Φ = 1) and the microtubule growth speed equal to the motor speed (vm/vg = 1),
guided by the results of Chapter 3 (Fig. 3.13). The number of motors per
microtubule was set relatively low (Nmot/NMT = 3), sufficient to generate mo-
tor sliding activity while keeping computation times within a reasonable range.
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Snapshots of the steady-state networks are shown in Fig. 4.2A. Nematic net-
works of aligned and mixed-polarity microtubule bundles were observed in the
2D+S and 3D+S models which include steric interactions (Fig. 4.2A middle and
right), but not in the 2D model (Fig. 4.2A left).
In the 2D model microtubules were free to cross and the network was dis-
ordered at all scales and at all times (Fig. 4.3A top, Movie S3). Analysis of
crosslinks shows that equal numbers of Hp, Hap and X links dominated the net-
work in the steady-state (Fig. 4.2B left). Since the connection angles defining
these link types are equal partitions of the unit circle, this is indicative of an
isotropic organisation. While crosslinking motors acting on isolated microtubules
can promote their alignment independently of steric forces,171 this was prevented
here due to the competing effects of multiple crosslinks acting along the same
microtubule. Microtubules instead appeared to ‘glide’ over one another, moving
in the direction of their minus-ends (Fig. 4.3B).
Network formation in the 2D+S model, in which microtubules crossings are
prohibited, proceeded very differently. Short microtubules at the start of the
simulation aligned as soon as they touched due to steric interactions and small
bundles formed which extended and fused as the microtubules grew (Fig. 4.3A
middle, Movie S3). X links are therefore absent throughout the simulation and
the steady-state is characterised by an almost equal dominance of Hp and Hap
linksi, reflecting the topology of the aligned mixed-polarity bundles. The bun-
dles extended along their long axis due to antiparallel sliding by motors which
drove the formation of motile topological defects (Fig. 4.3A middle, Movie S3)
as predicted theoretically151,152 and observed in experiments.133,139,150
In the 3D+S network microtubules could form crossings in the x-y plane by
moving over one another in the z-dimension. At early times in the simulation
there was a significant population of X-links formed at the crossings of short
microtubules (Fig. 4.2B right). As the microtubules grew longer however, steric
interactions became more significant and the microtubules began to align into
bundles (Fig. 4.3A bottom, Movie S3). The X links were depleted in favour of
H links, reflecting an increase in the local nematic order and leading to a steady-
state crosslink distribution that was in proportion with the 2D+S model (Fig.
4.2B right). It should be noted that there were fewer crosslinking motors present
in the 3D+S network as compared to the 2D and 2D+S networks because the
motors diffuse within a larger space. As in the 2D+S model the bundles extended
iThe Hp link population is slightly higher than the Hap link population, likely because the
Hap crosslinks are under higher tension due to the antagonistic motion of their two motor
heads, resulting in higher load-dependent unbinding rates.
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generating motile topological defects, but the boundaries of the bundles and
defects were less distinct due to microtubule crossings (Fig. 4.3A bottom, Movie
S3).
Figure 4.3: Kinetics of network formation in the active nematic regime. (A) Time-courses showing
snapshots from the simulations in Figure 4.2. In the bottom half of the images only a fraction of the
microtubules is displayed for visual clarity. (B) Partial snapshots from the 2D simulation shown in
Figure 4.2 taken at 160 s, 200 s and 240 s. Three microtubules in the network have been isolated to
show their backward ‘gliding’ motion along their axes. Plus-ends are indicated by a circle.
X and Hap links present in the networks drove microtubule motion, which
can be quantified by the parameter 〈v.pˆ〉, the ensemble-averaged component of
the microtubules’ velocity along their axes (Methods §5.4.3). All three models
exhibited negative values of 〈v.pˆ〉 (Fig. 4.4A), demonstrating that microtubules
were moving backward in the direction of their minus-ends, a consequence of
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anti-parallel sliding by plus-motors. In the 2D model there were equal numbers
of X and Hap links resulting in isotropic, uncorrelated microtubule motion. By
contrast in the 2D+S and 3D+S models only Hap links drove microtubule sliding
in the steady-state and the microtubule motion was locally correlated within the
bundles (Movie S3). Lowering the motor number decreased the magnitude of
〈v.pˆ〉 (Fig. 4.4A), indicating that the activity was concentration dependent, as
in experiments.132 The sliding activity was strongest in the 2D model, for which
the magnitude of 〈v.pˆ〉 was highest, likely because the motion of microtubules
was least restricted due to the absence of steric interactions. While steric inter-
actions in the 2D+S and 3D+S models do not inhibit the sliding of perfectly
aligned microtubules, relative motion of microtubules crosslinked at larger an-
gles is inhibited.
Figure 4.4: Extensility and nematic order in the active nematic regime. (A) Plot showing the average
projected microtubule velocity, 〈v ·pˆ〉, at varying motor number for each model. All other parameters as
in Figure 4.2A. (B) Plot showing the 2D nematic order parameter, S, at varying microtubule packing
fraction, Φ, for each model (2D: black circles, 2D+S: red squares, 3D+S: grey triangles). All other
parameters as in Figure 4.2A. Solid data-points represent the simulations shown in Figure 4.2A.
The parameter 〈v.pˆ〉 quantifies motor activity but does not distinguish be-
tween isotropic and aligned networks. For this I used the orientational order
parameter S, which captures the degree of nematic order; a value of 1 indicates
a perfectly aligned system and a value of 0 indicates an isotropic system (Meth-
ods §5.4.2). Reflecting the observed differences, the nematic order was high in
the steady-state networks of the 2D+S and 3D+S models (S ∼ 0.6−0.8), while in
the 2D model there was no nematic ordering (S ≈ 0) (Fig. 4.4B, solid points). In
order to evaluate the propensity for nematic network formation in each model I
then looked at how S changed with microtubule density. In the 2D+S and 3D+S
models I observed a density-driven transition between the isotropic and nematic
state;176 lowering the packing fraction from 1 to 0.1 led to a continuous decrease
in values of S (Fig. 4.4B). S decreased more steeply in the 3D+S network, which
become isotropic at low microtubule densities. The 2D+S network retained a
degree of nematic ordering even at the lowest microtubule density (Φ = 0.1),
demonstrating that this model is the most conducive to nematic states. This
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can be understood because the 2D+S model imposes the greatest restrictions
on microtubule crossings, with the combination of reduced spatial dimensional-
ity and steric interactions, and concurrently most strongly favours microtubule
alignment. In the 2D model where crossings are unrestricted, nematic states are
unachievable, S ≈ 0 for all microtubule densities.
Aster formation is inhibited by steric interactions
I next wanted to investigate aster formation. Aster formation requires that mo-
tors can effectively reach microtubule plus-ends and accumulate there, such that
end-bound motors dominate over side-bound motors. Guided by the results of
Chapter 3 (Fig. 3.13) I therefore set the motor speed to be 6 times faster than
the microtubule growth speed (vm/vg = 6). I first wanted to test aster forma-
tion under relatively unfavourable conditions, in order to highlight discrepancies
between the three models. A 2D microscopic model including steric interactions
has previously identified high filament density as a hindrance to aster forma-
tion,170 so I again set the microtubule packing fraction at its maximum value
(Φ = 1). From the results of Chapter 3 I also knew that aster formation is
favoured when the number of motors per microtubule is high. In order to dis-
favour asters I therefore set Nmot/NMT at the relatively low number of 4.
Snapshots of the steady-state networks in Figure 4.5A show that aster states
were generated by the 2D and 3D+S models, but not the 2D+S model. In the 2D
and 3D+S models in which microtubule crossings are allowed, radial microtubule
arrays could be established through the coincidence of microtubule plus-ends at
the centre of asters and the overlapping of microtubules within and between
asters (Fig. 4.5A right and left). However, in the 2D+S model crossings are
prohibited and radial arrays did not form due to lack of space; instead partial
radial arrays, resembling fans, covered the simulation area (Fig. 4.5A middle).
These observed differences were not reflected in the kinetics of the crosslink
distributions (Fig. 4.5B). In all three models the population of V links peaked at
early times, as motors accumulated strongly at the ends of short, newly-nucleated
microtubules. As the average microtubule length approached its steady-state
value, the population of V links decreased as end-links were depleted in favour
of side-links. For all three models Hp links are present in significant numbers in
the steady-state, processing along the polarity-sorted microtubule arrays gener-
ated and maintained by the V and T links which, in sum, dominated the network.
Throughout the simulations of the 2D and 3D+S models arms of separate
asters overlapped resulting in aster fusion (Fig. 4.6 top and bottom, Movie S4),
whereas fusion did not occur in the 2D model. To characterise the observed
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Figure 4.5: Steric interactions inhibit aster formation at high microtubule densities. (A) Snapshots
of steady-state networks generated in simulations of the 2D, 2D+S and 3D+S model. Φ = 1, NMT =
12800, Nmot/NMT = 4, vm/vg = 6. For all other parameters see Table 7.2. (B) Three plots showing
the kinetics of the crosslink distributions for the simulations represented in A. Left-hand axis and solid
lines show the numbers of the different link types over time (X: grey, Hap: purple, Hp: blue, T : orange,
V : yellow). Right-hand axis and dashed, red lines show the average microtubule length.
differences in the steady-state networks (Fig. 4.5A), I therefore tracked the size
of the biggest V -linked cluster over time as a measure of aster fusion (Methods
§5.4.1, Fig. 4.7A). With this measure the three different models show distinct
behaviours. In the 2D model there are no restrictions on microtubule crossings,
the maximum V -linked cluster size is theoretically without limit. Asters con-
tinued to fuse throughout the simulation and the maximum cluster size steadily
increased to around 10% of the total number of microtubules. By contrast,
in the 2D+S model microtubules cannot cross. The number of plus-ends that
can be connected together by motors is strongly limited by steric interactions.
Aster fusion did not occur and the maximum cluster size was relatively constant
throughout the simulation (∼ 0.3% of the total number of microtubules). The
3D+S model shows an intermediate behaviour; microtubules can form cross-
ings in the x-y plane by moving past one another the z-dimension, but steric
interactions and the simulation volume impose an upper limit on cluster size.
Asters fused, but the maximum cluster size plateaued at less than 5% of the
total number of microtubules. Strong fluctuations in the size of the maximum
V -linked cluster are also visible in the 3D+S model, this was apparently due
to the splitting and recombining of large asters, more likely in three-dimensions
than in two due to the additional degree of freedom in which microtubules can
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Figure 4.6: Kinetics of network formation in the high density aster regime. Time-courses showing
snapshots from the simulations relating to Figure 4.5. In the bottom half of the images only a fraction
of the microtubules is displayed for visual clarity.
move and diffuse.
Figure 4.7: Cluster kinetics and aster isotropy. (A) Plot showing the size of the maximum V -linked
cluster over time from the simulations represented in Fig. 4.5. (B) Plot showing the aster isotropy
parameter, Sv , at varying microtubule packing fraction, Φ (2D: black circles, 2D+S: red squares, 3D+S:
grey triangles). All other parameters as in Fig. 4.5. Solid data-points represent the simulations shown
in Fig. 4.5.
An aster can be characterised by the number of microtubules it contains and
their angular distribution As well as looking at aster size I also wanted to cap-
ture the aster geometry, seeking to distinguish between the radial arrays of the
2D and 3D+S model and the ‘fans’ of the 2D+S model. I used an aster isotropy
parameter, Sv, which measures the orientational order of V -linked clusters in
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the network; a Sv value of 1 would indicate a perfectly radial array, while a Sv
value of 0 indicates an aligned array (Methods §5.4.2). Reflecting the observed
differences (Fig. 4.5A), the 2D value of Sv is low (∼ 0.2) while the 2D+S value
is high (∼ 1). The 3D+S value is intermediate, indicating a geometry between
the radial array and the fan (Fig. 4.7B, solid points). This is because in the
3D+S model the arms of different asters cross and overlap (Fig. 4.5A right),
and alignment of microtubules in the overlap lowers the asters’ isotropy.
I then looked at values of Sv as the microtubule packing fraction was low-
ered from 1− 0.1, seeking to quantify the effect of microtubule density on aster
formation (Fig. 4.7B). As expected, Sv values decreased in all the models as the
microtubule packing fraction was lowered, indicating more radial geometries. Sv
values were systematically highest in the 2D+S model and lowest in the 2D
model over all packing fractions, indicating that these models are the least and
most conducive to aster formation, respectively. In the 2D+S model Sv values
of ∼ 0.2, indicating the presence of asters rather than fans, were achieved at
very low packing fractions, demonstrating that low microtubule densities can
compensate for restrictions on microtubule crossings, as previously observed.170
Taken together these observations suggest that steric interactions between mi-
crotubules inhibit aster formation, restricting their size and isotropy and that
this effect is most pronounced at high microtubule densities.
Globally contractile states require X links to form long-distance con-
nections across the network
Finally I looked at the generation of globally contractile states. In vitro studies
have suggested that a network can be tuned between local and global contrac-
tility simply by increasing its connectivity.131,145 As a starting point I therefore
wanted to find a regime in which locally contractile asters states were generated
by all three models. To favour aster formation I set the microtubule packing frac-
tion at an intermediate level (40%) and the number of motors per microtubule
to be high (Nmot/NMT = 20). In these conditions, all three models produced
radial asters (Fig. 4.8A, Movie S5).
Under the normal simulated growth conditions newly-nucleated, short micro-
tubules are quickly crosslinked by motors which immediately polarity-sort them
and generate local contractions - the network is never in a globally connected
state (Fig. 4.8A). To establish the conditions for global contractions I there-
fore changed the simulated growth conditions. Instead of constant growth, I
modelled the physiological situation in which growth speed correlates with effec-
tive tubulin concentration, which is initially high and drops as the microtubule
mass increases. In this ‘fast initial growth’ regime (see §4.2) the microtubules
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Figure 4.8: All three models generate asters at low microtubule densities. (A) Time-course showing
snapshots of aster formation in simulations of the 2D, 2D+S and 3D+S model under constant growth
conditions. Φ = 0.4, NMT = 5120, Nmot/NMT = 20, vm/vg = 6. For all other parameters see Table
7.2. (B) Plot showing the average microtubule length over time. Solid (dashed) red line corresponds
to the constant growth condition (‘fast initial growth’ condition). Black line shows the number of
crosslinking motors in the simulations over time. Under the ‘fast initial growth’ conditions microtubules
reach their steady-state length before motors have bound and crosslinked them.
grew very quickly to their steady-state length before crosslinking motors could
polarity-sort them (Fig. 4.8B). In the 2D and 3D+S model, in which crossings
are allowed, this led to an initially isotropic network of crossing microtubules
(Fig. 4.9 top and bottom). When motors bound to the microtubule crossings,
forming X links, the networks were globally connected and underwent a tran-
sient global contraction. By contrast, no global contraction was observed in the
2D+S model (Fig. 4.9 middle). The globally contractile network is a transient
state that appears in the 2D and 3D+S networks at early simulated times (Fig.
4.9 and Fig. 4.10A). By the end of the simulations an aster state was established
in all three models (Fig. 4.9, Movie S6).
I characterised the network dynamics through the kinetics of the crosslink
distribution (Fig. 4.10B), the maximum cluster size and the average tension
in the crosslinking motors (Fig. 4.10C). These metrics described a multi-step
process of global contraction in the 2D and 3D+S models:
(i) Initially there was fast, local polarity-sorting indicated by a small drop in
Hap links (Fig. 4.10B right and left). Here the network reorganised into a
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Figure 4.9: Kinetics of the globally contractile network. Time-courses showing snapshots of the low
density aster regime under ‘fast initial growth’ conditions. Steady-state parameter values are as in Fig.
4.8. For all other parameters see Table 7.2. A transient globally contractile state is seen in the snapshot
taken at 40 s in the 2D and 3D+S model.
network of connected foci.
(ii) The network then underwent a transient period of global contraction as
tension was transmitted between the foci, which pulled on each other in
all directions. During this period further polarity-sorting was frustrated,
indicated by the plateau in the number of Hap links (Fig. 4.10B right and
left). During this stage the motors were under the highest tension (Fig.
4.10C right and left).
(iii) The network finally ruptured into several small clusters (Fig. 4.10C right
and left), and the disappearance of Hap links marked the completion of
polarity-sorting.
The 2D+S model did not generate a global contraction despite the network
being fully connected at early times (Fig. 4.10C middle). This is because X
links, which can transmit tension long-distance across the network, do not form
in this model. Contraction of the 2D+S network was always local and polarity-
sorting could be completed quickly, reflected in the fast disappearance of Hap
links (Fig. 4.10B middle). Thus, X links that form interconnections between
foci and keep the network connected during phases (i) and (ii) are required for
global contractions.
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Figure 4.10: Global contractions require X-links transmitting tension long-distance across the net-
work. (A) Snapshot at 40 s of the networks generated in the 2D, 2D+S and 3D+S model. Steady-state
parameter values are as in Fig. 4.8. For all other parameters see Table 7.2. (B) Three plots showing
the kinetics of the crosslink distributions for the simulations represented in A. Left-hand axis and solid
lines show the numbers of the different link types over time (X: grey, Hap: purple, Hp: blue, T : orange,
V : yellow). Right-hand axis and dashed, red lines show the average microtubule length. (C) Three
kinetics plots characterising the simulations represented in A. The size of the maximum cluster is shown
by the black curve. The average tension in the crosslinking motors is shown by the red curve.
4.4 Discussion
In this chapter I investigated the effects of spatial dimensionality and steric in-
teractions on the state space of simulated microtubule-motor self-organisation by
systematically evaluating the results of three different microscopic models; a two-
dimensional model omitting steric interactions (2D), a two-dimensional model
including steric interactions (2D+S) and a three-dimensional model including
steric interactions (3D+S). I focussed on the representation of three archetypal
network states; active nematic networks, asters and globally contractile networks.
The state space was traversed by tuning the control parameters of microtubule-
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motor self-organisation identified in Chapter 3. It is pleasing to note that the
polar and nematic parameter regimes identified here map well onto the collapsed
state spaces of Chapter 3. Consistent with Figure 3.13, tuning vm/vg from 1 to
6 was sufficient to drive a transition from a nematic to a polar state and values
of Nmot/NMT are also similar. This is despite the fact that motor and micro-
tubule growth speeds were scaled by a factor of 10 and microtubule lengths were
doubled, supporting the validity of these control parameters under a range of
conditions.
Figure 4.11: Steric interactions and spatial dimensionality have a combined effect on the simulated
state space. Schematic summarising results.
I found that microtubule crossings play important and distinct roles in each
network state. Steric interactions and spatial dimensionality have a combined
effect on microtubule crossing probability, which in turn influenced the state
space accessible to each model (Fig. 4.11). The 2D model has no restrictions
on microtubule crossings. This model was therefore highly conducive to aster
states, in which many microtubule plus-ends must be coalesced at the aster core.
Asters were large and retained their radial structure even at the highest micro-
tubule densities through the overlapping of aster arms. The globally contractile
state, in which motor-mediated microtubule crossings (X links) are a prerequi-
site, was also well-represented. I observed that X links formed at the crossings of
long microtubules were necessary to transmit tension between locally contracted
foci and keep the entire network connected as the foci pulled on each other, a
mechanism of global network contraction that has been described experimen-
tally.131,149 The omission of steric interactions in 2D177,178 and 3D179 models of
crosslinked actin networks emphasises the validity of this approach for studying
contractile systems. However, some features of the 2D network were unrealistic.
Aster fusion could continue indefinitely, contradicting experimental observations
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that contracting microtubule networks reach a maximum density.149 Moreover,
the 2D model could not represent nematic states, which require alignment to
dominate over crossings.
In the 2D+S model the combined effects of reduced spatial dimensionality
and steric interactions strongly prohibited microtubule crossings. This model
therefore displayed the opposite propensities with respect to network represen-
tation as compared to the 2D model (Fig. 4.11). It readily formed active nematic
states and was the first to undergo the density-driven isotropic-nematic transi-
tion. Well-defined, motile topological defects were observed in the 2D+S active
nematic networks as expected theoretically.151,152 This model therefore best rep-
resents the active nematic networks observed in experiments when microtubules
are confined to a single plane.133,139,150 However, asters were poorly represented
at high microtubule densities as observed previously;169 radial structures were
prevented due to steric hindrance. Furthermore, since X links cannot form, the
globally contractile state could not be reproduced.
With respect to microtubule crossing probability the 2D and 2D+S model
represent limiting cases. The 3D model is an intermediate case, including steric
interactions which promote microtubule alignment while allowing motor-mediated
crossings (X links) to form via microtubules moving past one another in the z-
dimension. The 3D+S model was therefore the most versatile, reproducing both
contractile states and active nematic networks (Fig. 4.11). In addition, this
model imposes an upper limit on microtubule density, making it more realistic
than the 2D model in its representation of contractile states. Unlike the 2D+S
model, it also has the potential for replicating unique behaviours of thin-3D ac-
tive gels.132,133,145
It should be noted that the probability of microtubules crossings in each
model was determined not only by the presence or absence of steric interactions
but by the strength of the steric force. In order to make a strong comparison of
the three models I chose the steric force in the 2D+S and 3D+S models to be high
enough to strongly prohibit microtubule crossings in the plane. However, the
possibility exists that a steric interaction strength could be found that would pe-
nalise microtubule crossings without forbidding them, resulting in a 2D+S model
that more closely represented a 3D system and would perhaps better reproduce
the full variety of network states. It is also important to note that the implemen-
tation of steric interactions in the Cytosim software is just one method among
many. Cytosim’s point-wise steric interaction is a straightforward approach that
I expected to give realistic results for the simulations presented here. Other
models have calculated steric interactions between cylindrical segments of fila-
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ments, rather than points.180,181 This latter implementation is likely to be more
realistic, although computationally more expensive. Whether or not a different
implementation of steric interactions would affect the results presented here is a
question that could be explored in the future.
As well as elucidating the mechanisms of network formation in the three
archetypal network states, this study has also highlighted interesting aspects of
their thermodynamics. While asters and active nematic networks appear to be
true steady-state organisations, the globally contractile state is transient. In my
simulations it appeared along a trajectory toward the aster state, which was
seen to emerge under two different initial conditions; one in which microtubules
grew at a constant speed and another in which microtubule growth was initially
very fast. The simulated networks therefore exhibit a degree of insensitivity
to initial conditions, consistent with observations made in in vitro and in vivo
of the robustness and persistence of microtubule-motor systems.69,132 Further-
more, continuum models explicitly capture the thermodynamic properties of a
system in equations of state. Observations such as this could therefore provide
a useful connection between microscopic computational models and macroscopic
continuum models. Bridging these different modelling scales is an interesting
challenge in the field,166,167,182 addressing the question of whether the physics
of molecular-scale activities, encoded in microscopic models, can also be cap-
tured with generic hydrodynamic theories.
Unlike in continuum theories, the parameters of a microscopic model must
all be specified and as such only a finite number of conditions can be tested.
It is therefore useful to know a priori which kinds of organisational states a
given model can be expected to reproduce, particularly when trying to describe
transitions between states with divergent properties.145,157,169 It will also be im-
portant for modelling more complex biological systems that involve the spatial
and temporal co-existence of more than one organisational state. The spindle,
for example, can be conceptualised as the coexistence of a polar and nematic
state.145 According to the results presented here, a three-dimensional model
including steric interactions would be the best choice for representing such a
system (Fig. 4.11), as in the work of Chapter 3. It is likely that modelling more
complex biological systems will also require expanding the results presented here
to include networks comprising a wider variety of components, such as passive
crosslinkers. When passive crosslinkers have been included in simulated net-
works of actin, omitting steric forces, contractility has been enhanced.183,184
However, one could speculate that the addition of crosslinkers in the presence
of steric forces could promote the alignment of filaments and hence nematic or-
ganisations. The mechanical properties of the filaments being studied, such as
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their length and rigidity, will also influence the simulated state space. Flexible
actin-like filaments, for example, will likely respond differently to steric forces
than rigid microtubule-like filaments. This is an interesting avenue for future
exploration.
Overall, this systematic evaluation of state space representation in three dif-
ferent models of microtubule-motor self-organisation may inspire a modeller’s
choices with regards to steric interactions and spatial dimensionality, given the
specific network type under study (Fig. 4.11). However, an additional consider-
ation is computational cost. While a three-dimensional model may be preferable
for representing most systems, the implementation of three-dimensional code is
considerably more difficult than two-dimensional code and the computational
time will also be greater. Code re-use and the sharing of open-source software is
a solution to the first problem and Cytosim is pioneering in this regard. What’s
more, the additional time cost of implementing the three-dimensional model
as compared to the two-dimensional models in Cytosim was only ∼ 50%, an
acceptable penalty given the improved physical accuracy and versatility (Meth-
ods §5.2). The simulations presented in this study with 12, 800 microtubules
and 38, 400 motors were calculated with one CPU core in 24 hrs for the two-
dimensional models and 38 hrs for the three-dimensional model. It is pleasing to
note that the system sizes explored here are comparable to physiologically rele-
vant systems such as the spindle (10s - 1000s of microtubules68). However, 3D+S
models at high filament density have so far been limited to thin volumes.145,170
Exploring thick, dense systems remains an exciting goal that appears achievable
in the near future.
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Chapter 5
Methods
5.1 Methods relating to Chapter 2
The data analysed in Chapter 2 was extracted from dual-colour TIRF microscopy
movies taken at a rate of 4 Hz. Automated end-tracking software127 was used to
record microtubule plus-end positions and the mean EB1-GFP fluorescence in-
tensity in the microtubule end region. Figure 5.1 illustrates the data capture and
analysis pipeline, detailed below. All the computational analysis was performed
in Mathematicai.
Figure 5.1: Microtubule plus-end trajectories and EB1-GFP fluorescence intensity time traces were
extracted with an automated end-tracking procedure, processed and analysed. Diagram showing analysis
pipeline, from raw data to results.
iwww.wolfram.com/mathematica
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5.1.1 Processing tracks
The microtubule plus-end positions extracted with the automated tracking soft-
ware occasionally showed some artefacts due to tracking errors. To mitigate the
effects of these errors the tracks were further processed; at each tracked micro-
tubule end position xi at time ti a linear fit to the track in the 50 s window
[ti−25 s, ti+25 s] was made to find an expected position x¯i, assuming constant
growth within this window. The deviation xi − x¯i was then computed and the
distribution of all the deviations was found for each experimental condition. The
end position xi was identified as a tracking error if its deviation from constant
growth fell outside a threshold value corresponding to a deviation of 488 (4 σ),
894 (4 σ) and 1136 (3 σ) tubulin dimers for the 10 µM, 20 µM and 30 µM
tubulin conditions respectively. The threshold value was chosen to best identify
the tracking errors observable by eye and each track was visually inspected to
ensure that the procedure worked as expected. It was observed that tracking
errors often occurred in close succession, hence complete tracks or sections of
tracks were deleted (Fig. 5.2A), until the number of tracking errors per track
was less than 3 for each experimental condition. It was also observed that the
vast majority of errors (90%) were in the negative direction, indicating that they
were indeed experimental artefacts (Fig. 5.2B). The tracking errors left in the
remaining data, which comprised 99%, 90% and 86% of the original data for
increasing tubulin concentrations, were then corrected by replacing xi with x¯i.
Short episodes of very slow growth were observed occasionally in the growth
trajectories of the microtubules, reminiscent of pauses in growth observed in in
vitro experiments (Fig. 5.2C). I considered these growth episodes to be devia-
tions from steady state behaviour and not applicable to my analysis of steady-
state growth. To identify these episodes I made a linear fit to each point xi
in the window [ti−12.5 s, ti+12.5 s] and a velocity vi was extracted from the
gradient of the fit. The 25 s window was chosen to be smaller than the average
pause length (80 s) so that the beginning and end of a pause could be accurately
identified. In order to capture the pauses seen by eye I chose a threshold velocity,
65% of the mean velocity for the track, and if vi fell below this threshold xi was
flagged as anomalous. Manual inspection of the tracks indicated that episodes
exceeding 17.5 s, 15 s and 12.5 s for the 10 µM, 20 µM and 30 µM conditions re-
spectively were apparently deviations from steady state growth. These episodes
were removed from the data and the remaining partial tracks were subsequently
considered separately (Fig. 5.2C). Shorter episodes were identified as anomalous
at higher tubulin concentration since these microtubules grow faster. 2, 4 and
5 anomalous episodes were identified in the 10 µM, 20 µM, and 30 µM data
sets, respectively, one of which was discounted as a false positive. The data now
left for analysis was 98%, 88% and 81% of the original data comprising 38, 25
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Figure 5.2: Tracking errors and anomalous growth behaviour were removed from the data, leaving
only steady-state growth episodes for the analysis. (A) Plot showing an example of an experimental mi-
crotubule position trajectory with many consecutive tracking errors in the negative direction. Tracking
errors were identified as very large deviations from constant growth and it was observed that multiple
errors often occurred in quick succession. Whole sections of tracks were therefore removed (grey line)
prior to analysis. (B) Plot showing three tracking errors (grey) in a partial track. In the analysed
tracks there were on average two errors per track and these were corrected by replacement with the
expected microtubule position given constant growth (red line, Methods §5.1.1). (C) Plot showing an
example of a track containing an episode of very slow growth (grey line) identified as a deviation from
steady-state behaviour. These episodes were also removed from the data and the two partial trajectories
were treated separately (red and blue lines, Methods §5.1.1). Statistics of these procedures are given in
Table 5.1.
and 17 tracks for the 10 µM, 20 µM, and 30 µM tubulin conditions with an
average duration of 193 s, 196 s and 148 s. The statistics of these procedures are
summarised in Table 5.1. The remaining trajectories and their corresponding
EB1 intensity fluctuation data were considered to represent steady-state growth
behaviour.
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Tracking statistics 10 µM 20 µM 30 µM
Total time, s 7458 5534 3130
Threshold for identifying tracking errors, nm 300 550 700
Total time after removal of poorly tracked episodes, s 7358 4979 2684
Average no. of tracking errors per remaining track 2 2 3
No. of slow growth episodes 2 3 5
Total time after removal of slow growth episodes, s 7339 4889 2521
% Total time remaining 98 88 81
Table 5.1: Tracks were processed to remove errors and anomalous growth episodes. Table of statistics
detailing processing of tracks. Tracking errors were identified as deviations from constant growth above
a threshold value. Errors often appeared consecutively and so poorly tracked episodes were removed
from the data entirely. The tracking errors remaining per track were then corrected. In the second step
slow growth episodes were identified and also removed from the data (Methods 5.1.1, Fig. 5.2).
5.1.2 MSD analysis
Modelling microtubule growth as a 1D Brownian ‘diffusion-with-drift’, an ex-
pression for the MD of a microtubule is given by,114
〈L(t+ τ)− L(t)〉 = vgτ (5.1)
and the MSD is given by,
〈L(t+ τ)− L(t)〉2 = v2gτ2 + 2Dτ + 2Γ2vˆ. (5.2)
I obtained an estimate for the mean growth speed by making a linear fit to the
MD as a function of the time interval τ (Fig. 2.3D). The diffusion constant, D,
(reflecting the extent of the growth fluctuations) and the measurement noise,
Γvˆ, (tracking precision) were determined from a linear fit to the variance of the
displacement, i.e. the MSD minus the MD squared, as a function of the time
interval τ (Fig. 2.3E). From Equation 5.1 and Equation 5.2 this is given by,
MSD(τ)−MD(τ)2 = 2Dτ + 2Γ2vˆ. (5.3)
The linear fit was found to be more accurate than fitting a quadratic function to
the MSD curve. By inverting Equation 2.62 and Equation 2.63 (see main text),
estimates of the association and dissociation rate constants can be found with
the expressions,
kon =
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5.1.3 Generation of velocity time series
I generated velocity time series by calculating finite differences of the position
time series at 2 Hz (half the image acquisition rate). Thus two time series were
generated for each track, one from even-numbered frames and one from odd-
numbered frames. Velocities were not calculated at the smallest possible time
difference to reduce the relative magnitude of the measurement noise. The suit-
ability of a 2 Hz finite differencing scheme was confirmed using simulated data
(Methods §5.1.8). The two resulting time series were considered separately, con-
sistent with the theoretical analysis that treats microtubule velocity fluctuations
as independent.
5.1.4 Correlation Analysis
From Equations 2.5 and 2.11 in the main text, the autocovariance function of a
process x and the cross-covariance function of the processes x and y are defined
respectively as,
Cxx(τ) =
〈(
x(t)− 〈x(t)〉
)(
x(t+ τ)− 〈x(t+ τ)〉
)〉
(5.6)
Cxy(τ) =
〈(
x(t)− 〈x(t)〉
)(
y(t+ τ)− 〈y(t+ τ)〉
)〉
. (5.7)
To calculate the autocovariance and cross-covariance for a discrete time series
x(t) we can write x(nT ) = x[n], where T is the sampling interval and the time
series runs from n = 1 to N . The asymptotically unbiased sample autocovariance
is given by,
Cˆx[m] =
1
N −m
N−m∑
i=1
(x[i+m]− x¯)(x[i]− x¯) (5.8)
where
x¯ =
1
N
N−m∑
i=1
x[i]. (5.9)
For the relatively short time series studied here this estimator is biased to-
wards zero. The bias of lowest order, O( 1N ), can be eliminated by splitting
the time series into two halves and recombining their respective autocovariance
functions cˆ(1) and cˆ(2) in the following way:
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Cˆ = 2cˆ− 1
2
(cˆ(1) − cˆ(2)). (5.10)
I confirmed that the bias correction procedure worked by generating and
analysing simulated data (Methods §5.1.8). Bias correction was implemented
for the sample autocovariance given in Equation 5.6. To calculate the cross-
covariance of two time series x and y, I used the estimator,
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Cˆxy[m] = 1
1
N −m
N−m∑
i=1
(x[i+m]− x¯)(y[i]− y¯). (5.11)
5.1.5 Velocity fluctuation analysis
Growth velocity autocovariance functions are plotted for each tubulin concen-
tration in Fig. 2.5. To fit these functions I used the expression given in Equation
2.58:
Cvˆvˆ(τ) = σ
2
vˆδτ0 + λ
2Γ2vˆ(2δτ0 − δτ∆t). (5.12)
An estimate for the positional measurement noise, Γvˆ, was obtained from the
magnitude of the correlation at the shortest time lag (i.e. setting τ = ∆t) and
this was compared directly to the estimate obtained from MSD analysis (Fig.
2.6A). The amplitude of the growth velocity fluctuations, σvˆ, was obtained from
the magnitude of the correlation at zero lag (i.e. setting τ = 0) and the previously
obtained estimate of the positional measurement noise. From Equations 2.21 and
2.63 one finds that σ2vˆ = 2D. The estimate of D obtained from MSD analysis can
therefore give an estimate for σvˆ, which was compared directly to the estimate
derived above (Fig. 2.6B).
5.1.6 EB1-GFP intensity fluctuation analysis
I calculated the autocorrelation functions of the EB1-GFP and the Alexa568-
tubulin fluorescence intensity fluctuations and observed there was a slowly de-
caying correlation in both channels (Fig. 2.7C and D), which was also observed
in their cross-correlation (Fig. 2.8B). This revealed a source of correlated noise
affecting both channels simultaneously, which is most likely due to thermal fluc-
tuations of the microtubule or ‘wiggling’.4 The EB1-GFP fluorescence intensity
autocorrelation functions therefore comprise an intrinsic noise component from
the cap reaction network, a measurement noise component and a component
from correlated noise due to microtubule wiggling. To account for this I per-
formed a global fit to the six curves in Fig. 2.7C and D. Omitting the first
data point at τ = 0, which contains the contribution from measurement noise,
I fitted a bi-exponential to the EB1-GFP intensity fluorescence autocorrelation
functions (Fig. 2.7C) of the form,
Ci(τ) = Aie
−km,iτ + αAie−kc,iτ , (5.13)
where the subscript i = 1, 2, 3 denotes the three experimental conditions. The
first term on the right-hand-side represents the intrinsic noise of the cap reaction
network and the second term represents the correlated noise due to thermal
fluctuations, with correlation time 1/kc. Again omitting the first data point
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containing the contribution from measurement noise, I fitted a mono-exponential
to the Alexa568-tubulin autocorrelation functions (Fig. 2.7D) of the form,
Ci(τ) = Bie
−kc,iτ . (5.14)
The single term on the right-hand-side represents the correlated noise. For each
condition the decay rate kc,i was shared between the fit to the Alexa568-tubulin
and the EB1-GFP fluorescence intensity autocorrelation function. Since the
relative strength of the EB1-GFP intensity fluorescence fluctuations and thermal
fluctuations are expected to be the same independent of tubulin concentration,
the parameter α was shared globally between the three conditions. 24 data
points were fitted (τ = 0.25 - 6 s), which was a fitting range determined from
simulated data to give accurate results (Fig. 5.4). The extracted parameters
were also found to be robust under a range of fitting lengths (22-28 data points),
with a standard deviation in results of between 3 to 6% for all parameters and
experimental conditions.
5.1.7 Calculating mean cap size and cap size fluctuation ampli-
tude from EB1-GFP intensity measurements
I wanted to obtain estimates of the mean cap size and cap size fluctuation am-
plitude from the EB1-GFP fluorescence intensity measurements, which required
finding a proportionality factor that would convert fluorescence intensity units
into numbers of tubulin dimers. The measured EB1-GFP fluorescence intensity
at the end of the microtubule is a combination of the signal from the cap and a
background signal from EB1-GFP in solution. The EB1-GFP intensity fluctu-
ation data therefore first required a background subtraction. Theoretically the
mean size of the cap is directly proportional to the mean growth speed of the
microtubule (Equation 2.16 and 2.27). I therefore obtained an estimate for the
background fluorescence signal by plotting the mean growth speed against the
mean EB1-GFP intensity for each track and making a linear fit to the data, ex-
trapolating back to the origin (Fig. 5.3A). The y-intercept of the fit represented
the background fluorescence signal, which was subtracted from the measured
intensities before further analysis.
From the time-averaged analysis (MSD and comet analysis) estimates of D,
vg and km were obtained. I used these results to predict values for the mean
cap size, µc, and the squared amplitude of the cap size fluctuations, σ
2
c , for each
tubulin concentration since we find,
µc =
1
km
vg
a
(5.15)
σ2c =
1
2km
(
2D
a2
+
vg
a
)
(5.16)
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Figure 5.3: Background-corrected EB1-GFP fluorescence intensity values were converted into numbers
of cap sites by determining a proportionality factor. (A) Plot showing average EB1-GFP fluorescence
intensity values for each analysed track plotted against the average growth speed. A linear fit was made
and the background signal is given by the y-intercept which was then was subtracted from the EB1-
GFP fluorescence intensity data. (B) Two plots used in the determination of the proportionality factor.
From the analysis of time-averaged data one obtains estimates for the mean cap size and the cap size
fluctuation amplitude (represented on the x-axis). From the fluctuation analysis the same expressions
are obtained in units of signal intensity rather than numbers of subunits (represented on the y-axis).
Signal intensity and numbers of subunits are expected to be proportional. A global fit of mean cap size
values (left) and cap size fluctuation amplitude values (right) derived from the time-averaged analysis
and the fluctuation analysis yields a conversion factor given by the slope of the best fit line shown in
black. Average values were calculated for each tubulin concentration. Error bars show SEM. a. u.,
arbitrary units.
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from expressions given in the main text. The same properties, in fluorescence
units rather than numbers of cap sites, can be calculated from correlation analy-
sis of the EB1-GFP fluorescence intensities. The mean EB1-GFP intensity is the
mean cap size in fluorescence units and the intrinsic noise of the intensity fluctu-
ations is the cap size fluctuation amplitude in fluorescence units. The intrinsic
noise was found by multiplying the variance of the EB1-GFP fluorescence inten-
sity measurements by the coefficient Ai in Equation 5.13. In order to compare
the results of the time-averaged analysis and the fluctuation analysis I found a
proportionality factor that related the fluorescence units to numbers of tubulin
dimers by performing a global fit (weighted least-squares minimisation) to the
values of µc and σ
2
c derived from the time-averaged analysis and the values of µ
′
c
and σ2′c derived from the intensity measurements (Fig. 5.3B), where the prime
denotes units of fluorescence intensity. After finding this proportionality factor
I converted the fluorescence intensity measurements into numbers of cap sites
and made a direct comparison (Fig. 2.9B & C).
5.1.8 Simulation of the cap reaction network
To test the validity of the model and the robustness of the analysis to experi-
mentally limiting factors a full stochastic simulation of the cap reaction network
was developed from a previous study,115 using the first reaction method of the
Gillespie algorithm.186 20 simulated tracks of 200 s long were analysed to repli-
cate the experimental data sets. I tested the correlation analysis under a range
of simulated noise conditions (modelled as additive white Gaussian noise). I also
analysed simulated data at 4 Hz and a faster rate of 10 Hz (Fig. 5.4). I found
the simulation results fitted the theory well in all cases. Example simulation
data and cross-correlation analysis results are shown in Fig. 2.10A and B.
5.2 Cytosim
Cytosim is an open-source simulation software designed to simulate large systems
of cytoskeletal fibers and associated proteins, originally described by Ne´de´lec and
Foethke (2009). The astonishing diversity of forms and behaviours observed in
cytoskeletal systems arises from a relatively small set of molecular components
and activities that are combined and tuned in innumerable ways inside our cells.
This modular paradigm is at the heart of Cytosim’s object-oriented design, built
in C++. It offers a flexible toolkit of modelling elements that can be easily
adapted for different systems. Cytosim has been used to study microtubule self-
organisation in confinement,136 spindle assembly,82 the positioning of asters187
and the nucleus,188 as well actin networks.189 Through Cytosim the efforts and
expertise of the cytoskeletal research community have been shared and combined
over the last decade.
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Figure 5.4: The robustness of the analysis to experimental noise and sampling rate was tested with
simulations. (A) Normalised autocovariance functions of simulated cap fluctuations (red) are compared
to theory (black lines, Equation 2.61) under different noise conditions (modelled as additive white
Gaussian noise) at a sampling rate of 4 Hz (left) and 10 Hz (right). (B) Normalised autocovariance
functions of simulated growth fluctuations (red) are compared to theory (black lines, Equation 2.58)
under different experimental noise conditions at a sampling rate of 4 Hz (left) and 10 Hz (right).
Agreement between theory and experiment supports the validity of the model and robustness of the
analysis under relevant experimental conditions.
For the modelling work presented in Chapters 3 and 4 all the necessary
code was already implemented in Cytosim unless otherwise stated. The essen-
tial elements of these models are flexible, dynamic filaments, filament-filament
interactions and motor entities which bind and unbind stochastically from fil-
aments, crosslink them and exert forces upon them through their directional
motion. Cytosim code can be complied in two or three spatial dimensions; in
Chapter 3 I used the three-dimensional version of the code and in Chapter 4 I
used both. Cytosim is constantly in development by a number of collaborators
and is publicly available at https://github.com/nedelec/cytosim.
5.2.1 Elements of Cytosim
Constrained Langevin dynamics
Two features of life inside the cell are critical to consider when encoding the
physics of a cytoskeletal simulation. Firstly, the ratio of inertial forces to viscous
forces, the Reynold’s number, is small enough that inertial forces can be ignored
- a consequence of the sub-micron length-scales considered and the viscosity of
cytoplasm.190 Secondly, filaments and proteins are subject to Brownian motion
due to collisions with other particles in the cytoplasm. The appropriate equa-
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tion of motion for an object moving in such an environment is the over-damped
Langevin equation.191 In Cytosim this equation takes the form,
dx = µF (x, t)dt+ dB(t). (5.17)
Equation 5.17 is ‘over-damped’ because inertial terms are absent and the Langevin
term, dB(t) is a stochastic variable capturing the effects of Brownian motion.
The vector x contains the coordinates of all the points which make up Cytosim
objects; it has size Nd, where N is the number of points and d the spatial dimen-
sionality. F (x, t) contains all the forces acting on the points which may include
bending elasticity (for filaments) and forces due to connections with other ob-
jects. The matrix µ contains the mobility coefficients for all object-points which
depend on the shape of the object and the viscosity of the simulated environ-
ment. Constraints are used to maintain the length of fibers and the sizes of
objects, as described elsewhere.192 Equation 5.17 is integrated at each time
step to evolve the system forward using an implicit integration scheme that
is computationally efficient and numerically stable.193 Microtubule nucleation,
catastrophe and motor binding and unbinding, described below, are stochastic
and generated as first-order random events with constant probability.
Microtubules
Microtubules are discretised into a set of points which form an inextensible
backbone of infinitesimal width. The points are subject to bending elasticity,
forces from crosslinking motors and steric interactions if present (Fig. 5.5A).
Microtubules are polar, they have static minus-ends and dynamic plus-ends.
Dynamic instability is implemented with a two-state model without rescue,175
defined by a constant catastrophe frequency fcat, a constant shrinkage speed
vs and a force-dependent growth speed vg. The growth speed is reduced in
the presence of an antagonistic force (which acts along the microtubule’s axis
pointing toward the minus-end), fa < 0, by an exponential factor, e
fa/fg , where
fg > 0 is a characteristic force (Fig. 5.5B).
Nucleators
In my simulations microtubules are nucleated by ‘nucleators’ a Cytosim object
described by a single point (Fig. 5.5C). Nucleators create microtubules at a
stochastic rate knuc with an initial length L0 and attached to the nucleator by
their minus-ends. A fixed number of nucleators are initially distributed randomly
in the simulation space and subsequently undergo Brownian motion. A shrinking
microtubule vanishes once it has reached a length Lmin and its nucleator is
then free to nucleate again. In this way a constant number of microtubules is
maintained in the steady-state.
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Figure 5.5: Microtubules are flexible, dynamic filaments that are nucleated stochastically and can ex-
perience steric interaction forces. (A) Cartoon showing a microtubule discretised into points connected
by inextensible segments such that it can bend but cannot stretch. Points are subjected to forces from
bending elasticity, steric interactions (if present) and crosslinking motors. (B) Cartoon showing two-
state dynamic instability175 with a growth rate vg , shrinkage rate vs and catastrophe rate kcat. (C)
Cartoon showing microtubule nucleators (pink circles) that create microtubules at a stochastic rate kcat
with initial length L0. After a microtubule has undergone a catastrophe its nucleator is free to nucleate
again. (D) Cartoon showing the calculation of steric forces for each model point of a microtubule. For
example, a line from P, a point on the blue microtubule, is projected onto the nearby segment of the
green microtubule at Q, representing the steric interaction. The line PQ is orthogonal to the green
microtubule. An equal and opposite force is applied to the green and blue microtubule along PQ such
that the steric forces acting on a pair of microtubules are symmetric and sum to zero.
Steric interactions
Steric interactions between filaments can be implemented in a number of ways.180,181
Cytosim implements a straightforward and widely-used approach. To set the
steric interactions between microtubules, each point of every microtubule is
tested against the segments of nearby microtubules. A projection from each
point is made orthogonal to the nearby segments (Fig. 5.5D). If the projected
distance is smaller than a specified threshold (d0), an equal and opposite force
is applied along this projection to the microtubule point and the nearby micro-
tubule segment (the force applied to the nearby segment is distributed between
the points enclosing the segment). The force is orthogonal to the nearby segment
to minimise friction between microtubules, since steric interactions should not
prevent sliding of microtubules. If two microtubules are straight and parallel,
the steric forces between them are orthogonal to both microtubules (Fig. 5.5D).
In three dimensions an additional procedure is carried out to identify micro-
tubule crossings in the third dimension that are not detected by the procedure
described above; segments of nearby microtubules are checked in pairs and if
an intersection is found a steric interaction is set along the path of the shortest
distance between the segments (orthogonal to both segments). The steric force,
fs, is described by Hookean soft-core repulsion;
‖fs‖ =
κs(d− d0), for d ≤ d00, for d > d0
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where d is the distance between microtubules, d0, is a measure of microtubule
thickness and κs is a stiffness constant characterising the strength of the steric
force.
Molecular motors
Molecular motors are modelled as a pair of motor domains connected by a
Hookean spring-like link with resting length dm and stiffness κm (Fig. 5.6A). This
link can rotate freely at both attachment points, such that the angle between
two cross-linked microtubules is unconstrained. Diffusion of unbound motors is
not modelled explicitly; it is assumed to be sufficiently fast that a uniform spa-
tial distribution of unbound motors is maintained. Essentially, only a count of
the number of unbound motors is kept and at each time step a fraction of these
motors is directly attached by one (randomly chosen) motor entity at random po-
sitions along the filaments, while the other motor entity is kept unbound. If one
motor of a pair is bound to a microtubule the other can bind to any microtubule
within a range rb at rate ka (Fig. 5.6B). Whereas motor binding and unbinding
are stochastic events, bound motors move deterministically towards the plus-end
of the microtubule at a speed v which is linearly proportional to its load vector
fload, given by v = vm(1 +
fload.pˆ
fstall
), where pˆ is a unit direction vector pointing
along the microtubule’s axis toward the plus-end, fstall > 0 is a characteristic
stall force and vm is the unloaded speed of the motor (Fig. 5.6C). Motors detach
from the microtubule lattice at a rate kd and from the microtubule plus-end with
a different rate ke, which are both modulated exponentially by the load on the
motor and a characteristic unbinding force funbind, according to Kramers law;
k[d,e]e
‖fload‖/funbind (Fig. 5.6D). The capacity of motors to unbind from the mi-
crotubule plus-end at a different than from the microtubule’s side was a feature
I implemented in the Cytosim code and is now publicly available.
5.2.2 Running and analysing simulations
Running simulations
I ran simulations on the high performance computing cluster at the European
Molecular Biology Laboratory (EMBL) in Heidelberg as part of a collaboration
with the Ne´de´lec lab. EMBL’s cluster has access to more than 14,000 CPU
cores and I was therefore able to run large batches of simulations (∼100 - 200)
at the same time, with one simulation running on one CPU core. Computation
times, which varied from less than a day to over a week, depended on key model
parameters such as the the size (and dimensionality) of the system, its kinetics
and the inclusion/omission of steric interactions. Table 5.2 provides examples
of computation times for simulations presented in each chapter. In Chapter 3
I based kinetic parameters on experimentally measured values, leading to long
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Figure 5.6: Motors can bind and unbind stochastically from microtubules, crosslink them and move
deterministically towards a specified end. (A) Cartoon showing a crosslinking motor with resting length
dm experiencing a Hookean spring-like force. (B) Cartoon showing motors binding to a microtubule
at a rate ka. (C) Cartoon showing the deterministic motion of a motor along a microtubules at a
load-dependent speed v. (D) Cartoon showing the stochastic unbinding of a motor from the side of a
microtubules at the load-dependent rate kd and from the end of a microtubule at a load-dependent rate
ke.
computation times at the largest system sizes explored. Whereas in Chapter
4 I increased key kinetic rates by a factor of ten to reduce computation times.
Pleasingly, the computation times for the simulations presented in Chapter 4
show that moving from two-dimensions to three-dimensions in Cytosim incurs a
time cost of only ∼50%. Cytosim therefore achieves the optimal linear scaling of
computation times with system size, since the number of vertices for each model
point changes from 2 - 3.
Crosslink classification
To characterise the organisation reached by the simulated systems, I analysed the
different type of connections that motors can make between microtubules (Fig.
5.2.2). I defined three types of connections between microtubule sides depend-
ing on the angle described by the microtubules, which is defined in [0, pi] since
microtubules are polar; Hp links connect the sides of ‘parallel’ microtubules at
an angle 0 ≤ θ ≤ pi/3, Hap links connect the sides of ‘antiparallel’ microtubules
at an angle 2pi/3 < θ ≤ pi and X links connect microtubule sides at an angle
pi/3 < θ ≤ 2pi/3. I also defined two additional categories of connections for
motors that had reached the microtubule plus-ends; T links connect the side
of a microtubule to a microtubule plus-end and V links connect two plus-ends.
The different link types have different effects on the microtubules they connect.
Both X and Hap links induce relative microtubule motion whereby each mi-
crotubule moves in the direction of its minus-end. However, while Hap links
slide microtubules along the same axis, microtubule motion due to X links is
uncorrelated. Hp links induce negligible motion but bundle microtubules while
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Simulation Dimensions (µm) Steric NMT L (µm) Nmot Time (hrs)
Chapter 3
Fig. 3.7B 40× 40× 0.4 Yes 17920 2.5 40960 199.2
Fig. 3.7C 40× 40× 0.4 Yes 2560 2.5 40960 43.2
Chapter 4
Fig. 4.2 (3D+S) 80× 80× 0.2 Yes 12800 5 38400 38.5
Fig. 4.2 (3D+S) 80× 80× 0.2 Yes 6400 5 19200 14.7
Fig. 4.2 (3D+S) 80× 80× 0.2 Yes 1280 5 3840 2.0
Fig. 4.2 (2D+S) 80× 80 Yes 12800 5 38400 22.7
Fig. 4.2 (2D+S) 80× 80 Yes 6400 5 19200 8.8
Fig. 4.2 (2D+S) 80× 80 Yes 1280 5 3840 1.5
Fig. 4.2 (2D) 80× 80 No 12800 5 38400 8.5
Fig. 4.2 (2D) 80× 80 No 6400 5 19200 4.0
Fig. 4.2 (2D) 80× 80 No 1280 5 3840 0.5
Table 5.2: Computation times for the largest and smallest simulations presented in Chapters 3 and
4. The size of the simulation space, the inclusion/omission of steric interactions, the number of micro-
tubules (NMT ), the average microtubule length (L) and the number of motors (Nmot) are given. For
all simulations the microtubule discretization length, which determines how the system size scales with
NMT , was 1µm.
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processing along their sides. T links bring microtubule plus-ends together, while
V links are static and maintain plus-end connections (Fig. 5.7). I implemented
analysis functions in the Cytosim code which report on the different link types.
Figure 5.7: Crosslinks were classified into five different types depending on the configuration of the
connected microtubules. Cartoon of different link types. Red arrows indicate direction of relative
microtubule motion.
5.3 Methods relating to Chapter 3
In Chapter 4, Cytosim was used to simulate microtubule-motor systems. All
simulations were run on the high-performance computing cluster at EMBL, Hei-
delberg. Computational analysis of the simulation data was performed in C++ii
or Pythoniii.
5.3.1 Projected velocity direction vector
To quantify the extensile behaviour of the nematic state the parameter 〈vˆ.pˆ〉 was
used (Fig. 3.8B), capturing the direction of the microtubules motion along its
axis. The unit vector of the microtubule velocity, vˆ, was calculated as vˆ = v/|v|,
where,
v =
x−(t+ ∆t)− x−(t)
∆t
(5.18)
and x− is the position of the microtubule minus-end at time t. The microtubule’s
unit direction vector, pˆ, points along the microtubule’s axis toward the plus-end
at time t + ∆t. All microtubules present in frames t and t + ∆t were used
in the average 〈vˆ.pˆ〉. For the data shown in Fig. 3.8B, ∆t = 100 s. Time-
points after 25 min were analysed by which time the microtubule population had
reached its steady-state length distribution. The velocity was measured from the
microtubules’ minus-ends in order to avoid a trivial contribution from plus-end
growth. The major contribution to 〈vˆ.pˆ〉 comes from anti-parallel sliding, which
moves microtubules backward as motors move toward their plus-ends and results
in negative values of 〈vˆ.pˆ〉 (Fig. 3.8B).
iiwww.cplusplus.com
iiiwww.python.org
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5.4 Methods relating to Chapter 4
In Chapter 4 Cytosim was used to simulate microtubule-motor systems. Simu-
lations were run on the high-performance computing cluster at EMBL, Heidel-
berg. All computational analysis of the simulation data was performed in C++
or Python.
5.4.1 Cluster analysis
To characterize the topologies of different networks I looked at the kinetics of
microtubule cluster formation. Two microtubules belong to the same cluster if
they are connected by any type of link or if they can be indirectly connected in
this way via other microtubules. Similarly, two microtubules belong to the same
V -linked cluster if they are connected via a V -link or if they can be connected in
this way via other microtubules. The size of the largest cluster and the largest
V -linked cluster were tracked over time. V -linked clusters were further analysed
for calculation of the parameter Sv, described below.
5.4.2 Nematic order parameter
I used the usual two-dimensional nematic order parameter, S, to capture the
orientational order of different simulated networks. For the 3D+S model, I
disregarded the typically small z component of the microtubules direction vector
and analysed it as a two-dimensional object. For a system with N particles S
is defined as S = 〈cos(2θi − θˆ) where θi is the direction of the ith particle and θˆ
is the nematic director defined as the ensemble average, 〈...〉, of the direction of
the N particles.194 In a completely random and isotropic system S = 0 and for
a perfectly aligned system S = 1. I used a sampling window of size 2L × 2L in
the x- and y-directions in order capture local nematic order with a value of N
large enough to avoid excessive noise. The sampling windows overlapped with a
shift of L/4. S was calculated for each sampling window and then averaged over
the entire simulation space. A single time-point was taken from the steady-state
network and analysed. I also used a derived parameter, Sv, to capture the degree
of isotropy of asters in a network i.e. Sv = 0 indicates perfectly radial asters.
Sv was calculated for a single time-point by selecting all V -linked clusters above
a minimum size (10 microtubules), calculating S for each of these clusters and
averaging the result. In calculations of Sv five time-points from the steady-state
network were analysed and averaged.
5.4.3 Projected velocity
To quantify motor activity in our simulations the parameter 〈v · pˆ〉 was used,
capturing the speed of microtubule motion along its axis. The microtubule
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velocity, v, was calculated as
v =
x−(t+ ∆t)− x−(t)
∆t
(5.19)
where x− is the position of the microtubule minus-end at time t. The micro-
tubules unit direction vector pˆ points along the microtubules axis towards the
plus-end at time t + τ . Both x− and pˆ are 2D vectors obtained by projection
onto the x-y plane and all microtubules present in frames t and t+ τ where used
in this calculation. The final 4% of simulated time was analysed and averaged
to capture only the steady-state network behaviour The velocity was measured
from the microtubules minus-ends to avoid a trivial contribution from micro-
tubule growth at their plus-ends. The major contribution to 〈v · pˆ〉 comes from
crosslinking motors moving towards microtubule plus-ends, which slides them
backwards in the direction of their minus-ends and results in negative values of
〈v · pˆ〉.
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Chapter 6
Outlook
The mathematical model of steady-state microtubule fluctuations presented in
Chapter 2 provides a bridge between fast microtubule growth fluctuations, occur-
ring on the millisecond timescale, and the slower fluctuations of the microtubule
cap, occurring over several seconds. The question still remains as to how these
two timescales are connected to microtubule lifetimes, on the order of several
minutes. My results indicate that steady-state fluctuations are much smaller
than what is required for instability - so what additional factors push a micro-
tubule to catastrophe? It has been suggested that microtubules ‘age’, perhaps
through the accumulation of irreversible lattice defects or the emergence of in-
creasingly unstable tip structures. In my analysis I excluded near-catastrophe
episodes and looked only at steady-state growth. In the future it will be in-
teresting to investigate microtubule fluctuation characteristics near-catastrophe,
looking for signatures of instability.
The fluctuation analysis developed in Chapter 2 could also be used to ex-
plore the effects of different MAPs on microtubule dynamics and even to explore
the dynamic instability of the microtubule minus-end. Ultimately, a dynamic
instability model should be able to account for all of these scenarios. Filling out
the repertoire of microtubule fluctuation characteristics under various conditions
could provide insights and clues as to the underlying mechanisms of dynamic in-
stability.
In Chapter 3 I developed a microscopic computational model of a self-organising
microtubule-motor network and established simple, mechanistic rules that eluci-
date the mechanisms of polar and nematic network organisation. The question
still remains as to how different mitotic motors achieve a coexistence of polar and
nematic states in the spindle. Exploring different scenarios with a mixed-motor
computational model is an exciting prospect. Is spatially regulated nucleation
a requirement for spindle bipolarity? Good agreement between simulations and
experiments suggests that testing these ideas in silico may also have the poten-
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tial to guide future in vitro work.
It’s important to note that the control parameters of microtubule-motor self-
organisation identified in Chapter 3 are valid only within the parameter space I
explored. The effect of other key variables on the simulated state space should
be investigated. For example, microtubule length regulation is known to be im-
portant in cells and particularly in spindle assembly - could a control parameter
be found that captured the effect of microtubule length on the outcome of self-
organisation?
In addition, the computational model used in Chapter 3 has some features
which should be critically assessed. For example, there is no steric hindrance
between motors - in principle they could accumulate without limit at the micro-
tubule end. Although efforts were taken to mitigate against unrealistic scenarios,
it is interesting to consider how this assumption might have affected the sim-
ulated state space and its control parameters. In Chapter 4 I addressed some
of these methodological questions, specifically investigating the effects of spatial
dimensionality and steric interactions on the simulated state space. It will be
important to continue investigating which modelling assumptions are valid in
the context of microtubule-motor systems and the spindle in particular.
The microtubule cytoskeleton was explored in this thesis at two scales, first
at the scale of the filament and then at the scale of the motor-filament network,
requiring two quite different modelling approaches. Ultimately, these different
approaches should be complementary. Insights from the smallest scale should be
fed into the assumptions of higher-level descriptions and vice versa, conceptual
advances made at the highest scales should be used to constrain and inform lower-
level descriptions. Bridging scales, from the single dimer to the microtubule
cytoskeleton, is one of the most exciting challenges for theoreticians in the field.
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Chapter 7
Appendix
7.1 Table of parameters relating to Chapter 3
Parameter Value Note
Simulation
Time step 0.01 s Computational parameter. Smaller
time step gave the same results.
Total time simulated 50 mins Similar to experiments.
Geometry 40× 40× 0.4 µm Periodic boundary conditions in x
and y-dimension. Confinement in
z-dimension.
Experimental chamber
Viscosity 0.2 pN s/µm2 Ref.189
Microtubule
Rigidity 30 pNµm2 Ref.195
Steric radius (d0) 0.05 µm Ref.
196
Steric force constant (κs) 50 pN/µm
Steady-state length (L) 2.5 µm
Growth rate (vg) 0.005− 0.03 µm/s Ref.145
Shrinkage rate (vs) 0.5 µm/s Ref.
18
Catastrophe rate (kcat) 0.00067− 0.012 /s Calculated as vg/L.
Sensitivity of growth to force (fg) 1.67 pN Ref.
195
Nucleation rate (knuc) 0.1 /s
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Motor domain
Stall force (fstall) 5 pN Ref.
197
Unbinding force (funbind) 5 pN Ref.
198
Maximum motor speed (vm) 0.03 µm/s Ref.
145
Binding radius (rb) 0.1 µm Twice the steric radius.
Binding rate (ka) 5 /s ref.
199
Unbinding rate from side (kd) 0.1 /s Ref.
66
Unbinding rate from end (ke) 0.1 /s Ref.
130
Dual motor complex
Resting length (dm) 0.08 µm Ref.
200
Link stiffness (κm) 100 pN/µm Ref.
82
Discretisation parameters
MT section length 1 µm For bending elasticity.
MT initial length (L0) 0.025 µm Length of microtubules when nucleated.
MT minimum length (Lmin) 0.02 µm Shorter MTs are deleted.
Table 7.1: Simulation parameters for the model of Chapter 3.
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7.2 Table of parameters relating to Chapter 4
Parameter Value Note
Simulation
Time step 0.01 s Computational parameter. Smaller
time step gave the same results.
Total time simulated 500 s 5 × average microtubule lifetime.
Geometry in 2D and 2D+S model 80× 80 µm Periodic boundary conditions in x-
and y-dimension.
Geometry in 3D model 80× 80××0.2 µm Periodic boundary conditions in x-
and y-dimension. Confinement in
z-dimension.
Experimental chamber
Viscosity 0.2 pN s/µm2 Ref.189
Microtubule
Rigidity 30 pNµm2 Ref.195
Steric radius (d0) 0.05 µm Ref
196
Steric force constant (κs) 100 pN/µm
Steady-state length (L) 5 µm
Shrinkage rate (vs) 0.5 µm/s Ref.
18
Nucleation rate (knuc) 100/s
Motor domain
Stall force (fstall) 5 pN Ref.
197
Unbinding force (funbind) 5 pN Ref.
198
Unloaded motor speed (vm) 0.3 µm/s
Binding radius (rb) 0.1 µm Twice the steric radius.
Binding rate (ka) 1/s Ref.
82
Unbinding rate from side (kd) 0.1/s Ref.
145
Unbinding rate from end (ke) 0.1/s Ref.
145
Dual motor complex
Resting length (dm) 0.08 µm Ref.
200
Link stiffness (κm) 100 pN/µm Ref.
82
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Discretisation parameters
Microtubule section length 1 µm For bending elasticity
Microtubule initial length (L0) 0.025 µm Length at nucleation.
Microtubule minimum length (Lmin) 0.02 µm Shorter microtubules
are deleted.
VARYING PARAMETERS
Simulation Fig. 3 Fig. 4 Fig.5 Note
A&B
Growth speed (vg) 0.3 0.05 0.05 Varied between 1 - 6
µm/s µm/s µm/s times slower than vm.
Catastrophe rate (kcat) 0.06 /s 0.01 /s 0.01 /s Calculated as vg/L.
Microtubule number (NMT ) 12800 12800 5120 Φ = (1, 1, 0.4)
Motor number (Nmot) 38400 51200 120000
Parameters for ‘fast initial growth’ condition
Simulation Fig. 5B Note
Total polymer (Ω) 28444 µm Gives vg = 0.05 µm/s
in the steady-state.
Maximum speed (α) 0.5 µm/s Initial vg 10 times
than steady-state vg.
Table 7.2: Simulation parameters for the model of Chapter 4
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7.3 Supplementary Movies
All supplementary movies are included on the attached CD.
Movie S1
Movie of an active nematic network, related to Chapter 3.
Movie S2
Movie of a polar aster network, related to Chapter 3.
Movie S3
Movie of an active nematic network, related to Chapter 4.
Movie S4
Movie of high density aster regime, related to Chapter 4.
Movie S5
Movie of low density aster regime, related to Chapter 4.
Movie S6
Movie of the globally contractile regime, related to Chapter 4.
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