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Restauración de imágenes borrosas usando un modelo
regularizado de programación lineal
José Fuentes1, Jorge Mauricio Ruiz V*,1







Context: Minimization problems in the sense of least squares have constantly been used in the restora-
tion of blurred images. They are characterized by their sensitivity to outliers, which significantly affects
affecting the quality of the restored image relevantly. Since the L1-norm is less sensitive to outliers, the
image deblurring problem is posed as a linear programming problem.
Method: An interior point method is used to solve the linear programming problem.This article pre-
sents the adaptation of regularization techniques of the image sought and its derivative to the problem
of linear programming. A comparative study with other restoration methods under different types of
image blurring is conducted.
Results: The proposed method leads to remarkable improvements in the recovered images. Numerical
experiments show that the linear programming method works much better than those proposed in the
literature, in terms of PSNR and SSIM values as well as in the visual quality of the reconstructed images.
Conclusions: The regularized linear programming problem can be effectively used as a mathematical
model of the image deblurring problem. For future work, there are plans to study of the automatic
selection of regularization parameters and restoration solutions without prior knowledge of the blur
kernel.
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Contexto: Los problemas de minimización en el sentido de los mı́nimos cuadrados han sido cons-
tantemente usados en la restauración de imágenes borrosas. Estos se caracterizan por ser sensibles a
valores atı́picos afectando significativamente la calidad de la imagen restaurada. Teniendo en cuenta
que la norma L1 es menos sensible a datos atı́picos, el problema de restauración de imágenes borrosas
se plantea como un problema de programación lineal.
Método: Un método de punto interior se utiliza para la solución del problema de programación lineal.
Se presenta la adaptación de técnicas de regularización al problema de programación lineal de la ima-
gen buscada y su derivada. Se realiza un estudio comparativo con otras técnicas de restauración bajo
diferentes tipos de difuminado de imágenes.
Resultados: Se probó que el método propuesto conduce a mejoras notables en la imágenes recuperadas.
Los experimentos numéricos muestran que el método de programación lineal funciona mucho mejor
que los propuestos en la literatura, en términos de valores de PSNR, SSIM y en la calidad visual de las
imágenes reconstruidas.
Conclusiones: El problema de programación lineal regularizado puede utilizarse eficazmente como
modelo matemático del problema de restauración de imágenes borrosas. Para trabajos futuros se plantea
el estudio de la selección automática de parámetros de regularización y solución de restauración sin
conocimiento previo del núcleo de difuminado.
Palabras clave: restauración de imágenes, problemas inversos, programación lineal, regularización en
norma L1.
1. Introducción
En el proceso de captura y registro de una imagen ocurren diversas anomalı́as que impiden una
captura totalmente fiel de la realidad. Estas anomalı́as incluyen:
Factores ambientales.
Aquellas cosas que desean ser capturadas; por ejemplo, objetos en movimiento.
Errores en los dispositivos de captura, elementos dañados o mal ajustados.
Registro de la información.
Es muy común que estas imágenes no puedan ser tomadas de nuevo, lo que obliga a restaurarlas a
su estado original para mejorar su nitidez antes de poder realizar otros pasos, como la detección,
la segmentación, la clasificación [1]. En este sentido la restauración de imágenes juega un papel
muy importante en áreas como: la tomografı́a computarizada [2], la tomografı́a de capacitancia y
de impedancia eléctrica [3], el reconocimiento facial [4], la teledetección [5] y otras aplicaciones.
El problema de restauración de imágenes borrosas puede modelarse mediante la ecuación integral




K(s− t)X(t)dt+ E(s). (1)
donde G es un dominio rectangular en R2, X(t) : G ⊆ R2 → R2 representa la imagen original,
E(s) describe ruido aditivo y B(s) es la imagen borrosa y ruidosa. La función K(t) núcleo del
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operador integral especifica como los puntos de la imagen se difuminan y es llamada función de
propagación puntual o PSF por sus siglas en inglés (point spread function) [6]. Por lo tanto, dados
K y B el objetivo es encontrar una aproximación de X .
Es bien conocido que la ecuación integral (1) es un problema “mal propuesto”, es decir que pe-
queñas perturbaciones en los datos provocan grandes cambios en los resultados [7]. Para superar
esta dificultad, se han propuesto diversas técnicas que tienen el propósito de encontrar una aproxi-








Teniendo en cuenta este objetivo, en [8] a partir del teorema de Bayes se construye un algoritmo
iterativo de deconvolución de máxima verosimilitud con un núcleo K predefinido; dicho algoritmo
recibe el nombre de método de deconvolución de Lucy-Richardson [9]. También se ha propuesto
usar la transformada de Fourier para multiplicar por un núcleo inverso en el dominio de la frecuen-
cia, como se ilustra en [10] y [11]. Un método similar al método de Lucy-Richardson se presenta
en [1] y [12], el filtro de Winner, en el cual se asume que la imagen borrosa es producto de una con-
volución con un núcleo K añadiendo ruido aditivo y busca minimizar el error cuadrático medio de
este modelo con la imagen borrosa. En [13] se agregan términos adicionales al modelo para garan-
tizar ciertas condiciones sobre el núcleo de convolución K y la solución a este problema. En [14]
y [6] se usa el método de regularización de Tikhonov, planteando un error cuadrático y penalizando
la norma de la solución con una constante α > 0, llamada parámetro de regularización. De manera
similar a [6] en [15] se efectúa un proceso de regularización sobre la solución, salvo que el núcleo
de convolución K y el cociente ||x‖L1||x‖L2
son los términos regularizados.
A diferencia de los trabajos mencionados, en este artı́culo consideramos el problema de minimiza-
ción (2) en la norma L1 en vez de la norma L2, esto implica que la solución es menos sensible a
valores atı́picos u observaciones anormales que ocurren en el proceso de difuminado de la imagen.
Este enfoque fue propuesto en [16] y posteriormente desarrollado en [17] y [18], donde el problema
de restauración es visto como un problema de programación lineal (PL) y resuelto con el método
Simplex, el cual no es eficiente al considerar problemas de gran tamaño [19] y las imágenes restau-
radas son ruidosas. El objetivo central de este trabajo es precisamente superar estas limitaciones,
para ello se emplea un método de punto interior (ver [20]) en la solución del problema de progra-
mación lineal y se usan técnicas de regularización numérica que permitan recuperar eficientemente
imágenes más limpias. Además se realiza un estudio comparativo vı́a experimentación numérica
de los métodos propuestos con los estudiados en la literatura.
El artı́culo está organizado como sigue. En la sección 2 se presenta el planteamiento del problema
de restauración de imágenes borrosas como un problema de programación lineal y se comparan los
métodos Simplex y de punto interior en el proceso de restauración. En la sección 3 se adapta la
técnica de regularización como un problema de PL. Los experimentos numéricos se encuentran en
la sección 4. Por último, se exponen las conclusiones.
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2. Restauración de imágenes como un problema de PL
En problemas reales, las imágenes son capturadas solamente en puntos discretos dispuestos en un
arreglo rectangular, cada uno de estos es denominado pı́xel. Por lo tanto, en la práctica se trabaja




K(si − t)X(t)dt+ E(si), i = 1, . . . , N, (3)
donde N es el número de pı́xeles en la imagen observada. Considerando que la imagen a encontrar
X(t) tiene las mismas dimensiones y es discretizada de la misma forma que la imagen borrosa, las





K(si − tj)X(tj)∆tj + E(si), i = 1, . . . , N. (4)
Donde tanto la distancia horizontal como la vertical entre los pı́xeles es de 1, por lo que ∆tj = 1
para cada j = 1, . . . , N . Ahora bien, si se consideran la matriz A cuyas entradas están dadas por
Aij = K(si − tj), los vectores x = (X(t1), . . . , X(tN))> y b = (B(s1) − E(s1), . . . , B(sN) −
E(sN))
>, la ecuación (4) se convierte en el sistema de ecuaciones:
b = Ax. (5)
A pesar de la apariencia simple del sistema de ecuaciones (5), este es un problema mal condiciona-
do, es decir, su solución x es muy sensible a pequeños cambios en el vector b (ver [6] y [21]). Esta
caracterı́stica, proviene del hecho de que el problema (5) es la discretización de la ecuación inte-
gral (1). Por lo tanto, una “buena” solución es aquella que minimiza el error residual e := Ax− b.




Sujeto a: Ax− b = e
x ≥ 0.
(6)
Donde, x ≥ y para dos vectores x, y ∈ RN si xi ≥ yi para cada i = 1, . . . , N .
Para aclarar la notación e identificar cuáles son las variables, los coeficientes y hacer notoria la
cantidad de restricciones, se hacen las siguientes definiciones:
N = nm, donde la imagen es una matriz de n filas y m columnas.
El vector e es descompuesto en su parte positiva e+ y su parte negativa e−, esto es, e =
e+ + e−. Definidos como:
ei
+ = máx{0, ei}, ei− = máx{0,−ei}, i = 1, . . . , N. (7)
El vector
f = (x1, . . . , xN , e1
+, . . . , eN
+, e1
−, . . . , eN
−)> (8)
con f ∈ R3N es la concatenación de la imagen, la parte positiva del error y la parte negativa
del error.
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c ∈ R3N es el vector de “costos” y se define como:
c = (0, . . . , 0︸ ︷︷ ︸
N ceros
, 1, . . . , 1︸ ︷︷ ︸
2N unos
)>. (10)





Sujeto a: Hf = b
f ≥ 0.
(11)
2.1. Resultados usando el modelo de PL
A continuación se presentan algunos resultados obtenidos al degradar imágenes y restaurarlas so-
lucionando el problema de PL (11) mediante un método de punto interior [20]. Para evaluar la
calidad de las restauraciones se usan las medidas de Proporción Máxima de Señal a Ruido (PSNR),
el Índice de similitud estructural (SSIM) y el error relativo en la norma L1. (Para las definiciones
de las métricas, véase el Apéndice A). Los experimentos presentados en este artı́culo fueron im-
plementados en MATLAB y ejecutados en un computador con un procesador Intel R CoreTM i5
8250u 1.60-3.40 Ghz con una memoria RAM de 4 Gb. Las imágenes y el código fuente usado en
este trabajo pueden ser consultados en la siguiente dirección URL:
https://github.com/Xioeng/Restauracion-de-imagenes
(a) (b) (c)
Figura 1. (Imagen degradada con 0,1% de ruido y su restauración, tomado de [22]. (a) Imagen original, (b) Imagen
borrosa, (c) Imagen restaurada.
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En la figura 1, la imagen (c) muestra el resultado de aplicar el método de restauración de programa-
ción lineal a la imagen borrosa (b), la cual se obtuvo mediante la degradación de la imagen (a) de
236× 197 pı́xeles por una PSF exponencial de tamaño 15× 15, varianza de 16 y contaminada con
un ruido blanco de 0,1 %. Se observa que la imagen restaurada (c) es legible a pesar de la presencia
de ruido del tipo “sal y pimienta”.
Tabla I. Resultados de la restauración de la imagen de la Figura 1.
Imagen borrosa Imagen restaurada
Error rel. 9,45 % 4,62 %
PSNR 15,76 dB 18,46 dB
SSIM 0,606 0,522
La tabla I muestra la diferencia entre la imagen de referencia (a) y las imágenes borrosa (b) y res-
taurada (c) respectivamente. Se observa la mejora en calidad, de la imagen restaurada en términos
de las medidas PSNR, SSIM y el error relativo. No obstante, no debe esperarse que los errores al
final de la restauración sean pequeños, debido a los grandes números de condición que presentan
estas matrices; por ejemplo para la restauración de la imagen figura 1 (a), la condición de la matriz
A es Cond2(A) = 3,66× 107.
2.2. El algoritmo Simplex contra el algoritmo de punto interior
Un segundo experimento se ilustra en la Figura 2, en el que se evalúan y comparan los algoritmos
Simplex y de punto interior en el proceso de restauración. A la imagen (a) de tamaño 194× 259 se
le aplica una PSF de desenfoque de movimiento horizontal de tamaño 51× 51 y un 0,5 % de ruido.
(a) (b) (c) (d)
Figura 2. Imagen degradada con 0,5% de ruido y sus restauraciones. (a) Imagen original. Tomado de [23], (b) Imagen
borrosa, (c) Imagen restaurada con el método Simplex, (d) Imagen restaurada con el método de punto interior.
En la figura 2 se aprecia que la imagen restaurada con el método de punto interior (d) es menos
ruidosa encima de la placa que en la imagen restaurada por el método Simplex (c). Esta zona co-
rresponde a una región homogénea y dicho efecto se ve reflejado en la medida Err. Sin embargo, los
errores en cada uno de los pı́xeles son más grandes, como se observa en las medidas PSNR y SSIM
(ver tabla II), esto se debe a lo mal condicionado del problema tratado Cond2(A) = 6,77× 103.
También se encuentra que las soluciones obtenidas por los métodos de punto interior y Simplex son
notoriamente diferentes, empezando por la cantidad de componentes no nulas; la menor cantidad es
para el método Simplex, esto es de esperarse pues en este algoritmo las soluciones son soluciones
básicas que constan de bastantes ceros. Cuantificando esta diferencia, se tiene que la norma || · ||1
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de la diferencia de las soluciones es 1,08× 106, lo que es equivalente al 20 % de la norma || · ||1 de
la imagen original, luego estas soluciones aunque se parecen visualmente son bastante lejanas. En
cuanto al tiempo de cómputo, la restauración de la imagen figura 2 (a) mediante el método Simplex
tardó 66,6 segundos, mientras que el método de punto interior necesitó solo 8,7 segundos.
Imagen borrosa Simplex Punto interior
Tiempo — 66,6 Seg. 8,7 Seg.
Número de iteraciones — 67618 18
Norma || · ||1 5,619× 106 5,619× 106 5,619× 106
Componentes no nulas 50246 44719 50246
Err 16% 37,99 % 36,79 %
PSNR 17,99 dB 15,25 dB 13,53 dB
SSIM 0,673 0,278 0,239
Tabla II. Resultados de las restauraciones de la imagen de la Figura 2.
3. Modelo regularizado como un problema de PL
Con el objetivo de mejorar los resultados de la sección anterior, es decir, reducir el ruido y lograr
imágenes restauradas más homogéneas, adaptamos técnicas de regularización al modelo de progra-
mación lineal. Además, puesto que las imágenes poseen cierto rango de valores: [0, 255] en el caso
usual, aunque también suelen verse en el rango [0, 1]. Consideramos las restricciones de no negati-
vidad en restricciones de caja, esto es, cambiar la desigualdad 0 ≤ x a la desigualdad 0 ≤ x ≤ u
donde 0 ≤ u ∈ RN es un vector de las mismas dimensiones que x y actúa como cota superior de la
solución óptima.
El problema (6) al añadir los términos de regularización y las restricciones resulta:
P (α, γ) : mı́n
e, x∈RN
‖e‖1 + α||x‖1 + γ||∇x‖1
Sujeto a: Ax− b = e
0 ≤ x ≤ u.
(12)
donde ‖b − Ax‖1 es la función objetivo subyacente y los términos de regularización son α‖x‖1 y
γ‖∇x‖1 con α, γ > 0. Los efectos que tienen los términos de regularización en el problema de
restauración son los siguientes:
Como A es una matriz mal condicionada, la adición del término ||x‖1 busca mantener x de
un tamaño razonable y el error residual ‖b − Ax‖1 lo más pequeño posible. Esto remedia
el problema de la aparición de pı́xeles con grandes valores que entorpezcan el proceso de
restauración y controla también la cantidad de ceros en la imagen.
Para tratar los casos en los que hay muchas variaciones de intensidad de la imagen se intro-
duce el término ‖∇x‖1, el cual penaliza soluciones no suaves. Es decir, se limitan las altas
frecuencias para obtener un imagen relativamente homogénea.
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Para obtener una imagen lo más fiel posible a la original, los parámetros de regularización α
y γ se seleccionan para alcanzar un balance entre las normas del error residual, la solución y
su derivada.
En lo que sigue se transforma el problema (12) como un problema de programación lineal en forma
estándar.
3.1. Abordaje
Para este propósito se usan los siguientes hechos:








es decir, es posible obviar los valores absolutos y obtener la suma de las componentes del
vector x.




















Es decir, se pueden separar las derivadas en la dirección horizontal y vertical de la imagen. De
hecho, pueden ser calculadas de forma similar a como se calculó la matriz A. Las derivadas
parciales son transformaciones lineales. Gracias a esto, se pueden calcular las matrices Dh y
Dv, de forma que
∂x
∂x1
= Dhx y que
∂x
∂x1
= Dvx. Esto permite que
||∇x‖1 = ||Dhx‖1 + ||Dvx‖1. (15)
3. Al igual que en la ecuación (6), se escribe ||b − Ax‖1 = e+ − e− con e+ ≥ 0 y e− ≥ 0.
También, se separan los términos de las derivadas parciales en los vectores h+ ≥ 0, h− ≥ 0,
v+ ≥ 0 y v− ≥ 0, de forma que
Dhx = h
+ − h− y Dvx = v+ − v−. (16)
4. Al limitar los posibles valores de la norma de la solución a un cierto rango, se obliga a que
los valores de los vectores error e+, e−, h+, h−, v+ y v− estén en el mismo rango. Esto se
debe a que si a, b y c > 0 son tres números reales con a, b ∈ [0, c], entonces, |a− b| ∈ [0, c].
Con todas estas observaciones se puede reescribir el problema de optimización de la ecuación (12)
en términos de los problemas de optimización asociados a las constantes α y γ. Para ello, se hacen
las siguientes definiciones:
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El vector de variables f ∈ R7N se define como:
f = (x1, . . . , xN , e1
+, . . . , eN
+,
e1
−, . . . , eN
−, h1
+, . . . , hN
+, h1
−, . . . , hN
−,
v1
+, . . . , vN
+, v1
−, . . . , vN
−)>. (17)
Este vector es la concatenación de la imagen, la parte positiva del error y la parte negativa
del error del modelo de borrado, la parte positiva y la parte negativa de las derivadas parciales.
H ∈ R3N×7N es una matriz por bloques definida ası́:
H =
 A I −I 0 0 0 0Dh 0 0 −I I 0 0
Dv 0 0 0 0 −I I
 , (18)
donde cada matriz es de tamaño N ×N ; la matriz I es la matriz identidad y la matriz 0 es la
matriz de ceros.
c ∈ R7N es el vector de “costos” y se define como:
c = (α, . . . , α︸ ︷︷ ︸
N alfas
, 1, . . . , 1︸ ︷︷ ︸
2N unos
, γ, . . . , γ︸ ︷︷ ︸
4N gammas
)>. (19)
Se define el vector d ∈ R3N como:
d = (b>, 0, . . . , 0︸ ︷︷ ︸
2N ceros
)>, (20)
donde las componentes del vector b son las intensidades de los pı́xeles de la imagen borrosa.
El vector u ∈ R7N se construye de forma que u = 255 · 1. Con 1 el vector de unos en R7N .
Ası́, la familia de problemas descritos por la ecuación (12) puede reescribirse como el problema de
programación lineal
P (α, γ) : mı́n
f∈R7N
c>f
Sujeto a: Hf = d
0 ≤ f ≤ u.
(21)
Nótese que cuando α = γ = 0 es el caso del modelo sin regularizar.
4. Resultados: modelo regularizado
En esta sección se presenta el resultado de emplear el método de punto interior en la solución del
problema de PL (21). La restauración se realiza a imágenes degradadas con diferentes funciones
PSF y con distintos niveles de ruido.
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(a) (b) (c) (d)
Figura 3. Imagen degradada con 5% de ruido y sus restauraciones usando el algoritmo de punto interior. (a) Imagen
original, (b) Imagen borrosa, (c) Imagen restaurada con el modelo sin regularizar, (d) Imagen restaurada con el modelo
regularizado.
En la figura 3, la imagen (a) es degradada mediante una PSF de movimiento horizontal de tamaño
21×21 y a la imagen borrosa se le añadió 5 % de ruido. Se usaron los parámetros de regularización
α = 2 × 10−2 y γ = 8 × 10−2. Se observa que varias de las zonas que son homogéneas en la
imagen original (a) son contaminadas con ruido en la imagen no regularizada (b). Sin embargo, en
la imagen regularizada (d) es posible volverlas homogéneas de nuevo. También se observa que no
se regularizó demasiado la derivada para no perder ciertos detalles de la imagen (como lo son los
tornillos y pernos en la placa y cerca de ella). Por otra parte, hay que tener cuidado de no regularizar
demasiado la derivada ya que detalles importantes como lo puede ser la palabra “Colombia” pueden
verse afectados.
Tabla III. Comparación de la calidad las restauraciones de la imagen de la Figura 3.
Imagen borrosa Regularizado Sin regularizar
Error rel. 15 % 7,9 % 49,14 %
PSNR 19,77 dB 26,37 dB 12,43 dB
SSIM 0,640 0,840 0,170
En la figura 4, la imagen (a) de tamaño 255 × 271 pı́xeles es degradada con una PSF exponencial
con varianza de 16, un coeficiente q = 3 y de tamaño 11 × 11. Esta imagen fue contaminada con
0,5 % de ruido. Se usaron los parámetros de regularización α = 1× 10−2 y γ = 2,5× 10−2.
(a) (b) (c) (d)
Figura 4. Imagen degradada con 0,5% de ruido y sus restauraciones usando el algoritmo de punto interior. Tomado
de [24]. (a) Imagen original, (b) Imagen borrosa, (c) Imagen restaurada con el modelo sin regularizar, (d) Imagen
restaurada con el modelo regularizado.
En la imagen figura 4 (d) se observa que al regularizar la norma y su derivada se evita la aparición
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del ruido artificial que se aprecia en la imagen que no fue regularizada (figura 4 (c) ), esto permite
recuperar zonas que verdaderamente son homogéneas, al igual que el caso anterior. Sin embargo,
dada la naturaleza de la imagen, en la que se presentan varios detalles que pueden ser interpretados
como ruido (los puntos blancos que son polvo estelar o estrellas), es necesario regularizar menos
la derivada de la solución para no eliminarlos. En este ejemplo, se observa que es indispensable un
compromiso entre la cantidad de ruido admisible y la cantidad de detalles permitidos que puedan
parecer ruido, esto se refleja en la selección de los parámetros de regularización α y γ.
Tabla IV. Comparación de la calidad las restauraciones de la imagen de la Figura 4.
Imagen borrosa Regularizado Sin regularizar
error rel 9,39 % 7,50 % 81,43 %
PSNR 27,58 dB 31,06 dB 11,51 dB
SSIM 0,738 0,813 0,079
En las tablas III y IV se compara la calidad de las imágenes restauradas obtenidas de solucionar el
problema de PL (11) y el problema de PL regularizado (21). Como podemos ver, aplicar la técnica
regularización propuesta da un mejor resultado de restauración en las tres métricas.
4.1. Comparación contra otros métodos de restauración
En esta sección se estudia el desempeño de nuestra propuesta con respecto a los siguientes métodos
formulados por otros autores:
1. Método de deconvolución de Lucy-Richardson propuesto en [8].
2. Método de deconvolución de Wiener propuesto en [1].
3. Método blind deconvolution desarrollado en [25] y [26].
4. Algoritmo propuesto en [15] llamado “Blind Deconvolution Using a Normalized Sparsity
Measure”(BDNSM).
5. Método de regularización de Tikhonov desarrollado en [27] y [6].
6. Método propuesto en el que se usa PL.
La implementación de estos métodos como: el algoritmo de Lucy-Richardson, el algoritmo de Wie-
ner y el algoritmo de blind deconvolution son funciones implementadas por defecto en MATLAB.
La implementación del algoritmo (BDNSM) fue tomada de la web del autor [28] y la implementa-
ción del método de regularización de Tikhonov fue tomada del sitio web de los autores [29].
A continuación se presentan varios experimentos de restauración a diversos tipos de imágenes [30]
con diferentes tipos de PSF, ası́ como los resultados cuantitativos de dichas restauraciones (ver
Tabla V). Para cada uno de los experimentos todos los algoritmos fueron provistos con la misma
PSF y fueron usados con los parámetros que tienen por defecto. Para los casos de los métodos de
regularización de Tikhonov y el propuesto se usó el mismo valor de α para ambos.
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4.1.1. Experimento 1
En la figura 5 se presenta el estudio comparativo. Inicialmente se desenfoca la imagen (a) usando
una PSF de movimiento vertical de tamaño 31× 31 y luego contaminada con 3 % de ruido blanco.
Para la restauración se usaron los valores de parámetros α = 1 × 10−2 y γ = 7 × 10−2. En
la figura 5(h) se observa la efectividad del modelo propuesto al restaurar imágenes con regiones
homogéneas, como se ha visto antes. En los otros métodos tienden a aparecer lı́neas horizontales
que originalmente no estaban en la imagen, esto puede ser visto como ruido adicional en la imagen.
En particular, las restauraciones logradas con los métodos de Wiener figura 5(d) y de regularización
de Tikhonov figura 5(g) contienen muchos puntos blancos (el ruido del que se habló en la sección
2.1). Esto puede deberse tanto a la ausencia de la regularización en la derivada, como a la norma
usada en la optimización que se realiza en estas dos técnicas.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 5. Imagen degradada con 3% de ruido y sus restauraciones. (a) Imagen original, (b) Imagen borrosa, (c)
Imagen restaurada con método de Lucy-Richardson, (d) Imagen restaurada con método de deconvolución de Wiener,
(e) Imagen restaurada con el método blind deconvolution, (f) Imagen restaurada con método BDNSM, (g) Imagen
restaurada con método de regularización de Tikhonov, (h) Imagen restaurada con método propuesto.
4.1.2. Experimento 2
En este experimento se difumina la imagen original figura 6(a) mediante una PSF exponencial con
varianza igual a 7 y luego es contaminada con un ruido blanco del 1 %. En la figura 6 se aprecia
que las restauraciones de los diferentes métodos apuntan a recuperar los detalles generales de la
imagen, aunque en algunas de ellas (figura 6 (d), (e) y (f) ) se nota aún la presencia de efectos
borrosos sobre esta. En cambio, el método propuesto restaura con mayor nitidez caracterı́sticas
locales de la imagen, por ejemplo: el portarretratos y los números del reloj (ver figura 6(h)).
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 6. Imagen degradada con 1% de ruido y sus restauraciones. (a) Imagen original, (b) Imagen borrosa, (c)
Imagen restaurada con método de Lucy-Richardson, (d) Imagen restaurada con método de deconvolución de Wiener,
(e) Imagen restaurada con el método blind deconvolution, (f) Imagen restaurada con método BDNSM, (g) Imagen
restaurada con método de regularización de Tikhonov, (h) Imagen restaurada con método propuesto.
4.1.3. Experimento 3.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 7. Imagen degradada con una PSF de degradado atmosférico, 1% de ruido y sus restauraciones. (a) Imagen
original, (b) Imagen borrosa, (c) Imagen restaurada con método de Lucy-Richardson, (d) Imagen restaurada con método
de deconvolución de Wiener, (e) Imagen restaurada con el método blind deconvolution, (f) Imagen restaurada con
método BDNSM, (g) Imagen restaurada con método de regularización de Tikhonov, (h) Imagen restaurada con método
propuesto.
La imagen de la figura 7(b) ha sido generada por la convolución de la imagen original (figura 7(a)),
con una PSF de degradado atmosférico y la adición de un ruido blanco del 1 %. Se aprecia en la
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imagen de la figura 7(h) cómo el método propuesto recupera los bordes de las figuras geométricas,
evitando que aparezcan lı́neas de contorno alrededor de ellas o ruido en el fondo de la imagen, a
diferencia de lo que se observa en las imágenes 7 (c), (e) y (g). Se nota que el método de Wiener
no arroja resultados satisfactorios, esto debido a su sensibilidad con respecto al ruido de fondo.
4.1.4. Experimento 4
En este experimento se restaura la imagen borrosa 8(b) la cual se obtuvo al aplicar un PSF de desen-
foque y un ruido blanco del 1 % a la imagen 8(a). Observamos una mejor calidad de reconstrucción
al emplear el método propuesto (figura 8(h)). Se recuperan los caracteres degradados evitando, de
nuevo, que haya ruido que degrade el fondo. Este efecto es resultado de penalizar la norma ‖x‖1.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 8. Imagen degradada con una PSF de desenfoque, 1% de ruido y sus restauraciones. (a) Imagen original,
(b) Imagen borrosa, (c) Imagen restaurada con método de Lucy-Richardson, (d) Imagen restaurada con método de
deconvolución de Wiener, (e) Imagen restaurada con el método blind deconvolution, (f) Imagen restaurada con méto-
do BDNSM, (g) Imagen restaurada con método de regularización de Tikhonov, (h) Imagen restaurada con método
propuesto.
4.1.5. Experimento 5
A continuación se presenta una imagen de resonancia magnética (figura 9(a)) que fue alterada
mediante una PSF de movimiento en una dirección de 300 grados de tamaño 31×31 y contaminada
con ruido blanco del 1 %. En la figura 9(h) se aprecia el potencial del método propuesto en el
procesamiento de imágenes médicas. Se recupera la imagen manteniendo los detalles de la misma
sin añadir ruido al fondo, el cual podrı́a ser nocivo para un posprocesamiento. Además, se restaura
la escala de grises con mayor fidelidad que la de las otras técnicas.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 9. Imagen degradada con una PSF de movimiento, 1% de ruido y sus restauraciones. (a) Imagen original,
(b) Imagen borrosa, (c) Imagen restaurada con método de Lucy-Richardson, (d) Imagen restaurada con método de
deconvolución de Wiener, (e) Imagen restaurada con el método blind deconvolution, (f) Imagen restaurada con méto-
do BDNSM, (g) Imagen restaurada con método de regularización de Tikhonov, (h) Imagen restaurada con método
propuesto.
Tabla V. Comparación de la calidad de las restauraciones de la imagen de las Figuras 6, 7, 8 y 9.
Imagen Medida Borrosa R-Lucy Wiener Blind BDSNM Tikhonov Propuesto
Placa
error rel 26,46 % 15,44 % 221,65 % 15.63 % 40,12 % 18,43 % 7,97 %
SSIM 0,425 0,555 0,014 0,546 0,162 0,421 0,787
PSNR (dB) 14,99 24,16 12,68 24,36 14,23 20,77 25,06
Reloj
error rel 4,93 % 4,47 % 50,04 % 4,47 % 5,90 % 5,78 % 3,46 %
SSIM 0,765 0,782 0,6034 0,783 0,815 0,497 0,822
PSNR (dB) 22,858 24,192 7,941 24,201 23,592 24,675 26,209
Figuras
error rel 4,65 % 6,09 % 50,00 % 5,98 % 5,11 % 7,61 % 2,63 %
SSIM 0,839 0,770 0,675 0,774 0.886 0,436 0,872
PSNR (dB) 26,624 25,188 10,667 25,198 27,873 25,758 32,354
Test
error rel 15,84 % 12,53 % 56,28 % 12,54 % 35,58 % 12,18 % 2,44 %
SSIM 0,432 0,503 0,433 0,503 0,389 0,346 0,914
PSNR (dB) 12,128 14,607 5,813 14,596 9,274 17,106 23,182
Resonancia
error rel 31,49 % 8,50 % 41,61 % 36,70 % 42,14 % 22,26 % 2,99 %
SSIM 0,649 0,939 0,463 0,584 0,558 0,716 0,984
PSNR (dB) 19,653 30,974 22,199 18,067 17,384 23,337 40,875
Una evaluación más objetiva de nuestro método se ilustra en la tabla V. En esta se presentan las
medidas de error relativo, PSNR y SSIM de las imágenes restauradas por los diferentes métodos y
los tipos de difuminado. Los mejores resultados están en negrita. Se puede observar que los valores
de error relativo, PSNR y SSIM del método propuesto son superiores a los de otros métodos,
excepto en el caso de la restauración de las figuras geométricas (figura 7) en el que el método de
deconvolución ciega BDSNM muestra un mejor valor de SSIM. Esto se debe a que la eliminación
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de ruido de fondo es mejor que la producida por el método propuesto (véase figura 7(f)). Por otra
parte, es de recalcar que el método de PL con regularización contrarresta el efecto amplificador de
los errores por el mal condicionamiento del problema de restauración. Obsérvese el error relativo
de la última columna de la tabla V.
5. Conclusiones
Se exploró y se probó un método alternativo para la restauración de imágenes borrosas, visto y solu-
cionado como un problema de programación lineal tomando en cuenta las propiedades particulares
de la norma ‖ · ‖1. La adaptación de la técnica de regularización en el problema de programación
lineal, para tratar con el mal condicionamiento procedente de la ecuación integral (1) conduce a
la obtención de resultados óptimos en la restauración de las imágenes difuminadas por diferentes
funciones PSF. Es ası́, que la penalización de la solución en la norma L1 reduce el ruido en las áreas
homogéneas de la imagen y la penalización del gradiente permite preservar mejor los bordes de la
imagen obteniendo mejores resultados que con otros métodos usualmente empleados en la literatu-
ra. Se observa que para obtener resultados óptimos en la restauración de las imágenes es necesario
un criterio de selección de los parámetros de regularización α y γ que discrimine de la mejor mane-
ra los detalles de la imagen que pueden parecer ruido. En este trabajo no se consideraron imágenes
de gran tamaño; sin embargo, en vista del rendimiento superior del método propuesto, puede ser
interesante investigar el desempeño de otros esquemas numéricos para la solución de problemas
de PL de gran tamaño, como una implementación basada en la actualización de soluciones básicas
de Forrest-Tomlin [31] o métodos de búsqueda multidimensional [32]. Además, dado el carácter
convexo del problema aquı́ tratando, es posible emplear métodos incrementales y de reducción de
la varianza para el descenso del gradiente estocástico [33], especialmente usados en problemas
de aprendizaje de máquina. Otro trabajo futuro es explorar la selección automática de parámetros
de regularización y la incorporación de la estimación del núcleo de borrado en el marco de un
problema de programación lineal.
A. Medidas cuantitativas de la calidad de la restauración
Para evaluar la calidad de las restauraciones se usan tres medidas, dos de ellas son muy usadas en
la literatura correspondiente a imágenes. Sean I y R dos matrices que representan a dos imágenes
en sus arreglos como pı́xeles y donde se busca medir que tanto se parece la imagen I a la imagen
de referencia R:
Proporción Máxima de Señal a Ruido (PSNR) por sus siglas en inglés (Peak Signal to Noise









y tiene en cuenta el mayor valor de intensidad que puede tomar la imagen Max. Si se tienen
b bits para representar la imagen entonces Max = 2b − 1, y el PSNR se calcula como
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En este caso la calidad de la restauración es mejor a medida que PSNR(I, R) se hace cada
vez más grande.
Índice de similitud estructural o SSIM por sus siglas en inglés (Structural Similarity Index):
este ı́ndice evalúa la similitud entre dos imágenes, varı́a de cero a uno, donde uno significa
que las imágenes son la misma y cero que las imágenes no tienen estructuras comunes (ver
[34])
SSIM(Im,Ref) =










• µIm y µRef son los promedios de las intensidades de Im y Ref respectivamente.
• σ2Im y σ
2
Ref son las varianzas de las intensidades de Im y Ref respectivamente.
• σImRef es la covarianza de las intensidades de intensidades de Im y Ref .
• c1 y c2 son parámetros de estabilización.







Donde A es una matriz de n × m y sus entradas están dadas por los números aij con i =
1, . . . , n y j = 1, . . . ,m. Entonces se define el error relativo como
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