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CHAPTER 1 
INTRODUCTION 
The benevolence of nature is a common sentiment, but one generally 
unsupported by fact. Those who have witnessed the devastating after- . 
effects of a major flood, hurricane, tornado, or earthquake are not 
likely to refer to IIMotherNature" in glowing terms, and engineers, who 
are called upon to design structures to resist natural hazards, are un-
likely to be quite as easily misled. Indeed, the design of structures to 
resist natural hazards is not a simple matter, and many of the traditional 
design methods consist of adopting convenient assumptions to allow the 
actual random, dynamic characteristics of natural hazard loadings to be 
replaced by lJequivalent" static loadings. Ideally, however, it is desirable 
to develop analytical models for the response of structures which account 
for the complexities of the loadings and the resultant structural response. 
In particular, the factors contributing to the detailed structure of the 
loading may be both numerous and complex. Some of the factors may not 
even be known. The resulting uncertainties suggest that natural events 
such as earthquakes or high winds might be appropriately modeled as random 
processes. Indeed, a number of researchers have investigated this pos-
sibility (2,15,31,58,63), and work continues in this area. 
Likewise, the behavior of engineering structures under the severe 
loadings which typify natural hazards is inadequately described by the 
usual linearly elastic models. Indeed, the response of structures to 
such loadings may involve numerous excursions into the inelastic range, 
resulting in significant energy dissipation due to hysteresis, and, in at 
2 
least some instances, system deterioration. The effect of gravity may be 
considerable. 
One is thus led naturally to the random vibration analysis of 
hysteretic, degrading systems, which is the topic of this thesis. In 
particular, the response of hysteretic structures to base excitations charac-
teristic of earthquakes is emphasized, although several results applicable 
to other types of excitations are presented. In Chapter 2, a versatile 
nonlinear hysteretic element, capable of modelling hardening or softening 
behavior with a wide range of cyclic energy dissipation properties and 
either strength, or stiffness or combined degradation is described. The 
model is then extended to multidegree of freedom simply-coupled systems. 
Several of the existing stochastic models for zero mean base excitation are 
reviewed. In Chapter 3, some of the fundamental results of the method of 
equivalent linearization are reviewed, and a linearized version of the 
hysteresis of Chapter 2is presented which allows system degradation and 
which does not require the usual Krylov-Bogoliubov approximation. In 
Chapter 4, several approximations for the first passage time problem are 
considered, and methods for computing the 'response power spectral density 
function and its moments for the linearized system are presented. Compu-
tations are also presented for energy dissipation requirements. Chapter 5 
deals with several alternatives to, and extensions of, the previously de-
veloped nonlinear models, and the associated linearization techniques. In 
particular, a discrete hinge model, similar to that commonly used in deter-
ministic analysis is presented. Finally, Chapter 6 contains a variety of 
numerical studies intended to verify the linearized models' applicability, 
and where appropriate, ,to provide insight into the behavior of nonlinear 
, 
.......... ~ .1 
3 
structures. The conclusions and recommendations are given in Chapter 7. 
Because of the variety of topics discussed, it was considered appropriate 
to review the literature in the context of the separate chapters. 
2. 1 
4 
CHAPTER 2 
ANALYTI CAL MODELING OF HYSTERETI C AND DEGRADING 
SYSTEM AND SEISMIC EXCITATION 
In general, the stochastic seismic modeling of multi-degree of 
freedom, hysteretic, degrading systems will lead to' equations of the 
form 
.. 
- - M l; 
- -.8 
where u is a vector of generalized displacements or relative displace-
('< • 
[2.1J 
ments, S is the vector of nonlinear restoring forces, ~ is the mass matrix, 
and §B is a vector stochastic process representation for the base accelera-
tion. The form of q is chosen to indicate ·that, in general, q is a function 
of the entire response time history. Frequently, it is possible to simplify 
Eq. [2.1J somewhat, by excluding nonlinear velocity dependent forces such 
as those consi dered by Kaul (53) from q, and by assuming that only a 
. -
single component of earthquake motion ~B is significant. Eq. [2.1J may 
then be modified to 
M u + c U + ~"( {~( l ), 0 ~ l 2. t" }; . t) = - ~ a ~B' [2.2J 
where C is the usual viscous damping matrix and a is a constant vector of 
proportionality which indicates the effect of the (now scalar) base exci-
tation ~B upon the different degrees of freedom. 
In the following, consideration will be restricted to planar motion, 
5 
which eliminates such effects as torsional oscillation 
and further simplifies a. Clearly, Eq. [2.2J is still quite general, 
and will admit numerous hysteresis models, and structure types. 
2.2 ~1odels for System Hysteresis 
Ideally, the primary criterion for the choice of a hysteresis model 
should be the ability to closely represent the true behavior of the struc-
tural system being considered. In practice, this is not always possible, 
since the factors contributing to hysteresis of a particular system are 
often numerous and complex, and may yary widely for different types of 
structural systems (68,78). Hence, a large number of such models would 
have to be considered, and these could involve rather complex descriptive 
algorithms for mathematical implementation. Such models are generally not 
tractable when system response to stochastic excitations is considered, 
unless one is content to use Monte Carlo simulation (MCS~ MCS 
is reasonable only for systems with few degrees of freedom; the pre-
cision of the information obtained will not justify a sophisticated 
material model u~less a lar~e number of sample functions are obtained. 
Obviously, this is expensive. Thus when response to stochastic excitations 
is required, simplified hysteresis models are usually selected, with mathe-
matical simplicity a primary criterion. 
Probably the most widely used model is the well known bilinear 
hysteresis (see Figure 2.1). Even with such a simplified model for hyster-
esis, an exact solution has not been obtained. Instead, a number of ap-
~ 
proximate analytical techniques have been used. Penzien and Liu (70), 
6 
L i u (60 ), and Iwan and Lutes (42 ) used ei ther di gi ta 1 or analog MCS 
to obtain response statistics. Caughey (16 ,17 ,18) 'studied the bilinear 
hysteretic sy~tem via the method of equivalent linearization, and utilized 
the Krylov-Bogoliubov (K-B) technique (method of slowly varying parameters) 
to obtain approximate solutions. His results agreed well with simulation 
when the nonlinearity was moderate, but relatively poor agreement was ob-
tained when a nearly elasto-plastic system was considered. Kobori et al 
(55 ) obtained somewhat improved results using the K-B technique by adding 
parameters to allow system drift. Lutes and Takemiya (64) considered the 
bi 1 i near hystereti c system us i ng the power balance method (50 ,51 ) 
and obtained moderate improvement over equivalent linearization by the K-B 
technique. Lutes (62 ) replaced the bilinear hysteretic system by a non-
hysteretic nonlinear system for which an exact solution could be found. 
A second class of mathematical models lead to smoothly varying 
hysteres i sloops as shown in Fi gure 2. Jennings (46) proposed a general 
yielding system with a polynomial skeleton curve, and polynomial branches, 
similar to the well known Ramberg-Osgood model (74). Iemura (36) used 
Jennings' model to study' random vibration of single degree of freedom 
systems via a method first proposed by Karnopp and Scharton '(52 ).Iwan 
( 38 ) proposed a smooth model based on the behavior of an infinite number 
of bilinear systems, with different yield levels, in parallel. 
A number of authors have also investigated the response of deteriora-
t i ng systems. Clough (20 ) and Takeda et a 1 (86) proposed simple tri-
linear models for the hysteretic, degrading behavior of concrete. Subse-
quently, Penzien and Liu,(70),and Liu (60) obtained approximate response 
-' 
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statistics for a single degree of freedom system with hysteresis given 
by Clough's model by MCS. Iemura (36 ) proposed a degrading bilinear 
model based on low cycle fatigue damage ratios, and obtained mean 
square response predictions using a variation of equivalent lineari-
zation. Iwan' (39,41) proposed a deteriorating system based upon a 
series of parallel Coulomb and spring elements. Gates (28) subsequently 
considered the seismic response of Iwan's model to specific sample earth-
quakes by using several emoirical linearization techniques. 
2.3 Smooth System Hysteresis Hodel 
In the current study, a hysteresis model first proposed by Bouc 
( 14) and later generalized by Wen (92 ) will be examined in considerable 
deta i 1 , and extensions to the representation of degrading systems 
will be presented. It has been shown by Wen ( 93, 94 ) and by Baber and 
Wen ( 6 , 7 ) that both nondegrading and degrading forms of the model 
can be analyzed by stochastic equivalent linearization, without recourse 
to the Krylov-Bogoliubov method. The linearization procedure and means 
for obtaining the zero time lag covariance matrix will be discussed in 
Chapter 3, and several approximate maximum response prediction methods based 
upon mean square statistics obtained from the linearized model will be con-
sidered in Chapter 4. 
2.3.1 Nondeteriorating Model 
Considering temporarily a single degree of freedom system, Eq. [2.2J 
may be written as 
00 
mu + cll + q (u, t) - - ~B [2.3J 
8 
where the restoring force q is given by 
q = aku + (1 - a) kz [2.4J 
and the hysteretic restoring force z is described by 
z = A U - s I u I I z I n-1 z - yu I z In [2.5J 
Schematically, the total restoring force may be shown as three elements 
in parallel, a linear spring element with stiffness ok, a linear viscous 
damping force with damping coefficient c and the hysteretic component 
(l-a) kz (Figure' 2~3). The nature, and versatility of the hysteresis 
z is more clearly seen if Eq. [2.5J is broken into four differential 
. 
equations and each is divided by u. By this method one obtains 
dz (S + y) zn z ~ 0, . 0 - = A- u > du 
dz _ A - (y - S) zn z .::. 0, u < 0 cru-
dz _ A + (_l)n+l (6 +.y)zn z < 0, . < 0 Tu- u 
dz _ A + (_l)n+l (y - S)zn z ~ 0, .u ~ 0 du -
Consider, for the moment, the case n = 1. The linear differential 
equations which result are easily solved in the four regions, and the 
[2.6aJ 
[2.6bJ 
[2.6cJ 
[2.6dJ 
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solution is shown in Figure 2.4whereu is the value of displacement at o . 
which z = 0, a quantity which generally varies from cycle to cycle. 
Examining the positive ascending branch (Figure 2.4a) and the positive 
descending branch (Figure 2.4b), itis seen that a large number of 
hysteresis shapes can be described by varying the parameters A, S 
and Y. ~e parameters must satisfy some criteria, however, to assure 
that the total energy dissipation through a cycle is positive. The 
possible combinations are shown in Figure 2.5. 
Examining Figure 2.5, it is seen that a positive energy dissipation 
will be obtained provided S>O, and that, within that restriction, a 
large variety of hystereses are possible, some hardening, some softening. 
When ~o., the model is nonhysteretic. It is also interesting to 
observe the effect of variations in y. If S = 0 (nonhysteretic case) 
then y>O leads to a softening system, and y<O results in hardening behavior. 
If S is positive, a lower yield level and softer behavior will be observed, 
as well as positive hysteresis area. In this case positive y still tends 
to cause softening and nega~ive y tends to cause hardening, but the limiting 
behavior will remain softening unless \y\>lsl and y<O . 
It is possible to perform similar intuitive analyses for n>l, however 
it is preferable to introduce some specific variables which quantify the 
hysteretic behavior, as a function of A, Sand y. 
The differential Eqs. [2.6aJ - [2.6dJ which characterize the hysteresis 
in the four quadrants of the (u, z) plane may be easily reduced to quadratures 
In particular, the ascending and descending displacements for positive z, 
denoted by uA and u D respect; ve ly, are gi ven by 
10 
z d l; 
uA ~ u = f 
°A (S + y) n 0 A - Z;; 
[2.7a] 
and 
z d Z;; Uo - u = f 0 0 0 A - (y - f3 ) l;n [2.7b] 
Likewise, the rate of energy dissipation under the ascending curve is 
and that under the descending curve by 
d£O = (l-a)kzO duO- These expressions may be written only in terms of z 
by using Eqs. [2.6a] and [2.6b] respectively, and integrated to give the 
total change in energy under the positive ascending curve, and under the 
descending curve, viz. 
z 1',; d ~ b. £A = (1 - a)k f 
0 A - (S + y) z;;n [2.8a] 
z 
l;.d ~ b. £0 = (1 - a)k f 
0 A - (y-S) 1',;n [2.8b] 
Similar expressions may be written for the negative branches, but Eqn's.[2.8] 
are sufficient for the present purpose .. For cyclic response, with 
uOA = -uoO ,define the skeleton curve Us as the average displacement 
at constant z. Then averaging Eqs. [2.7a] and [2.7b] obtain 
z z· 
() = l{f dl; + f d1',; } Us z 2 
o A -(S + y)z;;n 0 A -(y - S)l;n 
[2.9] 
as shown in Figure2.6a. The total energy dissipation in the positive half 
cycle is given as the difference between the ascending and descending branch 
i-__ _ 
r 
1.--. 
'--
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energies as given by Eqs. [2.8a] and [2.8b], and assuming the negative 
half cycle to. be af identical magnitude, the energy dissipatian per 
cycle, EC (z) is 
z 
= 2(1 -a)k [f r; d r; 
a A ~(s + y)r;n 
z f r;dr; ] 
a A -(y - s)r;n .[2.10J 
as illustrated in Figure 2.6b. 
A third quantity, af interest primarily far softening systems, is 
the ultimate hysteretic strength, zu' defined for the smoath system madel 
as the limiting value of z as u appraaches infinity. It can be shown that, 
for arbi trary n 
Zu = ( __ A __ 
S + y ) 
lIn 
[2 ~ 11 J 
Although clased form integrals of Eqs. [2.9] and [2.10] are tabulated far 
small n (71 ), it is more expedient for general n to. perform the integra-
tion in the complex plane, after partial fraction expansion af the inte-
grands. This approach also. reveals the source af Eq. [2.11J. At present, 
it is sufficient to. cansider the hysteresis for n < 5. The skeleton curves 
for variaus ~ysteresis types, with A=l, Sand yvarying, and n=1,2,5, are shown 
in Figures 2.7a thraugh 2.9. The correspanding energy dissipations per 
cycle of respanse are shown in Figures 2.7b through 2.9 as a function af 
maximum displacement u. It is apparent fram the figures that the previaus 
m 
statements made about the effects af sand y cantinue to ha1d far n>l. In 
Fig. 2.10 the skeletan curves far n=l, 3,5, and 10, are repraduced far 
the special case A=l, ~= y= 0.5, verifying the results published by Wen 
12 
( 92) that as n-+<x> the hysteresis approaches the bi1 inear hysteresis 
'(e1astop1astic). In fact, as indicated by the cyc1ic'energy dissipation 
curves shown in Figure 2.13b, the behavior is very similar to the e1asto-
plastic case even for n=5. The behavior of a hysteretic hardening 
\"):." ~ '( ';1:>:'" 
\ ' 
system (A=1,S=y=0.5) is shown in Figure !J.L together with the 1imiti'ng 
behavi or as n approaches i nfi ni ty. In Fi gure 2.12, the effect of in-
creasing n upon a softening system (A=2, S=y=0.5) is shown. The ex-
pression for Z given by Eq. [2.11J is easily verified. 
u 
Returning to the restoring force q given by,Eq. [2.4J it is pos-
sible to establish a number of parameters of immediate physical interest. 
Considering softening systems only, the initial stiffness, Ki ' is given 
by , 
[2.12J 
The yield level, fy' is given by 
~ l/n 
fy = (1 - a) k Zu = (1 -@)k( A ) 
S + Y [2.13J 
where Zu is given by Eq. [2.11J. The final (post yield) stiffness KF is 
[2. 14 J 
In the special case where A=l, the parameter a may also be assigned a, 
physical significance. 
-L 
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[2. 15 J 
as is easily seen by dividing Eq. [2.13J by [2.l2J. 
Finally, the parameters n and ~ allow considerable flexibility in 
adjusting the shape of the hysteresis loop and the amount of energy dissi-
pated. 
2.3.2 Deteriorating Model 
Models for system deterioration must be capable of accounting, in 
some manner, for the duration and severity of response. There is no 
unique way of doing this. Possibilities include maximum system dis-
placement ( 20, 86) and low cycle fatigue damage ratios (36). In the 
model presently under consideration, deterioration is a function of the 
total energy dissipated by hysteretic action, ET_ Examining the hysteresis 
loop in Fig. 2.6b, ET is given by 
whence 
or 
dET = (1 - a) kzdu = (1 - a) kzudt 
~ = (1 - a) kzu T 
t 
ET = (1 - a) k f zudt 
o 
[2. 16 J 
[2.17J 
[2.18J 
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Because of the nature of hystereti c sys terns, ET wi 11 always increase 
after a cycle of response, and the rate of increase will reflect the mag-
nitude of the response. Thus ET contains the necessary information to be 
a basis for system degradation. 
i In studies of nondeteriorating systems, it was seen that the quantity 
lin 
Zu = ( 6! y ) 
governs the yield level, while from Eq. [2.12J it is apparent that A is 
important in establishing the initial slope. Thus,- strength deterioration 
will be obtained by making 
[2. 19 J 
a decreasing function of ET, while stiffness deterioration, with no 
strength loss will be achieved by setting 
z = constant u 
[2.20] 
These goals are achieved by introducing a parameter n(E T) into.Eq. [2.5) 
resul ti ng in 
i = ( A u - 6 I u I I z ,n-1 z - y u I z ,n ) In [2.21J 
The skeleton curve is now given by (for n constant) 
Z d Z d r 
=n [f r;; +f-':>..:::....-- ] 
Us 2 0 A -(6 + y)r;;n 0 A -(y - 6) r;;n [2.22] 
[ 
l 
"---
L~ 
~---. 
';..._.-
L._. 
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Clearly, as n increases, the skeleton curve reaches larger displacements 
for the same hysteretic force level z (stiffness deterioration). Since 
the integrals do not change,the maximum level of z obtainable remains the 
same, provided A remains constant. 
Alternately, suppose A is a decreasing function of ET with n=l. Then, 
Zu must decrease continuously with time, provided sand y remain constant. 
Since the initial slope is also a function of A, it is apparent that some 
stiffness degradation will also occur in this case. An alternate form of 
strength degradation without stiffness degradation is achieved if Sand y 
increase (proportionately) with ET' i.e. by introducing another parameter 
V(ET ) into Eq. [2.21] 
[2.23] 
Although a variety of relationships between the time varying 
system properties A, n and v and the total energy dissipation ET are 
possible, there is no advantage in introducing undue complexity at this time, 
so the deterioration is chrisen as 
A (ET) = Ao - cA ET [2.24a] 
n (ET) = no + C ET n [2.24b] 
v (ET) = Vo + c ET v [2.24c] 
16 
where Ao' no' Vo are the initial values, and 0 , 0 ,and 0 are parameters n n v 
which control the rate of degradation, here chosen as·constants. 
One point needs further investigation. Since the parameter A, 
which controls the initial stiffness,decreases in Eq. [2.24aJ, A 
could hypothetically become negative, a physically impossible situation. 
This will never occur in a softening system, since the approach of A to 
zero also causes the rate of energy dissipation to approach zero, imply-
ing that the total energy dissipation capacity of the structure is a con-
stant. This observation gives a physical interpretation to the energy 
based degradation model, and 'was in fact the motivating factor behind the 
selection of Er as the deterioration controlling parameter. The stiff-
ness deterioration model, controlled by Eq. [2.24bJ, and the alternative 
strength deterioration model controlled by Eq. [2.24c] do not have this 
simple physical interpretation, since the hysteretic restoring force 
only becomes identically zero in those models when the energy dissipated 
becomes infinite. It is apparent that proper choice of the parameters 
0A' 0v and on may be used to obtain any desired combination of strength 
and stiffness deterioration. 
The deteriorating model is easily implemented in the single degre~ 
of freedom case, and as will be shown shortly, in the multidegree of free-
dom case. To the equation of motion [2.3], with restoring force [2.4J and 
[2.5] it ;s only necessary to add the differential equation for energy 
dissipation Eq. [2.17] and the desired system deterioration Eqs. [2.24J . 
. As an illustration of the type of behavior obtainable, the behavior of a 
system with initial parameter values Ao=l, S=y=O.5, n=l, vo=l, no=l under 
L. 
\ 
L 
i 
i 
'-
1 
L_ 
1 
I 
~.-
i 
L 
C 
! 
! 
L-
L._ 
! 
~ 
L_ 
17 
cyclic displacement is considered, first with 0A> 0, then on> 0 and finally 
o~>O. The eff~ct of variations in 5A(degrading strength and stiffness) is 
shown in Fig. 2.13. The criterion for displacement reversal was achieve-
ment of a maximum hysteretic restoring -force. Clearly, the strength and 
stiffness degrade more rapidly for increasing 0A. A similar study with 
varying on (degrading stiffness) is shown in Figure 2.14. Here the criterion 
for load reversal was achievement of .9 Zu as given by Eq. [2.9J. Finally, 
the effect of increasing v(degrading strength) is shown in Figure 2.15. 
Although no examples are shown of combined deterioration models the extra 
computation involved in such models is negligible. 
2.4 ~1ode 1 for ~'ul ti degree of Freedom Systems 
Although many systems of practical engineering interest can most 
appropri ately be represented as multi degree of freedom (MDOF) systems, 
the analytical difficulty involved in the analysis of hysteretic systems 
has led to an almost total concentration of effort upon the response of 
single degree of freedom (SDOF) systems. There have, however, been a few 
exceptions. Karnopp and Brown ( 51 ) applied the power balance method 
to the ana lys is of b."o DOF bi 1 i near hystereti c systems, and suggested that 
further extension was feasible. Kaul (53) represented offshore tower 
structures as coupled spring mass systems. He thus obtained a full 
stiffness matrix, but confined yielding to the main tridiagonal band of 
elements. In this section a simple "shear beam" representation for multi-
degree of freedom systems will be presented. It has been shown by Taki-
zawa (87) that such a representati on may not be sati sfactory for typi ca 1 
18 
earthquake resistant structures. The current use of the shear beam 
model is justified, since it is the simplest multidegree of freedom model 
possible, and presently there is little probabilistic response data for 
MDOF hysteretic systems to be used as a basis for comparison. Several 
alternatives to the shear beam model will be discussed in Chapter 5. 
Consider the mu1tidegree of freedom simply coupled system shown in 
Figure 2.16. The ith restoring force (including viscous damping) is 
. q• = c. u. + a. k. u. + (1 - No) k z 
1 1 1 1 1 1 ""'1 i i 
where, following Eq. [2.~0J 
c~ 
\!,/" no-l· n. 
z. = [ A 0 u. - \) 0 (f3 01 U .11 z. I 1 Z. + y. u 01 Z 01 1) J In. 
1 11 1111 .1 111 1 
[2.25J 
[2.26J 
and ui is the ith relative displacement; i .• e., if xi is the displacement 
of the ith mass 
u. = x. - Xo 1 1 1 1- [2.27J 
Thus, referring to Figure 2.16 the equation of motion for the .ith mass may 
be wri tten as 
i 00 
m. (I u. + ~B) + q 0 - q ~ 1 = 0 
1 j=l J 1 1- [2.28J 
The relative accelerations may be decoupled by subtracting the i-lth 
equation of motion, starting with the nth degree of freedom, after first 
.......... _1 
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dividing by the mass. In general, this result may be written as 
qi-1 qi ( ) mi 
u,. - (1- 0,·1) + - [ 1 + 1- °,·1 -m-] m~ 1 m . i-l 
,- 1 
- (1 - o. ) ln m· 1 = - ° i 1 ~B 
[2.29J 
where oil' 0in are Kronecker deltas, introduced ~o the equation will be 
valid for the first and last mass, as well as all the intermediate masses. 
$> 
These, plus the n hysteretic restoring forces [2.26J determine the system. 
If system energy dissipation is a quantity of interest, n eq"uations 
. 
z. u. 
1 1 [2.30J 
are required; and, if the system is deteriorating,~n sets of equations 
A. = A -
°A. sT. , o· , , 1 
n· = n + 
° ST. [2.31 J 1 o· n· 1 1 1 
v. = Vo. + 
° 
sT. , v. , , 1 
are also needed. Taken together, the equations comprise a relatively 
versatile model for MDOF systems which may be hardening or softening, 
strongly or slightly hysteretic, and deteriorating or nondeteriorating. 
The mode 11 s general i ty may be further extended by i ntroduci ng gravi ty 
forces, and the possibility of system instability. Since all computed 
response quantities will be statistical, it remains to interpret the 
significance of the results. Husid ( 35) obtained seismic response 
20 
statistics of gravity loaded, elastoplastic SDOF system by time history 
analysis, using digitally generated pseudo earthquakes, while Vanmarcke 
and Veneziano ( 90) obtained estimates of expected number of cycles to 
failure using a Markov model. In both studies IIfailure li was considered to 
occur when the specific displacement threshold level r corresponding to zero 
residual stiffness was exceeded for, the first time. 
In the current work, gravity effects are included in an appl"oximate 
manner by simply adding shear due to P-~ effects in the equation for the 
restoring force 
mT. 
'qi = c. Ii. + a. k. u. + (1 - a.) k. z. - -' g u. 
1 1 1 1 1 1 l' h. 1 
1 
[2.32J 
where rur. ,is the total mass above lev~l i, hi is the height of level i, 
1 
and g is the gravitational constant. Several complicating effects are ig-
nored in this analysis, such as the change'in column stiffness in the 
presence of axial forces, and the tension which may occur at specific 
columns as a result of overturning moments. At the current stage of 
model development such refinements are considered unwarranted, and they 
would be difficult to incorporate into the current shear beam model. 
2.5 Random Process Models for Seismic Excitation 
The stochastic model for seismic response of hysteretic, degrading 
structures wi 11 be completely fonnulated o'nce random process model s for 
the base excitation '~B are stated explicitly. Numerous stochastic models 
have been proposed for seismic excitation. It is not the intent of this 
work to propose additional or revised seismic models, so the only sources 
"""---.-~ 
'-. .. " 
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cited will be those furnishing specific details of the seismic models 
actually used. The interested reader may refer to Levy et al (58) for a 
review of the different stochastic process models which have been consider-
ed. Herein, only Gaussian process models for seismic excitation will be 
cons i dered. 
2.5.1 White Noise, Filters and Temporal Multipliers 
Perhaps the simplest stochastic model for seismic excitation is 
stationary Gaussian white noise. Bycroft ( 15) was one of the earliest 
to suggest the use of this model, which has the well known properties 
E [~B] = 0 
2n W···· 8 ( T ) ss 
[2.33a] 
[2.33bJ 
where E['] denotes expected value 0(1") is the Dirac delta function, 
and Wg~ is the constant power spectral density (59). It is well known 
that the assumption of constant excitation spectral content is not 
realistic, nor even physically possible, since the mean square base 
acceleration is unbounded. Nevertheless, stationary white noise may be 
a satisfactory approximation for wide band excitation, when the excita-
tion spectrum varies slowly in the vicinity of the structural.system1s 
natural frequency, and will be used as a first approximation for seismic 
excitation in the current work. 
When the fundamental natural period of the structural system is 
outside of the range where the acceleration spectral density is approxi-
22 
mate ly constant, a more accurate representation of seismic spectra may 
be desirable. The usual approach involves passing the white noise through 
one or more linear filters to shape the power spectral· density. The re-
sulting spectral density is 
[2.34 ] 
where Hj(w) is the complex frequency response function of the jth filter, 
and * denotes complex conjugate. Criteria which the resulting spectra 
should satisfy have been stated by Levy et al (2.39), Lutes and Lilhanand 
( 63 ), and Kaul (53): 
In the present work, two filters' have been considered. The general 
shaping requirements (58) are met by the well known "Kanai" spectrum 
(48 ,58 , 68,85).' The filter properties are obtained by assumjng that 
.. 
the white basement excitation ~B acts upon a single degree of freedom, 
wide band oscillator, which represents the ground properties. Then, if 
.. 
- - ~B 
gives the relatlve motion of the ground, the total acceleration· 
has the frequency response function 
[2.35] 
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+ 2 l;B i W /wB 
[2.36J 
or, equivalently, the impulse response function 
[2.37J 
where 
[2.38J 
Housner and Jennings ( 33), among others, studied -the appropriate 
val ues of the parameters and presented the val ues W = 
B l5.56/sec. and 
l= .64 which are used in the current study. 
Nonstationarity may be introduced in two ways, (58 ,76 ) as illustrated 
in Figure 2.17. Either the white noise may be multiplied by a deterministic 
time function w(t) before passing it through the filters, or the stationary 
white noise may be passed through the filters before then multiplying by 
24 
the function w'(t). Shinozuka and Sato ( 76) have indicated that the former 
approach may be more reasonable from a physical standpoint, but that the 
J 
resulting excitation does not vary substantially between the two approaches. 
In the current study, two functions w(t) have been considered. ,Amin and 
Ang ( 2 ) proposed the multiplier shown in Figure 2. a, and given by 
(t~ ) 2 o < t < tl 
lP(t) = 1 tl ~ t ~ t2 [2.39 ] 
-c( t -t2) t t" e > 
'-
while Shinozuka and Sato ( 76) proposed a double exponential function 
shown in Figure 2.lab, and given in slightly modified form, by 
w(t) 
where 
= c [e-at -e -st ] 
w 
is a normalizing constant. 
2.5.2 Implementation 
[2.40.] 
[2.41 ] 
Rather than using the formal Eq. [2.34] and the applicable frequency 
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response functions [2.36J to prescribe a nonwhite excitation, it 
was found to be more convenient to include the appropriate differential 
Eq. [2.35] in the set 
low pass (Kanai) filter 
of equations to be solved. Thus, if the 
is used the original system of differential 
equations must be augmented by the equation 
where 
(Stationary excitation) 
(White noise multiplied by 
ti me factor) 
(Filtered excitation multiplied 
by time factor) 
In addition, the first of Eq. [2.29J must be rewritten as 
where 
1 
1 
cp(t) 
m' 2 
ml 
(Stationary excitation) 
(White noise multiplied by 
time factor) 
(Filtered excitation multiplied 
by ti me factor) 
[2.42] 
[2.43J 
[2.44J 
[2.45J 
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Approximate methods for the solution of the resulting.set of nonlinear 
stochastic differential equations will be considered in Chapter 3. 
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CHAPTER 3 
STOCHASTIC EQUIVALENT LINEARIZATION 
3.1 Methods for Nonlinear Random Vibrations 
It is a relatively straightforward matter to define nonlinear 
systems of the type given in Eq. [2.2] for the stochastic response of 
yielding systems. Indeed, virtually any model which has been formu-
lated for deterministic response of yielding systems could be formally 
extended to the stochasti c case, simp ly by rep laci ng the usual deter-
ministic excitation with a random process. Obtaining response statis-
tics from such models is an entirely different matter. The inherent 
solution difficulty has lead to the development of many simpler models, 
such as the smooth system model described in Chapter 2. The difficulty 
is so severe that, even when s imp.1 e model s have been selected, exact 
solutions are not generally available. Caughey(19) has reviewed the 
state of the art of the nonlinear theory of random vibrations, speci-
fically, considering two approaches to solution; one involving the 
Fokker-Planck equation, the other involving the original stochastic 
differential equation. 
If the response process is assumed to be Markov, the Fokker-
Planck equation may be derived from the stochastic differential equa-
ti on [2.2], by well known methods (19 , 59 ). Unfortunately, general 
solutions of the Fokker-Planck equation have only been obtained for 
linear systems, and for certain nonlinear systems with 
nonhysteretic stiffness and displacement dependent damping. 
In addition, stationary solutions have been obtained for some second 
order systems by eigenfunction expansion. With this background, it 
28 
is apparent that exact solutions of the system described in Chapter 2 
will not be possible at this time, since even for a single degree of 
freedom system, a third order differential equation is required. 
Numerous approximate analytical techniques are available (19 ), 
some of which attempt to obtain approximate solutions to the Fokker-
Planck equation, and others which attempt to reduce the stochastic 
differential equations to a more tractable form. 
Approximate solutions of the Fokker-Planck equation has been 
attempted in numerous ways. In principle, iterative solution is possible 
using the constructive technique of Ilin and Khasminskii (37) and 
Kushner (57). Caughey (19) has demonstrated the application of this 
technique for a second order differential equation with small nonlinearity; 
even in this special case the solution technique is computationally 
involved. Extension-to fundamental nonlinearities and to higher order 
systems of equations would not be straightforward., and numerical imple-
mentation would be difficult. Eigenfunction expansion was used by 
Wong (96) and Payne (69) to solve first order systems and by 
Atkinson ( 5 ) for second order systems. Extension to higher order 
systems requires computation of approximate eigenfunctions. Wen (92) 
used the method of weighted residuals (Galerkin technique) to approximate-
ly solve the Fokker-Planck equation for a single degree of freedom, 
nondegrading system with the smooth system hysteretic restoring force 
described in'Chapter 2. Caughey (19 ) stated that this technique will 
generally lead to superior results. Monotonic convergence of 
the approximate solution may not occur, as a result of the system's 
nonselfadjointness (3). The mixed character of the Fokker-Planck 
equation, with diffusion and convection terms, may lead to unstable 
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solutions with both the classical weighted residual method and numerical 
integration. Bergman ( 12) has, however, obtained some solutions of the 
related Pontriagn equation by the finite element method which apparently 
converge for linear single degree of freedom systems. There is some 
promise of extending the method to nonlinear and multidegree of freedom sys-
terns , with rapidly increasing computational expense. Kaul (53) and 
Kaul and Penzien (54) have used a variation of equivalent linearization 
to linearize the Fokker-Planck equation for multidegree of freedom bi-
linear hysteretic systems, with yielding limited to the tridiagonal terms 
of the the stiffness matrix. This approach will be discussed in some-
what more detail later. 
The alternative approach, to render the stochastic differential 
equations more tractable has been attempted using primarily two 
methods; the perturbation method, and equivalent linearization. A1-
though the perturbation method has led to some asymptotic solutions 
in the deterministic case (67), generally only first order terms are 
saved in the stochastic case. The primary limitations of the perturba-
tion method are that the nonlinearity must be small and numerical imple~ 
mentation for mu1tidegree of freedom systems is difficult. 
Equivalent linearization methods, which seek to replace the ori-
ginal set of nonlinear stochastic differential equations with an easily 
solvable 1 inear set, have been widely studied ( 4 ,18 , 43,44 ,65 ). 
It has been shown ( 4 , 6 , 7 , 44, 53) that, properly formul ated, the 
method can be extended in a relatively straightforward manner to multi-
degree of freedom and degrading systems. In the following, some of the 
applicable work regarding equivalent linearization methods, and related 
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replacement methods will be reviewed; a specific easily implemented 
replacement for the nonlinear system of Chapter 2 will be presented. 
3.2 Literature Review, Background and General Results of Equivalent 
Linearization 
The general problem of defining equivalent systems has been studied 
by Iwan ( 40), and Iwan and Patula ( 43), and may be stated thus: Given 
an initial nonlinear set of stochastic differential equations 
~l (u, t) = M u + q (u, u, t) = f (t) [3.1J 
where Ql is a symbolic representation for the system properties, it is 
desired to find a replacement set 
?2 (u, ai' t) = f(t) [3.2J 
P2 is chosen to satisfy two criteria; it must render Eqn. [3.2J more tract-
able than the original set of equations, and it must approximate in some man-
ner the behavior of Dl , when the parameters a. are appropriately selected. _ 1 
Thus, equivalent linear systems (~2 is selected as a linear operator) 
may be regarded as the best system which can be chosen to satisfy the 
first criterion, while they probably represent somewhat of a compromise 
regarding the second criterion. 
The exact level of approximation involved in the linearization is 
unavailable, sinc~, if it were, the exact solution would also be 
available. The operator difference 
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e = [3.3J 
defined on those functions u which are solutions of the replacement 
system, is a measure of that difference. The minimization 
of a suitable scalar function f(~), appropriately averaged to account 
for randomness and temporal ·variation,has almost universally been the 
selection criterion for the best g2 operator. Iwan and Patula (43) 
considered several fonns of such operators, and concluded that the 
function 
f (e) = e rn. s. [3.4J 
provided results at least. as good as other scalar functions, and was the 
easiest to evaluate, in general. Iwan (40) considered the general 
nature of the averaging operator A(') on f(~) and 'concluded that mini-
mization of the error in A[f(~)J with respect to the parameters ui of 
P2 would lead to a minimum with respect to the scalar A[f(:)J pro-
vided that A[·] is linear, is applicable term by term over a matrix, 
has the positivity properties of a norm when applied to (.)2 and is 
not a function of time. The final condition implies time invariance of 
~2' restricting applicability of Iwan's result to the stationary response 
of nondegrading systems. Spanos and Iwan (80 ) demonstrated that, if the 
ui are not all independent, the linearized system may not be unique, but 
that all systems based upon a particular A[·] are equally good. Several 
specific forms for A[·J have been chosen, in previous work. 
In perhaps the earliest application of equivalent linearization 
techniques to random vibrations of hysteretic systems, Caughey (16 ,17 ,18 ) 
32 
considered a SDOF bilinear hysteretic system and extended the 
deterministic linearization procedure of Krylov and Bogoliubov (56), 
by selecting 
t 
A [ .] = f 
o 
dt [3.5J 
He was able to evaluate the integral in Eqn. [3 .. 5J only approximately by 
first assuming a.·s1owly varying periodic response 
u = A (t) cos [we t + ¢(t)] [3.6J 
averaging over one period, and then assuming ergodicity to enable the 
final time integral to be replaced by an expected value. His results 
compared well with MCS for moderate nonlinearity i.e. when 
= Post-yield stiffness 
a Pre-yield stiffness [3.7J 
was ~ ,but significantly underestimated the response of nearly elasto-
plastic systems (a= 1/21) (17). The discrepency was interpreted as resulting 
from the wide band response characteristics of nearly elastoplastic 
systems, which cannot be reproduced by the assumed response Eq. [3.6]. 
Kobori et al ( 55) formalized Caugheyls averaging operator by defining 
T 
A L [ • ] = E [f [. ] dt J 
o 
[3.8J 
where E is expected value, (O,T) is one period, and AL['] is the averaging 
operator. Then assuming a solution 
[3.9] 
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where uc(t) is a zero mean drift term, included to approximate wide band 
behavior, they obtained somewhat' improved response predictions for nearly 
. elastoplastic system, but with increased computational effort. 
Iwan and Yang ( 44) considered the special case where the expected 
value E[·] is taken as the averaging operator, which satisfies Iwan's 
conditions for stationary response, and concluded that formal extension 
to multidegree of freedom systems is straightforward. In particular if 
~2 = M u + C u + K u [3.10] 
the necessary and sufficient conditions for minimum mean square error 
are 
[E ( e T e )] = 0 
[E ( e T e )] = 0 a k .. lJ 
where c .. and k .. are the coefficients of C and K, respectively. 
1 J 1 J 
[3. 11] 
Atalik and Utku ( 4) demonstrated that, if the excitation is Gaussian 
with zero mean, the response has zero mean, the partial derivati~es of 
the nonlinear restoring force q exist, and 
for some Q and arbitrary u, then Eq. [3.11] are equivalent to 
d q. 
= E[-.'] 
a uj 
c .. lJ 
k .. lJ 
a q. 
= E[-'J 
a u· J 
[3.12] 
r~ 1 ~l L""· '''''.J 
34 
Although it is relatively straightforward to drop the zero mean re-
quirement, the resulting expression is not particularly easy to imple-
ment, and does not permit direct calculation of the coefficients of 
~2' as Eq. [3.13] does. Rewriting Q2 as 
?2 (y) = Y + G y [3. 14] 
by transformation of variables, the expression for G in the non-zero 
mean case can be shown to be 
" 1 -1 T -1 T " T 
G = { I - ~yy - ~ ~f ~f G" } E [~y ~ (~)] 
+ ~-l ~f E [q T(y)] 
[3.15] 
where Syy is the covariance response 
~yy (t) T = E [ y (t) y (t) ] [3.16] 
uf is the mean excitation vector, and ~y is the N dimensional operator 
'V T = (a 
-y aYl [3.17] 
Clearly, since G- l appears on the right band side of Eq. [3.15] 
the goal of a direct expression for G is not obtained in the nonzero mean 
case. 
Recently, Mason ( 65) demonstrated the applicability of Eq. [3.11J 
and [3.13J to the nonstationary case by combining a temporal average 
on the sample function error and taking the expected value of the re-
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sulting random error. He then was able to rewrite the error minimiza-
tion problem as a typical problem of the calculus of variations with 
the necessary conditions for a minimum given by Eq. [3.11J, provided 
~2 is chosen as in Eq. [3.l0J. He then demonstrated that Eq. [3.l3J 
is still applicable. Spanos (79) indicated that Eq. [3.11J are also 
sufficient for a, not necessarily unique, minimum. Formally, Mason's 
averaging operator may be written as 
Am = f E [. J dt 
o 
Iwan and Yang's operator 
AI =. E [.] 
[3.18J 
[3. 19 J 
may be regarded as a special case applicable for stationary responses 
and the operator of Eq. [3.8J used by Caughey ( 17) and by Kobori et al 
(55) may be regarded as a means of approximately evaluating Eq. [3.19J 
if exact evaluation is not possible. In section 3.4, Eq. [3.13J will be 
used to derive a linearized replacement for the system of Chapter 2. 
The error minimization will be with respect to the averages of Eq. [3.l8J 
and [3.l9J in the nonstationary and weakly stationary cases, respectively. 
Although they will not be used herein, several alternative approaches 
deserve mention. Lutes ( 62) chose 0 (.) as a nonlinear operator for 
-2 . 
which closed form solution" of the 'Fokker-Planck equation was available 
in the stationary case, where gl(o) includes the bilinear hysteresis. 
Because of mathematical complexities, he minimized the mean square dif-
36 
ference with respect to Eq. [3.8J after assuming that the solution had 
the form of Eq. [3.6J. Although some improvement in response estimates 
over Caughey's results (17 ) was obtained as a result of the nonlinear 
operator Q2(o), implementation via Eqs. [3.6J and [3.8J still resulted 
ins i gn i fi cant underestimates of the mean square response. Kaul (53) 
formed the nonlinear Fokker-Planck equation first, then replaced the 
nonlinear terms in the equation with linear terms, which were chosen 
to minimize the mean squared equation difference. Instead of basing 
his minimization upon the usual Gaussian response distribution, he 
selected an approximate probability distribution which reflects the 
known physical behavior of the system. He then obtained the differential 
equati on [3. 2~ for the mean square response from the Fokker-Pl anck equa-
tion. Karasudhi et al (49) also use~ the first order joint response 
probability distribution selected by Kaul (53) but worked directly 
with the nonlinear stochastic differential 'equations. Iyengar and 
Dash (45 )eschewed the equivalent linearization method, choosing instead 
to use a more general Gaussian closure technique which is applicable to 
non-Gaussian as well as Gaussian input. Working with the stochastic 
differential equations, they first obtained differential equations for 
the ,covariance response, then, by appropriate assumptions, eliminated 
the higher order moments from the equation. They indicated that mini-
mum mean square error is, in fact, achieved in this manner. As an example, 
they considered the nondeteriorating single degree of freedom smooth 
system model of Chapter 2, hence direct comparison of results will be 
possible. 
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3.3 Implementation of the Linearized Model 
In general, application of Eq. [3.l1J leads to expressions for 
the ~ij and kij which are response dependent. Specifically, if the 
expected values are evaluated assuming first order joint Gaussian re-
sponse probability distributions, the coefficients depend upon the covariance 
matrix response, assuming that the mean response is zero. Consider then, 
the problem of evaluating the one time covariance matrix for the linear 
system 
. y + G y = f(t) [3.20J 
where the forcing function f(t) is given by 
f (t) = w (t) ; (t) [3.21J 
;(t) 1S a vector of, possibly correlated, Gaussian white noise components 
and lJ;(t) is a deterministic time factor. The conventional methods of 
solution must be modified, because of the response dependence of.§. 
Postmultiplying Eq. [3.20J by ~T, taking expected values, and add-
ing the resulting equation to its transpose gives the classical result 
· T ~yy + ~ ~yy + ~yy ~ = B [3022J 
where 
T ~yy = E [ y(t) y (t) J [3.23J 
38 
is the zero time lag covariance matrix and 
B = ~(t) E [~(t) y T(t) + y(t) ~ T(t) J [3.24J 
When ~(t) is a stationary white noise, as stipulated above, B reduces to 
2 
B = 2 n ~ (t) ~~~ [3.25J 
where ~ ~~ is the constant exci tati on power spectral dens i ty matri x 
( 47, 91 ,97). Since ~yy is symmetric, Eq. [3.22] requires solution 
for N x (N+l)/2 unknowns, where N is the order of Eq. [3~20]. Eq. [3.22J 
may be expanded to 
s + G s = b [3.26J 
and integrated for ~ in the transient case, or solved by inverting G in 
the stationary case (5=0). 
Gersch ( 29) presented an alternative approach to obtaining station-
. 
ary solutions (5=0) directly from the Liapunov matrix equation 
T ~ ~yy + ~yy ~ = B 
by solving for N unknowns only. His approach requires two trans-
formations. The first transformation diagonalizes ~ 
T 
B = ~B ~B ~B 
[3.27] 
[3.28J 
I 
i 
, .. ~ 
,-,' 
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whence the equations 
-- --T ~ ~yy + ~yy ~ = DB 
are obtained, where 
~ + ~B-l ~ ~B 
and 
_ -1 -1 T ~yy - ~B ~yy ~B 
The second transformation reduces the G matrix to the form 
o I 
, 
o I 
. I 
. I 
I 
I N-1 xN-1 
_0_1 _______ _ 
-d . 1 
[3.29J 
[3.30J 
[3.31 J 
[3.32J 
where di is the coefficient of the N-ith power of A in the characteristic 
polynomi al 
Det [ - A I + G J = 0 [3.33J 
In this form, the equations contain only N unknowns, and no more than N 
transformations of this type are required, one for each diagonal term of 
40 
= K -1 -G K 
. . 
_ 1 __ 1 [3.34J 
be the transformation associated with the ith nonzero diagonal termof 0 ) 
-1 B 
where Gersch ( 29) has given explicit form for ~i . The Syy matrix 
is then given by 
N 
= T T ~yy = ~B [ I K. s. K. J ~B i = 1 _1 1 _1 [3.35J 
% 
where s. is the solution associated with 
-1 
= = F T -1 (i ) -1 T F S. + S. = K. ~B K. _Gi _1 _1 _Gi _1 _1 [3.36 ] 
For further details, the reader is referred to Gersch (29 ). 
Although the transformation K. is relatively easy to obtain, given 
-1 
the coefficients of the characteristic polynomial for G, there is one 
major drawback to Gersch's scheme. Wilkinson (95 ) has studied the 
numerical stability of methods for computing the coefficients 
d. and has concluded that all available methods tend to produce numerical 
1 
errors which quickly become unacceptable as the order of the matrix in-
creases. Obviously, these problems will be more severe for some matrices 
than for others of the same order. Since computation of ~i requires 
knowledge of the di , the method of Gersch is useful only for moderate 
size problems. The author has encountered problems with matrices as 
. small as 9x9 using single precision computations on the IBM 360, and 
! 
I 
_J 
. __ •• J 
. __ .J 
[ 
[ 
r--' 
L' 
[ 
r 
L 
L 
L 
, 
r 
L._ 
L 
L 
L 
f' 
L 
; 
L 
, 
f 
! 
'-
! . 
L 
I 
L--= 
41 
as small as l8x18 using double precision. 
As an alternative to Gersch's method, some reduction in the number 
of equations to be solved may be achieved by eliminating variables with 
known zero values. For example, E[u(t) u(t)J is knoW1to be zero during 
stationary response. Further reductions, applicable when the stationary 
version of Eq. [3.26J is being solved iteratively as part of a lineari-
zation scheme, are possible if the set of equations is partitioned into 
those independent of the nonlinearities, and those dependent upon the 
nonlinearities. Then only part of the G matrix will require inversion 
at each step. 
3.4 Linearization of the Smooth System Model 
Consider the smooth system model for multidegree of freedom systems 
formulated in Chapter 2. The equations of motion [2.29J are linear in 
ui,u i and zi as seen by substituting Eq. [2.25J. Hence, apparently, 
Eq. [2.26J for the hysteretic restoring force and [2.30J for the energy 
dissipation need to be linearized. Actually, only Eq. [2.26J requires 
linearization, since, taking expected values of Eq. [2.30J, one obtains 
llE. 
1 
= E (z. li.) 
1 1 [3.37J 
If the vector of variables y in the linearized Eq. [3.20J is taken as 
where 
y = {y T 
_1 
T 
~2 y T } T n [3.38J 
. ~i = { u. u. z. } T 111 
42. 
[3.39J 
the right hand side of Eq. [3.37J is recognized as a term in the covariance 
matrix response S (t). Hence Eq. [3.37J may be used as an auxillary 
-yy 
set of equations to linearized Eq. [3.22J for the mean square response. 
If Eq. [2.26J are substituted intq Eq. [3.13J one obtains a linearized 
equation for zie In terms of ui and zi' 
. . 
z. = c u. + k z. 
1 e. 1 e. 1 
1 1 
[3.40J 
where 
n.-l n· 
= E{~ 1 1 C [ A. ti. - v.(s·lti·llz·1 z. + y. u·1 z·1 ) J In. } e· 1 1 1 1 1 1 1 1 1 1 1 1 au. 
1 
[3.41J 
n.-l . n . 
ke . = E{}- [A.U. 
. 1 1 
- Vi (si I ui II zi I z. + y. u·1 z·l) J In· } Z. 1 1 1 ·1 1 1 . 1 1 1 
Considering general degrading systems~ and substituting Eq. [2.30J into 
•... ,1 
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aA. t , 
= -a f dt z. au. A. , , , 0 
an· t , 
= a f dt z. aCA. n· , , , 0 
av. t , 
= a f dt z. ao. v . , , 1 0 
aA. t , 
= -a f u. dt az. A. 1 , 1 0 
an· t , 
= a f u. dt az. n· 1 , 1 0 
av. t 
1 
= a. f u. dt az. 1 1 , 0 
aA. av. n . - 1 n . 
ce. = E {[ ~ o. + A. - ~ (s· I CA. II z . I' z. + y. CA. I z . I 1) 1 oU i 1 1 ani ' " , 1 1 , 
n. 
z. + y. 1 , I z. 1 ' JI n· , 1 
n. -1 
- [A. u. - v. ( s· I u . liz. I ' n. an· 2 z. + y.u·lz·1 'J ~ In· } 1 1 , 1 1 , 1 ", 01).' 1 
aA. av. n . - 1 n. 
k = E {[ ~ o. - ~ (s. I u./I z·I' z. + y. u., z·1 ') 
e i oZi' oZi ' , 1 "" 
a n.-1 a n. 
-v. (s.lo.I-"I - Iz./' z. + y.u. -" - Iz.1 1 )/n. 
, , , oZ. 1 , 1 1 oz," 1 , 
n. -1 n. an· 2 
- [A . o. - v. ( s· I u . /1 z· I 1 Z. + y. U . I z . I 1) ] -' In· } 
, 1 "" , 1 l' az. 1 , 
[3.43J 
[3.44J 
44 
Even under the assumption that u. and zi are jointly Gaussian, evaluating the 
. , 
expected values in Eq. [3.44J after substituting Eqs. [3~42J and [3.43J \'lill be ...... 1 
difficult. Some consideration of the mathematical behavior of the system will 
allow significant simplification, however, without undue loss of accuracy. 
From Eq. [3.42J, it is seen that the degradation parameters A., n., and v. 
" 1 
involve integrals of the response functions ui and ziG Also, unless degrada-
tion is quite rapid, the parameters 0A.' 
1 
implying fairly slow variation of Ai' ni 
o and 0 are relatively small, 
ni vi 
and vi' Finally,since the integrand 
uizidt in Eq. [3.42J is the differential energy absorption, it is expected 
that the integral in Eq. [3.42J generally increases. In fact, the expected 
value of the integral always increases. Thus, the expected values of Ai' ni 
and v; are monotonic, slowly varying functions. Assuming this, the terms in 
Eq. [3.44J involving partial derivatives' of Ai' ni and vi will be neglected 
and by first order approximation, Ai' Di and vi will be replaced by ~A.' Pn. 
1 1 
and II ,respectively. Eq."[3.44J then becomes v. 
, alail ' n;-1 n. 
ceo == E{[llA. llv. (S; au. IZi I zi + Y; Iz,./ 'J/~n.} 
, 1 1 1 1 
a z. + y.u. 
1 1 1 az. 
1 
[3.45J 
where ~A.' lln. and II are obtained by taking expected values of Eq. [2.31J 
1 , Vi 
and ~ is 
Ei 
~A. = Ao. °A. ~E. 
1 1 1 1 
~n. = no. + 0 llEo 
1 1 ni 1 
~v. = v + <5 ·lJ o. v. E· , 1 1 1 
obtained by i ntegrati n9 Eq. 
[3.46J 
[3.37J. In the event that no degrada-
tion occurs, Ai' ni and v. are constants,and Eq.s [3.44] reduces to Eq. [3.45]. 1 
-45 
Eq. [3.45J may be evaluated in closed form, if the joint Gaussian 
probability distribution 
2 2 2 . 2 .2 
Of. z.- p. O. 0 u.z.+o o· 
u," u.z. u· z. " Z., 
P '( u z) - exp [_ 1 1 l' '] Q,z, i'i - 2 2 2 
1 1 / 2 20' 0 ( l-p . ) 
2·TT'loz .oa. 1-p u.z. ui zi uiz i 
" " " 
1 
[3.47J 
is substituted. Then 
ceo = [liA. - II (S. Fl' + y. F2i,) JIlin. v. 1 1 1 , 1 , 1 
[3.48J 
k = - II (S· F3· + y. F4')/1l e. v. 1 1 1 , n· 
1 1 , 
where 
a I a·1 n.-l 
Fli = E[ ao ~ 1 z., ' z.J , , , 
n· 
F2i = E[lzil 'J 
[3.49J 
an. -1 
F 3i = E[luil az. IZil ' z.J , , 
n. 
F4i = E[ u. _a-lz·I'J , az. 1 , 
Substituting Eq. [3.47J into [3.49J, and evaluating the resulting integrals 
gives 
n. 46 
az.' 2 /2 n.+ n.·
F ' r (-'-) 2 ' 1i - -7T- 2 
a z. 
F · , 2i = fi 
(1_.2 )(n.+l)/2 
n.+2 n./2 pu.z.' 
7T r ('2 ) 2' {2 --,-,----n. , 
+ P. (I 1 - I )} u.Z. s s2 , , 
n.-1 
F4,' = n. p. CJD a ' , u.Z. u. z. 
n.+l n./2 
r(+) 2' /17f 
" , , 
where r(o) is the gamma function, 
J'J; n. I = sin 'ede 
sl 0 
. fCC sin 
n . 
I = 'ede 
s2 
0 
and 
• / , -p. 
1 'V u· z. 
a = Tan- (_ p. 1 1) 
u.Z. 1 , 
The'integrals in Eq. [3.51] are widely tabulated. 
[3.50] 
[3.51] 
[3.52] 
It is seen.from Eq. [3.50] that the coefficients ceo and ke . of , , 
the linearized Eq. [3.49] are functions of the covariance matrix .. 
Speci fi cally 
and 
cr = /E[z,.2(t)] 
zi tV 
[3.53] 
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With this in mind, a strategy for computing the one time covariance matrix 
may be devi sed. 
Consider first the stationary case. In order for the solution 
to be stationary, it is necessary that the excitation be stationary, 
and that the system be nondegrading. If values for c and k are e. e. 
1 1 
ass umed and· Eqs. [3.40 J and [2.29] are rewri tten as a fi rs t order 
system similar to Eq. [3.20J using Eqs. [3.38J and [3.39], then the 
resulting Eq. [3.27J may be solved for the approximate mean square 
response :yy either by expanding Eq. [3.27J or, where feasible, by 
Gerschis transformation. Terms from the approximate ~yy matrix may 
then be used to compute a revised estimate for c and k , and thi s e. e. 
1 1 
procedure continued until little change in the solution occurs. The 
usefulness of this iterative approach depends upon the convergence of the 
method, which will be discussed in Chapter 6 in connection with some 
numerical studies. 
In the nonstationary case, solution is accomplished through numerical 
integration. Again, the system of Eqs. [3.40J and [2.29J are rewritten as 
a first order system of equations. The resulting equations for the mean 
square response then take the form of Eq. [3.22J, subject to the initial 
conditions 
~yy(O) = §yy [3.54J 
o 
Usually zero initial conditions will be chosen. If system energy 
dissipation is of interest, Eq. [3.37J, subject to the initial condi-
tions 
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[3.55J 
must be solved concurrently. Finally, if system degradation is considered, 
the system properties Ai' n; and vi must be updated at each.step using 
Eq. [3.46J. The solution is obtained by numerical integration .. Since 
the covariance matrix at each time step is obtained as a function of the 
system properties at the preceeding time step no iteration is necessary, 
other than that associated with the numerical integration procedure itself. 
Some observations about the efficacy of the numerical ; ntegration are 
presented in Chapter 6, within the context of numerical studies. 
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CHAPTER 4 
FIRST PASSAGE, MAXIMUM RESPONSE AND 
ENERGY DISSIPATION 
In the preceeding chapters, a simple model for the stochastic 
response of hysteretic, degrading structures, and a stochastic equi-
valent linearization model able to predict satisfactorily the zero 
time lag covariance matrix at all response levels were presented. 
The mean square response is only one of several quantities of in-
terest, however, and does not provide information concerning such items 
as maximum structural response, or total energy dissipation demands 
upon the structure caused by an excitation of particular intensity and 
duration. These quantities are of very definite interest in seismic 
design where, for example, design shear and maximum ductility ratios 
are important indicators of a structure's performance. Energy dis-
sipation under extended dynamic loading with numerous reversals also 
provides valuable measure of the demands upon a structure, particularly 
a deteriorating structure which may have a limited total energy dis~ 
sipation capacity. Unfortunately, the energy dissipation capacity of 
actual structures is not presently available, 5"0 it may prove 
difficult to implement as a viable design criterion, at least in the 
short r.un. 
Consider first the general problem of evaluating the maximum 
structural response under a given excitation of the class described in 
Chapter 2. The excitation, and hence, the displacement and velocity 
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responses have a positive, albeit small, probability of exceeding any 
finite value. The hysteretic restoring forces may also exceed any finite 
level ,if hardening systems are considered, while softening systems 
will have a maxlmum zuwhich is certain to be reached only for high 
excitation levels. If v is the response quantity of interest, it is " 
necessary to investigate the probablity of exceedance Pv(av,t) of level 
av in the interval ° ~ T ~ t, i.e.' 
= P{V(T) > a for some T £ (O,tJ} 
- v [4.1 J 
Equivalently, one may choose to investigate the first passage time prob-
lem 
Pv(ay,t) = PiT £ (O,t]: V(T) exceeds ay for the first time} [4.2J 
which ,may also be stated in terms of the complementary event 
Ry(ay,t) = PiT > t: V(T) exceeds a~ for the first time} [4.3J 
The first passage time, problem is one of the well known problems of 
p,robability theory. If the reSpI)lI:e variable vector process is Markovi,an, as 
is commonly assumed, the partial differential equation governing P (a ,t) 
, ' v y 
;s the Kolmogorov backward equation (13,82) and the mean time to first 
passage is given by the Pontriagin equation (12,82). Unfortunately, 
solution of the differential equation for P (a ,t) has only been ob-v v 
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tained for a first order Markov process to date, (27,77) whereas the sim-
plest linear oscillator is a second order Markov process, and the simplest 
smooth system oscillator using the model of Chapter 2 is a third order 
process. In the absence of ~xact solutions for the first passage problem, 
numerous approximate methods have been devised. Excellent reviews of these 
approximate methods are available (31,59 ,100) so, with the exception of 
approximate methods actually used in connection with the current work, 
discussion will be omitted. In attempting to obtain first passage pre-
dictions for the smooth system model of Chapter 2, a number of methods 
were found to be inappropriate. Several of the methods are' applicable 
only to narrow band systems. Others require knowledge of higher order 
joint probability distributions. The equivalent linearization procedure 
of the previous chapter only provides the one time covariance matrix 
response, which is equivalent to knowledge of the first order Gaussian 
response probability distribution, and the linearized system proper-
ties, from which an approximate response power spectral density for 
the nonlinear system may be obtained. Hence, in the current work, only 
first passage predictions which can be implemented with knowledge of 
an approximate P.S.D., and mean square response, are considered. 
Additional questions arise when the effect of gravity forces is 
considered. Actually, two levels of problems may be considered. The 
class of structures analyzed by Husid (35 ) and by Sun et al ( 84 ) 
may become unstable as a result of the presence of gravity. Since the 
instability of stochastically excited systems is not equivalent to the first 
passage problem, first passage data for structures of this type will have 
restricted value. Lopez and Chopra (61 ) have considered a different 
group of structures, which they feel, is more representative of structures 
encountered in seismic deSign. This second class of structures is not 
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destabilized by the presence of gravity, but the response is increased 
somewhat, resulting in smaller rirst passage times for a given excita-
tion and av level. Thus, the usual perfonnance restrictions for struc-
tures in seismic zones may be used to establish appropriate a
v 
levels. 
In the present work, both classes of structures will be considered. It 
must be realized, however, that instability of randomly excited structures 
is a difficult, and relatively unexplored area, so only limited conclu-
sions will be possible. 
4.2 Poisson Process Approximation 
The well known Poisson process approximation, first proposed by 
Coleman (23), provides a simple method of estimating the first passage 
probability. Using the method due to Rice (75 ), and assuming that v and 
~ are jOintly Gaussian, the expected rate of upcrossings of level av' in 
the nonstationary case, is 
. 2 2 
where cr (t) and cr.(t) are the variance functions of v and ~, respectively, 
v v 
pv~(t) is the correlation coefficient function, and ~[.J is the cumulative 
distribution function of the unit normal distribution evaluated at 
In the stationary case, Eq. [4.4J reduces to the classical result 
. . 
II II 
(see; for example Lin (59)). If the upcrossings of level av are assumed 
to be independently arriving, the number of crossings at time t is a 
nonhomogeneous Poi sson process wi th probabi 1 i ty ( 59 ) 
tnt 
Pv(av,t) = Jr [J Va(T) dTJ exp [- J Va(T) dTJ 
n. 0 0 
[4.5J 
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where va(t) is the expected occurrence rate, hence 
. v (t) 
a 
for upcrossings of level a
v 
by v(t), and 
[4.6J 
[4.7J 
for upcrossings by Iv(t)l. In the specific case where n=o, ·the desired 
probab i 1 i ty 
t 
= 1 - Pv(av,t) = exp[ - f Va(T) dTJ 
o 
is obtained. 
[4.8J 
It is well known that the reliability estimate given by Eq. [4.8J 
is conservative for narrow band Gaussian processes, and that it is asymp-
totically exact as av approaches infinity ( 25 ). Likewise, it has 
been shown that for wide band processes the Poisson process approxima-
tion is conservative for large av levels, but may be nonconservative for 
small or moderate levels. In the present case, an additional factor is 
introduced which renders these general conclusions inapplicable. The 
Gaussian probability distribution assumed for the response is strictly 
valid only for the linearized structure, but may not be a good model for 
the original nonlinear system, particularly at the tails. The validity 
of this additional approximation will be discussed later, in the context 
of several specific analyses. 
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4.3 Vanmarcke's Approximation for Wide Band Systems 
Vanmarcke (89), cognizant of the gross approximation inherent in the 
statistical independence assumption of the Poisson process model, con-
sidered several methods of obtaining improved first passage probability 
estimates. Noting· that the unconservative prediction for small a
v 
levels 
is due to the fact that time spent above the a level is ignored, Vanmarcke 
. v 
proposed a reliability estimate 
at. av 
= [1-2~(- ~,O)J exp{-j "a(t)/[1-2¢(- -,r)J dT} 
cr v 0 crv 
[4.9J 
stated here for the nonstationary two sided crossing problems where the 
a 
term [1-2~(-crv,t)J is the probability of being above level av at time t. 
v 
Equation [4.9J leads to reliability predictions which coincide with the 
Poisson p.rocess approximation for large. a
v
' but are more conservative for 
small and moderate avo In the stationary case, Eq. [4.9J reduces to Van-
marcke's expressi on ( 89 ) . 
4.4 Vanmarcke's Approximation using Spectral Moments 
In addition to the wide band approximation described above, 
Vanmarcke (88,89) developed an estimate for first passage probability 
for stationary Gaussian response processes, which has been shown to ac-
curately approximate simulated response estimates for both narrow and 
wide band systems. 
Vanmarcke defined a stationary response envelope process based on 
Cramer and Leadbetter's defi n; ti on (26 ). The mean rate of envelope 
upcrossing~ of level a
v 
is given by (89) 
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. "' . 
2 
av 1 A2 av 
= !2TI q -- - - exp[- -J 
° 2~ A 2 2 v 0 0v 
[4.10J 
where 
(Xl 
A. = f wi W(w) dw 
1 
[4.11J 
o 
are the moments of the one sided power spectral density function W(w), 
and 
[4.12J 
It has been noted that AO is just the mean square response o~ while 
2 A2 is the mean square derivative response 0v . 
Vanmarcke then assumed that the envelope crossings were independent 
to obtain a Poisson process approximation for envelope crossings, made 
similar assumptions to those discussed in the previous section concerning 
the effect of time spent in the unsafe domain, and, assuming that the time 
spent by the envelope process in the unsafe domain was exponentially distri-
buted, made use of the correspondingclumpsize of sample crossings to ob-
tain the reliability estimate 
-/rr/2 q a /0 
a2 -2v t(l-e v v) 
= (1 - e xp [- ~ J) e xp {a 2 2 } 
20v l-exp(-av/20v) 
[4.l3J 
for the two sided barrier crossing problem. Corotis et al (24) used 
Priestley's (72,73) description of the ~pectrum of a nonstationary random 
process to extend Eq. [4.l3J approximately to the nonstationary case, 
obta i. ni. ng 
where 
and 
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t 
R (a ,t) = A exp[- j a(u) duJ v v o. 
a(t) = 2v 
a 1 av 2 exp[--( ) J- 1 
2 0v(t) 
and va was taken as the stationary upcrossing rate. 
In the nonstationary case 
Aj(t) = jwiW(w,t) dw 
o 
[4.14J 
[4.15J 
[4. 16 J 
[4.17J 
where W(w,t) is the nonstationary spect.rum, if it can be satisfactorily 
defined in the particular case. - Yang (98 ,99 ) has criticized Corotis I 
extension on the basis that the stationary upcrossing rate is employed, 
and that the extension assumes uniform modulation, which may not occur in 
nonstationary random vibration. In the present work, the approximation 
wi 11 be cons·i dered; however, the nonstati onary upcrossi ng rate gi ven by 
Eq. [4.4J will be utilized. 
4.5 First Passage Approximations for the Smooth System Model 
As demonstrated in Chapter 3, the mean square responses are easily 
computed for the relative displacements u;-, velocities ui ' and hysteretic 
restoring forces zi' using numerical integration in the nonstationary 
case, and iterative solution of the algebraic equation in the stationary 
case. Additional mean square statistics may also be necessary, and are 
also easily computed. For example, if the Poisson process first passage 
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estimates for z. are to be computed, the mean square response of z. will , , 
a 1 so be requi red. Sq ua ri ng Eq. ~~16'6'] and taki ng expected va 1 ues, one 
obtains 
·2 . 2 2 E[z.] = c E[u.] + 2 c k E[u.z.] + k E[z,'] 
, e. 1 e. e. , 1 e. 1 1 , , 
[4. 18] 
Similarly, the jth total displacement relative to the ground is given by 
[4.19J 
whence 
[4.20J 
and 
[4.21J 
Similarly, expressions for mean square base overturning moment and 
mean square story shear may be obtained. 
The first passage estimates based on the Poisson process assumption 
(Eq. [4.8J) or Vanmarcke's wide band system (Eq. [4.9J) are both easily 
computed. In the nonstationary case, numerical quadrature is required, 
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but this is easily completed using, perhaps, Simpson's rule, or in the 
current work, the trapezoid rule. In the stationary case, the functions 
va(t) and 4?(av,t) in the integrals of Eqs. [4.8J and [4.9J reduce to 
constants, and the integrals disappear from the expressions, so evaluation 
is quite straightforward. 
Implementation of Vanmarcke's appr9ximation using spectral moments 
requires computation of the response power spectral density ~yy(w) (or 
~yy(w,t) in the nonstationary case), and evaluation of Eq. [4.11J for i=l, 
the values for i=O and i=2 being given by mean square response terms. 
The power spectral density matrix may be evaluated, in the stationary 
case, by modal decomposition of the linearized system 
y + G y = f(t) [4.22J 
which has been written as a first order set using Eqs. [3.64J and [3.65J 
G is nonsymmetric, so the use of modal decomposition requires determina-
tion of the complex eigenvalues a. , right eigenvectors ~o and left J -J 
eigenvectors ~j' which satisfy the biorthogona1ity conditions 
T ¢. G ~k = 0 
J - -
T 
¢. <Pk= 0 
-J -
°..Jk Jr . 
and may be chosen to satisfy the binormality conditions 
[4.23J 
[4.24J 
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Then using the usual transformation 
y = cI> X 
and premu1tip1ying by ,¥T, decoup1es Eq. [4.22J, resulting in 
where 
x + i I x = ,¥T f(t) 
cI> = [~1 ~2 • ~N] 
'1' = [~1 ~2 . • • ~N] 
In the particular case where f(t) is harmonic i.e. 
f( t) = a e iwt 
a solution of the form 
-1 
x = [iwI - IJ ,¥T a eiwt 
is obtained, or in scalar form 
Thus 
[4.25] 
[4.26] 
[4.27] 
[4.28] 
[4.29J 
[4.30] 
60. 
-1 . 
y = q, i [w I - L J '¥ T a e lW t [4.31J 
or, 
[4.32J 
whence the frequency response matrix is 
~y(W ) N 1 T = L·( ) ~.~. j=l 1 w-Oj ... l ... J [4.33J 
Alternately, ~y(w) could be obtained directly from Eq. [4.22J by 
substituting Eq. [4.28J and assuming a harmonic solution for y in the 
usual manner. ,Thus, 
-1 
~y (w) = [i w I + G J [4.34J 
is obtained. Although this alternate approach appears more straight 
forward, inversion of the matrix [i w! + §J for variable w is impractical 
for systems of substantial size. In fact, examining [4~33J it is seen 
that the modal matrix approach has resulted in the partial fraction ex-
pansion of ~y(w). Assuming that the structural system does not have' 
repeated eigenvalues (which would complicate matters somewhat) all terms 
in w will be of the form 
( _ 1 s. w) -.( ) J 1 W-O'. 
J 
[4.35 J 
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Once the frequency response matrix ~y(w) is obtained, it is a 
relatively straightforward computation to obtain the response power 
spect ra 1 dens i ty. For stationary response, Lin ( 59) has given the 
expression 
[4.36 J 
where ~FF(w) is the excitation power spectral density, and * denotes 
complex conjugate. In the current work, WFF(w) reduces to the constant 
matrix ~FF corresponding to weakly stationary white noise. Substituting 
Eq. [4.33J for Hy(w) into Eq. [4.36J one obtains 
~yy (w) 
N N 
= I I 1 
. 1 k 1 (w -a.) J= = J 
[4.37J 
Substituting Eq. [4.37J into Eq. [4.11J it is possible, in principle, to 
evaluate the inteQra1s for A .. In fact, as previously discussed, it is 
- ,:",1 
only necessary to eva1utate certain terms of the matrix 
A. y = 
-1 
00 • J 4]1 
o 
[4.38J 
for ;=1. When Eq. [4.37J is substituted into Eq. [4.38J, however, an 
apparent problem is observed. The new expression for. ~y 
00 N N 
~. = f I I 
1 Y 0 j=l k=l 
[4.39J 
cannot be i"ntegrated in closed form for arbitrary N. To do so, it would 
be necessary to reverse the order of surrrrnation and integration. 
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The result~ng equation contains N2 integrals of the form 
[4.40J 
which, being of order 0(1) as w approaches ex> diverge.- In fact, some 
w 
.of the terms of A y do di verge, such as those correspondi ng to the Ii. response 
-1 . 1 
terms, but those terms in Eq. [4.39J corresponding to ui and zi are 
known to converge since the corresponding terms in ~Oy and ~2Y ·are 
part of the known mean square response. Since the usefulness 
of the method for multidegree of fre~dom systems is· dependent upon 
computer implementation, and computers are unable to evaluate limiting 
procedures, it follows that Eq. [4.39J cannot be eval uated exactly. 
Actually, because~yy(w) becomes small quite rapidly as w increases, it 
is possible to obtain satisfactory results for the known convergent 
terms by replacing ex> in t~e upper limit with a large, but fi ni te ,va 1 ue 
w . Approximately, then one obtains 
o 
The integrals in Eq. [4.41J are easily evaluated. 
In the nonstationary case, it seems difficult to obtain the 
required evolutionary response power spectral density matrix 
[4.41J 
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~yy(w,t) of the form required for evaluation of Eq. [4.18J or implemen-
·tation of Eq. [4.14J. In lieu of this approach, a simple approximation 
will be chosen. Most excitations will undergo a beginning growth phase, 
a relatively stationary phase, and a decaying phase. Vanmarcke1s results 
( 89) indicate that if the q range is known approximately, satisfactory 
first passage estimates may be obtained, even if the exact value of q(t) 
is not known. Corotis et al ( 24) demonstrated that during the response 
growth phase, q(t) will decrease from a value of 1 to the stationary value. 
Thus, it seems possible to approximate q(t). One such possible approxima-
tion is to simply let q(t) be given the constant value qs corresponding to 
the stationary response phase. Another alternative is to let q vary 
(perhaps linearly) from 1 at t=Q to qs at some time which will depend 
upon the length of the excitation growth phase, and the natural period of 
the structure. In the current work, only the first approach will be 
used. The remaining terms in Eq. [4.14J may then be obtained from numerical 
integration of Eq. [3.44J for the time varying mean square response. 
The application of this approximation will be illustrated in Chapter 6. 
4.6 Energy Dissipation Statistics 
Significant information concerning the severity of seismic excitation 
and structural response can be gained by investigating work and energy 
related quantities. For example, Housner and Jennings ( 34) examined 
the severity of damage to actual structures under known earthquakes, and 
compared this with the IIFrequency ensemble work,JI WF of the excitation, 
upon linear systems which is defined as the energy input to the oscilla-
tion by the earthquake. They showed that WF could be obtained from 
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Q w = ----.;:"--F -1 cos l; 
00 
. "2 f ~B (t) dt 
o 
[4.42J 
where l; is the linear oscillator damping ratio, and ~t) is the 
ground acceleration, and that WF can be used as a measure of the 
earthquake's capacity to damage the structure. Berg and Thomaides 
(11 ) considered the energy input of sev~ral earthquake records to a 
single degree of freedom e1astoplastic oscillator, and concluded that 
the yield excursions tend to reduce the energy input to the structure. 
It was noted in Chapter 2 of the current work that the hysteretic energy 
dissipation by the structure could be used as a valuable measure of damage 
incurred, and hence as a basis for developing system degradation models. 
It also seems reasonable that the energy di ss i pated coul d provi de . i nfonna-
tion concerning the duration of sustained response which would not be pro-
vided by such measures as maximum displacement. For example, it appears 
possible that a structure might suffer more -damage after numerous moderate 
inelastic excursions than from a single severe excursion, and it is certain 
that the number of excursions at a given level would be an important factor 
in determining the total damage caused by those excursions. In the present 
section, therefore, the computation of energy dissipation statistics will 
be considered. 
As shown in Chapter 2, the rate of energy dissipati-on £T. of a hysteretic 
1 
element with displacement ui velocity ui an~ hysteretic restoring force zi 
is simply 
. 
Z U. 
1 [4.43J 
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Thus, the expected rate of energy dissipation is 
. 
= llE. 
1 
= E[z.u.J 
1 1 
[4.44J 
As previously noted, E[ziuiJ is part of the mean square response matrix. 
The total expected-energy dissipation is E[ziuiJ times the time period 
in the stationary case and is obtained by integration of Eq. [4.44J 
jn the nonstationary case. Itwould be desirable to obtain also the mean 
square energy dissipation, since this might allow estimation of maximum 
energy dissipation. The mean square rate of energy dissipation is simply 
2 • 2 2·2 a- = E[ET J = E[z.u.] E. • 1 1 
1 1 
[4.45] 
Assuming that zi and ui are jointly Gaussian, the expected value in 
Eq. [4.45J may be evaluated to give 
2 2 
a· = (1+2P u· .z.) Ei 1 1 
2 2 
a a· Z. u. 
1 1 
[4.46J 
Evaluating the mean square total energy dissipation ET. is not such a 
1 
simple matter, however. Integrating Eq. [4.43], one obtains 
= f 
o 
whence 
t 
z.U.dt 
1 1 
[4.47J 
(J 2(t) = 
E. 
1 
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[4.48J 
so it is not possible to evaluate 0 2 without knowledge of the two time 
Ei 
j 0; nt probabi 1 i ty di stri but; on of (Ji and z;. In the stati onary case, 
the required correlation matrix may be obtained by taking the inverse 
Fourier transform of Eq. [4.37J, {and assuming jointly Gaussian behavior), 
but the more interesting case appears to be the nonstationary one, for 
which either a parallel frequency domain analysis or a direct time domain 
correlation analysis is required. It thus appears that the most infor-
mation which can be obtained concerning the total energy dissipation, 
under nonstationary random vibration at this time, is the expected 
value 11 (t). Ei . 
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CHAPTER 5 
ALTERNATIVES TO THE SHEAR BEAM MODEL 
5.1 The Need for Alternatives 
In the preceeding chapters, it was -demonstrated- that stochastic 
equivalent linearization, without recourse to the Krylov-Bogoliubov 
approximati on, provi des an approximate method of computing the re-
sponse covariance matrix for a wide variety of hardening or softening, 
degrading or nondegrading shear beam structures subjected to stationary 
or time varying-excitation. It was also shown that using the one time response 
covariance matrix and, if necessary, the power spectral density function 
of the linearized system,approximations for the first passage problem 
and expected energy dissipation can be obtained. It has, however, been noted 
by Takizawa ( 87) that, at least for trilinear degrading systems re-
presentative of concrete frames, the shear beam idealization inadequate-
ly models true frame behavior, unless the frame is of the weak column, 
strong girder variety, because shear beam models cannot represent the 
interaction between stories in a general yield mechanism. Actually, 
the validity of Takizawa's criticism is not confined to a particular 
material model, hence the applicability of the previously developed 
model to general yielding structures may be somewhat limited. Since, 
however, the smooth system model, implemented by SEL, appears to be a 
useful tool for obtaining response statistics, it seems logical to search 
for alternative models- which retain the advantages of the smooth system 
model and SEL, and which include the interaction between stories in a 
structure. Several such alternatives will be discussed in a rather general 
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form with consideration of particular structures deferred to Chapter 6 
and the Appendices. 
5.2 Single Degree of Freedom Models 
The prospect of obta i ni ng useful response i nformat i on for mul ti-
story structures from single degree of freedom models is a pleasant one, 
and has been cons i dered previ ous ly. Abrams and Sozen (1) found, in connecti on wi th 
the study of model concrete frames , that 1 inear" single degree of freedom' 
model s coul d be chosen whi chreproduce the response of nonl i nearly re-
sponding test frames. In Abrams' tests, first mode response was dominant. 
Taki zawa (87) demonstrated that, if the frame yi e 1 d mechani sm under dynami c 
loading is, known, 'and the post-yield degrees of freedom are based upon this 
mechanism, with the pre-yield stiffness based upon the natural frequency 
of the structure, then useful estimates of structural response will be 
obtained. ' Takizawa's modeling procedure frequently, but not always, results 
ina si ngl e degree of freedom system. Perhaps the most seri ous di ffi cul ty 
encountered with Takizawa's approach is that a yield mechanism must be 
known or assumed. Th~ yield mechanism under dynamic load may not be the 
same as that under static load, and could, conceivably'vary, depending upon 
the excitation frequency content and magnitude. Thus a structure excited 
near the first mode natural frequency might have a different yielding pat- , 
'tern than an identical structure excited near the second mode frequency, 
while a typical strong column, weak girder structure could hypothetically 
yield in the first story columns alone under a sufficiently h,igh base ac-
celeration, which would not allow the rest of the structure time to respond. 
Subsequent degradation could then prohibit the expected yield mechanism from 
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forming. Whether such special frequency contents or high excitation levels 
will be encountered in practice is another matter, which will not be ad-
dressed herein. 
In lieu of detailed consideration of the actual failure mode, one very 
simple single degree of freedom model for structures with very stiff columns 
and flexible girders is obtained as a type of limiting behavior opposite 
to that of the shear beam model. Assume that the columns are completely 
rigid, while the girders are flexible. Referring to Fig. 5.1, it is seen 
that the rotation 88 of the structure about the base is the only degree of 
freedom.' Clearly, if the structure is fixed at the base it is necessary to 
depart from the rigid column assumption somewhere in the structure, or 
no displacement would occur at all, therefore, in that instance, the 
columns may be considered to yield at the base. The end moments of the 
ith girder are now given by the smooth system model 
n·-1 • 1 
\) . [S . \8B \I Mg1· \-gl g1 [5.1 J 
Where applicable, similar equations may be written for the column base 
moments at the jth column 
. n.-l . n. 
= {ASj 8S - \)Bj[sSjI8SI IMBjl J MBj + rBj 8sIMSjl JJ}/nj [5.2J 
The equation of motion is then given by 
me eB + C e eB + ~ [" . k eB + (1-"91') k M. J i=l g1 Pgi Pgi g1 
[5.3J 
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where 
nm 
2 
me = L h. m. 
i=l 1 1 
[5.4J 
and 
nm 
mB = I h. m. i=l 1 1 [5.5J 
In the above, nm = the number of masses, and hi is the heigh~ of the ith 
mass above the base. All other quantities are interpreted in a similar 
manner as in previous chapters. 
Clearly the model given in Eqs. [5.1J-[5.5J is quite similar in con-
cept to the assumed yield mechanism model of Takizawa, except that the 
pre-yield stiffness is determined from the girder stiffnesses and not 
from the pre-yi e 1 d natural frequency. Therefore, all cri ti ci sm app 1 i cab 1 e 
to Takizawa's single degree of freedom model also applies to the proposed 
smooth system model. In addition, the rigid column model is strictly 
correct only as the ratio of girder to column stiffness approaches zero; 
basing the preyield stiffness upon the girder stiffnesses J.alone will, in 
general overestimate the structures stiffness. The rigid column model 
also forces the individual mass accelerations to be a linear function of 
the distance of the mass above the base, while the variation of accelera-
tion with height is rarely linear in actual structures. 
The available single degree of freedom models are thus of value where 
one can·idealize the structure very simply, either because of prior informa-
-' 
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tion about the structural response, or because of particular structural 
features which permit the mathematical model to be radically simplified. 
In cases where little information is available, and where the structure 
does not have a clearly preferred yield pattern, more general yielding 
models are needed. 
5.3 General Yielding Models 
Although it may be possible in many cases to determine a priori that 
one of the previously discussed models will be suitable for a particular 
structure, there will exist structures which do not apparently fall neatly 
into one category or the ot~er. Further, although one typically finds that 
the first mode response and its associated yield mechanism are dominant, 
it is possible to conceive of situations where this would not be the case. 
Under these circumstances, models capable of predicting the dominant yield 
pattern under random excitation may be quite useful. In this section, one 
such model will be presented, which is formulated with smooth system ele-
ments, and compatible with equivalent linearization. 
The model to be presented is similar to the discrete hinge models 
( 9 , 10,21 ,30 , 83) widely used in deterministic analysis of yielding 
structures. The departures from the usual deterministic analysis lie in 
the choice of the smooth system model for the hinge elements, the implementa-
tion via stochastic equivalent linearization, and the stochastic responses 
obtained. Consider again a multi-story plane frame with yielding confined 
to discrete hinge regions. In general, these hinges may occur at arbitrary 
locations, however, to simplify the present development, the hinge locations 
will be restricted to regions immediately adjacent to the beam-column joints, 
72 
as shown in Fig. 5.2. Further, only translational masses are included. (Fig.5.3) 
The structure shown in Fig. 5.2 clearly has many hinge elements which will 
not become active. The strategy contemplated is to consider a general 
model with no restrictions upon the number of hinges in a preliminary 
stationary analysis, then to eliminate the inactive hinges before pro-
ceeding to a more general transient analysis. 
The generalized displacement unknowns to be considered are of two 
types. Joint or global displacements ~ are the displacements of the center 
of the joint region as shown in Fig. 5.3(a). Hinge displacements ~ are 
the rotational deformations of the hinge elements, and may differ for every 
hinge element at a joint, as shown in Fig. 5.3b. Further, the axial de-
formation of members will be neglected herein, so the translational dis-
placements of all joints in a story will be equal. It is convenient to 
partition the vector u of generalized joint displacements into a vector of 
n translational displacements ~T' where n is·the number of stories and a 
vector ~R of joint rotational displacements, which has as many components 
as there are free or pinned joints. (The joint rotations at fixed joints 
will be part of the hinge rotation vector ~.) The vector u is then given 
by 
u=r~} 
- ll~R] [5.6J 
It should be noted in passing that it is possible to include the joint 
dimensions in the model, although such a refinement will not be attempted 
herein. 
-..' 
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Clearly, the end rotations of the elastic elements at joint j equal 
the joint rotation of j minus the deformations of the connecting hinges. 
It is thus possible to write the member and generalized forces U for the 
elastic elements in terms of the displacements u and u, viz. 
[5.7J 
Partitioning ~ into three vectors, YT for member end shears, ~R for 
e 
member end moments for elements which do not end in hinges, and ~RH for 
member end moments at hinges, Eq. [5. 7J may be rewri tten as 
~T ~TT I ~TR K 
_HT 
I t~~----1-- KH -~RTe I KRR u = - e - e 
----l---
[5.8J 
K I 
_RTH I K _RRH K _HH 
It is also convenient to have a couple of alternative forms for future 
reference 
~T = ~TT ~T + ~TR ~R - ~HT ~ [5.9J 
U K KRR KH 
- [5. 1 0 J ~T + ~R - u ~Re = -RTe 
- e 
- e 
U = K K K - [5. 11 J u - ~R - u 
_RH ~RTH _T _RRH _HH 
and, combining Eq. [5. 10J and [5. 11 ] 
U = ~RT ~RR ~RH - [5.12J ~T + ~R - u _R 
-
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The explicit forms of Eqs. [5.7J - [5.12J for a two story one bay frame 
are considered in Appendix B. 
In a similar manner, it is possible to write differential equations 
for the hinge forces 
U .. = {A.u .. 
1J 1. 1J 
. n. -1 . n· 
v.[s·lu. ·IIU··I 1. U .. + y.u .. IU .. I l'J In. 
1 "1. 1J 1.J 1.J· 1 lJ 1.J1. 
[5.13J 
where Uij is the hysteretic hinge force in member i at the joint j. 
Symbolically Eq. [5.13J may be rewritten as 
. . 
U = g(U,u) [5. 14 J 
It is convenient at this point to give the linearized model 
u = ~e ~ + ~e ~ [5. 15 J 
to allow parallel development. Since the hinges are not coupled with 
each other, and are the only nonlinearities currently under consideration, 
the equations developed in Chapter 3 for the coefficients of ~e and ~e 
are still applicable. 
The equilibrium equations, and equations of motion may be grouped 
into three subcategories. First, the member end forces in the elastic 
: "-'. 
elements must equal the hinge element forces. Thus'~ for each hinge ele-
ment, one obtains 
U .. = a.k.u .. + (l-a.) k.U .. 
1J 1 1 lJ 1 1 lJ 
[5. 16 J 
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where the coefficients o.i and Ki have been introduced, by analogy with 
earlier models to allow nonzero post yield stiffness. In matrix form, 
Eq. [5.16J may be rewritten as 
~RH = ~p ~ + ~y ~ [5.17J 
In view of Eq. [5.l6J (or [5.17J) and the absence of rotational masses, 
the joint rotational equilibrium equations may be written in terms of the 
elastic end moments alone, viz. 
[5.18J 
where the"~RS matrix simply adds the end moments for all members at a 
particular joint. Finally, the translational equations of motion may be 
written in terms of the elastic member end' shears 
.. -1 1 00 ~T + ~ ~T ~T + ~- ~ST ~T = -~ ~B [5.19J 
To allow convenient comparison with the results of shear beam analysis, 
the translational variables ~T may be chosen as the relative displacements 
between adjacent stories. In Eq. [5.l9J, ~ is the mass matrix, ~T is the 
viscous damping, and ~ST is a transformati,on matrix which sums the ap-
propri ate member end shears' at the di fferent stor; es. 
Fonnally this completes the models. It can be verified that there is 
the same number of equations as there are unknowns, the equations being 
"[5.7J, [5.14J or [5.15J, [5.17J, [5.18J and [5.19J, while the unknowns are 
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u, u, U and U. The equations can be simplified considerably by sub-
stitution. The resulting set of linearized equations is of the usual 
form 
v + G v = -£ ~B [5.20J 
where 
[5.21J 
The explicit form of G is given in Appendix B. One may then calculate 
the response one time covariance submatrix 
S (t) = E [v(t) vT(t)J vv __ [5.22J 
as before, assuming the linearized coefficients of G are known. An 
updated G matrix requires knowledge of the additional covariance submatrix 
S~A(t) = E [ ~(t) ~T(t)] 
vv 
where 
v = {"tiT I ITT} 
- I _ 
but these may be obtained by linear transformation of v(t) 
v (t) = !l v(t) 
whence the submatrix 
SAA = T S TT 
_ vv _1 _ vv _1 
[5.23J 
[5.24J 
[5.25J 
[5.26J 
is obtained. The transformation matrix 11 is given explicitly in 
Appendix B. Then, following the usual procedure, one may continue to 
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update the estimates of G until. convergence occurs. Further response 
quantities are likewise related to v by linear transformation 
_ T T T 
v = {u U} = T v 
_ _R _ _2 -
whence, the remaining response covariance submatrices 
(and so forth) may be obtained. 
[5.27J 
[5.28J 
[5.29J 
It is also necessary to obtain the solution by simulation in order 
to ascertain the level of approximation introduced by the linearization. 
After some substitution, the set of differential equations 
. . 
92 ~ = ~(91 ~T + 92 ~, ~) - 91 ~T [5.30a] 
.. -1 
u + M ~T ~T + 93 ~T + 94 ~ = - : ~B [5.30bJ 
is obtained, which must be solved for ~T and ~, where 91 - 94 are 
transformation matrices·which are described in detail in Appendix B, and 
g is the vectorof hysteretic restoring forces. All other terms have 
been described previously. Examining Eq. [5.30a], it is seen that u must 
be determined iteratively at each step. It may be shown, however, that 
Eq. [5.30a] is piecewise linear, depending upon the signs of the u ... 
_lJ 
Thus, the iteration may involve only one calculation at each step if the 
proper signs of the u .. are selected. Since the purpose of the current 
_lJ 
chapter is primarily to introduce alternative models, the convergence of 
the iteration for ~ij will not be considered further. Once ~T' ~T and ~ 
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are known, a straightforward back substitution into Eq~ [5.25J and 
[5.28J completes the calculation at each time step. 
As a final consideration, it is desirable to compute the size of the 
set of equations which result from the modeling procedure just described. ' 
The set of differential Eq. [5.20J involves two first order equations 
for each translational degree of freedom, and one for each hysteretic 
hinge element. Thus, an n story structure with m hinges would result in 
a G matrix of order 2n + m. The ~vv matrix would then involve 
(2n + m)(2n + m +1)/2 unknowns. Further, "if system degradation is to be 
included, an additional m equations must be considered, one for the energy 
dissipation ,in each hinge element. Clearly, the number of unknowns will 
rapidly become quite large, and numerical techniques appropriate for large 
matrices must be considered. These are beyond the scope of the current 
work, but include such problems as storing and manipulation of the G matrix, 
control of truncation error associated with numerical implementation, and 
choice of stable solution algorithms. 
Actua lly, some reducti on in the order of. the prob 1 eOl size wi 11 frequently 
be possible. For example, if the structure behaves in an antisymmetric 
manner under the base excitation, half of the rotational degrees of freedom, 
and half of the m hinges can be eliminated. Similarly, it may be obvious 
from the structural configuration that some of the hinges will be inactive, 
and may be eliminated, further reducing the number m. As previously seen 
in connection with the shear beam model, the minimal order of the G matrix 
is probably 3n, since it does not seem likely that a discrete hinge model 
~' 
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with fewer equations than the shear beam model can be selected. 
In Chapter 6, the problem associated with implementing a discrete 
hinge model will be considered further in the context of a two-story, one-
bay frame. 
5.4 Comments Regarding Additional Models 
At this point several comments concerning possible variations upon 
the modeling process are in order. In general, one would not expect 
the behavior to be completely anti symmetric. For example, in the study 
of plastic design of steel structures, it is common to ,have yield regions 
in the middle of members, the consequence of statically applied vertical 
loads along the member. This possibility can be included 
in the frame model, by introducing a midmember hinge, but the hinge will 
only become acti ve in the presence of gravi ty, and wi th a mass at the mi d-
member hinge. The consequences of this simple extension are far reaching. Now, 
the excitation no longer has zero mean, since the (constant) vertical 
acceleration due to gravity must be included. Then, instead of the simple 
linearization scheme used herein, one must solve iteratively for the 
linearized systems properties at each step, using Eq. [3.15J. The presence 
of correlated vertical ground acceleration, by comparision, will intro-
duce no further complication. In fact, if masses are all assumed concen-
trated over the columns, the response remains zero mean, since the gravity 
effects then simply modify the stiffness' tenns, without effecting the 
symmetry of the response. 
An additional source of complication, which will introduce further non-
linearity, as well as resulting in nonzero mean response, is to include the 
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effect of gravity in the elastic element stiffness matrix. A first order 
approximation is obtained if the column stiffnesses are simply based 
upon the static column loads. The situation is much more complicated, 
however, if one wishes to include overturning moment effects. Then the 
column stiffnesses are nonlinear functions of the response. Attempts to 
model the stability behavior of complete frames under stochastic loads 
should include these effects. 
A final area of study is the modeling of braced frames and trusses. 
The smooth system model could easily model the axial yielding behavior, of 
such structures. The nonzero mean effects of gravity forces would once 
again require iterative solutions for the G matrix at each step via Eq. 
[3.15], and the possibility of instability under axial loads also intro-
duces further nonlinearity. 
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CHAPTER 6 
MODEL VERIFI CATION AND NUMERI CAL STUDIES 
6.1 Introduction 
The hysteretic multi degree of freedom models presented in chapters 
2 and 5 are quite versatile, being capable of representing hardening 
or softening, degrading or nondegrading structures, with a considerable 
range of structural configurations and cyclic energy dissipation proper-
ties. The stochastically described base excitations may also vary sig-
nificantly. It thus seems possible to spend almost limitless time and 
money studying different features,· particularly since the only available 
verification for the approximate solution techniques of Chapters 3 and 
4 ;s Monte Carlo simulation. It seems prudent therefore to consider 
briefly the objectives of the numerical studies to be presented before 
considering specific systems in detail. This will be done in section 
6.2. After this brief orientation, a number of studies on single degree 
of freedom systems will be considered in section 6.3, followed by studies 
of multidegree of freedom systems in section 6.4. Finally, in section 
6.5 brief consideration will be given to the alternative beam models 
of Chapter 5. 
6.2 Purpose and Scope of the Numerical Studies 
The numerical studies which follow have been conducted with several 
purposes in mind. First, the studies must demonstrate the validity of 
the approximate solution scheme described above, particularly since the 
model and linearization have several novel features, viz. 
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(a) The linearization was performed in closed form, without recourse 
to the usual Krylov-Bogoliubov approximation. 
(b) The smooth system model results in a third order set of stochastic 
differential equations, as opposed to the somewhat more customary second 
order systems. Also the stochastic response of the smooth system model 
has not been as widely studied as some other systems, such as the well 
known bilinear hysteretic system. 
(c) Little information is available regarding the accuracy of equiv-
alent linearization for multidegree of freedom systems. 
Second, the studies should reveal any limitations in the modeling pro-
cess or in the approximate solution techniques, and, if possible, the 
source of those limitations. 
Third, once the model has been adequately verified, the effects' 
of system degradation and gravity should be given at least some consid-
eration, since these are important factors in the collapse of actual 
structures. The studies herein will be limited to considering the effects 
of degradation and gravity 'upon the covariance matrix response, the 
energy dissipation, and the first passage t1me, rather than the stabil-
ity of the response. 
6.3 Single Degree of Freedom System Studies 
Many of the features of the smooth system hysteresis can be ade-
quately verified by considering single degree of freedom models. In 
fact, the only question which, it seems, cannot be so answered, is 
whether the method will continue to give satisfactory solutions as the 
number of degrees of freedom increases. Thus, in the present section, 
L. 
! 
, 
i_ 
1 
1-
, 
f 
L 
83 
the behavior of several single degree of freedom systems with hysteretic 
restoring forces given by the smooth system model of chapter 2 will be 
cons i dered. 
6.3.1 liNearly Elastoplastic ll System 
Consi.der fir$t the nondegrading smooth system model. given by A=l, 
e.=y=O.5, n=l, a=1/2l, ~=O. This model has been previously studied via 
the 'Fokker Planck equation using weighted residual methods (92), by 
Gaussian closure (45) and by equivalent linearization (93,94). Herein, 
variations of this model will be referred to as the linearly elastoplastic 
system. II The standard deviations of the stationary displacement and 
velocity under stationary white noise are shown in Figs 6.1 and 6.2 re-
spectively, as predicted by the several methods, and also as predicted by 
digital Monte Carlo simulation for a wide range of input power spectral 
densities W~~. The diagonal scale shown is the r.m.s. response. The 
simulation points denoted by o's were obtained by discarding about 500 
seconds of starting sample, and computing a temporal average upon a 500-1000 
second segment, i.e. by. assumi ng ergodi ci ty. The s imul ati on poi nts de-
noted by .'s were similarly obtained, except 100 seconds were discarded, 
* and the temporal averages-of 5000 seconds of response were computed. 
It is apparent from the figures that the r.m.s. displacement and velocity 
are predicted quite closely by the equivalent linearization model, while 
the predictions of the Fokker-Planck and Gaussian closure techniques are 
less satisfactory. The error in the Fokker-Planck equation solution is 
perhaps explainable by the use of only three terms in the Galerkin solution, 
although, as previously mentioned, inclusion of additional terms does not 
* The diagonal scale represents different a values. Since the yield dis-
placement Y in this instance is 1, the diag~nal scale also represents the 
rati 0 (J u/Y . 
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guarantee monotonic convergence. The error in the Gaussian closure solution 
is not quite so easily explai.ned, however, particularly since it has been 
shown (45) that the closure solution corresponds to a minimum mean square error 
approximation. Although it is not definite what the source of the error 
is, it is possible. to present a reasonable hypothesis, based upon the 
known behavior of the hysteretic restoring force z. It is desirable to 
do so, since the Gaussian closure technique appears to be a promising 
area for further study. 
A key step in the Gaussian closure is the replacement of z, which 
is bounded by + Zu and therefore must be non-Gaussian, by a new random 
variable v, which displays unbounded behavior, and thus could con-
ceivably be Gaussian. It appears to the author that this selection 
could be a source of considerable error. In particular, Iyengar and 
Dash ( 45) chose 
v = Tan [~ ~ J [6. 1 J 
2 Zu 
. as the new random variable. Consider, however, the known behavior of z. 
For low excitation levels, the hysteretic system 'behaves very much like 
a lightly damped linear system. Therefore although z must, strictly 
speaking, always be non-Gaussian, it may be very nearly Gaussian at low 
.. response levels. Then, within the region bounded by + zu' 
lz 2 
exp[ - - (-) J 2 az 
should closely represent the actual one time density function of z. 
Clearly, if z la is sufficiently large (greater than, say, 4 or 5) u z· . 
[6.2J 
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the error involved in the approximation is negligible. It is easy to 
then compute the corresponding density function for v 
_ Ii[ Zu 1 1 2 Z 2 1 2 fv(v) - - - -- exp {--2 (-~) [tan- (v)] } [6.3J 3/2 (J 1 + 2 7T (J 
7T Z V Z 
Thus, within the region of validity of equation [6.2J, v is clearly non-
Gaussian. SimilarlY,consider the behavior of z at very high excitation 
levels, Then more and more probability mass must be located at, or 
very near + zu' Kaul ( 53) has suggested that, as the excitation level 
becomes infinite, a suitable density function for z might be 
f (z) = 1 [0(1- ~) + 0(1+ ~)J 
z 2 Zu Zu 
where 0(') is the Dirac delta function, 
Then 
[6.4J 
[6.5J 
clearly the probability density function degenerates in this case to a 
probability mass function with the mass at + 00, Thus in this case 
v is even further from Gaussian than before, It may be concluded that, 
in addition to unbounded behavior, the candidate functions v must 
also display the central clustering tendency of the Gaussian distribu-
tion, and, when the hysteretic restoring force z could be nearly Gaussian, 
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the function· V should reduce to v= z. In the case of z «zu this .' 
condition is approximately satisfied viz. 
v = Tan (~ ~) • -27T Z 
··2 Zu Zu [6.6J 
but for moderate va 1 ues of ,z/zu ' where z may sti 11 be nearly Gauss i an,' 
Eqn. [6.6J does not hold. 
A second quanti ty of' i nteres tis the response power spectral density 
matrix, which may be computed for the 1ine~rized .system as described in 
chapter 4. In addition to 'being useful for comput'ing first passage 
ptobabf1fty estimates, the well known Wiener-Khintchine relationship 
(59) permits. computation of auto and cross correlation functions, by 
inverse Fourier transfonnation. For a Gaussian distributed response, 
thisi.s.equivalent to knowledge of the two time probability .distribution. 
Previo~sly, Wen ( 93}. obtained the response pCMer spectral density of 
·the smooth system model using the approxima~e eigenana1ysis technique,' 
. by the Galerkin approach. His results are .compared with displacement 
response power spectral d~nsities computed from the linearized model in 
·Figure 6.3, whe.re.Wuu is the response power spectral density, .W~~ is the 
. :(constant) input power spectral density, w/wo is the ratio of frequency 
. . 
to initial natural frequency, and Y is the yield displacement, i.e. the 
displacement at which the. initial tangent line of the z-u curve inter-
sects zu. At (Jut Y = 1 ,the. response power spectral densities appear, quite 
similar. It is interesting to observe the presence of two peaks, one near the 
original natural frequency wo '. and a second, more .dominant peak, visible 
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at the left hand side of the graph ,and continuing to increase as w + o. 
It has previously been noted (42, 93) that the large low frequency 
response characterizes the drift of the nonlinear system. A brief anal-
ysis of the linearized smooth system model of Chapter 3 reveals three 
characteristic roots, two corresponding to the usual natural frequency 
near wo' and one purely imaginary root near the origin. It is interest-
ing to note that the proxi'mity of the purely imaginary root to the ori gin 
is strongly effected by the post-yield slope, being further from the 
origin when the post-yield slope is larger. Thus when the post yield slope 
goes to zero, either as a result of a going to zero, or as a result of 
the introduction of P-6 effects, the third characteristic root goes to 
zero, and the response power spectral density becomes unbounded ata =0, 
implying unbounded r.m.s. displacement. This result is also expected, 
demonstrating that, like the elastop1astic system, the smooth system model 
with zero post-yield stiffness does not possess a stationary solution under 
white noise. At high response levels (~u/y > 100), Wen1s power spectral 
density estimate and the current estimate based upon the linearized model 
also display quite similar behavior. At response levels on the order of 
au d 10 < lr < 20 however, the linearized model P.S.D. and the Ga1erkin base 
power spectral density display significantly different behavior. There, 
the 1 inearized P.S. D. develops a strong peak near a = 1/21 at somewhat 
lower response levels than does the Galerkin estimate. 
Since the linearized system model apparently reproduces the rem.s. 
displacement and velqcity of the original system predicted by Monte Carlo 
simulation adequately, and is, at least apparently,ab1e to reproduce 
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the drift of the, nonlinear system, as seen from the response power 
spectral density, it is interesting to consider whether satisfactory 
first passage predictions can be obtained, usi'ng the methods discussed 
in Chapter 4. Such predictions have been calculated using the three 
approximations of Chapter 4. The predicted probability distributions 
of the maximum di sp1acement during 100 seconds of response to W···· = ~~ 
.0002 and W~·~ = .0098 are shown in Figures 6.4 (a) and 6.5(a) 
respectively, while the predicted distributions of the maximum hystere-
tic restoring forces are shown in Figures 6.4{a) and 6.5(b). At 
w~~"~ .0002, the sy~tem response is nearly linear, hence the Poisson 
, process approximations :shown in Figures 6.4(a) and (b) are conservative, 
as expected. Vanmarcke1s approximation using spectral moments, mean-
, ' 
while, estimates the distributions fairly closely ~or both u
max "and 
zmax' when compared wi th 50 s'tationary segments of 100 seconds durati on, 
each calculated by Monte Carlo simulation. By ~omparison" at W~~ = 
,'.0098, the maximum displacement distr1bution predictions' (Figure 6.5(a)) 
of the several approximations are unconservative, while the hysteretic 
restoring force predictions ( Figure 6.5(b)) are quite conservative. 
SOch behavior is easily explained, since th~ maximum hysteretic restor-
,;ng forces computed by Monte Carlo simulation exceed .99 zu"which, 
i~plies considerable yielding in view of the gr~dual 'softening behavior 
of z. The' lineari?ed 'model thus overestim~tes the maxim'urn hysteretic 
restori~g forc~, 'and hence underestimates systematica1iy the displace-
ment maxima. It can be, argued that this is no more than the usual 
underestimate' of: the nonliriear'resp6nse predicted by linearization models, 
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but such a view is oversimplified. Previous linearization models have 
substantially underestimated the r.m.s. displacement, since they are 
unable to predict system drift. The current model, however, is capable 
of representing system drift, as indicated both by the close agreement 
of r.m.s. displacements computed by equivalent linearization and Monte 
Carlo simulation, and by the large low frequency values of the power 
spectral density function. It seems apparent, therefore, that the 
current underestimate is due, at least ;n part, to the assumption of 
Gaussian density functions for u and z in c·omputing the upcrossing rates. 
It is known, for example, ( 93) that the one time displacement response 
probability distribution of a yielding system has somewhat greater mass 
in the tails than does a Gaussian distribution, while the hysteretic 
restoring force has no "tails" beyond':' zu. Thus a promising area for 
future work may involve the use of non-Gaussian response probability 
distributions to compute first passage probabilities, with the r.m.s. 
response computed from linearized systems. 
At this point, it is necessary- to comment upon the use of only 50 
sample segments in the Monte Carlo simulation. It has been stated 
that at least 200-300 samples should be available in order to permit 
accurate prediction of first passage probabilities. While precise 
determination of the first passage probability distribution in the tails 
might require such a large sample size, a sample size of 50 ;'s generally 
considered satisfactory at the mean. 
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As a final indication of the ability of the linearized system to 
predict the response of the original, nonlinear system, the single degree 
of freedom system was subjected to a single sampletnputat W~~ = .0098 
with a Kana; fil~er for 100 seconds to allow the system to approach 
stationarity. Then with the response at t = 100 seconds taken as 
initial conditions, the next 40 seconds·of response were computed for 
the linearized system and for the original nonlinear system under identi-
cal excitations. The resulting displacement ·time·histories are· shown in 
Figure 6.6. It is se.en that, as expected, the linearized system, under-
estimates the higher' peaks somewhat~ which is consistent with the above 
discussion. Both systems appear to have some drifting beh~vior, however, 
a conclusion which ;s born out by comparisons of the linearized and non-
11~near z-u re 1 ati ons through severa 1 cyel es. These are shown in fi gures 
a.. 6.7{a} - ·(d) for the first four "cycles" of response shown in figure 6.6. 
\. 
The linearized system apparently does not drift quite as much as the 
nonlinear system, but drifting does occur. This is particularly evi-
qent in the fourth cycle, shown in figure 6.7 (d). It is felt that 
. the.' drtft tcftl 'be' aVEan more.e.v;:dent under a~tgh~r excitation laval. 
. . 
I 
... .-.., J 
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6.3.2 Viscous Damping Effects 
A significant feature of nonlinear hysteretic systems is their 
energy dissipation during excursions into the inelastic region. Since 
viscous dampers provide an alternative energy dissipation mechanism 
thei r introducti on may be expected to substanti ally effect the response 
of hystereti c systems. In the current study, the response of the near·ly 
e1astop~.asti·c system to stationary white noise vlil1 be considered. The 
r.m.s. displacement, velocity, and hysteretic restoring force as a func-
tion of W~~ are shown in Figs. 6.8, 6.9, and 6.10, respectively for 
damping values of 2, 5 and 10 percent. the undamped response, which was 
previously discussed is also shown for comparison. In addition, the I 
result of Monte Carlo simulations. are shown on the figures for 5% damp-
. ing only. The points denoted by .·s were computed by temporal averag-
ing of a 5000 second response segment, while the points denoted OIS 
were computed in a like manner from 500 second segments. It appears 
from Figs. 6.8 and 6.9 that the r.m.s. displacement and velocity 
are estimated closely by the linearized model at all response levels. 
Ptg. 6.10 shows that the r.m.s. hysteretic restoring force is also 
quite closely estimated at excitations below W~~ = 0.32. For W~~ 
larger than .0032, the linearized model apparently underestimates the 
r.m.s.· hysteretic restoring force. This is not surprising, since the 
(Gaussian) variance of the linear system tends to level off at about 
0.39 zu2, while the nonlinear system achieves, in the limit a variance of 
zu2 as w~~+ 00, consistent with Kau1 1 s proposed limiting probability 
density function for z. 
Figure 6.11 illustrates the variation of energy dissipation through 
hysteresis for varying W~~ and damping. Clearly, at low excitation 
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levels, essentially all of the energy is dissipated by the viscous damper. 
As the excitation increases, however, the hysteresis is required to 
dissipate a substantial portion of the total energy. This behavior peaks 
at about W~~ = 0~32, which corresponds to an r.m.s. displacement of 
cr IY ~ 6. Beyond this point, the hysteresis becomes increasingly ineffec-
u 
tive, and the viscous damping again becomes the principal energy dissi-
pation mechanism. It is seen from the simulation that the linearized 
model apparently underestimates the energy dissipation contribution of 
the hysteretic restoring force slightly, but the overall comparison 
appears reasonable. 
Additional i"nsight into the· effect of damping is gained by examining 
the variation of the spectral parameter q with ~ and·W~~. which is shown 
in ·Fig. 6~12. It 'is seen that damping increases the band width some-
what at all excitation levels. This increase is most noticeable, at the 
low excitati'ons where the nonlinear system behaves essentially like a 
linear system with w ~ wo' and at the high excitations, where the non-
. 
linear system b~haves like a linear system with w = w . 
p) 
It ;s also interesting to ask how the first passage estimates of 
Chapter 4 are effected by the presence of damping, keeping in mind that 
the available estimates are not particularly precise anyway. Approximate 
evaluations of the first passage probability for u at t=lOO seconds are pro-
vided in Figs. 6.13 (Wg~ = .000032) and 6 .. 14 (W~~ = .02) along with 
a representative number of the maxima obtained from 50 simulation samples 
of 100 seconds each. As before, the Poi'sson process estimate at 
W~~ = .000032 is somewhat conservative, except at the largest simulation 
point. Likewise, at W~~ = .02 the effect of yielding is 
The maxima of u exceed even the usually conservative Poisson process esti-
mate significantly, which probably may be attributed to the significantly 
non-Gaussian character of the distribution of u. As before, not too 
much reliance should be placed on the tails of the actual probability 
distribution of the maximum obtained from the simulation with only 50 
data points, but the trend appears clear, and the median is .expected to 
be relatively good. 
6.3.3 Effect of Varying n 
As discussed in Chapter 2, the exponent n of Eqn. [2.5J, behaves very 
much like the exponent ;n the well· known Ramburg-Osgood equation ( 74). 
Thus, in the limit, as n+oo , the bilinear hysteresis ;s obtained, and, 
even for n ~ 5 (approximately) the cyclic energy dissipation characterist-
i"cs of the smooth system hysteresis closely resemble the bilinear 
hysteresis. Therefore, the variation in response predicted by the 
linearized system as n increases is of some interest. The linearized 
model predictions of r.m.s. displacement and velocity are shown in Figures 
6.15 and 6.16 respectively, for n values from 1 to 5. Also shown on the 
figures are the r.m.s. values predicted by temporal averaging of 5000 
second segments of response • IS), and 1000 second segments of response 
(O's) for n=5. For comparison the simulated r.m.s. response of the 
bilinear system, which was computed by IWan and Lutes (42 ), is also 
shown in the figures. It appears that, in. contrast with the case n=l, the 
linearized system underestimates the response significantly at n=5, and 
low response levels, and may overestimate the response at high levels. 
Compari·ng the simulation results for n=5, and n=oo (bilinear system) it 
is seen that, at n=5, the r.m.s. response is already quite close to that 
of the bilinear. system. 
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Turning attention to the first passage estimates of Chapter 4, and 
restricting consideration to the displacement u, the predicted maximum 
response probability distribution at t=lOO was computed for n=5, 
W~~ = .0002 (Figure 6.17) and w~~ = .02 (Figure 6.18). At W~~ = .0002, 
the conservative nature of the Poisson process approximation dominates, 
even though the r.m.s. response predicted by the linearized model under-
estimates the actual r.m.s. response. When the response to W~~ = .02 
is considered, however, the effects of the system yielding, and the r.m.s. 
response underestimates are- quite apparent . .It appears, therefore, that 
the linearization scheme adopted herein continues to underestimate r.m.s. 
and maximum response for large values of n. The underestimate is not as 
large as that obtained by Caughey, however. 
At thi s poi nt a few comments concerni ng convergence of the i terati ve 
solution are appropriate. Recall that the iterative sequence is initiated 
by assuming a set of linear system properties, which are th.en used to 
compute an r.m.s. response, which are then used to update the system pro-
perties, and so on. In practice, it has been found that the approximate 
solutions tends to alternately overestimate, then underestimate the 
actual solution. For n=l, each succeeding estimate is closer to the 
actual solution than the preceeding one. When n ~ 2, however, this is 
not always the case, and in fact diverging solutions are common. Noting, 
however, that the solution is alternately overestimated and underestimat-
ed, it is a simple matter to expedite solution, by averaging, in some 
proportion the old and new solution. The author has attempted such 
averaging in two ways. First, succeeding r.m.s. response estimates may 
be averaged, before estimating updated system properties. Secondly, the 
.... , . .i 
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old and new system property estimates may be averaged, before a new r.m.s. 
response estimate is computed. Combinations of the two averaging approa-
ches have not been attempted. In practice, it has been found that the 
latter averaging procedure works a little better than does the former. 
An additional complication can also arise, particularly at high excita-
tion levels. It is possible to compute an updated system property ce 
(see section 3.4) which changes sign, a phenomenon which leads to negative 
auto-covariances. Thus, whenever the sign change in ce occurs, it is· 
necessary to reassign ce in the range of possible values. When system 
properties are averaged as described above, this correction is onlynecess-
ary for the first couple of iterations. With these modifications, the 
iteration converges fairly rapidly to the linearized solution. 
6.3.4 Effect of Gravity 
Of particular interest 'to engineers is the effect of gravity upon 
the response of yielding systems. In the'current section, a hypothetical 
situation will be considered, where the gravitational constant 9c is given 
arbitrary values so the gravitational forces remain less than the post-
yield slope. As discussed previously, if the gravitational forces equal 
the post-yield slope, the stationary response becomes unbounded. Consider 
then, the flexible system, with no damping, and subjected to stationary 
white noise excitation. The r.m.s. displacements corresponding to gc = 
0, .Oi, .02 and .04, and predicted by the. linearized model are given in 
Fig. 6.19.· As expected, the r.m.s. displacements increase with gc. 
Also shown in Fig. 6.19 are the r.m.s. response predicted from temporal 
averages of 5000 second segments obtained by digital Monte Carlo simulation 
--
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6.3.5 Transient Response of Single Degree of Freedom Systems 
While the stationary response of hysteretic structures provides consid-
erable useful information, some excitations of interest, such as earth-
quakes, are more suitably modeled as transient random processes, for which 
the stationary solution is not appropriate. Further, some systems of inter-
est, such as elastoplastic, degrading, or gravity loaded systems, may not 
possess stationary solutions. In this section, therefore, the transient 
response of hysteretic systems is considered. The solution process for 
the zero time lag covariance matrix is, in such instances, computationally 
tedious, but straightforward. At ti~e t, the zero time lag excitation 
covariance matrix B(t) is selected,as input to the linearized system of 
Eqn. [3.22] which is then integrated numerically. At each step, the 
1 inearized system properties are selected based upon the current response. 
level. In the present work, 'the numerical integration was obtained via 
Hamming's predictor corrector method, (32) using the IBM SSP subroutine 
HPCG. 
Consider first the transient response of the undamped nearlyelasto-
plastic system,. initially at rest, to a stationary white noise input beginning at 
t=O. The nondimensionalized r.m.s. displacement predicted by the linearized 
model at three different excitation levels is illustrated in Figure 6.2LL 
Clearly, as the excitation level increases, the time required to reach the 
stationary response (ou(oo)) decreases. This conclusion is logical, in 
view of the increasing effective damping due to hysteresis within the range 
of excitations considered as the excitation level continues to increase. 
ABove those values shown, however, the time to reach the stationary state 
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the way in which the stationary response is approached at different exci-
tation levels. The values of puupredicted ~y the linearized model at 
the different excitation levels are shown in Figure 6.27 for .5 ~ t ~ 10 
seconds. Also shown in Figure 6.27 are the values of Puu predicted by 
Monte Carlo simulation at W~~ = .08. One would, of course, expect some-
what greater scatter in the MCS prediction for Puu' in lieu of a large 
sample size and this is apparent in the figure. The agreement is generally 
satisfactory, however. 
Finally, it is of interest to consider the first passage predictions 
of Chapter 4 in connection with th~ transient response. The predicted 
maximum response prediction for u at t = 50 seconds with Wii = .08 is 
shown in Fig. 6.28. It is seen that the nonlinear system yields con-
siderably, by examining the stationary r.m.s. displacement which is more 
than twice the "yield" displacement. (i.e. the displacement corresponding 
to an extrapolation of the initial tangent stiffness through zu)' Thus, 
it is not surprising, in view of the previous results presented for the 
stationary case, that the maxima predicted by the linearized model under-
estimate the maxima predicted by the Monte Carlo simulation rather signi-
ficantly at the higher probability l'evels. As discussed previously, it is 
felt that this systematic underestimate is a result of the decidedly non-
Gaussian response of the nonlinear system. Of course, in the present 
case, the r.m.s. response also is somewhat' underestimated by the linearized 
model. 
Next, consider the response of the same system to the 
nonstationary input W~~ = .08, and ~(t) given by Eqn. [2.43J with 
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Figure 6.33. Values of g /h less than .04762 (the post-yield stiffness) 
c 
will results in an r.m.s. response which reaches maximum, then decreases, 
as the excitation dies out. By contrast, it is felt that 9c!h ~ .04762 
should result in continued response growth. Interestingly enough, 
neither the linearized solution, nor the Monte Carlo simulations reflect 
this trend at g /h = .05. It is believed, that this tendency is the 
c 
result of numerical error, which occurs because of the small value of 
aK - 9c/h. When a somewhat 1 arger gc/h rati 0 of .1 is cons i dered, however, 
the expected behavior does occur. Thus considering Figure 6.33, it is 
seen that, p • becomes negative for the smaller gc/h ratios, indicating uu . 
decreasing response, while remaining positive at gdh = .1 indicating 
conti nued growth response. First passage predictions similarly indicate 
this trend, as shown by considering the Poisson process estimates for 
umax ' at t=50 seconds, which are shown in Figure 6.34. Clearly, as gc/h 
increases, substantially larger maximum displacements are predicted at 
the same probability level. 
6.3.6 Transient Response of Deteriorating Single 
Degree of Freedom Systems 
A second group of systems for ·which it may not be meaningful to speak 
of a stationary response is the group of deter10rating systems described 
in Chapter 2, and linearized in Chapter 3 after the introduction of 
several simpltfying assumptions. Consider,. again, the nearlyelasto-
plastic system. Deterioration is easily introduced by setting one 
or more of the parameters 0A' 0 or 0 in Eqn. 's [2.24] equal to a 
. n v 
positive number. As a first study, the response of the N.E.P. system 
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time is closely modeled, however. Since the variations of A, n and v are 
closely:.modeled, the expected energy dissipation has also been closely 
estimated by the linearized system. 
6.4 Response of Multidegree of Freedom Shear Beam Systems 
In the preceeding sections it was shown that useful estimates for 
the response of single degree of freedom hysteretic and degrading systems 
may, indeed, be obtained by stochastic equivalent linearization of the 
smooth system model. There is some, tendency to underestimate the r.m.s. 
displacement response to transient excitation, but even in this case a 
relatively useful estimate results. Many of the systems of interest to 
engineers are more appropriately represented by multi degree of freedom 
systems, however, so it is necessary to ask whether solution is still 
possible, and whether the approximation remains satisfactory for multi-
degree of freedom systems. Several studies will be described in the 
current section which attempt to answer that question at least partially. 
Consider the two story shear beam structure described in Table 6.1. 
The stationary r.m.s. displacement response of this structure to Kanai 
spectrum filtered excitation is given in Figure 6.48. as predicted by 
equivalent linearization and by Monte Carlo simulation using a 1000 second 
temporal average. Agreement is satisfactory 'at all response levels. 
l05 
The nondeteriorating system response is shown in Figure 6.52, and deteriorat-
ing system responses are shown in Figures 6.~3 (oA.= .02) and 6.54 (on.= .5). 
1 1 
Because of computational expenses involved, no simulation predictions are 
presented in this 
6.5 Response of Framed Structures 
The previously discussed numerical studies were conducted primarily 
with the intent of verifying the equivalent linearizatio~process as applied 
to single or multistory shear beam structures. In this section, brief 
consideration will be given to the covariance matrix analysis of structures 
which approach those encountered in. engineering practice. Where applicable, 
three models will be considered, a shear beam model, a single degree of 
freedom model and a discrete hinge frame model. These studies are intended 
primarily' to determine the feasibility of the alternative models, as a 
guide for future, more detai1ed studies. 
Two structures, shown in Figure 6.55 , were selected for analysis. 
Frame A is a strong girder-weak column structure, for which shear beam 
modeling may be appropriate, while frame B is of the strong column-weak 
girder variety. Both structures should be considered as preliminary designs 
only, with story dead loads of 100 P.S.F. and live loads of 80 P.S.F. Each 
frame was idealized as an interior frame of a structure with bay sizes of 
30 feet. 
Two model s were chosen to represent frame A. In both model s , hal f 
the live load was considered as contributing to the effective mass of the 
structure. Taking into account the relatively strong girders, the two 
degree of freedom shear beam model with parameters given in Table 6.2 was 
obtained. The initial story stiffnesses were selected to reproduce the 
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havior trends of the r.m.s. interstory displacements are quite simi lar, 
however, the discrete hinge model undergoes ~omewhat larger displacements. 
Likewise, the r.m.s. relative velocities shown in Fig. 6.58 are quite 
close. Both models predict significantly larger first story displacements 
than those of the second story, a situation that becomes more pronounced 
at the higher excitation levels, suggesting that much of the yielding and 
hysteresis is occurring in the first story. The story shear forces predicted 
by the discrete hinge model, and shown in Fig. 6.59, are somewhat larger than 
the story shears predicted by the shear beam model. Comparing the correla-
tion coefficient p between the story displacements, which are shown in 
, ul u2 . " 
Fig. 6.60, it ;s seen that at 'low excitation there is a very strong correla-
tion which suggests a dominant first mode contribution. As the excitation 
level increases, however, the correlation decreases, slowly at first, then more 
rapidly as the nonlinearity becomes more evident. It would be convenient to 
say that this effect is caused by an increasing second mode contribution, and 
for the linearized system, such may, indeed, be the case. To speak of modal 
contributions for the actual nonlinear structure, however, would be mis-
leading, at best. Finally, it is interesting to compare the ratio of energy 
dissipation predicted by the two models. These are shown in Fig. 6.61. The 
shear beam model predicts somewhat higher energy dissipation than does the 
discrete hinge model, but, overal'l, the comparision is reasonably good. 
Also shown is the energy dissipation in the discrete hinge model, broken down 
by joints. These are indicated using thee,lement numbers and jOint numbers 
assigned on Fig. 6.56. Thus, the energy dissipation curve for the hinge 
element on the first floor girder (member 3) at joint 2 would be 32, and so 
forth. In Fig. 6.61' it is seen that at low excitation levels well over half 
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obtain a structure with the desired post yield stiffness: preyield stiffness 
ratio. The r.m.s. interstory displacements, velocities and story shears 
. G? 6~:' 6:.S 
predicted by the three models are shown in Figs. 6.1tJ, 6.n, and 6 . .f1', 
respectively. The r.m.s. interstory displacements predicted by the three 
models agree quite well within order of magnitude. The details of response 
do not .agree part; cul arly we 11, however. Unl i ke the case wi th Frame A, . the 
r.m.s. displacements predicted by the discrete hinge model only exceed the 
values computed from the other models by a smal I amount at the lower 
excitations. One reason for this may be that the discrete hinge model for 
Frame B has a somewhat higher natural frequency than the other two models. 
(It was anticipated that the discrete hinge model would predict somewhat 
higher r.m.s .. displacements than the other models for reasons to be made 
clear momentarily.) Likewise, the r.m.s. velocities predicted by the three 
mode 1 s t Fi g. 6.$f) agree fa i .rly well. As was the case for Frame A, the 
(;·5 
di screte hi nge model predi cts somewhat hi gher story shear forces (Fi g.6 •.. n-) , 
particularly at the lower excitations, than do the other two methods. The 
6& 
correlation coefficient Pu u shown in Fig. 6.·13', ;s quite informative. The 
.·12 
single degree of freedom model, of course, predicts p =' 1 for all 
, u U 
0(.;/ 1 2 
excitation levels. It is seen from Fig. 6 .• ·n that, un'llke Frame A, the 
discrete hinge model indicates p > .9 for all excitations considered, 
u, u2 
indicating that the linearized system, at least, continued to response pre-
dominantly;n the nrst mode. By contrast, the shear beam model predicts a 
substantial decrease in p at higher excitation levels, indicating that only 
ul u2 [:; 
th'e first story is yielding significantly. A reinspection of Fig. 6 . .76'" re-
veals that the r.m.s. displacements also predict this. Several interesting 
conclusions may thus be drawn. First, Takizawa's criticism of shear beam 
~-. 
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cation of the Frame B model would similarly result in systematically 
higher r.m.s. displacement estimates. After some study, it was concluded 
that such behavior is quite reasonable. In fact, the discrete hinge 
model apparently behaves much more like an elastoplastic model than do 
the shear beam and the single degree of freedom models, and obtaining exact 
comparisons will require careful modeling. This situation can be explained 
most easily by considering an analogous situation, which may be useful in its 
own right. Suppose it is desired to use a smooth system oscillator (with 
n = l, say). to describe the behavior of a hysteretic (spring) element, with 
initial stiffness of 1 and postyie~d stiffness of O. Figure 6.68 il-
lustrates two such models. The first is the smooth system model as 
applied through much of this work. The second represents the combination 
of a very stiff smooth system oscillator to describe the yielding behavior, 
with an elastic stiffness element chosen to describe the preyield behavior, 
and is conceptually quite similar to the assemblage implemented in the 
discrete hinge model. Clearly the models are quite different, even though 
the initial stiffness, post yield stiffness, and n, are the same. In fact, 
the second model will behave much more like a system with n = 00. Thus, 
considerable experience is required before it will be possible to assign 
model parameters for smooth system SDOF or shear beam models, which agree 
closely with the behavior of discrete hinge models, or vice versa. This 
also points out that specifying the material behavior closely at all re-
sponse levels may be required if adequate models of actual nonlinear 
structures are to be obtained. It should also be remarked that the 
model of Fig. 6.68(b) may provide a viable alternative for analyzing the 
behavidr of elastoplastic, or bilinear hysteresis. 
-7. 1 Summary 
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CHAPTER 7 
SUMMARY AND CONCLUSIONS 
The intent of the study described herein was to develop a model for 
the random vibration analysis of engineering structures which is capable-
of representing the essential structural behavior observed in practice, 
viz. hysteresis, softening, deterioration, and gravity effects; the model 
was required to meet the additional condition of mathematical tractability 
with the currently available methods of nonlinear random vibration analysis. 
A relatively versatile hysteresis element model is presented in 
Chapter 2, which is capable of representing both hardening and softening 
nonlinearity via a first order nonlinear differential equation. Adjustment 
of the model parameters allows considerable variation in the cyc1i.c energy 
dissipation of the model. The softening may be gradual, resulting in a 
IIsmooth" hysteresis model, or quite sudden, resulting in nearly bilinear 
behavior. Additional parameters may be introduced which, when made a 
function of the energy dissipation of the element, result in . stiffness 
or strength, or combined deterioration at a rate which may be varied 
arbitrarily. The complication introduced by the proposed system degra-
dation representation is minimal, requiring only an additional nonlinear 
first order differential equation to describe the energy dissipated through 
hysteresis. Extension to multidegree of freedom simply coupled (shear 
beam) systems is straig~tforward. Several existing idealizations for base 
motion typical of earthquakes are discussed. These include white noise, 
filtered white noise (Kanai-Tajimi and, optionally, first order high pass 
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In addition, the use of hysteretic energy dissipation as a rreasure of 
response is discussed. It is demonstrated that, while it is quite 
easy to compute the mean energy dissipation through hysteresis, the mean 
square energy dissipation, which might allow further probabilistic 
estimates of energy dissipation, is not available at the present 
time. 
The shear beam model for multistory structures presented in Chapter 2 
is strictly correct only for structures with very stiff girders and flexible 
columns. In practice, this type of structure is unlikely to be built in 
seismic regions. Therefore, Chapter 5 discusses some alternatives to the 
shear beam model. The first results in a single degree of freedom model, 
which, although originating from a rigid column premise, is quite similar in 
nature to the assumed failure mode model proposed by Takizawa ( 87). The 
hysteretic element differs h~wever, Takizawa's hysteresis being a degrading 
trilinear model, while the current work utilizes the smooth system element 
of Chapter 2. Further, the response analysis in the current study was 
stochastic, as compared with Takizawa's studies, which were deterministic. 
The second alternative model utilizes the discrete hinge concept widely 
implemented in deterministic analysis. Herein, the smooth system model 
of Chapter 2 is chosen for the hinge hysteresis, so the resulting formula-
tion is compatible with the method of equivalent linearization, and may 
be used to compute one time covariance matrix response. Although not dis-
cussed in detail, the response power spectral density function matrix 
could also be computed for the discrete hinge model using the method de-
scribed in Chapter 4. Numerical studies were conducted to verify the pro-
posed model and, where possible to draw conclusions of engineering interest. 
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Comparison of response power spectral density functions computed from 
the linearized model with those previously obtained by the Galerkin tech-
nique (92)indicates that the present, third order, linearized system is 
able to reproduce the drift associated with nonlinear behavior. The 
linearized system softens somewhat more rapidly than the Ga1erkin estimate, 
however. 
7.2.2 Transient Response 
The starting transient response under stationary input computed by 
the linearized model agrees fairly well with the starting transient 
computed by Monte Carlo simulation. As the response approaches steady 
state, the simulated r.m.s. displacement appears to oscillate somewhat, 
and reaches the stationary level before the linearized system. The r.m.s. 
velocity is closely reproduced, and,although the simulated results show 
considerable scatter,so is the correlation coefficient, p '. Under tran-
uu 
sient excitation, the linearized r.m.s. displacement calculation under-
estimates the peak r.m.s. response somewhat more strongly. Again, part 
of this discrepancy may be caused by numerical integration error. Con-
sequently, the first passage predictions are more unconservative 
than before, although not markedly so. The same conclusion applies when 
the system is allowed to deteriorate. The deterioration does not cause any 
apparent magnification of the underestimate, however, in spite of the ad-
ditional approximations introduced in the linearization. The time variation 
of the deterioration parameters and hence, the total energy dissipation, 
are closely reproduced by the linearized system. The first passage 
estimates continue to be unconservative. Comparison of simulated 
and linearized solutions for a two degree of freedom shear beam structure 
. . 
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1. The linearization procedure discussed herein was limited to zero 
mean excitations and responses. An equation was presented in Chapter 3 
which would permit iterative solutions for the linearized system matrix 
in the nonzero mean case, but studies are required to de~ermine whether 
this procedure is feasible to implement. It also would be quite interest-
ing to develop methods for handling correlated excitations at the different 
story levels, in addition to the base excitations studied herein. 
2. The first passage estimates discussed herein were based on an 
assumed Gaussian response distribution, while it is known that the actual 
response is'strongly non-Gaussian. First passage estimates based on non-
Gaussian distributions might reduce the nonconservativeness of the first 
passage estimates considerably. 
3. The discrete hinge model requires further study, and considerable 
further refinement of the models is possible. The effect of introducing 
midmember hinges and masses, the effects of axial load, and the effects of 
parameter variations in the model are just a few of the areas which require 
work. Also, requiring additional work are the computational problems in-
volved in the solution, the interpretation of the rather large response co-
variance matrix, and the vector first passage time problem associated with 
the more general models. 
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Table 6.4 Single Degree of Freedom Model Parameters for Frame B 
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Table 6.5 Shear Beam Model Parameters for Frame B 
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Table 6.6 Discrete Hinge Model Parameters for Frame B 
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2 -
w .... (w) = w.... sin [w ~t/2] 
~~ ~~ [ w ~t/2J2 [A.3] 
As shown in Fig .. A.l, reasonable choices of t for numerical integration 
load to excitations which are nearly white in the range of interest. 
It has been found during numerical studies that using Hamming's pre-
dictor corrector method to perform the numerical integration, the maximum 
feasible time step is on the order of 1/20 of ~he natural period. Thus, a 
time step of ~t implies a natural frequency w < .314159/ t. Considering 
the two values of ~t, .01 and .1, ~sed in construction of Fig. 2.1, 
the corresponding maximum feasible natural frequencies, 31 and 3.1 radians 
per second, are well within the ranges of validity of the approximations. 
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APPENDIX B 
DETAILS OF THE GENERAL FRAME MODEL 
B.l Derivation of Equations [5.20J and [5.30J 
Consider first the simulation problem. The applicable equations are 
[5.7], (or equivalently [5.9J, [5.10J, and [5.11J), [5.14J, [5.17J, [5.18J 
and [5.19]. Substituting Eq. [5.11J into Eq. [5.17J and solving for IT, one 
obtains 
Eliminate ~R from Eq. [B.1J by substituting Eq. [5.12J into Eq. [5.18] 
and solving for ~ whence 
Substitute Eq. [B.2J into Eq. [B.1J to obtain 
where 
[B.1J 
[B.2J 
[B.3] 
[B.4J 
l 
L 
L 
L~ 
, 
L 
L 
I 
L 
L 
L 
L 
L 
L 
l 
L 
L. 
L_. 
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Eq. [B.10J, and [B.7J may then be combined, after the transformation 
of variables: 
to gi ve 
where 
and 
T 1 ·T J -T T 
v = {uT I uT I u } _ J _ , 
A 
. .. 
~ + G Y =:: ~B 
G = 
Eq. [B.12J is identical to Eq. [5.20J. 
[B. 11 ] 
[B .12] 
[B .13] 
[B .14] 
B.2 Computation of Back Transformations for One Time Covariance Submatrices 
The linear transformations which allow computation of the remaining 
response terms are also relatively easy to obtain. Substituting Eq. [8.2] 
into Eq. [5.8J gives 
A " 
U = KTuT + Kllu [B. 15 J 
_ _1_1 _n_ 
L 
L 
L 
L 
I 
L 
L 
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where 
( -1 I I )-1 ~SR~RR) ~SR~RT I 0 I (~SR~RR ~SR~HR 
------~----L------
I 0 I 
I I 
[B.21J 
Eq. [B. 20 J ; s ; dent; ca 1 w; th Eq. [5. 27J . 
B.3 Specific Form of the Matrices for a Two Story, One Bay Frame 
To clarify the ideas presented in Chapter 5, consider the two story, 
one bay frame shown in Figure B.l. Assume that all hinges form at the 
joints, that all masses are lumped over the columns, and that the frame 
behaves antisymmetrica11y. Then with the unknown displacements' shown in 
Figure B.1, the vectors uandu are given by 
T T ~~} = {(ul lU2):(u3Iu4)} u = {~T [B.22J 
and 
-T U = { I I I I } u11·u12Iu21,u22Iu34 [B.23J 
The resulting ~L and ~H matrices are 
I 
I 
L._._ 
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The partitioning of ~e and ~H corresponds to that in Eq. L5. 8J. Simi 1 arly, 
the ~SR matrix is given by 
~SR = [~ 0 1 1 1 n 0 0 0 0 
while 
It is readily shown by completing the multiplication that ~SR~RR is non-
singular and hence, the transformations described in Section B.l can be 
completed. 
