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Abstract. A system of matrix units in the Weyl algebra of con-
volution type is constructed with the aid of a Gaussian element so
that it includes von Neumann’s minimal projection, which explic-
itly shows that the associated C*-algebra is a compact operator
algebra. The spectral decomposition of an arbitrary Gaussian el-
ement is then worked out by utilizing the diagonal projections in
the matrix units.
Introduction
The celebrated Stone-von Neumann theorem on the uniqueness of
unitary representations of the CCR is sitting at a branching point of
many disciplines and opened a way to a variety of developments both in
mathematics and in physics ([5]). The original proof of von Neumann
is based on a Gaussian expression of a certain minimal projection in
the twisted convolution algebra related to the Weyl form of the CCR
([7]).
Since the way of its proof shows that all representations are unique
up to multiplicities, the associated C*-algebra of convolution type turns
out to be a compact operator algebra thanks to an affirmative answer
to Naimark’s problem.
We shall here supplement this fact by constructing matrix units as
differentiated Gaussian elements in the convolution Weyl algebra so
that the von Neumann projection are members of them, which enables
us to explicitly identify the convolution type C*-algebra with a compact
operator algebra.
The spectral property of Gaussian elements, which is more or less
known among specialists (see [3, § 5.5] for example), is also described
in terms of these matrix units.
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1. Weyl Relations and Convolution Algebras
Originally the canonical commutation relations (CCR) were set forth
by M. Born and P. Jordan as [qj , pk] = iδj,k, which were afterwards
rephrased by H. Weyl in the form
Up(x)Uq(y) = e
ix·yUq(y)Up(x), x, y ∈ Rn,
where Up(x) = e
ix·p and Uq(x) = eix·q (x, p ∈ Rn, x · p =
∑
j xjpj and
so on) denote n-parameter continuous groups of unitaries. In terms of
these unitaries, the Schro¨dinger representation of CCR takes the form
(Up(y)f)(x) = f(x+ y), (Uq(y))(x) = e
ix·yf(x), f ∈ L2(Rn).
Since unitaries Uq(y) generate all multiplication operators and any op-
erator in its commutant is realized again by multiplication, it is reduced
to a scalar operator when it furthermore commutes with the transla-
tion operators Up(x), i.e., the Schro¨dinger representation is irreducible
as is well-known.
Furthermore any irreducible (and continuous) representation of Weyl
relations is known to be unitarily equivalent to the Schro¨dinger repre-
sentation (the Stone-von Neumann theorem).
For its proof, von Neumann put Up and Uq together into the form
U(x, y) = e−ix·y/2Up(x)Uq(y),
which, being formally equal to ei(xp+yq), is a continuous family of uni-
taries parametrized by (x, y) ∈ R2n and satisfies
U(x, y)U(x′, y′) = ei(xy
′−x′y)/2U(x+ x′, y + y′).
In other words, the family {U(x, y)} is a unitary representation of the
additive group R2n twisted by a two-cocyle ei(xy
′−x′y)/2. Thus, relevant
is not an euclidean structure but symplectic one governed by x′y−xy′.
To make this fact manifest and to simplify the notation at the same
time, regard {pj, qj} as a symplectic basis and think of (x, y) ∈ R2n
as coordinates of an element v =
∑
(xjpj + yjqj) in a symplectic vec-
tor space V with the symplectic form σ given by σ(qj , pk) = δj,k and
σ(pj, pk) = 0 = σ(qj , qk). Notice here that the Liouville measure in V
is exactly the Lebesgue measure in R2n.
Associated with such a real symplectic vector space (V, σ), we intro-
duce several *-algebras describing Weyl relations.
Let CeiV be a free vector space generated by symbols eiv (v ∈ V ),
which is a *-algebra by operations
eiveiw = e−iσ(v,w)/2ei(v+w), (eiv)∗ = e−iv
3and referred to as a Weyl algebra based on (V, σ). A *-representation
pi of CeiV is then specified by a family U(x, y) = pi(ei(xp+yq)) of uni-
taries satisfying Weyl relations, which corresponds to Weyl unitaries
exactly when U(x, y) is continuous in parameters (x, y) ∈ R2n.
Note here that each linear functional λ ∈ V ∗ gives to a *-automorphism
of CeiV (called shift automorphism) by eiv 7→ eif(v)eiv in such a way
that it defines an automorphic action of the additive group V ∗ on the
Weyl algebra CeiV .
We can also work with holomorphically extended objects ev+iw (v, w ∈
V ) which satisfy the obvious *-algebraic operations and span a *-
supalgebra CeV+iV of CeiV .
As an analysis-oriented one, consider the Banach space L1(R2n) =
L1(V ) relative to the Liouville measure, which is made into a Banach
*-algebra (denoted by L1(V, σ) and referred to as a convolution Weyl
algebra) so that
f 7→ pi(f) =
∫
V
f(v)pi(eiv) dv =
∫
R
2n
f(xp+ yq)U(x, y) dxdy
gives a *-representation of L1(V, σ): For f, g ∈ L1(V ),
(fg)(v) =
∫
V
eiσ(v,v
′)/2f(v′)g(v − v′) dv′, f ∗(v) = f(−v).
The automorphic action of V ∗ on CeiV by shifts is also converted to
that on the convolution algebra by f(v) 7→ eiλ(v)f(v).
Notice that, as in the case of group algebras of locally compact
groups, a continuous representation pi(eiv) of CeiV is in one-to-one cor-
respondence with a *-representation pi(f) of f ∈ L1(V, σ).
Remark 1. Thanks to the inequality ‖fg‖2 ≤ ‖f‖1‖g‖2 for f ∈ L1(V )
and g ∈ L2(V ), L1(V ) ∩ L2(V ) is a *-subalgebra of L1(V, σ), which
turns out to be a (unimodular) Hilbert algebra with respect to the
L2-inner product. The associated trace τ is therefore described by
τ(f ∗f) = (f |f) (f ∈ L1 ∩ L2).
Although eiv itself is not in L1(V, σ), a formal multiplication of eiv
on
∫
f(v′)eiv
′
dv′ enables us to realize eiv as a multiplier of L1(V, σ):
(eivf)(v′) = e−iσ(v,v
′)/2f(v′ − v), (feiv)(v′) = eiσ(v,v′)/2f(v′ − v).
This multiplier realization is compatible with the shift automorphisms
on CeiV and L1(V, σ).
To get an analogous realization of CeV+iV as a multiplier algebra, we
further introduce a dense *-subalgebra L1̟(V, σ) of L
1(V, σ) consisting
of entire functions: By definition, a function f ∈ L1(V ) belongs to
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L1̟(V, σ) if f(v) is continuous in v ∈ V and extended to an entirely
analytic function f(v + iw) of v + iw ∈ V C so that for each λ ∈ V ∗
eλ(v)f(v + iw) is in L1(V ) as a function of v ∈ V and depends norm-
continuously on w ∈ V .
Given a function f ∈ L1(V ) of supexponential decay (i.e., f(v) =
O(e−r|v|) for any r > 0), its Gaussian regularization belongs to L1̟(V ).
In fact, given an inner product 〈·, ·〉 in V , the Gaussian regularization
φ(v) =
∫
V
e−〈v
′,v′〉f(v − v′) dv′
of f is holomorphically extended and the expression
φ(v + iw)eλ(v) =
∫
V
e−〈v−v
′ ,v−v′〉−2i〈w,v−v′〉+〈w,w〉+λ(v−v′)f(v′)eλ(v
′) dv′
=
∫
V
e−〈v−v
′+u+iw,v−v′+u+iw〉+〈u,u〉+2i〈u,w〉f(v′)eλ(v
′) dv′
with u ∈ V defined by λ(·) = 2〈u, ·〉 shows that
φ(v + iw)eλ(v) = ϕ(v + u+ iw)e〈u,u〉+2i〈u,w〉
is norm-continuous in w ∈ V as an L1(V )-valued function, where ϕ is
the Gaussian regularization of eλf .
Now for f, g ∈ L1̟(V, σ), their product in L1(V, σ) is holomorphically
extended to
(fg)(v + iw) =
∫
V
eiσ(v+iw,v
′)/2f(v′)g(v + iw − v′) dv′.
Note here that eiσ(v+iw,v
′)f(v′) is integrable as a function of v′ which
depends on v + iw holomorphically. Moreover, for λ ∈ V ∗,
(fg)(v+iw)eλ(v) =
∫
V
eλ(v
′)+σ(v′,w)/2f(v′) eλ(v−v
′)g(v+iw−v′)eiσ(v,v′)/2 dv′
is continuous in w ∈ V as an L1(V )-valued function because this is a
product of eλ(v)+σ(v,w)/2f(v) and gλ(v)g(v + iw) in L1(V, σ) and these
are norm-continuous in w ∈ V as L1(V )-valued functions.
Finally, eλ(v)f ∗(v + iw) = eλ(v)f(−v + iw) is holomorphic and con-
tinuous in w ∈ V as an L1(V )-valued function.
Here is a summary so far.
Lemma 1.1. L1̟(V, σ) is a dense *-subalgebra of L
1(V, σ).
For v + iw ∈ V + iV , a formal identity
eiv−w
∫
V
f(v′)eiv
′
dv′ =
∫
V
f(v′ − v − iw)e−iσ(v+iw,v′)/2eiv′ dv′
5and a similar expression for right multiplication suggest putting
(eiv−wf)(v′) = e−iσ(v+iw,v
′)/2f(v′ − v − iw),
(feiv−w)(v′) = eiσ(v+iw,v
′)/2f(v′ − v − iw).
Now the following is immediate to check.
Lemma 1.2. The *-algebra CeV+iV is realized as a multiplier algebra
of L1̟(V, σ).
2. von Neumann’s Projection and Matrix Units
A hermitian element in L1(V, σ) is said to be Gaussian if it is of
the form e−(v|v)+iλ(v)+µ, where µ ∈ R, λ ∈ V ∗ and (v|w) is a real inner
product in V . Clearly Gaussian elements belong to L1̟(V, σ) with
their linear parts λ(v) realized by the effect of the shift automorphism
associated to λ ∈ V ∗.
Given an inner product (v|w) in a finite-dimensional symplectic vec-
tor space (V, σ), thanks to the standard form of symplectic matrices, we
can find an orthonormal basis {ej , fj} of V so that σj = σ(fj, ej) > 0
and {Rej + Rfj} is a σ-orthogonal family. Then {pj = σ−1/2j ej , qj =
σ
−1/2
j fj} is a canonical basis which also diagonalizes the inner product
so that (pj|pj) = (qj|qj) = 1/σj . In this way, Gaussian elements are
factored into two-dimensional ones and their spectral properties are
more or less reduced to the case of single freedom.
With this observation in mind, we now introduce an element gα(x, y) =
e−(x
2+y2)/4α (α ∈ C, Reα > 0) in L1(V, σ) for the canonical choice
V = R2n (gα being Gaussian for α > 0) and investigate its spec-
tral properties in the convolution Weyl algebra L1(V, σ) or in its C*-
envelope C∗(V, σ). Notice that in terms of the canonical coordinates,
the convolution product is expressed by
(fh)(x, y) =
∫
R
2n
ei(x
′y−xy′)/2f(x′, y′)h(x− x′, y − y′) dx′dy′.
By a simple calculation based on Gaussian integrals, we see that
(gαgβ)(x, y) =
(
4piαβ
α + β
)n
exp
(
−x
2 + y2
4γ
)
, γ =
α + β
1 + αβ
.
Since each γ ≤ 1 is of the form γ = 2/(α + α−1) for the choice β−1 =
α > 0, the formula implies that gγ = g
2
α = g
2
1/α ≥ 0. Consequently
g
1/2
γ = gα ≥ 0 for α ≤ 1, whereas g1/α 6= gα (α < 1) is a non-positive
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root of gγ. In particular, when α = β = 1,
g(x, y) =
1
(2pi)n
e−(x
2+y2)/4
is a projection in L1(V, σ) ⊂ C∗(V, σ).
In von Neumann’s proof of uniqueness of Weyl unitaries, it is a key
to observe that the projection g ∈ L1(V, σ) is minimal in the sense that
gei(xp+yq)g = e−(x
2+y2)/4g (x, y ∈ Rn).
We shall now construct a system of matrix units in L1(V, σ) so that
it includes the projection g as a diagonal member. To elucidate the role
played by g in finding matrix units inside L1(V, σ), introduce complex
parameters z = (x+ iy)/
√
2, w = (x′ + iy′)/
√
2 and rewrite
(ei(xp+yq)gei(x
′p+y′q))(s, t)
= ei(s(y
′−y)−t(x′−x))/2ei(x
′y−xy′)/2g(s− x− x′, t− y − y′)
=
1
(2pi)n
e−((s−x−x
′)2+(t−y−y′)2)/4ei(s(y
′−y)−t(x′−x))/2ei(x
′y−xy′)/2
to get the expression
1
(2pi)n
e−(s
2+t2)/4e−(|z|
2+|w|2)/2 exp
(
s+ it√
2
z +
s− it√
2
w − zw
)
.
In view of i(xp+yq) = za−za∗ and the identity ei(xp+yq) = e−|z|2/2e−za∗eza,
with annihilators a = (q + ip)/
√
2 and creators a∗ = (q − ip)/√2 sat-
isfying [aj , a
∗
k] = δj,k,
e−za
∗
ezage−wa
∗
ewa = e(|z|
2+|w|2)/2ei(xp+yq)gei(x
′p+y′q)
is expressed by a function
1
(2pi)n
exp
(
−s
2 + t2
4
+
s+ it√
2
z +
s− it√
2
w − zw
)
of (s, t) ∈ R2n in L1̟(V, σ).
Here we pay attention to the analytic dependence on parameters
z, w. Clearly the last function is antiholomorphic in z and holomor-
phic in w, whence the same behavior of e−za
∗
ezage−wa
∗
ewa reveals that
ezage−wa
∗
= g and
(e−za
∗
gewa)(s, t) =
1
(2pi)n
exp
(
−s
2 + t2
4
+
s+ it√
2
z +
s− it√
2
w − zw
)
.
Now the minimality can be read off from these: Thanks to the Weyl
relations and g2 = g,
e|z|
2/2gezae−za
∗
g = geza−za
∗
g = e−|z|
2/2ge−za
∗
ezag = e−|z|
2/2g,
7whence gei(xp+yq)g = e−(x
2+y2)/4g.
Moreover, from the fact that the coefficient in the right hand side is
equal to the evaluation of ei(xp+yq) by the Fock state ω, one sees that
C∗(V, σ)gC∗(V, σ) is *-isomorphic to a *-subalgebra
pi(C∗(V, σ))|ω1/2)(ω1/2|pi(C∗(V, σ))
of B(C∗(V, σ)ω1/2) via the correspondence fgh↔ pi(f)|ω1/2)(ω1/2|pi(h)
(f, h ∈ L1(V, σ)), where pi denotes the standard Fock representation of
C∗(V, σ) with ω1/2 the Fock vacuum vector.
Since gz,w = e
(|z|2+|w|2)/2e−za+za
∗
gewa−wa
∗
= eza
∗
gewa is holomorphic
as an L1(R2n)-valued function of z, w ∈ Cn, it allows a Taylor expan-
sion1
gz,w =
∑
k,l≥0
1√
k!l!
zkwlgk,l, gk,l ∈ L1(R2n).
We claim that (gk,l)k,l≥0 constitute matrix units in L1(V, σ). In fact,
g∗w,z = gz,w and gz,wgz′,w′ = e
wz′gz,w′ give g
∗
k,j = gj,k and gj,kgl,m =
δk,lgj,m respectively.
Finally we show that {gz,w; z, w ∈ Cn} is total in L1(R2n). To see
this, let f ∈ L∞(R2n) = L1(R2n)∗ satisfy
0 =
∫
R
2n
f(s, t)gz,w(s, t) dsdt
=
ezw
(2pi)n
∫
f(s, t)e−(s
2+t2)/4−(s+it)z/√2+(s−it)w/√2 dsdt
for any z, w. Then the Fourier transform of f(s, t)e−(s
2+t2)/4 vanishes
and hence f = 0.
Theorem 2.1. The C*-envelope C∗(V, σ) of L1(V, σ) is a compact op-
erator algebra generated by matrix units {gk,l} and continuous Weyl
unitaries are unitarily equivalent to an ampliation of the Fock repre-
sentation.
Moreover the canonical trace is given by the formula
tr(f ∗f) = (2pi)n
∫
V
|f(v)|2 dv
for f ∈ L1(V )∩L2(V ). Note that (f ∗f)(v) = (f |fe−iv) is a continuous
function of v ∈ V and tr(f ∗f) = (2pi)n(f ∗f)(0).
Corollary 2.2 (Stone-von Neumann). Irreducible Weyl unitaries are
unique up to unitary equivalence.
1Formally gk,l =
1√
k!l!
(a∗)kgal and it corresponds to 1√
k!l!
(a∗)k|ω1/2)(ω1/2|al in
the Fock representation.
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Remark 2.
(i) Since C∗(V, σ) is separable, the theorem itself follows from the
corollary as an affirmative case of Naimark’s problem [4].
(ii) An explicit form of gk,l is dealt with in [2] in the context of Fock
representation.
(iii) The fact that C∗(V, σ) is a compact operator algebras also fol-
lows from C0(G) ⋊ G ∼= C(L2(G)) for a locally compact group G,
where the corssed product is taken with respect to the translational
automorphic action of G on C0(G) and C(L
2(G)) is the compact
operator algebra on L2(G), see [6] for more information.
3. Spectral Analysis of Gaussian Elements
We here restrict ourselves to the case V = R2 for the time being and
work out the spectral decomposition of gγ (Re γ > 0) in the C*-algebra
C∗(V, σ). Since e−za
∗
geza ∈ L1̟(V, σ) (z = (x + iy)/
√
2) is realized by
the function
1
2pi
exp
(
−s
2 + t2
4
+ sx+ ty − x
2 + y2
2
)
,
of (s, t) ∈ R2 = V , its parameter dependence on z ∈ C is L1-continuous
and ‖e−za∗geza‖1 = 2e(x2+y2)/2. Thus, if Reµ > 1, e−µ|z|2e−za∗geza ∈
L1(V, σ) is norm-integrable with respect to z and we see that
gγ =
2γ
γ − 1
∫
R
2
e−µ|z|
2
e−za
∗
geza dxdy
for the choice µ = (γ + 1)/(γ − 1) with Reµ > 1 ⇐⇒ Re γ > 1.
We now think of this integral expression in C∗(V, σ), where the Tay-
lor expansion
e−za
∗
geza =
∑
k,l≥0
(−z)kzl√
k!l!
gk,l
is absolutely convergent in view of the estimate
‖e−za∗geza‖ ≤
∑
k,l≥0
|z|k+l√
k!l!
,
9and the integration is then calculated termwise to get the expression
gγ =
2γ
γ − 1
∑
k,l≥0
1√
k!l!
∫
e−µ|z|
2
(−z)kzlgk,l dxdy
= 2pi
2γ
γ − 1
∑
k≥0
(−1)k
k!
∫ ∞
0
e−µr
2/2r2k+1 dr gk,k
= 2pi
2γ
γ − 1
∞∑
k=0
(−1)k
µk+1
gk,k = 2pi
2γ
1 + γ
∞∑
k=0
(
1− γ
1 + γ
)k
gk,k
for Reµ > 1 ⇐⇒ Re γ > 1. Since both gγ and the last expression are
holomorphic on Re γ > 0 as elements in C∗(V, σ), the above equality
holds in the region Re γ > 0 as well.
Notice that gγ (Re γ > 0) is a normal element of trace class with
tr(gγ) = 2pi
2γ
1 + γ
∞∑
k=0
(
1− γ
1 + γ
)k
= 2pi.
Remark 3. In the Schro¨dinger representation, the above spectral decompo-
sition of gγ is reduced to Mehler’s formula in [1, §1.7].
Now consider the general case V = R2n and let {γj}1≤j≤n be positive
eigenvalues of iσ/4 including multiplicity with respect to the quadratic
part of a Gaussian element. Then the spectrum of exp(−∑j(x2j +
y2j )/4γj) in C
∗(V, σ) is
(2pi)n
∏
j
2γj
1 + γj
{∏
j
(
1− γj
1 + γj
)lj
; lj ≥ 0
}
.
In particular, the Gaussian element is positive if and only if γj ≤ 1
for 1 ≤ j ≤ n. If this is the case, the r-th power (r > 0) of gγ with
γ = tanh θ (θ > 0) is again Gaussian and given by
(4pi)r−1
(sinh θ)r
sinh(rθ)
exp
(
− x
2 + y2
4 tanh(rθ)
)
as seen in [9].
As a final remark, we describe the following known fact (see [3, The-
orem 5.5.1] for example) in our context.
Proposition 3.1. There is one-to-one correspondence between free
states of C∗(V, σ) and positive normalized Gaussian elements without
scalar shifts.
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Proof. We assume notations and results on free states in [8]. Through
the density operator realization, free states are given by positive nor-
malized Gaussian elements.
Conversely, a positive Gaussian element is factored into single-freedom
ones and we may assume that V = R2. Define a sesquilinear form S on
V C by
S + S =
( 1
γ
0
0 1
γ
)
, S − S = iσ =
(
0 −i
i 0
)
.
Then
S =
1
2
(
1/γ −i
i 1/γ
)
≥ 0 ⇐⇒ 0 < γ ≤ 1
shows that the Gaussian element gγ gives the density operator of a free
state. 
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