Abstract: Herpes simplex virus (HSV) establishes a latent infection within sensory neurons of humans. Latency is characterized by the transcriptional repression of lytic genes by the condensation of lytic gene regions into heterochromatin. Recent data suggest that facultative heterochromatin predominates, and that cellular Polycomb proteins are involved in the establishment and maintenance of transcriptional repression during latency. This review summarizes these data and discusses the implication of viral and cellular factors in regulating heterochromatin composition.
Introduction
Persistent viral infections, especially those that establish latency, utilize epigenetic modifications to regulate transcription from their latent genomes as well as to regulate their entry and exit from latency. The goals of this review are to: (1) provide an overview of epigenetic regulation of Herpes Simplex Virus type 1 (HSV-1) gene expression during latency; (2) review the evidence for polycomb proteins playing a role in regulating heterochromatin deposition on the latent genomes; and (3) discuss potential mechanisms for the remodeling of heterochromatin to facilitate selective reactivation of HSV-1 from latency.
OPEN ACCESS

Evidence for the Role of Histone Post-Translational Modifications (PTMs) in Regulating Lytic and Latent Phases of Infection
Upon transport into the cell body of neurons, there is an ever-growing list of candidate viral and cellular factors that determine HSV's propensity towards either productive replication or descent into latency. During the latter, the non-random distribution of histones and functionally distinct PTMs partition the roughly 152 kb HSV-1 episome into regions with different chromatin profiles. As discussed later, regions associated with the three temporal classes of lytic genes display very dense deposition of histone marks typical of facultative or constitutive heterochromatin, conveying reversible or irreversible transcriptional repression. During this time, in an estimated third of latently-infected neurons, only non-coding transcripts are transcribed from the HSV-1 genome [1, 2] . These include microRNAs and long non-coding RNAs, especially the extensively studied but still equivocal latency-associated transcript (LAT) (Figure 1 ). The LAT is transcribed as an 8.3-8.5 kb primary transcript. A single splicing event produces a remarkably stable 2.0 kb intron which is found at high concentrations in LAT-producing neurons, and a second splicing produces a 1.5 kb intron [3] [4] [5] . Based on the potential interactions of the LAT with a set of counter-acting cellular and viral factors, including chromatin remodeling proteins, the LAT may mediate the pivotal balance between ultimate outcomes for the cell-virus system, including uncontrolled lytic replication (termination of the cell), irreversible episome silencing (termination of the virus), or induction of apoptosis (termination of the cell and virus). The LAT plays varying roles in the conceptual models of latency proposed by different researchers, a conflict complicated by results that don't directly compare between experimental models (discussed below).
Figure 1.
Genome and Features of HSV-1. HSV-1 is comprised of a unique long (U L ) and unique short (U S ) region flanked by long and short repeat regions. The primary latency-associated transcript (LAT) transcript is located in the long repeat region and is 8.5 kb long, as shown in the expanded section. Also shown are key regulatory regions for the LAT as well as the 2.0 kb LAT intron. Note that lytic gene transcripts ICP0, ICP34.5 and ICP4 and miRNAs miR-H1 through miR-H8 are present in this region.
The chromatin profile of HSV-1 at any time during infection is commonly probed using chromatin immunoprecipitation (ChIP) of desired nucleosome components followed by DNA analysis. Early applications utilized semi-quantitative methods to quantify enrichment, but qPCR using primers specific to members of different HSV-1 gene classes has become the norm. The use of high throughput sequencing (ChIP-seq) holds promise for generating HSV-1 chromatin profiles with greater resolution and coverage. Though methods of analysis for ChIP data have been converging over the last decade, there remains some controversy as to what are the most meaningful and statistically valid means of quantifying the enrichment of any one chromatin mark on the viral genome. This shortcoming complicates the assembly of data provided by independent groups into a holistic map of heterochromatin on the HSV-1 genome.
Animal Models Used to Study HSV-1 Latency
Despite its apparent tight co-evolution with humans, HSV-1 can produce infection in a variety of non-human animals, often with characteristic neuronal invasion and establishment of latency. For the purposes of studying HSV-1 epigenetics, mouse models are frequently utilized with the majority of data regarding latent HSV-1 chromatin dynamics generated using the footpad or corneal routes of infection. Following infection, the virus migrates along the axons of the sensory neurons afferent to these sites, and, for mice surviving the initial infection, latency is reliably and stably established in the dorsal root ganglia (DRG) or trigeminal ganglia (TG), respectively. Though the model's consistency engenders its utility, the difficulty in detecting any clinical shedding of virus during reactivation at the primary site of infection is one of the more important dissimilarities to human pathology. Some experimentalists have developed protocols to induce reactivation via thermal stress [6] , immunosuppression [7] , or sodium butyrate injection [8] . Far more commonly, reactivation is induced ex vivo; latently infected ganglia are explanted into culture medium, where isolation from their axonal processes and natural physiological environment serves as a stressor that efficiently and synchronously induces reactivation [9, 10] . Alternatively, the rabbit ocular model, though limited by its expense, is considered the most analogous to human infection, allowing for reliable clinical reactivation in live animals using ocular iontophoresis of adrenergic agents [11] . For a more thorough review of the rabbit and mouse models of latent infection, see Webre et al. [11] .
In Vitro Models of HSV-1 Latency
Cell culture systems are also frequently employed. Cell lines used to study the HSV-1 chromatin dynamics during lytic infection include HeLa cells (human cervical carcinoma) [12] [13] [14] [15] [16] , Sy5y cells (human neuroblastoma) [17, 18] , Vero cells (monkey kidney epithelia) [14, 18] and U2OS cells (human osteosarcoma) [14] . Additionally, quiescent infection can be established in vitro as a means of emulating latency. For such applications, several human fibroblast cell lines have been employed, and HSV-1 can be compelled to quiescence through the use of mutant strains which lack the ability to drive expression of initial lytic genes [19] [20] [21] or through the provision of exogenous inhibitors of lytic replication. Addition of complementing proteins in trans, or removal of inhibition can, in some ways, emulate reactivation. These in vitro systems allow for more precise genetic assays and more defined control over the cellular and viral life cycle progression, but have acknowledged limitations on physiological relevance. More recently, the development of dissociated cultures of primary neurons either from the adult mouse TG [22] or embryonic rat superior cervical ganglia [23] show great promise in mirroring many aspects of HSV-1 latency seen in vivo, including the stable transcriptional repression of lytic genes and the ability to reactivate following stimulation, in a manipulable in vitro setting (for a review see [10] ).
Differences in Biological Properties of Different Strains Used to Study HSV-1 Latency
Special effort is required to integrate data obtained in distinct experimental systems; cell cultures lack extrinsic factors that may influence chromatin regulation such as exogenous immune effectors and signaling molecules. The animal systems, though more holistic as models, may have developed significant differences in epigenetic regulation strategies through evolutionary divergence, and the relevance of these differences is compounded in the context of a non-equilibrium host-pathogen interaction (i.e., a pathogen evolved to carefully exploit the nuances of a phylogenetically distinct host). As a notable example, an HSV-1 KOS-derived LAT mutant exhibits a 5-10 fold increase in expression of lytic genes in latently infected mouse TGs, whereas a similar mutation in a 17syn+-based mutant results in a 3-154 fold decrease in expression of the same genes for latently infected rabbits [24, 25] . Even more subtle experimental parameters may produce distinct outcomes. For example, phenotypic differences between wild-type and LAT mutants may be observable in Swiss Webster mice but not BALB/c mice [26] or mice inoculated via the cornea but not the footpad [27] . With these issues in mind, it is essential to employ carefully considered experimental controls. In addition, sequence analysis of many of the commonly used HSV-1 strains reveal differences, some of the most dramatic of which are in the LAT region. Furthermore, as the functionality of at least some HSV-1 proteins varies among different models of infection [10] the conclusions drawn therein may have limited predictive strength with regards to human infection.
Neuronal Basis of HSV Latency
A novel feature of HSV-1, compared to other viruses that spread hematogenously, is that once the virus gains access to a nerve terminus, it enters that neuron and travels to the cell body of the neuron in the sensory ganglion. HSV-1 does not tend to spread laterally to other neurons within the ganglia and instead is limited to transynaptic spread to neurons outside the ganglion, or transport back to the epithelium. Therefore the latent reservoir of the virus is limited to those neurons in the sensory and autonomic ganglia with projections that extend to the initial site of infection at the epithelial surface; this explains why lesions tend to recur at only the initial site(s) of infection. Therefore, in the familiar orolabial route of primary infection, the latent reservoir is comprised of neurons located in the mandibular/maxillary tract of the trigeminal ganglion with axons afferent to the mouth [28] . In contrast, infections of the eye establish latency within the ophthalmic tract of the TG [29] . The molecular basis for why HSV-1 establishes latency only in neurons is not known, though it is likely due to the absence of factors in at least some neurons that promote robust activation of the lytic transcriptional program.
It is important to note that sensory neurons in the peripheral nervous system represent a very diverse and highly specialized population of cells that serve to detect a wide range of different types of sensation including hot and cold, pain, vibration, moisture, and touch. Therefore it is not surprising that there are almost 2 dozen types of sensory neurons characterized to date whose representation differs in the various sensory ganglia and individual specialized ganglia, like the TG and DRG (for a review see [30] . Also not surprisingly, HSV-1 has been shown to establish latent infection preferentially in specific populations of sensory neurons within the TG [31, 32] . Studies have used antibodies specific for functional receptors such as the high-affinity nerve growth factor receptor (trkA), molecules involved in pain sensation (substance P receptor), or cell surface markers that are expressed on different sub-populations of sensory neurons to identify those neurons that are infected with HSV [32, 33] . These analyses revealed that HSV-1 tends to establish latency predominately within a subclass of trkA+ neurons expressing the cell surface molecule recognized by the monoclonal antibody A5. In contrast, HSV-1 tends to initiate a predominately productive infection within neurons expressing a cell surface molecule recognized by the monoclonal antibody KH10. The molecular basis that defines these neurons as supporting productive vs. latent infection are not known, but point out the roles that specific cell populations play in the biology of HSV-1 latency. In addition, it is important to note that while A5+ cells represent a defined population of HSV-1 latent neurons, they make up only about 25% of the latent reservoir, and further studies are needed to define the phenotypes of the other cells which support latency, and their contribution to the pool of reactivating virus.
Chromatinization of HSV-1 Genomes during Latency
Histones are proteins that serve to package and condense DNA. The DNA strands are wrapped around an octamer core classically composed of histones H2A, H2B, H3 and H4. The large nucleosomal structure may serve to constrain or reveal binding sites depending on which histones are present and where they are placed. HSV-1 has been shown to associate with histones in vivo, but does not encapsulate them in the virion and thus must recruit them from the host nucleus [18] . During primary lytic infection, HSV-1 is able to associate with histones as quickly as 1 hour post infection (hpi) [18] ; these histones are only loosely associated with the virus and are not spaced at regular intervals [14, 34, 35] . As the virus enters latency in neuronal cells, histones begin to accumulate on the viral genome in appreciable amounts at 5 days post-infection (dpi) and increase over time [36] . When treated with micrococcal nuclease, the latent viral genome produces a classic ladder pattern on a gel or Southern blot [34] . This nucleosomal pattern is similar to those of eukaryotic DNA, suggesting that histones are recruited to the virus to regulate transcription in an active and deliberate manner.
The importance that chromatin structure plays in HSV-1 latency is further evidenced by the fact that histones associated with the latent viral genome are often modified to more tightly repress genes. The histone variant macroH2A, a repressive histone subunit that replaces H2A, is enriched in latent HSV-1, especially on lytic genes [37] . Furthermore, certain amino acid residues on the N-terminus of histones can be modified, changing their interactions with proteins and nucleic acids. A common posttranslational modification (PTM) to histones that is indicative of a transcriptionally permissive state is tri-methylation of histone 3 at lysine 4 (H3K4me3). These are most enriched in the promoter of active genes [38] . Two PTMs commonly associated with gene repression are methylation of H3K9 and H3K27. H3K9me2 and H3K9me3 are abundant on constitutive heterochromatin. In eukaryotes, these are areas of the genome that are tightly condensed and largely transcriptionally silent such as the pericentromeric regions [39, 40] . H3K27 methylation, on the other hand, is a hallmark of transcriptionally repressed facultative heterochromatin. These marks are more labile and are present on genes that may be activated or repressed at specific time points such as developmental genes [39] . While both of these PTMs correlate with gene repression, they are regulated by different methylases and demethylases, suggesting that the virus is using multiple pathways to silence genes. . The general trends for temporal changes in enrichment of each mark are shown for the establishment of latent infection in neurons, the maintenance of transcriptional repression, the reactivation of the virus from latency, and the transition into productive replication. These trends, based on a survey of the literature for a variety of HSV-1 chromatin studies in distinct experimental models [8, [12] [13] [14] [15] [16] [17] [18] [19] [20] 36, 37, [41] [42] [43] [44] [45] [46] , represent a current conceptual model for regulation of latency in HSV-1. The trends for each class of transcript represent overall average enrichment for the subset of representative genes of each class examined in the cited studies. For lytic genes, deposition of histones and heterochromatic PTMs become greater during the transition to latency, but are removed as the virus reactivates. In direct contrast, investigated regions of the LAT largely exhibit increased activation and decreased repression during latency, and more modest changes in the concentration of repressive PTMs occur throughout the cycle. Note the dynamics of H3K27me3, which reaches the highest levels of enrichment and undergoes the most dramatic changes. In our conceptual model, regulation of facultative heterochromatin through deposition and removal of this mark is a central determinant of the latency/lytic replication dichotomy. It should also be noted that in many experiments, PTMs representative of all transcriptional levels have been observed converging at loci, and that this may be representative of combined input from functionally distinct populations rather than general simultaneous occurrence of the PTM on HSV-1 genomes. ChIP has been invaluable in elucidating the abundance of PTMs on the HSV genome ( Figure 2 ). ChIP of both H3K9 and H3K27 have both been performed by several labs. H3K9me2 has been shown to associate at around 5 dpi on the promoters of lytic genes ICP4 and TK, and substantially increases at 10 to 14 dpi through 30 dpi [36] . H3K9me3 has also been shown to be present in the LAT promoter and enhancer as well as immediate-early and early genes [37, 41] . While H3K9 methylation does play a part in latency, H3K27me3 seems to play a much more prominent role. It is also present in the same genes as H3K9 methylation but in relatively higher amounts [37, 41] . This PTM appears at 7 dpi; this is after initial viral association with H3 histones, suggesting that the histones are not initially methylated and are modified shortly after being recruited to the viral DNA [42] . Finally, H3K4 methylation, a mark associated with transcriptionally permissive genes, is very sparse on the genome. Interestingly, the only region found to have a relatively high abundance of H3K4me2 is in the LAT region [25] . This is logically consistent, as the LAT is abundantly transcribed during latency.
It is curious that methylation marks associated with opposing functions, and which would thus seem mutually exclusive, should occur in overlapping regions. One possible explanation is that these marks are present in a heterogeneous population of viral genomes. It is unclear whether viruses in the same cells have different chromatin marks or whether different cells harbor viruses with the same marks. This observation may also explain why the LAT region can be found with heterochromatin marks even though it is abundantly transcribed in several cells. These different PTMs may very well cause different levels of transcriptional repression. The aforementioned subpopulations of LAT-transcribing neurons might be correlated with a high enrichment of H3K4 methylation on the LAT region. Since H3K27me3 is commonly associated with facultative heterochromatin, enrichment of this mark on lytic genes may represent a loosely repressed state that allows the virus to more easily reactivate. Virus enriched in H3K9me3 may represent a smaller portion of the population that is more tightly repressed and difficult to reactivate.
Polycomb Proteins Role in Regulating Lytic Gene Activity during Latency
HSV-1 requires careful coordination of gene activity for successful lytic replication. This is also true for latency, as lytic genes must be turned off (and kept off) during latency and then turned back on in response to appropriate stressors, resulting in reactivation. The strength of lytic gene repression must be carefully modulated. If the repression is too strict, lytic genes may be silenced permanently, possibly resulting in inefficient or nonexistent reactivation and a subsequent failure to spread to further hosts. If the repression is too weak, then lytic gene activity may invite a vigorous immune response to sensory neurons harboring viral genomes (reviewed in [47] ). HSV-1 has therefore adopted a strategy involving strong, yet dynamic and reversible gene silencing. During latency, the virus can utilize this strategy to escape immune surveillance. Then, during reactivation, the lytic genes can overcome the silencing for a brief burst of lytic replication to yield progeny virus.
Early studies of epigenetic regulation of HSV-1 gene expression focused primarily on DNA methylation. A broad study using methylation-sensitive restriction endonucleases found no extensive methylation of HSV-1 genomes within the central nervous systems of latently-infected mice [48] . A later study focused tightly on specific CpG dinucleotides of HSV-1 genomes within DRG of latently-infected mice [43] . No significant CpG methylation was observed. In the same study, the authors found differential histone modifications across active and inactive portions of the latent HSV-1 genome, suggesting that "histone composition may be a major regulatory determinant of HSV latency." These studies led to the hypothesis that cellular Polycomb Group (PcG) proteins could be acting upon HSV-1 chromatin to repress lytic gene expression during latency in a manner similar to the silencing of cellular genes.
PcG proteins, originally identified in the fruit fly Drosophila melanogaster, are a set of proteins that interact with and modify chromatin to effect epigenetic changes and gene silencing (extensively reviewed in [49] ). PcG proteins are essential for the silencing of a multitude of cellular gene loci, including genes that determine stem cell fate, Hox genes and other developmental regulators, and the mammalian inactive X chromosome. They are structurally and functionally conserved throughout higher eukaryotes and primarily function through two multiprotein complexes, the Polycomb repressive complex 1 (PRC1) and Polycomb repressive complex 2 (PRC2) (Figure 3) . The most widely studied complexes are those of Drosophila and mammals. In Drosophila, the complexes are somewhat simpler and consist of fewer optional or alternative subunits. They are able to recognize and bind specifically to genomic regions termed Polycomb Response Elements (PREs) [50] . In Drosophila these consist of 5-7 bp binding motifs for different components of the PRC2 complex including Pho/Pho1, as well as transcription factors Sp1 and KLF (for a review see [51] ). Mammalian complexes are more diverse in composition and there is little evidence for binding DNA in a sequence-specific manner. Despite these differences, their activities are highly similar. PRC2 catalyzes trimethylation of lysine 27 of histone H3 (H3K27me3) [52, 53] . PRC1 catalyzes ubiquitylation of lysine 119 of histone H2A (H2AK119ub) [54] and also non-enzymatically participates in compaction of polynucleosomes [55] . These histone PTMs are hallmarks of Polycomb-mediated heterochromatin and gene silencing. ChIP studies have shown H3K27me3 [37, 41, 42] , as well as components of PRC1 [37] and PRC2 [42] , to be present on latent HSV-1 genomes, strongly suggesting a role for Polycomb-based silencing of lytic genes.
The mechanisms by which histone modifications promote gene silencing are varied and still under investigation. PRC2 negatively impacts the recruitment and binding of positive chromatin regulators and the deposition of activating modifications, such as histone acetylation. A ChIP-seq analysis of PRC2-negative Drosophila embryos demonstrated that PRC2 blocks recruitment of RNA Pol II to promoters [56] . The lack of PRC2 and subsequent reduction in H3K27me3 resulted in the association of Pol II with promoters of over 2,000 genes that showed no association in wild-type embryos. H3K27me3 is also known to recruit PRC1 to target loci [57] . Subsequent polynucleosome compaction by PRC1 reduces accessibility of promoters and prevents transcription factor binding. However, it must be noted that this is a dynamic process and that compacted chromatin regions are not set in stone. It is a method of limiting transcriptional initiation, but it is not an absolute obstruction. This offers some explanation of "leaky" HSV-1 lytic gene transcription during latency [25] , or even observations of spontaneous reactivation events [58, 59] . In order to silence the correct genes, PcG proteins must first be recruited to the appropriate loci. In earlier models, PRC2 was designated the "establishment" complex where it was recruited to select loci and deposited the H3K27me3 mark. This mark then served as a binding site for PRC1, the "maintenance" complex which compacted nucleosomes and preserved silencing. While not inaccurate, later evidence shows that this model is incomplete and that PRC2 and PRC1 may be targeted by independent mechanisms [60] . In Drosophila, this is achieved primarily by proteins that bind specific PREs and then recruit PcG proteins. However, in mammals, only a few PRE-like elements have been identified [61, 62] . It is therefore likely that most mammalian PcG association with chromatin represent more complex interactions, possibly mediated by association with specific transcription factors or other chromatin proteins. Mammalian regions associated with PcG complexes are often rich in CpG nucleotides [63] and also lack CpG methylation. As noted previously, no significant CpG methylation has been observed on latent HSV-1 genomes [43, 48] , perhaps opening the door for PcG recruitment. It is not yet known if HSV-1 plays an active role in preventing DNA methylation and recruiting PcG proteins to viral sequences. However, as discussed in the next section, reversible Polycomb-based gene silencing would seem to be ideal for the HSV-1 strategy of latent persistence and periodic reactivation.
PcG proteins may be targeted to select regions by multiple mechanisms, including interactions with transcription factors and non-coding RNAs (ncRNA). Several ncRNAs have been demonstrated to interact with EZH2, a member of PRC2. One example of these is RepA, a repeat region of the X-inactive specific transcript (XIST) [64] . A deletion of RepA in mice reduced H3K27me3 on the inactive X chromosome, implicating RepA in PRC2 recruitment [65] . While no direct ncRNA-PcG targeting partnership has yet been established, this is an intriguing mechanism to the field of HSV-1 epigenetics due to the high abundance and stability of the LAT RNA within sensory neurons, the site of HSV-1 latency. There is evidence that the LAT RNA, provided in trans in transgenic mice, reduces H3K27me3 enrichment on latent viral genomes. There is also evidence for an interaction between the stable 2.0 kb LAT intron and PRC1 component PHC1 (unpublished data). The nature of this interaction and whether it directly impacts lytic gene silencing is still under investigation.
Several mechanisms have been proposed for the observed effects of LAT transcription on PcG-based silencing of lytic genes. One study, using HSV-1 strain KOS in a mouse ocular/TG model of infection, found that a deletion of the LAT promoter resulted in decreased H3K27me3 at lytic genes [41] . It was proposed that the LAT promoted the formation of heterochromatin at lytic gene promoters, paralleling the activity of RepA in recruiting PRC2 to the inactive X chromosome. Another study, using HSV-1 strain 17syn+ in a mouse footpad/DRG model of infection, published seemingly contradictory results [37] . Deletion of the LAT promoter resulted in significantly higher enrichment of H3K27me3 at lytic genes, suggesting that the LAT was acting to reduce silencing of lytic genes and maintain them in a state "poised" for reactivation. In this case, the LAT may act as a decoy to misdirect Polycomb-mediated silencing. Another possibility is that the LAT RNA may associate with transcription factors or histone demethylases during latency and target them to lytic genes to increase the efficiency of reactivation. This hypothesis is consistent with induced reactivation experiments in the rabbit eye model in which 17syn+ reactivates efficiently but 17ΔPst, the LAT deletion mutant, does not [66] . All of these hypotheses are intriguing and are the subject of further study.
As previously noted, the above studies used strains of virus that are already known to differ greatly in virulence and reactivation potential. The fact that they behave differently in regard to PcG recruitment and heterochromatin deposition is not surprising. The differing routes of infection and sites of latency must also be taken into account. The subunit composition of Polycomb complexes is likely to differ between TG and DRG, and perhaps even between subtypes of neurons within these tissues. These cell specific differences may explain why the PRC1 component Bmi1 was found to associate with latent genomes in one study [37] , but not in another [41] . On a broader scale, differential use of Polycomb subunits may explain why LAT expression is observed in only one-third of infected neurons [1, 67] . It may even be a factor in the observed anatomical preference of HSV-1 for the orofacial region and HSV-2 for the genital region.
The Predicted Role of Histone Demethylases in HSV-1 Reactivation
There are currently several histone demethylases with a large assortment of names but relatively focused functions. Homologs have been identified in several organisms including H. sapiens, M. musculus, D. melanogaster, C. elegans, S. pombe, S. cervisiae, as well as some prokaryotes. Their presence in the latter suggests an ancestral role divergent from histone modification. The following section will review the relevant demethylases with potential roles in regulation of alpha-herpesvirus infections; LSD1 (lysine demethylase 1, KDM1), JMJD3 (jumonji domain containing 3, KDM6B), and UTX (ubiquitously transcribed tetratricopeptide repeat, X chromosome; KDM6A) histone demethylases. The known histone demethylases that would be predicted to play a role in remodeling HSV chromatin to facilitate reactivation are described in Table 1 . 
FAD-Amine Oxidase: Lysine Specific Demethylase 1 (LSD1/KDM1)
Lysine-specific demethylase 1 (LSD1) specifically demethylates H3K4me2/me1 as well as H3K9me2/me1 and is unable to demethylate tri-methylated lysine due to biochemical and biophysical constraints. In addition, LSD1 is dependent on protein partners within the Set1/MLL methyltransferase complex such as the transcriptional coactivator host cell factor-1 for its activity in vivo and requires the neuronal silencer co-repressor of RE1-silencing transcription (CoREST) factor to demethylate nucleosome-associated histones [70] . The use of small interference RNA to reduce levels of Set1 decreases levels of H3K4me3 and ultimately reduces replication of HSV-1 [13] . LSD1 also associates with the HDAC1-2/CoREST/REST complex and suggests a role with deacetylation. Inhibition of HDACs results in concomitant decreases in LSD1-mediated demethylation [71] . Displacement of HDAC1 from the complex by the immediate-early protein, ICP0, allows for association of components of the repressor complex-either HDAC1-2/LSD1/CoREST/REST or LSD1/CoREST-with ICP8 and may play a role in the emergence of DNA-replication compartments in HSV-1 infected cells [72] . RNAi depletion of LSD1 or inhibition of its enzymatic activity by monoamine-oxidases inhibitors or the highly selective OG-L002 increases enrichment levels of repressive chromatin and blocks viral gene expression for Varicella zoster virus, HSV-1, and Cytomegalovirus [72, 73] .
Jumonji-Domain Histone Demethylases: JMJD3 (KDM6B) and UTX (KDM6A)
The vast majority of lysine demethylases contain a conserved Jumonji-C domain motif (JmjC). The existence of a large family of Jumonji proteins that can demethylate mono-, di-, and tri-methylated lysine in a reaction mediated by Fe(II) and α-ketoglutarate catalysis provides an additional demethylation mechanism fundamentally different from LSD1.
UTX and JMJD3 belong to a subfamily of proteins that require a catalytically active JmjC domain to maintain demethylase activity. As well as possessing 84% sequence similarity, their Jumonji-domains share high structural conservation. Temporal expression of Hox genes-which are silenced in pluripotent cells-is mediated through the demethylation of H3K27me3 by UTX and is critical in mammalian embryogenesis. In addition to having a role in activated macrophages, JMJD3 has been identified as a protein specifically upregulated at the outset of neural commitment [74, 75] . Previous studies have established that recombinant human UTX and JMJD3 that were overexpressed and purified from mammalian cells specifically remove methyl marks on H3K27 in vitro [76] . Decreases in di-and tri-methylation suggest that both UTX and JMJD3 may function as H3K27 demethylases in vivo. The association of UTX and JMJD3 with the H3K4 methyltransferase MLL family of proteins and components of the MLL complex (WDR5, RbBP5, and ASH2) suggests a physical role in balancing activation and repression [75] and may be a general phenomenon for most histone demethylases. It is unclear whether the switching of histone methyltransferase with demethylase activity on bivalent marks is cell signal specific or a result of high levels of PRC1/PRC2 within a cell-the maintenance of which is subverted by the HSV-1 LAT.
Summary and Discussion
The analysis of HSV-1 epigenomes during latency reveals a general consensus that: (1) the HSV-1 lytic genes are associated with heterochromatic histone modifications; (2) while both constitutive (H3K9me3) and facultative (H3K27me3) marks are present, the H3K27me3 marks predominate; and (3) the LAT-encoding regions of the genome display bivalent modifications of both repressive (H3K27me3) and active (H3K4me3 and H3K9,K14Ac) marks.
A number of studies suggest that a transient and rather global re-modeling of both the lytic and latent gene regions occur rapidly following stressors that induce reactivation, though productive reactivation occurs in only a fraction (<5%) of latently infected neurons. These observations suggest that while there are initial stress-induced changes in chromatin to a large proportion of the genomes, there are downstream effectors of productive phase transcription that operate only in a sub-set of cells. Whether this reflects different neuronal population that regulate transcription differently, differences in established epigenome profiles that vary from cell to cell, or the magnitude of stress-induced signaling that reaches a given cell remains to be determined, and ultimately may require single-cell analyses to sort out. None-the-less, the identification of the spectrum of epigenetic marks that are present on the latent genomes sets the stage for identifying the remodeling proteins that ultimately play an essential role in the initial stages of HSV reactivation.
