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Wavelet transform provides an alternative to the classical Short-Time Fourier 
Transform (STFT). In contrast to the STFT, which uses a single analysis window, the 
Wavelet Transform uses shorter windows at higher frequencies and longer windows at 
lower frequencies. For some particular wavelet functions, the local maxima of the 
wavelet transform correspond to the sharp variation points of the signal. 
As an application, wavelet transform is introduced to the character recognition. 
Local maximum of wavelet transform is used as a local feature to describe character 
boundary. The wavelet method performs well in the presence of noise. 
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The maximum of wavelet transform is also an important feature for analyzing the 
properties of brain wave. In our study, we found the maximum of wavelet transform was 
related to the P3oo latency. It provides an easy and efficient way to measure P3oo latency. 
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Singularities and irregular structures often carry the most important information 
in signals. Until recently, the Fourier transform was the main mathematical tool for 
analyzing singularities. The Fourier transform is global and provides a description of the 
overall regularity of signals, but it is not well adapted for finding the location and the 
spatial distribution of singularities. This was a major motivation for studying the wavelet 
transform in mathematics and in applied domains. By decomposing signals into elemen-
tary building blocks that are well localized both in space and frequency, the wavelet 
transform can detect sharp variation points [3]. 
The sharp variation points along an object boundary are rich in information con-
tent and are sufficient to characterize the shape of the objects. As an application, wavelet 
transform is introduced to the character recognition. Local maximum of wavelet 
transform is used as a local feature to describe character boundary. Wavelet method per-
forms well in the presence of noise. 
The maximum of wavelet transform is also an important feature for analyzing the 
properties of brain wave. In our study, we found the maximum of wavelet transform was 
related to the P 300 latency. It provides an easy and efficient way to describe the ERP 
waveform. 
As a matter of fact, the wavelet theory covers quite a large area. It treats both the 
continuous and the discrete time cases. It provides general techniques that can be applied 
to many tasks in signal processing, and has many potential applications. 
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I.l THESIS OUTLINE 
This thesis is organized as follows: 
Chapter I : General introduction. 
Chapter II : We review the Short-Time Fourier Transform first, then describe a 
multiresolution analysis method----Wavelet Transform. Several types of wavelet 
trartsform are discussed. A particular class wavelet functions and a fast wavelet algorithm 
are presented. 
Chapter III: As a local method, wavelet transform is introduced to character 
recognition. The local maximum of wavelet transform of boundary data is used as shape 
feature of character. Simulation results show that this wavelet method is robust in noisy 
environment. 
Chapter IV: A general ERP waveform is presented. Local maximum of wavelet 
transform of ERP data is used to describe the ERP waveform. The experiment result 
shows that maximum of wavelet transform is related toP 300 latency. 
1.2 NOT A TION 
Z denotes the set of integers. 
L2 denotes the Hilbert space of measurable, square-integrable one dimensional 
functions such that 
f-oo 
ll! (x) 12dx <-too 
We denote the convolution of two functions f (x )E £2 and g (x )E L 2 as 
f-oo 
f(x)*g(x) = lf(u)g(x-u)du 
The Fourier transform off (x) is written by f (co) and is defined by 
f-oo 
f (ro) = lt (x )e-i Ctlr dt 
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The inner product off (x )e L 2 with g (x )e L 2 is written by 
+oo 
< <g (x ), f (x )> = J f (x )g (x )dx -
For any function f (x ), f s (x) denotes the dilation off (x) by the scale factor s 
fs(X) = !J(~) 
CHAPTER II 
WAVELET AND WAVELET TRANSFORM 
II.l INTRODUCTION 
Wavelet Transform (WT) is a linear operation that decomposes a signal into corn-
ponents that appear at different scales. It provides an alternative to the classical Shmt-
Time Fourier Transfonn (STFT). In contrast to the STFf, which uses a single analysis 
window, the Wavelet Transfonn uses shorter windows at higher frequencies and longer 
window at lower frequencies. The notion of scale in WT is introduced as an alternative 
to frequency, leading to a so-called tirne-scale representation. 
There are several types of WT. For a continuous input signal, the time and scale 
pararneters can be continuous, leading to the Continuous Wavelet Transfonn (CWT). 
The scale rnay as well be discrete, leading to a wavelet series expansion. One of the use-
ful wavelet series expansion is called Dyadic Wavelet Transfon11, of which the scale 
varies only along a dyadic sequence. Finally, the wavelet transfonn can be defined for 
the discrete-time signal, leading to a Discrete Wavelet Transforn1. 
For sorne particular wavelet functions, the local rnaxin1a of the wavelet transfonn 
correspond to the sharp variation points of the signal. Points of sharp variations are often 
arnong the most irnpmtant features for analyzing the properties of signal and irnage. 
In this chapter, we review the Short-Tirne Fourier Transfonn first, and then we 
describe an advanced rnethod, which is Wavelet Transform. Several types of wavelet 
Transfonn will be discussed. A fast wavelet algorithn1 and a fatnily of B-spline wavelets 
will also be introduced at the end of this chapter. 
\.. 
I1.2 THE SHORT-TIME FOURIER TRANSFORM 
----ANALYSIS WITH FIXED RESOLUTION 
II.2.1 Fourier Transfonn 
For a regular signal, the well-know Fourier Transfonn (FT) is defined as: 
+oo 
I ( ro) = joof (x )e -i (Jlt dx 
5 
(1) 
The coefficients define the notion of global frequency ro in a signal. Analysis 
works well if the signal is composed of a few stationary cotnponents. However, any 
abrupt change in titne in an in·egular signal is spread out over the whole frequency axis in 
I (ro). Therefore, an analysis adapted to irregular signal requires tnore than the Fourier 
Transform. 
The usual approach is to introduce titne dependency in the Fourier analysis while 
preserving linearity. The idea is to introduce a "local frequency" paratneter (local in 
time) so that "local" Fourier Transfonn looks at the signal through a window over which 
the signal is approxitnately stationary. 
II.2.2 Short-Time Fourier Transfonn 
Consider a signal f (x ), and assmne it is regular when seen through a window 
g (x) of limited extent, centered at time location 't. The Fourier transfonn of window sig-
nals f (x )g * (x -t) yields the Shmt-Titne Fourier Transfonn: 
+oo 
STFT ( t,ro) = Joo! (x )g * (x -t)e -ion- dx (2) 
which maps the signal into a two-ditnensional function in a titne-frequency plane (t,ro) . 
The parameter ro in Equation (2) is sitnilar to the Fourier frequency and tnany 
properties of FT carry over to STFT. However, the analysis here depends critically on the 
choice of the window g (x ). 
Figure 1 fron1 [ 1] shows vertical stripes in the titne-frequency plane, illustrating 
6 
this "windowing of the signal" view of the STFf. Given a version of signal windowed 
around ti1ne x, one computes the STFT for all "frequencies". At a given frequency co, 
Equation (2) a1nounts to filteiing the signal "at all time" with a bandpass filter having as 
impulse response the window function modulated to that frequency. 
Sliding Window g(x) 
't 
CD 


















Figure l.Time-frequence plane COITesponding to the Shon-Tin1e 
Fourier Transform. 
II.2.3 The Disadvantage of STFT 
Consider the ability of the STFf to discriminate between two pure sinusoids. 
Given a window function g (x) and Fourier Transfonn g (CD) define the "Band width" {1(1) 
of the filter as: 
+o-o 
J (1)2 I i C (1)) I 2d co 
f1CD2 = -o-o ____ _ 
+oo (3) 
J"" I,~ ((1)) 1 2d (1) 
Two sinusoids will be discriminated only if their frequencies are more than L'1cu 
apart. Thus, the resolution in frequency or STFr analysis is given hy /\.(!). 
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Similarly, the resolution in the time is given by & as 
+oo 
&2 = lx2Jg'(x) J2dx 
+oo 
(4) 
ll g (x) I 2d:r 
Two pulses in time can be discritninated only if they are tnore than ~r apart. 
Now, resolution in the titne and frequency cannot be arbitrarily stnall, because 
their product is lower bounded. 
At ~{l)~ i (5) 
More important is that once a window has been chosen for the STFT, the titne-
frequency resolution given by Equations (3) and (4) is fixed over the entire titne-
frequency plane (since the satne window is used at all frequencies). For exmnple, if the 
signal is cotnposed of small bursts associated with long quasi-stationary cotnponents, 
then each type of component can be analyzed with good titne resolution or frequency 
resolution, but not both. 
Il.3 THE CONTINUOUS WAVELET TRANSFORM 
----A MULTIRESOLUTION ANALYSIS 
To overc01ne the resolution litnitation of the STFT, one can itnagine letting the 
resolution & and ~ro vary in the titne-frequency plane in order to obtain a n1ulti-
resolution analysis. When the analysis is viewed as a filter bank, the titne resolution tnust 
increase with the central frequency of the analysis filter. We therefore in1pose that ~cu 1s 
proportional to ro or 
~(l) = c 
(l) 
where c is a constant. 
(6) 
When Equation (6) is satisfied, we see that ~cu and therefore also ~r changes 
with the center frequency. It seems that we use the shorter windows at higher frequencies 
8 
and the longer windows at lower frequencies. Of course, they still satisfy the Heisenberg 
inequality (5), but now, the titne resolution becon1es arbitrarily good at higher frequen-
cies, while the frequency resolution becornes arbitrarily good at lower frequencies. 
This kind of analysis of course looks best if the signal is composed of higher fre-
quency components of shorter durations plus lower frequency cotnponents of longer 
durations, which is often the case with signals encountered in practice. 
The Continuous Wavelet Transfonn exactly follows the above ideas while adding 
a simplification: all impulse responses of the filter are defined as scaled version of the 
same prototype 'VC.x ) 
'Vs (x) = l_'V( _!_) s s (7) 
where s is a scale factor. 
This results in the definition of Continuous Wavelet Transfonn. The Wavelet 
Transform of a function f (x) at scales and titne x (or position ) is given by the convolu-
tion product 
Wsf(x) =f(x)*'Vs(X) 
If 'Jf(X) satisfies 
+oo l 'Jf(x)dx = 0 
(8) 
(9) 
'Jf(X) is called the wavelet. 'Jf(X) is of finite energy and bandpass which itnplies that it 
oscillates in time like a short wave, hence the narne 11 Wavelet11 • The dilation of 'V(X) by a 
factors is called wavelets 'Vs (x ). 
As the scale increases, wavelets (the filter impulse responses) 'Vs (x) = ~ 'V( -~) 
spreads out in time, takes only long-tin1e behavior into account, and Wsf (r) detects the 
local lower frequency c01nponents of signal f (x) . When the scale s decreases, the sup-
port of 'Vs (x) decreases. The wavelet transfonn Wsf Cr) detects the local higher fre-
quency c01nponents of the signal f (x) and it is sensitive to fi nner details. The scale s 
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characterizes the size and regularity of the signal features extracted by the wavelet 
transfonn. 
Figure 2(a) from [ 1] shows that the influence of the signal's behavior around 
x = x 0 in the analysis is litnited to a cone in the titne-scale plane; It is therefore very 
"localized" around x 0 for stnall scale. In the STFT case, the corresponding region of 
influence is as large as the extent of the analysis window over all frequencies, as shown 
in Figure 2(b). 
CWT STFf 
xo 
X ' ,,,;,,,, .,. X co 
scales 
(a) (b) 
Figure 2. Regions of influence of a Dirac pulse at x = x0, (a) for 
the CWT and (b) for the STFf. 
The wavelet Transfonn Wsf (x) can also be written as an inner product in L 2 
Wsf (x) = f (x )*\jfs (x) 
+oo 
= Joof ( 1)\Vs (X -"C)d "C 
+oo 
= )ooJ ("C)~s ("C-); )d "C 
= </ (1:),\lfs (1-X )> 
where \jfs (x) = 'Vs ( -x ). 
(10) 
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II.4 DYADIC WAVELET TRANSFORM 
The Continuous Wavelet Transfonn depends on two paratneters s and x that 
vary continuously over the set of real numbers. For practical applications these paratne-
ters must be discreted. For a particular class of wavelets, the scale paratneter can be sarn-
pled along the dyadic sequence, without rnodifying the overall prope1ties of the 
transform [2]. The principle of such a dyadic decornposition was studied in rnathetnatics 
by Little Wood and Paley in the 1930's. 
11.4.1 Infinite-Scale Dyadic Wavelet Transfonn 
We itnpose the scale which varies only along the dyadic sequence (21 )jeZ· The 
dilation of 'V(X) by a factor 2i is given by 
'V 2i (x ) = ~ 'V( ~ ) 
its Fourier Transfonn ~21(cu) is given by 
~2i ( (l)) = ~(2i (l)) 
by imposing that 





we ensure that the whole frequency is covered by a dilation of ~(cu) by the scale factor 
(V)j EZ. 
Any wavelet satisfying Equation (13) is called a dyadic wavelet. The wavelet 
transform at scale 21 and position x is given by 
W 21 f (x) = f (x )*\lf2i(X) (14) 
At each scale 2i, the function W 21 f (_.r) is continuous since it is equal to the convolution 
of two functions in L 2 . The Fourier transfon11 of W '2) f (x) is given by 
W 21 f (w) = /' (w) ~(2.i w) (15) 
Because j varies between -= and +oo, we call the sequence of function 
11 
(W 2j f (x))jEZ Infinite-Scale Dyadic Wavelet Transform. 
Frmn Equations (13), (15), and by apply the Parseval theoretn, we obtain an 
energy conservation equation 
+oo +oo 
J I f (x ) l2dx = . L f I W 2j f (x ) I 2dx 
-oo J =-oo-oo 
(16) 
Let ~2j(x) = 'V2j(-x). The function f (.x) can be reconstructed frotn its dyadic wavelet 
transform [7]. 
+oo -
f (x) = L W 2j f (x) * 'V2j (x) 
j=-oo 
(17) 
11.4.2 Finite-Scale Dyadic Wavelet Transfonn 
In practice we can not c01npute the wavelet transfonn at all scales 2i for j vary-
ing frotn -oo to +oo. We are litnited by a finite larger scale and a nonzero finer scale. Let 
us suppose for nonnalization purposes that the finer scale is equal to 1 and that 21 is the 
largest scale. 
Let us introduce a function ~(x) whose Fomier transfon11 is given by 
" +oo " . 
I ~(ro) 12 = 1~ I '!'(21 CD) 1
2 (18) 
From Equations (13) and (18), we have equation 
limro~O I ~(CD) I = 1 (19) 
So that the energy of the Fourier transfonn ~(CD) is concentrated in low frequency and 
<j>(x) is a smoothing function. The stnoothing operatorS 2j is defined by 
S 2j f (x ) = f (x ) * ~2j (x ) (20) 
with 
1 X 
~2j(x) = 2T~( iJ ) (21) 
The Fourier transfonn of ~2j(x) is given by 
~2j(CD) = ~(21 co) (22) 
12 
The larger scale 2i we used, the more detail of f (x) are removed by the smoothing 
operator S 2i. 
The Fourier transform of S If (x ), S 21 f (x) and W 2i/ (x) are respectively given 
by 
and 
S If (ro) = $(ro)/ (ro) 
S21f (ro) = ~(21 ro)/(ro) 
w v(ro) = v<2i ro)/ (ro) 
Equation (18) yield 
I cl>Cro)l 2 = 1~ 1VC2i ro) 12 




t I VC2i ro) 12t I $(21 ro )1 2 
Using Parseval' s theorem, we get the following energy conservation equation 
~ ~~ ~ 






This equation proves that the dyadic wavelet transform (W 2i/ (x ))15jg between 
the scale 1 and 21 provides the details available in S tf (x ), but not in S 21 f (x ). The 
higher frequencies of S tf (x) that have disappeared in S 21 f (x) can be found in the 
dyadic wavelet transform (W 2i/ (x )h5ig between the scale 1 and 21 . The signal 
S J! (x) can be reconstructed from {s 2' f (x ),(W 2d (x) hsj Sf} and we called 
{ S 2' f (x ),(W vi (x) h,;:j Sf} Finite-Scale Dyadic Wavelet Transform of signal S J! (x ). 
Il.4.3 Discrete Dyadic Wavelet Transform 
In practice, the signal we process is given by a discrete sequence of value (dn)· 
Any discrete signal of finite energy can be interpreted as uniform sampling of some func-
13 
tion smoothed at scale 1 [2]. This means there exits a (non unique) function f (x )E L 2. 
For any n EZ, we have 
S if (n) = dn 
The input signal can thus be rewritten by 
D =(Stf(n))nEZ 
For any coarse scale 21 , the sequence of discrete signals { S ~ f , (W 1J ) 1 :>j ,;t} is called 
the Discrete Dyadic Wavelet Transfonn of D = (S 1/ (n ))n EZ. 
In practice, the original discrete signal D has a finite nmnber N of nonzero value: 
D = (dn )t::;,ngJ 
For the class of wavelets we used in this paper, one can prove that when the scale is as 
large as V =2N, S ~J f is constant and equal to the mean value of the original signal D 
[ 4]. We thus decmnpose any signal of N satnples over 1 = log2(N )+ 1 scale. 
Figure 3 (a) is the plot of a discrete signal of 256 satnples. Figure 3 (b) shows its 
discrete dyadic wavelet transfonn cmnputed on nine scales. 
II.5 FAST WAVELET ALGORITHMS 
Here, we define the class of wavelets used for itnpletnentation of discrete algo-
rithms. We first define the function <)>(x) and then we build the wavelet \lf(X) which is 
associated with <)>(x ). 
We impose that the Fourier transfonn of the stnoothing function <)>(x) defined by 
Equation (18) can be written as an infinite product 
"' f-oo 
<)>(co)= J1 H (2P co) 
where, H (co) is a 2rr periodic differentiable function such that 
I H (co) 12+ I H (ct}+rr) 12sl 















0 50 1 00 150 200 250 200 
(a) 
(b) 
Figure 3. Signal of 256 sample and its Dyadic WT. 
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The function H (co) can be interpreted as the transfer function of a discrete low-pass filter. 
Equation (27) implies that 
~(2co) = H (co)~( co) (29) 
Let us now characterize the corresponding wavelet 'V(X ). As a consequence of 
Equation (18), we have 
I ~(2co) 12 = I $(co) 12-1 $(2co) 12 
Substitute Equation (30) by (29), we obtain 
~(2co) = G (co)$( co) 
where, G (co) is also a 27t periodic function, and 
I G (co) 12+ I H (ro) 12 = 1 
G (co) can be interpreted as the transfer function of a discrete high-pass filter. 
From Equations (23), (24), (25), (29) and (31), we obtain 
W1j+lf (co)= S1jf (ro)G (2} co) 






where, j is between 0 and J. In time dmnain, equations (33) and (34) are equivalent to 
the following equations 
W1j+lf = S1if*G1 
S1j+lf = S1i/ *Hj 
where, G1 and H1 are inverse Fourier transfonn of G (2i co) and H (2) co). 
(35) 
(36) 
Equation (35) and (36) can be interpreted by Figure 4. At each scale 2i, it 
decomposes S1i/ into S1j+lf and wqj+lf. 





Ho S~f G2 
Ht Si\f 
H2 
Figure 4. Block diagran1 of the discrete wavelet transfonn 
iinpleinented with discrete-tin1e filters. 
j=O 
while U <1), 
W~j+f = S1jf*GJ 
s~j+lf = s~jf *HJ 
)=}+1 




The inverse wavelet transfonn algorithtn [2] reconstructs S1J frotn the discrete 
dyadic wavelet transform. At each scale 2) , it reconstructs S~j-1f fr01n S~jf and W~jf. 
}=1 
while U >0) 
S1j-lf = W~jf *GJ-I+S1jf *H1_1, 
J=j-1, 
end of while. 
Where, c1 and Hj are the filters whose transfer functions are respectively 
H (2i cu) and G (2.i co) (complex conjugates of H (2i co) and C (2.i Ct))). 
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II.6 LOCAL MAXIMUM OF WAVELET TRANSFORM 
II.6.1 Local Maximum of WT and Sharp Variation Points 
Points of sharp variation are often among the tnost itnportant features for charac-
terizing a signal. This section explains how sharp variation points are related to the 
wavelet transform. 
and 
A smoothing function 8(x) is such a function 
+oo 
)""' S(x )dx = 1 
limx--Hoo8(x) = 0 
limx-+-oo8(x) = 0 
We suppose that S(x) is one differentiable, 'I' 1 (x) is the first derivative of S(x) 
'I' 1 (x ) = d e_cx ) (37) 
By definition, the function 'I' 1(x) can be considered to be wavelet because its integral is 
equal to 0. 
+oo 
)""' '1' 1(X )dx = 0 
The wavelet transfonn off (x) at scale s and position x, con1puted with respect 
to the wavelet \j/1(x ), is defined by 
Wsf (x) = f (x )*\jl}(x) (38) 
with 
'l'i(x) = ~ '1' 1( ~) 
frmn Equation (37), we derive 
d 8(-;) 
1 - L) 




- -s L 
- d(_!_) - dx 
s 
(39) 
from Equations (38) and (39), we obtain following equation 
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Wsf (x) = f (x)+ ded;x) J = s :fx (f (x)*es (x )) (40) 
The wavelet transfonn Wsf (x) is the first derivative of the signal stnoothed at the 
scale s . The local maxitna of Wsf (x) thus cones pond to the inflection points of 
f (x )*8s (x ). The maxima of the absolute value of the first derivative are sharp variation 
points off (x )*8s (x ), whereas the minitna correspond to slow variations. 
We can easily select the sharp variation points by detecting only the local tnaxitna 
of I Wsf (x) 1. When the scale s is large, the signal f (x )*8s (x) retnoves stnall signal 
fluctuations, we therefore only detect the sharp variations of large structure. When detect-
ing local maxima locations, we can also record the values I Wsf (x) I at the tnaxitna loca-
tions, which measure the derivative at inflection points. One can prove that the extretna 
of the wavelet transfonn built frotn 'V1 (x) is essentially equivalent to a Canny Edge 
Detection [7]. 
Local maxima of WT at nine scale of signal shown in Figure 3(a) are shown in 
Figure 5. From the local extretna, we can also reconstruct original signal [7]. 
11.6.2 Local Maxitna of WT and Regularity of Signal 
Signal sharp variations produce tnodulus tnaxitna at different scales 2). We know 
that the value of a modulus maximum at scale 2) tneasures the derivative of the signal 
smoothed at scale 2j, but it is not clear how to cotnbine these different values to charac-
terize the signal variation. The wavelet theory gives an answer to this question by show-
ing that the evolution across scales of wavelet transform depends on the local Lipschitz 
regularity of the signal [3]. 
Definition: Let O::;a::;l . A function f (x) is unifonnly Lipschitz a over an interval 
[a,b] if and if there exits a constant K such that for any ( xo,x t) E [a,b] 
If (xo)-:f (_,·1) I g( lxo-x tl a 





that f (x) is unifonnly Lipschitz a. 
Iff (x) is differentiable at x 0 , then it is Lipschitz a= 1. If the unifor.m Lipschitz 
regularity a 0 is larger, the singularity at x 0 will be more "regular". If f(x) is discontinuous 
but bounded in the neighborhood of xo, its uniform Lipschitz regularity in the neighbor-
hood of x 0 is 0. The following Theorem proves that the Lipschitz exponent of a function 
can be measured from the evolution across scales of the absolute value of the wavelet 
transfonn. 
Theorem: Let O<a<l. A functionf(x) is unifonnly Lipschitz a over [a,b] if and 
only if there exits a constant K >0 such that for all X E r a,b], the wavelet transform 
satisfies 
I w 2 J f (x ) I g: C 2 J ) u 
So that wavelet transform can not only detect sharp variations but also character-
ize the local regularity of signal. The proof of this theorem can be found in ( 3]. 
11.7 B-SPLINE WAVELET 
A fa1nily of wavelets used in this thesis is B-spline wavelet \ff1 (x) . They come 
frotn the B-spline function ~n (x ). 
'Vn (x) = ~- c~n (x)) ( 41) 
The function ~n (x) is the central B-spline of order n that can be generated by 
repeated convolution of a spline of order 0. 
~n (x) = ~o(x)*~n-l(x) (42) 
where ~0(x) is the indicator function in the interval 1-1/2, l/2), as shown in Fig. 6(a). 
First order B-spline function ~ 1 (x) , quadratic spline function ~3 2 (.r) and cubic spline 
function ~3 (x) that can be obtai ned by Equation ( 42) are shown in Figure 6(b ),(c) and 
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Figure 6.B-Spline (a) Zero order spline, (b) first order spline, (c) 
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Figure 7. B-Spline Wavelet. (a) Zero order spline wavelet, (b) 












The corresponding 21t periodic function H (ro) that is defined by Equation (28) is 
given by [2] 
·(J) 
H (ro) = e 12 (cos(~ ))n. 
2 
(43) 
The fundamental characteristic of B-spline wavelets is their cotnpact support 
[26], the property that makes thetn useful in a variety of applications. 
ll.8 CONCLUSION 
We showed that Short-Titne Fourier Transfonn and Wavelet Transfonn represent 
alternative ways to divide the titne-frequency (or titne-scale) plane. In contrast to STFT, 
which uses a single analysis window, the WT uses shorter windows at higher frequencies 
and longer windows at lower frequencies. For sotne particular wavelet functions, the 
local maxima of the wavelet transform correspond to the sharp variation points of the sig-
nal. When detecting locations of local maxitna, we can also record the values of Wsf(x) 
at these locations, which measure the derivative at inflection points. Finally, a fast 
wavelet algorithtn and a fatnily of B-Spline wavelets were also discussed. Because of B-
Spline's compact support, it has n1any applications. In our study, we used cubic B-Spline 




Character recognition can be broadly classified as tetnplate matching techniques 
and feature analysis techniques. 
Template matching techniques directly cotnpare an input character to a standard 
set of stored prototypes. The prototype that tnatches most closely provides recognition. 
This type of technique suffers fr01n sensitivity to noise and is not adaptive to difference 
in writing style. 
Feature analysis techniques are the most frequently used techniques for character 
recognition. In these tnethods, significant features are extracted frotn a character and 
compared to the feature descriptions of ideal character. In order to obtain a high success 
ratio in classification, features should satisfy the following three requiretnents: 
Small intraclass invariance. Patterns with sitnilar shapes and sitnilar general 
characteristics should end up with nmnetically close nutnbers for the features. 
The features should be independent of translation, rotation, and scale of char-
acter. 
Large interclass separation. The distinction between the features frotn dif-
ferent classes should be as large as possible. 
Small feature number. The nutnber of features used in classification and 









Many feature analysis techniques have been developed and applied to character 
recognition. Since the main infonnation about a character can be found in its boundary, 
we utilize the boundary position data in making features. Present object recognition 
methods based on boundarys can be categorized as either global or local in nature. 
Global methods are based on global feature of the boundary. Such techniques are 
the Fourier Descriptor [24], the invariant moments [10], etc .. Global tnethods have the 
disadvantage that a small distortion in a section of a boundary of an object will result in 
changes to all global features. 
Local methods use local features such as critical points. They perfonn extretnely 
well in the presence of noise and distortion since such effects on an isolated region of the 
contour alter only the local features associated with that region, leaving all other local 
features unaffected. As a local tnethod, wavelet transfonn is introduced to character 
recognition in this chapter. 
In Chapter II, we proved that for sotne particular wavelet function, the extretna of 
wavelet transfonn correspond to the sharp variation points of signal at different scales, 
and we can also reconstruct original signal frotn its extretna of wavelet transfonn. 
Wavelet transform can cotnpress the data size significantly. So that we choose the local 
maxima of wavelet transfonn of boundary character as shape features. After several suc-
cess normalizations, they are not only invariant of character size, rotation and translation 
but also insensitive to noise. 
After feature extraction, the second step is classification of the features. A class 
label is assigned to a test character by exan1ining its extracted features and cotnpating 
them with the feature descriptions of ideal characters. 
The nearest-neighbor rule [23] is a well-know statistical classifier. Decision is 
tnade based on the city block distance between the features of a test character and an 
ideal character. 
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In our study, we have used numbers 1, 2, 3, 4, 5, 6, 7, 8, 9, and 0 as test charac-
ters. The digitized images of these number are provided by Dr. Z. Fan at Xerox Corpora-
tion. By the end of this chapter, we will have compared the performance of the wavelet 
method with Fourier Descriptor method. We also checked the performance when the 
noise effects are significant. 
ill.2 DATA COLLECfiON 
For a large pattern recognition, the use of the object boundary to provide informa-
tion is attractive because of the reduction in quantity of information, compared to that of 
original 2D images. There are several steps to get normalized boundary data. 
We assume that a character lies in each image plane. As an example, character 
"8" is showed in Figure 8(a). It is captured in 120x120 pixel with 2 gray level (dark is 0, 
bright is 1). The pixel data is stored as a 120x120 matrix. Starting at first point of first 
line of boundary and tracing once around it along the inverse clock direction , we obtain 
a sequence of outer boundary position data [Xn ,Yn] for l~n g[. N is the total points along 
the outer boundary. 
(a) (b) 
Figure 8. Character "8" and Tt/2 rotation of character "8". 





- 1 tL 
Y = Nn~/n (45) 
The distances of the centroid frmn the points of the boundary is given by 
Zn = ~(Xn -x) 2+(yn -Y)2 1 ~/l -::;N (46) 
The sequence Z = [z 1,z 2, · · · ,zN] contains all the distances of the centroid (.t,Y) frmn the 
points of the boundary of the considered character. 
For any n , we can find a point J such that 
ZJ~Zn l~n<5N 
Point J is therefore the point which has tninitnutn distance frotn the centroid 
point. Starting at this point and tracing once around boundary along inverse clock direc-
tion, we obtain sequence D that is invariant under rotation and translation. 
D = [Zj,ZJ+b ... ,ZN,ZbZ2, ... ,ZJ-d (47) 
Figure 9 shows sequences D associated to the character "8" shown in Figure 8(a) 
and the character shown in Figure 8(b). 
III.3 FEATURE EXTRACTION 
III.3.1 Wavelet Transfonn 
For smne particular wavelet functions, the extretna of the wavelet transfonn 
correspond to the sharp variation points of the signal. The wavelet theory states that evo-
lution across scales of the wavelet transfonn tnodulus maxitnutn can characterize the 
local Lipschitz regularity of input signal. Thus, the wavelet transfonn cannot only detect 
the signal's sharp variations but also characterize their local shapes. Hence, it is intuitive 
that the wavelet transfonn is a suitable candidate for extracting features. So we used the 
extretna of wavelet transfonn and its position as shape features to describe characters. 
Cubic spline wavelet is selected as basic wavelet \lf(X) because it preserves continuity of 









Figure 9. The nonnalized boundary data of characters "8". (a) 
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Figure 11. Local tnaxin1un1 of wavelet transfonn of boundary 




The wavelet transfonn of the nonnalized boundary data shown in Figure 9 is 
given by Figure 10. The local maxitna of wavelet transfonn of the nonnalized boundary 
data are shown in Figure 11. 
Figure 11 shows that the sharp variation points are moved when scale is changed. 
This is because the scale defines the size of the neighborhood where the signal changes 
are computed. For larger scale, the more neighborhood is considered. The wavelet 
transform is sensitive to finer scale. 
Inherent in boundary extraction of a character are several sources of error. For 
instance, noise during itnage acquisition, quantization on digitization, and inaccuracy in 
edge detection. Usually, the wavelet transfonn at finer scale cotnes with noise. so that we 
are more interested in large scale. But if the scale is too large, we will lose sotne detail 
information which is used to identify character. The selection of scale is very flexible and 
it depends on different applications. 
11!.3.2 Feature Extraction Procedure 
In our study, we choose eight sharp variation points at sotne scale as feature 
descriptions [vj ,Wj ]j=l,2, ... ,8· Vj is the position of the sharp variation point and Wj is the 
wavelet transform value at one scale and position v1. 
The selection of these eight sharp variation points obey the following rules: 
(1) If there are eight local tnaxitnmn points of wavelet transfonn at scale s =21, 
we choose these 8 sharp variation points as shape features. 
(2) If there are less than eight local 1naxitnun1 points of wavelet transfonn at scale 
s =21 , for exatnple, there are k points (k <8 ), we go to check wavelet 
transfonn at scales = s 1- 1. If there are exactly eight local tnaximwn points of 
wavelet transfon11 at scale s =21- 1, we take these eight sharp variation points 
as shape features. If there are less than eight local rnaxin1un1 points of wavelet 
32 
transform at scale s =21- 1, we go down to the next sn1aller scale. If there are 
more than eight local n1axitnu1n points of wavelet transforn1 at scale s =21- 1, 
we take the points that propagate to large scale s = 21 and select other 8-k 
extrema points which have larger products of their wavelet transfonn value at 
scale s = 21-1 and their distance to nearest extretna points that propagate to 
scales = 21. 
(3) If there are tnore than eight local rnaxitnmn points of wavelet transfonn at 
scale s = 21, we go to check to wavelet transfonn at scale s = 21 + 1. If there 
are exactly eight local tnaxitnutn points of wavelet transfonn at scale s =21 + 1, 
we take these eight sharp variation points as shape features. If there are more 
than eight localtnaxitnunl points of wavelet transfonn at scales =21+1, we go 
up to next larger scale. If there are less than eight local n1axirnmn points of 
wavelet transfonn at scales =21 + 1, for exarnple, there are k extretna points, we 
go back to wavelet transfonn at scale s = 21 . We take those k points that pro-
pagate to scale s = 21 + 1, and select other 8-k extretna points which have 
larger products of their wavelet transfonn value at scale s = 21 and their dis-
tance to nearest extrerna points that propagate to scales = 21+1. 
III.3.3 Nonnalization 
For the same character but different size, the total points N along the boundary 
will be different. For nonnalization purpose, we define Pj by 
Vj 
Pj=N (48) 
Because wavelet transfon11 value Wj n1ay be frorn different scale s for the dif-
ferent characters, the wavelet transfonn value will be increased as the scales is increased 
. In order to provide invariance under scaling , we need a tnethod of nonnalization. We 
define qj by 
vv·-"'' q . = ___,_} __ 
.I 0 
where j = 1,2, ... ,8, and 
1 R 
w = 8]~ Vi'j 
(J = ~ /=-1~~-( \-1-). --it-, )2 
\J 8-1 ft-i J 
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(49) 
Therefore the feature (jJ j ,qj ]j = 1,2, ... ,8 are invariant under scaling, as well as rota-
tion and translation. The features of ten characters "0, 1 ,2, ... ,9" shown in Figure 12 are 
shown in Table I and Table II. 
Figure 12. Ten ideal characters. 
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TABLE I 
THE FEATURES OF CHARACTERS "1 ","2","3","4,"5" 
Features "1" "2" "3" "4" "5" 
Ql 0.9132 1.5847 1.4871 0.2086 -0.4104 
Q2 -0.2481 1.2373 -0.5637 -1.4347 -0.3976 
Q3 0.8799 -1.4659 0.7182 0.2326 1.8984 
Q4 -0.2998 -0.6133 0.5040 0.9612 -0.7591 
Qs -0.2723 0.4542 0.0742 1.0561 -0.4306 
Q6 0.7783 -0.3548 0.0063 -0.0188 1.3029 
Q7 -1.7541 -0.3167 -1.2389 -0.3020 -0.4113 
qg -1.2181 -0.0130 -1.4700 -1.6471 -0.6637 
P1 0.0588 0.0711 0.0738 0.0519 0.0451 
P2 0.1272 0.1772 0.2047 0.1935 0.2102 
P3 0.1943 0.2407 0.2919 0.2777 0.2850 
P4 0.3410 0.3402 0.4284 0.4140 0.5048 
Ps 0.4629 0.4836 0.5291 0.5143 0.5843 
P6 0.6095 0.7308 0.7080 0.6380 0.6841 
P7 0.7791 0.8304 0.8009 0.8244 0.8694 
pg 0.9382 0.9453 0.9150 0.9390 0.9584 
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TABLE II 
THE FEATURES OF CHARACTERS "6","7","8","9,"0" 
Features "6" "7" "8" "9" "0 .. 
Ql 0.6396 1.2640 1.1568 0.5607 1.4913 
Q2 -0.3274 -0.3296 0.6517 -0.4690 -0.2201 
Q3 0.6000 0.4275 -0.7928 0.5608 -0.8902 
Q4 0.0104 -0.0749 -0.8410 0.0062 0.4517 
Qs -0.2289 -0.1220 0.9058 -0.6345 1.0619 
Q6 1.1485 -0.7593 1.0610 -0.4771 -0.8200 
Q7 -1.2852 -1.9905 -1.1675 1.4125 -1.2396 
qg -1.7608 0.7427 -0.7694 -1.8777 -0.6282 
PI 0.0436 0.1111 0.0625 0.0419 0.0567 
P2 0.1424 0.2793 0.2048 0.1387 0.3214 
P3 0.2412 0.4571 0.3297 0.2486 0.4433 
P4 0.3328 0.5603 0.4688 0.3353 0.5231 
Ps 0.5305 0.6682 0.5816 0.4711 0.6092 
P6 0.6860 0.8079 0.7101 0.5361 0.7542 
P7 0.7645 0.9016 0.8212 0.6792 0.8508 
pg 0.9433 0.9651 0.9479 0.9465 0.9391 
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ill.4 CLASSIFICATION 
We denote by fpj,qj]j=l,2, ... ,8 the features of ideal character i, where i = 0,1,2, ... ,9. 
The features of the test character X is defined by fpJ,qfJj=l,2, ... ,8· The distance between 
a test character X and ideal character i is measured by 
D (X ,i) = '\/ 
1
t [(pJ-pj>'+(qj-qj)1] (50) 
With the nearest-neighbor rule, the character I is assigned to X if the features of 
character I has minimum distance from X among all the training patterns. This means 
that there is a character I, D (X J)g] (X ,i ), where i = 0,1, ... ,9. I is one of i. 
lll.5 SIMULATION RESULTS 
In this section, we compare the performance of the wavelet method with Fourier 
Descriptor. We will also check the performance when the noise effects are significant. 
Let us review a little about Fourier Descriptor before we show the simulation result. 
Ill.5.1 Fourier Descriptor 
Suppose a character boundary position data is [Xn ,yn] for 1=:;n SN. Taking the 
discrete Fourier transform of the data, Xn ,yn ,l=:;n SN, we obtain the Fourier coefficients 
for0~~-1: 
am = _l_ ~X -imn( 21t) N ne ¥ 
n= ' 
0~~-1. (51 a) 
bm = _l_ ~ -imn( 21t) N Yne ¥ 
n= ' 
0~~-1. (51 b) 
We discard the DC components, ao and bo, since they carry information only 
about the position of the image center. To obtain rotation invariance, we use the energy 
spectrum r m defined by 
rm = ..Yiam l 2+lbm 12, 1~~-1 (52) 
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where I am I and Ibm I denote the absolute value of the cotnplex nUinbers am and bm, 
and signify the energy spectra of Xn and Yn. In order to provide invariance under scaling, 
rm 
Sm =~, 1~m gy -1 (53) 
Then sm is invariant under scaling, as well as rotation and translation. In order to cotn-
pare with wavelet method, we select first 8x2=16 components, (s 1,s 2, ... ,s 16 ) as a feature 
vector. 
The nearest-neighbor rule is also selected as a classifier. The distance between a 
test character X= [s;,~ ]m=l,2, ... ,16 and a ideal character I= [s~ 1 lm=l,2, ... ,16 is tneasured by 
D (X J) = ~ (s;,~-S~1 )2 
m=l 
(54) 
For the perfonnance test of the ten characters we tnade about 100 itnages ( 10 
images for each character) by varying position, rotation, and size. Table III shows the 
recognition results of the ten characters. The rate of accurate recognition of the wavelet 
method and Fourier Descriptor are altnost satne. Fr01n Table III, we know that wavelet 
method could not recognize character "0" very well. This is because the distances 
between its boundary points and its centroid do not vary very tnuch. It is difficult to 
extract suitable feature frotn character "0" using wavelet tnethod. 
III.5.2 Recognition of Noisy Characters 
Generally, the wavelet tnethod is robust in a noisy environment. To check the 
performance of the wavelet method in such an enviromnent, we tnade noisy characters by 
adding Gaussian randon1 noise to the boundary data of the original itnages. We per-
fanned the experitnents with 8 different test image for each character for the case where 
the noise variance are 0 2 = 9, a2 = 25, a2 = 36, and 0 2 = 64. The recognition results are 
shown in Table IV, in which it is clear that when the noise effect is significant the 
wavelet tnethod outpe1i'onns Fourier Descriptor. In the case where a2 = 64, the accuracy 
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rate of the wavelet method is 8o/o higher than the Fourier Descriptor. 
III.5.3 Conclusion 
As a local method, the wavelet tnethod has been used to feature extraction. After 
several success norn1alizations the features described by wavelet transfonn are invariant 
under character size, rotation, and translation. The simulation results show that the per-
formance of wavelet tnethod is the satne as Fourier Descriptor in the noise-free environ-
ment and much better than FD in noisy enviromnent. 
TABLE III 
THE ACCURACIES OF RECOGNITION FOR 
WAVELET METHOD AND FOURIER DESCRIPTOR 
Character Wavelet method Fourier Descriptor 
0 80o/o 100% 
1 100% 100% 
2 100% 100% 
3 100o/o 100% 
4 100% 100% 
5 100% 100% 
6 100% 90% 
7 100% 100% 
8 100% 100% 
9 100% 90% 
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TABLE IV 
RECOGNITION ACCURACIES UNDER NOISE ENVIRONMENT 
Variance( a2) Wavelet method Fourier Descriptor 
! 
9 100% 100% 
25 100% 97.25% 
36 98.5% 92.5% 
64 95.25% 87.5% 
CHAPTER IV 
EVENT RELATED POTENTIALS ANALYSIS 
IV.l INTRODUCITON 
Extracting interesting and possibly useful information from the Event Related 
Potentials (ERP) waveform is an important issue in brain research. The ERP is the 
time-locked component of brain electrical activity measured as a scalp potential follow-
ing a stimulus. For instance, a word presented on a computer screen can produce a 
characteristic ERP waveform. 
Peak analysis and area measures are two traditional techniques of ERP data 
analysis. 
Peak analysis is probably the simplest approach to quantify the differences in 
amplitudes of the ERP waveforms. A peak is defined as either the largest or the smallest 
voltage value in an interval representing the latency range of the waveform being meas-
ured. Because the measurements are based on a single point, moderate amounts of non-
systematic variance can obscure real differences, also it reveals nothing about the wave 
shape. 
Unlike peak measurement, area analysis is based on combining values measured 
at several time points. If an analyst chooses an appropriate interval, then it is likely that 
most of the contribution of the component to the total ERP will be included. But determi-
nation of integration limits is often difficult, or even arbitrary, because components can-
not be accurately resolved by visual inspection. Finally, the procedure yields no informa-
tion about ERP wave shape. 
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In this chapter, we will use local maximum of wavelet transform of ERP 
waveform at different scales to describe the ERP' s. As mentioned in Chapter ll, the local 
maximum of the wavelet transform at different scales can not only detect the waveform's 
sharp variations but also characterize its local shape. The values of Wsf(x) at the max-
imum locations measure the derivative at inflection points. In our experiment, we found 
that the maximum of the wavelet transform at specific scale was associated with P 300 
latency, and that using wavelet method to identify differences in waveform between two 
task conditions during a word-comparison experiment was more efficient than using P 3oo 
peak measurements from the raw data. 
IV.2 ERP WAVEFORM AND WAVELET TRANSFORM 
IV.2.1 Event Related Potentials Waveform 
A subject response to a stimulus can be divided into stimulus processing, encod-
ing, decoding, and response selection, as shown in Figure 13. 
In many studies, a typical ERP waveform can be divided into three main seg-
ments: (1) P1-N1-P2-N2 complex, (2) P3oo component and (3) a late potential. An aver-
age of the 20 target trials is shown in Figure 14. Because a peak value usually appears at 
about 300ms after stimulus, this peak point is called P3oo. P3oo is an important feature in 
brain waveform analysis. P3oo latency varies with the subject's attention, alertness, age, 
stimulus processing speed and memory ability. 
As mentioned in Chapter II, wavelet transform of signal can detect sharp varia-
tion points, and the values of Wsf (x) at the sharp variation points measure the deriva-
tive at inflection points. The largest value of Wavelet transform of ERP waveform is 
related to P3oo latency. As a matter of fact, Wavelet method provides an efficient way to 
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Figure 14. Average of the 20 single ERP trials. 
IV.2.2 WT of ERP waveform 
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ese 
The wavelet transform of ERP waveform shown in Figure 14 is shown in Figure 
15. The local maxima of the wavelet transform are shown in Figure 16. 
Figure 16 shows that the position of sharp variation points are shifted as the scale 
is changed. As mentioned in Chapter IT, the scale defines the size of the neighborhood 
where the signal changes are computed. The larger scale, the more neighborhood is con-
sidered. The wavelet transform is sensitive to finer scale. 
At the finer scale 21, when SNR is small, the signal is dominanted by the noise. 
Therefore we are more interested in a larger scale. But if the scale is too large, we will 
lose some detail information. In Figure 16, there are 28 samples, and we found that the 
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positions of sharper variation points almost remain the same when scale varies between 
23 and 25. Therefore our study focuses on scales between 23 and 25 when we have 28 
samples in one stimulus period. The largest value of Wsf(x) at sharp variation points at 
these scales is related to P 300 latency of ERP waveform shown in Figure 14. 
In next section, we will show how the wavelet transform allow the discrimination 
of the two types of task conditions in different type of ERP experiment. 
IV.3 EXPERIMENTS AND RESULTS 
A actual EEG sequence from a scalp electrode at central midline electrode (pro-
vided by Erickson Clinic) is shown in Figure 17. There are 25000 sample data points 
with 250 sample points each second and about 512 sampling points in each stimulus 
period. The stimulus were presented approximately every two seconds, and our task was 
to detect the relevant ERP signal within the background electrical noise. 
In this experiment, several type of word stimulus shown in Figure 18 were 
presented. Stimulus 1 is background stimulus (a root word), which is given to each sub-
ject before each target stimulus (comparison word) is given. Stimulus 2 denotes a target 
stimulus that is identical to stimulus 1. Stimulus 3 denotes a target stimulus that is dif-
ferent from stimulus 1. For instance, if stimulus 1 is given by the word "rain", stimulus 2 
would be identical, the same as "rain". In the next pair, if stimulus 1 is "hat", stimulus 3 
would be different, here, "coat". 
l 1 l i l 1 
"rain" "rain" "hat" "coat" "tree" "tree" 
Figure 18. The experiment pattern. 
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Taking the wavelet transform of the signal shown in Figure 17 and finding local 
maximum of wavelet transform, we obtained the sharp variation points at scale 
s = (2i)t~j~lO· In this case with 512 sampling points each stimulus period, we found that 
there is no shift for sharpest variation points when scale is between 24 and 26. So that we 
focused on scale 25. The sharpest variation points in each stimulus period at scale 25, 
which have the largest wavelet transform value in this stimulus period, are shown in Fig-
ure 19. 
Subtracting the largest wavelet transform value W j at scale s = 25 in the i th 
stimulus 3 (different word) period and the largest wavelet transform value Wf-3 at scale 
s = 25 in its previous stimulus 1 period, we obtained 
LlW§ = W§ -W\-3 (55) 
Using the same calculation for the stimulus 2 (same word) period, we obtained 
LlW~ =W~-W\-2 (56) 
Where i means the ith stimulus 2, W~ is the largest wavelet transform at scale s = 25 in 
i th stimulus 2 period and Wf-2 is the largest wavelet transform at scale s = 2s in its pre-
vious stimulus 1 period. LlW~ and LlW~ are shown in Figure 20. 
Figure 20 shows that the value of LlWj, where i=1,2, ... ,11, is larger than the value 
of Ll W~, for a young, healthy, normal subject. The value of W2sf(x) at the sharpest varia-
tion point in a stimulus period is therefore associated with whether the comparison word 
is the same or different than the root word. 
The largest peak values in each stimulus period are shown in Figure 21. The 
differences between the largest voltage in the target stimulus period and the largest vol-
tage in its previous background stimulus period are shown in Figure 22. 
But either Figure 21 or Figure 22 couldn't tell the distinction between stimulus 3 
and stimulus 2. 
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The same method was then applied to data from an Alzheimer subject, in which 
verbal processing abilities are reduced. Unlike the young healthy normal subject~ there 
was no distinction between stimulus 2 and stimulus 3. In addition, the largest value of 
wavelet transform were smaller for three kinds of stimulus than the young healthy nor-
mal subjects. 
IV.4 CONCLUSION 
In summary, not only the local maximum of wavelet transform at different scales 
can detect the ERP sharp variations but also characterize their local shape. The value of 
wavelet transform at sharpest variation point is associated with the P 300 latency. The 
wavelet method provide a easy way to identify the differences in waveform between the 
task condition in a word-comparison experiment. We believe that this work on ERP 
analysis using the wavelet method is only a beginning. The wavelet method provides 
very general techniques that can be applied to many tasks in brain wave analysis and 
therefore has numerous potential applications. 
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related stimulus 2. 
REFERENCES 
[1] Olivier Rioul and Martin Vetterli, "Wavelets and Signal Processing." IEEE SP 
Magazine, pp. 14-18, October 1991. 
[2] Stephane Mallat, "Zero-Crossing of the a Wavelet Transform." IEEE Trans. on 
Information Theory, vol37, No.4, pp. 1019-1033, July 1991. 
[3] Stephane Mallat and Wen Liang Hwang, "Singularity Detection and Processing 
With Wavelets." IEEE Trans. on Information Theory, Vol. 38, No.2, pp. 617-643, 
March 1992. 
[4] Stephane Mallat, "A Theory for Multiresolution Signal Decomposition: The 
Wavelet Representation." IEEE Trans. on Pattern Analysis and Machine Intelli-
gence, Vol. 11, No.7, pp. 674-693, July 1989. 
[5] Ping Wah Wong, "Wavelet Decomposition of Harmonizable Random Processes." 
IEEE Trans. on Information Theory, Vol. 39, No. 1, pp. 7-18, January 1993. 
[6] Ingrid Daubechies, "The Wavelet Transform, Time-Frequency Localization and 
Signal Analysis." IEEE Trans. on Information Theory, Vol. 36, No. 5, pp. 961-
1005, September 1990. 
[7] Stephane Mallat and Sifen Zhang, "Characterization of Signals From Multiscale 
Edges." IEEE Trans. on Pattern Analysis and Machine Intelligence, Vol. 14, No.7 
pp. 710-732, July 1992. 
[8] Micheal Unser and Murry Eden, "On the Asymptotic Convergence of B-Spline 
Wavelets to Gabor Functions." IEEE Trans. on Information Theory, Vol. 38, No.2, 
pp. 864-872, March 1992. 
[9] Micheal Unser, Akram Aldroubi, and Murry Eden, "Fast B-Spline Transforms 
Representation and Interpolation." IEEE Trans. on Pattern Analysis and Machine 
Intelligence, Vol. 13, No.3, pp. 277-285, March 1991. 
[10] K. Tsirikolias and B. G. Mertzios, "Statistical Pattern Recognition Using Efficient 
Two-Dimension Moments with Applications to Character Recognition." Pattern 
Recognition, Vol. 26, No.6, pp. 877-882, 1993. 
[11] Jiann-Shu Lee, Yung-Nien Sun, Chin-Hsing Chen, and Chine-tsong Tasi, "Wavelet 
Based Corner Detection." Pattern Recognition, Vol. 24, No.6, pp. 853-865, 1993. 
55 
[12] Cern Yuceer and Kemal Oflazer, "A Rotation, Scaling, and Translation Invariant 
Pattern Classification System." Pattern Recognition, Vol. 26, No. 5, pp. 678-710, 
1993. 
[13] C. C. Chang, S. M. Hwang, and D. J. Buehrer, "A Shape Recognition Scheme Based 
on Relative Distance of Feature Points from The Centroid." Pattern Recognition, 
Vol. 34, No. 11, pp. 1053-1063, 1991. 
[14] E. Salari, and S. Balaji, "Recognition of Partially Occluded Objects Using B-Spline 
Representation." Pattern Recognition, Vol. 24, No.7, pp. 653-660, 1991. 
[15] Soo-Chang Pei and Chao-Nan Lin, "The Detection of Dominant Points on Digital 
Curves By Scale-Space Filtering." Pattern Recognition, Vol. 25, No. 11, pp. 1307-
1314, 1992. 
[16] Paul L. Rosin, "Representing Curves at Their Natural Scale." Pattern Recognition, 
Vol.25,No.11,pp.1315-1325, 1992. 
[17] Nirwan Ansari and Edward J. Delp, "On Detecting Dominant Points." Pattern 
Recognition, Vol. 24, No.5, pp. 441-451, 1991. 
[18] S. R. Ramesh, "A Generalized Character Recognition Algorithm: A Graphical 
Approach." Pattern Recognition, Vol. 22, No.4, pp. 347-350, 1989. 
[19] Joseph J. Liang, "A New Approach to Classification of Brainwaves." Pattern 
Recognition, Vol. 22, No.6 pp. 767-774, 1989. 
[20] Walton T. Roth, Judith M. Ford, and Bert s. Kopell, "Long-Latency Evoked Poten-
tials and Reaction Time." Psychophysiology, Vol. 15, No.1, pp. 17-23, 1978. 
[21] R. A. Gopinath and C. S. Burrus, "Wavelet-based Lowpass/Bandpass Interpolation." 
IEEE Proc. ICASSP'92, March 1992. 
[22] Jonh E. Desmedt and Vincent Chaikin, "New Method for Titrating Differences in 
Scalp Topographic Pattern in Brain Evoked Potential Mapping." Electroen-
cephalography and Clinical Neurophysiology, pp. 359-366, 1989. 
[23] Robert Schalkoff, "Pattern Recognition: Statistical, Structural and Neural Applica-
tions." John Wiley & Sons Inc., 1992. 
[24] E. Persoon and K. S. FU, "Shape Discrimination Using Fourier Descriptors." IEEE 
Trans. Syst. Man. Cybern, Vol. 7, pp. 170-179, 1977. 
[25] H. E. Hanrahan, "A Family of Wavelets Which Are Dilatable BY Simple IIR 
Filters." Electrical Engineering Dept, University of the Witwatersrand Private Bag 
X3, Wits 2050, South Africa. 
56 
[26] Charles K. Chui and Jian-Zhong Wang, "On Compactly Supported Spline Wavelets 
and A Duality Principle." Transactions of the American Mathematical Society, Vol. 
330, No.2, pp. 903-915, April1992. 
[27] Anil K. Jain and Sushil K. Bhattacharjee, "Address Block Location On Envelopes 
Using Gabor Filters." Pattern Recognition, Vol. 25, No. 12, pp. 1459-1477, 1992. 
[28] R. Mehrotra, K. R. Namuduri, and N. Ranganathan, "Gabor Filter-Based Edge 
Detection." Pattern Recognition, Vol. 25, No. 12, pp. 1479-1494, 1992. 
[29] Roland Wilson, Andrew D. Calway, and Edward R. S. Pearson, "A Geneeralized 
Wavelet Transform For Fourier Analysis: The Multiresolution Fourier Transform 
and Its Application to Image and Audio Signal Analysis." IEEE Trans. on Informa-
tion Theory, Vol. 38, No.2, pp. 674-689, March 1992. 
