In this work we present some results and applications concerning the recent theory of multi-scaling functions and multiwavelets. In particular, we present the theory in compact notation with the use of some types of recursive block matrices. This allows a exible schematization of the construction of semi-orthogonal multiwavelets. As in the scalar case, an e cient algorithm for the computation of the coe cients of a multiwavelet transform can be obtained, in which r input sequences are involved. This is a crucial point: the choice of a good pre lter which can provide a good approximation of the true initial coe cient sequences, when applied to the input data, is critical in the context of multiwavelet analysis. We explore this problem with concrete examples, showing the strong dependence of the pre lter on the chosen multiwavelet basis. Finally, an application of the multiwavelet-based algorithm to signal compression is shown. The goal is both to compare the results obtained with di erent multiwavelet bases, and to test the e ectiveness of multiwavelets in this kind of problem with respect to scalar wavelets.
Introduction
Multiwavelets constitute a new chapter which, in recent years, has been added to wavelet theory. They can be seen as vector-valued wavelets that satisfy conditions in which matrices are involved, rather than scalars, as in the wavelet case. This is an advantage, since it is possible to construct multiwavelet bases possessing several properties at the same time, for example orthogonality and symmetry, short support and a high number of vanishing moments.
The rst construction of polynomial multiwavelets was given by Alpert 1] , who used them as a basis for the representation of certain operators. Later, Geronimo, Hardin and Massopust constructed a multi-scaling function with 2 components using fractal interpolation 8] In this work we rst present some known results about multiwavelet theory, introducing the multiresolution analysis of multiplicity r and multi-scaling functions. A multi-scaling function of multiplicity r satis es a two-scale relation whose coe cients are r r matrices. It can be written in compact notation in terms of a Hurwitz block matrix, with consequent simpli cation of the proof of some properties. Some examples are shown regarding orthogonal and non-orthogonal multi-scaling functions, including the cardinal Hermite B-splines. Semi-orthogonal multiwavelets are then de ned and a model for their construction is given, in the context of the theory of recursive matrices. Like the scalar case, from the properties of the multiresolution analysis of multiplicity r, a fast algorithm for the computation of the coe cients of a multiwavelet transform can be obtained. This algorithm di ers from the corresponding scalar algorithm, because the initial coe cients consist in r sequences, and not just one. Therefore, the crucial point is to nd these r sequences, starting from a given set of data. This problem is called preprocessing or pre ltering of the data. In theory, an approximation problem must be solved to nd the exact sequences. Of course, since, in most cases, we do not have analytical expressions of the multi-scaling functions, it is not always possible to nd the true coe cients. However, suitable alternative pre lters can be found, which take into account the nature of the multiscaling function. This choice cannot be arbitrary: bad pre lters give rise to \bad" multiwavelet decompositions, which are not suited to signal-processing problems. We explain this in detail showing, with examples, several possible cases. The purpose of this paper is also to extend the experimentation made in 22], regarding signal compression, to multiwavelet bases other than the Geronimo-Hardin-Massopust basis, with the use of di erent pre lters. We compare the results obtained with the di erent bases, and show the e ectiveness of multiwavelets with respect to scalar Daubechies wavelets. This paper is organized as follows. Section 2 presents the notations used in this work, some of them borrowed from the theory of recursive matrices. In section 3 we introduce the notion of the multiresolution analysis of multiplicity r and multi-scaling functions. Some properties will be given, using a compact notation for the two-scale relation. The section ends with examples of multi-scaling functions. Section 4 is devoted to the de nitions and properties of semi-orthogonal multiwavelets. In particular, a model for their construction is given. In section 5 a general algorithm for the computation of the multiwavelet transform coe cients is derived, while section 6 consists entirely in discussing the problem of data preprocessing, showing and comparing di erent strategies. Finally, section 7 shows the results obtained from the application of the multiwavelet-based algorithm to the problem of data compression, con rming, under suitable conditions, the e ectiveness of multiwavelets in this kind of problem.
Preliminaries and notations
The theory of real multiwavelets is connected with the theory of real vector-valued functions, which are maps f from l R to l R r such that, 8x 2 l R, f(x) is the r-component vector f(x) = f 1 (x) f 2 (x) f r (x)] T , with f 1 ; f 2 ; : : : ; f r from l R to l R. So, f is a vector of functions f 1 f 2 f r ] T (we denote vectors and matrices, in this paper, in bold face).
We will consider the following spaces: where k k r is the norm on l R r and k k r r is a norm on the matrix space M r r .
A generalization of the inner product can be given for two functions f, g in L
2
(l R) r . It is de ned as the r r matrix
The Fourier transform of a function f 2 L 2 (l R) r is the vector of the Fourier transforms of every component:
In this work we will make use of some results of the theory of recursive matrices, given in 2], that we extend to the block matrices case. We give here some de nitions and notations.
The formal power series associated with the sequence fA i g i2Z Z (2) for every sequence c = fc k g k2Z Z 2`2(Z Z) r .
In this case we say that the multiscaling function generates a multiresolution analysis (MRA) of multiplicity r for L 2 (l R).
From the condition 1 ( ); : : : ; r ( ) 2 V 0 V 1 , it follows that a sequence of matrices fP k g k2Z Z 2`2(Z Z) r r exists such that (x) = X k2Z Z P k (2x ? k) (3) or, more explicitly, It can be formulated in the Fourier space. Let z = e ?i! , ! 2 l R. We havê :
Then, relation (3) can be expressed as
where P is called the two-scale matrix relative to .
For multi-scaling functions with nite support 0,M], a nite number of two-scale coe cients is involved. In particular P k = 0; for k < 0 and k > M with the assumption that P 0 and P M are non-nilpotent. In this case all the bi-in nite matrices involved are banded and associated with Laurent matrix polynomials.
An important role in the theory of multi-scaling functions and multiwavelets is played by the Gram matrix F, which is a Toeplitz block matrix whose elements are the inner products of the vectors ( ? k), k 2 Z Z. It is given by F =< ( ); ( ) >; (6) that is, F = F j?i ] i;j2Z Z = < ( ? i); ( ? j) >] i;j2Z Z :
A simple relation holds between the Gram matrices of functions in V 0 and their dilates belonging to another space V j . In fact, it is easy to prove that, for every j 2 Z Z:
Using the two-scale relation and the last observation we get F =< P (2 ); P (2 ) >= P < (2 ); (2 ) > P T = 1 2 P < ( ); ( ) > P T :
In this way we have proved the following proposition.
Proposition 3.1 Given a multi-scaling function with two-scale matrix P and Gram matrix F, the following relation holds: 2F = PFP T :
An important class of multi-scaling functions is the one including orthonormal functions for which the basis f i ( ? k) : 1 i r; k 2 Z Zg is orthonormal, that is, < i ( ); j ( ? k) >= i;j k;0 ; i; j; k 2 Z Z:
This can be written equivalently as:
It follows that for orthonormal multi-scaling functions
Thus, from prop. 3.1, the following proposition can be obtained: In general, the two-scale relation (3) is the starting point for the construction of multiscaling functions. In fact, it is convenient to start from a suitable sequence fP k g k2Z Z 2`2(Z Z) r r and obtain as a solution of (3). For this purpose, the sequence fP k g k2Z Z must satisfy some conditions. More precisely, by repeating (4) iteratively we get (2!) = P ? e ?i! P e ?i!=2 P e ?i!=2 n ^ ! 2 n :
Thus,^ can be considered as the limit for n ! 1 of the right-hand side product:
Then, the above-de ned vector-valued function will be a multi-scaling function if the following conditions are satis ed:
P e ?i!=2 j converges for n ! 1;
2) the family f i ( ? k) : 1 i r; k 2 Z Zg is a stable basis for V 0 .
We notice thet the previous assertions can be strongly simpli ed, using results given, for (1) is 1 and if the eigenvalue 1 is simple and the only one on the unit circle. This condition for P ensures the convergence of the in nite product.
It must be observed, however, that the above conditions, as in the scalar case, do not exhaust all the degrees of freedom that completely characterize the multi-scaling function, so it is possible to impose additional conditions on the sequence fP k g k2Z Z in order to obtain a multi-scaling function with suitable properties. An advantage of multiwavelets, with respect to scalar wavelets, is that, when dealing with matrix and not with scalar coe cients, the number of degrees of freedom is \higher", so that several conditions can be required at the same time, for example orthogonality and symmetry, short support and a high number of vanishing moments 4], 13], 19].
We show some multi-scaling functions that we have used for our experiments, as examples. In order to have an idea of their spectral behaviour, some of them are represented in terms of Fourier transforms. These coe cients give rise to an orthonormal multi-scaling function ( g. 2) with approximation order p = 2 and which satis es the interpolatory conditions:
(1) = i;j ; i = 1; 2; j = 1; 2:
The second multi-scaling function ( g. The corresponding multi-scaling function is shown in g. 4 . We observe that its components are the so-called cardinal Hermite cubic B-splines. (k + 1)B i (x ? k): (14) Then, it can be proved 9] that, setting V 0 = S r \ L 2 (l R) and 8j 2 Z Z, V j = ff(2 j ) : f 2 V 0 g, the sequence fV j g j2Z Z is an MRA of multiplicity r generated by the multi-scaling function B = B 1 ; : : : ; B r ] T and the corresponding two-scale coe cients are easily obtained as From condition i) it follows that W j ? W k ; j 6 = k, that is, the functions (2 j ?n), j; n 2 Z Z, satisfy the condition < (2 j ?n); (2 k ?m) >= 0; j 6 = k; j; k; m; n 2 Z Z; (16) in other words, each function is orthogonal to each other belonging to a di erent space. If there is also orthonormality among the functions in the same space, then we obtain orthonormal multiwavelets, which satisfy the condition < (2 j ?n); (2 k ?m) >= j;k n;m I; j; k; m; n 2 Z Z: (17) Every multiwavelet satis es a two-scale relation, such as: (18) in which the two-scale coe cients Q k are r r matrices. In terms of the two-scale symbol of we have^
The two-scale relation (18) can be written using the same notation as in (5) 
satisfy equation (24) .
In fact, with this choice, the right hand-side of (24) (7) and (20), is equal to I. 
From the two-scale formulas (5) and (19) we obtain < P (2 ); Q (2 ) >= P < (2 ); (2 ) > Q T = 0:
Therefore, equation (26) represents a simpler condition used to evaluate two-scale coe cients relating to semi-orthogonal multiwavelets. From a practical point of view, a solution for (26) can be found by making use of the general theory of recursive matrices given in 2]. In fact, considering compactly supported multi-scaling functions, the generating functions of the bi- The problem is reduced to nd an expression for EQ T . We observe that, since the number of coe cients of e(t) is 3M ?1, this must also be at least the number of the multiwavelet coe cients of q(t), that is, N 3M ? 2. Requiring minimally supported multiwavelets implies that N is exactly equal to 3M ? 2.
From a generalization to the block case of theorem 5.1 given in 2], it can be derived that EQ T is a Toeplitz block matrix, with the generating function g(t) given by the matrix Laurent polynomial g(t) = e 0 (t) q 0 (t) T + e 1 (t) q 1 (t) T : Thus, a solution of (26) Example 4.1 We show the construction of the minimally supported semi-orthogonal multiwavelet in the case M = 2. We start from the two-scale coe cients P 0 ; P 1 ; P 2 of a known multi-scaling function, whose Gram matrix has elements F ?1 ; F 0 ; F 1 . We want to nd the multiwavelet two-scale coe cients Q 0 ; Q 1 ; Q 2 ; Q 3 ; Q 4 . We construct the matrix (30) and impose 
:
The computation of the two-scale coe cients of the multiwavelets corresponding to the cardinal Hermite B-spline multi-scaling functions of every degree can be realized by solving the abovedescribed system. For example, if r = 2, with a corresponding degree 3, the coe cients are: Q 0 = Q 2 = I; Q 3 = SQ 1 S; Q 4 = SQ 0 S:
The corresponding multiwavelet is represented in g. 5.
The construction of orthonormal multiwavelets is a particular case of the above-described procedure. In this case the Gram matrix F is the identity. Thus, condition (26) becomes PQ T = 0:
Furthermore, the orthonormality condition on the multiwavelet , coming from (20), must be considered: Comparing the obtained equality with (36) we deduce
Iterating the previous argument we obtain the reconstruction algorithm (35). Remark. In the orthogonal case, only the two-scale matrices are involved, since A = P and B = Q. Thus, while the reconstruction scheme remains the same, the decomposition scheme is simpli ed to become the following: 
As observed, the decomposition and reconstruction schemes (34), (37), (35) generalize those given in the scalar case, with the di erence that here the bi-in nite matrices involved are block matrices and the sequences c j ; d j , j = 1; : : : ; L are sequences of r-vectors. So, as in the scalar case, one of the problems arising when we wish to implement the decomposition/reconstruction algorithm consists in nding a good extension of the initial data. In fact, the algorithm is given for the real line and it works, in theory, over an in nite set of data. In practice, only a nite number of signal samples are given. So, in order to avoid border problems, a suitable extension of nite length signals at their boundaries is required. Several possibilities have been proposed in the literature 17], such as periodic and symmetric extensions. In this work, according to the good results obtained with periodic extension, we have decided to choose this method for our experimentation. and this choice, in practice, seems to give satisfactory results.
In the multiwavelet setting we are dealing with r functions. So, given n = rm samples, y 1 ; : : : ; y n , which we assume represent the values of the function in the points of the set fk=r; k = 1; : : : ; ng, i.e. y k = f k r ; k = 1; : : : ; n;
it is necessary to nd a suitable strategy that, with low computational cost, can provide a good approximation of the r initial coe cient sequences, each of length m.
This problem is known as data preprocessing or pre ltering and several ways of evaluating the required starting sequences are given in 22], 24], where the Geronimo-Hardin-Massopust orthonormal multiwavelets are considered.
In this section we show how the preprocessing method is strongly dependent on the chosen multi-scaling function and, especially for compression problems, is all the more e cient the better it approximates the real coe cients. 
This method has been denoted with \GHM int." and the corresponding preprocessed data are represented in gs. 11(a), 11(c). We have then considered some other new strategies, each depending on the particular basis, and which have proved particularly e ective in signal compression.
For example, since the Chui-Lian multi-scaling function with support 0; 2] and the cubic Hermite B-splines interpolate both the function values and the derivatives at the integers, we have noted that the true coe cients of the two sequences fc k;0 1 g; fc k;0 2 g are, respectively, equal to the samples of the function at the integers and proportional to its derivatives. Therefore, making use of the well-known formula of centrate di erences, for the approximation of the derivatives, the two sequences of coe cients can be evaluated as follows: 
where C is a suitable constant which depends on the chosen basis. We denote this method with \deriv." and the resulting coe cients are shown in gs. 12(a), 12(d).
In general, the evaluation of the approximation of the true coe cients is not as immediate as in the previous cases. A good criterion to construct an e cient pre lter is to take into account the nature of the components of the multi-scaling functions we are dealing with. For example, the Chui-Lian orthonormal multi-scaling function with support 0; 3] does not satisfy any interpolatory condition, but the behaviour of its components is similar to Chui-Lian multiscaling function with support 0; 2]. So, we can expect that a pre lter acting as a low-pass for From a careful analysis of these results, it is evident that a pre lter, which is inappropriate for a certain basis, makes that basis ine cient in compression problems, due to the presence of high wavelet coe cients. Note, for example, the results produced using the even/odd pre lter with all the bases ( gs. 9 { 10). The only acceptable results with this pre lter are obtained with the GHM multi-scaling function for signal 1, probably due to the fact that its values are in a reasonable range ( g. 9(b)). On the other hand, the Haar pre lter is evidently not suitable for GHM (see gs. 13(b), 14(b)), but, according to our previous conjecture, it can be successfully used with all the other bases, which have a similar spectral behaviour ( gs. 13(c), 13(d), 13(e), 14(c), 14(d), 14(e)). Anyway, the best pre ltering strategy is the one which provides the best approximation of the true coe cients, when, of course, this is possible ( gs. 12(b), 12(c), 12(e), 12(f)). However, for more general applications, such as image processing 6], where, due to the great amount of data, the computational cost of the preprocessing scheme becomes a crucial where y andỹ are, respectively, the original and the reconstructed signal.
Tab. 1 shows the results obtained using all the multiwavelet bases described in this paper with di erent pre ltering methods. For comparison, Daubechies orthonormal wavelets with 4 and 6 coe cients (corresponding to 2 and 3 vanishing moments) have been considered. It can be observed that the multiwavelet bases, in connection with an appropriate pre lter (as explained in the previous section), give good results in comparison to the Daubechies bases, especially for signal 2. On the contrary, a wrong choice of pre lter leads to very bad reconstructions. Note, for example, in g. 17 the completely wrong results obtained with both CL 0,2] and GHM using the even/odd lter. This is less evident in the case of the rst signal ( g. 16), due to the low
