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やそのフラグメント達を用いてしばしば検証が行われてきた。例えば、P と Q を命題定数とする
とき、「(良い)事象 P はいつか必ず起こる」という“活性”や「(悪い)事象 Q は決して起こらな
い」という“安全性”等の時間の変化によって事象 P や Q が起こったり、起こらなかったりする
様子は、命題様相 ¹計算の論理式として表現される。しかし、命題様相 ¹計算の表現力はそれほ
ど高くなく、例えば、非有界個のプロセスに対する相互排除問題などは形式化できない。そこで、
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このような検証対象や検証項目をも形式化できるよう、命題様相 ¹計算を一階へ拡張した論理を
新たに構築する。また、それを“一階様相 ¹計算”と呼ぶことにする。
構文と標準意味論 一階様相 ¹計算の構文を、命題様相 ¹計算と一階述語論理の構文を混合した
ものとして定義する。これにより、例えば X を (命題様相 ¹計算の) 命題変数、y を (一階述語論
理の) 個体変数、P を (一階述語論理の)一変数述語記号とするとき、次の文字列は一階様相 ¹計
算の論理式になる:
¹X: (8y:P (y)) _ §X
命題様相 ¹計算の論理式は、クリプキ構造と呼ばれる、集合W“状態集合”(または可能世界
集合)とその上の二項関係R の組み hW;Ri を用いて解釈される。しかし、クリプキ構造では一階
の対象を解釈できないので、一階様相 ¹計算の論理式を解釈するためには、クリプキ構造を拡張
する必要がある。一階様相 ¹計算の論理式の“標準意味論”では、一階述語論理の個体変数と述語
記号を解釈するための集合 D“個体領域”と、述語記号の個体領域での解釈を定める函数 I をク
リプキ構造に付加した“標準 ¹-構造”hW;R;D; Ii を考える。さらに、標準 ¹-構造に自由変数を
解釈する函数“付値”を加えた“標準 ¹-モデル”を用いて論理式を解釈する。(この構造は一階様












一般意味論に関する完全性 鹿島と佐藤はクリプキ構造を拡張して、(命題様相 ¹計算の) 一般 ¹-
構造および一般 ¹-モデルという概念を導入し、命題様相 ¹計算の証明体系が一般 ¹-モデルに関し
完全になることを証明した [31]。本論文では、これらの概念を拡張した一階様相 ¹計算の“一般 ¹-
構造”および“一般 ¹-モデル”を定義し、一階様相 ¹計算の自然な証明体系が一般 ¹-モデルに関
し完全になることを証明する。すなわち次の定理を証明する：
論理式 ' が既に与えた証明体系で証明可能() ' は一般 ¹-モデルに対し恒真
一般 ¹-構造は標準 ¹-構造 hW;R;D; Ii に命題変数の動く範囲“命題領域”を指定する集合 Q (µ
}(W)) を付け加えたものとして定義する。このように定義した一般 ¹-構造は、標準 ¹-構造の拡張




f® 2 Q j [['(®)]] µ ® g
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ただし Q としては次の条件を満たしているもののみを考える:



























1. T が !-安定ならば、任意の集合 A に対し A 上の原子モデルが存在する
2. T が超安定ならば、任意の集合 A に対し A 上の a-素モデルが存在する
3. T が安定ならば、任意の集合 A に対し A 上の局所原子モデルが存在する




今 P は自由変数を含む論理式 (P に含まれる自由変数はひとつだけでなくてもよい)であると
し、安定性の拡張概念である P に関する安定性と、それに対応する P に関するある種の局所原子
モデル (P に関する局所原子性)を次のように定義する。
定義 任意の集合 A に対し、jAj · ¸ ならば jf p(x¯) 2 S(A) : P (x¯) 2 p(x¯) gj · ¸ となるとき、T
は“ P の中で ¸-安定”であるという。T がある ¸ で P の中で ¸-安定となるとき、T は“ P の
中で安定”であるという。さらに B ½ A とする。集合 PA が集合 PB 上局所原子的であるとき、
“ A は P に関し B 上局所原子的”であるという。
P として x = x を考えれば、T が安定ならば、T は P の中で安定である。したがって、P に関
する安定性は明らかに安定性より弱い条件である。このとき、次の定理を証明する。
定理 理論 T は P の中で安定であるとし、A は可算集合とする。PM の全ての L(A)-定義可能な
部分集合が L(PA)-定義可能であるとき、A を含み、P に関し A 上局所原子的な可算モデルが存
在する。
正規基本写像 構造 M の部分基本写像 f が、その領域または値域が M と等しくなるような M
上の基本写像に拡大できるとき、f は“正規”であるという。坪井と池田は文献 [27]において、部
分基本写像の正規性とある種のモデルの三つ組みの存在の同値性を証明した。理論 T が !-安定で









定義 (M1;M2; N) は T のモデル M1;M2 と N の三つ組みとする。
² 次の条件を満たすとき、(M1;M2; N) は弱特別であるという :
1. N ÁMi かつ N 6=Mi (i = 1; 2)
2a. M1 nN の要素 a1 が存在して、M2 nN の任意の要素 b1 に対し tp(a1=N) 6= tp(b1=N)
が成り立つ
2b. M2 nN の要素 b2 が存在して、M1 nN の任意の要素 a2 に対し tp(b2=N) 6= tp(a2=N)
が成り立つ
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² 次の条件を満たすとき、(M1;M2; N) は殆特別であるという :
1. N ÁMi かつ N 6=Mi (i = 1; 2)













理(propositional dynamic logic, PDL)、LTL や CTL の一階拡張が考えられてきた [12, 14, 15]。
この章では、命題様相 ¹計算の一階拡張 (構文と標準意味論) とそれに対応するの証明体系を提












や CTL のような命題論理の場合は、命題様相 ¹計算がこの役割を果たす中間言語として合意さ
れている。したがって、我々は FOM¹ がこれらの命題論理の一階拡張の中間言語になると予想す





この章の構成 2.2節において、FOM¹ の構文を定義する。2.3節において、FOM¹ のクリプキ構
造を基にした標準意味論を定義する。また 2.4節において、FOM¹ の証明体系を提案する。恒真な
論理式全体が帰納的枚挙可能でないこと、すなわち全ての証明体系に対し完全ではないことを 2.5








この節では、命題様相 ¹ 計算の構文と一階述語論理の構文を合わせて、FOM¹ の構文を定義
する。
定義 2.2.1 FOM¹ の語彙(vocabulary) ¾ は、ふたつの集合 IVar、PVar と自然数 n ¸ 1 毎に
用意される集合 Predn の和集合とする。
IVar の要素を対象変数 (individual variable) と呼び、x; y; : : : などで表す。PVar の要素を命題
変数 (propositional variable) と呼び、X;Y; : : : などで表す。さらに Predn の要素を n-変数述語記
号 (predicate symbol) と呼び、P;Q; : : : などで表す。また
SfPredn j n 2 Natg を単に Pred と書
くことにする。
なお、PVar は命題様相 ¹計算の語彙でもあり、IVar と Pred は一階述語論理の語彙でもある。
命題述語論理の語彙に、述語記号だけでなく、函数記号 (定数記号は 0-変数函数記号と考える)を
加えて、FOM¹ の語彙を定義することも考えられる。他方、一階様相論理(ﬁrst-order modal logic,
[7, 10]参照)は FOM¹ に包含される。さらに、函数記号を許す一階様相論理は問題を引き起こすこ
とが知られている ([7]参照)。そこで、我々は FOM¹ の語彙には函数記号を含めないことにした。
以下、特に断らない限り、ある語彙 ¾ を固定して議論を進める。
定義 2.2.2 FOM¹ の ¾-論理式(formula)、対象変数および命題変数の論理式中の自由 (free)な出
現、命題変数の論理式中の肯定的 (positive)出現を、以下のように相互再帰的に定義する。また、
命題変数の論理式中のある出現が肯定的でないとき、その出現は否定的 (negative) であるという。
1. P 2 Predn かつ x0; x1; : : : ; xn¡1 2 IVar のとき P (x0; x1; : : : ; xn¡1) は論理式 (この形の論
理式を特に原子論理式 (atomic formula)と呼ぶ )。この論理式は、各対象変数 xi(0 · i < n)
について明らかな唯一の出現を持ち、いかなる命題変数の出現も持たない。
2. X 2 PVar のとき X は論理式。この論理式は、いかなる対象変数の出現も持たない。さら
にこの論理式は、X に関し、明らかな唯一の自由かつ肯定的な出現を持ち、他の命題変数の
出現を持たない。
3. ' が論理式のとき (:') は論理式。変数の (:') における出現は、それが ' において自由な
とき、自由であるとする。命題変数の (:') における出現は、それが ' において否定的であ
るとき、肯定的であるとする。
2.2. 構文 11
4. ' と Ã が論理式のとき (' _ Ã) は論理式。変数の (' _ Ã) における出現は、それが ' また
は Ã において自由であるとき、自由であるとする。命題変数の ('_Ã) における出現は、そ
れが ' または Ã において肯定的であるとき、肯定的であるとする。
5. ' が論理式のとき (¤') は論理式。変数の (¤') における出現は、それが ' において自由
であるとき、自由であるとする。命題変数の (¤') における出現は、それが ' において肯定
的であるとき、肯定的であるとする。
6. x 2 IVar かつ ' が論理式のとき ((8x): ') は論理式。対象変数 y の ((8x): ') における出現
は、y 6= x、かつそれが ' において自由であるとき、自由であるとする。また x は ((8x): ')
に自由な出現を持たないとする。命題変数の ((8x): ') における出現は、それが ' において
自由であるとき、自由であるとする。命題変数の ((8x): ') における出現は、それが ' にお
いて肯定的であるとき、肯定的であるとする。
7. X 2 PVar かつ ' は X の否定的な出現を持たない論理式のとき ((¹X): ') は論理式。対象
変数の ((¹X): ') における出現は、それが ' において自由であるとき、自由であるとする。
命題変数 Y の ((¹X): ') における出現は、Y 6= X、かつそれが ' において自由であると
き、自由であるとする。また X は ((¹X): ') に自由な出現を持たないとする。命題変数の
((¹X): ') における出現は、それが ' において肯定的であるとき、肯定的であるとする。
対象変数 x, y と論理式 ' に対し、' における x の自由な出現全てを y で置き換えたものを
'[y=x] と書く。同様に、命題変数 X と論理式 Ã に対し、' における X の自由な出現全てを Ã
で置き換えたものを '[Ã=X] と書く。なお、代入により自由変数が束縛される場合は、束縛変数の
付け替えを行ってから代入する。また、以下のよく知られた省略形を用いる。
² (' ^ Ã) def= (:((:') _ (:Ã)))
² (' ¾ Ã) def= ((:') _ Ã)
² (' ´ Ã) def= ((' ¾ Ã) ^ (Ã ¾ '))
² ((9x): ') def= (:((8x): (:')))
² (§') def= (:(¤(:')))
² ((ºX): ') def= (:((¹X): (:'[(:X)=X])))
論理式中に現れる記号 8 と 9 のことを量化記号、¤ と § のことを様相演算子、¹ と º のこと
を不動点演算子とそれぞれ呼ぶ。また、可読性を高めるために、括弧“ (”と“ )”を適時省略する。
なお、その際の記号の結合の強さは以下の通りとする:
f:;¤;§ g > f^;_g > f¾g > f´g > f 8;9; ¹; º g
以下に省略形の例と対応する省略形を用いない論理式の例を示す。
² :' _¤Ã は ((:') _ (¤Ã)) の省略形である
² ' ^ Ã ¾ ' _ Ã は ((' ^ Ã) ¾ (' _ Ã)) の省略形である
² ¹X:' ¾ ¤Ã ^X は ((¹X):(' ¾ ((¤Ã) ^X))) の省略形である
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2.3 標準意味論
集合 W とその上の二項関係 R の組 hW;Ri はクリプキ構造またはクリプキフレームと呼ばれ、
命題様相論理 ([3, 7, 11]参照) や命題様相 ¹計算の意味論を定義するのに用いられる。この節では、





定義 2.3.1 FOM¹ の ¾-標準 ¹-構造 (¾-standard ¹-structure) は次の要素 W、R、D、I から構
成される四つ組み S = hW;R;D; Ii とする :
² W は空でない集合
² R は W 上の二項関係
² D は空でない集合
² I は n-変数述語記号 P 2 Pred と要素 w 2 W を引数とし、D 上の n-変数述語を返す函数
上の定義中の集合 D のことを個体領域(individual domain)と呼び、函数 I のことを ¾ の S にお
ける解釈 (interpretation)と呼ぶ。また、W の要素を状態 (state)または可能世界 (possible world)
と呼ぶ。なお、文脈から ¾ や S が明らかな場合は、¾ の S における解釈函数のことを単に解釈
函数と呼ぶことにする。
続いて、自由変数を含む FOM¹ の論理式を解釈するために、自由変数の解釈値を定める函数を
定義する。 FOM¹ の論理式には二種類の変数記号 (対象変数記号と命題変数記号)が存在するの
で、FOM¹ の自由変数の解釈値を定める函数は、それぞれの種類の自由変数の解釈値を定める函
数を合わせた函数として定義する。
定義 2.3.2 S = hW;R;D; Ii を ¾-標準 ¹-構造とする。変数記号全体 IVar [ PVar から個体領
域 D と状態集合のべき集合 }(W) の和集合への函数で、以下の条件を満たすものを S における
付値(valuation) と呼ぶ :
² 対象変数が引数のときは個体領域 D の要素を返す。
² 命題変数が引数のときは状態集合 }(W) の要素を返す。
以上で、論理式を解釈するのに必要な要素を全て定義した。そこで、論理式を解釈するための構
造を以下のように定義する。
定義 2.3.3 ¾-標準 ¹-構造 S と S における付値 V の組 hS;Vi を ¾-標準 ¹-モデル (¾-standard
¹-model)と呼ぶ。
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文脈から S が明らかな場合は、S における付値のことを付値と呼ぶ。また、文脈から ¾ と S が
明らかな場合は、¾-標準 ¹-構造と ¾-標準 ¹-モデルのことを、それぞれ標準 ¹-構造、標準 ¹-モデ
ルと呼ぶことにする。
論理式の意味を定義する前に、定義に必要な付値の表記を与える。すなわち、要素 d 2 D と
® 2 }(W) に対し、付値 V[d=x] と V[®=X] を以下で定義する:
V[d=x](y) =
8<:d (y = x のとき)V(y) (y 6= x のとき) V[®=X](Y ) =
8<:® (Y = X のとき)V(Y ) (Y 6= X のとき)
ただし、上の定義中の y は個体変数とは限らないとする。また、Y は命題変数とは限らないとする。
定義 2.3.4 hS;Vi を標準 ¹-モデルとする。論理式全体から }(W) への写像 [[¡]]SV を以下のように
帰納的に定義する。
1. [[P (x1; : : : ; xn)]]SV
def= fw 2 W j (V(x1); : : : ;V(xn)) 2 I(P;w) g
2. [[X]]SV
def= V(X)
3. [[:']]SV def= W n [[']]SV
4. [[' _ Ã]]SV def= [[']]SV [ [[Ã]]SV
5. [[8x: ']]SV def=
Tf [[']]SV[d=x] j d 2 D g
6. [[¤']]SV
def= fw 2 W j任意の w0 2 W に対し (w;w0) 2 R ならば w0 2 [[']]SV g
7. [[¹X:']]SV
def=
Tf® 2 }(W) j [[']]SV[®=X] µ ® g
[[']]SV を ' の hS;Vi における意味と呼ぶ。
論理式 ¹X:' の標準 ¹-構造 hS;Vi における意味 [[¹X:']]SV について、以下で解説する。先ず
は、解説に必要な定義を与える。
定義 2.3.5 ' は論理式、X は命題変数とする。また S = hW;R;D; Ii は標準 ¹-構造、V は付値
とする。このとき、函数 FS;V';X : }(W)! }(W) を FS;V';X(®) def= [[']]SV[®=X] で定義する。
このとき、以下の補題と定理が成り立つ。
補題 2.3.6 (単調性) 任意の論理式 '、命題変数 X、標準 ¹-構造 S = hW;R;D; Ii、付値 V に対
し、X が ' で肯定的ならば FS;V';X は単調である。
証明 X は命題変数、S = hW;R;D; Ii は標準 ¹-構造であるとする。また、要素 ®、¯ 2 }(W)
は ® µ ¯ を満たしているとする。このとき、任意の論理式 ' に対し、
任意の付値 V に対し [[']]SV[®=X] µ [[']]SV[¯=X]
となることを、' の構成に関する帰納法で証明すれば、FS;V';X が単調であることが示される。
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' = ¹Y:Ã、X 6= Y かつ X は ' で肯定的な場合を考える。このとき、帰納法の仮定から、任意
の要素 ° 2 }(W) に対し、[[Ã]]S(V[°=Y ])[®=X] µ [[Ã]]S(V[°=Y ])[¯=X] が成り立つ。他方、次の関係が成
り立つ:
8° 2 }(W): [[Ã]]SV[®=X][°=Y ] µ [[Ã]]SV[¯=X][°=Y ]
)
\
f ° 2 Q j [[Ã]]SV[®=X][°=Y ] µ ° g µ
\
f ° 2 Q j [[Ã]]SV[¯=X][°=Y ] µ ° g
, [[¹Y:Ã]]SV[®=X] µ [[¹Y:Ã]]SV[¯=X]
したがって、[[¹Y:Ã]]S(v;V [®=X]) µ [[¹Y:Ã]]S(v;V [¯=X]) が成り立つ。
論理式の形が上記の場合以外も、同様に証明される。 ¤
定理 2.3.7 (最小不動点 Tarski-Knaster) 'は論理式、X は命題変数とする。またS = hW;R;D; Ii
は標準 ¹-構造、V は付値とする。このとき、[[¹X:']]SV は FS;V';X の最小不動点である。
証明 先ずは [[¹X:']]SV が F
S;V




任意の ®0 2 }(W) に対し、FS;V';X(®0) µ ®0 ) FS;V';X(
\




f® 2 }(W) j FS;V';X(®) µ ® g) µ
\
fFS;V';X(®0) j ®0 2 }(W); FS;V';X(®0) µ ®0 g
µ
\
f® 2 }(W) j FS;V';X(®) µ ® g







) FS;V';X([[¹X:']]SV) 2 f® 2 }(W) j FS;V';X(®) µ ® g
) [[¹X:']]SV =
\
f® 2 }(W) j FS;V';X(®) µ ® g µ FS;V';X([[¹X:']]SV)





';X の不動点達の中で最小であることを示す。任意の ¯ 2 }(W) に対し、
次の関係が成り立つ :
¯ は FS;V';X の不動点 , [[']]SV[¯=X] = ¯
) ¯ 2 f® 2 }(W) j FS;V';X(®) µ ® g
) [[¹X:']]SV =
\
f® 2 }(W) j FS;V';X(®) µ ® g µ ¯




定義 2.3.8 ' は論理式、S = hW;R;D; Ii は標準 ¹-構造、V は付値とする。
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² 状態 w 2 W に対し w 2 [[']]SV が成り立つとき、' は標準 ¹-モデル hS;Vi において w に関
し真(true)であるといい、S; w °V ' と書き表す。
² 任意の状態 w0 2 W と任意の付値 V 0 に対し S; w0 °V0 ' が成り立つとき、' は標準 ¹-構造
S において恒真 (valid in S)であるといい、S ° ' と書き表す。
² 任意の標準 ¹-構造 S 0 に対し S 0 ° ' が成り立つとき、' は恒真 (valid)であるといい、° '
と書き表す。
さらに、上で定義した恒真性と対になる充足可能性を以下のように定義する。
定義 2.3.9 Σ は論理式の集まりとする。
² 与えられた標準 ¹-構造 S = hW;R;D; Ii において、ある状態 w 2 W と付値 V が存在し
て、Σ の全ての要素 ' に対し S; w °V ' となるとき、Σ は S において充足可能 (satisﬁable
in S)であるという。特に Σ = f' g のとき、' は S において充足可能であるという。
² Σ の任意の有限部分集合 Σ0 が標準 ¹-構造 S において充足可能であるとき、Σ は S におい
て有限充足可能 (ﬁnitely satisﬁable in S)であるという。特に Σ = f' g のとき、' は S に
おいて有限充足可能であるという。
² ある標準¹-構造 S が存在し、Σが S において充足可能となるとき、Σは充足可能 (satisﬁable)
であるという。特に Σ = f' g のとき、' は充足可能であるという。
² Σ の任意の有限部分集合 Σ0 が充足可能であるとき、Σ は有限充足可能 (ﬁnitely satisﬁable)
であるという。特に Σ = f' g のとき、' は有限充足可能であるという。
本節で定義した標準 ¹-構造による意味論のことを (FOM¹ の)標準意味論と呼ぶ。
2.4 証明体系
本節では、前節で定義した FOM¹ の標準意味論に対する証明体系を、自然演繹スタイルで提案
する。(自然演繹については文献 [24]などを参照) FOM¹ の標準意味論は命題様相 ¹計算と一階述
語論理の自然な拡張になっていた。そこで、命題様相 ¹計算の証明体系と一階述語論理の証明体系
を合わせたものを、FOM¹ の証明体系とする。
定義 2.4.1 FOM¹ の証明体系(proof system) は図 2.1中の 13の推論規則から構成される。なお、
記号 ? はある固定された論理式 ' による ' ^ :' の省略形とする。
証明図や証明可能性の定義も、通常と同様に行う。なお、論理式 ' が証明可能なとき、` ' と
書くことにする。
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'
' _ Ã _I1
Ã























¤(' ¾ Ã) ¤'
¤Ã ¤E (8x:¤') ¾ ¤8x: ' Bar









推論規則 ¹E において、Ã へ至る証明図の取り除かれていない仮定は '[Ã=X] のみであるとする。
図 2.1: FOM¹ の証明体系
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2.4.1 等号付一階様相 ¹計算
この項では、FOM¹ の標準意味論 (2.3節)と証明体系 (2.4節)を、等号を表す二変数述語記号
“=” を扱うために、文献 [7]と同様の手法で以下のように拡張する。二変数述語記号 “=” は全ての
標準 ¹-構造で等号として解釈されるように定義する。すなわち、任意の標準 ¹-構造 hW;R;D; Ii
と任意の状態 w 2 W に対し、I(=; w) def= f (d; d) j d 2 D g と定義する。他方、図 2.2中の三つ
の推論規則を 2.4節で与えた証明体系に加えて得られる証明体系を (FOM¹ の) 等号付証明体系と
呼ぶ。
x = x I1
x = y '
Ã
I4 x 6= y ¾ ¤(x 6= y) I5
ただし、I4 中の Ã は ' の中の x の自由な出現のうちいくつかを y に置き換えて得られる式。
図 2.2: FOM¹ の等号付証明体系
このように定義すると、以下の論理式は等号付証明体系で証明可能である:
² x = y ¾ y = x
² x = y ^ y = z ¾ x = z
² x = y ¾ ¤(x = y)








任意の証明可能な論理式が (標準 ¹-モデルに関し)恒真であることを示す。この項では、標準 ¹-構
造 S や付値 V が文脈から明らかな場合、論理式 ' の意味 [[']]SV を [[']]V あるいは [[']] と略記す
ることがある。
健全性の証明を行う前に、次の補題を用意する。
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証明 標準 ¹-モデル S = hW;R;D; Ii、付値 V と論理式 Ã を固定する。論理式 ' の構成に関す
る帰納法で、任意の論理式 ' に対し、[['[Ã=X]]]SV = [[']]SV[[[Ã]]SV=X] が成り立つことを示す。
'が原子論理式または命題変数の場合 ' 6= X ならば、明らかに成り立つ。そこで、' = X の場
合を示す。
[[X[Ã=X]]]V = [[Ã]]V = [[X]]V[[[Ã]]V=X]
'が :µの形の論理式の場合
[[(:µ)[Ã=X]]]V = [[:(µ[Ã=X])]]V
= S n [[µ[Ã=X]]]V
= S n [[µ]]V[[[Ã]]V=X]
= [[:µ]]V[[[Ã]]V=X]
'が µ1 _ µ2 の形の論理式の場合
[[(µ1 _ µ2)[Ã=X]]]V = [[(µ1[Ã=X]) _ (µ2[Ã=X])]]V
= [[µ1[Ã=X]]]V [ [[µ2[Ã=X]]]V
= [[µ1]]V[[[Ã]]V=X] [ [[µ2]]V[[[Ã]]V=X]
= [[µ1 _ µ2]]V[[[Ã]]V=X]
'が ¤µの形の論理式の場合
[[(¤µ)[Ã=X]]]V = [[¤(µ[Ã=X])]]V
= fw 2 W j 8w0 2 W: (w;w0) 2 R ) w0 2 [[µ[Ã=X]]]V g
= fw 2 W j 8w0 2 W: (w;w0) 2 R ) w0 2 [[µ]]V[[[Ã]]V=X] g
= [[¤µ]]V[[[Ã]]V=X]
'が 8x: µの形の論理式の場合 論理式 Ã には x の自由な出現は無いとしてよい。
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'が ¹Y: µの形の論理式のとき 論理式 Ã には Y の自由な出現は無いとしてよい。
[[(¹Y: µ)[Ã=X]]]V = [[¹Y: (µ[Ã=X])]]V
=
\
f® 2 }(W) j [[µ[Ã=X]]]V[®=Y ] µ ® g
=
\
f® 2 }(W) j [[µ]](V[®=Y ])[[[Ã]]V[®=Y ]=X] µ ® g
=
\






定理 2.5.2 (健全性) ' を論理式、D を ' へ至る証明図とする。このとき、任意の標準 ¹-構造 S
と付値 V に対し、次の包含関係が成り立つ :\
f [[µ]]SV j µ 2 Γ(D; ') g µ [[']]SV
ただし Γ(D; ') は、D の ' へ至る部分証明図中の取り除かれていない仮定全ての集まりとする。
さらに、Γ(D; ') が空集合のとき (すなわち ' が証明可能なとき )は
Tf [[µ]]SV j µ 2 Γ(D; ') g =W
とする。
証明 D の構成に関する帰納法で証明する。以下、特に断らない限り、ある標準 ¹-構造 S =
hW;R;D; Ii と付値 V を固定して議論する。
D がひとつの要素 (論理式) ' だけからなるときは、取り除かれていない仮定と結論は同じ論理
式なので、Γ(D; ') = f' g。したがって、定理は成り立つ。
D が二つ以上の要素からなるときは、最後に適用された推論規則毎に主張を示す。なお、各場合
の証明中に現れる論理式 ';Ã; Â は、定義 2.4.1中の対応する推論規則に現れるものと同じ論理式
を表すとする。また、以下の証明では、推論規則 :E 以外の場合では、仮定が全て取り除かれてい
ても (すなわち
Tf [[µ]] j µ 2 Γ(D; ') g =W でも)よいことに注意。
Bar の場合 このとき、結論 (8x:¤') ¾ ¤8x: ' へ至る証明図は前提を持たない (すなわち全て
の仮定は取り除かれている)ので、[[(8x:¤') ¾ ¤8x: ']]V =W を示せばよい。この等式が成り立
つことは、以下の関係が成り立つことからわかる :
w 2 [[8x:¤']]V , 8d 2 D:8w0 2 W: ((w;w0) 2 R ) w0 2 [[']]V[d=x])
, 8w0 2 W: ((w;w0) 2 R ) w0 2
\
f [[']]V[d=x] j d 2 D g)
, 8w0 2 W: ((w;w0) 2 R ) w0 2 [[8x: ']]V)
, w 2 [[¤8x: ']]V
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_I1の場合 結論 '_Ã へ至る証明図を Dとする。Tf [[µ]] j µ 2 Γ(D; '_Ã) g µ [['_Ã]]を示せばよ
い。_I1で新たに取り除かれる仮定は無いので、帰納法の仮定からTf [[µ]] j µ 2 Γ(D; '_Ã) g µ [[']]
が成り立つ。他方、[[']] µ [['_Ã]] が成り立つので、合わせてTf [[µ]] j µ 2 Γ(D; '_Ã) g µ [['_Ã]]
が成り立つ。
_I2 の場合も同様に証明される。
_Eの場合 結論 Â へ至る証明図を D とする。Tf [[µ]] j µ 2 Γ(D; Â) g µ [[Â]] を示せばよい。今、
Â の前提 ' _ Ã; Â (左)と Â (右) へ至る証明図をそれぞれ D1;D2;D3 (µ D) とする。このとき、
Γ(D1; '_Ã) µ Γ(D; Â);Γ(D2; Â) µ Γ(D; Â)[f'g と Γ(D3; Â) µ Γ(D; Â)[fÃg が成り立つ。また、
帰納法の仮定から次が成り立つ :
² Tf [[µ]] j µ 2 Γ(D1; ' _ Ã) g µ [[' _ Ã]]
² Tf [[µ]] j µ 2 Γ(D2; Â) g µ [[Â]]
² Tf [[µ]] j µ 2 Γ(D3; Â) g µ [[Â]]
以上の結果から、以下の不等式が成り立つ :\
f [[µ]] j µ 2 Γ(D; Â) g µ
\
f [[µ]] j µ 2 Γ(D1; ' _ Ã) g \
\
f [[µ]] j µ 2 Γ(D; Â) g
µ [[' _ Ã]] \
\
f [[µ]] j µ 2 Γ(D; Â) g
µ ([[']] \
\
f [[µ]] j µ 2 Γ(D; Â) g) [ ([[Ã]] \
\
f [[µ]] j µ 2 Γ(D; Â) g)
µ Γ(D2; Â) [ Γ(D3; Â)
µ [[Â]]
:I の場合 結論 :' へ至る証明図を D とする。Tf [[µ]] j µ 2 Γ(D;:') g µ [[:']] を示せばよ
い。帰納法の仮定から
Tf [[µ]] j µ 2 Γ(D;:') [ f'g g µ [[?]] (= ;) が成り立つ。したがってTf [[µ]] j µ 2 Γ(D;:') g µ [[:']] が成り立つ。
:Eの場合 結論 ?へ至る証明図を Dとする。Tf [[µ]] j µ 2 Γ(D;?) g µ [[?]]を示せばよい。今、?
の前提 ' と :' へ至る証明図をそれぞれ D1;D2 (µ D) とする。このとき、Γ(D1; ');Γ(D2;:') µ
Γ(D;?) が成り立つ。帰納法の仮定から次が成り立つ :
² Tf [[µ]] j µ 2 Γ(D1; ') g µ [[']]
² Tf [[µ]] j µ 2 Γ(D2;:') g µ [[:']]
他方、[[']] \ [[:']] = ; が成り立つ。以上の事実から、Tf [[µ]] j µ 2 Γ(D;?) g = ; が成り立つ。し
たがって、
Tf [[µ]] j µ 2 Γ(D;?) g µ [[?]] が成り立つ。
RAA の場合 結論 ' へ至る証明図を D とする。
Tf [[µ]] j µ 2 Γ(D; ') g µ [[']] を示せばよ
い。帰納法の仮定から、
Tf [[µ]] j µ 2 Γ(D; ') [ f:'g g µ [[?]] (= ;) が成り立つ。したがってTf [[µ]] j µ 2 Γ(D; ') g µ [[']] が成り立つ。
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8Iの場合 結論 8x: ' へ至る証明図を D とする。Tf [[µ]]V j µ 2 Γ(D;8x: ') g µ [[8x:']]V を示せ
ばよい。推論規則 8I の適用条件から、全ての論理式 µ 2 Γ(D;8x: ') は対象変数 y の自由な出現
を含まないので、任意の d 2 D と任意の µ 2 Γ(D;8x: ') に対し [[µ]]V[d=y] = [[µ]]V が成り立つ。他
方、帰納法の仮定から、すべての d 2 D に対し次が成り立つ :\
f [[µ]]V[d=y] j µ 2 Γ(D;8x: ') g µ [['[y=x]]]V[d=y]
よって、以下の包含関係が成り立つ :\











8Eの場合 結論 '[z=x] へ至る証明図を D とする。Tf[[µ]] j µ 2 Γ(D; '[z=x]) g µ [['[z=x]]] を示せ
ばよい。8Eで新たに取り除かれる仮定は無いので、帰納法の仮定からTf [[µ]] j µ 2 Γ(D; '[z=x]) g µ
[[8x: ']]が成り立つ。他方、[[8x: ']] µ [['[z=x]]]が成り立つ。したがってTf[[µ]] j µ 2 Γ(D; '[z=x]) g µ
[['[z=x]]] が成り立つ。
¤Iの場合 結論 ¤' へ至る証明図を D とする。
Tf [[µ]] j µ 2 Γ(D;¤') g µ [[¤']] を示せばよい。
推論規則 ¤I の適用条件から、(結論 ¤' へ至る証明図 D の前提) ' に至る証明図 D0 中のすべて
の仮定は取り除かれている。D0 は D に含まれるので、帰納法の仮定から [[']] = W が成り立つ。
このとき [[¤']] =W となるので、Tf [[µ]] j µ 2 Γ(D;¤') g µ [[¤']] 成り立つ。
¤Eの場合 結論 ¤Ã へ至る証明図を D とする。
Tf [[µ]] j µ 2 Γ(D;¤Ã) g µ [[¤Ã]] を示せばよ
い。今、¤Ã の前提 ¤' と ¤(' ¾ Ã) へ至る証明図をそれぞれ D1;D2 (µ D) とする。このとき、
Γ(D1;¤');Γ(D2;¤(' ¾ Ã)) µ Γ(D;¤Ã) が成り立つ。また、帰納法の仮定から次が成り立つ :
² Tf [[µ]] j µ 2 Γ(D1;¤') g µ [[¤']]
² Tf [[µ]] j µ 2 Γ(D2;¤(' ¾ Ã)) g µ [[¤(' ¾ Ã)]]
他方、[[¤(' ¾ Ã)]] \ [[¤']] µ [[¤Ã]] が成り立つ。したがって、次の関係が成り立つ :\
f [[µ]] j µ 2 Γ(D;¤Ã) g µ
\
f [[µ]] j µ 2 Γ(D1;¤') g \
\
f [[µ]] j µ 2 Γ(D2;¤(' ¾ Ã)) g
µ [[¤']] \ [[¤(' ¾ Ã)]]
µ [[¤Ã]]
¹Iの場合 結論 ¹X:'へ至る証明図を Dとする。
Tf [[µ]]V j µ 2 Γ(D; ¹X:') g µ [[¹X:']]V を示せ
ばよい。¹Iで新たに取り除かれる仮定は無いので、帰納法の仮定から
Tf[[µ]]V j µ 2 Γ(D; ¹X:') g µ
[['[(¹X:')=X]]]V が成り立つ。他方、補題 2.5.1 と [[¹X:']]V が函数 FS;V';X の最小不動点であるこ
とから、以下の等式が成り立つ :




Tf [[µ]]V j µ 2 Γ(D; ¹X:') g µ [[¹X:']]V が成り立つ。
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¹Eの場合 結論 Ã へ至る証明図を D とする。
Tf [[µ]]V j µ 2 Γ(D; Ã) g µ [[Ã]]V を示せばよい。
今、Ã の前提 ¹X:' と Ã へ至る証明図をそれぞれ D1;D2 (µ D) とする。このとき、帰納法の仮
定から次が成り立つ :
² Tf[[µ]]V j µ 2 Γ(D1; ¹X:') g µ [[¹X:']]V
² Tf[[µ]]V j µ 2 Γ(D2; Ã) g µ [[Ã]]V
また、推論規則 ¹E の適用条件から、D2 の取り除かれていない仮定は '[Ã=X] のみである。し
たがって、
Tf[[µ]]V j µ 2 Γ(D2; Ã) g = [['[Ã=X]]]V が成り立つ。以上の結果と補題 2.5.1 から
[[']]V[[[Ã]]V=X] µ [[Ã]]V が成り立つ。ゆえに、[[¹X:']]V の定義から、[[¹X:']]V µ [[Ã]]V が成り立つ。
結局、
Tf [[µ]]V j µ 2 Γ(D; Ã) g µ [[Ã]]V が成り立つ。 ¤
2.5.2 不完全性
完全なフラグメント




これら以外にも、FOM¹ から様相演算子を取り除いて得られるフラグメント FO¹ が考えられ
る。FO¹ は様相演算子がないので、不動点演算子は意味を成さず、多少不自然な論理ではあるが、
FO¹ の意味論と証明体系を以下のように定めると、健全かつ完全になる。
FO¹ は様相演算子を持たないので、FOM¹ の標準 ¹-構造 hW;R;D; Ii のうち W が一元集合








ただし、推論規則 ¹I 0 において、命題変数 X は論理式 ' で肯定的であるとする。
FO¹ の健全性は FOM¹ の健全性の証明と同様に示すことができる。また、次の命題から FO¹
の完全性が分かる。
命題 2.5.3 (龍田) 命題変数 X は FO¹ の論理式 ' で肯定的であるとする。このとき、' が FO¹
の標準 ¹-モデルに関して恒真ならば、かつそのときに限り ¹X:' は FO¹ の標準 ¹-モデルに関し
て恒真。
証明 FO¹ の標準 ¹-構造 S = hW;R;D; Ii をひとつ固定する。このとき、' は S で恒真ならば、
かつそのときに限り ¹X:' は S で恒真であることを示せば十分。
()) ' は S で恒真であるとする。このとき、任意の付値 V に対し [[']]SV[;=X] = W が成り立
つ。また、函数 FS;V';X が単調であることから、}(W) の任意の要素 ®0 と任意の付値 V に対し
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[[']]SV[®0=X] =W が成り立つ。これらの結果から、任意の付値 V に対し f®0 2 }(W) j [[']]SV[®0=X] µ
®0 g =W となる。したがって、¹X:' は S で恒真。
(() ¹X:' は S で恒真であるとする。このとき、任意の付値 V に対し [[¹X:']]SV = W が成り
立つ。さらに、W は一元集合であるから、任意の付値 V に対し次の関係が成り立つ :
[[¹X:']]SV =
8<:; ([[']]SV[;=X] = ; のとき)W それ以外のとき (すなわち [[']]SV[;=X] =W のとき)
したがって、仮定から、任意の付値 V に対し [[']]SV[;=X] =W が成り立つ。さらに、函数 FS;V';X が
単調であることから、}(W) の任意の要素 ®0 と任意の付値 V に対し [[']]SV[®0=X] = W が成り立







タイリング問題が利用されることがある。例えば、KRA と呼ばれる deterministic propositional
dynamic logic の一種が決定可能でないことは、!£!-タイリング問題 (!£! tiling problem、Π01-
完全であることが知られている) をその充足性問題 (satisﬁability problem)に帰着させて証明さ
れた [3]。他にもKR[¤] や共通知識論理 (common knowledge logics)が帰納的公理化できないこと
は、! £ !-再帰タイリング問題 (! £ !-recurrent tiling problem、Σ11-完全であることが知られて
いる) をそれらの充足性問題に帰着させて証明された。(KR[¤] に関しては文献 [3]を参照、共通
知識論理が帰納的公理化不可能であることは文献 [30]で証明された) さらに Hodkinson、Wolter、
Zakharyaschev らは、! £ !-再帰タイリング問題をある一階時相論理の充足性問題に帰着させて、
その一階時相論理が帰納的公理化不可能であることを示した [14]。この節では、[30]中で用いられ
ている手法を FOM¹ に適用し、(すなわち ! £ !-再帰タイリング問題を FOM¹ の充足性問題に
帰着し) FOM¹ が帰納的公理化不可能であることを示す。
以下で、タイルに関する定義を行う。直感的には、ひとつのタイルは、各辺に色の付いた大き
さが 1£ 1 で上下左右の向きを持つ四角形である。そこで、タイル (tile)を、予め与えられた色の
ある集まりの要素達 c1; c2; c3; c4 による四つ組み hc1; c2; c3; c4i として定義する。さらに、タイル
全体から色全体への函数 r (right), l (left), u (up), d (down) をタイル T = hc1; c2; c3; c4i に対し
r(T ) = c1; l(T ) = c2; u(T ) = c3; d(T ) = c4 で定義する。また、ふたつのタイルが同じ色の四辺を
持つとき、その二つのタイルは同値であるという。この同値関係によるタイルの同値類をタイル型
(tile type) と呼ぶ。
定義 2.5.4 (! £ !-再帰タイリング問題 [3]参照) t0 は特別なタイル型とする。また、T は t0 を
含むタイル型の有限集合とする。T に対する ! £ !-再帰タイリング問題は、T に含まれるタイル
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!£!-再帰タイリング問題を FOM¹ の充足性問題に帰着させるには、t0 を含むタイル型の有限
集合 T に対し、次の条件を満たす FOM¹ の論理式 'T を与えればよい :
T による! £ !-再帰タイリングは可能, 'T は充足可能
'T の構成に必要な性質を表す、二つの基本的な論理式について述べる。今、µ は論理式、S =
hW;R;D; Ii は標準 ¹-構造、V は S の付値、w 2 W とする。“ w から到達可能な全ての状態で、
µ が成り立つ”という性質は、次の論理式で表される :
S; w °V ºX:µ ^¤X
また、“その列の上で µ が無限回成り立つような、w から始まる (R による)状態の列が存在する”
という性質は、次の論理式で表される :
S; w °V ºX:¹Y:((µ _ §Y ) ^ §X)
ここから、T に対する ! £ !-再帰タイリング問題を実際に FOM¹ の論理式で記述する。先ず
は T に対する ! £ !-再帰タイリング問題を記述しているように見える論理式 'grid ^ 'T ^ 'rec
を提示する。続いて、'grid ^ 'T ^ 'rec の充足性判定が T に対する ! £ !-再帰タイリング問題
と同等であることを示す。なお、'grid ^ 'T ^ 'rec は以下の順に構成する:
1. 標準 ¹-構造 hW;R;D; Ii の W £D の中に ! £ !-格子があることを表す論理式 'grid を構
成し、
2. 'grid が表す !£!-格子上に、T による !£!-タイリングがあることを表す論理式 'T を構
成し、
3. 'T が表す ! £ !-タイリングの第一列に t0 が無限回現れることを表す論理式 'rec を構成
する。
はじめに、T を有限個のタイル型 t0; t1; : : : ; tn からなる集合とする。さらに、この T に対し、
語彙 ¿T を fR0 2 Pred2 g [ fTi 2 Pred1 j ti 2 T g と定義する。
論理式 'grid は以下の論理式の論理積とする:
g1 ºX:(§(8x:x = x)) ^¤X
g2 8x:9y:R0(x; y)
g3 8x; y:(R0(x; y) ¾ (ºX:R0(x; y) ^¤X))
g4 8x; y:(:R0(x; y) ¾ (ºX::R0(x; y) ^¤X))
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論理式 'T は以下の論理式の論理積とする:
t1 ºX:(8x:W0·i·n Ti(x)) ^¤X
t2 ºX:(8x:V0·i 6=j·n(Ti(x) ¾ :Tj(x))) ^¤X
t3 ºX:(8x:8y:(Ti(x) ^R0(x; y) ¾
W
u(ti)=d(tj)
Tj(y))) ^¤X (0 · i · n)
t4 ºX:(8x:(Ti(x) ¾ ¤
W
r(ti)=l(tj)
Tj(x))) ^¤X (0 · i · n)
論理式 'rec は次の論理式とする:
9x:(ºX:¹Y:(T0(x) _ §Y ) ^ §X)
T に対する ! £ !-再帰タイリング問題を FOM¹ の充足性問題に帰着させるために、次の命題
を示す。
命題 2.5.5 論理式 'grid ^ 'T ^ 'rec が FOM¹ の (標準 ¹-モデルに関し )充足可能であるとき、
かつそのときに限り T に対する !£ !-再帰タイリングが可能である。したがって、!£ !-再帰タ
イリング問題は、FOM¹ の (標準 ¹-モデルに関する )充足性問題に帰着される。
証明 (() T に対する ! £ !-再帰タイリングが可能であると仮定する。このとき、標準 ¹-構造
ST = hWT ;RT ;DT ; IT i を以下のように定義する : (ただし ! は自然数全体を表す)
² WT = DT = !
² RT = f (k; k + 1) j k 2 WT ; g
² 各 k 2 WT に対し IT (R0; k) = f (l; l + 1) j l 2 DT g
² 各 Ti (0 · i · n) と k 2 WT に対し IT (Ti; k) = f l 2 ! j (k; l) のタイル型は ti g
'grid ^ 'T ^ 'rec は自由変数を持たない論理式である。他方、自由変数を持たない論理式の意味
は付値に依存せず決まる。したがって、どのような付値でも同じように証明できるので、付値は適
当に VT とする。
グラフ構造 hWT ;RT i は継続的 (すなわち 8w 2 WT :9w0 2 WT : (w;w0) 2 RT ) なので、論理式
g1 は状態 0 で成り立つ。また、任意の k 2 WT に対し、グラフ構造 hDT ; IT (R0; k)i は継続的な
ので、論理式 g2 も状態 0 で成り立つ。さらに、任意の k 2 WT に対し IT (R0; 0) = IT (R0; k) が
成り立つので、論理式 g3 と g4 も状態 0 で成り立つ。
ST の作り方から、状態 k 2 WT と要素 l 2 DT による組 (k; l) は唯一つのタイル型を持つの
で、論理式 t1 と t2 は状態 0 で成り立つ。今、k; l 2 ! とする。! £ !-再帰タイリングの定義か
ら、上下に隣接する格子点 (k; l) と (k; l+1) が共有する辺は同じ色を持つので、任意の Ti に対し




が成り立つ。したがって、論理式 t3 が状態 0 で成り立つ。また同様の議論により、論理式 t4 も
状態 0 で成り立つ。
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最後に、! £ !-再帰タイリングの定義と解釈 IT の定義から、集合 f k 2 WT j 0 2 IT (k; T0) g
は無限集合である。したがって、ST ; 0 °VT 'rec が成り立つ。
以上の結果により、ST ; 0 °VT 'grid ^'T ^'rec が成り立つ。したがって、'grid ^'T ^'rec は
充足可能である。
()) ' def= 'grid^'T ^'rec とおく。今 S; w0 °V ' となるような標準 ¹-構造 S = hW;R;D; Ii、
付値 V と状態 w0 2 W が存在したと仮定する。
S; w0 °V 'rec が成り立つことから、要素 d0 2 D と状態 w0 から始まるパス ¼W = fwk 2 W j
(wk; wk+1) 2 R; k 2 ! g で集合 fwkn 2 ¼W j d0 2 I(T0; wkn) g が無限集合になるものが存在す
る。他方 g2 から、d0 から始まる無限パス ¼D = f dl 2 D j (dl; dl+1) 2 I(R0; w0); l 2 ! g を取れ
る。さらに g3 と g4 から、全ての状態 wk 2 ¼S に対し I(R0; w0) = I(R0; wk) が成り立つので、
¼W £ ¼D は ! £ !-格子である。
¼W £ ¼D の各点 (wk; dl) に dl 2 I(wk; Ti) となるタイル型 ti を対応させると、T に対する
! £ !-タイリングが得られることを示す。論理式 t1 と t2 が w0 で成り立つことから、w0 から到







(I(Tiw; ) \ I(Tj ; w)) = ;
したがって、特に ¼W £ ¼D の点 (wk; dl) 上のタイルのタイル型は一意に決まる。また論理式 t4
が成り立つことから、w0 から到達可能な任意の状態 w 2 W と要素 d 2 D に対し、次の主張が成
り立つ:




したがって、特に ¼W £ ¼D 中の左右に隣接する点 (sk; dl) と (sk+1; dl) の上のタイルが共有する
辺は同じ色を持つ。同様の議論により、t3 から、上下に隣接するタイルが共有する辺は同じ色を
持つことも分かる。
'rec が成り立つことから、上の ! £ !-タイリングの第一列に t0 が無限回現れる。 ¤
命題 2.5.5と ! £ !-再帰タイリング問題が Σ11-完全であることから、次の系が導かれる。
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有限モデル性 ある論理の全ての論理式 ' に対し、' が充足可能ならば、ある有限構造 S (構造
が有限であることの定義は、その論理の構造の定義に依存して決まる)が存在して、' は S におい
て充足可能となるとき、その論理は有限モデル性(ﬁnite model property)を持つという。一階述語
論理は有限モデル性を持たないが、命題様相 ¹計算は有限モデル性を持つことが知られている。




持たないことがすぐ分かる。例えば“<”を二変数述語記号とし、論理式 < (x; y) を x < y と書
くことにすると、次の論理式は充足可能であるが個体領域が有限である構造では充足されない:












Γ = f¹X::Y _ §X; Y;¤Y; : : : ;
nz }| {
¤ : : :¤Y; : : : g





に関して完全な公理化は存在しないことを見た (系 2.5.2)。他方、鹿島と佐藤は命題様相 ¹計算の
モデルを拡張した (命題様相 ¹計算の) 一般 ¹-モデルという概念を導入した [31]。この節では、鹿
島と佐藤による命題様相 ¹計算の一般 ¹-モデルを拡張した、FOM¹ の一般 ¹-モデルを定義する。
さらに、2.4節で定義した FOM¹ の証明体系が一般 ¹-モデルに関し完全になることを証明する、
すなわち次の定理を証明する。
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論理式 ' が既に与えた証明体系で証明可能() ' は一般 ¹-モデルに対し恒真
大まかに言えば、一般 ¹-構造は標準 ¹-構造 hW;R;D; Ii に命題変数の動く範囲を指定する集





f® 2 Q j [['(®)]] µ ® g
ただし Q は }(W) のある固定された部分集合とする。さらに Q としては次の条件を満たしてい
るもののみを考える:
任意の論理式 ' に対し [[']] 2 Q
この定義から明らかなように、標準 ¹-構造 hW;R;D; Ii は一般 ¹-構造 hW;R;D; }(W); Ii と同一
視する。FOM¹ と二階述語論理 (文献 [4]の 22章や [28]の 4章参照) の状況の間には興味深い類
似がある。すなわち、どちらも自然な公理化は一般モデルに関しては健全かつ完全であるが、標準
モデルに関し恒真な論理式全体は帰納的枚挙可能ではない。
命題様相 ¹計算に関しては、様相 ¹-フレーム (modal ¹-frame)による、双対性 (duality)と完全











濃度に制限をつけた語彙 L を定義するが、本質的には前節の語彙の定義と同じである。語彙 L は
可算無限個の対象パラメータ (individual paremeter) a; b; : : :、可算無限個の対象変数 x; y; : : :、可
算個の述語記号 P;Q; : : :、可算無限個の命題変数 X;Y; : : : から成るとする。対象パラメータの集
まりを IPar で表す。
定義 2.7.1 擬論理式 (pseudo-formulas) ';Ã; : : : は以下のように帰納的に定義される :
1. 命題変数は擬論理式。
2. P が n-変数述語記号、かつ ft1; t2; : : : ; tng µ IPar [ IV ar のとき、P (t1; : : : ; tn) は擬論
理式。
3. ' と Ã が擬論理式、かつ x 2 IV ar のとき、(:')、(' ^ Ã)、(¤') と (8x:') は擬論理式。
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4. ' が擬論理式、かつ X 2 PV ar が ' で肯定的のとき、(¹X:') は擬論理式。
変数の出現が自由か束縛されているかについては、通常どおり定義する。例えば、次の擬論理式
では、各変数の下線付きの出現のみが自由な出現である。(個体パラメータは束縛されないことに
注意) ¡8x:¹X:¡P (x; y) ^ ¤(X^Y )¢¢ ^ Q(y) ^ :X;
' の中に自由に現れる命題変数の集合を FPV(') と表記する。
定義 2.7.2 擬論理式 ' が個体変数の自由な出現を含まないとき、' を論理式 (formula)と呼ぶ。
論理式 ' が命題変数の自由な出現を含まないとき、' を純論理式 (pure-formula)と呼ぶ。
例えば、P を二変数述語記号、a 2 IPar、x 2 IV ar、X 2 PV ar とすると、P (a; x) ^¤X は擬
論理式であるが論理式でも純論理式でもない、8x:(P (a; x)^¤X) は論理式であるが純論理式では




定義 2.7.3 一般 ¹-構造 (general ¹-structure)は以下から成る五つ組み hW;R;D;Q; Ii とする。
² W は集合
² R は W 上の二項関係
² D は集合
² Q は }(W) の部分集合
² I は個体パラメータと述語記号の解釈を与える函数。a が個体パラメータのときは I(a) 2 D
となり、P が n-変数述語記号、w 2 W のときは I(P;w) は D 上の n-変数述語となる。
Q を命題領域 (propositional domain)と呼ぶ。
定義 2.7.4 S = hW; R;D;Q; Ii を一般 ¹-構造とする。PV ar から Q への函数を S 上の付値と
呼ぶ。付値 V、命題変数 Z と要素 ® 2 Q に対し、付値 V[®=Z] を次で定義する :
V[®=Z](X) =
8<:® (X = Z のとき)V(X) (X 6= Z のとき)
D の要素 d 毎に、そのネーム (names) d˙ を語彙 L の個体パラメータに加えて得られる語彙を
L(D) と表記する。個体パラメータ d˙ の解釈は常に I(d˙) = d 定義されるものとする。
定義 2.7.5 L(D)-論理式 '、一般 ¹-構造 S = hW;R;D; Ii と付値 V に対し、[[']]SV (2 }(W)) を
以下のように帰納的に定義する :
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² [[X]]SV = V(X)
² [[P (t1; : : : ; tn)]]SV = fw 2 W j (I(t1); : : : ; I(tn)) 2 I(P;w)g
² [[:']]SV =W n [[']]SV
² [['^Ã]]SV = [[']]SV \ [[Ã]]SV .







Tf® 2 Q j [[']]SV[®=X] µ ®g.
定義 2.7.6 一般 ¹-構造 hW;R;D;Q; Ii と付値 V が条件
任意の L-論理式 ' に対し [[']]SV 2 Q
を満たすとき、六つ組み hW;R;D;Q; I;Vi を一般 ¹-モデル (general ¹-model)と呼ぶ :
補題 2.7.7 (代入補題) 1. ' は L(D)-擬論理式、x は個体変数、ti は L(D) の個体パラメータ
(すなわち ti 2 IPar または ti はネーム )とする。このとき、'[ti=x] が L(D)-論理式で、
かつ I(t1) = I(t2) ならば [['[t1=x]]]SV = [['[t2=x]]]SV が成り立つ。
2. ' は L(D)-論理式、X は命題変数とする。このとき、X 62 FPV(') ならば、任意の ® 2 Q
に対し [[']]SV = [[']]SV[®=X] が成り立つ。
3. ' と Ã はL(D)-論理式、® 2 Q とする。このとき、[[Ã]]SV = ® ならば [['[Ã=X]]]SV = [[']]SV[®=X]
が成り立つ。
証明
1) ' の構成に関する帰納法で証明する。' = 8y:Ã かつ x 6= y のとき、次が成り立つ:














[[Ã[t2=x][d˙=y]]]SV = [[8y:(Ã[t2=x])]]SV = [[(8y:Ã)[t2=x]]]SV
この場合以外も同様に証明される。
2) ' の構成に関する帰納法で証明する。' = ¹Y:Ã かつ X 6= Y のとき、次が成り立つ:
[[¹Y:Ã]]SV =
\
f¯ 2 Q j [[Ã]]SV[¯=Y ] µ ¯ g
=
\
f¯ 2 Q j [[Ã]]SV[¯=Y ][®=X] µ ¯ g (*帰納法の仮定)
=
\
f¯ 2 Q j [[Ã]]SV[®=X][¯=Y ] µ ¯ g
= [[¹Y:Ã]]SV[®=X]
この場合以外も同様に証明される。
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= [[¹Y:½]]SV[®=X] (* 2))
(¹Y:½)[Ã=X] を考えるので、Y 62 FPV(Ã) としてよい。すると 2) から、任意の ¯ 2 Q に対し、
次が成り立つ:








f¯ 2 Q j [[½[Ã=X]]]SV[¯=Y ] µ ¯ g
=
\
f¯ 2 Q j [[½[Ã=X]]]SV[¯=Y ][®=X] µ ¯ g (*帰納法の仮定)
=
\
f¯ 2 Q j [[½[Ã=X]]]SV[®=X][¯=Y ] µ ¯ g = [[(¹Y:½)[Ã=X]]]SV[®=X]
この場合以外も同様に証明される。 ¤
標準 ¹-モデル hW;R;D; I;Vi での解釈では、不動点演算子 ¹ は函数 FS;V';X の }(W) 上の最小
不動点を与えていた。一般 ¹-モデルでの解釈でも、同様な性質が成り立つことを示す。
hS;Vi (= hW;R;D;Q; I;Vi) は一般 ¹-モデル、' は L(D)-論理式、X は命題変数とする。この
とき、Q から Q への函数 FS;V';X を、° 2 Q に対し FS;V';X(°) = [[']]SV[°=X] で定義する。
補題 2.7.8 (単調性) hS;Vi = hW;R;D;Q; I;Vi は一般 ¹-モデル、' は L(D)-論理式、X は命題
変数とする。また、要素 ®、¯ 2 Q は ® µ ¯ を満たしているとする。このとき、X が ' で肯定
的ならば、[[']]SV[®=X] µ [[']]SV[¯=X] が成り立つ。すなわち、函数 FS;V';X は単調である。
証明 標準 ¹-モデルのとき (補題 2.3.6)と同様の議論で証明される。 ¤




証明 標準 ¹-モデルのとき (定理 2.3.7)と同様の議論で証明される。 ¤
定義 2.7.10 論理式 ' が任意の一般 ¹-モデル hS;Vi (= hW;R;D;Q; I;Vi) に対し [[']]SV =W と
なるとき、' は (一般 ¹-モデルに関し )恒真 (valid) であるという。
標準 ¹-モデルのとき同様、一般 ¹-モデルに対しても健全性が成り立つ。
定理 2.7.11 (健全性) 任意の L-論理式 ' に対し、` ' が成り立つならば、' は (一般 ¹-モデル
に関して )恒真。
証明 標準 ¹-モデルに関する健全性の証明 (定理 2.5.2)と同様の手法で証明される。 ¤
本項で定義した一般 ¹-構造による意味論を (FOM¹ の)一般意味論と呼ぶ。
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2.7.3 完全性
本項では、カノニカルな一般 ¹-モデルを用いて、完全性を証明する。最初に、純論理式を並べた
ものと、命題変数を並べたものを固定する。n 番目の純論理式と n 番目の命題変数を、それぞれ
Fn と Xn で表記する。すなわち、fF1;F2; : : :g は語彙 L の純論理式の集合、fX1;X2; : : :g = PV ar
で、i 6= j のとき Fi 6= Fj かつ Xi 6= Xj となっている。
語彙 L の擬論理式 ' に対し、'? を次で定義する。
'? = '[Fn1=Xn1 ][Fn2=Xn2 ] ¢ ¢ ¢ [Fnk=Xnk ]
ただし fXn1 ;Xn2 ; : : : ;Xnkg = FPV(')。Fn1 ;Fn2 ; : : : ;Fnk は純論理式なので、'? は次の性質を満
たす:
² '? の定義は、置換 [Fn1=Xn1 ]; : : : ; [Fnk=Xnk ] の順序に依存しない。
² 置換 [Fi=Xi] により、新たに束縛される変数はない。
² ' が論理式ならば、'? は純論理式。
論理式の集まり ¡ に対し、f'? j ' 2 ¡g を ¡ ? と略記する。
論理式の集まりに関するいくつかの表記を導入する。以下 ¡;¢; : : : は L-論理式の (濃度が有限
または無限の)集合とする。
² ¡ ` ' def() ¡ の有限部分集合 ¡ 0 が存在して ` (¡ 0 ¾ ')
² ¡ は ?-無矛盾 (?-consistent) def() ¡ ? 6` ? (¡ が ?-無矛盾でないとき、¡ は ?-矛盾 (?-
inconsistent)であるという)
² ¡ は極大 (maximal) def() 任意の L-論理式 ' に対し ' 2 ¡ または (:') 2 ¡
² ¡ は 8-性 (8-property)を持つ def() 任意の L-論理式 8x:' に対し、¡ は次の条件を満たす。
全ての a 2 IPar に対し '[a=x] 2 ¡ を満たすならば、(8x:') 2 ¡
² ¡ は純-8-?-導出可能性 (pure-8-?-derivability)を持つ def() 任意の L-純論理式 8x:' に対
し、¡ は次の条件を満たす。
全ての a 2 IPar に対し ¡ ? ` '[a=x] を満たすならば、¡ ? ` 8x:'
補題 2.7.12 (極大 ?-無矛盾性) L-論理式の集まり ¡ が ?-無矛盾かつ極大であるならば、任意の
L-純論理式 ' に対し、次の性質が成り立つ:
' 2 ¡ , ¡ ? ` '
証明
' 2 Γ ) '? 2 Γ?
) Γ? ` ' = '? (* ' は純論理式)
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' 62 Γ ) (:') 2 Γ (* Γ は極大)
) (:')? = (:') 2 Γ? (* ' は純論理式)
) Γ? ` (:')
) Γ? 6` ' (* Γ は ?-無矛盾)
¤
補題 2.7.13 (純-8-?-導出可能性に関する性質) 1. L-論理式の集合 ¡ が純-8-?-導出可能性を
持つならば、任意の L-論理式 ' に対し、集合 ¡ [ f'g も純-8-?-導出可能性を持つ。
2. L-論理式の集合 ¡ [ f:8x:'g が ?-無矛盾かつ純-8-?-導出可能性を持つならば、ある個体パ
ラメータ a で集合 ¡ [ f:8x:'; :'[a=x]g が ?-無矛盾となるものが存在する。
3. L-論理式の集合 ¡ が ?-無矛盾、極大かつ 8-性をもつならば、集合 f' j ¤' 2 ¡g は純-8-?-
導出可能性を持つ。
証明 (1) 8x:Ã は純論理式とする。
任意の a 2 IPar に対し ¡ ? [ f'?g ` Ã[a=x]
) 任意の a 2 IPar に対し ¡ ? ` ('?!Ã)[a=x]
) ¡ ? ` 8x:('?!Ã) (* ¡ は純-8-?-導出可能性を持つ)
) ¡ ? ` '?!8x:Ã (* x は '? に自由な出現を持たない)
) ¡ ? [ f'?g ` 8x:Ã
(2) ¡ [ f:8x:'g は純-8-?-導出可能性を持つとする。
任意の a 2 IPar に対し ¡ [ f:8x:';:'[a=x]g は ?-矛盾
) 任意の a 2 IPar に対し ¡ ? [ f(:8x:')?g ` '?[a=x]
) ¡ ? [ f(:8x:')?g ` 8x:('?) (* ¡ [ f:8x:'g は純-8-?-導出可能性を持つ)
) ¡ [ f:8x:'g は ?-矛盾
(3) 8x:Ã は純論理式とする。
任意の a 2 IPar に対し f' j ¤' 2 ¡g? ` Ã[a=x]
) 任意の a 2 IPar に対し ¡ ? ` ¤Ã[a=x] (* ¤I規則)
) 任意の a 2 IPar に対し (¤Ã[a=x]) 2 ¡ (*補題 2.7.12)
) (8x:¤Ã) 2 ¡ (* ¡ は 8-性を持つ)
) ¡ ? ` 8x:¤Ã (*補題 2.7.12)
) ¡ ? ` ¤8x:Ã (*推論規則Bar)
) (¤8x:Ã) 2 ¡ (*補題 2.7.12)
) (8x:Ã) 2 f' j ¤' 2 ¡g?
) f' j ¤' 2 ¡g? ` 8x:Ã
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¤
補題 2.7.14 (?-無矛盾集合の拡大) 1. L-論理式の集合 ¡ が有限かつ ?-無矛盾ならば、L-論理
式の集合 ¢ で次の条件を満たすものが存在する :
¡ µ ¢ かつ ¢ は ?-無矛盾、極大かつ 8-性を持つ。 (y)
2. L-論理式の集合 ¡ が純-8-?-導出可能性を持ち ?-無矛盾ならば、L-論理式の集合 ¢ で上の
条件 (y) を満たすものが存在する。
証明 (1)も (2)と同様に証明できるので、(2)のみ証明する。L-論理式達を並べたものを '1; '2; : : :
とする。集合 ¡0; ¡1; ¡2; : : : を、各 ¡i が ?-無矛盾かつ純-8-?-導出可能性を持つように、以下のよ
うに帰納的に定義する。
(Step 0) ¡0 = ¡ とする。
(Step k) ¡k¡1 が定義されているとする。以下の二つの場合に分けて ¡k を定義する。
¡k¡1 [ f'kg が ?-無矛盾の場合 ¡k def= ¡k¡1 [ f'kg とする。
¡k¡1 [ f'kg が ?-矛盾の場合 この場合 ¡k¡1 [ f:'kg は ?-無矛盾である。今、ある x と
Ã に対し 'k = 8x:Ã となっているとする。このとき、補題 2.7.13の (1) と (2) から、
¡k¡1 [ f:'k(= :8x:Ã);:Ã[a=x]g が ?-無矛盾となるような a 2 IPar が存在する。そ
こで ¡k
def= ¡k¡1 [f:'k;:Ã[a=x]g とする。任意の x と Ã に対し 'k 6= 8x:Ã となって
いるときは ¡k
def= ¡k¡1 [ f:'kg とする。




i=0 ¡i とすると、¢ は (y) を明らかに満たす。 ¤
定義 2.7.15 カノニカルな一般 ¹-構造 (canonical general ¹-structure) Sc = hWc;Rc;Dc;Qc; Ici
とカノニカルな付値 (canonical valuation) Vc を以下のように定義する :
² Wc def= f¡ j ¡ は L-論理式の集合で ?-無矛盾、極大かつ 8-性を持つ g
² (¡;¢) 2 Rc def() 任意の L-論理式 ' に対し、(¤') 2 ¡ ならば ' 2 ¢
² Dc def= IPar
² Qc def= fVc(X) j X 2 PV arg (Vc(X) は下で定義 )
² Ic(P; ¡ ) def= f(a1; : : : ; an) j P (a1; : : : ; an) 2 ¡g
² Ic(a) def= a
² Vc(X) def= f¡ 2 Wc j X 2 ¡g
例えば、空集合 ; は有限な ?-無矛盾集合であるから、補題 2.7.14 の (1) から、Wc は空ではない。
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補題 2.7.16 (主補題) カノニカルな一般 ¹-構造 Sc とカノニカルな付値 Vc は次の性質を満たす :
任意の L-論理式 ' と 集合 ¡ 2 Wc に対し (' 2 ¡ , ¡ 2 [[']]ScVc)
証明 ' の構成に関する帰納法で証明する。' の形毎に場合分けして証明するが、非自明な場合の
み示す。
(Case 1: ' = ¤Ã) 次の主張を示す。
(:¤Ã) 2 ¡ ) ある ¢ 2 Wc が存在して
¡
¡Rc¢ かつ (:Ã) 2 ¢
¢
上の主張を示せば、次の主張が成り立つことが分かる。
¡ 2 [[¤Ã]]ScVc ) (¤Ã) 2 ¡
(逆向きが成り立つことは簡単に分かる。) ¦ = f½ j ¤½ 2 ¡g [ f:Ãg とおき、(:¤Ã) 2 ¡ である
とする。このとき ¦ は ?-無矛盾。もしそうでないとすると、推論規則 ¤I から ¡ ? ` ¤Ã? とな
り、¡ は ?-矛盾となってしまう。さらに、補題 2.7.13 の (1) と (3) から ¦ は純-8-?-導出可能性
を持つ。したがって、¦ に補題 2.7.14 の (2) を適用できるので、目的の ¢ が得られる。




f® 2 Qc j [[Ã]]ScVc[®=X] µ ®g
, 任意の i に対し ¡¡[[Ã]]ScVc[Vc(Xi)=X] 6µ Vc(Xi)¢ または ¡ 2 Vc(Xi)¢
, 任意の i に対し³¡
ある ¢ 2 Wc に対し
¡
¢ 2 [[Ã]]ScVc[Vc(Xi)=X] かつ ¢ 62 Vc(Xi)
¢¢
または ¡ 2 Vc(Xi)
´
, 任意の i に対し³¡
ある ¢ 2 Wc に対し
¡
¢ 2 [[Ã0[Xi=X]]]ScVc かつ ¢ 62 Vc(Xi)
¢¢
または ¡ 2 Vc(Xi)
´
(ただし Ã0 は、代入 [Xi=X] が意味を変えないように、Ã の束縛変数を付け替えたもの)
, 任意の i に対し³¡
ある ¢ 2 Wc に対し
¡
Ã0[Xi=X] 2 ¢ かつ Xi 62 ¢
¢¢
または Xi 2 ¡
´
(y)
(* Ã0[Xi=X] に対する帰納法の仮定と Vc(Xi) の定義より)
また [[Ã]]ScVc[Vc(Xi)=X] = [[Ã
0[Xi=X]]]ScVc が成り立つことも、補題 2.5.1の証明と同様に示すことが
できる。これらの事実に注意して、次が成り立つことを証明する。
(¹X:Ã) 2 ¡ , ¡ 2 [[¹X:Ã]]ScVc
() の証明) (¹X:Ã) 2 ¡ とする。上述の同値性 (y) と :Xi 2 ¡ (または ¢) , Xi 62 ¡ (または
¢) が成り立つことから、次を示せば十分。
任意の i に対し
³¡f¹X:Ã;:Xig µ ¡ ¢) ¡ある ¢ 2 Wc に対し fÃ0[Xi=X];:Xig µ ¢¢´
また、集合 fÃ0[Xi=X];:Xig が ?-無矛盾ならば、補題 2.7.14 の (1) から、集合 ¢ 2 Wc に拡張で
きる。したがって、次を示せば十分である。
任意の i に対し
¡f¹X:Ã;:Xig µ ¡ ¢) ¡fÃ0[Xi=X];:Xig は ?-無矛盾¢ (z)
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(z) の対偶を示す:
fÃ0[Xi=X];:Xig? ` ?
) ` ¡Ã0?0 [Fi=X] ¾ Fi¢
) ` ¡¹X:(Ã0?0) ¾ Fi¢ (* 推論規則 ¹E)
) ` ¡((¹X:Ã)? ^ (:Xi)?) ¾ ?¢
) f¹X:Ã; :Xig は ?-矛盾、よって ¡ の部分集合では有得ない。
ただし Ã0?0 = Ã0[Fn1=Xn1 ][Fn2=Xn2 ] ¢ ¢ ¢ [Fnk=Xnk ] かつ fXn1 ;Xn2 ; : : : ;Xnkg = FPV(Ã0) n fXg。
(( の証明) ¡ 2 [[¹X:Ã]]ScVc とする。(¹X:Ã)? は純論理式なので、次の条件を満たす j 2 ! が存
在する。
(¹X:Ã)? = Fj = (Xj)?
この j に対し、上述の同値性 (y) から、次のいずれかが成り立つ：
1. ある ¢ 2 Wc に対し
¡
Ã0[Xj=X] 2 ¢ かつ :Xj 2 ¢
¢
ただし Ã0 は、代入 [Xi=X] が意味を変えないように、Ã の束縛変数を付け替えたもの
2. Xj 2 ¡















))=X] ¾ ¹X:(Ã0?0).... 束縛変数の付け替えなど
(Ã0[Xj=X])? ¾ (Xj)?....
(Ã0[Xj=X])? ^ (:Xj)? ¾ ?
ただし Ã0?0 = Ã0[Fn1=Xn1 ][Fn2=Xn2 ] ¢ ¢ ¢ [Fnk=Xnk ]、fXn1 ;Xn2 ; : : : ;Xnkg = FPV(Ã0) n fXg。し
たがって、条件 (2) が常に成り立つ。このとき、さらに (:¹X:Ã) 2 ¡ が成り立つとすると、
fXj ;:¹X:Ãg が ?-矛盾であることに反するので、(¹X:Ã) 2 ¡。 ¤
定理 2.7.17 カノニカルな一般 ¹-構造 Sc = hWc;Rc;Dc;Qc; Ici とカノニカルな付値 Vc の組は
一般 ¹-モデルになる。すなわち、任意の L-論理式 ' に対し [[']]ScVc 2 Qc となる。
証明 任意の論理式 ' に対し、次の条件を満たす i 2 ! が存在する。
'? = Fi = (Xi)?
このとき次が成り立つ。
Γ 2 [[']]ScVc , ' 2 Γ (*補題 2.7.16)
, Xi 2 Γ (* Γ の極大性と、f';:Xig と f:';Xig の ?-矛盾性)
, Γ 2 Vc(Xi) (*補題 2.7.16)
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このことから、次が分かる。
[[']]ScVc = Vc(Xi) 2 Qc
¤
一般 ¹-モデル hSc;Vci を特にカノニカルな一般 ¹-モデル (canonical general ¹-model)と呼ぶ。
最後に一般 ¹-モデルに関する完全性定理を証明する。
定理 2.7.18 (純論理式に対する完全性) ' は L-純論理式とする。' が (一般 ¹-モデルに関して )
恒真ならば、` ' が成り立つ。
証明 ' が恒真であるとすると、カノニカルな一般 ¹-モデル hSc;Vci に関し [[']]ScVc = Wc が成り
立つ。このとき 6` ' であるとすると、'? = ' であるから、集合 f:'g は ?-無矛盾となる。する
と、補題 2.7.14 の (1) から、集合 ¡ 2 Wc で :' 2 ¡ となるものが存在する。したがって、補題
2.7.16から、[[']]ScVc 6=Wc となるので、' が恒真であることに矛盾。よって ` ' が成り立つ。 ¤
定理 2.7.19 (完全性) ' は L-論理式とする。' が (一般 ¹-モデルに関して )恒真ならば、` ' が
成り立つ。
証明 FPV(') = fX1; X2; : : : ; Xng とする。X1; X2; : : : ; Xn が 0-変数述語記号だと考えて、純論







初めに、検証対象のシステム SM を 2.8.1項で与え、SM とその上の相互排除を 2.8.2項にて形
式化する。最後に SM において相互排除が成り立つことの形式的証明を、2.8.3項にて行う。
2.8.1 検証対象
検証対象のシステム SM は文献 [8]の 3.2節と 3.3節で与えられているシステムを拡張したもの
である。すなわち、SM は共有メモリを持つ非同期システム (asynchronous system)とする。しか
し、このシステムの稼働中に現れるプロセスの数の上限は仮定しない。
議論を単純にするため、SM は trueと falseを値とするバイナリセマフォ(binary semaphore)を
ただひとつだけ持つとし、プロセスの状況は、図 2.3で示すように、危険領域実行要求中 (ENtering
its critical section) (En)、危険領域実行中 (executing its Critical Section) (CS)、危険領域退去中
(EXiting its critical section) (Ex) またはその他の状況 (Miscellaneous) (M) のいずれかであるとす
る。さらに、SM は以下の仕様を満たすと仮定する。
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図 2.3: プロセス遷移
1. プロセスの状況が En であり、かつセマフォの値が false であるとき、そのプロセスはセマ
フォの値を true に変更してよい。さらに、そのとき、そのプロセスの状況は CS に遷移す
る。この操作は不可分 (indivisible)である。
2. プロセスの状況が En であり、かつセマフォの値が true であるとき、そのプロセスは状況
En に遷移しなければならない。




5. 初期状態において、全てのプロセスの状況は M であり、セマフォの値は false である。
上述の仕様の妥当性を示すために、これらの仕様について説明する。仕様 1、2、3と 4はプロセス
の遷移、すなわち操作を表している。特に 1と 2を合わせると、文献 [8]中のP-操作 (P-operation)
を表し、3 は V-操作 (V-operation)を表している。5 は初期状態に対する自然な仮定である。
2.8.2 形式化
一般的に、仕様は非形式的な公理だと考えることができる。本節では、システム SM について
の仕様を SM に関する公理に翻訳する。翻訳を行う前に、SM のための語彙を定める。
SM で相互排除が成り立つことを示すために、SM のプロセスを FOM¹ の個体領域の要素とし




定義 2.8.1 一変数述語記号 En、CS、Ex と二変数述語記号 = を合わせたものをシステム SM の
語彙 ¾ とする。
さらに、以下の省略形を用いる。
² M(p) def= :(En(p) _ CS(p) _ Ex(p))
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² Init def= (8p: M(p)) ^ :S
このように定義すると、M はその他の状況を表し、Init は 2.8.1項の仕様 5 を表す。以後、¾-論
理式のことを、単に論理式と書くことにする。
システム SM を形式化するために、2.8.1項の仕様を公理として記述する。仕様の多くはプロセ
スの動作を規定している。SM ではプロセスは非決定的に動作する。また、「プロセスが ' を満た
す状態から、Ã を満たす状態か Ã0 を満たす状態に遷移する」ことは、論理式 ' ¾ ¤(Ã _Ã0) で表
される。
論理式 '1 は、論理式 8q; r: (CS(q) _ Ex(q)) ^ (CS(r) _ Ex(r)) ¾ q = r の省略形とし、SM の公
理を以下で定義する。
定義 2.8.2 システム SM の公理 ΓM は次の論理式から構成される。
P1 8p: En(p) ^ S ¾ ¤En(p)
P2 8p: En(p) ^ :S ¾ ¤((CS(p) ^ S) _ En(p))
C 8p: CS(p) ¾ ¤(CS(p) _ Ex(p))
V1 8p: Ex(p) ¾ ¤((M(p) ^ :S) _ Ex(p))
V2 8p: (CS(p) _ Ex(p)) ^ S ^ '1 ¾ ¤(CS(p) _ Ex(p) ¾ S)
M 8p: M(p) ¾ ¤(En(p) _ M(p))
Case :9p: (En(p) ^ CS(p)) _ (CS(p) ^ Ex(p)) _ (Ex(p) ^ En(p))
X 8p; q: p 6= q ^ En(p) ^ En(q) ¾ ¤:(CS(p) ^ CS(q))
ここで、この公理化の正当性について述べる。公理 P2 は仕様 1 を P1 は 2 をそれぞれ表して
いる。P- 操作は不可分なので、プロセスがセマフォの値をテストして、値を true に変更すると
いう操作を、一遷移として公理化した。
公理 V1 は仕様 3 を表している。V-操作は、セマフォの現在の値に依存せずに、セマフォの値
を false に変更するので、命題変数 S は V1 の仮定部分に現れていない。
一般に、ある変数を変更する命令が実行されなければ、その変数の値は不変である。この暗黙
の事実は仕様には記述されてないが、この事実は相互排除の証明に必要である。仕様 3 以外には、
セマフォの値を false にする操作はない。今、状態 s1 において、セマフォの値は true、プロセ
ス p の状況は CS または Ex であり、かつ p 以外に状況が CS または Ex であるプロセスが存在し
ないと仮定する。このとき、s1 の次の状態 s2 でのプロセス p の状況も CS または Ex であるなら
ば、s1 から s2 への遷移において 3 を実行したプロセスは存在しない。この場合には、セマフォの
値は false のままであり、この様子を公理化したものが V2 である。V2 があれば今回の相互排
除の証明に十分なので、この場合以外のセマフォの値が true から false へ変化する場合は公理
に加えないことにした。
公理 X は仕様 1 が不可分な操作であることから正当化される。公理 Case については明らかな
ので説明を省略する。また、ΓM には自然なモデルが存在するので、無矛盾である。
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続いて相互排除を形式化する。記述を簡潔にするために、論理式 µ に対し、論理式 ºX:µ ^¤X
を AG(µ) と略記し、論理式 8p; q: CS(p) ^ CS(q) ¾ p = q を ME と略記する。ME は定義 2.8.2
中の論理式 '1 から導かれることに注意する。このように定義すると、相互排除は AG(ME) で表





定理 2.8.3 ^ΓM で ΓM に属する論理式達の論理積を表すとする。このとき、次の論理式は (FOM¹
の等号付証明体系で )証明可能。
AG(^ΓM ) ^ Init ¾ AG(ME)
証明 論理式 (9p:CS(p) _ Ex(p)) ¾ S を '2 と略記する。すると、論理式 '1 ¾ME は明らかに証
明可能なので、次の論理式が証明可能であることを示せば十分である。
AG(^ΓM ) ^ Init ¾ AG('1 ^ '2)
一般に論理式 µ に対し、論理式 AG(µ) と µ ^AG(µ ¾ ¤µ) の論理的同値性が証明可能である。
したがって、上の論理式が証明可能であることを示すには、以下の論理式 1 と 2 が証明可能であ
ることを示せば十分である。
1. Init ¾ '1 ^ '2
2. AG(^ΓM ) ¾ AG('1 ^ '2 ¾ ¤('1 ^ '2))
1 は簡単に示すことができるので、2 のみ示す。さらに 2 を示すためには、以下の論理式 3 と 4
が証明可能であることを示せば十分である。
3. ^ΓM ¾ ('1 ^ '2 ¾ ¤'1)
4. ^ΓM ¾ ('1 ^ '2 ¾ ¤'2)
論理式 3 は、以下で与える証明図 C と E から、証明可能である。また、論理式 4 は、以下で
与える証明図 F と I から、証明可能である。なお、証明図中で適用されている推論規則が明らか
な場合は省略する。
¤
注意 2.8.4 定理 2.8.3を証明するためには、証明中で示したように論理式 AG(^ΓM ) ^ Init ¾
AG('1 ^'2) が証明可能であることを示すよりも、AG(^ΓM )^Init ¾ AG('1) が証明可能であ
ることを示す方が自然である。しかし後者を証明しようとすると、前者の証明中の 3 の代わりに、
^ΓM ¾ ('1 ¾ ¤'1) が証明可能であることを示さなければならない。しかし、この論理式が成り立
たない標準 ¹-構造が存在するので、この論理式は証明可能ではない。そこで、AG(^ΓM )^Init ¾
AG('1 ^ '2) を経由して証明した。
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q 6= p _ q = p
[q 6= p] [q 6= p ¾ ¤µ]
¤µ
¤(q 6= p ¾ µ)
[q = p]
q = q I1
¤(q = q)
¤(q = p) I4
¤(q 6= p ¾ µ)
¤(q 6= p ¾ µ) _E





(CS(p) _ Ex(p)) ^ (CS(q) _ Ex(q)) ¾ p = q
q 6= p ¾ :(CS(q) _ Ex(q))
:(CS(q) _ Ex(q)).... Case
M(q) _ En(q)
[CS(p) _ Ex(p)]
9r: CS(r) _ Ex(r) ['2]
S
M(q) _ (En(q) ^ S).... M;P1
¤(M(q) _ En(q))
q 6= p ¾ ¤(M(q) _ En(q)).... Proof A
¤(q 6= p ¾ M(q) _ En(q))
(CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤(q 6= p ¾ M(q) _ En(q))
図 2.5: 証明図B
[CS(p0) _ Ex(p0) ^ '1 ^ '2].... Proof B
¤(q 6= p0 ¾ Idle(q) _ En(q)).... Case
¤(CS(q) _ Ex(q) ¾ q = p0)
[CS(p0) _ Ex(p0) ^ '1 ^ '2].... Proof B
¤(r 6= p0 ¾ Idle(r) _ En(r)).... Case
¤(CS(r) _ Ex(r) ¾ r = p0)
¤((CS(q) _ Ex(q)) ^ (CS(r) _ Ex(r)) ¾ q = r)
¤'1
(CS(p0) _ Ex(p0)) ^ '1 ^ '2 ¾ ¤'1
(9p:CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤'1
図 2.6: 証明図C
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[8p: M(p) _ En(p)]
M(q) _ En(q)
[8p: M(p) _ En(p)]
M(r) _ En(r)
(M(q) _ M(r)) _ (En(q) ^ En(r))
[M(q) _ M(r)]_E.... M
¤(M(q) _ En(q) _ M(r) _ En(r)).... Case
¤(:CS(q) _ :CS(r))
¤(CS(q) ^ CS(r) ¾ q = r)
[En(q) ^ En(r)]_E.... X
¤(CS(q) ^ CS(r) ¾ q = r)
¤(CS(q) ^ CS(r) ¾ q = r)
(8p: M(p) _ En(p)) ¾ ¤(CS(q) ^ CS(r) ¾ q = r)
図 2.7: 証明図D
[8p: M(p) _ En(p)]
M(q) _ En(q).... M;P1;P2
¤(M(q) _ En(q) _ CS(q)).... Case
¤(:Ex(q))
[8p: M(p) _ En(p)]
M(r) _ En(r).... M;P1;P2
¤(M(r) _ En(r) _ CS(r)).... Case
¤(:Ex(r))
¤(:Ex(q) ^ :Ex(r))
¤(Ex(q) _ Ex(r) ¾ q = r)
[8p: M(p) _ En(p)] 証明図D
¤(CS(q) ^ CS(r) ¾ q = r)
¤((Ex(q) _ Ex(r)) _ (CS(q) ^ CS(r)) ¾ q = r)
¤((CS(q) _ Ex(q)) ^ (CS(r) _ Ex(r)) ¾ q = r)
(8p: M(p) _ En(p)) ¾ ¤'1.... Case
:(9p: CS(p) _ Ex(p)) ¾ ¤'1
図 2.8: 証明図 E
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[8p: M(p) _ En(p)]
M(q) _ En(q)
[M(q)]_E.... M




¤((CS(q) ^ S) _ En(q)).... Case
¤((CS(q) ^ S) _ :CS(q))
¤(CS(q) ¾ S)
¤(CS(q) ¾ S) _E
[8p: M(p) _ En(p)]
M(q) _ En(q).... M;P1;P2
¤(M(q) _ En(q) _ CS(q)).... Case
¤(:Ex(q))
¤(Ex(q) ¾ S)
¤(CS(q) _ Ex(q) ¾ S)
8q:¤(CS(q) _ Ex(q) ¾ S)
¤(8q: CS(q) _ Ex(q) ¾ S)
¤'2
(8p: M(p) _ En(p)) ¾ ¤'2.... Case
:(9p: CS(p) _ Ex(p)) ¾ ¤'2




(CS(p) _ Ex(p)) ^ (CS(q) _ Ex(q)) ¾ p = q
(CS(p) _ Ex(p)) ^ p 6= q ¾ :(CS(q) _ Ex(q))
p 6= q ¾ :(CS(q) _ Ex(q)).... Case
p 6= q ¾ M(q) _ En(q)
M(q) _ En(q)
[CS(p) _ Ex(p)]
9p: CS(p) _ Ex(p) ['2]
S
M(q) _ (En(q) ^ S).... M;P1
¤(M(q) _ En(q)).... Case
¤(:(CS(q) _ Ex(q)))
p 6= q ¾ ¤(:(CS(q) _ Ex(q))) ¾ I.... 証明図 F
¤(p 6= q ¾ :(CS(q) _ Ex(q)))
¤(CS(q) _ Ex(q) ¾ p = q)
(CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤(CS(q) _ Ex(q) ¾ p = q)
図 2.10: 証明図G
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[CS(q) _ Ex(q)]
[CS(q) _ Ex(q)] [CS(q) _ Ex(q) ¾ p = q]
p = q
CS(p) _ Ex(p) I4 [CS(p) _ Ex(p) ¾ S]
S
CS(q) _ Ex(q) ¾ S
(CS(p) _ Ex(p) ¾ S) ^ (CS(q) _ Ex(q) ¾ p = q) ¾ (CS(q) _ Ex(q) ¾ S)




9r: CS(r) _ Ex(r) ['2]
S ['1]
(CS(p) _ Ex(p)) ^ S ^ '1.... V2
¤(CS(p) _ Ex(p) ¾ S)
[CS(p) _ Ex(p)] ['1 ^ '2]
(CS(p) _ Ex(p)) ^ '1 ^ '2 証明図G
¤(CS(q) _ Ex(q) ¾ q = p)
¤((CS(p) _ Ex(p) ¾ S) ^ (CS(q) _ Ex(q) ¾ q = p)).... 証明図H
¤(CS(q) _ Ex(q) ¾ S)
8q:¤(CS(q) _ Ex(q) ¾ S)
¤(8q: CS(q) _ Ex(q) ¾ S)
¤'2
(CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤'2
8p: (CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤'2
(9p: CS(p) _ Ex(p)) ^ '1 ^ '2 ¾ ¤'2
















的枚挙可能ではない。これとは対照的に、ある種の分岐時相論理 (branching temporal logic)のモ
ノディックフラグメント (monodic fragment)が決定可能であることが証明されている [15]。(モノ
ディックフラグメントには、様相演算子 ¤ と § は、高々一つの自由対象変数しかを含まない論
理式にしか適用できないという制限がある) 不幸にして、我々の検証例中の公理 X は部分論理式
¤:(Sc(p) ^ Sc(q)) を含むので、モノディックではない。
ふたつ目の将来課題は、FOM¹ の表現力を、他の一階拡張達と比較して、確立することである。
例えば、QCTL¤ は FOM¹ に翻訳される。しかし、その逆は出来ないように思われる。そこで、
我々は FOM¹ が QCTL¤ よりも真に表現力が強いと予想する。命題論理の場合には、命題様相
¹計算の論理式で CTL¤ で記述できない論理式、例えば ºX:' ^¤¤X、が知られている。一階拡









安定性理論に関する議論でよく行われるように、この章でも、理論 T のビッグモデルM の中
で議論を行う。なお、M の基本部分モデルを M;N; : : : で表し、M の部分集合を A;B; : : : で表
し、M の要素の有限列 (ﬁnite tuple)を a¯; b¯; : : : で表す。また、論理式を ';Ã; : : : で表し、論理式
'(x¯) の集合 A での解 (realization)全体 f a 2 A j M j= '(a¯) g を 'A で表す。さらに、タイプを
p; q; : : : で表し、無限基数を ®; ¯; : : : ·; ¸; : : : で表す。




1. T が !-安定ならば、任意の集合 A に対し、A 上の原子モデル (atomic model)が存在する
2. T が超安定ならば、任意の集合 A に対し、A 上の a-素モデル (a-prime model)が存在する





T は言語 L の可算理論とし、P は自由変数をちょうど一つだけ持つ L-論理式とする。さらに、
以下の表記と省略形を準備する。論理式 P (x1)^ : : :^P (xn) のことを P (x¯) と略記する。(ただし
x¯ = x1 : : : xn)また論理式 (' ¾ Ã)^ (Ã ¾ ')を' ´ Ã、論理式 8x¯:P (x¯) ¾ '(x¯y¯)を 8x¯ 2 P:'(x¯y¯)
と略記する。p(x¯) をタイプとするとき、p(x¯) の集合 f'(x¯y¯);:'(x¯y¯)g への制限を p'(x¯y¯)(x¯) で表
し、fp'(x¯y¯)(x¯) j p(x¯) 2 S(A)g を S'(x¯y¯)(A) で表す。また、しばしばタイプ p'(x¯y¯) と p' と略記
し、タイプの集まり S'(x¯y¯) と S' と略記する。
部分的な安定性に関するふたつの概念を定義し、それらに関する補題を示す。
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定義 3.1.1 1. 任意の集合 A に対し、jAj · ¸ ならば jf p(x¯) 2 S(A) : P (x¯) 2 p(x¯) gj · ¸ とな
るとき、T は P の中で ¸-安定 (¸-stable in P ) であるという。T が、ある ¸ で P の中で
¸-安定であるとき、T は P の中で安定であるという。
2. 任意の集合 A に対し、jAj · ¸ かつ A ½ PM ならば jS(A)j · ¸ となるとき、T は P 上 ¸-
安定 (¸-stable over P ) であるという。T が、ある ¸ で P 上 ¸-安定であるとき、T は P 上
安定であるという。
事実 3.1.2 (The unstable formula theorem [25] II.2.2) 論理式 '(x¯y¯) に関する以下の性質
は同値 :
1. '(x¯y¯) は安定ではない (すなわち、各 ¸ ¸ @0 に対し jS'(A)j > ¸ ¸ jAj を満たす集合 A が
存在する )
2. '(x¯y¯) は順序を持つ (すなわち、f'(x¯iy¯j) j i < j < ! g [ f:'(x¯iy¯j) j j · i < ! g は無矛盾
)
3. p が A-定義可能とならないような、集合 A とタイプ p 2 S'(A) が存在する
補題 3.1.3 T は P の中で安定であるならば、かつそのときに限り T は P 上安定。
証明 事実 3.1.2を使うと次が分かる。y¯ は常にパラメータを表すために用いていることに注意。
T は P の中で安定ではない
, '(x¯y¯) ^ P (x¯) が安定でないような論理式 '(x¯y¯) が存在する
, '(x¯y¯) ^ P (x¯) が順序を持つような論理式 '(x¯y¯) が存在する
, '(y¯x¯) ^ P (y¯) が順序を持つような論理式 '(x¯y¯) が存在する
, '(y¯x¯) ^ P (y¯) が安定でないような論理式 '(y¯x¯) が存在する
, T は P 上安定ではない
¤
補題 3.1.4 理論 T は P の中で安定であるとする。このとき、各 L-論理式 '(x¯y¯)、列 a¯ 2 M、
集合 A に対し、ある L(PA)-論理式 Ã(x¯) が存在して次を満たす :
任意の列 b¯ 2 PA に対しM j= '(b¯a¯) ´ Ã(b¯)
特に A =M かつ a¯ 2M ならばM j= 8x¯ 2 P:'(x¯a¯) ´ Ã(x¯) が成り立つ。
証明 L-論理式 '(x¯y¯)、列 a¯ 2M、集合 Aを取る。T は P の中で安定なので、論理式'(x¯y¯)^P (x¯)
は安定である。すると、補題 3.1.3の証明と同様の議論により、論理式 '(y¯x¯) ^ P (y¯) は順序を持
たない。さらに事実 3.1.2から、タイプ tp'(y¯x¯)^P (y¯)(a¯=PA) は PA-定義可能なので、次の条件を
満たす L(PA)-論理式 Ã(y¯) が存在する:
任意の列 b¯ 2 PA に対し '(b¯x¯) ^ P (b¯) 2 tp'(y¯x¯)^P (y¯)(a¯=PA) , M j= Ã(b¯)
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したがって、任意の列 b¯ 2 PA に対しM j= '(b¯a¯) ´ Ã(b¯) が成り立つ。 ¤
局所原子性に関するいくつかの既知の定義を挙げる (文献 [2, 25]参照)。p(x¯) を集合 A 上のタイ
プとし、B ½ A であるとする。各 L-論理式 µ(x¯y¯) に対し '(x¯) ` pµ(x¯y¯)(x¯) を満たす L(A)-論理式
'(x¯) 2 p(x¯) が存在するとき、p(x¯) は局所孤立的(locally isolated)であるという。任意の列 a¯ 2 A
に対し、タイプ tp(a¯=B) が局所的孤立であるとき、A は B 上局所原子的(A is locally atomic over
B)であるという。これらの定義を踏まえた上で、P に関する局所原子性の定義を導入する。
定義 3.1.5 B ½ A とする。集合 PA が集合 PB 上局所原子的であるとき、A は P に関し B 上
局所原子的 (A is locally atomic over B with respect to P ) であるという。
次の定理が本節の主定理である。また、以下本節では、自然数 n に対し集合 (PM)n の部分集
合のことを単に PM の部分集合と略記する。
定理 3.1.6 理論 T は P の中で安定であるとし、A は可算集合とする。PM の全ての L(A)-定義
可能な部分集合が L(PA)-定義可能であるとき、A を含み、P に関し A 上局所原子的な可算モデ
ルが存在する。
定理 3.1.6 を証明するために、以下の事実を紹介し、さらに補題を示す。
事実 3.1.7 (局所原子性の推移性 [2] IX. 5.7 Lemma) A、B、C は集合とし、A ½ B ½ C であ
るとする。このとき、C は B 上局所原子的かつ B は A 上局所原子的ならば、C は A 上局所原
子的である。
証明 任意の L-論理式 µ(x¯y¯) と要素 c¯ 2 C に対しタイプ tpµ(x¯y¯)(c¯=A) が孤立的であることを示
せばよい。すなわち、列 c¯ 2 C と L-論理式 µ(x¯y¯) を固定し、'(x¯) ` tpµ(c¯=A) を満たす L(A)-
論理式 '(x¯) を与えればよい。なお、タイプ p(x¯) に対し、タイプ pµ(x¯y¯)(x¯) の µ(x¯y¯) への制限を
pµ(x¯y¯)(x¯)+ で、:µ(x¯y¯) への制限を pµ(x¯y¯)(x¯)¡ と略記する。
仮定から C は B 上局所原子的なので
Ã0(x¯b¯0a¯0) 2 tp(c¯=A) かつ Ã0(x¯b¯0a¯0) ` tpµ(c¯=B)
を満たす L-論理式 Ã0(x¯z¯w¯)、列 a¯0 2 A と b¯0 2 B nA が存在する。特に、任意の列 a¯ 2 A に対し、
µ(x¯a¯) 2 tp(c¯=B) ならばM j= 8x¯:Ã0(x¯b¯0a¯0) ¾ µ(x¯a¯) が成り立つ。'(w¯y¯z¯) = 8x¯:Ã0(x¯z¯w¯) ¾ µ(x¯y¯)
と置くと、次が成り立つ:
任意の列 a¯ 2 A に対し (µ(x¯a¯) 2 tp(c¯=A) (½ tp(c¯=B)) ) '(a¯0a¯z¯) 2 tp(b¯0=A)) (y)
他方 B は A 上局所原子的なので、 次の条件を満たす L(A)-論理式 Ã1(z¯) が存在する:
Ã1(z¯) ` tp'(b¯0=A) (z)
したがって、条件 (y) と (z) から 9z¯:Ã1(z¯) ^ Ã0(x¯z¯a¯0) ` tpµ(c¯=A)+ が成り立つので、Ã(x¯)+ =
9z¯:Ã1(z¯)^Ã0(x¯z¯a¯0) と置く。上の議論中の µ(x¯y¯) を :µ(x¯y¯) で置き換えると、Ã(x¯)¡ ` tpµ(c¯=A)¡
となる L(A)-論理式 Ã(x¯)¡ を得る。このとき Ã(x¯)+ ^ Ã(x¯)¡ が求める論理式 '(x¯) である。 ¤
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補題 3.1.8 理論 T は P の中で安定とし、B は可算集合、'(x¯) は L(B)-論理式とする。PM の
全ての L(B)-定義可能な部分集合が L(PB)-定義可能ならば、以下の条件を満たす B を含む可算
集合 C が存在する :
1. ' は C の中に解を持つ
2. C は P に関し B 上局所原子的
3. PM の全ての L(C)-定義可能部分集合は L(PC)-定義可能
証明 T は P の中で安定なので、任意の L-論理式 µ(x¯y¯) に対し、ランク R(P (x¯); µ(x¯y¯); 2) は !
未満である。したがって、論理式 Ã(x¯) ^ P (x¯) を含むタイプで、P (x¯) と無矛盾な任意の論理式
Ã(x¯) に対し局所原子的であるものが存在する。
Case 1) '(x¯) ^ P (x¯) が無矛盾のとき '(x¯) ^ P (x¯) 2 tp(a¯=B) かつ tp(a¯=B) が局所孤立的であ
る列 a¯ 2 PM が取れる。したがって、各 L-論理式 µ(x¯y¯) について、タイプ tpµ(a¯=PB) は tp(a¯=B)
に含まれる L(B)-論理式により孤立させられる。さらに、仮定から PM の全ての L(B)-定義可能
部分集合は L(PB)-定義可能なので、tpµ(a¯=PB) は tp(a¯=B) に含まれる L(PB)-論理式により孤立
させられる。したがって tp(a¯=PB) も局所孤立的である。C = Ba¯ とおく。
C の作り方から C は条件 1 と 2 を満たす。C が条件 3 も満たすことを示す。Ã(x¯y¯) は L-論理
式、c¯ 2 C とする。また、論理式 Ã(x¯c¯) は PM の部分集合を定義しているとし、c¯ は、ある a¯0 ½ a¯
と b¯ 2 B により、c¯ = a¯0ˆ¯b と分解されるとする。仮定から PM の全ての L(B)-定義可能部分集合
は L(PB)-定義可能なので、次を満たす L(PB)-論理式 µ(x¯y¯0) が存在する:
M j= 8x¯y¯0 2 P:Ã(x¯y¯0b¯) ´ µ(x¯y¯0)
a¯0 2 P C なのでM j= 8x¯ 2 P:Ã(x¯a¯0b¯) ´ µ(x¯a¯0): が成り立つ。したがって C は条件 3 を満たす。
Case 2) '(x¯) ^ P (x¯) が矛盾のとき PM の全ての L(Ba¯)-定義可能部分集合が L(PC)-定義可
能となるように、集合 C と論理式 '(x¯) の解 a¯ を以下のように構成する。集合 B は可算なので、
全ての L(B)-論理式を並べたものを fÃi(x¯y¯ib¯i) : i < !g とできる。
自然数 i に関する帰納法により、以下の条件を満たす列 c¯i、L-論理式 µi(y¯iz¯i) を構成し、Ci =
B [ fc¯j : j < ig とおく:
i. C0 = B
ii. Ci+1 は P に関し Ci 上局所原子的








(8y¯j 2 P:Ãj(x¯j y¯j b¯j) ´ µj(y¯j c¯j))^8y¯i 2 P:Ãi(x¯iy¯ib¯i) ´ µi(y¯iz¯i)
´
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8y¯j 2 P:Ãj(x¯y¯j b¯j) ´ µj(y¯j c¯j)
とする。
補題 3.1.4を Ãi(a¯iy¯ib¯i) に適用すると、M j= 8y¯i 2 P:Ãi(a¯iy¯ib¯i) ´ µi(y¯ic¯) を満たす L-論理式
µi(y¯iz¯i) と列 c¯ 2 PM を取れる。よって µi(y¯iz¯i) は Qi(z¯i) と無矛盾な L-論理式なので、Qi(z¯i) を
含む局所孤立的なタイプ p(z¯i) 2 S(Ci) を取れる。c¯i を p(z¯i) の解とする。これで i に対し c¯i と
µi が定義された。
このとき、論理式の集まり
Ψ(x¯) def= f'(x¯) g [ f 8y¯i 2 P:Ãi(x¯iy¯ib¯i)$ µi(y¯ic¯i) j i < ! g
は無矛盾。そこで、列 a¯ を Ψ(x¯) の解とし、C def=
S
i<! Ci [ a¯ とおく。
C は明らかに条件 1 を満たす。全ての i < ! に対し tp(c¯i=PCi) は局所孤立的でもあるので、事
実 3.1.7により、C は条件 2 を満たす。C が条件 3 を満たすことを示すためには、次の場合が本
質的である。c¯ 2 C、Ã(x¯y¯) を L-論理式とする。ある列達 a¯0 ½ a¯, b¯ 2 B と c¯0 2 PC n PB に対し
c¯ = a¯0ˆ¯bˆ c¯0 となっているとする。さらに論理式 Ã(x¯a¯0b¯c¯0) は PM の部分集合を定義しているとす
る。fÃi(x¯iy¯ib¯i) j i < ! g と a¯ の取り方から、PM の各 L(Ba¯)-定義可能部分集合は L(PC)-定義
可能。このとき、L(Ba¯)-論理式 Ã(x¯a¯0b¯y¯0) に対し L(PC)-論理式 µ(x¯y¯0) で次を満たすものが存在
する:
M j= 8x¯y¯02P:Ã(x¯a¯0b¯y¯0) ´ µ(x¯y¯0)
c¯0 2 PC なので、特にM j= 8x¯2P:Ã(x¯a¯0b¯c¯0) ´ µ(x¯c¯0) が成り立つ。よって C は条件 3 を満たす。
¤
証明 [定理 3.1.6の証明] 自然数 i に関する帰納法により、可算集合達 Ai (i < !) を以下のように
構成する。
(A0) A0 = A とする。
Ai が定義されたとし、自然数 j に関する帰納法により、可算集合達 Bji (j < !) を以下のよう
に構成する。
(Bi) B0i = Ai とする。
f'ji (x) 2 L(Ai) j j < ! g を無矛盾な L(Ai)-論理式達の数え上げとし、Bji が定義されたとする。
(Bi1) Bji が '
j




(Bi2) Bji が '
j
i (x) の解を持たないとき 補題 3.1.8により、以下の条件を満たす集合 C ¾ Bji が
存在する:
i. 'ji (x) は C に解を持つ
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ii. C は P に関し Bji 上局所原子的
iii. PM の L(C)-定義可能部分集合は L(PC)-定義可能
そこで Bj+1i
def= C とする。





これで Ai (i < !) が定義された。そこで、M =
S
i<! Ai とおく。
Tarski-Vaught テストと M の作り方から、M は可算モデル。事実 3.1.7 と Ai+1 の作り方から
(特に Bi2 から)、PAi+1 は PAi 上局所原子的。したがって、再び事実 3.1.7から、PM は PA 上
局所原子的。 ¤
系 3.1.9 任意の ¸ < @1 に対し、もし T が P の中で ¸-安定ならば、濃度 ¸+ のモデル M で
PM の中に濃度 ¸+ の一様集合 (indiscernible set)を持たないものが存在する。
証明 [Sketch] 文献 [26]中の定理 A 同様、ある可算集合から始める。定理 3.1.6より、モデル達の
長さ ¸+ 上昇鎖 fM® j ® < ¸+ g で、M®+1 は P に関し M® 上局所原子的であるようなものを構
成できる。このとき、M def=
SfM® j ® < ¸+ g が求めるものである。しかし、任意の可算集合に
対し P に関しその上に局所原子的なモデルが存在することしか示していないので、仮定 ¸ < @1
は必要である。 ¤
問題 3.1.10 定理 3.1.6中の A が可算であるという条件は必要か？
3.2 正規基本写像
構造 M の部分基本写像 (partial elementary map) f が、その領域または値域が M と等しくな
るような M 上の基本写像に拡大できるとき、f は “正規”であるという。この節では、!-安定な
理論 T に対し、T の全てのモデルの上の全ての部分基本写像が正規であることと、T のある種の
モデルの三つ組みが存在しないことが同値になることを証明する。
この節では、T は (一階述語論理の) 可算言語上の完全な理論とする。また写像を f; g; : : : や
¾; ¿; : : : で表し、写像 f に対し、その領域を dom(f)、値域を ran(f) でそれぞれ表す。
極大部分基本写像の定義を与え、極大部分基本写像の定義域と値域に関する補題と系を証明する。
定義 3.2.1 M 上の部分基本写像 f が M 上の部分基本写像全体の中で極大であるとき、f は M
上極大 (maximal)であるという。
事実 3.2.2 (Tarski-Vaugt テスト) M と N は構造とし、M µ N とする。このとき次は同値で
ある :
1. M は N の基本部分構造である
2. 任意の L(M)-論理式 '(x) に対し、N j= 9x:'(x) ならば M j= '(a) を満たす a 2 M が存
在する
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条件 2 による基本部分モデルか否かの判定方法は Taski-Vaught テストと呼ばれている。
補題 3.2.3 T は !-安定とし、M は T のモデルとする。このとき、もし f が M 上の極大部分
基本写像ならば、dom(f) ÁM と ran(f) ÁM が成り立つ。
証明 一般に、M 上の部分基本写像 f に対し、dom(f) ÁM ならば ran(f) ÁM が成り立つので、
dom(f) ÁM を示せば十分。そこで、dom(f) ÁM が成り立たないと仮定し、次のようにおく:
S = f'(x; a¯) 2 L(dom(f)) jM j= 9x:'(x; a¯); '(x; a¯)M µM n dom(f) g
Tarski-Vaught テストにより、S 6= ; である。そこで、次のようにおく:
S0 = fÃ(x; b¯) 2 S j Ã(x; b¯) は S で Morley 階数極小 g
S0 の中で Morley 次数 (Morley degree) が極小になる論理式 Ã0(x; b¯0) をとる。さらに、M j=
Ã0(c; b¯0) となる要素 c 2M n dom(f) と、M j= Ã0(d; f(b¯0)) となる要素 d 2M n ran(f) をとる。
Ã0(x; b¯0) は S の中でMorleyランクとMorley 次数が極小になるようにとったので、dom(f) 上
のタイプを孤立させる。したがって f は f¤(c) = d を満たす M 上の部分基本写像 f¤ に拡大でき
る。これは f の極大性に反するので、dom(f) ÁM でなければならない。 ¤
系 3.2.4 理論 T は !-安定、M は T の @0-飽和モデルとする。このとき、f が M 上の極大部分
基本写像ならば、dom(f) と ran(f) は M の @0-飽和基本部分モデルである。
証明 D = dom(f)、R = ran(f) とする。補題 3.2.3により、D と R は M の基本部分モデルで
あるので、D と R が @0-飽和あることのみを示す。D が @0-飽和あることを示すために、背理法
を用いる。次のようにおく:
P = f p j D のある有限部分集合 A に対し p 2 S1(A) で p は D に解を持たない g
仮定から P 6= ; なので、P の中で Morley 階数が極小となるタイプ p をとる。このとき T は !-
安定であるので、p は定格 (stationary)としてよい。また、M は @0-飽和なので、p の解 a を M
が中から取れる。このとき、次の主張が成り立つ。
主張 3.2.5 a と D は dom(p) 上独立である。
証明 a と D は dom(p) 上従属であると仮定する。このとき、タイプ tp(a=dom(p)[ c¯) が dom(p)
上分岐するような D の要素の有限列 c¯ が取れる。したがって、タイプ p の Morley 階数を RM(p)
と書くことにすると、RM(p) < RM(tp(a=dom(p) [ c¯)) となるが、これは p が Morley 階数が極
小であることに反する。 ¤
M は @0-飽和なので、タイプ f(p) の解 b を M nR の中から取れる。(p の解は D の中に存在
しないので、f(p) の解は R の中に存在しない) このとき、主張 3.2.5と同様の議論により、b と R
は f(dom(p)) 上独立なので、タイプ tp(b=R) は f(p) の非分岐拡大である。また f¤ をM 上の同
系写像で f の拡大になっているものとすると、タイプ tp(f¤(a)=R) も f(p) の非分岐拡大である。
今 f(p)は定格タイプなので、tp(b=R) = tp(f¤(a)=R)となる。したがって tp(bR) = tp(f¤(a)R) =
tp(aD) となるが、これは f の極大性に反する。結局 D は @0-飽和でなければならない。また同
様の議論により、R が @0-飽和であることを示せる。 ¤
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定義 3.2.6 M を T のモデルとし、f は M 上の部分基本写像とする。M 上の部分基本写像 f¤




定義 3.2.7 (M1;M2; N) は T のモデル M1;M2 と N の三つ組みとする。
² 次の条件を満たすとき、(M1;M2; N) は弱特別(weakly special)であるという :
1. N ÁMi かつ N 6=Mi (i = 1; 2)
2a. M1 nN の要素 a1 が存在して、M2 nN の任意の要素 b1 に対し tp(a1=N) 6= tp(b1=N)
が成り立つ
2b. M2 nN の要素 b2 が存在して、M1 nN の任意の要素 a2 に対し tp(b2=N) 6= tp(a2=N)
が成り立つ
² 次の条件を満たすとき、(M1;M2; N) は殆特別(almost special)であるという :
1. N ÁMi かつ N 6=Mi (i = 1; 2)
2. M1 nN の任意の要素 a と M2 nN の任意の要素 b に対し tp(a=N) 6= tp(b=N) が成り
立つ
明らかに殆特別なモデルの三つ組みは弱特別である。理論 T のモデルの三つ組みで弱特別なもの
が存在するとき、T は弱特別な三つ組みを持つという。同様に T のモデルの三つ組みで殆特別な
ものが存在するとき、T は殆特別な三つ組みを持つという。
このようなモデルの三つ組みに対して、以下の命題と二つの補題が成り立つ。
命題 3.2.8 T は !-安定とする。このとき、もし T が殆特別な三つ組みを持たなければ、T の任
意のモデル M について、M 上の部分基本写像は正規である。
証明 T のあるモデルM とM 上の正規でない部分基本写像が存在すると仮定する。SはM 上の正規
でない部分基本写像の集まりとし、f は S の中で極大とする。補題 3.2.3から dom(f); ran(f) ÁM
であり、f の取り方から dom(f) 6=M かつ ran(f) 6=M である。f¤ を、f の拡大であるような、
M 上の同型写像とするとき、ran(f) は f¤(M) の真基本部分モデルである。
三つ組み (M;f¤(M); ran(f))が殆特別であることを示す。f は S の中で極大なので、M ndom(f)
の任意の要素 a と M n ran(f) の任意の要素 b に対し tp(aˆ dom(f)) 6= tp(bˆ ran(f)) となる。他
方 f¤(M) n ran(f) の任意の要素 b0 に対し、M n dom(f) の要素 a0 が存在し、tp(a0 dˆom(f)) =
tp(b0 rˆan(f)) となる。結局 M n ran(f) の任意の要素 b と f¤(M) n ran(f) の任意の要素 b0 に対
し tp(b=ran(f)) 6= tp(b0=ran(f)) となる。したがって、三つ組み (M;f¤(M); ran(f)) は殆特別で
ある。 ¤
補題 3.2.9 ¸ ¸ @0 とする。jjN jj = ¸ であるような弱特別な三つ組み (M1;M2; N) が存在すると
き、@0 · · · ¸ を満たす任意の濃度 · に対し、jjM¤1 jj = jjM¤2 jj = jjN¤jj = · となる弱特別な三
つ組み (M¤1 ;M¤2 ; N¤) を構成できる。
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証明 (M1;M2; N) は jjN jj = ¸ を満たす、弱特別な三つ組みとする。すると M1 nN の中から、
M2 nN の任意の要素 d に対し tp(a=N) 6= tp(d=N) となるような a が取れる。また、M2 nN の中
から、M1 nN の任意の要素 c に対し tp(b=N) 6= tp(c=N) となるような b が取れる。このとき、自
然数 j に関する帰納法により、次の条件を満たす濃度 · のモデル N j ;M ji (i = 1; 2) 達を構成する:
1. N0 Á N
2. N0 ÁM0i ÁMi、a 2M01 かつ b 2M02
3a. N j Á N j+1 Á N
3b. 任意の d 2M j2 nN j に対し tp(a=N j+1) 6= tp(d=N j+1)
3c. 任意の c 2M j1 nN j に対し tp(b=N j+1) 6= tp(c=N j+1)
4. M ji ÁM j+1i ÁMi かつ N j+1 ÁM j+1i
条件 1と 2を満たす N0;M01 とM02 は簡単に構成できる。今、ある自然数 k 以下のすべての自然数
j に対して、N j ;M j1 ;M
j
2 が定義されたとする。a 2M1 nN は (M1;M2; N)が弱特別である証拠な
ので、各要素 d 2Mk2 nNk に対し、ある有限列 n¯ 2 N と論理式 '(x; y¯)でM j= '(a; n¯)^:'(d; n¯)
を満たすものが存在する。さらに jjMk2 jj = · なので、N の濃度 · の部分集合 Dk1 で、次を満た
すものが存在する:
任意の要素 d 2Mk2 nNk に対し tp(a=NkDk1 ) 6= tp(d=NkDk1 )
同様に N の濃度 · の部分集合 Dk2 で、次を満たすものが存在する:
任意の要素 c 2Mk1 nNk に対し tp(b=NkDk2 ) 6= tp(c=NkDk2 )
したがって、次の条件を満たす濃度 · のモデル Nk+1 が取れる:
² Nk Á Nk+1 Á N
² 任意の要素 d 2Mk2 nNk に対し tp(a=Nk+1) 6= tp(d=Nk+1)
² 任意の要素 c 2Mk1 nNk に対し tp(b=Nk+1) 6= tp(c=Nk+1)












¤) は jjM¤1 jj = jjM¤2 jj = jjN¤jj = · を満たす弱特別な三つ組みである。 ¤
補題 3.2.10 T は !-安定であるとする。T が弱特別な三つ組みを持つならば、T は jjM¤1 jj =
jjM¤2 jj = jjN¤jj = @0 かつM¤1 ' N¤ ' M¤2 となるような弱特別な三つ組み (M¤1 ;M¤2 ; N¤) を
持つ。
証明 T は弱特別な三つ組み (M1;M2; N) を持つとする。このとき、補題 3.2.9により、M1、M2
と N は可算であるとしてよい。今 A = M1 nN、B = M2 nN、N0 = N とおくと、以下の条件
を満たす可算モデル Ni (1 · i < !) を構成できる:
任意の自然数 i に対し、次が成り立つ:
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A. Ni \AB = ;、Ni Á Ni+1 ÁM、NiA Á Ni+1A ÁM かつNiB Á Ni+1B ÁM。
i が偶数のときは、さらに以下の二つの条件を満たす:
E1. NiA の各有限列 a¯、要素 a と Ni の有限列 c¯ に対し、もし tp(a¯) = tp(c¯) が成り立つならば、
tp(a¯a) = tp(c¯c) となるような Ni+1 のある要素 c が存在する。
E2. NiB の各有限列 b¯、要素 b と Ni の有限列 c¯ に対し、もし tp(b¯) = tp(c¯) が成り立つならば、
tp(b¯b) = tp(c¯c) となるような Ni+1 のある要素 c が存在する。
i が奇数のときは、さらに以下の二つの条件を満たす:
O1. Ni の各有限列 c¯、要素 c と NiA の有限列 a¯ に対し、もし tp(c¯) = tp(a¯) が成り立つならば、
tp(c¯c) = tp(a¯a) となるような Ni+1A のある要素 a が存在する。
O2. Ni の各有限列 c¯、要素 c と NiB の有限列 b¯ に対し、もし tp(c¯) = tp(b¯) が成り立つならば、







i<! NiB とおく。(N0A;N0B;N0) は弱特別な
三つ組みだったので、(M¤1 ;M¤2 ; N¤)も弱特別な三つ組みで、さらに jjM¤1 jj = jjM¤2 jj = jjN¤jj = @0
となっている。また条件 E1 と O1 から、N¤ と M¤1 の間で往復論法 (back-and-forth argument)




定理 3.2.11 T は !-安定とする。このとき、以下の三つの条件は同値 :
1. T は弱特別な三つ組みを持たない
2. T は殆特別な三つ組みを持たない
3. T の任意のモデル M 上の全ての部分基本写像は正規である
証明 定義から 1) 2 は明らかに成り立ち、命題 3.2.8から 2) 3 が分かる。残る 3) 1 を証明
する。弱特別な三つ組み (M1;M2; N) が存在したと仮定する。さらに、補題 3.2.10からM1 'M2
としてよい。この同型を与える M1 から M2 への同型写像を g とおき、さらに f = g¡1 ¹ N とお
く。このとき f は M1 上の部分基本写像であり、さらに次の主張が成り立つ。
主張 3.2.12 f は M1 上正規ではない。
証明 (M1;M2; N)は弱特別な三つ組みなので、以下の条件を満たす要素 a 2M1 nN と b 2M2 nN
を取れる:
² 任意の要素 d 2M2 nN に対し tp(a=N) 6= tp(d=N)
² 任意の要素 c 2M1 nN に対し tp(b=N) 6= tp(c=N)
以下 f が M1 上正規であると仮定し、矛盾を導く。
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Case 1) f が dom(h1) =M1 を満たす M1 上の部分基本写像 h1 に拡大できる場合 このとき、
次の関係が成り立つ:
tp(aN) = tp(h1(aN)) = tp(h1(a)g¡1(N)) = tp((g ± h1(a))(g ± g¡1(N))) = tp((g ± h1(a))N)
g ± h1(a) 2M2 nN であるが、これは a の取り方に反するので、このような h1 は存在しない。
Case 2) f が ran(h2) = M1 を満たす M1 上の部分基本写像 h2 に拡大できる場合 Case 1 と
同様な議論により、b の取り方に反するので、このような h2 は存在しない。 ¤
この主張により、3) 1 が証明されたので、定理は証明された。 ¤
これまでは任意のモデル上の部分基本写像の正規性について調べてきた。次の系は、@0-飽和モ
デル上の部分基本写像の正規性について、定理 3.2.11と同様のことが成り立つことを示している。
系 3.2.13 理論 T は !-安定とする。このとき、以下は同値 :
1. T は弱特別な @0-飽和モデルの三つ組みを持たない
2. T は殆特別な @0-飽和モデルの三つ組みを持たない
3. T の任意の @0-飽和モデル上の全ての部分基本写像は正規である
証明 定義から 1 ) 2 は明らかに成り立つ。また 3 の否定を仮定すると、命題 3.2.8の証明中で
構成される弱特別な三つ組みは、系 3.2.4から全て @0-飽和となるので、2) 3 が成り立つ。今 T
は !-安定なので、任意の可算集合に対し、それを含む可算飽和モデルが存在する。この事実と系
3.2.4に注意すると、補題 3.2.9、補題 3.2.10と定理 3.2.11の 3) 1 の証明中に現れるモデルを可
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