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An experimental verification of the inertial theorem is presented involving two hyperfine states of
a trapped Ytterbium ion. The theorem generates an analytical solution for non-adiabaticlly driven
systems ‘accelerated’ slowly, bridging the gap between the sudden and adiabatic limits. These
solutions have shown to be stable to small deviations, both experimentally and theoretically. As
a result, the inertial solutions pave the way to rapid quantum control of closed as well as open
quantum systems. For large deviations from the inertial condition, the phase of the SU(2) algebra
solution remains accurate, involving inaccuracies dominated by an amplitude difference.
PACS numbers: 03.65.w, 03.65.Yz
Introduction.—A prerequisite for progress in contem-
porary quantum technology is a precise control of the
quantum dynamics of the device [1–19]. A vocabulary
of control techniques has emerged which is universal,
meaning it applies across a broad range of experimen-
tal platforms, such as NV-centers [20–22], trapped ions
[1, 23, 24], as well as Josephson devices [25–27]. A pri-
mary example of a universal control scenario relies on the
adiabatic theorem. This theorem implies that the control
timescale is slow relative to the inverse square of the sys-
tem’s spectral gap. The other extreme control scenario
relies on the sudden limit where the control timescale is
much faster than the system under consideration. For
intermediate time scales a universal control paradigm is
lacking. As a result, one has to rely on customised numer-
ical schemes such as obtained by optimal control theory
[28, 29].
The purpose of this paper is to demonstrate experi-
mentally a universal quantum control scheme based on
the inertial theorem [30]. The analogous structure of the
adiabatic and inertial solutions implies that such control
may allow for possible applications in quantum informa-
tion processing [31–34] and sensing [35]. The demonstra-
tion utilizes the SU(2) algebra realised by a quantum
system composed of 171Yb+ ion in a Paul trap.
For a quantum control scheme to be generic it has to
rely on simple principles which apply across platforms.
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The theory requires a formulation of a dynamical map Λt
from an initial to a final state ρˆ(t) = Λtρˆ(0) = Uˆ ρˆ(0)Uˆ
†.
We consider a control Hamiltonian which generates the
dynamical map:
Hˆ(t) = Hˆ0 +
∑
j
gj(t)Gˆj (1)
where Hˆ0 is termed the drift Hamiltonian, gj(t) con-
trol fields and Gˆj control operator. The major obsta-
cle to generate such a map from a time-dependent con-
trol Hamiltonian is the time-ordering operation, result-
ing from the fact that [Hˆ(t), Hˆ(t′)] 6= 0. The adiabatic
control circumvents this problem employing a slow drive
gj(t) such that [Hˆ(t), Hˆ(t
′)] ∼ 0 [36–40]. At the other
extreme, in the sudden limit the control is so powerful
that it overshadows the dynamics generated by the drift
Hamiltonian Hˆ0.
The new control paradigm is based on the inertial the-
orem [30], introducing an explicit solution of the dynam-
ical map Λt. The inertial theorem is formulated employ-
ing a Lie algebra formed by a set of operators G, closed
to commutation relations. We assume that the operators
in the control Hamiltonian Eq. (1) Hˆ0 and Gˆj are mem-
bers of the operator algebra. As a result, the Heisenberg
equations of motion for G are closed [41]. Using the Li-
ouville space, a vector space formed from the operators
of G with the scalar product
(
Gˆi, Gˆj
)
≡ tr
(
Gˆi
†
Gˆj
)
, the
Heisenberg equations of motion become
d
dt
~v (t) = −iM (t)~v (t) , (2)
where M is a N by N matrix with time-dependent ele-
ments and ~v is a vector of operators of size N of the set
{G}. The time ordering problem is now transformed to
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2M (t). To overcome this issue a combination of a time
dependent operator basis and a control protocol gj(t) is
employed such that the explicit time-dependence is fac-
torised
M (t) = Ω (t)B (~χ) . (3)
Here, Ω (t) is a time-dependent real function, and the
matrix B (~χ) is a function of the constant parameters
{χ}. This decomposition has been obtained for SU(2),
SU(3) and Heisenberg-Weil algebras. We conjecture that
such decomposition is general.
Once the decomposition is obtained, the dynamics can
be expressed as
d
dθ
~v (θ) = −iB (~χ)~v (θ) , (4)
here, θ ≡ θ (t) = ∫ t
0
dt′Ω (t′) is the scaled time. The so-
lution of Eq. (4) is obtained by diagonalizing B, yielding
~v (θ) =
N∑
k
ck ~Fk (~χ) e
−iλkθ , (5)
where ~Fk and λk are eigenvectors and eigenvalues of B
and ck are constant coefficients. Each eigenvector ~Fk
corresponds to the eigenoperator Fˆk =
∑
j fkj(t)Gˆj .
The inertial theorem allows solving the dynamics be-
yond the restriction given by the decomposition Eq. (3).
For a slow change of B, in analogy to the adiabatic the-
orem, the inertial theorem states that an eigenoperator
of a slowly varying B is maintained while accumulating
phase. The inertial solution obtains the form
~v (χ, θ) =
∑
k
cke
−i ∫ θ
θ0
dθ′λkeiφk ~Fk (~χ (θ)) , (6)
where ~Fk and λk are eigenvectors and eigenvalues of B at
normalized time θ. The dynamical phase is −i ∫ θ
θ0
dθ′λk
with λk = λk (θ), θ0 = θ (0), θ = θ (t) and the second
exponent includes a new geometric phase
φk (θ) = i
∫ ~χ(θ)
~χ(θ0)
d~χ
(
~Gk|∇~χ ~Fk
)
. (7)
Here, ~Gk are the bi-orthogonal partners of ~Fk and the
inertial parameter is defined as
Υ = max~χ

(
~Gk,∇~χB ~Fn
)
(λn − λk)2
(
d~χ
dθ
)2 1 , (8)
for all n 6= k.
The inertial solution composed of the eigenoperators
Eq. (6), holds for a slow variation of ~χ, d~χ/dt  1,
Υ 1. Physically, the condition on dχ/dt, is associated
with a slow ‘acceleration’ of the driving [30]. In the adi-
abatic limit, decomposition Eq. (3) is satisfied and the
inertial solution converges to the adiabatic result. We
will demonstrate the inertial solution in the context of
the SU(2) algebra.
We now consider a Two-Level-System (TLS) which is a
realization of the SU(2) algebra. For the demonstration,
we choose a dynamical map Λt which varies the energy
scale and controls the relation between energy and coher-
ence in a non-periodic fashion. The control Hamiltonian
reads
Hˆ (t) =
1
2
(ω (t) σˆz + ε (t) σˆx) , (9)
where the control protocol has the functional form
ω (t) = Ω (t) cos (α (t) t)
ε (t) = Ω (t) sin (α (t) t)
. (10)
Here, the frequencies ω and ε are the detuning and
Rabi frequency, respectively. These define the general-
ized Rabi frequency Ω (t) ≡√ε2 (t) + ω2 (t).
To factorize the equation of motion we define a time-
dependent operator basis ~v = {Hˆ, Lˆ, Cˆ, Iˆ}T , where
Lˆ (t) = (ε (t) σˆz − ω (t) σˆx) /2, Cˆ (t) = (Ω (t) /2) σˆy and
Iˆ is the identity operator. Since Iˆ is a constant of mo-
tion a 3× 3 vectors space is sufficient for the dynamical
description. An external driving protocol which satis-
fies the factorization, Eq. (3), requires a constant adia-
batic parameter µ. The adiabatic parameter has the form
|µ (t) | ∼ ∑n 6=m |〈Em(t)| ˙ˆH(t)|En(t)〉|(Em(t)−En(t))2 , and for the Hamilto-
nian Eq. (9) is defined as
µ ≡ ω˙ε− ε˙ω
Ω3
. (11)
The matrix B (~χ) then obtains the form
B (µ) ≡ i Ω˙
Ω2
I + B′ , (12)
with
B′ (µ) ≡ i
 0 µ 0−µ 0 1
0 −1 0
 , (13)
where I is the 3× 3 identity operator in Liouville space
and ~χ can be recognized as ~χ = µ for the SU(2) model.
Employing the inertial theorem for a slow change in the
adiabatic parameter (µ˙ 1) the dynamics of the system
is described by Eq. (6) see Appendix A for more details.
In the experiment we check the validity of the inertial
solution by choosing a protocol associated with a linear
change in the adiabatic parameter so that dµdt = δ
µ (t) = µ (0) + δ · t . (14)
Moreover, we consider a linear chirp of the protocol fre-
quencies
α (t) = α (0) + γ · t . (15)
3Equations (14) and (15) determine the Rabi frequency,
substituting into Eq. (11) leads to Ω (t) = −α(0)+2α˙(t)tµ .
For this protocol, the frequencies ω (t) and  (t) become
ω (t) = − (α(0)+2γ·t)µ(0)+δ·t · cos ((α (0) + γt) · t)
ε (t) = − (α(0)+2γ·t)µ(0)+δ·t · sin ((α (0) + γt) · t)
. (16)
The quality of the inertial approximation is directly
connected to the parameter δ. For small δ, the inertial
approximation is satisfied, and the inertial solution to
remains accurate.
The dynamical map can be evaluated using the time-
dependent control protocol, Eq. (16). We choose the
initial condition ~v (0) = {Hˆ (0) , 0, 0, 1} which describes
the system in the ground state (〈Hˆ (0)〉 = −Ω (0) /2).
For these conditions, we compare the experimental mea-
sured normalized energy, 〈Hˆ (t)〉/〈Hˆ (0)〉, to the inertial
solution, Eq. (6), and to a converged numerical calcula-
tion of Eq. (2), generated by the Hamiltonian Eq. (9).
The inertial and numerical solutions are given in terms
of the vector in Liouville space ~v = {Hˆ, Lˆ, Cˆ, Iˆ}T .
Experimental setup.—The experimental analysis of
the inertial solution employs a single Ytterbium ion
171Yb+, trapped in a six needle Paul trap schemati-
cally shown in Fig. 1. The two-level-system used in
our study is encoded in the hyperfine energy levels of
171Yb+ represented as |0〉 ≡ 2S1/2 |F = 0,mF = 0〉 and
|1〉 ≡ 2S1/2 |F = 1,mF = 0〉 [42]. After Doppler cooling,
the system is initialized in the state |0〉 with a stan-
dard optical pumping process. The inertial protocols
are obtained by driving the hyperfine qubit with a pro-
grammable Arbitrary Waveform Generator (AWG) [43,
44]. This enables to implement the components σˆz and
σˆx of the Hamiltonian in Eq. (9). The generalized Rabi
frequency Ω(t) is implemented by a simultaneous con-
trol of the microwave amplitude [43], and the detuning
between microwave frequency ω0 and the transition fre-
quency ωhf. Where ωhf is the frequency between the
states |0〉 and |1〉 of the ion. Utilizing the AWG the time-
frequency protocols of the inertial solutions are imple-
mented. For each experimental protocol the normalized
energy as a function of time is evaluated 〈Hˆ (t)〉/〈Hˆ (0)〉.
The measurement procedure is performed via fluores-
cence detection using a 369.5 nm laser, where the popula-
tion of the |1〉 state is measured with high fidelity [43, 44].
As shown in Fig. 1, we can detect photons for the bright
state |1〉 and zero photons for the dark state |0〉. The
measurement fidelity is estimated to be 99.4% [43, 45].
Figure 2 presents the normalized energy as a function
of time, comparing the experimental result (blue) to the
inertial solution (red) and an exact numerical solution
(black). The results show good agreement between the
theoretical and the experimental results for small δ, see
panel (c) and (d), demonstrating the high accuracy of
the inertial solution.
When |δ| = |dµ/dt| is increased, we witness the break-
down of the inertial solution. Figure 2 panels (a)-(f)
compare results for different values of δ, varying from
AWG
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FIG. 1. Experimental apparatus and relevant Ytterbium en-
ergy levels used in our experiment, where we highlight the
encoding of the two-level system used in our experimental
implementation.
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FIG. 2. The normalized energy as a function of time for
the experimental result (blue), inertial solution (red) and nu-
merical solution (dashed-black) for different values of δ; (a)
δ = −α (0), (b) δ = −0.05 ·α (0), (c) δ = −0.01 ·α (0), (d) δ =
0.01 ·α (0), (e) δ = 0.05 ·α (0), (f) δ = 0.1 ·α (0). The experi-
mental parameters are: α (0) = 6·2piKHz, γ = 50·2piM(Hz)2
with µ (0) = −1. The varying values of |δ| = |dµ/dt| are re-
lated to the quality of the inertial approximation, for slow
change in µ the inertial approximation is satisfied, Cf. panels
(c) and (d). Varying µ rapidly leads to the breakdown of the
inertial theorem, see panels (a),(b),(e) and (f).
a large negative value (δ = −α (0)) to the large positive
value (δ = 0.1·α (0)). For large |δ| (panels (a),(b),(e) and
(f)) the deviations between the predicted normalized en-
ergy values of the inertial solution and the experimental
results increase.
The deviation between the theoretical and experimen-
tal results are first observed in amplitude of the energy
oscillations, while the phase follows even for large |δ|, see
panel (a) with δ = −α (0). This behaviour can be ratio-
4FIG. 3. The distance D between the inertial solution and
the exact numerical solution as a function of δ and time. For
δ = 0 the inertial solution is exact at all times. For larger |δ|
the distance increases almost linearly with time and |δ|.
nalized by calculating the correction terms to the iner-
tial solution. Gathering Eq. (12) and (4), and defining
~v ≡ (Ω (t) /Ω (0)) ~u, we obtain
d~u (θ)
dθ
= −iB′ (µ (θ)) ~u (θ) . (17)
Next, we define the instantaneous diagonalizing matrix
of B′ (µ), satisfying P−1 (µ)B′ (µ)P (µ) = D (µ) and
~u (θ) = P (µ) ~w (θ). The exact system dynamics can be
expressed as
d~w (θ)
dθ
= −iD ~w (θ)− P−1 dP
dθ
~w (θ) (18)
For a slow change in µ, B′ and consequently P varies
slowly with respect to θ. This property allows to neglect
the second term in Eq. (18), which is qualitatively similar
to the inertial approximation. The deviations from the
exact solution are reflected by the term O (θ) = P−1 Pdθ ,
leading to
O = 2µ
1 + µ2
dµ
dθ
I + S , (19)
where S is given in Appendix B. For the protocol Eq.
(10), the dominant contribution comes from the first term
in Eq. (19), changing the general scaling and with it the
energy amplitude. The phase of the inertial solution is
not affected even when |dµ/dt| = |δ| is large.
Figure 3 shows the distance D between the inertial
solution and the exact numerical result as a function of δ
and time. D is defined as the Euclidean distance between
the expectation values of the Liouville state vectors,
D (t) =
√∑
i
(〈vi (t)〉 − 〈vinum (t)〉2) . (20)
FIG. 4. The inertial trajectory (red), exact numerical
(blue) and adiabatic solutions (green straight line) in the
〈Hˆ〉, 〈Lˆ〉, 〈Cˆ〉 coordinate space, for (a) δ = −0.01 · α (0) and
(b) δ = −0.05 · α (0).
where vi and v
i
num are the i’th component of ~v (the in-
ertial solution) and ~vnum (the exact numerical solution).
When µ varies slowly (δ = −0.01) the inertial solution
remains exact, while for larger absolute values the nu-
merical and inertial solutions deviate linearly in δ and
time
In Figure 4 we present the inertial, numerical and
adiabatic trajectories for δ = −0.01,−0.05 in the
〈Hˆ〉, 〈Lˆ〉, 〈Cˆ〉 space. Such a representation serves as a
complete description of the dynamics, demonstrating the
large deviation between the adiabatic and inertial solu-
tions.
Discussion.—The hyperfine levels of an Ytterbium ion
171Yb+ in a Paul trap, are utilized to demonstrate the
validity and breakdown of the inertial theorem. The the-
orem provides a family of non-adiabatic protocols that
bridge the gap between the sudden and adiabatic lim-
its [30]. The experimental protocol involves a chirp in
frequency and change in the generalized Rabi frequency,
associated with a linear change in the adiabatic param-
eter. These protocols are designed to demonstrate the
inertial solution, and its accuracy for protocols satisfying
a slow change of the adiabatic parameter µ.
The experiments verify the theorem and the ability to
perform inertial protocols. Moreover, as all experiments
are influenced by various kinds of noise [34], the accuracy
achieved confirms the robustness of the inertial solution.
This conclusion is supported by theoretical simulations
which verify that the solution is stable to small deviations
and noise.
For a larger deviation from the inertial condition
(d~χ/dt→ 1), Fig. 2 panels (a), (b), (e) and (f), the error
first appears in the amplitude while the phase of the iner-
tial solution is still accurate. We prove this by analyzing
correction to the inertial solution. In the SU(2) algebra,
the first order correction in θ to the phase vanishes, see
the discussion beneath Eq. (19). Incorporating the am-
plitude correction into the inertial solution can lead to
higher accuracy. The phase information can be utilized
for parameter estimation beyond the inertial limit.
5The experimental validation of the inertial solution
paves the way to rapid high precision control. This con-
trol can be extended to inertially driven open systems
[30], utilizing the non-adiabatic master equation [46].
Such control can regulate the system entropy [47].
Moreover, the analogous structure of the inertial and
adiabatic solutions and conditions (dµ/dt → 0 and
µ → 0) implies an analogous application in quantum
information processing [31–34]. Another important
study concerns the applicability of the inertial theorem
to highly oscillating fields which exhibit resonance
phenomena. In such a regime, the adiabatic theorem can
not be applied [44], while the inertial theorem remains
valid. This can be seen by taking the chirp frequency
in Eq. (10) as α (t) = Ω = const, leading to µ = −1.
The derivation of the inertial solution remains valid
in such regime and the solution is given by Eq. (6).
A detailed analysis of these issues remain a subject of
future research.
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Appendix A: Inertial solution
We present a brief derivation of the inertial solution
for a two-level-system, represented by the Hamiltonian
of equation (9). The dynamics of such system can be
conveniently described in terms of a time-dependent op-
erator basis ~v = {Hˆ, Lˆ, Cˆ, Iˆ}T , defined in the discussion
below Eq. (10). Such a vector of operators serves as a
basis for the Liouville space representation. In the fol-
lowing we abuse the notation of ~v, considering only the
first three operators of ~v. This is allowed as the identity
is a constant of motion and does not affect the other basis
operators.
In Liouville space the dynamics are generated by the
Heisenberg equation
d
dt
~v (t) =
(
i
[
Hˆ (t) , •
]
+
∂
∂t
)
~v (t) , (A1)
which can be expressed in a vector matrix notation by
1
Ω
d
dt
~v =
Ω˙
Ω2
I~v − iB′~v , (A2)
where B′ and µ are given in Eq. (13) and (11).
Defining the scaled time θ (t) =
∫ t
0
Ω (t′) dt′ and de-
composing the system state as
~v (t) = ~u (t) exp
∫ t
0
Ω˙
Ω
dt′ =
Ω (t)
Ω (0)
~u (t) (A3)
leads to a time-independent equation for ~u (θ)
d
dθ
~u (θ) =
 0 µ 0−µ 0 1
0 −1 0
 ~u (θ) . (A4)
For a constant adiabatic parameter µ, we solve Eq. (A4)
by diagaonalization and obtain a solution in terms of
the basis of eigenoperators ~F = {Fˆ1, Fˆ2, Fˆ3, Iˆ}T . The
solution reads
~F (t) = e−iDθ(t) ~F (0) , (A5)
where D = diag (0, κ,−κ) with κ =
√
1 + µ2. The eigen-
operators Fˆk are associated with the left eigenvectors of
B. The eigenoperators are calculated with the help of
the diagonalization matrix P: ~Fi =
∑
j P−1ij ~uj . In the
~v = {Hˆ, Lˆ, Cˆ, Iˆ} basis the eigenoperators can be written
as: ~F1 =
µ
κ2 {1, 0, µ, 0}T , ~F2 = 12κ2 {−µ,−iκ, 1, 0}T and
~F3 =
1
2κ2 {−µ, iκ, 1, 0}T , corresponding to the eigenvalues
λ1 = 0 , λ2 = κ, λ3 = −κ. Any system observable can
be expressed in terms of the eigenoperators Fˆk, at initial
time, and the exact evolution is then given by equation
(A5). The disadvantage of such a solution is the restric-
tion to protocols obeying µ = const. In order to relax
this requirement and extend the solution to a broad class
of protocols, the inertial theorem was developed.
When the driving of the system satisfies a slow change
in µ, the inertial theorem can be employed to describe
the system dynamics [30]. The inertial solution is given
by Eq. (6).
The dynamics of any system observable is obtained by
the following method: First, the scaled time θ is calcu-
lated by integration over the Generalized Rabi frequency
Ω (t), and the system observable at initial time is ex-
panded in terms of the eigenoperators. Assuming a non-
cyclic process in µ, the geometric phase is neglected rela-
tive to the dynamical one. The integration over the time-
dependent eigenvalues determines the dynamical phase
and the solution is obtained by summing over the linear
combination in Eq. (6).
6Making use of Eq. (A3), (6) and the definition of ~Fk,
the solution of the SU(2) dynamics becomes (neglecting
the geometric phase)
v (θ (t)) =
Ω (t)
Ω (0)
P (θ (0)) e−i
∫ θ(tf)
θ0
D(θ′)dθ′
× P−1 (θ (0))~v (θ (0)) . (A6)
Appendix B: Deviations from the exact solution
We derive the correction term for the inertial solution
for an SU(2) algebra with the protocol Eq. (10). Defin-
ing P as the diagonalizing matrix of B′, Cf. Eq. (13), we
obtain the exact dynamics for the vector ~w = P~u
d~w (θ)
dθ
= −iD ~w (θ) +O ~w (θ) , (B1)
where O = −P−1 Pdθ .
For the studied model the diagonalizing matrix of
B′ (µ), Eq. (13), obtains the form
P = 1
2κ2
 1µ −µ −µ0 iκ −iκ
1 1 1
 (B2)
Utilizing the identity dPdθ =
1
Ω
dP
dt we obtain
O = 2δµ
Ωκ2
I + S , (B3)
where
S = δ
2Ωκ2
 1µ µ µ− 12µ −µ 0
− 12µ 0 −µ
 . (B4)
Solving the dynamics explicitly leads to
~w (θ) = e(−iD+O)θ ~w (0) . (B5)
Next, we utilize the Zassenhaus formula to obtain a so-
lution up to first order in θ
~w (θ) ≈ e−iDθeOθ ~w (0) . (B6)
The correction term to the inertial solution has real eigen-
values, and therefore does not influence the phase.
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