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Abstract
We consider nonlinear multibody systems and present a suitable set of coordinates for the internal dynamics which allow
to decouple the internal dynamics without the need to compute the Byrnes-Isidori form. Furthermore, we derive sufficient
conditions on the system parameters such that the internal dynamics are bounded-input, bounded-output stable.
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1. Introduction
In the last two decades it turned out that for the pur-
pose of high-gain based output tracking the so called fun-
nel controller developed in [1] and generalized to nonlinear
systems with arbitrary relative degree in [2] is a powerful5
tool. However, both necessitate stability of the internal
dynamics in a certain sense. Although there is progress in
tracking control of systems with unstable internal dynam-
ics, see e.g. [3, 4, 5, 6], most controllers require the inter-
nal dynamics to be bounded-input, bounded-output stable10
(minimum phase property), c.f. [7, 8, 9, 10, 11, 2, 12, 13]
and see also the survey [14], and for the concept of mini-
mum phase [15], and the references therein, resp. There-
fore, in order to verify applicability of a certain controller it
is necessary to decouple the internal dynamics, e.g. via the15
Byrnes-Isidori form as in [16], and investigate its stability.
However, the computation of the Byrnes-Isidori form of a
nonlinear multibody system is often a challenging task. In
the present work we combine the idea of the Byrnes-Isidori
form with a novel approach to decouple the internal dy-20
namics without the need to compute the Byrnes-Isidori
form explicitly. This results in a representation of the in-
ternal dynamics in terms of the internal variables and the
system’s output.
Moreover, we present sufficient conditions on the system25
parameters such that the internal dynamics are bounded-
input, bounded-output stable. These conditions are inde-
pendent of the representation of the internal dynamics and
can be verified without their explicit decoupling. Hence,
applicability of a controller e.g as in [17, 18] can be deter-30
mined without decomposing the system but by investiga-
tion of the system’s equations only.
This paper is organized as follows. We briefly recall the
concepts of Lie derivatives, relative degree and the rep-
resentation of a dynamical system in Byrnes-Isidori form35
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in Section 2. In Section 3 we derive the representation
of the internal dynamics in terms of the internal variables
and the system’s output. Furthermore, we give lemmata
of existence and uniqueness, resp., concerning the novel
structural ansatz for the internal dynamics. In Section 440
we give an abstract stability result exploiting LaSalle’s in-
variance principle presented in [19]. Furthermore, we con-
sider nonlinear multibody systems without kinematic loop
and provide sufficient conditions on the system parame-
ters such that the internal dynamics are bounded-input,45
bounded-output stable. We finish this paper with an illus-
trative example in Section 5.
1.1. Nomenclature
Throughout the present paper we will use the follow-
ing notation: R≥0 := [0,∞); ‖x‖ :=
√
x>x Euclidean50
norm of x ∈ Rn; ‖A‖ := max‖x‖=1 ‖Ax‖ spectral norm
of A ∈ Rm×n; Gln(R) the group of invertible matrices in
Rn×n; Br(x) := {z ∈ Rn ‖z − x‖ < r} open ball of ra-
dius r > 0, centred at x ∈ Rn; Ck(V → W ) the set of
k times continuously differentiable functions f : V → W ,55
k ∈ N and V ⊆ Rn, W ⊆ Rm; L1loc(I → Rn) the set of
locally integrable functions f : I → Rn, I ⊆ R an inter-
val; L∞(I → Rn) the set of essentially bounded functions
f : I → Rn, I ⊆ R an interval; ‖f‖∞ := supt∈I ‖f(t)‖ the
supremum norm of f ∈ L∞(I → Rn).60
2. System class and Byrnes-Isidori form
In this section we briefly recall some basic concepts
such as relative degree and the representation of a system
in Byrnes-Isidori form. We consider nonlinear multibody
systems without kinematic loops which are modeled using
generalized coordinates and are of the form
q˙(t) = v(t), q(0) = q0 ∈ Rn,
M(q(t))v˙(t) = f(q(t), v(t)) +B(q(t))u(t), v(0) = v0 ∈ Rn,
y(t) = h(q(t)), (1)
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where M ∈ C(Rn → Gln(R)) is the generalized mass ma-
trix, f ∈ C(Rn × Rn → Rn) are the generalized forces,
B ∈ C(Rn → Rn×m) is the distribution of the input and
h ∈ C1(Rn → Rm) is the measurement. The functions
u : R≥0 → Rm are the inputs that exert an influence to
system (1), and y : R≥0 → Rm are the outputs that typi-
cally represent physically meaningful measurements of sys-
tem (1). Note that the dimensions of the input and output
coincide but we do not assume collocation, i.e., we do not
assume h′(q) = B(q)>. For system (1) we introduce the
state variables x1 := q, x2 := v, setting x := (x>1 , x>2 )>,
and transform (1) into the system of first order ordinary
differential equations
x˙(t) =
(
x2(t)
M(x1(t))
−1f(x1(t), x2(t))
)
︸ ︷︷ ︸
=:F (x1(t),x2(t))
+
[
0
M(x1(t))
−1B(x1(t))
]
︸ ︷︷ ︸
=:G(x1(t),x2(t))
u(t), x(0) = x0 ∈ R2n
y(t) = h˜(x1(t), x2(t)), (2)
where h˜ : R2n → Rm with h˜(x1, x2) = h(x1). In order
to decouple the internal dynamics we invoke the Byrnes-
Isidori form for (2). To this end, recall the definition of
the Lie derivative of a function h along a vector field F at
a point z ∈ U ⊆ R2n, U open
(LF h˜)(z) := h˜
′(z)F (z),
where h˜′ is the Jacobian of h˜. We may successively define
LkF h˜ = LF (L
k−1
F h˜) with L
0
F h˜ = h˜. We denote with gi(z)
the columns of G(z) for i = 1, ...,m and define
(LGh˜)(z) := [(Lg1 h˜)(z), ..., (Lgm h˜)(z)].
In accordance with [16] we recall the concept of relative
degree1.
Definition 2.1. System (2) has relative degree r ∈ N
on U ⊆ R2n open, if for all z ∈ U we have
∀ k ∈ {0, ..., r − 2} : (LGLkF h˜)(z) = 0m×m
and Γ˜(z) := (LGL
r−1
F h˜)(z) ∈ Glm(R),
(3)
where Γ˜ : U → Glm(R) is the high-gain matrix.
Now, as shown in [16], if system (2) has relative de-
gree r on an open set U ⊆ R2n, then there exists a (local)
diffeomorphism Φ : U →W ⊆ R2n, W open, such that(
ξ(t)
η(t)
)
= Φ(x(t)),
1We restrict ourself to the case of strict relative degree, for details
and vector relative see [16, Chapter 5.1]
with ξ(t) ∈ Rrm, η(t) ∈ R2n−rm transforms system (2)
nonlinearly into Byrnes-Isidori form
y(t) = ξ1(t),
ξ˙1(t) = ξ2(t),
... (4)
ξ˙r−1(t) = ξr(t),
ξ˙r(t) = (L
r
F h˜)
(
Φ−1(ξ(t), η(t))
)
+ Γ
(
Φ−1(ξ(t), η(t))
)
u(t),
η˙(t) = q(ξ(t), η(t)) + p(ξ(t), η(t))u(t).
The last equation in (4) represents the internal dynamics65
of system (2). Note that for r · m < 2n system (2) has
nontrivial interal dynamics.
With the aid of Lie derivatives the diffeomorphism Φ
can be represented as
Φ(x) =

h˜(x)
(LF h˜)(x)
...
(Lr−1F h˜)(x)
φ˜1(x)
...
φ˜2n−rm(x)

, x ∈ U ⊆ R2n (5)
where φ˜i : U → R, i = 1, ..., 2n− rm, are such that Φ′(x)
is invertible for all x ∈ U . We recall x = (x>1 , x>2 )> ∈ R2n70
and make the following assumption
(A1) Given some open set U1 ⊆ Rn and H(x1) := h′(x1),
we have Γ(x1) := H(x1)M(x1)−1B(x1) ∈ Glm(R)
for all x1 ∈ U1.
Lemma 2.2. Consider system (2) and assume (A1). Then75
system (2) has relative degree r = 2 on U := U1 × Rn.
Proof. Let x = (x>1 , x>2 )> ∈ U . Set H(x1) := h′(x1) and
H˜(x) := h˜′(x), then H˜(x) =
[
H(x1) 0
]
. Now, compute
the Lie derivatives of (2) for x ∈ U
(LGh˜)(x) =
[
H(x1) 0
] [ 0
M(x1)
−1B(x1)
]
= 0m×m,
(LF h˜)(x) =
[
H(x1) 0
]( x2
M(x1)
−1f(x1, x2)
)
= H(x1)x2,
(LGLF h˜)(x) =
[
∂
∂x1
H(x1)x2 H(x1)
] [ 0
M(x1)
−1B(x1)
]
=: Γ(x1)
where Γ(x1) = H(x1)M(x1)−1B(x1) is invertible by as-
sumption (A1). Therefore, according to (3) system (2)
has relative degree r = 2 on U .
2
3. Representation of the internal dynamics80
In this section we introduce a novel structural ansatz
for the internal dynamics and present a set of feasible coor-
dinates to represent the internal dynamics of (2) without
the need to compute the Byrnes-Isidori form explicitly.
Via (5) with r = 2 we obtain the following representation
of the diffeomorphism Φ
(
ξ
η
)
= Φ(x) =

h(x1)
H(x1)x2
φ˜1(x)
...
φ˜2n−2m(x)
 , x =
(
x1
x2
)
∈ U,
where φ˜i : U → R, i = 1, ..., 2n−2m and, as in Lemma 2.2,
U1 ⊆ Rn is an open set and U = U1 × Rn.
We make the following structural ansatz for the internal
state η = (φ˜1(x), ..., φ˜2n−2m(x))>
η =
(
η1
η2
)
=
(
φ1(x1)
φ2(x1)x2
)
, (6)
where φ1 ∈ C1(U1 → Rn−m) and φ2 ∈ C(U1 → R(n−m)×n).
We highlight, that
ξ =
(
ξ1
ξ2
)
=
(
h(x1)
H(x1)x2
)
(7)
and (6) have similar structure, i.e., the internal dynamics
are in the form of a mechanical system as well. Now,
since Φ is a diffeomorphism we require its Jacobian to be
invertible on U
∀x ∈ U : Φ′(x) =

H(x1) 0
∗ H(x1)
φ′1(x1) 0
∗ φ2(x1)
 ∈ Gl2n(R) ⇐⇒
∀x1 ∈ U1 :
[
H(x1)
φ′1(x1)
]
∈ Gln(R) ∧
[
H(x1)
φ2(x1)
]
∈ Gln(R),
(8)
where ∗ is of the form ∂∂x1 [ζ(x1) · x2], ζ : U1 → Rq×n with
q ∈ N appropriate, resp.
We aim to investigate the internal dynamics of (2) without
explicit appearance of the input u. To this end, we seek for
functions φ˜1(x), ..., φ˜2n−2m(x) such that p(·) = 0 in equa-
tion (4), i.e., [LGφ˜i](x) = 0 for all x ∈ U , i = 1, ..., 2n−2m.
In view of (6) this means to find functions φ1, φ2 such that
∀x ∈ U :
[
φ′1(x1) 0
∂
∂x1
φ2(x1)x2 φ2(x1)
] [
0
M(x1)
−1B(x1)
]
= 0
⇐⇒ ∀x1 ∈ U1 : φ2(x1)M(x1)−1B(x1) = 0. (9)
In the following lemma we show the existence of functions
φ1, φ2 satisfying the aforesaid.
Lemma 3.1. Consider the ODE (2) and assume (A1).
For any x01 ∈ U1 there exist an open neighbourhood U01 ⊆
U1 of x01 and φ1 ∈ C1(U01 → Rn−m), φ2 ∈ C(U01 →85
R(n−m)×n) such that (8) and (9) hold locally on U01 .
Proof. We fix x01 ∈ U1 and make use of [20, Lem. 4.1.5]
which states the following. Consider W ∈ C(U1 → Rw×n)
with rkW (x1) = w for all x1 ∈ U1. Then there exist
an open neighbourhood V1 ⊆ U1 of x01 and T ∈ C(V1 →
Gln(R)) such that
∀x1 ∈ V1 : W (x1)T (x1) =
[
Iw 0
]
.
We use this to show the existence of φ1 ∈ C1(U01 → Rn−m).
Since by assumption (A1) we have rkH(x1) = m for all
x1 ∈ U1 there exist an open neighbourhood V1 ⊆ U1 of x01
and T = [T1, T2] ∈ C(V1 → Gln(R)) such that
∀x1 ∈ V1 : H(x1)
[
T1(x1) T2(x1)
]
=
[
Im 0
]
,
i.e., imT2(x1) = kerH(x1) and rkT2(x1) = n − m for
all x1 ∈ V1. Let E = [e>i1 , ..., e>in−m ]> ∈ R(n−m)×n with
eij ∈ R1×n a unit row-vector for ij ∈ {1, ..., n}. Then[
H(x1)
E
] [
T1(x1) T2(x1)
]
=
[
Im 0
∗ ET2(x1)
]
.
Since rkT2(x01) = n−m it is possible to choose i1, . . . , in−m
such that ET2(x01) ∈ Gln−m(R). As T2 ∈ C(V1 → Rn×(n−m))
the mapping x1 7→ det(ET2(x1)) is continuous on V1,
hence there exists an open neighbourhood V¯1 ⊆ V1 of x01
such that det(ET2(x¯1)) 6= 0 for all x¯1 ∈ V¯1. Thus,
∀x1 ∈ V¯1 : rk
[
H(x1)
E
]
= n.
Therefore, with
φ1 : V¯1 → Rn−m, x1 7→ Ex1
we have φ1 ∈ C1(V¯1 → Rn−m) and the first condition in (8)
is satisfied on V¯1 since φ′1(x1) = E.
Now, we show the existence of φ2 ∈ C(U01 → Rn−m). Ob-
serve that by assumption (A1) we have rkB(x1) = m and
rkM(x1) = n for all x1 ∈ U1. Therefore, again via [20,
Lem. 4.1.5], there exist an open neighbourhood V˜1 ⊆ U1
of x01 and T = [T1, T2] ∈ C(V˜1 → Gln(R)) such that
∀x1 ∈ V˜1 : [M(x1)−1B(x1)]>
[
T1(x1) T2(x1)
]
=
[
Im 0
]
,
i.e., imT2(x1) = ker(M(x1)−1B(x1))> and T2 ∈ C(V˜1 →
Rn×(n−m)). Now, we observe for φ2(x1) = T2(x1)>[
H(x1)
φ2(x1)
] [
M(x1)
−1B(x1) φ2(x1)>
]
=
[
Γ(x1) ∗
0 φ2(x1)φ2(x1)
>
]
∈ Rn×n, x1 ∈ V˜1
which is invertible on V˜1 since by assumption (A1) the
high-gain matrix Γ(x1) is invertible on U1, and rkT2(x1) =
n −m for all x1 ∈ V˜1. Hence the second condition in (8)
is satisfied on V˜1. Moreover, equation (9) is true on V˜1 by90
construction of φ2. We set U01 := V¯1 ∩ V˜1 which completes
the proof.
3
The proof of the previous lemma justifies the struc-
tural ansatz for the internal state η in (6). Hereinafter
let U1 = U01 with U01 as in Lemma 3.1.
While φ1 can basically be chosen freely up to (8), φ2 is
uniquely determined up to an invertible left transforma-
tion. To find all possible representations, let P : U1 →
Rn×m and V : U1 → Rn×(n−m) be such that
∀x1 ∈ U1 : [P (x1), V (x1)]
[
H(x1)
φ2(x1)
]
= In, (10)
which exist by (8). Then P, V have pointwise full column
rank, by which the pseudoinverse of V is given by V †(x1) =
(V (x1)
>V (x1))−1V (x1)>, x1 ∈ U1. For x1 ∈ U1 we define
φ2(x1) := V
†(x1)
(
In −M(x1)−1B(x1)Γ(x1)−1H(x1)
)
.
(11)
Lemma 3.2. We use the notation and assumptions from
Lemma 3.1. Then the function φ2 : U1 → R(n−m)×n is
uniquely determined by (8) and (9) up to an invertible left95
transformation. All possible functions are given by (11)
for feasible choices of V satisfying (10).
Proof. Assume that (8) and (9) hold, and hence we have (10)
for some corresponding P and V . We multiply (10) from
the left by V (x1)† and subtract V (x1)†P (x1)H(x1) from
both sides, and obtain
φ2(x1) = V
†(x1) (In − P (x1)H(x1)) , x1 ∈ U1.
Invoking (9), we further obtain from (10) that
P (x1) = M(x1)
−1B(x1)
(
H(x1)M(x1)
−1B(x1)
)−1︸ ︷︷ ︸
=Γ(x1)−1
,
and hence P is uniquely determined by M,H,B. There-
fore, φ2 is given as in (11). Furthermore, it follows from (10)
that [
H(x1)
φ2(x1)
]
[P (x1), V (x1)] =
[
Im 0
0 In−m
]
,
from which we may deduce φ2(x1)V (x1) = In−m and in
addition imV (x1) = kerH(x1). Hence, the representation
of φ2 in (11) only depends on the choice of the basis of
kerH(x1). Now, let V˜ (x1) := V (x1)R(x1), x1 ∈ U1, for
some R : U1 → Gln−m and consider
φ˜2(x1) = V˜
†(x1)
(
In −M(x1)−1B(x1)Γ(x1)−1H(x1)
)
.
A short calculation shows φ˜2(x1) = R(x1)−1φ2(x1) for all
x1 ∈ U1.
Now, we continue deriving a representation of the in-
ternal dynamics. We choose V ∈ C(U1 → Rn−m) with
orthonormal columns such that imV (x1) = kerH(x1) for
all x1 ∈ U1. Then via (A1) and (11) the inverse of
[
H(x1)
φ2(x1)
]
is given by[
H(x1)
φ2(x1)
]−1
=
[
M(x1)
−1B(x1)Γ(x1)−1 V (x1)
]
, x1 ∈ U1.
(12)
Recall (6) and (7), and choose φ2(x1) as in (11). Then (12)
yields(
ξ2
η2
)
=
[
H(x1)
φ2(x1)
]
x2
⇒ x2 =
[
H(x1)
φ2(x1)
]−1(
ξ2
η2
)
(12)
= M(x1)
−1B(x1)Γ(x1)−1ξ2 + V (x1)η2.
(13)
Therefore, using (2), (6) and (13), and identify ξ2 = y˙, the
dynamics of η1 are given by
η˙1(t) = φ
′
1(x1(t))x2(t)
= φ′1(x1(t))M(x1(t))
−1B(x1(t))Γ(x1(t))−1y˙(t)
+ φ′1(x1(t))V (x1(t))η2(t),
(14)
where φ′1(x1) is of full row rank for all x1 ∈ U1 by (8) but
apart from that arbitrary. Again with (6) and (7), since(
ξ1
η1
)
=
(
h(x1)
φ1(x1)
)
=: ϕ(x1) (15)
is continuously differentiable and its Jacobian is regular
on U1 ⊆ Rn by (8), via the inverse function theorem ϕ
defines a diffeomorphism on U1 and hence we have
x1 = ϕ
−1
((
ξ1
η1
))
.
Corollary 3.3. Assume (A1) holds true and that there
exists E ∈ R(n−m)×n such that φ1(x1) := Ex1, x1 ∈ U1,
satisfies (8). Further, assume there exists H ∈ Rm×n such
that h is linear with h(x1) = Hx1 for all x1 ∈ U1, and
let V ∈ Rn×(n−m) be such that imV = kerH. Then for
ϕ : U1 → Rn defined as in (15) we find that
ϕ(U1) =
[
H
E
]
U1 =: W1
and for all w1 ∈W1 we have
ϕ−1(w1) =
[
H
E
]−1
w1
=
[
H>(HH>)−1 − V (EV )−1EH>(HH>)−1 V (EV )−1]w1
Proof. Clear.100
To combine (15) with (14) we define the following func-
tions on W1 := ϕ(U1) as concatenations
φ′1,ϕ(·) :=
(
φ′1 ◦ ϕ−1
)
(·), Mϕ(·)−1 :=
(
M ◦ ϕ−1)(·)−1,
Bϕ(·) :=
(
B ◦ ϕ−1)(·), Hϕ(·) := (H ◦ ϕ−1)(·),
Γϕ(·)−1 :=
(
Γ ◦ ϕ−1)(·)−1, Vϕ(·) := (V ◦ ϕ−1)(·).
4
Therefore, identifying ξ1 = y we obtain the representa-
tion (16) of (14). Now, we explore the dynamics of η2.
Define φ′2[x1, x2] :=
∂
∂x1
[φ2(x1) · x2] ∈ R(n−m)×n for x =
(x>1 , x
>
2 )
> ∈ U1 × Rn = U . Then from (2) and (6) we
obtain for x ∈ U
η˙2(t) = φ
′
2[x1(t), x2(t)]x2(t)
+ φ2(x1(t))M(x1(t))
−1f(x1(t), x2(t)).
Let φ2,ϕ(·) :=
(
φ2 ◦ ϕ−1
)
(·) on W1 and for w ∈ W1 and
v ∈ Rn we define
φ′2,ϕ[w, v] := φ
′
2
[
ϕ−1(w),
[
Hϕ(w)
φ2,ϕ(w)
]−1
v
]
,
fϕ(w, v) := f
(
ϕ−1(w),
[
Hϕ(w)
φ2,ϕ(w)
]−1
v
)
.
Then, the internal dynamics of (2) are given in (17).
Remark 3.4. The set of variables presented in this sec-
tion to decouple the internal dynamics of (2) offers an al-
ternative to the Byrnes-Isidori form as in (4), whose com-
putation often requires a lot of effort. The representation105
of the internal dynamics in (17) is directly determined by
the system parameters and hence a computation of the
Byrnes-Isidori form is not necessary.
Remark 3.5. We may obtain further structure for the
internal dynamics (17). Recall the concept of a conser-
vative vector field. We call a vector field J : U → Rn,
U ⊆ Rn open, conservative, if there exists a scalar field
j : U → R such that j′(x) = J(x)> for all x ∈ U . Now, if
there exist ji ∈ C1(U1 → R) such that j′i(x1) = φ2,i(x1)>
for all x1 ∈ U1, i = 1, . . . , n − m, then it is possible to
choose φ1 = (λ1j1, . . . , λn−mjn−m)> for some λi ∈ R\{0},
i = 1, . . . , n − m, and thus φ′1(x1) = Λφ2(x1) for Λ =
diag(λ1, . . . , λn−m). Therefore, using (9) and Lemma 3.2
the dynamics of η1 in (16) reduce to
η˙1(t) = Λη2(t).
Note that the entries of Λ can be chosen at will. We will
make use of this later in Section 4.2.110
4. Stability of the internal dynamics
In this section we derive sufficient conditions on the
system parameters such that the internal dynamics are
bounded-input, bounded-output stable.
4.1. Abstract stability result115
Before we give conditions on f in (2) to ensure a bounded-
input, bounded-output stability of the internal dynam-
ics (17) we present an abstract stability result. To this
end, we make the following definitions.
Definition 4.1. Consider a dynamical control system
x˙(t) = f(x(t), u(t)), x(0) = x0 ∈ Rn, (18)
where f ∈ C(X × Rm → Rn), X ⊆ Rn open, and u ∈120
L1loc(R≥0 → Rm). A local solution of (18) is a function
x ∈ C1([0, ω) → Rn), ω ∈ R≥0 such that it satisfies (18)
on [0, ω) with x(0) = x0 ∈ Rn. If ω = ∞ we call x ∈
C1(R≥0 → Rn) a global solution.
Definition 4.2. We call a function f : Rn → R radially125
unbounded, if f(x)→∞ for ‖x‖ → ∞.
Now, following [19, Thm. 4], we may formulate the first
main result of the present paper as the following theorem.
Theorem 4.3. Let U ⊆ Rn−m be open and consider
ζ˙(t) = Ψ(ζ(t), y1(t), y2(t)), ζ(0) = ζ
0 ∈ U, (19)
where Ψ ∈ C(U ×Rm×Rm → Rn−m). Assume there exist
r1, r2, r3 > 0 and a radially unbounded V ∈ C1(U → R)
such that for all y1 ∈ Br1(0), y2 ∈ Br2(0) and for all
ζ ∈ {ζ ∈ U ‖ζ‖ > r3} we have
V ′(ζ) ·Ψ(ζ, y1, y2) ≤ 0. (20)
Then for all y1, y2 ∈ L∞(R≥0 → Rm) with ‖y1‖∞ ≤ r1
and ‖y2‖∞ ≤ r2 and all global solutions ζ : R≥0 → U
of (19) there exists ε > 0 such that
‖ζ‖∞ ≤ max{‖ζ0‖, r3}+ ε.
Proof. The following proof is inspired by the proof made in
[19, Thm. 4], and some ideas are adopted from the proof130
in [20, Lem. 5.7.8]. Let y1, y2 ∈ L∞(R≥0 → Rm) with
‖y1‖∞ ≤ r1 and ‖y2‖∞ ≤ r2, and let ζ : R≥0 → U be a
global solution of (19). Further, set r˜ := max{‖ζ0‖, r3}
and ν0 := max{V(ζ) ‖ζ‖ = r˜}. Since V is radially
unbounded there exists ε > 0 such that V(ζ) > ν0 for135
all ζ ∈ {ζ ∈ U ‖ζ‖ ≥ r˜ + ε}. Seeking a contradic-
tion, we assume there exists t1 such that ‖ζ(t1)‖ > r˜ + ε.
Let t0 = max{t ∈ [0, t1) ‖ζ(t)‖ = r˜}. Then we have
‖ζ(t)‖ > r3 for all t ∈ (t0, t1]. Since by (20) we have
d
dtV(ζ(t)) ≤ 0 for all t ∈ (t0, t1] and upon integration we140
obtain ν0 < V(ζ(t1)) ≤ V(ζ(t0)) ≤ ν0, a contradiction.
Therefore, we conclude ‖ζ(t)‖ ≤ r˜ + ε for all t ≥ 0 and
hence ‖ζ‖∞ ≤ r˜ + ε.
4.2. Sufficient conditions for stability
In this section we present sufficient conditions on the145
system parameters, i.e., on f in (2), such that the internal
dynamics are bounded-input, bounded-output stable.
Definition 4.4. Consider a control system (18) with out-
put y(t) = h(x(t)), where h ∈ C1(Rn → Rm). We call a
system (18) bounded-input, bounded-output stable, if for150
all x0 ∈ Rn and all C1 > 0 there exists C2 > 0 such that
for all u ∈ C(R≥0 → Rm) with ‖u‖∞ ≤ C1 and all global
solutions x : R≥0 → X of (18) we have ‖h(x)‖∞ ≤ C2.
5
η˙1(t) = φ
′
1,ϕ
((
y(t)
η1(t)
))
Mϕ
((
y(t)
η1(t)
))−1
Bϕ
((
y(t)
η1(t)
))
Γϕ
((
y(t)
η1(t)
))−1
y˙(t)
+ φ′1,ϕ
((
y(t)
η1(t)
))
Vϕ
((
y(t)
η1(t)
))
η2(t).
(16)
η˙1(t) = φ
′
1,ϕ
((
y(t)
η1(t)
))
Mϕ
((
y(t)
η1(t)
))−1
Bϕ
((
y(t)
η1(t)
))
Γϕ
((
y(t)
η1(t)
))−1
y˙(t)
+ φ′1,ϕ
((
y(t)
η1(t)
))
Vϕ
((
y(t)
η1(t)
))
η2(t),
η˙2(t) = φ
′
2,ϕ
[(
y(t)
η1(t)
)
,
(
y˙(t)
η2(t)
)](
Mϕ
((
y(t)
η1(t)
))−1
Bϕ
((
y(t)
η1(t)
))
Γϕ
((
y(t)
η1(t)
))−1
y˙(t) + Vϕ
((
y(t)
η1(t)
))
η2(t)
)
+ φ2,ϕ
((
y(t)
η1(t)
))
Mϕ
((
y(t)
η1(t)
))−1
fϕ
((
y(t)
η1(t)
)
,
(
y˙(t)
η2(t)
))
.
(17)
Remark 4.5. In the context of the internal dynamics (17)
of system (2) we actually consider bounded-input, bounded-155
state stability. As we add the output z(t) = η(t) to sys-
tem (17) we may refer to it as bounded-input, bounded-
output stable, where the output of system (2), namely
y(·), and its derivative y˙(·) play the role of the input of
system (17).160
Now, we consider a system (2) with constant mass ma-
trix M ∈ Gln(R) and constant input distribution B ∈
Rn×m. Since in many applications the output function y(·)
is linear, we assume h to be linear, i.e., h(x1) = H · x1 for
all x1 ∈ U1 with H ∈ Rm×n. Under these assumptions we
have U1 = Rn and (A1) becomes HM−1B ∈ Glm(R), i.e.,
Γ ∈ Glm(R). We revisit system (17) to obtain a simpler
representation of the internal dynamics. First, we observe
that since H,M,B are constant matrices we have that
φ2 = V
†(In −M−1BΓ−1H) ∈ R(n−m)×n (21)
is a constant matrix, where V ∈ Rn×(n−m) such that
imV = kerH and Γ = HM−1B ∈ Glm(R). Thence,
φ′2[x1, x2] = 0 and U = R2n. Furthermore, φ2 defines a
conservative vector field and thus via Remark 3.5 we may
choose φ1(x1) = λφ2 · x1, x1 ∈ Rn and λ ∈ R \ {0}. More-
over, since h is linear we have V ∈ Rn×(n−m) such that
imV = kerH. Therefore, via (13) and (15) we obtain
x1 =
[
H
λφ2
]−1(
ξ1
η1
)
= M−1BΓ−1ξ1 + λ−1V η1, (22)
x2 =
[
H
φ2
]−1(
ξ2
η2
)
= M−1BΓ−1ξ2 + V η2. (23)
We define M := M−1BΓ−1 ∈ Rn×m and Θ := φ2M−1.
Then, combining the aforementioned observations, equa-
tions (17) for the internal dynamics simplify to
η˙1(t) = λη2(t),
η˙2(t) = Θf
(My(t) + λ−1V η1(t),My˙(t) + V η2(t)),
where we identified ξ1 = y, ξ2 = y˙, and the arguments
of f(x1, x2) have been substituted via (22) and (23), resp.
Now, we assume f has the structure
f(x1, x2) = −K(x1)−D(x2),
where K ∈ C(Rn → Rn) may be considered as a nonlinear
restoring force, and D ∈ C(Rn → Rn) for example mimics
a nonlinear damping. With this we revisit system (2) and
obtain the following control system
x˙(t) =
(
x2(t)
M−1
(−K(x1(t))−D(x2(t)))
)
+
[
0
M−1B
]
u(t)
y(t) = Hx1(t). (24)
We define the vector field F in (25). Then the internal
dynamics of (24) are given via
η˙(t) = F(η1(t), η2(t), y(t), y˙(t)). (26)
Henceforth let V have orthonormal columns. For i = 1, 2
we assume, that there exist z+i > 0 such that for all
zi ∈ Zi := {z ∈ Rn−m ‖z‖ > z+i } and all w ∈ Rn the
functions K and D satisfy the following conditions
There ex. a radially unbounded VK ∈ C1(Z1 → R)
such that V ′K(z1) = K(V z1)
>Θ>, (27)
‖K(V z1)−K(V z1 + w)‖ ≤ g1(w), (28)
z>1 ΘK(V z1) ≥ κ‖z1‖2, κ > 0, (29)
‖D(V z2)−D(V z2 + w)‖ ≤ g2(w), (30)
z>2 ΘD(V z2) ≥ δ‖z2‖2, δ > 0 (31)
‖D(V z2)‖ ≤ d‖z2‖, d > 0, (32)
for suitable functions gi ∈ C(Rm → R≥0), i = 1, 2. From
this it is clear that conditions (27)–(32) mean that the
acting forces are assumed to be basically linear in a certain
region, far away from the origin. Hence these are merely
6
F : R2(n−m) × R2m → R2(n−m)
(z1, z2, v1, v2) 7→
(
λz2
Θ
(−K(Mv1 + λ−1V z1)−D(Mv2 + V z2))
) (25)
weak assumptions.
We set τ := ‖Θ‖ and for some r1, r2 ≥ 0, c > 0 we define
the following constants: K˜ := maxz∈Br1 (0) g1(Mz), D˜ :=
maxz∈Br2 (0) g2(Mz), ε1 := c(κλ − τ
2
2 ), ε2 := δ− c(d
2
2 + λ),
E1 := cτ(K˜ + d‖M‖r2), E2 := τ(K˜ + D˜), which are all
nonnegative making the feasible choice 0 < λ < 2κ/τ2 and
0 < c < 2δ/(d2 + 2λ). Further, we define
Z˜i :=
{
z ∈ Rn−m | ‖z‖ > Ei
εi
}
, i = 1, 2.
As the second main result we present an explicit Lyapunov
function for system (26) in the following theorem.
Theorem 4.6. Consider system (26) and fix r1, r2 ≥ 0,
0 < λ < 2κ/τ2 and 0 < c < 2δ/(d2 + 2λ). Assume con-
ditions (27)–(32) hold true for all zi ∈ Zi, i = 1, 2. Then
for V : Rn−m × Rn−m → R defined by
V(η1, η2) = 1
2
‖η2‖2 + cη>1 η2 + VK(λ−1η1)
the Lie derivative along the vector field F from (26) is
nonincreasing for all y1 ∈ Br1(0), y2 ∈ Br2(0) and all
ηi ∈ Zi ∩ Z˜i, i = 1, 2, i.e.,
V ′(η1, η2) · F(η1, η2, y1, y2) ≤ 0. (33)
Proof. For i = 1, 2 let ηi ∈ Zi and yi ∈ Bri(0), and take
the Lie derivative of V along the vector field F from (26)
V ′(η1, η2) · F(η1, η2, y1, y2)
= K(λ−1V η1)>Θ>η2 + cλη>2 η2
+ η>2 Θ
(−K(My1 + λ−1V η1)−D(My2 + V η2))
+ cη>1 Θ
(−K(My1 + λ−1V η1)−D(My2 + V η2))
= η>2 Θ
(
K(λ−1V η1)−K(My1 + λ−1V η1)
)
+ cλ‖η2‖2
− η>2 ΘD(My2 + V η2)
− cη>1 ΘK(My1 + λ−1V η1)
− cη>1 ΘD(My2 + V η2).
(34)
For purpose of better legibility we set µ := ‖M‖, and esti-
mate the addends in (34) separately for ηi ∈ Zi, resp. Note
that since V from Lemma 3.2 has orthonormal columns we
have ‖V z‖ = ‖z‖ for z ∈ Rn−m.
Step i)
η>2 Θ
(
K(λ−1V η1)−K(My1 + λ−1V η1)
)
≤ τ‖η2‖‖
(
K(λ−1V η1)−K(My1 + λ−1V η1)
)‖
(28)
≤ τ‖η2‖g1(My1) ≤ τK˜‖η2‖
Step ii)
− η>2 ΘD(My2 + V η2)
= η>2 Θ
(
D(V η2)−D(My2 + V η2)−D(V η2)
)
≤ τ‖η2‖‖D(V η2)−D(My2 + V η2)‖ − η>2 ΘD(V η2)
(30)
≤ τ‖η2‖g2(My2)− η>2 ΘD(V η2)
(31)
≤ τD˜‖η2‖ − δ‖η2‖2
Step iii)
− cη>1 ΘK(My1 + λ−1V η1)
= cη>1 Θ
(
K(λ−1V η1)−K(My1 + λ−1V η1)−K(λ−1V η1)
)
≤ cτ‖η1‖‖K(λ−1V η1)−K(My1 + λ−1V η1)‖
− cη>1 ΘK(λ−1V η1)
(28)
≤ cτ‖η1‖g1(My1)− cη>1 ΘK(λ−1V η1)
(29)
≤ cτK˜‖η1‖ − cκλ−1‖η1‖2
Step iv)
− cη>1 ΘD(My2 + V η2)
≤ cτ‖η1‖‖D(My2 + V η2)‖
(32)
≤ c‖η1‖d‖My2 + V η2‖
≤ cτdµr2‖η1‖+ cτd‖η1‖‖η2‖
≤ cτdµr2‖η1‖+ cτ
2
2
‖η1‖2 + cd
2
2
‖η2‖2,
where we used 2ab ≤ a2 + b2 for all a, b ∈ R in the last
line. We summarize the calculations above to estimate
V ′(η1, η2) · F(η1, η2, y1, y2) for ηi ∈ Zi and yi ∈ Bri(0),
i = 1, 2.
V ′(η1, η2) · F(η1, η2, y1, y2)
≤ cλ‖η2‖2 + τK˜‖η2‖+ τD˜‖η2‖ − δ‖η2‖2 + cτK˜‖η1‖
− cκ
λ
‖η1‖2 + cτdµr2‖η1‖+ cτ
2
2
‖η1‖2 + cd
2
2
‖η2‖2.
Sorting these expressions and inserting the constants from
above yields
V ′(η1, η2) · F(η1, η2, y1, y2)
≤− ε1‖η1‖2 + E1‖η1‖ − ε2‖η2‖2 + E2‖η2‖,
(35)
where ε1, ε2 > 0 and E1, E2 ≥ 0 via the choice of c and λ.
Now, we consider the function
W : R2(n−m) → R (36)
(w1, w2) 7→ −ε1‖w1‖2 + E1‖w1‖ − ε2‖w2‖2 + E2‖w2‖,
7
with εi > 0, Ei ≥ 0 for i = 1, 2 as above. A short cal-
culation yields that for wi ∈ Z˜i we have W (w1, w2) ≤ 0.
Comparing (35) and (36) yields assertion (33)
V ′(η1, η2) · F(η1, η2, y1, y2) ≤W (η1, η2) ≤ 0,
for all ηi ∈ Zi ∩ Z˜i, i = 1, 2, and y1 ∈ Br1(0), y2 ∈ Br2(0).
Remark 4.7. The sets Zi in Theorem 4.6 are determined165
by the system parameters only and hence conditions (27)–
(32) can be verified without decoupling the internal dy-
namics.
Finally, we combine Theorem 4.3 and Theorem 4.6 to
obtain a stability result for the internal dynamics (26) of170
system (24).
Theorem 4.8. Consider system (24) and use the assump-
tions from Theorem 4.6. Then the internal dynamics (26)
of system (24) are bounded-input, bounded-output stable.
Proof. Clear.175
Remark 4.9. Since ηi /∈ Zi∩Z˜i means ‖ηi‖ ≤ max(z+i , Ei/εi),
it is clear that the choice of λ and c in Theorem 4.6 does
not affect the stability statement in Theorem 4.8 but only
determines the region where (33) is true.
5. Example180
We give an example for the results presented in this
paper, in particular to illustrate conditions (27)–(32). To
this end, we consider the mass on a car system investigated
in [11] and [13]. Consider a car with mass m1 on which
F
y
a=const
x
s
Figure 1: Mass on a car system. The figure is taken from from [13].
a ramp with constant angle 0 < α < pi/2 is mounted. A
second mass m2 lying on the ramp is coupled to the car
via a spring with characteristicK2(s), and a damping with
characteristic D2(s˙). A horizontal force can be applied via
the input u = F . The situation is depicted in Figure 1.
For convenience we assume the constant force on m2 due
to gravity, namely m2g sin(α), where g is the gravitational
constant, to be compensated via a linear coordinate trans-
formation, such that K2(0) = 0. Then, the equations of
motion for that system are given by[
m1 +m2 m2 cos(α)
m2 cos(α) m2
]
︸ ︷︷ ︸
=:M
(
z¨(t)
s¨(t)
)
=
(
0
−K2(s(t))−D2(s˙(t))
)
+
[
1
0
]
u(t)
y(t) = z(t) + cos(α)s(t),
(37)
where the system output y describes the horizontal po-
sition of mass m2. In this particular example we have
n = 2 and m = 1, and set B := [1, 0]>, H := [1, cos(α)].
Note that the input and the output are not collocated, i.e.,
H 6= B>. Let K2 and D2 have the following characteris-
tics, where σ denotes the sign function
K2 : R2 → R
q 7→
{
σ(q2)
√|q2| |q2| ≤ 1
2q2 − σ(q2) |q2| > 1
and
D2 : R2 → R
v 7→
{
σ(v2)v
2
2 |v2| ≤ 1
2v2 − σ(v2) |v2| > 1.
Note that K2 ∈ C(R2 → R) and D2 ∈ C(R2 → R). The
schematic shapes of K2(·) and D2(·) are depicted in Fig-
ure 2.
−2 −1 0 1 2
2
1
0
−1
−2
q2
K
2
(q
)
−2 −1 0 1 2
2
1
0
−1
−2
v2
D
2
(v
)
Figure 2: Schematic shape of K2(·) and D2(·), resp. Solid lines on
Zi, dashed lines on R \ Zi, i = 1, 2.
We set x1 := (z, s)>, x2 := x˙1, K(·) := (0,K2(·))>,
D(·) := (0, D2(·))>, whereby K,D ∈ C(R2 → R2). Fur-
ther, let H˜ := [H, 0] and M˜ := diag(I2,M). Then sys-
tem (37) reads
x˙(t) = M˜−1
(
x2(t)
−K(x1(t))−D(x2(t))
)
+ M˜−1

0
0
1
0
u(t),
y(t) = H˜x(t), (38)
8
and (38) is of the form (24). We set
γ :=
1
m1 +m2 sin(α)2
, m :=
m1 +m2
m2
and calculate
M−1 = γ
[
1 − cos(α)
− cos(α) m
]
, M−1B = γ
[
1
− cos(α)
]
and thus Γ = HM−1B = γ sin(α)2 > 0 for 0 < α < pi/2.
Therefore, assumption (A1) is satisfied and thus, using
Lemma 2.2, system (38) has relative degree r = 2 on R4.
We calculate V such that imV = kerH and V >V = I2−1
V = 1√
1+cos(α)2
[− cos(α)
1
]
.
Therefore, we obtain Zi = {z ∈ R |z| > ν}, i = 1, 2 for
ν :=
√
1 + cos(α)2 > 0. Then, φ2 is given via
φ2 =
1
ν
[− cos(α), 1]
(
I2 − γ
[
1
− cos(α)
]
γ−1[1, cos(α)]
)
=
ν
sin(α)2
[cos(α), 1],
and thus
Θ := φ2M
−1 =
ν
m2 sin(α)2
[0, 1].
Now, we validate conditions (27)–(32) step by step. Con-
sider VK : Z1 → R defined by
VK : Z1 → R, z1 7→ 1
m2 sin(α)2
(z21 − ν|z1|)
which is radially unbounded. Note that Z1 = R \ [−ν, ν]
and hence VK ∈ C1(Z1 → R). Then for z1 ∈ Z1 the
derivative of VK is given by
V ′K(z1) =
1
m2 sin(α)2
(2z1 − νσ(z1))
=
ν
m2 sin(α)2
[0, 2
z1
ν
− σ(z1)]
[
0
1
]
= K(V z1)
>Θ>
for z1 ∈ Z1 and thus (27) is satisfied. Furthermore,
‖K(V z1)−K(V z1 + w)‖
= ‖
(
0
2 z1ν − σ(z1)
)
−
(
w1
2 z1ν − σ(z1) + w2
)
‖ = ‖w‖,
which proves (28), and
z1ΘK(V z1) = z1
ν
m2 sin(α)2
[0, 1]
(
0
2 z1ν − σ(z1)
)
=
ν
m2 sin(α)2
(2
z21
ν
− |z1|) ≥ 1
m2 sin(α)2
z21 ,
for z1 ∈ Z1 shows (29). Conditions (30) and (31) for D
follow analogously for z2 ∈ Z2 = Z1. For (32) consider
‖D(V z2)‖ = ‖
(
0
2 z2ν − σ(z2)
)
‖
= |2z2
ν
− σ(z2)| ≤ 2
ν
|z2|+ 1 ≤ 3
ν
|z2|, z2 ∈ Z2,
which shows (32). Therefore, via Theorem 4.8 we may de-
duce bounded-input, bounded-output stability of the in-185
ternal dynamics of the mass on a car system (37).
6. Conclusion
In the present article we elaborated two main results.
First, we presented a suitable set of coordinates to repre-
sent the internal dynamics of a multibody system. This190
representation is completely determined by the system pa-
rameters and therefore it is not necessary to compute the
Byrnes-Isidori form explicitly. Second, we gave an abstract
stability result for control systems and derived sufficient
conditions on the system parameters of a multibody sys-195
tem such that its internal dynamics are bounded-input,
bounded-output stable. We highlight that the conditions
can be verified beforehand and hence an explicit decou-
pling of the internal dynamics is not necessary.
200
Now, further research aims to achieve similar results
for multibody systems with a more complex function f ,
a state dependent mass matrix, such as e.g. a robotic
manipulator arm with a passive joint, and systems with
algebraic constraints such as e.g. systems with a kinematic205
loop.
Acknowledgements. I thank Thomas Berger (University of
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