Abstract-There are many practical applications that require the simplification of polylines. Some of the goals are to reduce the amount of information, improve processing time, or simplify editing. Simplification is usually done by removing some of the vertices, making the resultant polyline go through a subset of the source polyline vertices. However, such an approach does not necessarily produce a new polyline with the minimum number of vertices. Using an algorithm that finds the compressed polyline with the minimum number of vertices is an improvement in memory and postprocessing time. However, when the resultant polyline is edited by an operator, having a polyline with the minimum number of vertices decreases the operator time, which reduces the cost of processing the data. The algorithm described in this paper is used for the reconstruction of orthogonal buildings. If the resultant closed polyline is required to pass through original vertices, it would often result in extra segments, and all segments are likely to be shifted due to fixed endpoints. A viable solution to finding a polyline within a specified tolerance with the minimum number of vertices is described in this paper.
I. INTRODUCTION
The task is to find a polyline within a specified tolerance of the source polyline with the minimum number of vertices. That polyline is called optimal. Usually, a subset of vertices of the source polyline is used to construct an optimal polyline [1] , [2] . However, an optimal polyline does not necessarily have vertices coincident with the source polyline vertices. One approach to allow the resultant polyline to have flexibility in the locations of vertices is to find the intersection between adjacent straight lines [3] or geometrical primitives [4] . However, there are situations when such an approach does not work well, for example, when adjacent straight lines are almost parallel to each other or a circular arc is close to being tangent to a straight segment. The approach described in this paper evaluates a set of vertex locations (considered locations) while searching for a polyline with the minimum number of vertices.
II. ALGORITHM

A. Discretization of the Solution
Any compressed polyline must be within tolerance of the source polyline; therefore, the compressed polyline must have vertices within tolerance of the source polyline. It would be very difficult to consider all possible polylines and find one with the minimum number of vertices; therefore, as an approximation, only some discrete locations around the vertices of the source polyline are considered (see the black points around the vertices of the source polyline in Fig. 1 ). The chosen locations around the vertices of the source polyline are on an infinite equilateral triangular grid with the distance from the vertices of the source polyline less than the specified tolerance. If tolerance is great, it is possible to consider locations around segments of the source polyline. In this paper, to support any tolerance, only locations around the vertices of the source polyline are considered. Densification of the source polyline might be necessary to find the polyline with the minimum number of vertices.
B. Dynamic programming Approach to Find an Optimal Solution
The optimal solution is found by using the dynamic programming approach, see [5] , [3] , and [6] .
Let , be considered locations for vertex , where
is the number of considered locations for the vertex . Let pairs ( , ), = 0.. , divide the source polyline into straight segments
) describing the source polyline from vertex till +1 , = 0.. − 1. Note that neighbor segments are already connected in , , = 1.. − 1, and this solution avoids problems in algorithms [3] , [4] when the intersection of neighbor segments is far away from the source polyline.
The goal of this algorithm is to find a polyline with the minimum number of vertices while satisfying tolerance restriction, and among all polylines find one with the minimum integral of squared deviations. Therefore, minimization is performed in two parts
, where the first part # is the number of segments, and the second part is the integral of the squared deviations between segments and the source polyline. The solutions are compared by the number of segments and, if they have the same number of segments, by the integral of squared deviations between segments and the source polyline. The solution of this task, when the optimal polyline has vertices coincident with the source polyline, can be found in [7] .
III. OPTIMAL COMPRESSION BY ORTHOGONAL DIRECTIONS
Reconstruction of orthogonal buildings requires support by 90° [8] and sometimes 45°. Therefore, the square grid for considered locations is more appropriate for this task compared to the triangular grid because the triangular gird supports directions by 60°. Because only certain directions are allowed, only segments between pairs of considered locations aligned by these directions may be parts of the resultant polyline. Suppose the resultant segment goes between vertex and . Because it has to be within tolerance of all vertices between and , it goes through their considered locations (with the exception of the segment deviating close to the tolerance due to discretization of considered locations).
For some data, the algorithm may produce an improper result. This happens when the introduction of a zero length segment lowers the penalty.
Because the correct orientation is not known in advance, it is necessary to rotate polylines by different angles and take the solution with the lowest penalty [8, see section 6]. Fig. 2a shows an example of the reconstruction of orthogonal buildings. The reconstruction of buildings with 45°sides are shown in Fig. 2b .
The main difference between the algorithm described in this section and [8] is in the parameters. The specification of the tolerance is more understandable than the specification of the penalty Δ for each additional segment.
IV. CONCLUSION
This paper describes an approximation algorithm that finds a polyline with the minimum number of vertices while satisfying tolerance restriction.
The performance of the algorithm can be greatly improved if the number of considered locations is decreased without losing quality. This requires further research.
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