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THE VECTOR VALUED QUARTILE OPERATOR
TUOMAS P. HYTO¨NEN, MICHAEL T. LACEY, AND IOANNIS PARISSIS
Abstract. Certain vector-valued inequalities are shown to hold for a Walsh analog of the
bilinear Hilbert transform. These extensions are phrased in terms of a recent notion of
quartile type of a UMD (Unconditional Martingale Differences) Banach space X. Every
known UMD Banach space has finite quartile type, and it was recently shown that the
Walsh analog of Carleson’s Theorem holds under a closely related assumption of finite tile
type. For a Walsh model of the bilinear Hilbert transform however, the quartile type should
be sufficiently close to that of a Hilbert space for our results to hold. A full set of inequalities
is quantified in terms of quartile type.
1. introduction
We are interested in topics related to the pointwise convergence of Fourier series and
allied issues [2, 4]. We work in the vector-valued setting, so that our Banach spaces are
of UMD type: Martingale differences are unconditional in these spaces [1]. In addition,
following a well-known theme in this subject, this paper concentrates on Walsh models of
objects with a more natural formulation in the Fourier setting. The Walsh setting allows
one to avoid certain technicalities in the arguments. The martingale structure is also easier
to identify, clarifying the role of UMD in these questions.
Two of us [3] have established an extension of the Walsh model of the Carleson Theorem
on Fourier series to all known examples of UMD spaces. This extension is phrased in terms
of a notion of tile type, a closely related notion of quartile type being defined below. Very
crudely, tile type is between 2 and infinity, and measures how close the UMD space is to a
Hilbert space. It was shown that Hilbert space has tile type 2 and, that every UMD space
which is the complex interpolation space between a Hilbert space and some other worse
UMD space, has tile type q ∈ [2,∞). All known examples of UMD spaces are complex
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interpolation spaces of this form and, thus, have finite tile type. In particular, the space `p
has tile type q ∈ (max{p, p/(p − 1)},∞).
Mere finiteness of tile type is sufficient for the Carleson Theorem. Parcet-Soria-Xu
have established a weaker result [6] valid for all UMD spaces. The validity of Carleson’s
Theorem on an arbitrary UMD space is open.
Following the results of [4], there has been a variety of results established that depend
upon the ideas and techniques of Carleson’s Theorem. The bilinear Hilbert transform is
perhaps the first among equals among these results, and it, again in the Walsh setting as
identified by [8], is the main object of present concern. In the Fourier setting, the bilinear
Hilbert transform is the operator given by
( f , g) 7→ p.v.
∫
f (x + y)g(x − y) dy
y
We show that there are meaningful extensions of the bilinear Hilbert transform to a UMD
setting. Moreover, using the notion of quartile type, we find that there is an intricate
relationship between quartile type and positive results for the vector valued quartile
operator. We require that the UMD spaces are ‘sufficiently close’ to a Hilbert space, as
measured by the quartile type. These results are made precise below. In addition, the
Banach spaces we consider need not be lattices, a frequent assumption that simplifies
certain proofs.
To take advantage of the symmetries of the operator, the quartile operator is frequently
studied as a trilinear form Λ, a sum of a product of three rank-one wave-packet projections.
It is extended below in these terms. Take three UMD spaces, X1,X2,X3, and a fixed trilinear
form Π : X1 × X2 × X3 → C. The trilinear form Λ is then a sum of Π evaluated on certain
wave-packet projections of f j ∈ Lp j(R+,X j). A natural case of the trilinear form is to take
X2 = X∗1 and X3 = C, so that Π(x, y, z) = 〈x, y〉 · z, with the inner product denoting the
duality pairing between X1 and X∗1. This is the duality trilinear form.
In the scalar case, an important role is played by the set of inequalities of the locally
square integrable case. In the UMD setting, this is played by q j ≤ p j < ∞, where q j is the
quartile type of the space X j. We find it necessary to assume that
∑
j 1/q j > 1, which is the
quantification of the triple of UMD spaces being sufficiently close to Hilbert spaces. With
the duality trilinear form, this condition reduces to the quartile type of X being q ∈ [2, 4),
that is we can only prove results for an `p valued quartile operator in the case |12 − 1p | < 14 .
Again in the scalar case, the bilinear Hilbert transform satisfies a range of inequalities
that permit one to break the duality in the pair of indices in question. There are similar
phenomena in the vector valued case but the inequalities are more intricate and become
restrictive as
∑
j 1/q j approaches one. With the duality trilinear form, there is a dichotomy
between the cases of q ∈ [2, 3] and q ∈ (3, 4).
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With precise definitions to follow, one of the main results of this paper is below.
1.1. Theorem. For v = 1, 2, 3, let Xv be a UMD Banach space of quartile type qv. Suppose that
the quartile types satisfy
1
q1
+
1
q2
+
1
q3
> 1,
and that the exponents p1, p2 and r satisfy
1
r
=
1
p1
+
1
p2
, q1 < p1 < ∞, q2 < p2 < ∞, 1 < r < q′3.
Then the bilinear quartile operator extends to a bounded operator from Lp1(R+; X1) × Lp2(R+; X2)
into Lr(R+; X3), that is
‖B( f1, f2)‖Lr(R+;X3) . ‖ f1‖Lp1 (R+;X1)‖ f2‖Lp2 (R+;X2).
Theorem 1.1 contains the local Lq1 × Lq2 estimates for the quartile operator and can be
thought of as the vector-valued analogue of the local L2-theorem for the scalar bilinear
Hilbert transform [4]. A full set of inequalities is discussed in the concluding section of the
paper. In particular, Theorem 1.1 is a special case of our main result, Theorem 9.3, which
also contains estimates for the quartile operator ‘below’ the quartile types.
Prabath Silva [7, Theorem 1.9] has proved vector-valued inequalities for the bilinear
Hilbert transform, concentrating on sequence spaces. A special case of [7, Theorem 1.9]
concerns the natural bilinear product Π3 : `R × `∞ → `R which is induced by the trilinear
form Π : `R × `∞ × `R′ → C. The trilinear operator is the pointwise product and sum. And,
it is required that 4/3 < R < 4, which is similar to our restriction, in the duality case. But,
of course `∞ is not a UMD space. Thus, one has non-trivial vector-valued inequalities for
non-UMD spaces for the bilinear Hilbert transform. Appropriate weighted inequalities
for the bilinear Hilbert transform are not known. The relatively intricate nature of our and
Silva’s results might shed some light on this issue. Interestingly, Silva applies his vector-
valued inequalities to a question concerning the bilinear Hilbert transform, tensored with
a paraproduct operator.
In §2, definitions of quartiles and wave packets are recalled; in §3 we discuss the
Lp-boundedness of UMD-valued Haar-shifts, in the specific context that these operators
appear within the paper; quartile type is defined and discussed in §4; the quartile operator
is discuss in §5, while we refer the reader to [8] for an explanation of how the quartile
operator is related to the bilinear Hilbert transform. In sections §6 and §7 we recall some
standard notions from time-frequency analysis and prove the tree lemma and the size
lemma in the vector-valued setup. Section §8 contains the local Lq1 × Lq2-estimates of
Theorem 1.1 while the ‘below quartile type’ estimates are given in §9 together with our
main result, Theorem 9.3.
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A few words about our notation. We write A . B whenever A ≤ cB for some numerical
constant c > 0. Our constants typically depend on the quartile types of the Banach spaces
as well as on the exponents of the Lp-spaces under consideration, a fact which we suppress
in most places below. We write 〈 f 〉I def=
>
I
f def= 1|I|
∫
I
f for any locally integrable function f .
Finally, for any dyadic interval J we write J(1) for the dyadic parent of J and Jl, Jr for the left
and right dyadic child of J, respectively.
2. Quartiles and wave packets
We define several geometric objects, which all live in the phase spaceR+×R+. A quartile
P ⊂ R+ ×R+ is a dyadic rectangle of area 4, namely
P = IP × ωP = IP × 1|I| [4n, 4(n + 1))
=
3⋃
v=0
IP × 1|IP| [4n + v, 4n + v + 1)
def
=
3⋃
v=0
IP × ωPv def=
3⋃
v=0
Pv.
Note that IP can be written in the form IP = IPl ∪ IPr where IPl , IPr is the left and right dyadic
child of IP, respectively.
If P,P′ are quartiles, or more generally dyadic rectangles of equal area, we write P ≤ P′
if IP ⊂ IP′ and ωP′ ⊂ ωP. For any v ∈ {0, 1, 2, 3}we also define
P ≤v P′ def⇔ Pv ≤ P′v.
A tree T is a collection of quartiles P such that P ≤ T for some quartile T which is not
necessarily part of the collection. The quartile T is a called a top of the tree T. Observe that
the top of a tree is not uniquely defined. We will also say that a collection of quartiles T is
a u-tree, where u ∈ {0, 1, 2, 3}, if P ≤u T for all P ∈ T and some top T.
We mainly consider collections of quartiles with a certain convexity property. We will
say that a collection of quartiles P is convex if P′,P′′ ∈ P and P′ ≤ P ≤ P′′ imply that P ∈ P.
Here are some basic facts about trees:
(i) Suppose that T is a v-tree for some v ∈ {0, 1, 2, 3}. Then for every u ∈ {0, 1, 2, 3} with
u , v we have that Pu ∩ P′u = ∅ for all P,P′ ∈ T with P , P′.
(ii) If T is a tree then by setting Tv
def
= {P ∈ T : P ≤v T}, v ∈ {0, 1, 2, 3}, we have that
T = ∪3v=0Tv and each Tv is a v-tree.
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(iii) All tiles P0,P1,P2,P3 have the same time interval IP and corresponding frequency
intervals ωP0 , ωP1 , ωP2 , ωP3 ; thus Pv = IP × ωPv for v ∈ {0, 1, 2, 3}.
P0
P1
P2
P3
IP
ωP0
ωP1
ωP2
ωP3
ωP
Figure 1. A quartile P = IP × ωP.
We will now introduce wave packets adopted to each quartile P of the time frequency
plane. We first consider the Rademacher functions
ri(x)
def
= sgn sin(2pi · 2ix), i ∈N,
where N denotes the set of non-negative integers. If n ∈ N has the binary expansion
n =
∑∞
i=0 2ini we define the n-th Walsh function as
wn(x)
def
=
∞∏
i=0
ri(x)ni , x ∈ R+.
The set {1[0,1)wn}n∈N is an orthonormal basis of L2(0, 1).
A tile is a dyadic rectangle P = I × ω ⊂ R+ ×R+ of area 1. Given a tile P we define wave
packets localized in time and frequency on P as follows. If P = IP × |IP|−1[n,n + 1) we set
wP(x)
def
= wIP,n(x)
def
=
1
|IP| 12
1IP(x)wn(
x
|IP| ) =
1
|IP| 12
w∞P (x).
Note that the wave packets are L2-normalized. To stress the difference we denote the
corresponding L∞-normalized wave packets by
w∞P (x) = 1IP(x)wn(
x
|IP| ).
For a quartile P = IP ×ωP = ⋃3v=0 IP ×ωPv each P1,P2,P3 is a tile and the previous definition
applies. Thus the corresponding wave packets are
wPv(x) =
1
|IP| 12
1IP(x)wnv(
x
|IP| ) =
1
|IP| 12
w∞Pv(x), v ∈ {1, 2, 3},
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where Pv = IP× |IP|−1[nv,nv + 1). We will not need the 0-th wave packet wP0 in what follows
so we deliberately omit the choice v = 0.
The following lemma is simple but fundamental in all our considerations. It gives a
description of the wave packets for quartiles of a tree in terms of the simpler functions
considered in Remark 3.3. Observe that the Haar functions are given as
hI(x)
def
=
1
|I| 12 1I(x)r0(
x
|I| ) = wI,1(x).
2.1. Lemma. Let u, v ∈ {0, 1, 2, 3} and suppose that T is a u-tree with top T. Then for all P ∈ T,
we have
wPv(x) = PT · w∞Tu(x) · wIP,m(x),
for some constant factor PT ∈ {−1,+1}, and a fixed integer m = m0 + 2m1 ∈ {0, 1, 2, 3}, where
mi ∈ {0, 1} is defined by mi = ui + vi mod 2 and ui, vi come from the dyadic expansions of u, v,
respectively. Thus m = 0 if and only if u = v, in which case
wPu(x) = PT · w∞Tu(x) ·
1IP(x)
|IP|1/2 ,
In particular,
〈 f ,wPv〉wPv = 〈 f · w∞Tu ,wIP,m〉 · wIP,m · w∞Tu ,
and for u = v,
〈 f ,wPu〉wPu = 〈 f · w∞Tu〉IP · w∞Tu · 1IP .
Note that m > 0 implies that wIP,m has mean-zero.
Proof. We have Tu = IT × |IT|−1[nT,nT + 1), with nT ≡ u mod 4. Consider an element P ∈ T
with Pu = IP × |IP|−1[nP,nP + 1), with nP ≡ u mod 4, and let 2−k def= |IP|/|IT|. Then Pu ≤ Tu
says that
IP ⊆ IT and 2−k(nT + 1) − 1 ≤ nP ≤ 2−knT.
If nT =
∑∞
i=0 2ini, then the unique integer value of nP in the given range is
nP =
∞∑
i=k
2i−kni,
which is equivalent to u mod 4 if and only if nk + 2nk+1 = u = u0 + 2u1, if and only if
nk+i = ui for i = 0, 1. For those values of k, we have Pv = IP × |IP|−1[n′P + v,n′P + v + 1), where
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n′P =
∑∞
i=k+2 2i−kni. Hence
wPv =
1IP
|IP|1/2 wn′P+v
( ·
|IP|
)
=
1IP
|IP|1/2 w2k(n′P+v)
( ·
|IT|
)
=
1IP
|IP|1/2 w2kv
( ·
|IT|
) ∞∏
i=k+2
ri
( ·
|IT|
)ni
=
1IP
|IP|1/2
∞∏
i=0
ri
( ·
|IT|
)ni × wv( ·|IP|) ×
k+1∏
i=0
ri
( ·
|IT|
)ni
(∗)
=
1IP
|IP|1/2
∞∏
i=0
ri
( ·
|IT|
)ni × wm( ·|IP|) ×
k−1∏
i=0
ri
( ·
|IT|
)ni
= 1IT wnT
( ·
|IT|
)
× 1IP|IP|1/2 wm
( ·
|IP|
)
×
k−1∏
i=0
ri
( ·
2k|IP|
)ni
= w∞Tu × wIP,m ×
k−1∏
i=0
ri
( ·
2k|IP|
)ni
.
Note that nk + 2nk+1 = u was used in (∗), together with r2i ≡ 1. In this line, we write
1∏
i=0
rk+i
( ·
|IT|
)nk+i
=
1∏
i=0
ri
( ·
|IP|
)ui
= wu
( ·
|IP|
)
,
and then wm = wu · wv, where mi = ui + vi mod 2. Note also that the last product takes a
constant value on IP, as ri is constant over dyadic intervals of length 2−i−1; this is our PT.
The second claim follows from 2PT = 1. 
3. Haar shifts on a UMD Banach space
At several points below, we will need to control the Lp(R; X) norm of simple “shifts”
of the Haar expansion of f ∈ Lp(R; X), where X is some UMD Banach space. Such Haar
shifts have played an important role in some recent developments in Harmonic Analysis,
and quite an extensive theory is available in the scalar-valued Lp(R) spaces. In the present
vector-valued context, we only need relatively restricted aspects of this theory, so we
choose not to develop it in a comprehensive way. We simply record for later reference
the following useful estimate, where the required control is easily provided by the UMD
property of X:
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3.1. Lemma. For an interval I, let I` and Ir be its left and right halves, and I0 := I. For any choice
of a, b ∈ {0, `, r} and 1 < p < ∞, we have the estimate∥∥∥∥∑
I∈J
hIa〈hIb , f 〉
∥∥∥∥
Lp(R;X)
.
∥∥∥∥∑
I∈J
hIb〈hIb , f 〉
∥∥∥∥
Lp(R;X)
.
∥∥∥ f∥∥∥
Lp(R;X)
,
for any subset J of the dyadic intervals.
Proof. Observe the pointwise identities |hI| = 1I/|I|1/2 as well as EI1Ia = 121I for a ∈ {`, r},
and EI1I = 1I, where EI f := 1I
>
I
f is the conditional expectation on I. Let ηI stand
for independent random signs indexed by the intervals I ∈ J . By the unconditionality
of the Haar functions, the contraction principle, Stein’s inequality for the conditional
expectations, and another use of the unconditionality, we have∥∥∥∥∑
I∈J
hIa〈hIb , f 〉
∥∥∥∥
Lp(R;X)
.
(
E
∥∥∥∥∑
I∈J
ηI
1Ia
|Ia|1/2 〈hIb , f 〉
∥∥∥∥p
Lp(R;X)
)1/p
≤
(
E
∥∥∥∥∑
I∈J
ηI
1I
|Ia|1/2 〈hIb , f 〉
∥∥∥∥p
Lp(R;X)
)1/p
.
(
E
∥∥∥∥∑
I∈J
ηIEI
1Ib
|Ib|1/2 〈hIb , f 〉
∥∥∥∥p
Lp(R;X)
)1/p
.
(
E
∥∥∥∥∑
I∈J
ηI
1Ib
|Ib|1/2 〈hIb , f 〉
∥∥∥∥p
Lp(R;X)
)1/p
.
∥∥∥∥∑
I∈J
hIb〈hIb , f 〉
∥∥∥∥
Lp(R;X)
.
Note that both the unconditionality estimates and Stein’s inequality relied on the UMD
property of X. The second estimate in the statement of the Lemma is a direct application
of the unconditionality of the Haar functions. 
3.2. Lemma. For an interval I, let I` and Ir be its left and right halves, and I0 := I. For any choice
of a, b ∈ {0, `, r}, we have the estimate∥∥∥∥∑
I∈J
hIa〈hIb , f 〉
∥∥∥∥
BMO(R;X)
.
∥∥∥ f∥∥∥
L∞(R;X),
for any subset J of the dyadic intervals.
Proof. Let J be any dyadic interval. Then
(1J − EJ)
∑
I∈J
hIa〈hIb , f 〉 =
∑
I∈J
Ia⊆J
hIa〈hIb , f 〉 =
∑
I∈J
Ia⊆J
hIa〈hIb , 1J(1) f 〉.
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By the previous lemma, applied to {I ∈ J : Ia ⊆ J} in place of J , we get∥∥∥∥(1J − EJ) ∑
I∈J
hIa〈hIb , f 〉
∥∥∥∥
Lp(R;X)
.
∥∥∥1J(1) f∥∥∥Lp(R;X) . |J|1/p∥∥∥ f∥∥∥L∞(R;X).
This proves the lemma. 
3.3. Remark. Observe that
wI,1 = hI, wI,2 =
hI` + hIr√
2
, wI,3 =
hI` − hIr√
2
.
Hence expressions of the form∑
I∈J
wI,m〈wI,m, f 〉, m ∈ {1, 2, 3},
are finite linear combinations of the expressions∑
I∈J
hIa〈hIb , f 〉
considered in the above two Lemmas.
4. The quartile type of a UMD Banach space
Let v,u ∈ {0, 1, 2, 3} with u , v. Let T be a collection consisting of pairwise disjoint
trees. We say that T is (v,u)-good if every T ∈ T is a v-tree and for any T,T′ ∈ T and
P ∈ T, P′ ∈ T′ we have that Pu ∩ P′u = ∅. When we say a property holds for all (v,u) good
collections we will always mean that (v,u) takes all possible values in {0, 1, 2, 3}2 \ {u = v}.
We say that a Banach space X has quartile-type q if the following estimate holds uniformly
for every (v,u)-good collection T and every f ∈ Lq(R+; X):(∑
T∈T
∥∥∥∥∑
P∈T
〈 f ,wPu〉wPu
∥∥∥∥q
Lq(R+;X)
) 1
q
. ‖ f ‖Lq(R+;X).
4.1. Proposition. A necessary condition for quartile-type q is that X is a UMD space and q ≥ 2. If
a UMD space has quartile-type q, it has quartile-type p for all p ∈ [q,∞). Every Hilbert space has
quartile-type 2, and every complex interpolation space [X,H]θ, θ ∈ (0, 1), between a UMD space
X and a Hilbert space H has quartile-type 2/θ.
Proof. The proof is very similar the proof of [3, Proposition 3.1]. For the necessity of UMD,
it is enough to consider only families T consisting of a single tree, and observe that one
obtains the boundedness of Haar martingale transforms from the quartile type inequality.
For the necessity of q ≥ 2, it is enough to consider only families T , every tree in which
10 T. HYTO¨NEN, M.T. LACEY, AND I. PARISSIS
consists of just a single quartile, and the impossibility of q < 2 follows by elementary
scalar-valued considerations.
For the main implication concerning the quartile type of interpolation spaces, consider
any (v,u)-good collection T . We define the operators:
WT f def=
{∑
P∈T
〈 f ,wPu〉wPu
}
T∈T
,
W˜T f def=
{
w∞Tv
∑
P∈T
〈 f ,wPu〉wPu
}
T∈T
=
{∑
P∈T
〈 f · w∞Tv ,wIP,m〉wIP,m
}
T∈T
,
where the last identity is due to Lemma 2.1. Observe that since the collection T is
(v,u)-good, all the ωPu appearing in the definition of WT are disjoint, and hence the
corresponding wave packets wPu are pairwise orthogonal. If H is a Hilbert space we thus
get
‖W˜T f ‖`2(T ;L2(R+;H)) = ‖WT f ‖`2(T ;L2(R+;H)) ≤ ‖ f ‖L2(R+;H).
Now fix a UMD Banach space X and a T ∈ T . By Lemma 3.2 and Remark 3.3, we have∥∥∥∥∑
P∈T
〈 f · w∞Tv ,wIP,m〉wIP,m
∥∥∥∥
BMO(R+;X)
. ‖ f · w∞Tv‖L∞(R+;X) = ‖ f ‖L∞(R+;X),
and hence
‖W˜T f ‖`∞(T ;BMO(R+;X)) . ‖ f ‖L∞(R+;X).
If Y = [X,H]θ for some θ ∈ (0, 1), interpolation implies that
‖WT f ‖`p(T ;Lp(R+;Y)) = ‖W˜T f ‖`p(T ;Lp(R+;Y)) . ‖ f ‖Lp(R+;X).
The last estimate holds for any (v,u)-good collection T ; thus Y is of quartile type 2/θ as
we wanted to prove.
The fact that quartile type q implies quartile type p ∈ (q,∞) is proven by a similar
interpolation argument, where the quartile type q assumption replaces the Hilbert space
L2 estimate as one end of the interpolation. 
5. The quartile operator
We fix three Banach spaces X1,X2,X3 and assume throughout the exposition that there
exists a trilinear form
Π : X1 × X2 × X3 → C,
which is bounded in the sense that
|Π(x1, x2, x3)| . ‖x‖X1‖x2‖X2‖x3‖X3 .
THE VECTOR VALUED QUARTILE OPERATOR 11
We will just write x1 ·x2 ·x3 in the place of Π(x1, x2, x3). The form Π also induces the bounded
bilinear forms
Π1 : X2 × X3 → X∗1, Π1(x2, x3) def= Π(·, x2, x3),
Π2 : X1 × X3 → X∗2, Π2(x1, x3) def= Π(x1, ·, x3),
Π3 : X1 × X2 → X∗3, Π3(x1, x2) def= Π(x1, x2, ·).
We will also use the notation x1 · x2, say, with the obvious meaning.
The quartile operator is the bilinear operator
B( f1, f2)(x)
def
=
∑
P quartile
1
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉wP3(x),
where f1 ∈ Lp1(R+; X1), f2 ∈ Lp2(R+; X2). The associated trilinear form is
Λ( f1, f2, f3)
def
=
∑
P quartile
1
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉,
with f3 ∈ Lp3(R+; X).
It is again associated with three bilinear forms via
Λ( f1, f2, f3) = 〈 f1,B1( f2, f3)〉 = 〈 f2,B2( f1, f3)〉 = 〈B3( f1, f2), f3〉,
where B3 = B is the original quartile operator.
Some remarks are in order. The sums defining the bilinear quartile operator and the
associated trilinear form extend through all the quartiles of the time-frequency plane. We
make sense of these operators by initially considering them acting on finite dyadic step
functions, i.e., compactly supported functions on the real line which are constant on dyadic
intervals of length 2−N for some integer N.
5.1. Lemma. If all fi are finite dyadic step functions, then the series defining Λ( f1, f2, f3) converges
absolutely.
Proof. By linearity, we may assume that fi = 1Ji for some dyadic interval Ji. Let P =
I × |I|−1[4n, 4(n + 1)), so that wPi = wI,4n+i, and
〈 fi,wPi〉 = 1|I|1/2
∫
I∩Ji
w4n+i
( x
|I|
)
dx
is nonzero only if I ) Ji, since w4n+i(·/|I|) has mean zero on I. If I = J(k)i and 4n + i = 2ka + b,
0 ≤ b < 2k, then∫
I∩Ji
w4n+i
( x
|I|
)
dx =
∫
Ji
w2ka+b
( x
2k|Ji|
)
dx = wb
( c(Ji)
2k|Ji|
) ∫
Ji
wa
( x
|Ji|
)
dx,
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since wb(·/2k|Ji|) is constant on Ji for b < 2k. The last integral is zero unless a = 0, i.e., unless
4n + i < 2k = |I|/|Ji|. In summary, we conclude that 〈 fi,wPi〉, where P = I × |I|−1[4n, 4(n + 1)),
can be nonzero only if I ) Ji and 4n + i < |I|/|Ji|, and in this case
|〈 fi,wPi〉| ≤ ‖ fi‖1‖wPi‖∞ = |Ji||I|1/2 .
Thus ∑
P quartile
1
|IP|1/2 |〈 f1,wP1〉〈 f2,wP2〉〈 f3,wP3〉| ≤
∑
I∈D
I⊃J1∪J2∪J3
∑
0≤n<4−1|I|/maxi|Ji|
|J1||J2||J3|
|I|2
≤ |J1||J2||J3|
maxi|Ji|
∑
I∈D
I⊃J1∪J2∪J3
1
|I| ≤
|J1||J2||J3|
(maxi|Ji|)2 ≤ mini |Ji|.
This proves the absolute convergence. 
Thus, for finite dyadic step functions fi, Λ( f1, f2, f3) is well defined, and it is the uncon-
ditional limit of the sums over finite collections P of quartiles. Henceforth, we concentrate
on estimating such an arbitrary finite sum
ΛP( f1, f2, f3) =
∑
P∈P
1
|IP| 12
〈 f1,wP1〉〈 f2,wP2〉〈 f3,wP3〉.
This is just a qualitative assumption though since our estimates do not depend on the
size of the collection of quartiles we are considering. Furthermore, we will assume that
the collection P is convex. This is done by noting that we actually prove all our estimates
for the larger operator
|ΛT|( f1, f2, f3) =
∑
P∈P
1
|IP| 12
|〈 f1,wP1〉〈 f2,wP2〉〈 f3,wP3〉|.
Thus, starting with a finite collection P we only need to add finitely many quartiles to
make the collection convex and our operator only get bigger. We can and will therefore
assume throughout the exposition that the quartile operator and the associated trilinear
form are defined on a finite, convex, but otherwise arbitrary collection of quartiles P.
If P is a collection of quartiles, v ∈ {1, 2, 3} and 1 < p < ∞, then the (v, p)-size of P is
defined as
sizev,p(P)
def
= sup
T⊂P
( 1
|IT|
∫ ∣∣∣∑
P∈T
〈 fv,wPv〉wPv(x)
∣∣∣pdx) 1p ,
where the supremum is taken over all u-trees inside P with 0 ≤ u , v ≤ 3. The following
lemma shows that the definitions of size for different p’s are equivalent up to numerical
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constants. This is essentially due to the fact that the size is a BMO-norm type of quantity
so the John-Nirenberg inequality applies. For 1 ≤ p < ∞we denote by
‖ f ‖BMOp(R+;X) def= sup
I∈D
( 1
|I|
∫
I
∣∣∣ f (x) − 〈 f 〉I∣∣∣pdx) 1p ,
the dyadic BMO-norm of f with respect to the exponent p. We have:
5.2. Lemma. Let P be any collection of tiles. For all v ∈ {1, 2, 3} and p, q ∈ [1,∞) we have
sizev,p(P) hp,q sizev,q(P).
5.3. Remark. In view of Lemma 5.2, all the sizes sizev,p(P) are equivalent, up to numerical
constants, for all 1 ≤ p < ∞. However, it will be more convenient throughout the paper to
set
sizev(P)
def
= sizev,qv(P),
whenever the underlying space Xv has quartile type qv.
Proof. Let us fix some v ∈ {1, 2, 3}. By Lemma 2.1 we have that for any u-tree T, u ∈
{0, 1, 2, 3} \ {v}, the wave-packet wPv , P ∈ T, is described as
wPv = PTwIP,m · w∞Tu ,
where m ∈ {1, 2, 3}. Depending on the value of m we have the cases
wIP,m ∈ {hIP , 1√
2
(hIPl + hIPr ),
1√
2
(hIPl − hIPr )}, m = 1, 2, 3, correspondingly.
These functions were already considered in Remark 3.3. Since we have fixed v, the value
of m depends only on the type u of the tree that we are considering. Fixing m implicitly
fixes the value of u so we will prove the lemma by considering all the possible values of m.
Fix a u-tree T ⊂ P and write∑
P∈T
〈 f ,wPv〉wPv = w∞Tu
∑
P∈T
〈 f w∞Tu ,wIP,m〉wIP,m
def
= w∞Tu f˜ .
We will estimate the dyadic BMO norm of f˜ . Let J be a dyadic interval. Then
(5.4) (1J − EJ) f˜ =
∑
P∈T
IP⊆J
〈 f w∞Tu ,wIP,m〉wIP,m + 1{2,3}(m)1J
∑
P∈T
IP=J(1)
〈 f w∞Tu ,wIP,m〉wIP,m,
where the second sum contains at most one term, and occurs only for m ∈ {2, 3}. Here,
remember that J(1) denotes the dyadic parent of J.
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Let T∗(J) be the collection of maximal quartiles P ∈ T with IP ⊆ J. Since ωT ⊆ ωP for all
P ∈ T, maximality implies that the time intervals IP of P ∈ T∗(J) are pairwise disjoint. Thus∑
P∈T
IP⊆J
〈 f w∞Tu ,wIP,m〉wIP,m = w∞Tu
∑
R∈T∗(J)
∑
P∈T
P≤R
〈 f ,wPv〉wPv ,
and by disjointness∥∥∥∥∑
P∈T
IP⊆J
〈 f w∞Tu ,wIP,m〉wIP,m
∥∥∥∥p
Lp(R+;Xv)
=
∑
R∈T∗(J)
∥∥∥∥∑
P∈T
P≤R
〈 f ,wPv〉wPv
∥∥∥∥p
Lp(R+;Xv)
≤
∑
R∈T∗(J)
sizep,v(P)p|IR| ≤ sizep,v(P)p|J|,
where the estimate by size follows from the fact that each {P ∈ T : P ≤ R} ⊆ P is another
u-tree with top R, as one easily checks.
For the second term in (5.4), we just observe that
|〈 f w∞Tu ,wIP,m〉| = |〈 f ,wP,v〉| ≤ sizep,v(P)|IP|1/2, |wIP,m| ≤ |IP|−1/2,
which gives the same estimate for the Lp(R+; Xv) norm for this second term. Altogether,
we have
‖(1J − EJ) f˜ ‖Lp(R+;Xv) ≤ 2 sizep,v(P)|J|1/p,
and hence by the John–Nirenberg inequality that
‖(1J − EJ) f˜ ‖Lq(R+;Xv) .p,q sizep,v(P)|J|1/q.
Specializing this to J = IT ⊇ supp f˜ gives
‖ f˜ ‖Lq(R+;Xv) .p,q sizep,v(P)|IT|1/q + |IT|1/q
?
IT
| f˜ |dx . sizep,v(P)|IT|1/q.
Observing that
|IT|−1/q‖ f˜ ‖Lq(R+;Xv) = |IT|−1/q
∥∥∥∥∑
P∈T
〈 f ,wPv〉wPv
∥∥∥∥
Lq(R+;Xv)
and taking the supremum over all u-trees T ⊆ P for all u , v completes the proof. 
6. The tree lemma
In this section we prove the basic estimate where the quartile operator is considered
over a single tree. We will need two simple auxiliary lemmas. The first gives an estimate
of the randomized projections on non-overlapping tiles by the corresponding size.
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6.1. Lemma. For a positive integer N and for j = 0, 1, 2, . . . ,N − 1 denote by α j = e2pii jN the N-the
roots of unity. Suppose that the random variables ηP take the values α0, . . . , αN−1 on every tile P
with equal probability and independently of other tiles. Let 0 ≤ u ≤ 3 and v ∈ {1, 2, 3} \ {u}, and
let T be a u-tree. For 1 < p < ∞ we have( ∫
IT
E
∣∣∣∑
P∈T
ηP〈 fv,wPv〉
1IP(x)
|IP| 12
∣∣∣p) 1p .N,p sizev,p(T)|IT| 1p .
Proof. Observing that for any quartile P we have wPvwPv =
1
|IP|1IP we write
E
∣∣∣∑
P∈T
ηP〈 fv,wPv〉
1IP(x)
|IP| 12
∣∣∣p = E∣∣∣∑
P∈T
ηP〈 fv,wPv〉wPv(x)wPv(x)|IP| 12
∣∣∣p
.N,p max
P∈T
(
|IP| 12 |wP(x)|
)p
E
∣∣∣∑
P∈T
ηP〈 fv,wPv〉wPv(x)
∣∣∣p
by the Kahane contraction principle. Noting that maxP∈T
(
|IP| 12 |wP(x)|
)
. 1 we get∫
IT
E
∣∣∣∑
P∈T
ηP〈 fv,wPv〉
1IP(x)
|IP| 12
∣∣∣pdx .N ∫
IT
E
∣∣∣∑
P∈T
ηP〈 fv,wPv〉wPv(x)
∣∣∣pdx
. E
∫
IT
∣∣∣∑
P∈T
〈 fv,wPv〉wPv(x)
∣∣∣pdx . |IT| sizev,p(T)p,
where the second approximate inequality follows by the UMD property of Xv and the fact
that
∑
P∈T ηP〈 fv,wPv〉wPv(x) is a martingale transform of the function
∑
P∈T〈 fv,wPv〉wPv(x). 
For the case where we project on overlapping tiles we use:
6.2. Lemma. Let J be a collection of dyadic intervals on the real line that is convex in the sense
that for any three dyadic intervals I′, I, I′′ with I′, I′′ ∈ J , I′ ⊆ I ⊆ I′′ implies that I ∈ J . For some
Banach space X let f :
⋃
J∈J J→ X satisfy
|〈 f 〉J| ≤ λ for all J ∈ J ,
for some λ > 0. There exists a function g :
⋃
J∈J J → X such that 〈g〉J = 〈 f 〉J for all J ∈ J and‖g‖L∞(⋃J∈J J;X) ≤ 3λ.
Proof. Let us call a dyadic interval E ∈ J exceptional if it has at least one dyadic child B < J
and denote by E the collection of all exceptional E ∈ J . Call a dyadic interval B < J bad
if it is the child of some exceptional E = E(B) ∈ J . It is obvious that all the bad dyadic
intervals are pairwise disjoint. Now we define the function g :
⋃
J∈J J→ X as follows. If B
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has a dyadic sibling J ∈ J then we set g(x) def= 〈 f 〉B for x ∈ B. We have
〈 f 〉E(B) = 12〈 f 〉B +
1
2
〈 f 〉J ⇒ 〈 f 〉B = 2〈 f 〉E(B) − 〈 f 〉J ⇒ |〈g〉B| = |〈 f 〉B| ≤ 3λ.
If B has a bad sibling B1 we set g(x)
def
= 〈 f 〉E(B) for x ∈ E(B) = B ∪ B1. Then
〈g〉B = 〈g〉B1 = 〈 f 〉E(B) ⇒ |〈g〉B| ≤ λ.
If x <
⋃
B bad B then just define g(x)
def
= f (x).
Now let J ∈ J . There are two possibilities. If J does not intersect any of the bad intervals,
in which case g ≡ f on J, we have that 〈g〉J = 〈 f 〉J. If, on the other hand, J ∩ B , ∅ for some
bad B then convexity implies that B ( J. Now the fact that 〈g〉B = 〈 f 〉B for all bad intervals
B together with the non-intersecting case just considered easily implies that 〈g〉J = 〈 f 〉J as
we wanted.
For the L∞-bound note that if x ∈ ∪B badB then x ∈ B′ for some bad B′ and |g(x)| =
|〈g〉B′ | ≤ 3λ. On the other hand, for almost every x < ∪B badB there is a decreasing sequence
I0 ⊃ I1 ⊃ · · · ⊃ Ik ⊃ · · · of nested dyadic intervals which belong to J and contain x so that
|g(x)| = lim
|Ik |→0
|〈g〉IK | = lim|Ik |→0 |〈 f 〉Ik | ≤ λ.
Combining the previous cases we get ‖g‖L∞(R+;X) ≤ 3λ. 
6.3. Remark. Suppose that T is a convex tree and consider the collection of dyadic intervals
JT def= {IP : P = IP × ωP ∈ T}.
Now suppose that I is some dyadic interval and I′, I′′ ∈ JT with I′ ⊆ I ⊆ I′′. Let P′,P′′ ∈ T
so that IP′ = I′ and IP′′ = I′′. We have |ωP′′ | ≤ 4|I| ≤ |ωP′ | and ωP′′ ⊆ ωP′ . Thus there is a
dyadic interval ω of length 4/|I| such that the quartile P def= I × ω satisfies P′ ≤ P ≤ P′′. We
conclude that P ∈ T thus I ∈ JT. This means that a convex tree induces a convex collection
of dyadic intervals in the sense of Lemma 6.2.
6.4. Lemma. If T is a convex tree then
|ΛT( f1, f2, f3)| . |IT|
3∏
v=1
sizev(T).
Proof. Let T be a convex u-tree for some u ∈ {1, 2, 3}. Recall from Lemma 2.1 that we have
〈 fu,wPu〉
|IP| 12
=
〈 fuw∞Tu , 1IP〉
|IP| = 〈w
∞
Tu fu〉IP
def
= 〈 f˜u〉IP ,
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for some unimodular function w∞Tu which depends only on the treeT. LetJ
def
= {IP : P ∈ T}.
We clearly have |〈 f˜u〉J| ≤ sizeu(T) for all J ∈ J . Furthermore, the fact that T is a convex
tree implies that the family J is convex in the sense of Lemma 6.2. By the same lemma
we conclude that there is a function gu :
⋃
J∈J J → Xu with 〈gu〉IP = 〈 f˜u〉IP for all P ∈ T and‖gu‖L∞(∪P∈T IP;X) ≤ 3 sizeu(T). For convenience extend gu to be identically zero on IT \ ∪P∈TIP.
For {b, c} = {1, 2, 3} \ {u}we have the following identity:
|ΛT( f1, f2, f3)| =
∣∣∣∑
P∈T
1
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉
∣∣∣
=
∣∣∣∣∣∑
P∈T
〈 f˜u〉IP · 〈 fb,wPb〉 · 〈 fc,wPc〉
∣∣∣∣∣
=
∣∣∣∣∣∫
IT
∑
P∈T
gu(x) · 〈 fb,wPb〉|IP| 12
· 〈 fc,wPc〉|IP| 12
1IP(x)dx
∣∣∣∣∣
=
∣∣∣∣∣∫
IT
gu(x) · E
[(∑
P∈T
ηP〈 fb,wPb〉
1IP(x)
|IP| 12
)
·
(∑
P∈T
ηP〈 fc,wPc〉
1IP(x)
|IP| 12
)]
dx
∣∣∣∣∣,
where we choose the value of ηP for each tile P to be ±1 with equal probability and
independently of other tiles. Using Cauchy-Schwarz twice we get
|Λ( f1, f2, f3)| ≤ ‖gu‖L∞(R+;X)
( ∫
IT
E
∣∣∣∑
P∈T
ηP〈 fb,wPb〉
1IP(x)
|IP| 12
∣∣∣2) 12 ( ∫
IT
E
∣∣∣∑
P∈T
ηP〈 fc,wPc〉
1IP(x)
|IP| 12
∣∣∣2) 12
. |IT|
3∏
v=1
sizev(T),
where in the last inequality we have used Lemmas 6.1 and 5.2, and the fact that ‖gu‖L∞(R+;X1) ≤
3 sizeu(T).
If T is a 0-tree we argue as follows. Let ηP take the values α0, α1, α2, i.e., the third roots
of unity, on each tile, with equal probability and independently of other tiles. We write
|ΛT( f1, f2, f3)| =
∣∣∣∣∣∫
IT
3∏
v=1
E
(∑
P∈T
ηP〈 fv,wPv〉
1IP(x)
|IP| 12
)
dx
∣∣∣∣∣
≤
3∏
v=1
( 1
|IT|
∫
IT
E
∣∣∣∣∣∑
P∈T
ηP〈 fv,wPv〉
1IP(x)
|IP| 12
∣∣∣∣∣3dx) 13 ,
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by a double application of Ho¨lder’s inequality with exponents p1 = p2 = p3 = 3. Applying
Lemmas 6.1 and 5.2, we get
|ΛT( f1, f2, f3)| ≤ |IT|
3∏
v=1
sizev,3(T) ' |IT|
3∏
v=1
sizev(T).
Since any convex tree splits as T = T0 ∪T1 ∪T2 ∪T3, where Tu is a convex u-tree, the proof
is complete. 
6.5. Remark. The previous estimate remains valid for the operator |ΛT|. One way to see this
in all cases is to write
|ΛT|( f1, f2, f3) =
∑
P∈T
1
|IP| 12
∣∣∣〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉∣∣∣
=
∣∣∣∑
P∈T
P
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉
∣∣∣
for some choice of complex sign P. The reader can easily check that the presence of an
arbitrary complex sign in the sum above does not affect the estimates in Lemma 6.4.
7. The size lemma
In the previous section, we saw how to control our trilinear form Λ, when the summation
is restricted to a convex tree T. But eventually we need to consider Λ over an arbitrary
convex collection P. The content of the next proposition is that we can always extract a
sequence of trees from any such P, in such a way that the size of the remaining part of P
becomes strictly smaller than the original size. This will then allow an iteration, by which
all of P is decomposed into trees in a controlled manner.
7.1. Proposition. Fix some v ∈ {1, 2, 3}, and let Xv be a UMD space with quartile-type qv. Then
every finite, convex set of quartiles P has a disjoint decomposition
P = Psmall ∪
⋃
j
T j,
where Psmall is a convex collection of tiles, each T j is a convex tree, and
sizev(Psmall) ≤ 2− 1q sizev(P),
∑
j
|IT j | ≤ sizev(P)−q‖ f ‖qvLqv (R+;X),
where the v-size is defined with respect to the function f def= fv ∈ Lqv(R+; Xv). Here the underlying
space Xv has quartile type qv so we use sizev(P) = sizev,qv(P).
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Proof. For every tree T and u ∈ {0, 1, 2, 3} \ {v}, let
∆u(T)q
def
=
1
|IT|
∫ ∣∣∣∑
P∈Tu
〈 f ,wPv〉wPv
∣∣∣qdx,
where Tu
def
= {P ∈ T : P ≤u T} is the u-tree supported by the same top.
Let Ev def= sizev,q(P). For each (momentarily fixed) u ∈ {0, 1, 2, 3} \ {v}, we iterate the
following procedure: Consider all maximal trees in P among the ones with ∆u(T) > Ev2− 1q .
Among them letTu1 be the one whose top T
u
1 has frequency intervalωTu1 with minimal center
c(ωTu1 ) if u > v, or maximal center c(ωTu1 ) if u < v. Replace P by P \ T1 and iterate. When no
further trees can be found subject to the criterion that ∆u(T) > Ev2− 1q for the given u, we
shift to the next value of u, and go through the same iteration. When we have completed
this procedure for all values of u , v, the remaining collection Psmall satisfies
∆u(T) ≤ 2− 1q sizev(P) for all u ∈ {0, 1, 2, 3} \ {v},
for all trees T ⊂ Psmall. By definition this means that we have sizev(P) ≤ 2− 1q sizev(P). Also,
we have extracted trees Tuj , where u ∈ {0, 1, 2, 3} \ {v} and j is a running index, so that
∆u(Tuj ) > Ev2−
1
q .
For the collection {Tuj } j we estimate the sum over the top intervals as follows:∑
j
|ITu, j | ≤ 2Eqv
∑
j
∥∥∥∥ ∑
P∈Tuj,u
〈 f ,wPv〉wPv
∥∥∥∥q
Lq(R+;X)
,.
1
Eqv
1∑
s=0
∑
j
∥∥∥∥ ∑
P∈Tuj,u(s)
〈 f ,wPv〉wPv
∥∥∥∥q
Lq(R+;X)
,
where Tuj,u is a u-tree, contained in the maximal tree T
u
j , which realizes the size selection
condition. We set
(7.2) Tuj,u(s)
def
= {P ∈ Tuj,u : log2|ωP| ≡ s mod 2}, s = 0, 1.
We fix s ∈ {0, 1} and suppress it from the notation, writing Tu def= {Tuj,u(s)} j
def
= {T j,u} j, which
is a collection of u-trees.
In order to apply the quartile-type hypothesis we need to check that Tu is (u, v)-good.
To that end, we split the treatment into two cases.
Case u > v. Suppose that P j ∈ T j,u and Pi ∈ Ti,u with i , j. We need to show that P j,v∩Pi,v = ∅.
Indeed, suppose for the sake of contradiction that for instance P j,v ≤ Pi,v so thatωPi,v ⊂ ωP j,v .
Since Pi , P j we actually have ωPi ⊂ ωP j,v , where we use the fact that |ωPi | < |ωP j | implies
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|ωPi | ≤ 14 |ωP j | by the splitting performed in (7.2). Thus we have
ωTi ⊂ ωPi ⊂ ωP j,v and ωT j,u ⊂ ωP j,u .
Using the previous inclusions and the fact that s > v we get
c(ωTi,u) < supωP j,v ≤ infωP j,u < c(ωT j,u)
which means that the tree Ti was chosen first and thus i < j. However P j,v ≤ Pi,v implies
that P j ≤ Pi ≤ Ti so that the quartile P j qualified for the tree Ti but was not chosen which
is a contradiction because of the maximality condition in the selection of Ti.
Thus Tu is (u, v)-good for all u > v. Using the definition of the quartile type we get for
all u > v and s = 0, 1 that∑
j
∥∥∥∥ ∑
P∈Tuj,u(s)
〈 f ,wPv〉wPv
∥∥∥∥q
Lq(R+;X)
. ‖ f ‖qLq(R+;X).
Summing over the finitely many choices of u > v and s = 0, 1 gives the desired estimate
for
∑
j |ITu, j | for u > v.
Case u < v. We use a similar argument to show that Tu is (u, v)-good also in this case.
Suppose to the contrary that there are P j ∈ T j,u and Pi ∈ Ti,u with i , j and P j,v ≤ Pi,v so that
ωPi,v ⊂ ωP j,v . Since Pi , P j and the splitting (7.2) is in force, we actually have ωPi ⊂ ωP j,v , and
then
ωTi ⊂ ωPi ⊂ ωP j,v and ωT j,u ⊂ ωP j,u .
We have
c(ωT˜i,s) > inf(ωP j,v) ≥ sup(ωP j,u) > c(ωT j,u).
Remembering that we have chosen the trees T j to have maximal c(ωT j,u) (now that u < v)
we conclude that i < j. However we have P j ≤ Ti as before which leads to a contradiction.
Thus Tu is (u, v)-good again, and by the definition of the quartile-type hypothesis we
estimate
∑
j |ITu, j | exactly as in the case u > v.
The desired collection of trees is thus {T j,u}u,v; j.
Finally we observe that both the collection Psmall as well as the trees constructed are
convex. Indeed let T2 be any of the constructed trees and P′,P′′ ∈ T2 with P′ ≤ P ≤ P′′
for some quartile P. Since P is convex we have that P ∈ P. Suppose that P < T2. Since
P ≤ P′′ ≤ T2 we necessarily have that P ∈ T1 where the tree T1 was chosen earlier in the
construction. Since P′ ≤ P ≤ T1 we conclude that P′ should have been included in T1, a
contradiction. For Psmall let P′ ≤ P ≤ P′′ with P′,P′′ ∈ Psmall. Since the original collection
P was convex we conclude that P ∈ P. Now P < Psmall means that P was selected in one
of the constructed trees, say T. However in this case we should have also P′ ∈ T by the
maximality of T, a contradiction. 
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7.3. Corollary. Let P be any finite, convex collection of quartiles. Suppose that ‖ f ‖qv = 1 and
define the sizev(P) with respect to fv for all v ∈ {1, 2, 3}. Then P admits the decomposition
P =
⋃
n∈Z
⋃
j
Tn, j ∪ Presidual,
where Tn, j are convex trees,
sizev(Tn, j) ≤ 2 nqv ‖ fv‖qv for all v ∈ {1, 2, 3},
∑
j
|ITn, j | ≤ C2−n,
and sizev(Presidual) = 0 for all v ∈ {1, 2, 3}.
Proof. If P is any finite collection of quartiles, there exists some large n such that
sizev(P) ≤ 2 nqv ‖ fv‖qv for all v ∈ {1, 2, 3}.
The decomposition follows by iterative use of Size Lemma. 
8. The restricted weak type estimates above the quartile types
We start by a preliminary result that will allow us to get an initial estimate for the v-size
of any collection P, independently of the size lemma. At each step of the proof we will
then choose between the competing estimates, one coming from the lemma below and one
being a consequence of the size reduction of any collection caused by the size lemma.
8.1. Lemma. Let J ⊆ {I ∈ D : infI M f ≤ λ} be a finite collection of dyadic intervals. For any
interval I ∈ J write I = I0 = Il ∪ Ir where Il, Ir are the dyadic children of I. Let K be a dyadic
intervals K. Then∥∥∥∑
IP∈J
IP⊆K
〈 f , hIa〉hIb
∥∥∥
Lp(R+;X)
. λ|K| 1p ,
for any possible combination of a, b ∈ {0, l, r}.
Proof. (This is essentially like [3, Lemma 7.2] ). We fix any combination a, b ∈ {0, l, r} and
set
f˜ def=
∑
I∈J
〈 f , hIa〉hIb .
Denote by J ∗(K) the maximal elements I ∈ J with I ⊆ K. We have
(8.2) (1K − EK) f˜ =
∑
I∈J
Ib⊆K
〈 f , hIa〉hIb =
∑
I∈J
I⊆K
〈 f , hIa〉hIb + 1{l,r}(b)1K
∑
I∈J
I=K(1)
〈 f , hIa〉hIb ,
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and ∑
I∈J
I⊆K
〈 f , hIa〉hIb =
∑
J∈J ∗(K)
∑
J∈J
I⊆J
〈 f1∪J ∗(K), hIa〉hIb = T( f1∪J ∗(K)),
where T is an operator of the form considered in Lemma 3.1. That Lemma showed the
boundedness on Lp(R; X), from which T : L1(R; X) → L1,∞(R; X) follows by the standard
Caldero´n–Zygmund method. Hence
‖T( f1∪J ∗(K))‖L1,∞(R;X) . ‖ f1∪J ∗(K)‖L1(R;X) =
∑
J∈J ∗(K)
‖ f1J‖L1(R;X) ≤
∑
J∈J ∗(K)
|J| inf
J
M f ≤ λ|K|.
The last sum in (8.2) has at most one term, for which the analogous estimate is immediate
from
|〈 f , hIa〉hIb | . |I|1/2
?
I
| f |dx 1|I|1/2 . λ,
since I ∈ J .
This shows that
‖(1K − EK) f˜ ‖L1,∞(R;X) . λ|K|
for all dyadic K, a weak formulation of the BMO condition, which by the John–Nirenberg–
Stro¨mberg inequalities bootstraps to
‖(1K − EK) f˜ ‖Lp(R;X) . λ|K|1/p,
which was the claim. 
8.3. Corollary. Let J ⊆ {I ∈ D : infI M f ≤ λ} be a finite collection of dyadic intervals, let T be a
u-tree, and v ∈ {0, 1, 2, 3} \ {u}. Then∥∥∥∑
P∈T
IP∈J
〈 f ,wPv〉wPv
∥∥∥
Lp(R+;X)
. λ|K| 1p .
Proof. We have 〈 f ,wPv〉wPv = w∞Tu〈 f w∞Tu ,wIP,m〉wIP,m for m = m(u, v) ∈ {1, 2, 3}. The claim is
then immediate from the previous lemma and Remark 3.3. 
In the current and the following section we prove generalized restricted weak-type estimates
for the trilinear form Λ in the spirit of [5] and [9]. Let α = (α1, α2, α3) be a triple of real
numbers with av ≤ 1 for all v ∈ {1, 2, 3}. We will say that Λ is of generalized restricted weak
type α if for all triples (E1,E2,E3) of measurable sets of finite measure there is an index
j ∈ {1, 2, 3} and a subset E′j ⊂ E j with |E′j| ≥ 12 |E j|, that is a major subset, such that
|Λ( f1, f2, f3)| . |E1|α1 |E2|α2 |E3|α3 ,
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for all measurable functions f1, f2, f3 with | fv| ≤ 1E′v for all v ∈ {1, 2, 3}. Here we have set
E′u
def
= Eu for u ∈ {1, 2, 3} \ { j}.
The reader is referred to [5] and [9] for more details. A general guideline to keep in
mind is the following. Suppose that the trilinear form Λ is of generalized restricted weak
type β, with
∑
v βv = 1, for all β in a neighborhood of a point (α1, α2, α3) with
∑
v αv = 1. If
α j > 0 for all j ∈ {1, 2, 3} then Λ satisfies the corresponding strong bounds:
|Λ( f1, f2, f3)| .
3∏
v=1
‖ fv‖L1/α j (R+;Xv)
If exactly one of the exponents satisfies α j ≤ 0, then the dual form in j satisfies
‖B j( fu, fτ)‖L1/(1−α j)(R+;X j) . ‖ fu‖L1/αu (R+;Xu)‖ fτ‖L1/ατ (R+;Xτ),
where u, τ ∈ {1, 2, 3} \ { j}.
We first prove the local Lq1 × Lq2 estimates of the main theorem. Observe that this
corresponds to the local L2 case of the scalar theorem. By interpolation the following
lemma implies Theorem 1.1.
8.4. Lemma. Suppose that the UMD Banach spaces X1,X2,X3 have quartile types q1, q2, q3 re-
spectively with
ρ
def
=
1
q1
+
1
q2
+
1
q3
− 1 > 0.
Let E1,E2,E3 be measurable sets of finite measure in R, and let
0 < αv <
1
qv
for all v ∈ {1, 2, 3},
3∑
v=1
αv = 1.
Let Eτ have maximal measure. There is a major subset E′τ of Eτ such that
|Λ( f1, f2, f3)| .
3∏
v=1
|Ev|αv
whenever | fv| ≤ 1E′v for all v ∈ {1, 2, 3}. Here, E′τ is specified and for v ∈ {1, 2, 3} \ {τ}, we set
E′v = Ev.
Proof. Let F be the set
F def=
3⋃
v=1
{
M1Ev > 8|Ev|/|Eτ|
}
.
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Then |F| ≤ |Eτ|/2 thus we can take E′τ def= Eτ \ F for our major subset. For f1, f2, f3 as in the
statement of the lemma we have
Λ( f1, f2, f3) =
∑
P∈P
1
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉 =
∑
P∈P
IP⊆F
+
∑
P∈P
IP*F
.
The first sum vanishes since wPτ is supported on IP ⊆ F and fτ on E′τ ⊆ Fc. For the second
sum we will need an additional upper bound on the size of any collection P′ ⊂ {P ∈ P :
IP * F}. To estimate the v-size we fix some v ∈ {1, 2, 3} and let T ⊂ P′ be any u-tree with
0 ≤ u , v ≤ 3. Let T be the top of T.
For any P ∈ T we have
inf
IP
M( fvw∞Tu) ≤ infIP M(1Ev) ≤ 8|Ev|/|Eτ|,
since IP * F. By Corollary 8.3 applied for p = qv and the previous two estimates we get∫ ∣∣∣∑
P∈T
〈 fv,wPv〉wPv(x)
∣∣∣qvdx . ( |Ev||Eτ|
)qv
|IT|.
Thus sizev(P′) . |Ev||Eτ| for all v ∈ {1, 2, 3}.
Hence
Λ( f1, f2, f3) = ΛP′( f1, f2, f3)
def
=
∑
P∈P′
1
|IP| 12
〈 f1,wP1〉 · 〈 f2,wP2〉 · 〈 f3,wP3〉.
By Corollary 7.3 and Lemma 8.1 we can now estimate as follows:
|ΛP′( f1, f2, f3)| ≤
∑
n∈Z
∑
j
|ΛTn, j( f1, f2, f3)| ≤
∑
n∈Z
∑
j
|ITn, j |
3∏
v=1
sizev(Tn, j)
.
∑
n∈Z
2−n
3∏
v=1
min(
|Ev|
|Eτ| , 2
n
qv ‖ fv‖Lqv (R+;X))
=
∑
n∈Z
2−n
3∏
v=1
min(
|Ev|
|Eτ| , 2
n
qv |Ev| 1qv )
≤
3∏
v=1
|Ev|
|Eτ|
∑
2−n≤δ
2−n +
3∏
v=1
|Ev| 1qv
∑
2n≤δ−1
2nρ,
where δ is some real number to be chosen later and we have replaced ρ = q−11 +q
−1
2 +q
−1
3 −1.
By our hypotheses we have 0 < ρ ≤ 12 where ρ = 12 corresponds to the Hilbert-space case
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q1 = q2 = q3 = 2. Using that |Ev| ≤ |Eτ| and 1qv > αv for all v ∈ {1, 2, 3}we get
|ΛP1( f1, f2, f3)| .
3∏
v=1
|Ev|αv
(
δ
3∏
v=1
|Ev|1−αv
|Eτ| + δ
−ρ
3∏
v=1
|Ev| 1qv −αv
)
≤
3∏
v=1
|Ev|αv
(
δ
|Eτ| + δ
−ρ|Eτ|ρ
)
.
The obvious choice δ ' |Eτ| now gives the desired estimate. 
8.5. Remark. Observe that our estimates and choice of δ were convenient but by no means
optimal. This space for improvement will be exploited in the next section were we prove
estimates ‘below the quartile types’.
9. The restricted weak type below the quartile types
Obtaining estimates for the trilinear operator ‘below’ the quartile type requires some
additional work, as is the case for scalar valued functions and quartile types equal to 2.
Some additional attention is necessary in the vector-valued case since the three Banach
spaces have different quartile types q1, q2, q3. Our main estimate is the following lemma:
9.1. Lemma. Suppose that the UMD Banach spaces X1,X2,X3 have quartile types q1, q2, q3 re-
spectively. Let E1,E2,E3 be measurable sets of finite measure and assume that( |Eb|
|Eτ|
)qb−1
≤
( |Ea|
|Eτ|
)qa−1
≤
( |Eτ|
|Eτ|
)qτ−1
= 1
where a, b, τ ∈ {1, 2, 3} are pairwise different. Note that in particular Eτ has maximal measure. Let∑3
v=1 βv = 1 and
βb < 1,
βb
qb − 1 ≤ ρ +
1
qb(qb − 1) ,
βb
qb − 1 +
βa
qa − 1 ≤ ρ +
1
qb(qb − 1) +
1
qa(qa − 1) .
As before we assume that ρ def= 1q1 +
1
q2
+ 1q3 − 1 > 0. Then there is a major subset E′τ ⊂ Eτ such that
|Λ( f1, f2, f3)| . |Ea|βa |Eb|βb |Eτ|βτ ,
for all | fv| ≤ 1E′v . Here we have set E′v = Ev for v ∈ {1, 2, 3} \ {τ}.
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Proof. With the notations as in the proof of Lemma 8.4 we have the main estimate
|ΛP′( f1, f2, f3)| .
∑
n∈Z
2n
3∏
v=1
min(
|Ev|
|Eτ| , 2
− nqv |Ev| 1qv ).
Remember that Eτ has maximal measure. We now estimate the sum more carefully. For
this it will be helpful to define
dv
def
=
( |Eτ|
|Ev|
)qv−1
|Eτ|, v ∈ {1, 2, 3}.
Observe that our hypothesis translates to db ≥ da ≥ dτ = |Eτ|. Also for any v ∈ {1, 2, 3} we
have that
|Ev|
|Eτ| ≤ 2
− nqv |Ev| 1qv ⇔ 2n ≤ dv.
We now split the sum according to the optimal value in the minimum:
|ΛP′ | ≤
∑
2n≤dτ
+
∑
dτ≤2n≤da
+
∑
da≤2n≤db
+
∑
db≤2n
def
= I + II + III + IV.
The first term is the simplest:
I ' |Ea||Eτ|
|Eb|
|Eτ|dτ =
|Ea||Eb|
|Eτ| ≤ min(|Ea|, |Eb|) ≤ |E1|
α1 |E2|α2 |E3|α3 .
For II we have
II ' |Ea||Eτ|
|Eb|
|Eτ| |Eτ|
1
qτ d
1− 1qτ
a =
|Ea|
|Eτ|
|Eb|
|Eτ| |Eτ|
1
qτ
( |Eτ|
|Ea|
)(qa−1)(1− 1qτ )|Eτ|1− 1qτ
=
( |Eb|
|Eτ|
)(qb−1) 1qb−1 ( |Ea|
|Eτ|
)(qa−1)( 1qa−1 + 1qτ −1)|Eτ|
Thus
II . |Ea|βa |Eb|βb |Eτ|βτ ⇔ II .
( |Eb|
|Eτ|
)(qb−1) βbqb−1 ( |Ea|
|Eτ|
)(qa−1) βaqa−1 |Eτ|
⇔
βb ≤ 1, andβaqa−1 + βbqb−1 ≤ 1qa−1 + 1qb−1 + 1qτ − 1.
The estimate for III + IV is slightly different according to the value of 1qa +
1
qτ
. Observe that
we always have 1qa +
1
qτ
≤ 1 with equality if and only if qa = qτ = 1/2 which corresponds to
the case that both Xa and Xτ are Hilbert spaces.
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Case 1qa +
1
qτ
< 1: Now
III + IV ' |Eb||Eτ| |Ea|
1
qa |Eτ| 1qτ d1−
1
qa − 1qτ
b + |Ea|
1
qa |Eb| 1qb |Eτ| 1qτ d1−
1
qa − 1qb −
1
qτ
b
=
( |Ea|
|Eτ|
) 1
qa
( |Eb|
|Eτ|
)1−(qb−1)(1− 1qa − 1qτ )|Eτ| + |Ea| 1qa |Eb| 1qb ( |Eτ||Eb|
)(qb−1)(1− 1qa − 1qb − 1qτ )|Eτ|1− 1qa − 1qb
'
( |Ea|
|Eτ|
)(qa−1) 1qa(qa−1) ( |Eb|
|Eτ|
)(qb−1)( 1qb−1 + 1qa + 1qτ −1)|Eτ|.
So we have
III + IV . |Ea|βα |Eb|βb |Eτ|βτ ⇔ III + IV .
( |Eb|
|Eτ|
)(qb−1) βbqb−1 ( |Ea|
|Eτ|
)(qa−1) βaqa−1 |Eτ|
⇔

βb
qb−1 ≤ 1qb−1 + 1qa + 1qτ − 1, and
βa
qa−1 +
βb
qb−1 ≤ 1qb−1 + 1qa−1 + 1qτ − 1.
Observe that since we assume 1qa +
1
qτ
− 1 < 0 the first condition contains the condition
βb < 1. Also the second condition is the same as the second condition for II.
Case 1qa +
1
qτ
= 1: Now
III ' |Eb||Eτ| |Ea|
1
qa |Eτ| 1qτ log2
db
da
=
|Eb|
|Eτ| |Ea|
1
qa |Eτ| 1qτ log2
[( |Eτ|
|Eb|
)qb−1( |Ea|
|Eτ|
)qa−1]
.
( |Eb|
|Eτ|
)(qb−1)( 1qb−1−)( |Ea|
|Eτ|
)(qa−1)( 1qa(qa−1) +)|Eτ|.
The last expression is dominated by |Ea|βa |Eb|βb |Eτ|βτ ifβb < 1, andβaqa−1 + βbqb−1 ≤ 1qb−1 + 1qa−1 + 1qτ − 1.
For IV we get the same estimate as in the case 1qa +
1
qτ
< 1. 
By considering all permutations in the hypothesis of the previous Lemma we immedi-
ately get:
9.2. Corollary. Suppose that the UMD Banach spaces X1,X2,X3 have quartile type q1, q2, q3
respectively, with
ρ =
1
q1
+
1
q2
+
1
q3
− 1 > 0.
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Let E1,E2,E3 be measurable subsets of the real line of finite measure and assume that Eτ has maximal
measure. Suppose that
∑
v βv = 1 and that for all v,u ∈ {1, 2, 3} with v , u we have
βv < 1,
βv
qv − 1 ≤ ρ +
1
qv(qv − 1) ,
βv
qv − 1 +
βu
qu − 1 ≤ ρ +
1
qu(qu − 1) +
1
qu(qu − 1) .
Then there is a major subset E′τ ⊂ Eτ such that
|Λ( f1, f2, f3)| . |E1|β1 |E2|β2 |E3|β3 ,
whenever | fv| ≤ 1Ev′ . Again we have set E′v = Ev for v ∈ {1, 2, 3} \ {τ}.
The conditions of Corollary 9.2 are illustrated in Figures 2, 3. Corollary 9.2 says that
for parameters β1, β2, β3 with
∑
v βv = 1 and (β1, β2) in the open hexagon ABCDEF, the
trilinear form Λ is of generalized restricted weak type (β1, β2, β3). Observe that the triangle
c corresponds to the local Lq1 × Lq2 estimates of Lemma 8.4 which, for the scalar case,
correspond to the local L2 estimates. One simple way to determine the points A,B,C,D,E
and F is to extend the sides of the local triangle c until they cross the restriction lines
β1 = 1q1 + (q1 − 1)ρ, β2 = 1q2 + (q2 − 1)ρ and
β1+β2
q3−1 =
1
q3
− ρ. We get
A : (
1
q1
− ρq3, 1q2 ,
1
q3
+ ρq3 − ρ), D : ( 1q1 + ρq1 − ρ,
1
q2
,
1
q3
− ρq1),
B : (
1
q1
,
1
q2
− ρq3, 1q3 + ρq3 − ρ), E : (
1
q1
,
1
q2
+ ρq2 − ρ, 1q3 − ρq2),
C : (
1
q1
+ ρq1 − ρ, 1q2 − ρq1,
1
q3
), F : (
1
q1
− ρq2, 1q2 + ρq2 − ρ,
1
q3
).
Interpolating the generalized restricted weak type estimates as in [9, Theorems 3.2, 3.6
and 3.8], Corollary 9.2 implies our main theorem:
9.3. Theorem. Suppose that
∑3
v=1 βv = 1 and (β1, β2) ∈ ABCDEF where ABCDEF denotes the
open convex hexagon of Figure 3.
(i) If βv > 0 for all v = 1, 2, 3 then Λ satisfies the strong bounds
|Λ( f1, f2, f3)| .
3∏
v=1
‖ f ‖L1/βv (R+:Xv).
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(ii) If βv ≤ 0 for one v ∈ {1, 2, 3} then βu, βτ > 0 for u, τ ∈ {1, 2, 3} \ {v} and the bilinear quartile
operator satisfies
‖Bv( fu, fτ)‖L1/(1−βv)(R+;Xv) . ‖ fu‖L1/βu (R+;Xu)‖ fτ‖L1/βτ (R+;Xτ)
C D
E
FA
B c
β1 = 1q1
β2 =
1
q2
β3 = 1q3
β2 = 1q2 + (q2 − 1)ρ
β3 = 1q3 + (q3 − 1)ρ
β1 = 1q1 + (q1 − 1)ρ
Figure 2. Generalized restricted weak-type for Λ : X1 × X2 × X3 → C in the
plane β1 + β2 + β3 = 1.
β2 = 1q2
β1 = 1q1
β1 + β2 = 1 − 1q3
β1+β2
q3−1 =
1
q3
− ρ
β2 = 1q2 + (q2 − 1)ρ
A
B
C
D
EF
c
β1 = 1q1 + (q1 − 1)ρ
Figure 3. Generalized restricted weak-type for Λ : X1 × X2 × X3 → C in the
(β1, β2)-plane.
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9.4. Example. Suppose that X is a UMD Banach space such that both X,X∗ have quartile type
2 < q < 4. For example this is the case if X is an interpolation space X = [Y,H]θ between
some UMD Banach space and a Hilbert space H. Define X1
def
= X, X2
def
= X∗ and X3
def
= C.
Observe that q < 4 implies that ρ = 2q − 12 > 0. The trilinear form Π : X × X∗ × C → C is
defined in the obvious way:
Π(x, x∗, λ) = λ〈x, x∗〉 = λx∗(x).
It is not hard to see that the Theorem 9.3 specialized to this case gives the following
statements:
(i) If 2 < q < 3 then the bilinear quartile operator maps Lp1(R+; X)×Lp2(R+; X∗) into Lr(R+;C)
whenever
1
r
=
1
p1
+
1
p2
,
(5 − q
2
− 1
q
)−1
< p1, p2 ≤ ∞, 25 − q < r <
q
q − 2 .
Figure 4 shows the convex hull of the conditions for (β1, β2, β3) in the (β1, β2)-plane in the
case 2 < q < 3. Remember that β3 is then uniquely determined as β3 = 1 − β1 − β2
β2
1
β11
β2 = 1q
β1 = 1q
β1 + β2 = 12
β1 + β2 =
q−2
2
β1 =
5−q
2 − 1q
β2 =
5−q
2 − 1q
Figure 4. Generalized restricted weak-type estimates for Λ : X×X∗×C→ C,
2 < q < 3.
(ii) If 3 ≤ q < 4 then the bilinear quartile operator maps Lp1(R+; X)×Lp2(R+; X∗) into Lr(R+;C)
whenever the conditions in (i) hold and in addition
q2 − 3q + 1
q
< min
(q − 1
p1
+
q − 2
p2
,
q − 2
p1
+
q − 1
p2
)
.
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Figure 5 describes the domain of restricted weak type estimates for 3 ≤ q < 4. In this
case the convex hexagon is strictly contained in [0, 1)2.
β2
β1
β2 =
5−q
2 − 1q
β2 = 1q
β1 =
5−q
2 − 1qβ1 = 1q
β1 + β2 = 1/2
β1 + β2 =
q−2
2
Figure 5. Generalized restricted weak-type estimates for Λ : X×X∗×C→ C,
3 < q < 4.
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