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Abstract
In electricity markets futures deliver the underlying over a period and thus function as a swap contract.
In this paper we introduce a market price of risk for delivery periods of electricity swaps. In particular,
we suggest a weighted geometric average of an artificial geometric electricity futures price over the
corresponding delivery period. This leads to a geometric electricity swap price dynamics without any
approximation requirements. Our framework allows to include typical features as the Samuelson effect,
seasonalities as well as a stochastic volatility in the absence of arbitrage. We show that our suggested
model is suitable for pricing options on electricity swaps using the Heston method. Especially, we
illustrate the related pricing procedure for electricity swaps and options in the setting of Arismendi et
al. (2016), Schneider and Tavin (2018) and Fanelli and Schmeck (2019).
KEYWORDS: Electricity Swaps · Seasonal Stochastic Volatility · Option Pricing · Delivery Period
Risk ·Market Price of Delivery
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1 Introduction
Futures contracts are one of the most important derivatives in electricity and commodity markets. They
are increasingly traded at the energy exchanges (see EEX Group (2018)) which motivates a precise
pricing. Due to the non-storability of electricity, the underlying is typically delivered over a period
instead of one point in time, therefore the contract is referred to as a swap. In fact, the delivery period
is one of the features that distinguishes electricity markets from other commodity markets as oil, gas
and corn. In electricity markets also the swap price dynamics can depend on the delivery period.
Recently, Fanelli and Schmeck (2019) provide empirical evidence that implied volatilities of electricity
options are seasonal with respect to the delivery period. That is, the distribution of the swaps - and thus
the pricing measure - depends on the delivery period of each contract. This fact is not yet discussed in
the existing literature. In this paper, we introduce an arbitrage-free pricing framework that includes
this feature. The core of our approach is the so-called market price of delivery risk leading to a pricing
measure that explicitly depends on the available contracts. Furthermore, the swap price dynamics
is a martingale under the corresponding measure, such that it can be used to price options on these
particular contracts.
Electricity needs to be distinguished from other commodities: compared to physical commodities
energy is not storable on a large scale. As it is a so-called flow-commodity, it is typically delivered
over a period of time. One way to include the delivery period is to average an artificial futures price
over the whole delivery time (see Benth et al. (2008), Benth and Koekkebakker (2008), Benth et
al. (2019)). Typically arithmetic averaging is used in the literature. This works especially well for
arithmetic price dynamics. However, if the underlying electricity futures is of geometric type, the
resulting dynamics is neither geometric, nor Markovian. In that case, the dynamics is approximated
in the spirit of Bjerksund et al. (2010). To add, in this case the pricing measure is preserved and
stays the same for all contracts. In contrast, we suggest a geometric averaging approach for electricity
futures prices of geometric type. This directly leads to a Markovian swap price dynamics of geometric
type. Indeed, geometric averaging of futures prices coincides with the arithmetic procedure applied
to logarithmic futures prices. In particular, we base the averaging procedure on an artificial futures
contract which is martingale under a pricing measure Q. The resulting swap price dynamics under Q is
not a martingale anymore due to an appearing drift term depending on the delivery period. Our setting
enables us to define an equivalent martingale measure Q˜ for the swap price depending on the delivery
period. We derive explicitly the included market price of delivery risk for an individual contract that
can be interpreted as the market price of risk for a certain delivery period of the underlying electricity.
As the resulting swap price under Q˜ is a martingale, it can be used to price electricity options.
Another characteristic of electricity markets is the seasonal behavior of prices. This effect is
enforced through the rise of renewable energy, that highly depends on weather conditions. The ongoing
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developements in this sector let us expect an increasing impact of seasonal effects in the future. We
would like to distinguish between seasonalities in the trading day and seasonalities in the delivery
period. For the latter we refer to Fanelli and Schmeck (2019): as the swap price reflects the expectations
of the average electricity price during the delivery period, this includes expectations of the seasonal
spot price level as well. Second, Arismendi et al. (2016) motivate seasonalities within the trading
days of physical commodity futures. In addition, Schneider and Tavin (2018) include a term-structure
effect in the spirit of Samuelson (1965). This effect implies that futures close to delivery are much
more volatile than the once whose expiration date is far away. Both models have in common that their
physical commodity futures prices are based on an affine stochastic volatility structure, where the
volatility process follows a mean-reverting square-root process. We apply these commodity market
models to the electricity market in Chapter 3.
In electricity option markets, we can observe a volatility smile (see Figure 1 and Appendix A). In
order to catch the smile, we propose a general stochastic volatility model based on a mean-reverting
square-root volatility process as in Arismendi et al. (2016). The volatility structure is rich enough to
include both categories of seasonalities as well as the Samuelson effect. Under the new martingale
measure Q˜ the market price of delivery risk affects the corresponding volatility dynamics in several
ways. In particular, the speed and level of mean-reversion are altered. We assume the logarithmic
futures price model to be affine in the volatility following Duffie (2010). The averaging procedure of
the futures price model as well as the change of measure preserve the affine model structure. Thus, it is
possible to apply an electricity option pricing procedure in the spirit of Heston (1993).
In Chapter 2 we consider one swap contract only. Nevertheless, usually several swap contracts are
tradable at the same time. For example, at the EEX the next 9 months are tradable such that arbitrage
possibilities in trading into these contracts have to be excluded. If there is a pricing measure such that
the discounted value of all tradable assets are martingales, then the First Fundamental Theorem of
Asset Pricing ensures that the market is arbitrage-free. In general the pricing measure Q˜ that we derive
in Chapter 2 depends on the delivery period of the underlying. Thus, a contract with another delivery
period (τ2, τ3] will not be a martingale under Q˜ = Q˜(τ1,τ2]. Considering N swaps with subsequent
delivery periods, the underlying futures price dynamics has to follow an N−factor model, one factor
for each tradable monthly delivery period. In this setting, we show that the market does not admit
arbitrage. The corresponding pricing measure incorporates delivery effects of all delivery periods.
Furthermore, overlapping delivery periods are tradable as a quarter and the corresponding three
months. At the exchanges, typically a so-called cascading procedure is applied: shortly before the
delivery period starts, the quarterly contract is exchanged for equivalent positions in the underlying
three months. A year is cascaded into the first three months and the last three quarters, see Figure 2.
1Where the abbreviation Phelix stands for the physical electricity index. Note that the EEX refers to as futures instead
of swaps. The data is available from July 29, 2015 up to the November 25, 2016.
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Figure 1 The implied non-accumulated volatility surface with respect to strikes from 18 to 38 over
the last trading month in September 2016 for a European option on the Phelix DE/AU Baseload
Month futures at the European Energy Exchange (EEX) delivering in October 2016.1
4
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Month 1 Month 2 Month 3 Quarter 2 Quarter 3 Quarter 4
Month 4 Month 5 Month 6
Figure 2 The cascading procedure of overlapping electricity swap contracts.
In this context a so-called atomic swap contract implies a delivery over the smallest delivery period
which is a month. Thus, we treat a swap with quarterly delivery as a derivative on the three atomic
monthly contracts that can be priced with the risk-neutral pricing formula.
We contribute to the existing literature in the following: In this paper, we take a new view of
pricing swaps. Atomic swaps are priced by averaging their growth rates instead of the absolute prices.
They are treated as assets instead of as derivatives. In contrast to the existing literature, overlapping
swaps are considered as derivatives on atomic swaps in order to incorporate the so-called cascading
process which is a common procedure for quarterly and yearly electricity swap contracts. Moreover,
we adapt recent commodity models for electricity markets. It turns out that they fit very well to our
volatility structure.
The paper is organized as follows. Chapter 2 presents the arithmetic and geometric averaging
approach based on a general stochastic volatility model. Afterwards, changing measure leads to a
swap price dynamics of martingale type. In order to illustrate the averaging procedure, we discuss
the method based on the models by Arismendi et al. (2016), Schneider and Tavin (2018) and Fanelli
and Schmeck (2019) in Chapter 3. In Chapter 4, we then investigate multiple swap contracts as well
as overlapping contracts with respect to their arbitrage opportunities. Furthermore, we evaluate the
corresponding fair price for electricity options and discuss the option pricing for all examples in
Chapter 5. Finally, Chapter 6 concludes.
2 Averaging of Futures Contracts
Consider a swap contract, that delivers a flow of 1 Mwh electricity during the delivery period (τ1, τ2].
At a trading day t ≤ τ1, the swap price is denoted by F (t, τ1, τ2) and settled such that the contract
is entered at no cost. It can be interpreted as an average price of instantaneous delivery during the
delivery period. Motivated by this interpretation, consider an artificial futures contract with price
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F (t, τ) that stands for instantaneous delivery at time τ ∈ (τ1, τ2]. Note that such a contract does not
exist on the market, but turns out to be useful for modeling purposes when considering delivery periods
(see for example Benth et al. (2019)). Indeed, F (t, τ) can be used as a building block: averaging it
over τ ∈ (τ1, τ2] leads to the desired swap price model. In this section, we first introduce the futures
price dynamics and discuss the advantages and disadvantages of the averaging approaches that are used
in the literature. We then suggest to average the logarithmic increments of the process, a procedure
that leads to a special martingale measure being in particular suitable for option pricing.
Consider a filtered probability space (Ω,F , (Ft)t∈[0,τ ],Q), where the filtration satisfies the usual
conditions. The price at time t ≤ τ of the futures contract follows a geometric diffusion process
evolving as
dF (t, τ) = σ(t, τ)F (t, τ)dW F (t), (2.1)
dσ2(t, τ) = a(t, τ, σ)dt+ c(t, τ, σ)dW σ(t), (2.2)
with initial conditions F (0, τ) = F0 > 0 and σ2(0, τ) = σ20 > 0, and where W
F and W σ are
correlated standard Brownian motions under the risk-neutral measure Q. Thus we can write W σ =
ρW F +
√
1− ρ2W for a Brownian motion W independent of W F and ρ ∈ (−1, 1). We assume that
both, the futures price volatility σ(t, τ) and the futures price F (t, τ) itself are Ft-adapted for t ∈ [0, τ ]
and that they satisfy suitable integrability and measurability conditions (see Appendix B for details) to
ensure that (2.1) is a Q-martingale and the solution given by
F (t, τ) = F (0, τ)e
∫ t
0 σ(s,τ)dW
F (s)− 1
2
∫ t
0 σ
2(s,τ)ds (2.3)
exists. As σ(t, τ) depends on both time t and delivery time τ , we allow for volatility structures as the
Samuelson effect or seasonalities in the trading day or delivery time. In this framework, we would like
to mention the models of Arismendi et al. (2016), Schneider and Tavin (2018) as well as Fanelli and
Schmeck (2019), which are adressed in the next chapter.
Following the HJM- approach to price futures and swaps in electricity markets, the swap price is
usually defined as the arithmetric average of futures prices (see e.g. Benth et al. (2008), Benth and
Koekkebakker (2008), Bjerksund et al. (2010), Benth et al. (2019)):
F (t, τ1, τ2) =
∫ τ2
τ1
w(u, τ1, τ2)F (t, u)du , (2.4)
for a general weight function
w(u, τ1, τ2) :=
wˆ(u)∫ τ2
τ1
wˆ(v)dv
, for u ∈ (τ1, τ2]. (2.5)
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The most popular example is given by wˆ(u) = 1, such that w(u, τ1, τ2) = 1τ2−τ1 . This corresponds to a
one-time settlement. A continuous settlement over the time intervall (τ1, τ2] is covered by wˆ(u) = e−ru,
where r ≥ 0 is the constant interest rate (see e.g. Benth et al. (2008)). The arithmetric average of the
futures price as in (2.4) leads to tractable dynamics for the swap, as long as one assumes an arithmetric
structure of the futures prices as well. This is based on the fact that arithmetic averaging is tailor-made
for absolute growth rate models. Nevertheless, if one defines the futures price as a geometric process
as in (2.1), one can show that the dynamics of the swap defined through (2.4) is given by
dF (t, τ1, τ2) = σ(t, τ2)F (t, τ1, τ2)dW
F (t)−
∫ τ2
τ1
∂σ
∂u
(t, u)
w(τ, τ1, τ2)
w(τ, τ1, u)
F (t, τ1, u)du dW
F (t), (2.6)
for any τ ∈ (τ1, τ2] (see Chapter 6.3.1 in Benth et al. (2008)). Thus, the dynamics of the swap price is
neither a geometric process nor Markovian, which makes it unhandy for further analysis. There exists
an approximation procedure in the spirit of Bjerksund et al. (2010) that ends up in martingale form.
However, this requires a deterministic volatility.
Instead of averaging absolut price trends as in (2.4), we here suggest to focus on the averaging
procedure of relative price trends, i.e. growth rates or logarithmic prices. This leads to a geometric
averaging procedure in continuous time. We note that geometric averaging was used e.g. in Kemna
and Vorst (1990) for pricing of average asset value options on equities. In fact, the connection between
exponential models and geometric averaging seems natural: the geometric averaging of a geometric
price process corresponds to an arithmetic average of logarithmic prices. Thus, define the swap price as
F (t, τ1, τ2) := exp
(∫ τ2
τ1
w(u, τ1, τ2) log(F (t, u))du
)
. (2.7)
Plugging in the solution F (t, u) as in (2.3) leads to
F (t, τ1, τ2) = F (0, τ1, τ2)e
− 1
2
∫ t
0
∫ τ2
τ1
w(u,τ1,τ2)σ2(s,u)du ds+
∫ t
0 Σ(s,τ1,τ2) dW
F (s)
, (2.8)
where swap price volatility is determined by
Σ(t, τ1, τ2) :=
∫ τ2
τ1
w(u, τ1, τ2)σ(t, u)du. (2.9)
It is given by the weighted averaged volatility of the futures using stochastic Fubini (see Protter (2005)).
Hence, the dynamics of the geometric average price (2.8) is given by
dF (t, τ1, τ2)
F (t, τ1, τ2)
=
1
2
(
Σ2(t, τ1, τ2)−
∫ τ2
τ1
w(u, τ1, τ2)σ
2(t, u)du
)
dt+ Σ(t, τ1, τ2) dW
F (t), (2.10)
where the volatility has to satisfy further integrability conditions (see Appendix B). Especially the
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swap price dynamics (2.10) is a geometric process. Although the futures price F (t, τ) is a martingale
under the pricing measure Q, the swap price F (t, τ1, τ2) is not a Q-martingale anymore. Under Q the
swap price has a drift term, given by the difference between the swap prices variance and the weighted
average of the futures price variance. Thus, we define a market price of risk associated to the delivery
period (τ1, τ2] as
b1(t, τ1, τ2) :=
1
2
∫ τ2
τ1
w(u, τ1, τ2)σ
2(t, u)du− Σ2(t, τ1, τ2)
Σ(t, τ1, τ2)
, (2.11)
where b1(t, τ1, τ2) is measurable and Ft-adapted as σ(t, u) and Σ(t, τ1, τ2) are. It can be interpreted as
the trade-off between the variance of the swap on the one hand and the weighted average variance of a
stream of futures on the other hand.
Remark 1. For a random variable U with density w(u, τ1, τ2), we can write
Σ(t, τ1, τ2) = E[σ(U, t)|Ft],
b1(t, τ1, τ2) =
1
2
V[σ(U, t)|Ft]
E[σ(U, t)|Ft] .
Hence, the market price of delivery risk is the variance of the futures price volatility per unit of
the expected futures price volatility, which is very similar to the well-known coefficient of variation√
V[σ(U,t)|Ft]
E[σ(U,t)|Ft] . That means, the greater the level of volatility dispersion around the mean, the higher the
market price of delivery risk.
Strictly speaking, since we have two independent Brownian motions, W F and W , we have a
two-dimensional market price of risk b(t, τ1, τ2) = (b1(t, τ1, τ2), b2)ᵀ, where we choose b2 = 0. Using
the market price of delivery risk, we can define a new pricing measure Q˜, such that F (·, τ1, τ2) is a
martingale. Define the Radon-Nikodym density through
Z(t, τ1, τ2) := exp
{
−
∫ t
0
b1(s, τ1, τ2)dW
F (s)− 1
2
∫ t
0
b21(s, τ1, τ2)ds
}
.
Assume that
EQ [Z(τ1, τ1, τ2)] = 1 , (2.12)
which means Z(·, τ1, τ2) is indeed a martingale for the whole trading time. We will show later that
for suitable stochastic volatility models Novikov’s condition (see e.g. Karatzas and Shreve (1991)) is
fullfilled, such that (2.12) holds true.
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Then, we define the new measure Q˜ through the Radon Nikodym density
dQ˜
dQ
∣∣∣∣∣
Ft
:= Z(t, τ1, τ2),
which clearly depends on the delivery period (τ1, τ2]. Girsanov’s Theorem then states that
W˜ F (t) =W F (t) +
∫ t
0
b1(s, τ1, τ2)ds, (2.13)
W˜ (t) =W (t), (2.14)
are standard Brownian motions under Q˜ (see e.g. Shreve (2004)). The Brownian motion of the
stochastic volatility is also affected due to the correlation structure:
W˜ σ(t) = W σ(t) +
∫ t
0
ρb1(s, τ1, τ2)ds.
Then the swap price and volatility dynamics under Q˜ are given by
dF (t, τ1, τ2)
F (t, τ1, τ2)
=Σ(t, τ1, τ2) dW˜
F (t), (2.15)
dσ2(t, τ) = (a(t, τ, σ)− ρb1(t, τ1, τ2)c(t, τ, σ)) dt+ c(t, τ, σ)dW˜ σ(t), (2.16)
where Σ(t, τ1, τ2) is defined in (2.9). Note that the stochastic volatility process σ2(t, τ) also depends
on the delivery interval which we drop for notational convenience. As the swap price F (t, τ1, τ2) is a
martingale under the equivalent measure Q˜ (see Appendix B), we can use it to price options on these
swaps. Note that we have defined the pricing measure Q˜ depending on the delivery period of the swap
and it is thus a pricing measure only for derivatives with this specific delivery period. The market price
of risk b1(t, τ1, τ2) might be different for other delivery periods (see Chapter 4.1).
3 Adapting Popular Commodity Market Models
In this chapter, we transform three futures models from the recent literature into electricity swap
models using the geometric averaging procedure presented in Chapter 2. Doing so, we examine the
influence of seasonality in the level of the (stochastic) volatility as in Arismendi et al. (2016), the
impact of the Samuelson effect as in Schneider and Tavin (2018), as well as seasonal dependence on
the delivery as in Fanelli and Schmeck (2019). In Chapter 5 we then adress option pricing for these
three models.
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Seasonal Dependence on the Trading Day. Arismendi et al. (2016) consider a generalized Heston
model, where the mean-reversion rate of the stochastic volatility is seasonal. That is, they suggest a
futures price dynamics of the form
dF (t, τ) =
√
ν(t)F (t, τ)dW F (t), (3.1)
dν(t) =κ (θ(t)− ν(t)) dt+ σ
√
ν(t)dW σ(t), (3.2)
where W σ and W F are defined as before under Q. The stochastic volatility ν(t) is given by a CIR
process with time-dependent parameters. The Feller condition 2κθmin > σ2 needs to be satisfied with
θmin := mint∈[0,τ ] θ(t) in order to receive a strictly positive solution. Especially, if the mean-reversion
level θ(t) is of exponential sinusoidal form, that is θ(t) = αeβ sin(2pi(t+γ)) for α, β > 0, γ ∈ [0, 1), then
θmin = αe−β . In the framework of Chapter 2 the futures price volatility is given by σ(t, τ) =
√
ν(t).
The corresponding swap price dynamics under the same measure is then given by
dF (t, τ1, τ2) =
√
ν(t)F (t, τ1, τ2)dW
F (t), (3.3)
dν(t) =κ(θ(t)− ν(t))dt+ σ
√
ν(t)dW σ(t). (3.4)
In fact, as the futures price volatility does not depend on the delivery time τ , the resulting volatility of
the swap is simply given by the volatility of the futures
Σ(t, τ1, τ2) =
√
ν(t), (3.5)
for all choices of weight functions w(·, τ1, τ2). Then also the market price of the delivery period is
zero, that is
b1(t, τ1, τ2) = 0, ∀t ∈ [0, τ1], (3.6)
and we directly arrive at a swap price dynamics of martingale form. Since the model is not linked to
the delivery time, the pricing measures for the futures and swap coincide, as well as the dynamics
do. In particular, there is no trade-off between the swap price variance and the average futures price
variance.
Samuelson Effect. Schneider and Tavin (2018) include the so-called Samuelson effect, within the
framework of stochastic volatility futures model. The Samuelson effect describes the empirical
observation that the variations of futures increase the closer we reach the expiration date (see also
Samuelson (1965)). Typically this is captured with an exponential alteration in the volatility of the
form e−λ(τ−t). For t → τ , the term converges to 1 and the full volatility enters the dynamics. If
the time to maturity increases the volatility decreases. In fact, in electricity markets most of the
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futures models include the Samuelson effect. While Schneider and Tavin (2018) base their model on a
multi-dimensional setting, we focus here on the one-dimensional case following
dF (t, τ) =e−λ(τ−t)
√
ν(t)F (t, τ)dW F (t), (3.7)
dν(t) =κ(θ − ν(t))dt+ σ
√
ν(t)dW σ(t). (3.8)
This approach includes a term-structure in the volatiliy process of the form σ(t, τ) = e−λ(τ−t)
√
ν(t),
where the exponential function identifies the Samuelson effect with λ > 0. Applying the geometric
averaging method as in (2.7) with weight function wˆ(u) = 1, the new swap-martingale measure Q˜ is
defined via the market price of risk
b1(t, τ1, τ2) = d2(τ2 − τ1)e−λ(τ1−t)
√
ν(t), (3.9)
where
d1(x) =
1− e−λx
λx
and d2(x) =
1
2
(
1
2
(1 + e−λx)− d1(x)
)
. (3.10)
The market price of risk factorizes into three parts. First, we have a deterministic expression d2(τ2− τ1)
depending on the length of the delivery period. On the other hand, d2(τ2 − τ1) can be written as
d2(τ2 − τ1) = 1
2
1
τ2−τ1
∫ τ2
τ1
e−2λ(u−τ1)du− d1(τ2 − τ1)2
d1(τ2 − τ1) ,
where d1(τ2 − τ1) = 1τ2−τ1
∫ τ2
τ1
e−λ(u−τ1)du describes the average Samuelson effect during the delivery
period seen from τ1. Thus, d2(τ2 − τ1) gives the standardized difference between the average squared
Samuelson effect seen from τ1 and the squared average Samuelson effect seen from τ1. Expressed
differently, it is the contribution of the Samuelson effect to the trade-off of between the average variance
of of a stream of futures and the variance of the swap. Furthermore, the second part of (3.9) represents
the Samuelson effect counting the time to maturity, also in a deterministic fashion. Last but not least
we have the stochastic volatility
√
ν(t).
Remark 2. For a random variable U ∼ U [τ1, τ2], we can write
d1(τ2 − τ1) = E[e−λ(U−τ1)],
d2(τ2 − τ1) = 1
2
V[e−λ(U−τ1)]
E[e−λ(U−τ1)]
.
Hence, d2(τ2 − τ1) is the variance of the Samuelson effect per unit of the expected Samuelson effect
seen from τ1, which is very similar to the well-known coefficient of variation
√
V[e−λ(U−τ1)]
E[e−λ(U−τ1)] . The market
11
price of delivery risk (3.9) can be expressed by
b1(t, τ1, τ2) =
1
2
V[[e−λ(U−t)]
E[[e−λ(U−t)]
√
ν(t).
That means, the greater the level of term-structure dispersion around the mean, the higher the market
price of delivery risk.
The swap price dynamics under Q˜ is then given by
dF (t, τ1, τ2) =d1(τ2 − τ1)e−λ(τ1−t)
√
ν(t)F (t, τ1, τ2)dW˜
F (t), (3.11)
dν(t) =
(
κθ − [κ+ ρσd2(τ2 − τ1)e−λ(τ1−t)] ν(t)) dt+ σ√ν(t)dW˜ σ(t). (3.12)
Similar to the market price of risk, also the volatility of the swap factorizes into three parts, depending
on the length of the delivery period, Samuelson effect as well as the stochastic volatility
√
ν(t).
Looking at the dynamics of ν(t) under Q˜, we observe that the drift under the swaps martingale measure
is altered by the market price of risk, which again depends on the delivery period. Thus, although we
omit it in the notation, remember that under the swaps martingale measure Q˜ the stochastic volatility
depends on both, the length of the delivery period as well as time to delivery. Furthermore, if κ2 > 1
4
σ2
the Novikov condition is satisfied, such that the measure change is well defined and F (t, τ1, τ2) is
indeed a true martingale under Q˜ (see Appendix C).
Delivery-Dependent Seasonality. Fanelli and Schmeck (2019) show that the implied volatilities of
electricity options depend on the delivery period in a seasonal fashion. Incorporating this idea into a
stochastic volatility framework, we start with the following futures price dynamics under Q:
dF (t, τ) = s(τ)
√
ν(t)F (t, τ)dW F (t), (3.13)
dv(t) = κ(θ − ν(t))dt+ σ
√
ν(t)dW σ(t) . (3.14)
Here s(τ) models the seasonal dependence on the delivery in τ . Deriving the swap price model as in
Chapter 2, again with the choice wˆ(u) = 1, the swap pricing measure Q˜ is defined via the market price
of risk
b1(t, τ1, τ2) = S2(τ1, τ2)
√
ν(t) , (3.15)
where
S1(τ1, τ2) =
1
τ2 − τ1
∫ τ2
τ1
s(u)du and S2(τ1, τ2) =
1
2
(
1
τ2−τ1
∫ τ2
τ1
s2(u)du− S1(τ1, τ2)2
S1(τ1, τ2)
)
. (3.16)
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Here, S1(τ1, τ2) describes the average seasonality in the volatility during the delivery period, and
S2(τ1, τ2) the relative trade-off between the average squared seasonaltity (resulting from the average
variance of a stream of futures) and the squared average seasonality (e.g. the variance part of the
average seasonality).
Remark 3. For a random variable U ∼ U [τ1, τ2], we can write
S1(τ1, τ2) = E[s(U)],
S2(τ1, τ2) =
1
2
V[s(U)]
E[s(U)]
.
We consider the variance per unit of expected seasonality. That is, the greater the level of seasonality
dispersion around the mean, the higher the market price of delivery risk in (3.15).
The swap price dynamics under Q˜ then follows
dF (t, τ1, τ2) =S1(τ1, τ2)
√
ν(t)F (t, τ1, τ2)dW˜
F (t), (3.17)
dν(t) = (κθ − [κ+ σρS2(τ1, τ2)]ν(t)) + σ
√
ν(t)dW˜ σ(t). (3.18)
A posssible choice for the seasonality is a trigonometric function as for example s(τ) = a+b cos(2pi(τ+
c)), where a > b > 0 and c ∈ [0, 1) to ensure that the volatility is positive. In this case the Novikov
condition is satisfied if κ2 > α2σ2, such that the measure change is well defined and F is indeed a
true martingale under Q˜ (see Appendix C). Having option pricing in view, we would like to mention
that again we preserve the affine structure of the model, that is as (log(F (t, τ)), ν(t)) is affine in the
volatility, so is (log(F (t, τ1, τ2)), ν(t)) after applying the averaging procedure of Chapter 2.
4 Further Arbitrage Considerations
So far, we have considered a market with one single swap only and have determined a martingale
measure for this contract. The Fundamental Theorem of Asset Pricing ensures then that the market is
arbitrage-free. Nevertheless, in electricity markets typically more than one swap is traded at the same
time. For example at the EEX the next 9 months, 11 quarters and 6 years are available. In Chapter
4.1 we address the issue of arbitrage in a market consisting of N monthly delivering swaps and then
discuss in Chapter 4.2 a market with overlapping delivery periods.
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4.1 Absence of Arbitrage with N Atomic Swaps
Consider a market with N swap contracts with subsequent monthly delivery periods (τm, τm+1] for
m = 1, . . . , N . The market is free of arbitrage if there exists a measure Q˜ under which all contracts
are martingales. Assume that the underlying futures price follows a geometric diffusion process with
N factors:
dF (t, τ) = F (t, τ)
N∑
j=1
σj(t, τ)dW
F
j (t), F (0, τ) = F0 > 0, (4.1)
where W Fj , for j = 1, . . . , N , are independent standard Brownian motions under Q. New uncertainty
occures through each contract. So that for each contract we have an additional factor. For simplicity,
we here assume a deterministic volatility structure. Note that (4.1) satisfies certain integrability and
measurability assumptions (see Appendix B). Note that indeed the market price of delivery in (2.11)
is determined through the Brownian motions W F1 , . . .W
F
N and thus is still existing in this modeling
approach.
As in Chapter 2, we define the swap price with delivery period (τm, τm+1], m = 1, . . . , N via
geometric averaging
F (t, τm, τm+1) := exp
(∫ τm+1
τm
w(u, τm, τm+1) log(F (t, u))du
)
.
The resulting swap price dynamics for any monthly delivery period (τm, τm+1] with m = 1, . . . , N is
given by
dF (t, τm, τm+1)
F (t, τm, τm+1)
= µ(t, τm, τm+1)dt+
N∑
j=1
Σj(t, τm, τm+1)dW
F
j (t), (4.2)
for
Σj(s, τm, τm+1) =
∫ τm+1
τm
w(u, τm, τm+1)σj(s, u)du,
and
µ(t, τm, τm+1) :=
1
2
N∑
j=1
(
Σ2j(t, τm, τm+1)−
∫ τm+1
τm
w(u, τm, τm+1)σ
2
j (t, u)du
)
.
We aim to find an equivalent measure such that the swaps on all delivery periods are martingales.
Then the First Fundamental Theorem of Asset Pricing excludes the existence of arbitrage. Therefore,
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we need to solve the market price of risk equations (see e.g. Shreve (2004))
Σ(t, τ1, . . . , τN) b(t, τ1, . . . , τN) = µ(t, τ1, . . . , τN), (4.3)
with
Σ(t, τ1, . . . , τN) :=

Σ1(t, τ1, τ2) . . . ΣN(t, τ1, τ2)
... . . .
...
Σ1(t, τN , τN+1) . . . ΣN(t, τN , τN+1)
 ,
b(t, τ1, . . . , τN) :=

b1(t, τ1, . . . , τN)
...
bN(t, τ1, . . . , τN)
 ,
µ(t, τ1, . . . , τN) :=

µ(t, τ1, τ2)
...
µ(t, τN , τN+1)
 .
If Σ(t, τ1, . . . , τN) is invertible, we can deduce the following solution
b(t, τ1, . . . , τN) = Σ
−1(t, τ1, . . . , τN)µ(t, τ1, . . . , τN). (4.4)
The resulting b(t, τ1, . . . , τN) is used to define an equivalent measure as in Shreve (2004). The market
price of delivery risk b(t, τ1, . . . , τN) can clearly depend on all delivery periods. By Girsanov
W˜ Fj (t) = W
F
j (t) +
∫ t
0
bj(s, τ1, . . . , τN)ds, ∀j = 1, . . . , N,
are Brownian motions under Q˜. The swap price dynamics for some delivery period (τm, τm+1] under
the new measure can be identified by
dF (t, τm, τm+1)
F (t, τm, τm+1)
=
N∑
j=1
Σj(t, τm, τm+1)dW˜
F
j (t), (4.5)
which is a martingale under the new measure.
4.2 Absence of Arbitrage with Overlapping Swaps
In electricity markets, it is possible to trade into overlapping delivery periods. For example, the
swap on the next quarter of the year is abailable as well as the three swaps on the corresponding
months. Also here, arbitrage has to be excluded. In our framework, the so-called cascading process of
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overlapping contracts plays a crucial role. The cascading process (see Figure 2) describes the division
of an overlapping contract into its building blocks. If we would buy a swap contract delivering over a
quarter, then at maturity the contract is transformed into its corresponding monthly swap contracts.
Analogously, the price of a yearly swap contract is converted into the first 3 monthly contracts and
the subsequent 3 quarterly contracts. Each quarter contract will be cascaded later. Thus the monthly
contracts play the role of building blocks for overlapping contracts. Consequently, we see the quarterly
and yearly swap contracts as derivatives on the monthly contracts and apply the risk-neutral valuation
formula to price these contracts in an arbitrage-free way.
If we would price these overlapping contracts using the geometric averaging procedure as
F overl(t, τ1, τN+1) = e
∫ τN+1
τ1
w(u,τ1,τN+1) log(F (t,u))du =
N∏
m=1
F (t, τm, τm+1)
wm ,
where wm =
∫ τm+1
τm
wˆ(u)du∫ τN+1
τ1
wˆ(u)du
, then we would create arbitrage opportunities. For example the quarterly
swaps factorize into the product of the three monthly swaps which is no martingale anymore.
We would like to discuss two facts in our framework. First, geometric averaging is applied
to relative growth rates. In this context, we focus on the weighted composition of absolute prices
F (t, τm, τm+1). Second, we do not end up with a martingale representation, thus, we would create
an arbitrage opportunity while considering a larger delivery period. As mentioned before, arithmetic
averaging is now appropriate in this context. Hence, for disjoint delivery intervalls (τm, τm+1] with
m = 1, . . . , N , we propose to price overlapping swap contracts as the derivative of its building blocks.
In particular,
F overl(t, τ1, τN+1) =
N∑
m=1
wmF (t, τm, τm+1).
As a result, the no-arbitrage condition is still satisfied since the sum of Q˜-martingales stays a martingale
under Q˜. We receive the following Markovian dynamics regarding an overlapping swap contract
delivering over N months:
dF overl(t, τ1, τN+1) =
N∑
m=1
wmF (t, τm, τm+1)
N∑
j=1
Σj(t, τm, τm+1)dW˜
F
j (t).
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5 Electricity Options
5.1 An Application of the Heston-Methodology
We consider a European call option with exercise price K > 0 and exercise time T < τ1 written on an
electricity swap contract delivering in (τ1, τ2] following a price process (5.2). Under certain conditions
(see Appendix C) the swap price F (·, τ1, τ2) is a martingale under the measure Q˜. For this reason, we
can use Q˜ as a pricing measure. This measure depends on τ1 and τ2, since it includes a risk premium
for the delivery period. Hence, the pricing measure is tailor-made for this particular contract.
Motivated by the market models considered in Chapter 3, we stick to a general factorized volatility
structure Σ(t, τ1, τ2) = S(t, τ1, τ2)
√
ν(t) where
S(t, τ1, τ2) =
∫ τ2
τ1
w(u, τ1, τ2)s(t, u)du. (5.1)
identifies the deterministic function of averaged seasonalities and term-structure effects. Note, that we
assume that s(t, u) is assumed to be bounded by R2 (see Appendix C) so that the following swap price
model
dF (t, τ1, τ2) =S(t, τ1, τ2)
√
ν(t)F (t, τ1, τ2)dW˜
F (t), (5.2)
dν(t) = (κθ(t)− (κ+ σρξ(t, τ1, τ2))ν(t)) dt+ σ
√
ν(t)dW˜ σ(t). (5.3)
is a Q˜-martingale if κ2 > σ2R22. Note that in this framework of a factorized volatility structure the
market price of delivery risk adapts this structure as well such that b1(t, τ1, τ2) = ξ(t, τ1, τ2)
√
ν(t)
with
ξ(t, τ1, τ2) =
1
2
∫ τ2
τ1
w(u, τ1, τ2)s
2(t, u)du− S2(t, τ1, τ2)
S(t, τ1, τ2)
.
Remark 4. For a random variable U ∼ U [τ1, τ2], we can write
S(t, τ1, τ2) = E[s(t, U)], and ξ(t, τ1, τ2) =
1
2
V[s(t, U)]
E[s(t, U)]
.
Hence, ξ(t, τ1, τ2) is the variance per unit of expectation of the seasonality and term-structure effects.
Thus, the greater the level of seasonality and term-structure dispersion around the mean, the higher
the market price of delivery risk.
The price of the corresponding electricity call option at time t ∈ [0, T ] is given by the risk-neutral
17
valuation formula
C(t, τ1, τ2) = EQ˜
[
e−r(T−t) (F (T, τ1, τ2)−K)+ |Ft
]
, (5.4)
see e.g. Shreve (2004). We follow the Heston procedure to evaluate (5.4). Consider the logarithmic
swap price X(t) = log(F (t, τ1, τ2)). Keep in mind the dependencies on the delivery period which will
be skipped for notational convenience. Then
dX(t) = −1
2
S2(t, τ1, τ2)ν(t)dt+ S(t, τ1, τ2)
√
ν(t)dW˜ F (t). (5.5)
Due to the Markovian structure, an application of the Independence Lemma (see e.g. Shreve (2004); cf.
Lemma 2.3.4) leads to
C(t, τ1, τ2) = c(t,X(t), ν(t)),
with
c(t, x, ν) = c1(t, x, ν)− c2(t, x, ν), (5.6)
where
c1(t, x, ν) =e
−r(T−t)ex (1−Q1(t, x, ν; log(K))), (5.7)
c2(t, x, ν) =e
−r(T−t)K (1−Q2(t, x, ν; log(K))) (5.8)
and
Q1(t, x, ν; log(K)) :=
˜˜Q
[
X t,x,ν(T ) ≤ log(K)] ,
Q2(t, x, ν; log(K)) :=Q˜
[
X t,x,ν(T ) ≤ log(K)] ,
where d
˜˜Q
dQ˜
∣∣∣
Ft
= e−
1
2
∫ T
t S
2(u,τ1,τ2)ν(u)du+
∫ T
t S(u,τ1,τ2)
√
ν(u)dWF (u) determines the Radon-Nikodym density.
Since we consider a stochastic volatility model the distribution of X is not directly known. Therefore,
we need to identify the cumulative distribution functions Q1 and Q2 that determine the risk-neutral
probabilities of not exercising the option.
Note that e−rtck(t,X(t), ν(t)) for k = 1, 2 are martingales under Q˜. Hence, ck(t, x, ν) solves
∂ck(t, x, ν)
∂t
+ (Atck)(t, x, ν) = rck(t, x, ν), for k = 1, 2, (5.9)
with terminal conditions c1(T, x, ν) = ex1x≥log(K) and c2(T, x, ν) = K1x≥log(K), by an application of
the discounted Feynman Kac Theorem (see e.g. Shreve (2004), cf. Theorem 6.4.3 and Ch. 6.6). For a
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function f depending on x and ν, the generator is given by
(Atf)(x, ν) =− 1
2
∂f
∂x
S2(t, τ1, τ2)ν +
∂f
∂ν
[κθ(t)− (κ+ σρξ(t, τ1, τ2))ν]
+
1
2
∂2f
(∂x)2
S2(t, τ1, τ2)ν +
1
2
∂2f
(∂ν)2
σ2ν +
∂2f
∂x∂ν
ρσS(t, τ1, τ2)ν.
(5.10)
If we plug (5.7) and (5.8) inside the PDE given by (5.9) we end up with
∂Qk
∂t
+ αkS
2(t, τ1, τ2)ν
∂Qk
∂x
+ (κθ(t)− βk(t, τ1, τ2)ν) ∂Qk
∂ν
+
1
2
S2(t, τ1, τ2)ν
∂2Qk
(∂x)2
+
1
2
σ2ν
∂2Qk
(∂ν)2
+ ρσνS(t, τ1, τ2)
∂2Qk
∂x∂ν
= 0
(5.11)
for α1 = 12 , α2 = −12 , β1(t, τ1, τ2) = κ+σρ(ξ(t, τ1, τ2)−S(t, τ1, τ2)) and β2(t, τ1, τ2) = κ+ σρξ(t, τ1, τ2).
This PDE can be solved by a martingale depending on solutions to
dXk(t) = αkS
2(t, τ1, τ2)νk(t)dt+ S(t, τ1, τ2)
√
νk(t)dW˜
F (t),
dνk(t) = (κθ(t)− βk(t, τ1, τ2)νk(t)) dt+ σ
√
νk(t)dW˜
σ(t).
Following Heston, the corresponding characteristic function solves the PDE (5.11). Note, that the
underlying model structure is of affine type, since the PDE is linear in ν which was attained by
choosing a factorizing volatility structure. Thus, the characteristic function is of exponential affine
form (see Duffie (2010)). In particular,
Qˆk(t, x, ν;φ) = EQk
[
eiφX
t,x,ν
k (T )
]
= eΨ0k(t,T,φ)+νΨ1k(t,T,φ)+iφx, k = 1, 2, (5.12)
for φ ∈ R, where Ψ0k : [0, T ]× [0, τ1)×R→ C and Ψ1k : [0, T ]× [0, τ1)×R→ C are time-dependent
functions satisfying Ψ0k(T, T, φ) = 0 and Ψ1k(T, T, φ) = 0 at terminal time T . The last term in (5.12)
is added in order to ensure the terminal condition
Qˆk(T, x, ν;φ) = e
iφx. (5.13)
For notational convenience, we drop the time and space indices such that Ψ0k := Ψ0k(t, T, φ),
Ψ1k := Ψ1k(t, T, φ) and Qˆk := Qˆk(t, x, ν;φ). Plugging (5.12) into the PDEs of (5.11) for k = 1, 2
and rearranging terms yields
Qˆk
[
ν
[∂Ψ1k
∂t
+ αkS
2(t, τ1, τ2)iφ−Ψ1kβk(t, τ1, τ2)− 1
2
S2(t, τ1, τ2)φ
2 +
1
2
σ2Ψ21k
+ ρσS(t, τ1, τ2)iφΨ1k
]
+
∂Ψ0k
∂t
+ Ψ1kκθ(t)
]
= 0,
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for α1 = 12 , α2 = −12 , β1(t, τ1, τ2) = κ+σρ(ξ(t, τ1, τ2)−S(t, τ1, τ2)), β2(t, τ1, τ2) = κ+ σρξ(t, τ1, τ2).
Since Qˆk > 0 for k = 1, 2 and ν > 0 by definition, we apply the separation of variables argument
(see Duffie (2010); cf. p. 150) to achieve the following differential equations
∂Ψ1k
∂t
+
1
2
σ2Ψ21k + (ρσS(t, τ1, τ2)iφ− βk(t, τ1, τ2)) Ψ1k +
(
αkiφ− 1
2
φ2
)
S2(t, τ1, τ2) = 0 (5.14)
of Riccati-type and
∂Ψ0k
∂t
+ Ψ1kκθ(t) = 0, (5.15)
subject to Ψ0k(T, T, φ) = 0 and Ψ1k(T, T, φ) = 0 for k = 1, 2. There exists a unique solution to
each Riccati equation (see Appendix D) and thus also for Ψ01 and Ψ02. Therefore the characteristic
functions in (5.12) are now uniquely determined.
An application of the Fourier inversion technique (see Gil-Pelaez (1951)) to (5.12) leads to the
cumulative distribution functions Q1 and Q2 given by
Qk(t, x, ν; log(K)) =
1
2
− 1
pi
∫ ∞
0
Re
(
e−iφ log(K)Qˆk(t, x, ν;φ)
iφ
)
dφ, k = 1, 2.
Note that the related put option price can be determined by the Put-Call-Parity.
5.2 Examples
We complete this chapter with an application of the option pricing procedure to the discussed examples
form Chapter 3. In particular, we derive the related differential equations (5.14) and (5.15) for each
model, which need to be solved to deduce the corresponding option price.
Seasonal Dependence on the Trading Day. We start with the model based on Arismendi et al.
(2016). The related swap price dynamics are given by (3.3) and (3.4) under Q˜ = Q. Remember, the
market price of delivery risk is zero, thus, ξ(t, τ1, τ2) = 0. This is due to the fact that the model does
not include effects depending on the delivery period. Hence, βk(t, τ1, τ2) in (5.14) is directly given by
β1 = κ− σρ and β2 = κ.
Then Ψ0k(t, T, φ) and Ψ1k(t, T, φ) solve the following system of differential equations according
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to (5.14) and (5.15):
dΨ1k
dt
(t, T, φ) =− 1
2
σ2Ψ21k(t, T, φ) + (βk − ρσiφ) Ψ1k(t, T, φ) +
1
2
φ2 − αkiφ,
dΨ0k
dt
(t, T, φ) =− κθ(t)Ψ0k(t, T, φ),
for α1 = 12 and α2 = −12 . This coincides with the results for an underlying without any delivery
period.
Since all coefficients of both Riccati equations are constant, the solutions can be directly calculated
by
Ψ1k(t, T, φ) =
1
σ2
(βk − σρφi− dk) 1− e
−dk(T−t)
1− gke−dk(T−t) , k = 1, 2
where
dk :=
√
(βk − σρφi)2 + 2σ2(1
2
φ2 − αkφi),
gk :=
βk − σρφi− dk
βk − σρφi+ dk ,
identically as in Arismendi et al. (2016). Finally, numerical integration leads to the solution of
Ψ01(t, T, φ) and Ψ02(t, T, φ).
Samuelson Effect. In the setting of Schneider and Tavin (2018), the resulting dynamics under Q˜
are given by (3.11) and (3.12). They include the Samuelson effect by s(t, u) = eλ(u−t), which has an
effect on the derived market price of delivery risk b1(t, τ1, τ2) = d2(τ2 − τ1)e−λ(τ1−t)
√
ν(t). If we
consider the weight function for a one-time settlement, then ξ(t, τ1, τ2) = d2(τ2 − τ1)e−λ(τ1−t) and
S(t, τ1, τ2) = d1(τ2−τ1)e−λ(τ1−t). Hence, β1(t, τ1, τ2) = κ+σρ (d2(τ2 − τ1)− d1(τ2 − τ1)) e−λ(τ1−t)
and β2(t, τ1, τ2) = κ+ σρd2(τ2 − τ1)e−λ(τ1−t).
Then, Ψ0k(t, T, φ) and Ψ1k(t, T, φ) for k = 1, 2 solve the following two systems of differential
equations:
dΨ11
dt
(t, T, φ) =− 1
2
σ2Ψ211(t, T, φ) +
(
κ+ σρ
[
d2(τ2 − τ1)− d1(τ2 − τ1)(1 + iφ)
]
e−λ(τ1−t)
)
Ψ11(t, T, φ)
+
1
2
d1(τ2 − τ1)2e−2λ(τ1−t)(φ2 − iφ),
dΨ01
dt
(t, T, φ) =− κθΨ11(t, T, φ),
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and
dΨ12
dt
(t, T, φ) =− 1
2
σ2Ψ212(t, T, φ) +
(
κ+ σρ
[
d2(τ2 − τ1)− iφd1(τ2 − τ1)
]
e−λ(τ1−t)
)
Ψ12(t, T, φ)
+
1
2
d1(τ2 − τ1)2e−2λ(τ1−t)(φ2 + iφ),
dΨ02
dt
(t, T, φ) =− κθΨ12(t, T, φ).
Since all coefficients of the Riccati equations are time-dependent, the analytic solutions depend
on hypergeometric expressions. Numerical integration of the whole system leads to the solution of
Ψ1k(t, T, φ) and Ψ0k(t, T, φ) for k = 1, 2.
Delivery-Dependent Seasonality. Finally, we consider resulting option prices corresponding to our
suggested model for Fanelli and Schmeck (2019) with s(u) = a + b cos(2pi(u + c)). The related
market price of delivery risk based on a one-time settlement is given by b1(t, τ1, τ2) = S2(τ1, τ2)
√
ν(t).
While assuming a one-time settlement, the weighted effects are determined by S(t, τ1, τ2) = S1(τ1, τ2)
and ξ(t, τ1, τ2) = S2(τ1, τ2) which are both independent of the trading time (see Chapter 3). Thus,
all parameters in this example stay independent of time. In particular, we have β1(τ1, τ2) = κ +
σρ (S2(τ1, τ2)− S1(τ1, τ2)) and β2(τ1, τ2) = κ + σρS2(τ1, τ2). Then, Ψ0k(t, T, φ) and Ψ1k(t, T, φ)
for k = 1, 2 solve the following two systems of differential equations:
dΨ11
dt
(t, T, φ) =− 1
2
σ2Ψ211(t, T, φ) +
(
κ+ σρ
[
S2(τ1, τ2)− S1(τ1, τ2)(1 + iφ)
])
Ψ11(t, T, φ)
+
1
2
S1(τ1, τ2)
2(φ2 − iφ),
dΨ01
dt
(t, T, φ) =− κθΨ11(t, T, φ),
and
dΨ12
dt
(t, T, φ) =− 1
2
σ2Ψ212(t, T, φ) +
(
κ+ σρ
[
S2(τ1, τ2)− iφS1(τ1, τ2)
])
Ψ12(t, T, φ)
+
1
2
S1(τ1, τ2)
2(φ2 + iφ),
dΨ02
dt
(t, T, φ) =− κθΨ12(t, T, φ).
Since all coefficients are independent of time the differential equations can be solved analytically by
Ψ1k(t, T, φ) =
1
σ2
(βk(τ1, τ2)− σρφi− dk(τ1, τ2)) 1− e
−dk(τ1,τ2)(T−t)
1− gk(τ1, τ2)e−dk(τ1,τ2)(T−t) , (5.16)
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where
dk(τ1, τ2) :=
√
(βk(τ1, τ2)− σρφi)2 + 2σ2(1
2
φ2 − αkφi),
gk(τ1, τ2) :=
βk(τ1, τ2)− σρφi− dk(τ1, τ2)
βk(τ1, τ2)− σρφi+ dk(τ1, τ2) ,
as in the first example and
Ψ0k(t, T, φ) = −κθ
σ2
[
(βk(τ1, τ2)− σρφi− dk(τ1, τ2))(T − t)− 2 log
(
1− gk(τ1, τ2)e−dk(τ1,τ2)(T−t)
1− gk
)]
.
6 Summary and Conclusions
We provide a pricing procedure for swaps and options in electricity markets based on an artificial
futures price with stochastic volatility. Geometric averaging is the key element for pricing swaps,
whenever the underlying artificial futures is a geometric diffusion. This enables us to embed the
delivery period in closed-form. In contrast to the existing literature the resulting swap price has a drift
term. This leads to a new measure under which the swap price is a martingale. The corresponding risk
premium identifies the market price of delivery risk for an individual contract and is specified by the
trade-off between the variance of the swap on the one hand and the weighted average variance of a
stream of futures on the other hand.
We illustrate our results by providing the swap price models corresponding to the futures price
dynamics incorporating seasonal dependence on the trading day, the Samuelson effect and delivery-
dependent seasonality in the spirit of Arismendi et al. (2016), Schneider and Tavin (2018) and Fanelli
and Schmeck (2019), respectively. All examples are characterized by a volatility structure that
factorizes into a deterministic volatility part and the stochastic volatility modeled as a CIR process.
This structure is preserved under geometric averaging. Our findings indicate a market price of delivery
risk of zero whenever the futures and thus the swap price volatility is independent of the delivery time.
Such dependencies are illustrated by seasonalitites in the delivery and term-structure effects, that are
particular characteristics of the electricity market. In this case, the market price of delivery risk adapts
the factorizing structure. The deterministic part is identified by the variance of delivery-dependent
effects per unit of expected effects which is similar to the coefficient of variation.
Moreover, we provide an outlook of our model in the case of several atomic and overlapping
contracts. For each additional atomic contract, new uncertainty occures and thus further Brownian
motions are implemented within the futures price. The pricing procedure can be applied as before.
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Overlapping contracts are treated as derivatives of its underlying atomic swap contracts. This is
justified by the cascading process (see Figure 2).
We use the new measure to price options on these electricity swaps and treat the swap as an asset.
Our setting allows us to evaluate the fair price for electricity options via the Heston methodology. This
is due to the fact that the presented pricing procedure preserves the factorizing volatility and thus the
affine model structure. We illustrate the option price for each example with seasonal dependence on
the trading day, the Samuelson effect and delivery-dependent seasonality. Whenever the determin-
istic volatility part is independent of the trading time, the corresponding Riccati equations can be
solved analytically. In case of time-dependence there exists a unique solution, which can be treated
numerically.
In conclusion, this paper provides a swap price model that is rich enough to embed seasonality
and term-structure effects as well as the delivery period in closed-form. Our setting is suitable for
option pricing under a new measure driven by the market price of delivery risk.
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Appendix
A Implied Volatilities
Figure 3 The implied volatility surface with respect to strikes from 15 to 35 over the last trading
month June 2016 for a European option on the Phelix DE/AU Baseload Month futures delivering in
July 2016.
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Figure 4 The implied volatility smile with respect to moneyness over the last 12 trading days in
September 2016 for a European option on the Phelix DE/AU Baseload Month futures delivering in
October 2016.
B Technical Requirements
For the model (2.1) and (2.2) we assume that
• a(t, τ, σ), c(t, τ, σ), σ(t, τ) and F (t, τ) are B × F measurable,
where B := σ ({(t, τ) ∈ [0, τ1]× (τ1, τ2] | t ≤ τ}),
• ∫ s
0
|σ(t, τ)F (t, τ)|2dt <∞, Q− a.s. ∀ 0 ≤ s ≤ τ ,
• ∫ s
0
|a(t, τ, σ)|+ c2(t, τ, σ)dt <∞, Q− a.s. ∀ 0 ≤ s ≤ τ ,
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so that the Itô integrals are well-defined.
Further, we assume
• |a(t, τ, x)− a(t, τ, y)| ≤ K|x− y| for some positive Lipschitz constant K > 0 with x, y ∈ R+,
• |c(t, τ, x)− c(t, τ, y)| ≤ H(|x− y|) for x, y ∈ R+ where H : [0,∞)→ [0,∞) is an increasing
function with H(0) = 0 and
∫
(0,)
H−2(u)du =∞, ∀ > 0,
which guarantees that there exists a unique strong solution for (2.2) (see Karatzas and Shreve (1991);
Proposition 2.13). Similar conditions we have to assume for the coefficients of (2.1).
In order to attain that (2.1) is a Q-martingale, we assume that the Novikov condition (see
e.g. Karatzas and Shreve (1991); Proposition 5.12) is satisfied, i.e.
EQ
[
e
1
2
∫ τ
0 σ
2(s,τ)ds
]
<∞. (B.1)
For the geometric weightening approach (2.7) we need to apply the Stochastic Fubini Theorem
(see Protter (2005); Theorem 46) therefore we assume the following
• (t, u, ω)→ w(u, τ1, τ2)σ(t, u) is jointly progressivly measurable,
• EQ
[∫ τ2
τ1
w2(u, τ1, τ2)σ
2(t, u)du
]
<∞.
Moreover, we assume that
• Σ(t, τ1, τ2) and F (t, τ1, τ2) are B × F-measurable,
where B := σ({(t, τ1, τ2) ∈ [0, τ2]3|0 ≤ t ≤ τ1 < τ2}),
• ∫ s
0
|Σ(t, τ1, τ2)F (t, τ1, τ2)|2dt <∞, Q− a.s. ∀ 0 ≤ s ≤ τ1,
• ∫ s
0
| ∫ τ2
τ1
w(u, τ1, τ2)σ
2(t, u)du F (t, τ1, τ2)|dt <∞, Q− a.s. ∀ 0 ≤ s ≤ τ1,
so that the Itô integral is well-defined.
In order to attain that (2.15) is a Q˜-martingale, we assume that the Novikov condition
EQ˜
[
e
1
2
∫ t
0 Σ
2(τ1,τ1,τ2)ds
]
<∞ (B.2)
is satisfied (see e.g. Karatzas and Shreve (1991) Proposition 5.12).
For the model (4.1) we assume analogous conditions as for the model in (2.1).
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C An Application of Girsanov’s Theorem for the Examples
We want to check if Novikov’s condition is satisfied, that is EQ
[
e
1
2
∫ τ1
0 b
2
1(t,τ1,τ2)dt
]
< ∞ (see e.g.
Karatzas and Shreve (1991)).
In the case of Schneider and Tavin (2018) we can have a closer look at the market price of delivery
risk in (3.9). We can factorize it into a deterministic part d2(τ2 − τ1)e−λ(τ1−t) and the stochastic
volatility
√
ν(t). We can find specific upper and lower boundaries for the deterministic part since
e−λ(τ1−t) ∈ [0, 1] and d2(τ2 − τ1) ∈ [−12 , 12 ]. Hence,
EQ
[
e
1
2
∫ τ1
0 b
2
1(t,τ1,τ2)dt
]
= EQ
[
e
1
2
∫ τ1
0 d2(τ2−τ1)2e−2λ(τ1−t)ν(t)dt
]
≤ EQ
[
e
1
8
∫ τ1
0 ν(t)dt
]
.
Setting u˜ := −1
8
and assuming κ2 + 2σ2u˜ > 0, i.e. κ2 > 1
4
σ2, we can follow Cont and Tankov (2004)
(see Chapter 15.1.2) for an explicit finite expression. Hence, if κ2 > 1
4
σ2, then Novikov’s condition is
satisfied.
In the case of Fanelli and Schmeck (2019) we can again factorize the market price of delivery
risk in (3.15) into a time-independent part S2(τ1, τ2) and the stochastic volatility. We can find specific
upper and lower boundaries for (3.15) since s(u) = a+ b cos(2pi(c+ u)) ∈ [0, 2a] for a > b > 0 and
thus s2(u) ≤ 2as(u). In particular, S2(τ1, τ2) ∈ [−a, a]. Hence,
EQ
[
e
1
2
∫ τ1
0 b
2
1(t,τ1,τ2)dt
]
= EQ
[
e
1
2
∫ τ1
0 S2(τ1,τ2)
2ν(t)dt
]
≤ EQ
[
e
1
2
a2
∫ τ1
0 ν(t)dt
]
. (C.1)
Setting u˜ := −1
2
a2 and assuming κ2 + 2σ2u˜ > 0, i.e. κ2 > a2σ2 we can follow Cont and Tankov
(2004) (see Chapter 15.1.2) for an explicit finite expression. Hence, if κ2 > a2σ2 then Novikov’s
condition is satisfied.
In the general case of Chapter 5 the market price of risk b1(t, τ1, τ2) = ξ(t, τ1, τ2)
√
ν(t) factorizes
into the deterministic part ξ(t, τ1, τ2) and the stochastic part
√
ν(t). Assume that s(t, u) ∈ [R1, R2] is
bounded then ξ(t, τ1, τ2) ∈ [−R2, R2]. Hence,
EQ
[
e
1
2
∫ τ1
0 b
2
1(t,τ1,τ2)dt
]
= EQ
[
e
1
2
∫ τ1
0 ξ(t,τ1,τ2)
2ν(t)dt
]
≤ EQ
[
e
1
2
R22
∫ τ1
0 ν(t)dt
]
. (C.2)
Setting u˜ := −1
2
R22 and assuming κ
2 + 2σ2u˜ > 0, i.e. κ2 > R22σ
2 we can follow Cont and Tankov
(2004) (see Chapter 15.1.2) for an explicit finite expression. Hence, if κ2 > R22σ
2 then Novikov’s
condition is satisfied.
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D On the Solutions of the Differential Equations
We will show, that there exists a unique solution for Ψ0k(t, T, φ) and Ψ1k(t, T, φ) for k = 1, 2 such
that there exists a unique solution for (Qˆk)k=1,2.
First we consider the Riccati-type equation:
∂Ψ1k
∂t
(t, T, φ) = AΨ21k(t, T, φ) +Bk(t, τ1, τ2)Ψ1k(t, T, φ) + Ck(t, τ1, τ2),
where
A := −1
2
σ2,
Bk(t, τ1, τ2) := βk(t, τ1, τ2)− ρσS(t, τ1, τ2)iφ,
Ck(t, τ1, τ2) :=
1
2
S2(t, τ1, τ2)φ
2 − αkS2(t, τ1, τ2)iφ.
According to Zwillinger (1997) (cf. pp. 354f. Procedure 1), we can substitute Ψ1k(t, T, φ) = − z
′
k(t,T )
A zk(t,T )
where z′k(t, T ) denotes the first derivative
∂zk
∂t
(t, T ). We get the following homogeneous second order
linear ODE:
− zk
′′(t, T )
A zk(t, T )
+
zk
′(t, T )
A z2k(t, T )
zk
′(t, T ) = A
(zk
′(t, T ))2
A2 z2k(t, T )
−Bk(t, τ1, τ2) zk
′(t, T )
A zk(t, T )
+ Ck(t, τ1, τ2)
⇔ zk ′′(t, T ) = Bk(t, τ1, τ2)zk ′(t, T )− Ck(t, τ1, τ2)Azk(t, T ),
subject to zk ′(T, T ) = 0 and zk ′(t, T ) 6= 0,∀t ∈ [0, T ]. Rewriting the linear ODE as a system of first
order equations in the spirit of Walter (1996) (cf. p. 103f.) gives the following
z′k,1(t, T ) = zk,2(t, T )
z′k,2(t, T ) = Bk(t, τ1, τ2)zk,2(t, T )− Ck(t, τ1, τ2)Azk,1(t, T ).
In matrix notation we get(
z′k,1(t, T )
z′k,2(t, T )
)
=
(
0 1
−Ck(t, τ1, τ2)A Bk(t, τ1, τ2)
)(
zk,1(t, T )
zk,2(t, T )
)
,
subject to
(
zk,1(T, T )
zk,2(T, T )
)
=
(
C
0
)
for C 6= 0. Since all matrix elements have continuous real and
imaginary parts in time t we can apply Theorem VI (see Walter (1996), p. 135) which proves that there
exists a unique solution to the differential system and thus to the linear second order ODE. Finally
resubstitution leads to a unique solution to the Riccati-type equation.
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We consider now the first order linear ODE
∂Ψ0k
∂t
(t, T, φ) = −κθ(t)Ψ1k(t, T, φ),
for θ(t) being continuous in trading time t ∈ [0, τ1].
According to Walter (1996), we can rewrite the equation into integral form. Since we consider a
terminal condition instead of initial conditions it follows
Ψ0k(s, T, φ) =
∫ T
s
κθ(t)Re(Ψ1k(t, T, φ))dt+ i
∫ T
s
κθ(t)Im(Ψ1k(t, T, φ))dt.
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