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Abstract. Automatic inconsistency detection in parsed corpora is sig-
nificantly helpful for building more and larger corpora of annotated texts.
Inconsistencies are inevitable and originate from variance in annotation
caused by different factors as, for instance, the lack of attention or the
absence of clear annotation guidelines. In this paper, some results involv-
ing the automatic detection of annotation variance in parsed corpora are
presented. In particular, it is shown that a generalization procedure sub-
stantially increases the recall of the variant detection algorithm proposed
in [1].
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1 Introduction
Variation in annotation (and, thus, potential inconsistencies) in parsed corpora
tends to be more frequent than the intuitions of annotators would suggest, as
indicated by a number of studies on the detection of annotation inconsisten-
cies carried out in recent years [1–6, amongothers]. However, although being
a potential problem both for information extraction from the corpus and for
parser training, the actual impact of inconsistencies is difficult evaluate fully.
Nevertheless, inconsistencies are something to be avoided since these may not
only impact the extraction of information from the corpus – demanding different
queries to extract the same kind of information (to the extent that the relevant
inconsistencies are predictable) – but also because it may have a negative effect
on the performance of parsers trained on the annotated portion of the corpus.
A corpus can be inconsistent in two different ways: by having violations of
clear and strict annotation guidelines (e.g., applying a wrong label) and/or by
lacking guidelines for certain kinds of expressions which leads to variation in
annotation (see [7]). Both are inconsistencies, but the former are true errors.
Since going through a (growing) corpus again and again in order to find incon-
sistencies is painful and quite inefficient, developing automatic methods to do so
is a welcome contribution to the field of corpus linguistics.
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In this paper, an updated and extended version of the alternative algorithm
in [1] is presented along with results of its application to the Tycho Brahe Corpus
(TBC, [8]). The TBC is a parsed corpus of historical texts in Portuguese, but
the algorithm discussed here may be applied to any text annotated in the Penn
Treebank ([9]) style. The updated version of the algorithm presented here is able
to detect one more type of variation (missed by the previous one) and also covers
a significantly larger portion of the corpus as a consequence of a generalization
procedure applied to the detected variants. The paper is organized as follows:
Section 2 introduces the algorithm in [1]. In Section 3 the new generalization
procedure is discussed. Experimental results are reported on Section 4 followed
by a discussion. Related work is presented in Section 5 and the paper ends with
some concluding remarks in Section 6.
2 Alternative Approach
The algorithm proposed by Faria ([1]) is an alternative implementation of the
algorithm for variance detection proposed in Dickinson & Meurers’ ([2]) study.
Their algorithm searchs for variation nuclei, that is, sequences of tokens (words
and punctuation) occurring two or more times in a corpus which were at least
once analyzed as a constituent (i.e., there exists a label that dominates all and
only the tokens in the sequence) and that exhibit two or more distinct labels
(including a “non-constituent” pseudo-label NIL assigned for non-constituent
occurrences of a given nucleus). After extracting the variation nuclei, the algo-
rithm generates “variation n-grams”, that is, it filters out variation nuclei for
which there is no similar context (i.e., surrounding tokens) of occurrence. This
second step is necessary for their algorithm to obtain higher precision although
at the cost of lowering its recall.
Leaving the second step aside, it turns out that the criterion for finding
variation nuclei based on root labels of partial trees may produce the opposite of
the desired results. First, two instances of a nucleus may have the same label but
inconsistent internal structures as the left pair in Figure 1 exemplifies.1 Although
being structurally distinct, they will be considered as equivalents since they have
the same root label, PP.
On the other hand, although not forming a constituent of its own, a particular
instance of a nucleus may still be syntactically consistent with another instance.
Take, for example, the right pair of trees in Figure 1. There are two instances of
the nucleus “d@ @os homens”, both consistent with each other on the structure
assigned. The only difference is that the NP node in the second tree contains one
more element which turns out to be irrelevant in this case: with respect to those
three words both trees are equivalent. Nonetheless, Dickinson & Meurers’ method
will take them as distinct variants, with the second being labelled as NIL.
As an alternative criterion, [1] uses what the author calls “dominance chains”
(DC), that is, the set of sequences of nodes from the root label to each terminal
1 The symbol “@” in these data is used in TBC for contracted words that undergone
splitting.
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Fig. 1. Examples of inconsistency involving constituents of the same label (left pair)
and consistency between a constituent and a “non-constituent” instance of “d@ @os
homes” (right pair).
Fig. 2. Dominance chain sets give the desired results.
symbol in a (partial) tree. Variants are distinguished on the basis of their sets
of DCs which gives us the desired opposite results for the trees in Figure 1, as
Figure 2 allows us to infer. A local implementation of the original method and
the alternative algorithm were compared based on their results for the current
publicized version of the TBC. It consists of 16 parsed texts which comprise
(after some clean-up) a total of 707,685 tokens distributed over 34,265 sentences.
A partial corpus with 1,000 sentences was used to compare both methods.
Results were manually checked to determine whether a variation nucleus was
a genuine case of variation in annotation or just a false positive, that is, variants
consistent with each other. Absolute measures of recall are not obtainable given
that one would have to go sentence by sentence to list the inconsistencies in the
corpus. Therefore, measures of recall are relative, that is, the union set of the true
variants found by both algorithms is taken as the goal. That said, the original
method found 606 variation nuclei whereas the alternative found 202. From these,
188 are nuclei found by both methods. Thus, 418 nuclei were exclusively found
by the original whereas the alternative found 14 exclusive nuclei. It turns out,
however, that all 418 nuclei were verified to be false positives, that is, consistent
structures taken as variants because of non-constituent occurrences of the nuclei
involved. On the other hand, the 14 nuclei found by the alternative algorithm
were true variants.2
2 Being variants here does not imply being true errors of annotation. Some variants
derive from semantic ambiguities of the words involved, being thus legitimate, while
others derive from the permissiveness of the guidelines which in some cases do not
establish a particular analysis.
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Consequently, for the purposes of a relative comparison, the 202 nuclei found
by the alternative can be taken as the “target” for the original method which,
thus, shows a precision of 31.02% and relative recall of 93.06%. This result
demonstrates that the precision of the method can be substantially improved
with only a modification in the criterion for distinguishing variants. In fact,
even without resort to variation n-grams, the alternative algorithm shows for the
partial corpus an “error detection precision” – that is, the proportion of variation
nuclei that turned out to involve true errors in annotation – of 61.29% for n ≥ 2,
not a bad result given that the recall is also improved.3 If we consider non-
erroneous cases that are still useful to highlight certain aspects of the annotation
system which are possibly inconsistent4, precision goes to 69.35% (n ≥ 2).
3 Generalization of Variants
The algorithm in [1] introduced in the previous section was further developed
here in order to increase its recall. Given that variation nuclei are initially dis-
covered by means of multiple occurrences of specific token sequences, we are
at first limited by the number and variety of sequences that repeat in a cor-
pus. Therefore, it is likely that some or even many other instances of the same
type of variation are lost simply because the sequences of tokens involved do
not repeat or do repeat but with the same incorrect annotation. We could use
part-of-speech (POS) tags instead of words to overcome this problem, but it
turns out that this strategy overgeneralizes significantly, since non-constituent
repetitions of sequences of POS tags abound. In a sense, POS tags are in general
too abstract, while tokens may be too specific (see a related discussion in [6]).
The solution found is in between these two options. Once a variation nucleus
is found on the basis of token sequences, the “types” of its variants are used to
match instances of the same template for different sequences of words. “Type of
variant” here means simply a variant abstracted away from its terminal nodes,
as shown in Figure 3. For each variant, the algorithm searches for compatible
(partial) trees in the corpus. This generalization is less radical because the POS
tags are constrained by the DCs. Consequently, although the method’s recall
is still bound by the number and variety of repeating sequences of words, it
nonetheless maximizes the number of instances found for each type of variant.
3.1 Some Minor Changes
Some minor changes and adjustments were made to the algorithm with some
important but smaller effects on its output. Now the preprocessing procedure
3 Nuclei of size 1 are very likely cases of ambiguity caused by variation in part-of-
speech tags.
4 As one example, in the TBC, interrogative pronouns head phrases whose labels
start with a “W” (like WNP, WPP, etc.). But this decision is inconsistent with the
general option of starting with the syntactic category and then adding dash tags to
represent more specific properties. Thus, it would be more consistent in this case to
have something like a -WH dash tag added to the label, since that would prevent
the algorithm supposing that WNP and NP are distinct categories.
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Fig. 3. A variant of the nucleus “d@ @a terra” and its type.
Fig. 4. Two formerly non-distinguishable variants of the nucleus “em@ @a vaidade”.
removes punctuation marks from the corpus, since they can be fixed automati-
cally by other means.5 This change is expected to increase the chance of finding
larger nuclei and also occurrences of nuclei that would otherwise not be exact
repetitions because of intervening punctuation marks. Another change was in the
way dominance chains are represented. Now it is possible to distinguish between
distinct sister nodes with the same label. One consequence of this change is that
the particular type of variation shown in Figure 4, which was missed by the first
version of the algorithm, is now accounted for.
4 Experiments and Discussion
In the experiments described in this section, the same version of TBC used in [1]
is also used. In this version, the total number of parsed sentences is 34,265 from
which 32,458 (94.73%) remained after the clean up procedure, which also removes
functional labels, null elements (e.g., “*pro*”) and punctuation. Two sets of
experiments are presented, each followed by the relevant discussion. The first
set evaluates only the impact of removing punctuation from the corpus, under
the hypothesis that more and larger variation nuclei may be found if punctuation
is removed. The second set – with punctuation removed – evaluates the effect of
the generalization procedure. It is expected that many more instances of variants
will show up, specially for those variants that stand for correct annotations. On
the other hand, generalization is expected to make the number of nuclei decrease,
5 At least for corpora following the guidelines of the Penn Treebank which dictates
that punctuation must be located as high as possible in a tree.
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Set Max n Mean n Nuclei Variants Instances Mean σ Covering
With punct. 3 1.26 168 406 4,694 10.20 96.11%
Without punct. 6 1.29 168 405 4,693 10.20 96.11%
Generalization 6 1.84 (3.90) 44 (2,473) 172 6,357 23.65 98.21%
Fig. 5. Results for the partial corpus (for n ≥ 1)
Set Max n Mean n Nuclei Variants Instances Mean σ Covering
With punct. 20 2.58 2,500 7,517 58,027 6.53 63.27%
Without punct. 18 2.52 2,421 6,740 49,714 6.55 60.46%
Generalization 18 3.33 (4.08) 698 (67,989) 3,291 144,376 38.27 86.09%
Fig. 6. Results for the whole corpus (for n ≥ 2)
since many of them actually belong to the same “type” of variation. Tables 5
and 6 summarize the results for the partial and the whole corpus.
In the tables presented, columns Max n and Mean n show, respectively, the
size (in number of tokens) of the largest nuclei found and mean size of all nuclei
found. The column Nuclei lists the number of nuclei found. Variants lists the
total number of variants found and Instances the total number of instances (i.e.,
actual subtrees in the corpus) for the set of variants (with possible overlaps).
The column Mean σ lists the mean of the standard deviation in the number of
instances per variant for each nuclei. Finally, the column covering is a measure
of the proportion of corpus sentences involved in the detected variation as an
indirect measure of recall.
4.1 Effects of the Minor Changes
Removing punctuation seems to have a positive effect for the partial corpus,
although not dramatic, but for the full corpus we see an overall decrease in the
measures, contrary to expectation. Although a careful inspection is needed before
drawing any conclusions, a possible explanation is that many inconsistencies
involve only punctuation. Thus, if that is the case and since they can be fixed
automatically and easily, it is a good idea to ignore them and focus on more
relevant cases. Regarding the representation of variants, the modification was
expected not to lead to a significant increase, since the type of variation it
captures (see Figure 4) is unlikely to happen very often.
4.2 Effects of Generalization
As expected, the generalization procedure leads to a substantial increase in the
number of nuclei (the number inside parentheses) and instances found. The num-
ber of variants now relates to “types of variants” as discussed above and that
explains it being smaller than those of the other experiments. Finally, the out-
come of this procedure becomes clear in the measures mean σ and covering.
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The algorithm covers much more data (for the whole corpus) and the signifi-
cant increase in the mean σ suggests that a tentative classification of variants as
either correct or incorrect may be possible. Since correct variants are expected
to recur while incorrect ones tend to be rare, we may more confidently classify
them based on their number of instances, as in [3].
5 Related Work
Accurately comparing different detection methods is not yet an easy task for
reasons that go from the accessibility to the corpora used to the access to the
actual algorithms. Nevertheless, a raw comparison may be drawn between the
present algorithm and the ones in [2], [3] and [4,5], all sharing the same basic
strategy of variance detection based on repetitions of sequences of tokens. Over
a sample of 100 variation nuclei taken from the results for the whole corpus,
the present algorithm shows a precision of 77% in detecting true errors – 84% if
we consider unclear cases and cases involving inconsistencies in the annotation
guidelines.
In [2], after applying heuristics for classification, the authors report a preci-
sion of up to 78.9% in the detection of true errors, from a random sample of 100
“variation n-grams” out of 6,277 obtained from the Wall Street Journal (WSJ)
corpus [10]. Using another corpus, precision in subsequent work ([11]) is reported
to be 80% (by the same kind of random sampling). In both cases, recall is sacri-
ficed (in the process of generating n-grams) in order to obtain higher precision.
Also using the WSJ corpus, [3] reports a precision of 71.9% in a sample with
the first 100 rules induced for annotation correction. Their algorithm induces
a Synchronous Tree Substitution Grammar from a “pseudo-parallel corpus” of
partial trees. They measured the precision of each rule and 70 achieved 100%
precision, that is, they hit only incorrect instances.
Finally, [4,5] propose a Tree Adjoining Grammar (TAG) based approach in
which trees are compared on the basis of their derivation trees, obtained by
the decomposition of the corpus into elementary trees. Their algorithm also
group inconsistencies by type and generalize them in order to increase recall.
They report that, of the first 10 different types of derivation tree inconsistencies
found, all 10 appear to be real cases of annotation inconsistency. They used the
Penn Arabic Treebank (ATB) [12] and a subset of the English treebank newswire
section of the Ontonotes 4.0 release [13].
6 Final Remarks
As expected, the modifications to the algorithm had positive effects on the over-
all goal of improving the recall of the algorithm proposed in [1]. Another benefit
is that the generalization procedure makes revision faster, since it provides all
the related variants and instances at once for each type of variation. Thus, an
automated script for revision can be specified with all relevant contexts at hand.
Of course, additional qualitative analyses are still necessary in order to better
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assess the impact of these modifications. For example, it is important to analyze
how the generalization procedure affects the relative number of instances for
correct and incorrect annotations. It will be also important to evaluate the algo-
rithm on corpora of different languages, on a variety of genres, and on different
sets of labels and POS tags, since all these factors may affect the results.
It is worth noting that studies like the present one also contribute to the field of
natural language parsing. Parsers not only benefit from more consistent corpora,
but also (and crucially) benefit from more consistent annotation systems. In that
regard, one issue that still lacks a good solution is how to deal with dash tag, co-
indexing, and empty category inconsistencies in phrase structure treebanks. The
present algorithm as well as the ones considered in Section 5 all lack a good treat-
ment of these sorts of inconsistency, since they involve more abstract properties
of syntactic trees. This is, thus, an important issue for future work.
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