Summary. The multiplication of presentation contexts (such as mobile phones, PDAs) for multimedia documents requires the adaptation of document specifications. In an earlier work, a semantic approach for multimedia document adaptation was proposed. This framework deals with the semantics of the document composition by transforming the relations between multimedia objects. In this chapter, we apply the defined framework to the hypermedia dimension of documents, i.e., hypermedia links between multimedia objects. By considering hypermedia links as particular objects of the document, we adapt the hypermedia dimension with the temporal dimension. However, due to the non-deterministic character of the hypermedia structure, the document is organized in several loosely dependent sub-specifications. To preserve the adaptation framework, we propose a first straightforward strategy that consists of adapting all sub-specifications generated by the hypermedia structure. Nevertheless, this strategy has several drawbacks, e.g., the profile is not able to change between user interactions. Hence, we propose an incremental approach which adapts document sub-specifications step by step according to these interactions. To validate this framework, we adapt real standard multimedia documents such as SMIL documents.
To satisfy profiles, multimedia documents must be adapted, i.e., transformed into documents compatible with target contexts before being played. Several kinds of adaptation are possible, such as local adaptation (adaptation of media objects individually) and global adaptation (adaptation of the document structure). This chapter focuses on the latter.
In [6] , a framework for adapting multimedia documents based on the qualitative semantics of the documents and constraints was proposed. This approach transforms the relations between multimedia objects and ensures two main properties: (1) that adaptation constraints are satisfied and (2) that the adapted document is as close as possible to the initial document. As an example, for the temporal dimension of documents, this work has been applied to descriptions based on the Allen algebra [2] .
In this chapter, we apply this adaptation framework to the hypermedia dimension of documents, i.e., hypermedia links between multimedia objects. By considering hypermedia links as particular objects of the document which belong to multimedia objects, we adapt the hypermedia dimension with the temporal dimension ( §4).
However, due to the non-deterministic character of the hypermedia structure, the document is organized in several loosely dependent sub-specifications. To preserve the adaptation framework, we propose a first straightforward strategy that consists of adapting all sub-specifications generated by the hypermedia structure ( §5). Nevertheless, we show that this strategy has several drawbacks, e.g., the profile is not able to change between user interactions. Hence, we propose an incremental approach which adapts document sub-specifications step by step according to these interactions.
For a smooth implementation of this adaptation framework, we provide an algorithm which computes adapted multimedia document specifications ( §6). Moreover, we validate our adaptation approach by adapting real standard multimedia documents such as SMIL documents [21] ( §7).
Let introduce first a multimedia document example ( §2) that will be used in this chapter and a current proposed adaptation framework ( §3).
Multimedia Document Specification
Multimedia documents are composed of various multimedia objects such as texts, images, sounds and videos. These multimedia objects are organized into several dimensions [15] :
• temporal: multimedia objects are synchronized.
• spatial: some multimedia objects have a spatial layout.
• logical: some multimedia objects can be assemble in groups.
• hypermedia: the user is able to interact with some multimedia objects. The hypermedia dimension of multimedia documents is characterized by hypermedia links between multimedia objects. For example in Figure 1 , the Poster and the Abstract are linked to the beginning of the Trailer thanks to the hypermedia links l 1 and l 2 , respectively. Note that, the hypermedia dimension is not independent from the other dimensions like the temporal one. In Figure  1 , suppose the user never selects a hypermedia link, each multimedia object of the presentation is executed. However, if the user selects l 1 , the presentation "jump forward" in time to the beginning of the Trailer and the beginning of the Characters information is not presented.
There are several languages or formats for specifying multimedia documents such as SMIL [21] , SVG [19] , Madeus [9] , etc. Making the adaptation format-dependent requires an adaptation strategy for every single format. Instead, we propose an abstraction layer which allows to hide the format specific syntax and details, and capture the essence of a given document with respect to its main dimensions. We call this document abstraction a multimedia document specification.
Definition 1 (Multimedia document specification).
A multimedia document specification s = O, C is made of a set of multimedia objects O and a set of constraints C between these objects. In the remainder, the constraints will be considered as binary.
The advantages of such an abstraction and adaptation scheme are twofold. First, it allows to reuse the same strategy for the different languages or formats. Second, the abstract representation provides more flexibility for the adaptation since the relations between multimedia objects can be described qualitatively.
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In [6] , a semantic approach for multimedia document adaptation is defined. This approach interprets each document as the set of its potential executions (i.e., related to the initial document) and a profile as the set of its possible executions. In this context, "adapting" amounts to find the set of potential executions that are possible. When none is possible, the goal of adaptation is to find possible executions close to potential executions that satisfy the profile.
We consider both the multimedia document specifications and the profiles as a set of relations holding between multimedia objects. The potential and possible executions are ideally represented by relation graphs.
Definition 2 (Relation graph).
Let O be a set of multimedia objects and C a set of constraints between the elements of O. A multimedia document specification s = O, C relative to a set of executions can be represented as a complete directed labeled graph g s = O, E, λ called a relation graph. The elements of O are nodes, E is the set of edges and λ : E → 2 R is a total labeling function from the edges to a set of relations of R such that for each x r y ∈ C, r ∈ λ( x, y ). Figure 2 presents two relation graphs. Each node corresponds to a multimedia object and each edge is labeled by a set of relations. In this example, the Allen algebra of temporal interval relations R [2] is used to describe the temporal dimension. These relations are presented in Table 1 . The potential relation graph ( Fig. 2(a) ) includes, in particular, the execution of Figure 1 . It corresponds to the initial document. The possible relation graph ( Fig. 2(b) ) corresponds to the following profile: Impossible for multimedia objects to be played concurrently. It is important to note that it may occur that some potential relations are not possible (e.g., between Poster and Abstract, and between Characters and Trailer ).
In this context, adapting consists of finding a set of relation graphs corresponding to the possible relation graph (i.e., satisfying the profile) at a minimal distance from the potential relation graph (i.e., the initial document specification). This set of relation graphs is thus called adapted relation graph solutions.
We consider that the proximity between two relation graphs depends on the proximity between relations borne by the same edge in both graphs. This proximity relies on the conceptual neighborhood between these relations and is measured by the shortest path distance in the corresponding conceptual neighborhood graph ( Figure 3 , [8] ). 
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Thus, a distance d between relation graphs is obtained by summing up all the conceptual distances δ between relationships used in both graphs (Def. 3).
Definition 3 (Conceptual distance between two relation graphs). A possible execution corresponding to Figure 4 (a) is presented in Figure  4 (b). As we may notice, the profile is satisfied and this adapted document is close to the initial one. This approach has been fully defined for the temporal [6] , spatial [11] and spatio-temporal [10] cases. Our goal is to extend this framework to the hypermedia dimension.
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Adaptation of the Hypermedia Dimension
As shown in Figure 1 , each hypermedia link of a multimedia document is related to a multimedia object. Moreover, hypermedia links possess their own execution time inside their related multimedia object. For example in Figure  1 , l 1 is a hypermedia link belonging to Poster and is active during a part of its execution, while l 2 belongs to Abstract and is active during all its execution.
Hence, hypermedia links can be considered as particular objects of the document specification. Thus, we enhance in the following definition the multimedia document specification of Definition 1 with hypermedia links.
Definition 4 (Multimedia document specification with hypermedia).
Let O m be a set of multimedia objects and O l a set of hypermedia links. s = O, C is a multimedia document specification enhanced with hypermedia links with O = O m ∪ O l the set of objects of the document and C the set of constraints between the elements of O. To express that a link l ∈ O l belongs to a multimedia object m ∈ O m , the constraint between l and m should express such property, e.g., for the temporal case l is active only when m is executed. x x
The potential relation graph of Figure 5 (a). 
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The upcoming Dates object is voluntary omitted for visibility reason. Figure 5 (b) is the potential relation graph corresponding to the execution presented in Figure 5 (a). Note that the relation graph is enhanced with hypermedia links, i.e., l 1 and l 2 . Moreover, the relation between l 1 and Poster and the one between l 2 and Abstract state that a hypermedia link is active only when its corresponding multimedia object is executed.
Thanks to the multimedia specification extension defined in Definition 4, the adaptation framework described in Section 3 can be used to adapt the hypermedia dimension of documents. Let adapt Figure 5 with the following profile: impossible to select hypermedia links concurrently, e.g., because the device has only one button. Figure 6 (a) presents the possible relation graph corresponding to this profile. The set of relations {m, mi, b, bi} between l 1 and l 2 is due to the profile. When no adaptation constraint is expressed in the profile between two objects, we consider that all relations R are possible. For example, no adaptation constraint is expressed in the profile between Poster and Abstract, thus all relations R are possible between these two objects.
Moreover, in the relation graph of Figure 6 (a) the constraint between a hypermedia link and its related multimedia object is satisfied. For example, the hypermedia link l 2 belongs to Abstract, and the only allowed relations in time between l 2 and Abstract are starts (s), finishes (f ), during (d) and equals (e), i.e., inclusive temporal relations. A possible execution corresponding to Figure 6 (b) is presented in Figure  6 (c). As we may notice, the profile is satisfied and this adapted document is close to the initial one.
In this section, we adapt with the proposed adaptation framework of Section 3 the hypermedia dimension of multimedia documents by considering hypermedia links as particular objects which belong to multimedia objects. We mix this dimension with the temporal one providing a temporal-hypermedia adaptation. However, due to the non-deterministic character of the hypermedia structure involved by hypermedia links, several loosely dependent subspecifications have to be considered. In the next section, we propose an incremental approach for adapting these sub-specifications according to the user interactions.
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x xHence, several multimedia document sub-specifications can be identified. They correspond to the hypermedia structure of the document. For example, Figure 7 presents the hypermedia structure of Figure 1 . We propose, in Section 5.1, a method which build from an initial document specification several sub-specifications corresponding to its hypermedia structure. Thereafter, in Section 5.2, we propose a first straightforward strategy that consists of adapting at once all sub-specifications generated by the hypermedia structure. However, several drawbacks are identified. Hence, in Section 5.3, we propose an incremental adaptation which adapts sub-specifications step by step according to the user interactions.
Generating the multimedia document sub-specifications according to the hypermedia structure
From an initial document specification, several sub-specifications can be computed according to its hypermedia links. For example, Figure 1 is an initial document specification. If the hypermedia link l 1 is selected, the presentation "jump" in time to the beginning of the Trailer. It is thus useless to preserve in the future sub-specification all objects that are before this moment. Figure 8 presents how s 2 is constructed from the initial document specification of Figure 1 . As we may notice, when l 1 is selected, the objects Poster, Abstract, l 1 and l 2 are useless in the future sub-specification. Moreover, the multimedia object Characters is splitting into two parts, i.e., one useless and one presented. In this case, this object is transformed into a partition of Characters, called Characters', and starts the present time (cf., s 2 in Figure 7 ). This process is done for each hypermedia link of the initial document specification. In the next section, we propose to adapt these sub-specifications.
Adapting all sub-specifications at once
Each document sub-specification of the hypermedia structure does not contain the same number of objects and the same constraints between them. Moreover, the adaptation framework presented in Section 4 never suppresses objects. Thus, it is difficult to group in one global document specification all sub-specifications generated by the hypermedia structure without any modification of our adaptation approach.
Hence, to preserve our framework, defined in Section 4, we propose the following straightforward strategy:
Suppose p a given profile, for each sub-specification s i of a hypermedia structure, Adapt(s i , p).
For example, suppose the following profile: impossible to play hypermedia links concurrently with other objects (we do not consider the multimedia object related to the hypermedia link). Figure 9 presents the adapted hypermedia structure of Figure 1 . In the adapted sub-specification s 1 , the hypermedia link duration of l 1 , l 2 and l 3 is reduced, while in s 2 and s 3 only the hypermedia link duration of l 3 is reduced. This strategy effectively produces an adapted document where all its subspecifications satisfy the profile and are close to the initial ones. However, this strategy has several drawbacks:
• Some models are adapted even if they are not executed. For example in Figure 7 , if the user never selects a hypermedia link, it would be more efficient to adapt only s 1 .
• If the profile p changes between each user interaction, all sub-specifications s i have to be adapted again.
• Parts of several sub-specifications which are identical are adapted several times. For example in Figure 7 , s 1 and s 3 have identical parts and are adapted twice (see s 1 and s 3 in Figure 9 ).
Hence, we propose in the following section to adapt the sub-specifications of the hypermedia structure step by step according to the user interactions.
5.3
Adapting sub-specifications step by step [6] proposed to compute adapted documents close to the initial one which satisfy the profile. Based on the hypermedia structure, we propose in this section to compute adapted sub-specifications close to the previous adapted one if the profile do not changed, and close to the initial one if the profile changed. Our aim is to adapt only subparts of the document that is going to be presented. Let call this adaptation incremental adaptation. Initially, we compute and adapt a first initial sub-specification. We choose the one executed when the user never selects a hypermedia link. This leads to a first adapted sub-specification. For example, s 1 (Figure 7) is the first initial sub-specification and p a given profile (the same as in Section 5.2). We adapt s 1 according to the profile p, i.e., Adapt(s 1 , p) = s 1 (Figure 10 top) .
If a hypermedia link is selected by the user and the profile p do not changed, we compute the next corresponding sub-specification according to the previous adapted sub-specification. For example in Figure 10 , suppose during the execution of s 1 the user selects l 3 , we compute s 3 according to s 1 . This compu-tation propagates the adapted information of s 1 into s 3 . Thereafter, we adapt s 3 according to the profile p, i.e., Adapt(s 3 , p) = s 3 (Figure 10 middle) .
If a hypermedia link is selected by the user and the profile p changed into p , e.g., impossible to play multimedia objects concurrently, we initialize the corresponding sub-specification according to the initial document specification and adapt it. For example in Figure 10 , suppose during the execution of s 3 (computed previously) the user selects l 3 , we initialize s 3 according to the initial document specification. Thereafter, we adapt s 3 according to the profile p , i.e., Adapt(s 3 , p ) = s 3 (Figure 10 bottom) . Note this time that l 3 is not affected by the adaptation, thus to be close to the initial document.
This strategy is repeated each time a hypermedia link is selected.
With this incremental adaptation, we only adapt sub-specifications which are executed, the profile is able to change between each user interaction, and we propagate the adapted information between each sub-specification.
Implementation
For a smooth implementation of our adaptation framework, we present in this section the Adapt algorithm (Alg. 1) which computes adapted relation graph solutions. This algorithm is Nebel's backtracking algorithm [14] , which enumerates consistent relation graphs, enhanced with a Branch and Bound optimization [12] for adaptation.
Algorithm 1: Adapt
Input: An initial matrix I i,j corresponding to potential executions and a matrix P i,j corresponding to possible executions. Data: S is a set of adapted relation graphs; M in is a current minimum computed distance (initialized with a high value). pathConsistency(P ); if P does not contain an empty relation then Choose an unprocessed label P i,j and split P i,j into r l = r 1 , . . . , r k ; if no label can be split then
The relation graph corresponding to potential executions (i.e., the initial document specification) and the one corresponding to possible executions (i.e., satisfying the profile) are encoded into two matrix I i,j and P i,j , respectively. Before the Adapt(I i,j , P i,j ) call, we first sort each label of the matrix P i,j according to the distance δ (cf., Section 3) from each label of the matrix I i,j .
Thereafter, Alg. 1 computes consistent possible relation graphs with help from the pathConsistency function [2] . Each time consistent possible relation graphs are computed, we select the minimal ones in S thanks to the distance d defined in Definition 3. When Alg. 1 stops, S is the set corresponding to adapted relation graph solutions and M in the minimal distance from the initial document specification.
Application to Concrete Multimedia Documents
We want to validate our adaptation framework on real standard multimedia documents such as SMIL documents [21] . We present, in Section 7.1, a strategy which generalizes a multimedia document, adapts it with the adaptation framework defined previously, and translates it back to an adapted document. This strategy can be applied to any multimedia document language. In Section 7.2, we present an interactive prototype which allows users to create SMIL documents, specify adaptation constraints and adapt these documents.
Concrete multimedia documents adaptation
The natural way of using our adaptation framework, presented in the previous sections, for adapting actual documents, consists in taking the equivalent qualitative representation of the document (α), adapting it and translating back to an adapted document (β). Figure 11 presents this straightforward strategy. 
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The strategy presented above, if it is effective, does not apply to a particular multimedia specification language. It must be precised for each particular language. We apply it to SMIL documents.
SMIL is an XML-based language for specifying multimedia presentations [21] . Figure 12 presents a SMIL specification of Figure 1 . As we may notice, the temporal behavior of a SMIL document is not expressed with Allen relations, as used in the previous sections, but time containers and attributes for objects synchronization. Hence, the goal of the α function is the extraction of the relational structure involving objects of the document and its encoding as a relation graph on which to apply the previous defined adaptation operations. This extraction is obtained by the following procedure:
1. extract all multimedia objects and hypermedia links, and make them a node in the potential relation graph; 2. add an edge between each pair of nodes (they are labeled by a set of relations R); 3. extract the relations implied by the multimedia objects and hypermedia links synchronization, e.g., the time containers, the objects attributes, etc.
Thanks to the qualitative representation built from α, it is thus possible to adapt it with the adaptation framework described in the previous sections, e.g., for adapting hypermedia links. Thereafter, we need to inject the adapted information inside the document.
For that purpose, the β function can be defined in a straightforward manner:
1. propagate all adapted constraints from the qualitative adapted representation to the document, i.e., update the multimedia objects and hypermedia links synchronization (e.g., the time containers, the objects attributes).
Prototype
The presented adaptation framework has been implemented in an interactive adaptation prototype. Its architecture is based on Figure 11 and used Alg. 1 to compute adapted relation graph solutions. Figure 13 presents a screenshot of the prototype. The author can edit his SMIL document via the editor. Then, the relation graph corresponding to his document can be computed by the system. Moreover, it is possible to indicate to the system adaptation constraints (i.e., specify the profile).
On one hand, if the multimedia document does not need to be transformed, the adapted SMIL document is identical to the initial one. On the other hand, if the document needs to be adapted, the system presents all adapted relation graph solutions, i.e., those which are at the minimal distance from the initial relation graph and satisfy the profile.
Once an adaptation solution is chosen, the system provides an adapted SMIL document and the user can execute it.
Related Work
The SMIL language [21] defines a switch element that allows authors to specify a set of presentation alternatives from which only the first acceptable one is chosen. Nevertheless, it is necessary to know in advance the different target profiles. Furthermore, authors should order the alternatives from the most desirable to the least desirable. [4, 5] consider the adaptation of the hypermedia dimension of multimedia documents. They describe methods and techniques for adapting the hypermedia structure. Note that the latter considers SMIL hypermedia adaptation. However, these frameworks only perform link annotation and/or link hiding.
[7] define a spatial hypermedia adaptation framework. Like our adaptation approach they use an abstract representation of documents. Nevertheless, they do not include in their adaptation approach other dimensions like the temporal one.
[1] present a Petri net model for adapting hypermedia presentations. Like our hypermedia adaptation framework presented in this chapter, they mix the temporal and the hypermedia dimensions. However, they only drop multimedia objects to satisfy profiles.
The works described in [3, 13] adapt SMIL documents. [3] adapts the temporal and spatial structure using semantic dependencies between multimedia objects. [13] seeks to compute efficiently an adapted document satisfying a limited form of adaptation constraints, namely the translation of SMIL documents between the different language profiles (i.e., a form of syntactic restrictions of the different SMIL dialects [21] ). Our adaptation approach differs in that it operates at a semantic level and is therefore capable of adapting documents in the same language or between different languages or formats. Moreover, our adaptation process produces documents which are as close as possible from the initial ones.
Other approaches for multimedia document adaptation are based on specialized specifications for generating documents such as [17, 18] . However, this requires the content to be initially described with these specifications instead of adapting existing documents.
Conclusion
In this chapter, we applied a semantic adaptation framework to the hypermedia dimension of documents by considering hypermedia links as particular objects of the presentation. Moreover, to adapt the several document subspecifications generated by the hypermedia structure and preserve our approach, we proposed an incremental adaptation which takes into account the user interactions. This adaptation framework does not apply to a particular multimedia description language but is generic. In order to validate it we implement a prototype that relies on adapting SMIL documents.
In the future, we want to refine the adaptation by selecting suitable adapted solutions. Indeed, several adapted relation graph solutions can be computed. Currently, it is difficult to select a particular solution from this set because all solutions are close to the initial document. Using the rhetorical structure of multimedia documents, as [16] did for generating multimedia content, could be a promising direction for refining our adaptation framework.
Moreover, if the profile is highly-constrained, the adaptation may produce no solution. In such a case, we have to delete or transform (in terms of transcoding) objects of the document, thus requiring new proximity measures. Hence, it would be possible to modify the hypermedia structure of documents.
To conclude, we also plan to extend our adaptation framework to all multimedia document dimensions, thus providing a spatio-temporal-hypermedia adaptation.
As discussed above, there remains more work to be carried out for covering all the aspects of multimedia documents and for deepening the specification of documents and adaptation constraints so that the adaptation produces quality results.
