ABSTRACT
sampling algorithms are needed. In the past few decades several methods have been developed for this purpose, such as replica-exchange molecular dynamics (REMD), metadynamics and simulated annealing. Here we present a brief overview of theses methods and also demonstrate a new application for the generalized simulated annealing (GSA) technique.
Replica Exchange
The limitations to handling "hardly-relaxing" systems in MD [22, 23] has led Sugita and Okamoto [24] to develop an implementation of a new generalizedensemble algorithm, the replica exchange molecular dynamics (REMD) method. This method employs independent parallel Monte Carlo random walks in several parallel simulations carried out at different temperatures. System states, defined by position of atoms are exchanged depending on temperature and energy differences between selected simulations (see Figure 1 ). Due to the general occurrence of "hardlyrelaxing" systems in biological systems, the replica exchange method was quickly adopted and implemented in MD codes. By using Monte Carlo weights to determine the probability of exchanging systems states, REMD assures that the probability of exchange is quickly determined from the system's characteristics, presenting an advantage over other generalized ensemble methods. This approach furnishes efficient free random walks on the "replica space", namely temperature and potential energy spaces.
From the initial application of REMD to the penta-peptide met-enkephalin [24] , to more recent efforts where improved forms of the method were developed, such as constant pH replica exchange [25] or isobaric-isothermal REMD to study Alzheimer's peptides [26] , REMD has gained ground and proven to be effective under a broad range of contexts. Applications of REMD have been shown to agree with MD results and as long as there is a positive activation energy for folding, REMD was shown to be more efficient than MD [27] . The method allowed the study of free energy landscape and folding mechanism of several peptides and proteins [28] [29] [30] [31] . The effectiveness of REMD was demonstrated to be strongly dependent on the activation enthalpy and its efficiency in describing actual proteins was seen to depend sensitively on the choice of maximum temperature. Choosing the maximum temperature too high can result in REMD becoming significantly less efficient than conventional MD [27, 32] . Nymeyer suggested that a good strategy is to choose the maximum temperature slightly above the temperature at which the enthalpy for folding vanishes [27] .
In the past decade REMD became a widely used method to enhance conformational sampling of MD simulations [4] , and several variants of the traditional temperature dependent REMD (T-REMD) were implemented. While T-REMD has proven to be extremely useful in enhancing sampling in MD, it does not guarantee convergence and a better convergence was obtained with reservoir REMD (R-REMD) [33] . A more general form of REMD involves exchanges between different Hamiltonians (H-REMD) providing an enhanced sampling in dimensions other than temperature [33, 34] . Methods employing multiple replicas, such as the multiplexed-REMD (M-REMD) for each temperature level were also developed, showing a more appropriate sampling in shorter simulation time than H-REMD and T-REMD [35] . Due to the large number of replicas, M-REMD scales to a large number of computer processors and the convergence was shown to be obtained in a short simulation time of around 50ns. However, due to the large number of replicas, the total computational cost of M-REMD is prohibitive for most studies. Allowing the exchange of the thermodynamic coupling parameter λ also improved the search for alternative conformations of modeled biomolecules [36] . The exchanges along the thermodynamic coupling  were shown to help distribute the side chain rotamers of a protein in different states [37] . A combination of a dual free energy perturbation (FEP) and -REMD was also proposed to be useful for calculation of the absolute binding free energy of p-xylene to a mutant of lysozyme [38] . Different implementations of REMD are common in some of the most popular MD packages, such as Amber [39] , Gromacs [40] and NAMD [41] , and, as described here, different types of REMD can be very effectively employed for sampling conformational changes. Although mostly used to sample different conformational states, REMD is not limited to such sampling and has been successfully employed for other problems such as the study of protein protonation states in case of constant pH REMD [25] .
Metadynamics
To improve sampling of a system where ergodicity is hindered by the form of the system's energy landscape, Parrinello's group suggested a new algorithm called metadynamics that inserts memory in the sampling [42] . Local elevation [43] and conformational flooding [44] were the first methods to insert memory in an enhanced sampling for biomolecules. By discouraging that previously visited states be re-sampled, these and newer methods, like metadynamics, allow one to direct computational resources to a broader exploration of the free-energy landscape. Darve and Phorrille [45] described the method as "filling the free energy wells with computational sand" (see Figure 2 ), suggesting that metadynamics can search through the entire free energy landscape, a well desired characteristic to study biological problems such as protein folding [46] , molecular docking [47] , phase transitions [48, 49] and conformational changes [50] .
Another advantage of the metadynamics method is that it does not depend on a very accurate description of the potential energy surface being explored. Since previous states are only discouraged to be re-sampled, misevaluated conformations can be re-calculated and error will tend to "even out" [42] . Metadynamics does depend on a low dimensionality of the system in order to produce an accurate description of the free energy surface, therefore using a small set of collective coordinates is essential. Such characteristics allow this method to be quickly used to provide qualitative information about the overall topology of the free energy surface being examined.
Parrinello's method was not the only one proposed to enhance the crossing of energy barriers; indeed, similar methods were created such as coarse molecular dynamics [30] or the method of Engkvist and Karlström [51] . Directed dynamics such as adaptive biasing force (ABF) [52] [53] [54] and hyperdynamics [55] were also derived from the same principles as adopted by metadynamics [45] . The implementation of metadynamics in MD codes, such as NAMD [41] and Gromacs [40] , gave rise to a broad range of applications of the method, from solid-state physics to biology [56] . It was recently reported that metadynamics could be efficiently used to describe ligand-protein as well as protein-protein interactions [57] .
Simulated Annealing
In analogy to the tempering process (annealing) in metallurgy, where a molten metal is gradually cooled until it reaches a crystalline structure (global minimum), the simulated annealing methods depend on an artificial temperature [58] that decreases during the simulation. For decades, several methods were derived from the stochastic "Monte Carlo" method [59] , among them classical simulated annealing (CSA) [60] , fast simulated annealing (FSA) [61] and generalized simulated annealing (GSA) [58] . A similar approach is provided by the genetic algorithms (GA), which generate solutions for search, optimization and machine learning problems, applying for the purpose techniques inspired by biological evolution [62] . Different attempts were made to quantitatively compare GA and the different versions of simulated annealing, concluding that the Monte Carlo derived methods are more efficient for biomolecular studies [63] . In particular, GSA has been shown to be useful when applied to global optimization problems that involve long range interactions, such as in atomic parameterization [64] , gravitational systems [65] and conformational optimization of small molecules and peptides [66] [67] [68] [69] [70] [71] [72] . GSA has been shown to be more efficient than CSA and FSA as the number of dimensions in the phase space increases [73] .
GSA efficiency emerges from the fact that it can explore the conformational space more homogeneously, maintaining the ability to make long jumps even at lower temperatures (see Figure 3) . The characteristics of GSA that makes it a useful method in molecular simulations stems from its basis in the non-additive statistical mechanics proposed by Tsallis in 1988 [74] . In Tsallis' statistical mechanics, the added entropy values of two systems A and B is not equal to the entropy of the compound system A+B. Instead, the long-range interactions are given an opportunity to add a special weight that depends on a free parameter q, which defines how much one system depends on the other due to the long-range interactions. When q goes to 1, the statistics takes the form of the additive entropies proposed by Boltzmann-Gibbs.
In order to apply GSA as a global optimization algorithm, the annealing procedure is encapsulated in three equations [58] , one to describe the "temperature" decay, another for the random variable which drives the changes in the system at each iteration (also called the visitation function), and one to describe the acceptance probability. The temperature in fact, does not represent the physical temperature of the system. Rather, it is only a parameter of the method which controls the random search. As it decreases, the probability of accepting a state with a higher cost (higher energy in an energy minimization, for example) will decrease, as will the changes in the system given by the random variable. Each equation has a free parameter, respectively, qt, qv and qa, which have no direct physical interpretation. Initially only two were proposed and qv would be equal qa, but it was shown that using a dedicated parameter for the temperature decay gave better results in the case of protein structure prediction [67] .
The implementation of GSA in a broadly used MD code, namely NAMD, proved to be very powerful in case of folding studies. In fact, with GSA folding of small peptides is feasible even on desktop and small cluster computers [69] . A better interconnection between the GSA implementation (GSAFold algorithm) and NAMD is under development and will increase significantly the efficiency of the code when the potential energy of structures is calculated. These improvements allow one to apply GSA to the investigation of large conformational transitions in very large proteins, as demonstrated in the following section.
An example of a new application of Generalized Simulated Annealing
Studies by means of enhanced sampling algorithms involved either structure prediction of biomolecules or description of conformational changes that molecules go through as they interact with the environment [69, [75] [76] [77] [78] [79] . Studying processes that occur on long timescales is also a common usage of sampling algorithms [80] . Macromolecules that exhibit structural diversity and do not have a stable folded conformation, but instead constantly adapt their shape to a changing environment, are very well suited for enhanced sampling methods. A good example of protein complexes with the latter characteristics are cellulosomes, macromolecular complexes specialized in cellulose degradation [81, 82] . Analogous to a "Swiss army knife", cellulosomes can carry out a plethora of different catalytic and substrate binding activities that facilitate the degradation of plant cell wall material, a facility which is of great importance for the emerging biofuel industry [83] [84] [85] . Simulated annealing methods can help one to identify at relatively low computational cost the conformations that a cellulosome can assume. As previously discussed, GSA has been shown to be more efficient than other simulated annealing methods [73] . In order to demonstrate for the case of cellulosomes the application of a powerful annealing method, we studied a fragment of the Clostridium thermocellum CipA scaffolding in complex with the SdbA type II cohesin module (CohII) [86, 87] . The CipA fragment studied consisted of four components: (i) CipA's ninth type I cohesin (CohI9) (ii) a small flexible linker (iii) an X-module (Xmod) and (iv) a type II dockerin (DocII).
Cellulosomes are formed by interactions of dockerins and cohesins that are connected by flexible linkers made of proteins with just a few to more than a thousand amino acids. The many flexible linker regions allow for very complex structural dynamics. Some insight into cellulosome dynamics can be gained by determining possible conformations through the use of enhanced sampling methods. GSAFold [69] , the implementation of GSA in NAMD introduced above, is employed here to explore conformations of the linker region. The structure used in the present simulation is from the Protein Data Bank [88] (PDB ID: 3KCP). The crystal structure was minimized and relaxed through 100 ps MD simulation using NAMD [41, 89] . The resulting structure was employed then in a stochastic calculation with GSAFold where only the linker region was allowed to rotate (see Figure 4A ). Briefly stated, the random sampling of conformations was accomplished by generating perturbations to the peptide backbone and side chain. Each single covalent bond in the flexible linker region was allowed to rotate; none of the other chemical bonds in the CohI9-Xmod-DocII:CohII fragment were rotated, maintaining their minimized and equilibrated structure.
Using the temperature, visitation and acceptance parameters presented in [69] , we carried out 51,200 GSA simulations with 10,000 steps each, which required about 4.5 hours on 51,200 Blue Waters Supercomputer processors. The results, presented in Figure 4B , show that the system is most likely to be found in two conformations. As shown in Figure 4B the crystal structure corresponds to the "center" of the most frequently visited conformations, demonstrating that the method finds a thermodynamically stable state. In order to visualize the two conformations mentioned, the center of mass of the CohI9 module was plotted in Figures 1B,C to depict the conformations visited by the complex. As one can observe, there is a tolerance to the positioning of the module in both conformations that allows the cellulosome modules to adjust the large enzymatic domains attached to CohI9. The results show that, even though very flexible, the linker led the CohI9 module to two preferred positions, with about 2/3 occurrences of the "native" conformation as seen in the crystal structure, and 1/3 occurrences of the "alternate" conformation. The short flexible linker, one of the shortest in the C. thermocellum cellulosome, appears to have the function of keeping the system in two major conformations and not completely random ones as one might have expected.
Regarding the potential energy of the cellulosome system, each of the 51,200 simulations led to a structure that minimized locally the system's energy. The distribution of these final energies was found to fit a Gaussian distribution as shown in Figure 5 . The small difference in the average potential energy (about 1.2 kcal/mol) between the two conformations, larger than the magnitude of the thermal energy k B T, suggests that it is essential for the proper functioning of the module to have two stable conformations, but also to switch between them.
Conclusions
The evolution in the development of REMD based methods have shown that these methods can be applied to a broad range of problems, from the smallest peptides to large molecular systems. However, REMD seems to be limited to systems that present energy landscapes which are not particularly rough. Metadynamics, on the other hand, is useful in cases where the local equilibration of intermediate steps of simulations is particularly difficult, allowing a broader exploration of the energy surface. However, despite the intelligent algorithm that prevents re-sampling, metadynamics is computationally expensive, restricting its usage to smaller systems, such as peptides or small proteins. Metadynamics usage in drug docking to protein and enzymes is certainly an important contribution of this method to cases where normal docking tools would easily fail, such as systems where big conformational changes are necessary or when the solvent plays an important role.
As we show here, simulated annealing methods, in particular GSA, have moved beyond their initial application to small molecule conformational optimization. GSA has emerged as a tool suitable for large macromolecular systems, which would require, in case those other sampling methods are employed, a prohibitive amount of computer time to comprehensively explore their conformational space. The fact that GSA does not employ full MD gives it high speed and parallelizability, though GSA is still hindered by its inability to explicitly resolve solvation. As we show here, GSAFold is a relatively cheap algorithm to study conformational distributions. Usage of other techniques, such as adaptive biasing force simulation, could prove useful for a clearer picture of the kinetics of the process of moving from one conformation to another.
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