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Abstract
Let G be a finite group. Berman [Dokl. Akad. Nauk 106 (1956) 767] and Witt [J. Reine Angew.
Math. 190 (1952) 231] evaluate, independently, the number of simple components of the group
algebra FG when F is a field of characteristic 0. In this paper we extend this result to fields of
arbitrary characteristic which does not divide the order of G. We also compute the rank of the group
of the central units of ZG and obtain an alternative proof of a well-known result of Ritter and Sehgal.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let FG be the group algebra of a finite group G, over a field F , such that char(F ) does
not divide |G|. Berman [2] and Witt [12] determined, independently, the number of simple
components of FG when char(F ) = 0 (see [3, p. 306, Theorem 42.8]). Using a different
method, we compute such number over fields with arbitrary characteristic.
Our notation will be as in [9]; in particular, Z(U(ZG)) will be the group of central
units of ZG. It is known that Z(U(ZG)) = 〈−1〉×Z(G)×AG where AG is a free abelian
subgroup of finite rank [7]. In Section 3 we apply our results to determine the rank rG of
Z(U(ZG)). We use this data to deduce a result of Ritter and Sehgal [10], regarding finite
groups such that their integral group rings have only trivial units.
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of Giambruno and Jespers [5]. Also, we decide for which positive integers n, the group
Z(U(ZAn)) is trivial.
2. The number of simple components of FG
Let G be a finite group and F be any field such that char(F ) does not divide |G|. Let
Cg be the conjugacy class of g, and γg the corresponding class sum, i.e., γg =∑h∈Cg h. It
is known that if R is a commutative ring, then the center of RG is a free R-module with
basis B = {γg | g ∈ G}.
Let e be the exponent of G, and θ be an eth-root of unity. The following result is well-
known. (See [4, pp. 87–88] and [4, pp. 127–128].)
Theorem 2.1. Let F be a field, such that char(F ) does not divide |G| and let θ be as above.
Then F(θ) is a splitting field for G.
Now, let ψ be an isomorphism from F(θ)G onto its Wedderburn decomposition⊕n
i=1 Mri (F (θ)). We know that ψ = (T1 ⊕ · · · ⊕ Tn), where each Ti is an irreducible
representation of G of degree ri and Ti , Tj are inequivalent representations whenever
i = j .
Let χi be the character afforded by Ti , 1 i  n. Then Ti(γg) = (|Cg|χi(g))/riI (see
[4, p. 30, proof of Lemma 2.9]). Consequently, we have
ψ(γg) =
( |Cg|χ1(g)
r1
, . . . ,
|Cg |χn(g)
rn
)
.
If we restrict this isomorphism to Z(F (θ)G), we get that
ψ
(Z(F(θ)G))= F(θ)⊕ · · · ⊕ F(θ)︸ ︷︷ ︸
n times
.
Let σ be in Gal(F (θ),F ). We can extend σ to F(θ)⊕ · · · ⊕F(θ), in a natural way, as
follows:
σ(k1, . . . , kn) =
(
σ(k1), . . . , σ (kn)
)
.
Let ι be the injective homomorphism from Gal(F (θ),F ) into U(Ze), defined by
σ(θ) = θ ι(σ ). We shall denote by gσ the element gι(σ ) of G.
Theorem 2.2. Let ψ,σ , and γg , be as above. Then σ(ψ(γg)) = ψ(γgσ ). Consequently, if
we set σψ = ψ−1 ◦ σ ◦ ψ , we have that σψ(γg) = γgσ .
R.A. Ferraz / Journal of Algebra 279 (2004) 191–203 193Proof. As ψ(γg) = (|Cg|χ1(g)/r1, . . . , |Cg|χn(g)/rn), we must prove: σ(|Cg|χi(g)/ri) =
(|Cg|χi(gσ )/ri), for every i . Since |Cg | and ri are positive integers, it suffices to prove that
σ(χi(g)) = χi(gσ ). Now
Ti(g) = Li


θs1
θs2
. . .
θ sri

L−1i ,
for some Li ∈ Mri (F (θ)).
Then, we have χi(g) = θs1 + θs2 + · · · + θsri . Hence, σ(χi(g)) = θs1ι(σ ) + θs2ι(σ ) +
· · · + θsri ι(σ ).
On the other hand,
Ti
(
gσ
)= (Ti(g))ι(σ ) =

Li


θs1
θs2
. . .
θ sri

L−1i


ι(σ )
=


θs1ι(σ )
θ s2ι(σ )
. . .
θ sri ι(σ )

L−1i .
Hence χi(gσ ) = θs1ι(σ ) + θs2ι(σ ) + · · · + θsri ι(σ ) = σ(χi(g)). 
We conclude that the elements of Gal(F (θ),F ) acts on B = {γg | g ∈ G} as permu-
tations. Let Sg be the orbit of γg under the action of Gal(F (θ),F ), then
Sg =
{
σψ(γg)
∣∣ σ ∈ Gal(F(θ),F )}= {γgσ ∣∣ σ ∈ Gal(F(θ),F )}.
We also define ηg =∑γ∈Sg γ .
Remark 2.3. From the definition of Sg and ηg , we have σψ(Sg) = Sg and σψ(ηg) = ηg ,
for every σ ∈ Gal(F (θ),F ).
Proposition 2.4. Let Vg be the F -vector space spanned by Sg and let α be an element of
Vg . If σψ(α) = α for every σ in Gal(F (θ),F ), then α = kηg , for some k in F .
Proof. We enumerate Sg = {γ1, γ2, . . . , γµ}. For each γj and each σ ∈ Gal(F (θ),F ) we
have σψ(γj ) = γj ′ , for some j ′, 1 j ′  µ.
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that, for each i , there exists σi ∈ Gal(F (θ),F ) such that σψi (γ1) = γi . Then σψi (α) = α,
will imply that
µ∑
j=1
kjγj = α = σψi (α) = σψi
(
µ∑
j=1
kjγj
)
=
µ∑
j=1
kjσ
ψ
i (γj ) =
µ∑
j=1
kjγj ′ .
Since Sg is a linearly independent set, we have kj = kj ′ and consequently k1 = ki . So if
we set k = k1, we shall have, for all i , 1 i  µ, that k = k1 = ki .
Therefore α =∑µi=1 kγi = k∑µi=1 γi = kηg as claimed. 
We denote by nη the number of different orbits Sg and set T = {g1, . . . , gnη } a set of
representatives of these orbits. Then we have B =⋃g∈T Sg .
Since the set B is a F -basis of Z(FG), if we take Vg as defined in Proposition 2.4, we
have
Z(FG) =
⊕
g∈T
Vg.
Furthermore, since σψ(Sg) = Sg , we have that σψ(Vg) = Vg , for every σ in
Gal(F (θ),F ), and every g ∈ G.
Proposition 2.5. Let α be an element of Z(FG). Then σψ(α) = α for every σ in
Gal(F (θ),F ), if and only if α =∑g∈T kgηg , with suitable coefficients kg ∈ F .
Proof. If α = ∑g∈T kgηg , the fact that σψ(α) = α follows from Remark 2.3, for all
automorphisms σ in Gal(F (θ),F ).
Now let α ∈Z(FG). Then α =∑g∈T vg with vg ∈ Vg . As we observed above, for every
σ and every g ∈ T , we have that σψ(vg) ∈ Vg . Then if σψ(α) = α, we get σψ(vg) = vg .
From Proposition 2.4, the fact that σψ(vg) = vg , for all σ ∈ Gal(F (θ),F ) will imply
vg = kgηg , for a suitable kg in F , hence α =∑g∈T kgηg . 
We denote byA the F -vector space spanned by {ηg | g ∈ T }. In view of Proposition 2.5,
we have that A is the F -vector subspace of Z(FG), of all elements α that satisfy
σψ(α) = α, for every σ ∈ Gal(F (θ),F ).
Proposition 2.6. Let A be as above, and let α be an element of Z(FG). Then α ∈A if and
only if ψ(α) ∈⊕ni=1 F .
Proof. Let α ∈Z(FG). Then
α ∈A ⇔ σψ(α) = α, ∀σ ∈ Gal(F(θ),F )
⇔ σ (ψ(α)) = ψ(α), ∀σ ∈ Gal(F(θ),F ).
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σ(a1, . . . , an) =
(
σ(a1), . . . , σ (an)
)
, ∀σ ∈ Gal(F(θ),F ).
Hence, we have that σ(ψ(α)) = ψ(α) if and only if, σ(ai) = ai , for every compo-
nent ai , 1 i  n. Now
σ
(
ψ(α)
)= ψ(α), ∀σ ∈ Gal(F(θ),F ) ⇔ ψ(α) ∈ n⊕
i=1
F. 
From the theorem above it follows that ψ(A) = ψ(Z(FG)) ∩⊕ni=1 F and, conse-
quently, we have that A is an F -algebra.
Now we shall use Proposition 2.6 to characterizeA in a different way.
Proposition 2.7. Let α be in Z(FG) and let pα(x) be the minimal polynomial of α
in F [x]. Then α is in A, if and only if pα(x) is a product of F -linear factors, that is
pα(x)= (x − k1) · · · (x − kt ) with ki ∈ F , 1 i  t .
Proof. Since ψ is an isomorphism of F -algebras, we have that ψ(α) and α have the same
minimal polynomial pα . Then pα will be a product of F -linear factors if and only if
ψ(α) = (r1, . . . , rn), with ri ∈ F , 1  i  n. By Proposition 2.6, this occurs if and only
if α ∈A. 
We can write FG ⊕mi=1 Mdi (Di), where m is a positive integer and Di is a division
algebra over F , 1  i  m. Let ϕ be an isomorphism from FG onto
⊕m
i=1 Mdi (Di),
and let Fi be the center of Di . Each Fi is a finite extension of F and we have that
ϕ(Z(FG)) = ⊕mi=1 Fi . Notice that Z(FG) and FG have the same number of simple
components.
Theorem 2.8. The set {ϕ(ηg) | g ∈ T } is a basis of ⊕mi=1 F and the number of simple
components of Z(FG) (and consequently of simple components of FG) is equal to
the number of different orbits Sg of elements of the form γg ∈ B, under the action of
Gal(F (θ),F ).
Proof. As we saw in Proposition 2.7, A is exactly the set of all elements α of Z(FG),
whose minimal polynomial pα is a product of F -linear factors and α and ϕ(α) have
the same minimal polynomial. Then ϕ(A) is the set of all elements β ∈⊕mi=1 Fi whose
minimal polynomial is a product of F -linear factors. This occurs if and only if β ∈⊕m
i=1 F . Then, we have that ϕ(A) =
⊕m
i=1 F . As {ηg | g ∈ G} is a basis of A, we have
that {ϕ(ηg) | g ∈ G} is a basis of⊕mi=1 F . We also have that
nη =
∣∣{ηg | g ∈ T }∣∣= dim
(
m⊕
F
)
= m. i=1
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of G. Then, we can write
ηg =
∑
h∈Cg
h.
As each h ∈ G is in the support of one and only one ηg , we have that G = ⋃˙g∈T Cg and
consequently, we have that the number of different classes Cg is nη . Furthermore, since the
supports of these are pairwise disjoint, it follows that
Cg = supp
( ∑
γh∈Sg
γh
)
=
⋃
σ∈Gal(F (θ),F )
Cgσ .
The classes Cg are commonly called the F -classes of g. We shall denote by Eg the Q-
class of an element g, and by Dg its R-class, where Q and R denote the fields of rational
and real numbers, respectively. The number of Q-classes of G will be denoted by ne and
the number of R-classes will be denoted by nd .
For each σ ∈ Gal(Q(θ),Q), there exists an integer ι(σ ), such that σ(θ) = θ ι(σ ), with
(ι(σ ), e) = 1. On the other hand, for every j , such that (j, e) = 1 we have that σj ,
defined by σj (θ) = θj is an element in Aut(Q(θ)) = Gal(Q(θ),Q). Hence, the orbits Sg
of elements γg in B under the action of Gal(Q(θ),Q) are the sets
Sg =
{
γgj
∣∣ (j, e)= 1}.
Then, it follows that
Eg =
⋃
(j,e)=1
Cgj .
Hence, we have the following result, which can also be obtained as a consequence of
the theorem of Berman and Witt.
Theorem 2.9. The number of simple components of QG and consequently the number of
simple components of Z(QG) is equal to ne , the number of Q-classes of G.
Now we claim that Dg = Cg ∪Cg−1 .
Indeed, the ring R(θ) is either equal to R or equal to C. If R(θ) = R then Gal(R,R) =
{1}. Clearly Sg = {γg} and Dg = Cg . Furthermore, if this occurs we have that θ = ±1.
Consequently e = 2, and g = g−1 for all g ∈ G. Then Cg = Cg−1 and Dg = Cg ∪ Cg−1 .
Otherwise R(θ) = C and there exists only one non-trivial element σ0 in Gal(C,R),
namely complex conjugation. If θ is a root of unity we have σ0(θ) = θ−1. Thus Dg =⋃
σ∈{1,−1} Cgσ = Cg ∪ Cg−1 , as we claimed.
Then we have the following theorem.
Theorem 2.10. The number of simple components of RG and consequently the number of
simple components of Z(RG) is equal to nd , the number of R-classes of G.
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Let ϕ be the isomorphism Z(QG)  K1 ⊕ · · · ⊕ Km (m = ne). Denote by Oi be the
ring of algebraic integers of Ki , 1  i  m, and set OA = O1 ⊕ · · · ⊕ Om. We have the
following theorem.
Theorem 3.1 [1, Theorem 5, p. 314]. Let Z(ZG) and OA be as defined above and
let ρ(U(OA)) denote the free rank of U(OA). Set rG = ρ(Z(U(ZG))) the free rank of
Z(U(ZG)). Then rG = ρ(U(OA)).
Hence, it suffices to evaluate ρ(U(OA)).
Let K be a finite extension of Q of degree l = s+2t , where s denotes the number of real
embeddings of K and t denotes the number of pairs of conjugated complex embeddings
of K . We recall that the signature of K is the pair [s, t].
Theorem 3.2. Let K1, . . . ,Km be finite extensions of Q, A = K1 ⊕ · · · ⊕ Km, Oi the
ring of algebraic integers of Ki , OA = O1 ⊕ · · · ⊕ Om, and let [si, ti ] be the signature
of Ki . Set s0 = ∑ni=1 si , t0 = ∑ni=1 ti , and ρ(U(OA)) the free rank of U(OA). Then
ρ(U(OA)) = s0 + t0 − m.
Proof. From U(OA) = U(O1) × · · · × U(Om) it follows easily that ρ(U(OA)) =∑m
i=1 ρ(U(Oi)). Hence, from Dirichlet’s Unit Theorem [6, p. 536] we have
ρ
(
U(OA)
)= m∑
i=1
(si + ti − 1) =
m∑
i=1
si +
m∑
i=1
ti −m = s0 + t0 − m. 
Theorem 3.3. Let K be as above and let [s, t] be its signature. Then
K ⊗Q R  R ⊕ · · · ⊕ R︸ ︷︷ ︸
s times
⊕C ⊕ · · · ⊕ C︸ ︷︷ ︸
t times
.
In particular, if nR(K) denotes the number of simple components of K ⊗Q R, then
nR(K) = s + t .
Proof. Since K is a finite, separable extension of Q, there exists an element α in K , such
that K = Q(α). So if p(x) is the minimal monic polynomial of α in Q[x], and [s, t] is the
signature of K , p(x) will have s real roots, α1, . . . , αs and t pairs of conjugate complex
roots, β1, β1, . . . , βt , βt . Set qi(x) = (x − βi)(x − βi). The factorization of p(x) in R[x]
in irreducible factors will be
p(x) = (x − α1) · · · (x − αs)q1(x) · · ·qt (x).
Then we have K  Q[x]/p(x) and hence
K ⊗Q R  Q[x]
p(x)
⊗Q R  R[x]
p(x)
 R[x]
(x − α1) · · · (x − αs)q1(x) · · ·qt (x) .
Using the Chinese Remainder Theorem, we have
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(x − α1) · · · (x − αs)q1(x) · · ·qt (x)
 R[x]
(x − α1) ⊕ · · · ⊕
R[x]
(x − αs) ⊕
R[x]
q1(x)
⊕ · · · ⊕ R[x]
qt (x)
 R ⊕ · · · ⊕ R︸ ︷︷ ︸
s times
⊕C ⊕ · · · ⊕ C︸ ︷︷ ︸
t times
.
Then nR(K) = s + t , as we claimed. 
An easy consequence is the following.
Corollary 3.4. Let A = K1 ⊕ · · · ⊕ Km be a direct sum of finite extensions of Q and let
[si, ti ] be the signature of Ki . Set s0 = s1 + · · · + sm, and t0 = t1 + · · · + tm. Then
A ⊗Q R  R ⊕ · · · ⊕ R︸ ︷︷ ︸
s0 times
⊕C ⊕ · · · ⊕ C︸ ︷︷ ︸
t0 times
.
In particular, if nR(A) is the number of simple components of A ⊗Q R, then nR(A) =
s0 + t0.
From Theorem 3.2 and Corollary 3.4 we have the following theorem.
Theorem 3.5. Let A = K1 ⊕ · · · ⊕ Km be a direct sum of finite extensions of Q. Let
ρ(U(OA)) be as defined in Theorem 3.2 and nR(A) be as defined in Corollary 3.4. Then
ρ(U(OA)) = nR(A)− m.
Now we are able to prove our main theorem.
Theorem 3.6. Let G be a finite group, nd be the number of R-classes of G, ne be the
number of Q-classes of G, and rG be the free rank of Z(U(ZG)). Then rG = nd − ne .
Proof. Let ϕ be as defined in Section 2. Suppose ϕ(Z(QG)) =⊕mi=1 Ki , let Oi be the
ring of algebraic integers of Ki , OA =⊕mi=1 Oi , and ρ(U(OA)) the free rank of U(OA).
From Theorem 3.5 we have
ρ
(
U(OA)
)= nR
(
m⊕
i=1
Ki
)
− m.
From Theorem 3.1, we obtain that rG = ρ(U(OA)) and from Theorem 2.9 we have
m = ne. So, we must prove that nR(⊕nei=1 Ki) = nd . In view of Theorem 2.10, it suffices
to show that
⊕ne
i=1 Ki ⊗Q R Z(RG).
Now:
ne⊕
i=1
Ki ⊗Q R Z(QG)⊗Q R Z(QG⊗Q R) Z(RG).
Hence, we can conclude that rG = nd − ne, as claimed. 
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Theorem 3.7 (Ritter–Sehgal [10]). Let G be a finite group. All central units of ZG are
trivial if and only if for every g ∈ G, and every natural number j , relatively prime to |G|,
the element gj is conjugate to either g or g−1.
Proof. We wish to prove the equivalence of these two assertions:
(1) rG = 0.
(2) For every g ∈ G and every j such that (j, |G|) = 1, we have that gj is conjugate to
either g or g−1.
The second assertion above is equivalent to the following: either gj ∈ Cg or gj ∈ Cg−1
for every integer j such that (j, |G|)= 1. Thus, it is equivalent to state that gj ∈ Dg for all
j such that (j, |G|)= 1.
We note that, as the exponent of G and |G| have the same prime divisors, (j, |G|) = 1
is equivalent to (j, e)= 1. Then the second assertion holds if and only if gj ∈ Dg for all j
such that (j, e)= 1.
Now we recall that Eg =⋃(j,e)=1 Cgj and conclude that gj ∈ Dg for all j such that
(j, e)= 1 if and only if Eg ⊂ Dg for every g ∈ G. Clearly, we have Dg ⊂ Eg for every g,
so the second assertion above is equivalent to saying that Eg = Dg for every g ∈ G which,
in fact, is equivalent to the fact that the number of Q-classes of G is equal to the number
of its R-classes, i.e., to the equality nd = ne . Theorem 3.6 now shows that this happens if
and only if rG = 0. 
4. The rank of Z(U(ZAn))
Let An be the alternating group in n letters. Giambruno and Jespers evaluated the rank
of Z(U(ZAn)) in [5]. We shall deduce this result independently, as an application of our
methods.
The conjugacy classes of An are described as follows. All elements g ∈ An, with the
same cycle structure determine the same class CSng in Sn, and its cycle structure depends
only on a partition µ = [µ1, . . . ,µk], µ1  µ2  · · ·  µk , of the integer n. So we can
denote the class simply as CSnµ . The class CSnµ splits in An if and only if the partition
µ = [µ1, . . . ,µk] is such that the integers µi , 1  i  k are pairwise different and odd.
Given one such partition, we consider the permutations
g = (1,2, . . . ,µ1)(µ1 + 1, . . . ,µ1 + µ2) . . . (µ1 + · · · + µk−1 + 1, . . . , n), and
g′ = (12)g(12)= (2,1, . . . ,µ1)(µ1 + 1, . . . ,µ1 + µ2) . . . (µ1 + · · · + µk−1 + 1, . . . , n)
and denote by Cg and Cg′ , the corresponding conjugacy classes in An, then CSnµ = Cg ∪Cg′
(see [8]).
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So if CSnµ = Cg , then DSnµ = Dg and ESnµ = Eg .
On the other hand, if CSng = Cg ∪ Cg′ , then again CSngi = Cgi ∪ Cg′i for all i relatively
prime to o(g) so DSng = Dg ∪Dg′ and ESng = Eg ∪Eg′ .
However notice that we might have Dg = Dg′ ; for example, if we take σ = (1,2,3) ∈
S3, then CS3σ = {σ,σ−1} Cσ = {σ }, so CS3σ = Cσ ∪Cσ−1 , and Dσ = DS3σ = Dσ−1 .
In fact, if g′ is conjugate to g−1 in An, then Dg = Dg′ = DSnµ and Eg = Eg′ = ESng ,
while if g′ is not conjugate to g−1, but to some power gi , then Dg = Dg′ and Eg =
Eg′ = ESng .
Note that Theorem 3.6, applied to An, readily gives us the following.
Proposition 4.1. The rank of Z(U(ZAn)) is equal to the number of partitions µ of n, such
that DSnµ splits and ESnµ does not split.
Proposition 4.2. Let µ = [µ1, . . . ,µk], be a partition of n, with all the µi , 1 i  k, odd
and pairwise different. Then DSnµ splits if and only if n ≡ k (mod 4).
Proof. It is shown in [8, Corollary 1.2.13, p. 13] that DSnµ splits if and only if the number
r of components µi of the partition µ such that µi ≡ 3 (mod 4), is even and we claim that
this happens if and only if n ≡ k (mod 4). In fact, since each µi is congruent to either 1 or
3 (mod 4), we have that n ≡ 3r + (k − r) (mod 4) and our claim follows. 
Let τ ∈ An be a cycle of odd length m. Write m = pr11 · · ·praa , with pi rational primes,
1  i  a. Then Zm ∼=⊕ai=1 prii and U(Zm) ∼= U(Zpr11 ) × · · · × U(Zpraa ). Each factor
U(Z
p
ri
i
) is cyclic generated by an element h¯i , and for each index i , 1 i  a, we choose
an integer ti such that ti ≡ hi (mod prii ), and ti ≡ 1 (mod p
rj
j ), if j = i .
Proposition 4.3. Let τ , pi , ri , and ti , 1 i  a, be as above. Then there exist permutations
σi ∈ Sn, with supp(σi) ⊂ supp(τ ), such that τ ti = σiτσ−1i , 1  i  a. Furthermore, σi
belongs to An if and only if ri is even.
Proof. Let τ = (a1, a2, . . . , am). Then τ is the map aj → aj+1, and τ ti becomes aj →
aj+ti . Now define σi ∈ Sn by
σi(x) =
{
aj ·ti if x = aj , aj ∈ supp(τ ),
x if x /∈ supp(τ ).
Clearly τ ti = σiτσ−1i . Then we must prove that σi ∈ An if and only if ri is even.
Let qi = m/prii . We claim that the orbits in {a1, . . . , am} under the action of 〈σi〉 are the
sets
Os,l =
{
aj
∣∣ j ≡ l (mod qi), (j,prii )= psi },
with 0 s  ri and 0 l  qi − 1.
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aj under the action of 〈σi〉. Since for all k, tki ≡ 1 (mod qi), and (tki , pi) = 1, we have that
tki j ≡ l (mod qi) and (tki j,prii ) = psi . Then O(aj ) ⊂Os,l .
Now take j ′ such that j ′ ≡ l (mod qi) and (j ′,prii ) = psi . Then j = psi u1 and j ′ =
psi u2, with (u1,pi) = (u2,pi) = 1. Since t¯i (mod prii ) generates U(Zprii ), there exists
an integer k such that u2 ≡ tki u1 (mod prii ). Then we have u2 ≡ tki u1 (mod prii ) and
hence, j ′ ≡ tki j (mod prii ). Since ti ≡ 1 (mod qi), then j ′ ≡ tki j (mod qi). Consequently
j ′ ≡ tkji j (mod m), so O(aj ) ⊃Os,l and our claim follows.
If s = ri , we have that Os,l = {axi }, where xi is the unique solution of the system of
congruences x ≡ l (mod qi), and x ≡ 0 (mod prii ), 1 x m.
We claim that Os,l have even order, for 0 s  ri − 1 and 0 l  qi − 1.
The number of elements y such that y ≡ l (mod qi), (y,prii ) = psi and 1  y  m, is
exactly the same as that of elements y ′ such that (y ′,prii ) = psi and 1 y ′  prii .
There exists a bijection between such y ′, and the uy , satisfying (uy,pi) = 1 and
1  uy  pri−si . Namely uy = y ′/psi . Also, there exist exactly pri−si − pri−s−1i such uy ,
and pri−si − pri−s−1i is even. So our claim follows.
Therefore we conclude that σi is a product of riqi cycles of even order and, since qi is
odd, σi ∈ An if and only if ri is even. 
Proposition 4.4. Let µ = [µ1, . . . ,µk] a partition of n, with µj odd and pairwise different,
1 k  i . Then ESnµ splits if and only if the product
∏k
j=1 µi is a square.
Proof. Let m be the order of g. Then, ESnµ splits if and only if, for all δ such that (δ,m) = 1,
the elements gδ are conjugate to g in An. Hence we must prove that all such gδ are
conjugate to g in An if and only if the product∏kj=1 µi is a square.
Let g = g1 · · ·gk be the decomposition of g as a product of disjoint cycles, with gj the
cycle of order µj . Let m = pr11 · · ·praa be the decomposition of m as a product of distinct
primes and let ri,j be the exponent of pi in the decomposition of µj , 1 j  k. Also let ti ,
1 i  a, be elements as defined right after the proof of Proposition 4.2.
We claim that gti is conjugate to g if and only if Ri =∑kj=1 ri,j is even.
Assume that Ri is even. From Proposition 4.3 it follows that for each ti and each gj ,
there exists a permutation σi,j ∈ Sn with supp(σi,j ) ⊂ supp(gj ), such that gtij = σi,j gjσ−1i,j .
Furthermore, σi,j belongs to An if and only if ri,j is even. Hence,
gti = (g1 · · ·gk)ti =
(
g
ti
1 · · ·gtik
)= σi,1g1σ−1i,1 · · ·σi,kgkσ−1i,k .
As the elements gj , 1 j  k, have disjoint supports, we have
gti = σi,1 · · ·σi,kg1 · · ·gk(σi,1 · · ·σi,k)−1 = σi,1 · · ·σi,kg(σi,1 · · ·σi,k)−1.
Since Ri =∑ ri,j is even, we have that σi,1 · · ·σi,k ∈ An and hence gti is conjugate to
g in An.
If Ri is odd, then gti = (σi,1 · · ·σi,k)(12)g′(12)(σi,1 · · ·σi,k)−1 and gti is conjugate to g′
in An. The proof of our claim is complete.
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∏k
j=1 µj . So, if
∏k
j=1 µj is not a square, then there
exists some Ri which is odd. Consequently, there exists a corresponding ti such that gti is
not conjugate to g in An.
On the other hand, if Ri is even for all i , 1 i  a, then all gti are conjugate to g in An.
We note that if b1 and b2 are two integers and σ1, σ2 ∈ An are such that gb1 = σ1gσ−11
and gb2 = σ2gσ−12 , then gb1b2 = σ1σ2g(σ1σ2)−1 and thus g is conjugate to gb1b2 . Since
the class t¯i is a generator of U(Zprii ), 1  i  a, then the images of ti , 1  i  a, in Zm
form a set of generators of U(Zm) and thus gδ is conjugate to g in An for all δ such that
(δ,m) = 1. 
As a corollary of Propositions 4.1, 4.2, and 4.4 we have the following, which is part
of [5, Proposition 6].
Theorem 4.5. The free rank of Z(U(ZAn)) is equal to the number of partitions µ =
(µ1, . . . ,µk) of n that satisfy the following conditions:
(a) µi is odd, 1 i  k;
(b) µi = µj whenever i = j ;
(c) n ≡ k (mod 4);
(d) ∏ki=1 µi is not a square.
Theorem 4.6. The groupZ(U(ZAn)) is trivial if and only if n ∈ H = {1,2,3,4,7,8,9,12}.
Proof. We show first that if n ∈ H , then there does not exist a partition of n satisfying
the conditions of Theorem 4.5. If n = 1,2, the statement is trivial. If n ≡ 3 (mod 4) and
a partition µ of n satisfies the first three conditions, then n must be greater than 9, since
µ = [5,3,1] is the least partition which can be written as a sum of at least three odd
pairwise different numbers. Hence, the cases n = 3,7 cannot occur. If n ≡ 0 (mod 4),
a similar argument shows that the cases n = 4,8,12 cannot occur since µ = [7,5,3,1]
is the least partition that can be written as a sum of at least four odd pairwise different
numbers.
If n = 9, then there exist only two partitions which satisfy the first two conditions of
Theorem 4.5, namely [5,3,1] and [9]. The partition [5,3,1] does not satisfy the third
condition, and [9] does not satisfy the fourth one.
Now we construct a partition of n that satisfies all the four conditions of Theorem 4.5,
whenever n /∈ H . We consider separately four cases according to the remainder of n
modulo 4:
(i) If n ≡ 1 (mod 4), then we take the trivial partition [n], for n = 5,13,17,21, and the
partition [9,7,5,3,1] for 25.
If n 29, we consider two subcases:
• If n ≡ 1 (mod 3), we take the partition [n− 16,7,5,3,1].
• If n ≡ 1 (mod 3), we take the partition [n − 20,11,5,3,1]. Since n satisfies
n ≡ 1 (mod 3), n ≡ 1 (mod 4), and n 29, we have n 37 and thus n− 20 > 11.
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n − 1. If p = n − 1, then we take [n− 1,1]. Else we take [n − p,p]. Clearly p does
not divide n− p.
(iii) If n ≡ 3 (mod 4), and n 11, we consider two subcases:
• If n ≡ 1 (mod 3), we take the partition [n− 4,3,1].
• If n ≡ 1 (mod 3), we take the partition [n − 8,5,3]. If n satisfies n  11, n ≡
1 (mod 3), and n ≡ 3 (mod 4), then n 19. Thus n− 8 > 5.
(iv) If n ≡ 0 (mod 4), and n 16, we have the following subcases:
• If n ≡ 0 (mod 3), we take [n− 9,5,3,1].
• If n ≡ 0 (mod 3), we take [n − 11,7,3,1]. Again, if n satisfies n  16,
n ≡ 0 (mod 3), and n ≡ 0 (mod 4), then n 24. Thus n − 11 > 7.
We can verify easily that all partitions above satisfy the first three conditions
of Theorem 4.5. To verify the fourth one, we observe that in all partitions (except for
n = 21) there exists a prime number that does not divide the other members of the partition
(this prime is 3 in almost all cases). 
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