Abstract The normal forms for linearly controllable quadratic system are derived and proved for single-input continuous system, single-input discrete sytem and multi-input continuous system in a constructive way.
Introduction
We consider linearly controllable quadratic systems which are continuous or discrete, with single input or multi-input. The goal of this paper is to derive the normal forms and to present the proofs by constructing proper quadratic transformations. Since Wei Kang( [2] ) and Arthur Krener ( [2] ) started the research on quadratic normal forms, Wei Kang ([3] ) have proved almost all of the continuous quadratic normal form theories using differential geometry. At the same time of this paper, Long Li ([4] ) discussed some of the discrete quadratic normal forms. In stead of proving the existence and uniqueness of those normal forms with differential geometry, the scheme developed here is all based on linear algebra, the whole procedure is to construct the proper transformation and at last we will see the possible normal forms. Thus this scheme is very easy to be implemented in finding the quadratic normal forms and corresponding transformation for practical systems, in fact I already have the Matlab programs in hand. Another advantage of this new scheme is that it can be easily applied in discrete case as well.
This paper is organized as follows. In Section 2 the derivation of the transformation to normal form of continuous single-input system is presented, from this we can easily see the relationship between any normal form and the original system. In Section 3 the normal forms defined by Wei Kang and the related transformations are derived. In Section 4 the same procedure is applied to derive the normal form for discrete system for single input. In Section 5 the normal form for continuous system with two inputs are presented,all general cases are considered.
Derivation of proper transformation for single-input linearly controllable system
For a linearly controllable systemẋ
where x n×1 is the state and u is a single input.By a linear change of coordinates and further with input transformation and state feedback, ξ = T x , µ = αx + βu (2) we can transfer the system to a unique Brunovsky form ( [1] ): 
ξ n×1 is the new state and µ is the new input. For a linearly controllable quadratic system, first we can normalize the linear terms to the following form:ξ
where A and B are defined in (4), f [2] (ξ) stands for quadratic terms of ξ = (ξ 1 , ξ 2 , · · · , ξ n ) and g [1] (ξ) is the linear terms of ξ. The goal is to find the quadratic normal form of system (5). We will use quadratic change of coordinates and state feedback as
Under the transformation,
Now consider the i th differential equation:
where,
plug them in (7), then we geṫ
which is quadratically equivalent to the initial system (5). The simplestf i org i will give the quadratic normal form of the system. Here we define
It's a natural idea to assume φ
e., all symmetric, theñ
therefore,
Since b i = 0 for i = 1, · · · , n − 1, from (13) we can get
where φ in means the n th row of φ i . So,
where
While according to (14), the n th row of φ i+1 ∀i = 1, · · · , n − 1 will be
[·] (n) stands for the n th row. Hence,
We define X i i = 0, 1, · · · , n − 1 as the following
Compare (17) and (19), we get
It's easy to check that X 0 is invertible,so
3 Quadratic normal forms for single-input continuous system
As we assumed that φ i 's are all symmetric, so φ T 1 = φ 1 . According to (23), to guarantee φ T 1 = φ 1 , we can select the latter 2 terms of the R.H.S., namely,f i (i = 1, · · · , n − 1) andg to balance the first 2 parts which are uniquely determined by the system shown in (5). It's obvious that the first two parts can form any n × n full matrix, i.e., every element of it is free.
One way is to select the latter 2 terms to form a strict upper triangular matrix. Let's call this as balancing upper triangular matrix or just BUTM.Then the BUTM is decided by the system uniquely. There are 2 basic selections of BUTM: (a) Setg = 0, to selectf i . (b) Setf i = 0 ∀i = 1, · · · , n − 1, to selectg. To find the simplestf i org i to form the BUTM, we want that: (a)there are the least number of non-zero entries off i org in the normal form to decide the BUTM. (b)all these non-zero entries are uniquely decided by the BUTM such that the normal form is therefore uniquely determined by the system (5). So the mapping betweenf i (i = 1, · · · , n) org and the BUTM has to be one to one and onto. These have been defined by Kang and Krener ( [2] ). Next we will show that the mapping is one to one and onto under these definitions off i andg. Before starting, let's denote U as a strictly BUTM, the space for BUTM as Ξ;denote the normal form space as Π = {(f 1 ,f 2 , · · · ,f n ),g}; and the mapping between them is Ω : Π → Ξ.
Let's consider the first selection, i.e.,g = 0 and,
the definitions off i , i = 1, · · · , n arẽ
From the properties of X i (i = 0, 1, · · · , n − 1), this mapping Ω turns out to be consisted of the following linear,one-to-one and onto mappings:
. . .
Thus Ω is a good mapping and Π is an ideal normal form space.
Another normal form space is
The shape ofg is:g
And the mapping Ω : Π → Ξ is:
For both normal forms, once we getf i , i = 1, · · · , n org, plug them in (23) we can get φ 1 and it's symmetric. After this, all other φ i 's and α can be calculated.
Then what are the normal forms if we select a strict lower triangular matrix T (the space of T denoted as Σ) to balance (23) instead of a BUTM ? According to property of X 0 , T is mapped to a full matrix, so if we selectf i = 0, i = 1, · · · , n,g is still a full matrix. Although only some elements ofg are independent, it's still not good to work as a normal form. If we setg = 0, it won't help either.
By now, we've got the quadratic normal forms for a continuous single-input system. And for system (5), we can find normal forms of (25) or (27) with as few as
non-zero elements. It's also straightforward to get the transformation matrices φ i , i = 1, · · · , n and α.
Quadratic normal forms for single-input discrete system
For single-input discrete system, we start with
where ξ(t) n×1 is the discrete state, µ(t) is the discrete input, f [2] (ξ(t)) and g [1] (ξ(t)) are quadratic terms and linear terms of ξ(t) respectively. There is one more term γµ 2 (t) than continuous case and γ n×1 is a vector. A and B are defined as (4) . The goal of this section is to derive the quadratic normal form of this system using the same scheme as before, but there are still big difference between discrete case and continuous case.
The change of coordinates and state feed back that we will use are:
Plug them into the initial system (29), consider i th equation, we have,
Here, the meaning and dimension of all the parameters are the same as in the continuous case except that we have one more parameter γ.
Since we have
it follows (30) that
Then we will try to find simplestf i andg i , i = 1, · · · , n to make (33) as the normal form of (29). Here we define
In (34), the definition of L is
Compare (11) with (37), we notice that the linear operator L is quite different for continuous case from discrete case and this makes the biggest difference between both systems. Another difference lies in (36). Assume φ
Thus,
From (40), we get :
so,
Here,we also define X i in the same way as in continuous case, but remember that L is different:
Combine (42) and (46), we can get
Now, we want to find simplestf i , i = 1, · · · , n org, which will give us the normal form by (33), when we can guarantee that φ T 1 = φ 1 as a proper transformation. First,X 0 has quite different properties than the continuous one, namely,if we assume
then the LHS of (49) will be
To make the RHS of (49) also the same shape, we have to let the latter 2 terms of RHS as the following formation:
which is uniquely decided by g and f i 's. Obviously the first row of
. Therefore, we just setf i = 0 for i = 1, · · · , n and useg to balance it. After we get uniqueg, we can plug it into (49) to get (φ 1 ) i,j , i = j since it's symmetric. However, we still have to determine the diagonal elements. Then we can use (36).At the same time, (43) gives that:
Now, φ 1 has been uniquely determined by the system (29), and all other φ i 's and α can be easily calculated. Therefore we define the only quadratic normal form as
whereg
1 (x(t)) g [1] 2 (x(t))
n (x(t))
By now, we've solved the quadratic normal forms for single-input linearly controllable system. As we know, this scheme can be very easily implemented to pratical systems.
Quadratic normal form for continuous multi-input system
Without losing generality, we just consider two inputs, and the quadratic system is still linearly controllable. Therefore, the system is linearly equivalent tȯ
where,ξ (k+l)×1 are the continuous state,µ 2×1 are the two inputs, A (k+l)×(k+l) and B (k+l)×2 are defined as following
We still use quadratic change of coordinates and state feedback
in which,φ [2] (x) is a (k + l) × 1 vector and α [2] (x) is a 2 × 1 vector in stead. Now plug them into the initial system (58),
+f [2] 
Then consider i th element ofx andx separately:
we geṫ
Therefore the initial system (58) is quadratic equivalent to the following two subsystems,
In these two subsystems, b ki and b li are the i th element of B k and B l separately. We will find the simplestf i ,g i , i = 1, · · · , k,andf i ,g i ,i = 1, · · · , l to work as the normal forms of the initial system. The key point is to find appropriate transformationsφ
The two subsystems are basically the same except that
from (74), we can select appropriate α 1 to make the coefficients and corresponding transformation of two subsystems totally independent. This means that we can solve both systems separately. After we get the normal forms (f i ,g i andf i ,g i ) and the corresponding transformations (φ i andφ i ) for each system, then we can calculate α 1 and α 2 . We will solve all the parameters of the first subsystem (66), namely,
First rewrite the first system as (suppress all parameters from now on):
Note thatf i ,g i ,φ i are still of dimension k + l, thus partition all f i ,f i ,g i ,g i and φ i as 4 parts as
where,f i andf i have the same structure as φ i :
andg i has the same structure as g i :
Then we rewrite (77) as
and rewrite (78) as
Thus (5) and (5) becomes 4 subproblems. Basically, they all can be written as the following form:
and
So we get
in which,we define X i i = 0, 1, · · · , τ − 1 as the following
and,
To solve proper φ 1 from (96), we need the structure of φ 1 as before. According to the structure shown in (83), φ 1 can have two structures: it is symmetric itself when it's diagonal block such as φ 1
(1) and φ 1 (4) T = φ 1 (4) ; or it is transpose to another blockφ 1 , such
We will solve (96) as two types of problem:
1. Single problem
2. Pair problem
When considering different κ, ρ and τ ,in fact we can get all subproblems for multi-input system. That is to say, after treating any multi-input system in the same scheme, the final step will be to solve such subquestions. Thus, once we get solutions to both single problem and pair problem, we can get normal forms for any system with two or more than two inputs.
Solution to Single Problem
According to relationship between τ and κ, we can partition the single problem into 3 cases. Case 1 When τ < κ Since X 0 maps the last τ rows of φ 1 one-to-one and onto X 0 φ 1 , we partition φ 1 into 4 blocks:
We define X −1 0 as
To make M T 4 = M 4 , we select normal form terms as the following shape:
Due to the nice property of X 0 , we can get
Since we can not always get nicef i 's when we setg = 0,we will set allf i = 0 from now on. It's also easy to show thatg is uniquely determined. Then M 2 , M 3 , M 4 can be determined, as to M 1 we don't have enough information, so we can set M 1 = 0.
Case 2 When τ = κ X 0 directly maps φ 1 to X 0 φ 1 one-to-one and onto, so we can write:
Hence we can select the following normal form terms to balance φ 1
Then we can get
We can getg when setf i = 0. φ 1 will be uniquely determined.
Case 3 When τ > κ
In this case X 0 maps φ 1 to the first κ rows of RHS of (99),also one-to-one and onto, while the other τ − κ rows will be totally determined by φ 1 . Thus the normal form term will be
φ 1 can be easily determined after we getg.
Solution to Pair Prolem
Here according to the relationship between τ , κ and ρ. We can partition the pair problem into 3 cases:
Case 1 When τ ≤ κ and τ ≤ ρ X 0 still maps the last τ rows of φ 1 to RHS of (103), and the pair of X 0 , i.e.,X 0 maps last τ rows ofφ 1 to RHS of (104), both of them are one-to-one and onto. Denote φ 1 as Case 2 When τ ≤ κ and τ > ρ Now X 0 still maps the last τ rows of φ 1 to X 0 φ 1 one-to-one and onto, whileX 0 mapsφ 1 to first ρ rows ofX 0φ1 .Thus we can get the normal forms as 
For each subsystem (66) or (69), we have to solve 2 single problems and 1 pair problem.After we solved both single problems and pair problems, just combine them together, we will get normal formsg and corresponding transformation φ i , finally we can solve α 1 and α 2 . For systems with more inputs, we can follow the same way and solve the quadratic normal forms.
Summary
The constructive way of derivation and proof for quadratic normal forms presented here can also be applied to discrete multi-input systems. For those noncontrollable quadratic system, it's also possible to get the "normal" forms although they may be not so nice as those of controllable system. Since the proof is constructive and quite straightforward, it's not a big problem to come up with a procedure to calculate the normal forms and related transformations.
