Let A and B be normal matrices with coefficients that are continuous complexvalued functions on a topological space X, and suppose these matrices have the same distinct eigenvalues at each point of X. We use obstruction theory to establish a necessary and sufficient condition for A and B to be unitarily equivalent. We also determine bounds on the number of possible unitary equivalence classes in terms of cohomological invariants of X.
Introduction
One of the most striking theorems in linear algebra is the spectral theorem: every normal matrix with complex entries is diagonalizable. An immediate consequence of the spectral theorem is that a normal matrix over C is determined up to unitary equivalence by its eigenvalues, counting multiplicities.
Given the importance of the spectral theorem, it is natural to ask whether it holds in more general situations. Suppose X is a topological space. Let C(X) denote the C-algebra of complex-valued continuous functions on X, and let M n (C(X)) be the ring of n-by-n matrices with entries in C(X). By a slight abuse of terminology, we will refer to elements of M n (C(X)) as matrices over X. Given A in M n (C(X)) and x in X, we can evaluate at x to obtain an element A(x) of M n (C). Define the adjoint of A pointwise: A * (x) = (A(x)) * . We can define normal matrices in M n (C(X)) as those matrices that commute with their adjoint, and we can also consider the set U n (C(X)) of unitary matrices; that is, the set of matrices U in M n (C(X)) with the property that UU * = U * U = I. Then two matrices A, B ∈ M n (C(X)) are unitarily equivalent if there exists such a U ∈ U n (C(X)) such that B = U * AU, i.e. if B(x) = U * (x)A(x)U(x) for all x ∈ X. One can then ask the following question:
Question. Given a topological space X, what are the unitary equivalence classes of normal matrices in M n (C(X))? In particular, is every such matrix diagonalizable, in which case there is only one equivalence class for each n?
The question of diagonalizability has been considered before by previous authors. In [7] , R. Kadison gave an example of a normal element of M 2 (C(S 4 )) that is not diagonalizable. In [5] , K. Grove and G. K. Pedersen considered diagonalizability of matrices over compact Hausdorff spaces more generally. In that paper, they determined which compact Hausdorff spaces X have the property that every normal matrix over X is diagonalizable. Such topological spaces X are rather exotic; for example, no infinite first countable compact Hausdorff space has this property.
The following simple example, which is a modification of Example 1.1 in [5] , illustrates one of the main obstructions to diagonalizability over more reasonable spaces. Let X be R in its usual topology, and define The matrix A(x) is normal for every real number x. However, a direct calculation shows that there is no element U in U 2 (C(R)) with the property that U * (x)A(x)U(x) is diagonal for all x. Indeed, if such a U existed, one of its columns would provided a continuously varying family of eigenspaces associated to the eigenvalue 0, and a close examination of A shows that such a family cannot exist. The real line R is contractible, so we see that lack of diagonalizability in this case cannot be detected by algebraic topological invariants. Rather, the issue is that the multiplicity of the eigenvalue 0 jumps at the origin.
By contrast, we will see in this paper that algebraic topology does, somewhat surprisingly given the analytic/algebraic nature of the problem, have something to say if we restrict our attention to multiplicity-free normal matrices. A matrix A ∈ M n (C(X)) is multiplicity free if, for each x in X, the eigenvalues of A(x) are distinct. Grove and Pedersen showed that such matrices can be guaranteed to be diagonalizable over less exotic classes of spaces than those that are required for diagonalizability of all normal matrices. In fact, they proved [5, Theorem 1.4 ] that if X is a 2-connected compact CW-complex, then every normal multiplicity-free matrix over X is diagonalizable. They also gave examples to show that the spectral theorem fails in general for multiplicity-free normal matrices over CW complexes that are not 2-connected.
Given this failure of diagonalizability, in general, even for multiplicity-free normal matrices, we can return to the more general part of our question, now restricted to multiplicityfree normal matrices, and ask what we can say about the unitary equivalence classes 1 . As the above examples and results already demonstrate, and as will be borne out below, the multiplicity-free normal matrices provide a tractable class for exploration with a rich theory even on the reasonable class of spaces homotopy equivalent to CW complexes. In this setting, we will see that algebraic topology can be used as a tool to provide some answers to the following questions:
Questions:
(i). Given two multiplicity-free normal matrices A, B ∈ M n (C(X)), are A and B unitarily equivalent?
(ii). What can we say about the number of unitary equivalence classes of multiplicity-free normal matrices in M n (C(X))?
Our approach to these questions utilizes the algebraic topology notion of obstruction theory. We begin by constructing a fiber bundle that encodes unitary equivalence information for matrices with complex entries; i.e., matrices over a point. Then, given normal multiplicity free matrices A, B ∈ M n (C(X)) that have the same characteristic polynomial, we associate to the matrices a continuous map from X into the base of the fiber bundle, and we prove that A and B are unitarily equivalent if and only if this map lifts to the total space. We next construct a cohomology class [θ(A, B)] that lives in H 2 (X; Π A,B ), where Π A,B is a system of local coefficients determined by the monodromy of the eigenvalues of A and B. This system 1 One immediate observation is that in order for A, B ∈ M n (C(X)) to be unitarily equivalent, they must be unitarily equivalent over every x ∈ X and so must have the same eigenvalues at every x ∈ X. In fact, A and B must have the same characteristic polynomials in C(X) [λ] , the ring of polynomials with coefficients in C(X). It follows that no multiplicity-free normal matrix can be unitarily equivalent to a matrix that is not multiplicity free, and so multiplicity-free and non-multiplicity-free matrices really can be studied independently.
Π A,B has fiber Z n , and the action of [γ] ∈ π 1 (X) permutes the Z factors according to the monodromy of the common eigenvalues of A and B as we travel around a loop representing [γ] . The cohomology class [θ(A, B)] is the complete obstruction to A and B being unitarily equivalent. Specifically, we prove the following theorem (see Theorem 3.2 and Proposition 4.7):
Theorem. Let X be (homotopy equivalent to) a CW complex, and let A and B be normal multiplicity-free matrices in M n (C(X)) that have the same characteristic polynomial. Then there exists a unique cohomology class [θ(A, B)] ∈ H 2 (X; Π A,B ) such that A and B are unitarily equivalent if and only if [θ(A, B)] = 0.
An immediate consequence of our theorem, which is not at all obvious from a strictly operator-theoretic perspective, is that if X contains no 2-cells and A and B are normal multiplicity free matrices over X, then A and B are unitarily equivalent if and only if they have the same characteristic polynomial. Another fairly direct consequence is a generalization of Grove and Pedersen's [5, Theorem 1.4] ; this is the theorem that states that if X is a 2-connected compact CW complex then any multiplicity-free normal matrix A in M n (C(X)) can be diagonalized. The following is our Corollary 3.3:
Corollary. Suppose that X is a simply-connected (not necessarily compact) CW complex and that Hom(H 2 (X), Z) = 0 (in particular, when H 2 (X) is torsion). Then any two normal multiplicity-free matrices A and B in M n (C(X)) with the same eigenvalues at each point are unitarily equivalent. In particular, any normal multiplicity-free matrix in M n (C(X)) is diagonalizable.
Less obviously, our obstruction also begins to provide answers to our second question, concerning the number of unitary equivalence classes of multiplicity-free normal matrices over X. In Section 6, we demonstrate the following as Corollary 6.9, slightly rephrased here for the introduction:
Corollary. Given a connected CW complex X and a multiplicity-free polynomial µ ∈ C(X) [λ] , the number of unitary equivalence classes of normal matrices in M n (C(X)) with characteristic polynomial µ is less than or equal to the cardinality of H 2 (X; Z n ρ ), where Z n ρ is the system of local coefficients with fiber Z n and representation of π 1 (X) determined by the monodromy of the roots of µ. In particular, if H 2 (X; Z n ρ ) is finite, there are a finite number of such equivalence classes, and if X contains a countable number of cells, there are a countable number of such equivalence classes.
Even the final statement that if X has a countable number of cells then there are a countable number of unitary equivalence classes is not obvious; a priori, there could be an uncountable number of equivalence classes.
Organization. The paper is organized as follows: In Section 2, we construct, for each natural number n, an n-torus fiber bundle p : E n −→ B n ; this bundle captures information about various ways one set of one-dimensional orthogonal spanning projections can be unitarily conjugated to another set. In Section 3, we show that given two normal multiplicity free matrices A and B over X that have the same characteristic polynomial, there is a continuous map Φ A,B : X −→ B n with the feature that A and B are unitarily equivalent if and only if Φ A,B lifts to a map to E n . By replacing the unitary equivalence question into one involving the lifting of maps, we establish the aforementioned theorem and corollary. In Section 4, we explore the functorial and naturality properties of our invariant, and extend [θ(A, B)] to topological spaces that are not CW complexes. In Section 5, we examine monodromy issues and show that the coefficient system Π A,B only depends on the common characteristic polynomial of A and B, not on the matrices themselves. In Section 6, we consider how [θ(A, B)] behaves when we vary A and B, and we also explore how [θ(A, B)], [θ(B, C)], and [θ(A, C)] are related when A, B, and C are normal multiplicity free matrices with the same characteristic polynomial. This leads to our bounds on the cardinality of the set of unitary equivalence classes. In Section 7, we show that if the characteristic polynomial globally factors into linear factors, then we can write our invariant in terms of Chern classes, and we look at some examples. In the final section, we close with some open questions.
A useful fiber bundle
We construct a fiber bundle p : E n −→ B n , starting with the base. Let P and Q be sets of n pairwise orthogonal projections in M n (C); it is important to observe that we do not assume any ordering of the elements of P and Q. Note that each projection in P has rank one and that P ∈P P is the identity matrix I n . Similarly, each projection in Q has rank one and Q∈Q Q = I n . Set B n = (P, Q, σ) : σ is a bijection from P to Q .
We will construct a metric on B n . Let · 2 be the usual Hilbert space norm on C n ; i.e., if {e i } is an orthonormal basis of C n in its standard inner product and
For each pair of elements of B n , define d (P, Q, σ), ( P, Q, σ) = min max P − τ (P ) , σ(P ) − στ (P ) : P ∈ P : τ a bijection from P to P .
Roughly speaking, the idea of the definition is that we measure the distance between sets of projections by looking at the distances among individual pairs of projections after using τ to match up the pairs as closely as possible.
Proof. Clearly d (P, Q, σ), ( P, Q, σ) is always nonnegative; suppose this quantity equals 0. Then there exists a bijection τ : P −→ P with the property that P = τ (P ) for every P in P. Thus P = P and τ is the identity map. Next, σ(P ) = στ (P ) = σ(P ) for all P in P, so σ = σ and thus Q = Q. Next, let (P, Q, σ) and ( P, Q, σ) be arbitrary elements of B n and choose τ : P −→ P so that the minimum in d (P, Q, σ), ( P, Q, σ) is realized. Then
Reversing the roles of (P, Q, σ) and ( P, Q, σ) establishes the symmetry of d. Finally, for three arbitrary elements (P, Q, σ), ( P, Q, σ), and ( P, Q, σ), in B n , choose τ : P −→ P and ν : P −→ P so that the minima in the definitions of d (P, Q, σ), ( P, Q, σ) and d ( P, Q, σ), ( P, Q, σ) are realized. Then
= max P − τ (P ) , σ(P ) − στ (P ) : P ∈ P + max P − ν( P ) , σ( P ) − σν( P ) : P ∈ P ≥ max P − τ (P ) + P − ν( P ) , σ(P ) − στ (P ) + σ( P ) − σν( P ) : P ∈ P, P ∈ P ≥ max P − τ (P ) + τ (P ) − ντ (P ) , σ(P ) − στ (P ) + στ (P ) − σντ (P ) : P ∈ P ≥ max P − ντ (P ) , σ(P ) − σντ (P ) :
Endow B n with the metric topology associated to d. Lemma 2.2. Let (P, Q, σ), ( P, Q, σ), and ( P, Q, σ) be elements of B n .
(i). Suppose there exists a bijection τ : P −→ P with the property that max P − τ (P ) , σ(P ) − σ τ (P ) : P ∈ P < 1 2 .
In other words, τ realizes the minimum in the definition of d (P, Q, σ), ( P, Q, σ) . Furthermore, τ is the unique bijection with this property.
(ii). Suppose that d (P, Q, σ), ( P, Q, σ) and d (P, Q, σ), ( P, Q, σ) are less than 1/4 and let τ and τ be the bijections that realize the minima for d in these two cases, respectively. If
Proof. (i). From the definition of d, we see that P − τ (P ) < 1/2 for every P in P. Select one such P and let P be any element of P other than τ (P ). The ranges of the elements of P are pairwise orthogonal and span C n , whence ran P ⊆ ran(τ (P )) ⊥ . Therefore for any unit vector v in ran P ,
and thus P − τ (P ) ≥ 1. The triangle inequality then yields
and hence any other choice of bijection from P to P will not achieve the minimum in the definition of d (P, Q, σ), ( P, Q, σ) .
(ii). Because τ is a bijection,
From (i) we see that τ τ −1 is the bijection that realizes the minimum in d ( P, Q, σ), ( P, Q, σ) . Thus ǫ > max{ P − τ τ −1 ( P ) : P ∈ P} = max{ τ (P ) − τ (P ) : P ∈ P}.
Endow M n (C) with its usual topology, and let U n be the topological subspace of unitary matrices in M n (C). Define
Note that (P, Q, σ), U is in E n if and only if U restricts to an isometric vector space isomorphism from ran P to ran σ(P ) for every P in P. Equip E n with the subspace topology it inherits from B n × U n , and let p : E n −→ B n be the projection map.
If (P, Q, σ), U and ((P, Q, σ), U) are both in E n , then they both lie in p −1 ((P, Q, σ)), and the unitaries U and U each restrict to isometries ran P to ran σ(P ) for every P in P. As ran P and ran σ(P ) are both 1-dimensional subspaces of C n , two such isometries can differ from each other only by an isometry of C; such isometries can be represented by elements of S 1 . Furthermore, because {ran P } P ∈P is a basis of C n , the matrices U and U are determined completely by these 1-dimensional isometries. Therefore, roughly speaking, the difference between U and U can be quantified by an element of T n ∼ = P ∈P S 1 . This is part of the content of the following, more precise, statement.
for some set { z P } of complex numbers of modulus 1. Furthermore, each such U can be uniquely written in this form.
Proof. Suppose U has the form described in the statement of the proposition. From the definition of E n , we have σ(P ) = UP U * for all P in P. The projections σ(P ) in Q are pairwise orthogonal, and thus
A similar computation establishes that U * U = I, so U is unitary. Next, because the projections in P are also pairwise orthogonal, we see that
and hence U P U * = σ(P ) for every P in P. The uniqueness of the representation of U in the desired form is evident. Now suppose that (P, Q, σ), U is in E n . Fix P in P. From the remarks following the definition of E n , both U and U restrict to isometric vector space isomorphisms from ran P to ran σ(P ); in symbols, these isomorphisms are σ(P )UP and σ(P ) UP . The subspaces ran P and ran σ(P ) are 1-dimensional, so we must have σ(P ) UP = z P σ(P )UP for some complex number z P of modulus 1. This holds true for every P in P, and the pairwise orthogonality of the projections in P and Q implies that
whence U has the claimed form.
A consequence of Proposition 2.3 is that we can identify p −1 ((P, Q, σ)) with T n ∼ = P ∈P S 1 . In fact, E n is a T n -fiber bundle over B n . To show this, we first need to establish a technical result.
Lemma 2.4. Let P and P be projections in M n (C) and suppose that P − P < 1. Then I + P − P maps ran P isomorphically onto ran P .
Proof. The matrix I + P − P is invertible by Proposition 1.3.4 in [10] . Take v in ran P . Then P v = v, and because P 2 = P , we see that
Therefore I + P − P is an injective vector space homomorphism from ran P to ran P , which implies that dim ran P ≤ dim ran P . A similar computation shows that I + P − P is an injective vector space homomorphism from ran P to ran P , whence dim ran P ≤ dim ran P . Thus dim ran P = dim ran P and I + P − P is an isomorphism from ran P to ran P .
Proposition 2.5. For each natural number n, the map p makes E n into a fiber bundle over B n with fiber homeomorphic to T n , the n-dimensional torus.
Proof. Fix an element (P, Q, σ), U of E n . For each P in P, choose unit vectors v P and w P in ran P and ran σ(P ) respectively. Set
and take ( P, Q, σ), U in p −1 (O). Let τ : P −→ P be the bijection that realizes the minimum for d (P, Q, σ), ( P, Q, σ) . Lemma 2.4 shows that I + τ (P ) − P maps ran P isomorphically onto ran τ (P ) and I + σ τ (P ) − σ(P ) maps ran σ(P ) isomorphically onto ran σ τ (P ) for every P in P. In particular, (I + τ (P ) − P )v P and (I + σ τ (P ) − σ(P ))w P are nonzero. For each P in P, the complex vector spaces ran τ (P ) and ran σ τ (P ) are onedimensional, and so U maps ran τ (P ) isomorphically to ran σ τ (P ). Furthermore, unitary matrices map unit vectors to unit vectors, so for each P in P, the quantity
has modulus 1. Write T n as P ∈P S 1 and define φ :
To show that φ is continuous, it clearly suffices to prove that the map ( P, Q, σ), U → z τ ,P is continuous for each P in P. Define Φ P : p −1 (O) −→ C n by the formula Φ P ( P, Q, σ), U = (I + τ (P ) − P )v P . Suppose that ( P, Q, σ), U and ( P, Q, σ), U are in p −1 (O) and that
Using the result of, as well as the notation from, Lemma 2.2(ii), we obtain
< ǫ, and so each Φ P is continuous. The formula for each z τ ,P is therefore a composition of continuous functions, and thus the map ( P, Q, σ), U → z τ ,P is continuous.
in the following way: take ( P, Q, σ) in O and let τ , v P , and w P be as above. Suppose ( P, Q, σ),
The set of vectors
spans C n , so we can define a unitary matrix U by setting
for each P in P. Lemma 2.4 implies that U maps ran P to ran σ( P ) for each P in P, and so U P U * = σ( P). Thus ( P, Q, σ), U is in p −1 (O), and we define ψ ( P, Q, σ),
As with φ, Lemma 2.2(ii) implies that ψ is continuous. The maps ψ and φ are inverses of one another and thus φ is a homeomorphism.
Unitary equivalence of normal matrices
We now return to our study of matrices. Let X be a locally compact Hausdorff space.
Recall that C(X) is the C-algebra of complex-valued continuous functions on X and that M n (C(X)) is the ring of n-by-n matrices with entries in C(X). For A ∈ M n (C(X)), we define the adjoint of A pointwise, and A is defined to be normal if AA * = A * A. The matrix A is multiplicity free if, for each x ∈ X, the eigenvalue of A(x) are distinct.
Suppose A and B in M n (C(X)) are normal, multiplicity-free, and have the same characteristic polynomial. Then for each x in X, the matrices A(x) and B(x) have the same distinct eigenvalues. This set of eigenvalues does not come with a natural ordering. However, given an eigenvalue λ of A(x), we can associate to λ the spectral projection P (x) λ of A(x); that is, the orthogonal projection of C n onto the λ-eigenspace of A(x). Similarly, we can associate to λ the spectral projection Q(x) λ of B(x). We thus have a bijection from the set P of spectral projections of A(x) to the set Q of spectral projections of B(x). This determines an element of B n . The spectral projections of A(x) and B(x) vary continuously as functions of x, and therefore we can assign to the pair (A, B) a continuous map Φ A,B : X −→ B n . Proof. If UAU * = B for some U in U n (C(X)), then, by basic linear algebra, for each x in X, the unitary matrix U(x) conjugates each spectral projection of A(x) to the corresponding spectral projection of B(x); that is, we have U(x)P (x) λ U(x) * = Q(x) λ for all x and λ. Therefore (Φ A,B (x), U(x)) is an element of E n for each x in X, and we can define Φ A,B :
. This is continuous because the assignments x → Φ A,B (x) and x → U(x) are continuous by definition.
Conversely, suppose that p Φ A,B = Φ A,B for some continuous map Φ A,B :
λ by the definitions of Φ A,B and E n , and thus U(x)A(x)U(x) * = B(x) for each x in X. The assignment x −→ U(x) is a continuous map from X to U n that defines an element U in U n (C(X)), and UAU * = B.
Cohomology with local coefficients
Proposition 3.1 tells us that to approach the question of whether A is unitarily equivalent to B, we need to know when the map Φ A,B can be lifted to the bundle E n . In order to do this, we will employ obstruction theory, which utilizes cohomology with local coefficients. We sketch the basic ideas of cohomology with local coefficients here and refer the interested reader to [3, Chapter 5] , [6, Section 3.H], or [12, Chapter VI] for more information. In fact, there are two equivalent approaches, both of which will be useful for us. To describe the first, let Γ be a group and suppose we have a representation ρ of Γ on an abelian group A;
i.e., a group homomorphism ρ : Γ −→ Aut(A). Then A is a left ZΓ-module via the action
we often write A as A ρ to highlight the dependence of the module action on the choice of ρ. Now suppose X is a connected 2 topological space with universal cover X and basepoint x 0 . Let Γ = π 1 (X, x 0 ), and let S * ( X) denote the integral singular chain complex over X. The groups S * ( X) are modules over ZΓ by the action of the covering transformations. The cohomology H * (X; A ρ ) of X with local coefficients in A is the cohomology of the cochain complex Hom ZΓ (S * ( X), A). If the representation ρ is trivial, then H * (X; A ρ ) is just H * (X; A), the ordinary cohomology of X with coefficients in the abelian group A.
Equivalently, representations π 1 (X, x 0 ) −→ Aut(A) correspond to isomorphism classes of bundles over X with fiber A; see [12, Theorems VI.1.11 and VI.1.12]. If Π is such a bundle of groups over X corresponding to A ρ , then H * (X; Π) ∼ = H * (X; A ρ ) can be described via cochains whose values on singular simplices correspond to lifts of the singular simplices to Π. See [6, Section 3.H] for more details. Yet another approach, utilized in [12, Section VI.2], is to think of a singular cochain as assigning to a singular chain σ : ∆ k −→ X a value in the fiber over σ(v 0 ), where v 0 is the initial vertex of ∆ k . Of course, this is equivalent to prescribing a lift of all of σ, as Π is a covering space of X. With some more effort, suitable versions of cellular cohomology with systems of local coefficients can be defined; see [12, Section VI.4] . Now, suppose we have a fibration p : E −→ X with fibers F x over x ∈ X. Furthermore, assume that the F x are k-simple, which means that the action of
, the set of free homotopy classes of maps from S k to F x [3, Corollary 6.60], so we don't have to worry about basepoints in the fibers at all. As a consequence, the fibration p : E −→ X yields a bundle of groups π k (F ) over X with fibers [
Bundles of groups arising in this way also possess nice topological descriptions when considered as groups with representations of π 1 (X, x 0 ): Let F 0 denote the fiber over the basepoint x 0 ∈ X, and consider
, then the homotopy lifting property of fibrations implies that a loop γ in X determines (uniquely up to homotopies) an extension of h 0 to H :
. If we denote π k (F 0 ) with this action of π 1 (X, x 0 ) by π k (F 0 ) ρ , the categorical equivalence between bundles of groups over X and groups possessing π 1 (X, x 0 ) actions identifies π k (F ) with π k (F 0 ) ρ . The reader should consult [3] or [12] for further details.
Back to matrices
Now, returning to matrices, let Φ A,B : X −→ B n be as above for two normal multiplicityfree matrices in M n (C(X)) with the same characteristic polynomial, and let Φ * A,B E n be the pullback of E n . Because the fibers of E n are homeomorphic to the torus T n , so are the fibers F x of Φ * A,B E n over X, and π 1 (F x ) ∼ = Z n . As Z n is abelian, the group π 1 (F x ) acts trivially on itself by conjugation (see [3, Exercise 114]), so F x is 1-simple. Therefore, we can form the bundle of groups π 1 (F x ), and we will denote this bundle of groups by Π A,B . Proof. The proof is by obstruction theory. We recall the relevant theorem 3 ; see [3, Theorem 7 .37] and [12, Corollary 5.7] : Given a CW complex X, a fibration p : E −→ Y with fiber F , and a map f :
can be extended to a lifting of f over X k+1 . In our situation, the fiber F is homeomorphic to T n , so π k (F ) is trivial unless k = 1, in which case π 1 (F ) ∼ = Z n . Thus F is trivially k-simple for k = 1. For k = 1, we obtain the bundle of groups Π A,B over X, as described above. Now consider Φ A,B : X −→ B n . We can construct a lift Φ 0 A,B : X 0 −→ E n by just choosing a point (P, Q, σ), U in p −1 (Φ A,B (x)) for each x in X 0 . Since π 0 (F ) is trivial, the obstruction theorem ensures that there is a continuous map Φ
The obstruction theorem says that this class vanishes if and only if Φ [12, page 291]), because any two lifts of a vertex of X 0 lie in the same fiber over B n and so can be connected by a path in that fiber, which is homeomorphic to T n and hence is path connected. Second, let Φ An immediate corollary is a strengthening of Grove and Pedersen's [5, Theorem 1.4], which implies that if X is a 2-connected compact CW complex then any multiplicity-free normal A in M n (C(X)) can be diagonalized. Corollary 3.3. If X is a simply-connected (not necessarily compact) CW complex and Hom(H 2 (X), Z) = 0 (in particular if H 2 (X) is torsion), then any two normal multiplicityfree matrices A and B in M n (C(X)) with the same eigenvalues at each point are unitarily equivalent. In particular, any normal multiplicity-free matrix in M n (C(X)) is diagonalizable.
Proof. Because X is simply connected, we see that Π A,B is the trivial Z n bundle and so [θ(A, B)] ∈ H 2 (X; Z n ). By the universal coefficient theorem [9, Theorem 53.1], we have
The supposition that X is simply connected implies that H 1 (X) = 0 and thus Hom(
Hom(H 2 (X), Z). So, given the assumption that Hom(H 2 (X), Z) = 0, the obstruction class [θ(A, B)] vanishes, and the unitary equivalence follows from Theorem 3.2.
To show that any normal multiplicity-free matrix A in M n (C(X)) is diagonalizable, it follows from Goren and Lin [4, Theorem 1.6] that the simple connectivity of X implies that the characteristic polynomial µ of A splits as
) be the diagonal matrix with d i in the ith diagonal slot. By the preceding paragraph, A is unitarily equivalent to D.
Example 3.4. Let us re-examine an example from [5] . Let X = S 1 , and let A be the normal matrix
which is multiplicity free but does not globally split (i.e., it does not factor over C(X)). Therefore, by [5] , A cannot be diagonalized. What about the unitary equivalence classes of A? As S 1 can be treated as a cell complex with no cells of dimension greater than 1, we see that H 2 (S 1 ; Π A,B ) = 0 for any normal matrix B with the same characteristic polynomial µ. Therefore A and B are unitarily equivalent if B is any such matrix. In other words, there is only one unitary equivalence class of matrices with characteristic polynomial µ(z, λ) = λ 2 − z.
Naturality and the extension to non-CW spaces
In this section, we show that the obstructions [θ(A, B)] of Theorem 3.2 are natural with respect to maps in an appropriate sense. We will begin by considering cellular maps of CW complexes, but the techniques will allow us to generalize both Theorem 3.2 and our naturality statements to certain non-CW spaces. For convenience, we will often assume that spaces carrying matrices are pointed (i.e. that they come equipped with basepoints) and that maps and homotopies preserve the basepoints. In these instances, the spaces B n and E n are not assumed to have basepoints, and Φ A,B is never a pointed map. First, we recall some background material.
Some more homotopy theory
Let us briefly recall from [12, Section VI.2] the appropriate categorical framework for maps of cohomology with local coefficients. In [12] , Whitehead defines a category L * whose objects are triples (X, A; G) with (X, A) being a space pair (in the category of compactly generated spaces, which includes all locally compact Hausdorff spaces [12 H is the system of local coefficients whose fiber group is H and whose monodromy is determined by the composition π 1 (X)
In this setting, we obtain cohomology maps φ * : H * (Y, B; H) −→ H * (X, A; G). In our situation, given a map f : (X, A) −→ (Y, B) and a system of local coefficients H over Y , we will always take G = f * H, so our φ 2 will always be the identity and we simply write f * : H * (Y, B; H) −→ H * (X, A; f * H). We should also say a few words about homotopies. For basepoint preserving homotopies from X to Y , it is useful to replace the usual X × I by the "reduced prism" X ∧ I + , which is homeomorphic to X ×I/{x 0 }×I. This space has a natural basepoint -the image of {x 0 }×I in the quotient -and so serves as a good domain for basepoint-preserving homotopies. See [12, Section III.2]. We will denote the basepoint [x 0 ]. If X is a CW complex then so is X ∧I + by [12, Example II.1.5]. Whitehead considers the action of homotopic maps on cohomology groups in [12, Section VI.2] using the standard prism X ×I, but the arguments easily adapt to the reduced prism. Given a system of local coefficients G on X, the prism X ∧ I + is given the system p * G, where p : 
, rather than work with something of the form p * G, we would prefer to work with h * H on X ∧ I + , which restricts to f * H and g * H on X × {0} and X × {1}. However, it is not difficult to observe that f * H ∼ = g * H and that h * H ∼ = p * f * H ∼ = p * g * H; this frees us to utilize h * H without violating Whitehead's framework. For this, it is useful to turn to the viewpoint of bundles of groups as groups with π 1 actions: We first observe that the two compositions
because f and g are basepoint preserving homotopic maps. Similarly, the compositions
are all identical because f p ∼ h ∼ gp. So, in this case, it makes sense to say that f
The equality is really an abuse of notation; we should replace it with a canonical isomorphism. However, in what follows we will repeat this abuse rather than overburden the notation.
Back to matrices
We can now return to our study of obstructions to unitary equivalence of matrices. Definition 4.1. Suppose f : Y −→ X is a map of spaces and that A ∈ M n (C(X)). We define the pullback of A, denoted f * A, to be the matrix in
Notice that if A in M n (C(X)) is normal and multiplicity free, then so is f * A, as these are pointwise determined properties. Similarly, if A and B in M n (C(X)) have the same characteristic polynomial, then so do f * A and f * B, and if U ∈ M n (C(X)) is unitary, so is f * U.
Proposition 4.2. Let f : Y −→ X be a cellular map of CW complexes, and let A, B ∈ M n (C(X)) be multiplicity-free normal matrices with the same characteristic polynomial.
Proof. We first notice that Φ f * A,f * B : Y −→ E n is equal to the composition Y is any CW pair and that A, B ∈ M n (C(X)) are multiplicity-free normal matrices. If the restrictions of A and B to Z are not unitarily equivalent, then certainly A and B cannot be unitarily equivalent over all of X. However, the proposition shows that in some cases there will be a surprising converse to this. In particular, let i : Z −→ X be the inclusion and suppose that the restriction i * :
Here's a concrete example: Consider S 1 × S 2 , and let i :
is an isomorphism. So if two multiplicity free normal matrices with the same characteristic polynomial and no monodromy of roots are not unitarily equivalent over S 1 × S 2 , it follows that their restrictions to S 2 cannot be unitarily equivalent. In fact, clearly, none of the restrictions to any {x} × S 2 can be unitarily equivalent, as any such inclusion can be made cellular. This leads also to the interesting conclusion that if A and B are two multiplicity free normal matrices with the same characteristic polynomial over S 2 , then any extensions of A and B over S 1 × S 2 must be unitarily equivalent.
Next, we need a corollary to Proposition 4.2 that will serve as a useful lemma later in this section.
Corollary 4.4. Let (X, x 0 ) be a pointed CW complex, let (Z, z 0 ) be an arbitrary pointed space, and let f, g : (X, x 0 ) −→ (Z, z 0 ) be homotopic maps. Suppose A and B in M n (C(Z)) are normal and multiplicity free with a common characteristic polynomial. Then we have
Proof. Let h : X ∧ I + −→ Z be the (basepoint-preserving) homotopy from f to g, and, for s = 0, 1, let i s : X −→ X × {s} be the inclusions. Then hi 0 = f and hi 1 = g, and i 0 , i 1 are cellular maps. By Theorem 3.2, the class
is a well-defined obstruction to h * A and h * B being unitarily equivalent. By Proposition 4.2 and the definitions,
and
But i 0 and i 1 are obviously (basepoint-preserving) homotopic maps, so i *
The corollary follows.
Using the preceding results, we can now define an obstruction to the unitary equivalence of two normal multiplicity-free matrices on any space Z that is homotopy equivalent to a CW complex: Suppose (Z, z 0 ) is a pointed locally compact Hausdorff space, and suppose (X, x 0 ) is a CW pair that is (basepoint-preserving) homotopy equivalent to (Z, z 0 ). Let f : (Z, z 0 ) −→ (X, x 0 ) and g : (X, x 0 ) −→ (Z, z 0 ) be homotopy inverses to one another. Suppose that A and B in M n (C(Z)) are normal and multiplicity free. Then we have the
, where ρ is the map π 1 (Z, z 0 ) −→ Aut(Z n ) obtained by composing the induced map (Φ A,B ) * : π 1 (Z, z 0 ) −→ π 1 (B) and the representation π 1 (B n ) −→ Aut(Z n ) determined by the bundle E n −→ B n .
Remark 4.6. Note that if Z is itself a CW complex, then this definition agrees with our previous usage by taking both f and g to be the identity map Z −→ Z. Proposition 4.7. Suppose (Z, z 0 ) is a locally compact Hausdorff space that is (basepointpreserving) homotopy equivalent to a CW pair (X, x 0 ). Let A, B ∈ M n (C(Z)) be normal and multiplicity free. The class [θ(A, B)] is independent of the choice of homotopy equivalence used to define it, and it vanishes if and only if A and B are unitarily equivalent.
Proof. Suppose that ( X,x 0 ) is another CW pair that is (basepoint-preserving) homotopy equivalent to (Z, z 0 ) by homotopy inversesf : (Z, z 0 ) −→ ( X,x 0 ) andĝ : ( X,x 0 ) −→ (Z, z 0 ). Let k be a cellular approximation tof g by a basepoint-preserving homotopy; see [6, Theorem 4.8]). Thenĝk ∼ĝf g ∼ g in the following diagram:
Now, we can perform the following computation: This shows that our definition of [θ(A, B)] on Z is independent of choices. For the second claim, first suppose that A and B are unitarily equivalent. Then B = UAU * , and g
But f g is homotopic to the identity, so [θ(g * A, g * B)] = 0, which implies by Theorem 3.2 that g * A and g * B are unitarily equivalent. Pulling back by f a unitary matrix that realizes the unitary equivalence of g * A and g * B, as in the argument of the preceding paragraph, shows that f * g * A and f * g * B are unitarily equivalent. By Proposition 3.1, this means that Φ f * g * A,f * g * B : Z −→ B n lifts to E n . Unraveling the definitions, we see that Φ f * g * A,f * g * B = g • f • Φ A,B , which is homotopic to Φ A,B . As g • f • Φ A,B has a lift to E n , so does Φ A,B , by the homotopy lifting extension property of fibrations. Therefore, again by Proposition 3.1, the matrices A and B are unitarily equivalent.
Lastly, now that we have defined an obstruction for non-CW spaces, we can show that it is also natural. Proof. Suppose we have maps f : (Z, z 0 ) −→ (X, x 0 ) andf : ( Z,ẑ 0 ) −→ ( X,x 0 ) that are (basepoint-preserving) homotopy equivalences to CW pairs with inverses g : (X, x 0 ) −→ (Z, z 0 ) andĝ : ( X,x 0 ) −→ ( Z,ẑ 0 ). Consider the following diagram, in which k is a cellular approximation tof hg. We haveĝk ∼ĝf hg ∼ hg and kf ∼f hgf ∼f h. 
Monodromy
So far, our invariants [θ(A, B)] have lived in the groups H 2 (X; Π A,B ), where Π A,B is a bundle of groups over X having fiber Z n . In this section, we will show that, up to isomorphism, our Z n bundles depend only on the common characteristic polynomial of A and B and not on the matrices themselves. For this, it will be convenient in this section to return to thinking of a bundle of groups as a group over the basepoint x 0 of X together with a π 1 (X, x 0 ) action. In our case, this corresponds to a representation ρ : π 1 (X, x 0 ) −→ Z n . Let x 0 ∈ X be a fixed basepoint, let A ∈ M n (C(X)) be normal and multiplicity-free, and let Λ = {λ 1 , . . . , λ n } be the eigenvalues of A(x 0 ), listed in some arbitrary order. If γ is a loop in X based at x 0 , then γ induces a permutation of Λ that depends only on the class of γ in π 1 (X) = π 1 (X, x 0 ). Details can be found in [4] . The basic idea is that if we choose an eigenvalue λ of A(x 0 ) and then follow the continuously varying eigenvalue as we move around the loop γ, then, when we return to x 0 , we may arrive back at a different eigenvalue. Altogether, this yields a monodromy assignment from the homotopy class [γ] to S Λ , the permutation group on Λ. In fact, following all the eigenvalues as we move around the loop leads to a 1-parameter family of configurations of n distinct points in C, and so one obtains a representation π 1 (X) −→ B n , where B n is the braid group on n strands. Our monodromy action on Λ then corresponds to the map B n −→ S Λ determined by how the braid permutes the endpoints. Similarly, as we move along γ we also obtain a 1-parameter family of collections of n linearly independent eigenspaces which will be mutually orthogonal if A is normal. Corresponding to the monodromy permutation of eigenvalues is the corresponding permutation of eigenspaces (interpreted as a bijection of sets whose elements are subspaces of C n , not in terms of specific linear maps). Similarly, we have permutations of spectral projections.
Proposition 5.1. Let µ be the common characteristic polynomial of normal multiplicity-free matrices A and B in M n (C(X)), let m µ : π 1 (X, x 0 ) −→ S Λ be the representation determined by the monodromy of the zeros of µ around loops, and, for α ∈ S Λ , let Σ α denote the corresponding permutation matrix. Then the representation ρ : π 1 (X) −→ Aut(Z n ) corresponding to the bundle of groups Π A,B takes [γ] to Σ mµ([γ]) . In particular, ρ depends only on the polynomial µ.
Proof. Choose a basepoint x 0 in X, and let γ be a loop in X based at x 0 . By definition, the representation ρ([γ]) is determined by the action of the loop Φ A,B •γ on π 1 (F 0 ), where π 1 (F 0 ) is the fundamental group of the fiber F 0 of E n over Φ A,B (x 0 ). From Proposition 2.3, we know that F 0 can be viewed as P ∈P(0) S 1 , where P(0) is the collection of spectral projections of A(x 0 ), and hence π 1 (F 0 ) ∼ = P ∈P(0) π 1 (S 1 ) ∼ = Z n . More precisely, let 5 (P(0), Q(0), σ 0 ), U(0) be an arbitrary point in the fiber F 0 , and let P 1 (0), P 2 (0), . . . , P n (0) be the elements of P(0) written in the order determined by the ordering of the eigenvalues in Λ. By Proposition 2.3, every element of F 0 has a unique form
as each parameter z j runs over S 1 . Collectively, this gives the homeomorphism T n ∼ = F 0 . Consequently, via this identification, we can describe the ith generator [
for z ∈ S 1 with its standard orientation. Now, as recalled in our review of cohomology with local coefficients in Section 3, the action of π 1 (X) on [ℓ i ] will be represented by any loop "at the other end" of a lift of S 1 × I over Φ A,B • γ that extends ℓ i . We will construct such a lift explicitly. First, we parameterize the loop Φ A,B • γ by t ∈ I. Note that the spectral projections of A(γ(t)) vary continuously with t and are distinct at every point, so, given our choice of ordering P(0) = {P j (0)}, the path γ determines paths of spectral projections {P j (t)} that agree with our {P j (0)} at t = 0 (explaining our earlier choice of notation). Because γ is a loop, we have that P(1) = P(0), but in general P j (1) is not necessarily equal to P j (0). In fact, if λ j is the eigenvalue of A(γ(0)) = A(x 0 ) corresponding to the projection P j (0), then P j (1) is precisely the projection corresponding to eigenvalue m µ (γ)(λ j ); moving along γ permutes the spectral projections exactly as it permutes the corresponding eigenvalues.
Next, let η be a lift of Φ A,B • γ to E n such that η(0) = (P 0 , Q 0 , σ 0 ), U(0) . We can write η(t) = (P 0 (t), Q 0 (t), σ t ), U(t) , with each P j (t) ∈ P(t). Now parameterize S 1 × I by coordinates (z, t), and define
Proposition 2.3 guarantees that this is a lift of Φ A,B • γ, and we have clear agreement with ℓ i at t = 0. At t = 1, we have the loop
which is evidently the generator of π 1 (F 0 ) corresponding to the spectral projection associated to the eigenvalue m µ (γ)(λ i ).
Therefore, we see that the action of γ on the generators of π 1 (F ) ∼ = Z n is precisely as claimed.
Corollary 5.2. Suppose the only homomorphism from π 1 (X) to B n is the trivial one. Then θ(A, B) is in H 2 (X; Z n ).
Proof. By [4, Theorem 1.4], if the only homomorphism π 1 (X) −→ B n is trivial, then any polynomial with coefficients in C(X) and leading coefficient 1 splits as
); in particular, by Proposition 5.1, the monodromy of roots is trivial. Thus ρ is trivial, and the claim follows.
Corollary 5.3. Suppose the only homomorphism from π 1 (X) to B n is the trivial one, and also suppose that H 2 (X; Z) = 0. Then any two multiplicity-free normal matrices A and B in M n (C(X)) with the same characteristic polynomial are unitarily equivalent.
Proof. The preceding corollary implies that θ(A, B) is in
n . Now apply Theorem 3.2.
Obstruction relations
In this section, we will consider how the invariants [θ(A, B)] are related to each other as the matrices A and B vary. In previous sections our main consideration was whether or not [θ(A, B)] = 0. Now we will be more concerned with particular elements of cohomology groups, and, in order for us to be precise, it will be necessary for us to look under the hood a bit more and pin down better descriptions of our cohomology groups and obstruction elements.
Review of the obstruction cochain
First, let us describe in more detail the definition of the obstruction cochain θ 2 (Φ 1 A,B ) as used in the proof of Theorem 3.2. More generally, recall ([12, Section VI.5]) that if f : X −→ B is a map from a CW complex X to a space B, if p : E −→ B is a fibration, and if f k : X k −→ E is a lift of the restriction of f to the k-skeleton X k , then we have defined an obstruction cochain θ k+1 (f k ). This cellular cochain is defined as follows: First, we may as well assume X is connected, or we can work on each component separately. Because X is connected, we can assume that X has a single 0-cell to serve as a basepoint and that every cell attachment map is a basepoint-preserving map. Let e k+1 be a cell of X, with characteristic map h : (∆ k+1 , ∂∆ k+1 ) −→ (X k+1 , X k ). The composition off k with the restriction of h to ∂∆ k+1 gives a lift map ∂∆ k+1 −→ E or, equivalently, to the pullback of E over ∆ k+1 . As ∆ is contractible, the pullback of E over ∆ is a trivial fibration (up to a homotopy equivalence that we can assume fixes the fiber over the basepoint) and so is homotopy equivalent to the fiber F 0 of E over the basepoint. So our lift of ∂∆ k+1 to the pullback of E over ∆ k+1 defines an element of [S k , F 0 ], the set of homotopy classes of maps of k-spheres to F 0 . Given the assumption that F 0 is k-simple, we can identify [S k , F 0 ] with π k (F 0 ) without concern about basepoints. This assignment from cells of X to elements of
, where π k (F ) denotes the local system of coefficients on X with fiber π k (F 0 ) determined by the bundle f * E. As noted in Section 3, the results of [12 . It is useful to observe that finding a lift of f : X −→ B to E is equivalent to finding a section of the induced bundle f * E over X (see [12, Section VI.5]), and, in fact, the definition of θ k+1 (f k ) remains identical viewing the problem in this light.
Basing the coefficient systems
Let us return now to our obstructions [θ(A, B)] in H 2 (X; Π A,B ), where A, B ∈ M n (C(X)) are normal multiplicity-free matrices with a common characteristic polynomial µ. Here Π A,B is the bundle of groups over X with fibers π 1 (F x ), where F x ∼ = T n is the fiber of Φ * A,B E n over x ∈ X. By the results of Section 5, we know that the bundle structure of Π A,B depends only on the common characteristic polynomial of A and B. In particular, Proposition 5.1 says that if we choose an ordering Λ of the common eigenvalues of A and B over the basepoint x 0 ∈ X, then, up to isomorphism, Π A,B is the bundle corresponding to the representation ρ : The nice thing about Z n ρ is that it does not refer to A and B at all, except through their common characteristic polynomial, and so it provides a neutral coefficient system in which to compare elements of H 2 (X; Π A,B ) for various A and B. However, in order to do this, we need to be explicit about our isomorphisms Z n ρ ∼ = Π A,B . Already this is a bit of notational abuse, as Z n ρ and Π A,B live in different categories: Z n ρ is a group with a π 1 (X, x 0 ) representation and Π A,B is a bundle of groups. To remedy this, [12, Theorem VI.1.12] tells us how to construct a specific bundle of groups corresponding to Z n ρ with fiber Z n identically over the basepoint, and we can abuse notation by allowing Z n ρ also to stand for this bundle. As we already know that Z n ρ and Π A,B are isomorphic (discrete) bundles, it suffices to specify an isomorphism between them over x 0 in order to determine an isomorphism completely. We will refer to this as "basing" Π A,B because we can think of such an isomorphism as determining a basis of π 1 (F 0 ) by imposing the image of the standard basis of Z n . This is analogous to orienting a manifold M n via an isomorphism from the constant bundle with Z coefficients (and an arbitrary fixed generator of Z) to the orientation bundle with fibers H n (M, M − {x}). As in that setting, the exact basing, which is determined completely by our ordering of the eigenvalues over x 0 , will not necessarily be so important as the establishment of a single reference frame by which to compare objects.
If x 0 is the basepoint of X, then the fiber of Π A,B over x 0 has the form π 1 (F 0 ), where
and U ranging over the set of unitary matrices taking the eigenspaces of A to the corresponding eigenspaces of B. We choose the standard basis {b i } n i=1 for Z n , and we suppose that we have chosen an ordering Λ = {λ 1 , . . . , λ n } of the roots of µ(x 0 ). This determines corresponding orderings of the spectral projections of A(x 0 ) and B(x 0 ). Now, we can define an isomorphism o A,B : 
The transposition relation
We will now utilize our bundle isomorphisms o A,B to study the relationship between [θ(A, B)] and [θ(B, A)].
Observe that the space E n possesses an involutionν : E n −→ E n given bỹ
The mapν is not a bundle map; it does not preserve fibers of B n . However, it covers the involution ν of B n given by ν(P, Q, σ) = (Q, P, σ −1 ), so we have a commutative diagram 
as its unitary coordinate; see the proof of Proposition 5.1 and note that we are free to simplify notation a bit here because we will not be lifting a cylinder as we did in that proof. Here, we have {P i } = P 0 , though with our chosen ordering.
From the definition, the mapν takes the loop ℓ i in F 0 to a loopνℓ i in F ′ 0 that has νℓ i (z) = (ℓ i (z)) −1 in its unitary coordinate. We claim that
To see this, we consider the products σ
Furthermore, as U 0 takes the range of P k to the range of Q k by definition of E n , we actually have Q j U 0 P k = U 0 P k . So
Therefore, multiplying ℓ i (z) by our claimed inverse, distributing, and removing terms that equal zero, we obtain the expression j P j ; this is the identity because the P j are n mutually orthogonal projections whose ranges span C n . Now, suppose o B,A (b i ) = [ℓ 
But this is the negative of the class of the loopνℓ i (z), proving the lemma. 
The additivity relation
Suppose that A, B, C ∈ M n (C(X)) are normal and multiplicity free with a common characteristic polynomial. We study the relationship between the obstructions [θ(A, B)], [θ(B, C)], and [θ(A, C)].
For this, we first construct a bundle morphism
Over a point x ∈ X, the fiber Φ * A,B E n consists of elements of the form (P, Q, σ), U , where (P, Q, σ) = Φ A,B (x). Similarly, the fiber of Φ * B,C E n at x consist of elements of the form (Q, R, τ ), V . Then we define m A,B,C over x by
This is well defined because if Φ A,B (x) = (P, Q, σ) and Φ B,C (x) = (Q, R, τ ), then Φ A,C (x) must be (P, R, τ σ), as we see by considering the eigenspaces of A(x), B(x), and C(x). Furthermore, if U takes the eigenspaces of A(x) to the corresponding eigenspaces of B(x) and if V takes the eigenspaces of B(x) to the corresponding eigenspaces of C(x), then V U must take the eigenspaces of A(x) to the corresponding eigenspaces of C(x). As x ranges over X, the maps m A,B,C,x induces a map of coefficient systems m A,B,C# : Π A,B ⊕ Π B,C −→ Π A,C . Lemma 6.4. We have a commutative diagram 
, as these are orthogonal projections; in this case, the entire product is 0. If i = k, then we have
Multiplying and distributing, we see that if j = k, then
Comparing with the standard representations of generators of π 1 (T n ), these computations demonstrate the commutativity of the diagram.
Remark 6.5. It follows that the induced map m A,B,C * :
can be thought of as simple addition in the coefficients, after using our basings to re-identity this product as a map
Proof. We can represent [θ(A, B)] by θ 2 (f 1 ), wheref 1 is a section of Φ * A,B E n over X 1 , and similarly, we can represent [θ(B, C)] by θ 2 (g 1 ), whereg 1 is a section of Φ * B,C E n over X 1 . As m A,B,C is a bundle map, the composition
On the other hand, by definition, we know that the cochain θ 2 (h 1 ) acts on a 2-cell e 2 of X as follows: the bundle Φ * A,C E n pulls back to a fiber homotopically trivial 
). In this last expression,
) is the value under the induced map m A,B,C,x 0 * :
). Up to homotopy, this is simply the product (via m A,B,C ) of the sections over ∂∆ 2 of the pullbacks of Φ * A,B E n and Φ * B,C E n . But this is precisely the section determined byh θ(B, A) ]." So two matrices A and C are unitarily equivalent if and only if they fail to be unitarily equivalent to a third matrix B via "the same" obstruction. In this sense, we see that it makes sense to think of our obstructions [θ(A, B)] as being defined on equivalence classes of matrices and not just on individual matrices. Formalizing these observations leads to the following proposition and its corollary.
Proposition 6.8. Let X be a CW complex and µ = µ(x, λ) a multiplicity free polynomial over C(X). Let A 0 ∈ M n (C(X)) be any normal matrix with characteristic polynomial µ. Let O A 0 denote the set {o
as B runs over all normal matrices in M n (C(X)) with characteristic polynomial µ. Then there is a bijection between O A 0 and the set of unitary equivalence classes of normal matrices over X with characteristic polynomial µ.
Proof. By Lemmas 6.6 and 6.4, 
The lemma follows.
The lemma immediately implies the following remarkable corollary: Corollary 6.9. Given a connected CW complex X and a multiplicity-free polynomial µ = µ(x, λ), the number of unitary equivalence classes of normal matrices with characteristic polynomial µ is less than or equal to the cardinality of H 2 (X; Z n ρ ), where ρ is the representation determined by µ. In particular, if H 2 (X; Z n ρ ) is finite, there are a finite number of such equivalence classes, and if X contains a countable number of cells, there are a countable number of such equivalence classes 6 .
Example 6.10. It is possible for the inequality implied by the preceding corollary to be strict. For example, if n = 1, then a multiplicity free normal matrix in M 1 (C(X)) is just a function f : X −→ C, and, regardless of H 2 (X; Z ρ ), the unitary equivalence class of such a matrix consists of just one element, because z * f (x)z = f (x) for any function z : X −→ U 1 = S 1 . In fact, in this example, µ(x) = λ − f (x), so when n = 1 there is a bijection between elements of M 1 (C(X)) and characteristic polynomials of such matrices.
Of course, when H 2 (X; Z n ρ ) = 0, for example if X is a point, then equality is realized in the corollary. We will see below that there are less trivial examples for which the inequality is strict.
If B is any other normal matrix in M 2 (C(CP 1 )) with characteristic polynomial λ 2 − λ, then B will similarly be a projection matrix onto a line subbundle of the trivial C 2 bundle. Furthermore, as the polynomial globally splits, we know that any Π A,B is isomorphic to the trivial Z n bundle over CP 1 . In the discussion that follows, we will tacitly assume that we have utilized our basing procedure from Section 6 to identify all possible H 2 (X; Π A,B ) with H 2 (X; Z 2 ). In this case, the maps m A,B,C * become simple addition in H 2 (X; Z 2 ). We can assume we have ordered the eigenvalues such that λ 1 = 1 and λ 2 = 0.
To pick a more convenient matrix for comparison than the matrix A above, let
which also has characteristic polynomial λ(λ − 1). The matrix D projects the trivial C 2 bundle over CP 1 to a trivial C bundle over CP 1 that is also the λ = 1 eigenspace of D. The kernel of the projection, corresponding to the λ = 0 eigenspace bundle, is another trivial C bundle. Denote the trivial C n bundle by ǫ n . Now let B be an arbitrary matrix with characteristic polynomial λ(λ − 1) and let E 0 and E 1 be the two eigenspace line bundles associated to B with eigenvalues 0 and 1, respectively. By Proposition 7.1, we see that
Next, let us show that any element α⊕−α ∈ H 
, the class k is the Chern class of the line bundle L k , which is a subbundle of ǫ 2 . Let P k be the matrix representing the projection operator from ǫ 2 to L k . Over each point, the projection has one eigenvalue equal to 1 and one equal to 0, so P k has characteristic polynomial λ 2 − λ. All projections are normal operators, and the two eigenspace bundles of
. It now follows from these computations and from Proposition 6.8 that there are a countably infinite number of unitary equivalence classes of normal matrices on CP 1 with characteristic polynomial λ(λ − 1), indexed by the isomorphism classes of complex line bundles on CP 1 or, equivalently, their Chern classes. be the associated map taking y ∈ CP 1 to the complex line orthogonal to the complex line represented by y. Then γ ⊥ = ν * γ 1 . As γ 1 ⊕ γ ⊥ = ǫ 2 , the trivial complex plane bundle,
. By the naturality of Chern classes, we see that ν : CP 1 → CP 1 must have degree −1. Furthermore, ν must be a homeomorphism because every linear subspace of C 2 has a unique orthogonal subspace. Let X be the quotient space of I × CP 1 by the identification (1, y) ∼ (0, ν(y)). Notice that X has the structure of a CP 1 bundle over S 1 . Let p : X → S 1 be the projection. From the long exact sequence of the fibration, we must have π 1 (X) ∼ = π 1 (S 1 ) ∼ = Z. We can similarly construct X × C 2 as the quotient space of I × CP 1 × C 2 by the identification (1, y, t) ∼ (0, ν(y), t). Thinking of E = X × C 2 as the trivial C 2 bundle over X, we can identify within E a "twisted double bundle" that assigns two linear subspaces of C 2 to each point in X but such that a trip around a generating loop of π 1 (X) keeping track of these lines results in interchanging the two subspaces. In fact, to the image of each point (z, y) ∈ I ×CP 1 , we assign the complex line represented by y and the orthogonal subspace to the line represented by y. While this is clearly well defined on I × CP 1 , it is also well defined on X by our construction, as the quotient identifies two points corresponding to orthogonal lines.
Choose a base point z 0 ∈ S 1 . Over p −1 (z 0 ) ∼ = CP 1 , our "double bundle" reduces to copies of γ 1 and γ ⊥ . Let us assign to one of these bundles one square root of z 0 (identifying S 1 with the standard unit circle in C) and to the other bundle the other square root of z 0 . We can continuously extend these assignments, assigning the two square roots of z to the two orthogonal bundles on p −1 (z) for each z ∈ S 1 . Of course each time we loop around the full circle, the two square roots are interchanged, but, by construction, so are the bundles! Therefore, we achieve a well-defined continuous global assignment ± √ z to the bundles over p −1 (z). Now, at each point x ∈ X, there is a unique matrix B(x) ∈ M 2 (C) whose eigenspaces correspond to the complex lines in C 2 given by restricting our double bundle to x and whose eigenvalues are the values in S 1 given by our assignment 7 . Because our eigenvalues and eigenvectors vary continuously, so will B(x), and this gives us a matrix B ∈ M 2 (C(X)). The eigenspaces of B are orthogonal at each point, so B is normal, and it is clearly multiplicity free.
Consider the matrix A = p * 0 z 1 0 in M 2 (C(X)); it follows from Example 3.4 and the fact that normality is preserved by pullbacks that A is normal. The characteristic polynomial of A is µ = λ 2 − z, which is the same as the characteristic polynomial of B. Because A is a pullback matrix, the eigenspace bundles of the restriction of A to p −1 (z 0 ) are trivial. So, if we let A z 0 and B z 0 denote the restrictions of A and B to p −1 (z 0 ), then by Proposition 7.1, we must have
This class is non-zero, so A z 0 and B z 0 are not unitarily equivalent over p −1 (z 0 ). It follows that A and B cannot be unitarily equivalent over X.
This example demonstrates that the obstruction [θ(A, B)] can be nontrivial when there is monodromy of eigenvalues. But this example has the following additional amusing element: the group H 2 (X; Z) is trivial, so any two normal matrices over X with the same characteristic polynomial with trivial monodromy are unitarily equivalent by Theorem 3.2. So here is a space where we have obstructions to unitary equivalence only when nontrivial monodromy of roots occurs.
To verify the claim that H 2 (X; Z) = 0, recall that X is a CP 1 bundle over S 1 . In the Leray-Serre spectral sequence for the cohomology of X, the only E 2 term that could contribute to H 2 (X) and that isn't evidently trivial is E 0,2 2 = H 0 (S 1 ; H 2 (CP 1 )). Here H 2 (CP 1 ) is the local coefficient system induced by the bundle structure. As H 2 (CP 1 ) ∼ = Z and because we form X by attaching {0} × CP 1 and {1} × CP 1 by a map of degree −1, this bundle is the bundle Z τ , where τ : π 1 (S 1 ) ∼ = Z → Aut(Z) takes a generator of π 1 (S 1 ) to the nontrivial automorphism of Z. But now give S 1 the standard CW structure with one 0-cell e 0 and one 1-cell e 1 . Then, in the universal cover S 1 ∼ = R, we have a natural CW structure with 0-and 1-cells e 
Further questions
Our work here raises or leaves unanswered several questions for future research:
• In Section 7, we showed that if the common characteristic polynomial of multiplicityfree normal matrices of A and B globally factors into linear factors, then we can write our obstruction [θ(A, B)] in terms of the first Chern classes of the bundles Hom(E i , F i ), where E i and F i are the respective eigenspace bundles of A and B with the same eigenvalue. This raises the question: more generally, when can we compute the obstruction [θ(A, B)] in terms of other known invariants? Similarly, are there effective computational algorithms for determining when [θ(A, B)] = 0, given A and B?
• We also saw in Section 7, particularly in Examples 7.2 and 7.3, that not every element of H 2 (X; Z n ρ ) can be realized as an obstruction class [θ(A, B)]. So, which cohomology classes can be realized as obstructions? By Proposition 6.8, an answer to this question would determine the number of unitary equivalence classes with a given multiplicityfree characteristic polynomial.
• What can be said about normal matrices that are not multiplicity free? Such matrices are nongeneric, in the sense that any such matrix can be made multiplicity free by an arbitrarily small (in your favorite reasonable sense) perturbation. As our example in the introduction suggests, non-multiplicity-free normal matrices turn out to be much more complicated than multiplicity-free ones, even if the underlying topological space is contractible. Therefore the algebraic topological methods that we employ in this paper are unlikely to shed much light on non-multiplicity-free normal matrices, and thus other techniques, perhaps involving algebraic geometry, will be needed.
