Abstract. We study the long-time behavior of solutions to a stochastically driven Navier-Stokes system describing the motion of a compressible viscous fluid driven by a temporal multiplicative white noise perturbation. The existence of stationary solutions is established in the framework of Lebesgue-Sobolev spaces pertinent to the class of weak martingale solutions. The methods are based on new global-in-time estimates and a combination of deterministic and stochastic compactness arguments. In contrast with the deterministic case, where related results were obtained only under rather restrictive constitutive assumptions for the pressure, the stochastic case is tractable in the full range of constitutive relations allowed by the available existence theory. This can be seen as a kind of regularizing effect of the noise on the global-in-time solutions.
Introduction
Stationary solutions of an evolutionary system provide an important piece of information concerning the behavior in the long run. For systems with background in classical fluid mechanics, stationary solutions typically minimize the entropy production and play the role of an attractor, at least for energetically insulated fluid flows, see e.g. [19] .
The principal question arising in the context of randomly driven systems is the existence of a (stochastic) steady state solution for the system. Earlier results in this direction concern the incompressible case: Flandoli [20] proved existence of an invariant measure by the "remote start" method in 2D case. This result has been extended in a few papers, for instance in Goldys and Maslowski [23] , [24] where existence of invariant measure by the method of embedded Markov chain theory verifying also the exponential speed of convergence to invariant measure. A different approach has been adopted by Hairer and Mattingly [27] in which case a slightly weaker convergence result (implying however the uniqueness of invariant measure) has been shown under much weaker conditions on the nondegeneracy of the noise. In the paper [6] the existence of invariant measure is proved for 2D Navier-Stokes equation on unbounded domain by a compactness method in the (weak) bw-topology.
In 3D much less is known in the case of incompressible fluid. The problems here appear already on the level of Markov property induced by the equation. Transition Markov semigroup has been constructed in the papers by Da Prato and Debussche [8] , [9] , provided the noise term is sufficiently rough in space. However, even the problem of uniqueness of transition Markov semigroup remains open. A different approach was adopted by Flandoli and Romito [22] who used the classical Stroock-Varadhan type argument to find a suitable Markov selection and construct the semigroup. The transition semigroup is shown to be be exponentially ergodic (under appropriate conditions on the noise term) by the same arguments as in [23] . However, the uniqueness of the Markov transition semigroup has not been proved so far.
In absence of the Markov property (i.e. in the situation when the concept of invariant measure as a steady state is not well defined) it is possible to work directly with stationary solutions, i.e. with solutions which are strictly stationary stochastic processes. In the pioneering paper Flandoli and Gatarek [21] existence of such stationary solution has been shown in the 3D incompressible case by means of finite-dimensional approximations.
To our best knowledge, no relevant results on large time behavior have been achieved so far for compressible stochastic fluid flows, where the situation is much more complex. To fill at least partially this gap, we examine the class of stationary solutions for a stochastically driven Navier-Stokes system: d̺ + div x (̺u) dt = 0, (1.1)
where ̺ = ̺(t, x) is the mass density and u = u(t, x) the macroscopic velocity of a compressible viscous fluids contained in a physical domain O ⊂ R 3 . Here the symbol p = p(̺) denotes the pressure, typically given by the isentropic state equation (1.4) p(̺) = a̺ γ , a > 0, and S is the viscous stress tensor determined by Newton's rheological law (1.3), with viscosity coefficients µ > 0, η ≥ 0. The stochastic driving force is represented by the stochastic differential of the form
where W = (W k ) k∈N is a cylindrical Wiener process specified in Section 2.2 below.
As pointed out above, in contrast with the frequently studied incompressible Navier-Stokes system, the problems related to the dynamics of compressible fluid flows driven by stochastic forcing are basically open. First existence results were based on a suitable transformation formula that allows to reduce the problem to a random system of PDEs: The stochastic integral does no longer appear and deterministic methods are applicable, see [34] for the 1D case, [35] for a rather special periodic 2D. Finally, the work by Feireisl, Maslowski, Novotný [16] deals with the 3D case. The first "truly" stochastic existence result for the compressible Navier-Stokes system perturbed by a general nonlinear multiplicative noise was obtained by Breit, Hofmanová [5] . The existence of the so-called finite energy weak martingale solutions in three space dimensions with periodic boundary conditions was established. Extension of this result to the zero Dirichlet boundary conditions then appeared in [33, 36] . For completeness, let us also mention [2, 3, 4] where further results appeared, namely, a singular limit, the so-called relative energy inequality and the local existence of strong solutions, respectively.
Our goal is to establish the existence of global-in-time solutions to system (1.1)-(1.3) that are stationary in the stochastic sense. To this end, we use a direct method based on the four layer approximation scheme developed in [5] inspired by [17] . More specifically, the stationary solutions are constructed at the very basic approximation level. The final result is obtained by means of a combination of deterministic and stochastic compactness methods. To be more precise, the equations are regularized by adding artificial viscosity and an artificial pressure term to the momentum equation (1.2) . Thus one is led to study the following approximate system d̺ + div x (̺u)dt = ε∆̺ dt, d(̺u) + div x (̺u ⊗ u) + a∇̺ γ + δ∇̺ Γ dt = ε∆(̺u) + div x S(∇ x u) dt + G(̺, ̺u) dW, (1.5) where Γ > max{ 9 2 , γ}. For technical reasons, explained in detail in [17] , the two limits ε → 0, δ → 0 must be distinguished and performed in this order.
To find stationary solutions for (1.5) with ε > 0 and δ > 0 fixed, two additional approximation layers are needed. Namely, a suitable Faedo-Galerkin approximation of (1.5) of dimension N ∈ N, with certain truncations of various nonlinear terms (corresponding to a parameter R ∈ N). Letting R → ∞ gives a unique solution to the Faedo-Galerkin approximation. The passage to the limit as N → ∞ yields existence of a solution to (1.5) . Except for the first passage to the limit, we always employ the stochastic compactness method. However, due to the delicate structure of (1.1)-(1.3) it is necessary to work with weak topologies and therefore we are lead to Jakubowski's generalization of the classical Skorokhod representation theorem [30, Theorem 2] . It applies to a large class of topological spaces, the so-called quasi-Polish spaces, including (but not limited to) separable Banach spaces equipped with weak topologies.
Another important ingredient of the proof is then the identification of the limit in the nonlinear terms.
To be more precise, two main difficulties arise. First, the passage to the limit in the terms that depend nonlinearly on ̺ (i.e. the pressure term and the stochastic integral) cannot be performed directly since strong convergence of the approximate densities does not follow from the compactness argument. This issue appears already in the deterministic setting and is overcome by a technique based on regularity of the effective viscous flux introduced by Lions [31] . A suitable stochastic version of this method was developed in [5] to treat (1.1)-(1.3). Note, however, that the stationary problem is rather different from the initial-value problem, where compactness of the initial density field can be incorporated by a suitable choice of the initial data. Here, in analogy with the deterministic approach developed in [15] , compactness of the denisty must be recovered from stationarity of the flow.
The second difficulty one has to face arises in the passage of the limit in the stochastic integral. Indeed, one has to deal with a sequence of stochastic integrals driven by a sequence of Wiener processes. One possibility is to pass to the limit directly and such technical convergence results appeared in several works (see [1] or [26] ), a detailed proof can be found in [12] . Another way is to show that the limit process is a martingale, identify its quadratic variation and apply an integral representation theorem for martingales, if available (see [11] ). The existence theory for (1.1)-(1.3) developed in [5] relies on neither of those and follows a rather new general and elementary method that was introduced in [7] and already generalized to different settings.
The main goal of the present paper is to show the existence of stationary solutions to (1.1)-(1.3) in the framework of weak martingale solutions introduced in [5] . Although the multi-level approximation procedure is identical with that used in [5] , the uniform estimates necessary for the existence theory are in general not suitable to study the long-time behavior of the system. They are based on the application of Gronwall's lemma and therefore grow exponentially with the final time T . Hence, the major challenge is to derive new estimates which are uniform with respect to all the approximation parameters as well as in T . This is the heart of the paper. Let us point out that the standard methods used for the incompressible system, as for instance in [21] , [22] , are not applicable in the compressible case. Indeed system (1.1)-(1.3) is of mixed hyperbolic-parabolic type and the dissipation term does not contain the density. Consequently, the forcing terms on the right-hand side of the energy balance cannot be absorbed in the dissipative term appearing on the left-hand side in an obvious straightforward manner.
Furthermore, it does not seem to be possible to find universal estimates that would be uniform in all the parameters R, N, ε, δ as well as in T . Instead, during each approximation step we develop new estimates which are then used for the particular passage to the limit at hand. More precisely, at the starting level, that is for fixed parameters R, N ∈ N, ε, δ > 0, we show existence, uniqueness and continuous dependence on the initial condition. Thus, the resulting system is Markovian and the transition semigroup is Feller. Consequently, the existence of invariant measures can be shown with the help of the standard Krylov-Bogoliubov method in the infinite-dimensional setting. This generates a family of approximate stationary solutions. Note that we loose uniqueness already after the first passage to the limit (in R). Hence the usual Krylov-Bogoliubov approach cannot be employed anymore, and even the concept of invariant measure becomes ambiguous. To overcome this problem we construct stationary solutions on the next level as limits of the corresponding approximate stationary solutions from the previous level.
At each approximation step, there are essentially three necessary estimates: for the energy, the velocity and the pressure. At the deepest level, we are able to obtain the first two estimates uniformly in R, N but the third one depends on all the parameters R, N, ε, δ and is therefore not suitable for any limit procedure. The key observation is that these estimates may be significantly improved if we take stationarity into account. Therefore, working directly with stationary solutions given by the KrylovBogoliubov method, we derive an estimate for the energy as well as the velocity which is uniform in all the approximation parameters. The estimate for the pressure is more delicate and has to be reproved at each level by applying a suitable test function to (1.1)-(1.3). The proof is then concluded by performing the limit for vanishing approximation parameters based on a combination of deterministic and probabilistic tools, similarly to [5] .
It is remarkable that our result holds for the same range of the adiabatic exponent γ > 3 2 as in the nowadays available existence theory. Note that the relevant deterministic problem, namely the existence of bounded absorbing sets and attractors require a rather inconvenient technical restriction γ > 5 3 , see [15] , [18] . Indeed, consider the iconic example of the driving force ̺f (x)dW in (1.2). If we replace it by the deterministic forcing ̺f (x)dt, then, to the best of our knowledge, it is not known if the global-in-time weak solutions remain uniformly bounded for t → ∞ for γ in the physically relevant range 1 ≤ γ ≤ 5/3. On the other hand, the stochastic forcing ̺f (x)dW gives rise to stationary solutions for any γ > 3/2 as shown in Theorem 2.11. The reason is the cancelations of certain terms in the energy balance due to stochastic averaging. We therefore observe a kind of regularizing effect due to the presence of noise. Note, however, that the growth conditions imposed on the diffusion coefficients G(̺, ̺u) appearing in the driving term are more restrictive than in [5] .
The rest of the paper is devoted to the proof of existence of a stationary solution to the compressible Navier-Stokes system as stated in Theorem 2.11 below. The precise setting is given in Section 2. In Section 3, we introduce the basic finite-dimensional approximation and construct a family of approximate solutions adapting the standard Krylov-Bogoliubov method. In Section 4, we develop global-in-time estimates for stationary solutions and pass to the limit R → ∞ and N → ∞. Section 5 is devoted to the vanishing viscosity limit, i.e. ε → 0. Finally, in Section 6, we perform the limit for vanishing artificial pressure, i.e. δ → 0, obtaining the desired stationary solution, the existence of which is claimed in Theorem 2.11.
Mathematical framework
2.1. Boundary conditions. Although the boundary conditions in the real world applications may be quite complicated and of substantial influence on the fluid motion, our goal is to focus on the effect of stochastic perturbations imposed through stochastic volume forces. Accordingly, we consider the periodic boundary conditions, where the physical domain may be identified with the flat torus
On the other hand, however, our method leans essentially on the dissipative effect of viscosity represented by S in (1.2). In particular, it is convenient to keep a kind of Korn-Poincaré inequality in force.
Following the idea of Ebin [14] , we consider the physically relevant complete slip conditions
imposed on the boundary of the cube
The crucial observation is that the constraint (2.1) is automatically satisfied by periodic functions ̺, u defined on torus T 3 and belonging to the symmetry class
cf. [14] . In such a way, we may eliminate the problems connected with the presence of physical boundary by considering periodic functions defined on T 3 and belonging, in addition, to the symmetry class (2.2). Note that for u in the class (2.2), we have Korn-Poincaré inequality (2.3)
In addition, we prescribe the total mass (2.4)
where M 0 > 0 is a deterministic constant.
The assumption that M 0 is deterministic is taken for simplicity, in order to avoid unnecessary technicalities. A more general case of random M 0 satisfying
for some deterministic constants m, m ∈ (0, ∞) can also be considered. In that case, one would prescribe the law of M 0 such that (2.5) holds.
2.2. Stochastic setting. We consider a cylindrical (F t ) t≥0 -Wiener process defined on a stochastic basis Ω, F, (F t ) t≥0 , P , with a probability space (Ω, F, P), and a right-continuous complete filtration (F t ) t≥0 . Formally, it is given by W (t) = k≥1 e k W k (t) with (W k ) k∈N being mutually independent real-valued standard
Wiener processes relative to (F t ) t≥0 . Here (e k ) k∈N denotes a complete orthonormal system in a separable Hilbert space U (e.g. U = L 2 (T 3 ) would be a natural choice). The stochastic integral in (1.2) is understood in the following sense
where the one-dimensional summands on the right-hand side are standard Itô-type stochastic integrals. In agreement with (2.2), we suppose that the functions
Remark 2.1. The meaning of (2.6) is to keep the spatially periodic solutions in the symmetry class (2.2) as long as the initial data belong to (2.2) P-a.s.
Finally, we define the auxiliary space U 0 ⊃ U via
endowed with the norm
Note that the embedding U ֒→ U 0 is Hilbert-Schmidt. Moreover, trajectories of W are P-a.s. in C([0, T ]; U 0 ) (see [11] ). For simplicity of the presentation, we often identify G(̺, ̺u) as a HilbertSchmidt operator on U with the sequence {G k (̺, ̺u)} k∈N as an element of ℓ 2 .
2.3. Main result. We use the concept of weak martingale solution introduced in [5] . In accordance with the available a priori bounds provided by the energy estimates, a suitable state space for
where γ is the adiabatic exponent in the state equation (1.4) . Accordingly, we consider initial laws Λ defined on the Borel σ-algebra of the product space • Ω, F, (F t ) t≥0 , P is a stochastic basis with a complete right-continuous filtration;
• W is an (F t ) t≥0 -cylindrical Wiener process;
s., the function t → ̺(t), ψ is (F t )-adapted, and
< ∞ for a certain n > 1;
, where P denotes the progressively measurable σ-field associated to (F t ) t≥0 ; Remark 2.4. Note that the statement about progressive measurability of the diffusion coefficients G(̺, ̺u) is introduced for completeness, and, as a matter of fact, can be deduced from the (weak) progressive measurability of ̺ and ̺u, see [5] .
Remark 2.5. In contrast to the existence theory developed in [5] , the moments in (2.7)-(2.8) are bounded up to a certain positive order n rather then for all n > 1 as in [5] . This is because the integrability of the moments for the initial-value problem is controlled by the initial data.
Remark 2.6. Similarly to [3] , we consider the class of dissipative martingale solutions satisfying, in addition to the stipulations specified in Definition 2.2, an energy inequality. Indeed some form of energy balance will be used at every step of the construction of the stationary solution. As a result, the stationary solution we obtain is also a dissipative martingale solution in the sense of [3] . In addition, as in [5] , the equation of continuity (1.1) is satisfied in the renormalized sense
This is an essential tool to pass to the limit in the nonlinear pressure.
Due to the specific structure of the Navier-Stokes system (1.1)-(1.3), a concept of stationarity must chosen accordingly. We recall the standard definition of stationarity for continuous processes ranging in the Sobolev space W k,p .
However, we observe that according to Definition 2.2, the velocity u is not a stochastic process in the classical sense. Indeed, its trajectories belong to L 2 (0, T ; W 1,2 (T 3 ; R 3 )), i.e. are only defined almost everywhere in time. Therefore, even though the above definition of stationarity can be used for [̺, ̺u], it is not suitable to describe stationarity of u. To overcome this flaw, we consider solutions as random variables ranging in the space
)-valued random variable. Let S τ be the time shift on the space of trajectories given by
Note that as Lemma A.1 shows, it is actually sufficient to consider Definition 2.8 for q = 1. As a matter of fact, the two concepts of stationarity introduced in Definition 2.7 and Definition 2.8 are equivalent as soon as the stochastic process in question is continuous in time; or alternatively, if it is weakly continuous and satisfies a suitable uniform bound. Proofs of these statements are provided in Lemma A.2 and Corollary A.3 below. Furthermore, it can be shown that both notions of stationarity are stable under weak convergence, see Lemma A.4 and Lemma A.5.
Motivated by Definition 2.8, we adapt the concept of stationarity introduced in the context of incompressible viscous fluids by Romito [32] , cf. also the approach proposed by Itô and Nisio [29] .
is independent of τ ≥ 0. 
) in the sense of Definition 2.7; whereas for u we only have stationarity on
The following theorem is the main result of the present paper. For notational simplicity, we restrict ourselves to the most difficult and physically relevant case of three space dimensions. However, our result extends to the two-and mono-dimensional case as well, even under the weaker assumption γ > 1 and γ ≥ 1, respectively.
. Suppose that the diffusion coefficients G k belong to the symmetry class (2.6) and there exist functions
(2.10)
Note that if for instance G k (x, ρ, 0) = 0 for all x ∈ T 3 , ρ ∈ [0, ∞) and k ∈ N, then (1.1)-(1.3) admits a trivial stationary solution, namely, u ≡ 0 and ̺ ≡ const. Nevertheless, Theorem 2.11 applies to more general diffusion coefficients G k where such trivial solutions do not exist.
Remark 2.12. Let us briefly discuss the noise term in the equation (1.2) . Technically, W is a cylindrical Wiener process. However, note that our approach covers also the standard case of distributed (space-dependent) noise under very natural conditions. More specifically, consider the equation (1.2) written formally as
, where the noise intensity σ takes the form σ(x, ρ, q) = ρσ 1 (x, ρ, q) and
dt stands for a white in time, space-dependent noise, which is considered to be a formal derivative of an L 2 (T 3 ; R 3 )-valued Wiener process. Denote by Σ the (trace class) incremental covariance of W ; obviously there exists an orthonormal basis
where (W k ) k∈N is a sequence of independent, standard scalar Wiener processes. In such case Definition 2.2 yields a natural concept of rigorous solution to the system (1.1)-(1.3) if we set
If σ 1 is bounded, globally Lipschitz in ρ, q, uniformly in x, f k ∈ C(T 3 ; R 3 ) and f k , are bounded on T 3 , uniformly in k ∈ N, then the noise term satisfies the condition (2.10), thereby Theorem 2.11 is applicable to the present case.
The rest of the paper is devoted to the proof of Theorem 2.11.
Basic finite-dimensional approximation
In this section, we introduce the zero-level approximate system to (1.1)-(1.3) and study its long-time behavior for suitable initial data belonging to the symmetry class (2.2). More precisely, based on an energy estimate, Proposition 3.1, and bounds for the density, Lemma 3.2, we apply the KrylovBogoliubov method to deduce the existence of an invariant measure.
We point out that in accordance with hypothesis (2.6), the solutions can be constructed to be spatially periodic solutions, i.e. they belong to the symmetry class (2.2), as long as the initial data belong to the same class (2.2). We always tacitly assume this fact without specifying it explicitly in the future.
Let
be the space of trigonometric polynomials of order N , endowed with the Hilbert structure of the Lebesgue space L 2 (T 3 ; R 3 ), and let · HN denote the corresponding norm. Let
3.1. Approximate field equations. Fix R ∈ N, N ∈ N, ε > 0, δ > 0 and let Γ > max{ 9 2 , γ}. The approximate solutions ̺ = ̺ N , u = u N , u N (t) ∈ H N for any t, are constructed to satisfy the following system of equations
for any test function ϕ ∈ H N , where
Note that the basic approximate system (3.2) is not the same as the one from [5] , cf. (1.5).
To be more precise, in order to obtain global-in-time estimates we are forced to include two more "stabilizing" terms in the continuity equation and to modify the momentum equation accordingly. Nevertheless, similarly to [5, Section 3] , it can be shown that problem (3.2) admits a unique strong pathwise solution for any initial data [̺ 0 , (̺u) 0 ] satifying, for some ν > 0,
where ̺, ̺ are deterministic constants, and where the associated initial value of u is uniquely determined by
3.2. Basic energy estimates. The energy estimates established in [5, Section 3] are not well-suited for the construction of stationary solutions. Indeed, the application of Gronwall's Lemma leads to an exponentially (in time) growing right hand side. In this subsection we derive improved energy estimates which overcome this problem and hold true uniformly in t. However, it is important to note that at this stage of the proof, we are not able to obtain estimates independent of all the approximation parameters, namely, the following bounds blow up as ε → 0. The necessary uniform estimates for the passage to the limit in ε will be derived directly for stationary solutions in Section 4.
Proposition 3.1. Let (̺, u) be a solution to (3.2) starting from
Then the following bounds hold true.
Proof. Applying Itô's chain rule to (3.2) we deduce the basic energy balance
we refer the reader to [5, Proposition 3.1] for details. In view of hypothesis (2.10) and the continuity of Π N (3.1), we have
where
Remark that the function̺ = T 3 ̺ dx satisfies the (deterministic) ODE
In particular, the function̺ is bounded by a constant depending solely on the initial mass M 0 . Taking expectation in (3.7) leads to
dx . Now, we observe that both terms on the right hand side can be estimated by the weighted Young inequality and then absorbed in the second term on the left hand side. This readily implies (3.5) for n = 1 with an ε-dependent constant on the right hand side that blows up as ε → 0. In addition, keeping (3.4) in mind and applying the Korn-Poincaré inequality (2.3), we deduce the estimate for the ergodic averages (3.6).
As the next step, we apply the Itô formula to (3.7) to obtain, for n ∈ N,
By virtue of (2.10) and the continuity of Π N (3.1),
Therefore, passing to expectations, the right hand side of (3.10) may be estimated by
Now, after application of the weighted Young inequality, both these terms can be absorbed in the second term on the left hand side of (3.10), yielding a constant that blows up as ε → 0. Hence we may infer (3.5) for any solution of (3.2) starting from regular initial data (3.3).
3.3. Regularity of the density. Making use of the of the additional damping terms in the first equation in (3.2), we are able to show strong statements about the regularity of the solution depending on the parameters.
Lemma 3.2. Let u ∈ C([0, ∞); H N ). Let ̺ be a classical solution to
(a) Then we have
In particular, the constants are independent of u.
Proof. We start with equation (3.9) for the density averages that is independent of u. Since (3.9) is a first order (deterministic) ODE an easy observation showŝ
where M ε > 0 is the unique solution to the equation 2εM ε = H Mε M0 . The convergence above is uniform in the sense that for every κ > 0 there is T = T (m, ε, κ) deterministic such that |̺(t) − M ε | < κ for all t ≥ T . The next step is to show that ̺ is uniformly bounded from below as claimed in (b). Returning to the equation of continuity, we have
Seeing that
for some constant D(R, N ), we may use the comparison principle to deduce that
where ̺ solves the equation
In accordance with (3.15) we have
Since any solution to (3.16) is asymptotically stabilized towards this equilibrium, we conclude that ̺(t) > 0 for any t > 0 and
and finally (3.14) follows.
Now we are going to prove part (a). First, note that (3.15) implieŝ
We apply maximal regularity theory (see e.g. [28] ) to the equation (3.12) to obtain
where q is chosen such 1 < q < 3/2. Since L 1 (T 3 ) ֒→ W −1,q and we have (3.17)
where c depends on R and ε but is independent of T . Consequently, there is
A similar argument as above shows
with a bound independent of T . Now, we can bootstrap the argument to obtain the claim.
3.4. Approximate invariant measures. With estimates (3.5), (3.6), (3.13) at hand, we are ready to apply the method of Krylov-Bogoliubov [10, Section 3.1] to construct an invariant measure for system (3.2) with fixed parameters R, N , ε, and δ. For r > 0 we define the set
It will be the state space for solutions to (3.2). By C b (R) we denote the space of continuous bounded functions on R.
First of all, we remark that the approximate system (3.2) can be solved using the Banach fixed point theorem as in [5, Section 3] . In what follows, for an F s -measurable R-valued random variable η, we denote by U η s,t = (̺ η s,t , u η s,t ) the solution of (3.2) at time t starting at time s from the initial condition η. If s = 0 then we write simply U η t . We obtain the following result. Theorem 3.3. There is r large enough such that the following holds. Let 0 ≤ s < t be given. Let η be an F s -measurable R-valued initial condition. Then there exists
(Ω; C([s, t]; R)) which is the unique strong pathwise solution to (3.2) starting from η at time s. In addition, if η 1 , η 2 are two such initial conditions then there is β ∈ (0, 2) such that
Proof. 
Let us now define the operators P t by 
Besides, the semigroup property P t+s = P t • P s holds true.
Proof. The Feller property P t :
is an immediate consequence of (3.18) and the dominated convergence theorem.
In order to establish the Markov property (3.19), we shall prove that
By uniqueness
P-a.s.. It is therefore sufficient to show that
holds true for every F t -measurable random variable V. By approximation (one uses dominated convergence and the fact that V n → V in E implies P t ϕ(V n ) → P t ϕ(V) in R a.s.), it is enough to prove it for random variables V = k i=1 V i 1 A i where V i ∈ R are deterministic and (A i ) ⊂ F t is a collection of disjoint sets such that ∪ i A i = Ω. Consequently, it is enough to prove it for every deterministic V ∈ E. Now, the random variable U V t,t+s depends only on the increments of the Brownian motion between t and t + s, hence it is independent of F t . Therefore
Since U V t,t+s has the same law as U V s by uniqueness, we have
and the proof of (3.19) is complete.
Taking expectation in (3.19) we get on the one hand
t+s )] = (P t+s ϕ)(η) and on the other hand E[(P s ϕ)(U η t )] = (P t (P s ϕ))(η). Thus the semigroup property follows.
For an F 0 -measurable random variable η ∈ R, let µ t,η denote the law of U η t . If the law of η is µ then it follows from the definition of the operator P t that µ t,η = P * t µ. For the application of the Krylov-Bogoliubov method, we shall prove the following result. Proof. Recall that µ s,η are laws on the space R. In particular, the second component is finite dimensional whereas the first one not. Let µ As a consequence of (3.6) and the equivalence of norms on H N we have
Consequently, for compact sets
by means of Chebyshev inequality we obtain
which in turn implies the tightness of the first set in (3.20) . In order to establish tightness in the second component, we define
For p ∈ (1, ∞) and k ∈ N sufficiently large this is a compact set in C 2+ν (T 3 ) hence making use of (3.13) we have
and the desired tightness follows.
Finally, the Krylov-Bogoliubov theorem [10, Theorem 3.1.1] applies and yields the following.
Corollary 3.6. Fix R, N ∈ N, ε, δ > 0. Then there exists an invariant measure L ̺,u for the dynamics given by (3.2). In addition, as consequence of (3.15),
r dx = M ε = 1.
First limit procedures: R → ∞, N → ∞
The existence of an invariant measure for the zero level approximate problem (3.2) implies the existence of a stationary solution [̺ R , u R ]. Our ultimate goal is to perform successively the limits for R → ∞, N → ∞, ε → 0, and finally δ → 0. Even though this may look like a straightforward modification of the arguments used in the existence proof [5] , there are several new aspects that must be handled. First of all, the uniform bounds used in the existence proof [5] are controlled by the initial data. This is not the case for the stationary solution for which the "initial value" is not a priori known and the necessary estimates must be deduced from the energy balance (3.10) using the fact that the solution possesses the same law at any time. Moreover, the estimates derived in the previous section, that is, Proposition 3.1 and Lemma 3.2 do not hold independently of the approximation parameters R, N, ε, δ and are therefore not suitable for the limit procedure. In addition, since the point-values of the density are not compact, the proof of the strong convergence of the approximate densities based on continuity of the effective viscous flux must be modified.
Let [̺ R , u R ] be a solution of the approximate problem (3.2) whose law at (every) time t is given by the invariant measure L ̺R,uR constructed in Corollary 3.6. As the first step, we show a new uniform bound for [̺ R , u R ] that can be deduce from the energy balance (3.10). Note that at this stage, the estimate still blows up as ε → 0.
Proposition 4.1. Let [̺ R , u R ] be a stationary solution to (3.2) given by the invariant measure from Corollary 3.6. Then we have for all n ∈ N and a.e. t ∈ (0, ∞)
Proof. After taking expectations in (3.10), we observe that due to stationarity of [̺ R , u R ], the first term is constant in time, thus its time derivative vanishes. This is a consequence of Corollary A.6. By the same reasoning we may ultimately omit the time integrals in all the remaining expressions. Then we apply (3.8), (3.11) to estimate the terms coming from the stochastic integral and obtain
The application of the weighted Young inequality allows to absorb both terms on the right hand side into the first term on the left hand side. The claim follows.
Proposition 4.2. Let [̺ R , u R ] be a stationary solution to (3.2) given by the invariant measure from Corollary 3.6. Then we have for all n ∈ N, a.e. T ∈ (0, ∞) and τ > 0
where the constant on the right hand side does not depend on T .
Proof. Taking the n-th power and expectation in the energy balance (3.7) and applying (3.8), (3.11) and the Korn-Poincaré inequality, we deduce
The first term on the right hand side can be estimated due to (4.1) by a constant c(n, G, ε). The third term on the right hand side can be estimated by Young's inequality as follows
and then absorbed into the second term on the left hand side of (4.3). A similar approach applies to the last term on the right hand side of (4.3). For the remaining term we write
where the last term can be again estimated as in (4.4). Choosing κ sufficiently small yields the claim.
In view of the uniform bounds provided by Proposition 4.2 , for fixed ε, δ > 0, the asymptotic limits for R → ∞ and N → ∞ can be carried over exactly as for the initial value problem in [5, Section 3, Section 4]. In the limit, we obtain the following approximate system.
• Regularized equation of continuity.
To summarize, we deduce the following. come from the energy balance, which is controlled by the initial condition. In the present construction, the bound for the initial energy is replaced by the estimate (4.1) which holds true due to stationarity. Apart from that, the only difference to [5] is that we have to deal with path spaces containing an unbounded time interval, that is
, where q ∈ (1, ∞) and X is a reflexive separable Banach space. Recall that L q loc ([0, ∞); X) is a separable metric space given by
is compact for every M ∈ N. On the other hand, the remaining two spaces are (generally) nonmetrizable locally convex topological vector spaces, generated by the seminorms
and
respectively. As above, a set K is compact provided it's restriction to each interval [0, M ] is compact in (L q (0, M ; X), w) and C([0, M ]; (X, w)), respectively. Furthermore, it can be seen that these topological spaces belong to the class of the so-called quasi-Polish spaces, where the Jakubowski-Skorokhod theorem [30, Theorem 2] applies. Indeed, in these spaces there exists a countable family of continuous functions that separate points. The proof of tightness of the corresponding laws in the current setting is therefore reduced to exactly the same method as in [5, Section 4] . Note that the key estimate was [5, (4.1)], which is replaced by (4.2) . Consequently, the passage to the limit follows the lines of [5, Section 4] . In addition, Lemma A.4 and Lemma A.5 show that this limit procedure preserves stationarity defined in Definition 2.7 and Definition 2.8. Hence the limit solution is stationary. Finally, we obtain (4.7) by passing to the limit in (3.10). The passage to the limit in the stochastic integral can be justified for instance with help of [12, Lemma 2.1].
Remark 4.4. Note that for n = 1 the generalized energy inequality (4.7) corresponds to the usual energy inequality established in [3] . The higher order version for n ∈ N is new and employed in order to obtain an analog of Proposition 4.2 suitable for the subsequent limit procedures ε → 0 and δ → 0 in Section 5 and Section 6.
Vanishing viscosity limit
Our goal in this section is to perform the passage to the limit as ε → 0. This represents the most critical and delicate part of our construction. Remark that after completing this limit procedure we have already proved existence of stationary solutions to the stochastic Navier-Stokes system for compressible fluids -under an additional assumption upon the adiabatic exponent γ. The last passage to the limit presented in Section 6 is then devoted to weakening this additional assumption.
We point out that the key results needed for the previous limit procedure in Section 4, namely, Proposition 4.1 and consequently Proposition 4.2, depend on ε. Furthermore, it turns out that the global in time energy estimates uniform in ε and δ are very delicate. On the contrary, in the existence proof in [5] , the basic energy estimate [5, Proposition 3.1] established on the first approximation level held true uniformly in all the approximation parameters. Consequently, no further manipulations with the energy inequality were needed. This brought significant technical simplifications in comparison to the present construction of stationary solutions. To be more precise, due to the fact that already after the passage to the limit N → ∞, the energy balance is violated and has to be replaced by an inequality. In other words, one cannot justify the application of Itô's formula anymore and it is necessary to establish a more general version of the energy inequality, cf. (4.7).
Recall from [5, Section 5] , that in addition to the usual energy estimate [5, (5. 2)], a higher integrability of the density [5, (5.9)] was necessary in order to justify the compactness argument. Nevertheless, as in the deterministic setting it was not possible to obtain strong convergence of the approximate densities directly. Consequently, the identification of the limit proceeded in two steps. First, the passage to the limit in the approximate system was done but the expressions with nonlinear dependence on the density could not be identified. Second, a stochastic analog of the effective viscous flux method originally due to Lions [31] allowed to prove strong convergence of the densities and hence to complete the proof.
Let us begin with an estimate for the velocity. 
Proof. Taking expectation in the energy inequality (4.7), we observe that due to stationarity of [̺ ε , u ε ], the first term is constant in time, thus its time derivative vanishes. We recall that M ε ≤ c(M 0 ) and using (2.10) we estimate
which leads to
Moreover, it follows as a consequence of Corollary 3.6 that
Hence, setting n = 1 and applying the Korn-Poincaré inequality yields (5.1), since the second term on the right hand side in (5.5) can be absorbed in the first term on the left hand side. Setting n = 2 in (5.5) we deduce (5.2).
We point out that the corresponding bound for the energy which can be obtained from (5.5), i.e.
still depends on ε and is therefore not suitable for the passage to the limit ε → 0. As the next step, we derive an improved estimate for the energy as well as for the pressure. Then the following uniform bound holds true for a.e. t ∈ (0, ∞)
then for a.e. T > 0 and τ > 0
where the constant is independent of T .
Proof. Our goal is to use the quantity
as test functions in the momentum equation, where ∆ x is the periodic Laplacian. We apply Itô's formula to the functional f (ρ, q) = T 3 q · ∆ −1
x ∇ x ρ dx. This step can be made rigorous by mollifying the equation, see [5, Section 5] . After a rather tedious but straightforward manipulations, we deduce from (4.5) and (4.6) that
Note that in the above the second term on the left hand side, the second term on the right hand side and the second summand on the fifth line were added artificially and they cancel out. Passing to expectations in (5.8) and keeping in mind that the processes are stationary we deduce
Now, we estimate each term separately. By Young's inequality we obtain for every κ > 0
using the uniform bound (5.1). In order to control the remaining integrals on the right hand side, we first use Hölder's inequality to obtain
Furthermore, since Γ ≥ 9/2, we have
Note that we also used the continuity of ∇ x ∆ −1
x ∇ x and Young's inequality. Similarly, we can estimate 
Summing up the inequalities above, choosing κ small enough and using stationarity, we obtain
Thus, due to (5.2) and Young's inequality, we may conclude that the stationary solution [̺ ε , u ε ] admits the uniform bound (5.6) as well as
Finally, let us show (5.7). To this end, we may go back to the energy inequality (4.7) for n = 1, obtaining
The first term on the right hand side is estimated using the Burkholder-Davis-Gundy inequality and (5.4); the second term using (5.3). We deduce that
Now, by Hölder's inequality, stationarity, (5.9) and (5.6), for s ∈ (1, 2),
γ+2 . Similarly, To be more precise, as ε → 0 we aim at constructing stationary solutions to the following system.
• Equation of continuity.
Note that unlike the energy estimate in [5] , the bound (5.7) only gives limited moment estimates, i.e. s cannot be arbitrarily large. Nevertheless, (5.7) is sufficient to perform the passage to the limit. We also point out that the assumption (2.10) on the noise coefficients is actually stronger than the one in [5] , and consequently the convergence of the stochastic integral is more straightforward.
We deduce the following. Moreover, we have the estimates 14) for a.e. t ∈ (0, ∞). In addition, the equation of continuity (5.11) holds true in the renormalized sense and for all ψ ∈ C ∞ c ((0, ∞)), ψ ≥ 0, the following energy inequality holds true
Proof. First, we proceed as in [5, Section 5.1] and establish the necessary tightness of the joint law of
The only difference is that the corresponding path spaces are replaced by their localin-time analogs as discussed in the proof of Proposition 4.3. Consequently, the Jakubowski-Skorokhod theorem applies and we obtain a new family of martingale solutions, still denoted by [̺ ε , ̺ ε u ε , u ε , W ], obeying the same laws and converging in probability with respect to a new basis, still denoted by Ω, F, (F t ) t≥0 , P . In addition, the limit satisfies
Here M ϕ is a square integrable martingale and the bars denote the corresponding weak limits with respect to t, x. For details, we refer to [5, Proposition 5.6 ]. In addition, ̺ satisfies the renormalized equation of continuity. That is
However, as discussed in [17, Remark 1.1], the assumption on b ′ can be weakened to
2 ) for all z > 0 and some θ ∈ (0, γ 2 ). This in particular includes the function b(z) = z log z employed below.
In order to complete the proof, it is enough to show strong convergence of the densities as in [5, Section 5.2] . More specifically, we prove that
holds true in the sense of distributions. Therefore, we obtain from the limit equations (5.16), (5.17 ) that
Thus passing to expectations and using the fact that the processes are stationary, we get
Note that the inequality is due to the fact that we are not able to pass to the limit in the fourth term on the right hand side of (5.21) and we can only use its negativity. Similarly we obtain
Note that the ε-terms in (5.22) vanish due to Proposition 5.2 and we have M ε → M 0 as ε → 0. Consequently, the desired conclusion (5.19) follows as soon as we observe that 
which shows strong convergence of ̺ ε by monotonicity arguments. Relation (5.24) can be established by compensated compactness arguments (applied P-a.s.) if we show that the expressions under expectations are P-equi-integrable. Considering the two summands separately and using continuity of
x ∇ x , we have
. Similarly, we have
Here, in accordance with (5.9),
We have shown ( Remark 5.4. It is important to note that there is an essential difference between the strong convergence of the density in the existence theory, see [5, Section 5.2], and the above proof. More specifically, the existence theory requires compactness of the initial data which is not available in the present setting. Instead the fact that the solution is stationary must be used.
Vanishing artificial pressure limit
As the final step of the proof of our main result, Theorem 2.11, it remains to perform the last limit procedure, that is, δ → 0. Recall that according to Proposition 5.3, the stationary solutions constructed in the previous section already satisfy the uniform bounds (5.13) and (5.14). Nevertheless, the pressure estimate as well as the estimate for the energy and velocity from Proposition 5.2 all blow up as δ vanishes. Therefore, in order to apply the compactness argument from [5, Section 6] it is necessary to improve these estimates. The rest of the construction then proceeds exactly as in [5, Section 6.1-6.3]. Then the following uniform bound holds true for some α > 0 and a.e. t ∈ (0, ∞)
In addition, for some s > 1 and for a.e. T > 0 and τ > 0
Proof. As far as the pressure estimates are concerned we use the test function
Before proceeding, we make the assumption that 0 < α < 1/3, which implies in particular
using Hölder's inequality, Sobolev's embedding and continuity of ∇ x ∆ −1
x ∇ x . Passing to expectations in (6.4) and keeping in mind that the processes are stationary we deduce
Moreover, using the uniform bound (5.13) we may further reduce (6.5) to
Note that we applied Young's inequality to the first and second term on the right-hand side of (6.5) and in order to absorb the arising term eventually. To control the remaining integrals on the right hand side, we first use Hölder's inequality to obtain
.
Furthermore, we have
Now, we choose α > 0 so small that αq ≤ 1 to conclude that
Similarly, we can handle 
Taking αs ≤ 1 we get, similarly to the above,
Finally,
, where 1 2γ + 1 2 + 1 q = 1, q < 6 if γ > 3 2 .
As the ∇ x ∆ −1
x -operator gains one derivative, we get, by means of the standard Sobolev embedding,
Thus, similarly to the previous steps, we may conclude that
Summing up the above estimates we obtain
where we absorbed the term ̺ δ L γ (T 3 ;R 3 ) in the left-hand side. We close the estimates by evoking (5.14). Thus we may conclude that any global in time stationary solutions admit the uniform bound (6.1) as well as (6.6) E 1 +
Finally, we claim that
proof. Note that similarly to Section 5, even the limited moment estimates from Proposition 6.1 are sufficient for the passage to the limit.
Appendix A. Auxiliary results
In this final section, we collect several auxiliary results concerning the two notions of stationarity introduced in Definition 2.7 and Definition 2.8. First of all, we observe that it is actually enough to consider Definition 2.8 for q = 1.
Lemma A.1. Let k ∈ N 0 , p, q ∈ [1, ∞). If U is stationary on L .
) P-a.s., we obtain that
and we conclude by the dominated convergence.
Next, we show that for the case of stochastic processes with continuous trajectories, the two definitions are equivalent. 
and therefore
Sending m → ∞ we obtain due to the continuity of U and the dominated convergence theorem that E[ϕ(U(t 1 + τ ), . . . , U(t n + τ ))] = E[ϕ(U(t 1 ), . . . , U(t n ))]
and the claim follows.
To show the converse implication, let us fix τ ≥ 0 and an equidistant partition 0 = t 1 < · · · < t n < · · · < ∞ with mesh size ∆t = τ m for some m ∈ N. Observe that there is an one-to-one correspondence between sequencesÛ m = (U(t 1 ), U(t 2 ), . . . ) ∈ ℓ t 1 + τ ) , . . . , U(t n + τ )), L(U(t 1 ), . . . , U(t n )) on [W k,p (T 3 )] n coincide for a.e. τ ≥ 0, for a.e. t 1 , . . . , t n ∈ [0, ∞).
