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Abstract: We prove rigorously the well-known result of Gardner about the typ-
ical fractional volume of interactions between N spins which solve the problem
of storing a given set of p random patterns. The Gardner formula for this volume
in the limit N, p→∞, p/N → α is proven for all values of α. Besides, we prove
a useful criterion of the factorisation of all correlation functions for a class of
spin glass model.
1. Introduction
The spin glass and neural network theories are of considerable importance and
interest for a number of branches of theoretical and mathematical physics (see
[M-P-V] and references therein). Among many topics of interest the analysis of
the different models of neural network dynamics is one of the most important.
The neural network dynamics is defined as
σi(t+ 1) = sign{
N∑
j=1,j 6=i
Jijσj(t)} (i = 1, . . . , N), (1.1)
where {σj(t)}Nj=1 are the Ising spins and the interaction matrix {Jij} (not nec-
essarily symmetric) depends on the concrete model, but usually it satisfies the
conditions
N∑
j=1,j 6=i
J2ij = NR (i = 1, . . . , N), (1.2)
where R is some fixed number which could be taken equal to 1.
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The main problem of the neural network theory is to introduce an interaction
in such a way that some chosen vectors {ξ(µ)}pµ=1 (patterns) are the fixed points
of the dynamics (1.1). This implies the conditions:
ξ
(µ)
i
N∑
j=1,j 6=i
Jijξ
(µ)
j > 0 (i = 1, . . . , N). (1.3)
Usually, to simplify the problem the patterns {ξ(µ)}pµ=1 are chosen i.i.d. random
vectors with i.i.d. components ξ
(µ)
i (i = 1, . . . , N), assuming values ±1 with
probability 12 .
Sometimes condition (1.3) is not sufficient to have ξ(µ) as the end points of
the dynamics. To have some ”basin of attraction” (that is some neighbourhood
of ξ(µ), starting from which we for sure arrive in ξ(µ)) one should introduce
some positive parameter k and impose the conditions:
ξ
(µ)
i
N∑
j=1,j 6=i
J˜ijξ
(µ)
j > k (i = 1, . . . , N). (1.4)
Gardner [G] was the first who solved a kind of inverse problem. She asked the
questions: for which α = pN the interaction {Jij}, satisfying (1.2) and (1.4)
exists? What is the typical fractional volume of these interactions? Since all
condition (1.2) and (1.4) are factorised with respect to i, this problem after
a simple transformation should be replaced by the following. For the system of
p ∼ αN i.i.d. random patterns {ξ(µ)}pµ=1 with i.i.d. ξ(µ)i (i = 1, . . . , N) assuming
values ±1 with probability 12 , consider
ΘN,p(k) = σ
−1
N
∫
(J ,J )=N
dJ
p∏
µ=1
θ(N−1/2(ξ(µ),J)− k), (1.5)
where the function θ(x), as usually, is zero in the negative semi-axis and 1 in
the positive and σN is the Lebesgue measure of N -dimensional sphere of radius
N1/2. Then, the question of interest is the behaviour of 1N logΘN,p(k) in the limit
N, p→∞, pN → α. Gardner [G] had solved this problem by using the so-called
replica trick, which is completely non-rigorous from the mathematical point of
view but sometimes very useful in the physics of spin glasses (see [M-P-V] and
references therein). She obtained that for any α < αc(k), where
αc(k) ≡ ( 1√
2pi
∫ ∞
−k
(u+ k)2e−u
2/2du)−1, (1.6)
there exists
lim
N,p→∞,p/N→α
E{logΘN,p(k)} = F(α, k)
≡ min
q:0≤q≤1
[
αE
{
logH
(
u
√
q + k√
1− q
)}
+
1
2
q
1− q +
1
2
log(1− q)
]
,
(1.7)
where u is the Gaussian random variable with zero mean and variance 1, and
here and below we denote by the symbol E{...} the averaging with respect to all
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random parameters of the problem. And 1N logΘN,p(k) tends to minus infinity
for α ≥ αc(k).
At the present paper we give the rigorous mathematical proof of the Gardner
results. As far as we know, it is one of the first cases, when the problem of spin
glass theory can be completely (i.e. for all parameters α and k) solved in the
rigorous mathematical way. It can be explained by the fact, that in the Gardner
problem the so-called replica symmetry solution is true for all α and k, while,
e.g. in the Hopfield and Sherrington-Kirkpatrick models the replica symmetry
solution is valid only for small enough α or for high temperatures (see [M-P-V] for
the physical theory and [S1], [S2], [T1], [T2] for the respective rigorous results).
The same situation holds, unfortunately, with a problem similar to the Gardner
one, the so-called Gardner-Derrida [D-G] problem. Also only the case of small
enough α was studied rigorously for this model (see [T3]).
We solve the Gardner problem in three steps which are Theorems 1, 2 and 3
below. At the first step we prove some general statement. We study an abstract
situation, where the energy function (the Hamiltonian) and the configuration
space are convex and prove that in this case all the correlation functions become
factorised in the thermodynamic limit. Usually this factorisation means that
the ground state and the Gibbs measure are uniquely defined. In fact, physicists
understood this fact during a rather long time, but in the rigorous mathematical
way it was not proved before.
The proof of Theorem 1 is based on the application of the theorem of classical
geometry, known since the nineteenth century as the Brunn-Minkowski theorem.
This theorem studies the intersections of a convex set with the family of parallel
hyper-planes (see the proof of Theorem 1 for the exact statement). We only need
to prove some corollary from this theorem (Proposition 1), which allows us to
have N - independent estimates. As a result we obtain the rigorous proof of the
general factorisation property of all correlation functions (see (2.8)). Everybody
who is familiar with the theory of spin glasses knows that decay of correlations
is the key point in the derivation of self-consistent equations.
The second step is the derivation of self-consistent equations for the order
parameters of our model. In fact Theorem 1 provides all the necessary to ex-
press the free energy in terms of the order parameters, but the problem is that
we are not able to produce the equations for these parameters in the case, when
the ”randomness” is not included in the Hamiltonian, but is connected with the
integration domain. That is why we use a rather common trick in mathemat-
ics: substitute θ-functions by some smooth functions which depend on the small
parameter ε and tend, as ε → 0, to θ-function. We choose for these purposes
H(xε−1/2), where H is the erf -function (see definition (2.11)). But the particular
form of these smoothing functions is not very important for us. The most impor-
tant fact is, that they are not zero in any point and so, taking their logarithms,
we can treat them as a part of our Hamiltonian.
The proof of Theorem 2 is based on the the application to the Gardner prob-
lem of the so-called cavity method, the rigorous version of which was proposed
in [P-S] and developed in [S1], [P-S-T1], [P-S-T2]. But in the previous papers
([P-S],[P-S-T1], [P-S-T2]) we assumed the factorisation of the correlation func-
tions in the thermodynamic limit and on the basis of this fact derived the replica
symmetry equation for the order parameters (to be more precise, we assumed
that the order parameter possesses the self-averaging property and obtained from
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this fact the factorisation of the correlation function). Here, due to Theorem 1,
we can prove the asymptotical factorisation property, which allows us to finish
completely the study of the Gardner model.
Our last step is the limiting transition ε→ 0, i.e. the proof that the product
of αN θ-functions in (1.5) can be replaced by the product of H( x√
ε
) with the
small difference, when ε is small enough. Despite our expectations, it is the most
difficult step from the technical point of view. It is rather simple to prove, that
the expression (1.7) is an upper bound or logΘN , p(k). But the estimate from
below is much more complicated. The problem is that to estimate the difference
between the free energies corresponding to two Hamiltonians we, as a rule, need
to have them defined in the common configuration space, or, at least, we need to
know some a priori bounds for some Gibbs averages. In the case of the Gardner
problem we do not possess this information. This leads to rather serious (from
our point of view) technical problems (see the proof of Theorem 3 and Lemma
4).
The paper is organised as follows. The main definitions and results are for-
mulated in Sec.2. The proof of these results are given in Sec.3. The auxiliary
results (lemmas and propositions) which we need for the proof are formulated
in the text of Sec.3 and their proofs are given in Sec.4.
2. Main Results
As it was mentioned above, we start from the abstract statement, which allows
us to prove the factorisation of all correlation functions for some class of models.
Let {ΦN (J)}∞N=1 (J ∈ RN ) be a system of convex functions which possess
the third derivatives, bounded in any compact. Consider also a system of convex
domains {ΓN}∞N=1 (ΓN ⊂ RN ) whose boundaries consist of a finite number (may
be depending on N) of smooth pieces. We remark here, that for the Gardner
problem we need to study ΓN which is the intersection of αN half-spaces but
in Theorem 1 (see below) we consider a more general sequence of convex sets.
Define the Gibbs measure and the free energy, corresponding to ΦN (J) in ΓN :
〈. . .〉ΦN ≡ Σ−1N
∫
ΓN
dJ(. . .) exp{−ΦN(J)},
ΣN(ΦN ) ≡
∫
ΓN
dJ exp{−ΦN (J)}, fN (ΦN ) ≡ 1N logΣN (ΦN ).
(2.1)
Denote
Ω˜N (U) ≡ {J : ΦN (J) ≤ NU}, ΩN (U) ≡ Ω˜N (U) ∩ ΓN ,
DN (U) ≡ D˜N (U) ∩ ΓN , (2.2)
where D˜N (U) is the boundary of Ω˜N (U). Then define
f∗N (U) =
1
N
log
∫
J∈DN (U)
dJe−NU .
Theorem 1. Let the functions ΦN (J) satisfy the conditions:
d2
dt2
ΦN (J + te)|t=0 ≥ C0 > 0, (2.3)
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with any direction e ∈ RN , |e| = 1 and uniformly in any set |J | ≤ N1/2R1,
ΦN (J) ≥ C1(J ,J), as (J ,J) > NR2, (2.4)
and for any U > Umin ≡ min
J∈ΓN
N−1ΦN (J) ≡ N−1ΦN (J∗)
|∇ΦN (J)| ≤ N1/2C2(U), as J ∈ Ω˜N (U) (2.5)
with some positive N -independent C0, C1, C2(U) and C2(U) continuous in U .
Assume also, that there exists some finite N -independent C3, such that
fN(ΦN ) ≥ −C3. (2.6)
Then
|fN (ΦN )− f∗N (U∗)| ≤ O(
logN
N
),
(
U∗ ≡ 1
N
〈ΦN 〉ΦN
)
. (2.7)
Moreover, for any e ∈ RN (|e| = 1) and any natural p
〈(J˙ , e)p〉ΦN ≤ C(p) (J˙i ≡ Ji − 〈Ji〉ΦN ) (2.8)
with some positive N -independent C(p).
Let us remark that the main conditions here are, of course, the condition
that the domain ΓN and the Hamiltonian ΦN are convex (2.3). Condition (2.4)
and (2.5) are not very restrictive, because they are fulfilled for the most part
of Hamiltonians. The bound (2.6) in fact is the condition on the domain ΓN .
This condition prevents ΓN to be too small. In the application to the Gardner
problem the existence of such a bound is very important, because in this case we
should study just the question of the measure of ΓN , which is the intersection of
αN random half-spaces with the sphere of radius N1/2. But from the technical
point of view for us it is more convenient to check the existence of the bound
from below for the free energy, than for the volume of the configuration space
(see the proof of Theorem 3 below).
Theorem 1 has two rather important for us corollaries.
Corollary 1. Under conditions (2.3)- (2.6) for any U > Umin
f∗N(U) = min
z>0
{fN (zΦN) + zU}+O( logN
N
). (2.9)
This corollary is a simple generalisation of the so called spherical model which
becomes rather popular in the resent time (see, e.g. the review paper [K-K-P-S]
and references therein). It allows us to substitute the integration over the level
surface of the function ΦN by the integration over the whole space, i.e. to sub-
stitute the ”hard condition” ΦN = UN by the ”soft one” 〈ΦN 〉ΦN = UN . It is a
common trick which often is very useful in statistical mechanics.
The second corollary gives the most important and convenient form of the
general property (2.8):
Corollary 2. Relations (2.8) imply that uniformly in N
1
N2
∑
〈J˙iJ˙j〉2ΦN ≤
C
N
.
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To found the free energy of the model (1.5) and to derive the replica symmetry
equations for the order parameters we introduce the ”regularised” Hamiltonian,
depending on the small parameter ε > 0
HN,p(J , k, h, z, ε) ≡ −
p∑
µ=1
logH
(
k − (ξ(µ),J)N−1/2√
ε
)
+ h(h,J) +
z
2
(J ,J),
(2.10)
where the function H(x) is defined as
H(x) ≡ 1√
2pi
∫ ∞
x
e−t
2/2dt (2.11)
and h = (h1, ..., hN ) is an external random field with independent Gaussian hi
with zero mean and variance 1, which we need from the technical reasons.
The partition function for this Hamiltonian is
ZN,p(k, h, z, ε) = σ
−1
N
∫
dJ exp{−Hε(J , h, z, ε)}. (2.12)
We denote also by 〈. . .〉 the corresponding Gibbs averaging and
fN,p(k, h, z, ε) ≡ 1
N
logZN,p(k, h, z, ε). (2.13)
Theorem 2. For any α, k ≥ 0 and z > 0 the functions fN,p(k, h, z, ε) are self-
averaging in the limit N, p→∞, αN ≡ pN → α:
E
{
(fN,p(k, h, z, ε)− E{fN,p(k, h, z, ε)})2
}→ 0 (2.14)
and, if ε is small enough, α < 2 and z ≤ ε−1/3, then there exists
lim
N,p→∞,αN→α
E{fN,p(k, h, z, ε)} = F (α, k, h, z, ε),
F (α, k, h, z, ε) ≡ max
R>0
min
0≤q≤R
[
αE
{
logH
(
u
√
q + k√
ε+R − q
)}
+
1
2
q
R− q +
1
2
log(R− q)− z
2
R+
h2
2
(R − q)
]
,
(2.15)
where u is a Gaussian random variable with zero mean and variance 1.
Let us note that the bound α < 2 is not important for us, because for any
α > αc(k) (αc(k) is defined by (1.6) and αc(k) < 2 for any k) the free energy
of the problem (1.5) tends to −∞, as N → ∞ (see Theorem 3 for the exact
statement). The bound z < ε−1/3 also is not a restriction for us. We could need
to consider z > ε−1/3 only if, applying (2.9) to the Hamiltonian (2.10), we obtain
that the point of minimum zmin(ε) in (2.9) does not satisfy this bound. But it
is shown in Theorem 3, that for any α < αc(k) zmin(ε) < z with some finite z
depending only on k and α.
We start the analysis of ΘN,p(k), defined in (1.5), from the following remark.
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Remark 1. Let us note that ΘN,p(k) can be zero with nonzero probability (e.g.,
if for some µ 6= ν ξ(µ) = −ξ(ν)). Therefore we cannot, as usually, just take
logΘN,p(k). To avoid this difficulty, we take some large enough M and replace
below the log- function by the function log(MN), defined as
log(MN)X = logmax
{
X, e−MN
}
. (2.16)
Theorem 3. For any α ≤ αc(k) N−1 log(MN)ΘN,p(k) is self-averaging in the
limit N, p→∞, p/N → α
E
{(
N−1 log(MN)ΘN,p(k)− E{N−1 log(MN)ΘN,p(k)}
)2}
→ 0
and for M large enough there exists
lim
N,p→∞,p/N→α
E{N−1 log(MN)ΘN,p(k)} = F(α, k), (2.17)
where F(α, k) is defined by (1.7).
For α > αc(k) E{N−1 log(MN)ΘN,p(k)} → −∞, as N →∞ and then M →
∞.
We would like to mention here that the self-averaging of N−1 logΘN,p(k) was
proven in ([T4]), but our proof of this fact is necessary for the proof of (2.17).
3. Proof of the Main Results
Proof of Theorem 1 For any U > 0 consider the set ΩN (U) defined in (2.2) Since
ΦN (J) is a convex function, the set ΩN (U) is also convex and ΩN (U) ⊂ ΩN (U ′),
if U < U ′. Let
VN (U) ≡ mes(ΩN (U)), SN (U) ≡ mes(DN (U)),
FN (U) ≡
∫
J∈DN(U) |∇ΦN (J)|−1dSJ .
(3.1)
Here and below the symbol mes(...) means the Lebesgue measure of the corre-
spondent dimension.
Then it is easy to see that the partition function ΣN can be represented in
the form
ΣN =
∫
U>Umin
e−NUFN (U)dU = N−1
∫
U>Umin
e−NU
d
dU
VN (U)dU
=
∫
U>Umin
e−NUVN (U)dU.
(3.2)
Here we have used the relation FN (U) = N
−1 d
dU VN (U) and the integration by
parts.
Besides, for a chosen direction e ∈ RN (|e| = 1), and any real c consider the
hyper-plane
A(c, e) =
{
J ∈ RN : (J , e) = N1/2c
}
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and denote
ΩN (U, c) ≡ ΩN (U) ∩A(c, e), VN (U, c) ≡ mes(ΩN (U, c)),
DN (U, c) ≡ DN (U) ∩ A(c, e), FN (U, c) ≡
∫
J∈DN (U,c)
|∇ΦN (J)|−1dSJ . (3.3)
Then, since FN (U, c) = N
−1 ∂
∂U VN (U, c), we obtain
ΣN =
∫
dcdUe−NUFN (U, c) =
∫
dcdUe−NUVN (U, c),
〈(J , e)p〉ΦN =
Np/2
∫
dcdUcpe−NUVN (U, c)∫
dcdUe−NUVN (U, c)
.
(3.4)
Denote
sN (U) ≡ 1
N
logVN (U), sN (U, c) ≡ 1
N
logVN (U, c). (3.5)
Then relations (3.2), (3.4) give us
ΣN = N
∫
exp{N(sN(U)− U)}dU,〈
(J˙ , e)p
〉
ΦN
= Np/2
〈
(c− 〈c〉(U,c))p
〉
(U,c)
,
(3.6)
where
〈...〉(U,c) ≡
∫
dUdc(...) exp{N(sN(U, c)− U)}∫
dUdc exp{N(sN(U, c)− U)} . (3.7)
Then (2.7) and (2.8) can be obtained by the standard Laplace method, if we
prove that sN (U) and sN (U, c) are concave functions and they are strictly con-
cave in the neighbourhood of the points of maximum of the functions (sN (U)−U)
and (sN (U, c) − U). To prove this we apply the theorem of Brunn-Minkowski
from classical geometry (see e.g. [Ha]) to the functions sN (U) and sN (U, c). To
formulate this theorem we need some extra definitions.
Definition 1. Consider two bounded sets in A,B ⊂ RN . For any positive α
and β
αA× βB ≡ {s : s = αa+ βb, a ∈ A,b ∈ B} .
αA× βB is the Minkowski sum of αA and βB.
Definition 2. The one-parameter family of bounded sets {A(t)}t∗1≤t≤t∗2 is a con-
vex one- parameter family, if for any positive α < 1 and t1,2 ∈ [t∗1, t∗2] they satisfy
the condition
A(αt1 + (1− α)t2) ⊃ αA(t1)× (1− α)A(t2).
Theorem of Brunn-Minkowski Let {A(t)}t∗1≤t≤t∗2 be some convex one-
parameter family. Consider R(t) ≡ (mesA(t))1/N . Then d2R(t)dt2 ≤ 0 and d
2R(t)
dt2 ≡
0 for t ∈ [t′1, t′2] if and only if all the sets A(t) for t ∈ [t′1, t′2] are homothetic to
each other.
For the proof of this theorem see, e.g., [Ha].
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To use this theorem for the proof of (2.7) let us observe that the family
{ΩN (U))}U>Umin is a convex one-parameter family and then, according to the
Brunn-Minkowski theorem, the function R(U) = (VN (U))
1/N is a concave func-
tion. Thus, we get that sN(U) is a concave function:
d2
dU2
sN(U) =
d2
dU2
logR(U) =
R′′(U)
R(U)
−
(
R′(U)
R(U)
)2
≤ −
(
R′(U)
R(U)
)2
.
But R
′(U)
R(U) =
d
dU sN (U) > 1 for U < U
∗, and even if ddU sN (U) = 0 for U > U
∗,
we obtain that ddU (sN (U)−U) = −1. Thus, using the standard Laplace method,
we get
fN(ΦN ) = sN (U
∗)− U∗ +O( logN
N
) =
1
N
logVN (U
∗)− U∗ +O( logN
N
),
U∗ ≡ 1N 〈ΦN 〉ΦN = U∗ + o(1).
(3.8)
Using condition (2.5), and taking J∗, which is the minimum point of ΦN (J),
we get
VN (U
∗) ≥ N−1
∫
J∈DN (U∗)
|(J − J∗,∇ΦN (J))||∇ΦN (J)|−1dSJ
≥ SN (U∗) U
∗ − Umin
maxJ∈DN (U∗) |∇ΦN (J)|
= N−1/2SN (U∗)C(U∗).
(3.9)
On the other hand, for any U < U∗
SN (U)
N1/2VN (U)
≥ min
J∈DN (U)
|∇ΦN (J)| FN (U)
N1/2VN (U)
≥ N1/2 min
J∈DN (U)
U − Umin
|J − J∗|
d
dU
sN (U) ≥ C˜ d
dU
sN (U) > C˜.
(3.10)
Here we have used (3.3) and (2.4). Thus the same inequality is valid also for
U = U∗. Inequalities (3.10) and (3.9) imply that
1
N
logSN (U
∗) =
1
N
logVN (U
∗) +O(
logN
N
).
Combining this relation with (3.8) we get (2.7).
Let us observe also that for any (U0, c0) and (δU , δc) the family {ΩN (U0 +
tδU , c0 + tδc}t∈[0,1] is a convex one-parameter family and then, according to the
Brunn-Minkowski theorem the function RN (t) ≡ V 1/N (U0 + tδU , c0 + tδc) is
concave. But since in our consideration N → ∞, to obtain that this function
is strictly concave in some neighbourhood of the point (U∗, c∗) of maximum of
sN (U, c)−U , we shall use some corollary from the theorem of Brunn- Minkowski:
Proposition 1. Consider the convex setM⊂ RN whose boundary consists of a
finite number of smooth pieces. Let the convex one-parameter family {A(t)}t∗
1
≤t≤t∗
2
be given by the intersections of M with the parallel the hyper-planes B(t) ≡ {J :
(J , e) = tN1/2}. Suppose that there is some smooth piece D of the boundary
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of M, such that for any J ∈ D the minimal normal curvature satisfies the in-
equality N1/2κmin(J) > K0, and the Lebesgue measure S(t) of the intersection
D ∩A(t) satisfies the bound
S(t) ≥ N1/2V (t)C(t), (3.11)
where V (t) is the volume of A(t). Then d2dt2V 1/N (t) ≤ −K0C(t)V 1/N (t).
One can see that, if we consider the sets M,M′,A,B(t) ⊂ RN+1
M≡M′ ∩ A, M′ ≡ {(J , U) : NU ≥ ΦN (J), J ∈ ΓN},
A ≡ {(J , U) : δU ((J , e)−N1/2c0)−N1/2δc(U − U0) = 0},
B(t) ≡ {(J , U) : δc((J , e)−N1/2c0) +N1/2δU (U − U0) = N1/2t},
then ΩN (U0 + tδU , c0 + tδc) = M ∩ B(t) (without loss of generality we as-
sume that δ2c + δ
2
U = 1). Conditions (2.3) and (2.5) guarantee that the minimal
normal curvature of D′N (U) ≡ {(J , ΦN (J)), J ∈ ΓN} satisfies the inequality
N1/2κmin(J) > K˜ for J ∈ DN (U), if |U − U∗| < ε with small enough but
N -independent ε. Besides, similarly to (3.10)
mesDN (U, c)
N1/2VN (U, c)
≥ C3 d
dU
sN (U, c).
Thus we get that
d
dU
sN (U, c) ≥ 1
2
⇒ d
2
dt2
sN (U + t sinϕ, c+ t cosϕ)
∣∣∣∣
t=0
≤ −C4. (3.12)
Remark 2. If ΓN = R
N , then conditions of Theorem 1 guarantee that ddU sN(U, c) ≥
const, when (U, c) ∼ (U∗, c∗) and so Proposition 1 and (3.10) give us that
sN (U, c)− U − (sN (U∗, c∗)− U∗) ≤ − C˜0
2
((c− c∗)2 + (U − U∗)2). (3.13)
which implies immediately (2.8). But in the general case, the proof is more
complicated.
Let us introduce the new variables ρ ≡ ((U − U∗)2 + (c− c∗)2)1/2,
ϕ ≡ arcsin U−U∗
((U−U∗)2+(c−c∗)2)1/2 and let φ˜N (ρ, ϕ) ≡ φN (U, c) ≡ sN (U∗ + U, c∗ +
c)− U − sN (U∗, c∗) + U∗. We shall prove now that
φ˜N (N
−1/2, ϕ) ≤ −K
N
, (3.14)
where K does not depend on ϕ, N . Consider the set
Λ =
{
(U, c) :
d
dU
sN (U, c) <
1
2
}
.
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One can see easily, that if (U ′, c′) ∈ Λ, then (U, c′) ∈ Λ for any U > U ′ and
d
dU φN (U, c
′) < − 12 . That is why it is clear, that (U∗, c∗) 6∈ Λ (but it can belong
to the boundary ∂Λ). Denote
ϕ∗ ≡ inf
ϕ∈[−pi2 ,pi2 ]
{
r(N−1/2 sinϕ,N−1/2 cosϕ) ∩ Λ 6= ∅
}
,
where r(U, c) is the set of all points of the form (U∗ + tU, c∗ + tc), t ∈ [0, 1]).
Then for any ϕ < ϕ∗ we can apply (3.12) to obtain that
φ˜N (N
−1/2, ϕ) ≤ − C4
2N
. (3.15)
Assume that −pi4 ≤ ϕ∗ ≤ pi4 . Let us remark that, using (2.5), similarly to (3.9)
one can obtain that for all (U, c): |U − U∗| ≤ N−1/2 and |c− c∗| ≤ N−1/2
d
dU
sN (U, c) ≤ min |∇ΦN (J)|−1SN (U, c)
VN (U, c)
≤ C5. (3.16)
Choose d ≡ C44C5 . Then for all ϕ∗ ≤ ϕ ≤ ϕd ≡ arctan(tanϕ∗ + dN−1/2), using
(3.15) and (3.16), we have got
φ˜N (N
−1/2, ϕ) = φN (N−1/2 sinϕ,N−1/2 cosϕ)
≤ φN (N−1/2 sinϕ− d
N
,N−1/2 cosϕ) +
C5d
N
≤ − C4
4N
+O(N−3/2).
(3.17)
For pi4 ≥ ϕ > ϕd, according to the definition of ϕ∗ and ϕd, there exists ρ1 < 1
such that
(N−1/2ρ1 sinϕ− dρ1N , N−1/2ρ1 cosϕ) ∈ Λ
⇒ (N−1/2ρ1 sinϕ− tdρ1N , N−1/2ρ1 cosϕ) ∈ Λ (t ∈ [0, 1]).
Therefore, using that φ˜N (ρ, ϕ) is a concave function of ρ, we get
φ˜N (N
−1/2, ϕ) ≤ ρ−11 φ˜N (N−1/2ρ1, ϕ)
= ρ−11 φN (N
−1/2ρ1 sinϕ,N−1/2ρ1 cosϕ)
≤ ρ−11 φN (N−1/2ρ1 sinϕ−
dρ1
N
,N−1/2ρ1 cosϕ)− d
2N
≤ − d
2N
.
(3.18)
And finally, if |ϕ| > pi4 , denote
Lφ ≡ r(N−1/2 sinϕ,N−1/2 cosϕ) ∩ Λ, lφ = N1/2 mes{Lφ}.
Then, using that for (U, c) ∈ Lφ
d
dρ
φ˜N (N
−1/2ρ, ϕ) ≤ N−1/2 cos pi
4
d
dU
φN (U, c) < −1
2
N−1/2 cos
pi
4
,
and for (U, c) 6∈ Lφ we can apply (3.12), we have got
φ˜N (N
−1/2, ϕ) ≤ − (1− lφ)
2C4
2N
− lφ
2(2N)1/2
≤ −K
N
. (3.19)
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Inequalities (3.15)-(3.19) prove (3.14) for |ϕ| < pi2 . For the rest of ϕ the proof is
the same.
Now let us derive (2.8) (for p = 2) from (3.14). Choose ρ∗ = 4K and remark,
that since φ˜N (ρ, ϕ) is a concave function of ρ, we have got that for ρ > N
−1/2ρ∗
1
2
d
dρ
φ˜N (ρ, ϕ)
∣∣∣∣
ρ=N−1/2ρ∗
≤ d
dρ
[φ˜N (ρ, ϕ) +
2
N
log ρ] < − K
2N1/2
.
Thus, using the Laplace method, one can obtain that
∫
ρ>N−1/2ρ∗
dρ ρ2eNφ˜N (ρ,ϕ)∫
ρ>N−1/2ρ∗
dρeNφ˜N (ρ,ϕ)
≤ (ρ
∗)2
N
d
dρ φ˜N (ρ, ϕ)
d
dρ [φ˜N (ρ, ϕ) +
2
N log ρ]
∣∣∣∣∣
ρ=N−1/2ρ∗
≤ 2(ρ
∗)2
N
.
So, we have for any ϕ∫
dρ ρ2eNφ˜N (ρ,ϕ) ≤ (ρ
∗)2
N
∫
ρ<N−1/2ρ∗
dρ eNφ˜N (ρ,ϕ)
+
2(ρ∗)2
N
∫
ρ>N−1/2ρ∗
dρ eNφ˜N (ρ,ϕ) ≤ 2(ρ
∗)2
N
∫
dρeNφ˜N (ρ,ϕ).
This relation proves (2.8) for p = 2, because of the inequalities
〈(c− 〈c〉(U,c))2〉(U,c) ≤ 〈(c− c∗)2〉(U,c) ≤
∫
dφ
∫
dρ ρ2eNφ˜N (ρ,ϕ)∫
dφ
∫
dρeNφ˜N (ρ,ϕ)
≤ 2(ρ
∗)2
N
.
For other values of p the proof of (2.8) is similar.
Proof of Theorem 2
For our consideration below it is convenient to introduce also the Hamiltonian
HN,p(J , x, h, z, ε) ≡ 1
2ε
p∑
µ=1
(N−1/2(ξ(µ),J)−x(µ))2+h(h,J)+ z
2
(J ,J). (3.20)
Evidently
HN,p(J , k, h, z, ε) = − log
∫
x(µ)>k
dx exp{HN,p(J , x, h, z, ε)}+ p
2
log(2piε)
and so 〈F˜ (J)〉 = 〈F˜ (J)〉HN,p for any F˜ (J). Therefore below we denote 〈. . .〉
both averaging with respect to HN,p and HN,p.
Lemma 1. Define the matrix Xµ,νN =
1
N
N∑
i=1
ξ
(µ)
i ξ
(ν)
i . If the inequalities
||XN || ≤ (
√
α+ 2)2,
1
N
(h,h) ≤ 2, (3.21)
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are fulfilled, then the Hamiltonian HN,p(J , k, h, z, ε) satisfies conditions (2.3),
(2.4), (2.5) and (2.6) of Theorem 1 and therefore
1
N2
N∑
i,j=1
〈J˙iJ˙j〉〈Ji〉〈Jj〉 ≤ C(z, ε)
N
,
1
N2
N∑
i,j=1
〈J˙iJ˙j〉2 ≤ C(z, ε)
N
, (3.22)
where J˙i ≡ Ji − 〈Ji〉.
Moreover, choosing εN ≡ N−1/2 logN we have got that there exist N -independent
C1 and C2, such that
Prob
{
max
i
〈θ(Ji −N1/2εN)〉 > e−C1 log
2 N
}
≤ e−C2 log2 N . (3.23)
Remark 3. According to the result of [S-T] and to a low of large numbers, PN -the
probability that inequalities (3.21) are fulfilled, is more than 1− e−constN2/3
Remark 4. Let us note that since the Hamiltonian (2.10) under conditions (3.21)
satisfies (2.3), (2.4) and (2.6), we can choose R0 large enough to have
σ−1N
∫
ΓN
θ(|J | −N1/2R0)e−HN,pdJ ≤ (R0)Ne−NC1R20 < e−NC3−N
⇒ 〈θ(|J | −N1/2R0)〉 ≤ e−N ,
so in all computations below we can use the inequality |J | ≤ N1/2R0 with the
error O(e−N const ).
Remark 5. Let us note, that sometimes it is convenient to use (3.22) in the form
E
{〈(
N−1
N∑
i
J˙
(1)
i J˙
(2)
i
)2〉(1,2)}
≤ C(z, ε)
N
,
E
{〈(
N−1
N∑
i
J˙i〈Ji〉
)2〉}
≤ C(z, ε)
N
.
Here and below we put an upper index to Ji to show that we take a few replicas
of our Hamiltonians and the upper index indicate the replica number. We put
also an upper index 〈..〉(1,2) to stress that we consider the Gibbs measure for two
replicas. The last relations means, in particularly, that
1
N
∑
J˙
(1)
i J˙
(2)
i → 0,
1
N
∑
J˙i〈Ji〉 → 0, as N →∞ (3.24)
in the Gibbs measure and the probability.
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We start the proof of Theorem 2 from the proof of the self-averaging property
(2.14). of fN,p(h, z, ε). Using the idea, proposed in [P-S] (see also [S-T]), we write
fN,p(h, z, ε)− E{fN,p(k, h, z, ε)} = 1
N
p∑
µ=0
∆µ,
where
∆µ ≡ Eµ {(logZN,p(k, h, z, ε))} − Eµ+1 {(logZN,p(h, z, ε))} ,
the symbolEµ{..}means the averaging with respect to random vectors ξ(1), ..., ξ(µ)
and
E0 {logZN,p(k, h, z, ε)} = logZN,p(h, z, ε). Then, in the usual way,
E {∆µ∆ν} = 0 (µ 6= ν),
and therefore
E
{
(fN,p(h, z, ε)− E{fN,p(k, h, z, ε)})2
}
=
1
N2
p∑
µ=0
E{∆2µ}. (3.25)
But
E{∆2µ−1} ≤ E{(Eµ−1{(logZN,p(k, h, z, ε))}
Eµ−1
{
(logZ
(µ)
N,p−1(k, h, z, ε)))
2
}
≤ E{(∆′µ)2},
(3.26)
where
∆′µ ≡ logZN,p(k, h, z, ε)− logZ(µ)N,p−1(k, h, z, ε),
with Z
(µ)
N,p−1(k, h, z, ε) being the partition function for the Hamiltonian (2.10),
where in the r.h.s. we take the sum with respect to all upper indexes except
µ. Denoting by 〈...〉(µ)p−1 the correspondent Gibbs averaging and integrating with
respect to x, we get:
∆′µ =
√
ε log
〈
H
(
k − (ξ(µ),J)N−1/2√
ε
)〉(µ)
p−1
. (3.27)
But evidently
0 ≥ log 〈H (ε−1/2(k − (ξ(µ),J)N−1/2))〉(µ)
p−1
≥
〈
logH
(
ε−1/2(k − (ξ(µ),J)N−1/2)
)〉(µ)
p−1
≥ − const 〈(Nε)−1(ξ(µ),J)2〉(µ)
p−1 + const
(3.28)
Thus,
E{(∆′µ)2} ≤ constE
{〈
(Nε)−1(ξ(µ),J)2
〉(µ)
p−1
〈
(Nε)−1(ξ(µ),J)2
〉(µ)
p−1
}
.
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But since 〈...〉(µ)p−1 does not depend on ξ(µ) we can average with respect to
ξ(µ) inside 〈...〉(µ)p−1. Hence, we obtain
E{(∆′µ)2} ≤ const ε−2E
{〈
N−1(J ,J)
〉(µ)
p−1
〈
N−1(J ,J)
〉(µ)
p−1
}
≤ const . (3.29)
Inequalities (3.25)-(3.28) prove (2.14).
Define the order parameters of our problem
RN,p ≡ 1
N
N∑
i=1
〈J2i 〉, qN,p ≡
1
N
N∑
i=1
〈Ji〉2 (3.30)
To prove the self-averaging properties of RN,p and qN,p we use the following
general lemma:
Lemma 2. Consider the sequence of convex random functions {fn(t)}∞n=1 (f ′′n (t) ≥
0) in the interval (a, b). If functions fn are self-averaging (E{(fn(t)−E{fn(t)})2} →
0, as n → ∞ uniformly in t) and bounded (|E{fn(t)}| ≤ C uniformly in n,
t ∈ (a, b)), then for almost all t
lim
n→∞
E{[f ′n(t)− E{f ′n(t)}]2} = 0, (3.31)
i.e. the derivatives f ′n(t) are also self-averaging ones for almost all t.
In addition, if we consider another sequence of convex functions {gn(t)}∞n=1
(g′′n ≥ 0) which are also self-averaging (E{(gn(t)−E{gn(t)})2} → 0, as n→∞
uniformly in t), and |E{fn(t)}−E{gn(t)}| → 0, as n→∞, uniformly in t, then
for all t, which satisfy (3.31)
lim
n→∞
|E{f ′n(t)} − E{g′n(t)}| = 0, limn→∞E{[g
′
n(t)− E{g′(t)}]2} = 0. (3.32)
For the proof of this lemma see [P-S-T2]. On the basis of Lemma 2, in Sec.4 we
prove
Proposition 2. Denote RN,p−1, qN,p−1 the analogs of RN,p, qN,p (see definition
(3.30)) for HN,p−1. Then for any convergent subsequence E{fNm,pm(k, h, z, ε)}
for almost all z and h RNm,pm , qNm,pm we have got
E{(RNm,pm −RNm,pm)2}, E{(qNm,pm − qNm,pm)2} → 0,
|RNm,pm −RNm,pm−1|, |qNm,pm − qNm,pm−1| → 0 as k→∞,
(3.33)
where
RN,p = E{RN,p}, qN,p = E{qN,p} (3.34)
and
E
{〈(
N−1m
Nm∑
i=1
J2i −RNm,pm
)2〉}
→ 0, as Nm →∞. (3.35)
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Our strategy now is to choose an arbitrary convergent subsequence fNm,pm(k, h, z, ε),
by applying to it the above proposition, to show that its limit for all h, z coin-
cides with the r.h.s. of (2.15). Then this will mean that there exists the limit
fN,p(h, z, ε) as N, p → ∞, pN → α. But in order to simplify formulae below we
shall omit the subindex m for N and p.
Now we formulate the main technical point of the proof of Theorem 2.
Lemma 3. Consider HN,p−1 and denote by 〈. . .〉p−1 the respective Gibbs aver-
ages. For any ε1 > 0 and 0 ≤ k1 ≤ 2k define
φN (ε1, k1) ≡ ε1/21
〈
H
(
k1 −N−1/2(ξ(p), 〈J〉p−1)√
ε1
)〉
p−1
, (3.36)
φ0,N (ε1, k1) ≡ ε1/21 H
(
k1 −N−1/2(ξ(p), 〈J〉p−1)√
UN,p−1(ε1)
)
, (3.37)
where UN,p−1(ε1) ≡ RN,p−1 − qN,p−1 + ε1. Then,
E
{
(φN (ε1, k1)− φ0,N (ε1, k1))2
}
→ 0,
E
{
(logφN (ε1, k1)− logφ0,N (ε1, k1))2
}
→ 0,
E
{(
d
dε1
log φN (ε1, k1)− ddε1 logφ0,N (ε1, k1)
)2}
→ 0,
E
{(
d
dk1
log φN (ε1, k1)− ddk1 logφ0,N (ε1, k1)
)2}
→ 0,
(3.38)
and N−1/2(ξ(p), 〈J〉p−1) converges in distribution to
√
qN,pu, where u is a Gaus-
sian random variable with zero mean and variance 1.
Besides, if we denote
t(µ) ≡ N−1/2(ξ(µ), J)− xµ, t˙(µ) ≡ t(µ) − 〈t(µ)〉
U˜N ≡ 1
ε2N
p∑
µ=1
〈(t(µ))2〉, q˜N ≡ 1
ε2N
p∑
µ=1
〈t(µ)〉2, (3.39)
then U˜N and q˜N are self-averaging quantities and for µ 6= ν
E
{
〈t˙(µ) t˙(ν)〉2
}
→ 0, E
{
〈((t(µ))2 − 〈(t(µ))2〉)((t(µ))2 − 〈(t(µ))2〉)〉2
}
→ 0,
E
{
〈(t(µ))4〉
}
≤ const , E
{
〈(t(µ))4(t(ν))4〉
}
≤ const.
(3.40)
Now we are ready to derive the equations for qN,p and RN,p. From the
symmetry of the Hamiltonian (3.20) it is evident that qN,p = E{〈J1〉2} and
RN,p = E{〈J21 〉}. The integration with respect J1 is Gaussian. So, if we denote
t
(µ)
1 ≡ t(µ) −N−1/2ξ(µ)1 J1,
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we get
〈J1〉 = −(z + αN/ε)−1
(
1
εN1/2
p∑
µ=1
ξ
(µ)
1 〈t(µ)1 〉+ hh1
)
.
Hence,
(z + αN/ε)
2E
{〈J1〉2} = 1
ε2N
E
{ p∑
µ,ν=1
ξ
(µ)
1 ξ
(ν)
1 〈t(µ)1 〉〈t(ν)1 〉
}
+h2 +
2h
ε
1/2
N
E
{ p∑
µ=1
h1ξ
(µ)
1 〈t(µ)1 〉
}
+ o(1),
(3.41)
and similarly
(z + αN/ε)
2E
{〈J21 〉} = (z + αN/ε) + 1ε2N
p∑
µ,ν=1
E
{
ξ
(µ)
1 ξ
(ν)
1 〈t(µ)1 t(ν)1 〉
}
+h2 +
2h
ε
1/2
N
p∑
µ=1
E
{
h1ξ
(µ)
1 〈t(µ)1 〉
}
+ o(1).
(3.42)
Now to calculate the r.h.s. in (3.41) and (3.42) we use the formula of ”inte-
gration by parts” which is valid for any function f with bounded third derivative
E
{
ξ
(µ)
1 f
(
ξ
(µ)
1 N
−1/2
)}
=
1
N1/2
E
{
f ′
(
ξ
(µ)
1 N
−1/2
)}
+
1
N3/2
E
{
f ′′′
(
ζ(ξ
(µ)
1 )ξ
(µ)
1 N
−1/2
)}
,
(3.43)
where |ζ(ξ(µ)1 )| ≤ 1. Thus, using this formula and the second line of (3.40), we
get:
(z + αN/ε)
2qN,p = q˜N
+
1
N2ε4
∑
µ6=ν
E
{〈
t˙
(µ)
1 (t
(µ)
1 J1 − 〈t(µ)1 J1〉)
〉〈
t˙
(ν)
1 (t
(ν)
1 J1 − 〈t(ν)1 J1〉)
〉}
+
2
N2ε4
∑
µ6=ν
E
{〈
t˙
(µ)
1 (t
(µ)
1 J1 − 〈t(µ)1 J1〉)(t(ν)1 J1 − 〈t(ν)1 J1〉)
〉
〈t(ν)1 〉
}
+
1
N2ε4
∑
µ6=ν
E
{〈
t˙
(µ)
1 (t
(ν)
1 J1 − 〈t(ν)1 J1〉)
〉〈
t˙
(ν)
1 (t
(µ)
1 J1 − 〈t(µ)1 J1〉)
〉}
+h2 +
2h2
ε2N
∑
µ
E
{〈
t˙
(µ)
1 (t
(µ)
1 J1 − 〈t(µ)1 J1〉)J˙1
〉}
+ o(1).
(3.44)
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Substituting t
(µ)
1 by t
(µ) and using the symmetry of the Hamiltonian with respect
to Ji, we obtain e.g. for the first sum in (3.44):
1
N2
∑
µ6=ν
E
{〈
t˙
(µ)
1 (t
(µ)
1 J1 − 〈t(µ)1 J1〉)
〉〈
t˙
(ν)
1 (t
(ν)
1 J1 − 〈t(ν)1 J1〉)
〉}
=
1
N3
N∑
i=1
p∑
µ,ν=1
E
{〈
t˙(µ)(t(µ)(J˙i + 〈Ji〉)− 〈t(µ)(J˙i + 〈Ji〉)〉
〉
·
〈
t˙(ν)(J˙i + 〈Ji〉)− 〈t(ν)(J˙i + 〈Ji〉)〉
〉}
+ o(1)
=
1
N3
N∑
i=1
p∑
µ,ν=1
E
{
〈Ji〉2〈(t˙(µ))2〉〈(t˙(ν))2〉
}
+ o(1) = qN,p(U˜N − q˜N )2 + o(1).
Here we have used the relation (3.24), which allows us to get rid from the terms
containing J˙i and the self-averaging properties of qN,p, U˜N and q˜N . Transforming
in a similar way the other sums in the r.h.s. of (3.44) and using also relations
(3.40) to get rid from the terms, containing 〈t˙(µ) t˙(ν)〉, we get finally:
(z + αN/ε)
2qN,p = q˜N + 2(RN,p − qN,p)q˜N (U˜N − q˜N )
+qN,p(U˜N − q˜N )2 + h2(1 + 2(U˜N − q˜N )(RN,p − qN,p)) + o(1).
(3.45)
Similarly we obtain
(z + αN/ε)
2RN,p = (z + αN/ε) + U˜N +RN,p(U˜
2
N − q˜2N )
−2qN,pq˜N (U˜N − q˜N ) + h2(1 + 2(U˜N − q˜N )(RN,p − qN,p)) + o(1).
(3.46)
Considering (3.45) and (3.46) as a system of equation with respect to RN,p and
qN,p, we get
qN,p =
q˜N + h
2
(z +∆N )2
+ o(1), RN,p − qN,p =
1
z +∆N
+ o(1), (3.47)
where we denote for simplicity
∆N ≡ α
ε
− U˜N + q˜N . (3.48)
Now we should find the expressions for q˜N and U˜N .
From the symmetry of the Hamiltonian (2.10) it is evident that
q˜N = αNE
{
1
ε2
〈
N−1/2(ξ(p),J)− x(p)
〉2}
= αNE


[
d
dk1
log
∫
x>0
dx
〈
exp{− 1
2ε1
(N−1/2(ξ(p),J)− x− k1)2}
〉
p−1
]2

∣∣∣∣∣∣
k1=k
= αNE
{[
d
dk1
logφN (k1, ε1)
]2}∣∣∣∣∣
k1=k
.
(3.49)
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Therefore, using Lemma 3, we derive:
q˜N = αNE


[
d
dk1
logH
(√
qN,pu+ k1√
UN,p
)]2
 = αNUN,pE
{
A2
(√
qN,pu+ k1√
UN,p
)}
.
(3.50)
Here and below we denote
A(x) ≡ − d
dx
logH(x) =
e−x
2/2
√
2piH(x)
, (3.51)
where the function H(x) is defined by (2.11). Similarly
U˜N = αNE
{
1
ε2
〈(N−1/2(ξ(p),J)− x(p))2〉
}
= 2αNE
{
d
dε1
log
∫
x>0
dx〈exp{− 1
2ε1
(N−1/2(ξ(p),J)− x− k1)2}〉p−1
}∣∣∣∣
ε1=ε
= 2αNE
{
d
dε1
logφp(k1, ε1)
}∣∣∣∣
ε1=ε
.
(3.52)
Now, using Lemma 3 and Lemma 1, we derive:
U˜N = 2αNE
{
d
dε1
log ε
−1/2
1 H
(√
qN,pu+ k1√
UN,p
)}∣∣∣∣∣
ε1=ε
=
αN
ε
+
αN
U
3/2
N,p
E
{
(k +
√
qN,pu)A
(√
qN,pu+ k1√
UN,p
)}
.
(3.53)
Thus, from (3.45), (3.46), (3.50) and (3.53) we obtain the system of equations
for RN,p and qN,p
qN,p ≡ (RN,p − qN,p)2
[
α
UN,p
E
{
A2
(√
qN,pu+ k√
UN,p
)}
+ h2
]
+ ε˜N
α
U
3/2
N,p
E
{
(
√
qN,pu+ k)A
(√
qN,pu+ k√
UN,p
)}
= z +
qN,p
(RN,p − qN,p)2
− 1
RN,p − qN,p
− h2 + ε˜′N ,
(3.54)
where ε˜N , ε˜
′
N → 0, as N, p→∞, αN → α.
Proposition 3. For any α < 2 there exists ε∗(α, k) such that for any ε ≤ ε∗
and z < ε−1/3 the solution of the system (3.54) tends as ε˜N , ε˜′N → 0 to (R∗, q∗)
which gives the unique point of maxRminq in the r.h.s. of (2.15).
On the basis of this proposition we conclude that for almost all z, h there
exist the limits
lim
m→∞
E
{
d
dz
fNm,pm(k, h, z, ε)
}
= R∗(α, k, h, z, ε),
lim
m→∞
E
{
d
dh
fNm,pm(k, h, z, ε)
}
= h(R∗(α, k, h, z, ε)− q∗(α, k, h, z, ε)).
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But since the r.h.s. here are continuous functions of z, h we derive that for
any convergent subsequence fNm,pm(k, h, z, ε) the above limits exist for all z, h.
Besides, choosing subsequence fN ′m,p′m(k, h, z, ε) which converges for any rational
α, we obtain that for any N ′m, p
′
m such that αm =
p′m
N ′m
→ α1 (α1 is a rational
number) and p′′m such that α
′
m =
p′′m
N ′m
→ 0
E
{
fN ′m,p′m(αk, k, h, z, ε)} − E{fN ′m,p′′m(α′k, k, h, z, ε)
}
=
1
N ′m
p′m−p′′m∑
i=0
E
{
logZN ′m,p′′m−i(k, h, z, ε)− logZN ′m,p′m−i−1(k, h, z, ε)
}
→ 1
N ′m
p′m−p′′m∑
i=0
E
{
logH
(√
qN ′m,p′m−iu+ k√
UN ′m,p′m−i
)}
→
∫ α1
0
E
{
logH
( √
q∗(α)u+ k√
R∗(α) + ε− q∗(α)
)}
dα.
Thus, for all rational α there exists
lim
m→∞
E {fNm,pm(k, h, z, ε)} = F (α, k, h, z, ε),
where F (α, k, h, z, ε) is defined by (2.15). But since the free energy is obviously
monotonically decreasing in α, we obtain, that for any convergent subsequence
the limit of the free energy coincides with the r.h.s. of (2.15). Hence, as it was
already mentioned after Proposition 2, there exist a limit which coincides with
the r.h.s. of (2.15). Theorem 2 is proven.
Proof of Theorem 3. For any z > 0 let us take h small enough and consider
ΘN,p(k, h, z) ≡ σ−1N
∫
ΩN
dJ exp{−z
2
(J ,J)− h(h,J)},
where
ΩN,p ≡
{
J : N−1/2(ξ(ν),J) ≥ k, (ν = 1, . . . , p)
}
.
To obtain the self-averaging of N−1 log(MN)Θ(k, h, z) and the expression for
E{N−1 log(MN)Θ(k, h, z)} we define also the interpolating Hamiltonians, corre-
sponding partition functions and free energies:
H(µ)N,p(J , k, h, z, ε) ≡ −
p∑
ν=µ+1
log H
(
k −N−1/2(ξ(ν),J)√
ε
)
+
z
2
(J ,J) + h(h,J),
(3.55)
Z
(µ)
N,p(k, h, z, ε) ≡ σ−1N
∫
Ω
(µ)
N,p
dJ exp{−H(µ)N,p(J , k, h, z, ε)},
f
(µ)
N,p(k, h, z, ε,M) ≡ 1N log(MN) ZN,p(k, h, z, ε),
(3.56)
where
Ω
(µ)
N,p ≡
{
J : N−1/2(ξ(µ
′),J) ≥ k, (µ′ = 1, . . . , µ)
}
.
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According to Theorem 2, for large enough M with probability more than (1 −
O(N−1))
f
(0)
N,p(k, h, z, ε,M) = fN,p(k, h, z, ε), f
(p)
N,p(k, h, z, ε) =
1
N
log(MN)Θ(k, h, z),
where fN,p(k, h, z, ε) is defined by (2.13). Hence,
fN,p(k, h, z, ε,M)− 1
N
log(MN) ΘN,p(k, h, z) =
1
N
p∑
µ=1
∆˜(µ),
∆˜(µ) ≡ log(MN) Z(µ−1)N,p − log(MN) Z(µ)N,p.
(3.57)
Below in the proof of Theorem 3 we denote by x(µ) ≡ N−1/2(ξ(µ),J), by the
symbol 〈. . .〉µ the Gibbs averaging corresponding to the Hamiltonian H(µ)N,p in
the domain Ω
(µ−1)
N,p and by Z
(µ,µ)
N,p the correspondent partition function.Denote
also
Tµ(x) ≡
〈
θ(x(µ) − x)
〉
µ
, Xµ ≡
〈
x(µ)
〉
µ
.
To proceed further, we use the following lemma:
Lemma 4. If the inequalities (3.21) are fulfilled and there exists N,µ, ε-independent
D such that
1
N
〈
(J˙ , J˙)
〉
µ
≥ D2, (3.58)
then there exist N,µ, ε-independent K1, C
∗
1 , C
∗
2 , C
∗
3 , such that for |Xµ| ≤ logN
Tµ(k + 2ε
1/4) ≥ C∗1e−C
∗
2X
2
µ ,
Tµ(k − 2ε1/4)− Tµ(k + 2ε1/4) ≤ ε1/4C∗3
(3.59)
with probability P
(µ)
N ≥ (1−K1N−3/2).
Remark 6. Similarly to Remark 4 one can conclude that, if Z
(µ,µ)
N,p > e
−MN ,
then there exists ε,N, µ-independent R0, such that we can use the inequality
|J | ≤ N1/2R0 with the error O(e−N const ).
Remark 7. Denote D˜2µ the l.h.s. of (3.58). Then
4D˜2µ〈θ(|J˙ | − 2D˜µN1/2)〉µ ≤ N−1
〈
(J˙ , J˙)
〉
µ
= D˜2µ
⇒ 〈θ(|J˙ | − 2D˜µN1/2)〉µ ≤ 14
⇒ Z(µ,µ)N ≤ 43σ−1N
∫
| ˙J |<2D˜µN1/2
exp{− z2 (J ,J)− h(h,J)} ≤ 43 (2D˜µ)Ne2hNR0
Thus, the inequality Z
(µ,µ)
N,p > e
−MN implies that D˜µ ≥ 12 exp{−M − 2hR0} ≡
D2.
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Let us prove self-averaging property of f
(p)
N,p(k, h, z, ε,M), using Lemma 4.
Similarly to (3.25) we write
f
(p)
N,p(k, h, z, ε,M)− E{f (p)N,p(k, h, z, ε,M)} =
1
N
p−1∑
ν=0
∆ν ,
where
∆ν ≡ Eν{f (p)N,p(k, h, z, ε,M)} − Eν+1{(f (p)N,p(k, h, z, ε,M)},
Then E{∆ν∆ν′} = 0, (ν 6= ν′) and therefore
E{(f (p)N,p(k, h, z, ε,M)− E{f (p)N,p(k, h, z, ε,M)})2} =
1
N2
p−1∑
ν=0
E{∆2ν}, (3.60)
where similarly to (3.26)
E{∆2ν} ≤ E{∆
2
ν}, (3.61)
with
∆ν ≡ log(MN) Z(p)N,p − log(MN) Z(p,ν+1)N,p ,
where Z
(p,ν)
N,p is the partition function, corresponding to the Hamiltonian H(p)N,p
in the domain Ω
(p,ν)
N,p which differs from Ω
(p)
N,p by the absence of the inequality
for µ′ = ν. Therefore for ν ≤ p− 1
E{|∆ν |2} = E{|∆p−1|2}
= E{θ(Z(p,p)N,p − e−MN )| log(MN) Z(p)N,p − log(MN) Z(p,p)N,p |2}
+E{θ(e−MN − Z(p,p)N,p )| log(MN) Z(p)N,p − log(MN) Z(p,p)N,p |2}.
(3.62)
But the second term in the r.h.s. is zero, because Z
(p)
N,p ≤ Z(p,p)N,p and thus Z(p,p)N,p ≤
e−MN implies Z(p)N,p ≤ e−MN , and so log(MN) Z(p)N,p = log(MN) Z(p,p)N,p = −MN .
Then, denoting by χµ the indicator function of the set, where Z
(µ,µ) > e−MN ,
and the inequalities (3.59) are fulfilled, on the basis of Lemma 4, we obtain that
E{∆2ν} = E{θ(Z(p,p)N,p − e−MN ) log2(M)
〈
θ(x(p) − k)〉
p
}
≤ (MN)2[E{θ(Z(p,p)N,p − e−MN )θ(|Xp| − logN)}
+E{θ(Z(p,p)N,p − e−MN )(1− χp)θ(logN − |Xp|)}]
+E
{
θ(Z
(p,p)
N,p − e−MN )χpθ(logN − |Xp|) log2 exp{−C∗1X2µ}
}
≤ (MN)2[e− log2N/2R20) +K1N−3/2] + 2(R20C∗1 )2 ≤ 2M2K1N1/2.
(3.63)
Here we have used that, according to the definition of the function log(MN) (see
(2.16), | log(MN)
〈
θ(x(p) − k)〉
p
| ≤ MN . Besides, we used the standard Cheby-
shev inequality, according to which
Pµ(X) ≡ Prob{Xµ ≥ X} ≤ e−X2/2R20 . (3.64)
Relations (3.60), (3.61) and (3.63) prove the self-averaging property of 1N log(MN)ΘN,p(k, h, z).
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Now let us prove that ∆˜(µ), defined in (3.57), for any µ satisfies the bound
|E{∆˜(µ)}| = |E{θ(Z(µ,µ)N,p − e−MN )[log(MN)
〈
H((k − x(µ))ε−1/2)〉
µ
− log(MN)
〈
θ(x(µ) − k)〉
µ
]} ≤ ελK, (3.65)
with some positive N,µ, ε-independent λ,K. We remark here, that similarly to
(3.62) Z
(µ−1)
N,p , Z
µ
N,p ≤ Zµ,µN,p and so, if Zµ,µN,p < e−MN , then log(MN) Z(µ−1)N,p =
log(MN) Z
(µ)
N,p =MN .
Using the inequalities
H(−ε−1/4)θ(x− ε1/4) ≤ H
(
− x
ε1/2
)
≤ ε1 + θ(x + ε1/4) (3.66)
with ε1 ≡ H(ε−1/4), we get
logH(−ε−1/4)− E{θ(Z(µ,µ)N,p − e−MN ) log(1 + r1(k, ε))}
≤ E{∆˜(µ)} ≤ E{θ(Z(µ,µ)N,p − e−MN ) log(1 + r2(k, ε))},
(3.67)
where
r1(k, ε) ≡ Tµ(k)− Tµ(k + ε
1/4)
Tµ(k + ε1/4)
, r2(k, ε) ≡ Tµ(k − ε
1/4)− Tµ(k) + ε1
Tµ(k)
.
But by the virtue of Lemma 4, one can get easily that, if |Xµ| ≤ logN , then
with probability P
(µ)
N ≥ (1−K1N−3/2)
r1,2(k, ε) ≤ ε1/4CeCX
2
µ
with some N,µ-independent C. Therefore, choosing λ ≡ 18R20(1 + 2CR20)−1 and
L2 ≡ 2λ| log ε|, for small enough ε we can write similarly to (3.63)
E
{
θ(Z
(µ,µ)
N,p − e−MN ) log(MN) (1 + r1,2(k, ε))
}
≤ (MN)Pµ(logN)
+K1N
−3/2(MN) +
∫
θ(logN − |X |) log(1 + ε1/4CeCX2)dPµ(X)
= ε1/4CeCL
2
+ C
∫
θ(|X | − L)X2dPµ(X) + o(1)
≤ ε1/4CeCL2 + 2CL2P (L) ≤ K(C,R0)ελ,
where Pµ(X) is defined and estimated in (3.64) and we have used that, accord-
ing to definition (2.16), −MN ≤ log(MN) θ〈(x(µ) − k)〉µ, log(MN)〈θ(x(µ) − k ±
ε1/4)〉µ ≤ 0 and therefore always | log(MN)(1 + r1,2(k, ε)| ≤MN .
Using the bound
| 1
N
log(MN)ΘN,p(k, h, z)−
1
N
log(MN) ΘN,p(k, 0, z)| ≤ 2hR0,
representation (3.57) and self-averaging property of 1N log(MN)ΘN,p(k, h, z), we
obtain that with probability PN ≥ 1−O(N−1/2)
F (α, k, 0, z, ε) +O(ελ) +O(h) ≤ 1
N
log(MN)ΘN,p(k, 0, z)
≤ F (α, k, 0, z, ε) +O(ελ) +O(h).
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Now we are going to use Corollary 1 to replace the integration over the whole
space by the integration over the sphere of the radius N1/2. But since Theorem
2 is valid only for z < ε−1/3, we need to check, that minz{F (α, k, 0, z, ε) + z2}
takes place for z, satisfying this bound.
Proposition 4. For any α < αc(k) there exists ε-independent z(k, α) such that
zmin < z(k, α).
Then, using 2.9, we have got that with the same probability for α ≤ αc(k)
min
z
{F (α, k, 0, z, ε) + z
2
}+O(ελ) +O(h) ≤ 1
N
log(MN)ΘN,p(k)
≤ min
z
{F (α, k, 0, z, ε) + z
2
}+O(ελ) +O(δ) +O(h).
(3.68)
Thus,
lim
N→∞
E
{(
1
N
log(MN)ΘN,p(k)− E{
1
N
log(MN)ΘN,p(k)}
)2}
≤ O(ε2λ)+O(h),
(3.69)
and since ε, h are arbitrarily small numbers (3.69) proves the self-averaging prop-
erty of 1N log(MN)ΘN,p(k). Besides, averaging
1
N log(MN)ΘN,p(k) with respect
to all random variables and taking the limits h, ε → 0, we obtain (2.15) from
(3.69).
The last statement of Theorem 3 follows from that proven above, if we note
that log(MN)ΘN,p(k) is a monotonically decreasing function of α and, on the
other hand, the r.h.s. of (2.17) tends to −∞ as α→ αc(k)
Hence, we have finished the proof of Theorem 3.
4. Auxiliary Results
Proof of Proposition 1 Let us fix t ∈ (t∗1, t∗2) take some small enough δ and
consider Dδ(t) which is the set of all J ∈ A(t) ∩ D whose distance from the
boundary of D is more than d = N1/2max{δ, 2K0δ}. Now for any J0 ∈ Dδ(t)
consider (J˜ , φ(J˜)) - the local parametrisation of D with the points of the (N−1)-
dimensional hyper-plane B = {J˜ : (J˜ , n˜) = 0}, where n˜ is the projection of the
normal n to D at the point J0 on the hyper-plane B(t). We chose the orthogonal
coordinate system in B in such a way that J˜1 = (J , e) = N1/2t. Denote J˜0 =
PJ0 (P is the operator of the orthogonal projection on B). According to the
standard theory of the Minkowski sum (see e.g.[Ha]), the boundary of 12A(t) ×
1
2A(t+ δ) consists of the points
J ′ =
1
2
J +
1
2
J(δ)(J), (4.1)
where J belongs to the boundary of A(t) and the point J (δ)(J) (belonging to the
boundary of A(t+ δ)) is chosen in such a way that the normal to the boundary
of A(t + δ) at this point coincides with the normal n to the boundary of A(t)
at the point J . Denote D˜(12 ) the part of the boundary of 12A(t)× 12A(t+ δ) for
which in representation (4.1) J ∈ Dδ(t). Now for J0 ∈ Dδ(t) let us find the point
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J (δ)(J0). Since by construction
∂
∂J˜i
φ(J˜0) = 0 (i = 2, . . . , N − 1), we obtain for
J˜
(δ)
(J0) ≡ PJ (δ)(J0) the system of equations
∂
∂J˜i
φ(J˜
(δ)
) = 0, (i = 2, . . . , N − 1)
and J˜
(δ)
1 = N
1/2(t+ δ). Then we get
J˜
(δ)
i = J˜
0
i + δN
1/2(D−111 )
−1(D−1)i,1 + o(δ) (i = 2, . . . , N − 1), (4.2)
where the matrix {Di,j}N−1i,j=1 consists of the second derivatives of the func-
tion φ(J˜) (Di,j ≡ ∂2∂J˜i∂J˜j φ(J˜)). Thus, it was mentioned above, the point J1 ≡
(12 (J˜0+J˜
(δ)
), 12 (φ(J˜0))+φ(J˜
(δ)
)) ∈ D˜(12 ). Consider also the point J ′1 ≡ (12 (J˜0+
J˜
(δ)
), φ(12 (J˜0 + J˜
(δ)
))) ∈ A(t+ 12δ) ∩ D. Then,
|J1 − J ′1| = φ
(
1
2 (J˜0 + J˜
(δ)
)
)
− 12
(
φ(J˜0) + φ(J˜
(δ)
)
)
=
δ2
2 N
(
(D−11,1)
2
∑N−1
i,j=2Di,jD
−1
i,1D
−1
j,1 + 2D
−1
1,1
∑N−1
i=2 Di,1D
−1
i,1 +D1,1
)
+ o(δ2)
= Nδ2(D−11,1)
−1 + o(δ2).
But (D−11,1)
−1 ≥ λmin, where λmin is the minimal eigenvalue of the matrix D.
Therefore, since
λmin = min
(
˜J , ˜J)=1
(DJ˜ , J˜) ≥ min
(
˜J , ˜J)=1
(DJ˜ , J˜)
(1 + J˜21 (n, e)
2)3/2
≥ κmin ≥ K0N−1/2,
(4.3)
we obtain that
|J1 − J ′1| ≥ δ2K0N1/2. (4.4)
Besides, since by construction ∂
∂J˜i
φ(J˜0) = 0 and
∂
∂J˜i
φ(J˜
(δ)
) = 0, we get that the
tangent hyper-plane of the boundary 12A(t)× 12A(t+δ) at the point J1 is orthog-
onal to (J1−J ′1). So, in fact, we have proved that the distance betweenDδ(t+ 12δ)
and D˜(12 ) is more than δ2K0N1/2. Thus, denoting by S˜(12 ) ≡ mesD˜(12 ), we ob-
tain that
V (t+
1
2
δ)− V˜ (1
2
) ≥ δ2N1/2K0S˜(1
2
) + o(δ2) = δ2N1/2K0S(t) + o(δ
2). (4.5)
Here we have used that S˜(12 ) = S(t) + o(1), as δ → 0, because the boundary D
is smooth. Therefore, denoting V˜ (τ) the volume of τA(t)× (1− τ)A(t+ δ) and
using (4.5), we get
2V 1/N (t+
1
2
δ)− V 1/N (t)− V 1/N (t+ δ)
≥ 2
(
V˜ (
1
2
) + δ2N−1/2K0S(t)
)1/N
− V˜ 1/N (0)− V˜ 1/N (1) + o(δ2)
= 2V˜ 1/N (
1
2
)− V˜ 1/N (0)− V˜ 1/N (1) + 2δ
2K0S(t)
N1/2V˜ 1−1/N (12 )
+ o(δ2)
≥ 2δ
2K0S(t)
N1/2V 1−1/N (t+ 12δ)
+ o(δ2) = 2δ2K0C(t)V
1/N (t) + o(δ2).
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Here we have used the inequality 2V˜ 1/N (12 ) − V˜ 1/N (0) − V˜ 1/N (1) ≥ 0, which
follows from the Brunn-Minkowski theorem and the relation V (t+ 12δ) = V (t)+
o(1) (as δ → 0). Then, sending δ → 0, we obtain the statement of Proposition 1.
Proof of Lemma 1 Since logH(x) is a concave function of x, HN,p(J , h, z, ε) is
the convex function of J , satisfying (2.3). Since logH(x) < 0 for any x, (2.4) is
also fulfilled. To prove (2.5) let us write
|∇HN,p(J)|2 ≤ 3
Nε
∑
i,µ,ν
ξ
(µ)
i ξ
(ν)
i AµAν + 3h
2(hh) + 3z2(J ,J)
≤ const ε−1
[∑
µ
A2µ + z
2(J ,J) + h2(hh)
]
≤ const ε−1
[
pC∗ −
∑
µ
logH
(
k − N
−1/2(J , ξ(µ))√
ε
)
+ h2 + z2(J ,J)
]
,
(4.6)
where we denote for simplicity Aµ ≡ A
(
k − N−1/2(J ,ξ
(µ)
)√
ε
)
, with the function
A(x) defined in (3.51). The second inequality in (4.6) is based on the first line
of (3.21), the third inequality is valid by the virtue of the bound 12A
2(x) ≤
− logH(x) +C∗, with some constant C∗, and the last inequality is valid due to
the second line of (3.21).
Taking into account (2.4) one can conclude also, that for any U there exists
some N -independent constant C(U), such that (J ,J) ≤ NC(U), if HN,p(J) ≤
NU . Thus, we can derive from (4.6) that under conditions (3.21) (2.5) is fulfilled.
Besides, due to the inequality logH(x) ≥ C∗1 − 12x2, it is easy to obtain that
fN,p(k, h, z, ε) ≥ C∗1 +
1
N
log det(ε−2X + zI),
so (2.6) is also fulfilled.
Hence, we have proved that under conditions (3.21) the norm of the matrix
D ≡ {〈J˙iJ˙j〉}Ni,j=1 is bounded by some N -independent C(z, ε). Then with the
same probability
N−1
N∑
i,j=1
〈J˙iJ˙j〉2 = N−1TrD2 ≤ C(z, ε),
which implies (3.22).
To prove (3.23) let us observe that
〈θ(|JN | −N1/2εN )〉 = 〈θ(|c| − εN )〉(U,c), (4.7)
where 〈. . .〉(U,c) is defined in (3.3)- (3.7) with e = (0, . . . , 0, 1). For the function
sN (U, c), defined by (3.5), we get
〈 ∂
∂c
sN (U, 0)〉(U,0) = N−1/2
∫
∂
∂JN
HN.p(J) exp{−HN.p(J)}|JN=0dJ1 . . . dJN−1
exp{−HN.p(J)}|JN=0dJ1 . . . dJN−1
=
hhN
N1/2
+
1
Nε
p∑
µ=1
ξ
(µ)
N 〈Aµ〉
∣∣∣∣
JN=0
.
(4.8)
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But since 〈Aµ〉|JN=0 does not depend on ξ(µ)N , by using the standard Chebyshev
inequality, we obtain that
Prob
{
|〈 ∂
∂c
sN (U, 0)〉(U,0)| > εN
}
≤ e−C1Nε2N = e−C1 log2 N . (4.9)
On the other hand, since sN (U, c) is a concave function of U, c satisfying (3.13),
denoting φN (U, c) ≡ sN (U, c)− U − (sN (U∗, c∗) − U∗) for any (U, c) ∼ (U∗, c∗)
one can write
C0[(U −U∗)2+(c−c∗)2] ≤ − ∂
∂c
φN (U, c)(c−c∗)− ∂
∂U
φN (U, c)(U−U∗). (4.10)
Multiplying this inequality by eNφN (U,c) and integrating with respect to U , we
obtain for c = 0
C0(c
∗)2 ≤ c∗〈 ∂
∂c
sN (U, 0)〉(U,0) +O(N−1).
Therefore, taking into account (4.9), we get that, if 3.21 is fulfilled, then
Prob
{
|c∗| > εN
2
}
≤ e−C1 log2N . (4.11)
But, using the Laplace method, we get easily
〈θ(|c− c∗| − εN
2
)〉(U,c) ≤ e−CNε
2
N ≤ e−C log2 N .
Combining this inequality with (4.7) and using the symmetry with respect to
J1, . . . , JN , we obtain (3.23).
Proof of Proposition 2 Applying Lemma 2 to the sequences fNm,pm and fNm,pm−1
as a functions of z, we obtain immediately relations (3.33) for RNm,pm for all z,
where the limiting free energy f(z, h) has continuous first derivative with respect
to z. Besides, since for all λ ∈ (−1, 1) and arbitrarily small δ > 0
λE
{
δ−1 (fNm,pm(z − δ)− fNm,pm(z − 2δ))
} ≤ E {log 〈exp{λN−1m (J ,J)}〉}
≤ λE {(δ−1(fNm,pm(z + 2δ)− fNm,pm(z + δ))} ,
we obtain that E
{
log
〈
exp{λ(N−1m (J ,J)}
〉−RNm,pm)} → 0 for all such z and
all λ ∈ (−1, 1). Using Remark 3, we can derive then that
fm(λ) ≡ E
{〈
exp
{
λ(N−1m (J ,J)−RNm,pm)
}〉}→ 1.
Then, since it follows from Remark 3 that f
(3)
k (λ) is bounded uniformly in m
and λ, we derive that f ′′m(λ)→ 0 and, taking here λ = 0, obtain (3.35).
To derive relations (3.33) for qNm,pm we consider fNm,pm and fNm,pm−1 as a
functions of h, derive from Lemma 2 that
E
{(
N−1m (h, 〈J〉Nm,pm)− E
{
N−1m (h, 〈J〉Nm,pm)
})2}→ 0
and therefore
E
{(
N−1m (h, 〈J〉Nm,pm)− E
{
N−1m (h, 〈J〉Nm,pm)
})
N−1m (〈J〉Nm,pm , 〈J〉Nm,pm)
}→ 0.
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Integrating it with respect to hi, we get
E
{
(qNm,pm − qNm,pm − (RNm,pm −RNm,pm))qNm,pm
}
=
2
N2m
Nm∑
i,j=1
E
{
〈Ji〉〈J˙iJ˙j〉〈Jj〉
}
.
Using relations (3.22) and (3.27) we derive now (3.33) for qNm,pm .
Proof of Lemma 3 Let us note that, by the virtue of Lemma 1, computing
φN (ε1, k1), φ0,N (ε1, k1) with probability more than (1 − e−C2 log4 N ) we can re-
strict all the integrals with respect to J by the domain
ΩN =
{
|Ji| ≤ εNN1/2, (i = 1, . . . , N), (J ,J) ≤ NR20
}
In this case the error for φN (ε1, k1) and φ0,N (ε1, k1) will be of the orderO(Ne
−C1 log2 N ).
So below in the proof of Lemma 3 we denote by 〈...〉p−1 the Gibbs measure,
corresponding to the Hamiltonian HN,p−1 in the domain ΩN . In this case the
inequalities (3.22) are also valid, because their l.h.s., comparing with those, com-
puting in the whole RN , have the errors of the order O(N2e−C1 log
2N ).
We start from the proof of the first line of (3.38). To this end consider the
functions
FN (t) ≡
〈
θ(N−1/2(ξ(µ),J)− t)〉
p−1 ,
F0,N (t) = H
(
U
−1/2
N,p (0)
(
N−1/2(ξ(µ), 〈J〉p−1)− t
))
,
ψN (u) ≡
〈
exp
{
iu(ξ(µ), J˙)N−1/2
}〉
p−1
,
ψ0,N (u) ≡ exp
{
−u22 (RN,p−1 − qN,p−1)
}
.
(4.12)
Take L ≡ pi4εN . According to the Lyapunov theorem (see [Lo]),
max
t
|FN (t)− F0,N (t)| ≤ 2
pi
∫ L
−L
u−1du|ψN (u)− ψ0,N (u)|+ const
L
. (4.13)
Since evidently
φN (ε1, k1) = ε
1/2
1
∫
H(ε
−1/2
1 (k1 − t))dFN (t),
φ0,N (ε1, k1) = ε
1/2
1
∫
H(ε
−1/2
1 (k1 − t))dF0,N (t),
we obtain
|φN (ε1, k1)− φ0,N (ε1, k1)| ≤ max
t
|FN (t)− F0,N (t)| const . (4.14)
Thus, using (4.13), we have got
E
{|φN (ε1, k1)− φ0,N (ε1, k1)|2} ≤ const ( 1
L
+ I1 + I2),
I1 ≡ E
{∫ 1
1
u−2|ψN (u)− ψ0,N (u)|2du
}
,
I2 ≡
∫
1<|u(1)|,|u(2)|<L
du(1)du(2)E
{
(ψN (u
(1))− ψ0,N(u(1)))
·(ψN (u(2))− ψ0,N(u(2)))
}
.
(4.15)
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Consider
I
(1)
2 ≡ Ep
{∫
1<|u(1)|,|u(2)|<L
du(1)du(2)ψN (u
(1))ψN (u
(2))
}
=
∫
1<|u(1)|,|u(2)|<L du
(1)du(2)
〈∏N
j=1 cosN
−1/2
(
u(1)J˙
(1)
j − u(2)J˙ (2)j
)〉
p−1
.
(4.16)
We would like to prove that one can substitute the product of cos(ai) in (4.16)
by the product of exp{−a2i /2}. So we should estimate
∆ ≡ E
{∫
1<|u(1)|,|u(2)|<L du
(1)du(2)
〈[∏N
j=1 cosN
−1/2
(
u(1)J˙
(1)
j − u(2)J˙ (2)j
)
− exp
{
− 12N
∑(
u(1)J˙
(1)
j − u(2)J˙ (2)j
)2}]〉
p−1
}
.
(4.17)
Let us denote
g(τ) ≡
∑
i
(
log cosN−1/2τ
(
u(1)J˙
(1)
j − u(2)J˙ (2)j
)
+
τ2
2N
∑(
u(1)J
(1)
j − u(2)J (2)j
)2)
.
Then
|∆| =
∣∣∣∣∣
∫
1<|u(1)|,|u(2)|<L
du(1)du(2)〈eg(1) − eg(0)〉
∣∣∣∣∣
≤
∫
|u(1)|,|u(2)|<L
du(1)du(2)
〈
|g(1)− g(o)|(eg(1) + eg(0))
exp
{
− 12N
∑(
u(1)J˙
(1)
j − u(2)J˙ (2)j
)2}〉
p−1
.
(4.18)
But since g(0), g′(0), g′′(0), g′′′(0) = 0,
|g(1)− g(0)| ≤ 1
6
|g(4)(ζ)| ≤ const
N2
∑(
u(1)J˙
(1)
j + u
(2)J˙
(2)
j
)4
≤ const ε2N
[(
N−1(J˙
(1)
, J˙
(1)
) +N−1(J˙
(2)
, J˙
(2)
)
)(
|u(1)|4 + |u(2)|4
)]
.
Besides, using the inequality (valid for any |x| ≤ pi2 )
log cosx+
x2
2
≤ x
2
6
,
we obtain that
|eg(0) + eg(1)| ≤ 2 exp
{
1
6N
∑(
u(1)J˙
(1)
j + u
(2)J˙
(2)
j
)2}
.
Thus, we get from (4.18) |∆| ≤ const ε2N . Hence, we have proved that
I
(1)
2 =
∫
du(1)du(2)
〈
exp

−12
2∑
l,m=1
A
(1)
l,mu
(l)u(m)


〉(1,2)
p−1
+O(ε2N ), (4.19)
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where
A
(1)
l,l =
1
N
(
˙
J (l),
˙
J(l)), (l = 1, 2) A
(1)
1,2 =
1
N
(
˙
J (1),
˙
J (2)).
Now, taking into account that Proposition 2 implies
∑
m,l=1,2
E
{〈
(A
(1)
l,m −Al,m)2
〉(1,2)
p−1
}
→ 0, (N →∞),
where Al,m = δl,m(RN,p−1 − qN,p−1), we obtain immediately that∫
1<|u(1)|,|u(2)|<L
du(1)du(2)E
{
ψN (u
(1))ψN (u
(2))
}
=
∫
1<|u(1)|,|u(2)|<L
du(1)du(2)E
{
ψ0,N (u
(1))ψ0,N (u
(2))
}
+ o(1).
By the same way one can prove also
ℜ
∫
1<|u(1)|,|u(2)|<L
du(1)du(2)E
{
ψN (u
(1))ψ0,N(u
(2))
}
=
∫
1<|u(1)|,|u(2)|<L
du(1)du(2)E
{
ψ0,N (u
(1))ψ0,N (u
(2))
}
+ o(1),
which gives us that I2 = o(1). Similarly one can prove that I1 = o(1). Then,
using (4.15), we obtain the first line of (3.38).
To prove the second line of (3.38) we denote by A ≡ (φN (ε1, k1)), B ≡
(φ0,N (ε1, k1)), ε˜N ≡ E{(A−B)2}, L˜ ≡ | log ε˜N |ε˜−1/2N and write
E
{| logA− logB|2} ≤ E {θ(L˜ −A−1)θ(L˜ −B−1)(| logA− logB|2}
+2E
{
(θ(L˜−A−1) + θ(L˜−B−1)))(log2A+ log2B)
}
≤
4L˜−2E
{
(A−B)2}+ 4| log L˜|−2E {(log4A+ log4B)}
≤ 4ε˜N L˜−2 + | log L˜|−2 const ≤ const | log L˜|−3/2.
(4.20)
Here we have used the inequality
| logA− logB| ≤ |A−B|(A−1 +B−1),
the first line of (3.38) and the fact that E{log4A}, E{log4B} are bounded (it
can be obtained similarly to (3.28)-(3.29)). Since we have proved above that
ε˜N → 0, as N → ∞, inequality (4.20) implies the second line of (3.38). The
third and the fourth line of (3.38) can be derived in the usual way (see e.g.
[P-S-T2]) from the second line by using the fact that functions log φN (ε1, k1)
and log φ0,N (ε1, k1) are convex with respect to ε
−1
1 and k1.
The convergence in distribution N−1/2(ξ(p), 〈J〉p−1)→
√
qN,pu follows from
the central limit theorem (see, e.g. the book [Lo]), because 〈J〉p−1 does not
depend on ξ(p) and the Lindenberg condition is fulfilled:
1
N2
∑
i
〈Ji〉4p−1 ≤ const ε2N .
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Thus, to finish the proof of Lemma 3 we are left to prove (3.40). It can be
easily done, e.g. for µ = p and ν = p − 1, if we in the same manner as above
consider the functions
φ
(2)
N (ε1, ε2, k1, k2) ≡
∫
x1,x2>0
dx1dx2
〈
exp
{
− 1
2ε1
(N−1/2(ξ(p),J)− x1 − k1)2
− 1
2ε2
(N−1/2(ξ(p),J)− x2 − k2)2
}〉
p−1
(4.21)
φ
(2)
0,N (ε1, ε2, k1, k2)
≡ (ε1ε2)1/2H
(
N−1/2(ξ(p), 〈J〉p−2)− k1
U
1/2
N,p−2(ε1)
)
H
(
N−1/2(ξ(p−1), 〈J〉p−2)− k2
U
1/2
N,p−2(ε2)
)
(4.22)
and prove for them analog of relations (3.38). Then relations (3.40) will follow
immediately. The self-averaging property for U˜N and q˜N follows from the fact
that φ
(2)
0,N (ε1, ε2, k1, k2) is a product of two independent functions.
Proof of Proposition 3. It is easy to see, that equations (3.54) have the form
∂F
∂q
= O(ε˜N ),
∂F
∂R
= O(ε˜′N ), (4.23)
where F (q, R) is defined by the expression in the square brackets in the r.h.s. of
(2.15).
Let us make the change of variables s = q(R+ε−q)−1. Then equations (4.23)
take the form
∂F˜
∂s
= O(εN ),
∂F˜
∂R
= O(εN ), (4.24)
where εN = |ε˜N |+ |ε˜′N | and
F˜ (s,R) ≡ αE
{
logH
(
u
√
s+
k
√
1 + s√
ε+R
)}
+
1
2
s(R+ ε)
R− εs +
1
2
log(R − εs)− 1
2
log(1 + s)− z
2
R+
h2
2
R− εs
1 + s
.
(4.25)
Then (4.24) can be written in the form
f1(s,R) ≡ −α
s
E
{
A2
}
+
(R + ε)2
(R− εs)2 −
h2
s(s+ 1)
(R + ε) = O(εN ),
f2(s,R) ≡ αk
√
1 + s
(R + ε)3/2
E {A} − εs(s+ 1)
(R− εs)2 +
1
R− εs +
h2
s+ 1
− z = O(εN ),
(4.26)
where the function A(x) is defined by (3.51) and to simplify formulae we here
and below omit the arguments of functions A and A′. But
∂
∂s
f1(s,R) = − α
s2
E
{(
u
√
s+
k
√
1 + s√
ε+R
)
A′A
}
+
α
s2
E
{
A2
}
+
αk
s2(1 + s)1/2(ε+R)1/2
E
{
A′A
}
+
2(R+ ε)2ε
(R− εs)3 +
h2(2s+ 1)
s2(s+ 1)2
(R + ε) >
h2
s2
R.
(4.27)
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Here we have used the inequality (we prove it below):
xA′(x)A(x) ≤ A2(x), (4.28)
which gives us that the sum of the first two terms in (4.27) is positive. Therefore
we conclude, that equation ∂F˜∂s (s,R) = 0 for any R has a unique solution s =
s(R) and, if we consider the first of equations (4.24), then its solution s1(R) for
any R behave like
s1(R) = s(R) +O(εN ). (4.29)
For k = 0 the second equation in (4.26) is quadratic with respect to (R − εs),
and so we can easily obtain that the system (4.26) for z < ε−1/3 has the unique
solution. Consider now the case, when k 6= 0. Then the function f2(s,R) for
s >> 1 behaves like
f2(s,R) ∼ s
R+ ε
D +
1
R− εs − z,
where
D ≡ αk˜I1(k˜)− αI2(k˜) +
√
αI2(k˜), k˜ = k(R+ ε)
−1/2
I1,2(k˜) ≡ 1√2pi
∫∞
−k˜(u+ k˜)
1,2e−u
2/2du.
Since D can be represented in the form
D =
αH(−k˜)
αH(−k˜) +
√
αI2(−k˜)
[
(k˜A(−k˜) + k˜2 + 1− 2H(−k˜)) + (2− α)H(−k˜)
]
> 0
(we have checked that k˜A(−k˜)+ k˜2+1− 2H(−k˜) ≥ 0 numerically), we get from
(4.26) that the inequality z ≤ ε−1/3 implies that s ≤ constRε−1/3. On the other
hand,
2
∂2F˜
∂R2
(s,R) = − 3αk
√
s+ 1
2(R+ ε)5/2
E {A} − αk
2(s+ 1)
2(R+ ε)3
E
{
A′
}− R − 3εs− 2s2ε
(R − εs)3 .
(4.30)
We would like to remark here, that the case when s is bounded and R ∼ ε is
impossible for k 6= 0 due to the first equation in (4.26). Thus, for ε small enough
we get
∂2F˜
∂R2
(s,R) < − 1
2(R− εs)2 . (4.31)
Now, if we consider the function ϕ(R) ≡ F˜ (s(R), R) it is obviously concave
and therefore the equation ϕ′(R) = 0 has the unique solution R∗ which is a
maximum of ϕ(R). Besides, since in view of (4.31) ϕ′′(R) < 0, R(ε˜) - the solution
of equation ϕ′(R) = ε˜ has the form R(ε˜) = R∗+O(ε˜). But in view of (4.29) the
second equation of (4.24) can be rewritten in the form
ϕ′(R) = O(ε˜N ) +O(εN ).
Therefore its solution tends to R∗ as εN → 0.
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Now to finish the proof of Proposition 3 we are left to prove (4.28). For x ≤ 0
it is evidently fulfilled. For x > 0 let us write
xA′(x)A(x) = x(A(x) − x)A2(x) ≤ x
√
x2+4−x
2 A
2(x)
=
2x√
x2 + 4 + x
A2(x) ≤ A2(x),
where we have used the well known inequality (see, e.g.,[A-S])
A(x) ≤
√
x2 + 4 + x
2
.
Proposition 3 is proven.
Proof of Proposition 4.
One can see easily that, if we want to study minz{F (α, k, 0, z, ε) + z2}, then we
should consider the system (4.26) with zeros in the r.h.s. and with the additional
equation
∂
∂z
F (α, k, 0, z, ε) = 1⇔ R = 1
Thus, we need to substitute R = 1, in the first equation. Since the l.h.s. of
this equation for ε = 0 is an increasing function which tends to 1 − αα−1c > 0,
as s → ∞, there exist the unique s∗, which is the solution of this equation.
Then, choosing ε small enough, it is easy to obtain, that s(ε) is in some ε-
neighbourhood of s∗ and therefore s(ε) ≤ s(k, α). Then, substituting this s(ε)
in the second equation, we get the ε-independent bound for z.
Proof of Lemma 4. Repeating conclusions (3.3)-(3.6) of the proof of Theorem 1,
one can see that
〈θ(x(µ) − k)〉µ = 〈θ(c− kN−1/2)〉(U,c), (4.32)
where 〈. . .〉(U,c) are defined by (3.7) (see also (3.3), (3.5) for ΓN = Ω(µ−1)N,p ,
ΦN = H(µ)N,p and c = N−1
∑
ξ
(µ)
i Ji. We denote φ
(µ)
N (c, U) ≡ (s(µ)N (c, U) − U −
(s
(µ)
N (c
∗, U∗)−U∗)), where s(µ)N (c, U) is defined by (3.5) and (c∗, U∗) is the point
of maximum of the function s
(µ)
N (c, U)− U .
Applying Theorem 1, we found that s
(µ)
N (c, U) is a concave function of (c, U)
and it satisfies (3.14).
Denote
ΛM ≡ {(U, c) : Nφ(µ)N (c, U) ≥M}, Πc∗,c˜′ ≡ {(U, c) : c∗ ≤ c ≤ c˜′}, (4.33)
and let for any measurable B ⊂ R2 m(B) ≡ 〈χB(c, U)〉(U,c).
To prove Lemma 4 we use the following statement:
Proposition 5. If the function φ
(µ)
N (c, U) is concave and satisfies inequality
(3.14), c˜, c˜′ > c∗, and the constant A ≤ − N1/22(c˜−c∗) maxU φ
(µ)
N (c˜, U), then
〈θ(c− c˜)eAN1/2c〉(U,c)
〈θ(c− c˜)〉(U,c)
≤ 2e
√
NAc˜, (4.34)
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and for any M < −4
m(ΛM ) ≤ 1
4
,
m(ΛM ∩Πc∗,c˜′)
m(ΛM ∩Πc∗,c˜′) ≤
1
4
. (4.35)
The proof of this Proposition is given after the proof of Lemma 4.
Let us choose any c˜ > c∗ and A = − N1/22(c˜−c∗) maxU φ
(µ)
N (c˜, U). Using (4.34), we
get
〈
eAN
1/2(c−c˜)
〉
(U,c)
= 〈θ(c2 − c)〉(U,c) +
〈θ(c− c˜)eAN1/2c〉(U,c)
〈θ(c − c˜)〉(U,c)
〈θ(c− c2)〉(U,c)
≤ 〈θ(c2 − c)〉(U,c) + 2〈θ(c− c2)〉(U,c) ≤ 2
(4.36)
On the other hand, we shall prove below
Proposition 6. For any |A| ≤ O(logN)
g(A) ≡ log 〈exp{AN1/2(c− 〈c〉)}〉
(U,c)
= log
〈
exp{AN−1/2(ξ(µ), J˙)}
〉
µ
= A
2
2N
〈
(J˙ , J˙)
〉
µ
+RN , E
{
R4N
}
= O(A16N−2).
(4.37)
It follows from this proposition that the probability to have for all
Ai = ±1, . . . ,±[logN ] the inequalities
eA
2
iR
2
0 ≥
〈
exp
{
AiN
1/2(c− 〈c〉)
}〉
(U,c)
≥ eA2iD2/4 (4.38)
is more than P ′N ≥ 1 − O(N−3/2). Therefore, using that log〈exp{AN1/2(c −〈c〉)}〉(U,c) is a convex function of A, and this function is zero for A = 0, one can
conclude that with the same probability for any A : 1 ≤ |A| ≤ logN
e2A
2R20 ≥
〈
exp
{
AN1/2(c− 〈c〉)
}〉
(U,c)
≥ eA2D2/8. (4.39)
The first of these inequalities implies, in particular, that for any 0 < L < logN
〈θ(〈c〉 − LN−1/2 − c)〉(U,c)
≤ maxA>0
〈
exp
{
AN1/2(〈c〉 − LN−1/2 − c)}〉
(U,c)
≤ e−L2/8R20 . (4.40)
The same bound is valid for 〈θ(c − 〈c〉 − LN−1/2)〉(U,c). Thus, assuming that
〈c〉 > c∗ and denoting L0 = 12N1/2(〈c〉 − c∗), c1 ≡ 〈c〉 − 2L0N−1/2 = c∗,
c2 ≡ 〈c〉 − L0N−1/2, c3 ≡ 〈c〉+ L0N−1/2 we can write
1 = 〈θ(c1 − c)〉(U,c) + 〈χc1,c3(c)〉(U,c) + 〈θ(c − c3)〉(U,c) ≤ 4e−L
2
0/8R
2
0 .
⇒ N |〈c〉 − c∗|2 = 4L20 ≤ 16R20.
(4.41)
Here we have used (4.40) and the fact that since φ
(µ)
N (U, c) is a concave function
and (U∗, c∗) is the point of its maximum, we have for any d > 0 and c˜ > c∗
〈χc˜,c˜+d(c)〉(U,c) ≤ 〈χc∗,c∗+d(c)〉(U,c) ⇒
〈χc2,〈c〉(c)〉(U,c), 〈χ〈c〉,c3(c)〉(U,c) ≤ 〈χc∗,c2(c)〉(U,c) ≤ 〈θ(c∗ − c)〉(U,c) ≤ e−L
2
0/8R
2
0 .
(4.42)
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The case 〈c〉 < c∗ can be studied similarly. We would like to stress here, that
Theorem 1 also allows us to estimate N |〈c〉− c∗|2, but this estimate can depend
on ε.
Now let us come back to (4.36). In view of (4.39) for our choice of A
A2D2
8
−AN1/2(c˜− 〈c〉) ≤ log 2⇒ A ≤ 8N
1/2(c˜− 〈c〉) + 4D
D2
⇒ max
U
φ
(µ)
N (c˜, U) ≥ −2
7(c˜− 〈c〉)2 + 3(〈c〉 − c∗)2
D2
− 4
N
≥ −14(c˜− 〈c〉)
2
D2
− K0
N
(4.43)
with some N,µ, ε-independent K0.
Let us take L1 = 8R0 and c˜ > 〈c〉+L1N−1/2. Consider M˜(c˜) ≡ N maxU φ(µ)N (〈c〉+
2(c˜− 〈c〉), U)
If M˜(c˜) < −4, consider the sets
Π1 ≡ {(U, c) : c > c˜}, Π2 ≡ {(U, c) : 〈c〉 − L1N−1/2 ≤ c ≤ c˜}. (4.44)
Applying (4.35) and (4.40), we get
m(Π1 ∪Π2) ≥ 3
4
, m(ΛM˜(c˜)) ≥
3
4
⇒ m(ΛM˜(c˜) ∩ (Π1 ∪Π2)) ≥
1
2
≥ m(ΛM˜(c˜) ∪ (Π1 ∩Π2))
⇒ 〈θ(c− c˜)〉(U,c) ≥
m(ΛM˜(c˜) ∩Π1)
m(ΛM˜(c˜) ∩ (Π1 ∪Π2)) +m(ΛM˜(c˜) ∪ (Π1 ∩Π2))
≥
m(ΛM˜(c˜) ∩Π1)
2(m(ΛM˜(c˜) ∩Π1) +m(ΛM˜(c˜) ∩Π2))
≥ 1
2(1 + e−M˜(c˜)S2S−11 )
,
(4.45)
where we denote by S1,2 the Lebesgue measure of ΛM˜(c˜) ∩Π1,2, and use the fact
that 0 ≥ Nφ(µ)N (U, c) ≥ M˜(c˜).
Consider the point (〈c〉+2(c˜−〈c〉), U1), found from the condition Nφ(µ)N (〈c〉+
2(c˜−〈c〉), U1) = M˜(c˜) and two points (c˜, U2), (c˜, U3) which belong to the bound-
ary of ΛM˜(c˜). Since ΛM˜(c˜) is a convex set, if we draw two straight lines through
the first and the second and the first and the third points and denote by T the
domain between these lines, then T ∩Π1 ⊂ ΛM˜(c˜)∩Π1 and ΛM˜(c˜)∩Π2 ⊂ T ∩Π2.
Therefore
S1
S2
≥ (c˜− 〈c〉)
2
(2(c˜− 〈c〉) + L1)2 − (c˜− 〈c〉)2 ≥
1
8
. (4.46)
Thus, we derive from (4.45):
〈θ(c− c˜〉(U,c) ≥ e
M˜(c˜)
2eM˜(c˜) + 16
. (4.47)
If M˜(c˜) > −4, let us chose c1 > c∗, which satisfies conditionN maxU φ(µ)N (2c1, U) =−4 (c1 > 〈c〉+ 2(c˜− 〈c〉)). Replacing in the above consideration ΛM˜(c˜) by Λ−4,
we finish the proof of the first line of (3.59).
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To prove the second line of (3.59) we choose any c1 > c
∗ + L1N−1/2, which
satisfies the condition N maxU φ
(µ)
N (2c1, U) < −4, denote d = 2ε1/4N−1/2 and
write similarly to (4.45)
〈χc∗,c∗+d(c)〉(U,c) ≤ m(Λ−4 ∩Πc
∗,c∗+d) +m(Λ−4 ∩Πc∗,c∗+d)
m(Λ−4 ∩Πc∗,c∗+d)
≤ 5m(Λ−4 ∩Πc∗,c∗+d)
4m(Λ−4 ∩Πc∗,c∗+d)
≤ 5e
4S˜2
4S˜1
≤ 5e
4
4
(c1 − c∗)2 − (c1 − c∗ − d)2
(c1 − c∗ − d)2 ≤ ε
1/4C∗3 ,
(4.48)
where we denote by S˜1,2 the Lebesgue measures of Λ−4 ∩ Πc∗,c∗+d and Λ−4 ∩
Πc∗,c∗+d respectively. Now, using the first line of (4.42), we obtain the second
line of (3.59). Lemma 4 is proven.
Proof of Proposition 5
Let us introduce new variables ρ ≡√(c− c∗)2 + (U − U∗)2,
ϕ ≡ arcsin U−U∗√
(c−c∗)2+(U−U∗)2 . Then φ
(µ)
N (ρ, ϕ) for any ϕ is a concave function
of ρ. Let r(ϕ) be defined from the condition Nφ
(µ)
N (r(ϕ), ϕ) = M . Consider
φM (ρ, ϕ) ≡ r−1(ϕ) · φ(µ)N (r(ϕ), ϕ)ρ. Since φ(µ)N (ρ, ϕ) is concave, we obtain that
φ
(µ)
N (ρ, ϕ) ≥ φM (ρ, ϕ), 0 ≤ ρ ≤ r(ϕ),
φ
(µ)
N (ρ, ϕ) ≤ φM (ρ, ϕ), ρ ≥ r(ϕ).
(4.49)
Thus, denoting by R the l.h.s. of the first inequality in (4.35), we get
R ≤
∫
dϕ
∫
ρ>r(ϕ)
dρ exp{Nφ(µ)N (ρ, ϕ)}∫
dϕ
∫
ρ<r(ϕ)
dρ exp{φ(µ)N (ρ, ϕ)}
≤
∫
dϕ
∫
ρ>r(ϕ) dρ exp{NφM (ρ, ϕ)}∫
dϕ
∫
ρ<r(ϕ)
dρ exp{NφM (ρ, ϕ)} ≤
(1−M)eM
1− (1 −M))eM ≤
1
4
.
For the second inequality in (4.35) the proof is the same. To obtain (4.34) let
us remark first that due to the choice of A the function φc˜(ρ, ϕ) ≡ φ(µ)N (ρ, ϕ) +
N−1/2Aρ cosϕ for any ϕ is a concave function of ρ, whose derivative at the point
ρ = ρϕ ≡ c˜| cosϕ|−1 satisfies the condition
d
dρ
φc˜(ρϕ, ϕ) ≤ d
dρ
φ
(µ)
N (ρϕ, ϕ)−
1
2
φ
(µ)
N (ρϕ, ϕ)
ρϕ
≤ 1
2
d
dρ
φ
(µ)
N (ρϕ, ϕ).
Thus, for any ϕ we can write
∫
ρ>ρϕ
dρeNφ
(µ)
N
(ρ,ϕ)eAN
1/2(cosϕρ−c˜)
∫
ρ>ρϕ
eNφ
(µ)
N
(ρ,ϕ)
≤
| ddρφ
(µ)
N (ρϕ, ϕ) +AN
−1/2 cosϕ|−1
| ddρφ
(µ)
N (ρϕ, ϕ)|−1
≤ 2.
This inequality implies (4.34).
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Proof of Proposition 6. To prove Proposition 6 we use the method, developed
in [P-S-T2]. Consider the function g(A) defined by (4.37) and let us write the
Taylor expansion up to the second order with respect to t for g(tA) (t ∈ [o, 1]).
Then
RN = A
2
∫ 1
0 dt(1 − t)g′′(tA)dt− 12A2g′′(0)
= A3
∫ 1
0
dt(1− t) ∫ t
0
dt1N
−3/2∑ ξ(µ)i 〈(J˙ , J˙)J˙i〉µ,t1
+A2
∫ 1
0
dt(1 − t)N−1∑i6=j ξ(µ)i ξ(µ)j 〈J˙iJ˙j〉µ,t ≡ R(1)N +R(2)N ,
(4.50)
where we denote
〈...〉µ,t ≡
〈
(. . .) exp{tAN−1/2(ξ(µ),J)}〉
µ〈
exp{tAN−1/2(ξ(µ),J)}〉
µ
.
Let us estimate
E{(R(1)N )4} ≤ A12N−6
∫ 1
0
dt
( ∑
i1 6=i2 6=i3 6=i4
E{ξ(µ)i1 ξ
(µ)
i2
ξ
(µ)
i3
ξ
(µ)
i4
〈(J˙ , J˙)J˙i1〉µ,t〈(J˙ , J˙)J˙i2〉µ,t〈(J˙ , J˙)J˙i3〉µ,t〈(J˙ , J˙)J˙i4〉µ,t}
+6
∑
i1 6=i2 6=i3
E{ξ(µ)i2 ξ
(µ)
i3
〈(J˙ , J˙)J˙i1 〉2µ,t〈(J˙ , J˙)J˙i2 〉µ,t〈(J˙ , J˙)J˙i3 〉µ,t}
3
∑
i1 6=i2
E{〈(J˙ , J˙)J˙i1 〉2µ,t〈(J˙ , J˙)J˙i2 〉2µ,t}
4
∑
i1 6=i2
E{ξ(µ)i1 ξ
(µ)
i2
〈(J˙ , J˙)J˙i1 〉3µ,t〈(J˙ , J˙)J˙i2 〉µ,t}+
∑
i1
E{〈(J˙ , J˙)J˙i1〉4µ,t}
)
.
(4.51)
Now, using the formula of integration by parts (3.43), taking into account that
in our case ∂
∂ξ
(µ)
i
= Ath−1N−1/2 ∂∂hi , and then using integrations by parts with
respect to the Gaussian variable hi, one can substitute
E{ξ(µ)i 〈. . .〉t,µ} → Ath−1N−1/2E{hi〈. . .〉t,µ}
+N−3/2A3O(E{〈(J˙i)2(. . .)〉t,µ}).
(4.52)
Thus, for the first sum in (4.51), we obtain
E{Σ1} ≤ h−4A16N−8
∫ 1
0
dtE
{(∑
i1
hi1〈(J˙ , J˙)J˙i1 〉µ,t
)4}
+O(A18N−3)
≤ h−4A16N−2 ∫ 1
0
dtE
{(
N−1
∑
i,j hihj〈J˙iJ˙j〉µ,t
)2
〈(N−1(J˙ , J˙))2〉2
}
≤ constA16N−2.
(4.53)
Here to estimate the errors term in (4.52) we use that, according to Theorem 1
(see (2.8)), for any fixed p E{〈J˙pi 〉µ,t} is bounded by N -independent constant.
Other sums in the r.h.s. of (4.51) and E{(R(1)N )4} can be estimated similarly
to (4.53).
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