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GAUSS IAN F IELDS AND GEOMETRY
Before discussing non-Gaussian fields, we first cover the rele-
vance, definition and characteristics of Gaussian fields. This first
part also treats the critical points and umbilical points that will
feature in the later chapters. The definitions and notations in-





Many processes, not only in physics but also elsewhere, are stochastic in
nature. Some of these, such as radioactive decay, are intrinsically random.
Others can be treated stochastically by virtue of their complexity, such as
an ideal gas: It is practically impossible to know, let alone keep track of,
the locations and velocities of all the particles, due to the vast number of
them in any meaningful amount of gas. The hugeness of this number is
however at the same time a blessing, since we can translate our ignorance
into a probability distribution and calculate expectation values. The law of
large numbers ensures that the typical amount by which a measured value,
obtained from a real system, deviates from such a theoretical value scales
with the inverse of the square root of the number of independent elements
involved. The fact that this number is typically gargantuan ensures the
reliability of statistical physics.
When dealing with large numbers, probability theory provides another
helping hand: the central limit theorem. For almost any probability distri-
bution, the average (or sum) of a large number of independent identically
distributed variables is Gaussian distributed, in the limit that the number
goes to infinity. This makes the Gaussian distribution the archetype of all
distributions and a natural first-order approximation for a lot of random
processes, especially those that represent the sum of a lot of parts.
Consider for instance the amount of rain that will fall on a certain day
on a certain spot somewhere in The Netherlands. On some days there is
no rain at all, on others it rains a lot. The relatively large probability of
no rain at all compared to just a tiny bit, as well as the impossibility of a
negative amount, means that the corresponding distribution is far from a
Gaussian one. If we were however to consider a whole year rather than just
one day, adding together the contributions of lots of different rain clouds,
we would find a distribution with a bell-shaped curve.
3
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This principle can be extended to multiple dimensions as well. Suppose
we are not considering one (zero-dimensional) variable ψ, but a two-dimen-
sional stochastic field ψ(x, y). If this field is the result of a summation of a
lot of random fields, we may be assured that it acquires Gaussian charac-
teristics. What this means is that, if we consider any fixed point (x0, y0),
the corresponding value ψ(x0, y0) serves as a Gaussian variable.
As a simple example, let us return to the rain and consider the amount
of downfall in a year in lots of spots all over the country. In the continuum
limit, when the spots correspond to infinitesimal areas, we have a random
field, obtained by adding together the contributions of all the individual
rain clouds.
One added complication when considering a field instead of a single vari-
able is that there are also spatial correlations to consider. Whereas a single
Gaussian variable is completely specified by its expected value µ and stan-
dard deviation σ, a Gaussian field additionally requires this correlation
function. As will be demonstrated later in this chapter, this correlation
function is closely related to the spectrum of the Gaussian field.
It should come as no surprise that Gaussian random fields can be found
in a wide variety of areas in physics. They are for instance often used to
model laser speckle patterns [8, 20], which may arise from a laser beam scat-
tered from a rough surface. They also make a good approximation for the
projected gravitational potential of the universe, since this is the product
of accumulating all mass along each line of sight [29], thereby stepping into
the domain of the central limit theorem. As another well-known example,
the temperature of the cosmic microwave background radiation, or CMB,
is not the same in all directions, but shows tiny deviations from the mean
value of 2.725 K [13, 37]. It is known to be very close to Gaussian [41],
but there is specific interest in detecting non-Gaussianities [22, 24] since
this may offer a window on the specifics of inflation, the period from which
the radiation originates. Other examples include medical images of brain
activity [47] and surface roughness [32].
Likewise, geometry and topology are of increasing interest in physics. As
a mathematical enterprise, topology is the study of spacial structures, in
particular properties that do not change under continuous deformations
such as bending and stretching. Topological defects are locations where a
certain function defined on some manifold (a structure in space) is not well-
defined. Consider for instance the cardinal directions: If you draw a little
arrow representing north everywhere on the globe, you will see that they
are parallel everywhere except at the poles. On those places north is not
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properly defined. Topology tells us that is in fact impossible to draw any
set of arrows such that they align everywhere on a sphere; you will always
get one or more defects. Not only that, defects can be classified by their
topological index and for this example the total index of all defects will
always be +2. For the cardinal directions the two poles both have index
+1.
The robustness of defects and the relative ease with which they can
typically be found makes them an attractive target of study in physics
[21, 30, 38]. When energy is involved for instance, defects are typically
places of high buildups of energy [36]. In optics, there is interest in L lines
where the polarization is linear. Similarly, there are C points (or C lines,
depending on the number of dimensions of the field in question) where the
polarization is circular [3, 42, 43]. These and other topological entities, such
as phase singularities, have been the subject of several studies involving
the aforementioned speckle fields [2, 11, 15, 18, 46]. The CMB is another
common (near-)Gaussian target [12, 28, 44]. Other examples showing the
use of geometry and topology in fields can be found in weak gravitational
lensing [45], nematics [14, 27], random energy surfaces [6] and superfluids
near criticality [23, 33].
For a given field we can readily study its geometric features, such as
the locations of its local maxima and minima. A random field does not
have a geometry as such, since it is not fixed, but we can consider its
stochastic geometry. That is to say, we can make statements about the
expected number of maxima and minima per unit area, for instance. The
relations between such quantities and the spectrum of a Gaussian field, as
well as other stochastic properties, have already been the subject of several
studies [4, 10, 11, 16, 17, 19, 34, 35, 46]. The properties that are relevant
to this thesis will be reviewed at the end of this chapter.
We shall begin by formally defining Gaussian fields and explore some of
their properties. This is followed by an introduction to the geometric entities
that are featured in this thesis. The concept of maxima and minima will
most likely be very familiar, but a rigorous exploration of their defining
characteristics will help to more easily grasp the mathematics to follow in
the subsequent chapters. It may also help when the probably less familiar
umbilical points are covered.
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1.1 gaussian fields
The Gaussian distribution is the archetype of a continuous probability den-












where µ and σ are the expectation value and standard deviation of the
stochastic variable respectively. One of its special properties is that the sum
of two independent stochastic variables, that adhere to this distribution,
is itself also a Gaussian variable, albeit of course with µ = µ1 + µ2 and
σ2 = σ21 + σ22. This property can be considered to be one of the components
of the proof of the central limit theorem, which states that (under some very
general conditions) the sum (or average) of a large number of independent
stochastic variables acquires a Gaussian distribution, in the limit that the
number goes to infinity [31]. Because of this, many random processes can be
well approximated using a Gaussian distribution, e.g. the number of times
a (fair) coin comes up heads when it is flipped a (large) number of times,
or the amount of rain that falls at a certain spot during a year.
A Gaussian random field is an extension of this principle to two dimen-
sions. Formally, it is a stochastic function H(r). The minimum require-
ment for a Gaussian field is that the probability distribution of H(r0)
at any point r0 has to be described by a Gaussian. More generally, if
we consider the values that the field attains at any number of points,
ξ1 = H(r1), ξ2 = H(r2), . . . , ξn = H(rn), the joint probability distribu-
tion has to be of the form








whereAij are constants. These constants give information about the relative
values at different points (which would be useful for example if we wanted
to know the distribution of the derivative of the field).
Any well-behaved Gaussian field can be decomposed into Fourier modes,
resulting in the sum of an infinite number of wave functions
H(r) = H0 +
∑
k
A(k) cos(k · r+ φk). (1.3)
This shows how much of the fluctuations occur at each wavelength; for
example, a surface of water might fluctuate with some random waves. If
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Figure 1.1: A realization of a Gaussian field with periodic boundary conditions.
that is due to some external sound at a certain frequency, the Fourier
transform will be strongest at the corresponding wavelength.
This procedure may also be turned around: A Gaussian field may be
generated by adding together a large number of Fourier modes. We will
now discuss a field that is generated in this way and try to understand how
the statistics of the phase factors φk reflect properties of the field, such as
Gaussianity and translational invariance.
The defining characteristic of a Gaussian field is that the phases φk are
random and completely uncorrelated to each other. Already, by transla-
tional invariance, second-order correlations between φk and φk′ are ruled
out. If the phases are completely independent, then at each individual point
r, H(r) is the sum of an infinite number of independent random numbers
between −1 and 1 (as a result of the cosine in eq. (1.3)), each weighted by
a factor A(k). Thus, by the central limit theorem, H(r) is a Gaussian ran-
dom variable. In contrast, in a non-Gaussian field the phases are correlated,
i.e. the phases of different modes depend on each other. This mechanism is
often called mode coupling.
So far no statements have been made about the function A(k): It has
no influence on the Gaussianity (nor on the homogeneity) of H. Indeed,
this function is a free parameter, called the amplitude spectrum. While all
Gaussian fields share some general properties, other more specific proper-
ties (such as the density of critical points, as we shall see) depend on this
amplitude spectrum. For example, when A(k) is large for vectors k with
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a small norm, the field H is dominated by these waves with small wave
vectors and hence large wave lengths, resulting in a more slowly varying H
as compared to a Gaussian field that is dominated by large wave vectors.
There is one more condition that we will pose: Next to being homoge-
neous, we will also only consider fields that are isotropic, i.e. have rotational
symmetry. This is achieved by requiring that A(k) depends on the magni-
tude of k only, i.e. A(k) = A(k).
In order to make a clear distinction between Gaussian and non-Gaussian,
throughout this thesis H will be used to indicate an (isotropic) Gaussian
field and ψ any (homogeneous and isotropic) field. Later we will also use h,
to indicate a perturbed Gaussian field.
1.1.1 Spectra and moments
Let us start by calculating the mean and standard deviation of a Gaussian
field H, the equivalents of µ and σ of a Gaussian variable. This involves ex-
pectation values, which are obtained by integrating over all possible values
of all random variables, which in this case, are the uniformly distributed
phases:






. . . (1.4)




















2π cos(k · r+ φk)
= H0. (1.5)












cos(k · r+ φk) cos(k′ · r+ φk′)
〉
. (1.6)
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Since the phases are uncorrelated, for k 6= k′ we find〈




cos(k · r+ φk)
〉〈
cos(k′ · r+ φk′)
〉
= 0. (1.7)
Hence the term in the double sum can only be nonzero for k = k′. As a
result we get













When we have a Gaussian variable x with a certain µ and σ, we can make
a transformation to x̃ = x−µσ , which is then a standard Gaussian variable,
having µ̃ = 0 and σ̃ = 1. This translation and rescaling has no effect on
the overall properties of x and is typically introduced for convenience. We
will apply a similar transformation, by setting 〈H〉 = 0 and 〈H2〉 = 1. This





2 = 1. This normalization
is for the purpose of simplicity only and has no impact on any analysis to




A(k) cos(k · r+ φk). (1.9)
While the vectors k in eq. (1.9) form a discrete set, usually they are
sufficiently finely spaced so that we can treat the amplitude spectrum A(k)
as a continuous function defined over the positive reals. If we take our























Here a(k) indicates the continuous spectrum equivalent to the discrete am-
plitudes A(k). The newly introduced function Π(k) ≡ πka(k)2 is the power
spectrum of H.
Some properties of a Gaussian field depend on the amplitude spectrum.











The normalization condition can be translated as K0 = 1.
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1.1.2 Two-point correlation function
Correlation functions are often used to probe the Gaussianity of a given
random field. This is because for Gaussian fields, they obey certain relations,
as reviewed below. We will first calculate the two-point correlation function.
The two-point correlation function C(r1, r2) of a field ψ is defined as
C(r1, r2) = 〈ψ(r1)ψ(r2)〉. (1.12)
When ψ is homogeneous and isotropic, C depends only on the distance
between r1 and r2
C(R) = 〈ψ(r)ψ(r+R)〉, (1.13)
where r is any point and R is any vector of length R. For a Gaussian field















cos(φk) cos(k′ ·R+ φk′)
〉
. (1.14)
Since the phases φk are uncorrelated, the correlation is automatically zero



















Since φk is uniformly distributed, the expectation value of the first cosine






2 cos(k ·R) =
∫
dk 12a(k)
2 cos(k ·R). (1.16)
We thus find that the two-point correlation function of a Gaussian field is
the Fourier transform of its (two-dimensional) power spectrum. Therefore,
in essence, the correlation function is as much a complete description of a
Gaussian field as the power spectrum is. Also, by determining the corre-
lation function and taking the inverse Fourier transform, one obtains the
spectrum.
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The moments, defined before in terms of the power spectrum, can be
related to the derivatives of the correlation function at R = 0. Because of
symmetry, we must have C(R) = C(−R), hence C(R) is an even function
and all its odd derivatives at zero vanish. To obtain the even derivatives,
we must first eliminate the vector R in the equation above. We are free to





























= (−1)n (2n− 1)!!2nn! K2n. (1.18)
We thus find a one-to-one relation between the moments and the deriva-
tives of the correlation function. The derivative of the correlation function
C(2n)(0) is related to roughness in the field itself. In fact, C(2n)(0) is equal
to (−1)n〈(H (n)(x))2〉, the fluctuations of the n-th derivative (apart from a
sign).
1.1.3 Higher-order correlation functions
In general, the n-point correlation function is defined as the expectation
value 〈ψ(r1)ψ(r2) . . . ψ(rn)〉, as a function of r1 through rn. For a Gaus-
sian field, this correlation function can be expressed in terms of two-point
correlation functions, analogous to Wick’s theorem. As a result, a non-
Gaussian field can be recognized by checking whether this relation holds.
In practice, this test can be applied to a single Gaussian field if it is homo-
geneous. In that case, the correlation function depends only on separations
of the points r2 − r1 through rn − r1. From a given homogeneous field ψ,
one obtains (a good approximation of) this correlation function by averag-
ing over all (or a lot of) configurations with fixed spacings but translated
to different r1’s.
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The simplest case of the relationship is
〈H1H2H3H4〉 = 〈H1H2〉〈H3H4〉+ 〈H1H3〉〈H2H4〉
+ 〈H1H4〉〈H2H3〉, (1.19)
where we introduced the notation Hi ≡ H(ri) for shortness. In general, cor-
relations between an even number of variables with n > 2 can be reduced
to the two-point correlations, while correlations between an odd number of
variables always vanish. These properties follow from the definition of the
Gaussian field: The n variables H(ri) are described by a correlated Gaus-
sian distribution, and hence their correlation functions can be calculated
explicitly from Gaussian integrals.
We shall now show how this characteristic relation comes about for our
Fourier superposition. When we calculate the four-point correlation in the
same way as we did for the two-point correlation, we bring the brackets
inside the (quadruple) sum, which gives us the term〈
cos(k1 · r1 + φk1) cos(k2 · r2 + φk2)
× cos(k3 · r3 + φk3) cos(k4 · r4 + φk4)
〉
, (1.20)
which is summed for all combinations of k1 through k4. The first thing
to note is that, whenever e.g. k1 is not equal to any of the other ki, the
correlation is automatically zero; this is because cos(k1 · r1 + φk1) is then
independent of all other factors, can therefore be separated, and gives zero.
Hence the correlation can only be nonzero if each ki is equal to (at least)
one other ki. We can distinguish the cases k1 = k2,k3 = k4 and k1 =
k3,k2 = k4 and k1 = k4,k2 = k3. Let us focus on the first case; the sum




cos(k1 · r1 + φk1) cos(k1 · r2 + φk1)
× cos(k3 · r3 + φk3) cos(k3 · r4 + φk3)
〉
. (1.21)











cos(k3 · r3 + φk3) cos(k3 · r4 + φk3)
〉
= 〈H(r1)H(r2)〉〈H(r3)H(r4)〉. (1.22)
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Applying the same to the other cases and adding them together precisely
gives eq. (1.19).
One may note that the case k1 = k2 = k3 = k4 was not treated correctly.
However, since ki can take on an infinite number of values, and this case
only provides one degree of freedom instead of the two we had for the other
cases, these correlations only have a vanishing contribution.
From this example, it is not hard to see that in general, an n-point
correlation function can be factorized, i.e. written as the sum of products
of two-point correlations, where the sum features all possible ways in which
the n variables can be paired up.
1.2 stochastic geometry
1.2.1 Critical points
A critical point r0 = (x0, y0) on a surface f(x, y) is a point where the
derivative along both the x and the y direction is zero:
fx(x0, y0) = fy(x0, y0) = 0. (1.23)
The derivative is then in fact zero along all directions.
Critical points can be divided into two categories: extrema and saddle
points. An extremum is a local maximum or minimum, while a saddle
point is a maximum along some directions but a minimum along others.
An example of a saddle point is the function f(x, y) = x2 − y2 at the
origin, which increases for changes in x but decreases for changes in y. The
classification of a critical point (x0, y0) can be expressed in terms of the
second derivatives of f . Let us define fθ(r) as f(x, y) along a line through
(x0, y0) at the angle θ:
fθ(r) = f(x0 + r cos θ, y0 + r sin θ). (1.24)
In one dimension, a critical point is a maximum (minimum) if the second
derivative is negative (positive):





= fxx(x0, y0) cos2 θ+ fyy(x0, y0) sin2 θ+ 2fxy(x0, y0) sin θ cos θ
= ( 12 +
1




2 cos 2θ)fyy + sin 2θfxy
= 12 (fxx + fyy) +
1
2 (fxx − fyy) cos 2θ+ fxy sin 2θ. (1.25)
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This value of the second derivative at (x, y) along the direction θ is called
the curvature along this direction at this point.
More insight is gained by applying the transformation
1




(fxx − fyy)2 + 4f2xy,




With this we find:
f ′′θ (0) = 12 (fxx + fyy) +R(cosα cos 2θ+ sinα sin 2θ)




(fxx − fyy)2 + 4f2xy cos(2θ− α). (1.27)
We have an extremum if and only if the curvature f ′′θ (0) is either exclusively
positive or exclusively negative over the entire θ range, which we can easily
see is the case when
|fxx + fyy| >
√
(fxx − fyy)2 + 4f2xy ⇔ fxxfyy − f2xy > 0. (1.28)
The type of extremum (maximum or minimum) is then determined by the
sign of fxx and fyy.




fxxfyy − f2xy > 0 fxxfyy − f2xy < 0
fxx, fyy < 0 fxx, fyy > 0
Another way of identifying critical points is to look at the gradient of
the field. The critical points appear as shown in fig. 1.2. For an extremum,
all gradient lines either point toward or away from the point, whereas for a
saddle point there are exactly four lines connected to it: two incoming and
two outgoing, which are perpendicular to each other.
Another defining characteristic is the topological index, or charge, or





∇θ · dl, (1.29)
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(a) (b) (c)
Figure 1.2: The gradient field (black) around (a) a maximum, (b) a minimum and
(c) a saddle point. The red circle and arrows show how the gradient
rotates around the critical point.
where the path-integral is taken over a (small) counterclockwise loop around
this defect only. In words, it counts the number of revolutions the gradi-
ent direction makes when traversing this closed loop. For both types of
extrema, in a full counterclockwise loop the gradient goes through a full
counterclockwise cycle; these points thus have index n = +1. Contrarily, in
a counterclockwise loop around a saddle point the gradient rotates clock-
wise; its topological index is therefore n = −1 (the minus sign reflects that
it rotates in the opposite direction with respect to the direction the loop is
traversed in).
The topological index can be deduced from the second derivatives. For a






 = A(r− r0). (1.30)
If A were the identity matrix, then a counterclockwise loop around r0 would
obviously result in a rotation by 2π, giving index +1. In general, A may
stretch and rotate r, neither of which would have an effect on the index.
However, if A includes a reflection, the gradient would rotate in the opposite
direction and the index becomes −1. Whether A describes a reflection is
encoded in the sign of its determinant
det A = fxxfyy − f2xy. (1.31)




Umbilical points are points on a surface where the curvature of the surface
is the same along all directions. At an umbilical point the surface is thus
locally spherical (or flat).
We return to the curvature as defined in eq. (1.27), repeated here for
convenience:




(fxx − fyy)2 + 4f2xy cos(2θ− α). (1.32)
The two principal directions are the directions along which the curvature
is maximal or minimal. The corresponding curvatures are known as the
principal curvatures. We can easily see that these two directions are given
by 2θ− α = kπ and hence perpendicular to each other.
As noted before, at an umbilical point the curvature is the same along all
directions. In other words, the two principal curvatures are the same, and
the principal directions cannot be defined. From eq. (1.32), the definition
of an umbilical point is easily seen to be
fxx = fyy and fxy = 0. (1.33)
Umbilical points can be classified into three types. The distinction can be
clearly made when one looks at the curvature lines. These are curves which
are always tangent to a principal direction, either the one corresponding to
the maximal curvature or the minimum one. These two sets of curvature
lines intersect at right angles, since as noted before, the principal directions
are always perpendicular to each other.
At an umbilical point, no principal direction can be defined, giving one of
the three patterns shown in fig. 1.3. There are three types: lemons,monstars
and stars [4, 9].
These umbilical points too are topological defects, with an index. When
we follow a closed counterclockwise loop around them, we see from fig. 1.3
that, for the point labeled star, the direction makes half a clockwise rotation,
which means a topological index of −1/2. The other two umbilical points
have index +1/2.
Another characteristic separating the three is the number of curvature
lines that terminate at the umbilical point. For a lemon, this is one, whereas
for the other two it is three. We see that the third type of umbilical point
shares properties with both others: It has topological index +1/2, as does
a lemon, and three curvature lines terminating at it, like a star. This in-
between nature of the point is reflected in its name: monstar.
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(a) (b) (c)
Figure 1.3: One set of curvature lines (black) around (a) a lemon, (b) a monstar
and (c) a star. The other set shows the same pattern in all cases. The
red circle and line segments show how the principal direction rotates
around the umbilical point.
The three types of umbilical point can also be distinguished using the
third derivatives, much like the various types of critical points can be iden-
tified from the second derivatives. From eqs. (1.26) and (1.32) we see that
the two principal directions, for which the curvature is maximal or minimal,
are given by
tan 2θ = tanα = 2fxy
fxx − fyy
. (1.34)
Note that the directions are given by angles modulo π, so this equation has
two solutions: the two principal directions. The angle 2θ can be pictured





. At an umbilical point, both
vector components are zero (hence the angle / principal direction is not
defined). In order to determine the topological index, we need to know
what the principal directions are in close proximity to this point, in order
to evaluate the infinitesimal loop in eq. (1.29). We can expand v using the
third derivatives. For a point r near an umbilical point r0 we have
v =




 = A(r− r0). (1.35)
As before, the sign of the index depends on the sign of the determinant of
A:
1
2 det A = (fxxx − fxyy)fxyy + (fyyy − fxxy)fxxy. (1.36)
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Introducing α = fxxx,β = fxxy, γ = fxyy, δ = fyyy, we thus find (see also
[4])
αγ − γ2 + βδ− β2
> 0 for L, M< 0 for S (1.37)
As mentioned before, the criterion separating the lemons from the mon-
stars (and stars), is the number of (locally straight) lines ending at the
umbilical point: one for lemons, three for (mon)stars (that is one/three for
each principal direction). This can also be expressed in terms of α, β, γ and
δ. Consider again a point r near r0. The principal directions are given by
θ modulo 12π, hence one of the two is directed toward the umbilical point
when the argument φ of r− r0 is equal to θ at r, modulo 12π.
To find an algebraic statement of this condition, we double both sides:
2φ ≡ 2θ (mod π). The right-hand side is the argument of v by eq. (1.34).















to the complex number x+ iy and taking its square,
which doubles the argument, and then mapping back. The condition for r
being on a terminating curvature line is that the arguments of these two











parallel to each other. This condition can be mathematically expressed as
0 = 12
(








−2xy x2 − y2
)(α− γ)x− (δ− β)y
2βx+ 2γy

= βx3 − (α− 2γ)x2y+ (δ− 2β)xy2 − γy3. (1.38)
The superfluous factor 12 at the beginning was introduced to remove a
redundant factor of 2 at the end. Note that this equation describes lines
passing through r0, whereas the curvature lines actually terminate on the
defect. On one side of r0, such a passing line corresponds to the line of
maximal curvature, on the other side to minimal curvature. This is easily
seen from eq. (1.25), if one notes that the second derivatives change sign
when passing through r0.
The number of straight lines passing through r0 is thus equal to the
number of (real) roots of this cubic equation (that is, by interpreting this
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as an equation in x/y). This is captured by the discriminant: If it is positive,
then there are three roots; if it is negative, there is only one. This results
in (see also [4])
4
(








(δ− 2β)(α− 2γ)− 9βγ
)2
> 0 for M, S< 0 for L (1.39)
In summary:
Umbilical point




eq. (1.37) > 0 eq. (1.37) < 0
eq. (1.39) < 0 eq. (1.39) > 0
1.2.3 Critical and umbilical point densities
The density of critical points on a Gaussian field naturally depends on the








We will derive this as an intermediate result in chapter 2.
It may not come as a surprise that the density of umbilical points also





There are also some statements that can be made about the densities
of the various types of critical (umbilical) points, relative to each other.
The Poincaré-Hopf theorem states that the total index of a vector field
(i.e. the sum of the indices of all topological defects) is equal to the Euler
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characteristic of the underlying manifold, which for the 2D-plane is simply
zero. For the critical points this means that the densities of extrema (index
+1) and saddle points (index −1) is equal.
A sketchy proof (a proper proof can be found in most books on differential
topology, e.g. [40]) of this theorem applied to the present case is given in
[35] and is roughly as follows: For any closed loop, the gradient makes a
counterclockwise cycle for every extremum that is enclosed by the loop,
and a clockwise cycle for every saddle point (cycles of both type cancel
each other out). In other words:
#(counterclockwise cycles) =
#(extrema)−#(saddle points). (1.42)
Consider now loops of increasing size L on a (random) surface. The number
of cycles traversed by the gradient along the loop is at most proportional
to the size of the loop L, but the number of critical points enclosed scales
as the area, L2. The only way in which the above formula can continue to
hold for large L is if both sides go to zero.
For Gaussian fields, the set of extrema consists of maxima and minima in
equal densities. This can be seen easily from the fact that −H is as much a
Gaussian as H is (this sign change can be brought about by adding π to all
phases φk). The maxima of H are the minima of −H and vice versa. Upon
averaging, we thus find that their numbers are balanced. In summary:
αsaddle = 12 , αmin = αmax =
1
4 , (1.43)
where α stands for the density fraction with respect to the total density.
Similarly, for the umbilics, the Poincaré-Hopf theorem means that the
density of stars (with index +1/2) equals the combined density of lemons
and monstars (with index −1/2). In other words, the star fraction, that
is the density of stars divided by the total density of umbilical points, is
always 1/2. Although there is no such universal constraint on the lemon and
monstar fractions, it has been shown that, for isotropic Gaussian random
fields, these are fixed as well [4, 11]:
αS = 12 , αM =
1






Note in particular that it does not depend on the spectrum of the field. The
number 0.053 we will see again in chapter 3.
NON-GAUSS IAN F IELDS
Now we take a Gaussian field and apply a perturbation to it, so
that it becomes non-Gaussian. We then investigate the effects
this has on the stochastic geometry. Chapters 2 and 3 deal with
local perturbations and the effect that they have on extrema and
umbilical points respectively. Chapter 4 covers nonlocal pertur-
bations and finally chapter 5 deals with coarse-graining.

2
CRIT ICAL POINTS OF A NON-GAUSS IAN RANDOM
FIELD
2.1 non-gaussian fields
As explained in the introduction, a Gaussian distribution is usually a good
approximation to use for a random process, especially one that can be
considered to be a sum or average of a large number of independent sub-
processes. It is however the deviation from Gaussianity that is usually of
special interest.
If we go back to the example of the amount of rain that falls throughout
the country in a year, we might be interested to see if there are certain areas
where there is more (or less) downfall than in others. The complication is
that this is automatically the case, simply because of random fluctuations.
If we want to see what the influence is of, say, the geographical structure
of the landscape, we would like to filter out these random fluctuations and
focus on the non-Gaussian contribution to the random field.
Detecting non-Gaussianity can be accomplished by testing the field to
see whether it has the properties that Gaussian fields are known to have,
such as the ones outlined in chapter 1.
The goal of this thesis is to take this one step further, by determining
how the stochastic geometric properties change quantitatively in relation to
the non-Gaussianity. This could then in turn be used to identify the type
of non-Gaussianity and/or its size.
This chapter is devoted to studying the effects of non-Gaussianity on the
statistics of maxima and minima, specifically the difference between the
two. For a Gaussian field, the densities of maxima and minima is obviously




We will first consider a field of the form h(r) = FNL(H(r)), where H is a
Gaussian field and FNL is any (nonlinear) function (e.g. the identity plus a
perturbation), which depends only on H(r), i.e. the original (unperturbed)
value of the field at that same point. This scheme we will refer to as a local
perturbation. The more generic case of a nonlocal perturbation will be the
subject of chapter 4.
The outline of this chapter is as follows. We demonstrate how the im-
balance between maxima and minima can be calculated in section 2.2. Sec-
tion 2.3 is devoted to determining the key ingredient, namely the probabil-
ity distribution for the values of minima in a Gaussian field. In section 2.4
we arrive at the final result, compare it with results from computer gener-
ated fields and point out the main features. Finally, section 2.5 provides an
overview of our findings and their implications.
2.2 maxima versus minima
Transforming the field with FNL does not cause the maxima and minima to
move around, but they may switch type, depending on the sign of F ′NL =
dFNL/dH at the point in question. To see this, recall that maxima and
minima, together with saddle points, are critical points. The critical points
of h are given by
0 = ∇h(r) = dhdH∇H(r) = F
′
NL(H)∇H(r). (2.1)
We see that the critical points of H and h are the same points; however, the
prefactor F ′NL(H) may influence the type of critical point. The three types
can be distinguished by considering the second derivatives: Saddle points
have hxxhyy − h2xy < 0, whereas for maxima and minima (extrema) this is
positive. For maxima, unlike minima, we have hxx < 0 (and hyy < 0).
Consider a critical point r0 and let z = H(r0). The second derivatives
of h at r0 simply have an extra factor F ′NL(z) as compared to the second
derivatives of H. This has no influence on the sign of hxxhyy − h2xy. There-
fore, the saddle points (extrema) of H are also saddle points (extrema) of
h. However, a maximum (minimum) of H is a minimum (maximum) of h
when F ′NL(z) < 0. In order to determine how many extrema will undergo
such a transformation, we need to know how often F ′NL(z) < 0 at such a
point.
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Let g(z) be the probability density that a certain minimum r0 of H has
the value H(r0) = z. The probability P that a minimum of H becomes a





For example, if we consider a square perturbation h = H + εH2, for which





Because of the symmetry of H, the maxima are distributed according to
g(−z). With that, we can similarly define a probability Q that a maximum
becomes a minimum going from H to h.
Let n0 be the density of minima (or maxima) of H. The density of min-
ima (maxima) of H which are maxima (minima) of h is then Pn0 (Qn0).
We can quantify the resulting imbalance in maxima and minima in the
dimensionless parameter
∆n ≡ nmax − nmin
nmax + nmin
=
(1 + P −Q)n0 − (1− P +Q)n0
2n0








Thus, if we can determine g(z), we can calculate the exact imbalance be-
tween the maxima and minima of h.
2.3 distribution of minimum values
2.3.1 One dimension
Let us first consider the probability distribution for minimum values of a
Gaussian function on a line. We will then generalize to two dimensions, and





A(k) cos(kx+ φk). (2.5)
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The minima are given by Hx(x0) = 0 and Hxx(x0) > 0. We would thus like
to know the probability density that H(x0) = z, given that Hx(x0) = 0
and Hxx(x0) > 0:




p(H(x0) = z ∧Hx(x0) = 0∧Hxx(x0) > 0). (2.6)
Here n ≡ p(Hx(x0) = 0∧Hxx(x0) > 0) can be identified as the density of
the minima.
Finding g(z) thus requires us to determine the joint probability distri-
bution p(H(x0),Hx(x0),Hxx(x0)). Since H is homogeneous, p does not
depend on x0.








kA(k) cos(kx0 + φk + 12π). (2.7)
We see that the expression for Hx still describes a Gaussian: The phases
are simply increased by 12π (modulo 2π) and the spectrum has picked up a
factor of k. The bottom line is that Hx(x0) is a Gaussian variable, and it
is easy to confirm that the same goes for Hxx(x0) (or any derivative).
We thus have three Gaussian variables. The joint probability distribution
of a set of (correlated) Gaussian random variables is given by (see e.g. [35];
compare eq. (1.2))













where C is the matrix of correlations
Cij = 〈ξiξj〉. (2.9)
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Let us calculate 〈H(x0)Hxx(x0)〉 as an example. Again, homogeneity

























2k2 = −K2. (2.10)
Here we made use of the moment K2 defined in eq. (1.11).















δkk′ = 0. (2.11)
This is because an even derivative features cosines while an odd derivative
has sines, and their product averages to zero, as above.
































The plan is now to set H = z and Hx = 0 and integrate p over Hxx.
However, one important factor still needs to be added. The probability we
have calculated is actually a probability density (since the probability that
H ′(x0) = 0 and H(x0) = z exactly is zero), and it is not defined with
respect to the variables we need. It is defined by fixing a point x0 and
determining the probability that Hx vanishes within a certain tolerance at
that point, as in
P (H(x0) ∈ [z, z + dz] ∧Hx(x0) ∈ [0, dH ′])
dz dH ′ . (2.15)
Instead, we actually want the probability that there is an exact critical
point within a certain distance of x0:
P
 ∃ xm ∈ [x0,x0 + dx] :
H(xm) ∈ [z, z + dz] ∧Hx(xm) = 0

dx dz . (2.16)
Over the range dx, dH ′ varies by
dH ′ =
∣∣∣∣∣∂Hx∂x
∣∣∣∣∣dx = |Hxx|dx. (2.17)
In order to get the desired probability density with respect to x, we need
to multiply our current probability density by |Hxx|.






dHxx p(H = z,Hx = 0,Hxx) |Hxx|. (2.18)
The prefactor, featuring the density of minima n, can be regarded as a
normalization constant and is found by integrating g(z) over the entire z-
range. This is easily accomplished by taking the expression above and first
integrating over z, and only then over Hxx. The result is∫ ∞
−∞
dz g(z) = 1 ⇒ n = 12π
√
K4/K2. (2.19)
The integrand in eq. (2.18) is also Gaussian, but it is only integrated over
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dt e−t2 , (2.21)
which converges to 1 as x goes to −∞. The two parameters K2 and K4





(0 ≤ λ ≤ 1). (2.22)
Note that we set K0 ≡ 〈H2〉 = 1 for convenience. In the generic case
K0 6= 1, we have λ = K22 /(K0K4). A proof that λ ≤ 1 is derived explicitly
in the next section.
2.3.2 Two dimensions
In two dimensions, the procedure to calculate the distribution of the minima
is similar. The minima are defined by the conditions Hx = Hy = 0 (defining
critical points), HxxHyy −H2xy > 0 (separating extrema from saddle points)
and Hxx,Hyy > 0 (distinguishing minima from maxima). We thus need to
find p(H,Hx,Hy,Hxx,Hyy,Hxy). This is still a Gaussian joint distribution
function.
We start again by determining the correlations, for example (again setting




































dkΠ(k)k4 = 18K4. (2.23)
In the third line we replaced the sum by an integral and performed it using
polar coordinates.
Remember from the one-dimensional case that the correlation of an even
and an odd derivative is always zero, because in the calculation we en-
counter a product of a cosine and a sine, which integrated over the (ran-
dom) phase yields zero. Based on the calculation method demonstrated
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above, we can make a more general statement: When the combined num-
ber of x-derivatives (y-derivatives) is odd, the integral over θ (as above)
features a cosine (sine) with an odd exponent; the integral over θ then
gives zero. If we apply this rule to our six variables, we see that Hx, Hy
and Hxy all have no “compatible match” in this respect; therefore, they
are uncorrelated to all other variables. This allows us to factorize the joint
probability distribution
p(H,Hx,Hy,Hxx,Hyy,Hxy)
= p(Hx) p(Hy) p(Hxy) p(H,Hxx,Hyy). (2.24)






















































K2K4 3K4 − 2K22 2K22 −K4
K2K4 2K22 −K4 3K4 − 2K22
 . (2.27)
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As in the one-dimensional case, we now have a probability density with
respect to Hx and Hy, which we need to convert to one with respect to x
and y. For that we need to multiply p by the Jacobian determinant∣∣∣∣∣∂(Hx,Hy)∂(x, y)
∣∣∣∣∣ = |HxxHyy −H2xy|. (2.29)



















× p(Hxy) |HxxHyy −H2xy|
)
. (2.30)
The integrals must be taken over the volume for which HxxHyy −H2xy > 0
andHxx,Hyy > 0, which forms the domain of the minima. These constraints
and the integration can be simplified by making the following change of
variables,
r cos θ = 12 (Hxx −Hyy), (2.31a)
r sin θ = Hxy, (2.31b)
s = 12 (Hxx +Hyy), (2.31c)
dHxxdHyydHxy = 2r drdsdθ. (2.32)
In terms of these new variables, we have HxxHyy −H2xy = s2 − r2 and the

























The density of the minima n can again readily be obtained by integrating
over z:∫ ∞
−∞






Note that this result matches eq. (1.40) (remember that minima comprise
one fourth of all critical points).





























3λ(1− λ) z exp
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(0 ≤ λ ≤ 1). (2.36)
Again, when we set K0 = 〈H2〉 6= 1, we get λ = K22 /(K0K4).
Let us prove that λ ≤ 1. After some rearranging, we see that this is
equivalent to K0K4 −K22 ≥ 0. We find
K0K4 −K22 =
∫∫
dkdk′Π(k)Π(k′)(k′4 − k2k′2). (2.37)
Note that we could just as well replace k′4 with k4 (because everything else
is symmetric in k and k′), and hence also with 12 (k4 + k′4). If we do the
latter, we can rewrite
1
2 (k
4 + k′4)− k2k′2 = 12 (k− k
′)2. (2.38)
We see that this is positive, together with Π(k) and Π(k′), hence the inte-
grand is positive and the integral too, which concludes the proof.
We have compared eq. (2.35) with distributions obtained from computer-
generated Gaussian fields. Details about these numerical simulations and
how the minima were identified can be found in appendix A. As can be
seen in fig. 2.1, the agreement between eq. (2.35) and the numeric results
is excellent.
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Figure 2.1: Histograms of the values of 106 minima obtained from simulations, to-
gether with the distribution given by eq. (2.35), for (a) a disk spectrum




Let us take a closer look at eq. (2.35). The two limits of λ give results

































The case λ = 0 occurs when K4 is unbounded (e.g. when Π(k) scales as
k−6). We see that the distribution is then an elementary Gaussian. A rough
intuitive explanation for this is as follows: The key feature of this limit is
that the maxima and minima arise from very rapid oscillations that are
superimposed on top of a slowly-varying field. In fact, if K4 is extremely
large, the waves with a short wavelength (large |k|) have an amplitude
that is small, but not negligible. They therefore create large fluctuations
in the gradient of the field and hence a lot of extrema; a fact that can
also be seen from eq. (2.34). Meanwhile, the height of the surface at any
point (including the abundant minima) is dominated by the waves with
a large amplitude, which have long wavelengths (small |k|). The location
of the minima and the height of the surface are thus roughly independent.
Therefore, the distribution of the value of H at a minimum is the same as
for any other point, namely Gaussian.
Now we consider λ = 1. From our proof that λ ≤ 1, it is not hard to
see that this can only occur when Π(k) = δ(k − k0) for some constant
k0. This is called a ring spectrum, since the only occurring wave vectors
are the ones with |k| = k0, which describes a circle in k-space. Inspecting
eq. (2.39b) we see that, due to the factor (1 − sgn z), all minima have
a negative value of H, as the simulations also show (see fig. 2.2). The
explanation is that height fields with a ring spectrum necessarily satisfy
∇2H = −k20H. Therefore, ifH is positive, the mean curvatureHxx+Hyy <
0, so the point cannot be a minimum. In other words, such Gaussian fields
are random solutions to Helmholtz’s equation; they could represent the
height field of a large membrane resonating at a certain frequency, but
with some randomness preventing a particular mode among the many at
that frequency from stabilizing.
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Figure 2.2: Histogram of the values of 106 minima obtained from simulations, to-
gether with the distribution given by eq. (2.35), for a ring spectrum
(λ = 1). No minima with a positive value of H were found.














Figure 2.3: The skewness (γ1) and kurtosis (γ2) of the distribution (eq. (2.35)) as
a function of λ (see eqs. (2.41a) and (2.41b)).
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While eq. (2.35) appears quite complex, some of its parameters have more












When looking at fig. 2.1, it appears that the distribution is itself almost







































(9.42λ−1 − 5.63)2 . (2.41b)
Here µn is the n-th moment about the mean: µn ≡ 〈(ξ − 〈ξ〉)n〉. The skew-
ness is a measure of the symmetry of a distribution around the mean, while
the kurtosis gives an indication of its “peakiness”. For a Gaussian distribu-
tion, both the skewness and the kurtosis are zero. They can therefore be
considered as a measure of the Gaussianity of a distribution; note however
that a distribution is not necessarily Gaussian if both parameters are zero.
The two parameters are shown in fig. 2.3. Naturally, they both go to zero
for λ→ 0.
2.4 maxima and minima imbalance
Now that we have obtained g(z), we can calculate the relative imbalance
between the densities of maxima and minima of h = FNL(H), in accordance
with eq. (2.4):
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Figure 2.4: ∆n for h = H + εH2 as a function of ε, where H has a disk spectrum
(λ = 34 ). The data points stem from simulations, the solid curve is
eq. (2.42). The two graphs are for different ranges of ε.
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Figure 2.5: ∆n for h = H + εH2 as a function of ε, where H has a Gaussian
spectrum (λ = 12 ). The data points stem from simulations, the solid
curve is eq. (2.42). The two graphs are for different ranges of ε.
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The most basic example of a perturbed Gaussian for which we may ex-
pect ∆n 6= 0 is h = H + εH2. In this case, the domain of integration is
(−∞,− 12ε ]. We have compared eq. (2.42) with results from computer-gen-
erated fields, for two different spectra: In fig. 2.4 a so-called disk spectrum
was used:
A(k)2 ∼ θ(k0 − k), K2n =
k2n0
n+ 1, λ =
3
4. (2.43)
Fig. 2.5 features results for a Gaussian spectrum:
A(k)2 ∼ exp(−k2/2k20), K2n = 2nn!k2n0 , λ =
1
2. (2.44)
In both cases, we see an excellent agreement between the results from
the simulations and our theoretical formula.
In both graphs, we see that ∆n increases dramatically starting ε ≈ 0.15.
This can be explained intuitively as follows: The balance in densities of
maxima and minima is disturbed by extrema located below H = − 12ε .
Since H is a standard Gaussian, such low values (i.e. large negative values)
of H are exponentially rare. It is only when − 12ε is in the order of −1 that
a significant ∆n can be expected. To get a rough estimate for the number
of these extrema, we can just look at the density of points with H =
− 12ε (ignoring the requirement that they be minima does not change the
exponential dependence). This is e−1/(8ε2). A more careful approximation







This argument also applies to the generic case h = H + εfNL(H), where
fNL designates a perturbation and ε is a parameter controlling the size of
the perturbation. Now εf ′NL(H) needs to be in the order of 1 for ∆n to be
significantly nonzero. Thus measuring the imbalance between maxima and
minima does not give a very sensitive test of the type of non-Gaussianity
that we have considered here, in the limit of small ε. However, eq. (2.42) is
a nonperturbative result that also holds for large ε.
2.5 conclusions
For a random field given by h(r) = FNL(H(r)), where H is a Gaussian
field and FNL any (nonlinear) function, we find that the densities of maxima
and minima of h may differ. We have shown what the imbalance is as a
function of the transformation FNL and the power spectrum of H. Our
result is exact, and does not rely on perturbation theory, a nice feature since
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FNL does not have to be small for our result to apply. This is confirmed
by our simulations. On the other hand, the imbalance between maxima
and minima is exponentially small when ε is small. Directly measuring the
skewness at a given point, for example is much more sensitive to ε when
ε 1.
The simple reason is that, when H is of order one, h is a monotonic
function of H, and hence it has the same numbers of maxima and minima.
Only very large fluctuations in H can lead to an imbalance. Other types of
non-Gaussian fields are more likely to have appreciable imbalances between
maxima and minima. For example, the nonlinear evolution of a field, such
as the height of a surface on which particles are accumulating, could give
rise to an imbalance between maxima and minima. The diffusion of the
particles for instance might preferentially smooth out maxima.
3
UMBIL ICAL POINTS OF A NON-GAUSS IAN RANDOM
FIELD
In this chapter we stick with local perturbations, but look at the umbilical
points instead. As covered in chapter 1, umbilical points come in three types:
lemons, monstars and stars. For topological reasons, half of all umbilical
points are lemons, for any field. There is no such general constraint for
monstars and lemons, but as stated in eq. (1.44), for isotropic Gaussian
fields these ratios are fixed as well; they do not depend on the spectrum
[4, 11]. Therefore, should, for a given field, the relative density of monstars
differ from the requisite 5.3%, one may immediately conclude that the field
in question is not an isotropic Gaussian one.
Crucially such a test requires only that the line field corresponding to
the principal curvature directions is measurable; the statistics of the scalar
height field from which the curvature directions are derived can be probed
without being directly observed.
To give an example of a case where the near-Gaussian field of interest
is not directly observable, consider the phenomenon of weak gravitational
lensing [25]. As stipulated by the theory of general relativity, matter bends
spacetime, which also affects light rays. The light from a distant galaxy
for instance, does not come to us in a straight line, due to the presence
of matter between that galaxy and us. As a result, we see a distorted
image of the galaxy. In general, a circular object will look like an ellipse.
While most of the matter in the universe is believed to be made up of dark
matter which we cannot (yet) detect, the shear field can be detected. The
near-Gaussian field in this case is obtained by projecting the mass onto
the sky, along the lines of sight. This is called the projected gravitational
potential. On large scales, this field is approximately Gaussian by virtue
of the central limit theorem, since the projection involves summing over a
lot of regions which are randomly distributed. On smaller scales however,
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interactions can give rise to non-Gaussian contributions. If we interpret
the projected gravitational potential as a (near-Gaussian) surface, then the
shear direction corresponds to the principal direction of this surface [45].
In terms of the shear field, the umbilical points correspond to points in the
sky where a circular light source still appears circular.
Another example of a physical process in which umbilical points can
prove their usefulness is in the context of optical speckle fields. These fields
arise for example when a coherent beam of light scatters from a rough sur-
face. Since the many reflected waves become superimposed, this produces
a random pattern of intensity with approximately Gaussian statistics. In
this case, it is the points of circular polarization that can be identified
as umbilical points. The relative densities of the various types of umbili-
cal points have been found to match the theoretical predictions in experi-
ments [15]. Other contexts in which umbilical points can offer a window for
non-Gaussianity include polarization singularities in the cosmic microwave
background [12, 28, 41, 44], topological defects in a nematic [14, 27] and a
superfluid near criticality [23, 33].
Here, we will again study by how much the monstar fraction changes,
in relation to the applied perturbation. Unlike the previous chapter, the
locality of the perturbation does not keep the umbilical points in place,
so a method similar to the one presented there is not available. Instead,
we assume the perturbation to be small and determine the changes in the
monstar fraction up to first order.
The outline of this chapter is as follows. In sections 3.1 through 3.4 the
various steps and concepts that are needed for this calculation are explained,
before the final result is arrived at in section 3.5. The theoretical result is
then compared to results from computer simulations in section 3.6. Finally,
section 3.7 provides a summary and conclusions.
3.1 the generating function
We consider a field of the form h(r) = H(r) + f(H(r)), where H(r) is
a Gaussian field and f a small nonlinear function of H(r) only. As we
have seen in eqs. (1.33), (1.37) and (1.39), the monstars can be defined
using the second and third derivatives of the field h with respect to x and
y. Determining the monstar fraction thus boils down to determining how
likely it is that at a specific point r the third derivatives α = hxxx(r),
β = hxxy(r), γ = hxyy(r) and δ = hyyy(r) are such that eqs. (1.37) and
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(1.39) prescribe a monstar, given that the second derivatives obey hxx(r) =
hyy(r) and hxy(r) = 0.
In order to determine this, we require the joint probability distribution of
these seven stochastic variables. When we have this, we can set hxx = hyy
and hxy = 0 and integrate α, β, γ and δ over the appropriate ranges to get
the density of monstars and all umbilical points respectively. The ratio of
these then gives the monstar fraction.
We shall arrive at the desired probability distribution by determining the
corresponding generating function, which is defined as the Fourier trans-
form of the probability distribution [31]. For a set of n correlated variables
{hi} this is
χ(λ1, . . . ,λn) =
∫
dh1 . . . dhn p(h1, . . . ,hn)ei(h1λ1+...+hnλn)














〈hj1hj2hj3〉λj1λj2λj3 + . . . (3.1)
Here, the coefficients 〈. . .〉 are the moments, or multivariable correlations
defined by
〈hj1 . . . hjk〉 ≡
∫
dh1 . . . dhn p(h1, . . . ,hn)hj1 . . . hjk . (3.2)
Eq. (3.1) is proved by expanding the exponential term by term.
Upon taking the logarithm of χ and expanding, the quantities known as















C3(hj1 ,hj2 ,hj3)λj1λj2λj3 + . . . (3.3)
The cumulants can be written in terms of the moments, as can be seen by
taking the logarithm of eq. (3.1) and expanding it. For example,
C(h1,h2,h3) = 〈h1h2h3〉 − 〈h1〉〈h2h3〉 − 〈h2〉〈h3h1〉
− 〈h3〉〈h1h2〉+ 2〈h1〉〈h2〉〈h3〉. (3.4)
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In reverse, the moments can be written in terms of the cumulants, e.g.
〈h1h2h3〉 = C(h1,h2,h3) +C(h1)C(h2,h3) +C(h2)C(h3,h1)
+C(h3)C(h1,h2) +C(h1)C(h2)C(h3). (3.5)
If all the moments or all the cumulants are known, we can construct the gen-
erating function and perform an inverse Fourier transformation to obtain
the probability distribution.
The defining characteristic of Gaussian random variablesHi is that all cu-
mulants are zero, with the exception of the second-order ones C2(Hi,Hj) =
〈HiHj〉. In this case, the generating function is thus








The inverse Fourier transformation yields the standard distribution for cor-
related Gaussian random variables,













where σ is the matrix of correlations, σij = 〈HiHj〉. This we already en-
countered in eq. (2.8).
For a Gaussian fieldH, the derivatives are themselves also Gaussian fields;
the above formula therefore gives their joint distribution (see section 2.3).
For the non-Gaussian field h, there are some small corrections to this dis-
tribution. To find these corrections to first order, we need to determine the
cumulants to first order in f(H). We will see that only a small number of
cumulants are nonzero up to this order. Before we proceed to derive them,
we switch to a complex coordinate system which allows for optimal usage
of translational and rotational symmetry, which h has inherited from H for
the type of perturbations under consideration.
3.2 complex coordinates representation
To find the distribution of umbilical points, we now have to find the joint dis-
tribution of the seven second and third derivatives of h. All these variables
can be combined into a more compact form by using complex coordinates.
These will make it easier to evaluate the integral that determines the mon-
star density, and will help us to work out the probability distribution with
the help of symmetry.
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The complex coordinates are given by
z = x+ iy, x = 12 (z + z
∗),
z∗ = x− iy, y = 12 i(z
∗ − z). (3.8)
Of course, as complex numbers, z and z∗ are not independent; however
we can formally define partial derivatives with respect to each of them,
using the chain rule, just like we could if this transformation involved a
real number instead of i.


















We see that the derivatives with respect to z and z∗ are each other’s con-
jugate, but again, we consider both to be linear transformations of ∂x and
∂y.
The usefulness of using z and z∗ can be immediately seen from hzz:
hzz = ∂2zh =
1
4 (∂x − i∂y)
2h = 14 (hxx − hyy + 2ihxy). (3.10)
We see that the definition of an umbilical point can be captured in one
equation: hzz = 0.
The various types of umbilical points were defined in eqs. (1.37) and
(1.39) using the “normal” third derivatives hxxx = α, hxxy = β, hxyy = γ
and hyyy = δ. In terms of hzzz, hzzz∗ , hzz∗z∗ and hz∗z∗z∗ the two conditions
for a monstar become
|hzzz∗ |2 − |hzzz|2 > 0, (3.11a)
27|hzzz|4 − |hzzz∗ |4 − 18|hzzz|2|hzzz∗ |2
− 4(hzzzh3zz∗z∗ + hz∗z∗z∗h3zzz∗) > 0. (3.11b)
Here |hzzz|2 and |hzzz∗ |2 represent hzzzhz∗z∗z∗ and hzzz∗hzz∗z∗ respectively.
The density of monstars will be given by integrating the probability dis-
tribution p(hzz = 0,hzzz,hzzz∗) over the range defined by these conditions.
This probability distribution is determined by the cumulants of combina-
tions of the three variables. Rotational and translational symmetry however
imply that only a small number of these combinations yield a nonzero cu-
mulant.
First, consider the consequences of the isotropy (rotational symmetry) of
the field h(r) for a moment like 〈hz∗(r)hzz(r)〉. Note that, due to homo-
geneity (translational symmetry), this moment does not depend on r; it will
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often be dropped from now on. Isotropy implies that this moment should
not change if we rotate the field around r, over any angle α. In terms of z
and z∗, this results in the transformation
z′ = eiαz, ∂z′ = e−iα∂z,
z′∗ = e−iαz∗, ∂z′∗ = eiα∂z∗ . (3.12)
As a result, we get 〈hz′hz′∗z′∗〉 = eiα〈hzhz∗z∗〉. Since we argued that the two
expectation values must be equal, for any α, we must have 〈hz∗hzz〉 = 0.
In general, following a rotation, expectation values pick up a factor eikα,
where k is the number of z∗ derivatives inside the bracket minus the number
of z derivatives. By the above argument, the expectation value is zero when
k 6= 0. Therefore, an expectation value can only be nonzero if the numbers
of z and z∗ derivatives inside the bracket are equal. Since a cumulant is
a sum of products of expectation values, featuring every variable once in
every product (compare eq. (3.4)), the same property applies to cumulants.
The homogeneity (translational symmetry) of the fields under consider-
ation provides another useful trick that relates different cumulants to one
another. As already stated, a moment like 〈h1(r) . . . hn(r)〉 does not de-
pend on r. Hence the derivative of this with respect to z or z∗ is zero.
Applying the product rule gives
0 = ∂z〈h1 . . . hn〉
= 〈(∂zh1)h2 . . . hn〉+ . . .+ 〈h1h2 . . . (∂zhn)〉. (3.13)
For n = 2, this gives the useful relation
〈(∂zh1)h2〉 = −〈h1(∂zh2)〉. (3.14)
In essence, for a two-point correlation it is possible to “transfer” a z deriva-
tive from the one term to the other at the cost of an overall minus sign
(reminiscent of integration by parts when the boundary term is zero). The
same applies of course to a z∗ derivative. For example, we find the relation
〈hzzhz∗z∗〉 = −〈hzhzz∗z∗〉.
Together, these two symmetries put constraints on the probability dis-
tribution p(hzz,hzzz,hzzz∗). In particular, they explain why the monstar
fraction is always the same for any Gaussian distribution [4]: A Gaussian
distribution does not have many degrees of freedom to start with; only the
two-point correlations between the variables are adjustable. In this case,
the two-point correlations between any two of these variables is zero, by
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rotational symmetry, while the variances of hzzz and hzzz∗ are equal by
translational symmetry. Hence (after setting hzz = 0 to identify the um-
bilical points), the distribution p(hzz = 0,hzzz,hzzz∗) is always the same
apart from a scale, and that determines the monstar fraction. This argu-
ment can be generalized to singularities in the polarization field of light
(even though the field might not be derived from a scalar field h), and
so Gaussian polarization fields have the same monstar fraction as well, as
shown in [11].
On the other hand, when h has non-Gaussian contributions, there are
many more cumulants, and symmetry is not enough to constrain them
anymore. For the field h = H + f(H) we are studying, we proceed to
calculate the cumulants explicitly.
3.3 the cumulants
Although the problem is now cast in terms of complex derivatives, the recipe
outlined in section 3.1 still applies. The task is to determine the cumulants
of hzz, hzzz, hzzz∗ and their conjugates up to first order in the perturbation
f .
These cumulants have the general form Cn(D1h, . . . ,Dnh), where each
Dj represents a number of z and z∗ derivatives. For the moment, let us con-
sider each Djh to be at a different point rj , i.e. Cn(D1h(r1), . . . ,Dnh(rn)).
Later we will set all points equal again. For convenience, we shall drop the
vector notation, i.e. ri = ri. Since now each derivative Dj acts only at a
specific point, we can bring them outside the cumulant:
Cn(D1h, . . . ,Dnh)




Let us write h(rj) = hj for shortness, and focus on Cn(h1, . . . ,hn). In-
serting hj = Hj + f(Hj), expanding the cumulant and keeping only terms
up to first order in f yields
Cn(h1, . . . ,hn) = Cn(H1, . . . ,Hn)
+Cn(f(H1),H2, . . . ,Hn)
+Cn(H1, f(H2), . . . ,Hn)
+ . . .+Cn(H1,H2, . . . , f(Hn)). (3.16)
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The first term on the right-hand side is now simply the cumulant of a
set of Gaussian random variables, which, as discussed before, is zero for
n > 2. The other terms can be evaluated perturbatively and are equivalent
to each other. Consider the second term as an example. For a cumulant
involving Gaussian variables and one function of a Gaussian we have (see
appendix C)
Cn(f(H1),H2, . . . ,Hn)
= 〈f (n−1)(H1)〉〈H1H2〉〈H1H3〉 . . . 〈H1Hn〉. (3.17)
When we reinsert the derivatives D2 through Dn from eq. (3.15) and set
r2 = . . . = rn = r we get
D1 . . . DnCn(f(H(r1)), . . . ,H(rn))
∣∣∣∣
r1=...=rn




Now we can reinsert D1 and then set r1 = r, as prescribed by eq. (3.15).
Remember that D1 only acts on H1. Due to the product rule, we have to
consider all possible ways in which the derivatives in D1 can be distributed
over all H1’s. Recall from section 3.2 that, after setting r1 = r, each expec-
tation value can only be nonzero if the number of z and z∗ derivatives inside
are equal. Note also that 〈f (n−1)(H1)〉 does not depend on r1, hence any
derivative of it is zero. Therefore, the only nonzero contributions stemming
from the product rule are those distributions that make the number of z
and z∗ derivatives equal inside each bracket.
We consider the cumulant C3(hzz,hzz∗z∗ ,hzz∗z∗) as an example to demon-







The first term is zero, since all cumulants of Gaussian variables are zero
beyond second order. For the second term, we need to consider how to
distribute the two ∂z1 derivatives to make all expectation values nonzero.
The only possibility is to put one ∂z1 in front of each H1. Note however that
3.3 the cumulants 49
this term appears twice in the product rule, because there are two ways of
distributing the two derivatives. After setting r1 = r we thus have
∂z1z1(〈f
′′(H)〉〈H1Hzz∗z∗〉〈H1Hzz∗z∗〉)
= 2〈f ′′(H)〉〈HzHzz∗z∗〉2. (3.20)
In the third term on the right-hand side of eq. (3.19) we have one ∂z and two
∂z∗ ’s to distribute. The first H2 needs ∂z∗z∗ to balance the derivatives and
the other takes the ∂z derivative. There are no multiple ways to distribute
these derivatives in this case and therefore
∂z2z∗2z∗2 (〈f
′′(H)〉〈H2Hzz〉〈H2Hzz∗z∗〉)
= 〈f ′′(H)〉〈Hz∗z∗Hzz〉〈HzHzz∗z∗〉. (3.21)
Combining everything together results in
C3(hzz,hzz∗z∗ ,hzz∗z∗)
= 2〈f ′′(H)〉〈HzHzz∗z∗〉(〈HzHzz∗z∗〉+ 〈Hz∗z∗Hzz〉). (3.22)
Finally, due to translational symmetry, we have
〈HzHzz∗z∗〉+ 〈Hz∗z∗Hzz〉 = ∂z〈HzHz∗z∗〉 = 0. (3.23)
We thus find that C3(hzz,hzz∗z∗ ,hzz∗z∗) = 0.
Now we will show that there are only a finite number of nonzero cumu-
lants (up to first order in f). In fact, there are none beyond the fourth order.
Consider eq. (3.16) with n > 4. The first term (zero order) is zero because
it is the cumulant of more than two Gaussian variables. For the other ones
we apply the recipe of eq. (3.18). We have n− 1 brackets in which the z
and z∗ derivatives need to be matched. Since we are only considering the
variables hzz, hzzz, hzzz∗ and their conjugates, each one has a mismatch to
begin with. However, since D1 has only three derivatives at most, it is not
possible to balance the derivatives in all n− 1 brackets.
This “lack of derivatives” also kills a lot of cumulants of lower order, espe-
cially fourth order. For example, in C4(hzz,hz∗z∗ ,hzzz∗ ,hzz∗z∗) the first two
variables require two derivatives to balance the derivatives and the other
two require one. Therefore, no matter from which variable the derivatives
are distributed, there is always a shortage.
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These are all the nonzero cumulants (the two asymmetric ones have a
conjugate twin in which all z’s and z∗’s are interchanged):
C2(hzz,hz∗z∗) = σ(1 + 2〈f ′(H)〉), (3.24a)
C2(hzzz,hz∗z∗z∗) = τ (1 + 2〈f ′(H)〉), (3.24b)
C2(hzzz∗ ,hzz∗z∗) = τ (1 + 2〈f ′(H)〉), (3.24c)
C3(hzz,hzzz∗ ,hz∗z∗z∗) + conj. = −3σ2〈f ′′(H)〉, (3.24d)
C4(hzzz∗ ,hzzz∗ ,hzz∗z∗ ,hzz∗z∗) = −8σ3〈f ′′′(H)〉, (3.24e)
C4(hzzz,hzz∗z∗ ,hzz∗z∗ ,hzz∗z∗) + conj. = −6σ3〈f ′′′(H)〉, (3.24f)
where
σ ≡ 〈HzzHz∗z∗〉 = −〈HzHzz∗z∗〉, (3.25a)
τ ≡ 〈HzzzHz∗z∗z∗〉 = 〈Hzzz∗Hzz∗z∗〉. (3.25b)
Note that the trick based on translational symmetry was used to equate the
expectation values. In the second equation, it was used twice (transferring
a ∂z one way and a ∂z∗ the other way).
The parameters σ and τ are related to the moments Kn of H. This is












∗z + kz∗) + φk
)
. (3.26)





























τ = 〈HzzzHz∗z∗z∗〉 = 〈18 (k
∗)3 18k
3〉 = 164K6. (3.28)
Similarly, we have σ = 116K4.
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3.4 probability distribution
With the aid of the cumulants we can build the logarithm of the generating
function (see eq. (3.3)), provided that we identify the appropriate variables
in Fourier space. Consider hzz and hz∗z∗ for example. These complex vari-
ables represent two real variables ξx and ξy, the real and imaginary part of
hzz. Let λx and λy be their Fourier counterparts. The generating function
is
χ(λx,λy, . . .) =
∫
dξxdξy . . . p(ξx, ξy, . . .)ei(ξxλx+ξyλy+...)
= 〈ei(ξxλx+ξyλy+...)〉. (3.29)
The exponent can be written in terms of the complex variables,
ξxλx + ξyλy = hzzλ∗zz + hz∗z∗λzz, (3.30)
where we define λzz = 12 (λx+ iλy). Then λzz is the complex Fourier variable
corresponding to hz∗z∗ and we likewise introduce λzzz and λzzz∗ , which are
conjugate to hz∗z∗z∗ and hzz∗z∗ . We will define integrals with respect to the
complex Fourier variables, e.g. with respect to d2hzz, as integrals over the
real and imaginary parts of hzz, and the inverse Fourier transform will be
performed by integrating over the real and imaginary parts of the λ’s.











+ 16C4(hzzz,hzz∗z∗ ,hzz∗z∗ ,hzz∗z∗)λz∗z∗z∗λ
3
zzz∗
+ 16C4(hzzz,hzz∗z∗ ,hzz∗z∗ ,hzz∗z∗)λzzzλ
3
zz∗z∗ . (3.31)
Upon entering the cumulants from eq. (3.24):
logχ = −σ̃λzzλz∗z∗ − τ̃ (λzzzλz∗z∗z∗ + λzzz∗λzz∗z∗)
+ 3iσ2〈f ′′(H)〉(λzzλzzz∗λz∗z∗z∗ + λz∗z∗λzz∗z∗λzzz)
− σ3〈f ′′′(H)〉(2λ2zzz∗λ2zz∗z∗ + λzzzλ3zz∗z∗
+ λz∗z∗z∗λ3zzz∗). (3.32)
52 umbilical points
Here σ̃ = σ(1 + 2〈f ′(H)〉) and τ̃ = τ (1 + 2〈f ′(H)〉) have been introduced.
Note that some cumulants appear multiple times in eq. (3.3) since the λ’s
can be permuted (if they are not all the same). The factors in front of the
cumulants are the factor ik/k! in eq. (3.3) multiplied by the number of
distinct permutations of the λ’s.
To obtain the probability distribution, we take the exponential and per-
form the inverse Fourier transformation (see eq. (3.1)). This gives an inte-
gral over the exponential of a polynomial of degree 4. However, all terms
of degree three and four are of order f , so we can expand the exponential
and be left with only square terms in the exponent. The result is
χ = exp
(




1 + 3iσ2〈f ′′(H)〉(λzzλzzz∗λz∗z∗z∗ + λz∗z∗λzz∗z∗λzzz)




Now we can take the inverse Fourier transform. Note that λzz and λz∗z∗
are each other’s conjugate. Upon integrating the real and imaginary parts
of λzz and imposing λz∗z∗ = λ∗zz (the same procedure applies to the other
two pairs of λ’s), one obtains






Note that the denominator is π6 rather than (2π)6 because of the factor of
1
2 in the definitions of the λ’s (see eq. (3.30)).
The Fourier transform of a Gaussian function multiplied by a polynomial
is easy to perform by noting that multiplying by λ in Fourier space is
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(|hzzz|2 + |hzzz∗ |2)
)
, (3.36)
and the final result reads
p(hzz,hz∗z∗ ,hzzz,hz∗z∗z∗ ,hzzz∗ ,hzz∗z∗)
=
[





























Once the joint probability distribution of the relevant derivatives is ob-
tained, we can set hzz = hz∗z∗ = 0, which defines an umbilical point.
However, as we also saw in section 2.3, we still need another ingredient:
The joint probability distribution states how likely it is that hzz and hz∗z∗
are close to zero for a certain point r. What we need however is for hzz
and hz∗z∗ to be exactly zero for a point close to r, since we are looking for
a density with respect to the (x, y)-plane. For this, we need to go from a
probability density with respect to hzz and hz∗z∗ to one with respect to z
and z∗. This is accomplished by multiplying p by the Jacobian
J =
∣∣∣∣∣∂(hzz,hz∗z∗)∂(z, z∗)
∣∣∣∣∣ = ∣∣∣|hzzz|2 − |hzzz∗ |2∣∣∣. (3.38)
The last step is to integrate this product over hzzz and hzzz∗ , either over
all possible values, or just over those satisfying eq. (3.11), to get the density




d2hzzzd2hzzz∗ p(hzz = 0,hzzz,hzzz∗)J(hzzz,hzzz∗), (3.39)
where R represents the range of integration: the entire space to get the
density of all umbilical points, or eq. (3.11) for just the monstars.
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First we simplify by introducing polar coordinates,




, δ ≡ 3θ− φ2 . (3.41)
We find that we can rewrite the two conditions for monstars, eq. (3.11), in
terms of u and δ only: The first one is simply u > 1, while the other is
0 < 27− u4 − 18u2 − 8u3 cos 2δ = (3− u)3(1 + u)− 16u3 cos2 δ
⇔ cos2 δ < (3− u)
3(1 + u)
16u3 . (3.42)
Since the fraction on the right-hand side is negative for u > 3, we can
extend the first condition to 1 < u < 3.
The fact that the monstar conditions depend only on u and δ can be un-
derstood as follows: The type of umbilic should not be affected by rescaling
and/or rotating the plane. Rescaling would add the same (real) factor to
hzzz and hzzz∗ , hence the type of umbilic should, as far as the moduli are
concerned, depend only on the ratio |hzzz|/|hzzz∗ |. A rotation introduces
phase factors as given by eq. (3.12). We see that a rotation over an angle α
causes hzzz to pick up a factor e−3iα while hzzz∗ picks up e−iα. Therefore,
the only combination of φ and θ that is invariant under rotations is 3θ− φ.
Now we return our attention to the probability distribution. First we
rescale hzzz and hzzz∗ ,
v ≡ hzzz√
τ̃












〈f ′′′(H)〉(4− 8|w|2 + 2|w|4 + vw∗3 + v∗w3)
)
× e−|v|2−|w|2
∣∣∣|v|2 − |w|2∣∣∣. (3.44)
Here we dropped an overall coefficient, which is of no importance since we
are only interested in the ratio of the densities of monstars and all umbilical
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points. Note that τ̃ now only appears in the term proportional to f . Since
we are not interested in higher orders of f , we need only consider the leading





Furthermore, note that multiplying p by the constant 1 + 4ε̃—which we
may do since we are only interested in the density of the ratios—causes the
4 inside the parentheses to be canceled out (up to first order).
Next, we move to polar coordinates, as we did before:1
v ≡ ρeiφ, w ≡ reiθ, (3.46)





ρ3udρdudθdδ e−ρ2(u2+1)ρ2|u2 − 1|
×
(
1− ε̃(−8ρ2u2 + 2ρ4(u4 + u3 cos 2δ)
)
. (3.47)
Finally, we integrate over ρ and θ to find the probability distribution p(u, δ).
The integration over θ simply gives a factor of 2π, while the integral over
ρ has the form of a polynomial times a Gaussian. For this we can use∫ ∞
0
dρ ρ2n+1e−ρ2(u2+1) = n!2(u2 + 1)n+1 . (3.48)
The result is









The monstar density is proportional to the integral of p(u, δ) over the
range
1 < u < 3, cos−1
(√ (3− u)3(1 + u)
16u3
)
< δ < 12π, (3.50)
while the total density of umbilical points is proportional (with the same
prefactor) to the integral over the range 0 < u <∞, 0 < δ < 12π (extending
1 Apart from the sign of φ and a numerical factor, the variables r, ρ, φ and θ match their
respective counterparts in [4].
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the integration range of δ from 12π to 2π would just add a factor of 4 to
both integrals). The latter can be done analytically: The integration over
δ is trivial, while the remaining integral over ρ can be split into two parts







































= 18π(1 + 3ε̃). (3.52)
For the monstar range, the integral over δ can be performed. The integral
over the cosine gives∫ 1
2π
cos−1(...)
dδ cos 2δ = − 116u3
√







(u2 + 1)3 sin
−1










(u2 + 1)2 sin
−1






(u2 − 1)(9− u2)3
2(u2 + 1)2

≡ I1 + ε̃I2 (3.54)











(I1 + ε̃(I2 − 3I1)) +O(ε̃2)








(0 ≤ µ ≤ 1). (3.56)
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Note that the zeroth order result matches the one in [4]. Remember that
we set K0 = 〈H2〉 = 1 for convenience; if we drop this condition, then K0
enters the denominator of the expression above.
There is an alternative expression for the term 〈f ′′′(H)〉 in eq. (3.55).
Since H is Gaussian, with mean 0 and deviation K0 = 1, we can write
〈f ′′′(H)〉 =
∫
dz f ′′′(z)e−z2/2. (3.57)
Repeated partial integration yields
〈f ′′′(H)〉 =
∫
dz zf ′′(z)e−z2/2 =
∫
dz (z2 − 1)f ′(z)e−z2/2
=
∫
dz (z3 − 3z)f(z)e−z2/2 = 〈(H3 − 3H)f(H)〉. (3.58)
The kurtosis of a stochastic variable is defined as the fourth cumulant di-





If we enter h = H + f(H), we find
κ =
〈H4〉+ 4〈H3f(H)〉




1 + 4〈Hf(H)〉 +O(f
2)
= 4〈H3f(H)〉 − 12〈Hf(H)〉+O(f2). (3.60)
We see that 〈f ′′′(H)〉 = κ/4 up to first order, which remains true if K0 6= 1.
Hence an alternative form of eq. (3.55) is
αM = 0.053 + 0.107µκ+O(f2), (3.61)
where κ is the kurtosis of h.
By comparing the fraction of monstars in a given field to the formula just
found, we can determine one parameter of the deviation from a Gaussian
distribution, 〈f ′′′(H)〉. This assumes that the field h is given by h = H +
f(H). To test this, one could, if possible, also measure the distribution
p(u, δ) to test that it has the right form, eq. (3.49). Measuring p(δ) only
could also suffice. For a Gaussian field H, all values of δ should be equally





(1− 4ε̃ cos 2δ), (3.62)
where we define δ to lie between −π/2 and π/2.
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3.6 comparison with simulations
The most basic example of a non-Gaussian variable for which eq. (3.55) can
be tested is h = H + εH3, for which 〈f ′′′(H)〉 = 6ε. Then we have
αM = 0.053 + 2.576µε+O(ε2). (3.63)
Eq. (3.55) was compared to results from simulations, which were similar
to the ones described in section 2.3 (see also appendix A). We chose the
same two spectra for which the spectrum decays very quickly (or is zero)
for large k: a disk spectrum,
A(k)2 ∼ θ(k0 − k), K2n =
k2n0
n+ 1, µ =
16
27, (3.64)
and a Gaussian spectrum,
A(k)2 ∼ exp(−k2/2k20), K2n = 2nn!k2n0 , µ =
2
9. (3.65)
A very good agreement between theory and simulation was found for
both spectra (see fig. 3.1), for ε up to about 0.01. For larger values of ε,
nonlinear terms start to dominate.
Another thing to note is the sensitivity: In eq. (3.63) we see that the
prefactor of the perturbation term is very large compared to the leading
order. As a result, even for small ε, the relative deviation from the universal
0.053 is quite large, as can be seen in the graphs. Therefore, measuring the
monstar fraction of a given field proves to be a good method for detecting
and quantifying small deviations from Gaussianity.
3.7 conclusions
We have calculated how the density of monstars changes for a non-Gaussian
field given by h = H + f(H), where H is a Gaussian field. Comparing our
formula to data allows to measure the parameter 〈f ′′′(H)〉 = κ/4 of the non-
Gaussian contribution. Furthermore, one can also measure the distribution
of the parameters u and δ that define the type of umbilical point. The
expected distribution is eq. (3.49), or eq. (3.62) for just the variable δ.
Measuring these distributions further constrains the value of 〈f ′′′(H)〉, and
more importantly, it gives a test that the non-Gaussianity really arises from
a local nonlinear transformation of a Gaussian field.
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Figure 3.1: The monstar fraction αM of H + εH3 as a function of ε, where H has
(a) a disk spectrum (µ = 1627 ); (b) a Gaussian spectrum (µ =
2
9 ). The
data points stem from simulations, the solid line is eq. (3.63).
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Even though in general the derivatives of h have an infinite number of
nonzero cumulants up to first order in f , it turns out that the cumulants of
the variables which are relevant for the umbilics (hzz, hzzz and hzzz∗ at a
single point) vanish beyond the fourth order due to symmetry. As a result,
we found the interesting result that (up to first order) αM depends only on
〈f ′′′(H)〉.
For a more general type of non-Gaussian field there would be more in-
dependent variables and hence more nonzero cumulants. However, it often
still holds that the higher order cumulants are of less importance. In this
case, one can consider only the cumulants up to a specific order (e.g. fourth
order), of which still many would be zero due to symmetry. Applying the
same procedure as outlined here could then reveal the monstar fraction up
to first order.
4
EXTREMA STATIST ICS FOR NONLOCAL
PERTURBATIONS
In this chapter we focus on non-Gaussianities of nonlocal origin, so that
the field cannot be expressed as h(r) = f(H(r)) as before. Instead, h(r)
may also depend on e.g. ∇H, thereby introducing a mixing between the
field values at different points.
Such a nonlocal non-Gaussianity may arise for instance as the result of
a nonlinear diffusion equation. The non-Gaussianities that develop may
provide clues about the details of the underlying microscopic mechanisms.
Consider for example a gas-liquid phase transition. In the early stages,
there are many small volumes in which all the molecules are in the same
phase, distributed randomly. Over time, these volumes will grow and merge,
thereby gradually replacing the Gaussian disorder with structure [5].
As a concrete example, let us consider a field that is Gaussian at t = 0
and evolves according to the heat equation:
∂h(r, t)
∂t
= D∇2h(r, t). (4.1)









Ã(k, t) cos(k · r+ φk), (4.2)
where A0(k) is the amplitude spectrum of the initial field at t = 0. We
see that the field remains Gaussian for t > 0, but the amplitude spectrum
changes with time.
Now suppose that we add an extra term:
∂h(r, t)
∂t
= D∇2h(r, t) + fNL(h,∇h), (4.3)
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where fNL is any nonlinear function. Now, even when h is a Gaussian field
at t = 0, non-Gaussianities will emerge as a consequence of the last term.
A variety of known diffusion equations has the general form above. For
instance, when fNL takes the form −h2 we get Fisher’s equation, which can
be used as a model to describe the growth and saturation of a population.
Another example is the Cahn-Hilliard equation for the development of order
after a phase transition [5]. Several models of structure formation, in both
condensed matter [7] and cosmology [13], also belong to this class.
We return our focus to the relative difference between maxima and min-
ima, as in chapter 2. We derive a general formula for this imbalance in the
case of a general perturbation, up to first order.
To illustrate this result, we apply it to the case of a field obeying the
deterministic KPZ equation [32], for which fNL = λ2 (∇h)2. This equation
is often used to model the height profile of a growing surface. A field that
starts out as a Gaussian field will acquire non-Gaussian characteristics as
time progresses. We use our formula to quantify the effect of the gradient-
squared term on the relative difference in densities of maxima and minima.
We verify the analytical predictions by comparing them with results from
computer simulations.
The outline of this chapter is as follows. In section 4.1 we determine
a general expression for the imbalance between maxima and minima for
a non-Gaussian field. This is applied to the KPZ equation in section 4.2.
Finally, section 4.3 summarizes our conclusions.
4.1 non-gaussian fields
In what follows, we concentrate on homogeneous and isotropic fields h(r),
which we assume to be in the form of a Gaussian H(r) with the addition
of a perturbation. Unlike chapters 2 and 3, we will not restrict ourselves to
a perturbation of the local kind, i.e. where the perturbation at any point
r is a function of H(r) only. We will now also accommodate perturbations
which depend on ∇H for instance, or evolve over time. Such perturbations
introduce a mixing between the values of the field at different points, which
we will designate as nonlocal perturbations.
We will investigate the effect of a perturbation on the densities of maxima
and minima. As mentioned before, for a Gaussian field these are the same
due to symmetry. For a non-Gaussian field, they can differ. It is noteworthy
that the density of saddle points, the other type of critical points, is always
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equal to the density of maxima and minima combined as a consequence of
Morse theory [39] (see also chapter 1).
A maximum (minimum) r0 of h is defined by the condition hx(r0) =
hy(r0) = 0, along with the inequalities hxx(r0)hyy(r0) − hxy(r0)2 > 0
(if this were negative, r0 would be a saddle point) and hxx(r0), hyy(r0)
negative (positive); note that the first condition implies that hxx(r0) and
hyy(r0) have the same sign. The x and y subscripts indicate derivatives
with respect to the coordinates of the two-dimensional plane.
The general procedure that we use is very similar to the one in chapter 3
and is as follows: We consider a fixed point r0; due to the homogeneity
of h, the analysis will not depend on this choice. We determine the joint
probability distribution of hx, hy, hxx, hyy and hxy, since these stochastic
variables are the ingredients from which maxima and minima are defined,
as outlined above. This distribution can be determined via the generating
function, which in turn can be constructed by determining the relevant cu-
mulants involving the five stochastic variables. Once the probability distri-
bution is obtained, we set hx = hy = 0 and integrate the second derivatives
over the region defining a minimum (maximum) in order to get the density
of minima (maxima).
As we did in section 3.2, we transform to another coordinate system,
based on the complex coordinates z = x+ iy and z∗, which will allow us
to make full use of the homogeneity and isotropy of h later on. In this new


















In this coordinate system, the definition of a maximum (minimum) becomes
hz(r0) = 0, |hzz∗(r0)| > |hzz(r0)| and hzz∗(r0) is negative (positive).1
We now need the cumulants. In the previous chapter we were able to
argue that there is only a limited number of nonzero cumulants, based on
the specific form of the variables we were dealing with, but this argument
does not apply here. In principle, there are now infinitely many nonzero
cumulants. However, a field that is generated by a nonlinear differential
equation, like eq. (4.3), typically has small cumulants of high order. In
particular, if fNL is a quadratic function and the initial conditions are
Gaussian, then the n-th order cumulants scale like fn−2NL (for n > 2) (see
appendix D). Therefore we will only need to determine cumulants up to
third order to get the correction to leading order.
1 Note that hzz∗ (r0) is real valued.
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As in section 3.2, we can use symmetries to make our lives easier. From
rotational symmetry it follows that each cumulant must have the same total
number of z and z∗ derivatives, otherwise it is zero. Translational invariance
implies that any correlation should be constant with respect to r, which
leads to relations like
0 = ∂z∗〈h2zhz∗〉 = 〈h2zhz∗z∗〉+ 2〈hzhz∗hzz∗〉, (4.5)
which gives us the relation present in eq. (4.6c).
Therefore, there are only a few independent cumulants that are (poten-
tially) nonzero:
σ = 〈|hz|2〉, (4.6a)
α = 〈|hzz|2〉 = 〈h2zz∗〉, (4.6b)





γ = 〈h3zz∗〉, (4.6d)
δ = 〈|hzz|2hzz∗〉. (4.6e)
Here we introduced the shorthand notation |hz|2 = hzh∗z = hzhz∗ and
similarly for |hzz|2. Note also that the third-order cumulants, β, γ and δ
are close to zero when h is close to being Gaussian, which we assume. On
the other hand, σ and α are nonzero in general.
Note that it is not generally true that correlations and cumulants are
identical. It is true though in this special case of correlations / cumulants
up to third order between derivatives of a homogeneous field, as shall be
demonstrated with γ as an example. Expressing the cumulant in correla-
tions gives
γ = C3(hzz∗ ,hzz∗ ,hzz∗) = 〈h3zz∗〉 − 3〈hzz∗〉〈h2zz∗〉+ 2〈hzz∗〉3. (4.7)
Note that, with the exception of the first, all terms carry a factor 〈hzz∗〉,
which can be expressed as
〈hzz∗〉 = ∂z1∂z∗1 〈h(r)〉. (4.8)
Since we consider h to be homogeneous, 〈h(r)〉 is constant and thus we
have 〈hzz∗〉 = 0. This trick applies not only to γ, but to all five correlations
in eq. (4.6).
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We can now construct the logarithm of the generating function as pre-
scribed by eq. (3.3),
logχ = −σ|λz|2 − α|λzz|2 − 12αλ
2
zz∗
− iβ|λz|2λzz∗ + iβ(λ2zλz∗z∗ + λ2z∗λzz)
− i6γλ
3
zz∗ − iδ|λzz|2λzz∗ . (4.9)
Recall that the number of permutations of the λ’s needs to be accounted
for, as per eq. (3.3); this explains why for instance the term λ3zz∗ has a
prefactor i/6 whereas the prefactor of |λzz|2λzz∗ = λzzλz∗z∗λzz∗ is i (due
to the 6 distinct permutations of the λ’s).
We see that χ features an exponential of a third-degree polynomial, mak-
ing the inverse Fourier transform (to be performed in order to get the proba-
bility distribution) nontrivial. Remember however that the cubic terms are
small owing to the near-Gaussianity of h, allowing us to make the expansion
χ =
(






































Now that the joint probability distribution of the relevant derivatives is
obtained, we can set hz = hz∗ = 0; this condition defines a critical point.




∣∣∣∣∣ = ∣∣∣|hzz|2 − h2zz∗ ∣∣∣, (4.12)
in order to get the appropriate probability distribution with respect to z
and z∗ (representing x and y).
2 A factor of π2 rather than (2π)2 is associated with the complex variables hz and hzz in
the Fourier transform due to our normalization; see also eq. (3.34).
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Now we are ready to set hz = hz∗ = 0 and integrate pJ over hzz and
hzz∗ . The range is determined by the type of critical point of interest; focus
on the minima first. For these we must have |hzz| < |hzz∗ | and hzz∗ > 0.
The integration over hzz is done by integrating over its real and imaginary
part. Since the integrand depends only on the modulus of hzz, we move to
polar coordinates. Let us define r = |hzz| and s = hzz∗ . The integration

























This integration is pretty straightforward: Although the range of r is finite,
the integrand is a Gaussian multiplied by a polynomial that has only odd
degrees of r, hence it does not give rise to error functions. The resulting

























For a Gaussian field, we would have β = γ = δ = 0, σ = 14K2 and
α = 116K4. This would give us nmin = K4/(8
√
3πK2), exactly as noted
before (eqs. (1.40) and (2.34)).
To get the density of maxima, the same integrand as in eq. (4.13) needs
to be integrated over the range s < 0 and 0 < r < −s. However, note that
if we make the transformation s→ −s, the range of integration is the same
as in eq. (4.13). Furthermore, note that the transformation s→ −s in the
integrand is equivalent to β → −β, γ → −γ and δ → −δ. With this insight,
we easily find that the expression for nmax is the same as the above, except
with a plus in place of the first minus.
With this result, the imbalance between maxima and minima is found to
be





















This is the main result of this chapter. As an illustration, we shall now
use this result to understand the evolution of maxima and minima in the
context of a differential equation describing surface growth.
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Figure 4.1: A two-dimensional (excluding the y direction) geometrical interpre-
tation of the second term of the KPZ equation (eq. (4.16)) applied
to a growing surface. The surface is assumed to grow perpendicu-
larly at a constant rate λ. Measured vertically, the growth rate is
dh/dt = λ
√
1 + (dh/dx)2. In three dimensions, the derivative is re-
placed by a gradient (see eq. (4.17)).
4.2 kpz equation
The deterministic Kardar-Parisi-Zhang (KPZ) equation [32] is given by
∂h
∂t
= ν∇2h+ λ2 (∇h)
2. (4.16)
This equation is often used to describe the height profile of a growing sur-
face: The first term on the right-hand side describes the diffusion of particles
along the surface, while the second term accounts for the assumption that
the growth is perpendicular to the slope of the surface, while h describes




1 + (∇h)2 = λ+ λ2 (∇h)
2 + . . . (4.17)
The leading term λ is ignored since it is just a constant that does not affect
the profile of the surface.
Another interpretation of eq. (4.16) is obtained by taking the gradient
on both sides, which yields
∂v
∂t
= ν∇2v + λv∇v, (4.18)
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where v = ∇h is a velocity field. This is a vector Burger’s equation which
arises in fluid mechanics. The maxima and minima of h correspond to
sources and sinks of v.
We will take h(r, t) to be a Gaussian field at t = 0, and use our result
eq. (4.15) to determine how the non-Gaussianities, which arise and evolve
due to the KPZ equation, influence the densities of maxima and minima.
First note that if we would set λ = 0 in eq. (4.16), we retrieve the heat
equation, which preserves the Gaussianity of a field: If we enter h(r, t =
0) = H(r), where H(r) is a Gaussian field as given by eq. (1.9), we find





2νt cos(k · r+ φk). (4.19)
We find that the amplitudes pick up a factor exp(−k2νt), but the phases re-
main independent. Therefore, even though its amplitude spectrum changes,
h(r, t) remains Gaussian at any time t and the density of maxima and min-
ima remains the same, since this is a general property of Gaussian fields.
If we have λ 6= 0, h(r, t) no longer remains Gaussian. In fact, as we will
see, the density of maxima and minima is no longer the same. We shall
assume λ to be small in comparison to ν, and find out how these densities
differ as a function of time, using eq. (4.15). For this, we need to determine
the two- and three-point correlations σ, α, β, γ and δ.
First, we substitute u = exp((λ/2ν)h). Note that, since this is a mono-
tonically increasing function of h, the maxima and minima of u are exactly




which is simply the heat equation. However, u(r, t = 0) = exp((λ/2ν)h0)
is now not a Gaussian field. If we assume that λ ν, we have:








Since the leading term, equal to one, has no influence on either the maxima
and minima or the heat equation, we can ignore it. The same applies to the
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Note that v still obeys the heat equation and also shares the same maxima
and minima with h and u. Moreover, we now have v(r, t = 0) in the desired
form of a Gaussian h0 plus a perturbation. Since v obeys the heat equation,


















where v0(r̃) = v(r, t = 0).
We can now calculate the five correlations needed to determine ∆n. We
will demonstrate the procedure using σ = 〈vz(r, t)vz∗(r, t)〉 as an example.
σ = 〈vz(r, t)vz∗(r, t)〉
=
∫∫





The brackets represent averaging over all φk that define v0, while the spatial
derivatives act only on the respective Green’s function. The latter gives







































Note that the second term (the one linear in λ/4ν) is a three-point cor-
relation, and therefore zero due to the symmetry of the Gaussian field h0.
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We will ignore the last term since our analysis is restricted to first order in
λ/4ν. All that remains is the two-point correlation, which with the help of







2 cos(k · (r̃1 − r̃2)). (4.28)
We will now plug our intermediate results, eqs. (4.26) and (4.28), back into
eq. (4.25). For convenience, we will set r = 0, which we are allowed to do








d2r̃1d2r̃2 π−2(4νt)−4(r̃1 · r̃2)
× e−(|r̃1|2+|r̃2|2)/(4νt) cos(k · (r̃1 − r̃2)). (4.29)
Note that based on eq. (4.26) we should have put (x̃1 − iỹ1)(x̃2 + iỹ2) in-
stead of (r̃1 · r̃2); the latter is merely the real part of the former. However,
since we already know that the final answer is real (since σ = 〈|vz|2〉), we
can conclude that the imaginary part would not give a contribution.
After performing the integrals in eq. (4.29) we get the result given below.
The three-point correlations β, γ and δ give rise to six-dimensional integrals
involving four-point correlations (which are first order in λ/4ν). These
correlations can be factorized into two two-point correlations by Wick’s
theorem, resulting in a sum over two wave vectors k1 and k2, as opposed
to the one we had in the case of σ.
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2 − (k1 · k2)2
)
× e−2(k21+k22+k1·k2)νt, (4.30c)




























+ ((k1 + k2)4 − k41 − k42)(k1 · k2)
)
× e−2(k21+k22+k1·k2)νt. (4.30e)
For a continuous spectrum, the sums can be replaced by integrals.
We see that the parameters depend on the spectrum of h0 in a nontrivial
way. Especially the presence of k1 · k2 (which is also present in terms like
(k1 + k2)2) in the relations for β, γ and δ complicates matters, as it intro-
duces a dependence on the angle between k1 and k2. An exact analytical
evaluation is therefore only realizable for a few spectra of a convenient form.
Even for the so-called ring spectrum, with A(k) ∝ δ(k− k0), arguably the
simplest spectrum one can have, the angular dependence introduces non-












−(2 + τ )I0(2τ )− 5τI1(2τ )
+ (2 + τ + 6τ2)0F1(2; τ2)
)
, (4.31)
where τ ≡ k20νt; I0 and I1 are modified Bessel functions of the first kind
and 0F1 is the confluent hypergeometric function. Recall that we set K0 =
〈h20〉 = 1 for convenience; for the general case, a factor of
√
K0 needs to be
added.
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Another, more elegant case in which an exact evaluation of eq. (4.15) is




64τ3(1 + 4τ )7/2√
3π(1 + 2τ )3(1 + 6τ )4
, (4.32)
where again τ ≡ k20νt and a factor of
√
K0 needs to be added for our result
to apply in general.
Going back to the general case of an unspecified power spectrum, it is














for allK0. One may note that for a Gaussian spectrum, there is no quadratic
order in eq. (4.32), which is confirmed by the above formula, since 2K2K6−
3K24 = 0 in this case.
The analytical results for ∆n above are compared to results from numer-
ical simulations (with K0 = 1 and λ/4ν = 0.1) in fig. 4.2. The general
method is the same as seen in chapter 2 and appendix A. We start with
a Gaussian field h0 defined on a finite square grid with periodic boundary
conditions. We then transform to v0 and use the alternating direction im-
plicit (ADI) method to simulate the heat equation, collecting statistics on
the maxima and minima at every time step. The results are averaged over
for tens of thousands of h0’s, each with the same spectrum but random
phases.
In general, if a field evolves under a nonlinear equation for a long time,
the non-Gaussianity can become large, even when the perturbation is small,
because it will add up over time. Thus we may expect a breakdown of our
predictions after some time, as in fig. 4.2b. However, the KPZ equation has
a special mapping to a diffusion equation (eq. (4.20)), and this implies that
the non-Gaussian perturbations never build up. Eq. (4.24) shows that the
nonlinear correction diffuses outward but does not grow over time. There-
fore, for the KPZ equation, our approximations should remain accurate
for arbitrarily long times. This is indeed what we see in fig. 4.2a, where
h(t = 0) is Gaussian field with a Gaussian spectral function.
In fig. 4.2b however there is a breakdown for the ring spectrum. This
spectrum is special because it has zero weight at k = 0. This implies that the
leading Gaussian term in eq. (4.24) is suppressed exponentially, decaying
as exp(−k20νt) (see eq. (4.19)). Thus after a long time, the second term
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Figure 4.2: The imbalance between maxima and minima ∆n of h(r, t), where h
obeys the KPZ equation (with λ/4ν = 0.1), as a function of time.
At t = 0, h(r) was taken to be a Gaussian field with (a) a Gaussian
spectrum A(k) ∝ exp(−k2/(4k20)); (b) a ring spectrum A(k) ∝ δ(k−
k0). Shown are our theoretical perturbative result (eq. (4.15)) and data
from simulations.
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dominates, and our approximation that v is close to a Gaussian no longer
holds. Whenever the spectral function has a weight at k = 0 (as in fig. 4.2a),
the approximation works for a longer time.
4.3 conclusions
We have found a general perturbative formula, eq. (4.15), for determining
the imbalance between maxima and minima of an isotropic random field
that is almost Gaussian. It allows one to attack the reverse problem, namely,
to determine the size of the phenomenon that causes the non-Gaussianity,
by measuring the relative densities of maxima and minima. In the case of
the deterministic KPZ equation for instance, the imbalance can reveal the
size of the nonlinear parameter λ relative to the diffusion coefficient ν.
In chapter 2, we investigated the imbalance between maxima and minima
as a result of non-Gaussianity. Although we arrived at an exact result,
it applied only to the special case of a local perturbation, i.e. for a field
given by h(r) = FNL(H(r)) where H is a Gaussian field and FNL any
(nonlinear) function. The result in the present study, although perturbative,
also accommodates nonlocal perturbations, provided that the resulting field
is still homogeneous and isotropic.
For local perturbations, we found that the size of the imbalance is ex-
ponentially small in the size of the perturbation. Nonlocal perturbations
however allow for a power-law relation. This is apparent in eq. (4.33), which
shows that the KPZ equation can cause an imbalance that grows quadrat-
ically with time. As a result, the densities of maxima and minima can
prove to be a sensitive test to not only detect non-Gaussianity, but also
to distinguish local from nonlocal perturbations that induce non-Gaussian
statistics.
5
NON-GAUSS IAN ITY AND COARSE -GRAIN ING
When a measurement is made, the resulting picture is usually not pixel
perfect. A point source for instance may look like a blob of finite size. This
is because, when slightly away from the point source, its presence still leaves
its mark. In effect, a measured signal is typically a weighted average of the
signal in a small neighborhood of the location in question. This process is
known as coarse-graining.
One of the features of our geometric approach is that it does not require
accurate measurements of the field in question, since the removal or ad-
dition of a singularity or topological defect typically requires a nontrivial
operation. Having said that, it is natural to study the effect coarse-graining
has on the statistics.
Coarse-graining is also interesting from another point of view: If the scale
over which the field is coarse-grained is much larger than its correlation
length, the coarse-graining effectively entails taking an average of a large
number of independent regions. Therefore, the process of coarse-graining
itself may, by virtue of the central limit theorem, give rise to near-Gaussian
statistics.
An example in which coarse-graining plays a different but intriguing
role is gravitational lensing tomography. Images from distant galaxies are
sheared due to mass present between that galaxy and us. This phenomenon
is called weak gravitational lensing. Measuring the shear offers a window
on the distribution of mass in the universe [25]. The singularities of the
shear field for instance correspond to the umbilics of the projected gravi-
tational potential [45]. It is a two-dimensional window though, providing
only information about the projected gravitational potential. If one however
incorporates the redshift—which can be translated to distance—a three-di-
mensional picture can be constructed [26]. The entire range of redshifts is
divided into bins that can be processed individually. Therefore each bin
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yields an average of sources from a range of distances, rather than one
specific distance. This can be interpreted as an effective source of coarse-
graining.
The outline of this chapter is as follows. Section 5.1 sets up the mathemat-
ical framework for coarse-graining and discusses its effects. In section 5.2
we derive what the imbalance between maxima and minima looks like in
the limit that one coarse-grains over a large scale. This is demonstrated in
section 5.3, using a sample case that allows the imbalance to be determined
analytically for arbitrary coarse-grain length scales. In section 5.4, the an-
alytical result is compared to numerical simulations. Finally, section 5.5
summarizes our findings.
5.1 coarse-graining







d2uK(u) = 1. It may be interpreted as a kind of averaging, with
the function K(u) corresponding to the weight. Coarse-graining may rep-
resent blurring as the result of an imprecise measurement of h, for example.
Typically then, K(u) is largest at u = 0 and decreases for increasing |u|.
Ad extremum, K(u) = δ(u) corresponds to no coarse-graining at all, or a
perfectly accurate measurement.
















It is thus easily seen that coarse-graining only affects the amplitude spec-
trum of H, but not its Gaussianity.
Consider now what happens when applied to a non-Gaussian field h. Let
us set K(r) = f(r/l)/l2, where l is a length scale that controls the size
of the coarse-graining, while f(x) is a dimensionless function that goes
to zero for x  1. Let ξ be (a measure of) the correlation length of h,
so that 〈h(r)h(r + R)〉 vanishes when |R|  ξ. If l  ξ, the coarse-
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graining effectively entails taking the average over a large number (of the
order of (l/ξ)2) of independent regions, causing h̃ to acquire Gaussian
characteristics on account of the central limit theorem.
There is a link between coarse-graining and the deterministic Kardar-
Parisi-Zhang (KPZ) equation that was investigated in chapter 4. This equa-
tion is a diffusion equation that reads
∂h
∂t
= ν∇2h+ λ2 (∇h)
2. (5.3)
Following the substitution u = exp((λ/2ν)h), this transforms into ∂u∂t =






4νt u(r̃, 0). (5.4)
This relation has the same structure as that of the formula for coarse-grain-
ing: u(r, 0) can be identified as the original field and l =
√
νt as the coarse-





In summary, coarse-graining a non-Gaussian field over a large scale causes
it to obtain Gaussian characteristics. A Gaussian field remains Gaussian,
regardless of the scale over which it is coarse-grained.
5.2 large scale limit
In this section, the consequences of coarse-graining a non-Gaussian field h
are investigated, in the limit that the coarse-graining scale becomes very
large, as compared to the typical correlation length of the field. In particular,
focus is put on the consequences for the densities of maxima and minima.
For a Gaussian field, the densities of maxima and minima are the same
due to symmetry. For a non-Gaussian field, this is in general not the case.
In chapter 4, a general expression was derived for the relative difference
between the two densities for a perturbed Gaussian field, up to first order
in the perturbation (see eq. (4.15)),





















The parameters are second- and third-order correlations (see eq. (4.6)),
σ = 〈hzhz∗〉 = C2(hz,hz∗), (5.7a)
α = 〈h2zz∗〉 = C2(hzz∗ ,hzz∗), (5.7b)
β = 〈hzhz∗hzz∗〉 = C3(hz,hz∗ ,hzz∗), (5.7c)
γ = 〈h3zz∗〉 = C3(hzz∗ ,hzz∗ ,hzz∗), (5.7d)
δ = 〈hzzhz∗z∗hzz∗〉 = C3(hzz,hz∗z∗ ,hzz∗). (5.7e)
Here the subscripts denote partial differentiation, with ∂z = 12 (∂x − i∂y)
and ∂z∗ = 12 (∂x + i∂y), as before (eq. (3.9)). In each cumulant, the vari-
ables are all taken at the same point r, e.g. σ = C2(hz(r)hz∗(r)). Due to
homogeneity, the choice of r is irrelevant.
Recall that, in general, correlations and cumulants are not the same;
in an identity (see eqs. (3.4) and (3.5)), there would also be terms with
correlations / cumulants of a single variable, but those are zero in this case
(compare eq. (4.7)).
For the coarse-grained field h̃, the cumulants can be calculated in the
following way (using β as an example):





Therefore, we see that the main ingredients for calculating the cumulants
are C2(h̃(r1), h̃(r2)) (for σ and α) and its third-order equivalent (for β, γ
and δ).
Let ξ be a measure of the correlation length of h, in the sense that h(r1)
and h(r2) can be said to be roughly uncorrelated when |r1− r2| > ξ. If l
ξ, then h̃ is nearly Gaussian (on account of the central limit theorem), so
one can find the imbalance of maxima and minima using the approximation.
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Since C2(h(R1),h(R2)) is only appreciable when |R1 −R2| < ξ  l,
















where a = R2 −R1 and use was made of the homogeneity of h. This
































d2v f(v− ρ1)f(v− ρ2). (5.13)
For the third-order correlation an analogous derivation can be made. The
result is


















d2v f(v− ρ1)f(v− ρ2)f(v− ρ3). (5.16)
Note in particular that I2 and I3 depend on h only, whereas K2 and K3
depend only on f . Also note that none of these terms depends on l.
For the correlations, the z- and z∗-derivatives, as used in eq. (5.8), act
only on K2( r1l ,
r2






l ). Each derivative introduces a factor
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1/l as a result of the chain rule. It can therefore already be deduced how
the relevant correlations scale with l:
σ ∼ l−4, α ∼ l−6, β ∼ l−8, γ, δ ∼ l−10, (5.17)






where ch = I3/I3/22 is a parameter that depends on the statistics of h only,
and cf is a parameter that depends on the coarse-graining function f only.
5.3 example
5.3.1 Large scale limit























Applying the method as exemplified in eq. (5.8), we obtain
β = − I36912πl8 . (5.20)









for the KPZ-inspired Gaussian coarse-grain function eq. (5.5).
To get the parameter ch, we use a non-Gaussian field of the form h =
H + εH2, where H is a Gaussian field with a given two-point correlation
function 〈H(r1)H(r2)〉, and ε is a small constant. The two-point correla-
tion function of h differs from that of H only in second order of ε; this
difference will be ignored.
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The third-order cumulant of h is zero in leading order, since H is Gaus-




This can be expanded with the help of Wick’s theorem, e.g.
C3(H(r1)2,H(r2),H(r3))
= 〈H(r1)2H(r2)H(r3)〉 − 〈H(r1)2〉〈H(r2)H(r3)〉
= 2〈H(r1)H(r2)〉〈H(r1)H(r3)〉, (5.23)























































This gives ch = I3/I3/22 = 6
√
2πε/k0.













The separation of the dependence on f and h, as displayed in eq. (5.18), is
only valid in the limit of l ξ. In general however, f and h can no longer be
treated separately. Due to the complexity of the integrals involved, it is only
in very specific cases possible to calculate ∆n analytically, for arbitrary l.
Not coincidentally, the f and h chosen in the previous section allow precisely
this.
For example, the exact expression for β is










The three-point correlation can be expanded in the same way as before (see
eqs. (5.22) and (5.23)). The final result is
β = − k
4
0ε
2(1 + 2k20l2)2(1 + 6k20l2)2
, (5.30)
Determining and combining all the correlations gives the following result,
which is exact with respect to l but still perturbative with respect to ε:
∆n = 64a
3(1 + 4a)7/2ε√
3π(1 + 2a)3(1 + 6a)4
, (5.31)
where a ≡ k20l2. In the limit of large l (a 1) we find that it matches the
perturbative result eq. (5.28).
One may also note that eq. (5.31) matches the result from the determin-




The validity of eq. (5.31) was checked using computer simulations. The
setup of the simulations and the identification of the extrema is similar
to the process used in previous chapters and outlined in appendix A: For
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Figure 5.1: The imbalance between maxima and minima ∆n for a field h =
H + εH2, where H is a Gaussian field with a Gaussian power spectrum
(with typical wavelength k−10 ), coarse-grained with a Gaussian function
f(r) = exp(r2/(4l2)). The solid line is the exact result eq. (5.31) (per-
turbative in ε but not in l), while the data points stem from simulations.
The dashed line is the theoretical result for large l, eq. (5.28).
each data point, corresponding to a particular value of l, thousands of
Gaussian fields H(r) were generated, following eq. (1.9). To each field, the
perturbation εH2 was added to it, with ε = 0.1. This new field h was then
coarse-grained, after which the extrema were identified.
5.4.2 Results
Fig. 5.1 shows the theoretical result, as well as results from simulations at
various values of l. As can be seen, there is an excellent agreement between
the two. Also shown is the prediction of eq. (5.28), illustrating the large l
limit, which matches well for k0l 1.
An interesting point is that, for no coarse-graining at all, the imbalance
is very close to zero. This general feature of local perturbations of the type
h = H + f(H) was already established in detail in chapter 2. Measuring
the imbalance between maxima and minima thus does not reveal the non-
Gaussianity of h. However, it is clear from fig. 5.1 that coarse-graining may
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significantly increase the imbalance to measurable values, thereby not only
granting the possibility of detecting non-Gaussianity, but also potentially
identifying the size and type of the perturbation.
5.4.3 Large scale coarse-graining
It is difficult to test the formula for a large coarse-graining (eq. (5.18))
accurately in a numerical setting, since the size of the system is limited.
As explained in appendix A, the periodic boundary conditions are en-
forced by only using waves with wave vectors k for which the components
are multiples of 2πL , where L is the system size. As long as L is large, this
quantization has a high enough resolution to be of no significant source of
error.
Now consider what happens when it is coarse-grained. We already saw










In the limit that lk  1, the phase factor causes the integral to vanish.
Hence, for large l, only the waves with small wave vector k (in the order of
1/l or less) prevail. This is the technical justification of the statement that
coarse-graining causes a field to become smoother, and thus dominated by
long waves.
However, in combination with the periodic boundary conditions, this
means that, in the case that l becomes comparable to L, there are only
a few wave vectors left that are of importance from the coarse-graining
point of view. The accuracy with which the simulated coarse-grained field
represents an actual field thus becomes compromised. Therefore, L should
be larger than l. Increasing L however naturally increases computation
time. As a result, probing large coarse-grain scales indirectly requires a lot
of computation time, making it difficult to properly explore the regime in
which the imbalance ∆n decays as 1/l.
5.5 conclusions
Coarse-graining a non-Gaussian field has the effect of giving it Gaussian
characteristics, as the coarse-graining scale goes to infinity. More precisely,
when this scale l is significantly larger than the correlation length of the
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field, the imbalance between maxima and minima (which is zero for Gaus-
sian fields) scales as 1/l. The corresponding constant factor can be written
as the product of two independent scalars: One depends on the field only,
whereas the other depends on the coarse-graining function only.
Coarse-graining a signal on purpose can also be useful, because the im-
balance between maxima and minima depends on the length scale of the
coarse-graining for a non-Gaussian field. For example, locally perturbed
fields, such as h = H + εH2, where H is Gaussian, do not show a signifi-
cant imbalance between maxima and minima (if the resolution is perfect).
However, coarse-graining—which would not produce an effect for Gaussian
fields—creates an imbalance allowing ε to be measured. In general, coarse-
graining by various amounts can give a multitude of data that can be used






In order to verify our theoretical results, we use a large number of computer-
generated realizations of the Gaussian field H (typically a few thousand),
each with the same spectrum A(k) but random phases φk. We then apply
the desired transformation and extract the statistics of interest.




A(k) cos(k · r+ φk), (A.1)
by adding together a large number of waves sampled from k-space, each
with the appropriate amplitude A(k) and a random phase vector φk. The
fields are defined on a square with double periodic boundary conditions, i.e.
H(x, y) = H(x+L, y) = H(x, y+L), in order to reduce finite-size effects.
This is accomplished by only using waves with wave vectors k of which the
x and y-components are multiples of 2π/L.
The summation in eq. (A.1) is restricted to wave vectors with a magni-
tude below a certain threshold kmax. In order to minimize the potential
effects of this cutoff, we choose spectra for which A(k) decays very quickly
or is zero for large k, such as the disk spectrum
A(k)2 ∝ θ(k0 − k), (A.2)
and the Gaussian spectrum
A(k)2 ∝ exp(−k2/2k20). (A.3)
Finally, L is chosen in relation to kmax such that (1) the sum in eq. (A.1)
features at least a few hundred waves (recall that L influences this number
via the periodic boundary conditions) and that (2) L is at least a few times
2π/
√
K2, which is a measure of the typical wavelength of the spectrum. An
example of a Gaussian field generated in this way is shown in fig. 1.1.
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Figure A.1: Identifying a critical point. The four black squares are grid points at
which Hx and Hy are known. At the red (blue) dots, Hx = 0 (Hy = 0)
under the assumption that Hx (Hy) is linear between the two grid
points. The two contour lines Hx = 0 and Hy = 0 then intersect
inside the square, indicating the existence of a critical point.
The resulting formula for H is then evaluated at grid points only. The
distance between neighboring grid points is taken to be much smaller (by a
factor of 50 roughly) than the typical wavelength. Along with H itself, we
also calculate its first, second and third derivatives (if required) at these
grid points. The field H is then transformed into h using the perturbation
of interest. The derivatives are transformed accordingly, or in the case of
nonlocal perturbations, calculated numerically.
We use a very efficient approach to identifying critical (or umbilical)
points and their type; we will use critical points as an example, but the
case of umbilics is analogous.
Every square of four neighboring grid points is considered. If Hx or Hy
has the same sign at all four points, we infer that it is not zero anywhere
inside the square, which leads to the conclusion that the square does not
contain a critical point. Otherwise, there would necessarily be at least two
pairs of neighboring grid points with a different sign of Hx. For each pair, it
is assumed that Hx changes linearly between the two points, which allows
to pinpoint two points along the edges of the square where Hx = 0. The
contour line Hx = 0 is then assumed to be a straight line between these
two points. The same recipe is applied to Hy, after which it is determined
whether the two contour lines crossed. The intersection (if present) is then
a critical point. This idea is illustrated in fig. A.1.
It is also possible for all four neighboring points to have opposite signs
of Hx (or Hy). This results in four points along the border of the square
with Hx = 0, but without any information about which two pairs should
be connected by a contour line. In combination with the two points with
Hy = 0 it can however be established what the parity of the number of
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intersections (i.e. critical points) is. We then simply assume this number
to be 0 or 1. This case is sufficiently rare (provided that the grid is small
enough) to not have a noticeable effect on the results.
Once established whether the square under consideration contains a crit-
ical point, the type is determined by averaging the values of Hxx, Hyy and
Hxy at the four grid points and evaluating the signs of HxxHyy −H2xy and
Hxx +Hyy.
Although this method clearly does not always correctly determine the
existence of a critical point or its type, it is not biased toward one outcome.
Therefore, the mistakes that are made will get averaged out when statistics
are taken over a large number of critical points. With regard to getting
good statistics, the speed of this method is a big advantage.
This method, along with the proper values of kmax, L and the grid size,
was thoroughly tested on Gaussian fields (for which the statistical outcomes
are known from theory) to verify its validity, before applying it to the non-
Gaussian fields under investigation.

B
ASYMPTOTES FOR A VERY SMALL
NON-GAUSS IAN ITY
In the limit where z is very large and negative, g(z) can be evaluated
asymptotically. One can use the exact expression for g(z) (eq. (2.35)), but
returning to the original integral eq. (2.33) gives more insight (and makes




2 (Hxx +Hyy) = −
1
2K2z. (B.1)
Therefore, when −z is large, the integrand is exponentially small unless s
is large and positive, since the width of the distribution remains fixed. This
allows us to extend the range of integration of s to include the negative reals
and that of r to encompass all positive reals, since the additional parts of








apart from small corrections, when −z is large and positive. We next sub-
stitute back in eq. (2.4). After noting that P dominates over Q we can use
integration by parts to evaluate the integral asymptotically: For A → ∞
we have∫ ∞
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PROOF OF CUMULANT IDENTITY
In this section we prove the identity
Cn(f(H1),H2, . . . ,Hn)
= 〈f (n−1)(H1)〉〈H1H2〉〈H1H3〉 . . . 〈H1Hn〉, (C.1)
for Gaussian variables Hi.
Recall the definition of a cumulant, eq. (3.3). The generating function
χ is the Fourier transform of the probability distribution (see eq. (3.1)),
which for Gaussian variables is eq. (2.8). This leads to the identity


























First, the integration over h2 through hn is performed. This partial
Fourier transform is not trivial. If h1 were included, the answer would be
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simply eq. (3.6). We can however use this result and take the inverse Fourier
transform of it with respect to λ1 to get the desired result:
∫


























































The integration was performed by completing the square. Now we do the
Fourier transform with respect to h1 and include the logarithm present in
eq. (C.2), which leads to
log
∫











































In accordance with eq. (C.2), we must take the derivative of this equation
with respect to the λ’s and set them to zero. First the derivative with
respect to λ1 is taken. This causes the first term to vanish, since it does
not depend on λ1. This simplification can be regarded as the main reason
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Integrating by parts n− 1 times leads to












Finally, we identify the integral (along with the prefactor) as the expecta-
tion value of f (n−1) and σ1j = 〈H1Hj〉, which gives us
Cn(f(H1),H2, . . . ,Hn)
= 〈f (n−1)(H1)〉〈H1H2〉〈H1H3〉 . . . 〈H1Hn〉, (C.10)




In this section it is demonstrated that, for an initially Gaussian field evolv-
ing according to a diffusion equation with a perturbative nonlinear term,
the cumulants become smaller as the order increases (i.e. they are of higher









with the initial condition
hn(0) = Hn, (D.2)
where the Hn’s are a set of variables with a joint Gaussian distribution.
These coupled differential equations are a simple model of a nonlinearity,
with the lowest order (quadratic), and they also include the KPZ equation
as a special case, if it is discretized. This differential equation illustrates
the general principle that cumulants of a high order are very small if the
nonlinear term in the differential equation is small (unless one waits long
enough for these cumulants to build up).
For this family of equations the precise result is that, after a finite period
of time, the k-th order cumulants of any of the hn’s are of order at most
εk−2 if k > 2 (for k = 1 or k = 2 they are bounded).
There are two steps in the proof: First, we find how hn depends on the
initial conditions, and show that it has the form of a power series in ε. The
result is that
hn(t) = F (0)n ({Hj}) + εF (1)n ({Hj}) + ε2F (2)n ({Hj}) + . . . (D.3)
where F (0)n is a linear function, F (1)n is quadratic, etc. So the dependence of
a given term on the Hj ’s is polynomial; the dependence on t is all in the
coefficients of these polynomials.
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In other words, hn can be expressed in the form of a nonlinear function
of a Gaussian, the same type of function whose cumulants we calculated
in chapter 3. We will see that many of the cumulants vanish; this is the
second step of the proof. We calculate the cumulants,











All the terms up to order r = k − 3 vanish, so that the remaining terms
are of order εk−2 or smaller. This is a consequence of a general theorem: A
cumulant of k polynomials in Gaussian variables is zero if
k > 1 + d2 , (D.5)
where d is the sum of the degrees of the polynomials. In Ck(F (r1)n1 , . . . ,F
(rk)
nk )
the sum of the degrees is d = ∑i ri + 1 = r+ k. If r ≤ k− 3, then eq. (D.5)
follows, so the cumulant vanishes.






n (t) and substitute it into eq. (D.1), and then


















Here, everything depending on h(r) is on the left-hand side; everything
on the right-hand side depends on earlier terms in the series, h(r1) with
r1 < r. This means that one can solve the equations recursively: First find
the h’s up to r1 = r− 1, then substitute it into the right-hand side of the
equation and then solve for h(r), which is straightforward because it is a
linear equation with a source. We only need to know the initial conditions,
which are
h(0)n = Hn; h(r)n = 0 for r ≥ 1. (D.7)
























× h(r1)p (t′)h(r−1−r1)q (t′), (D.9)
where eAt is the exponential of the matrix At, which is just a set of functions
of t.
These functions are all polynomials in the Hj ’s. First, h(0)n is obviously
linear. Entering r = 1 in eq. (D.9) shows that h(1)n is the sum and integral
of h(0)p h(0)q , which is thus quadratic in the Hj ’s. Now we can find the general
dependence inductively: Assume that it has already been shown that h(r1)n is
a degree r1 + 1 polynomial in theHj ’s for r1 < r. Then h(r1)p (t′)h(r−1−r1)q (t′)
is of degree r+ 1, and thus h(r) is as well.
d.2 vanishing cumulants
We will calculate the cumulants of polynomials in the Hj ’s by reducing
them to cumulants of the Hj ’s themselves, which are Gaussian. A helpful
identity for this expresses C(xy, z1, . . . , zq) where x, y, zi are any random
variables in terms of simpler cumulants. The identity is




C(x, zS)C(y, zT ). (D.10)
The sum is over all ways of partitioning the indices of the z’s into two sets
S and T . The symbol zS is short for the list of all the z’s corresponding to
the indices S.
Here is an example:
C(xy,u, v) = C(x, y,u, v) +C(x)C(y,u, v) +C(x,u)C(y, v)
+C(x, v)C(y,u) +C(x,u, v)C(y). (D.11)
A proof of this relation can be obtained using induction. First note that
it is trivially true for q = 0, since C(x, y) = 〈xy〉 − 〈x〉〈y〉. Now we assume
the relation to hold for all q′ < q. Consider the identity (see e.g. chapter 3
or [31])
〈x1 . . . xn〉 =
∑
C(xS1)C(xS2) . . . C(xSm), (D.12)
where the sum is taken over all the ways in which the set {1, . . . ,n} can
be partitioned into disjoint subsets Si. If we apply this identity to the set
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{x, y, z1, . . . , zq} and group together the terms for which x and y are in the
same subset or in different ones, we find
〈xyz1 . . . zn〉 =
∑
U ,{Vi}








C(zV1) . . . C(zVm)
×
(
C(x, y, zU ) +
∑
S∪T=U
C(x, zS)C(y, zT )
)
. (D.13)
We can also choose to expand 〈xyz1 . . . zn〉 while treating xy as a single
variable, which results in
〈xyz1 . . . zn〉 =
∑
U ,{Vi}
C(xy, zU )C(zV1) . . . C(zVm). (D.14)
The two decompositions into cumulants should be equal. By induction, we
can pose
C(xy, zU ) = C(x, y, zU ) +
∑
S∪T=U
C(x, zS)C(y, zT ), (D.15)
for all U 6= {1, . . . , q}. It then easily follows that the relation must also hold
for U = {1, . . . , q}.
We will use this identity to prove that if p1, . . . pk are degree d1, . . . dk poly-
nomials in Gaussian variables and d = ∑i di, then Ck(p1, . . . , pk) vanishes
if eq. (D.5) is satisfied. We shall first demonstrate the procedure using a sim-
ple example: C(H2,H2,H,H,H) where H is a Gaussian variable. We will
reduce this to cumulants ofH by using eq. (D.10); that will mean we have to
apply the identity twice to split up both H2’s. After the first time, we have
a sum featuring one term with a single cumulant, C(H2,H,H,H,H,H),
while the other terms are products of two cumulants. Furthermore, there
is only one H2 left in each term. After applying eq. (D.10) a second time,
we are left with products of at most three cumulants. Since there are 7
H’s distributed among these cumulants, at least one of the cumulants in
each product is of at least third order, and hence zero because the H’s are
Gaussian. Hence C(H2,H2,H,H,H) = 0.
In general, we first use the multilinear property of the cumulant function
(i.e. C(x+ y, z,w, . . .) = C(x, z,w, . . .) +C(y, z,w, . . .)) to reduce each of
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the variables to one term (which is a product of some of the H’s). It takes
d− k applications of eq. (D.10) to split all the variables up into individual
H’s, because it takes di − 1 steps to factor the i-th variable, for a total of∑
i di − 1 = d− k steps. Since each application of eq. (D.10) adds at most
one cumulant to each term, in the end each term has at most d− k + 1
factors of C. This is less than d2 by eq. (D.5). But there are a total of
d variables H’s that are split among them. Hence one of the factors is a
third-order cumulant or higher, which means that it has to be zero.
Now this result can be combined with eq. (D.3) to prove that the k-th
order cumulants of the hn’s are of order εk−2, as we showed above.
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SUMMARY
Gaussian random fields are ubiquitous in physics. The central limit theo-
rem ensures that a lot of random fields are Gaussian—or approximately
so—making them of special theoretical importance and practical interest.
Examples in physics include optical speckle fields, the projected gravita-
tional potential and the cosmic microwave background radiation.
Typically though it is the non-Gaussian contributions that are the tar-
get of investigation, since these can provide a window on the interesting
nonlinear processes that give rise to them.
Gaussian fields have, regardless of their spectra, certain properties in
common. Testing whether a given random field has them thus gives a pos-
sible way of detecting non-Gaussianity. The focus of this thesis is on quan-
tities pertaining their stochastic geometry, which provide a very low-key
and robust measuring tool. Specifically, this thesis is devoted to studying
the exact amount in which some geometric quantities of a Gaussian field
change when it is perturbed. This does not only provide a way of detecting
non-Gaussianity in a given field, but also potentially to determine the type
and/or size of the perturbation.
In chapters 2 and 3 we consider first local perturbations, which at each
point, are a function only of the original value at that same point. In chap-
ter 2 we look at the relative difference in densities of local maxima and
minima. For Gaussian fields these are the same due to symmetry, but for
a non-Gaussian field this may no longer be the case. The locality of the
perturbation allows for an exact calculation of the imbalance, which does
not require the perturbation to be small. One of the features of the result
we find is that the imbalance is exponentially small for small perturbations,
regardless of its precise form.
In chapter 3 we stick with the local perturbations, but turn to umbilical
points. We find a formula for the monstar fraction, up to first order in the
perturbation. The result depends on the spectrum of the original Gaussian
field and the perturbation, but those contributions are separate. A compar-
ison with the maxima and minima gives two interesting differences: While
the maxima-minima imbalance is insensitive to odd perturbations, the mon-
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star fraction does not change (up to first order) for even ones. Second, the
monstar fraction may change dramatically for small perturbations.
In chapter 4 we go back to the maxima and minima, but this time in
a more general setting. A recipe for determining the imbalance up to first
order in the perturbation is presented. The method is tested explicitly by
applying it to the case of a field that is initially Gaussian, but evolves
according to the deterministic Kardar-Parisi-Zhang (KPZ) equation. This
equation causes non-Gaussianities to develop which are nonlocal in nature.
We find that indeed an imbalance between maxima and minima may result,
which we can quantify. An interesting find is that in the case of small
nonlocal perturbations, the imbalance need not be exponentially small, as
we found for the local case. This means that a nonvanishing imbalance is
indicative of either a large non-Gaussianity, or one of nonlocal origin.
In chapter 5 we consider the effects of coarse-graining. This process in-
volves an averaging, which can be used to model an imprecise measurement.
It is also a way in which a random field can become nearly Gaussian. In the
limit of the coarse-graining scale going to infinity, an imbalance between
maxima and minima will converge to zero, at a rate that is inversely pro-
portional to the length scale of the coarse-graining. The precise imbalance
depends on the details of both the original field and the coarse-graining
function, but in the limit of the aforementioned length scale going to in-
finity, the contributions of these two can be separated. An interesting fact
is that, even though coarse-graining can be seen as a convergence toward
Gaussianity, it can actually help to reveal a non-Gaussianity by amplify-
ing the imbalance, which is of particular interest for the case of a locally
perturbed Gaussian field.
SAMENVATTING
Gaussische velden zijn alomtegenwoordig in de natuurkunde. De centrale
limietstelling garandeert dat veel willekeurige velden Gaussisch zijn – of
tenminste bij benadering – zodat ze van speciaal theoretisch belang en
praktische interesse zijn. Optische “speckle fields”, de geprojecteerde gra-
vitatiepotentiaal en de kosmische achtergrondstraling zijn slechts enkele
voorbeelden van (bijna-)Gaussische velden in de natuurkunde.
Over het algemeen zijn het echter de niet-Gaussische bijdragen die het
richtpunt van onderzoek zijn, aangezien deze inzicht kunnen verschaffen in
de onderliggende niet-lineaire processen waardoor ze veroorzaakt worden.
Gaussische velden hebben, ongeacht hun spectra, bepaalde eigenschappen
gemeen. Testen of een gegeven willekeurig veld die heeft is dus een manier
om niet-Gaussische signalen te detecteren. De focus in dit proefschrift ligt
op grootheden die betrekking hebben op stochastische geometrie, die een
betrekkelijk eenvoudige en robuuste meetmethode vormen. Dit proefschrift
is in het bijzonder gewijd aan de vraag in welke exacte mate bepaalde geo-
metrische eigenschappen veranderen als een Gaussisch veld een perturbatie
ondergaat. Dit geeft niet alleen een manier om niet-Gaussische signalen te
detecteren, maar ook om mogelijk de grootte en/of aard van de perturbatie
vast te stellen.
In hoofdstukken 2 en 3 bekijken we eerst lokale perturbaties, die op
elk punt een functie zijn van enkel de oorspronkelijke waarde op datzelfde
punt. In hoofdstuk 2 beschouwen we het relatieve verschil in de dichtheden
van lokale maxima en minima. Voor Gaussische velden zijn deze hetzelfde
vanwege symmetrie, maar voor niet-Gaussische velden hoeft dit niet langer
het geval te zijn. De lokaalheid van de perturbatie maakt het mogelijk het
verschil exact te berekenen, waarbij de perturbatie niet klein hoeft te zijn.
Een van de kenmerken van het resultaat is dat het relatieve verschil tussen
maxima en minima exponentieel klein is voor kleine perturbaties, ongeacht
de exacte vorm.
In hoofdstuk 3 blijven we bij lokale perturbaties, maar bekijken we “um-
bilische punten” (Eng: umbilical points). We vinden een formule voor de
relatieve dichtheid van “monstars”, tot eerste orde in de perturbatie. De
formule hangt van zowel het spectrum van het oorspronkelijke Gaussische
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veld als de perturbatie af, maar beide contributies kunnen gescheiden wor-
den. Een vergelijking met de maxima en minima geeft twee interessante
verschillen: Terwijl het verschil tussen maxima en minima ongevoelig is
voor oneven perturbaties, verandert de monstarfractie niet (tot op eerste
orde) voor even perturbaties. Ten tweede kan de monstarfractie drastisch
veranderen voor kleine perturbaties.
In hoofdstuk 4 gaan we terug naar de maxima en minima, maar dan in
een meer algemene context. Om te beginnen wordt een methode om het
verschil tussen maxima en minima te bepalen tot op eerste orde gepresen-
teerd. Deze methode wordt expliciet getest door hem toe te passen op het
geval van een veld dat aanvankelijk Gaussisch is, maar evolueert volgens
de deterministische Kardar-Parisi-Zhang (KPZ) vergelijking. Deze vergelij-
king zorgt voor niet-Gaussische contributies die van niet-lokale aard zijn.
We vinden dat er inderdaad een verschil tussen maxima en minima ontstaat
dat we kunnen kwantificeren. Een interessante vondst is dat, in het geval
van kleine niet-lokale perturbaties, het verschil niet noodzakelijkerwijs ex-
ponentieel klein is. Dit betekent dat een significant verschil duidt op een
grote perturbatie danwel een perturbatie van niet-lokale origine.
In hoofdstuk 5 nemen we de effecten van “schuren” (Eng: coarse-graining)
onder de loep. Bij dit proces wordt een signaal gemiddeld, wat model kan
staan voor een niet-precieze meting. Het is tevens een manier waarop een
veld bijna-Gaussisch kan worden. In de limiet dat de schaal waarover ge-
schuurd wordt naar oneindig gaat convergeert het relatieve verschil tussen
maxima en minima naar nul, omgekeerd evenredig met de lengtemaat van
het schuren. De precieze waarde van het verschil hangt af van de details van
zowel het oorspronkelijke veld als de schuurfunctie, maar in de hierboven
genoemde limiet kunnen beide bijdragen gescheiden worden. Een interes-
sant gegeven is dat, ook al kan schuren gezien worden als een convergentie
richting een Gaussisch veld, het juist kan helpen om een niet-Gaussisch sig-
naal te ontmaskeren door het verschil in maxima en minima te vergroten,
wat van specifieke relevantie kan zijn voor Gaussische velden met een lokale
perturbatie.
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