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Resumo 
:'\este trabalho, estudamos a existência e o comportamento assintótico de soluções para 
os problemas de Dirichlet e I\eumann 
e 
f(u), em D 
O, sobre 3D, 
{ 
-E2(r"ju'iilu')' = r''f(u), em (0, R) 
u'(O) = (1- k)u'(R) + ku(R) =O, 
onde, Dp é o operador p-Laplaciano, Lu := (r"ju'j 8u')' representa uma classe de ope-
radores que na forma radial estão incluídos os operadores Laplaciano, p-Laplaciano e 
k-Hessiano, í2 C IRN (N 2: 1) é um domínio limitado com fronteira suave, v é o vetor nor-
mal exterior à fronteira de D, E > O é um parâmetro suficientemente pequeno, O < R < oc, 
p 2: 2, o:, (3, 1 são números reais dados e k = O, 1. 
:'\o estudo da existência de soluções para os problemas de Dirichlet vamos usar o 
método de sub e supersoluções. Já no estudo da existência de soluções para os problemas 
de Neumann vamos usar argumentos variacionais tais como variantes do Teorema do Passo 
da Montanha. 
Abstract 
In thís thesís we study the exístence and the asymptotic behavior of solutions for the 
Dirichlet and '\'eumann problems 
e 
{ 
-E2D U = j(u), in fi (1-k)~~+;u- O, on 80, 
{ 
-E2(r"/u'/ 3 u')' =r' f(u), in (0, R) 
u'(O) = (1- k)u'(R) + ku(R) =O, 
where, Dp denotes the p-Laplace operator, Lu:= (r"/u'ji3u')' denotes a class of operators 
that in the radial form whích includes the operators Laplacian, p-Laplacian and k-Hessian. 
O c JRN (N 2: 1) is a bounded domain with the smooth boundary. élujélv denotes the 
outward normal derivative of u on élíl, E > O is small parameters, O < R < oo, p 2: 2, 
a, {3, 'f are given real numbers and k = O, 1. 
In the study of existence of solutions for the Dirichlet problems we use sub-sup solu-
tions method. On the other hand, in the study of existence of solutions for the :'\Teumann 
problems we use variational arguments such as variants of the Mountain Pass Theorem. 
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Notações 
:i este trabalho usaremos as seguintes notações: 
B (O, r): denota a bola de centro zero e raio r em ~ iV 
BR: denota a bola de centro zero e raio R em ~N, 
B: denota bola aberta em ~N, 
íl: domínio de ~N, 
íl: fecho do conjunto íl, 
líll: medida de Lebesgue do conjunto íl, 
aíl: fronteira do conjunto íl, 
q: expoente conjugado de p 2: 1, ou seja, 1/q + 1/p = 1, 
LP(íl), 1 :'S: p :'S: oc: espaços de Lebesgue, 
W 1,P(íl), espaços de Sobolev, 
j\7uj := ( I:;:l ( g;,) 2) 1/2 
-DpU := -div(j\lujP-2\lu) = - I:;:l a~i (j\lujP-2 %;, ) , 
iluiiP := E2 r j\lujPdx + r iuiPdx, Jn Jn 
Notações 
__..,.) convergência fraca: 
__,, convergência forte, 
XR: espaço das funções absolutamente contínuas u : (O, R) __,R tais que 
( 
R ) 1/(3-2) 
!/u//xR := E21 r"/u'(r)/ 3- 2dr 
XR: espaço das funções absolutamente contínuas u: (0, R) ->IR tais que 
{R R 
E
2 lo r"/u'(r)/ 3+2dr + 1 r"/u(r)/íl+2dr < oc. 
1/ui/xR := (E21R r"/u'(r)/ 3 -,-2dr + lR r"lu(r)/ 3- 2dr) 113_,_2 
C, C1 , C, C, ê, denotam constantes positivas; 
q.t.p.: quase toda parte. 
ii 
Introdução 
:\este trabalho, vamos estudar a existência de soluções não constantes e o comporta-
mento assintótico das mesmas para a seguinte classe de problemas 
em í2 
(1) 
k)~~ +ku = O. sobre 8í2, 
onde k = O, L l\ote que para k = 1, o problema é do tipo Dirichlet e k = O é do tipo 
1'\eumann. Aqui, -l:c.Pu denota o operador p-Lapaciano, ou seja, 
E é um parãmetro positivo suficientemente pequeno, p 2': 2, í2 C IRN ( N 2': 1) é um 
domínio limitado com fronteira suave, v é o vetor normal unitário exterior à fronteira de 
í2. Vamos assumir as seguintes hipóteses sobre f: 
(h) f: [a, b] __,R é uma função de classe C1 tal que f(a) = f(b) = 0: 
(h) Existem exatamente 21 + 1 zeros de f, 
com l = L 2, 3, ... tais que 
f(a;) =O, V i e J'(ai) <O, se i ímpar: 
(h) 
Introdução 2 
:\Iotivados pelos problemas acima vamos também estudar a seguinte classe de proble-
mas quaselineares 
{ 
-E2(r"[u'f 8u')' = r1g(u), em (0, R) 
(2) 
u'(O) = (1- k)u'(R) + ku(R) =O, 
onde O < R < oo, k = O, 1 e o:, 'r, ,6 são números reais dados e a função g satisfaz as 
seguintes condições: 
(g1) g: [a, b]---+ R é uma função de classe C 1 com g(a) = g(b) = 0: 
(g2 ) Existem exatamente 21 + 1 zeros de g, 
a= a1 <O= a2 < a3 < .,. < a21+1 = b 
com l = 1, 2, 3, .,. tais que 
g( a;) = O, V i 
e 
g' (a;) < O, i ímpar; 
r g(t- a2t) 
,2~, lt- a2t!S(t- azt) >O. 
Este trabalho divide-se em 5 capítulos e estão distribuídos da seguinte forma: 
i\ o Capítulo 1, enunciamos alguns resultados preliminares que serão úteis nos capítulos 
seguintes. 
i\o Capítulo 2, vamos utilizar o método de Iteração :\1onotônica, mais precisamente 
o método de sub e supersolução, para demonstrar a existência de uma solução positiva e 
uma solução negativa para o problema de Dirichlet 
{ 
-E26pu = J(u), em f2 
(3) 
u = O, sobre élfl, 
onde p 2 2 e N 2 1. Para estudar o comportamento assintótico, usaremos o mesmo 
argumento utilizado por De Figueiredo [9]. 
O principal resultado do Capítulo 2 é o seguinte: 
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Teorema 0.0.1 Seja f satisfazendo as condições (f,), (h) e (h), com l = 1. Então 
existe Eo > O tal que para todo O < E ::; Eo, o problema de Dirichlet (3) tem uma solução 
positiva O < u,(x) < a3 em í2 tal que u, --> a3 quando E --> O uniformemente em todo 
subconjunto compacto de í2 e uma solução negativa a1 < v, ( x) < O em í2 tal que v, --> a1 
quando e --> O uniformemente em todo subconjunto compacto de í2. 
A prova do resultado principal do capítulo 3 utiliza fortemente o resultado acima. Este 
foi o verdadeiro motivo que nos levou ao estudo do problema. 
:'\o Capítulo 3, vamos mostrar a existência de soluções não constantes e seu compor-
tamento assintótico para o problema de :'\eumann 
f(u), em í2 
(4) 
sobre aíl. 
Por uma solução de (4) entendemos uma função u E W 1·P(í2) que satisfaz (4) no 
sentido fraco, isto é, 
l E2 j\7ujP-2vu\7<pdx- r f(u)<pdx =O, v 'P E Wl.P(O). 
n ln 
~este Capítulo o principal resultado é o seguinte 
Teorema 0.0.2 Suponha que f satisfaz as condições (!1), (h) e (fs). Então existe Eo >O 
tal que para todo O < E < Eo, o problema ( 4) tem pelo menos l soluções não constantes 
satisfazendo 
onde l = 1,2,3, .... 
Para provar este teorema iremos inicialmente provar a existência de solução não cons-
tante para o problema de :'\eumann 
f(u), em í2 
sobre 80, 
(5) 
iJNICA.!\f!P 
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onde J: R __, R é uma função truncamento de f definida por 
[(t) := 
h(t), t 2: a3, 
onde f 1 e h serão definidas adequadamente. Veja capítulo 3 Lema 3.2.2. 
Considere o funcional de Euler-Lagrange J, : W1,P(\l) __,R associado ao problema (5) 
definido por 
J,(u) := E
2 r jvujPdx- r F(u)dx, 
P lo lo 
onde F(u) := 1" [(t)dt. 
Visando aplicar uma versão do Teorema do Passo da Montanha, usaremos argumentos 
de Garcia, Pera! e :\1anfredi [12] para mostrar que a 1 e a3 são mínimos locais estritos do 
funcional J,. Usaremos também argumentos de Cuesta, De Figueiredo e Gossez [7] para 
mostrar que se a é um mínimo local estrito para o funcional J,, isto é, J,(a) < J,(u) para 
todo u E W 1·P(\l) tal que O< liu-ajj <<lo para algum 50 > O então, para todo O< a< Oo 
in f{ J,(u): u E Wl,p e jju- ajj =a}> J,(a). 
Pelo Princípio do Máximo mostraremos que a solução não constante de (5) está entre 
a 1 e a3 , logo é solução do problema ( 4). 
No Capítulo 4, vamos estabelecer a existência de soluções não triviais e seu compor-
tamento assintótico quando E -> O para o problema de Dirichlet na forma radial 
f -E2(r"ju'! 8u')' = r~g(u), em (0, R) 
l u'(O) = u(R) =O, (6) 
onde O< R< oc e a,(, /3 são números reais dados e a função g satisfaz as condições (g1), 
(g2) e (g3) para l = 1. 
Como motivação para o estudo do problema (6), mencionamos o fato que o mesmo 
representa, sob certas constantes a, /3 e r apropriadas e domínios da forma BR, onde BR é 
a bola de centro O e raio R em R\ a forma radial do problema (3), ou seja, (6) representa 
a forma radial do problema 
Introdução 
g(u), em BR 
estabelecido que 
a = i = N 1 e ;3 = p - 2, 
onde 2 :S p < N, e representa ainda a forma radial do problema 
{ 
E2 (-1)kSk(v2u) = g(u). em BR 
u = O. sobre EJBR, 
onde Sk(\72u) (1 :S k < N/2) é o operador k-Hessiano que é definido por 
com Àij 
onde 
L -\1 ... ,.\Íkl 
ÍI <,..<ik 
designando os auto-valores da :\1atriz Hessiana de u, isto é, (v2u) 
a = N- k, i = N- 1 e .8 k- L 
O Principal resultado deste Capítulo é o seguinte: 
5 
Teorema 0.0.3 Seja g satisfazendo as condições (g1), (g2) e (g3), com l = L Então 
existe Eo > O tal que para todo O < E :S Eo, o problema de Dirichlet (6) tem uma solução 
positiva O < u,(r) < a3 em [0, R] tal que u, __, a3 quando E __, O uniformemente em todo 
subconjunto compacto de (0, R) e uma solução negativa a1 < v,(r) < O em [O, R] tal que 
v, __, a1 quando E __, O uniformemente em todo subconjunto compacto de (0, R). 
'\'o Capítulo 5, vamos estabelecer a existência de soluções não constantes e seu com-
portamento assintótico para o problema de I\eumann na forma radial 
{ 
-E2 (r"Ju'J 8u')' = r'g(u), em (0, R) 
u'(O) = u'(R) =O, 
(7) 
onde O< R< oo e a, {3, i são números reais dados e a função g satisfaz as condições (g1 ), 
(92) e (g3). 
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:'\ovamente, a motivação para o estudo do problema (7) foi o fato de que o mesmo 
representa, sob certas constantes o, /J e~;, a forma radial do problema ( 4) em D = B(O, R), 
isto é, 
g(u), em BR 
O. sobre 8BR, 
com 
o = 1 = N 1 e (3 = p - 2, 
onde (2 :S p < N). 
O problema (7) representa também a forma radial do problema 
onde Sk(\i2u) é o operador k-Hessiano (1 :S k < N/2) e 
o = N- k, 1 = N- L (3 = k- 1. 
O principal resultado deste Capítulo é o seguinte: 
Teorema 0.0.4 Suponha que g satisfaz as condições (g1), (g2 ) e (g3 ). Então existe Eo >O 
tal que para todo O < E < Eo, o problema (7) tem pelo menos l soluções não constantes 
satisfazendo 
onde l = L 2, 3, .... 
Problemas similares ao problema de Neumann (1), no caso do Laplaciano, veja por 
exemplo [18] e [21]. 
Observamos que nosso trabalho estende os resultados de [18] e [21]. De fato, provamos 
a existência de soluções não constantes para o problema de Neumann (4) para p 2: 2 
enquanto que em [18] e [21] são considerados apenas o caso p = 2 e ainda admitem certas 
condições de área que nós aqui omitimos. 
É importante ressaltar que existem diferenças entre os operadores p-Laplaciano (p > 2) 
e o Laplaciano (p = 2). Dentre elas no caso do Laplaciano as soluções são clássicas, mas 
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no caso do p-Laplaciano elas são somente C 1·". Além disso, o p-Laplaciano não é linear. 
Temos também que o espaço W 1·P(íl) não é Hilbert se p > 2, o que torna inviável a 
aplicação de determinados resultados tais como lema de Morse. 
Por exemplo em [21], por considerar o caso p = 2 obtém-se uma solução a mais usando 
argumentos da teoria do grau. 
Apenas para tornar o texto mais completo citaremos as referendas [1], [4] e [22] para 
exemplos de problemas de N eumann no caso p-Laplaciano para outros tipos de não line-
aridade. 
Acrescentamos que operadores da forma (r"[u'[Bu')', com termos não singulares foram 
estudados por [6] e [10]. Além disso, ressaltamos que estes operadores envolvem problemas 
com singularidades. 
Capítulo 1 
Resultados Preliminares 
:\este Capítulo, vamos apresentar alguns resultados básicos que usaremos nos capítulos 
seguintes. 
Considere o seguinte problema de Dirichlet 
{ 
-Dpu(x) = J(x, u(x)), 
u(x) = O, 
xEíl 
(1.1) 
X E 311, 
onde í2 é um domínio limitado de IF!.'" com fronteira suave, Dp é o operador p-Laplaciano 
deu e f: í2 x lR---+ lR é uma função Carathéodory (isto é, f(x, .) é contínua para quase 
todo x E í2 e f(., s) é mensurável para todos E JR) e f(., s) é limitada se s pertence a um 
conjunto limitado. 
Definição 1.0.5 A junção !f E WLP(íl) n L00 (í2) é dita subsolução para o problema (Ll) 
se 
{ 
Lf\7:gfP- 2V:gV<l>dX :::; 1 f(x.:g)rj)dx. \f (j) E w~·P(íl). (j) 2': o 
:g :::; O. sobre 311. 
A função Ti E WLP(íl) n L00 (f.l) é dita supersolução para o problema (1.1) se 
{ .i [vufP-2vTivrj)dx > 1 f(x, Ti)rj)dx, lf rP E W~·"(f.l), 62':0 
Ti > o, sobre 311. 
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Lema 1.0.6 Considere g : :R?. -+ lR, uma função contínua e crescente, tal que g(O) = O e 
funções Uj, U2 E WLP(fl) n L""(rl) tais que, para toda 6 E W1·P(fl), 9 2: o, 
{ 
1 i'Vu2IP- 2'Vu2"llpdx + 1 g(u2)odx:; 1i'VuliP-2'Vul'VCJdx + 1 g(ui)odx 
u2 :; u 1 sobre éJrl. 
Então u 2 :; u 1 quase sempre em rl. 
Prova: Veja Lema 2.2 de [5]. 
o 
Lema 1.0. 7 Seja g : lR -+ lR, uma função contínua e crescente, tal que g(O) = O. Para 
toda função h E U(rl), onde q é o expoente conjugado de p, isto é, 1/q + 1/p = 1, o 
problema 
{ 
-Dpu(x) + g(u(x)) = h(x), 
u(x) = O, 
admite uma única solução fraca u E W1·P(fl). Além disso, 
T: Lq-+ W~·P(fl), h,.._. u é contínuo e não decrescente. 
Prova: Veja Lema 2.3 de [5]. 
xErl 
X E éJfl, 
o operador associado 
o 
Teorema 1.0.8 Seja rl um domínio limitado com fronteira C1·3 para algum {3 E (0, 1), 
seja u E W1·P(fl) n L""(rl) tal que Dpu E L00 (rl). Então u E C1·"(rl) e llulb."(IT) :; K1 
para algum a E (0, 1) e K1 > O onde a e K 1 são constantes dependendo somente de N, 
p, e uma limitação em iiuiloo e lll'.pulioo· 
Prova: Veja Teorema 1 de [23] ou Teorema 2 de [20]. 
o 
Teorema 1.0.9 Seja u E C 1(!1) tal que DpU E Lfoc(rt), u 2: O quase todo ponto em 
n. DpU :; (3(u) quase todo ponto em n com ,8: [0, oo) -+ lR contínua, não decrescente, 
{3(0) = O e tal que 
i) B(s) =O para algum s >O; 
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ou 
ii) (3(s) >O, 'i s >O e 11 (!3(s)s)-Jfpds = x. 
Então se u não é identicamente nula em ri, u é positiva em todo ri. Além disso, se 
u E C 1(rl U {xo}) para x 0 E 8D de modo que satisfaça a condição da esfera interior e 
u(x0 ) =O então 
onde v é a normal interior em x0 . 
Prova: Veja Teorema 5 de [24]. 
Definição 1.0.10 Seja X um espaço de Banach. Dizemos que 1> E C1(X, JR) satisfaz a 
condição Palais-Smale no nível c, (PS)c, se toda seqüência (xn) em X tal que ií>(xn) --+c 
e ií>'(xn)---> O possui uma subseqüência convergente em X. 
Definição 1.0.11 Seja X um espaço de Banach, U C X um subconjunto aberto nao 
vazio e 1> E C1 (X, JR). Seja uo E U tal que 1>'( u0 ) = O e d = 1>( u0 ), dizemos que u0 é 
do tipo passo da montanha, se para toda vizinhança V de u0 , V C U, o espaço topológico 
V n q,-l ( -x, d) é não vazio e não conexo por caminhos. 
Denotamos por Cr(ií>, d) o conjunto dos pontos u EU tais que ií>'(u) =O e ií>(u) = d. 
Teorema 1.0.12 Seja X um espaço de Banach real e 1> E C1(X, JR) um funcional que 
satisfaz a condição de Palais-Smale. Sejam e0 , e1 dois pontos distintos de X. Defina 
f:= {h E C([O, l],X)f h(i) = ei, i= O, 1}, 
d := inf sup ií>(h(t)), 
hEr O~t:Sl 
c:= max{ií>(e0 ), ií>(eJ)}. 
Então se d > c, o conjunto C r( 1>, d) é não vazio. Além disso, existe pelo menos um ponto 
crítico u0 em Cr(ií>, d) o qual é um mínimo local ou do tipo passo da montanha. Se todos 
os pontos críticos em Cr(ií>, d) são isolados em X o conjunto Cr(ií>, d) contém um ponto 
crítico do tipo passo da montanha. 
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Prova: Veja [14]. 
Considere o funcional, para p > 1. 
Jp(u) := ~ r jvu!Pdx- r F(x,u)dx, 
p Jfl Jfl 
onde O é um domínio limitado e suave de iR\ 
F(x, u) :=lu f(x, s)ds 
e f é uma função Caratheodory definida em íl x R tal que 
para algum r < p*, onde 
* { ~~"!'P' se p < N 
p = 
oo, se p 2: N. 
Teorema 1.0.13 Se u0 E W 1•P(íl) é um mínimo local de Jp em C 1(íl) então u0 é um 
mínimo local de Jp em W 1·P(íl). 
Prova: Veja Teorema 1.2 de [12]. 
o 
Teorema 1.0.14 Sejam 1 :S p :S oo e O um aberto de iRN Então para u E W 1·P(íl), 
temos lu\ E W 1·P(O) e 
Viu!= 1!u>O!Vu- 1íu<OIVU. 
Em particular uc,- := max(u, O) eu- := max( -u, O) são elementos de WLP(í/). 
Prova: Veja Teorema 8.22 de [15]. 
D 
Considere o operador A definido em W 1·P(í/) por 
A(u) = -diva(x,u,Du) (1.2) 
onde a : íl x iR x RN -< iRN é uma função Carathéodory satisfazendo as hipóteses clássicas 
de Leray-Líons 
(1.3) 
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[a(x, s, ()- a(x, s, (*)][(- Ç] > O 
a(x,s,Ç)( . . I . 
1
;-' 'ri , ~ -roo se i( -+ -roo 
'i + j, p-< 
* n w om w ( (* E .,N ( -L (* q.c.p. X E H 1 V SE :rc, V , C'\. , r 
onde c(x) E LP' (0.), 1/p + 1/p' = 1, c 2': 0, e k1, k2 E 
Considere a equação ellíptica não linear 
-diva(x, Un. Dun) = fn-+- 9n em :D'(Il) 
e assuma que 
12 
(1.4) 
(1.5) 
(1.6) 
un--" u fracamente em W 1·P(0.), fortemente em LP1 (0.) e q.t.p. em ll (1.7) o c 
fn ~f fortemente em w-l.p' (0.). (1.8) 
De (1.3) e (1.6)- (1.8), 9n pertence (e é limitada) em w-l.p' (0.). Assuma, além disso, 
que 9n é limitada no espaço de medidas de Radon 9Jl(ll), isto é, que 
l(gn, 'P)I :S CKII'PIIL=(íl) para qualquer 'P E :D(íl) com supp(tp) C K (1.9) 
onde CK é uma constante que depende do conjunto compacto K. 
Teorema 1.0.15 Assuma que (1.3)- (1.9) são verdadeiras. Então 
TV Dun-+ Du fortemente em (Lq(0.))· para qualquer q < p. (1.10) 
Prova: Veja Teorema 2.1 de [3]. 
o 
Capítulo 2 
Existência de Soluções para uma 
Classe de Problemas de Dirichlet 
2.1 Introdução 
':\este capítulo, vamos estabelecer a existência de soluções e estudar o comportamento 
assintótico destas soluções quando E tende para zero para o seguinte problema de Dirichlet 
{ 
-E26Pu = f(u), em rl 
u = O, sobre élrl, 
(2.1) 
onde !::.Pé o operador p-Laplaciano, p 2: 2, E é um parâmetro positivo, O C JR:N (N 2: 1) é 
um domínio limitado com fronteira suave. Assumimos que a função f satisfaz as seguintes 
condições: 
(AI) f: [a1 , a3]---> lFi: é de classe C1 onde a 1 e a3 são zeros de f; 
(A2 ) Existem exatamente três zeros de f, 
tais que 
. f(t) 
hm I . 2 >O. t-o w- t 
Existência de solução para problema de Dirichlet 14 
O principal resultado deste Capítulo é o seguinte: 
Teorema 2.1.1 Seja f satisfazendo as condições (AI). (.42 ) e (.43 ). Então existe e0 >O 
tal que para todo O < e :C:: e0 , o problema de Dirichlet (2. 1) tem uma solução positiva 
O < u,(x) < a3 em í2 tal que u,---+ a3 quando e---+ O uniformemente em todo subconjunto 
compacto de í2 e uma solução negativa a1 < v,(x) <O em í2 tal que v,-+ a 1 quando e---+ O 
uniformemente em todo subconjunto compacto de í2. 
2.2 Existência de Soluções 
:\esta seção, mostraremos a existência de solução para o problema (2.1), usando 
argumentos de minimização. Vamos proceder como no Teorema 2.4 de [5]. 
Proposição 2.2.1 Seja f satisfazendo as condições (A1), (.42 ) e (.Lh). Então existe 
e0 > O tal que para todo O < e :C:: e0 , o problema de Dirichlet (2.1) tem uma solução 
positiva O< u.,(x) < a3 em í2 e uma solução negativa a1 < u,(x) <O em íl. 
Demonstração: Iniciamos provando a existência de solução positiva para o problema 
(2.1), para isto usamos um argumento de truncamento. Seja !J : 1?1.-+ R definida por 
{ 
f(u), se O :C:: u :C:: a3 
!J(u) := 
O, caso contrário. 
Agora, consideremos o seguinte problema auxiliar: 
{ 
-e2!::;.Pu = !J(u), 
u = O, 
Usando (A 1 ), temos que existe 1V1 >O tal que 
!J(t) + Mt 
em fl 
sobre 8fl. 
é monótona crescente. O problema (2.2) é equivalente ao problema 
{ -e2 !::;.Pu+ Afu = !J(u) + Mu, em í2 
u= O, sobre 80.. 
(2.2) 
(2.3) 
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Assim, vamos mostrar a existência de uma solução positiva para o problema (2.3) usando 
o método de sub e supersolução. Mostraremos isto, em três etapas. 
Etapa 1: A função u(x) = a3 , para x E í2 é uma supersolução do problema (2.3). 
De fato. 
Etapa 2: Construção de uma subsolução para o problema (2.3). 
Seja 
"'=lim fl(t) 
' t-O 1tjP-2t 
e .\1 é o primeiro auto-valor do operador p-Laplaciano sujeito à condição de fronteira de 
Dirichlet. Segue-se de (A3) que dado 5 E (O, r), existe to >O tal que para todo I t I:S t0 
temos que 
Então 
h (t) -"' < 5 !tiP 2t • - . 
'i-5< fl(t) 
. - I t lp-2 t, (2.4) 
para todo ltl < to. Seja 'P1 > O uma auto-função do p-Laplaciano associado ao primeiro 
auto-valor .\1. Tome (3 > O tal que 
e 
Daí, por (2.4) 
/J (B'P1) r - 5 ::; .,.....,..:...:..:,-.:..,:.:-=--
1 f3;p1 lp-2 B;p1 . 
Escolhendo Eo > o tal que cÕ.\1 < r - 5 tem-se 
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2, sv-l!. lp-2 <f ((J ) Eo/\1 · 1 ~1 ip1 _ 1 u:.pl 
ou seja, ,3y1 é subsolução para o problema (2.3). Então provamos que existem Eo > O e 
,3 > O tais que 3y1 é subsolução para o problema (2.3) para todo O < E ::; Eo. 
Etapa 3: Vamos mostrar que o problema (2.3) possui uma solução mínima! u* (res-
pectivamente maximal u*), tal que Sy1 = g::; u* ::; 11 a3 . Vamos proceder como em [5]. 
Considere o conjunto 
[g,11] := {u E C'(íl): g(x)::; u(x)::; 11(x) q.t.p. íl} 
com a topologia de convergência quase sempre, e defina o operador 
por 
S1o· = JI(v) +!V! v E L""(íl) c P(íl), 'c! v E [g, 11], 
onde q é o expoente conjugado de p. Assim, S é não decrescente e limitado. Além disso, 
dados Vn, v E [g, 11] com Vn-+ v quase sempre em íl temos 
11 Svn- Sv IJ't,= f I h(vn) + lV!vn- h(v)- Mv lq dx. Jn 
Pelo Teorema da Convergência Dominada, obtemos 
ou seja, S é contínuo. Agora, considere o operador contínuo não decrescente 
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definido por 
F:= ToS, 
(onde T é o operador contínuo e não decrescente definido no Lema 1.0. 7, isto é, para uma 
função v E [g, u], F( v) é a única solução fraca do problema de valor de fronteira 
{ -Ll.Pu + ivfu = fl(v) + Nfv, em n 
u= o, sobre 80. 
Escrevendo 
u 1 = F(g) e u 1 = F(u) 
obtemos que para toda cp E W~·P(íl), cp > 0, 
e 
r (!I (g) + l'vf u) cpdx ln 
> 1 i 'Vg jP-2 'Vg'Vcpdx + r Mgcpdx 
n Jn 
- 1 (h ('ü) + M'ü)cpdx 
< 11 'Vu jP-2 'Vu'Vcpdx + 1 Mucpdx. 
Aplicando o Lema 1.0.6 e usando o fato que F é não decrescente obtemos, 
g:::; F(g):::; F(u):::; F(u):::; fi, q.t.p. O, V u E [g,fi]. 
(2.5) 
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Repetindo o mesmo argumento podemos provar que existem duas seqüências ( un) e ( un) 
satisfazendo 
UO = 11 , un~l = F(un) 
Uo = Jd , Un+J = F(un) 
e para toda solução fraca u E [l!, 11] do problema (2,3) obtemos 
Jd=~Suls,,s~sus~s,,,su1 S~=~ 
quase sempre em [1, Como ( un) é uma seqüência não decrescente e limitada superiormente 
e ( un) é uma seqüência não crescente e limitada inferiormente então 
u.n ----7 u* 
quase sempre em í2, com u., u* E [Jd, 11] eu, S u' quase sempre em í2. Sendo 
pela continuidade da F. temos 
u,. u' E W~'P(f2) com u, = F(u,) e u* = F(u*), 
o que completa a prova, pois F(u,) e F(u') são soluções fracas de (2.5). Assim, u, é 
solução minimal fraca (respectivamente u' maximal fraca) do problema (2.3) tal que 
u.,u'E[Jd,11], V 0<ESEo. 
Em particular, toda solução fraca u E [1!, 11] do problema (2.3) satisfaz 
quase sempre em í2. Como as soluções u, eu* estão entre O e a3 então u, eu* são soluções 
do problema (2.1). Portanto o problema (2.1) possui uma solução u, := u, para todo 
O < E S Eo tal que u, E [P'Pb a3]. 
Para provar a existência da solução negativa v,(x) a qual está entre a 1 e O basta 
considerar a função truncamento h : R ---> R definida por 
{ 
f(u), se a 1 S uSO 
f2(u) := 
O, caso contrário. 
A demonstração segue de forma análoga ao caso positivo. 
n 
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2.3 Comportamento Assintótico de uma Classe de 
Soluções 
\'esta seção, vamos estabelecer o comportamento assintótico das soluções do problema 
(2.1) quando E -+ O. 
Proposição 2.3.1 Seja O < u,(x) < a3 uma solução positiva do problema (2.1) e seJa 
a1 < v,(x) <O uma solução negativa do problema (2.1). Então 
i) u,-+ a3 quando E-+ O uniformemente em todo subconJunto compacto de ri; 
ii) V, -+ O; quando E -+ 0 Uniformemente em todo subconjunto compacto de r/,. 
Demonstração: i) Vamos proceder como em [9]. 
Primeiro observe que existe a E (O, 1) tal que u, E Cl.<'(rl), pelo Teorema 1.0.8. Defina 
!J : lR -+ lR por 
{ 
f(u), 
h(u) := 
o, 
Sendo u, 2: O, não identicamente nula e 
caso contrário. 
pelo Teorema 1.0.9 temos u, > O em ri e além disso ~:· < O sobre orl, isto é, 
{ 
u, 
ôu~ < Ü 
!Jv ' 
> o, em 
sobre an. 
Sendo <p 1 > O uma auto-função associada ao primeiro auto-valor ,\. 1 do operador 
p-Laplaciano em O, sujeito à condição de fronteira de Dirichlet então 
{ 
'Pl 
iJiJ"l < O. 
v 
> o, em n 
sobre an 
pelo Teorema 1.0.9. Consequentemente, existe .6 > O tal que para todo O < E :S <'o temos 
e, para 7J > O dado existe Cry tal que 
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(2.6) 
para todo x E rl~ := {x E r2: dist(x. àrl) > 1)}. Tome 'Pl tal que j! 'Pl \1= 1. Como u, é 
solução de (2.2) segue que 
E2 ( \Vu,\p-2 \lu,\l;pdx= {fl(u,)'f'dX, ln Jn (2.7) 
para toda 'P ?:: 0, 'P E W5•P([2). 
Em particular, para :p = :p1 temos 
(2.8) 
Afirmação: A expressão no lado esquerdo de (2.8) tende a zero quando E __, O. 
De fato, usando a desigualdade de Héilder bem como (2. 7) com 'P = u,(x) e observando 
que O< u, :S a3 e !J(u,) :S C temos 
Portanto, 
Por (2.8) 
Defina 
< E2 (fni \lu, JP dx) (p-l)/p (fni V:p1 JP dx) l/p 
/ !J(u,)'P1dx __,O, quando E__, O. }, (2.9) 
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Daí. 
dry 1 h ( u,)dx :S l !1 ( u,):p1 dx < 1 h ( u,):p1 -... O, E -... O. 
~ n, n 
(2.10) 
Agora, suponha por contradição que existe C 1 > O e uma seqüência EJ --+ O tal que as 
medidas dos conjuntos 
Dry.j := {x E D": u,j(x) < a3 -ry} 
são limitadas inferiormente por C1 >O. De (2.10) segue que 
Observe que em ílry.j• por (2.6) e (2.11), temos 
(2.11) 
(2.12) 
Como h é limitada inferiormente por um número d > O no intervalo [Cry, a3 - ry], por 
(2.11) e (2.13) segue que 
o que contradiz (2.12). Portanto, I Dry,J I não é limitada inferiormente, ou seja, u,(x)-... a3 , 
quando E -+ O em todo subconjunto compacto de D. 
ii) Segue de maneira análoga ao caso positivo provado no item i). 
c 
Demonstração do Teorema 2.1.1: 
Segue imediatamente das Proposições 2.2.1 e 2.3.1, onde a primeira mostra a existência 
das soluções e a segunda mostra a convergência das mesmas. 
o 
Capítulo 3 
Existência de Soluções para uma 
Classe de Problemas de Neumann 
3.1 Introdução 
Neste capítulo, vamos estabelecer a existência de soluções não constantes e seu com-
portamento assintótico para o problema de :\eumann 
J -E26pu = f(u), X E íl 
l ~~ = 0, x E oíl, (3.1) 
onde 6p é o operador p-Laplaciano definido no espaço de Sobolev W 1,P(íl), E é um 
parâmetro positivo suficientemente pequeno, p :2: 2, íl C E?N ( N :2: 1) é um domínio 
limitado com fronteira suave, v é o vetor normal unitário exterior à fronteira de f!. As-
sumimos que a função f satisfaz as seguintes condições: 
(b1 ) f E C1([a,b],i't) e f(a) = f(b) =O; 
( b2 ) Existem exatamente 21 -'- 1 zeros de f, 
com l = 1. 2, 3, ... tais que 
f'(ai) <O, se i é ímpar: 
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O principal resultado deste Capítulo é o seguinte: 
Teorema 3.1.1 Suponha que f satisfaz as condições (bi), (b2) e (b3 ). Então existe Eo >O 
tal que para todo O< E< Eo.· o problema (3.1) tem pelo menos l soluções não constantes 
satisfazendo 
onde l = L 2, 3, .... 
Observação 3.1.2 O Teorema 3.1.1 continua verdadeiro se considerarmos os a;s nega-
tivos para todo i 2 3. ou seja, a= a21~1 < ... < a3 < a2 =O < a1 = b. A hipótese a2 = O 
não é essencial, apenas facilita a apresentação. 
3.2 Caso Particular 
Nesta seção, vamos provar o caso particular do Teorema 3.L1, ou seja, f satisfaz as 
seguintes condições: 
( B2 ) Existem exatamente três zeros de f, 
tais que 
j'(a1) <O, J'(as) <O; 
(B3) 
' f(t) 
l!m I ' 2 >O. t-o t
1
P- t 
Teorema 3.2.1 Suponha que f satisfaz as condições (B1), (B2 ) e (B3). Então existe 
e0 > O tal que para todo O <E < Eo, o problema (3.1) possui uma solução u, não constante 
satisfazendo 
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Para provar o Teorema 3.2. L vamos utilizar alguns resultados que provaremos a seguir. 
Lema 3.2.2 Dada uma função f satisfazendo as condições (BI), (B2 ) e (B3 ). existem 
funções de classe C 1 h : ( -x, aJ] --+ lR4 , h : [a3 , +x) --+ R- e números reais TI: e 31 
satisfazendo as seguintes condições: 
(iii) TI: e 31 são tais que 
1al 110 1 !J(t)dt = . f(t)dt,=, ry1 I a: ll' h(t)dtl= [' f(t)dt 
e para todo tE [O, 1] temos 
e 
Demonstração: Inicialmente mostramos a existência de T/l· Tornemos 
Assim, 
d O= dt(a(t)) = (1- 2t)a1 + a3 - a1 = -2ta1 + a3 
se, e somente se, t = 2:~ . Além disso, 
a(=) 2ar 
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Sendo a 1 <O e ~;o(t) = -2a1 segue que 
é valor mínimo de o ( t). Finalmente definamos 
2 
·- a3 ? fJ1 .- - + ~a1. 4a1 
Para mostrar a existência de /31 tomemos 
3(t) := t(1- t)a3 + (a.3 - aJ)t + a1. 
:\atamos que 
O= :t (3(t)) = (1- 2t)a3 + a3 - a 1 
se, e somente se, t = 1 - ~. Logo 
{3(1- 2.1_) = 2a, 
Sendo ~; !J(t) = -2a.3 e a.3 > O temos 
é valor máximo de ,3. Agora tomemos 
Pelas escolhas de f)1 e .!31 temos 
e para todo tE [0, 1], 
25 
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Agora, vamos mostrar a existência de h. 
Tomemos g(t) = f'(a 1 )(t- a 1) e 6, 6 funções de classe C 1 tais que 6 = 1 numa 
vizinhança de a1, 6 = 1 numa vizinhança de ry1, 6 ( t) + 6 ( t) = 1 para todo t E [171, a 1] e 
f' g(t)6(t)dt < ll f(t)d+ 
Agora escolhamos r > O tal que 
1a:[r6(t)g(t) + 6(t)g(t)]dt = ,1° f(t)dtj. 1"/1 I a1 t 
Definamos /1 : ( -oo, a1] __, JR+ por 
{ 
r6(t)g(t) +6(t)g(t), 
h (t) := 
r f'(a 1)t- rad'(a1), 
:\ otamos que para t ::; ry1 o gráfico de h é a reta tangente à h no ponto ( ry1, h ( ry1)). 
Portanto, h E C 1, h(a1) = f(a1), f{(a 1) = f'(a1), fl(t) >O para todo tE (ry1.a1) e 
1a1 f1(t)dt = 11° f(t)dtl. '71 i a1 I 
Finalmente, mostramos a existência de h-
Tomemos g(t) = f'(a3)(t- a3 ) e 6, 6 funções de classe C 1 tais que /;J = 1 numa 
vizinhança de a3, 6 = 1 numa vizinhaça de .81: 6 (t) + Ç2(t) = 1 para todo tE [a3, ;31] e 
1 L3' g(t)ô(t)d+ la, f(t)dt. 
Agora escolhamos r > O tal que 
11 r31 [rÇ2(t)g(t) + 6(t)g(t)]dtl= la' f(t)dt. la, I O 
Definamos h : [a3 , +oo) -> JR- por 
{ 
r6(t)g(t) + 6(t)g(t).·, 
h(t) := 
r f' ( a1 )t rad' ( a1). 
:\otamos que para t 2: (31 o gráfico de fz é a reta tangente à h no ponto (PL /2(31)). 
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Portanto, h(a3) = f(a3), J6(a3) = j'(a3), h(t) <O, para todo tE (a3. 31) 
11:1 h(t)d+ [' f(t)dt, 
o que prova o lema. 
o 
Como conseqüência do Princípio do Máximo temos 
Lema 3.2.3 Se u,(x) é uma solução não constante para o problema de i'.feumann 
](u), x E í1 
(3.2) 
0, X E oíl, 
onde f: R --> R é a função trancamento definida por 
f(t) := /J (t), t:; 01 
h(t), t 2: 03, 
e / 1 e h são definidas no Lema 3.2.2. Então a 1 :; u,(x):; a3 , ou seja, u, é solução não 
constante do problema de Neumann (3.1). 
Demonstração: 
Iniciamos provando que u,(x) :; a3. De fato, seja 
e 
:\' otamos que 
Daí, segue-se 
{ 
u,(x)- a3, se 
v(x) := 
O, se 
l, fvvfP :; o. 
u,(x) 2: a3 
u,(x) < a3 
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Logo !vvi = O. ou seja, v = constante. Como u, é não constante, existe x E í2 com 
u,(x) < o3 , ou seja, v(x) =O. Assim, v= O. Portanto, u,(x):::; o3 , para todo x E í2. 
Agora vamos mostrar que o1 :::; u,. De fato, seja 
e 
Como 
segue-se 
{ 
u,(x)- o 1, u,(x):::; a 1 
w(x) := 
O, u,(x) > o1 
í2_ := {x E í2: u,(x):::; ol}. 
1 jvwiP:::; o. 
Isto implica jvwl = O. ou seja, w = constante. Como u, é não constante existe x E l1 
com u,(x) > o1, isto é, w(x) =O. Assim, w =O. Logo, u,(x) 2: o1, para todo x E !1. Isto 
completa a prova do Lema. 
D 
Assim, pelo Lema 3.2.3, segue que uma solução para problema (3.2) é também uma 
solução para o problema (3.1), pois f= f no intervalo [o1 , o3 ]. Portanto, provar o Teorema 
3.2.1 é equivalente provar o Teorema a seguir. 
Teorema 3.2.4 Suponha que f satisfaz as condições (BJ), (B2) e (B3). Então existe 
e0 > O tal que para todo O < E < e0 , o problema (3.2) possui uma solução u, não constante. 
:\a demonstração do Teorema 3.2.4 utilizaremos uma versão do Teorema do Passo da 
Montanba [14]. Para isto consideremos J,: W1·"(í2) -+ lR'. o funcional de Euler-Lagrange 
associado ao problema (3.2) definido por 
J,(u) := E
21 lvul"dx -1 F(u)dx, 
p 11 11 
onde 
F(u) := [ f(t)dt. 
Pelas imersões de Sobolev temos que J, está bem definido. Além disso, usando argu-
mentos usuais verifica-se que J, E C 1(W1·"(í2), JR'.). Assim, 
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logo, pontos críticos de J, são soluções fracas do problema (3.2). 
Lema 3.2.5 O funcional J, satisfaz a condição de compacidade de Palais-Smale. 
Demonstração: 
Seja (un) C Y,VLP(rl) uma seqüência de Palais-Smale para o funcional J" isto é, 
Logo 
e 
e 
para todo v E W 1·P(rl) onde On--> O, n--> x. 
Afirmamos que (un) é limitada. De fato, definamos 
Por ( 3.4) temos 
je2 1I'VvniPdx -1 J(un)vndxj::; 5nllvnll· 
Como J(un)::; -C em rl1, segue que 
Definamos 
e2 1I'Vvn!Pdx +C 1 VndX :S: 5nllvnll 
C 1 Vndx :S: On llvn 11. 
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(3.3) 
(3.4) 
(3.5) 
(3.6) 
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Logo, llu:nll = 1. Tomando subseqüências podemos assumir que u:n --'- u: em W 1,P(fl), 
U:n -+ U' em LP('íl) e U:n(x) -+ w(x) para quase todo x E fi. Dividindo (3.6) por llvnil 
temos 
C 1 U:ndX ::; On· 
Passando o limite e levando em conta que Wn 2: O, temos que 
C r u:dx =O, ln 
donde w = O quase sempre em fi. 
Logo. w = O. Dividindo (3.5) por l'ivn li segue que 
Passando o limite quando n --. oc obtemos 
Por outro lado, 
Assim. 
pois 
jtu:niPdx---+ r lw/Pdx =O. 
n lo 
DaL multiplicando e dividindo (3. 7) por llvn llp-l obtemos 
11 ( v ) lp ! , 11p-l 2 , n livn 11 E v -11 -, - 1, . dx n 11-Lnd \ 
(3.7) 
(3.8) 
Assim, por (3.8) segue que llvn li -+ O, quando n -+ oc. Consequentemente, llvn li ::; C. 
Agora, definamos 
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O. se 1)1 2: un(x) 
e 
l)e (3.4) temos 
e 
Logo, 
Como p > L então 
Finalmente, consideramos a seqüência 
O, caso contrário 
e o conjunto 
í13 := {x E í1: Un(x) :5 1)1 < 0}. 
l)e (3.4) obtemos 
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IE2 h j'Vrn[Pdx- t. Í(un)rndx:::; onllrnll. 
Sendo Í(un) 2 C em 03 e Tn <O temos 
Assim. 
Tomemos 
( -rn) 
U'n := 1/rnli . 
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(3.9) 
(3.10) 
Logo, llwnll = 1 e Wn 2 O. Daí, para uma subseqüência segue que Wn -" w em w·1·P(O), 
U'n--+ w em IJ'(fl). Logo, Wn-+ w quase sempre em O. Dividindo (3.10) por ilrnll temos 
C!. WndX :::; On-
Passando o limite quando n --+ x segue 
o que implica 
C f wdx:::; O, J[l 
t. w =o. 
Logo. w =O pois, Wn 2 O. Dividindo (3.9) por llrnl\ obtemos 
Passando limite quando n --+ x temos 
Sendo 
(3.11) 
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temos 
(3.12) 
DaL multiplicando e dividindo (3.11) por llrnllp-J temos 
Assim, por (3.12) segue que llrn/1--+ O, n--+ x. Consequentemente. llrnll :S C. 
Seja Un := Vn + Zn + Tn. Então 
ou seja, ( un) é limitada em rl. 
Como r2 é limitado, então para uma subseqüência Un = un, ~ u em vVLP(rl) e Un --+ u 
{: sep < N se p 2: N. 
Logo, un(x)--+ u(x) quase sempre em rl. 
Usando o Teorema 1.0.15 temos que 
Logo, 
/'Vun/P- 2\lu'V;p--+ /'Vu/P- 2\lu'V;p q.t.p. em rl, 'i ;p E W1·P(í2). 
Como un --+ u em La(rl) pela desigualdade de Hi:ilder obtemos 
fnii'Vun/p- 2'Vun 'V ;p/ :S 1/'Vun/p-l/'V;p/ 
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Assim, pelo Teorema da Com'ergência Dominada tem-se 
Por outro lado, 
e 
onde h E La(rl). Portanto, pelo Teorema da Convergência Dominada 
Assim. J, satisfaz a condição (P.S). 
D 
Lema 3.2.6 O funcional Je é limitado inferiormente. 
Demonstração: Seja 
com 
(]3 .- {x E rl: O :S u(x) :S a3}, 
(]4 .- {X E fl : a3 < u( X) < OC}, 
rls .- {x E í2: a 1 :S u(x) :S 0}, 
(]6 ·- {x E í2: -oc < u(x) < a 1}. 
Daí, como u é limitada em íh e í15 temos 
h, F(u)dx -
< c 
e 
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L, F(u)dx - 1 F(u)dx + 1 F(u)dx 
Ds D6 
< C. 
Assim, 
r F(u)dx = r F(u)dx + r F(u)dx <c. Jn Jn, Jn2 
Daí, 
J,(u) 
2: -C. 
Portanto, J, é limitado inferiormente. 
D 
Para provar o próximo lema vamos usar o Teorema 1.0.13. 
Lema 3.2.7 a;, i ímpar, é mínimo local estrito de J, em W 1·P. 
Demonstração: Primeiramente vamos mostrar que J, tem um mínimo local em a; na 
topologia C 1 . Assim, seja o > O tal que 
F( a,) 2: F(t), para it- a; I <o, 
e u E C 1 tal que 
llu(x)- a;lb = max{ju(x)- a;!, iu'(x)- a;!} :S o. 
Afirmamos que existe r; > O tal que 
íl" := {x E íl: ju(x)- a;!> r;} 
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tem medida positiva. 
De fato, seja u E C1(íl), u ';é a;. Então, existe x0 E íl tal que u(x0 ) =J a,. Logo, existe 
ry > O tal que 
u(xo) > a,+ Ti 
ou 
u(x0 ) < a,- ry. 
Equivalentemente, 
[u(xo)- ai[ > Ti· 
Pela continuidade da função u existe uma bola Bt(x0 ) tal que 
[u(x) ai[> ry, V x E Bt(xa). 
Portanto, f20 tem medida positiva. 
Agora, definamos 
c1 := max{Í\a;- ry), F( a;+ ry)}. 
Sendo a; um máximo local estrito de F temos 
f F(u)dx = Jn r i(u)dx + 1 F(u)dx Jn" fl\no 
r F(a,)dx. Jn 
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Portanto, 
= .c r jvujP- r F(u)dx 
P Jn Jn 
> -1 F(u)dx 
= J,(a;), 
isto é, a; é um mínimo local estrito de J, na topologia C 1. 
Pelo Teorema 1.0.13 a; é um mínimo local de J, na topologia W1·P(f2). 
Sem perda de generalidade, podemos supor que a; é mínimo local estrito de J, em 
W 1·P(fl). Caso contrário, para todo 6 > O, existe v6 E W1·P(f2) tal que 
J,(vs) = J,(a;). 
Logo, v6 é um ponto crítico de J, em w·1·P(f2). 
o 
Usaremos argumentos de [7] para obter o próximo resultado. 
Lema 3.2.8 Se a é um mínimo local estrito de J, isto é, 
J,(a) < J,(u) (3.13) 
para todo u E W1·P(f2) tal que O < !lu- a!l < 60 para algum 60 > O. Então, para todo 
O< a< 6o, 
inf{J,(u): u E W1·P(f2) e llu- ali= a}> J,(a). (3.14) 
Demonstração: 
Suponha por contradição que o ínfimo em (3.14) é igual a J,(a) para algum a com 
O < a < 60. Assim, existe uma seqüência Un E WLP(fl) com llun ali = a e, digamos, 
J,(un) :S J,(a) + 2~2 • Defina 
A:= { u E W 1·P(f2) :a- 5 :S I lu- ali :S a+ 6}, 
Existência de solução para problema de Neumann 38 
onde i5 > O é escolhido de forma que O < a- i5 e a+ i5 < i50 . Pela hipótese de contradição 
e (3.13) segue que 
inf{Jc(u): u E A}= J,(a). 
Aplicando o Princípio Variacional de Ekeland em A para cada n temos que existe uma 
seqüência Vn E A tal que 
(3.15) 
(3.16) 
e 
(3.17) 
:\.Iostraremos a seguir que Vn é uma seqüência (P.S) para J, em W1·P(f2), isto é, 
J,(vn) :S C (isto segue de (3.15)) 
e 
(3.18) 
Provado (3.18), segue-se que Vn possui uma subseqüência convergente. Denotando 
essa subseqüência Vn por Vn temos que Vn ---+v em W 1·P(f2). Observamos que v E A, pois 
A é completo. Logo, v E W 1·P(f2) e satisfaz llv- ali= a e J,(v) = J,(a), o que contradiz 
(3.13). 
Para concluirmos a demonstração provaremos que J;( vn) ---+ O, quando n ---+ x, para 
isto fixamos n > t• tomamos w E W 1·"(f2) e u, .- Vn + tw. Para lti suficientemente 
pequeno Ut = Vn + tw E A. De fato, definamos 
< llvn- Unll + ';lun ali 
< l+a 
n 
< 5 + Ct. 
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Por outro lado, 
ilvn- ali > 'la- u 11 - ilu -v li 1 n ; n n,
> a- 5. 
Assim, podemos tomar u = u, em (3.17), e então para t > O, 
(3.19) 
< ~t lltwj[. 
Tomando limite em (3.19) quando t-+ O segue que 
Consequentemente, 
[(J;(vn),w)l::; ~lfwfl, V w E W 1·P(O). 
n 
Assim, J;(vn) -+ O, n -+ oc. o que prova (3.18). Assim, a demonstração do lema está 
completa. 
Demonstração do Teorema 3.2.4: 
e 
Defina 
[:={h E C([ü, 1], W1·P(O)): h(O) a1 e h(1) = a3} 
Pelo Lema 3.2.8 
{, := inf max J,(h(t)). 
hEf tE[O,lj 
Af, := inf max J,(h(t)) >c= max{J,(a!), J,(a3 )}. 
hEf tE[O,lj 
c 
Como J, satisfaz a condição (P.S), segue-se do Teorema 1.0.12 que existe fi ponto 
crítico de J, tal que 
J,(fi) = '(,. 
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Além disso, u é do tipo passo da montanha, pois se os pontos críticos de J, não são 
isolados em TV1,P(Q) então existe uma infinidade de pontos críticos de J,. Como a1 e a3 
são mínimos locais estritos então u f a1 e u f a3 . Portanto para mostrar a existência 
de um ponto crítico não constante de J, basta mostrar que'' < O, pois J,(O) =O, o que 
implica u f O. 
Afirmamos que /, < O. De fato. consideremos B C 0 a bola aberta de centro zero e 
raio R e definamos 
l v,(x), xEB uo(x) := u;,(x), x E !l\B, 
onde v,(x) é a solução positiva para o problema de Dirichlet (2.1) em B e u;,(x) é a solução 
negativa para o problema de Dirichlet (2.1) em (0\B) U 3(0\B) . 
Como 0 E C 1 e as funções v" u;, E l.J'(íl), segue-se pela Proposição JX.18 de [2] que 
Uo E w·l,P(fl). 
Agora, dado E > O consideremos o caminho 
h,(t) := t(1- t)uo(x) + (a3- aJ)t +a), em r. 
Queremos mostrar que existe Eo > O, suficientemente pequeno tal que para todo 
0 <E< Eo 
maxJ,(h,(t)) <O. 
t_20 
Suponha por contradição, que não existe tal Eo > O. Então para todo Eo > O, existe 
E< Eo tal que 
J,(hc(t,))?: O, 
para algum t, E [O, 1]. Seja (Ek) uma seqüência tal que 
lim Ek =O, J,(h,k(t,k))?: O, OS lim t,k =aS 1. 
k-+x k-+0 
(3.20) 
Para simplificar a notação façamos Ek = E e t,k = t. Então, tomando qualquer bola aberta 
BC 0, temos 
J,(h,(t)) - .c r i'Vh,(t)IPdx + E2 r I'Vh,(t)iPdx- r F(h,(t))dx 
PjB Pln\B ln 
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Sendo 
e 
temos 
J,(h,(t)) = - ] tPfl t\P ,...._ _.-... ' -' l r f( v,)v,dx + r f( w,)w,dx 
P Js Jn\B 
Como v, _, a3 quando E _, O uniformemente em todo subconjunto compacto de B e 
1L', _, a1 quando E_, O uniformemente em todo subconjunto compacto de ri\B, temos 
e 
lim r j( v,)v,dx = o 
E-0 J B 
lim r f( w,)w,dx = o. 
<-0 ln\B 
Tomando limite em (3.21), pelos fatos acima e pelo Teorema da Convergência Dominada 
segue-se que 
lim,-o J,(h,(t)) - lim,_o [- J. F(t(1 t)u0(x) + (a3- a1)t + aJ)dx] 
onde IAI é a medida de Lebesgue de um conjunto A C lR'v Pelas hipóteses sobre 1, Lema 
3.2.2, temos 
e 
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(3.23) 
Como 
T/1 < a(l- a)a1 + (a3- a1)a + a1 < 81 
e F se anula somente em 7)1 , O e 31 então se (3.22) e (3.23) forem iguais a zero segue-se 
que 
isto é. 
a(l- a) =O, 
ou seja, a= O ou a= 1. Logo F(aJ) =O ou F(a3) =O. Então a 1 =O ou a3 =O, o que é 
impossível. Consequentemente, 
ou 
-F(a(l- a)a1 + (a3- aJa+ aJ) <O. 
Portanto, 
o que contradiz (3.20). Assim, 'f, < O. 
o 
Corolário 3.2.9 Seja f satisfazendo (FJ), (F2 ) e (F3) e seja u, a solução não constante 
do problema (3.1) tal que J,(u,) = "(,. Então 
Existência de solução para problema de I\eumann 43 
Demonstração: Pela demonstração do Teorema 3.2.4 existe um número E1 positivo tal 
que 
para todo tE [0, 1], onde 
h,1 (t) = t(1- t)uo(x) + (a3- a1)t + a1, 
com u0 definida na demonstração do Teorema 3.2.4. Portanto. para todo O< E< E1, 
para todo tE [O, 1]. Pelo Teorema do Valor Intermediário existe t, E [O, 1] tal que 
h" (t,) = u,(x), 
pois, hq (O)= a1, h" (1) = a3 e a1 ::; u,(x)::; a3. Consequentemente, 
para algum t, E [O, 1]. Portanto. 
o 
Demonstração do Teorema 3.2.1: 
Segue imediatamente do Teorema 3.2.4 e Lema 3.2.3, como observamos logo após a 
demonstração do Lema 3.2.3. 
o 
3.3 Demonstração do Teorema Principal 
l\ esta seção, vamos apresentar a prova do Teorema principal deste capítulo utilizando 
os resultados acima provados. 
Demonstração do Teorema 3.1.1: 
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Para cada I= 1, 2, .... considere a função J: [a21 _ 1 - a21 , a 2z., .. 1 - a 21] --+ B'. de classe C1 
definida por 
f(t) := f(t + a21l· 
Então pelo Teorema 3.2.1, o problema 
f( v), em ri 
(3.24) 
= O. sobre àíl 
tem uma solução não constante v1(x) tal que 
a21-1- a21 < v1(x) < a21+l- a21, 
onde v= u- a21. Assim, u1 v1 + a 21 é uma solução não constante para o problema (3.1) 
com a21-1 < u1 < a21+1· 
Logo, existem pelo menos l soluções para o problema (3.1) satisfazendo 
o 
3.4 Comportamento Assintótico de uma Classe de 
Soluções 
Nesta seção, vamos estabelecer o comportamento assintótico da solução não constante 
do problema (3.1), determinada no Teorema 3.2.1. 
Teorema 3.4.1 Seja f satisfazendo as condições (B1), (B2) e (B3 ) e seja u, a solução 
não constante do problema (3.1). Dado algum i5 >O, seja 
!Y(e,i5) := {x E íl: O< u,(x) <o< a3 } 
contendo uma bola aberta B(x.w'(e,o)) centrada em algum ponto x = x(e,o) E n+(e,S) 
cujo raio w*(e, 5) é o máximo dos raios das bolas abertas contidas em Q+(e, o). Então 
lim w*(e, o)= o. 
,_o 
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Demonstração: 
Seja O < 5 < a3 . Suponha por contradição que 
limw'(ul) =f. O. 
c-0 
Então existe uma seqüência convergente { w'( Ek, 5)} tal que 
lim w'(Ek,o) =as> O. 
k-x 
Isto significa que, para cada Ek >O, existe um ponto xk = x(Ek, 5) E n+(Ek, 5) tal que a 
bola B(xk. as), centrada em um ponto Xk com raio as, está contida em n+(Ek> o). 
Observamos que u, é uma supersolução do problema de Dirichlet 
{ 
-E~Dpu = f(u), em B(xk.as) 
u = O, sobre fJB(xk, as). 
(3.2.5) 
Afirmação: Existem Eko e /3 > O tais que /3'P1 é subsolução para o problema (3.25) para 
todo O< Ek ::; Ek0 , onde 'P1 é a auto-função associada ao primeiro auto-valor À1 do opera-
dor p-Laplaciano sujeito à condição de fronteira de Dirichlet. 
De fato, seja 
"~ = lim f(t) 
' t-O IW 2t. 
Segue-se de (B3) que dado 61 > O, (tome 51 < 1), existe to > O tal que para I t I:S t 0 
tem-se 
Então 
f(t) 
I t lp-2 t' v i t I< to. (3.26) 
Seja 'Pl > O uma auto-função do p-Laplaciano associado ao primeiro auto-valor À1. 
Tome ./3 > O tal que 
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e 
Daí, por (3.26) 
ou seja, ,8cp1 é subsolução para o problema (3.2.5). Portanto, existem Eko >O e ,8 > O tais 
que (3<p1 é subsolução para o problema (3.25) para todo O< Ek::; Eko· 
Assim, pelo Teorema 2.1.1 sabemos que o problema (3.25) tem uma solução minimal 
u* com 8cp 1 ::; u* ::; u, e tal que u* __, a3 em todo subconjunto compacto de B(xk, a 8) 
quando Ek __,O. Isto contradiz o fato que 5 < a 3 . 
D 
Observação 3.4.2 Se escolhermos uma bola aberta E= B(x, w*(E, 5)) centrada em al-
gum ponto x = x(E, 5) cujo raio w'(E, 6) é o máximo dos raios das bolas em 
W(e, 6) = {x E D: a1 < -6 < u(x) <O} 
podemos provar de maneira análoga que 
lím w* (e, 6) = O. 
,_o 
Observação 3.4.3 Por uma translação, podemos observar que o Teorema 3.4.1 e Ob-
servação 3.4.2 estabelece o comportamento assintótico de qualquer solução u1(x) determi-
nada no Teorema 3.1. 1. 
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3.5 Exemplos 
Exemplo 3.5.1 Seja f: lR-+ R definida por 
O gráfico de f para p=5 é 
I 4[ 
I ,, 
I 
! \ /\1 v \ ' -J' 
-4· \ 
para p=lO é 
+ ? i/ 
v 
Então, f satisfaz as hipóteses (b1), (b2) e (b3) para l 
a3 = 1. 
De fato, 
(i) É fácil ver que os únicos zeros de f são: -1, O e 1. 
(ii) Observe que 
J'(u) = 
[ (p-l)uP-2(p-puP)+uP-1 ( -p2up-l )] (1-l-uP)-puP-l ( uP-1 (p-puP)) 
(l+uP) 
o, 
[ ( -l)P- 2 (p-1 )uP-2p( 1-( -l)PuP)-:-( -l)P-2up-lp( -( -l)PpuP-1) 1 (1 +( -1 )PuP) 
(1+( l)PuP)2 
( -l)P-2uP-l p(l-( -] )PuP)( ( -J)PpuP-1) 
(1-i-( l)PuP) 
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O e 
seu> O 
seu= O 
seu< O. 
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Assim, 
lim J'(t) = lim f'(t) =O. 
t-o'"f" t-o-
Seja, 
lim J'(t) =O= f(O), 
t~O 
ou seja, f' é contínua no zero. 
Claramente, f' é contínua para todo x E O com u(x) #O. 
Portanto, f E C1(0). 
(iii) Note que 
(iv) Finalmente, observe que: 
f( ~1) = f(O) = f(1) =O, 
2 j'(~1) = !'(1) =~!!_<o 2 . 
. f(t) hm ~1 ~. - 2- = p > O. t-o w- t 
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Portanto, as hipóteses (B1), (B2) e (B3) são satisfeitas. Assim, pelo Teorema 3.2.1 
existe Eo >O tal que o problema de Neumann 
iuiP-2u(p-piuiP) 
(H-IuiP) em O 
sobre ao. 
tem uma solução não constante a 1 :::; u, :::; a3 para todo O < E < Eo e p ;::: 2. 
Exemplo 3.5.2 Seja f : R --+ R definida por 
f(u) = u(a- u 2), 
onde a E IR~. Então, f satisfaz as hipóteses (b;), (b2 ) e (b3 ) com l = 1, ou seja, f satisfaz 
as hipóteses (BI). (B2) e (B3) com a1 = -ft, a2 =O e a3 = ft. 
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De fato, 
(i) É fácil ver que os únicos zeros de f são -y'a, O e fo. 
(ii) Claramente f é C1(rl). 
(iii) Observe que 
(iv) Se p = 2 temos 
f'(-Va) =!'(Vã)= -2a <O, 
f( -Vã)= f(O) =f( Va) =O. 
. f(t) hm -
1 
-
1 
- 2- = a > O. t~o t p- t 
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Portanto, as hipóteses (B!), (B2) e (B3 ) são satisfeitas se p = 2. Assim, pelo Teorema 
3.2.1 existe Eo > O tal que o problema de Neumann 
{ 
-E26u = u(a- u 2 ), em O 
~~ = o, sobre an. 
tem uma solução não constante a1 ::; u,(x)::; a3 para todo O< E< Eo. 
Exemplo 3.5.3 Seja f: [-r., (21- l)r.]-> iR definida por 
f(u) = sen(u). 
Logo, f satisfaz as hipóteses (bl), (b2 ) e (b3) para 
p = 2, 1 = L 2, 3, ... e 
a 1 = -1r < a2 =O< a3 =" < ... < a2z (21 2)7r < a21+1 (21 l)1r. 
De fato, 
(i) Claramente os únicos zeros de f no intervo [-1r, (21- l)1r] são 
-1r, O,"· 2r., 3Tr, ... , (21- l)1r 
(ii) A função f é C1 em [-1r, (21- l)1r]. 
( iii) Sabemos que 
f(-Tr) = f(O) = f(1r) = f(27r) = ... = f[(21-l)r.] =O, 
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J'(-K) = j'(rr) = J'(3r.) = ... = j'[(2l-1)r.J = -1 <O. 
(iv) Também sabemos que 
l. f(t- a21) 1. sen(t- a21) 1. sen(t) 1m = 1m = 1m = 1 > O. t~a2J t - a2t t--a2l t - a2l t--0 t 
Assim, pelo Teorema 3.1.1 existe Eo >O tal que o problema de Neumann 
{ 
-E26u = sen(u), 
àu = O 
av ' 
em O 
sobre ilíl, 
tem pelo menos l soluções não constantes satisfazendo 
para todo O < E < Eo. 
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Capítulo 4 
Existência de Soluções Radiais para 
uma Classe de Problemas 
Quaselineares com Condição de 
Dirichlet 
4.1 Introdução 
I\ este capítulo, vamos usar o método de Iteração :'vionotônica e argumentos de [9] para 
estabelecer a existência de soluções e seu comportamento assintótico quando E _, O para 
o problema de Dirichlet na forma radial 
{ 
-E2(r"lu'l 8u')' = r'1 f(u), 
u'(O) = u(R) =O, 
em (O, R) 
onde O < R < oc e o, ~f, .8 são números reais dados tais que ~~ 2 o e (] 2 O. 
Vamos assumir que a função f satisfaz as seguintes condições: 
( c2 ) Existem exatamente três zeros de f, 
tais que 
j'(ai) <O, j'(a3 ) <O; 
( 4.1) 
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. f(t) 
hm,---13 >O. t-o 
1
t t 
Consideremos o espaço de Banach XR das funções absolutamente contínuas 
u : (0. R) --+R tais que u(R) =O e 
e2foR r"iu'(r)IB+2 < x. 
Designaremos a norma em XR por: 
( 
{R ) 1/(B-,.2) 
iiullxR := e2 Jo r"ju'(r)1 3- 2dr 
Aqui, entendemos por uma solução fraca de (4.1). uma função u E XR tal que 
e2 r r"iu')Bu<p'dr- r r~f(u)<pdr =O, v 'P E XR, ~ ~ 
ou seja, uma solução fraca do problema ( 4.1) é um ponto crítico do funcional 
E2 foR , foR . I,(u) := -. -. - r"lu'l3-,.2dr- r 1 F(u)dr, 
3-t-2 o o 
onde F(u) =foR f(t)dt. 
O principal resultado deste capítulo é o seguinte: 
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Teorema 4.1.1 Seja f satisfazendo as condições (c1), (c2) e (c3 ). Então dada qualquer 
bola B(O, r1) C B(O, R), O < r1 < R, existe Eo > O tal que para todo O < E :::; e0 , o 
problema de Dirichlet 
{ 
-E2(r"lu'l 3 u')' =r' f(u), em (O. r1) 
u'(O) u(rJ =O, 
(4.2) 
tem uma solução positiva O < u,(r) < a3 em [0, rd tal que u, -+ a3 quando E _, O uni-
formemente em todo subconjunto compacto de (O, ri). Além disso, o problema de Dirichlet 
{ 
-E2(r"lu'j 3 u')' = r'1 f(u), em h. R) 
( 4.3) 
u(r1 ) = u(R) =O, 
tem uma solução negativa a1 < v,(r) < O em h, R] tal que v, --+ a1 quando e -+ O 
uniformemente em todo subconjunto compacto de (r1, R). 
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4.2 Propriedades dos Espaços XR, L~ 
Apresentaremos aqui algumas definições, resultados de imersões e propriedades do 
primeiro auto-valor que serão úteis na demonstração do Teorema principaL 
Seja q ?: 1 e e > 1. Denotamos por L~ = L~(O, R) o espaço de Banach das funções 
mensuráveis à Lebesgue u : [O, R] -> iR tais que 
(1R r8 lu(rWdr)l/q < oo. 
Designamos a norma em L~ por: 
lluiiL: := ( 1Rr8 lu(rWdr) l/q. 
Associado a cada espaço XR e cada peso e definimos o expoente crítico 
• (B+1)(6+2) q . = -'----'-':----'-
. a-.6-1 ' ( 4.4) 
sob a hipótese que 
a- 6-1 >O. (4.5) 
O resultado seguinte aparece em Kufner-Opic [19]. 
Proposição 4.2.1 Seja u: (0, R] ->iR uma função absolutamente contínua. Se u(R) =O 
e 
(i} para 1 ::; .6 + 2 ::; q < oo temos: 
(1} a > .6 + 1, e ?: ash - q~:2l) - 1, ou 
(2} a::; 6-+-1, e> -1, 
(ii) para 1 :S q < .6 + 2 < oo temos: 
(1} a> .6 + 1, e > ash- q~:2l) - 1, ou 
(2} a::; {3 + 1, e> -1, 
então 
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Prova: Veja Proposição 1.0 de [6]. 
o 
Os resultados acíma mostram que as imersões XR C L~ são contínuas se q :S q' e 
e> - .3 - 1 > O. Se e> - .3 - 1 :S O estas imersões são verdadeiras para todo q < oc. Se 
e> - 3 - 1 > O usando um argumento do tipo Arzelá-AscolL temos que as imersões são 
compactas se q < q'. Conseguentemente, temos o seguinte resultado: 
Proposição 4.2.2 Assuma que e>- .3- 1 > O. Então o espaço XR está continuamente 
imerso em L f, e está compactamente imerso em L~ se q < q* e O < R < oc. 
Prova: Veja Proposição 1.1 de [6]. 
Agora, considere a seguinte equação: 
{ 
-(r"Ju'(rWu'(r))' = r 8 f(r, u), 
u'(O) = u(R) =O, 
onde f : [0, oc) x IR ---> IR é contínua e 
em (0, R) 
lf(r, u)J :S cJuJP-l +c, para qualquer u E R, O :S r :S R, 
com_p satisfazendo a condição 
e c> O. 
3+2:Sp:S (8+1)(3+2) 
o-.3-1 
Uma função u E XR é uma solução fraca de (4.6) se, e somente se, 
1Rr"Ju'J~u'v'dr= 1Rr8 f(r,u)vdr, paratodavEXR-
Uma função u E XR é uma solução integral de (4.6) se 
-r"Ju'(r)J3u'(r) = 1R s8 f(s, u(s))ds para r E [0, R] quase todo ponto. 
o 
(4.6) 
(4.7) 
(4.8) 
Proposição 4.2.3 Assuma que as condições ( 4. 7) e ( 4.8) são satisfeitas. Uma função 
u E XR é uma solução fraca de (4.6) se, e somente se. é uma solução integral. 
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Prova: Veja Proposição 2.1 de [6]. 
Proposição 4.2.4 Assuma que as condições (4.7), (4.8) e 
e > a - 1 são verdadeiras. Então qualquer solução fraca de ( 4.6) pertence a 
C 2 (0, R) n C 1·"[0. R]. 
Prova: Veja Proposição 2.2 de [6]. 
Lema 4.2.5 O espaço de Banach XR é uniformemente convexo. 
Prova: Considere a aplicação linear \li : X R __, L3+2 definida por 
e observe que 
li'T'( )liiJ+2 i'±' U 1L3+2 
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D 
Como \li é um isomorfismo isométrico do espaço de Banach XR sobre um subespaço 
fechado do espaço uniformemente convexo L 13+2 , segue que XR é uniformemente convexo. 
Consederemos o seguinte problema de auto-valor 
{ 
Lu= Àr5lui 6u, em (0, R) 
u'(O) = u(R) =O, 
onde Lu:= -(r"!u'!6u')' e À E IR. 
Pela Proposição 4.2.2 segue que a imersão XR C L~+2 é contínua se 
$+2< (5+1)(8+2). 
- a-.8-1 · 
isto é, se a- .8 2 ::; o, e é compacta se a- .8- 2 < o. 
O principal resultado sobre o problema (4.9) é: 
D 
(4.9) 
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Proposição 4.2.6 O ínfimo 
lR r"lu'(r)lil+2dr 
À 1(R) := inf ::...· "-0 R.,------
uEXH\{0) 1 r'iu(r)!3+2dr 
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é atingido por uma função ;p1 E XR, e À1 (R) é um auto-valor do problema (4.9). Além 
disso, ;p1(r) #O para r E [O, R] {assim podemos escolher uma ;p1 >O em [O, R)j, À1(R) é 
o menor auto-valor de ( 4.9) e é simples. 
Prova: Veja Proposição 3.1 de [6]. 
D 
4.3 Princípios de Comparação 
]\'esta seção apresentamos alguns resultados que utilizaremos na prova de nosso 
teorema. 
Definição 4.3.1 Uma função :g E XR n L';' é dita subsolução para o problema (4.1) se 
:g'(O) =O, :g(R) ::; O. 
Uma função u E X R n L';' é dita supersolução para o problema ( 4.1) se 
(u)'(O) =O, u(R) 2: O. 
Usaremos o seguinte princípio de comparação: 
Lema 4.3.2 Considere g : !R ---> !R, uma função contínua e crescente. tal que g(O) = O e 
funções u1, u2 E XR n L';' tais que, para toda rjJ E XR, ó 2: 0 
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Então u2 S u1 quase sempre em (O, R). 
Demonstração: 
Seja o= (u2 - u1)+ E XR- Então, como g é crescente temos: 
Logo, (u2 - u 1)+ =O quase sempre em (0, R), ou equivalentemente, Uz S u 1 quase sempre 
em (O, R). 
o 
Lema 4.3.3 Seja g : R ---+ R, uma função contínua e crescente, tal que g(O) = O. Então, 
toda função h E L~' (0, R), onde q' é o expoente conjugado de q, ou seja, ljq + 1/q' = 1 o 
problema 
{ 
-e2 (r"ju'jilu')' + g(u(r)) =h( r), r E (0. R) 
u'(O) = u(R) =O 
( 4.10) 
admite uma única solução fraca u E XR. Além disso, o operador associado T : L~ __, XR, 
h r-+ u é contínuo e não decrescente. 
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Demonstração: 
i) Existência 
Seja 
2 lR lR lR ó(u) := -_3 f r"lu'l 3-'-2dr + G(u)dr- h(r)udr, 
-,-2o o o 
onde 
G(u) = [ g(t)dt 
o funcional associado ao problema ( 4.10). 
Afirmação 1: 9 é coercivo. 
De fato, 
cjJ(u) - 3~211uli 3+2 + {R G(u)dr- r h(r)udr 
· lo lo 
2: 3~2 llull 3+2 -lR h(r)udr. 
Portanto, ó(u) ~ +oc quando ilull--+ +oc, ou seja, d; é coercivo. 
Afirmação 2: 6 é fracamente semicontínuo inferiormente (s. c. i.). 
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De fato, seja Un -" u em XR. Como XR está imerso compactamente em L~, para 
q < q* := q* = h~~á~:2), pela continuidade do operador de "\emytskii G(un)--+ G(u) em 
L:1 tem-se 
w(un) := lR G(un)--+ v(u) := lR G(u) 
sempre que Un -" u em XR. Portanto, 1p é s. c. i. e consequentemente d; é s. c. i .. 
Assim, existe uo E XR tal que 9(uo) = minuEXR <;>(u). 
ii) Unicidade 
Sejam u1o u2 E XR soluções fracas do problema (4.10), ou seja, 
( 4.11) 
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e 
E2 f\·"'iu;iflu;):p'dr + r g(u2):pdr- {R h(r):pdr =O, v 'P E XR. lo lo -~ ( 4.12) 
De (4.11) e (4.12) temos: 
E 2 1R[(ralu~lflu~)- (r"'!u;/ 3 u;)]:p'dr + 1R[g(ul)- g(u2)]:pdr =O. 
Escolhendo :p = ( u 1 u2)+ e usando o fato que g é crescente, obtemos: 
o = 
+ L?.uz [g(ul)- g(u2)](u1- u2)+dr 2: O. 
Assim, ( u1 - u2)+ = O quase sempre em (0, R), ou seja, u1 :::; u2 quase sempre em 
(0, R). 
Fazendo :p = (u2- ui)+ e usando o fato que g é crescente, obtemos: 
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o 
Consequentemente, (u2- u 1)+ =O, ou seja, u2 :S u 1 quase sempre em (0, R). 
Portanto, o problema (4.10) possuí uma única solução fraca u E XR. 
O fato de T ser não decrescente segue do Lema 4.3.2. 
4.4 Existência de Soluções 
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o 
:\esta seção, mostraremos a existência de soluções para o problema ( 4.1), usando 
argumentos de mínímízação. 
Proposição 4.4.1 Seja f satisfazendo as condições (c!), (cz) e (c3). Então dada qualquer 
bola B(O. r 1) C B(O. R), O < r 1 < R, existe e0 >O tal que para todo O< e :S e0 , o problema 
de Dirichlet ( 4.2), ou seja, 
{ 
-e2(r"'lu'i 3u')' = r"1 f(u), 
u'(O) = u(r1) =O, 
em (O, ri) 
(4.13) 
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tem uma solução positiva O < u,(r) < a3 em [0, r!]. Além disso, o problema de Dirichlet 
(4.3), ou seja, 
{ 
-E
2(r"lu'l 6u')' = .r'f(u), 
u(r1 ) = u(R) =O. 
tem uma solução negativa a 1 < -c,(r) <O em h, R]. 
(4.14) 
Demonstração: Iniciamos provando a existência de solução positiva para o problema 
(4.13), para isto usamos argumento de truncamento. Seja !J: JR.-+ JR. definida por 
{ 
f(u), se O:::; u:::; a3 
!J(u):= 
O, caso contrário. 
Agora, consideramos o seguinte problema auxiliar: 
{ 
-E2(r"iu'i 5u')' = r"'!J(u), em (O,rl) 
u'(O) u(r1) =O. 
Usando ( cJ), temos que existe M > O tal que 
é monótona crescente. O problema (4.15) é equivalente ao problema 
{ 
-E2 (r"lu'l3u')' + Mu =r'~ !J(u) + Mu, em (0, r 1) 
u'(O) =uh) =O. 
( 4.15) 
( 4.16) 
Assim, vamos mostrar a existência de uma solução positiva para o problema ( 4.16) usando 
o método de sub e supersolução. Mostraremos isto em três etapas. 
Etapa 1: A função u(r) = a3 , para r E [O, r 1] é uma supersolução do problema (4.16). 
De fato. 
Etapa 2: Construção de uma subsolução para o problema (4.16). 
Seja 
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a= lím !I(t) 
t-0 itj$t 
e ,\1 é o primeiro auto-valor do operador Lu:= -(r"ju'j3u')' sujeito à condição de fronteira 
de Dirichlet. Segue-se de (c3 ) que dado 6 E (0, a), existe t 0 >O tal que para todo I t I:S: to 
temos que 
Então 
a- 6 < !J(t) para todo '1 tI< to. 
- 1 t 1st, ( 4.17) 
Seja 'Pl > O uma auto-função do operador Lu definido acima, associada ao primeiro 
auto-valor À1. Tome .81 >O tal que 
e 
Daí, por ( 4.17) 
h (!31 'P1) 
a - li ::; .,--::...::..:.~-=-
1 .81 'Pl 13 !31 :Pl . 
Escolhendo Eo > O tal que E5À 1 ;~ < a - 6 tem-se 
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ou seja, .81:p1 é subsolução para o problema (4.16). Provamos então que existem Eo >O e 
/31 >O tais que ,31:p1 é subsolução para o problema (4.16) para todo O< E::; Eo. 
Etapa 3: Vamos mostrar que o problema ( 4.16) possui uma solução minimal u, (res-
pectivamente maximal u'), tal que ,31'{1 = g::; u, ::; u = a3 . Vamos proceder como em 
[5]. Considere o conjunto 
[g.u] := {u E L~(O,rl): g(r)::; u(r)::; u(r) q.t.p. em (O.r1)} 
com a topologia de convergência quase sempre, e defina o operador 
s : [g, u] __, L~ 
por 
Sv = r'r h(v) + Ivlv E L~(O, r 1 ) c L~' (O, ri), v v E [g, u], 
onde q' é o expoente conjugado de q, isto é, 1/ q + 1/ q' = 1. Assim, S é não decrescente e 
limitado. Além disso, dados Vn, v E [:?L, u] com Vn---+ v quase sempre em (0, r 1) temos 
l rl IISvn-Svllh= 0 lr'~fl(vn)+lVlvn-r'~fl(v)-Mvlqdr. 
Pelo Teorema da Convergência Dominada, obtemos 
11 Svn- Sv IIL~-+ O, 
ou seja, S é contínuo. Agora, considere o operador contínuo não decrescente 
definido por 
F:= ToS, 
(onde T é o operador contínuo e não decrescente definido no Lema 4.3.3, isto é, para uma 
função v E [:?L, u], F( v) é a única solução fraca do problema de valor de fronteira 
{ 
~E2 (r'"lu'! 3u')' + 1v1u =r'~ fl(v) + Mv, em 
u (O) = u(r1) = O. 
( 4.18) 
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Escrevendo 
u1 = F(yJ e u 1 = F(TI) 
obtemos que para toda :p E XR, :p > O, 
1T' (r' fi (y_) + My_):pdr 
e 
::0: [' r" I (TI)' I~ (TI)' y:/ dr + [' MTirpdr, 
Aplicando o Lema 4.3.2 e usando o fato que F é não decrescente obtemos 
y_ ::0: F(y_) ::0: F(u) ::0: F(TI) ::0: TI, q.t.p. em (O,r1), V u E [y_,TI]. 
Repetindo o mesmo argumento podemos provar que existem duas seqüências (un) e (un) 
satisfazendo 
u0 = TI , un+l = F(un) 
Uo = Y. , Un+! = F(un) 
e para toda solução fraca u E [y_, TI] do problema ( 4.16) obtemos 
Como (un) é uma seqüência não decrescente e limitada superiormente e (un) é uma 
seqüência não crescente e limitada inferiormente então 
Existência de solução para problema de Dirichlet 65 
quase sempre em (O, rl), com u, u' E [g, TI], eu. :S u' quase sempre em (0, r!), Sendo 
pela continuidade da F, temos 
u" u' E XR com u, = F(u,) e u* = F(u'), 
o que completa a prova, pois F(u,) e F(u') são soluções fracas de (4,18), Assim, u, é 
solução minimal fraca (respectivamente u' maximal fraca) do problema (4,16) tal que 
Em particular, toda solução fraca u E [g, TI] do problema ( 4, 16) satisfaz 
u,,Su,:Su*, 
quase sempre em (0, rl), Como as soluções u, e u* estão entre O e a3 então u, e u* são 
soluções do problema (4,13), Portanto o problema (4.13) possui uma solução u, := u, 
para todo O < E :S <'o tal que u, E [81 :p1, a3]. 
Para provar a existência da solução negativa v,(r) para o problema (4.14) a qual está 
entre a1 e O basta considerar a função truncamento h : lR --> lR definida por 
{ 
f(u), 
h(u) := 
o, 
e resolver o seguinte problema 
caso contrário, 
{ 
-E2(r"fu'f 8u')' = r"1 h(u), em h, R) 
u(rJ) = u(R) =O. 
Consideramos aqui, À1 como o primeiro auto-valor do problema 
{ 
-(r"fu'f 3u')' = Àr5 fuf 8u, em h, R) 
u(r1 ) = u(R) =O 
e :p1 > O a auto-função associada ao primeiro auto-valor >.1 . 
A demonstração segue de forma análoga ao caso positivo provado em (a), o 
Existência de solução para problema de Dirichlet 66 
4.5 Comportamento Assintótico de urna Classe de 
Soluções Radiais 
:\esta seção, vamos estabelecer o comportamento assintótico das soluções dos problemas 
( 4.2) e ( 4.3) quando E --+ O. 
Proposição 4.5.1 Seja O < u,(r) < a3 uma solução positiva do problema (4.2) e seja 
a 1 < v,(r) <O uma solução negativa do problema (4.3). Então 
i) u, --+ a3 quando E --+ O uniformemente em todo subconjunto compacto de (O, r 1); 
ii) v,--+ a1 quando E--+ O uniformemente em todo subconjunto compacto de (r1, R). 
Demonstração: i) Vamos proceder como em [9]. 
Primeiro observe que existe ll E (0, 1) tal que u, E C 1·"(0, r 1), pela Proposição 4.2.4. 
Defina h : IR --+ IR por 
{ 
f(u), se O::; u::; o3 
h(u) := 
O. caso contrário. 
Sendo h 2: O e não identicamente nula pelo Lema 3.2 de [6] temos 
{ 
u, > o, 
u' < O. 
' - . 
em (O, rJ) 
em (O,rr). 
Sendo :p1 > O uma auto-função associada ao primeiro auto-valor À1 do operador Lu := 
(r"iu'i 3 u')' em (0, rr) sujeito à condição de fronteira de Dirichlet então 
{ 
'P. 1 > o, 
•n' < O, 
-n - . 
em 
em 
(0, rr) 
(0, rr) 
pelo Lema 3.2 de [6]. Consequentemente, existe /31 > O tal que para todo O < e :S: Eo 
temos 
e, para T/ > o dado existe c~ tal que 
u,(r):::: c~> o, ( 4.19) 
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para todo r E ílry :={r E (O, r1): dist(r, r1) > 1J}. Tome :p1 tal que 11 :p1 11= 1. Como u, 
é solução de (4.15) segue que 
E2 1r' ra I u; 13 u;:p'dr = 1r' r' /J(u,):pdr, 
para toda 'P 2: O, 'P E XR. 
Em particular, para 'P = :p1 temos 
l Tj 1Tj E2 r"' I u; 13 u::p;dr = r'!J(u,)cp!dr. .o o 
Afirmação: A expressão no lado esquerdo de ( 4.21) tende a zero quando E ._, O. 
( 4.20) 
( 4.21) 
De fato, usando a desigualdade de Hêílder bem como (4.20) com 'P = u, e observando 
que O < u, ::; a3 e !J ( u,) ::; C temos 
( r' ) (.8+1)/ 3+2 < CE2 ~ Jo r'1 ]J(u,)u,dr 
Portanto, 
Por (4.21) 
( 4.22) 
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Defina 
Daí, 
dry l r'!J(u,)dr~ l r1 !J(u,):pldr< rr'1!J(u,)'PJ-+0, E-+0. Jn, lo, Jo ( 4.23) 
Agora, suponha por contradição que existe C1 > O e uma seqüência Ej ---+ O tal que as 
medidas dos conjuntos 
flry,J :={r E Ory: u,J(r) <as -1)} 
são limitadas inferiormente por C1 > O. De ( 4.23) segue que 
Observe que em flry.J, por (4.19) e (4.24), temos 
( 4.24) 
( 4.25) 
Como fi é limitada inferiormente por um número d > O no intervalo [Cry, as - 1)], por 
(4.24) e (4.26) segue que 
lj = l . r1 !J(u,J)dr:?: d l r1 dr = dC:?: d'jrlry,JI:?: d'CL 
Jn,.J ln'>].J 
para qualquer O < d' ~ ,;c,, o que contradiz ( 4.25). Portanto, I rlry,j I não é limitada 
~~·ry.J i 
inferiormente. ou seja, u,(r) ---+ as, quando E ---+ O em todo subconjunto compacto de 
(0, r1). 
ii) A demonstração do comportamento da solução negativa de (4.3) segue de maneira 
análoga ao caso positivo provado em i). 
o 
Demonstração do Teorema 4.1.1: 
Segue imediatamente das Proposições 4.4.1 e 4 .. 5.1, onde a primeira mostra a existência 
das soluções e a segunda mostra a convergência das mesmas. 
o 
Capítulo 5 
Existência de Soluções Radiais para 
uma Classe de Problemas 
Quaselineares com Condição de 
Neumann 
5.1 Introdução 
:\"este capítulo, vamos estabelecer a existência de soluções não constantes para o 
problema de Neumann na forma radial 
{ 
-E2(r"!u'[8 u')' =r'~ f(u), 
u'(O) = u'(R) =O 
em (0, R) 
(5.1) 
onde O < R < x e a, (3, í são números reais dados tais que í 2': a e ,8 2': O. A função f 
satisfaz as seguintes condições: 
(h) f: [a, b] __.R é uma função de classe C 1 , onde a e b são zeros de f: 
(h) Existem exatamente 21 + 1 zeros de f, 
com l 1, 2, 3, ... tais que 
f' (ai) < O, se i é ímpar: 
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(h) 
l. f(t- a2z) lill I 13 ) > 0. t-a,, ,t- a2z · (t- a2z 
Consideremos o espaço de Banach XR das funções absolutamente contínuas 
u : (0, R) -+ JR tais que 
Designaremos a norma em XR por: 
Por uma solução fraca de (5.1), entendemos uma função u E XR tal que 
ou seja, uma solução fraca do problema (5.1) é um ponto crítico do funcional 
2 lR lR I,(u) := _(3E r"lu'l 3+2dr- r"'F(u)dr, 
+ 2 o o 
onde F(u) = lR f(t)dt. 
O principal resultado deste Capítulo é o seguinte: 
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Teorema 5.1.1 Suponha que f satisfaz as condições (!J), (fz) e (h). Então existe e0 >O 
tal que para todo O< e< e0 , o problema (5.1) tem pelo menos l soluções não constantes 
satisfazendo 
onde l = L 2. 3 ..... 
Observação 5.1.2 O Teorema 5.1.1 continua verdadeiro se considerarmos os a;s nega-
tivos para todo i ?: 3, ou seja, a = a2l-'-l < ... < a3 < a2 = O < a 1 = b. A hipótese a 2 = O 
não é essencial, apenas facilita a apresentação. 
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5.2 Caso Particular 
Nesta seção, vamos provar o caso particular do Teorema .5.1.1, ou seja, f satisfaz as 
seguintes condições: 
(F2 ) Existem exatamente 3 zeros de f, 
tais que 
. f(t) hm~ >0. 
t-0 ltl t 
Teorema 5.2.1 Suponha que f satisfaz as condições (F1), (F2) e (F3 ). Então existe 
e0 > O tal que para todo O < e < e0 , o problema (5.1) possui uma solução u,(r) não 
constante satisfazendo 
Para provar o Teorema 5.2.1, vamos utilizar alguns resultados que provaremos a seguir. 
Lema 5.2.2 Dada uma função f satisfazendo as condições (F1), (F2) e (F3 ), existem 
funções de classe C1 h : ( -oo, a1] ---" JR+, h : [a3, +oc) __, JR'.- e números reais 1)1 e 7h 
satisfazendo as seguintes condições: 
(i) h(al) = f(al), f{(al) = f'(al) e h(t) >O para todo tE [?Jl,al]; 
(ii) !2(a3) = f(a3), f~(a3) = j'(a3) e h(t) <O para todo tE [a3,rh]; 
(iii) 1)1 e 'ih são tais que 
f' h(t)dt = lt f(t)d+ ll'h h(t)dtl= t' f(t)dt 
I a3 lo 
Existência de solução para problema de Neumann 72 
e para todo t E [O, 1; temos 
e 
Demonstração: Inicialmente mostramos a existência de 771 . 
Tomemos 
li(t) := t(1- t)a 1 + (a3 - a1)t + a1 . 
Assim. 
d- . O= dt (a(t)) = (1- 2t)a1 + a3 a1 = -2ta1 + a3 
se, e somente se, t = ;;, . Além disso, 
Sendo a1 <O e ~:a(t) = -2a1 segue que 
é valor mínimo de li( t). Finalmente definamos 
aª 7!1 := - + 2a1· 
4a1 
Para mostrar a existência de 'Ph tomemos 
;'\otamos que, 
d -O= dt (8(t)) = (1- 2t)a3 + a3 - a 1 
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se. e somente se, t = 1 - !f-, Logo. 
, ~a3 
3 (1 - ..!!L) = 2a3 
Sendo ~:3(t) = -2a3 e a3 >O temos 
é valor máximo de 3. Agora tomemos 
Pelas escolhas de rJ1 e riJ temos 
e para todo t E [O, 1], 
Agora vamos mostrar a existência de f 1 . 
Tomemos g(t) = J'(a1 )(t- a1 ) e 6, 6 funções de classe C 1 tais que 6 = 1 numa 
vizinhança de a1 , 6 = 1 numa vizinhança de ry1 , Ç1(t) + 6(t) = 1 para todo tE [171 , ai] e 
Agora escolhamos s > O tal que 
f' [s6(t)g(t) + Ç1(t)g(t)]dt = ll f(t)dt[, 
Definamos f1 : ( -oo, ai] --+ JR+ por 
Existência de solução para problema de Neumann 
{ 
s6(t)g(t) + Ç1(t)g(t), 
fl (t) := 
sf'(al)t- sad'(al), t ~ T/J· 
:\"otamos que para t ~ 1)1 o gráfico da h é a reta tangente à h no ponto (rJ1, j 1(ry1)). 
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Portanto, !1 E C 1, h(al) = f(aJ), f{(al) = j'(a1), !J(t) >O para todo tE (171, ai) e 
! al 110 I h(t)dt = i j(t)dti. "71 I a1 I 
Finalmente, mostraremos a existência de h-
Tomemos g(t) = j'(a3)(t- a3 ) e é,t, 6 funções de classe C1 tais que 6 = 1 numa 
vizinhança de a3, 6 = 1 numa vizinhança de 'f/1 , 6 (t) + 6(t) = 1 para todo tE [a3 , 'f/1] e 
llryl g(t)Çl(t)dt)< la' j(t)dt. 
I a3 1 Ü 
Agora escolhamos s > O tal que 
IJ'h [sé,z(t)g(t) + 6 (t)g(t)]dt/1 = r' f(t)dt. 
I a3 lo 
Definamos h : [a3, +oc) -;. IR- por 
{ 
s6(t)g(t) + é,t(t)g(t), 
h(t) := 
sj'(a1)t- sad'(aJ), 
Notamos que para t 2: 'f/1 o gráfico da h é a reta tangente à h no ponto ('f/1,h('f/1)). 
Portanto, h E C1 h(a3) = j(a3), ff(a3) = j'(a3), fz <O para todo tE ('f/1,a3) e 
lf'ij1 h(t)dt
1
1= la' j(t)dt. 
I a3 O 
Como conseqüência do Princípio do :'viáximo temos: 
Lema 5.2.3 Se u, é uma solução não constante para o problema de Neumann 
o 
{ 
-e2 (r"lu'j 3u')' =r~ f(u), em (0, R) 
u'(O) = u'(R) =O, 
(5.2) 
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onde f: IR ----+ R é a função truncamento definida por 
f(t) := fi(t), t::; a1 
fz(t), t 2: a3, 
e h e h são definidas no Lema 5.2.2. Então a 1 ::; u,(r) ::; a3 , ou seja, u, é solução não 
constante do problema de Neumann (5.1). 
Demonstração: Iniciamos provando que u,(r)::; a3 . De fato, seja 
e 
[l+ :={r E (0, R): u,(r) 2: a3}. 
Notamos que 
Daí, segue-se 
1R r"iv'l8+2 ::; O. 
Logo I v' I = O, ou seja, v = constante. Logo, como u,(x) é não constante existe r E (0, R) 
com u,(r) < a3 , isto é, v(x) = O. Assim, segue que v = O. Portanto, u,(r) ::; a3 , para 
todo r E (0, R). 
e 
Agora vamos mostrar que a1 ::; u,. De fato, seja 
Como 
{ 
u,(r)- a1, u,(r)::; a1 
w(r) := 
O, u,(r) > a 1 
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Daí. segue-se 
r r"lw'l!l+2 :::; o. J'.l 
76 
Isto implica lw'i = O, ou seja, u· = constante. Logo, como u, é não constante existe 
r E (0, R) onde u,(r) > a 1, isto é, u·(x) =O. Assim, segue que w =O. Então concluímos 
que u,(r) 2: a 1, para todo r E (0, R). Isto completa a prova do Lema. 
D 
Assim, provar o Teorema 5.2.1 é equivalente provar o Teorema a seguir. 
Teorema 5.2.4 Suponha que f satisfaz as condições (FI), (F2 ) e (F3 ). Então existe 
e0 >O tal que para todo O< e< e0 , o problema (5.2) possui uma solução u, não constante. 
!\a demonstração do Teorema 5.2.4 utilizaremos uma versão do Teorema do Passo 
da :\Iontanha [14]. Para isto consideremos J, : XR -+ JR o funcional de Euler-Lagrange 
associado ao problema (5.2) definido por 
e2 1R 1R -J,(u) := -.!3 r"'lu'l 8+2dr- r-'F(u)dr, 
+ 2 o o 
onde 
F(u) := [ f(t)dt. 
Pelas imersões de XR em L~ temos que J, está bem definido. Além disso, usando argu-
mentos usuais verifica-se qu~ J, E C1(XR, JR). Assim, 
logo, pontos críticos de J, são soluções fracas do problema (5.2). 
Lema 5.2.5 O funcional J, satisfaz a condição de compacidade de Palais-Smale. 
Demonstração: 
Seja ( un) C XR uma seqüência de Palais-Smale para o funcional J, isto é, 
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Logo. 
e 
para todo v E XR onde On -+O, n-+ oc. 
e 
Afirmamos que (un) é limitada. De fato, definamos 
Por (5.4) temos 
IE2 1R r"lv~li3+Zdr -1R r~J(un)vndrl::; Onllvnii-
Como f(un)::; -C em 111 , segue que 
E
2 1R r"lv~l 8+2dr +C 1R r'1vndr ::Õ Onllvnll 
C 1R r'1vndr ::Õ Onllvnll-
Definamos 
v n 
U'n := llvnll' 
(5.3) 
(5.5) 
(5.6) 
Logo, llwnll = 1. Tomando subseqüência podemos assumir que Wn --' w em XR, Wn -+ w 
em L~ e wn(r)-+ w(r) para quase todo r E (0, R). Dividindo (5.6) por llvnll temos 
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j ·R C 
0 
r~wndr :'Õ Ón· 
Passando o limite e levando em conta que Wn 2: O, temos que 
C foR r'wdr =O, 
donde w =O quase sempre em (0, R). Dividindo (5.5) por llvnil segue que 
foR lv' 1'3+2 foR V 2 et• n d C -, n d <;; f r 'I . '.' r+ · r -11 -. -1, r _ un. O iVn!) O 'Vn:l 
Passando o limite quando n -+ x obtemos 
foR lv' 18+2 2 o:l n O f r " . 11 -+ . O ][Vn 1 (5.7) 
Por outro lado, 
(5.8) 
Assim, 
pOIS 
foR r"lwn!3+ 2dr-+ foR r"lwl3+2dr =O. 
Daí, multiplicando e dividindo (5.7) por llvnll 8+1 
!i v II 3+1E2 foR r"/. (...32::._) '1!3+2 dr = li v JLB+IE2 foR r"lw' 1' 3+2dr _.,O 
' n llv '11 , nil n . O I I n O 
Assim, por (5.8) segue que llvn!l-+ O quando n-+ x. Consequentemente, llvnll ::; C. 
Agora, definamos 
Zn(r) := O, se ry1 2: Un(r) 
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e 
0.2 :={r E (0, R): TJI :S Un(r) :S 77J}. 
De (.5.4) temos 
Logo, 
li' 11:3+2 = E2 1Rr"'lc' ::J+2dr +1R r"'lz 1 8 + 2 dr < C+ 5 'lz I' 1 "'n11 1""nl , n _ nl n I· 
o o 
Como .B ?: O, então 
Finalmente, consideramos a seqüência 
se Un(r) :S TJ1 
caso contrário 
e o conjunto 
0.3 :={r E (0, R): Un(r) :S TJ1 < 0}. 
De (5.4) obtemos 
Sendo [(un)?: C em 0.3 e tn <O temos 
(5.9) 
Assim, 
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Tomemos 
( -tn) 
Wn := !ltn !I . 
80 
(5.10) 
Logo, llwnll = 1 e Wn 2': O. DaL segue que Wn ~ w em XR, U'n---+ w em L~. Logo, Wn---+ w 
quase todo ponto em (0, R). Dividindo (5.10) por l[tnli temos 
C 1R r~Wndr :'Õ Ón. 
Passando limite quando n --> oo segue 
o que implica 
1R r~w =O. 
Logo, w =O pois, Wn 2': O. Dividindo (5.9) por iltnll obtemos 
2 an d'C O nd<ô' 1R [t' ,.8+2 1R (-t ) E o r lltnll r -r o r litJf r- n· 
Passando limite quando n --> oo temos 
2 o: n ........,. 1R ft' [B+2 E o r [[tnll dr O. (5.11) 
Sendo 
temos 
(5.12) 
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Daí, multiplicando e dividindo (5.11) por lltnWJ+l temos 
litnii 3+1E2 foR r"] C 1 ~: 11 )f+2dr = iltnii 3~ 1 E2 foR r"[ C~:11 )'j 3+2dr- o. 
Assim, por (5.12) segue que lltnll-+ O, n-+ oc. Consequentemente, l!tnll :S C. 
Seja Un := Vn + Zn + tn. Então, 
llunll :'S C, 
ou seja, (un) é limitada em íl. Assim, J, satisfaz a condição (P.S). 
u 
Lema 5.2.6 O funcional J, é limitado inferiormente. 
Demonstração: Seja 
com 
íl3 ·- {r E (O, R): O :S u(r) :S a3}, 
íl4 - {r E (O, R): a3 < u(r) < oc}, 
íl5 - {r E (O, R): a 1 :S u(r) :S 0}, 
íl6 - {r E (O, R): -oc < u(r) < a1}. 
DaL como íl3 e íl5 são limitados temos 
< c 
e 
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< C+ l r'1 F(al)dr 
ll, 
< C. 
Assim, 
DaL 
> L 1R r'"'u' 13+2dx]- C 3+2 I I 
o 
:?: -C. 
Portanto, J, é limitado inferiormente. 
D 
Lema 5.2.7 ai, i ímpar, é mínimo local estrito de J, em XR. 
Demonstração: Primeiramente vamos mostrar que J, tem um mínimo local em ai na 
topologia C 1 . Assim, seja o > O tal que 
F( a,) :?: F(t), para [t-a, f < o 
e seja u E C 1 , u ii ai, tal que 
//u(r)- a;/b = max{fu(r)- ai[, /u'(r)- ai/}< o. 
Afirmamos que existe 1J > O tal que 
Ory :={r E (O, R): fu(r)- a;[> 17} 
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tem medida positiva. De fato, seja u E C1 (O, R), u t a,. Então, existe r0 E (O, R) tal que 
u(r0 ) f ai· Logo, existe 1) >O tal que 
u(ro) >ai+ 1) 
ou 
u(ro) <ai -1). 
Equivalentemente, 
Pela continuidade da função u existe uma bola B5(r0 ) tal que 
Portanto, Dry tem medida positiva. 
Agora, definamos 
c1 := max{F(ai -1)), F( a,+ ry)}. 
Sendo ai máximo local estrito de F temos 
Portanto, 
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> _rr''Í"(u)dr 
.Jo 
- J ia\ 
- E\ ih 
isto é, a, é um mínimo local estrito de J, na topologia C 1. 
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Tome a; = a3. Suponha por contradição que a3 é mínimo local de J, em C 1 e que 
a3 não é mínimo local em XR. Então para todo 7J > O suficientemente pequeno, existe 
v" E B" C J(R tal que 
(5.13) 
onde B" é a bola de centro a3 e raio 1), isto é, 
pois, B" é fracamente fechada e J, é limitado inferiormente em B". 
Assim, v" satisfaz a equação de Euler 
(5.14) 
ou seja, 
E21R r")v~) 3v~y' -1R r"~f(v")'P = /fry [E21R r")v~) 3v~<p' + 1R r"iv"- aú3(vry- a3)r.p], 
para toda 'P E XR e para algum multiplicador de Lagrange !Jry· 
Como v" é mínimo de J, em B" então /lry ::; O. 
Reescrevendo a equação acima temos 
(1-!Jry)E2 1R r")v~l!lv~<p' = 1R[r"~f(vry) + !Jryr"lv"- a3)s(v"- a3)]rp, V 'P E XR· (5.15) 
Assim, v" é solução fraca do problema 
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J -(1- JLry)<' 2 (r"lv~j 3v~)' = r"1f(v") + /.Lryr"lv" 
l v~( O) = v~(R) =O. 
Vamos mostrar que a1 :S L'ry(r) :S o3 , para todo r E (0, R). 
Afirmação 1: Vry é não constante. 
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(5.16) 
De fato, se r" -constante então v" = a3 , pois Vry--> a3 em XR, o que contradiz (5.13). 
Afirmação 2: Vry :S a3. 
e 
De fato, seja 
1
-c·ry(r)- 03. se vry(r) 2: 03 
v(r) := 
O. se vry(r) < a3 
Da equação (5.15) temos 
::; o. 
quase sempre pois, h(t) :S O, v 2: O, flry :S O. A função h é a função definida no Lema 
5.2.2. 
Daí, como (1- JLry) 2: O, E2 > O e v~ =v' temos 
1R r"lv'j3+2 :S O. 
Isto implica 1-c-'1 = O. ou seja, v = constante. 
Assim, se v"(r) 2: a3, para todo r E (O, R) segue-se que v= v"- a3. :'vias, O= lv'l = 
lv;l. Logo v"= constante. O que é uma contradição. 
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Portanto, existe algum r E (O, R) tal que vry(r) < a3 de onde segue que v(r) =O. 
Como vimos v = constante então segue que v(r) = O, para todo r E (0, R), ou seja, 
v" :S a3 para todo r E (O, R). 
Afirmação 3: a1 :S Vry· 
De fato, seja 
e 
De (5.15) sabemos 
{ 
vry(r)- aL.· vry(r) :S a 1 
w(r) := 
O. vry(r) > a 1 
íL :={r E (0, R): vry(r)::; ai}. 
:S O, 
quase sempre pois, / 1 ( t) 2: O, w ::; O, /Lry :S O, e ( Vry - a3) < O. A função / 1 é como definida 
no Lema 5.2.2. 
Daí, como (1 - /Lry) 2: O, E2 2: O e w' = v~ temos 
1 r"fw'[il-"-2 :S O. 
Isto implica fw'l = O, ou seja, w = constante. 
Assim, se vry(r)::; a~, para todo r E (0, R) segue-se que w = Vry- a1. Mas, O= fw'i = 
/v~[, ou seja, v"= constante. O que é uma contradição. 
Logo. existe algum r E (0, R) tal que vry(r) 2: a1 . Assim, w(r) = O. Mas, w -
constante. Então w =O, para todo r E (0. R), ou seja, Vry 2: a~, para todo r E (0, R). 
Portanto, das afirmações 2 e 3 temos 
isto é, 
sup [v"[ :S C*, 
(O.R) 
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onde C* é alguma constante positiva. 
Então pelo Teorema 2 de [20] temos que existe uma constante positiva() E (0, 1) tal 
que v" E cu e além disso, existe uma constante C > O dependendo somente de (0, R), 
C'. (] tal que 
Assim. pelo Teorema de Ascoli-Arzelá temos que existe uma subseqüência de (vry) que 
vamos continuar indicando por (v") tal que Vry -> a3 em C 1 Isto contradiz o fato de a3 
ser mínimo local de J, em C1 
De fato, a3 mínimo local de J, em C1 implica que 
para todo v E C 1 tal que O< llv- a3 lic1 <50 para algum 50 > O. Assim, como v"-> a3 
em C1 segue-se que 
Por outro lado, temos de (5.13) que J,(v") < J,(a3 ), para todo 71 >O suficientemente 
pequeno. Daí a contradição. 
Portanto, a3 é mínimo local de J, em XR. 
De maneira análoga prova-se que a 1 é mínimo local de J, em XR. 
Sem perda de generalidade, podemos supor que ai é mínimo local estrito de J, em XR. 
Caso contrário, para todo S > O, existe V0 E XR tal que 
Logo, v5 é um ponto crítico de J, em XR. 
o 
Usaremos alguns argumentos de [7] para obter o seguinte resultado. 
Lema 5.2.8 Se a é um mínimo local estrito de J, isto é, 
J,(a) < J,(u) ( 5.17) 
para todo u E XR tal que O< flu-a!! <50 para algum 50 > O. Então, para todo O< p <50 , 
inf{J,(u): u E XR e llu- ali = p} > J,(a). (5.18) 
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Demonstração: 
Suponha por contradição que o ínfimo em (5.18) é igual a J,(a) para algum p com 
O < p < 00 . Assim, existe uma seqüência Un E XR com ilun - ali = p e, digamos, 
J,(un) ::; J,(a) + ~- Defina 
A := { u E XR : p- o::; I lu- ali ::; p +o}, 
onde o > O é escolhido de forma que O < p - o e p + i5 < i50 . Pela hipótese de contradição 
e ( 5.17) segue que 
inf{J,(u): u E A}= J,(a). 
Aplicando o Princípio Variacional de Ekeland em A para cada n temos que existe uma 
seqüência Vn E A tal que 
e 
e 
I. .I 1 lvn- Uni :S: -, 
n 
1 J,(vn):S:J,(u)+-lln-vnll, V uEA. 
n 
Mostraremos a seguir que Vn é uma seqüência (P.S) para J, em XR, isto é, 
J,(vn)::; C (isto segue de (5.19)) 
(5.19) 
(5.20) 
( 5.21) 
(5.22) 
Provado (5.22), segue-se que Vn possui uma subseqüência convergente. Denotando 
essa subseqüência Vn por Vn temos que Vn ---+ v em XR. Observamos que v E A, pois A é 
completo. Logo, v E XR e satisfaz llv- ali= p e J,(v) = J,(a), o que contradiz (5.17). 
Para concluirmos a demonstração provaremos que J;( vn) ---+ O, quando n ---+ oo, para 
isto fixamos n > *' tomamos w E XR e u, := Vn + tw. Para ltl suficientemente pequeno 
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u, = Vn + tw E A. De fato. definimos 
< l-+-p 
n • 
< c5 + p. 
Por outro lado, 
> p-l 
n 
> p- 5. 
Assim, podemos tomar u = u, em (5.21), e então para t >O, 
lc('L'n )~JE (vn +tw) 
t 
< ,;, !ltwjj. 
Tomando limite em (5.23) quando t---> O segue que 
Consequentemente, 
!(J;(vn),w)j :s; ~jjwjj, V w E XR. 
n 
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(5.23) 
Assim, J;(vn) ---> O, n ---> x, o que prova (5.22). Assim, a demonstração do lema está 
completa. 
Demonstração do Teorema 5.2.4: Definamos 
e 
r:= {h E C([O, l],XR): h(O) = a 1 e h(l) = a3 } 
'(, := inf max J,(h(t)). 
hEr tE[Ü.lj 
D 
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Pelo Lema 5.2.8 
;, := inf ma:x: J,(h(t)) >c= max{J,(a 1), J,(a3 )}. 
hEI' tE[O,lj 
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Como J, satisfaz a condição (P.S), segue-se do Teorema 1.0.12 que existe TI ponto 
crítico de J, tal que 
J,(TI) = '), 
Além disso. TI é do tipo passo da montanha, pois se os pontos críticos de J, não são 
isolados em XR então existe uma infinidade de pontos críticos de J,. Como a1 e a3 são 
mínimos locais estritos então TI =I a1 e TI =I a3 . Portanto para mostrar a existência de um 
ponto crítico não constante de J, basta mostrar que;, < O, pois J,(O) = O, o que implica 
TI i O. 
Afirmamos que;, < O. De fato, consideremos E C (O, R) uma bola aberta e definamos 
{ 
v,(r), r E E 
uo(r) := 
w,(r), r E [0, Rj\B. 
onde v, é a solução positiva para o problema de Dirichlet ( 4.2) em E e w, é a solução 
negativa para o problema de Dirichlet (4.3) em [O, R]\E. 
Como (0, R) E C1 e v" w, E LP(O, R) segue-se que u0 E XR. 
Agora, dado E > O consideremos o caminho 
h,(t) := t(l- t)u0(r) + (a3 - a1 )t + a 1 , em r. 
Queremos mostrar que existe Eo > O, suficientemente pequeno tal que para todo O < 
E < Eo 
maxJ,(h,(t)) <O. 
Suponha por contradição, que não existe tal Eo > O. Então para todo Eo > O, existe 
E< Eo tal que 
J,(h,(t,))::::: o, (5.24) 
para algum t, E [0, 1]. Seja (Ek) uma seqüência tal que 
Para simplificar a notação façamos Ek = E e t,k = t. Então, tomando qualquer bola aberta 
E C [O, R], temos 
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Sendo 
e 
temos 
(5.25) 
Como v, -+ a3 quando E -+ O uniformemente em todo subconjunto compacto de B e 
w,-+ a1 quando E-+ O uniformemente em todo subconjunto compacto de fi\B, temos 
e 
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Tomando limite em (5.25), pelos fatos acima e pelo Teorema da Convergência Dominada 
segue-se que 
onde iA I é a medida de Lebesgue de um conjunto A C JRN Pelas hipóteses sobre T Lema 
5.2.2. temos 
(5.26) 
e 
(5.27) 
Como 
T/1 < e(l- B)a1 + (a3- a!)e + a1 < fh 
e F se anula somente em 1]1, O e 171 então se (-5.26) e (5.27) forem iguais a zero segue-se 
que 
isto é, 
e(l- e)a3 = e(l- e)a1· 
e(l- e)= o, 
ou seja, e= o ou e 1. Logo F(a1) =o ou F(a3) =O. Então a1 =o ou a3 =O, o que é 
impossível. Consequentemente, 
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ou 
Portanto, 
limJ,(h,(t)) <O, 
,~o 
o que contradiz (5.24). Assim, f< < O. 
o 
Corolário 5.2.9 Seja f satisfazendo (Fl), (F2) e (F3 ) e seja u, a solução não constante 
do problema (5.1) tal que J,(u,) f<· Então 
lim supJ, ( u,) < O. 
c~o 
Demonstração: Pela demonstração do Teorema 5.2.4 existe um número E1 positivo tal 
que 
para todo tE [O, 1], onde 
h'l (t) = t(1- t)u0 (r, El) + (a3 - a1)t + a1 , 
u0 é como definida na demonstração do Teorema 5.2.4. Portanto, para todo O < E < E1, 
J,(h,l (t)) ::; J,(h,Jt)) <o 
para todo tE [0, 1]. Pelo Teorema do Valor Intermediário existe t, E [O, 1] tal que 
Consequentemente, 
para algum t, E [0, 1]. Portanto, 
limsupJ,(u,) <O. 
,~o 
Demonstração do Teorema 5.2.1: 
Segue do Teorema 5.2.4 e Lema 5.2.3 
UNICArv1P 
BiBLIOTECA CENTRAL 
o 
o 
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5.3 Demonstração do Teorema Principal 
!'\esta seção, vamos apresentar a prova do Teorema principal deste capítulo utilizando 
os resultados acima provados. 
Demonstração do Teorema 5.1.1: 
Para cada l = 1. 2, .... considere a função J: [a21 _ 1 - a 21 , a 2z+ 1 - a 2t] -+IR de classe C 1 
definida por 
f(t) := f(t + azt)· 
Então pelo Teorema 5.2.1, o problema 
{ 
-E
2 (r"fv.'[1l+2 +v')'= r~ J(v). r E (O, R) 
v'(O) = v'(R) =O, 
tem uma solução não constante v1 (r) tal que 
a21-1- a21 < vz(r) < a21+1- az1, 
(5.28) 
onde v= u- azz. Assim, Ut = Vt + a21 é uma solução não constante para o problema (5.1) 
com a21-1 < Uz < a2l+1· 
Logo, existem pelo menos l soluções para o problema (5.1) satisfazendo 
5.4 Comportamento Assintótico de uma Classe de 
Soluções Radiais 
!'\esta seção, vamos estabelecer o comportamento assintótico da solução não constante 
do problema (5.1), determinada no Teorema 5.2.1. 
Teorema 5.4.1 Seja f satisfazendo as condições (FI), (F2) e (Fs) e seja u, a solução 
não constante do problema (5.1). Dado algum J >O, seja 
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rJ+(E,iL) :={r E (O. R): O< u,(r) < p < a3} 
contendo uma bola aberta B(r, u;*(e, 5)) centrada em algum ponto r= r(e, p) E rJ+(e, p) 
cujo raio u·*(e, p) é o máximo dos raios das bolas abertas contidas em n+(E, p). Então 
lim u;'(c p) =O. 
E-0 
Demonstração: 
Seja O < p < a3 . Suponha por contradição que 
lim ·w*(e, p) i- O. 
E-Ü 
Então existe uma seqüência convergente { u;* ( Eb p)} tal que 
Isto significa que, para cada Ek >O, existe um ponto rk = r(ek, p) E rJ+(Ek, p) tal que a 
bola B(rk, o~), centrada em um ponto rk com raio o~, está contida em rJ+(Ek, p). 
Observamos que u, é uma supersolução do problema de Dirichlet 
{ 
-e~(r"lu'l 3+2u')' = r'1j(u),r E B(rk,o~) 
u'(O) = u(r) O, r E 8B(rk, o~)-
(5.29) 
Afirmação: Existem Ek0 e ,81 > O tais que /31 cp1 é subsolução para o problema (5.29) 
para todo O < Ek :'Õ Ek0, onde cp1 é a auto-função associada ao primeiro auto-valor .\1 do 
operador Lu:= -(r"lu'l 3+2u')' sujeito à condição de fronteira de Dirichlet. 
De fato, seja 
. f(t) 
a=hm-11-B. t-o t. t 
Segue-se de (F3 ) que dado 51 > O, (tome 51 < a), existe to > O tal que para I t I:'Õ t0 
tem-se 
Então 
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a_ i5 < f(t) 
1 - I t le t' (5.30) 
para todo jtj < t 0 . Seja cp1 > O uma auto-função do operador L associada ao primeiro 
auto-valor .\ 1. 
Tome .31 > O tal que 
e 
DaL por (5.30) 
,31 (max 'P1) < as. (O,R) 
ou seja, (31 cp 1 é subsolução para o problema (5.29). Portanto, existem Eko > O e ,81 > O 
tais que (31cp1 é subsolução para o problema (5.29) para todo O< Ek::; Eko· 
Assim, pelo Teorema 4.1.1 sabemos que o problema (5.29) tem uma solução mínima! 
u' com (31 tp1 :S u* ::; u, e tal que u' -> a3 em todo subconjunto compacto de B(rk, a 1J 
quando Ek -+ O. Isto contradiz o fato que J.1 < a 3 . O 
Observação 5.4.2 Se escolhermos uma bola aberta B = B(x, w*(c, J.l)) centrada em al-
gum ponto r = r( E, J.1) cujo raio w' (E, f.1) é o máximo dos raios das bolas em 
W(e, J.l) ={r E (0, R): a1 < -jl < u(r, E) <O} 
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podemos provar de maneira análoga que 
lim w*(e, Jl) =O. 
c-0 
Observação 5.4.3 Por uma translação, podemos observar que o Teorema 5.4.1 e Ob-
servação 5.4.2 estabelece o comportamento assintótico de qualquer solução u1(x, e) deter-
minada no Teorema 5.1.1. 
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