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ABSTRACT
With rising electricity prices, forecasting water demand has become an essential part of the
success of any water utility. Numerous forecasting methods have been suggested, but none have
been able to characterize the unique consumer mixes that exist for every utility. This work
focuses on a water utility located in Essex County, Ontario, Canada. Examination of the utilities
consumer breakdown showed that almost 80% of their capacity was being consumed by
commercial greenhouse operations. Current forecasting practices in this region for this sector are
almost non-existent, assuming fixed demand for all greenhouse operations. This study presents
three papers that focus on evaluation and simplification of forecasting techniques for commercial
greenhouse operations. The first paper examines influential factors which drive greenhouse water
consumption, with an emphasis on practicality. The second paper evaluates several forecasting
model architectures ranging from elementary to complex in order to determine the most suitable
method(s). The third paper compares water usage between two crops (tomatoes and bell peppers)
in an effort to evaluate a crop to crop forecast technique that relies on one crops watering data in
order to produce forecasts for another crop.
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CHAPTER 1: Introduction
Background
It is well known that forecasting water demand effects everything from a water utilities daily
pumping schedules to future capacity/network expansion, but an often overlooked aspect is
allowable consumer demand. Incorrect demand forecasts can force the water utility to turn down
new consumers if their forecasts show greater usage than what is actually being consumed. This
appears to be the case for a water utility located in Essex County, Ontario, Canada. The utility is
at capacity according to their demand forecasts, but when effluent data is examined the utility is
using a maximum 65% of its capacity. Because of this disparity in forecasts versus actual
demand, the utility is forced to reject applications for new developments who wish to connect to
their network, which not only reduces revenue, but impacts future development of the region. The
study region is unique in that it possesses a large portion of commercial greenhouse operations,
which account for 78% of the utilities capacity. This poses a unique challenge when developing
demand forecasting model(s) as many studies focus strictly on residential water demand (Dong &
Zhou 2009; Tanverakul & Juneseok 2012; Gato et al. 2007; Bennett et al. 2013), with studies that
focus on agricultural water usage aiming at improving watering schemes and conserving water
rather than modeling demand (Bernier et al. 2010; Capraro et al. 2008; Orgaz et al. 2005; Ma et
al. 2013). This lack of research on greenhouse water demand combined with the fact that the
majority of the water utilities capacity is thought to be consumed by commercial greenhouses
prompted this study.
A study by Donkor et al. (2014) provides a thorough review of water demand forecasting papers
published between the years 2000 and 2010. This comprehensive review provides insight into
current forecasting techniques and performance measures and also provides general comments on
how forecasting methods can be improved. The study contained analysis of over 30 research
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papers, finding that a vast majority of the studies propose impractical models requiring variables
that cannot be easily collected by the utility, suggest complex model architectures that may not be
cost effective for the utility to implement, or use numerous indicators (inputs) that have not been
proven to have an impact on water demand. The main takeaway from this study is that an
emphasis on practicality should be involved in model development.

Methodology
The focus of this study will be to evaluate forecasting techniques for commercial greenhouse
water demand while addressing the concerns raised by Donkor et al. regarding model practicality.
This study is made up of three individual research papers. The first paper (chapter 2) has been
published in the Journal of Water Science and Technology: Water Supply (Rice et al. 2016) and
addresses the issue of input selection by screening various climatic and temporal factors using a
sensitivity analysis. The issue of model complexity is addressed in chapters 3 and 4. The second
paper, which is under review at the Journal of Water Resource Planning and Management,
investigates various model architectures with ranging levels of complexity in order to determine
if complex models perform significantly better than more traditional methods. The third and final
paper (chapter 4), which will be submitted to the Journal of Agricultural Water Management,
addresses the complexity issue in another way. This chapter evaluates the suitability of
forecasting crop water usage using a different crops forecasted data.
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CHAPTER 2: Commercial Greenhouse Water Demand Sensitivity
Analysis: Single Crop Case Study
Dean C. J. Rice, Rupp Carriveau, David S-K Ting
Turbulence and Energy Laboratory, Ed Lumley Centre for Engineering Innovation, University of
Windsor, Ontario, Canada N9B 3P4

Nomenclature
The following symbols are used in this chapter:
ANN
!!
!!
!!"#

!
!~!!
!!! !

Fi
GSA
L
LSA
M
N
Oi
SCADA
Si
STi
X
Y
ha
r
s
xi
!
!!

= Artificial Neural Network
= Fourier coefficient
= Fourier coefficient
= Total output variance of the model
= Variance caused by all factors except ith input factor
= Variance caused by ith input factor
= Forecasted or modeled value of ith parameter
= Global Sensitivity Analysis
= Litre
= Local Sensitivity Analysis
= Interference factor, usually taken as 4
= Number of data points
= Observed value of ith parameter
= Supervisory Control and Data Acquisition
= First order sensitivity indices
= Total order sensitivity indices
= Input factor
= Model output
= Hectare (10,000 m2)
= Pearson Product-Moment correlation coefficient
= Activation variable for eFAST transformation, taken uniformly between ± π
= Transformed value of input i
= Random phase-shift used in eFAST input transformation
= Incommensurate frequency assigned to input i
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Introduction
The primary mandate of water utilities is to provide a safe, uninterrupted supply of potable water.
This can often make network optimization a lower priority. However, water utilities can consume
up to 40% of a municipalities energy bill, of which approximately 80% is used for distribution
(pumping) (United States Environmental Protection Agency, 2013). Subsequently, it is clear that
inefficient pumping schedules can be costly. The development of demand forecasting models
plays a key role in operational habits and can be vital in developing pumping schedules that allow
the network to operate at equilibrium (Fodya & Harley, 2014). Pumping schedules are not the
only areas which demand forecasting can impact; network upgrades can be very expensive,
consequently, it should be certain that these upgrades are critically necessary. Network upgrades
are often proposed based on network hydraulic models (Jain & Ormsbee, 2002), which can
identify areas of interest such as low-pressure zones. There can be some vulnerability with this
approach as the hydraulic model is based on estimates of demand, estimates that are typically
broadly based on low-resolution billing figures. This relative inaccuracy can then be propagated
forward, leading to less than optimum network upgrade forecasts.
Numerous studies have been undertaken to provide more accurate methods for water demand
forecasting, Donkor et al. (2014) have provided a comprehensive review of many of these studies
which took place between the years 2000 and 2010. The study outlined three main concerns that
were not addressed in the works studied:
•

Model practicality: Is the model easily implemented by the utility?

•

Input selection: Are the proposed model inputs/indicators easily/inexpensively
monitored?

•

Input importance: Are all proposed inputs/indicators necessary and have they been
prioritized?
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The necessity of model practicality cannot be overemphasized. Most utilities are streamlined
facilities that are often challenged with regular day-to-day operation and do not have resources to
manage complex operational models. The selection of easily monitored input factors is also
critical. Some inputs may be deemed relevant, but, if they cannot be measured well, or easily, it
limits the model’s practicality. This is particularly true of models with high temporal resolution.
Examples of such factors range from gross national product (GNP) and inflation rate (Firat et al.
2009), appliance ownership and efficiency (Williamson et al. 2002), and household size and
income (Polebitski & Palmer, 2010).
The significance of input factor priority, as stated by Donkor et al. (2014) is to ensure inputs are
chosen that have notable influence on the model output and do not create spurious relationships.
There is, however, another purpose for the selection or screening of input variables, and that is
computational cost. The inclusion of non-essential input variables in a model can be
computationally expensive as the model attempts to determine relationships that may be very
weak or nonexistent between
extraneous variables. Such an expense
can translate into an increase in the
computational time and may also
compromise accuracy through
overgeneralization of the model.
A major impetus for the study was to
address the concerns of Donkor et al.
(2014) while trying to characterize the
Fig. 1. Capacity breakdown by
consumer type for water utility (other:
Industrial, Commercial excluding
greenhouses)

major influencing factors for large

6

water consumers in greenhouse agriculture. Fig. 1 shows the capacity breakdown by consumer
type for a large water utility in Essex County Ontario. Inspection of the figure reveals that over
three quarters of all water goes to commercial greenhouses. It is not difficult to imagine how this
region of Southwestern Ontario has the densest concentration of commercial greenhouses in
North America.
The planned approach is to model greenhouse water usage behaviour using an artificial neural
network (ANN) and screening input factors using global sensitivity analysis (GSA). GSA will
allow the underlying relationships between inputs and outputs of the model to be quantified
making it possible to remove input factors that have little to no effect on the output. This
technique will provide a basis for model simplification and allow the model developer to focus on
using inputs that are easily monitored by the water utility without compromising model accuracy.
For this water utility, providing an easily executable and more accurate demand forecasting
model for greenhouse water usage will greatly improve day-to-day operations, enable
optimization of pumping schedules, and promote improved infrastructure planning. This
procedure is not unique to greenhouse water demand modeling; it has great potential in water
distribution networks that are dominated by a single sector, e.g. lumber/wood products,
petroleum, and oil refinement.

Data Screening
Data screening is a term used to describe the process of filtering out inputs that have little to no
effect on the output of a model (Morris, 1991; Saltelli et al. 2004). Fu et al. (2012) explored the
use of global sensitivity analysis (GSA), more specifically Sobol’s method, on two water
distribution networks to ensure only variables which had significant effects on the output were
included in the model. Sobol’s method is a variance-based method for quantifying the effect each
input has on the output while also taking into account the interactions between input variables. It
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was found that removal of these insensitive factors allowed the model to become more
computationally efficient while not compromising accuracy. This study will use the Extended
Fourier Amplitude Sensitivity Test (eFAST) as the method of GSA. eFAST was chosen based on
recommendations of Saltelli et al. (1999) for its lower computational cost and similar accuracy
when compared to the method of Sobol. eFAST has been used in studies pertaining to wind
turbine power output (McKay et al. 2014), crop growth models (Vanuytrecht et al. 2014; Wang,
et al. 2013) and water treatment models (Cosenza et al. 2013). Further details on GSA will be
provided in later in this paper.

Study Area
This study will examine a service area of approximately 90,000 ha located in Essex County,
Ontario, Canada (Fig. 2). Ontario is the home of 830 ha of commercial vegetable greenhouses, of
which 630 ha are located in Essex County, making it the area with the highest concentration of
greenhouses in North America (OGVG, 2014). This poses a unique challenge for the water utility

Fig. 2. Location of study area
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since their distribution system is dominated by one industry. This challenge is that any
advancement in technology or change in process in the industry can cause a serious imbalance in
the distribution system. This is why it is important to characterize water demand for large
consumers and to re-evaluate these models periodically.

Greenhouse Water Usage Studies
There have been several studies conducted on agricultural water needs however, research on
commercial greenhouse water usage is extremely limited. This section will discuss studies that
have been undertaken that involve crop water usage and may not incorporate greenhouses. Orgaz
et al. (2005) examined plant water demand in unheated plastic greenhouses in order to determine
crop coefficients to be used to calculate evapotranspiration rates, which is the sum of soil water
evaporation and plant transpiration. The procedure was carried out for four prevalent local crops
(melon, watermelon, sweet pepper, green bean) with a soil growth medium. It was shown that
there were considerable differences in water requirements dependent on crop growth stage,
season, and growing practices. In a United Nations report (Doorenbos & Pruitt, 1977) it was
found that solar radiation had the largest effect on evapotranspiration rates of various crops. Ma et
al. (2013) also examined the environmental factors influencing water evaporation, soil water
evaporation, and plant transpiration. Using regression analysis, equations were developed to
describe the behaviour of these evaporative processes based on three climactic factors: indoor
temperature, indoor humidity, and solar radiation. A genetic algorithm was then used to optimize
these equations. In this case the genetic algorithm was used to determine the minimum values of
evaporation and transpiration and the values of the corresponding climactic factors at which they
occur. These idealized climatic factors could then be implemented into the artificial environment
of the greenhouse in order to reduce plant-watering needs. The main focus of these studies along
with several others (Bernier et al. 2010; Capraro et al. 2008; Thompson et al. 2007) was to
improve watering schemes inside the greenhouse operation. These studies are beneficial to the
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greenhouse operations in terms of water conservation, but do not address the needs of the water
utility, which require a more general view of greenhouse water usage in order to forecast water
needs.

Greenhouse Operations
In this region, greenhouse operations use large storage tanks to supply the crop with water. These
tanks are typically filled in the evening when demands on the water network are low. This raises
an issue when modeling greenhouse water demand since the water usage inside the greenhouse
will not be reflected in consumption from the water utility until the storage tanks are refilled.
Another facet of greenhouse watering is recycling, which is the process of collecting and treating
runoff or excess water and mixing it with fresh water in order for it to be used again in the crop
watering process. This process allows for the efficient use of fresh water and reduces the
associated costs. The limit to the reuse of this excess water in most cases is salinity levels, more
specifically Sodium Chloride (NaCl) (Trajkova et al. 2006). The salinity tolerances vary from
crop to crop and in order to ensure these values are not exceeded, salinity levels are measured in
the greenhouse using the electrical conductivity of the water. Greenhouse operation can also
utilize alternate water sources such as wells and ponds. Usage of these alternative sources can
dramatically impact the amount of water needed from the utility, but can also pose issues to crop
health. Use of untreated water such as recycled, rain, and pond water can potentially destroy
crops, as there is no way of knowing what contaminants it contains which could cost the grower
millions of dollars. Because of this risk, most operations in this region employ the use of smallscale water treatment facilities. These treatment facilities are very limited in capacity as the costs
associated with lager scale options outweigh the costs of potable municipal water; this combined
with evolving regulations on alternative water sourcing solidifies the need for municipal water
sources in greenhouse operations. This study examines the use of water inside the greenhouse,
meaning the water that has been sent to the plants. The methods and technologies mentioned
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above are not used in every greenhouse operation worldwide so examination of plant watering
trends will be of use to any water utility dealing with greenhouse demand.

The Data
The analysis utilizes data reported every 15 minutes for each of the factors in Table 1. The data is
for 1.42 ha of greenhouse growing bell peppers and covers the years 2012, 2013 and 2014. The
data was collected from the supervisory control and data acquisition system (SCADA) of the
greenhouse operator and contains 100,609 data points for each factor. The greenhouse logs
numerous factors such as water electrical conductivity, fertilizer levels, and growth medium
weight along with climactic and temporal data. It should be noted that the data was collected
Table 1. Input factors used in MATLAB neural network
Input Factor

Range (Min-Max)

Unit

Greenhouse Temperature

2.11 - 37.11

Celsius (°C)

Outdoor Temperature

(-23.30) – 34.51

Celsius (°C)

Cumulative Solar Radiation

0 - 3096

Joule per square centimeter (J/cm2)

Solar Radiation

0 – 1045.65

Watt per square meter (W/m2)

Wind Speed

0 – 13.69

Meter per second (m/s)

Greenhouse Relative Humidity

31 - 100

Percent (%)

Time

0 – 23.75

Decimal hour

Month

1 – 12.97

Decimal month (Jan 01=1, Dec 31=12.97)

from a heated greenhouse, meaning the greenhouse is heated to a minimum of 20°C during the
winter months with a few exceptions occurring during the cleanout process at the beginning and
end of the year. It is obvious that many of these factors require instrumentation inside the
greenhouse operation, which would be difficult if not impossible for the water utility to
implement on a large scale. The dataset does however contain two factors that would require
internal (inside the greenhouse) monitoring; these factors are greenhouse humidity and
greenhouse temperature. The purpose of using these internal factors is to compare their
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importance to that of the external (measured outside the greenhouse) factors and to determine if
the water demand can be reliably forecasted using only external factors. The rationale for the use
of external greenhouse factors is that a water utility can easily monitor them with the installation
of a small-scale weather station at their distribution center. One issue that may arise is the double
layer of polyethylene used in greenhouse construction. This material will diffuse the solar
radiation leading to different values being recorded with indoor and outdoor sensors. For this
analysis, the numerical value of the solar radiation is of little importance, as this study will
examine the effect input factor variation will have on the output of the model (water usage).
The entire data collection system is connected to the greenhouse operators commercial SCADA
system and all data is collected in one software package. Greenhouse operations are divided into
zones and each zone has its own water feed. Each feed contains metering measuring flow,
temperature and various other characteristics mentioned previously, which are fed into the control
software for analysis. The water usage data used in this analysis is measured as cumulative water
usage in litres every 15 minutes with flow sensors, for which the data resets everyday at 700
hours.

Preliminary Data Analysis
Before performing a sensitivity analysis, it is crucial to carryout more qualitative methods of data
analysis in order to obtain a basic sense of the relationships between input and output factors. Fig
3 shows the monthly average and maximum 15-minute water usage over the entire dataset. It can
be observed that water usage is increasing from January until it peaks between June and July,
after which the water usage decreases until the end of the year. This pattern can be explained with
insight into the operational habits of the greenhouse. In January, new crops are installed in the
greenhouse, which consume less water than fully-grown plants. The peak of the pepper growth
cycle occurs during July and August where the largest water consumption is observed. Pepper
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growth then declines from September through November where the plant life cycle is at an end.
During the month of December there is no pepper production, but water is used during the
process of removing old plants and cleaning out the greenhouse to prepare for the future growing

Fig. 3. Monthly average and maximum 15-minute water consumption 2012-2014
season. Further examination of Fig. 3 shows the large spread between the average and maximum
15-minute water usage. The reason for this is watering is not constant; there are a high number of
occurrences of zero water usage over the 15-minute intervals, which bring the average down
drastically.
Table 2 summarizes the correlation coefficients for each factor. It can be observed that a value of
one exists along the diagonal, which shows that the correlation between the factor and itself is
perfectly linear. Table 2 will also provide a basis for validation of the sensitivities that will be
produced using the GSA. The results in Table 2 show that the input factor that has the strongest
linear relationship with water usage (output) is solar radiation (r =0.753). Weak correlation exists
between water usage and greenhouse temperature (r =0.453) and humidity (r =-0.404). Table 2
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0.453

0.328

1

Water Usage

0.097

-0.182

0.521

1

Outdoor
Temperature

-0.078

0.37

0.161

0.04

1

Greenhouse
Temperature

0.753

0.312

0.617

0.178

-0.246

1

Wind Speed

-0.404

-0.238

-0.547

-0.061

-0.286

-0.055

1

Cumulative Solar
Radiation

0.062

0.085

0.138

0.104

0.092

0.15

-0.534

1

0.019

0.339

-0.079

-0.111

-0.05

-0.028

0.252

Solar Radiation

Month

-0.169

Time

1

Humidity

Humidity

Solar
Radiation

-0.002

Cumulative
Solar
Radiation

1

Wind
Speed

Time

Greenhouse
Temperature

1

Outdoor
Temperature

Month

!

Water
Usage

Table 2. Pearson Product-Moment correlation coefficients for all factors

also exposes relationships between input factors. Greenhouse temperature and solar radiation
have the strongest linear relationship (r =0.617). Greenhouse temperature and humidity (r
=0.547) and solar radiation and humidity (r =0.534) show moderate correlation. The existence of
these moderate-to-strong correlation coefficients between input factors show that there is
multicollinearity within the inputs. Multicollinearity can cause issues when modeling, particularly
in linear regression models (De Veaux & Ungar, 1994), as it can increase the variance of
coefficient estimates and makes these estimates sensitive to minor changes. How these effects are
to be dealt with will be addressed in a later section.

The Model
The greenhouse water usage behaviour was modeled using the neural network-fitting tool in
MATLAB. The network (Fig. 4) was trained using Levenberg-Marquardt backpropagation. The

Fig. 4. MATLAB neural network diagram
network was trained, tested, and validated using 75%, 10%, and 15% of the data, randomly
chosen. Randomly chosen data means that 75% (≈75,457 points) are chosen individually at
random with no regard for order, which allows for a broad cross-section of data to be used to train
the network without introducing bias created by seasonal trends. The two-layer feed forward
network contains one sigmoid hidden layer containing eight neurons and one linear output layer.
Neural networks have been found to outperform conventional methods such as regression
analysis in water demand forecasting (Adamowski & Karapataki, 2010; Jain & Ormsbee 2002).
Neural networks are a “black box” method for modeling complex systems. As mentioned
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previously, the dataset contains many input factors that are collinear. This creates the issue of
multicollinearity, which can disrupt the performance and reliability of the model. ANN models
deal with multicollinearity in the fact that each input layer of the network is comprised of linear
combinations of the inputs of the previous layer. Also, the fact that the output is a function of the
sigmoidal functions that involve higher order interactions of the initial inputs. Because of this
overparamterization, the network reduces the impact of multicollinearity but at the expense of
interpretability of the underlying weights used in the model (De Veaux & Ungar, 1994; Gerth,
Bakshi, & Rabelo, 1994).

Global Sensitivity Analysis
The purpose of performing a sensitivity analysis (SA) of a model output is to determine which
inputs have the greatest effect on the output. When examining methods for performing SA a
distinction is drawn between two different methods of SA, local (LSA) and global (GSA). Saltelli
et al. (1999) have provided some insight into their differences. LSA involves varying input
factors one at a time while holding other factors fixed and examining the effects on the output.
The LSA is undertaken at a central point in the input space which limits the ability to observe
effects of interactions between factors since the area of the input space explored is nil. GSA
explores all possible input values along the search path and addresses the issue of input
interaction by exploring a finite region of the input space by examining the variance of the output
averaged across all inputs. There are several methods for executing a GSA, herein the variancebased method of the Extended Fourier Amplitude Sensitivity Test (eFAST) is used. eFAST was
chosen based on information in found in previous sections and also due to results of studies that
analyzed convergence of various screening techniques (Vanrolleghem et al. 2015), for which
eFAST showed superior performance in terms of computational cost and reliability versus Morris
Screening (Morris, 1991) and standardized regression coefficients ( Saltelli et al. 2008a).
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Extended Fourier Amplitude Sensitivity Test
The eFAST proposed by Saltelli et al. (1999) is an extension of the Fourier Amplitude Sensitivity
Test (FAST) which was introduced by Cukier et al. (1973). FAST and eFAST are quantitative,
variance-based methods for carrying out a GSA, meaning both methods quantify the effect each
input factor has on the variance of the output of the model. Equation (1) illustrates the
quantification of sensitivity where Y is the output of the model, X is an input factor and E(Y|X) is
the expected value of Y based on a fixed value of X, where varx is taken over all values of X. The
advantage of using eFAST over FAST is the latter calculates only first order effects, which do not
account for interaction between input factors. eFAST allows for the quantification of first order
and total indices, which allows for the calculation of interaction effects.

var! [! ! !)]
var(!)

(1)

Both GSA methods use sinusoidal functions to create a space filling set of samples for each input
factor. To visualize this process imagine a box containing a sine wave, the box represents the
input space containing all possible values of a certain input factor and the sine wave represents
the path from which samples or values of the input are being taken. The sine wave can be
modified so that it passes through every point in the input space (the box) allowing for a full
range of values of each input factor to be sampled. These methods also utilize an expansion of the
Fourier series, using Fourier coefficients to estimate the sensitivity of each input factor. In order
for FAST and eFAST to be used, a set of transformed input factors must be generated. These
transformations require the use of frequencies (ω) which must be assigned to each input factor; an
algorithm for choosing frequencies is proposed by Saltelli et al. (2008b). The main criterion for
choosing frequencies is that they must be incommensurate, meaning they cannot be linear
combinations of each other.

17

The transformation used in eFAST is given in equation (2) where xi the is transformed value of
the ith input factor, ωi is the frequency chosen for input i, s is a set of evenly spaced values chosen
between –π and π used for activation, and φ is a random phase-shift used to ensure the sampling
curve does not pass through the same points twice and is chosen uniformly between the values 0
and 2π. Equation (2) is used for a normalized dataset for which the values of the inputs fall
between one and zero. Modification of this equation to encompass any input values will be
addressed in later in this paper. A major issue when dealing in the frequency domain is the

!! =

1 1
+ arcsin(sin(!! ! + !)) !!!!!!!!!!!!!!!!! − ! ≤ ! ≤ !
2 !

(2)

Nyquist frequency and aliasing. These issues are dealt within eFAST by defining a sample size
that is sufficiently large.

eFAST First Order Indices
As described above, the benefit of using eFAST is the ability to quantify the first order and the

!!! ! =

!!! !

(3)

! !"#$

total sensitivity indices. The first order indices or first order effect is denoted by Si (eq. 3) and is
calculated the same way as in FAST, by assigning a unique incommensurate frequency (ωi) to
each input factor. Then evaluating the ratio of the variance associated with each frequency (!!! ! ,
eq. 4) to the total variance of the output (! !"#$ , eq. 5). This is made possible by using Parseval’s
Theorem. The summation of first order indices (Si) for a linear model should be equal to one,
showing that all of the variance of the model output is accounted for without including the effects
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of interaction. If this is the case, the first order indices are sufficient for calculating the
!
!
(!!!!! ! + !!!
!)
!!

!!! ! = 2
!!!

(4)

!

!

!"#$

(!!! + !!! !)

=2

(5)

!!!

importance, or sensitivity of each factor.

eFAST Total Indices
When the summation of the first order effects is not equal to one it shows that a portion of the
variance of the model output is found in the interaction of the input factors and that the model is
non-linear. In order to quantify the importance or sensitivity of each factor in a non-linear model,
evaluation of the total indices (STi) must be performed. Saltelli et al. (1999) proposed a method
for evaluating these total order effects by calculating the variance of all factors excluding the
input factor being examined (!~!! ), where ~! stands for all but the ith factor and is calculated
using equation (6). This procedure is performed by assigning one frequency to the input factor
being examined, and assigning another, much lower frequency to all of the other inputs, an
algorithm for assigning these frequencies is purposed by Saltelli et al. (2008a). This now allows
for the calculation of the total effect or total indices of each input factor using equation (7).

!
!
(!!!!~! ! + !!!
!)
~! !

!~!! = 2

(6)

!!!

!!" ! = 1 −

!~!!

(7)

! !"#$
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The procedure for calculating the eFAST sensitivities was carried out using SimLab sensitivity
analysis software created by the European Commission Joint Research Council. SimLab
implements the procedure outlined in the previous sections and generates an eFAST sample that
is unique to each input factor by modifying equation (4) using the mean and standard deviation of
each factor to ensure that the full range of possible values are sampled. SimLab also implements
the algorithm for selecting frequencies for each input factor on the basis of a selected sample size,
which was chosen to be 1480 based on recommendations of Saltelli et al. (1999).

Results and Discussion
MATLAB Neural Network Model
GSA will produce a set of sensitivities for each input in a given model; this means that in order
for the GSA to produce accurate information, the model needs to produce an accurate depiction of

Fig. 5. MATLAB neural network error histogram
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the behaviour of the system. Fig. 5 displays the error histogram for the MATLAB neural network
used in the analysis. Errors are calculated by subtracting the known outputs of the training data
set from those generated by the model. It is noticed that the highest concentration of errors is
located near zero, and the mean and root-mean squared error (RMSE) are -0.621 L and 642.003 L
respectively. The coefficient of determination (r2) for the model error is the square of Pearson
Product-Moment Correlation Coefficient. For this model r2 is equal to 0.712. The average
absolute relative error (AARE) given by equation 8, is a statistic used in evaluating performance
of neural networks (Adamowski & Karapataki, 2010). Where Oi is the observed or target output,
Fi is the forecasted or modeled output and N is the number of data points. This statistic cannot be
used in this case due to the issue of division by zero. The dataset contains a large portion of zero
water usage data points, which will cause equation 8 to approach infinity.
1
!!"# = !
!

!

!!!

!! − !! !
∗ 100%
!! !

(8)

Fig. 6 contains a plot of the MATLAB neural network output. The data set starts January 1, 2012
and ends November 18, 2014 and depicts a distinct pattern in water usage. Since there were
100,609 data points encompassing three years used in this analysis, it can be estimated that each
year contains 100,609/3≈33,500 (3.35x104) data points which are represented by a solid black
line in Fig. 6. It can now be seen that each cycle represents one year, and that the peak water
usage occurs around the mid-point of the cycle, which would correspond to the mid-point of the
year which matches the seasonal pattern shown in Fig. 3. Since this pattern is repeated for each of
the three years it can be said that there is a relationship between time of year and greenhouse
water usage. It should be noted that Fig.6 shows negative values across the output space with the
largest occurrences appearing at the beginning of 2014. These negative values can be caused by
overfitting of the data, which is caused by spurious relationships being drawn in the model that do

21

not exist and create noise in the output signal. Overfitting can be caused by the inclusion of

Fig. 6. MATLAB neural network time-series output
variables that do not in reality have an effect on the output of the model such as wind speed. The
large number of zero water usage data points might also be the cause of the negative consumption
values. To rectify this, a floor of zero could be set in the model to prevent any negative values
from occurring. Also, Fig. 6 shows peak water usage as ≈4,800L where in Fig. 3 the maximum is
≈7,500L. This shows that there are errors in the model in terms of magnitude, but the seasonal
patterns have been captured. Overall, this model contained at least one variable (wind speed) that
is known to have little to no effect on water usage. This inclusion will likely have a negative
effect on model performance and can be used to test the results of the GSA as it should not appear
as a highly influential input.

Global Sensitivity Analysis
The results of the eFAST GSA are shown in Table 3. The summation of the first order indices is
0.7176, which means that approximately 28% of the variance of the model output is not
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accounted for in the first order indices. Since the first order indices (Si) do not equal one, the total
order indices (STi) need to be calculated in order to determine the sensitivities caused by the
interaction between inputs. The summation of STi is greater than 1 (1.6169), which also shows that
there is cross-correlation between input variables.
Table 3 contains first (Si) and total order (STi) sensitivity indices for each factor ranked in order of
first order sensitivity. The factors that have the most influence on the variance of the output are;
time, solar radiation, and outdoor temperature accounting for 92.4% of the first order indices and
71.7% of the total order indices. As expected, wind ranks low on the first (0.0086) and total order
indices (0.0767), but it seems unusual that greenhouse temperature has the lowest first order
sensitivity (0.0036), when intuitively it should have a much higher effect. The possible
explanation for this low ranking could be overgeneralization during the training process as it
ranks 8th in first order and 7th in total order where it has similar sensitivity to that of wind.
Another possibility is that the greenhouse temperature has no effect on the watering schemes used
by the greenhouse, and that the top ranked factors like time and solar radiation are main drivers.
Multicollinearity might be thought to be an issue as greenhouse temperature and solar radiation
have a high correlation coefficient (0.617) except that relative humidity also has a high
correlation coefficient with solar radiation (-0.534) and it ranked higher in the sensitivity index.
This coupled with the findings of (Doorenbos & Pruitt, 1977) which showed solar radiation as a
major factor in plant water need strengthens the reliability of the results of the GSA. The input
factor month ranks 6th in the first order and 5th in the total order indices. This is counterintuitive
when Fig. 6 shows such a clear yearly trend. This issue might be resolved by using weeks or days
in the ANN model in place of decimal months. The reasoning for this is that the narrow range of
months (1-12.97) may cause generalization issues when training the ANN as the small changes in
month may be difficult to correlate with water usage, whereas using a larger range may prevent
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this and generate a higher sensitivity for the seasonal input factor. Another explanation for the
low ranking of month is that all of the seasonal effects are captured within the highly seasonal
solar radiation and that the month is not specifically used in the watering schemes. When looking
at the total effect it is noticed that the top four factors are in the same order as in the first order
index, and the final four factors switch ranking (five with six, and seven with eight). These
bottom four factors account for only 20.7% of the total indices and 5.1% of the first order indices.

Table 3. First and Total Indices for all input factors in order of importance
First Order Indices (Si)

Total Indices (STi)

Input Factor
Value

Rank

Value

Rank

Time

0.4071

1

0.6385

1

Solar Radiation

0.2051

2

0.3397

2

Outdoor Temperature

0.0514

3

0.1818

3

Cumulative Solar Radiation

0.0173

4

0.1221

4

Greenhouse Relative Humidity

0.0141

5

0.0818

6

Month

0.0104

6

0.0981

5

Wind

0.0086

7

0.0767

8

Greenhouse Temperature

0.0036

8

0.0782

7

Σ

0.7176

1.6169

Conclusion
The results of the GSA provided insights into the factors driving water usage in greenhouses
growing bell peppers in Southwestern Ontario. For the case studied it was determined that time
(decimal hour), solar radiation, and outdoor temperature are the three main factors responsible for
the variance in the model output. These factors account for 66.3% of the model variance and
92.4% of the first order sensitivity (Si). The rank of these inputs remains constant through the
analysis of the total indices (STi) for which they account for 71.7%. Inclusion of cumulative solar
radiation in the model would increase the total sensitivity accounted for to 79.2%. Including
cumulative solar radiation in the model would not require any extra instrumentation since solar
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radiation is already being monitored. Although time of year, more specifically Month did not rank
high in the GSA, it should also be included in the model considering the seasonal variation
observed in the output data. The main result of the GSA was justification of the use of only
external input factors in a greenhouse water demand model, which is useful to a water utility
since they are accessible and are shown to be influential predictors of greenhouse water demand.
These external factors can be measured by the water utility by installing metering devices at a
centralized location that collects and sends data to the back to the utility. Since this method is
dealing with short-term forecasting (15 minute) the current readings from the telemetry should
provide reliable results for forecasting the next period.
This study focused on water usage inside the greenhouse in order to provide a depiction of the
watering habits utilized by the growers. Since there is a disparity in technologies implemented in
greenhouse operations throughout the world (water recycling, water storage, climate control) the
ability to forecast in-greenhouse water usage will allow for a broader application of the
techniques and results of this study. In order to address the issues related to technology and
alternative water supply, this process can be refined by installing metering on the water lines
feeding the greenhouse operation in order to capture the amount of water drawn from the water
utility. This utility or fresh water demand can then be subtracted from the greenhouse demand
modeled using the results of this study, leaving only the recycled water usage and providing a full
picture of greenhouse water use.
This method can be applied to various crop types such as: tomatoes, cucumbers, melons and
flowers with the goal of developing a comprehensive view of greenhouse water demand. These
results can be implemented in a piecewise water demand-forecasting model that will address the
unique combination of greenhouse crops at any given location. Using this technique, greenhouse
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operators can expose underlying patterns in the manual watering schemes utilized by many
growers in order to work towards full automation of crop watering.
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Nomenclature
The following symbols are used in this chapter:
AI
CMA
FFNN
FT
FT+1
!! !
L
MD
MR
NARX
NRMSE
RMSE
SES
!! !
!! !
!! !
YT
ha
n
!! !
α
!!
!!

= Artificial intelligence
= Centered moving average
= Feed forward neural network
= Forecasted value
= Single exponential smoothing forecast
= Irregular component
= Litre
= Multiplicative decomposition
= Multivariate regression
= Nonlinear autoregressive with exogenous inputs
= Normalized root mean squared error
= Root mean squared error
= Single exponential smoothing
= Seasonal component
= Trend component
= Average water usage
= Observed value
= Hectare (10,000 m2)
= Number of forecasts
= ith input value
= Smoothing parameter
= Initialization value
= Regression coefficient for ith input
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Introduction
Forecasting water demand is a crucial aspect of any water utilities day-to-day and long-term
operation strategies. Despite the importance, development of an all-encompassing model to
successfully predict the demand of the various sectors that make up a water utilities customer
base has yet to be achieved (Donkor et al. 2014). Many variables have been used in water demand

Fig. 1. Water utility consumer breakdown
forecasting models, some of which include; population density (Lee et al. 2010), household
income (Froukh 2002), gross national product (Firat et al. 2009), and appliance ownership and
efficiency (Williamson et al. 2002). The range of influencing factors show that the modeler in
these and other studies (Polebitski & Palmer 2010; Wu & Zhou 2010; Burney et al. 2001) assume
residential consumers will have the largest impact on water demand. This study operates on the
fact that each water utility deals with a unique blend of consumers who, in turn, have unique
demand patterns. Because of this consumer blend, one set of indicators or one model may not be
ideal to characterize demand for every water utility. Examination of a water utilities consumer
breakdown can be the first step in determining the appropriate indicators and model(s)
architectures to be used to characterize demand patterns. In this study a region in Southwestern
Ontario, Canada is examined and its consumer breakdown can be seen in Figure 1. This region is
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unique in that it is home to the largest concentration of commercial greenhouses in North
America. Figure 1 shows that greenhouses account for almost 80% of the water utilities capacity,
with the remainder being consumed by residential and other sources (commercial, industrial).
This poses a unique problem for modelers as the “typical” model architectures and indicators of
demand may not be suitable. According to the EPA (United States Environmental Protection
Agency 2013), distribution (pumping) accounts for approximately 80% of a water utilities energy
bill. This stresses the importance of accurate forecasting, and in this region, improper greenhouse
forecasts can have a large impact on day-to-day planning. The goal of this research is to evaluate
several models architectures in order to determine an optimal solution for forecasting commercial
greenhouse water demand.
According to Donkor et al. (2014) forecasts can be described as; Operational, Tactical, or
Strategic. Operational forecasts focus on the short-term (less than 1 year) and offer forecasts of
hourly, daily, weekly, or monthly demand. These short-term forecasts assist water utilities with
day-to-day system management and optimization. Tactical forecasts focus on medium term
forecasts (1-10 years) with monthly or annual horizons. These mid-term forecasts allow the water
utility to develop revenue forecasts and plan investments. Finally, Strategic forecasts are longterm forecasts (more than 10 years) and are used to determine capacity expansions. This paper
focuses on short-term Operational forecasts of 15-minute and hourly water usage with day, week,
month, and six month horizons.

Data
The data used to develop the forecasting models is a three-year dataset (2012-2014) containing
15-minute watering data for a 1.42 ha zone of a heated polyethylene greenhouse growing bell
peppers. The greenhouse is located within the study zone in Southwestern Ontario, Canada. This
data set contains several variables including; temperature, solar radiation, humidity, wind speed,
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and was used in a previous study determining influencing factors of greenhouse water usage
(Rice et al. 2016). The dataset represents total water being sent to the plants, which typically
includes water from alternative sources such as pond or well water, recycled water, and municipal
water. The unknown reliability and capacity of greenhouse treatment and reuse facilities
combined with the variance in external sources that exists between sites forces the water utility to
plan its operations around supplying the total water demand, which is what is represented in the
data set. The data used was cleaned and checked for missing and erroneous values that may be
present in a dataset that was collected by a third party and the accuracy to which water usage is
reported is 0.1L.

Forecasting Methods
Current forecasting practices in this region assume a fixed (constant) demand when dealing with
greenhouse water usage, which when examining Figure 2, can be seen is not the case. Figure 2
shows a distinct and repeated seasonal pattern of increased usage from February to July, and a
decrease in usage from August until the end of the year. The amount of water used does vary
from year to year, but the same usage pattern remains. This shows that the current static forecasts
are either over or underestimating water usage and are insufficient for daily operation planning.
The current greenhouse water usage estimates range from 2.7-4.5L per plant per day, and plant
densities range from 10,000-14,000 plants per hectare. Preliminary analysis of the dataset shows
that the greenhouse used on average 1.2L and a maximum of 3.5L per plant per day with a plant
density of 29,200 plants per hectare. This shows that current demand profiles appear to be
sufficient for determining water distribution capacity, but ineffective for planning day-to-day
pumping operations. The assumption of static demand, coupled with the high cost of distribution
illustrates the need for improved forecasting methods.
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Fig. 2. Total monthly greenhouse water usage
Five model architectures were chosen for evaluation: multiplicative decomposition (MD), single
exponential smoothing (SES), multivariate regression (MR), and two artificial intelligence (AI)
models, feed-forward neural network (FFNN) and nonlinear autoregressive with exogenous input
(NARX). These models range in complexity, with the univariate time-series models (MD and
SES) being the least complex and the AI methods (FFNN and NARX) the most. Evaluating
models with a range in complexity allows the water utility to analyze costs associated with
implementation of each of the models, assuming higher costs associated with more complex
models requiring external inputs. The utility can then decide if it is cost effective to sacrifice
performance for ease of use and long-term costs savings associated with data collection,
processing, and storage. Since the greenhouse collects data in 15-minute increments it stands to
reason that their watering schemes will also be based on 15-minute data. Using 15-minute data to
train the models requires the water utility to collect data of the same resolution. This can increase
costs associated with storage, and possibly force the utility to purchase more costly metering
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equipment. For any water utility not using real-time pump scheduling, hourly forecasts should
provide sufficient resolution for daily planning. In order to determine if it is necessary to collect
higher resolution data, the models will be trained with 15-minute and hourly data extracted from
the original 15-minute dataset and the results will be compared.
All models will be developed with a holdback dataset of six months (17,600 data points for 15minute forecasts and 2,200 for hourly forecasts) to be used to for comparison with forecasted
values. The models will be evaluated using the root mean squared error (RMSE) shown in
equation 1, where !! is the forecasted value, !! is the actual value, and n is the number of
forecasts. The normalized root mean squared error (NRMSE), shown in equation 2, will be used
to compare performance of 15-minute and hourly models. NRMSE is the RMSE divided by the
mean of the forecasted data (!! ). This method was chosen because it shows values for both 15minute and hourly forecast error that can be compared to one another since they are normalized
by the mean of each forecast period. Other performance measures such as absolute average error
(AARE) or mean absolute error (MAE) cannot be used due to the large number of zero values in
the dataset and since comparison between different forecasts (15-minute and hourly) cannot be
achieved.
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(2)

Univariate Time-Series
As most water utilities are operating on tight budgets, implementation of complex forecasting
models may not be practical due to the costs associated with updating control systems and data
collection. In order to address this issue, two univariate time-series models were tested, a
multiplicative decomposition model (MD) and a single exponential smoothing model (SES).
These models can be developed and used with common spreadsheet software, which eliminates
the need to purchase specialized software that may require costly licensing fees and specialized
training to operate. Univariate time-series models only require past data values to develop future
forecasts, which will allow the water utility to save on costs associated with; collecting,
monitoring, processing, and storing data used by models that incorporate external input factors as
indicators of demand.

Multiplicative Decomposition
Decomposition models, be it additive or multiplicative, operate on the assumption that the data
can be characterized by three components, Trend (!! ) which represents a long-term increase or
decrease in the data, Seasonal (!! ) which represents the portion of the data where a pattern exists

!! ! = !! ×!! ×!! !

(3)

based on seasonal factors such as month or day, and Irregular (!! ) which accounts for any data
that cannot be classified in either of the previous components. The multiplicative form, which is
illustrated in equation 3, was chosen because the magnitudes of seasonal fluctuations do not
remain constant (Damrongkulkamjorn & Churueang 2005) as can be seen in Figure 3 and Figure
4. MD models have been shown to be successful at forecasting electricity demand (Opok et al.
2008; Temraz et al. 1996). Further examination of Figure 3 and 4 show that there is a seasonal
trend associated with the data, but it may be difficult to determine as the dataset contains many
zero usage data points throughout the dataset. It can also be observed in both Figures that there
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are darker portions located at the beginning and middle of the data, this shows that water is being
used more consistently than the rest of the year as more non-zero data points occurring in series
will cause the plots to be darker in colour. This can be explained by examining the operational
habits of the greenhouse. Increased watering frequency occurs during the warmer months (JuneAugust) to account for evapotranspiration (Ma et al. 2013) and in the early months water is used
to clean out the facility and to water the newly planted peppers, which require more water in
order for the plants root system to develop. To develop the MD model, each component of
equation 3 must be computed. First a centered moving average (CMA) is applied and in this case
three different moving averages were used for each model, 96 period (one day), 192 period (two

Fig. 3. 2012 15-minute greenhouse water usage
day), and 48 period (half-day) for the 15-minute forecasts and 24 period (one day), 48 period (two
day) and 12 period (half-day) for hourly forecasts. The next step is to calculate the combined
seasonal (ST) and irregular (IT) component; this is achieved by dividing the actual usage data by
the CMA. The seasonal component can then be extracted by calculating the average of the STIT
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Fig. 4. 2012 hourly greenhouse water usage
value at each time, which produces a seasonal value for each time of day. The data can then be
deseasonalized by dividing the usage data by the seasonal component (ST). Finally, the trend
component (TT) can be calculated by performing a simple linear regression using the
deseasonalized data as the y component and the timestamp as the x component. Trend can then be
calculated as !! = ! + !×!, where a is the intercept, b is the slope and t is the timestamp. These
values are then multiplied as in equation 3 to determine future water usage. Since there are
various MD models, each will be named using the moving average period, for example, MD12
will be the name used for the MD model with a 12 period moving average.

Single Exponential Smoothing
SES models use a series of weights similar to a moving average model with the main difference
being the weights can increase or decrease based on how new or old the observation is. To
accomplish this, a smoothing parameter !, is used. This parameter can vary between 0 and 1, with
values closer to 1 resulting in more weight being given to recent observations, and a value closer
to 0 resulting in larger weight being given to observations from the more distant past. Since there
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is variation in the value of the smoothing parameter, a naming convention for the SES models
will include the parameter value, for example, SES09 will represent the SES model with a
smoothing parameter of 0.9. The basic form of the SES model is shown in equation 4, with !!
being the observed value for period T,!!!! being the forecasted value for period T, and!! being

!!!! !! = !!! ! + 1 − ! !!

(4)

the smoothing parameter. In order to initialize the SES equation the actual observed value (!! )
must be used as the forecasted value (!! ). For this analysis, various values of ! are used with the
top three models being reported. SES models have been used to forecast wind speed (Cadenas et
al. 2010), electricity demand (Rossi & Brunelli 2013), and inventory levels (Snyder et al. 2002)

Multivariate Regression
This forecasting method varies from the previous methods by using indicators or input factors to
predict future water demand. The input factors used in this analysis are those determined by Rice
et al. (2016) and are as follows; time, solar radiation, outdoor temperature, and cumulative solar
radiation. Multivariate regression takes the form of equation 5, where !! is the initialization
value, which is taken as the first value in the dataset, !! is the regression coefficient determined
for each of the ‘n’ inputs, !! is the value of the input factor, and ! is the residual. The MR model
produces a unique equation based on external input values and the associated regression
coefficients, which is used to forecast future values. For this analysis, two MR models were
developed, one using all four of the inputs as determined by Rice et al. (2016) and another using
only the top two factors (Time and Solar Radiation). The purpose of this is to determine if
simplifying the model by using only the two most important input factors will yield a significant
change in performance.
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!! ! = !! + !! !! + !! !! + ⋯ !! !! + !

(5)

Artificial Neural Network
Artificial neural networks have been widely used for water demand forecasting and have been
proven to outperform traditional modeling techniques such as; single and multiple linear
regression (Bougadis et al. 2005), Autoregressive integrated moving average (ARIMA) (Ghiassi
et al. 2008), regression and univariate time-series (Jain & Ormsbee 2002), and multivariate
regression (Adamowski & Karapataki 2010). In this study two neural network architectures were
developed, a two-layer feed forward neural network (FFNN) and a non-linear autoregressive
neural network with exogenous inputs (NARX), with the latter shown to outperform the former
when dealing with time-series data (Mitrea et al. 2009).
Each model was developed using the neural network toolbox found in MATLAB. As there is no
consensus on how many hidden neurons should be used for optimal network performance, trial
and error were used (Hunter et al. 2012; Jinchuan & Xinzhe 2008). A combination of two
common “rules of thumb” were used to determine a start and end point for deciding on the
number of hidden neurons:
1) Between input and output layer size (Blum & Li 1991)
2) No larger than twice the input layer size (Linoff & Berry 2011)
These rules act as a starting point for the number of hidden neurons, but as shown by Jinchuan &
Xinzhe (2008), there is no upper limit to the number of hidden neurons, but issues can arise with
overfitting data when too many neurons are used. Also, rules of thumb may not apply to all
datasets. The variability in hidden layer size for FFNN and NARX models will cause differences
in performance so various values were used, with the top three performing models being reported.
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Due to the nature of neural network models, retraining will yield different results, as they start
with different weights and biases. In order to develop a neural network with the best performance
within a reasonable timeframe each network was trained 10 times and the best performing
iteration was reported for each of the top three FFNN and NARX models.

Feed Forward Neural Network (FFNN)
The two-layer feed forward network contains a sigmoid hidden layer and a linear output layer and
was trained using Levenberg-Marquardt backpropagation with 65%, 20%, and 15% of the data
used for training, testing and validation. Figure 5 shows the FFNN architecture with four inputs,

Fig. 5. MATLAB feed forward neural network diagram
eight hidden neurons and one output layer. As previously mentioned, the number of hidden
neurons will be adjusted to determine the best performance and like all previous models, the top
three FFNN models will be reported. The naming convention used to represent each FFNN will
include the number of hidden neurons; for example, a FFNN with 6 hidden neurons will be
denoted as FFNN6.

Non-Linear Autoregressive with Exogenous Input (NARX)
The NARX neural network was developed in the same software as the FFNN. NARX and FFNN
have similar architecture except that NARX uses tapped delays and incorporates prior values of
output to train the network, as can be seen in Figure 6. Since NARX uses past output values along
with delays, it makes it more apt at dealing with time-series data. During the training process, the
network is as shown in Figure 6a, where known outputs are used in place of the input y(t) and a
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time delay is used. This architecture is referred to as “open loop” and will not allow future
forecasts since actual outputs need to be known. When forecasting, “closed loop” architecture is
developed which uses the output of the model as the input for the next forecast, making the
network self-contained as seen in Figure 6b. Training of the NARX network was carried out
using Levenberg-Marquardt backpropagation. The naming convention of the NARX models will

a.

b.

Fig. 6. MATLAB neural network diagram
a. open loop b. closed loop
be the same as the FFNN, with the addition of the value for delay, for example, a NARX model
with 10 hidden neurons and 5 delays will be named NARX10.

Results
15-Minute Forecasting
Each model was evaluated using the RMSE and NRMSE and the results are displayed in Table 1.
For all forecast horizons AI methods performed the best with the NARX 10-5 model ranking first.
The ranking of the models does not change with forecast horizon, which shows that no model
performs significantly better or worse relative to other architectures over a longer forecast period.
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This shows that one model can provide day, week, month, and six-month forecasts. It should be
noted that as the forecast horizon increases so does the NRMSE, which is to be expected. The
performance of the SES03 model ranked 7th overall with the closest performance to the AI
models. The difference between SES03 (rank 7) and FFNN5 (rank 6) for day-ahead forecast was
112.93L RMSE and 0.13 NRMSE. This difference is similar to the difference between the first
(NARX 10-5) and last (FFNN5) ranked AI model, which is 99.11L RMSE and 0.11 NRMSE.
Overall SES03 had a 33.41% increase in RMSE for day-ahead, 33.70% increase for week-ahead,
36.06% increase for month-ahead, and 31.20% increase for the 6-month forecast. Other SES
models had similar performance, with SES04 ranking 8th and SES05 ranking 10th. Each of the top
performing SES models used low smoothing parameters (α), meaning more weight is given to
observation from the distant past, and less for more recent observations. The worst performing
models are the MD models. As shown in Figure 7, the MD models have trouble predicting
appropriate magnitudes of water usage, but appear to be able to determine the daily patterns by
showing little to no usage at the beginning and end of the day. MD models are one of the most
elementary models used in this analysis, but fall short of optimal. The MD models have an
increase in RMSE of 150.64% for day-ahead, 143.79% for week-ahead, 107.8% for month-ahead,
and 106.40% for 6-month forecasts when compared to the top-performing model.
The results of the day-ahead forecast using 15-minute data are shown in Figure 7. Only the top
performing models of each architecture have been displayed in for clarity. It can be seen that all
of the models are able to capture the daily trend of low usage during the beginning and end of the
day, however the MD96 model is not able to predict the proper magnitude of the demand during
the mid-day usage period. The NARX model shows the best likeness to the actual water usage
data by predicting the sharp increases between hour 9 and 11, but like the remainder of the
architectures, it has trouble predicting the fluctuations occurring between hour 12 and 16.
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All model architectures handle the later day fluctuations similarly, by smoothing the sudden
peaks and valleys. With the NARX model showing the most likeness to the original data, it is

Fig. 7. Day-ahead 15-minute forecasts
evident that the sudden variations in water usage are difficult for all of the tested models to
forecast.

Hourly Forecasts
The results of the models trained with hourly are displayed in Table 2. As with the 15-minute
trained models, the AI methods showed the best performance. However, the FFNN architecture
outperformed the NARX models, with the top FFNN (FFNN10) having a RMSE of 844.29L and
NRMSE of 0.23 and the top NARX model (NARX6-5) having a RMSE of 1265.86L and
NRMSE of 0.35. When examining the performance of the AI models over all forecast horizons it
can be seen that the rank changes. For day and six month-ahead forecasts the FFNN10 model
performs the best but when looking at week or month ahead it is ranked 3rd. This may seem like a
large difference, but when comparing the differences in NRMSE it can be seen that the maximum
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Table 1. Rank of model performance using 15-minute data
Day-Ahead
Model

Week-Ahead

Month-Ahead

6 Month-Ahead

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

NARX10-5

1

634.75

0.69

1

570.30

0.81

1

633.08

0.95

1

579.00

1.10

NARX6-3

2

652.84

0.71

2

584.13

0.83

2

673.09

1.01

2

588.06

1.11

NARX8-2

3

665.24

0.73

3

592.46

0.84

3

695.54

1.04

3

611.96

1.16

FFNN8

4

715.28

0.78

4

625.46

0.88

4

735.89

1.10

4

641.56

1.21

FFNN6

5

726.98

0.80

5

639.65

0.90

5

746.48

1.12

5

644.90

1.22

FFNN5

6

733.86

0.80

6

642.68

0.91

6

752.81

1.13

6

655.92

1.24

SES03

7

846.79

0.93

7

762.47

1.08

7

861.37

1.29

7

759.70

1.44

SES04

8

858.98

0.94

8

774.86

1.09

8

884.21

1.32

8

763.80

1.45

MR

9

868.60

0.95

9

788.42

1.11

9

923.42

1.38

9

770.40

1.46

SES05

10

884.64

0.97

10

795.66

1.12

10

957.85

1.43

10

782.50

1.48

MR (Rad/Time)

11

889.95

0.97

11

804.38

1.14

11

995.84

1.49

11

789.50

1.49

MD96

12

1590.98

1.74

12

1390.35

1.96

12

1315.59

1.97

12

1195.60

2.26

MD192

13

1598.08

1.75

13

1396.73

1.97

13

1321.91

1.98

13

1200.20

2.27

MD48

14

1612.73

1.76

14

1410.30

1.99

14

1333.05

2.00

14

1220.70

2.31
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Table 2. Rank of model performance using hourly data
Day-Ahead
Model

Week-Ahead

Month- Ahead

6 Month-Ahead

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

Rank

RMSE
(L)

NRMSE

FFNN10

1

844.29

0.23

3

1228.56

0.43

3

1122.95

0.42

1

1196.21

0.57

FFNN6

2

874.29

0.24

1

1168.65

0.41

1

1075.78

0.40

3

1256.78

0.60

FFNN8

3

879.41

0.24

2

1199.93

0.42

2

1088.96

0.41

2

1234.49

0.58

NARX6-5

4

1265.89

0.35

4

1435.05

0.51

4

1291.90

0.48

4

1342.69

0.64

NARX4-4

5

1348.61

0.37

5

1531.23

0.54

5

1304.95

0.49

5

1348.40

0.64

NARX10-2

6

1384.57

0.38

6

1554.26

0.55

6

1385.42

0.52

6

1371.95

0.65

MR

7

1846.10

0.50

7

1859.97

0.66

7

1728.56

0.65

7

1677.48

0.79

MR (Rad/Time)

8

1915.87

0.52

8

1972.42

0.70

8

1823.25

0.68

8

1702.63

0.81

SES09

9

1936.48

0.53

9

2106.35

0.74

9

1924.87

0.72

9

2062.88

0.98

SES08

10

1998.73

0.55

10

2168.46

0.77

10

2016.68

0.76

10

2126.29

1.01

SES07

11

2068.40

0.57

11

2254.68

0.80

11

2116.88

0.79

11

2217.94

1.05

MD48

12

4725.87

1.29

12

4412.56

1.56

12

4467.15

1.67

12

3796.63

1.80

MD24

13

4758.55

1.30

13

4533.97

1.60

13

4589.76

1.72

13

3935.04

1.86

MD12

14

4968.58

1.36

14

5273.21

1.86

14

5193.64

1.95

14

3991.22

1.89
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difference between the 1st and 3rd ranked model is 0.03. Such a small difference in NRMSE
shows that any of the top three models would be suitable for forecasting greenhouse water
demand. All of the hourly trained models performed better than the 15-minute models across all
forecast horizons, with the largest difference coming from the day-ahead forecast. The NRMSE
for the top 15-minute model was 0.69, and 0.23 for the top hourly model. This difference of
300% can in part be explained by the increase in zero data points in the 15-minute data set, which
creates a lower average water usage than the hourly data. The performance difference could also
be caused by the smoothing of the data when it is converted to hourly, which takes out many of
the spikes in usage making it easier for the models to predict.

Fig. 8. Day-ahead hourly forecasts
Comparing models that require external inputs to the univariate models for hourly forecasts
shows that the former perform better than the latter, with the top eight models all use external
inputs as indicators of demand. Although there is only a RMSE difference of 20.61L between the
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8th and 9th ranked models (MR Rad/Time and SES09) for day-ahead forecasts, when averaging
each model over all forecast horizons the SES09 model has an increase in RMSE of 154.10L.
Results of the day-ahead forecasts are displayed in Figure 8 with only the top-performing model
from each architecture being displayed for clarity. It can be observed that all models except the
MD48 model can capture the daily trend of little to no water usage at the beginning and end of
the day. During the peak usage period (hour 8 to 17) all models except MD48 appear to predict
the proper times for increasing and decreasing usage, but many fail to reach the proper
magnitude. Even the top performing FFNN10 model does not reach the proper usage level for the
spike in demand at hour 10, but it follows the actual data closely throughout the rest of the day.
The MD model for hourly forecasts shows better agreement with the actual water usage data
during peak periods than the 15-minute model but the hourly MD model does not have the same
ability as the 15-minute model at predicting the low usage periods at the beginning and end of the
day.

Conclusion
With Greenhouse watering occurring at 15-minute intervals it was thought that using 15-minute
data to train the models would provide more accurate forecasts, this was shown not to be the case.
Models trained with hourly data showed better performance across all forecast horizons and
model architectures. The top performing models for day-ahead forecast were the FFNN10 trained
with hourly data and the NARX10-5 model trained with 15-minute data. The FFNN10 model had
a RMSE of 844.29L and a NRMSE of 0.23 while the NARX10-5 model had a RMSE of 634.75L
and a NRMSE of 0.69. Examining the RMSE shows the 15-minute NARX10-5 model
outperforming the FFNN10 by 209.54L, but when comparing the NRMSE for the same period,
the FFNN model outperforms the NARX model by 0.46, showing the importance of using
NRMSE when examining models with different forecast periods. The cause of such a difference
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in NRMSE between hourly and 15-minute trained models could be explained in the large increase
in the number of zero usage data points that are present in the 15-minute data and by the inherit
data smoothing that takes place when using hourly data. Regardless, the use of hourly data not
only improves model performance, but also reduces the water utilities data storage and
transmission costs.
The main goal of this study was to examine the performance of AI methods compared to more
traditional methods, as well as comparing techniques that require external inputs with univariate
time-series methods. The results show that both AI methods (FFNN and NARX) outperform
traditional methods across all forecast horizons with the next best method being multivariate
regression. This shows that models using external inputs outperform univariate models across all
forecast horizons. It should be noted that performance of the SES09 (rank 9) model was close to
MRRad/Time (rank 8) with an increase in RMSE of 20.61L and NRMSE of 0.01, but compared
to the top-performing model (FFNN10) it had an RMSE increase of 1092.19L and NRMSE of
0.30. The MD models show the worst performance, with the MD12 model having a RMSE
increase of 3854.29L and NRMSE increase of 1.13 compared to the FFNN10 model. Even with
the increased complexity of FFNN models, the increase in performance could justify extra costs
associated with system integration, but to be certain, a cost analysis should be carried out to
weigh the cost savings of improved accuracy with the increased cost of implementation.
These models were developed for greenhouses growing bell peppers. Since greenhouse
operations typically grow more than one crop, these models should be tested on other crops such
as tomatoes, cucumbers, melons, etc. to determine if the FFNN architecture performs as well for
various crop types. This would allow for a more all-encompassing forecasting method, which will
provide the water utility with the means to more accurately predict water demand regardless of
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crop type. It will also allow for implementation into a piecewise forecasting model that can
address the unique consumer breakdown that remains a challenge to many water utilities.
The conclusion of this study shows using FFNN architecture trained with hourly data provides the
best performance for day-ahead through 6 month-ahead forecast horizons, with day-ahead
forecasts showing the least RMSE. The three top FFNN models show marginal differences in
NRMSE for day-ahead to month-ahead forecasts, with the largest difference coming in the 6
month-ahead forecast. Looking at overall performance across all forecast horizons the FFNN10
and FFNN6 showed the best performance with an average NRMSE of 0.41.

References
Adamowski, J. & Karapataki, C., 2010. Comparison of multivariate regression and artificial
neural networks for peak urban water-demand forecasting: Evaluation of different ANN
learning algorithms. Journal of Hydrologic Engineering, 15(10), pp.729–743.
Blum, E. & Li, L., 1991. Approximation theory and feedforward networks. Neural Networks,
4(4), pp.511–515.
Bougadis, J., Adamowski, K. & Diduch, R., 2005. Short-term municipal water demand
forecasting. Hydrological Processes, 19(1), pp.137–148.
Burney, N. et al., 2001. Forecasting of Freshwater demand in Kuwait. Arabian Journal for
Science and Engineering, 26(2B), pp.99–113.
Cadenas, E., Jaramillo, O.A. & Rivera, W., 2010. Analysis and forecasting of wind velocity in
chetumal, quintana roo, using the single exponential smoothing method. Renewable Energy,
35(5), pp.925–930.
Damrongkulkamjorn, P. & Churueang, P., 2005. Monthly Energy Forecasting Using
Decomposition Method with Application of Seasonal ARIMA. In International Power
Engineering Conference (IPEC). Singapore: IEEE, pp. 224–229.
Donkor, E.A. et al., 2014. Urban Water Demand Forecasting!: Review of Methods and Models.
Journal of Water Resources Planning and Management, 140(2), pp.146–159.

49

Firat, M., Yurdusev, M.A. & Turan, M.E., 2009. Evaluation of artificial neural network
techniques for municipal water consumption modeling. Water Resources Management,
23(4), pp.617–632.
Froukh, M.L., 2002. Decision-Support System for Domestic Water Demand Forecasting and
Management. Water Resources Management, 15(6), pp.363–382.
Ghiassi, M., Zimbra, D.K. & Saidane, H., 2008. Urban Water Demand Forecasting with a
Dynamic Artificial Neural Network Model. Journal of Water Resources Planning and
Management, Vol. 134(2), pp.138–146.
Hunter, D. et al., 2012. Selection of Proper Neural Network Sizes and Architectures — A
Comparative Study. IEEE Transactions on Industrial Informatics, 8(2), pp.228–240.
Jain, A. & Ormsbee, L.E., 2002. Short-term Water demand forecast modeling techniques —
Conventional Methods versus AI. Journal American Water Works Association, 94(7),
pp.64–72.
Jinchuan, K. & Xinzhe, L., 2008. Empirical analysis of optimal hidden neurons in neural network
modeling for stock prediction. In Proceedings - 2008 Pacific-Asia Workshop on
Computational Intelligence and Industrial Application, PACIIA 2008. Wuhan, China: Inst.
of Elec. and Elec. Eng. Computer Society, pp. 828–832.
Lee, S.J., Wentz, E.A. & Gober, P., 2010. Space-time forecasting using soft geostatistics: A case
study in forecasting municipal water demand for Phoenix, Arizona. Stochastic
Environmental Research and Risk Assessment, 24(2), pp.283–295.
Linoff, G.S. & Berry, M.J.A., 2011. Data Mining Techniques: For Marketing, Sales, and
Customer Relationship Management 3rd ed., Indianapolis, Indiana: John Wiley & Sons,
LTD.
Ma, L., He, C. & Wang, Z., 2013. The research for the greenhouse water evaporation based on
the environmental factors. Advance Journal of Food Science and Technology, 5(8),
pp.1049–1054.
Mitrea, C.A., Lee, C.K.M. & Wu, Z., 2009. A Comparison between Neural Networks and
Traditional Forecasting Methods!: A Case Study. International Journal of Engineering

50

Business Management, 1(2), pp.19–24.
Opok, A.O., Anderson, G.O. & Yanev, K.M., 2008. Electricity Demand Forecasting Towards
Vision 2016 for Botswana using Decomposition (Multiplicative) Time Serial Model.
International Journal of Power and Energy Systems, 28(2), pp.229–237.
Polebitski, A.S. & Palmer, R.N., 2010. Seasonal Residential Water Demand Forecasting for
Census Tracts. Journal of Water Resources Planning and Management, 136(01), pp.27–36.
Rice, D.C.J., Carriveau, R. & Ting, D.S.-K., 2016. Commercial greenhouse water demand
sensitivity analysis: single crop case study. Water Science and Technology: Water Supply.
Available at: http://ws.iwaponline.com/cgi/doi/10.2166/ws.2016.031.
Rossi, M. & Brunelli, D., 2013. Electricity demand forecasting of single residential units. In 2013
IEEE Workshop on Environmental Energy and Structural Monitoring Systems. Trento,
Italy: IEEE, pp. 1–6.
Snyder, R.D., Koehler, A. & Ord, K., 2002. Forecasting for Inventory Control With Exponential
Smoothing Forecasting for Inventory Control with Exponential Smoothing. , 18(1), pp.5–18.
Temraz, H.K., Salama, M.M.A. & Quintana, V.H., 1996. Application of the decomposition
technique for forecasting the load of a large electric power network. IEE Proceedings Generation, Transmission and Distribution, 143(1), p.13.
United States Environmental Protection Agency, 2013. Strategies for Saving Energy at Public
Water Systems. , pp.1–16. Available at:
http://water.epa.gov/type/drink/pws/smallsystems/upload/epa816f13004.pdf [Accessed
January 15, 2015].
Williamson, P., Mitchell, G. & McDonald, A.T., 2002. Domestic Water Demand Forecasting: A
Static Microsimulation Approach. Water and Environment Journal, 16(4), pp.243–248.
Wu, L. & Zhou, H., 2010. Urban water demand forecasting based on HP filter and fuzzy neural
network. Journal of Hydroinformatics, 12(2), pp.172–184.

51

CHAPTER 4: Evaluation of Crop to Crop Water Demand
Forecasting: Tomatoes and Bell Peppers Grown in a Commercial
Greenhouse
Dean C. J. Rice, Rupp Carriveau, David S-K Ting
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Windsor, Ontario, Canada N9B 3P4

Nomenclature
The following symbols are used in this chapter:
ANN
C2C
FFNN
L
LR
NRMSE
QM
RMSE
Wp
Wt
!! !
YT
eFAST
ha
n
!!
!!
!!
!!

= Artificial neural network
= Crop to Crop forecasting method
= Feed forward neural network
= Litre
= Linear Regression
= Normalized root mean squared error
= Quotient Method
= Root mean squared error
=Hourly pepper water usage
=Hourly tomato water usage
= Average water usage
= Observed value
= Extended Fourier Amplitude Sensitivity Test
= Hectare (10,000 m2)
= Number of forecasts
=Quotient for pepper crop
=Quotient for tomato crop
= Initialization value
= Regression coefficient for ith input
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Introduction
Development of water demand forecasting models can be time consuming and costly. For a water
utility located in Essex County, Ontario, Canada, forecasting commercial greenhouse water
demand has become a critical aspect of day-to-day operations. This is due to the fact that almost
80% of the utilities water demand is attributed to commercial greenhouses. This region currently
does not utilize existing forecasting techniques (Donkor et al. 2014), but instead relies on the
greenhouse operators themselves to submit water requirements when a facility is being
constructed. These water demands received from the greenhouse operators are fixed and are also
estimated demands from when the greenhouse was built. Technology and growing practices are
constantly changing and water demand from when the greenhouse may have been constructed
will vary greatly from their current demand. This lack of proper forecasting technique can have a
significant impact on the water utilities distribution system. As shown in the United States
Environmental Protection Agency study (2013) the cost of distribution accounts for 80% of a
water utilities energy expenses, which emphasizes how crucial proper forecasts can be. These
forecasts not only affect day-to-day operations, but can also have an impact on future
infrastructure projects, with incorrect forecasts leading to unnecessary network or plant upgrades.
Another aspect that forecasting can impact is future development of the region. This is caused by
inflated demand profiles assigned to consumers, which falsely indicates that the water utility is
either at or near capacity, when in reality it is not. This could cause the utility to deny water
permits for future developments, which will reduce income. All of these issues caused by
incorrect forecasting can negatively impact the water utilities bottom line and hinder sustainable
development of the produce industry.
In this region, greenhouses grow a variety of crops and with each crop comes a unique demand
profile. Figure 1 shows the crop breakdown by area, with the water utility servicing over 720
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hectares of greenhouse operations. It can be noticed that more than half of the total area (57%) is
used for growing tomatoes. Examining the remaining crops shows that tomatoes, peppers, and
cucumbers account for almost 90% of the water demand, with the remainder being used by other
crops such as flowers, plugs, and various other specialty products. Current estimates for water

Fig. 1. Crop breakdown by area
usage are shown in Table 1. It can be observed that there is a large variation in water usage
estimates between greenhouse operations, with the largest coming from flower growers. This
variation in water requirements between crops makes it difficult to develop one forecasting model
to reliably predict the demand. This research intends to evaluate the suitability of a simplified
forecasting method that would accompany a more complex method involving external
determinates of demand such as neural network models. By evaluating crop watering data, in this
case tomato and pepper crops, and looking for similarities in watering strategies that would allow
one crops (e.g. peppers) water demand to be predicted using only another crops usage data (e.g.
tomatoes). This crop-to-crop (C2C) forecasting method would utilize data generated by a much
more complex and specialized demand-forecasting model that would be developed and optimized
for one crop, and in this case it should be developed for the tomato crop as it accounts for almost
60% of the land use. The simplified forecasting method would save on expenses related to
developing and maintaining several more complex models and would also address the concerns
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of Donkor et al. (2014) regarding model simplicity and practicality. The two crops chosen for this
study were tomatoes and peppers, which account for 69% of total greenhouse land use. These two
crops were also chosen due to their similar range in current demand estimates as seen in Table 1,
which would stand to reason that they would have the highest probability of having similar
demand patterns.
Table 1. Current crop water demand estimates
Crop

Water Demand Estimates (L/plant/day)

Tomato

2.7-4.5

Pepper

2.7-4.5

Cucumber

3.6-7.3

Flower

1.0-4.5

Current Literature
The content of this paper can be classified in two categories, crop water usage and demand
forecasting. There have been many studies focused on crop watering, of those few focus on
greenhouse usage. The majority of crop irrigation studies focus on water-saving strategies and
determining evapotranspiration rates (Bernier et al. 2010; Capraro et al. 2008; Orgaz et al. 2005;
Ma et al. 2013; Thompson et al. 2007) in order to optimize watering schemes, but do not address
forecasting actual watering practices. These studies provide useful information for the greenhouse
operators on how they can improve their watering schemes and reduce water usage, but do not
address the concerns of the water utility. There is no shortage of water demand forecasting
studies, but none focus on greenhouse water usage. Many studies focus on either residential water
demand forecasting (Polebitski & Palmer 2010; Dong & Zhou 2009; Bennett et al. 2013) or on
entire service areas (Ghiassi et al. 2008; Burney et al. 2001; Bougadis et al. 2005). These studies
are important and provide useful insight into modeling areas where water usage can be attributed

55

mainly to human water consumption. These studies do not address agricultural water demand
including commercial scale greenhouse operations.

Data
The data used in this study was obtained from a local greenhouse operation. The data represents
2.43 ha of tomatoes and 3.64 ha of bell peppers and contains hourly water usage along with
temporal and climactic data from July 2nd, 2015 through August 8th, 2016 and contains 10,273
data points. Data is reported to 0.1L, so the assumption can be made that the data is accurate to
0.1L. Plant densities vary by crop type, and for this dataset the densities for tomatoes and peppers
are approximately 28,800 and 33,500 plants per hectare respectively. The greenhouse is heated in
the colder winter months and is naturally ventilated. The tomato crop is grown in a glass
greenhouse and the pepper crop is grown in a polyethylene greenhouse. With current usage
estimates listed in Table 1, examination of the dataset shows a maximum/average usage of
3.5/1.2L and 4.3/1.7L per plant per day for pepper and tomato crops respectively. The dataset
represents total water being delivered to the plants and does not differentiate alternate supply
sources such as pond, well, or reuse water.

Preliminary Data Analysis
In order to determine the suitability of C2C forecasting, some preliminary data analysis must be
undertaken. To compare the two crops, the data must be in the same units. As shown in the
previous section, the dataset represents 3.64ha of peppers and 2.43ha of tomatoes, simply using
units of per hectare will not suffice as both crops have different plant densities which would skew
the results. In order to provide an unbiased assessment of water requirements, units of water
consumption per plant will be used. This will allow for a proper comparison of water
requirements and also provide a base demand that is scalable and will be useful to the water
utility as crop densities may vary from operation to operation. Figure 2 shows per plant tomato
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versus pepper water usage for the entire dataset. Figure 2 shows a strong linear correlation
(Pearson product-moment correlation coefficient of 0.95) between the water usage of both crops.
There are outliers to this trend that can be seen along the x and y-axis showing periods of zero
watering of one crop and non-zero watering of the other which may be attributed to non-plant
watering events such as cleanouts at the end of the growth cycle. Overall this trend strengthens
the use of C2C forecasting as it shows that as tomato watering increases, so does pepper watering.
Comparing water volume is not the only aspect that will impact the effectiveness of C2C
forecasting. Time of use (time of day and time of year) could arguably have more impact on C2C
forecasting than volume as C2C relies strictly on one crops time-series watering data to prepare
forecasts. If the watering times are not similar C2C cannot be effective. To determine the

Fig. 2. Per plant water usage
similarities in daily watering times Figure 3 was developed showing total water usage for each
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hour encompassing the entire dataset. Figure 3 represents total hourly water usage for both crops
and shows that the vast majority of watering occurs between hour 9 and 19. This pattern holds

Fig. 3. Total hourly water consumption by crop
true for both crops, showing sharp increasing water usage between hour 9 and 10 with
incremental increase up until hour 14 where water usage begins to decline. It is observed that
during hour 11 the water usage for tomatoes increases substantially to its maximum level and
reduces during hour 12, after which it increases until hour 14 but does not reach the same usage
level that was attained during hour 11. This deviation could have an impact on C2C forecasts, but
since it only occurs during one hour with the remaining hours following the same pattern the
effects should be minimal.
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To examine both crops seasonal water usage trends Figure 4 was developed. This figure shows
the monthly water usage for both crops for the entire dataset. Examination of Figure 4 shows a
distinct pattern in water usage, starting with low use at the beginning of the year with a steady
increase until usage peaks at month 7 (July), after which there is a sharp decline in usage for the
remainder of the year. This pattern is consistent for both crops, with tomatoes having a larger
magnitude. The most noticeable feature in this yearly pattern is the sharp increase in water usage
between months 5 and 6 (May and June) and the sharp decrease in usage between months 7 and 8
(July and August) which is consistent for both crops. These increases in crop watering during the

Fig. 4. Monthly crop water usage
summer months (June to August) can be attributed to the higher levels of solar radiation and
elevated outdoor temperatures which have been shown to have a major impact on pepper water
consumption (Rice et al. 2016) along with the United Nations study (Doorenbos & Pruitt 1977)
which show that solar radiation has the largest effect on evapotranspiration rates of various crops.

59

Another aspect to consider when comparing crop water usage is fruit mass, or yield. The
assumption could be made that the greater the mass of fruit from a plant, the greater the water
requirement. For this dataset, each tomato plant yielded on average 24kg compared to 9kg for a
pepper plant. This large difference in fruit mass points to a substantial increase in water
consumption of a tomato plant compared to a pepper plant, but examination of total water usage
per plant for the entire dataset shows different results. The total water used per tomato plant was
675.9L and 550.9L for a pepper plant which shows an increase in usage for tomatoes, but
nowhere near what was expected considering the difference in yield. This shows that water usage
and yield are not linearly related and expected yield cannot be used as a direct indicator of water
usage.

Sensitivity Analysis
In order to determine if one dataset can be predicted using the other, the factors influencing water
demand of both crop types must be compared. The extended Fourier Amplitude Sensitivity Test
(eFAST) was used by Rice et al. (2016) to determine the driving factors in bell pepper water
usage. This study carried out the same procedure which was developed by Saltelli et al. (2008).
Using the neural network toolbox in MATLAB, a two-layer feed-forward neural network (FFNN)
with eight hidden neurons was developed to simulate the watering system. This model was
trained using Levenberg-Marquardt backpropagation and was trained, tested, and validated using
75%, 10%, and 15% of the data respectively. The model performance was evaluated using the
root-mean squared error (RMSE), which was 0.042L.
To perform the eFAST procedure SimLab sensitivity analysis software was used. SimLab
generates a unique set of inputs based on the range of data that exists in the training dataset. The
sample size used was 1480 based on the recommendation of Saltelli et al. (1999). These inputs
are then fed through the FFNN and the results are recorded. These results are then introduced
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back into SimLab where it carries out the eFAST procedure and produces a set of sensitivities for
each input factor. Since SimLab uses eFAST there are two sensitivities for each input, the first
(Si) and total indices (STi). The first indices report the overall sensitivity of each input while the
total indices accounts for interaction between the input factors. The results of the eFAST are
displayed in Table 2. It can be seen that the results of the sensitivity analysis for the tomato crop
are similar to the findings of Rice et al. (2016), showing that the top four most influential input
factors for bell peppers were: Time, Solar Radiation, Outdoor Temperature, and Cumulative Solar
Radiation. Humidity ranks low for both tomato and pepper crops, which would intuitively have
been assumed to have a major impact on watering schemes. This could be explained by
understanding that these watering schemes are man-made, and do not necessarily represent the
amount of water the plant requires. It is also possible that solar radiation and outdoor temperature
have been shown to provide enough of an indication of water requirements that humidity was not
needed. These results shows that both pepper and tomato watering schemes are based on the same
set of indicators and that combined with the findings of the previous sections show that it is
possible to predict either crops water use if the other crops water use is known.

Table 2. First and Total Indices for all input factors in order of importance
Input Factor

First Order Indices (Si)

Total Indices (STi)

Value

Rank

Value

Rank

Time

0.396

1

0.622

1

Solar Radiation

0.249

2

0.368

2

Outdoor Temperature

0.038

3

0.174

3

Cumulative Solar Radiation

0.016

4

0.106

4

Greenhouse Relative Humidity

0.012

5

0.097

5

Month

0.009

6

0.096

6

Wind

0.006

7

0.065

7

Greenhouse Temperature

0.003

8

0.060

8

0.729
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1.588

Forecasting Methodology
The focus of this study is to determine if there is a way to predict greenhouse water usage without
the use of complex and costly modeling techniques. The methods used to achieve this goal are
linear regression (LR) and a method referred to as the quotient method (QM), which will be
discussed later in the section. The rationale behind choosing these two methods is that they will
each produce either a simple equation or multiplier that can be directly used to forecast future
values. These methods do not require the use of further modeling software to forecast after the
initial values are determined. This statement is made knowing that all models should be reevaluated over time to ensure their accuracy and relevance. Since two crops are being used to
evaluate these methods, two models will be created for each. One model will forecast tomato
water usage using pepper data, and the other will forecast pepper usage using tomato data. Since
the two model architectures being examined are on the elementary side, there must be some
measure or comparison to a more complex and more accurate model. Including artificial neural
network models (ANN) will provide a baseline for which the errors of the C2C models can be
compared. The use of ANN models undermine the practicality aspect of this study, so it is being
used as a comparative value to indicate the potential “best-case” performance. Each model will be
developed with a hold back data set of one day and have a forecast horizon of one day, with
forecasts occurring hourly.
In order to provide a measure of model performance for these methods, the root-mean-squared
error (RMSE) and the normalized root-mean-squared error (NRMSE) will be used, and are
represented by equations 1 and 2, where n represents the number of data points, !! represents the
forecasted water usage, and !! represents the actual data. The reasoning for using RMSE is due to
the unique dataset, which contains numerous zero water usage data points, which can cause
serious error when using other error measures such as mean absolute percent error (MAPE) which
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uses division by the observed value, which in this case would be zero, RMSE was also chosen
based on the recommendations of Donkor et al. (2014). The inclusion of NRMSE is to reconcile
the error into terms that can be compared when evaluating data sets with different ranges and
means.

!"#$ =

1
!

!
!

( !! − !!! )

(1)

!"#$
!!

(2)

!!!

!"#$% =

Linear Regression
Because of the seemingly linear relationship shown in Figure 2 between both crops watering
schemes the use of a linear regression model is appropriate. In a typical water demand forecasting
situation, the use of a single linear regression model is unwarranted due to its inability to handle
multiple indicators of water demand usually present in a complex highly non-linear relationship
between consumers and various socio-economic and climactic factors (Herrea et al. 2010). In this
case the model involves two variables, which will be treated as both dependent and independent,
which are shown to have a linear relationship. By determining a best-fit line for the data using
the least squares method to develop the coefficients (!! , !) for equation 3, the linear regression
model will provide demand forecasts solely based on the linear relationship between the two
crops, where !! and !! represent the hourly tomato and pepper water usage. Both !! and !!
will be switched in order to develop an equation for both crops.

!! = !! ± !!!
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(3)

Quotient Method
The quotient method is the least complex method used in this study. Examining the total water
usage for each crop type for the entire dataset and then dividing the values will produce a quotient
(q), or how many times more water is used by tomatoes compared to peppers (or vice versa), as
seen in equation 4 where Wp and Wt are the hourly water usage values for peppers and tomatoes
per plant and qp representing the quotient for the pepper crop. Equation 4 can also be modified by
switching tomato and pepper values to give the quotient for tomatoes (qt). The quotients can then
be used in equation 5 to provide forecasts for each crop. This method may seem elementary, but
the previous sections show that there are many similarities in the watering habits for both crop
types, which may make this forecasting option viable due to the simplicity and cost savings over
a more traditional method.

!! =

Σ!!
Σ!!

(4)

!! = !! ×!!

(5)

Feed-Forward Neural Network
The inclusion of a feed-forward neural network (FFNN) model in this study is for comparison, as
FFNN models have been shown to outperform traditional methods in water demand forecasting
(Jain & Ormsbee 2002; Adamowski & Karapataki 2010; Ghiassi et al. 2008; Mitrea et al. 2009).
The use of the FFNN will provide a benchmark with which both previous methods can be
compared. There will be two FFNN models developed, one will be a C2C model, and the other
will use temporal and climactic data as indicators of demand as recommended by Rice et al.
(2016). The second model will be titled FFNN_EI for external inputs (EI). The FFNN, generated
using the Neural Network toolbox in MATLAB, contains one sigmoid hidden layer and one

64

linear output layer and is trained using Levenberg-Marquardt backpropagation. The data was
divided with 65%, 20%, and 15% of the data used for training, testing, and validation. The
network contains one input and five hidden neurons. This network was chosen based on the
guidelines of Hunter et al. (2012) and Jinchaun &Xinzhe (2008). Due to the nature of FFNN
models, there is no universal development method that will provide optimal results. To address
this issue a FFNN will be developed and retrained 10 times, with the iteration with the lowest
error being chosen for final forecasting.

Results and Discussion
C2C Model Development Using Real Data
The results of the LR model are shown in equations 6 and 7. These equations show that there is
an increasing trend in water usage for both crops, which follows the findings of the previous
sections. The results of equation 4, the QM, are 1.227 and 0.815 for Wt and Wp respectively. This
means that excluding the holdback data of one day, tomatoes use on average roughly 1.3 times

!! = 4.52×10!! + 1.14×!!

(6)

!! = 1.28×10!! + 0.82×!!

(7)

more water per plant than peppers. Table 3 displays the error results of each forecasting method
for day-ahead forecasts. For both LR and QM methods the NRMSE is almost identical at 0.44
and 0.45. The performance of the FFNN is only marginally better with a NRMSE of 0.38 when
forecasting tomatoes and 0.41 when forecasting peppers. The FFNN_EI model forecasting
tomatoes shows the best performance with a NRMSE of 0.29, which is approximately 16% less
than the LR and QM models and approximately 11% less than the FFNN model. If the models
were judged purely on error measures, the FFNN_EI model would be the ideal choice. But the

65

Table 3. Results of day-ahead forecasting methods using actual data
Model

LR

QM

FFNN

FFNN_EI

RMSE

NRMSE

RMSE

NRMSE

RMSE

NRMSE

RMSE

NRMSE

Tomato
with
Pepper

0.029

0.44

0.03

0.45

0.025

0.38

0.019

0.29

Pepper
with
Tomato

0.024

0.45

0.024

0.45

0.022

0.41

0.016

0.30

use of a FFNN model comes with added complexity and likely added costs associated with
implementation and maintenance. The increase in performance, measured by the decrease in error
between the FFNN_EI and the C2C methods is at minimum 9% and maximum 16% of the
average water usage. This difference in performance would need to be evaluated by the water
utility in order to determine if the cost increase is worth the increase in performance. One notable
result is that there are very minor differences when forecasting tomatoes or peppers for all model
architectures, which shows that there is no advantage to forecasting either crop. This is useful as
the water utility can determine which crop dominates the demand mix, and develop a dedicated
base model without concern that crop type will affect the performance of the C2C forecast.
The assumption that a more complex model involving external temporal and climactic data was
validated, as the FFNN_EI model showed the best performance in hourly day-ahead forecasts.
The results of day-ahead forecasts for each model are displayed in Figure 5 and 6. The daily
pattern can be observed, with all watering taking place between hour 8 and hour 20. All forecast
methods were able to determine the start and stop times, with no spike in usage occurring before
or after the actual start and stop hours. One issue that can be noticed is the inability of the LR
model to forecast zero usage points. As shown in equations 6 and 7, the LR model produces a
minimum of 4.52×10!! L when forecasting tomato usage and 1.28×10!! L when forecasting
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pepper usage. The LR model is not the only model to have issues forecasting zero usage data, the
FFNN and FFNN_EI models also did not forecast zero, but for each instance forecasted values
ranging from 3.81×10!! L to 1.01×10!! L. These values are smaller then the accuracy of
measured watering data so they shouldn’t cause problems, but issues could arise when the
forecast is extrapolated over the millions of plants in the region. The QM however, was able to

Fig. 5. Day-ahead forecasts for tomatoes
forecast the zero usage periods as they occurred during the same times for both crops. Examining
both figures shows distinct similarities between the two crops watering schemes.
The differences in watering times become apparent in the forecasts during hour 9 and 11, which
show peaks occurring at opposite times for each crop. This is where the majority of the difference
in forecasts occur. The forecast for tomatoes follows the same pattern as the actual usage data for
peppers except at a higher magnitude and the same applies to the pepper forecasts, as they
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Fig. 6. Day-ahead forecasts for peppers
resemble actual tomato usage. This applies to all C2C models, but not the FFNN_EI model. One
notable feature in Figure 6 is how close each of the forecasting methods are compared to those in
Figure 5. Examining the results of the FFNN_EI model shows better adherence to the actual
usage data, particularly during the peaks in usage occurring at hour 11 for tomatoes and hour 10
for peppers, where the other models struggle.

C2C Model Development Using Base Model Data
Table 4 shows the results of C2C model development using the FFNN_EI base model as input
criteria. Since modeled data was used as input data for the C2C models, a higher error is
expected. This is shown in Table 4, with all C2C models producing a higher error when
developed using base model data. C2C forecasts for tomatoes saw an average increase in RMSE
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Table 4. Results of day-ahead forecasting methods using base model
Model

Tomato with
Pepper
Pepper with
Tomato

LR

QM

FFNN

RMSE

NRMSE

RMSE

NRMSE

RMSE

NRMSE

0.039

0.59

0.043

0.64

0.038

0.51

0.027

0.51

0.028

0.52

0.025

0.47

of 29%, with the smallest increase occurring in the LR model (25%). Forecasts for peppers
showed a much smaller increase in RMSE; with an average increase of 12% with the smallest
increase occurring with the LR model (11%). This disparity in performance is likely caused by
the amplification of larger errors in the base model forecast. Examination of Table 3 shows that
the base FFNN_EI model has similar RMSE and NRMSE (0.29 and 0.30) for both crops, but
what the error measure does not account for is occurrences of large errors. It can be seen in
Figures 6 that the FFNN_EI model has generally less errors, but the errors that occur are larger
than those in Figure 5. These large error occurrences appear to have been amplified when the
FFNN_EI results are used to generate C2C forecasts. This shows the impact that base model
development can have on future forecasts developed using the base model.
As shown by the results of the previous section, examination of only error measures is not
sufficient to make general claims about model performance. Figure 7 shows the day-ahead
forecast for tomatoes using the base model (FFNN_EI) forecast data. It can be observed that the
LR and QM models follow the same pattern that exists in the base model for peppers (Figure 6).
The FFNN model however, does not follow the same pattern over the entire forecast. The FFNN
model appears to smooth out the forecast between the hours of 12 and 17, where some of the
larger base model error exists. The same holds true for the forecast model for peppers, with the
exception of the smoothing of the FFNN model, as shown in Figure 8. When examining both
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patterns, which is shown by the lack of forecast accuracy between the hours 9 and 12. Overall,

Fig. 8. Day-ahead forecast for tomatoes using base model data

Fig. 7. Day-ahead forecast for peppers using base model data
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forecasts for both tomatoes and peppers suffer from the same issues as the forecasts developed
with real watering data. The main difference is that the errors that exist in the base model are
amplified, stressing the importance of proper base model development.

Conclusion
The main goal of this study was to determine the effectiveness of using simplified C2C
forecasting methods to determine greenhouse crop watering needs. The results show that both LR
and QM models have similar performance having NRMSE’s of 0.44 to 0.45, while both FFNN
model had better performance. One issue with using C2C forecasting is the apparent ghosting of
the independent crop on the forecast. This is evident during hour 10 for peppers and 11 for
tomatoes, where only the FFNN_EI model was able to forecast the correct time of this peak for
both crops. This shows a weakness in the C2C method, but it still provides better forecasts than
the current fixed demand model. This study also shows that the FFNN models perform better than
the more traditional LR method and the simplified QM. The use of a FFNN model in C2C
forecasting is shown to be ineffective as the FFNN model using external inputs (FFNN_EI)
showed better performance, NRMSE of 0.38 compared to 0.29, while maintaining the same level
of complexity. As expected, the proposed base model FFNN_EI showed the best performance
with a NRMSE of 0.29 and 0.30 for tomatoes and peppers respectively.
C2C forecasting using base model data (FFNN_EI) showed larger RMSE and NRMSE for both
forecasts, with the tomato forecast producing an average increase in RMSE of 25% and peppers
12%. This disparity in error can be attributed to the magnitude of error present in the base model.
Although both base models had similar NRMSE (0.29 and 0.30), the model for peppers had a
number of occurrences of large errors, while the tomato model was more consistent. These large
error occurrences appear to be amplified when the base model is used to generate future forecasts,
as the increase in error between crop forecasts is 13%. This error increase shows that base model
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development is crucial for the effectiveness of C2C forecasting. As for performance, the FFNN
model showed the lowest NRMSE for both crops, with the lowest occurring with the pepper crop
(0.47). The increase in RMSE between the FFNN model and the LR and QM models ranges from
8% to 12% for peppers and 3% and 13% for tomatoes. When compared to the base model, the
increase in RMSE ranged from 56% to 75% when forecasting peppers, and 100% to 126% when
forecasting tomatoes.
Since greenhouses grow a variety of crops other than tomatoes and peppers, it would be advisable
to perform a similar analysis on other crops to determine similarities in watering habits and
evaluate the effectiveness of C2C forecasting on a broader scale. The performance of all C2C
model architectures remained relatively consistent for both tomato and pepper crops (NRMSE of
0.44 to 0.45) when using actual watering data as inputs. This shows that there is no benefit to
using a particular crop for the base model for which C2C forecasts are generated and allows the
water utility to develop a base model for the most prevalent crop. By developing a base model for
the largest crop in the region the water utility will reduce forecast error since the base model has
better performance than C2C methods.
The conclusion of this study shows that C2C forecasting can be achieved, although with higher
error than more complex model architectures involving external inputs. These performance
increases should be evaluated by the water utility in order to determine if the costs associated
with implementing a FFNN model justify the increase in performance. The use of C2C forecasts
will provide an improvement to the current fixed demand methods used in the study region, but
will require the development and implementation of a base model in order to function.
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CHAPTER 5: Conclusions and Recommendations
Summary
This study set out to evaluate forecasting models for commercial greenhouse operations, while
addressing concerns of practicality that are invaluable to water utilities. Using the eFAST GSA
method on a three year (2012-2014) greenhouse watering dataset for bell peppers with 15-minute
resolution showed that the top four influential input factors are: Time, Solar Radiation, Outdoor
Temperature, and Cumulative Solar Radiation. The significance of these factors is that they can
be easily forecasted, and collected as many utilities already house meteorological stations within
their network. Combined, these four factors account for 95% of the first order indices and 82% of
the total order indices. Factors that could be viewed as influential like month or greenhouse
humidity ranked low, which may seem counterintuitive, but it appears that solar radiation and
outdoor temperature account for the variations in seasons and indoor temperature.
Several forecasting methods were evaluated ranging from computationally simple to complex.
These models were constructed using both 15-minute and hourly data. The results show that
models created using hourly data generally outperformed those created with 15-minute data. This
can be explained with the characteristics of water usage, which shows sharp peaks and valleys
when examining the finer resolution dataset compared to the smoother daily demand curves
shown in the hourly data. All models seemed to have difficulty with the sharp demand spikes and
would often under estimate the magnitude of water usage. Not only were two dataset resolutions
evaluated, four forecast horizons were tested, day-ahead, week-ahead, month-ahead, 6 monthahead. The models were evaluated to determine if there was a change in ranking with varying
forecast horizons. The findings were that model ranking remained consistent regardless of
horizon, only error measures increased. Of the five model architectures that were evaluated, the
neural network models showed the best performance in both data resolutions. The FFNN10
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model showed the lowest NRMSE (0.23) when trained with hourly data, and the NARX10-5
model had the lowest NRMSE (0.69) when trained with hourly data. Overall, considering that
most water utilities would not require resolution on a sub-hourly scale, and that hourly models
showed better performance overall, the use of hourly data would be preferable.
When comparing crop watering schemes for tomatoes and bell peppers many similarities can be
observed. Both crops have similar daily patterns, with watering occurring during the same hours,
but with different magnitudes. Evaluation of per plant water consumption shows that tomatoes on
average use more water than peppers, 1.7L/plant/day compared to 1.3. Because of these
similarities, it was possible to develop simplified forecasting models that use one crops water
usage to estimate another. The model architectures tested were QM and LR as they provide
simple equations that can be implemented with little effort. These results were compared with a
FFNN model, which is used as an optimal method. The models were developed using both real
watering data and forecasted data from a FFNN base model. The results show that there is an
average increase in tomato forecast error of 29% and pepper forecast error of 12% when
forecasting with base model data versus real data. The disparity in the error increases is caused by
the existence of a few larger errors in the tomato base model, which when compared to the pepper
model had similar NRMSE (0.29 and 0.30). This discrepancy shows the importance of
minimizing individual forecast errors, and not focusing as much on overall error. The average
increase of 12% between C2C forecasts may seem trivial, but when compared to the base model,
the increase in RMSE ranged from 75% to 126%. This shows that a FFNN base model trained
with climatic and temporal indicators outperforms the C2C methods by a large margin. It would
be up to the water utility to decide if the increase in performance is worth the added cost of a
more complex forecasting model.
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Conclusion
The main conclusions that can be taken from this study are:
•

Four easily monitored input factors have been shown to have the most effect on
greenhouse water usage:

•

o

Time

o

Solar Radiation

o

Outdoor Temperature

o

Cumulative Solar Radiation

Feed-forward neural network models show the best error performance when forecasting
greenhouse water demand
o

When trained with hourly data

o

Using Levenberg-Marquardt backpropagation

o

Best error performance across all forecast horizons
!

Day-ahead

!

Week-Ahead

!

Month-Ahead

!

Six-month ahead

•

Many similarities exist between tomato and pepper watering schemes

•

C2C forecasting methods will see a minimum 33% increase in RMSE
o

C2C methods are highly susceptible to base model error

o

No significant difference in performance between LR and QM methods

Recommendations
This work represents data collected from a single greenhouse operation, and contains data for
only tomatoes and bell peppers; it would be prudent to analyze other crops watering habits in

78

order to determine if the same methods can be used. It would also help with generalization if
multiple greenhouse operations were examined, since watering schemes are not standardized
throughout the industry. This would allow for assessment of the versatility of the proposed
forecasting methods. If data acquisition were limited, watering data for cucumbers combined with
tomatoes and peppers would represent almost 90% of the crop usage by land area. When
examining multiple operations, data normalization would be beneficial, as it will amplify
variance, which will allow for easier identification of differences in watering schemes. The data
could be normalized using average water usage, fruit mass, or even temperature.
Since the focus of this study was aimed at investigating various model architectures, once the topperforming model was determined, no further effort was taken for optimization. Neural network
models developed using applications found in MATLAB showed the best performance, but the
nature of these models allows for retraining and the use of different algorithms to improve
performance. Future work should focus on determining the optimal neural network model for
greenhouse water demand forecasting. Finally, post evaluation of model accuracy should be
undertaken as it is difficult determine the reliability of the proposed methods when they are only
being compared with the hold back data.
A comparison of individual forecasting models, such as those presented in this study, with a
universal forecasting model that would incorporate all crops types in one forecast should be
undertaken. This universal model could use numerical indicators for crop types, which would
allow for the development of a single model as opposed to multiple models for crop water usage
forecasting.
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APPENDICES

Table A-1. Sample of Pepper watering data

APPENDIX A: Sample of Watering Data
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APPENDIX B: Sample of Neural Network Iterative Error

Fig. B-1. Neural network trial error comparison for day-ahead forecasts
using hourly data

Fig. B-2. Neural network trial error comparison for 6-month ahead forecasts
using hourly data
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