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A central limit theorem for the number of isolated
vertices in a preferential attachment random graph
Carina Betken∗
Abstract
We study the number of isolated vertices in a preferential attachment ran-
dom graph. In this graph model vertices are added over time and newly
arriving vertices connect to older ones with probability proportional to some
sublinear function of the indegree of the older vertex at that time. We con-
sider the model with random outdegree introduced by Dereich and Mo¨rters
in [DM09]. Using Stein’s method and size bias coupling, we deduce bounds in
the Wasserstein distance between the law of the rescaled number of isolated
vertices and a standard Gaussian distribution.
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1 Introduction and model
1.1 Introduction
Many structures in science and nature in which components interact with one
another can be modelled and analysed with the help of random networks. Each
component is typically represented by a node and relations between components
are indicated by edges. Examples include molecules in metabolisms, agents in
technological systems and people in social networks. See [Hof17] for an excellent
overview of the mathematical research field of random networks.
In order to better understand the structure of random graphs a lot of research has
been dedicated to the study of degree distributions and subgraph count statistics.
A substantial part of this focuses on the study of the Erdo¨s-Re´nyi random graph,
the first mathematically rigorous model of random graphs introduced in [ER59]
in the late 1950s. A random graph of this kind consists of a fixed number n of
vertices and a random number of edges, where each edge exists independent of
all others with a probability p, which might depend on n. The number of small
subgraphs, and triangles in particular, in this graph model were studied in [Ruc88]
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and [Ro¨l17]. Whereas the first of these uses cumulant bounds to show asymptotic
normality, the latter makes use of a variation of Stein’s method, the so-called
Stein-Tikhomirov method that combines Stein’s method with characteristic func-
tions. In [KRT17] and [BKR89] the author study the number of vertices with a
prescribed degree as well as subgraph count statistics.
As mentioned above, one statistic which has been object of much study is the
number of vertices having a fixed degree, including the case d = 0, the number
of isolated vertices. In [Gol13] the author derives a new BerryEsseen bound for
sums of dependent random variables combining Steins method, size bias coup-
lings and an inductive technique, and applies it to asses the the accuracy of the
normal approximation for the distribution of the number of vertices of a given
degree in the classical Erdo¨s-Re´nyi random graph with p ≈ θn−1 , θ > 0. This
generalizes the result obtained by Kordecki, handling the special case d = 0, see
[Kor90]. Recently, in [BRR19] Barbour, Ro¨llin and Ross used Stein couplings to
deduce optimal bounds between the number of isolated vertices in the Erdo¨s-Re´nyi
random graph with parameter p ≈ λ/n and the truncated Poisson distribution,
strengthening the results given in [RR15]. Stein’s method was also employed in
[Fan14] to derive error bounds on the distance of a discretized normal distribu-
tion and the number of vertices with a given degree in the Erdo¨s-Re´nyi random
graph and the uniform multinomial occupancy model in total variation distance.
The inhomogeneous random graph model was dealt with in [Pen18]. Using Stein’s
method, the author could show that in this model the number of isolated vertices
is asymptotically Poisson distributed.
Due to its staightforward construction rules, which account for a lot of independen-
cies, random quantities in the Erdo¨s-Re´nyi random graph can often be considered
in applications of general results. See for instance [Gol13] and [KRT17]. However,
this graph model does not explain the structures observed in many real world
networks such as the World Wide Web, social interaction or biological neural net-
works, which usually exhibit powerlaw degree distributions. The principle of pref-
erential attachment has become a well-known concept to explain the occurrence
of these kinds of structures. These preferential attachment networks typically rely
on two characteristics: they are dynamic in the sense that vertices are successively
added over time and new vertices prefer to connect to older vertices, which are
already well connected in the existing network. The construction rules for such
networks can be made precise in various ways, so that starting with the pioneer-
ing work [BA99] of Baraba´si and Albert, various different models of preferential
attachment random graphs have appeared in the scientific literature in recent
years (see for example [BA99], [KR01], [OS05], [Ros13], [RTV07] or [DM09]). De-
pendency structures in preferential attachment random graphs are clearly more
complex than in the Erdo¨s-Re´nyi random graph. Hence, results are in general
less numerous and usually heavily dependent on the model at hand. In [PRR11]
Peko¨z, Ro¨llin and Ross successfully applied Stein’s method to prove a rate of con-
vergence in Kolmogorov distance for the indegree distribution of any fixed vertex
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to a power law distribution by comparing it to a mixed negative binomial distri-
bution, whereas in [PRR17] the same authors prove a rate of convergence in the
multidimensional case for the joint degree distribution. One feature inherent to
these models as well as to the Baraba´si-Albert model is that every vertex has a
fixed outdegree. In [DM09] Dereich and Mo¨rters introduce a model with random
outdegree and deduce the asymptotic indegree distribution to be of the form
µ(k) =
1
1 + f(k)
k−1∏
i=1
f(i)
f(i) + 1
,
where f denotes the so-called attachment function (see Section 1.2 for details).
Depending on this function, µ can be a powerlaw or an exponentially decaying
distribution. In [DM13] the authors look at component sizes in this model and
give an abstract criterion for the existence of a giant component for general con-
cave attachment functions f , which becomes explicit when restricting to linear
functions. Developing Stein’s method for this class of limiting distributions, the
authors in [BDO19] give error bounds in the total variation distance between the
indegree distribution and the corresponding limit for that very same model. They
also prove rates convergence of the outdegree distribution towards a Poisson limit.
An important aspect of the model described in [DM09] is that the outdegree
of a vertex can be zero, so that vertices with neither incoming nor outgoing edges,
might emerge. In the paper at hand we investigate the distribution of the number
of these isolated vertices. More precisely, using Stein’s method we are able to
derive a central limit theorem for the properly rescaled number of isolated ver-
tices in the model of Dereich and Mo¨rters for affine linear attachment functions,
see Theorem 2.1, and sublinear attachment functions fulfilling f(k) < 58k + 1, see
Theorem 2.2. We use a result given in [GR96], which provides a general bound
on the proximity of a random variable to the standard normal distribution with
the help of a size bias coupling. To apply it to our setting, we define a random
graph for which the number of isolated vertices is distributed according to the size
bias distribution of isolated vertices in the original graph. As it is a prinicipal
advantage of Stein’s method, we also obtain rates of convergence. These crucially
rely on the behaviour of the attachment function f .
The rest of the paper is structured as follows. In Section 1.2 we introduce the
preferential attachment model considered and provide some results that will be
used later on. In Section 2 we formulate and prove our main results, the central
limit theorems for the rescaled number of isolated vertices. In particular, Sec-
tion 2.1 gives the construction of a random graph in which the number of isolated
vertices has the size bias distribution of the number of isolated vertices in the
original graph. Finally, one can find the proofs of the auxiliary lemmas and pro-
positions needed to prove Theorem 2.1 and 2.2 in Section 3.
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Throughout the paper we use the following convention concerning constants: C
and c ∈ (0,∞) typically denote constants which are independent of n and whose
values are allowed to change from place to place. Constants with suffixes, e.g.
p0, p1, p1,j , . . ., are fixed.
1.2 The model
The model we study was introduced in [DM09]. We start with a graph G1 consist-
ing of one vertex (labelled 1) and no edges. In each discrete time-step n we now
add one vertex, which we label n, and independently for each k ∈ [n− 1] we add
a directed edge from n to k with probability
f(deg−n−1(k))
n− 1 , (1)
where deg−n−1(k) denotes the indegree of vertex k in Gn−1, and the attachment
function f : N0 → (0,∞) is such that f(n) ≤ n+ 1, so that the expression on the
right-hand side of (1) in fact lies between zero and one. Note that the probability
of vertex j connecting to some older vertex k is given by
P(n→ k) = E [E [1{n→ k}|Gn−1]] =
E
[
f(degn−1(k))
]
n− 1 :=
µn−1(k)
n− 1 , (2)
where {n → k} denotes the event that there exists an edge between vertices n
and k with n > k. Here the connections to old vertices are sampled independ-
ently, so that in contrast to many other models, like for instance those considered
in [BA99], [KR01] [OS05], [Ros13] and [RTV07], the outdegree of every vertex
is random and can be zero. In many applications this seems to be a reasonable
assumption. Note that the outdegree of every vertex is fixed after the time step
in which it was inserted into the network, and that edges contributing to the in-
degree of a vertex do not depend on the outdegree of that vertex, so that in- and
outdegree of a vertex are independent random variables. After n time steps, the
graph Gn consists of n vertices and a random number of edges, where loops or
multiple edges are not allowed.
We will now give three results that have been established for this particular pref-
erential attachment model and which turned out to be beneficial for the proof of
our main theorems. The first two lemmas give a bound and, in the case of linear
attachment functions, an order of the expected value of f(deg−n (i)), where f and
deg−n (i) are defined as above. This result proved to be very useful, especially for
bounding the probability in (2).
Lemma 1.1 (Lemma 3.1 in [BDO19]). For the preferential attachment model
defined above and f(k) ≤ γk + 1 for all k and some γ ∈ (0, 1), we have, for all
n ∈ N,
E[f(deg−n (i))] ≤
(n
i
)γ
for all i ∈ [n].
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The following lemma shows that in the special case of linear attachment functions,
the upper bound in the previous lemma is of the correct order. Here, by g ≈ f
we mean that limn→∞
g(n)
f(n) = c ∈ (0,∞), or equivalently there exist constants c1,
c2 ∈ R such that
c1f(n) ≤ g(n) ≤ c2f(n).
Lemma 1.2. For linear attachment functions f of the form f(k) = γk + η with
γ, η ∈ (0, 1) we get that
E[f(deg−n (i))] =
n−1∏
j=i
(
1 +
γ
j
)
f(0) ≈
(n
i
)γ
for all i ∈ [n− 1].
Proof.
E
[
f(deg−n (i))
]
= E
[f(deg−n−1(i))
n− 1 f(deg
−
n−1(i) + 1) +
(
1− f(deg
−
n−1(i))
n− 1
)
f(deg−n−1(i))
]
= E
[
f(deg−n−1(i))
(
1 +
γ
n− 1
)]
,
so that by iteration
E
[
f(deg−n (i))
]
=
n−1∏
j=i
(
1 +
γ
j
)
f(0),
and the result follows due to the asymptotics of the gamma function.
Assigning additional edges contributing to the indegree of some vertex m at
the time of its insertion of course influences the evolution of the indegree pro-
cess (deg−n (m))n≥m for all times. Lemma 1.3 gives a bound on this influence.
Lemma 1.4 shows that the process which starts with an additional indegree at the
time of its insertion always stochastically dominates a process which is known to
gain an edge at some later point in time. Intuitively speaking this means that the
earlier an edge enters the network, the more influence it has on its evolution.
Lemma 1.3 (Lemma 2.8 in [DM13]). For an attachment rule f and integers k ≥ 0
and 0 < m ≤ n one has
Ek+1[f(deg−n (m))]
Ek[f(deg−n (m))]
≤ f(k + 1)
f(k)
, (3)
where Ek denotes the expectation with respect to the process (deg−n (m))n≥m con-
ditional on deg−m(m) = k. If f is linear and f(k + 1 + `) ≤ m + ` for all
` ∈ {0, . . . , n−m− 1}, then equality holds.
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Lemma 1.4 (Lemma 2.10 in [DM13]). For integers 0 ≤ k < m < n, there exists a
coupling of the process (deg−` (m) : ` ≥ m) started in deg−m(m) = k and conditioned
on deg−n+1(m) − deg−n (m) = 1 and the unconditional process (deg−` (m) : ` ≥ m)
started in deg−m(m) = k + 1, such that for the coupled random evolutions, say
(Y (1)(`) : ` ≥ m) and (Y (2)(`) : ` ≥ m), one has
∆Y (1)(`) ≤ ∆Y (2)(`) + 1{` = n},
and therefore in particular Y (1)(`) ≤ Y (2)(`) for all ` ≥ m.
2 Main results
We consider the distribution of the number of isolated vertices in the preferential
attachment model introduced in the previous section. Here we call a vertex isolated
if it has neither incoming nor outgoing edges. We show that for a certain class of
attachment functions this random variable fulfils a central limit theorem. More
precisely, we show the following two theorems:
Theorem 2.1 (CLT for linear attachment functions). Let Wn denote the number
of isolated vertices in the preferential attachment graph Gn described in section 1.2
with attachment function f(k) = γk + η for some γ, η ∈ (0, 1) and all k ∈ N. For
W˜n =
Wn − µn
σn
,
with µn := E [Wn] and σn =
√
Var[Wn], we then have that
dW (W˜n, Z) ≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
nγ−1 for γ > 12 ,
where C > 0 is a constant independent of n and Z denotes a standard Gaussian
random variable
For more general attachment functions we can only show the subsequent, slightly
weaker, result.
Theorem 2.2 (CLT for general attachment functions). With the notations as in
Theorem 2.1, but for general attachment functions f fulfilling f(k) ≤ γk + 1, we
obtain
dW (W˜n, Z) ≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
n4γ−
5
2 for γ > 12 .
.
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The main idea of the proof of these two results is to apply [GR96, Theorem 1.1],
which uses Stein’s method and size bias coupling to give a general bound for
the approximation by a normal distribution. In Theorem 2.5 we state a slightly
modified version of it, which has already been adapted to the context of random
graphs. Before we do so, we recall the definition of size bias distributions.
Definition 2.3. For a random variable X ≥ 0 with E [X] = µ < ∞, we say that
the random variable Xs has the size bias distribution with respect to X if for all f
such that E [Xf(X)] <∞ we have
E [Xf(X)] = µE [f(Xs)] .
Corollary 2.4. If X ≥ 0 is a random variable with E [X] = µ < ∞ , then the
random variable Xs with the size bias distribution of X is such that
P(Xs = k) =
kP(X = k)
µ
.
We can now give the result provided by [GR96, Theorem 1.1].
Theorem 2.5. For a random graph Gn let Wn ≥ 0 be some σ(Gn)-measurable
random variable with Wn ≥ 0, E [Wn] = µn < ∞ and Var(Wn) = σ2n. Let W sn be
defined on the same space as Wn and have the size bias distribution with respect
to Wn. If W˜n =
Wn−µn
σn
and Z ∼ N (0, 1), then
dW (W˜n, Z) ≤ µn
σ2n
√
2
pi
√
Var(E [W sn −Wn|Gn]) +
µn
σ3n
E
[
(W sn −Wn)2
]
. (4)
If Wn =
∑n
i=1Xi with Xi ≥ 0 and E [Xi] = νi, [GR96] as well as [Ros11, Section
3.4.1 ] provide the following construction of a size bias version of Wn:
(i) For each i = 1, . . . n, let Xsi have the size bias distribution of Xi independent
of (Xj)j 6=i and (Xsj )j 6=i. Given X
s
i = x, define the vector (X
(i)
j )j 6=i to have
distribution of (Xj)j 6=i conditional on Xi = x.
(ii) Choose a random summand XI , where the index I is chosen proportional to
µi and independent of everything else. Specifically, we have P(I = i) = νiµn ,
where µn = E [Wn].
(iii) Define W sn =
∑
j 6=I X
(I)
j +X
s
I .
Proposition 2.6. Let Wn =
∑n
i=1Xi with Xi ≥ 0, E [Xi] = νi and µn = E [Wn].
If W sn is constructed according to items (i) - (iii) above, then W
s
n has the size bias
distribution of Wn.
For the special case of Bernoulli random variables Xi, we obtain the following
corollary of the previous proposition.
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Corollary 2.7. Let X1, . . . Xn be zero-one random variables and let pi := P(Xi =
1). For each i = 1, . . . , n let (X
(i)
j )j 6=i have the distribution of (Xj)j 6=i conditional
on Xi = 1. If Wn =
∑n
i=1Xi, µn = E [Wn], and I is chosen independent of all
else with P(I = i) = piµn , then W
s
n =
∑
j 6=I X
(I)
j + 1 has the size bias distribution
of Wn.
2.1 Size bias construction
Following steps (i) - (iii) given in the previous section we now construct a random
variable having the size bias distribution with respect to Wn as follows: we choose
one of the vertices in Gn proportional to ϑi,n := E [Xi,n], delete all its adjacent
edges and adjust all other edges accordingly. More formally, for I chosen according
to
ϑi,n
µn
, independent of all else, we put XsI = 1 and (X
(I)
j )j 6=I with distribution
conditional on XI = 1. For I = i, we generate (X
(i)
j )j 6=i by reconsidering every
edge {k → `} present in Gn and deleting it with probability
1− µ˜
f
k−1(`, i)
µfk−1(`)
,
where µfk−1(`) as before and µ˜
f
k−1(`, i) := E
[
f(deg−k−1(`))|Xi,n = 1
]
. We will
denote the resulting graph by G(i)n . Figures 1 – 4 show how G(i)n is constructed
from Gn. As connections only depend on the indegree of the older of the two
vertices, we have
E
[
f(deg−k−1(`))|Xi,n = 1
]
=
k−`−1∑
m=0
f(m)P(deg−k−1(`) = m|Xi,n = 1)
=
k−`−1∑
m=0
f(m)P(deg−k−1(`) = m|i9 `)
= E
[
f(deg−k−1(`))|i9 `
]
for i > `. For i < ` we have
E
[
f(deg−k−1(`))|Xi,n = 1
]
=
k−`−1∑
m=0
f(m)P(deg−k−1(`) = m|Xi,n = 1)
=
k−`−1∑
m=0
f(m)P(deg−k−1(`) = m)
= E
[
f(deg−k−1(`))
]
,
since the isolation of vertex i only affects the out- but not the indegree of vertex
`. More generally, the isolation of vertex i does not affect edges {` → k} if both
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k and ` emerge later than time i. Thus, in order for ` to be isolated in G(i)n those
edges cannot be present in Gn, see also Figure 4 for a visualization of this effect.
Figure 1: Preferential attachment graph with attachment function f(k) = 310 k
1
5 + 25
Figure 2: Choose one of the vertices according to P(I = i) = ϑi,nµn . Here: i = 7.
Figure 3: Remove all adjacent edges.
Figure 4: Remove all other edges{k → `} with probability 1− µ˜
f
k−1(`,i)
µfk−1(`)
. Only the dotted
edges are affected by the isolation of vertex 7.
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To show that in the resulting graph each edge is present with probability condi-
tional on Xi,n = 1, we first introduce the event {k i−→ `} that there is an edge
pointing from vertex k to ` in G(i)n .
The probability of this event can now be calculated as follows
P(k i−→ `) = P(k i−→ `|k → `)P(k → `)
=
µ˜fk−1(`, i)
µfk−1(`)
µfk−1(`)
k
=
µ˜fk−1(`, i)
k
= P(k → `|i9 `) = P(k → `|Xi,n = 1).
Following Proposition 2.6, the number of isolated vertices W sn =
∑n
i=1,i 6=I X
(I)
j +1
in G(I)n has thus distribution given by the size bias distribution of Wn.
We will now introduce some additional notation, hoping to make the subsequent
sections and the proofs in Section 3 in particular more readable. Complementing
the definition of µ˜fk−1(`, i) given before, we introduce
µˆfk−1(`, i) := E
[
f(deg−k−1(`))|i→ `
]
,
so that
µfk−1(`) = P(i9 `)µ˜
f
k−1(`, i) + P(i→ `)µˆfk−1(`, i).
Note that
P(k 6 i−→ `|k → `) = 1− µ˜
f
k−1(`, i)
µfk−1(`)
=
µfk−1(`)− µ˜fk−1(`, i)
µfk−1(`)
and
µfk−1(`)− µ˜fk−1(`, i) = (1− P(i→ `))µ˜fk−1(`, i) + P(i→ `)µˆfk−1(`, i)− µ˜fk−1(`, i)
= P(i→ `)(µˆfk−1(`, i)− µ˜fk−1(`, i))
≤ µ
f
i−1(`)
i
µˆfk−1(`, i)
for all ` ∈ {1, . . . , j − 2}. Now, Lemma 1.3 and Lemma 1.4 yield that
µˆfk−1(`, i)
µfk−1(`)
≤ f(1)
f(0)
, (5)
which gives
P(k 6 i−→ `|k → `) ≤ µ
f
i−1(`)
i
µˆfk−1(`, i)
µfk−1(`)
≤ f(1)
f(0)
iγ−1`−γ . (6)
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2.2 Proof of Theorems 2.1 and 2.2
The proofs of our two main results only differ in the order of the variance we
use at the very end, so that we can give the proof as one. We will proceed in
several steps. The result of each of these is formulated in a lemma. First of all,
Lemma 2.8 gives bounds on the expected value and variance of Wn, our random
variable of interest. In order to prove our result we then need to establish bounds
on
√
Var(E [W sn −Wn|Gn]) and E
[
(W sn −Wn)2
]
. The corresponding results are
given in Lemmas 2.11 and 2.15, where the proof of the first is further divided into
three steps given in Lemmas 2.12, 2.13 and 2.14.
Lemma 2.8. Let Wn denote the number of isolated vertices in the preferential
attachment graph Gn described before. For µn = E [Wn] and σ2n = Var [Wn] we get
(i) µn ≈ n,
(ii) σ2n ≥ C · n for some constant C > 0 and
(iii) σ2n ≥ C`in · n2γ for f(k) = γk + η with γ, η ∈ (0, 1) for some constant
C`in > 0.
Proof. Let i1,n−1, . . . , iWn−1,n−1 denote the the birth times of vertices which are
isolated in Gn−1. Using conditional expectation and the tower property we obtain
E [Wn] = E
Wn−1∑
j=1
1{ij,n−1 is isolated in Gn}+ 1{deg+(n) = 0}

= E
Wn−1∑
j=1
(
1− f(0)
n− 1
)+ pn,0 = (1− f(0)
n− 1
)
E [Wn−1] + pn,0,
where pj,k = P(outdegree(j) = k). Iterating this procedure yields
E [Wn] =
n−1∏
i=2
(
1− f(0)
i
)
+
n∑
j=2
pj,0
n−1∏
k=j
(
1− f(0)
k
)
,
where we used that E [W1] = 1, since G1 only consists of a single isolated vertex.
For f(0) := η and by the asymptotics of the gamma function we get
n−1∏
i=2
(
1− f(0)
i
)
=
Γ(n− η)
Γ(n)
≈ n−η,
where as above ” ≈ ” means that equality holds up to a factor c ∈ (0,∞), in-
dependent of n. Note that by Theorem 1.6 in [BDO19], the outdegree is asymp-
totically Poisson distributed with finite expectation. Since the outdegree of every
vertex is at least one with positive probability, this in particular implies that
pj,0 = P(outdegree(j) = 0) ≥ p0
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for all j ∈ N, where p0 is a constant strictly larger than 0. By an integral test for
convergence we thus obtain
µn ≈ 1
nη
+
1
nη
n∑
j=2
jη ≈ n.
This completes the proof of (i). We now turn to the lower variance bound given
in (ii). We have
V [Wn] =
n∑
i=1
Var[Xi,n] + 2
n∑
i=1
i−1∑
j=1
Cov[Xi,n, Xj,n].
For the first sum note that
Var[Xi,n] = P(Xi,n = 1)(1− P(Xi,n = 1))
and
P(deg−n (i) = 0) =
n∏
`=i+1
P
({`9 i}| `−1⋂
r=i+1
{r 9 i}) = n∏
`=i+1
(
1− f(0)
`
)
≈
(
i
n
)η
, (7)
so that we obtain
n∑
i=1
P(Xi,n = 1)(1− P(Xi,n = 1)) ≈
n∑
i=1
P(deg−n (i) = 0) ≈
n∑
i=1
(
i
n
)η
≈ n,
where we used that 0 < p0 ≤ pn,0 ≤ p˜0 < 1 ∀n ∈ N. Before we deal with the
covariances, let us introduce some abbreviatory notations. We write
P(deg+(i) = i1,deg−n (i) = i2, deg+(j) = j1, deg−n (j) = j2)
=: P(dn(i) : (i1, i2), dn(j) : (j1, j2)),
and accordingly
P(deg+(i) = i1,deg−n (i) = i2) =: P(dn(i) : (i1, i2)).
Recall that the outdegree of vertex i is fixed from time i onwards, and that con-
nections formed afterwards only depend on the indegree of i. Furthermore, for
j < i, we have
P(Xi,n = 1, Xj,n = 1) = P(dn(j) : (0, 0)|dn(i) : (0, 0))P(dn(i) : (0, 0))
= P(deg+(j) = 0|deg+(i) = 0)P(deg−n (j) = 0|deg+(i) = 0)
· P(deg+(i) = 0)P(deg−n (i) = 0)
≥ P(deg+(j) = 0)P(deg−n (j) = 0)P(deg+(i) = 0)P(deg−n (i) = 0)
= P(Xi,n=1)P(Xj,n = 1), (8)
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which shows that Xi,n and Xj,n are positively correlated. This completes the proof
of (ii).
To prove (iii) we need to investigate the covariances more carefully. Note that due
to (7) and the dependency structure of our random graph we have
n∑
i=1
i−1∑
j=1
P(Xi,n = 1, Xj,n = 1)− P(Xi,n=1)P(Xj,n = 1)
≈
n∑
i=1
i−1∑
j=1
P(Xj,n = 1) (P(Xi,n = 1|Xj,n = 1)− P(Xi,n = 1))
≈
n∑
i=1
i−1∑
j=1
(
i
n
)η ( j
n
)η (j−1∏
`=1
P(i9 `|j 9 `)−
j∏
`=1
P(i9 `)
)
.
Using the bound given in the subsequent Proposition 2.9 we get
n∑
i=1
i−1∑
j=1
Cov(Xi,n, Xj,n) ≥ p0
n2η
n∑
i=1
i−1∑
j=1
iη+γ−1jη+γ−1 ≈ n2γ .
This proves the claim.
Proposition 2.9. Let the attachment function f be of the form f(k) = γk + η
for some γ, η ∈ (0, 1). For ai,` := P(i9 `) and a(j)i,` := P(i9 `|j 9 `) we have
k∏
m=`
a
(j)
i,` −
k∏
m=`
ai,` ≥ C · iγ−1jγ−1
k∏
m=`
P(i9 m)
k∑
m=`
`−(1+2γ) (9)
for some constant C independent of `, k, i and j.
Proof. The proof works via induction on the number of factors in each of the
products. For each m ∈ {1, . . . j − 1} we have
P(i9 m|j 9 m)− P(i9 m) = µ
f
i−1(m)− µ˜fi−1(m, j)
i
= P(j → m) µˆ
f
i−1(m, j)− µ˜fi−1(m, j)
i
(10)
due to the definitions of µ˜fi−1(m, j) and µˆ
f
i−1(m, j). Now
µ˜fi−1(m, j) =
i−1∏
k=j
(
1 +
γ
k
)
E
[
f(deg−j (m))|j 9 m
]
=
i−1∏
k=j
(
1 +
γ
k
)
E
[
f(deg−j−1(m))|j 9 m
]
,
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µˆfi−1(m, j) =
i−1∏
k=j
(
1 +
γ
k
)
E
[
f(deg−j (m))|j → m
]
=
i−1∏
k=j
(
1 +
γ
k
)
E
[
f(deg−j−1(m) + γ|j → m
]
,
so that we obtain
µˆfi−1(m, j)− µ˜fi−1(m, j) =
j−1∏
k=j
(
1 +
γ
k
)(
µˆfj−1(m, j)− µ˜fj−1(m, j) + γ
)
≥
i−1∏
k=j
(
1 +
γ
k
) j−1∏
k=m+1
(
1 +
γ
k
)(
µˆfm+1(m, j)− µ˜fm+1(m, j)
)
≥ 1
2
i−1∏
k=m+1
(
1 +
γ
k
)
(P(m+ 1→ m|j → m)− P(m+ 1→ m|j 9 m)
=
1
2
i−1∏
k=m+1
(
1 +
γ
k
)
P(m+ 1→ m)
·
(
P(j → m|m+ 1→ m)P(j 9 m)− P(j 9 m|m+ 1→ m)P(j → m)
P(j → m)P(j 9 m)
)
≥ 1
6
i−1∏
k=m+1
(
1 +
γ
k
)
P(m+ 1→ m).
Here we used Bayes’ Theorem, equation (2) and Lemma 1.3, noting that
E
[
deg−j−1(m)|m+ 1→ m
]
= E(1)
[
deg−j−1(m+ 1)
]
.
Combining this with the equation in (10) yields
a
(j)
i,m − ai,m ≥
µfj−1(m)
j − 1 ·
∏i−1
k=m+1
(
1 + γk
)
mi
≈ jγ−1iγ−1m−2γ−1,
which proves the base clause. Now assume that (9) holds for some `, k with k > `.
Using the previous inequality we obtain
k+1∏
m=`
a
(j)
i,m −
k+1∏
m=`
ai,m = ai,k+1
(
k∏
m=`
a
(j)
i,m −
k∏
m=`
ai,m
)
+ jγ−1iγ−1(k + 1)−2γ−1
k∏
m=`
a
(j)
i,m
≥ C · iγ−1jγ−1
(
k∏
m=`
ai,mai,k+1
k∑
m=`
`−(1+2γ) + (k + 1)−2γ−1
k∏
m=`
a
(j)
i,m
)
≥ C · iγ−1jγ−1
k+1∏
m=`
ai,m
k+1∑
m=`
`−(1+2γ),
proving the assertion.
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Remark 2.10. The representations for µˆfi−1(m, j) and µ˜
f
i−1(m, j) in the proof
of the previous proposition crucially rely on the linear nature of the attachment
function, in particular on the fact that ∆f(k) = γ ∀k ∈ N, so that a generalization
to the sublinear case, where infk∈N ∆f(k) = 0 might hold, is not straightforward.
We now need to bound the remaining parts appearing in (4), i.e.√
2
pi
√
Var(E [W sn −Wn|Gn]) and E
[
(W sn −Wn)2
]
.
To bound these terms, note that by the construction of W sn we have
W sn −Wn = Dn,I + 1{d(I)n > 0}+Rn,I , (11)
where Dn,I = |Dn,I | and Dn,I denotes the set of neighbours of I with total degree
one (i.e. I is their unique neighbour), d
(I)
n gives the total degree of vertex I, and
Rn,I refers to the random variable which, conditioned on the original graph, gives
the number of vertices not in Dn,I that get isolated due to the isolation of vertex
I. With this observation we obtain the following result for the first term.
Lemma 2.11. For W sn having the size bias distribution of Wn, there exists a
constant C > 0, independent of n, such that
Var[E [W sn −Wn|Gn]] ≤
(
2σn
µn
)2
+
C
µ2n

n for γ < 12 ,
n log(n)4 for γ = 12 ,
n6γ−2 for γ > 12 .
Already at this point one can see that the central limit theorem does not hold for
attachment functions f with γ ≥ 23 . However, the bounds get even weaker for the
second term appearing in (4).
Proof of Lemma 2.11. Let W sn,i denote the number of isolated vertices in G(i)n and
recall that
P(I = i) =
E [Xi,n]
E [Wn]
=
ϑi,n
µn
.
We have
Var [E [W sn −Wn|Gn]] = Var
[
1
µn
n∑
i=1
ϑi,nE
[
W sn,i −Wn|Gn
]]
=
1
µ2n
Var
[
n∑
i=1
ϑi,n
(
Dn,i + 1{d(i)n > 0}+Rn,i
)]
≤ 4
µ2n
(
Var
[
n∑
i=1
ϑi,nDn,i
]
+ Var
[
n∑
i=1
ϑi,n1{d(i)n > 0}
]
+ Var
[
n∑
i=1
ϑi,nRn,i
])
.
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Since Xi,n and Xj,n are positively correlated, we also have
Cov[1{dn(i) > 0},1{dn(j) > 0}] > 0.
Hence,
Var
[
n∑
i=1
ϑi,n1{dn(i) > 0}
]
≤ Var
[
n∑
i=1
1{dn(i) > 0}
]
= Var [n−Wn]
= Var[Wn] = σ
2
n
and thus
Var [E [W sn −Wn|Gn]] ≤
4
µ2n
(
σ2n+Var
[
n∑
i=1
ϑi,nDn,i
]
+Var
[
n∑
i=1
ϑi,nRn,i
])
. (12)
Bounds on the remaining terms on the right-hand side are given in Lemmas 2.12
– 2.14. Plugging these into (12) proves the claim.
Lemma 2.12. Let Dn,i denote the number of neighbours of vertex i with total
degree one in Gn. We then have
Var
[
n∑
i=1
ϑi,nDn,i
]
≤ C

n for γ < 12 ,
log(n)n for γ = 12 ,
n2γ for γ > 12 .
Lemma 2.13. For Rn,i denoting the number of isolated vertices in G(i)n which are
neither isolated in Gn nor contained in Dn,i, we have
n∑
i=1
Var [Rn,i] ≤

n for γ < 12 ,
n log(n)3 for γ = 12 ,
n4γ−1 for γ > 12 .
Lemma 2.14. For Rn,i as in Lemma 2.13, we have
n∑
i=1
i−1∑
j=1
ϑi,nϑj,n Cov [Rn,i, Rn,j ] ≤ C

n for γ < 12 ,
n log(n)4 for γ = 12 ,
n6γ−2 for γ > 12 .
The next lemma establishes a bound on the second term in (2.5). It determines
the rate of convergence given in Theorem 2.2.
Lemma 2.15. For Wn denoting the number of isolated vertices in a preferen-
tial attachment graph Gn described in section 1.2 and W sn having the size bias
distribution of Wn, there exists a constant C independent of n such that
E
[
(W sn −Wn)2
] ≤ C
µn

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n4γ−1 for γ > 12 .
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We are finally ready to prove our main result Theorem 2.2.
Proof of Theorem 2.2. Remember that due to Theorem 2.5 we have that
dW (W˜n, Z) ≤ µn
σ2n
√
2
pi
√
Var[E [W sn −Wn|Gn]] +
µn
σ3n
E
[
(W sn −Wn]2
]
.
According to Lemma 2.8(ii), σ2n is at least of order n for general attachment func-
tions and of order n2γ for linear attachment functions f(k))γk + η. Substituting
this and the result from Lemma 2.11 into the first term yields
µn
σ2n
√
2
pi
√
Var[E [W sn −Wn|Gn]] ≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
nγ−1 for γ > 12
in the linear and
µn
σ2n
√
2
pi
√
Var[E [W sn −Wn|Gn]] ≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
n3γ−2 for γ > 12
in the general case. Moreover, Lemma 2.15 shows that for linear attachment
functions we have
µn
σ3n
E
[
(W sn −Wn)2
] ≤ C
σ3n

n for γ < 12
n log(n)2 for γ = 12
n4γ−1 for γ > 12
≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
nγ−1 for γ > 12
and
µn
σ3n
E
[
(W sn −Wn)2
] ≤ C

1√
n
for γ < 12 ,
log(n)2√
n
for γ = 12 ,
n4γ−
5
2 for γ > 12
for general attachment functions. Combining these results proves Theorem 2.1
and Theorem 2.2, respectively.
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3 Proofs of Lemmas 2.12 - 2.15
This section contains the proofs of the auxiliary Lemmas 2.12, 2.13 and 2.14
needed to prove Lemma 2.11, as well as the proof of Lemma 2.15. However,
we will not give all details of the proofs, but restrict to basic ideas and some
exemplary calculations. We start by giving the following result illustrating the
effect of a non-existent edge on the formation of connections involving the older
of the two vertices forming that edge.
Proposition 3.1. For aj,` := P(j 9 `) and a
(i)
j,` := P(j 9 `|i9 `) we have
k∏
`=m
a
(i)
j,` −
k∏
`=m
aj,` ≤ f(1) 2
1−γ
21−γ − 1
k∑
`=m
jγ−1iγ−1`−2γ := ξkm(j, i)
for all k,m with m < k ≤ i− 1. It follows that
ξkm(j, i) ≤ C

jγ−1iγ−1k1−2γ for γ < 12 ,
jγ−1iγ−1 log(k) for γ = 12 ,
jγ−1iγ−1m−2γ+1 for γ > 12 .
(13)
Furthermore, for any r with m ≤ r ≤ k − 1 we have
i−1∏
`=m
6`=r
a
(i)
j,` −
i∏
`=m
6`=r
aj,` ≤ C ξi−1m (j, i) ≤ C

jγ−1i−γ for γ < 12 ,
jγ−1iγ−1 log(i) for γ = 12 ,
jγ−1iγ−1m−2γ+1 for γ > 12 .
(14)
Proof. Recalling that
P(j 9 m|i9 j)− P(j 9 m) = P(i→ m) µˆ
f
j−1(m, i)− µ˜fj−1(m, i)
j − 1
≤ f(1)jγ−1iγ−1m−2γ ,
one can proceed similarly to the proof of Proposition 2.9 to show the desired
result.
Note that for m = 1 and linear attachment functions, iγ−1jγ−1 seems to be the
correct order for the difference given in Proposition 3.1.
Since the subsequent proofs crucially rely on the dependency structure of our
preferential attachment model, we briefly recall these. We first introduce the
random variable
Z
(i)
n,` = 1{` is isolated in G(i)n but not in Gn and ` /∈ Dn,i},
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so that Rn,i =
∑n
` Z
(i)
n,`. One important feature of the network is the independence
of in- and outdegree of a vertex as well as the independence of outgoing edges of
a fixed vertex. Moreover, it is useful to remember that younger vertices only
contribute to the indegree of older vertices, and older vertices can only contribute
to the outdegree of younger vertices. More precisely, for k > `, the event {X`,n =
1} only influences deg+(k) but not deg−n (k). Furthermore, remember that by the
construction of G(i)n the isolation of vertex i does not affect edges {r → `} if `, r > i,
since that edge depends neither on the in- nor the outdegree of vertex i. Thus,
the edge remains unaffected by the isolation of i, i.e
{r 6 i−→ `} = {r 9 `} for r, ` > i.
In particular this means that if ` > i, for the event {Z(i)n,` = 1} to occur, vertex `
might neither have any incoming nor outgoing edges to vertices younger than i.
In this case we have
E
(i)
− (`) :=
n⋂
r=`+1
{r 6 i−→ `} =
n⋂
r=`+1
{r 9 `} = {deg−n (`) = 0}
and
E
(i)
+ (`) :=
`−1⋂
r=1
{` 6 i−→ r} =
i−1⋂
r=1
{` 6 i−→ r} ∩
`−1⋂
r=i+1
{r 9 `}
for ` < i. We can now start to prove Lemm 2.12.
3.1 Proof of Lemma 2.12
Proof. To deal with Var [
∑n
i=1 ϑi,nDn,i] we define
Yn,i := 1{vertex i has degree 1 in Gn}.
We then get
Var
[
n∑
i=1
ϑi,nDn,i
]
= Var
[
n∑
i=1
ϑ∗i,nYn,i
]
≤
n∑
i=1
Var [Yn,i] + 2
n∑
j=1
j−1∑
i=1
Cov[Yn,j , Yn,i]1{Cov[Yn,j , Yn,i] > 0}
≤ n
4
+ 2
n∑
j=1
j−1∑
i=1
Cov[Yn,j , Yn,i]1{Cov[Yn,j , Yn,i] > 0},
where ϑ∗i,n = ϑj,n if j is the unique neighbour of vertex i, and ϑ
∗
i,n = 0 if i does not
have a unique neighbour. Now, the most involved part of the proof is to deal with
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the subtle dependencies between Yn,i and Yn,j in order to find a sufficient bound
on Cov[Yn,i, Yn,j ]. We bound
Cov[Yn,i, Yn,j ] = P(Yn,i = 1) (P(Yn,j = 1|Yn,i = 1)− P(Yn,j = 1)) .
by distinguishing the four cases implying that vertices i and j have degree 1 in
Gn. We will conduct the calculations for the case deg−n (i) = deg−n (j) = 0 and
deg+(i) = deg+(j) = 1. All other cases work in similar ways with only minor
differences in the precise calculations and will thus be omitted here. First of all
note that (7) yields
P(Yn,i = 1)=P(deg−n (i) = 0, deg+(i) = 1)=P(deg−n (i) = 0)P(deg+(i) = 1)≈
(
i
n
)η
,
which bounds the first factor. Before we start bounding the difference, remember
that by the definition of the model, not only deg−n (j) and deg
+(j) are independent
for every j and n ∈ N, but also deg−n (j) is independent of deg−n (i) and deg+(i) for
every pair of vertices with i < j. Hence, we obtain
P(Yn,j = 1|Yn,i = 1)− P(Yn,j = 1)
= P(deg−n (j) = 0)
(
P(deg+(j) = 1|dn(i) : (1, 0))− P(deg+(j) = 1)
)
≤ C
(
j
n
)η (
P(deg+(j) = 1|dn(i) : (1, 0))− P(deg+(j) = 1)
)
. (15)
To bound the remaining difference we first dissect the event {deg+(j) = 1} into
the disjoint events C
(k)
j that vertex j only connects to vertex k when inserted into
the network, i.e.
C
(k)
j =
j−1⋂
`=1,
6`=k
{j 9 `} ∩ {j → k}.
With this definition we can rewrite P(deg+(j) = 1) in the following way
P(deg+(j) = 1) =
j−1∑
k=1
P(C(k)j ) =
j−1∑
k=1
P(j → k)
j−1∏
`=1
` 6=k
aj,`,
where we used that decisions for outgoing edges of vertex j are made independ-
ently. Furthermore, since i < j we get
P(deg+(j) = 1|dn(i) : (1, 0)) =
j−1∑
k=1,
k 6=i
P(C(k)j |dn(i) : (1, 0))
=
j−1∑
k=1,
k 6=i
i−1∑
r=1
P(C(k)j |C(r)i , {j 9 i})P(C(r)i |deg+(i) = 1)
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=j−1∑
k=1,
k 6=i
i−1∑
r=1
P(C(r)i |deg+(i) = 1)
P(j 9 i)
P(C(k)j |C(r)i ).
Again, the conditional probability P(C(k)j |C(r)i ) crucially depends on the config-
uration of the graph, so that we need to distinguish the three cases k 6= r and
k ≤ i− 1, k ≥ i+ 1 and k = r ≤ i− 1. In the first case we have
P(C(k)j |C(r)i ) = P
( j−1⋂
`=1
` 6=k
{j 9 `}, {j → k}
∣∣∣ i−1⋂
m=1
m 6=r
{i9 m}, {i→ r}
)
=
i−1∏
`=1
` 6=k,r
P(j 9 `|i9 `) P(j 9 r|i→ r)P(j → k|i9 k)
j−1∏
`=i
P(j 9 `)
≤ P(j → k)P(j 9 i)
i−1∏
`=1
6`=k
a
(i)
j,`,
where a
(i)
j,` is given in Proposition 3.1. If k ≥ i + 1 (so in particular k 6= r) we
obtain
P(C(k)j |C(r)i ) =
i−1∏
`=1
` 6=r
P(j 9 `|i9 `)P(j 9 r|i→ r)P(j → k)
j−1∏
`=i
6`=k
P(j 9 `)
≤ P(j → k)P(j 9 i)
i−1∏
`=1
6`=k
a
(i)
j,`.
In the last case, namely k = r ≤ i− 1, we get
P(C(k)j |C(k)i ) =
i−1∏
`=1
` 6=k
P(j 9 `|i9 `)P(j → k|i→ k)
j−1∏
`=i
P(j 9 `).
Now, plugging these expressions into (15) we get
P(deg+(j) = 1|dn(i) : (1, 0))− P(deg+(j) = 1) ≤ T (1)ij + T (2)ij + T (3)ij ,
where
T
(1)
ij =
i−1∑
k=1
P(j → k)
( i−1∏
`=1
` 6=k
a
(i)
j,` −
i∏
`=1
` 6=k
aj,`
)
,
T
(2)
ij =
j−1∑
k=i+1
P(j → k)
( i−1∏
`=1
a
(i)
j,` −
i∏
`=1
aj,`
)
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T
(3)
ij =
i−1∑
k=1
P(C(k)i |deg+(i) = 1)
i−1∏
`=1
` 6=k
aj,`
(
P(j → k|i→ k)− P(j → k)
)
+ ξi−11 (j, i).
For the last term we used that according to Proposition 3.1 we have
i−1∏
`=1
6`=k
a
(i)
j,` ≤
i−1∏
`=1
6`=k
aj,` + ξ
i−1
1 (j, i).
In order to bound the first two terms, we use Lemma 1.1 and equation (2) as well
as Proposition 3.1 to obtain
T
(1)
ij + T
(2)
ij ≤ 2
j−1∑
k=1
jγ−1
kγ
ξi−11 (j, i) ≤ c ξi−11 (j, i)
for some constant c > 0. This term can now be dealt with using the bound on
ξi−11 (j, i) given in Proposition 3.1. To deal with the third term, note that the
inequality in (5) yields
P(j → k|i→ k)− P(j → k) = µˆ
f
j−1(k, i)− µfj−1(k)
j
≤
(
f(1)
f(0)
− 1
)
µfj−1(k)
j
≤
(
f(1)
f(0)
− 1
)
jγ−1k−γ .
In addition we have
P(C(k)i |deg+(i) = 1) ≤
P(i→ k)
P(deg+(i) = 1)
≤ p−11,i iγ−1k−γ ,
where p1,i = P(deg+(i) = 1) ≥ p1 for some constant p1 > 0 due to [BDO19,
Theorem 1.6]. Taking these two results together we can bound the sum (which
we denote by T
(3,1)
ij ) in T
(3)
ij to get
T
(3,1)
ij ≤ p−11,i
i−1∑
k=1
jγ−1iγ−1k−2γ ≤ c

jγ−1i−γ for γ < 12 ,
j−
1
2 i−
1
2 log(i) for γ = 12 ,
jγ−1iγ−1 for γ > 12 .
The second term in T
(3)
ij can be bounded by (13), which is of same order as the
bound on T
(3,1)
ij . Combining the bounds for T
(1)
ij , T
(2)
ij and T
(3)
ij we get
n∑
j=1
j−1∑
i=1
(
T
(1)
ij + T
(2)
ij + T
(3)
ij
)
≤ C

n for γ < 12 ,
log(n)n for γ = 12 ,
n2γ for γ > 12 ,
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which proves the claim for dn(i) = dn(j) = (0, 1).
As mentioned before, the other three cases work analogously. For the two cases
in which deg−n (i) = 1, one has to deduce that
P(deg−n (i) = 1) ≈
(
i
n
)η
,
which works similarly to the calculations leading to (7).
To prove Lemma 2.13 we will need the following Proposition, which states that
an edge is less (or equally) likely to exist if the isolation of some vertex i leads to
the isolation of vertices not in Dn,I , i.e. Z(I)n,` = 1 for some ` /∈ Dn,I ∪ I.
Proposition 3.2. For the random variables Z
(i)
n,` defined above, we have
P(m→ k|Z(i)n,` = 1) ≤ P(m→ k)
This result might be explained by the intuition that in the case that more than
just Dn,I vertices lose all their present connections due to the isolation of I, hints
at a rather sparse graph, since the probability for the deletion of an edge is rather
small (cf. inequality (6)). The proof of this result is omitted here, but can be
found in [Bet19, Proof of Proposition 5.6].
3.2 Proof of Lemma 2.13
Proof. Note that by the definition of Z
(i)
n,` we have
Var [Rn,i] ≤ 2
i−1∑
`=1
Var
[
Z
(i)
n,`
]
+ 4
i−1∑
`=1
`−1∑
k=1
Cov
[
Z
(i)
n,`, Z
(i)
n,k
]
+ 2
n∑
`=i+1
Var
[
Z
(i)
n,`
]
+ 4
n∑
`=i+1
n∑
k=`+1
Cov
[
Z
(i)
n,`, Z
(i)
n,k
]
.
Recall that the event {Z(i)n,` = 1} implies that vertex ` has at least one neighbour
in Gn so that we dissect this event into the disjoint events {` 1.←→ k}, that vertex `
was first connected to vertex k. More precisely, we define the events
{` 1.←→ m} :=
m−1⋂
r=1
{`9 r} ∩ {`→ m} for m < `
and
{` 1.←→ m} :=
`−1⋂
r=1
{`9 r} ∩
m−1⋂
r=`+1
{r 9 `} ∩ {m→ `} for m > `.
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To establish a bound on the variance we first deal with the case ` > i. Remember
that according to the construction of G(i)n in order for {Z(i)n,`} to occur, vertex `
needs to be connected to a vertex m < i in Gn. Thus, conditioning on the first
connection of vertex `, and using (2) as well as (6) yields
Var
[
Z
(i)
n,`
]
≤ P(Z(i)n,` = 1) =
i−1∑
m=1
P(Z(i)n,` = 1|`
1.←→ m)P(` 1.←→ m)
≤
i−1∑
m=1
P(` 6 i−→ m|`→ m)P(`→ m) ≤
i−1∑
m=1
`γ−1m−2γiγ−1
≤ C

i−γ`γ−1 for γ < 12 ,
`−
1
2 i−
1
2 log(i) for γ = 12 ,
`γ−1iγ−1 for γ > 12 .
(16)
With similar considerations one can show that
Var
[
Z
(i)
n,`
]
≤ P(Z(i)n,` = 1) ≤

iγ−1`−γ for γ < 12 ,
`−
1
2 i−
1
2 log(`) for γ = 12 ,
`γ−1iγ−1 for γ > 12 ,
(17)
for ` < i. To deal with the covariances, we have to consider terms of the form
P(Z(i)n,` = 1)
(
P(Z(i)n,k = 1|Z(i)n,` = 1)− P(Z(i)n,k = 1)
)
. (18)
Again, we will condition on the first connection of k in order to rewrite this
expression. For the conditional probability we obtain
P(Z(i)n,k = 1|Z(i)n,` = 1) =
k−1∑
m=1
P(Z(i)n,k = 1|k
1.←→ m,Z(i)n,` = 1)P(k
1.←→ m|Z(i)n,` = 1)
+
n∑
m=k+1
m 6=i
P(Z(i)n,k = 1|k
1.←→ m,Z(i)n,` = 1)P(k
1.←→ m|Z(i)n,` = 1)
≤
k−1∑
m=1
P(k 6 i−→ m|k → m)P(k → m)
+
n∑
m=k+1
m 6=i
P(m 6 i−→ k|m→ k)P(m→ k)
≤
k−1∑
m=1
iγ−1kγ−1m−2γ +
n∑
m=k+1
m 6=i
iγ−1mγ−1k−2γ
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≤ C

nγiγ−1k−2γ for γ < 12 ,
i−
1
2k−
1
2 log(k) + n
1
2 i−
1
2k−1 for γ = 12 ,
iγ−1kγ−1 + nγiγ−1k−2γ for γ > 12 .
(19)
Combining these bounds with the ones on P(Z(i)n,` = 1) given in (17), we obtain
n∑
i=1
i−1∑
`=1
`−1∑
k=1
Cov
[
Z
(i)
n,`, Z
(i)
n,k
]
≤ C

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n4γ−1 for γ > 12 ,
for the term in (18). With the bounds on Var
[
Z
(i)
n,`
]
we eventually get
n∑
i=1
Var
[
i−1∑
`=1
Z
(i)
n,`
]
≤ C

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n4γ−1 for γ > 12 .
(20)
For ` ≥ i + 1 the variance and covariance can be handled in much the same way
with only minor differences in the precise calculations. In fact, they even get a bit
shorter as in these cases vertices ` and k can only have outgoing edges to vertices
older than vertex i, as all others connections are not affected by the isolation of i.
In particular, this implies that their indegrees need to be 0. We get
n∑
i=1
V
[
n∑
`=i+1
Z
(i)
n,`
]
≤ C

n for γ < 12 ,
n log(n)3 for γ = 12 ,
n4γ−1 for γ > 12 .
(21)
Remark 3.3. The procedure in the proof of Lemma 2.13 is rather rough, since
we just omit the subtrahend when dealing with the covariances. Looking more
carefully at the differences in the covariance, one can show that
n∑
i=1
V
[
n∑
`=1
Z
(i)
n,`
]
≤ C

log(n)nγ for γ < 12 ,√
n log(n)4 for γ = 12 ,
n5γ−2 for γ > 12 .
(22)
However, the results in Lemma 2.14 are even weaker, so that these rough estimates
are sufficient for our purpose.
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3.3 Proof of Lemma 2.14
Proof. Recall that Rn,i =
∑n
`=1 Z
(i)
n,`, so that
Cov [Rn,i, Rn,j ] =
n∑
`=1
n∑
m=1
Cov
[
Z
(i)
n,`, Z
(j)
n,m
]
=
n∑
`=1
Cov
[
Z
(i)
n,`, Z
(j)
n,`
]
+
n∑
`=1
n∑
m=1
m 6=`
Cov
[
Z
(i)
n,`, Z
(j)
n,m
]
. (23)
The first sum can easily be bounded by finding an upper bound on P(Z(j)n,` =
1|Z(i)n,` = 1). Proceeding similarly as in the previous proof, one can deduce that
P(Z(j)n,` = 1|Z(i)n,` = 1) ≤
`−1∑
k=1
P(` 6 j−→ k|`→ k)P(`→ k|Z(i)n,` = 1)
+
n∑
k=`+1
P(k 6 j−→ `|k → `)P
(
k → `
∣∣∣ k−1⋂
m=`+1
{m9 `}, Z(i)n,` = 1
)
≤ C
(
`−1∑
k=1
jγ−1k−2γ`γ−1iγ−1 +
n∑
k=`+1
jγ−1`−2γk−1iγ−1
)
≤ C log(n)

jγ−1`−γiγ−1 for γ < 12 ,
j−
1
2 `−
1
2 i−
1
2 for γ = 12 ,
jγ−1`γ−1iγ−1 for γ > 12 ,
where we used that
P
(
k → `
∣∣∣ k−1⋂
m=`+1
{m9 `}, Z(i)n,` = 1
)
≤ P
(
k → `
∣∣∣Z(i)n,` = 1) ≤ P(k → `|k 6 i−→ `)
and bounded the right-hand side with the help of Bayes’ Theorem. In combination
with the second inequality in (17) we now obtain
n∑
i=1
i−1∑
j=1
j−1∑
`=1
Cov
[
Z
(i)
n,`, Z
(j)
n,`
]
≤ C

log(n)nγ for γ < 12 ,
log(n)3
√
n for γ = 12 ,
log(n)n5γ−2 for γ > 12 .
For the second sum we need to deal with
n∑
i=1
i−1∑
j=1
n∑
`=1
n∑
m=1
ϑi,nϑj,n Cov[Z
(i)
n,`, Z
(j)
n,m]
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=
n∑
i=1
i−1∑
j=1
n∑
`=1
n∑
m=1
ϑi,nϑj,nP(Z(j)n,m = 1)
(
P(Z(i)n,` = 1|Z(j)n,m = 1)− P(Z(i)n,` = 1)
)
for the various constellations of i, j,m and `. We will only consider the case
` < m < j < i, all other cases work analogously. Conditioning on the first
connection of vertex ` again, we obtain
P(Z(i)n,` = 1|Z(j)n,m = 1) =
`−1∑
k=1
P(Z(i)n,` = 1|Z(j)n,m = 1, {`
1.←→ k})P(` 1.←→ k|Z(j)n,m = 1)
+
n∑
k=`+1
P(Z(i)n,` = 1|Z(j)n,m = 1, {`
1.←→ k})P(` 1.←→ k|Z(j)n,m = 1)
:= S1,1(`,m, i, j) + S1,2(`,m, i, j) := S1,1 + S1,2
and
P(Z(i)n,` = 1) =
`−1∑
k=1
P(Z(i)n,` = 1|{`
1.←→ k})P(` 1.←→ k)
+
n∑
k=`+1
P(Z(i)n,` = 1|{`
1.←→ k})P(` 1.←→ k)
:= S2,1(`,m, i, j) + S2,2(`,m, i, j) := S2,1 + S2,2.
We now need to find bounds on S1,1−S2,1 and S1,2−S2,2. For reasons of brevity we
restrict to the first of these differences, i.e. the case k ≤ `− 1, as the calculations
for the second difference work in a very similar manner. Recall that
{Z(i)n,` = 1} =
`−1⋂
r=1
{` 6 i−→ r} ∩
n⋂
r=`+1
{r 6 i−→ `} ∩ {` /∈ In} ∩ {` /∈ Dn,i},
so that by using the independence of in- and outdegree of a fixed vertex, the fact
that decisions for outgoing edges of a given vertex are made independently from
each other, as well as {` 6 i−→ k} = {`9 k} for `, k > i, we obtain
S1,1 =
`−1∑
k=1
P(` 6 i−→ k|`→ k)P(`→ k|m 6 j−→ k)
k−1∏
r=1
P(` 6 i−→ r|m 6 j−→ r)
·
`−1∏
r=k+1
P(` 6 i−→ r|m 6 j−→ r) P
( n⋂
r=`+1
{r 6 i−→ `}
∣∣∣m 6 j−→ `)
and
S2,1 =
`−1∑
k=1
P(` 6 i−→ k|`→ k)P(`→ k)
`−1∏
r=k+1
P(` 6 i−→ r)
k−1∏
r=1
P(`9 r|m 6 j−→ r) P
( n⋂
r=`+1
{r 6 i−→ `}
)
.
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Since
P(`→ k|m 6 j−→ k) ≤ P(`→ k),
bounding S1,1 − S2,1 now reduces to bounding the differences
`−1∏
r=k+1
P(` 6 i−→ r|m 6 j−→ r)−
`−1∏
r=k+1
P(` 6 i−→ r),
k−1∏
r=1
P(`9 r|m 6 j−→ r)−
k−1∏
r=1
P(`9 r|m 6 j−→ r)
and P
( n⋂
r=`+1
{r 6 i−→ `}
∣∣∣m 6 j−→ `)− P( n⋂
r=`+1
{r 6 i−→ `}
)
. (24)
Starting with the first, we note that since P
(
` 9 r|m 6 j−→ r) ≤ P(` 9 r|m 9 r),
Proposition 3.1 yields
k−1∏
r=1
P
(
`9 r|m 6 j−→ r
)
−
k−1∏
r=1
P (`9 r) ≤ ξk−11 (`,m).
Furthermore, we have
P(` 6 i−→ r|m 6 j−→ r)− P(` 6 i−→ r) ≤ P(` 6 i−→ r|m9 r)− P(` 6 i−→ r)
=
(
1− µ˜
f
`−1(r,m)
`
)
+
µ˜f`−1(r,m)
`
(
1− µ˜
f
`−1(r, i)
µf`−1(r)
)
−
(
1− µ˜
f
`−1(r, i)
`
)
≤ µ
f
`−1(r)− µ˜`−1(r,m)
`
≤ f(1)`γ−1mγ−1r−2γ
for any r ≤ `− 1, so that we can show that
`−1∏
r=k+1
P(` 6 i−→ r|m 6 j−→ r)−
`−1∏
r=k+1
P(` 6 i−→ r) ≤ ξ`−1k+1(`,m)
via induction, just as in the proof of Proposition 3.1. For the third term we use
that P(m 6 j−→ `) ≥ P(m9 `) to obtain
P
( n⋂
r=`+1
{r 6 i−→ `}
∣∣∣m 6 j−→ `)−P( n⋂
r=`+1
{r 6 i−→ `}
)
≤ P
( n⋂
r=`+1
{r 6 i−→ `}
)( 1
P(m9 `)
− 1
)
= P
( n⋂
r=`+1
{r 6 i−→ `}
) µfm−1(`)
m− 1− µfm−1(`)
≤ 2 P
( n⋂
r=`+1
{r 6 i−→ `}
)
mγ−1`−γ .
By conditioning on the first incoming edge of vertex `, we then have
P
( n⋂
r=`+1
{r 6 i−→ `}
)
= P
( n⋂
r=`+1
{r 6 i−→ `}
∣∣∣ n⋂
r=`+1
{r 9 `}
)
P
( n⋂
r=`+1
{r 9 `}
)
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+n∑
k=`+1
P
( n⋂
r=`+1
{r 6 i−→ `}
∣∣∣k 1.−→ `)P(k 1.−→ `)
≤ C
((
`
n
)η
+
n∑
k=`+1
P(k 6 i−→ `|k → `)P(k 1.−→ `)
)
≤ C
((
`
n
)η
+
n∑
k=`+1
`−γiγ−1
(
`
k
)η f(0)
k
)
≤ C
((
`
n
)η
+
iγ−1
`γ
)
≤ C max
{( `
n
)η
,
iγ−1
`γ
}
.
Hence,
S1,1 ≤ S2,1 + C max
{( `
n
)η
,
iγ−1
`γ
}
·
`−1∑
k=1
ψ(m, `, k) · P(` 6 i−→ k|`→ k)P(`→ k),
where
ψ(m, `, k) := max{mγ−1`−γ , ξ`−1k+1(`,m), ξk−11 (`,m)} ≤ ξ`−11 (`,m).
Eventually this yields
S1,1 − S2,1 ≤ C max
{( `
n
)η
, `−γiγ−1
} `−1∑
k=1
iγ−1k−2γ`γ−1 · ξ`−11 (`,m)
≤ C max
{( `
n
)η
,
iγ−1
`γ
}
`−2γmγ−1iγ−1 for γ < 12 ,
log(n) log(`)m−
1
2 `−1i−
1
2 for γ = 12 ,
mγ−1`2γ−2iγ−1 for γ > 12 .
(25)
We can now bound the second sum in (23) in the case that ` < m < j < i and for
k < `. Using (17) one can deduce that
n∑
i=1
i−1∑
j=1
j−1∑
m=1
m−1∑
`=1
ϑi,nϑj,nP(Z(i)n,m = 1)(S1,1 − S2,1) ≤ C

n for γ < 12 ,
n log(n)4 for γ = 12 ,
n6γ−2 for γ > 12 .
As mentioned before, all other calculations work similarly, yielding the same or
even stronger bounds. We abstain from executing the calculations here, the inter-
ested reader may find some of them in [Bet19, Proof of Lemma 5.8].
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3.4 Proof of Lemma 2.15
Proof. Recall that to construct a graph for which the number of isolated vertices
has the size bias distribution of Wn, we choose one vertex I according to P(I =
i) =
ϑi,n
µn
. Furthermore, remember that Di,n denotes the number of neighbours of
vertex i which are only connected to vertex i, and d
(i)
n refers to the total degree
of vertex i in Gn. Obviously,
∑n
i=1Di,n ≤ n. By conditioning on the graph Gn at
time n and using equality (11), we find that
E
[
(W sn −Wn)2
]
= E
[
1
µn
n∑
i=1
ϑi,n
(
Di,n + 1{d(i)n > 0}+Rn,i
)2]
=
1
µn
(
n∑
i=1
ϑi,nE
[
D2i,n
]
+ 2
n∑
i=1
ϑi,nE
[
Di,n1{d(i)n > 0}
]
+ 2
n∑
i=1
ϑi,nE [Di,nRn,i]
+
n∑
i=1
ϑi,nE
[
1{d(i)n > 0}
]
+ 2
n∑
i=1
ϑi,nE
[
1{d(i)n > 0}Rn,i
]
+
n∑
i=1
ϑi,nE
[
R2n,i
])
≤ 1
µn
(
n∑
i=1
E
[
D2i,n
]
+ 2
n∑
i=1
ϑi,nE [Di,nRn,i] + 2
n∑
i=1
ϑi,nE [1{di > 0}Rn,i]
+
n∑
i=1
ϑi,nE
[
R2n,i
])
+
3n
µn
. (26)
As µn ≈ n according to Lemma 2.8, the last term is of constant order. To establish
bounds on the remaining sums we define the event
S
(n)
ij := 1{i is the unique neighbour of j in Gn}
=

⋂j−1
r=1,r 6=i{j 9 r} ∩ {j → i} ∩
⋂n
r=j+1{r 9 j} for i < j,⋂j−1
r=1{j 9 r} ∩ {i→ j} ∩
⋂n
r=j+1,r 6=i{r 9 j} for i > j.
(27)
This allows us to rewrite Di,n as Di,n =
∑n
j=1 S
(n)
ij , where S
(n)
ii = 0 due to the
construction of the network. With these notations we get
D2i,n =
n∑
j=1
S
(n)
ij + 2
n∑
k=1
k−1∑
j=1
S
(n)
ij S
(n)
ik .
The subsequent calculations resemble those conducted in the proofs of Lem-
mas 2.12, 2.13 and 2.14. We will not go into detail here, but by exploiting the
dependency structure of the network, one can show that
E
[
S
(n)
ij
]
≤ C
j
ηi−1n−η for i > j,
jγ+η−1i−γn−η for i < j.
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Hence, there exists a constant C, independent of n, such that
n∑
i=1
n∑
j=1
E
[
S
(n)
ij
]
≤ C n. (28)
It remains to establish a bound on E
[
S
(n)
ij S
(n)
ik
]
for the different constellations of
i, j and k. Again we will give the proof for one case since all other cases work
similarly. Lets assume that i < j < k holds. With the definition of the event
{S(n)ij = 1} given in (27) and by exploiting some of the independencies of the
network, we get
P(S(n)ij S
(n)
ik = 1)
= P
( n⋂
m=k+1
{m9 k},
n⋂
`=j+1
{`9 j},
k−1⋂
m=1,
m 6=i,j
{k 9 m},
j−1⋂
`=1,
6`=i
{j 9 `}, {k → i}, {j → i}
)
= P
( n⋂
m=k+1
{m9 k}
)
P
( n⋂
`=j+1
{`9 j}
)
P
( k−1⋂
m=1,
m 6=i,j
{k 9 m}
∣∣∣ j⋂
`=1,
` 6=i
{j 9 `}
)
· P
( j−1⋂
`=1,
` 6=i
{j 9 `}
)
P (k → i|j → i)P (j → i)
≤
n∏
m=k+1
(
1− f(0)
m
) n∏
`=j+1
(
1− f(0)
`
)
P (k → i|j → i) · µ
f
j−1(i)
j
≤ C kη+γ−1jη+γ−1n−2ηi−2γ ,
where we used Lemma 1.4 and Lemma 1.1 to deduce that
P(k → i|j → i) = µˆ
f
k−1(i, j)
k
≤ µˆ
f
k−1(i, i+ 1)
k
≤ f(1)kγ−1i−γ .
As mentioned before the other two cases to deal with, namely j < i < k and
j < k < i, work in very similar ways. The results are summarized by
P(S(n)ij S
(n)
ik = 1) ≤ Cn−2η

kη+γ−1jη+γ−1i−2γ for i < j < k,
kη+γ−1jη−γi−1 for j < i < k,
kη−γjη−γi−2+2γ for j < k < i.
This leads to
n∑
i=1
n∑
k=1
k−1∑
j=1
E
[
S
(n)
ij S
(n)
ik
]
≤ C n.
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To bound the term E [Di,nRn,i] we write
E [Di,nRn,i] =
n∑
j=1
n∑
m=1
m 6=j
P
(
S
(n)
i,j = 1
)
P
(
Z(i)n,m = 1|S(n)i,j = 1
)
.
We already dealt with the first probability when bounding D2i,n, so it remains
to deal with the conditional probability. Again, we only deal with one of the
cases, namely j < i, the other case works analogously. As in the previous proofs
we condition on the first connection of vertex m and use bounds (2) and (6) to
deduce that
P(Z(i)n,m = 1|S(n)i,j = 1)
=
m−1∑
r=1
P(Z(i)n,m = 1|S(n)i,j = 1, {m 1.←→ r})P(m 1.←→ r|S(n)i,j = 1)
+ 1{m < i}
n∑
r=m+1
P(Z(i)n,m = 1|S(n)i,j = 1, {r 1.←→ m})P(m 1.←→ r|S(n)i,j = 1)
≤
m−1∑
r=1
iγ−1r−2γmγ−1 + 1{m < i}
n∑
r=m+1
iγ−1rγ−1m−2γ
≤ C

iγ−1m−γ + nγiγ−1m−2γ for γ < 12 ,
log(m)iγ−1mγ−1 + nγiγ−1m−2γ for γ = 12 ,
iγ−1mγ−1 + nγiγ−1m−2γ for γ > 12 .
Here we used that
P(k → r|S(n)i,j = 1) ≤ P(k → r).
The calculations in the case i < j yield the same bound on the conditional prob-
ability and we can conclude that
n∑
i=1
ϑi,nE [Di,nRn,i] ≤ C

n for γ < 12 ,
log(n)n for γ = 12 ,
n2γ for γ > 12 .
(29)
Using (16) and (17), one can show that
E
[
n∑
i=1
1{di > 0}Rn,i
]
=
n∑
i=1
 i−1∑
j=1
P(Z(i)n,j = 1) +
n∑
j=i+1
P(Z(i)n,j = 1)

≤ C

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n2γ for γ > 12 .
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The last term to deal with is E
[∑n
i=1 ϑi,nR
2
n,i
]
. Unfortunately, the bound on this
is of larger order than the previous ones and is responsible for the overall rate of
convergence given in Theorem 2.2. Recall that Rn,i =
∑n
`=1 Z
(i)
n,`, so that
E
[
n∑
i=1
ϑi,nR
2
n,i
]
= E
 n∑
i=1
n∑
j=1
ϑi,nZ
(i)
n,j
+ E
 n∑
i=1
n∑
j=1
n∑
m=1
m 6=j
ϑi,nZ
(i)
n,jZ
(i)
n,m

=
n∑
i=1
n∑
j=1
ϑi,nP(Z
(i)
n,j = 1) +
n∑
i=1
n∑
j=1
n∑
m=1
m 6=j
ϑi,nP(Z
(i)
n,j = 1)P(Z
(i)
n,m = 1|Z(i)n,j = 1).
On account of (16) and (17) we find that
n∑
i=1
n∑
j=1
ϑi,nP(Z
(i)
n,j = 1) ≤ C

n for γ < 12 ,
log(n)n for γ = 12 ,
n2γ for γ > 12 .
Furthermore, the inequality in (19) yields
P(Z(i)n,m = 1|Z(i)n,j = 1) ≤ C

nγiγ−1m−2γ for γ < 12 ,
i−
1
2m−
1
2 log(m) + n
1
2 i−
1
2m−1 for γ = 12 ,
iγ−1mγ−1 + nγiγ−1m−2γ for γ > 12 ,
so that using (16) and (17) again leads to
n∑
i=1
n∑
j=1
n∑
m=1
m 6=j
ϑi,nP(Z
(i)
n,j = 1)P(Z
(i)
n,m = 1|Z(i)n,j = 1) ≤

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n4γ−1 for γ > 12 .
Thus, we finally obtain
E
[
n∑
i=1
ϑi,nR
2
n,i
]
≤

n for γ < 12 ,
n log(n)2 for γ = 12 ,
n4γ−1 for γ > 12 ,
(30)
which proves the assertion.
Remark 3.4. In order to extend the result of Theorem 2.2 to all sublinear at-
tachment functions one either needs to generalize the lower bound on Var [Wn]
obtained in the linear case or improve the result of Lemma 2.15. To do so, one
needs to deduce stronger bounds on P(Z(i)n,` = 1) than those given in (16) and (17)
since
n∑
i=1
ϑi,nE
[
R2n,i
]
=
n∑
i=1
ϑi,n
(
V [Rn,i] + E [Rn,i]2
)
and the variance is of lower order due to (22).
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