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We obtain a master equation for a parametrically driven optomechanical cavity. We use a more
correct dissipation model that accounts for the modification of the quasi-energy spectrum caused
by the driving. When the natural frequency of the mechanical object oscillates periodically around
its mean value, the master equation with the improved dissipation model is expressed using Floquet
operators. We apply the corresponding master equation to model the laser cooling of the mechanical
object. Using an adiabatic approximation, an analytical expression for the number of excitations of
the mechanical oscillator can be obtained. We find that the number of excitations can be lower than
in the non-time dependent case. Our results raise the possibility of achieving lower temperatures
for the mechanical object if its natural frequency can be controlled as a function of time.
I. INTRODUCTION
Quantum cavity optomechanics studies systems com-
posed of macroscopic mechanical objects, such as mirrors,
and an optical cavity’s quantized light field, coupled via
radiation pressure. In a common scheme one of the end-
mirrors of a Fabry-Perot cavity is suspended while able to
freely oscillate. When photons are reflected by the mir-
ror, there is a momentum transfer between the light field
and the mirror; as the cavity’s resonance depends on its
length, the mechanical displacement in turn affects the
light field inside the cavity. Some of the first theoretical
work predicting this sort of coupling, between light and
mechanical object, is described in [1]. This interaction
between the macroscopic mechanical object and the light
field leads to several interesting effects such as optome-
chanically induced transparency [2], the optical spring
effect [3] or, most relevant to this study, optomechanical
cooling[4–7], which was first proposed by Mancini, et al
[8].
Optomechanical cooling consists of the damping of the
end mirror’s mechanical motion due to the radiative cou-
pling to the cavity field. Sideband cooling takes place
when the cavity’s resonance is much narrower than the
mechanical frequency. It can be understood as Raman
scattering of incident photons [9] which are red-detuned
from the cavity resonance. When the parameters are
chosen appropriately, incident photons absorb a phonon
from the mechanical oscillator in order to scatter into the
cavity’s resonance mode, resulting in cooling of the res-
onator. For coherent quantum control over a mechanical
object, it must be close to a pure quantum mechanical
state [10], so effective methods of cooling macroscopic
objects to low temperatures are highly desirable.
One possible avenue for manipulating the mechanical
object and improving cooling lies in controlling the me-
chanical resonator’s frequency as a function of time [11].
There have been other studies that include the modu-
lation of optomechanical parameters. Some of these in-
clude modulating the spring constant and the interac-
tion strength to achieve a splitting of the cavity side-
bands [12] reach a non-linear quantum regime [13], or
achieve controllable quantum squeezing [14]. Other stud-
ies cover the periodic Langevin equations that arise in
a bi-chromatically driven optical cavity [15] and mod-
ulating the amplitude of the driving field [16] in order
to achieve squeezing of the mechanical resonator. The
effect of a modulated spring constant on the mechan-
ical object’s final temperature was studied in [17]. In
that study it was found that the final temperature of
the parametrically driven harmonic oscillator was larger
than the non-driven case. However, the master equa-
tion from which the cooling rates were derived accounted
for the natural frequency of the mechanical resonator via
ad-hoc time-dependent coefficients that were introduced
after performing the Markov approximation. In this pa-
per we extend the study of the cooling dynamics to the
case when the time-dependence of the system is taken
into account in the derivation of the master equation.
The formalism we apply (section II) is based on Flo-
quet theory and was demonstrated to be a more accurate
treatment [18]. For the case where the drive consists of
a small periodic oscillation with respect to the central
frequency of the mechanical oscillator, the Floquet op-
erators can be given explicitly (section III). Under the
adiabatic approximation, we derive an approximated ex-
pression for the mean mechanical excitation number in
the final stages of optomechanical cooling and compare
this prediction to the time-independent case (section IV).
From the treatment presented here, it follows that lower
temperatures can be obtained if the mechanical object
is parametrically driven. Our result suggests that the
details of the theoretical dissipation model for the me-
chanical oscillator can have a significant influence on the
resulting temperature (section V).
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2II. OPTOMECHANICAL HAMILTONIAN
A. Hamiltonian with Floquet Operators
The Hamiltonian for a parametrically driven optome-
chanical system [7], in a reference system that rotates
with the same frequency as a laser that continuously
pumps photons into the cavity is
H(t) = Hcav +Hmec(t) +Hint +Hpump, (1)
where
Hcav =− ~δa†a, (2)
Hmec(t) =
p2
2M
+
1
2
Mν2(t)x2, (3)
Hint =− ~gca†ax, (4)
Hpump =~
Ω
2
(a† + a), (5)
where δ = ωlaser−ωcav is the detuning between laser and
cavity. The mechanical oscillator’s mass is denoted by
M , p and x are its momentum and position operator, and
ν(t) the modulated mechanical frequency. The term Hint
models the interaction between the field and the cavity
mirror where gc sets the strength of the coupling [10].
Finally, Hpump describes the pumping of the cavity by
a field with strength proportional to Ω. The mechanical
oscillator Hamiltonian has an explicit time dependence
given by ν(t). We assume here a periodic function of
time, which allows us to employ the Floquet formalism.
The Floquet operators are analogous to the usual cre-
ation and annihilation operators for the standard har-
monic oscillator and can be expressed in terms of the
mechanical oscillator’s position and momentum opera-
tors [18]. These operators are
Γ(t) =
1
2i
[
xˆ
√
2M
~
f˙(t)− pˆ
√
2
M~
f(t)
]
, (6)
as well as its Hermitian conjugate. f(t) is the solution to
the classical time-dependent harmonic oscillator equation
of motion in one dimension
f¨ + ν(t)2f = 0, (7)
and is generally a complex function [19]. This equation
has two solutions [18]
f(t) = eiηtφ(t), (8)
and its complex conjugate, where φ(t) is a periodic func-
tion of time with the same period as ν(t). η is, in general,
a complex number [20]. The Floquet operators follow the
usual commutation relations for creation and annihila-
tion operators
[Γ†(t),Γ(t)] = 1. (9)
Using these operators, Hmec(t) (see Eq. (3)), can be
written in the same form as the non time-dependent har-
monic oscillator with the Floquet operators playing the
role of the creation and annihilation operators, with the
exception of a global time-dependent scalar coefficient
[19]
Hmec(t) = ~
W
|f(t)|2
[
Γ†(t)Γ(t) +
1
2
]
, (10)
where W is the Wronskian for the differential equation
(7). Using Eqs. (9), (10) we can define the number of ex-
citations of a parametrically driven oscillator in a manner
analogous to the quantum harmonic oscillator: as the ex-
pectation value of the number operator 〈m〉 = 〈Γ†Γ〉.
The explicit time dependence of the Floquet operators
will not be noted from now on for the sake of brevity.
Equation (6) can be inverted and solved for the harmonic
oscillator’s position operator
xˆ = γ′+(t)Γ + γ
′
−(t)Γ
†, (11)
this expression can be substituted into the interaction
Hamiltonian, getting
Hint(t) = gc
√
~
2M
a†a[γ′+(t)Γ + γ
′
−(t)Γ
†] . (12)
The explicit expressions for γ±(t) are obtained when
explicit expressions for the solutions f(t) are available.
The Hamiltonian (1) contains two separate harmonic
oscillator-like terms, Hcav and Hmec, that commute. This
allow us to derive a master equation following the same
procedure depicted in [18] for the mechanical oscillator,
and the standard procedure for the cavity. This deriva-
tion involves the Markov approximation; in previous at-
tempts to study a parametrically driven oscillator, the
time dependence of the frequency was included after the
Markov approximation had been performed, via time-
dependent ad-hoc coefficients for the damping [17]. Un-
der the formalism developed in [18] the frequency’s time
dependence is accounted for when the Markov approx-
imation is performed, via the Floquet operators. As
demonstrated in [18], the method employed here is a more
complete, and thus accurate, treatment.
The optomechanical master equation with improved
dissipation model is
ρ˙ =
1
i~
[H, ρ] + Laρ+ LΓρ, (13)
where
Laρ =− κ
2
(np + 1)[a
†aρ+ ρa†a− 2aρa†] (14)
− κ
2
(np)[aa
†ρ+ ρaa† − 2a†ρa] ,
3LΓρ =− γ
2
(nm + 1)[Γ
†Γρ+ ρΓ†Γ− 2ΓρΓ†] (15)
− γ
2
(nm)[ΓΓ
†ρ+ ρΓΓ† − 2Γ†ρΓ] ,
κ is the energy decay rate for the cavity, γ is the decay
rate for the mechanical oscillator, np is the number of
thermal excitations of the bath at the frequency resonant
with the cavity ωcav, and nm is known as the effective
thermal-bath occupation number[18]. In the undriven
case, nm reduces to the number of thermal excitation
of the bath at the natural frequency of the mechanical
oscillator ν. In the absence of interaction between the
cavity and the mechanical oscillator, the stationary state
for the cavity is a thermal state with mean photon num-
ber np, and for the oscillator it is a thermal state with
mean number nm of mechanical excitations.
The superoperators LΓ and La model the energy ex-
changes between the environment, and the cavity and the
mechanical resonator respectively. Note that the time de-
pendence of the Floquet operators implies that the dis-
sipation of the mechanical oscillator, given by (15), is
time-modulated. Equation (13) is the master equation
for a parametrically driven optomechanical system with
an improved dissipation model which accounts for the
mechanical oscillator’s time dependent frequency.
B. Displaced Frame
In order to eliminate the pump term and find use-
ful approximations, we employ a unitary transformation
to shift equation (13) into a displaced reference frame.
This transformation depends on two time-dependent co-
efficients, α(t) and β(t), which are chosen in a convenient
manner to simplify the Hamiltonian. The transformation
is given by the operator
Ua,Γ = e
(α(t)a†−α∗(t)a)e(β(t)Γ
†−β∗(t)Γ), (16)
and results in a displaced Hamiltonian and in turn a dis-
placed master equation for the time evolution of the den-
sity operator ρ′(t) = UρU†
ρ˙′ =
1
i~
[H ′, ρ′] + Laρ′ + LΓρ′ + C(t)ρ′, (17)
where
C(t) = −(β2 − |β|2)[Γ˙†,Γ†]− ((β∗)2 − |β|2)[Γ˙,Γ] . (18)
This term arises due to the explicit time dependence in
the Floquet operators as they do not, in general, com-
mute with their own time derivatives. The primes in-
dicate that the transformation has been applied. The
displaced Hamiltonian, which includes a pump-like term
that appears due to the transformation being applied to
the time derivative term, is
H ′ =UHU†
=− ~δ′a†a+ ~ W|f(t)|2 Γ
†Γ
− ~gc
√
~
2M
[(a†a+ αa† + α∗a)(γ′−(t)Γ
† + γ′+(t)Γ)]
+ i~(β∗Γ˙− βΓ˙†), (19)
with δ′ = δ + gc
√
~
2M (γ
′
+(t)β + γ
′
−(t)β
∗). This Hamil-
tonian is valid as long as the coefficients α(t) and β(t)
fulfill the differential equations
α˙ =α
(
− κ
2
+ i(δ + gc
√
~
2M
(γ′−(t)β
∗ + γ+(t)β)
)
− iΩ
2
,
(20)
β˙ =β
(
− γ
2
− i W|f(t)|2
)
+ igc
√
~
2M
|α|2γ′−(t). (21)
Proceeding further requires an explicit solution for
equation (7) in order to calculate explicit expressions for
several of the coefficients and to deal with the Γ˙ and Γ˙†
operators. The primes in the operators will be omitted
from now on as all calculations will be carried out in the
displaced frame.
III. SOLUTION FOR SMALL OSCILLATIONS
In order to obtain an explicit form of the Floquet op-
erators we focus on the case of small oscillations around
a central frequency, specifically
ν(t) = ν0 + 
′cos(2ωt) , (22)
with ′  ν0, where ν0 is the mean frequency. This leads
to the time-dependent harmonic oscillator equation
f¨ + (ν20 + 2
′ν0cos(2ωt))f = 0, (23)
when neglecting terms of order 2 or higher in  and rep-
resents a particular case of the Mathieu equation [21].
In order to guarantee stable solutions with the required
periodicity [20] we require the scattering relation
ν20
ω2
= n2, (24)
with n ∈ Z+. The solutions for equation (23) are, to first
order in  = 2
′ν0
ω2 ,
f(t) =
1√
nω
(
einωt + 
1
8(n+ 1)
ei(n+2)ωt
−  1
8(n− 1)e
i(n−2)ωt), (25)
4and its complex conjugate. To simplify the comparison
with the non-parametrically driven case we define
Γ˜(t) =e−inωtΓ(t), (26)
Γ˜†(t) =einωtΓ†(t). (27)
These operators retain the same commutation relations
as the original Γ operators. In general, any term involv-
ing the same number of Γ and Γ† operators is unchanged.
All calculations will use the Γ˜ operators, so the tilde will
be omitted from this point. The operators can be written
as
Γ(t) =
1
2i
[
xˆ
√
2M
~
h(t)− pˆ
√
2
M~
g(t)
]
, (28)
Γ†(t) =
−1
2i
[
xˆ
√
2M
~
h∗(t)− pˆ
√
2
M~
g∗(t)
]
(29)
with
g(t) =
1√
nω
(1 +

8(n+ 1)
e2iωt − 
8(n− 1)e
−2iωt),
h(t) =
1√
nω
(inω +
iω(n+ 2)
8(n+ 1)
e2iωt − iω(n− 2)
8(n− 1) e
−2iωt).
We can then calculate all of the time dependent terms
that require specific solutions for f(t), which can be just
as easily obtained in terms of g(t) and h(t). We have,
neglecting terms of order n2
W
|f(t)| ≈ ν0, (30)
and
γ+(t) =g
∗(t) , (31)
γ−(t) =g(t) . (32)
With these coefficients we can solve equations (20). We
are interested in case where the stationary case is reached
on a small time scale. In that case we can assume that
α˙ = β˙ = 0. We also assume that the coupling is weak
enough to be neglected at first order. The solutions are
then
α0 =
Ω
2δ + iκ
, (33)
β0 =0. (34)
The subscript indicates that these solutions are valid up
to order 0 in the coupling parameter. The Hamiltonian
is now
H = −~δa†a+ ~ν0Γ†Γ−Hint, (35)
with
Hint(t) = gc
√
~
2M
(α∗0a+ α0a
†)(g∗(t)Γ(t) + g(t)Γ†(t)).
Setting χ0 = gc
√
~
ν02M
we write
Hint(t) = H
0
int +H

int(t) ,
with
H0int(t) =χ0(α
∗
0a+ α0a
†)(Γ(t) + Γ†(t)) ,
Hint(t) =χ0(α
∗
0a+ α0a
†)×( 1
8(n+ 1)
(e−2iωtΓ(t) + e2iωtΓ†(t))
− 1
8(n− 1)(e
2iωtΓ(t) + e−2iωtΓ†(t))
)
.
Due to (33), the terms in the master equation involv-
ing the time derivatives of the Floquet operators, both
the commutator terms and the pump-like term, vanish.
Then, the master equation (17) can be written as
ρ˙ =
1
i~
[H, ρ] + Laρ+ LΓρ = Lρ. (36)
This last equation is a model for a mechanical oscilla-
tor with time dependent frequency, interacting with an
electromagnetic field, and with a dissipation model that
takes into account that the mechanical object’s frequency
depends on time. It looks similar to the standard op-
tomechanical master equation but it has Floquet opera-
tors instead of creation and annihilation operators for the
mechanical oscillator and an explicit time dependence in
the interaction Hamiltonian. It is one of the main results
of this paper, it gives the evolution of the parametrically
driven optomechanical system with an improved dissipa-
tive model. In the next sections we will focus on calcu-
lating the number of excitations of the mechanical object
〈m〉 = 〈Γ†Γ〉.
IV. LASER COOLING
We use the master equation (36) to study laser cool-
ing of the parametrically driven mechanical object. Our
goal is to minimize the temperature of the mechanical ob-
ject. In the displaced frame, where the master equation
is written, this is equivalent to minimizing the number
of mechanical excitations. Our focus is on the param-
eter regime where the coupling is weak enough that we
may take α0 and β0 to be the solutions to (20). After
projecting into the subspace corresponding to the slowly
evolving time scale and tracing over the cavity degrees of
freedom, we arrive at the following master equation for
the density operator µ(t) = Trc[Pρ(t)],
µ˙ = (A−(t) +
γ
2
(nm + 1))D[Γ]µ+ (A+(t) +
γ
2
nm)D[Γ
†]µ,
(37)
5with D[Γ] = 2ΓµΓ† − {Γ†Γ, µ}. A−(t) and A+(t) are
known as the cooling and heating rates, respectively.
This equation is obtained in Appendix B. The coefficients
A±(t) = A0± +  sin(2ωt)A

± , (38)
can be written as the usual rates for the non driven case
A0± =
χ20|α0|2
2
κ
(δ ∓ ν0)2 + κ24
,
plus a correction proportional to 
A± =
χ20|α0|2
2
(δ ∓ ν0)
n
(
κ2
4 + (δ ∓ ν0)2
) .
We wish to obtain an expression for the mean number of
mechanical excitations 〈m〉, which is a measure for the
system’s temperature. We use the system’s covariance
matrix [22] to do that. Defining
X =
√
nω
2
(g(t)∗Γ + g(t)Γ†), (39)
P =
1√
2nω
(h(t)∗Γ + h(t)Γ†), (40)
and
R = [X,P ]T , (41)
the expectation value of the covariance matrix is then
expressed as
γi,j =
1
2
〈
RiRj +RjRi
〉− 〈Ri〉 〈Rj〉 . (42)
The calculations to obtain an expression for the covari-
ance matrix γ(t) are performed in Appendix C.
The mean number
〈m〉 = 1
2
(Tr[γ]− 1) , (43)
of mechanical excitations, can be calculated as a function
of the trace of γ [17]. Defining
A˜0− = A
0
− +
γ
2
(nm + 1) ,
A˜0+ = A
0
+ +
γ
2
nm ,
we obtain that
Tr[γ(t)] =
A˜0+ + A˜
0
−
A˜0− − A˜0+
(44)
− (A+ +A−)
(A˜0+ − A˜0−) sin(2ωt)
(A˜0+ − A˜0−)2 + ω2
− (A+ +A−)
ω cos(2ωt)
(A˜0+ − A˜0−)2 + ω2
+

ω
(A+ −A−)(A˜0+ − A˜0−)(A˜0+ + A˜0−)
(A˜0+ − A˜0−)2 + ω2
− 
ω
(A+ −A−)(A˜0− + A˜0+)
(A˜0+ − A˜0−)
.
These results are valid when δ < 0, if δ > 0 we
have heating and the number of mechanical excitations
diverges in the framework of our theory. The number
of mechanical excitations, Eq. (43), has four correction
terms proportional to , two are time independent and
the other two oscillate with the frequency of the drive.
As expected, when ω → 0, 〈m〉 becomes the number of
mechanical excitations for the non parametrically driven
case. To first order in ω, the time independent correc-
tions vanish, and the number of mechanical excitations
oscillates around the non parametrically driven case with
a frequency given by 2ω. If we take the time average of
〈m〉 over one period, there will be a time independent
correction of order ω2. We now analyze the effects of
the correction terms on the number of mechanical exci-
tations. In the unresolved sideband regime (κ >> ν0),
the constant correction terms tend towards zero (as in
this regime A+ ≈ A−). The time dependent corrections
remain, but these are zero when time averaged. Note that
A0± ∼ 1κ and A± ∼ 1κ2 so as κ increases, the correction
terms become irrelevant.
We will focus in the resolved sideband regime κ < ν0.
When ω2  (A0+−A0−)2, we can approximate the aver-
age, over one period of time, of the number of mechanical
excitations
〈m〉 = pi
ω
∫ pi/ω
0
〈m〉 dt ,
as
〈m〉 ≈ 〈m〉nm=0+
γnm
Γcool + γ/2
+ω
γnm
2(Γcool + γ/2)3
(A+−A−) ,
(45)
where Γcool = A
0
− −A0+ and
〈m〉nm=0 ≈
A0+
Γcool + γ/2
+ω
A0− +A
0
+ + γ/2
2(Γcool + γ/2)3
(A+−A−) .
(46)
The second and third term in Eq. (45) are the contri-
bution, to the mean number of mechanical excitations,
when the temperature of the mechanical bath is not zero.
When Γcool  γnm this contribution is negligible and we
obtain 〈m〉 ≈ 〈m〉nm=0.
Sideband cooling is used as a final cooling stage [23].
When sideband cooling is begun, nm can be in the range
of 1000 excitations and Γcool  γnm [24]. Under these
conditions we have that A˜0± ≈ A0± and we get that
6〈m〉 ≈ − (ν0 + δ)
2 + κ2/4
4δν0
+
ω
32δ3κ2ν30χ
2
0|α0|2
[
(ν20 − δ2 + κ2/4)(ν20 + δ2 + κ2/4)((ν0 + δ)2 + κ2/4)((ν0 − δ)2 + κ2/4)
]
.
(47)
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FIG. 1. Number of mechanical excitations for the parametri-
cally (dashed line) and non parametrically (dotted line) driven
case. The number of mechanical excitations oscillates with
the frequency given by the drive and is smaller than in the non
parametrically driven case for a majority of the time period.
Parameters: δ/ν0 = −0.9469, n = 2,  = 1/18, κ = 0.25ν0,
χ20|α0|2/ν20 = 0.25.
When ν20 − δ2 + κ2/4 = 0 there is no difference in the
number of mechanical excitations between the paramet-
rically driven and the non parametrically driven cases.
Note that when  > 0 and δ2 < ν20 + κ
2/4, or  < 0
and δ2 > ν20 + κ
2/4, the mean number of mechanical
excitations in the parametrically driven case is smaller
than in the non parametrically driven case. An example
of this is shown in figure 1. The detuning is chosen for
the case where 〈m〉 is minimal at t = 0 and the number
of mechanical excitations 〈m〉 is plotted, as a function
of time, for the non parametrically driven and the para-
metrically driven cases. The number of mechanical exci-
tations, for the parametrically driven case, is lower than
the non parametrically driven case for most of the time
period.
In some cases 〈m〉 can be smaller than the smallest
achievable temperature in the non parametrically driven
case. To show this we calculate 〈m〉, over the range
δ/ν0 = [−1.2,−0.8], for the parametrically and non para-
metrically driven case. The result can be seen in figure
2. We can see that the minimum number of mechani-
cal excitations can be lower than in the non parametri-
cally driven case. The value of δ, where the minimum
is achieved, depends on the sign of , as predicted by
Eq. (47). In Fig. 3 we compare the ratio of 〈m〉 be-
tween the parametrically and non parametrically driven
cases. For the parameters in the figure, which are con-
sistent with the approximations used in the calculations,
the difference can be up to 10%.
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FIG. 2. Time averaged number of mechanical excitations for
the parametrically (dashed line for  > 0, dot-dash line for
 < 0) and non parametrically (dotted line) driven case as
a function of detuning. Parameters: n = 2,  = ±1/18,
κ = 0.25ν0, χ
2
0|α0|2/ν20 = 0.25.
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FIG. 3. Ratio, as a function of detuning, between the time
averaged number of mechanical excitations for the parametri-
cally (dashed line for  > 0, dotted line for  < 0) and the non
parametrically driven case . Parameters: n = 2,  = ±1/18,
κ = 0.25ν0, χ
2
0|α0|2/ν20 = 0.25
V. CONCLUSIONS
Using an improved theoretical description for the dis-
sipation of a parametrically driven mechanical object in
an optomechanical setup, we found that the temperature
can be lower than in the non-driven case. Moreover, the
usage of a consistent dissipation model affects the predic-
tions for the cooling dynamics. The results of this paper
allow for the analysis of the discrepancy when compared
to conventional approaches.
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Appendix A: The Damping Basis
Master equations of the type
ρ˙ = Lcavρ = 1
i~
[H, ρ] + Laρ, (A1)
with
Laρ =− κ
2
(np + 1)[a
†aρ+ ρa†a− 2aρa†]
− κ
2
(np)[aa
†ρ+ ρaa† − 2a†ρa] , (A2)
and
H = ~ωc a†a , (A3)
model the behavior of a bosonic field inside a one mode
leaky cavity with frequency ωc; the cavity is in con-
tact with a thermal bath characterized by np thermal
photons, the cavity damping is given by κ [25] and a†,
a are cavity photons creation and anhilation operators.
The density operator can be expressed in a basis given
by the right Lindblad superoperator’s eigenstates, ρˆjn,
n = 0, 1, 2, ... j = 0,±1,±2, ..., where
Lρˆjn = λ
j
nρˆ
j
n , (A4)
with
λjn = ijωc − κ[n+
|j|
2
] . (A5)
The real part of these eigenvalues corresponds to the
eigenvalues of the operator La. This basis is known as
the damping basis [25] and is given by
ρˆln =a
†j (−1)n
(np + 1)j+1
: Lln[
a†a
np + 1
]e
−[ a†anp+1 ] : j ≥ 0,
(A6)
ρˆjn =
(−1)n
(np + 1)|j|+1
: L|j|n [
a†a
np + 1
]e
−[ a†anp+1 ] : a|j| j ≤ 0.
(A7)
The Lindblad operator is not hermitian and the left
eigenstates must be considered to find the coefficients
of the density operator expansion in the damping basis.
These are the eigenstates of the equation ρˇjnL = λ
j
nρˇ
j
n
they have the same eigenvalues and are given by
ρˇjn =(
−np
np + 1
)n
n!
(n+ j)!
: Ljn[
a†a
np
] : aj j ≥ 0, (A8)
ρˇjn =(
−np
np + 1
)n
n!
(n+ |j|)!a
†|j| : L|j|n [
a†a
np
] : j ≤ 0. (A9)
The left and right eigenstates are orthogonal under the
product
(ρˆjn, ρˇ
j′
n′) = Tr[ρˆ
j
nρˇ
j′
n′ ] = δn,n′δj,j′ , (A10)
and fulfill
∑
λ
ρˆλ ⊗ ρˇλ = I, (A11)
where the sum is over all possible eigenvalues. An im-
portant case is a cavity at zero temperature, in this case
the right states are [25]
ρˆjn =a
†j(−1)a†a+n
(
n+ j
a†a+ j
)
j ≥ 0, (A12)
ρˆjn =(−1)a
†a+n
(
n+ |j|
a†a+ |j|
)
a|j| j < 0, (A13)
and the left states are
ρˇjn =
n!
(n+ j)!
(
a†a
n
)
aj j ≥ 0, (A14)
ρˇjn =a
†|j| n!
(n+ |j|)!
(
a†a
n
)
j < 0. (A15)
These states play an important part in the derivation
of the master equation of the cavity state in the adiabatic
approximation.
In Appendix B we consider a harmonic oscillator with
no damping, so the left and right eigenstates of the damp-
ing basis reduce to
ρˆln = |n+ l〉 〈n| = ρˇ†ln , (A16)
with eigenvalues
λl = ilν0 , (A17)
|n〉 is the number state of the harmonic oscillator, l is an
integer satisfying (n+ l) > 0.
Appendix B: Laser Cooling and Projection
Operators
In order to find the master equation (37) we begin with
the equation based on the Hamiltonian (35)
ρ˙ = (L0 + L1)ρ , (B1)
where
L0 = Lcav + Lmec, (B2)
=( 1i~ [Hcav, •] + La) + ( 1i~ [Hmec, •]),
8gives the free dynamics and
L1 = L01 + L1 =
1
i~
[H0int +H

int, •], (B3)
gives the field-mechanic oscillator interaction.
Equation (B1) is the same as equation (17) without the
mechanical damping, which occurs on a slower time scale
than the other processes and can be incorporated after
the adiabatic approximation. We employ projection op-
erators, like those in [26], to separate the evolution into
different time scales and perform an adiabatic approx-
imation. The projection operator P projects the state
into a slow-decaying evolution space whereas the projec-
tion operator Q projects the system into a fast-decaying
evolution space, the projection operators fulfill the com-
pleteness relation
1 = P +Q, (B4)
and have the properties
1. PL0 = L0P = 0 as P projects the state to the
stationary subspace
2. PL1P = 0 as the interaction does not couple
states in P
3. P 2 = P Q2 = Q as P and Q are projectors.
In the decay picture the master equation is
ρ˙′ = L′1ρ′ , (B5)
where
ρ′ =e
∫ t
0
L0dt′ρ,
L′1 =e−
∫ t
0
L0dt′L1e
∫ t
0
L0dt′ .
or more explicitly
ρ′ =e−L0tρ, (B6)
L′1 =e−L0tL′1eL0t. (B7)
We project the master equation (B5) into both P and Q
to obtain the equations
P ρ˙′ =PL′1Qρ′,
Qρ˙′ =QL′1Qρ′ +QL′1Pρ′.
The equation for Q can be formally integrated
Qρ =Qρ′(t0) +
∫ t
t0
dt′QL′1(t′)Pρ′(t′)
+
∫ t
t0
dt′QL′1(t′)Qρ′(t′),
and then the Markov approximation is performed, ap-
proximating ρ(t′) by ρ(t0)
Qρ 'Qρ′(t0) +
∫ t
t0
dt′QL′1(t′)Pρ′(t0)
+
∫ t
t0
dt′QL′1(t′)Qρ′(t0),
and this is substituted into the P equation
P ρ˙′(t) =PL1Qρ′(t0) (B8)
+ PL1
∫ t
t0
dt′QL1(t′)Pρ′(t0)
+ PL1
∫ t
t0
dt′QL1(t′)Qρ′(t0),
where only the second term is non zero as we can choose
the initial condition to have no part in Q. We focus on
this term and transform back from the decay picture
P ρ˙′(t) =Pe−L0tL1eL0t (B9)∫ t
t0
dt′Qe−L0t
′L1eL0t′Pe−L0t0ρ(t0).
We write the projectors as
P =
∑
λ
(ρˆcavλ ⊗ ρˆmecλ )⊗ (ρˇcavλ ⊗ ρˇmecλ ), (B10)
=
∑
λ
Pλ,
Q =
∑
λ′
(ρˆcavλ′ ⊗ ρˆmecλ′ )⊗ (ρˇcavλ′ ⊗ ρˇmecλ′ ) , (B11)
=
∑
λ
Qλ′ ,
the projectors with the λ label project the state into the
slow-decaying time-scale subspace, they are eigenstates
of L0 with only eigenvalues equal to zero. The projectors
with the λ′ label corresponds to the fast-decaying time-
scale, they are eigenstates of L0 with eigenvalues with
a non-zero real part, those states decay quickly. The
projectors are applied via the product
PX =
∑
λ
ρˆλTr[ρˇλX], (B12)
with
ρˆλ = ρˆ
mec
λ ⊗ ρˆcavλ . (B13)
We employ the states defined in Appendix A for both the
cavity and the mechanical resonator.
9Using equations (B10) and (B11) in (B9) and applying
the operator L0 we obtain
P ρ˙′(t) = Pe−L0tL1
(∑
λ′,λ
∫ t
t0
dt′eλ
′tρˆλ′ ⊗ ρˇλ′e−λ′t′L1
(B14)
eλt
′
ρˆλ ⊗ ρˇλe−λt0ρ(t0)
)
.
L1 is time-independent and the integration can be easily
performed. Returning P and Q to their original notation
we may write
P ρ˙′(t) = Pe−L0tL1
(∑
λ′,λ
eλ
′t−λt0 (B15)
∫ t
t0
dt′Qλ′e(λ−λ′)t′L1Pλρ(t0)
)
.
The integration is straightforward and we obtain
P ρ˙′(t) = Pe−L0tL1
(∑
λ′,λ
1
(λ− λ′)e
λ′t−λt0 (B16)
Qλ′(elt − elt0)L1Pλρ(t0)
)
,
which, after multiplying out exponentials within the sum
results in
P ρ˙′(t) = Pe−L0tL1
(∑
λ′,λ
1
(λ− λ′) (e
λ(t−t0) − eλ′(t−t0))
(B17)
Qλ′L1Pλρ(t0)
)
.
We neglect terms proportional to eλ
′t because for the slow
time scale these terms tend to zero. Using that λ = 0,
we can write
P ρ˙(t) =
∑
λ′
(−1
λ′
PL01(t)Qλ′L01(t)Pρ(0)
− 1
λ′
PL01(t)Qλ′L1(t)Pρ(0) (B18)
− 1
λ′
PL1(t)Qλ′L01(t)Pρ(0)
)
.
Here we have used also that L1 = L01 +L1 and neglected
the term proportional to 2. Substituting for the defini-
tions of the L1 terms, we have
P ρ˙(t) =
∑
λ′
1
~2
( 1
λ′
P [H0int(t), •]Qλ′ [H0int(t), •]Pρ(0)
+
1
λ′
P [H0int(t), •]Qλ′ [Hint(t), •]Pρ(0) (B19)
+
1
λ′
P [Hint(t), •]Qλ′ [H0int(t), •]Pρ(0)
)
.
Now, we trace over all of the cavity degrees of freedom
as we are interested only in the mechanical degrees of
freedom. Defining µ(t) = Trc[Pρ(t)] we have
µ(t) =
∑
λ′
1
~2
(
Trc[
1
λ′
P [H0int(t), •]Qλ′ [H0int(t), •]Pρ(0)]
(B20)
+ Trc[
1
λ′
P [H0int(t), •]Qλ′ [Hint(t), •]Pρ(0)]
+ Trc[
1
λ′
P [Hint(t), •]Qλ′ [H0int(t), •]Pρ(0)]
)
.
The first term yields the usual master equation for the
non-driven case and the other two terms yield correction
terms proportional to . We may calculate term by term,
using the notation
Fa =(α
∗
0a+ α0a
†), (B21)
FΓ =(Γ + Γ
†), (B22)
F+Γ =

8(n+ 1)
(e2iωtΓ + e−2iωtΓ†), (B23)
F−Γ =

8(n− 1)(e
−2iωtΓ + e2iωtΓ†), (B24)
F iΓ =F
+
Γ − F−Γ , (B25)
H0int =χ0FaFΓ, (B26)
Hint =χ0FaF
i
Γ. (B27)
With this, in the case of the first term of equation (B20)
χ20
∑
λ′
1
~2
Trc[P [FaFΓ,Qλ′ [FaFΓ, µρst]]] (B28)
=χ20
∑
λ′
1
~2
( 1
λ′
(Trc[PFaFΓQλ′(FaFΓµρst)]
− Trc[PQλ′(FaFΓµρst)FaFΓ]
− Trc[PFaFΓQλ′(µρstFaFΓ)]
+ Trc[PQλ′(µρstFaFΓ)FaFΓ])
)
.
Where we have assumed that ρ(0) = ρmec ⊗ ρst, that
is that the initial condition is separable. We separate
the proyection operators into the mechanical and cavity
parts, indicated by the appropriate sub-index
P =PaPΓ, (B29)
Qλ′ =Qλ′aQλ′Γ . (B30)
The mechanical parts can then be taken out of the trace
and we have
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χ20
∑
λ′
1
~2
1
λ′
Trc[P [FaFΓ,Qλ′ [FaFΓ, µρst]]] (B31)
= χ20
∑
λ′
1
~2
( 1
λ′
(Trc[PaQλ′a(Faρst)Fa]PΓFΓQλ′Γ(FΓµ)
− Trc[PaQλ′a(Faρst)Fa]PΓQλ′Γ(FΓµ)FΓ
− Trc[PaFaQλ′a(ρstFa)]PΓFΓQλ′Γ(µFΓ)
+ Trc[PaQλ′a(ρstFa)Fa]PΓQλ′Γ(µFΓ)FΓ)
)
.
This can be written as
χ20
∑
λ′
1
~2
1
λ′
Trc[P [FaFΓ,Qλ′ [FaFΓ, µρst]]] (B32)
=χ20
∑
λ′
1
~2
1
λ′
(
T1cPΓ[FΓ,Qλ′ΓFΓµ]
− T2cPΓ[FΓ,Qλ′ΓµFΓ]
)
,
with
T1c =Trc[FaQλ′aFaρst]
=~2|α0|2δj,1δn,0, (B33)
T2c =Trc[FaQλ′aρstFa]
=~2|α0|2δj,−1δn,0, (B34)
and
PΓ[FΓ,Qλ′ΓFΓµ] =((ΓΓ†µ− Γ†µΓ)δl,−1 (B35)
+ (Γ†Γµ− ΓµΓ†)δl,1),
PΓ[FΓ,Qλ′ΓµFΓ] =((ΓµΓ† − µΓ†Γ)δl,−1 (B36)
+ (Γ†µΓ− µΓΓ†)δl,1).
The other two terms in equation (B20) are handled in
the exact same manner. Both terms yield the exact same
result which then acquires a factor of 2 and we have
Trc
1
~2
[ 1
λ′
P [H0int(t), •]Qλ′ [Hint(t), •]Pρ(0)
]
=χ20
∑
λ′
1
~2
( 2
λ′
(T1cPΓ[FΓ,Qλ′Γ(F iΓµ)] (B37)
− T2cPΓ[FΓ,Qλ′Γ(µF iΓ)]
)
,
with
PΓ[FΓ,Qλ′Γ(F iΓµ)] =(T (−ω)ΓΓ†µδl,−1 − T (−ω)Γ†µΓδl,−1
(B38)
+ T (ω)Γ†Γµδl,1 − T (ω)ΓµΓ†δl,1),
and
PΓ[FΓ,Qλ′Γ(µF iΓ)] =(T (−ω)ΓµΓ†δl,−1 − T (−ω)µΓ†Γδl,−1
(B39)
+ T (ω)Γ†µΓδl,1 − T (ω)µΓΓ†δl,1),
where we have defined
T (ω) =
1
8(n+ 1)
e2iωt − 1
8(n− 1)e
−2iωt. (B40)
We approximate this function, neglecting terms of order

n2 as
T (ω) =
i sin(2ωt)
4n
. (B41)
The Kronecker delta functions apply to the eigenvalues
λ′ which are, adding together the values for the cavity
and the mechanical resonator
λ′ = i(δj + ν0l)− κ(n+ |l|
2
), (B42)
and equation (B20) can be re-arranged as
µ˙(t) = A−D[Γ]µ+A+D[Γ†]µ, (B43)
if we neglect a small term proportional to Γ†Γ, with
A± =A0± +  sin(2ωt)A

±, (B44)
A0± =
χ20|α0|2
2
κ
(δ ∓ ν0)2 + κ24
(B45)
A± =
χ20|α0|2
2
(δ ∓ ν0)
n
(
κ2
4 + (δ ∓ ν0)2
) , (B46)
In the adiabatic approximation, as presented here, the
mechanical dissipation can be incorporated into the mas-
ter equation later, as it occurs on a much longer time-
scale than other processes (γ  κ, χ0|α0|). By adding
(15) to (B43) we obtain
µ˙ = (A−(t) +
γ
2
(nm + 1))D[Γ]µ+ (A+(t) +
γ
2
nm)D[Γ
†]µ,
(B47)
which is the desired result.
Appendix C: Calculation of the Covariance Matrix
We follow [17, 22] to calculate the covariance matrix.
It is useful to first change to dimensionless position and
momentum operators
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X =
√
nω
2
(g(t)∗Γ + g(t)Γ†), (C1)
P =
1√
2nω
(h(t)∗Γ + h(t)Γ†), (C2)
and define the vector
R = [X,P ]T . (C3)
The expectation value of the covariance matrix is then
expressed as
γi,j =
1
2
〈
RiRj +RjRi
〉− 〈Ri〉 〈Rj〉 . (C4)
If the master equation (36) can be expressed in the form
dµ
dt
=
∑
k
γkD[LkR]µ. (C5)
for a pair of vectors L1 and L2, a differential equation for
the matrix γ can then be found. The differential equation
for the covariance matrix is
dγ
dt
= Heffγ + γH
T
eff + J, (C6)
with
σi,j =
1
i
[Ri, Rj ], (C7)
Gi,j =
∑
k
γk(L
∗
k)i(Lk)j , (C8)
Heff =2σ(Im(G)), (C9)
J =2σ(Re(G))σT . (C10)
The equation can be integrated as
γ(t) =e
∫ t
0
dt′Heff (t′)γ(0)e
∫ t
0
dt′HTeff (t
′) (C11)
+
∫ t
0
dτe
∫ t−τ
0
dt′Heff (t′)J(τ)e
∫ t−τ
0
dt′HTeff (t
′).
In order to express the master equation (36) in the
form (C5), we require two vectors L such that
L1R =Γ, (C12)
L2R =Γ
†. (C13)
(C14)
This is simple given the form of the Γ operators
Γ =
√
2
nω
h(t)
2i
X −
√
2nω
g(t)
2i
P, (C15)
Γ† =−
√
2
nω
h∗(t)
2i
X +
√
2nω
g(t)∗
2i
P. (C16)
We can then easily write
L1 =
1
2i
(
√
2
nω
h(t),−
√
2nωg(t)), (C17)
L2 =
−1
2i
(
√
2
nω
h∗(t),−
√
2nωg∗(t)). (C18)
Given the form of equation (C5) we can see that
γ1 =A−(t), (C19)
γ2 =A+(t). (C20)
We can then calculate all of the matrices in (C7). The
commutator matrix is
σi,j =
(
0 1
−1 0
)
, (C21)
and so
G1,1 =A−(L
∗
1)1(L1)1 +A+(L
∗
2)1(L2)1, (C22)
G1,2 =A−(L
∗
1)1(L1)2 +A+(L
∗
2)1(L2)2, (C23)
G2,1 =A−(L
∗
1)2(L1)1 +A+(L
∗
2)2(L2)1, (C24)
G2,2 =A−(L
∗
1)2(L1)2 +A+(L
∗
2)2(L2)2. (C25)
This allows us to write expressions for Heff and J
Heff =(A+ −A−)I, (C26)
J =(A+ +A−)I, (C27)
with
I =
(
1 0
0 1
)
. (C28)
After separating the coefficients A± as in equation (38),
we begin the integration process. We begin with the
integrals appearing in the exponentials in equation (C11)
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∫ t
0
dt′Heff (t′) =(A0+ −A0−)tI
+
(1− cos(2ωt))
2ω
(A+ −A−)I,
(C29)∫ t−τ
0
dt′Heff (t′) =(A0+ −A0−)(t− τ)I
+
(1− cos(2ω(t− τ)))
2ω
(A+ −A−)I
(C30)
Remembering that Heff = H
T
eff due to symmetry. If we
define
A0 =(A
0
+ −A0−)I, (C31)
A =

2ω
(A+ −A−)I. (C32)
We may then write (C11) as
γ(t) =eA0t+A(1−cos(2ωt))γ(0)eA0t+A(1−cos(2ωt)) (C33)
+
∫ t
0
dτeA0(t−τ)+A(1−cos(2ω(t−τ)))
J(τ)eA0(t−τ)+A(1−cos(2ω(t−τ))).
Since both A0 and A are proportional to I, they com-
mute with any 2×2 matrix and equation (C11) simplifies
to
γ(t) = e2(A0t+A(1−cos(2ωt)))γ(0) (C34)
+
∫ t
0
dτe2(A0(t−τ)+A(1−cos(2ω(t−τ))))J(τ).
We then tackle the remaining integrals. We may separate
the matrix J as
J =J0 + sin(2ωt)J (C35)
J0 =(A
0
− +A
0
+)I, (C36)
J =(A

− +A

+)I. (C37)
We also employ the approximation
e2(A(1−cos(2ωt))) ≈ I + 2A(1− cos(2ωt)). (C38)
So that, up to first order in 
∫ t
0
dτe2(A0(t−τ)+A(1−cos(2ω(t−τ))))J(τ)
=
∫ t
0
dτe2A0(t−τ)J0 (C39)
+
∫ t
0
dτe2A0(t−τ) sin(2ωτ)J
− 2
∫ t
0
dτe2A0(t−τ)A cos(2ω(t− τ))J0
+ 2
∫ t
0
dτe2A0(t−τ)AJ0.
The integral that is not proportional to  yields
∫ t
0
dτe2A0(t−τ)J0 =
1
2
A0+ +A
0
−
A0+ −A0−
e2(A
0
+−A0−)tI
+
1
2
A0+ +A
0
−
A0− −A0+
I. (C40)
And the terms proportional to  are
∫ t
0
dτe2A0(t−τ) sin(2ωτ)J (C41)
=
1
2
(A+ +A

−)
ωe2(A
0
+−A0−)t
(A0+ −A0−)2 + ω2
I
− 1
2
(A+ +A

−)
(A0+ −A0−) sin(2ωt) + ω cos(2ωt)
(A0+ −A0−)2 + ω2
I.
And
−
∫ t
0
dτe2A0(t−τ)2A cos(2ω(t− τ))J0 =

2ω
(A+ −A−)(A0+ −A0−)(A0+ +A0−)
(A0+ −A0−)2 + ω2
I (C42)
− 
2ω
(A+ −A−)(A0+ +A0−)
e2(A
0
+−A0−)t
(A0+ −A0−)2 + ω2
(
(A0+ −A0−) cos(2ωt) + ω sin(2ωt)
)
I.
And
2
∫ t
0
dτe2A0(t−τ)AJ0 = 2AJ0(
e2A0t
2A0
− 1
2A0
) (C43)
=

2ω
(
e2(A
0
+−A0−)t(A+ −A−)(A0− +A0+)
A0+ −A0−
)I
− 
2ω
(
(A+ −A−)(A0− +A0+)
A0+ −A0−
)I.
After a long enough time, if the parameters are chosen
to favor cooling, where A− > A+, all of the exponential
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terms proportional to e2(A
0
+−A0−)t, including the initial
condition, drop out and equation (C11) simplifies to
γ(t) =
1
2
A0+ +A
0
−
A0− −A0+
I (C44)
− 1
2
(A+ +A

−)
(A0+ −A0−) sin(2ωt) + ω cos(2ωt)
(A0+ −A0−)2 + ω2
I
+

2ω
(A+ −A−)(A0+ −A0−)(A0+ +A0−)
(A0+ −A0−)2 + ω2
I
− 
2ω
(A+ −A−)(A0− +A0+)
(A0+ −A0−)
I.
To obtain 〈m〉 we must then simply take the trace
Tr[γ(t)] =
A0+ +A
0
−
A0− −A0+
(C45)
− (A+ +A−)
(A0+ −A0−) sin(2ωt)
(A0+ −A0−)2 + ω2
− (A+ +A−)
ω cos(2ωt)
(A0+ −A0−)2 + ω2
+

ω
(A+ −A−)(A0+ −A0−)(A0+ +A0−)
(A0+ −A0−)2 + ω2
− 
ω
(A+ −A−)(A0− +A0+)
(A0+ −A0−)
.
This is the desired result.
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