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In this paper comparison method will be used to establish a number of 
fundamental partial integral inequalities in n independent variables. These 
inequalities can be used as ready and powerful tools in developing the qualitative 
theory of partial differential and integral equations in n independent variables. 
1. INTRODUCTION 
Differential and integral inequalities play a significant role in the study of 
qualitative properties of solutions of ordinary and partial differential and 
integral equations, and they present a very active and attractive field of 
research. Several authors have established integral inequalities in more than 
one independent variable that have a wide range of applications inthe theory 
of partial differential and integral equations in several variables. In this 
context we mention in particular the papers by Conlan and Diaz [8], Snow 
[19], Young [22], Rasmussen [18], Headley [9], Chandra and Davis [7], 
Pachpatte [ 13-161, Bondge and Pachpatte [3-51, and Bondge et al. [6]. For 
other sources of partial integral inequalities, seethe recent lecture notes of P. 
R. Beesack [2] and the monograph [20] of W. Walter. Our objective here is 
to establish a number of new partial integral inequalities inn independent 
variables which are of immediate use in many problems in the theory of 
hyperbolic partial differential nd integral equations in n independent 
variables. 
2. MAIN RESULTS 
In this section we state and prove some useful partial integral inequalities 
in n independent variables which are motivated by a well-known integral 
inequality due to Waieski [21] and the integral inequalities recently 
established by the present author in [ 10-121. We use the following notations 
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throughout this paper. Let Q be an open bounded set in R” and let a point 
(x , ,..., x, ) in R be denoted by x. Let x0 and x (x0 ( x) be any two points in 
R; let S$ ... d< denote the n-fold-integral ($ . . .j?ja . .. d<, . . . d&,; Di = 8/3xi, 
1 < i < n; and deote by D the parallelepiped deffned by x0 < r < x (that is, 
xp<&<xi, l<i<n). For x,yER, x,<y if and only if xi<yi for 
1 <i<n. 
We use the following assumptions inour subsequent discussion. 
(H,) The function f(x) is real-valued, positive, continuous and 
nondecreasing inx and defined on R. 
(H,) The functions 4(x), a(x), b(x), c(x) and g(x) are real-valued, 
nonnegative, continuous and etined on 0. 
(H3) The function q(x) > 1 is real-valued, continuous and defined on 
a. 
(H4) The functions K(x, y, 4) and W(x, 4) are real-valued, 
nonnegative, continuous and defined on Q2 X R and I2 X R, respectively 
(where R is the set of real numbers), and nondecreasing in the last variables; 
and K(x, y, 4) is uniformly Lipschitz inthe last variable. 
(H,) The function H: [0, co)-+ [0, co) is positive, nondecreasing and 
continuous and satisfies 
6) (l/u) H(u) < W/v), u > 0, 0 > 1, 
(ii) H(u) is submultiplicative for u > 0. 
A useful general version of Waieski’s inequality [21] in II independent 
variables i embodied in the following theorem. 
THEOREM 1. Suppose (H4) is true, and lef 4(x) and a(x) be as .defined in 
W2). If 
4(x> < 4x> +W 
then 
$6) < 4x) + Wx, r(x)), 
for all x E R, where r(x) is the solution of the equation 
r(x) = 
I ’ K(x,Y, a(y) + WY, r(y)>> dy, x0 
(1) 
(2) 
(3) 
existing on R. 
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u(x)= I x m Y, qcv>> h; A-0 (4) 
then (1) can be restated as
d(x) < 4x)+ wx, u(x)). (5) 
Using the monotonicity assumption on K and (5) in (4) we obtain 
(6) 
Now a suitable application of Theorem B given in [ 17, p. 781 to (3) and (6) 
yields 
u(x) < r(x), (7) 
where T(X) is the solution f (3). Now using (7) in (5) we obtain the desired 
bound in (2). 
We next establish t e following  independent variable generalization of 
the integral inequality established by the present author in [ 10, Theorem I], 
which combines the features oftwo inequalities, namely, the n independent 
variable generalization of Wendroffs inequality [ 1, p. 1541 and the integral 
inequality given by Headley [9, Theorem 21, and can be used more effec- 
tively in the theory of partial integral equations involving n independent 
variables. 
THEOREM 2. Suppose (H,), (H3) and (H4) are true, and let g(x), g(x) 
and c(x) be as defined in (Hz). If 
then 
$(x) G &(x)Lm) + wtx, r(x)>17 
for all x E L?, where 
J%(X) = d-4 (J-IO dz)[&) + c(z)1 dz) 4v] ? 
(9) 
(10) 
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and r(x) is a solution fthe equation 
r(x) = lIo K (x,Y, MY)V(Y) + W(Y, rO)l) dy, (11) 
existing onLl. 
Proof: Define a function m(x) by 
m(x) =f(x> + W 
then (8) can be restated as 
(12) 
(13) 
Since m(x) is positive, nondecreasing and q(x) > 1, we observe from (13) 
that 
Define a function U(X) such that 
u(x) = 1 on xj=xy, l<j<n; 
then 
D, -.a D, u(x) = g(x) $$ + g(x) q(x) JIo c(z) $$ & 
which in view of (14) implies 
(14) 
409/79/l 18 
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v(x) = u(x). + J-x c(z) q(z) u(z) dz, 
x0 (16) 
v(x) = u(x) on xj=xy, 1 <.i<n, 
then 
D, -.+ D,v(x) = D, --a D, u(x) + c(x) q(x) u(x). (17) 
Using the facts that D, ... D, u(x) < g(x) q(x) V(X) from (15) and 
u(x) < v(x) from (16) in (17) we obtain 
Dl ..a D,v(x) < q(x)l&) + c(x)1 v(x)- (18) 
From (18) we observe that 
v(x) D, 
*** Dnv(x) < q(x)[ g(x) + c(x)] + 
D,W[4 -4-&)I 
v’(x) v’(x) 3 
i.e., 
Dn D, -.. D,-,v(x) 
v(x) 
G 4(x) [ g(x) + c(x) 1, 
By keeping x1 ,..., x,-, fixed in the above inequality, we set x, =y, and then 
integrating with respect to y, from xi to x, we have 
D, 9.. D,-,v(x) xn 
v(x) 
< 
I 
q(xl,..., X,-l>YnMX,Y..~ Ll,Yn) 
3 
+ C(XlY’, x,-,,YJl a,. (19) 
Again, as above, from (19) we observe that 
D 
D, ... Dn-zv(x) 
n-1 
v(x) 
4(x, ,‘.*v x,- 13 Y/J 
By keeping x1 ,..., x, _*, and x, fixed in the above inequality, setx, _, = y, - , 
and then integrating with respect to y, _ 1 from xz- 1 to x,,- ,we have 
D, ..a D,-,v(x) Xn-1 Xl! 
v(x) 
< 
I J 
4(x, ,*a., X _*,Yn-,,Yn)[g(x1,...,Xn-2,Yn-1~Yn) 
x.0-, x,0 
+ C(XI,..., x,-2, y,-l,Y,)l dYn-1 dYn. 
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Continuing in this way we obtain 
D,v(x) xz -< 
I I 
x. . . . 
4x1 .q x.0 
dxl,Y*,-*,Y”) 
x Ig(x,,~z,...,~n) + ~(x,,~z,...,~,Jl dy, .-. dy,. 
Now keeping x2,..., x, fixed in the above inequality, we set x, = y, and then 
integrating with respect to y, from xy to x1 we have 
4x)< exp (J; dY)kb’) + C(Y)] dy) . 
Substituting this bound on v(x) in (15), setting x,= y, and then integrating 
both sides with respect to y, from xi to xn; then setting x,-r = y,- r and 
integrating with respect to yn- r from xi-, to x,-,; and continuing inthis 
way, finally setting x1= y, and then integrating with respect to y, from xy to 
x,, we obtain 
44 ,< 1 + Jx g(y) q(y) ev (,’ q(zMz) + 441 dz) dy. x0 x0 
Substituting this bound on U(X) in (14) we have 
Q(x) < J%(x) m(x), (20) 
where E,(x) is as defined in (10). From (12) and (20) we have 
#(x><&(x) [f(x)+ ~(x~~~ox(x~y~Bo)dy)]. (21) 
Now a suitable application of Theorem 1 yields the desired bound in (9). 
We note that in the special case when c(z) = 0, the inequality established 
in Theorem 2 reduces to another interesting equality which can be used in 
some applications. 
Another interesting a duseful partial integral inequality in n independent 
variables involving two nonlinear functions onthe right side of the inequality 
is established in the following theorem. 
THEOREM 3. Suppose (H,) and (H,)-(H,) are true, and let 4(x) and 
g(x) be as defined in (H,). Zf 
(22) 
4(x> G(x) +q(x) (/-; g(y) W@(y)) dy) 
+w x, 0 x K(x, Y  4(y)) dy 9 x0 1 
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is satisfied forall x E Q, then for x E 52, c l2 
4(x) G E,(x)[f (x> + wx, r(x))17 (23) 
where 
E,W=q(x)G-’ W)+~xg~~WM~))d~ 5 1 (24) x0 
in which 
G-’ is the inverse of G; 
G(l) +J ’ g(y) HMYN dy E Dom(G-‘)T l-0 
for all x E Q,; and r(x) is a solution fthe equation 
’ r(x) = I K(x~Y, E,(y)[f 0) + W(Y, @))I) 4 (26) x0 
existing onR. 
ProoJ Define a function m(x) as in the proof of Theorem 2; then (22) 
can be restated as 
4(x) G m(x) +q(x) (jIo g(y) W(y)) dy) . (27) 
Since m(x) is positive, monotonic and nondecreasing and q(x) > 1, and in 
view of (H,)(i), we observe from (27) that 
I”< ( [ m(x) L 4 xl 1 + j;Og(y)+$+)dy]. 
Define 
u(x) = 1 + I ’ g(y) H +$ 4~9 l-0 ( 1 
(28) 
u(x)= 1 on xj=xj”, 1 <j<n; 
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then 
D, .a. D,u(x)=g(x)H 
which in view of (28) and the submultiplicative character 
D, ..a D,, 4x>,< g(x) HW)) HW)). 
From (29) we observe that 
ofH implies 
(29) 
H@(x)) D, ..a D,u(x) 
< g(x) Wdx)) + 
[Dl ... D,-, u(x)1 D,fWx)) 
H2W)) H2WN ’ 
i.e., 
‘(‘) <g(x) Wdx)). 
Now by following an argument similar to that in the proof of Theorem 2 
with suitable modifications we obtain 
(30) 
From (25) and (30) and keeping x2,..., x, fixed, we observe that 
By keeping x1,..., x, fixed in the above inequality, setting x,= yr and then 
integrating with respect to yr from xy to x1 we have 
0) G G-’ 
[ 1 
G(l) + x g(y) WAY)) & . 
x0 1 
The rest of the proof is immediate by analogy with the last argument in the 
proof of Theorem 2. The subdomain 0, of 0 is obvious. 
To attain the end of this ection we establish a further generalization of 
the integral inequality recently established by Bondge and Pachpatte [3, 
Theorem 21 which can be used in more general situations. 
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THEOREM 4. Suppose (H,), (H4) and (H,) are true, and let 4(x) and 
g(x) be us defined in (H,). Zf 
$6) <f(x) + j” g(y) (P(P) +(’ g(z) JWz)) dz) dy 
x0 x0 
+w x, 
(1 
x K(x, Y, 4(y)) dr 3 
x0 
(31) 
is satisfied for x E J2, then for x E R, c R, 
!e> G &(x)[f(x) + wx, r(x)>13 
where 
E,(x)= 1 +I’g(v)G-’ [G(l)+l’g(z)dz] & (33) 
X0 x0 
in which 
G(u) = I:: s +d;(s)p 
v > vg > 0; 
G-l is the inverse function of G; 
G( 1) + Ix g(z) dz E Dom(G-‘), 
x0 
for all x E a,; and r(x) is a solution of the equation 
x 44 = I Gw bW[f 0) + WL r(Hl) dv x0 
(32) 
(34) 
(35) 
existing on R. 
The details ofthe proof of this theorem follow by an argument similar to 
that in the proof of Theorem 3, together with the proof of Theorem 2 given 
in [3], and we omit the details. 
3. USE OF THE RIEMANN FUNCTION 
In this ection we use Young’s method [22] to establish a new and more 
general partial integral inequality inn independent variables. The inequality 
is established by solving the characteristic initial value problems by the 
Riemann method. 
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A useful n independent variable generalization of the integral inequality 
recently established by this author in [13, Theorem 21 which in turn is a 
further generalization of the integral inequality given by Young in [22] is 
established in the following theorem. 
THEOREM 5. Suppose (H,), (HJ and (H4) are true. Let v(y; x) and 
e( y; x) be the solutions of the characteristic initial value problems 
wPY,...y, (vi xl - MY) b(y) + a(v) g(y) + C(Y)] v(y; x1 = 0 in 0, 
v(y; x) = 1 on yi=xi, l<i<n, (36) 
and 
(-lYey,... JY; x> - 14~) b(y) -4~114y; x> = 0 in Q, 
e( y; x) = 1 On yi=Xi, l<i<n, (37) 
respectively, and let Dt be a connected subdomain of R containing x such 
thatv>O,e>OforallyED+.IfDcD+ and 
tw x, 
0 
' WX,Y> 4(y)> dy 3 
x0 1 
for all x E Q, then 
4(x) G Edx)[f (x> + Wx, r(x)>l, 
where 
&(x) =1 + 44 [!I0 e(y; 4 1 b(y) 
+ C(Y) (I’, [b(z) + &)I WY) dz) 1&] 3 
and r(x) is a solution of the equation 
x r(x) = I K(x,Y, E,(y)[f (y> + WY, r(~))l) dy, x0 
existing on a. 
(38) 
(39) 
(40) 
(41) 
Proof: Define a function m(x) as in the proof of Theorem 2; then (38) 
can be restated as
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Since m(x) is positive, nondecreasing, we observe from (42) that 
(42) 
(43) 
Define a function U(X) such that 
u(x) = 0 on xi=xp, l<i<n; 
then we obtain 
Q --D,W=b(~)~+c(x)((~g(z)~dz), 
X0 
D, -.a D,u(x) < b(x)[ 1+ u(x) u(x)] + c(x) (I” g(z)[ 1t a(z) u(z)] dz) . 
\J,o 
Adding c(x) U(X) to both sides of the above inequality we have 
D, .a. D,u(x) + c(x) u(x) 
< Wx)[ 1+ 4x1 dx>l +c(x) [I” &)[ 1 + 4~) u(z)1 dz] .
X0 
If we put 
(44) 
Y(x) = u(x) + I” g(z)[ 1+ a(z) u(z)] dz, 
x0 
Y(x) = u(x) = 0 on xi=xp, l<i<n, 
then we obtain 
(45) 
D, -.a D,Y(x)=D, -.a D,u(x) + &)[l + 4x)4x)1- (46) 
which in view of (43) implies 
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Using D, s+. D, u(x) < b(x)[ 1+ a(x) u(x)] + c(x) Y(x) from (44) and u(x) < 
Y(x) from (45) in (46) we have 
L[Y] = D, ..a D, Y(x) - b(x) WI+ 4x1 g(x) + c(x)1 c>
G I%) + &)I. 
(47) 
Furthermore, all pure mixed derivatives of Y with respect to xi,..., xi-i, 
xi+ 1 T-.*3 x, up to order n - 1 vanish on xi = xp, 1 ,< i < n. If w is a function 
which is it times continuously differentiable in D, then 
wLY- YMw 
= k$l (-l)k-’ Dk[(D,D, **a D,-,W)(D,+, ..* D,D,+, Y)], 
(48) 
where 
Mw = (-l)“D, ..a D, w(x)- la(x) b(x)+ 4x> g(x) + c(x)1 w(x) 
with D,z D,+, = I the identity. By integrating (48) over D, using y as 
variable ofintegration, and noting that Y vanishes together with all its mixed 
derivatives up to order n- 1 on y, = xi, 1 < k < n, we then obtain 
I (wL Y - YMw) dy D 
(49) 
= 5 (-l)k-’ (Dl ..a D,-, W)(D,+, . . . D,Y)dy’, 
k=l 
where dy’ = dy, ... dy,-, dyk+, .a. dy,. 
Now let w be chosen as the function u satisfying (36). Since u = 1 on 
y,=X,, l<k<n, it fOl\OwS that D,... D,-,u(y;x)=O On y,=x, for 
2 < k < it. Thus (49) becomes 
I, v(Y:xW’~Y)~Y=~ v( y; x) D, .a. D, Y(y) dy’ = Y(x). (50) 
Y,=xI 
By the continuity ofv and by the fact that v = 1, there is a domain D+ 
containing x on which v > 0. Now multiplying (47) throughout by v and 
using (45) and (50), we obtain 
x ul(x) G I [b(y) + g(y)] V(Y; x) dy. x0 
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Now substituting this bound on Y(x) in (44) we obtain 
L[u] = D, e . . D, u(x) - [a(x) b(x) - c(x)] u(x) 
G WI + 0) (1; P(Y) +dY)ldY; xl dl.) * 
Again by following the same argument as above we obtain the estimate for 
u(x) such that 
Now substituting this bound on u(x) in (43) we obtain 
4(x) GE&) m(x), (51) 
where Es(x) is as delined in (40). From the definition of m(x) and (51) we 
have 
O(x)GEdx) [f(x)+ w(x,j:lK(x,y,m(y))dy)]. 
Now a suitable application of Theorem 1 yields the desired bound in (39). 
In concluding this ection we note that there is no essential diffkulty in
establishing thefurther generalizations of the integral inequalities r cently 
given by the present author in [ 13, Theorems 3, 41 in the set up of our 
Theorem 5. Since the details ofthese results are very close to those given in 
the proof of Theorem 5 with suitable modifications, we leave it for the reader 
to fill in where needed. 
4. SOME APPLICATIONS 
In this section we present some applications f our results othe boun- 
dedness and behavioral relationships of the solutions of some nonlinear 
hyperbolic partial integrodifferential quations. The inequalities established 
in this paper are of immediate use to many problems in the theory of partial 
differential and integral equations in n independent variables, but those 
presented here are sufficient to convey the importance of our results othe 
literature. 
EAMPLE 1. As a first application, we obtain abound on the solution fa 
nonlinear hyperbolic partial integrodifferential quation of the form 
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D, *** D”4X) = A x3 24x), f B(x7 YT U(Y)) 4 1 + w, u(x)), (52) x0 
O with the conditions prescribed on xi = xi, 1 < i < II, where all the functions 
are defined and continuous on their espective domains of definitions a d
such that 
I~(x9Y,~)l<c(Y>l~I, (53) 
Pb, u, VII a4b4 + I413 (54) 
IfIx, u>l <G, I u I>. (55) 
where C(Y), g(x) and WX,Y, $I= K(Y, $1 are as defined in Theorem 3. Let 
the boundary conditions besuch that the given equation (52) is equivalent to
the integral equation 
u(x) = WI + {;/ [Y, U(Y), pvY, 2, u(z)) dz] dy 
(56) 
+ 1 x fly, U(Y)) dY, x0 
where h(x) depends on the given boundary conditions. We assume that 
I &)I a-(x), (57) 
wheref(x) is as defined in Theorem 2. Using (53)-(55) and (57) in (56) we 
have 
lu(x>l G-(x) +J” k?(Y) IU(Y)1 dY +i^ i?(Y) (1’ c(z) IukI dz) 
x0 XQ x0 
+ xI K(Y9 I dY)l) dY* I 
Now a suitable application fTheorem 2 with q(x) = 1, W(x, 4) = 4 and 
K(x, Y, 4) = K(Y, 4) yields 
I u(x)1 < mXw(4 + r(x)1 (58) 
where E,*(x) is obtained by substituting q(x) = 1 in (20) and T(X) is a 
solution f the equation 
r(x) = I x WY, WY)If(Y) + f-(Y)l) a.x0 
If the right side in (58) is bounded then we obtain the boundedness of the 
solution u(x) of (52). 
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EXAMPLE 2. Our second application is an example of behavioral 
relationships between the solutions of(52) with the conditions prescribed on
xi = xp, 1 < i < n, and the nonlinear hyperbolic ntegrodifferential quation 
of the form 
D, a.. D, v(x) = A, x, v(x), (” h,(x, y, u(y)) dy 
1 
3 (59) 
x0 
’ with conditions prescribed on xi = Xi , 1 < i < n, where all the functions are 
defined and continuous on the domains of their definitions a dsuch that 
IB(x, y u) - B,(x, Y u>l< C(Y) Iu - v I> (60) 
~A[x,u,C]-A,[x,u,6](~g(x)[lu-~I+IC-~l], (61) 
Im u>I <wx, 124 I>, (62) 
where C(Y), g(x) and Wx, 0) are as in Example 1. Equations (52) and (59) 
are equivalent tothe integral equations (56) and 
where z(x) depends on the given boundary conditions. From (56) and (63) 
we have 
+ J x KY, u) dy. x0 
Using (60)-(62) and (u/ - I UI < I u - uI and assuming that I/z(x) - &(x)1 ,< 
f(x), and the solution v(x) of (59) is bounded by a constant M in (64), 
wheref(x) is as defined in Theorem 2, we have 
+ l xK(y,M+~u-vJ)dy. x0 
Now a suitable application of Theorem 2 yields 
Iu - 01 <J%(x)If(x) + 4X)ll (65) 
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where E,*(x) is as defined in Example 1 and r(x) is a solution fthe integral 
equation 
4x) =c” K(.h M + mw-(Y) + +)I) a* 
If the right-hand side in (65) is bounded then we obtain the relative boun- 
dedness of the solutions u(x) of (52) and (59). Iff(x) in (65) is small enough 
and, say, less than E, where E > 0 is arbitrary, if Eq. (66) admits only iden- 
tically zero solution, and if E,*(x) in (65) is bounded and E + 0, then we 
obtain 1U(X) - v(x)1 -+ 0, which gives the equivalence b tween the solutions of
(52) and (59). 
In concluding this paper we note that our Theorem 2 can be used to study 
the uniqueness and continuous dependence of the solutions of (52) by 
following arguments imilar to those in [ 131 with suitable modifications. 
Other applications of the inequalities established in this paper will appear 
elsewhere. 
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