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Motivated by models for thin films coating cylinders in two physical cases proposed in [1] and [2],
we analyze the dynamics of corresponding thin film models. The models are governed by nonlinear,
fourth-order, degenerate, parabolic partial differential equations. We prove, given positive and
suitably regular initial data, the existence of weak solutions in all length scales of the cylinder, where
all solutions are only local in time. We also prove that given a length constraint on the cylinder,
long-time and global in time weak solutions exist. This analytical result is motivated by numerical
work on related models of Reed Ogrosky [3] in conjunction with the works [4, 5, 6, 7].
We also study traveling wave solutions and linear stability in these models, in collaboration with
numerical work done by Ogrosky. This work is highly motivated by the numerical work done in [7]
and the stability results of [8].
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The analysis of liquid films is an area of mathematical research that has many applications,
ranging from biological systems to engineering and has been a rich area of research over the last
three decades. Generically, the films have one free boundary whose evolution is determined by
the relationship between external forces and the surface tension of the free surface itself. Many
modeling and numerical studies have been done in order to understand these flows in different
parameters and geometrical setups. In particular [9] and [10] study films along an inclined plane
and [11],[12],[5] consider films in the exterior or interior of vertically oriented tubes. The most
significant physical difference between these two geometries is the free surface’s azimuthal curvature
dictating the surface stress in the cylindrical setting. The interior case of the cylindrical geometry is
studied extensively in [7]. A specific class of the films, called thin films, exploit the ratio between
the thicknesses of the film and the cylinder. In [11], an evolution equation is derived for a thin film
coating either the outside or the inside of a cylinder. This model was further studied in [2] and is
explained in greater detail below. Thin films equations have also been studied in the frameworks of
the generalized Kuramoto-Sivashinsky equation and the Cahn-Hilliard equation [13],[14].
Much work in the area has drawn on the machinery developed in [15], where the equation
ht + (f(h)hxxx)x = 0, f(h) = f0(h)|h|n, 0 < f0 ∈ C1+α(R1), α ∈ (0, 1), and n ≥ 1 (1.1)
is examined. Using the tools developed in [15], there has been development from the analytical
standpoint, including well-posedness, existence of weak solutions, and finite-time blow-up. In [16]
an equation modeling the flow of a thin film over an inclined plane is analyzed and global in
time existence of weak solutions is given. There has also been a fine collection of work in proving
finite-time blow-up in some of the models. In [17], an equation modeling the spreading of a thin
film over a flat solid surface and studied and a blow-up result is proved. Finite-time blow-up can
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also be seen in [18]. A comprehensive discussion of the relationship between scaling properties and
singularity formation can be found in [19].
Though there has been some work done in more general settings [20], thin films coating a
cylinder have been studied extensively. Eres, Schwartz, and Weidner provided models and numerical
work for a stationary, horizontally oriented cylinder in the presence of gravity [21]. Aside from
modeling and numerical work, much analytic progress has been made by Chugunova, Pugh, and
Taranets. For instance, they have studied the dynamics of a thin film on the exterior surface of
a horizontally oriented cylinder rotating about it’s axis of symmetry and provided arguments for
long-time existence of weak solutions [22],[23],[24].
In this dissertation, we study the dynamics of an incompressible thin fluid film on the exterior of
a cylinder. In particular we consider two specific one dimensional models. The first model (Model
I), derived in [1], is given by the initial boundary value problem





x in QT ,
h(x, 0) = h0(x) ∈ H1(Ω),
∂jxh(−a, ·) = ∂jxh(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3,
(1.2)
where Ω = (−a, a) is a bounded interval in R and QT = Ω × (0, T ). The equation models the
situation in which the cylinder is horizontally oriented, a horizontally directed air flow is present
without gravity, and the cylinder is fully coated so that the only free boundary is that where the
surface of the fluid meets the air. Here, h is the thickness of the film with initial value h0 and x is
the longitudinal position. Model II, derived in [2], is given by the initial boundary value problem





x in QT ,
h(x, 0) = h0(x) ∈ H1(Ω),
∂jxh(−a, ·) = ∂jxh(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3.
(1.3)
This equation models the thickness of a thin film fully coating a vertically oriented cylinder in the
presence of gravity. In each model, S is a modified Weber number. The rightmost terms in each
equation represent the effects of surface tension in the azimuthal and axial directions, respectively,
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and the first terms on the right hand sides represent the forces acting on the films, e.g., air flow
in Model I and gravity in Model II. In the following sections, we provide local in time existence






, we prove the existence of
long-time weak solutions to Model I and global in time weak solutions to Model II. Furthermore,
in all cases, we prove non-negativity property, i.e. positive initial conditions yields non-negative
solutions. Schematic diagrams of each model and respective coordinates can be found in [1] and [2].
In chapter 2, we first prove the existence of weak solutions to Model I. In particular, we prove
local in time existence of weak solutions with any bounded spatial domain and long-time existence






. The work for both the local
in time and long-time solutions is broken up into four steps. First, we provide the definitions for
functionals used throughout the paper and derive some straightforward identities in section 2.1. In
section 2.2, we derive energy estimates for a regularized version of Model I and show control of the
regularized solutions in different norms. In section 2.3, we define weak solutions and demonstrate
that the limit of the solution to the regularized problem exists and satisfies this definition assuming
non-negativity. Finally, we prove in section 2.4 that the limit is indeed nonnegative. In section
2.5, we examine Model II and give a brief description of how to prove the local in time existence
of weak solutions. We then provide a proof for the existence of global in time solutions to Model
II. Though many of the components of the proof are naturally analogous to those for Model I, the
energy estimates are treated with a modified approach and are given in details. Finally, in section
2.6 we discuss future work in this analysis, including natural extensions of the arguments found
here to long-wave models and a mixing of Model I and Model II.
Next, we study traveling wave solutions of each of the models. The study of traveling waves is a
rich area of research. In particular, in the last few decades, there as been much interest in studying
traveling waves in longwave model and thin film models. This includes both pure and applied
math, crossing over the intersections of bifurcation theory, numerical ODE, and fluid dynamics. For
instance, papers by Camassa, Ogrosky, Olander and Marzuola study traveling waves of longwave
models in cylindrical geometries with various physical forces present [5],[7], [25]. More generally,
there has continued to be high volumes of relevant research in the study of stability of traveling
waves. One such set of sources includes Barker, Johnson, Noble, Rodrigues, and Zumbrun. They
have collectively answered many questions in the area of stability of traveling waves [26], [8], [27],
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[28]. In particular, the result giving criteria for when linear stability implies asymptotic stability
is a key motivation for the work in this chapter [8]. Finally, a recent result has found a family of
traveling wave solutions to one of the models appearing in this work [29].
In chapter 3, we use tools developed by Shearer and Langford in order to construct a family of
traveling waves near a degenerate Hopf bifurcation in each Model I and Model I [30], [31]. The work
of Langford gives proof of existence of traveling waves while that of Shearer gives a mechanism of
continuing off of the Hopf bifurcation. Using this methodology, we work to compare asymptotic
solutions to those generated numerically using tools found in [7]. In particular, [7] adds a viscosity
term of the form βhxx to the model, where β is a small parameter. This is done in order to avoid
the degenerate Hopf bifurcation present when β = 0. When the Hopf is non-degenerate, i.e., β > 0,
one can continue onto a branch of periodic solutions, and then turn off β. This was not justified in
[7]. In the beginning of the second chapter, we use [31] in order to show exactly the behavior of the
family of traveling waves as β → 0 in order to justify the process.
We approximate now the case β = 0 by a similar profile and study the stability of the spectrum
in each model. We start by considering the spectra of appropriate constant coefficient operators and
then using spectral perturbation theory in order to understand the spectra of perturbed operators.
Away from the Hopf bifurcation, we are able to show clear stability of the eigenvalues with a
simple perturbation. However, at the Hopf bifurcation, a triple eigenvalue of zero appears and
the perturbation previously used is no longer sufficient. In this case, we take a modified approach
and use a higher order perturbation from the numerically computed branches and increasing the
dimensionality. This naturally makes the problem more complex and has to this point made
analytical work more difficult. The best we can do is show that the analytic eigenvalues agree with
the numerically generated ones.
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CHAPTER 2
Existence of Non-Negative Weak Solutions
We recall here the results of the joint work with J. Marzuola and R. Taranets [32].
2.1 Model I Preliminaries
One notices that (1.2) is degenerate if h vanishes at any point in the domain, and in order for
the equation to be uniformly parabolic, it must be the case that h > δ in QT for some δ > 0. In
order to remedy this, one may consider the regularized problem







x in QT ,
hε(x, 0) = h0,ε(x) ∈ C4+γ(Ω) for some γ ∈ (0, 1),
∂jxhε(−a, ·) = ∂jxhε(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3,
(2.1)
Observe that the right hand sides of both (1.2) and (2.1) have a gradient form. This fact and the
periodic boundary conditions tell us that integrating over QT yields
ˆ
Ω
hε(x, T ) dx =
ˆ
Ω
h0,ε dx =: Mε <∞
for each 0 ≤ T ≤ Tε and for each ε > 0. In other words, (1.2) and (2.1) are both conservation
laws and conserve
´
Ω h(x, t) dx over time. We assume that h0,ε → h0 strongly in H
1(Ω). Then
we can bound Mε uniformly by M :=
´
Ω h0 dx > 0. Thus for ε > 0 sufficiently small we have
0 <
´
Ω h0,ε dx ≤M <∞.
2.1.1 Functionals
















(h2x − h2) dx.
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where A > 0 is a finite real number to be specified later.
The use of these functionals naturally draws on their use in [15]. There are some useful statements
[15] makes of gε and Gε:
G′ε(s) = gε(s), G′′ε(s) = g′ε(s) =
1
|s|3 + ε,
gε(s) ≤ 0 ∀s ≤ A, Gε(s) ≥ 0 ∀s ∈ R,
Gε(s) ≤ G0(s) ∀s ∈ R,








2A2s ≥ 0 ∀s > 0.
2.1.2 Model I Energy Identities
We first work with the regularized equation (2.1) to derive a priori estimates. To begin, we
draw on general parabolic theory in order to demonstrate that the perturbed equation is well-posed.
Consider the operator
Pε(x, y, t) = −y∂x − S∂x
[





is uniformly parabolic in a region Q = [0, R] × Ω × [0, Tε] in the sense of Petrovsky [33] as the
characteristic equation
D(λ, σ) = −S(|y|3 + ε)σ4 − λ = 0
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has root λ = −S(|y|3+ε)σ4 which can be bounded above by −δ(ε) < 0 so long as |y| < R := R(ε) and
S > 0. Theorem 7.3 in [33] tells us that there exists a unique classical solution hε ∈ C
4+γ,1+ γ4
x,t (QTε)
to (2.1), where γ ∈ (0, 1). In the rest of this section and the following two sections we will write
h = hε.
Multiplying (2.1) by h and integrating over Ω, we obtain
ˆ
Ω




























where the last line uses integration by parts and periodic boundary conditions. Similarly, we can
multiply (2.1) by −hxx and integrate over Ω to see that
ˆ
Ω









































































2.2 Model I Energy Estimates
2.2.1 Local in Time Estimates
We can obtain uniform bounds on ||hε(·, T )||2H1(Ω) for ε > 0 and T > 0 sufficiently small.
Lemma 1. Suppose h0 as in (1.2) and let h0,ε → h0 strongly in H1(Ω). Let hε be a solution to
(2.1) in QTε. Then there is a time Tloc > 0 such that hε satisfies a priori estimate





for ε > 0 and 0 ≤ T ≤ Tloc.
Proof. Let ε > 0 and let h := hε be a solution to (2.1). Recalling (2.4), we can bound using Cauchy’s




























































, it follows that Vε satisfies
V ′ε (t) ≤ CSV 5/2ε (t).








for 0 ≤ t < T ∗ = 23CS V
−3/2
ε (0). As h0,ε → h0 strongly in H1(Ω), (2.5) implies that ||hε||H1(Ω) is
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uniformly bounded for 0 ≤ T ≤ Tloc = 13CS V
−3/2(0) and independent of ε > 0.






Here, we require that for Ω = (−a, a), we have a < π2 . Consider (2.1) and fix ε > 0. The existence
theory in [33] (Theorem 6.3 on page 302) tells us that there is a classical solution hε ∈ C4+γ,1+γ/4(Qτε)
to (2.1) for some small time τε > 0. It is further demonstrated in [33] (Theorem 9.3 on page 316)
that if we have a priori control ||hε||L∞(QTε ) ≤ A and control on the Hölder norms in C
1/2,1/8
x,t (QTε)
for some T > τε, then, in fact, hε can be continued in time as a classical solution to (2.1) on QT .




x − h2) dx to demonstrate such control.
Before proceeding we require the Grönwall type inequality found in [34]:
Lemma 2. Suppose that y(t) satisfies the inequality
y(t) ≤ at+ b+ c
ˆ t
t0
g(y(s)) ds ∀t ≥ t0 ≥ 0,


















g(s) for η, t > 0.
Proof. Begin by defining




Because g is nondecreasing, g(y(t)) ≤ g(w(t)). Notice that
w′(t) = a+ cg(y(t)).
whence it follows that
w′(t) ≤ a+ cg(w(t)).
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(T − t0) ∈ Dom(G−1) ∀T ∈ [t0, T ∗].
Lemma 3. Fix ε > 0 and let hε be a solution of (2.1) up to time T > 0. Then hε satisfies the a
priori estimate
||hε,x(·, t)||2L2(Ω) dx ≤ K0 +K1t+K2t
2. (2.6)
Proof. Multiplying (2.1) by −hε − hε,xx, integrating over QT , integrating by parts, and using the
periodic boundary conditions, one obtains











h2εhε,xxx dx dt. (2.7)
This implies






(hx + hxxx)2 dx dt









































































Again, we can use the Cauchy-Schwarz and Poincaré inequalities to see that
¨
QT


























Applying this bound to (2.9) we have


























An application of Lemma 2 completes the proof of (2.6), with











Application of Poincaré and Sobolev inequalities immediately implies that for any finite time T ,
we have a priori bound for ||hε||L∞(QT ).
2.2.3 Hölder Continuity of {hε}ε>0
Let T <∞ be a uniform time of existence for a family of solutions {hε}ε>0. Using the uniform
boundedness of ||hε||H1(QT ), an application of Morrey’s inequality ([35] page 282) implies that hε(·, t)
are uniformly bounded in C1/2(Ω̄) for 0 ≤ ε ≤ ε0, 0 ≤ t ≤ T , i.e. there is a constant K3 such that
|hε(x1, t)− hε(x2, t)| ≤ K3|x1 − x2|1/2, (2.10)
where the constant K3 is independent of ε.
Lemma 4. There is a constant M < ∞ so that for every 0 ≤ ε ≤ ε0 and 0 ≤ t1 < t2 ≤ T , hε
satisfies
|hε(x0, t1)− hε(x0, t2)| ≤M |t1 − t2|1/8 (2.11)
for each x0 ∈ Ω.
Proof. Suppose that
|hε(x0, t1)− hε(x0, t2)| > M |t2 − t1|1/8 (2.12)
for some x0 ∈ Ω and some 0 ≤ t1 < t2 ≤ T . We will derive an upper bound for M independent of ε.
Without loss of generality, assume that hε(x0, t2) > hε(x0, t1).
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Following the work in [15], we define ξ0 ∈ C∞0 so that ξ0 is even, ξ0(x) = 1 if 0 ≤ x ≤ 12 ,




(M2/16K23 )(t2 − t1)2β
)
,
where β = 18 . It follows that
ξ(x) =



















2δ if |t− t2| < δ
− 12δ if |t− t1| < δ
0 otherwise
and 0 < δ < t2−t12 . It is easy to see that θδ is Lipschitz continuous and that |θδ| ≤ 1. Furthermore,
θδ = 0 near t = 0 and t = T provided δ is small enough.
Setting φ(x, t) = ξ(x)θδ(t), it is clear that integration by parts yields
¨
QT











(hε,x + hε,xxx). Using the definition of φ, we see that
¨
QT
hε(x, t)ξ(x)θ′δ(t) dx dt = −
¨
QT
fε(x, t)ξ′(x)θδ(t) dx dt. (2.14)





hε(x, t)ξ(x)θ′δ(t) dx dt =
ˆ
Ω
ξ(x) (hε(x, t2)− hε(x, t1)) dx. (2.15)
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(t2 − t1)2β. (2.16)
Note that for such values of x, we have
hε(x, t2)− hε(x, t1)
= (hε(x, t2)− hε(x0, t2)) + (hε(x0, t2)− hε(x0, t1)) + (hε(x0, t1)− hε(x, t1))
≥ −2K3|x− x0|1/2 +M(t2 − t1)β, by (2.10) and (2.12).
≥ M2 (t2 − t1)
β, by (2.16).
If we assume that {ξ = 1} ⊂ Ω, then we have
ˆ
Ω
ξ(x) (hε(x, t2)− hε(x, t2)) dx ≥
M









fε(x, t)ξ′(x)θδ(t) dx dt

















































(M2/16K23 )(t2 − t1)2β
)2
(t2 − t1 + 2δ)
)1/2
≤ 1






(t2 − t1 + 2δ)1/2,
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(M2/16K23 )(t2 − t1)2β
)
.
It is easy to see that ||fε||L2(QT ) is uniformly bounded for 0 < ε ≤ ε0.
Hence, taking δ → 0 and using the statements we have derived regarding the left and right hand
sides of (2.14), we see that
M




(t2 − t1)2β ≤
1






(t2 − t1)β(t2 − t1)1/2.
This implies that
M ≤ C̃1/4,
where C̃ is a constant independent of M and ε. This proves the lemma.
Because hε(·, T ) ∈ C1/2x (Ω̄) and hε(x, ·) ∈ C1/8t [0, Tloc] for x ∈ Ω and 0 ≤ T ≤ Tloc, [33] (Theorem
9.3 on page 316) implies that hε can be extended as a solution to (2.1) on QTloc . Lemmas 1, 4,
and (2.10) imply that {hε}ε>0 is a uniformly bounded, equicontinuous family of functions on QTloc .
Due to the Arzelà-Ascoli lemma, this will allow us to find weak solutions to (2.17) in the sense of
Definition 5. Similarly, in the setting where |Ω| < π, Lemmas 3 and 4 and statement (2.10) imply
that {hε}ε>0 is a uniformly bounded and equicontinuous family of functions on QT for any finite
time T .
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2.3 Weak Solutions to Model I
We now consider the initial boundary value problem





x in QT ,
h(x, 0) = h0(x) ∈ H1(Ω),
∂jxh(−a, ·) = ∂jxh(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3.
(2.17)
We define a weak solution to (2.17) as follows:
Definition 5. Let h be defined on QT such that
h ∈ C1/2,1/8x,t (QT ) ∩ L∞(0, T ;H1(Ω)), (2.18)
ht ∈ L2(0, T ; (H1(Ω))∗), (2.19)
h ∈ C4,1x,t (P ), (2.20)
|h|3/2(hxxx + hx) ∈ L2(P ), (2.21)









3 (hx + hxxx)
)
φx dx dt = 0 (2.22)
for all φ ∈ C1(QT ) with φ(a, ·) = φ(−a, ·). Further
h(·, t)→ h(·, 0) pointwise and strongly in L2(Ω) as t→ 0 (2.23)
∂jxh(a, t) = ∂jxh(−a, t) for j = 0, 1, 2, 3 on (∂Ω× (0, T )) \ ({h = 0} ∪ {t = 0}). (2.24)
Then we call h a weak solution to the problem (2.17).
Let T be a uniform time of existence for a family of solutions {hε}ε>0. Because {hε}ε>0 is a
uniformly bounded and equicontinuous family of functions, then by the Arzelà-Ascoli lemma there
is a subsequence εk → 0 such that
hεk → h uniformly in Q̄T . (2.25)
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Henceforth, we refer to this subsequence as ε→ 0.
Theorem 6. Any function obtained as in (2.25) is a weak solution to (2.17).
Proof. It is clear that (2.18) follows by the fact that hε → h uniformly in QT . Now take φ ∈ Lip (QT )












|hε|3(hε,x + hε,xxx)φx dx dt+ Sε
¨
QT
(hε,x + hε,xxx)φx dx dt.
By (2.6), Cauchy’s inequality, and the Sobolev inequality, it follows that the expression ε1/2||hε,x +




|(hε,x + hε,xxx)φx| dx dt ≤ ε||hε,x + hε,xxx||L2(QT )||φx||L2(QT )
≤ Cε1/2,






(hε,x + hε,xxx)φx dx dt = 0,
Note that our a priori estimates imply Hε = (|hε|3 + ε)1/2(hε,x + hε,xxx) is uniformly bounded
in L2(QT ), which in turn implies that Hε ⇀ H ∈ L2(QT ). Regularity theory of uniformly parabolic
equations and the fact that hε are uniformly Hölder continuous imply that
hε,t, hε,x, hε,xx, hε,xxx, and hε,xxxx are uniformly convergent on any compact subset of P , (2.26)
and hence (2.20) and (2.24). Furthermore, (2.26) and Hε ⇀ H in L2(QT ) tells us that H =
|h|3(hx + hxxx) on P .









fεφx dx dt =
¨
|h|>δ
fφx dx dt. (2.27)
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2 |φx| dx dt+ S
¨
|h|≤δ



















fεφx dx dt =
¨
P
fφx dx dt, (2.28)
whence (2.22) follows.
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2.4 Non-Negativity of Solutions to Model I
Using similar techniques as in [15], we can give a non-negativity result for solutions constructed
in section 2.3:





0 dx < ∞. Then h ≥ 0. Furthermore, for each T ∈ [0, T̂ ], where T̂ is a time













ΩGε(hε(x, T )) dx is a monotonically decreasing function on T .









where A > max |hε|, which is a finite number by a priori estimates on hε. It follows by definition of
Gε that for ε > 0 we have
ˆ
Ω
Gε(h0,ε(x)) < C1 +
ˆ
Ω




h−10 dx, as h0,ε ≥ h0
<∞, by hypothesis
and this bound is clearly independent of ε.
Multiplying (2.1) by gε(t) and integrating over QT , we see that
ˆ
Ω



























hεhε,xgε(hε) dx dt+ S
¨
QT












































The periodic boundary conditions on hε implies that this integral is zero, and hence
ˆ
Ω
Gε(hε(x, T )) dx+ S
¨
QT











ε,x(x, t) dx is uniformly bounded for 0 ≤ T ≤ T̂ , then it follows that´
ΩGε(hε(x, T )) dx and
˜
QT
h2ε,xx dx dt are bounded for all 0 ≤ T ≤ T̂ .






, we can apply the Poincaré inequality to hx with
´
Ω hx = 0
by the periodic boundary conditions. As a result, we see that
ˆ
Ω











From this inequality, we see that
´
ΩGε(hε(x, T )) dx is a decreasing function on T .
Suppose, toward a contradiction, that there a point (x0, t0) ∈ QT̂ so that h(x0, t0) < 0. Because
hε → h uniformly in QT̂ , there is δ > 0 and ε0 > 0 so that for every 0 < ε ≤ ε0 and every x ∈ Ω
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satisfying |x− x0| < δ, we have hε(x, t0) < −δ. However, this implies
Gε(hε(x, t0)) = −
ˆ A
hε(x,t0)




Note that this lower bound tends to −
´ 0
−δ g0(s) ds as ε→ 0. However, we have that g0(s) =∞ for





Gε(hε(·, T )) dx =∞,
which is a contradiction. Hence, h ≥ 0 in QT .
Now, suppose toward a contradiction that there is a t0 in [0, T̂ ] so that meas(Et0) > 0. Then
because hε → h uniformly, there is a modulus of continuity σ(ε) > 0 so that hε(x, t0) < σ(ε) for
x ∈ Et0 . This implies that for x ∈ Et0 and δ > 0, we have
Gε(hε(x, t0)) = −
ˆ A
hε(x,t0)















g0(s) ds ≥ cδ−1,
where A = max |hε|, which is uniformly bounded for 0 ≤ T ≤ T̂ . This bound implies
ˆ
Ω
Gε(hε(x, t0)) dx ≥ cδ−1meas(Et0)
which tends to infinty as δ (and hence ε) go to zero. This is a contradiction.
Finally, note that by definition of G0(s), we have that for (x, t) such that
h(x, t) > 0, lim
ε→0
Gε(hε(x, t)) = G0(h(x, t)).
Because Et has measure zero for every 0 ≤ t ≤ T̂ , it follows that this limit is valid for almost all x
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+ h(x, t)2A2 .











Finally, an application of Fatou’s lemma and the fact that the measure of ET is zero for each




h(x,t) is uniformly bounded.
22
2.5 Model II
2.5.1 Local in Time Theory
We now discuss the model given by (1.3). As with Model I, (1.3) is degenerate if h vanishes, so
we must regularize the problem by analyzing







x = 0 in QT ,
hε(x, 0) = h0,ε(x) ∈ C4+γ(Ω) for some γ ∈ (0, 1),
∂jxhε(−a, ·) = ∂jxhε(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3.
(2.29)
One can prove local in time energy identities and estimates for Model I that are essentially identical
to those proved for Model I. Mirroring the work done in section 2.2 with (2.29), we prove uniform a
priori control of norms of hε in H1(Ω), L∞(Ω), C1/2x (Ω) and C1/8t [0, Tloc]. Theorem 6.3 [33] tells us
that for each ε > 0 there is a solution hε to (2.29) on Qτε , where τε > 0. The a priori control listed
above allows us to apply Theorem 9.3 (p. 316) and Corollary 2 (p. 213) [33] in order to extend each
solution hε to QTloc .
As in section 2.3, we then use the uniform boundedness and Hölder continuity in order to apply
the Arzelà-Ascoli lemma as we take ε to zero. Then writing the problem





x = 0 in QTloc ,
h(x, 0) = h0(x) ∈ H1(Ω),
∂jxh(−a, ·) = ∂jxh(a, ·) for t ∈ (0, Tloc), j = 0, 1, 2, 3,
(2.30)
and a definition comparable to Definition 5, we prove that the limit as ε to zero (along a subsequence)
satisfies such a definition. Finally, we move forward to prove that this limit is also non-negative as
in section 2.4, which proves that it is a weak solution to (1.3).
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. We use non-negativity of solutions to (1.3) and
(2.29) in order to write them, respectively, as

ht + S[h3(h+ hxx + 23Sx)x]x = 0 in QT ,
h(x, 0) = h0(x) ∈ H1(Ω),












hε,t + S[(h3ε + ε)(hε + hε,xx + 23Sx)x]x = 0 in QT ,
hε(x, 0) = h0,ε(x) ∈ C4+γ(Ω),











where the boundary conditions have been added. Note that it follows by a similar argument as in
section 2.4 that for sufficiently small ε > 0, we must have hε ≥ 0 on QTε , legitimizing (2.32). Now,
we provide a uniform H1(Ω) bound on hε(·, T ), independent of ε > 0 and T > 0.
Lemma 8. Suppose hε is a solution to (2.32). Then ||hε(·, T )||H1(Ω) is uniformly bounded for all
T > 0 and ε > 0 sufficiently small.
Proof. Suppose h := hε is a solution to (2.32). Then multiplying (2.32) by
(
h+ hxx + 23Sx
)
and
















































Integrating in time from 0 to T and applying the fundamental theorem of calculus, it follows that












dx = Ẽ(h0ε), (2.33)




x − h2 − 43Sxh) dx. From (2.33), it follows that
ˆ
Ω
h2x(x, T ) dx ≤ 2Ẽ(h0,ε) +
ˆ
Ω




Using integration parts with periodic boundary conditions and applying the Cauchy-Schwarz
inequality to the right-hand integral, one obtains
ˆ
Ω
h2x(x, T ) dx ≤ 2Ẽ(h0,ε) +
ˆ
Ω





































h2x(x, T ) dx
)1/2
. (2.36)







h2x(x, T ) dx ≤ δ
ˆ
Ω
h2x(x, T ) dx+ 2Ẽ(h0,ε) +
M2ε
|Ω| + C(δ),







> 0. It follows that
ˆ
Ω
















ε(x, T ) dx is uniformly bounded so that ||hε(·, T )||H1(Ω) is uniformly bounded. The
Sobolev embedding theorem yields a uniform bound on ||hε||L∞(Q∞), where Q∞ = Ω× (0,∞).
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One can use the arguments in section 2.2.3 to show that hε ∈ C1/2,1/8x,t (Q∞) uniformly. Again, it
follows by the arguments in sections 2.3 and 2.4 that taking ε to zero yields a non-negative weak
solution to (2.31) in Q∞.
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2.6 Extending the Results and Future Work
An immediate extension of the results for Model I and Model II is local in time existence of
weak solutions to the problem represented by the mixed model:





x in QT ,
h(x, 0) = h0(x) ∈ H1(Ω),
∂jxh(−a, ·) = ∂jxh(a, ·) for t ∈ (0, T ), j = 0, 1, 2, 3,
(2.38)
where α ∈ [0, 1]. How to apply the local in time theory is very straightforward. Similarly, the work
of section 2.2.2 should provide long-time estimates for a regularization of (2.38). Following the steps
set forth in sections 2.3 and 2.4 provide the existence of weak solutions to (2.38).
As discussed in the introduction, both Model I and Model II are limits of long-wave models
discussed, from both the experimental and numerical standpoints, in [4, 3, 5, 6, 7]. One of such
models is given below





x , in QT = Ω× (0, T )
R(x, 0) = R0(x) ∈ H1(Ω)
∂jxR(a, t) = ∂jxR(−a, t), for t ∈ (0, T ) and j = 0, 1, 2, 3,,
(2.39)












f2(R; b) = −
b4
R2






The next step is to apply the local in time energy methods used in section 2.2 to the corresponding
long-wave models. Because the degeneracies in the models in [7] are more complicated than the
simply polynomials in (1.2) and (1.3), the regularizations must be defined more meticulously. Writing
27
R = b− h leads to

µht = ρgf̃1(h; b)hx + γ16(b−h)
[
f̃2(h; b)(hx + (b− h)2hxxx)
]
x
, in QT ,
h(x, 0) = h0(x) ∈ H1(Ω)
∂jxh(a, t) = ∂jxh(−a, t), for t ∈ (0, T ) and j = 0, 1, 2, 3,,
(2.42)
which can be handled locally in a similar fashion.
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CHAPTER 3
Analysis of Traveling Waves
3.1 Traveling Waves in Model I
3.1.1 Preliminaries
In this section, we demonstrate that a perturbation of Model I has a degenerate Hopf bifurcation.
We then use the work of Shearer [30], of which this is a quintessential example, in order to construct
asymptotic solutions near the Hopf bifurcation in order to compare them to numerical solutions
found by Camassa, Marzuola, and Ogrosky, in collaboration with this work.
Consider the initial boundary value problem given by (1.2). We can consider traveling wave
solutions of the form h(x, t) = φ(x− ct) in which






Integrating with respect to x yields
K = −cφ+ 12φ
2 + Sφ3(φ′ + φ′′′), (3.2)
where K < 0 is a constant of integration. Considering an equilibrium (constant) solution φe so that




e − cφe −K = 0. (3.3)













− 12Sφ − φ
′. (3.5)
Defining
ψ1 = φ, ψ2 = φ′, ψ3 = φ′′. (3.6)
We then see that (3.6) satisfies the system
ψ′1 = ψ2,
ψ′2 = ψ3,








Linearizing the equation for ψ′3, we obtain


























(φ− φe)− (φ′ − φ′e).











+ 12Sφ2e . The characteristic polynomial of AJ is λ
3 + λ− J . One can find the
eigenvalues of this matrix in order to find a real eigenvalue λ1,J and a conjugate pair of eigenvalues
λ2,J , λ3,J . It is straightforward to see that Re(λ2,J) = 0 if and only if J = 0. Further, it follows
that for φe =
√
−2K and c = c(φe), as given above, J = 0. This also implies that λ1,0 = 0, i.e., we




Figure 3.1: Family of equilibrium solutions shown in c− h0 space for (3.1), in collaboration with
H.R. Ogrosky. A red × represents a Hopf bifurcation.
3.1.2 Traveling Waves with Perturbation by Viscosity
Consider the initial boundary value problem given by

ht + hhx + S
[
h3(hx + hxxx) + βhxx
]
x = 0 in QT ,
h(x, 0) = h0(x),
∂jxh(a, ·) = ∂jxh(−a, ·), for j = 0, 1, 2, 3, t ∈ [0, T ]
(3.9)
where Ω and QT are as before and β > 0. Integrating, we obtain a small perturbation of (3.1):
K = −cφ+ 12φ
2 + Sφ3(φ′ + φ′′′) + βφ′′. (3.10)
Applying the same computations as in section 3.1.1, we consider the system given by
ψ′1 = ψ2,
ψ′2 = ψ3,


















J −1 − β
Sφ3H
 . (3.12)
Lemma 9. Let F be given by
F (β, φe,Ψ) = (ψ2, ψ3, fβ(ψ1 + φe + φH , ψ2, ψ3)) (3.13)
where Ψ = (ψ1, ψ2, ψ3). Then there exist non-trivial to
dΨ
dt
− F (β, φe,Ψ) = 0 (3.14)
near the equilibrium solution Ψ = 0.
Proof. This is a specific instance of very general work in the area of degenerate Hopf bifurcations of
Shearer [30]. We simply check the hypotheses of this work and note that F satisfies the required
hypotheses:
F (0, 0,~0) = 0. (H1)
For L = Fu(0, 0,~0) and σ(L) the spectrum of L:
(i) i is an algebraically simple eigenvalue of L
(ii) 0 is an algebraically simple eigenvalue of L
(iii) ni 6∈ σ(L) for n = 2, 3, ....
(H2)
It is clear that both of these hypotheses are met, so Shearer’s work grants the existence of traveling
wave solutions to this nonlinear problem.
We now proceed by using the averaging techniques provided in [31].
Lemma 10. The problem
dΨ
ds
= F (β, φe,Ψ) (3.15)
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has asymptotic solutions of the form
Ψ(s, ε) = ε[xΦ0(s) + y~c] + ε2w(s) +O(ε3),
φe(ε) = νε,
β(ε) = εµ+O(ε2),
T (ε) = 2π +O(ε2),
(3.16)
where |µ| < 1, ν = ±1, and w ∈ N(L)⊥, and
x =
√
−3(µ2 − 1) y = µ− ν. (3.17)
Proof. In the context of [31], we have the ordinary differential equation
dΨ
dt
= F (Ψ, β, φe) = [ψ2, ψ3, fβ(ψ1 + φH + φe, ψ2, ψ3)] , (3.18)
and in fβ , we have written c as a function of φH +φe. Note that F satisfies the following hypotheses
F ∈ C2(B), (H3)
F (β, φe,~0) = ~0 ∀(β, φe,~0) ∈ B, (H4)
where B is an open ball centered at the origin in R× R× R3. It then follows that F has Taylor
expansion




































is a vector of quadratic forms in Ψ, and the remainder term R satisfies |R(β, φe,Ψ)| = o(|(β, φe,Ψ)|2).
By previous computations, it is clear that B0 satisfies the hypothesis (H2). Given that F and
B0 satisfy (H2), (H3), and (H4), the matrix B(β, φe) = ∂F (β,φe,
~0)
∂Ψ has continuously differentiable
eigenvalues α(β, φe)± iξ(β, φe) and γ(β, φe) satisfying α(0, 0) = 0 = γ(0, 0) and ξ(0, 0) = 1. The




(0, 0) 6= 0, γφe =
∂γ
∂φe
(0, 0) 6= 0 (H5)
holds.
We now wish to perform formal asymptotics. We first transform (3.15) into a two-point boundary
value problem with periodic boundary conditions, following techniques of Langford [31]. Though we
do not yet know the period T , we expect it to be near T0 = 2π. Set s = 2πT t and redefine Ψ = Ψ(s)
in order to obtain the system
dΨ
ds
= T2πF (β, φe,Ψ), s ∈ [0, 2π],
Ψ(0) = Ψ(2π), .
(3.24)
It is clear that any steady-state or T -periodic solution of (3.15) will satisfy (3.24). Hence, the
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Let ~a± i~b be the complex eigenvectors of B0 corresponding to the eigenvalues ±i and let ~c be
the real eigenvector in the nullspace of B0, all normalized so that
























Then (3.25) has solution space spanned by
Φ1(s) = ~a cos s−~b sin s = Re[(~a+ i~b)eit],
Φ2(s) = ~a sin s+~b cos s = Im[(~a+ i~b)eit],
Φ3(s) = ~c.
(3.28)
Realizing that Φ2(s) = Φ1(s− π/2), we see that Φ2 gives no new information and this redundancy
can be removed by methods used in [31]. Because {~a,~b,~c} is a linearly independent set in R3, there







We now require that any solution to (3.25) satisfies
~e ∗Φ(0) = 0. (3.30)
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where I is the 3× 3 identity matrix and ~0∗ = (0, 0, 0). We replace (3.24) and (3.25), respectively,
dΨ
ds
= T2π F̄ (β, φe,Ψ),






MΦ(0) +NΦ(2π) = ~0.
(3.33)
One sees that (3.33) has solution space spanned by ~c and Φ0 given by
Φ0(s) = x1Φ1(s) + x2Φ2(s), (3.34)
where x21 + x22 = 1 and
x1~e
∗~a+ x2~e ∗~b = 0. (3.35)















UΨ∗(0) + VΨ∗(2π) = ~0,
(3.37)










D(L) = {Φ ∈ C13 ([0, 2π]) : MΦ(0) +NΦ(2π) = ~0},
D(L∗) = {Ψ∗ ∈ C13 ([0, 2π]) : UΨ∗(0) + VΨ∗(2π) = ~0}.
Lemma 4 in [36] tells us that the nullspace N(L∗) orthogonally complements the range of L in
C3([0, 2π]) and that dimN(L∗) = 3.











We then define the Ψ1,Ψ2,Ψ3 by




























Defining the standard inner product 〈·, ·〉 on C3([0, 2π]) by




[36] gives the following identities:
〈Φ0,Ψj〉 = δ1j , 〈~c,Ψj〉 = δ2j ,
〈B0Φ0,Ψj〉 = δ3j , 〈B0~c,Ψj〉 = 0,
〈B1Φ0,Ψj〉 = αφeδ1j + ξφeδ3j , 〈B1~c,Ψj〉 = γφeδ2j ,
〈B2Φ0,Ψj〉 = αβδ1j + ξβδ3j , 〈B2~c,Ψj〉 = γβδ2j ,






















We wish to find an asymptotic solution to (3.33) for small ε > 0 of the form
Ψ(s, ε) = ε[xΦ0(s) + y~c] + ε2w(s) +O(ε3),
φe(ε) = εν,
β(ε) = εµ+O(ε2),
T (ε) = 2π[1 + ετ +O(ε2)].
(3.42)
where x, y, µ, τ, ν ∈ R, and w ∈ N(L)⊥. Plugging in the asymptotic solution Ψ(s, ε) into (3.33) and
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applying the Taylor expansion (3.19), we obtain
∂Ψ
∂s
(s, ε) = T (ε)2π [B0 + φe(ε)B1 + β(ε)B2] Ψ(s, ε) +Q(Ψ(s, ε)) +R(β, φe,Ψ(s, ε))
= (1 + ετ +O(ε2))
{[
B0 + ενB1 + (εµ+O(ε2))B1
]
(ε(xΦ0 + y~c) + ε2w(s) +O(ε3))
+εQ(xΦ0(s) + y~c+ εw(s) +O(ε2)) +O(ε3)
}
(3.43)
One sees that the right hand side can be written as
εB0(xΦ0(s) + y~c) + ε2 {[τB0 + νB1 + µB2] (xΦ0(s) + y~c) +Q(xΦ0(s) + y~c) +B0w(s)}+O(ε3).
(3.44)







w(s) = [τB0 + νB1 + µB2] (xΦ0(s) + y~c) +Q(xΦ0(s) + y~c) +O(ε)
Mw(0) +Nw(2π) = ~0.
(3.45)
Note that (3.45) is solvable if and only if the right hand side is in R(L) = N(L∗)⊥. Recall that
{Ψ1,Ψ2,Ψ3} is a basis for N(L∗). In particular, this means that
〈Lw,Ψj〉 = 〈w,L∗Ψj〉 = 0. (3.46)
Hence, taking inner products of each side of (3.45) with Ψj yields
〈(τB0 + νB1 + µB2) (xΦ0 + y~c) +Q(xΦ0 + y~c),Ψj〉 = 0. (3.47)
In general, this yields the set of equations
(ναφe + µαβ)x + q1xy = 0 (3.48)
(νγφe + µγβ)y + q3x2 + q2y2 = 0 (3.49)
(νξφe + µξβ + τ)x+ q4xy = 0. (3.50)
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where
q1 = 2〈Q̂(~c,Φ0),Ψ1〉, q2 = 〈Q(~c),Ψ2〉,
q3 = 〈Q(Φ0),Ψ2〉, q4 = 2〈Q̂(Φ0,~c),Ψ3〉.
In our particular case, q1 = −q2 = 12Sφ3H , q3 = −
q1
3 , and q4 = 0. We have also calculated
αφe = q1 αβ = −q1
γφe = −2q1 γβ = 0
ξφe = 0 ξβ = 0.
Using (3.48) and assuming x 6= 0 it follows that y = µ− ν. Then applying this value of y to (3.49)
and solving for x2, we obtain x2 = −3(µ2 − 1). Hence, x is real and nonzero provided that |µ| < 1.
Finally, because ξβ = ξc = 0, (3.50) and x 6= 0 forces τ = 0.
Figure 3.2: A comparison of the amplitude, the background, and period of the numerically computed
solutions and the asymptotic solutions, in collaboration with H.R. Ogrosky.
Remark. As can be seen in figure 3.2, the asymptotic solutions derived via the results of Langford
very much agree with the numerical solutions. In particular, this validates the use of the numerical
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tools developed in [7]. Furthermore, it demonstrates that the method is robust for this family of
models so that it can be applied to the family of corresponding longwave models as well.
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3.2 Traveling Waves in Model II
3.2.1 Preliminaries
Consider the initial value problem given by (1.3). We can consider traveling wave solutions of
the form h(x, t) = φ(x− ct) in which






Integrating with respect to x yields
K = −cφ+ 23φ
3 + Sφ3(φ′ + φ′′′), (3.52)
where K > 0 is a constant of integration. Considering an equilibrium (constant) solution φe so that




e − cφe −K = 0. (3.53)




2 such that φe is real-valued. We












− 23S − φ
′. (3.55)











. It is easy to see that the characteristic polynomial of AJ is λ3 + λ− J . One
can easily find the eigenvalues of this matrix in order to find a real eigenvalue λ1,J and a conjugate
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pair of eigenvalues λ2,J , λ3,J . It is straightforward to see that Re(λ2,J) = 0 if and only if J = 0. It
is easy to see that J = 0 provided φe = − 3K2cmin . This also implies that λ1,0 = 0, i.e., we are in the
setting of a degenerate Hopf bifurcation at φH := − 3K2cmin .
Figure 3.3: Family of equilibrium solutions shown in c− h0 space for (3.51), in collaboration with
H.R. Ogrosky. A red × represents a Hopf bifurcation.
3.2.2 Traveling Waves with Perturbation by Viscosity
We consider a small perturbation of (3.51):
K = −cφ+ 23φ
3 + Sφ3(φ′ + φ′′′) + βφ′′, (3.57)
where β > 0. Applying the same computations as in section 3.1.1, we consider the system given by
ψ′1 = ψ2,
ψ′2 = ψ3,










where ψ1 = φ, ψ2 = φ′, and ψ3 = φ′′. Continuing on, we obtain the operator for the linearized









Lemma 11. Let F be given by
F (β, φe,Ψ) = (ψ2, ψ3, fβ(ψ1 + φe + φH , ψ2, ψ3)) (3.60)
where Ψ = (ψ1, ψ2, ψ3). Then there exist non-trivial solutions to
dΨ
dt
− F (β, φe,Ψ) = 0 (3.61)
near the equilibrium solution Ψ = 0.
Proof. This is a specific instance of very general work in the area of degenerate Hopf bifurcations of
Shearer [30]. We simply check the hypotheses of this work and note that F satisfies the required
hypotheses, (H1) and (H2), as in the proof of lemma 9. It is clear that both of these hypotheses
are met, so Shearer’s work again grants the existence of traveling wave solutions to this nonlinear
problem.
Lemma 12. The problem
dΨ
ds
= F (β, φe,Ψ) (3.62)
has asymptotic solutions of the form
Ψ(s, ε) = ε[xΦ0(s) + y~c] + ε2w(s) +O(ε3),
φe(ε) = νε,
β(ε) = εµ+O(ε2),
T (ε) = 2π +O(ε2),
(3.63)













Proof. Again following the work of [31], almost all computations follow exactly the same, i.e.,






MΦ(0) +NΦ(2π) = ~0
(3.65)
and wish to find asymptotic solutions to (3.65) of the form
Ψ(s, ε) = ε[xΦ0(s) + y~c] + ε2w(s) +O(ε3),
φe(ε) = εν,
β(ε) = εµ+O(ε2),
T (ε) = 2π +O(ε2),
(3.66)
where ε > 0, µ and ν, are as in section 3.1.2.
As before, we obtain the set of equations
(ναφe + µαβ)x + q1xy = 0 (3.67)
(νγφe + µγβ)y + q3x2 + q2y2 = 0 (3.68)
(νξφe + µξβ + τ)x+ q4xy = 0. (3.69)
where
q1 = 2〈Q̂(~c,Φ0),Ψ1〉, q2 = 〈Q(~c),Ψ2〉,
q3 = 〈Q(Φ0),Ψ2〉, q4 = 2〈Q̂(Φ0,~c),Ψ3〉,
where Q = Q(Ψ) = 12
∂2F
∂Ψ2 (0, 0,~0)ΨΨ, and




S(ψ1 + φe + φH)3
+ c(φH + φe)
S(ψ1 + φe + φH)2
− 23S − ψ2 −
βψ3








, q3 = − q13 , and q4 = 0. We have also calculated
αφe = q1 αβ =
2
3KS
γφe = −2q1 γβ = 0
ξφe = 0 ξβ = 0.




µ. Then applying this value of y to





µ2. Hence, x is real and nonzero provided that
|µ| is small enough. Finally, because ξβ = ξφe = 0, (3.50) and x 6= 0 forces τ = 0.
Figure 3.4: A comparison of the amplitude, the background, and period of the numerically computed
solutions and the asymptotic solutions, in collaboration with H.R. Ogrosky.
Remark. As can be seen in figure 3.4, the asymptotic solutions derived via the results of Langford
very much agree with the numerical solutions.
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3.3 Spectral Stability in Model I
3.3.1 Preliminaries
Consider the initial boundary value problem given by (3.9). We consider a traveling wave
solution plus a perturbation of the form
h(x, t) = Q(x− ct) + w(x− ct, t). (3.70)
Substituting (3.70) in (3.9), we obtain
(Q+ w)t + (Q+ w)(Q+ w)x + S((Q+ w)3((Q+ w)x + (Q+ w)xxx) + β(Q+ w)xx)x = 0. (3.71)
Expanding the quadratic Burgers term in (3.71), we see that
(Q+ w)(Q+ w)x = QQx +Qxw +Qxw +O(w2). (3.72)
Expanding the rightmost term in (3.71) yields
(Q+ w)3((Q+ w)x+(Q+ w)xxx) + β(Qxx + wxx)
= (Q3 + 3Q2w + 3Qw2 + w3)(Qx +Qxxx) + β(Qxx + wxx)
= Q3(Qx +Qxxx) + βQxx +Q3(wx + wxx)
+ 3Q2(Qx +Qxxx) + βwxx +O(w2).
Substituting back into (3.71), we obtain
0 = wt−cwx+Qxw+Qwx+S([Q3(wx+wxxx)+3Q2(Qx+Qxxx)w]x+Sβwxxx := wt−LK,cw. (3.73)
Here, we take
LK,c = −SQ3∂4x − (3SQ2Qx + Sβ)∂3x − SQ3∂2x
− (Q+ 3SQ2Qx − c+ 3SQ2(Qx +Qxxx))∂x − (Qx + 3S(Q2(Qx +Qxxx))x).
(3.74)
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3.3.2 Model I Constant Coefficient Problem
In the lemma below, we provide the spectrum and eigenfunctions in L2per([0, 2πT ]) of (3.74) for
a constant background Q and β = 0.
Lemma 13. Let Q be a constant. Then
















: n ∈ Z
}
. (3.76)
Proof. We consider the eigenvalue problem
LK,c,eqv = λv (3.77)
with periodic boundary conditions v(0) = v (2πT ). Writing v in terms of it’s Fourier series, we see



















eikx/T = 0. (3.78)

































− i(Q− c) kT 6= 0 for k 6= n. Hence, the linear independence















: n ∈ Z
}
(3.80)
is exactly the set of eigenvalues of LK,c,eq.
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Figure 3.5: A comparison of the eigenvalues of LK,c,eq comparison to the numerically computed
eigenvalues of LK,c, in collaboration with H.R. Ogrosky.
Remark. First, we recall that at the Hopf bifurcation for Model I, Q = c so that λ ∈ R. We also
note that for T ≤ 1,Re(λ) ≤ 0 so that (1.2) is spectrally stable and for T > 1, there are λ such that
Re(λ) > 0 so that (1.2) is spectrally unstable.
We next wish to understand the spectrum of LK,c when the solution Q is non-constant.
3.3.3 Perturbation of Model I Constant Coefficient Problem by ε sin x/T
Motivated by the numerical continuation to β = 0, we now perform a spectral perturbation
argument by substituting Q by Q+ ε sin x/T in LK,c, for 0 < ε 1. Then we can write















































































































































































We consider the spectral perturbation given by
(LK,c,0 + εLK,c,1+ε2LK,c,2 + ε3LK,c,3)(einx/T + εwn,1 + ε2wn,2 + ε3wn,3) =
(λn + εηn,1 + ε2ηn,2 + ε3ηn,3)(einx/T + εwn,1 + ε2wn,2 + ε3wn,3).
(3.82)
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Expanding and collecting terms in order of ε, we have the following equations:
ε0 : LK,c,0einx = λneinx (3.83)
ε1 : LK,c,1einx + LK,c,0wn,1 = ηn,1einx + λnwn,1 (3.84)
ε2 : LK,c,2einx + LK,c,1wn,1 + LK,c,0wn,2 = ηn,2einx + ηn,1wn,1 + λnwn,2 (3.85)
ε3 : LK,c,3einx + LK,c,2wn,1 + LK,c,1wn,2 + LK,c,0wn,3 = ηn,3einx + ηn,2wn,1 + ηn,1wn,2 + λnwn,3
(3.86)
ε4 : LK,c,3wn,1 + LK,c,2wn,2 + LK,c,1wn,3 = ηn,3wn,1 + ηn,2wn,2 + ηn,1wn,3 (3.87)
ε5 : LK,c,3wn,2 + LK,c,2wn,3 = ηn,3wn,2 + ηn,2wn,3 (3.88)
ε6 : LK,c,3wn,3 = ηn,3wn,3. (3.89)
Lemma 14. If Q− c ε, then λn is stable.
Proof. We start with the ε1 problem:
(LK,c,0 + εLK,c,1)(einx/T + εwn,1) = (λn + εηn,1)einx/T . (3.90)
Because LK,c,0einx/T = λneinx/T , it follows that
(LK,c,0 − λn)wn,1 = (ηn,1 − LK,c,1)einx/T . (3.91)
Setting LK,n = LK,c,0− λn, we now wish to find ηn,1 ∈ C so that (ηn,1−LK,c,1)einx/T is orthogonal
to ker L ∗K,n. One can see that L ∗K,n is given by
L ∗K,n = −SQ3∂4x − SQ3∂2x + (Q− c)∂x − λ−n. (3.92)









































whence it follows that v ∈ span{einx/T }, i.e., ker L ∗K,n = span{einx/T }. We can directly compute























Hence, for n 6= −1, 0, 1, the right-hand side is orthogonal to ker L ∗K,n = span{einx} provided ηn,1 = 0.
Using now








Next, we consider the ε2 equation
LK,c,2e
inx + LK,c,1wn,1 + LK,c,0wn,2 = ηn,2einx + ηn,1wn,1 + λnwn,2. (3.97)
Using ηn,1 = 0 and rearranging, we can write
LK,nwn,2 = −LK,c,1wn,1 + (ηn,2 − LK,c,2)einx. (3.98)





















We can also compute














4 − n2T 2).
(3.100)







































Finally, we consider the ε3 equation given by
LK,c,3e
inx +LK,c,2wn,1 +LK,c,1wn,2 +LK,c,0wn,3 = ηn,3einx + ηn,2wn,1 + ηn,1wn,2 +λnwn,3. (3.104)
We can rearrange this equation as
LK,nwn,3 = (ηn,2 − LK,c,2)wn,1 − LK,c,1wn,2 + (ηn,3 − LK,c,3)einx. (3.105)
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n4 − 3n3 − n2T 2 + 3n
(










−3n4 + 3n3 + 3n2T 2 − 3n
(










−n4 − 3n3 + n2T 2 + 3n
(










3n4 + 3n3 − 3n2T 2 − 3n
(








From (3.106), (3.107), and (3.108), it follows that the right-hand side of (3.105) will be orthogonal
to ker L ∗K,n provided that ηn,3 = 0. As with wn,1 and wn,2, we can use (3.105) to find wn,3.
Remark. Note that for n = 0,±1, as Q − c tends to zero, λn → 0. This causes wn,1, wn,2, wn,3,
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and ηn,2 to potentially grow without bound as Q− c becomes arbitrarily small.
3.3.4 Perturbation When Q− c = O(εα), α ≥ 1
For eigenvalues λn, n 6= 0,±1, the perturbation theory is the same. However, when Q− c = 0,
λ0 = λ±1 = 0 is an eigenvalue of multiplicity three, so the perturbation theory must be adjusted.
Furthermore, we note that because Q solves the nonlinear problem, Q′ is a nearby kernel element





is (to order ε) in the kernel of LK,c,ε, so a
higher order perturbation should be used. We use the first and second Fourier modes to define the




εk sin (kx/T + ϕk)
in LK,c, where εk and ϕk are numerically computed for 1 ≤ k ≤ 2.
We define the inner product on L2per([0, 2πT ]) by




We define the vector space
V = span{v1 = e−ix/T , v2 = 1, v3 = eix/T , v4 = e−2ix/T , v5 = e2ix/T }.
We then define the map φ : V → R5 as the linear operator defined by φ(vk) = ek, 1 ≤ k ≤ 5, where
{ek}5k=1 is the standard basis of R5. We then define the matrix M : R5 → R5 by
M = [mjk] (3.111)
where mjk = 〈L̃K,cvj , vk〉. This matrix is a representation of the operator P ◦ L̃K,c, where P is the
projection from L2per([0, 2πT ]) to V . We can study this matrix in order to better understand the
spectrum of LK,c when Q− c is comparatively small to ε. We notice an interesting phenomena: this
matrix has a strongly negative movement of one of the zero eigenvalues. This negative eigenvalue
agrees with the numerics, but the behavior near zero requires further analysis.
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Figure 3.6: A comparison of the numerically computed eigenvalues of LK,c with the eigenvalues of
the higher order perturbed operator L̃K,c, in collaboration with H.R. Ogrosky.
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3.4 Spectral Stability in Model II
3.4.1 Preliminaries
Consider the initial value problem given by

ht + 2h2hx + S
[
h3(hx + hxxx) + βhxx
]
x = 0 in QT ,
h(x, 0) = h0(x),
∂jxh(a, ·) = ∂jxh(−a, ·), for j = 0, 1, 2, 3, t ∈ [0, T ]
(3.112)
where Ω and QT as before and β > 0. We consider a traveling wave solution of (2.29) plus a
perturbation of the form
h(x, t) = Q(x− ct) + w(x− ct, t). (3.113)
Substituting (3.113) in (1.3), we obtain
(Q+w)t + 2(Q+w)2(Q+w)x +S((Q+w)3((Q+w)x + (Q+w)xxx) + β(Q+w)xx)x = 0. (3.114)
Expanding the cubic Burgers term in (3.114), we see that
2(Q+ w)2(Q+ w)x = 2Q2Qx + 4QQxw + 2Q2wx +O(w2). (3.115)
Expanding the rightmost term in (3.114) yields
(Q+ w)3((Q+ w)x+(Q+ w)xxx) + β(Qxx + wxx)
= (Q3 + 3Q2w + 3Qw2 + w3)(Qx +Qxxx) + βQxx + βwxx
= Q3(Qx +Qxxx) + βQxx +Q3(wx + wxxx) + 3Q2(Qx +Qxxx)w
+ βwxx +O(w2).
Substituting back into (3.114), we obtain
0 = wt − cwx + 4QQxw + 2Q2wx + S([Q3(wx + wxxx) + 3SQ2(Qx +Qxxx)w + βwxx]x. (3.116)
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We write this as
wt − LF,c = 0, (3.117)
where we take
LF,c = −SQ3∂4x − (3SQ2Qx + Sβ)∂3x − SQ3∂2x
− (2Q2 + 3SQ2Qx − c+ 3SQ2(Qx +Qxxx))∂x − (4QQx + 3S(Q2(Qx +Qxxx))x).
(3.118)
3.4.2 Model II Constant Coefficient Problem
In the lemma below, we provide the spectrum and eigenfunctions in L2per([0, 2πT ]) of (3.118) for
a constant background Q and β = 0.
Lemma 15. Let Q be a constant. Then














− i(2Q2 − c)n
T
: n ∈ Z
}
. (3.120)
Proof. The proof is identical to that of lemma 13.
Remark. First, we recall that at the Hopf bifurcation for (1.3), 2Q2 = c so that λ ∈ R. We also
note that for T ≤ 1,Re(λ) ≤ 0 so that (1.3) is spectrally stable and for T > 1, there are λ such that
Re(λ) > 0 so that (1.3) is spectrally unstable.
3.4.3 Perturbation of Model II Constant Coefficient Problem by ε sin x/T
Motivated by the numerical continuation to β = 0, we now perform a spectral perturbation
argument by substituting Q by Q+ ε sin x/T in LF,c, for 0 < ε 1. Then we can write



















































































































































































For each n ∈ Z, set λn = −SQ3(n2 − 1)n2 − i(2Q2 − c). We consider the spectral perturbation
given by
(LK,c,0 + εLK,c,1 + ε2LK,c,2 + ε3LK,c,3)(einx + εw1 + ε2w2 + ε3w3) =
(λn + εη1 + ε2η2 + ε3η3)(einx + εw1 + ε2w2 + ε3w3).
(3.122)
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Expanding and collecting terms in order of ε, we have the following equations:
ε0 : LF,c,0einx/T = λneinx/T (3.123)
ε1 : LF,c,1einx/T + LF,c,0wn,1 = ηn,1einx/T + λnwn,1 (3.124)
ε2 : LF,c,2einx/T + LF,c,1wn,1 + LF,c,0wn,2 = ηn,2einx/T + ηn,1wn,1 + λnwn,2 (3.125)
ε3 : LF,c,3einx/T + LF,c,2wn,1 + LF,c,1wn,2 + LF,c,0wn,3 = ηn,3einx/T + ηn,2wn,1 + ηn,1wn,2 + λnwn,3
(3.126)
ε4 : LF,c,3wn,1 + LF,c,2wn,2 + LK,c,1wn,3 = η3,nwn,1 + ηn,2wn,2 + ηn,1wn,3 (3.127)
ε5 : LF,c,3wn,2 + LF,c,2wn,3 = ηn,3wn,2 + ηn,2wn,3 (3.128)
ε6 : LF,c,3wn,3 = ηn,3wn,3. (3.129)
Lemma 16. If 2Q2 − c ε, then λn is stable.
Proof. Consider the ε1 equation, we can write as
LF,nw1 = (ηn,1 − LF,c,1)einx/T (3.130)
where LF,n = LF,c,0 − λn. We wish to find ηn,1 ∈ C so that the right-hand side of (3.130) is
orthogonal to ker L ∗F,n. It is straightforward to compute
L ∗F,n = −SQ3∂4x − SQ3∂2x + (2Q2 − c)∂x − λn. (3.131)
We note that λn = λ−n. From this, it follows by direct calculation that ker L ∗F,n = span{einx}. We
can directly compute





















From here, it follows that right-hand side of (3.130) is orthogonal to ker L ∗F,n provided ηn,1 = 0.
Then we have
LF,nwn,1 = −LF,c,1einx, (3.134)
whence it follows that wn,1 = an,1λn−1−λn e
(n+1)ix + bn,1λn+1−λn e
(n−1)ix
Considering the ε2 equation, we can rewrite as
LF,nwn,2 = (ηn,1 − LF,c,2)einx/T − LF,c,1wn,1 (3.135)
We first compute





























































Finally, we consider the ε3 equation, which can be rewritten as
LF,nwn,3 = (ηn,2 − LF,c,2)wn,1 − LF,c,1wn,2 + (ηn,3 − LF,c,3)einx. (3.141)






















































































From (3.142), (3.143), and (3.144), it follows that the right-hand side of (3.141) will be orthogonal
to ker L ∗F,n provided that ηn,3 = 0. Again, we can use a similar process as with wn,1 and wn,2 in
order to find wn,3.
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Remark. As in Model I, we see that for n = 0,±1, as 2Q2 − c tends to zero, λn → 0. This causes
wn,1, wn,2, wn,3, and ηn,2 to potentially grow without bound as 2Q2 − c becomes arbitrarily small.
3.4.4 Perturbation When 2Q2 − c = O(εα), α ≥ 1
For eigenvalues λn, n 6= 0,±1, the perturbation theory is the same. However, when 2Q2 − c = 0,
λ0 = λ±1 = 0 is an eigenvalue of multiplicity three, so the perturbation theory must be adjusted.
Furthermore, we note that because Q solves the nonlinear problem, Q′ is necessarily a nearby kernel





is (to order ε) in the kernel of LF,c,ε,
so a higher order perturbation should be used. We use the first and second Fourier modes to define




εk sin (kx/T + ϕk)
in LF,c, where εk and ϕk are numerically computed for 1 ≤ k ≤ 2.
We define the inner product on L2per([0, 2πT ]) by




We define the vector space
V = span{v1 = e−ix/T , v2 = 1, v3 = eix/T , v4 = e−2ix/T , v5 = e2ix/T }.
We then define the map φ : V → R5 as the linear operator defined by φ(vk) = ek, 1 ≤ k ≤ 5, where
{ek}5k=1 is the standard basis of R5. We then define the matrix M : R5 → R5 by
M = [mjk] (3.147)
where mjk = 〈L̃F,cvj , vk〉. This matrix is a representation of the operator P ◦ L̃F,c, where P is the
projection from L2per([0, 2πT ]) to V . We can study this matrix in order to better understand the
spectrum of LF,c when 2Q2 − c is comparatively small to ε. We notice an interesting phenomena:
this matrix has a strongly negative movement of one of the zero eigenvalues. The negative eigenvalue
agrees with the numerics, but further analysis is required near zero.
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Figure 3.7: A comparison of the numerically computed eigenvalues of LF,c with the eigenvalues of




As a key motivator for this thesis, we look back and reflect on the longwave models of [7] and
[5] and mention ways to possibly better understand them.
On the partial differential equation side, the methods used in order to prove the existence of local
in time weak solutions to the thin film models studied here can likely be applied to the longwave
models of Camassa, Ogrosky, et al. While longtime and global results may require more subtle
handling, the local existence theory appears to be similar.
On the traveling wave side, one can again use the tools of Shearer [30] in order to first prove
the existence of traveling waves in the longwave models and then construct asymptotic solutions,
via Langford [31], and compare them to the corresponding numerical solutions generated using the
numerical methods of [7].
Next, one should attempt to understand the stability of the eigenvalues in the longwave models.
This could be done first in the case where we are away from the Hopf bifurcation using the
straightforward spectral perturbation theory applied here and using a perturbation motivated
by numerical solutions. On the other hand, near the Hopf, one could again use higher order
perturbations. However, it must be noted that this situation was not treated analytically here and
further analysis is required in order to fully justify the method.
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