We consider the overlapping data problem. The conventional estimation approach with overlapping data is to use the Newey-West estimation procedure. When the standard assumptions hold, generalized least squares (GLS) is asymptotically efficient. Monte Carlo results show that the Newey-West procedure has considerably larger variances of parameter estimates and lower power than GLS. Hypothesis tests using the Newey-West procedure also have incorrect size even with sample sizes as large as one thousand. We also discuss possible estimation approaches when overlapping data occurs in conjunction with some other econometric problem.
Introduction
Time series studies estimating multiple-period changes can use overlapping data in order to achieve greater efficiency (Gilbert) . A common example is using annual returns when monthly data are available. A one-year change could be calculated from January to December, another from February to January, and so on. In this example the January to December and February to January changes would overlap for eleven months. The overlapping of observations creates a moving average (MA) error term and thus ordinary least squares (OLS) parameter estimates would be inefficient and hypothesis tests biased (Hansen and Hodrick) . Past literature has recognized the presence of the moving average error term. Our paper seeks to improve econometric practice when dealing with overlapping data.
One way of dealing with the overlapping observations problem is to use a reduced sample in which none of the observations overlap. For the example given above, the reduced sample will have only one observation per year. Thus, for a 30-year period of monthly data only 30 annual changes or observations will be used instead of 249 (the maximum number of overlapping observations that can be created for this period) annual observations. This procedure will eliminate the autocorrelation problem but it is obviously highly inefficient. A second way involves using average data. For our example this means using the average of the 12 overlapping observations that can be created for each year. This procedure results in the same degree of data reduction and apparently 'uses' all the information. In fact, not only is it inefficient, it also, as Gilbert shows, does not eliminate the moving average error term and can complicate estimation.
A third way is to use the overlapping data and to account for the moving average error term in hypothesis testing. Several heteroskedasticity and autocovariance consistent (HAC) estimators 2 have been constructed that can provide asymptotically valid hypothesis tests when using data with overlapping observations. These HAC estimators include Hansen and Hodrick (HH) (1982), Newey-West (NW) (1987) , and Andrews and Monahan (AM) (1992) . A fourth way is to use OLS estimation with overlapping data which yields biased hypothesis tests. We argue that all of these methods are sometimes inferior to other methods.
To illustrate the enormity of the problem the number of empirical articles involving the use of overlapping data in regression analysis in three journals during 1996 were counted. The journals were, The Journal of Finance, The American Economic Review, and The Journal of Futures Markets. The methods of estimation are classified as OLS with non-overlapping data (OLSNO), OLS with the Newey-West (1987) variance covariance estimator, OLS with any of the other GMM estimators, and just OLS. The numbers are presented in Table 1 . Table 1 shows the number of empirical articles involving the use of overlapping data as a total and as a percentage of the total number of the empirical articles in the journal for that year.
Most of the empirical articles that use overlapping data involve asset returns or economic growth.
A common feature of these articles is that returns or growth are measured over a period that is longer than the observation period. For example, data are observed monthly and the estimation is done annually. As a result, the estimation involves temporal aggregation. There are several possible reasons to use aggregated data. The most common reason given is measurement error in independent variables. For example, Jones and Kaul (p. 469) , state that they select "use of quarterly data on all variables as a compromise between the measurement errors in monthly data ...". Another reason could be the lack of normality in the nonaggregated data. Also, when some data are missing, using overlapping data allows using all of the data. Most authors provide no 3 justification for using overlapping data, but there must be some advantage to using it or it would not be so widely used. Table 1 also shows each of the estimation methods frequency of use. The OLSNO and Newey-West estimation methods are used most often. We defined OLSNO as estimation using non-overlapping observations. This means that the data exist to create overlapping observations but the researchers chose to work with non-overlapping observations. It might be more correct to say that OLSNO is used simply because it is not a practice to create overlapping data. The OLSNO method will yield unbiased and consistent parameter estimates and valid hypothesis tests. But it will be inefficient since it "throws away information."
The GLS estimation procedure derived in this paper could not be applied in every situation described by Table 1 where Newey-West or OLSNO estimation is used. An example would be when lagged values of the dependent variable or some other endogenous variable are used as an explanatory variable. In this case, as Hansen and Hodrick argue, the GLS estimates will be inconsistent since an endogeneity problem is created when the dependent and explanatory variables are transformed. For the specific case of overlapping data considered by Hansen and Hodrick, we have nothing to add to the previous literature (eg. Mark) that favors using the bootstrap to correct the small sample bias in the Hansen and Hodrick approach. In other cases of overlapping data and lagged dependent variables, it can be impossible to obtain consistent estimates. The number of cases where lagged values of the dependent variable are used as an explanatory variable is reported for two of the journals mentioned earlier. In The Journal of Finance, from a total of 26 articles reported in Table 1 , only six include a lagged dependent variable as an explanatory variable (three with the Newey-West estimator and three with 1 With normality, the GLS estimator is the maximum likelihood estimator. The true MLE would have the parameters of the moving average process be known rather than estimated. Such a restricted MLE should be considered with large sample sizes since it uses less storage than GLS.
OLSNO). For the American Economic
Review only one (with the Newey-West estimator) of 14 articles included a lagged dependent variable.
In this paper we will discuss the general overlapping data problem and argue that there are situations when Newey-West and OLSNO are grossly inefficient ways of handling the overlapping data problem since the order of the MA process is known. This will be done by determining and comparing the small-sample properties of Newey-West, OLSNO, MLE, and GLS estimates. Unrestricted maximum likelihood estimation is included as an alternative to GLS to show what happens when the MA coefficients are estimated 1 . Also, the power and size of the hypothesis tests for the four methods of estimation will be compared. Monte Carlo simulation methods are used. Finally, we discuss ways of adapting the GLS estimation procedure to handle additional econometric problems such as additional autocorrelation, missing data, and heteroskedasticity. We find that GLS is not the preferred estimator when there are errors in the variables or when lagged dependent variables are included as regressors.
I. Theory
Estimation with multiple-period changes can use data with overlapping observations in order to ensure greater efficiency of estimates. Here, we consider only strictly exogenous explanatory variables. Other variations of the overlapping data problem are considered in Section VI.
x j , and e t j
To consider the overlapping data problem we start with the following regression equation:
where, y t is the dependent variable, x t is the vector of strictly exogenous independent variables, and u t is the error term. Equation (1) where k is the number of periods for which the changes are estimated. If n is the original sample size, then n -k + 1 is the new sample size. These transformations of the dependent and independent variables induce an MA process in the error terms of (2).
From the assumption that the original error terms were uncorrelated with zero mean, it follows that: 
Also, since the successive values of u j are homoskedastic and uncorrelated, the unconditional variance of e t is:
Based on the fact that two different error terms, e t and e t + s , have k -s common original error terms, u, for any k -s > 0, the covariances between the error terms are:
Dividing by kσ u 2 gives the correlations:
Collecting terms we have as an example in the case of n = k + 2:
where, Ω is the correlation matrix. The correlation matrix, Ω, appears in Gilbert's paper without a derivation, but we have not found it elsewhere, although the presence of a moving average error term is commonly recognized.
With Ω derived analytically the generalized least squares (GLS) parameter estimates and their variance-covariance matrix can be obtained as follows:
and where Under these assumptions, the GLS X (X 1 , . . . , X n k 1 ) and Y (Y 1 , . . . , Y n k 1 ).
estimator will be best linear unbiased and asymptotically efficient. If errors are normally distributed, then GLS is efficient in small samples, standard hypothesis test procedures would be valid in small samples, and the GLS estimator would be the maximum likelihood estimator.
II. Alternative Estimation Methods
The next issue to be discussed is the OLSNO and Newey-West estimation methods and their inefficiency. We consider only Newey-West rather than the alternative GMM estimators.
As Davidson and MacKinnon (p. 611) say "the Newey-West estimator is never greatly inferior to that of the alternatives." First a review of Newey-West's estimation method is presented.
Parameter estimates are obtained by using OLS with overlapping data as follows:
(12) where, is the White heteroskedasticity consistent estimator, w i = 1 -i / k, is a scalar weight, and n -k + 1 is the sample size.
Then the autocorrelation consistent covariance matrix is estimated as:
The OLSNO method of estimation obtains parameter estimates using OLS with a reduced sample where the observations do not overlap. The OLS estimates of the variance are unbiased since with no overlap there is no autocorrelation. The OLSNO parameter estimates are less efficient than the GLS estimates because of the reduced number of observations used in estimation. For the example of one-year changes the number of observations in OLSNO estimation is 12 times less than the number of observations in GLS estimation.
The Newey-West estimator uses OLS with the overlapping data to obtain the parameter estimates which results in those parameter estimates being inefficient. In addition, the NeweyWest estimator of the variance-covariance matrix is only consistent and thus the GLS estimator will provide more accurate hypothesis tests in small samples. While it is known that GLS is the preferred estimator, the loss from using one of the inferior estimators in small samples is not known. We use a Monte Carlo study to provide information about the small-sample differences among the estimators.
III. Monte Carlo Study
A Monte Carlo study was conducted to determine the size and power of the hypothesis tests when using overlapping data and GLS, OLSNO, Newey-West, and unrestricted MLE, When autocorrelation in x is large and the error term follows a first-order autoregressive process, Greene (1997, p.589) finds that the inefficiency of OLS relative to GLS increases when the x's are positively autocorrelated. Since many real-world datasets have explanatory variables that are positively autocorrelated, the inefficiency of OLS found here may be conservative.
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IV. Data and Procedure
Data are generated using Monte Carlo methods. A single independent variable x with an i.i.d. uniform distribution 2 (0,1) and error terms u with a standard normal distribution are generated. We also considered a N(0,1) for x but these results are not included in the paper since the conclusions did not change. The options RANUNI and RANNOR in SAS Version 6.11 are used. The dependent variable y is calculated based on the relation represented in equation (1).
For simplicity β is assumed equal to one. The data set with overlapping observations of X and Y is created by summing the x's and y's as in (3).
The regression defined in (2) are chosen to represent two extreme levels of overlapping of practical interest. The level 11 is chosen because it corresponds to using annual changes when monthly data are available.
The OLSNO, the Newey-West, and GLS estimates of β were obtained for each of the 2000 samples using PROC IML in SAS software version 6.12. The unrestricted MLE estimates of β were obtained using PROC ARIMA in SAS. The Ω matrix to be used in GLS estimation was derived in equation (8). The Newey-West estimation was validated by comparing it with the available programmed estimator in SHAZAM software Version 7.0 using the OLS ... /AUTCOV option. The power of the tests are calculated for the null hypothesis β = 0.
V. Results
The means of the parameter estimates and their standard deviations as well as the MSE values for the three overlapping levels 1, 11, and 29, for the OLSNO, Newey-West, and GLS are presented in Tables 2, 3 The inferiority of the Newey-West and OLSNO parameter estimates compared to the GLS estimates is also supported by the MSE values computed for the three methods of estimation. Thus, for the sample size 100 and the overlapping level 29, the MSE for the GLS, Newey-West, and OLSNO estimation is respectively 0.12, 2.55, and 8.02.
The means of the parameter estimates and their standard deviations as well as the MSE values for the three overlapping levels 1, 11, and 29, for the unrestricted MLE are presented in Table 5 . The results are similar to the results presented for the GLS estimation. However, in small samples the actual standard deviations of the MLE estimates are larger than those of the GLS estimates. As the degree of overlapping increases the sample size, for which the standard deviations for both methods are similar, also increases (e.g. from 100 for overlapping 1 to 1000 for overlapping 29).
The Newey-West and OLSNO estimation methods also perform considerably poorer than the GLS estimation in hypothesis testing. The results of the hypothesis tests are presented in Table 6 . The Newey-West estimator rejects true null hypotheses far too often. In one extreme case, it rejected a true null hypothesis 50.0% of the time instead of the expected 5%. In spite of greatly underestimating standard deviations the Newey-West estimator has considerably less power than GLS except with the smallest sample sizes considered. While the OLSNO estimation has the correct size, the power of the hypothesis tests is much less than the power of the tests with GLS.
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The results of the hypothesis tests for the unrestricted MLE are presented in Table 7 .
While the power of the hypothesis tests is similar to the power for the GLS estimation, the size is generally larger than the size for the GLS estimation. Unrestricted MLE tends to reject the true null hypotheses more often than it should. However, this problem is reduced or eliminated as larger samples are used, i.e. 500, 1000, 2000 observations. Table 7 also presents the number of iterations for each run, as well as the number/percentage of iterations that converge. The number/percentage of iterations that converge decreases as the degree of overlap increases and sample size decreases. Given the convergence problems, as shown in Table 7 , it can be concluded that, when MLE is chosen as the method of estimating (2), the MA coefficients should be restricted rather than estimated unless the sample size is quite large. On the other hand, the GLS estimator tends to run into storage problems when the sample size is around 2500 observations with the 64 MB RAM computer used here. MLE provides an alternative estimation method that does not create a storage problem.
VI. Variations on the Overlapping Data Problem
In practice, overlapping data often occur at the same time as some other econometric problems. Since the solutions are not obvious, we now discuss how the properties and estimation methods would need to change with changes in the assumptions. Also, if the explanatory variables were strictly exogenous, no observations were missing, and the errors were distributed normally as assumed so far, there would be no need to use overlapping data since the disaggregate model could be estimated.
Nonnormality. The GLS estimator does not assume normality, so estimates with GLS would remain best linear unbiased and asymptotically efficient. The hypothesis tests derived depend on normality. Hypothesis tests based on normality would still be valid asymptotically provided the assumptions of the central limit theorem hold. As the degree of overlapping increases, the residuals would approach normality, so nonnormality would be less of a concern.
The Newey-West estimator is also only asymptotically valid. The GLS transformation of the residuals might also speed the rate of convergence toward normality since it is "averaging" across more observations than the OLS estimator used with Newey-West.
We estimated (2) with two correlated x's and with the error term u following a tdistribution with four degrees of freedom. Results are reported in Table 8 . The main difference with the previous results is the increased standard deviations for all methods of estimation.
Proportionally, the increase in standard deviations is slightly larger for Newey-West and OLSNO. Thus, the Monte Carlo results support our hypothesis that the advantages of GLS would be even greater in the presence of nonnormality. This can also be seen from the hypothesis test results presented in Table 8 . The power of the three methods of estimation is reduced with the biggest reduction occurring for the Newey-West and OLSNO. Finally, the increase of the standard deviations and the resulting reduction in power of hypothesis tests, is larger when the correlation between the two x's increases. This is true for the three methods of estimation.
Missing observations. Missing observations can be a reason to use overlapping data. It is not unusual in studies of economic growth to have key variables observed only every five or ten
years at the start of the observation period, but every year in more recent years. Using overlapping data allows using all of the data.
When some observations are missing, one can derive the correlation matrix in (8) as if all observations were available and then delete the respective rows and columns for the missing overlapping observations. The Newey-West estimator assumes autocovariance stationarity and so available software packages that include the Newey-West estimator would not correctly handle missing observations. It should, however, be possible to modify the Newey-West estimator to handle missing observations.
Varying levels of overlap. It is not uncommon in studies of hedging to consider different hedging horizons which leads to varying levels of overlap (i.e. k is not constant). This introduces heteroskedasticity of known form in addition to the autocorrelation. In this case it is easier to work with the covariance matrix than the correlation matrix. The covariance matrix is times a matrix that has the number of time periods (the value of k t ) used in computing σ 2 u that observation down the diagonal. The off diagonal terms would then be the number of time periods for which the two observations overlap. Allowing for the most general case of different overlap between every two consecutive observations, the unconditional variance of e t (given in (5)) now is:
Previously, two different error terms, e t and e t + s , had k -s common original error terms, u, for any k -s > 0. Now, they may have less than k -s common u's and there no longer is a monotonic decreasing pattern of the number of the common u's as e t and e t + s get further apart. The example covariance matrix with n = s + 2 is then:
where, k ts = k st . The standard Newey-West procedure does not handle varying levels of overlap since it assumes autocovariance stationarity.
Lagged dependent variables.
The case of overlapping data and a lagged dependent variable (or some other variable that is not strictly exogenous) was a primary motivation for
Hansen and Hodrick's estimator. In the usual case of autocorrelation and a lagged dependent variable, ordinary least squares estimators are inconsistent. Hansen and Hodrick consider the case where aggregate data are used for the dependent variable, the lagged variables are disaggregate, and the lag length is longer than the length of the overlap. OLS is consistent in this case and
Newey-West can be used to calculate standard errors in large samples. In small samples, the bootstrap 3 should be used to conduct hypothesis tests.
Engle shows, for the case where the first lag of the dependent variable is used as an explanatory variable, that the use of OLS with aggregated data could lead to biases of either sign and almost any magnitude. Generalized least squares estimates are also inconsistent, but consistent estimates can be obtained using the maximum likelihood methods developed for timeseries models. As Marcellino (1996 Marcellino ( , 1999 has shown, when nonoverlapping data are used, estimates of the parameters of the disaggregated process can no longer be recovered. With nonoverlapping data, the time-series process can be quite different than the original process. Marcellino (1996 Marcellino ( , 1999 4 See also Brewer (1973) , Wei (1981) , and Weiss (1984) .
or where k is the order of the summation, and and are the overlapping observations. Our Y t X t previous results in (9) and (10) can be derived as a special case of (21). In most instances,
, then the covariance matrix is the same as in (5) where , , and , and therefore the model analogous to our
The model in (26) also has the same variance-covariance matrix, described by (5) and (6), as our previous model in (2).
To obtain (24) we can start from (26), substitute for and then for to get:
The error term in (24) is a MA process of order four of the error term in (23) for C t can be derived simply by substituting for the original error term u t or by following the procedure discussed by Marcellino (1996 Marcellino ( , 1999 . Following Marcellino's procedure, the MA process, N(L), for C t , can be derived using the following relation
If only the and observations are observed in practice (average sampling) then, k th Y t X t , and are not observable. In this case, an analytical solution of (27) cannot be derived.
To be consistent with our previous result, X is strictly exogenous and not autocorrelated. Based on the temporal aggregation literature (Brewer (1973) , p.141, Weiss (1984) , p. 272, and Marcellino (1996) p. 32), no analytical solution is possible unless x t is generated by some autocorrelated process and the unobserved terms can be derived from the observed terms.
However, based on the fact that the AR coefficient is the same whether point-in-time or average sampling is used, we know then that the AR coefficient is 0.125. The number of lags for X and the order of the MA process cannot be derived analytically. Therefore, we used Box-Jenkins methods to identify which lags to include in the model. We estimated the following models:
and
The model in (29) is sound theoretically in the sense that the unobserved lags for X are X t-1 and X t-2 and thus it makes sense to include them in the model. However, the model in (29) may not be feasible in practice. It uses nonoverlapping data for the Y, but it requires overlapping data on the X which may not always be available.
To confirm our analytic findings we estimated the models in (26), (27), (28), and (29) with MLE using PROC ARIMA in SAS software version 6.12 using a large Monte Carlo sample of 500,000 observations. The results are reported in Table 8 . The empirical estimates of the AR and MA coefficients and the coefficients of the Xs for the models in (26) and (27) estimates toward zero. The noise introduced and the associated bias would be greater as the degree of overlap increases.
We estimated (28) with MLE and nonoverlapping data, while (29) is estimated using both overlapping and nonoverlapping data. Both models result in an ARMA(1,1) process with the AR coefficient 0.118 for (28) and 0.123 for (29) which are close to the analytical value of 0.125. The MA coefficient is the same for both models, 0.163 which provides support to the choice of these models. Higher lags of X for the model in (28) were not significant.
We also estimated (28) with Newey-West and OLSNO. The lagged value of the X is not included in the estimation in order to be consistent with the models usually estimated in the With overlapping data and a lagged dependent value as an explanatory variable the only consistent estimation method is maximum likelihood with (26). Unlike GLS, maximum likelihood provides consistent estimates when the explanatory variables are predetermined whether or not they are strictly exogenous. Also, the model in (26) has the familiar ARMA process, with the AR order the same as the AR order of the disaggregated model (in our case (23)) and MA order k-1.
Additional source of autocorrelation. In practice there may be sources of autocorrelation in addition to that caused by the overlapping data problem. Mathematically, this would imply that u t in (1) is autocorrelated. If the disaggregated process is an MA process, then the procedure developed in the lagged dependent variable section can be applied straight forward. If the error term in (1) follows an ARMA process then the same procedure can be applied with slight modification. Assume that u t in (1) follows the process: where ξ t is a white noise (WN) process, . Aggregation of (1) to obtain the
introduces the same level k of aggregation to (30), which now becomes:
or Then, the procedures discussed in the lagged dependent variable case can be applied with respect to (30) to obtain the order and the values of the AR and MA coefficients in (33) to be used in estimating (2). In this case, maximum likelihood methods for estimating a regression with ARMA errors can be used.
Heteroskedasticity. If the residuals in the disaggregated data (u t in (1) Since the correlation matrix, Ω is known, as given by (8), the covariance matrix can be derived using the relation:
where A feasible generalized least squares estimator can then Γ γ
be developed using (16). It might be reasonable to use (9) as the first stage in a FGLS estimation that corrected for heteroskedasticity.
Errors in variables.
The most common reason authors give for using overlapping data is a problem with errors in the explanatory variables. Errors in the explanatory variables causes parameter estimates to be biased toward zero, even asymptotically. Using overlapping data reduces this problem, but the problem is only totally removed as the level of overlap, k, approaches infinity.
We added to the x in (1) a measurement error, ω, that is distributed normally with the same variance as the variance of x, ω ~ N(0, 1/12). We then conducted the Monte Carlo study with x not being autocorrelated and also with x being autocorrelated with an autoregressive coefficient of 0.8. In addition to estimating (2) with GLS, Newey-West, and OLSNO, we also estimated (1) using the disaggregate data. The results are reported in Table 10 . The estimation was performed only for two sample sizes, respectively 100 and 1000 observations. In the case 25 when x is not autocorrelated, there is no gain in using overlapping observations, in terms of reducing the measurement error. This is true for all methods of estimation.
In the case when x is autocorrelated, the largest reduction in measurement error occurs when Newey-West and OLSNO are used. Moreover, the bias is always larger for GLS estimates compared to Newey-West and OLSNO estimates. The reduction in the measurement error because of using overlapping observations is confirmed by comparing the Newey-West and OLSNO estimates to the disaggregate estimates. The GLS transformation of the variables does not reduce further the measurement error. Instead it almost totally offsets the error reduction effect of the aggregation process that creates the overlapping observations. This can be seen from the results of Table 10 where the GLS estimates are just barely less biased than the disaggregate estimates. Therefore, the GLS estimation is not an appropriate estimation method if the reason for using overlapping data is errors in the variables. Newey-West standard errors are still biased, so the preferred estimation method in the presence of large errors in the variables would be OLS with overlapping data and with standard errors calculated using Monte Carlo methods.
Imperfect overlap. Sometimes observations overlap, but they do not overlap in the perfect way assumed here and so the correlation matrix is no longer known. An example would be where the dependent variable represents six months returns on futures contracts. Assume that there are four different contracts in a year, the March, June, September, and December contracts.
Then, the six-month returns for every two consecutive contracts would overlap while, the sixmonths returns between say March and September contracts would not overlap. Two six-month returns for, say the March contract, that overlap for three months would be perfectly correlated 26
Cov (e jt , e st m ) k js σ js (38)
for these three months. The six-month returns for the March and June contracts would overlap for three months, but they would not be perfectly correlated during these three months, since the with maturities three ( ) and six ( ) months apart. The covariance matrix for (2) with n = 12, ρ 1 ρ 2 in this case is: 
Nonparametric methods. Sometimes authors want to use nonparametric methods that assume independence. In this case the only general solutions we can propose are to use nonoverlapping data, switch to a parametric method, or use Monte Carlo hypothesis testing procedures such as bootstrapping.
VII. Conclusions
We have explored using the GLS estimator when working with overlapping data. When explanatory variables are strictly exogenous the GLS estimator is superior to the commonly used estimators. The alternative estimators that were compared with the GLS estimator were, the Newey-West estimator and ordinary least squares with nonoverlapping data (OLSNO) and unrestricted MLE. Unrestricted MLE tends to reject the true null hypotheses more often than it 28 should. However, this problem is reduced or eliminated as larger samples are used, i.e. at least 1000 observations. GLS can exhaust computer memory limits when the sample size is large.
MLE can be used instead since it requires less memory. In some computer packages, restricted MLE may be easier to implement than GLS.
There is a gain in the efficiency of the parameter estimates when the GLS estimator is used instead of the other two estimators. The gain in efficiency increased with the level of overlap. With overlapping of 29 time periods, the MSE of Newey-West was roughly 20 times larger than the MSE of GLS. The MSE of the OLSNO estimator was even larger.
The Newey-West estimator rejected true null hypotheses too often. This problem persisted even with sample sizes of 1,000. The power of the Newey-West hypotheses tests also was much slower to converge to one than the power of the GLS estimator. While hypothesis tests with the OLSNO estimator had the correct size, they had considerably lower power than either of the other two estimators.
We evaluated ways of obtaining parameter estimates when our original assumptions are relaxed. Several of these are especially important since they provide the motivation for using overlapping data in the first place. Others are important because they are commonly faced in empirical work. If the motivation for using overlapping data is missing observations or nonnormality then GLS is still the preferred estimator. When lagged dependent variables are used as explanatory variables, GLS is inconsistent. The usual Newey-West and OLSNO estimators are consistent when disaggregate data are used as regressors. When aggregate data are used as regressors, consistent parameter estimates can sometimes be obtained with maximum likelihood. In other cases, aggregation makes it impossible to recover the parameters of the 29 disaggregate model. When the reason for using overlapping data is to reduce bias due to errors in the variables, GLS is nearly as biased as the disaggregate model. We suggest using OLS to estimate parameters and using Monte Carlo methods to calculate standard errors when there are errors in the variables.
Overlapping data are often used in finance and in studies of economic growth. Many of the commonly used estimators are either inefficient or yield biased hypothesis tests. The appropriate estimator to use with overlapping data depends on the situation. Note: The sum of the columns 2 through 5 may be larger than the total in column 6 since some articles use more than one method of estimation. a These include HH and AM estimators. Note: The models in Table 9 are estimated using a large Monte Carlo sample of 500,000 observations. The unrestricted maximum likelihood estimates are obtained using PROC ARIMA while the Newey-West and OLSNO estimates are obtained using PROC IML in SAS. The x is generated as follows: x t = x 0t + ω t , where x 0t ~ uniform (0, 1) and ω
