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QUESTION 1
(a) [5]The choice of Abstract Data Type is depended on the input data that is being used. Discuss
the generalised construction of Abstract Data Types and why the environment that they
are being used in will influence which ADT you choose.
(b) [5]Compare and contrast the implementation of a Stack and a Queue. Provide three (3)
points of comparison with regards to the structural differences between these structures,
and discuss two (2) situations where a Stack or a Queue will be used.
(c) [5]When you consider Worst-Case Runtime analysis, what are the benefits of using primitive
counting as a method of analysis?
(d) [5]Consider the following function and using primiative counting express the runtime of this
function in Big-Oh notation. You should also state your assumptions and which operations
should be considered to be primitive.
public int a(int a[], int n) {
int i = 0;
int t = 0;
for (i = 0; i < n; i++) {
if (a%2 == 0) {
int b = 0;
while (b < n) {
if (a[i] % 2 != 0) {
t += a[i];
}
}
} else {
int c = a[i];
c += a[i];
t += c;
}
}
return t;
}
[20]
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QUESTION 2
(a) [5]Provide a definition for the following components of a graph:
1. End Vertices
2. Incident Edges
3. Adjacent Vertices
4. Degree of a Vertex
5. Self-loop
(b) [5]Provide an algorithm that releases a Depth First Search of a graph.
(c) [2]DFS makes use of the “Decorator Design Pattern”. Provide a brief explanation of this
pattern.
(d) [3]One application for a graph is to calculate the Minimum Spanning Tree. Elaborate on a
method for calculating the Minimum Spanning Tree for graph.
(e) [5]Compare and contrast a digraph with a graph and elaborate on possible applications of a
digraph over a graph.
[20]
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QUESTION 3
Consider the following 2-4 tree provided below. Provide a graphic representation of the 2-4
Tree resulting from the following operations. You must provide a graphic representation of
each step in the process, including all intermediate operations. Relevant operations must
make use of the Inorder predecessor. Removal operations should follow from the tree that
resulted from the insertion operations.
1. Insert nodes that contain the following keys: (inserted one-by-one, in the given order)
72, 36, 5, 68
2. Delete nodes that contain the following keys: (removed one-by-one, in the given order)
72, 82, 24, 68
The 2-4 tree is in the current state (leaf nodes are not shown, however they are assumed to
exist):
24 82 94
The sequence of operations that result in the current state of the 2-4 tree can be found in
Appendix A on Page 10.
[15]
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QUESTION 4
Consider the following AVL tree provided below. Provide a graphic representation of the
AVL Tree resulting from the following operations. You must provide a graphic representation
of each step in the process, including all intermediate operations. Relevant operations must
make use of the Inorder successor. Removal operations should follow from the tree that
resulted from the insertion operations.
1. Insert nodes that contain the following keys: (inserted one-by-one, in the given order)
93, 35, 69
2. Delete nodes that contain the following keys: (removed one-by-one, in the given order)
23, 93, 69, 80, 35, 11, 1
The AVL tree is in the current state:
11
1 32
23 80
The sequence of operations that result in the current state of the AVL tree can be found in
Appendix B on Page 10.
[15]
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QUESTION 5
Consider the following Red-Black tree provided below. Provide a graphic representation
of the Red-Black Tree resulting from the following operations. You must provide a graphic
representation of each step in the process, including all intermediate operations. Relevant
operations must make use of the Inorder successor. Removal operations should follow from
the tree that resulted from the insertion operations.
1. Insert nodes that contain the following keys: (inserted one-by-one, in the given order)
34, 59, 23, 93
2. Delete nodes that contain the following keys: (removed one-by-one, in the given order)
93, 45, 2, 62, 59, 23, 34
The Red-Black tree is in the current state:
26
2 62
45
The sequence of operations that result in the current state of the Red-Black tree can be found
in Appendix ?? on Page ??.
[20]
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QUESTION 6
(a) [5]Explain why a Binary Tree that is not a Complete Binary Tree cannot have an efficiency
equivalent to O(logn).
(b) [5]You have been approached to design a database of items that can be serialised to disk.
The restriction is that you must make use of a tree and that you have to choose between
an AVL or a 24-tree (or a direct modification of those trees). Explain which of these trees
you would choose being sure to justify your choices.
(c) [3]Explain why Splay Trees have an amortised runtime of O(logn) even though their structure
is very different to a Binary Search Tree.
(d) [5]Complete the following table regarding a comparison between runtime and implementation
of a Hash Table, Skip List, and (2,4) Tree:
Search Insert Delete Comment
Hash Table (1) (2) Expected
O(1)
(7)
Skip List (3) Expected
O(logn)
(4) (8)
(2,4) Tree Worst-Case
O(logn)
(5) (6) (9)
(e) [2]Provide an algorithm to realise upheap in a heap.
[20]
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QUESTION 7
(a) [4]A Priority Queue can be implemented using a heap or an array. Explain the two (2) possible
implementations when using an array to implement a Priority Queue and the impact that
these implementations have on the runtime of the Priority Queue structure.
(b) [2]Discuss the two phases found in a Heap Sort function, and indicate which of these two
phases will impact the runtime of a Heap Sort function.
(c) [8]You have been approach by a company to sort an array of values using a heap. The use of
the heap is required by the company as part of their corporate strategy for tree-based data
structures. However, they have the restriction that the sorting algorithm must not use any
extra space (other than the space initially allocated). Explain how you would achieve this,
and also comment on the runtime of such a function.
(d) [3]List three (3) methods of managing collisions in a hash table.
(e) [3]Explain the role of “Comparators” for ADTs such as heaps.
[20]
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QUESTION 8
Consider the following description of a graph.
vertex adjacent verticies
1 (2,3,4)
2 (1,3,4)
3 (1,2,4)
4 (1,2,3,6)
5 (6,7,8)
6 (4,5,7)
7 (5,6,8)
8 (5,7)
(a) [10]Provide a graphical representation of the above graph.
(b) [5]What sequence of nodes would be output if a Breadth First Search was performed on the
above graph starting at node “1”?
(c) [5]What sequence of nodes would be output if a Depth First Search was performed on the
above graph starting at node “1”?
[20]
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A 2-4 Tree Operations
Insert 82:
82
Insert 94:
82 94
Insert 24:
24 82 94
B AVL Tree Operations
Insert 11:
11
Insert 23:
11
23
Insert 1:
11
1 23
Insert 32:
11
1 23
32
Insert 80:
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1 23
32
80
Rebalancing:
11
1 32
23 80
C Red-Black Tree Operations
Insert 2:
2
Set Root Black:
2
Insert 26:
2
26
Insert 62:
2
26
62
Double Red: 1. Trinode Restructure:
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26
2 62
Insert 45:
26
2 62
45
Double Red: 2.1 Recolouring:
26
2 62
45
— End of exam —
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