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ABSTRACT
In this paper, we discuss the uniqueness in an integral geometry problem in a strongly
convex domain. Our problem is related to the problem of finding a Riemannian metric
by the distances between all pairs of the boundary points. For the proof, the problem is
reduced to an inverse source problem for a kinetic equation on a Riemannian manifold
and then the uniqueness theorem is proved in semi-geodesic coordinates by using the tools
of Fourier analysis.
1. INTRODUCTION
Let D ⊂ Rn, n ≥ 2 be a simply connected, closed and bounded domain with
boundary ∂D of class C5. We assume that the domain D is strongly convex with
respect to a metric g ∈ C6(D), which means that for any x, y ∈ D there exists a
unique geodesic Γ(x, y) of metric g which connects x, y ∈ D and lies in D (e.g.,
[10]).
Henceforth we use the following notations:
.
ξ = ddtξ, ξ
′ = (ξ2, ..., ξn) for ξ = (ξ1, ..., ξn) ∈ Rn and Γ(x, y) = ξ(x, y, t) ={
ξ1(x, y, t), ..., ξn(x, y, t)
}
is a coordinate representation of the geodesic Γ(x, y).
Here t is the natural parameter (see [11], [28]), that is, t = Al + B, where l is the
length of the geodesic (in the metric g) traced out from some point, A and B are
some constants.
We consider the following integral geometry problem:
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Throughout this paper, we assume that aij = aji, 2 ≤ i, j ≤ n.
Problem 1 Determine the functions aij in D (2 ≤ i, j ≤ n) from the integrals
∫
Γ(x,y)
 n∑
i,j=2
aij(ξ(x, y, t))
.
ξ
i
(x, y, t)
.
ξ
j
(x, y, t)
 dt, (1.1)
which are known for each pair of the points (x, y) ∈ ∂D × ∂D.
In this paper, we investigate the uniqueness of solution of Problem 1. Our
method for proving the main result, which is stated in Section 2, relies on the
reduction of Problem 1 to some kinetic equation (see (3.5) below) on a Riemannian
manifold where the metric is considered in a semi-geodesic system of coordinates.
Here we note that when we replace i, j = 2 in the summation by i, j = 1 in
(1.1), we do not know the uniqueness in determining aij , 1 ≤ i, j ≤ n. The choice
of the indices ”i, j 6= 1” depends on the semi-geodesic coordinates which we use in
this paper. For detailed explanations, see also Remark 1 in Section 4.
Problem 1 is related to an inverse problem of determining the Riemannian metric
by the distances between boundary points, see Chapter 1 of [30]; also [2], [3]. Such
an inverse problem is the mathematical model of several important medical imaging
techniques and geophysical problems, and has called wide attention. As for the
uniqueness theorem and stability estimates, see Muhometov [19] in two dimensions,
and a recent work Pestov and Uhlmann [25]. For higher dimensions, we refer to
Bernstein and Gerver [6], Beylkin [7], Muhometov and Romanov [20]. Also see e.g.,
[21], [22]. As for other kinds of inverse problems from the integral geometry, we
refer to [5], [8], [14], [23], [24], [30] - [35]. Here we do not intend any complete lists
of references. The connections between these problems and the inverse problems
for parabolic, hyperbolic and kinetic equations are described in the works [1], [4],
[16], [17], [18], [29].
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2. MAIN RESULT
Throughout this paper, we set
R
n
0 := R
n\ {0} ; Rn−10 := Rn−1\ {0} ,
C50 (D) = {a ∈ C5(D)| supp a ⊂ D}.
We note that D is closed and supp a is not necessarily a proper subset of D.
The result which we have obtained for Problem 1 is given by Theorem 1:
Theorem 1 Let aij = aji, 2 ≤ i, j ≤ n, and the domain D be strongly convex
with respect to the metric g ∈ C6(D). Then Problem 1 may have at most one
solution aij such that aij ∈ C50 (D), where 2 ≤ i, j ≤ n.
It is worth noting here that, in the proof, we assume that the metric has the
property g11 = 1, g1i = 0, 2 ≤ i ≤ n, which is related to the semi-geodesic
coordinates and extensively used in the theory of relativity (see, e.g., [26] and the
references therein). We more precisely explain as follows: It is known that if there
exists a point x0 ∈ D such that any point x ∈ D can be joined with x0 by a unique
geodesic of the metric g, then the metric g has a semi-geodesic coordinates in D (see
[28], p. 448). Hence, for any domain D which is strongly convex with respect to the
metric g, one can at least locally introduce a semi-geodesic system of coordinates at
any x ∈ D with respect to g. Moreover, in the semi-geodesic system of coordinates
xi, we have g11 = 1, g1i = 0, 2 ≤ i ≤ n, locally. Conversely, these conditions are
sufficient for the system with coordinates xi to be semi-geodesic for the metric g in
D (see [28], p. 450 and [36], p. 76).
This paper consists of six sections and one appendix. The rest part of the paper
is organized as follows. In Section 3, we reduce Problem 1 to an inverse source
problem for a kinetic equation on a Riemannian manifold. In Section 4, we present
three lemmata and apply the generalized Fourier transform to the kinetic equation.
In Section 5, we reformulate our problem by introducing Riemannian coordinates
and prove some auxiliary results. Finally, Section 6 is devoted to the proof of the
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main result: Theorem 1. The proofs of the lemmata which are presented in Section
4 are given in Appendix.
3. REDUCTION OF PROBLEM 1 TO AN INVERSE PROBLEM
Let us introduce the function
u(x, ξ) =
n∑
i,j=2
∫
γ(x,ξ)
aij (z (x, ξ, t))
.
z
i
(x, ξ, t)
.
z
j
(x, ξ, t) dt, (3.1)
where γ (x, ξ) is the ray of the metric g = (gij) starting from x ∈ D in direction
ξ ∈ Rn0 and aij ∈ C50 (D).
It is known (see [9], [11], [28]) that γ (x, ξ) =
(
z1 (x, ξ, t) , ..., zn (x, ξ, t)
)
is the
solution of the following system of differential equations
d2zi
dt2
= −Γijk(z)
.
z
j .
z
k
, 1 ≤ i ≤ n, (3.2)
with the Cauchy data
z(0) = x,
.
z(0) = ξ, (3.3)
where Γijk are the Christoffel symbols of the metric g and
z (x, ξ, t) =
(
z1 (x, ξ, t) , ..., zn (x, ξ, t)
)
,
.
z (x, ξ, t) =
(
.
z
1
(x, ξ, t) , ...,
.
z
n
(x, ξ, t)
)
,
.
z
i
=
d
dt
zi.
We can prove that the solution of Problem (3.2)-(3.3) has the following property:
z (x, ξ, t) = z (x, ν, |ξ| t) ; .z (x, ξ, t) = |ξ| .z (x, ν, |ξ| t) , (3.4)
where ν = ξ/ |ξ| and |ξ|2 =
n∑
i,j=1
gijξ
iξj (e.g., Lemma 2.6 on p.64 in do Carmo [9]).
Let G′ denote a closed, bounded set of variables ξ′ = (ξ2, ..., ξn) such that 0 /∈ G′
and let G =
{
ξ ∈ Rn | ξ = (ξ1, ξ′), ξ1 ∈ R1, ξ′ ∈ G′} , Ω = {(x, ξ)|x ∈ D, ξ ∈ G} .
Differentiating both sides of (3.1) at the point x in the direction ξ and by using
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(3.2) and (3.3), we have the following kinetic equation
n∑
j=1
ξj
∂u
∂xj
−
n∑
j,k,s=1
Γ
s
jk(x)ξ
kξj
∂u
∂ξs
=
n∑
j,k=2
ajk(x)ξ
kξj . (3.5)
By the setting of Problem 1, using equalities (3.1), (3.4) and the fact that ajk(x)
is zero outside of D, we conclude that the function u(x, ξ) is known for (x, ξ) ∈
∂D × Rn0 . Then it is easy to see that the uniqueness of the solution of Problem 1
follows from the uniqueness of the solution of the following problem:
Problem 2 Determine a matrix-valued function (ajk), (2 ≤ j, k ≤ n) from
equation (3.5) provided that u(x, ξ) is known for (x, ξ) ∈ ∂D × Rn0 .
In order to prove the uniqueness for Problem 2, it is sufficient to assume
u(x, ξ) = 0, (x, ξ) ∈ ∂D × Rn0 . (3.6)
4. APPLICATION OF THE FOURIER TRANSFORM TO
PROBLEM 2
In this section, we present three lemmata which describe some important prop-
erties of the function u(x, ξ) and its Fourier transform. The proofs are given in
Appendix. The Fourier transform F(I) of a function I(x, ξ) ∈ L1
(
R1
ξ1
)
with re-
spect to the variable ξ1 is defined by
F {I(x, ξ)} = Î (x, η, ξ′) := ∫ ∞
−∞
I
(
x, ξ1, ξ′
)
e−
√−1ξ1ηdξ1,
where η is the dual variable of ξ1. Henceforth we set
∂xs =
∂
∂xs
, ∂η =
∂
∂η
, ∂ξj =
∂
∂ξj
,
∂βξ = ∂
β
1
ξ1
· · · ∂βnξn , |β| = β1 + ...+ βn,
∂β
′
ξ′ = ∂
β
2
ξ2
· · · ∂βnξn ,
∣∣β′∣∣ = β2 + ...+ βn.
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Moreover we introduce the sets
∆ρη : =
{
η ∈ R1η| ρη > 0
}
,
∆
ρ
η : =
{
η ∈ R1η| ρη ≥ 0
}
,
where we set ρ = −1, 1.
Let us introduce the auxiliary functions
Iij(x, ξ) =
∫
γ(x,ξ)
b (z (x, ξ, t))
.
z
i
(x, ξ, t)
.
z
j
(x, ξ, t) dt, 2 ≤ i, j ≤ n, (4.1)
where the function b ∈ C5(Rn) is zero outside of D. Note that the function u(x, ξ)
in (3.1) is defined as the sum of the functions of the form Iij . By taking into account
(3.4), let us rewrite (4.1) in the form
Iij(x, ξ) =
∫ ∞
0
b (z (x, ξ, t))
.
z
i
(x, ξ, t)
.
z
j
(x, ξ, t) dt
=
∫ ∞
0
b (z (x, ν, |ξ| t)) |ξ| .zi (x, ν, |ξ| t) |ξ| .zj (x, ν, |ξ| t) dt
=
1
|ξ|
∫ ∞
0
b (z (x, ν, τ )) |ξ| .zi (x, ν, τ) |ξ| .zj (x, ν, τ) dτ . (4.2)
Lemma 1 Let D be strongly convex with respect to the metric g = (gij) ∈ C6 (D).
Then the functions Iij satisfy the following properties:
(i) ∂βξ Iij , ∂
β
ξ ∂xsIij ∈ C (Ω) for 0 ≤ |β| ≤ 4,
(ii) For fixed x ∈ D and ξ′ ∈ G′ (ξ′ 6= 0) ,
(a) ∂βξ Iij , ∂
β
ξ ∂xsIij ∈ L2
(
R1
ξ1
)
for |β| ≤ 2,
(b) ∂βξ Iij , ∂
β
ξ ∂xsIij ∈ L1
(
R1
ξ1
)
∩ L2
(
R1
ξ1
)
for |β| = 3,
(c) ξ1∂βξ Iij , ξ
1∂βξ ∂xsIij ∈ L1
(
R1
ξ1
)
∩ L2
(
R1
ξ1
)
for |β| = 4,
where 1 ≤ s ≤ n and 2 ≤ i, j ≤ n.
Remark 1. It is worth to note that Lemma 1 is not valid if at least one of the
indices i or j in (4.2) is equal to 1.
Indeed we note:
(i) Since
.
z
1
(x, ν, t)→ .z1(x,±ν0, t) = ±1 as ξ1 → ±∞, the function
∣∣∣ξ1 .z1(x, ν, t)∣∣∣
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increases like
∣∣ξ1∣∣ as ξ1 →∞,
(ii) Integral (4.2) is taken on a finite interval [0, d0], where d0 is the diameter of
D in the metric g = (gij(x)),
(iii)
∣∣∣ |ξ| .zk (x, ν, t)∣∣∣ ≤ K1, (See the proof of Lemma 1 in Appendix).
Then it follows from (4.2) that if only one of the indices i, j is equal to 1,
then Iij(x, ξ) is bounded only on the set Ω, whereas the function |I11(x, ξ)| increases
like
∣∣ξ1∣∣ as ξ1 →∞ for each fixed (x, ξ′) ∈ D ×G′.
Lemma 2 Let the conditions of Lemma 1 be satisfied. Then we have
(i) ∂β
′
ξ′ Îij , ∂
β′
ξ′ ∂xs Îij ∈ C
(
D ×∆ρη ×G′
) ∩ L2 (R1η) for ∣∣β′∣∣ ≤ 2,
(ii) ∂β
′
ξ′ Îij , ∂
β′
ξ′ ∂xs Îij ∈ C
(
D × R1η ×G′
) ∩ L2 (R1η) for ∣∣β′∣∣ = 3,
(iii) ηr∂β
′
ξ′ ∂η Îij , η
r∂β
′
ξ′ ∂η∂xs Îij ∈ C
(
D × R1η ×G′
) ∩ L2 (R1η) for r + ∣∣β′∣∣ = 4,
0 ≤ r ≤ 4,
where 1 ≤ s ≤ n and 2 ≤ i, j ≤ n.
Remark 2. Since the function u(x, ξ) is defined as the sum of the functions
of the form Iij , Lemmata 1 and 2 are also valid for u(x, ξ). On the other hand,
due to the reason mentioned in Remark 1, if the right-hand side of equality (3.1)
is replaced by the expression
n∑
i,j=1
∫
γ(x,ξ)
aij (z (x, ξ, t))
.
z
i
(x, ξ, t)
.
z
j
(x, ξ, t) dt,
then these lemmata are not valid.
Hence, for each fixed x ∈ D and ξ′ ∈ G′, it is possible to apply the generalized
Fourier transform with respect to variable ξ1 to equation (3.5). Then we have
√−1∂
η
∂x1 û− 2
√−1
n∑
j,k=2
Γj1kξ
k∂
η
∂ξj û+
n∑
j=2
ξj∂xj û
−√−1
n∑
j,k=2
Γ1jkξ
kξjηû−
n∑
j,k,s=2
Γsjkξ
kξj∂ξs û = 2piδ (η)
n∑
k,j=2
akj (x) ξ
kξj , (4.3)
where we use the fact that Γ11k = Γ
k
11 = 0, 1 ≤ k ≤ n. In (4.3), we recall that δ (η)
is the Dirac delta function and F(1) = 2piδ (η).
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By Remark 2 and taking into account Lemma 2, we see that the functions û, ∂ηû
are continuously differentiable in the region D×G′ for both cases η > 0 and η < 0.
Then using (4.3), we obtain that for both cases η > 0 and η < 0 the function û
satisfies the equation
√−1∂
η
∂x1 û− 2
√−1
n∑
j,k=2
Γj1kξ
k∂
η
∂ξj û+
n∑
j=2
ξj∂xj û
−√−1
n∑
j,k=2
Γ1jkξ
kξjηû−
n∑
j,k,s=2
Γsjkξ
kξj∂ξs û = 0 (4.4)
in the classical sense.
Putting û = p+
√−1q and separating the real and the imaginary parts of the
left-hand side of equation (4.4) for both η > 0 and η < 0, we have the following
equations with respect to the functions ∂ηp and ∂ηq respectively:
∂η∂x1p− 2
n∑
j,k=2
Γj1kξ
k∂η∂ξjp = ̥1, (4.5)
∂η∂x1q − 2
n∑
j,k=2
Γj1kξ
k∂η∂ξjq = ̥2, (4.6)
where
̥1 =
n∑
j,k=2
Γ1jkξ
kξjηp−
n∑
j=2
ξj∂xjq +
n∑
s,j,k=2
Γsjkξ
kξj∂ξsq,
̥2 =
n∑
j,k=2
Γ1jkξ
kξjηq +
n∑
j=2
ξj∂xjp−
n∑
s,j,k=2
Γsjkξ
kξj∂
ξs
p.
In this work, the uniqueness of the solution of the problem is investigated under the
assumption of the existence of the solution. Hence it is assumed that there exists
a solution u(x, ξ) to equation (3.5), i.e., there exists a solution û = p +
√−1q to
equation (4.3) which satisfies the properties indicated in Remark 2 and the condition
u (x, ξ) = 0, (x, ξ) ∈ ∂D ×G, (û(x, η, ξ′) = 0, (x, ξ′) ∈ ∂D ×G′) . (4.7)
Lemma 3. Let the conditions of Lemma 1 and condition (3.6) be satisfied.
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Then
∂β
′
ξ′ ∂ηû(x, ·, ξ′), ∂β
′
ξ′ ∂xs∂ηû(x, ·, ξ′) ∈ L1
(
∆ρη
) ∩ L2 (∆ρη)
for fixed (x, ξ′) ∈ D ×G′ and
∂β
′
ξ′ ∂ηû, ∂
β′
ξ′ ∂xs∂ηû ∈ C
(
D ×∆ρη ×G′
)
,
∂β
′
ξ′ û, ∂
β′
ξ′ ∂xs û ∈ C
(
D ×∆ρη ×G′
)
,
for 0 ≤ ∣∣β′∣∣ ≤ 2 and 1 ≤ s ≤ n.
Remark 3. In the proof of Lemma 3, we essentially use condition (4.7).
5. SOME AUXILIARY RESULTS IN RIEMANNIAN
COORDINATES
We set Dε = {x ∈ Rn / d(x,D) < ε} where d(x,D) = infy∈D |x− y| . For some
ε > 0, let Dε be strongly convex with respect to the metric g =
(
gij
) ∈ C6(Dε).
We assume that the metric g =
(
gij(x)
)
is Euclidean outside of the region Dε.
Then as in [28] (see p. 506) it is possible to construct the Riemannian coordinates
with center x˜0 ∈ D by the formula yi = ξit (1 ≤ i ≤ n), where t is the same
parameter as in system (3.2). Let us also note that the coordinate yi does not
depend on the selection of the natural parameter t on this geodesic (see [28], p.
506 and [12], p. 53). It is clear that we have yi = 0 (1 ≤ i ≤ n) at the point
x˜0. Since g = (gij) ∈ C6(Dε), the solution z(x0, ξ, t) of Problem (3.2)-(3.3) is of
C5-class with respect to t and ξ. Then from the determination of the Riemannian
coordinates given above, it follows that yi = yi(x1, ..., xn) ∈ C5(Dε) (1 ≤ i ≤ n).
Moreover the x1-axis is the same as the y1-axis, because the straight line passing
from x˜0 and parallel to the x
1-axis is a geodesic of the metric g which corresponds
to the vector (1, 0, ..., 0) ∈ Rn on which x1 is length of the geodesic. Then in the
new coordinates the differential form
n∑
i,j=2
aij(x)
.
ξ
i .
ξ
j
takes the form
n∑
k,s=2
a˜ks(y)
.
ζ
k .
ζ
s
where a˜ks = aij∂ykx
i∂ysx
j and aij = aij (x (y)).
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In this case, we introduce the function
u˜ (y, ζ) =
n∑
i,j=2
∫
γ˜(y,ζ)
a˜ij (z˜ (y, ζ, t))
.
z˜
i
(y, ζ, t)
.
z˜
j
(y, ζ, t) dt, (5.1)
analoguos to formula (3.1), where γ˜(y, ζ) =
{
z˜1 (y, ζ, t) , ..., z˜n (y, ζ, t)
}
is a geodesic
of the metric g in the new coordinates passing from the point y ∈ D˜ in direction
ζ. It can be easily proved that Lemmata 1-3 are also valid for the function u˜ (y, ζ)
by using the similar arguments which we used in the proofs of Lemmata 1-3 for
the function u(x, ξ). Then, by Γ˜
i
jk = 0 at y = 0, the function u˜ (y, ζ) satisfies the
following analogue of equation (3.5):
n∑
i=1
ζi∂yi u˜ =
n∑
s,k=2
a˜ks(y)ζ
kζs, (5.2)
at y = 0 for ζ ∈ Rn, where Γ˜ijk are the Christoffel symbols of the metric g in the
new coordinates y. We note that we will use the symbols (x, ξ) , u(x, ξ), γ(x, ξ),
aks(x) instead of (y, ζ) , u˜ (y, ζ), γ˜(y, ζ), a˜ks(y) in the corresponding places of this
paper. Since Lemmata 1-3 for the function u(x, ξ) are also valid for the function
u˜(y, ζ), without fear of confusion, we can change the symbols indicated above.
On the other hand, it is known that the equation of the geodesic in the Euclidean
metric has the form: z (x0, ξ, t) = x0 + ξt, (ξ 6= 0) and we readily see that the
second derivatives of the function
.
z (x0, ξ, t) =
d
dtz (x0, ξ, t) with respect to the
parameter ξs, (1 ≤ s ≤ n) are bounded for |ξ| ≤ 1/2 and t ∈ (0,+∞). At this
point, it is worth to note that if the equation of the geodesic is rewritten in the
form z (x0, ν, t) = x0+νt, where ν = ξ/ |ξ| , then the second order derivatives of the
function
.
z (x0, ν, t) = ξ/ |ξ| with respect to the parameter ξs are unbounded for |ξ| ≤
1/2 and t ∈ (0,+∞). This unboundedness is connected with the introduction of the
new parameter ν = ξ/ |ξ| and the unboundedness of the second derivatives of the
function |ξ| for |ξ| ≤ 1/2.However in below, when we investigate the boundedness of
the derivatives with respect to the parameter ξs of the funcions
.
z (x0, ξ, t) , ∂ξi∂ξ1u,
∂xj∂ξi∂ξ1u in a neighbourhood of ξ = 0, 1 ≤ i ≤ n, we need not pass to the
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parameter ν = ξ/ |ξ| and work only with the parameter ξ.
Lemma 4. In the new coordinate system, the functions
∂ξi∂ξ1u(0, ξ), ∂ξi∂ξ1∂xju(0, ξ), 1 ≤ i, j ≤ n,
are bounded on the set G for |ξ| ≤ 1/2. Moreover, the functions
u(0, ξ1, ξ′), ∂ξiu(0, ξ
1, ξ′), ∂ξi∂xju(0, ξ
1, ξ′), ∂ξi∂ξ1u(0, ξ
1, ξ′),
∂xj∂ξi∂ξ1u(0, ξ
1, ξ′), 1 ≤ i, j ≤ n,
tend to zero in L2(R
1
ξ1
) as ξ′ → 0.
Proof.
First, let us show that if up to the second order derivatives of the functions
.
z
i
(x, ξ, t) with respect to ξ are bounded, then it is possible to prove that the
functions ∂ξi∂ξ1u are bounded for 0 < |ξ| ≤ 1/2 and 1 ≤ i ≤ n.
Since supp b ⊂ D and the solution of Problem (3.2)-(3.3) has property (3.4), the
integral in (4.2) can be considered on the finite interval
[
0, d0|ξ|
]
, where d0 is the
diameter of D in the metric g = (gij(x)). Hence we can write (4.2) as
Iij(x, ξ) =
∫ d0
|ξ|
0
b (z (x, ξ, t))
.
z
i
(x, ξ, t)
.
z
j
(x, ξ, t) dt. (5.3)
Moreover, since the metric g = (gij) is written down in the semi-geodesic coordi-
nates, the equality
.
z
k (
x, ξ1, 0, t
)
= 0 (ξ1 6= 0) is satisfied for each k (2 ≤ k ≤ n)
(see the proof of Lemma 1 in Appendix) and thus ∂ξ1z
k
(
x, ξ1, 0, t
)
= 0. Then, for
each fixed x ∈ D and 0 < |ξ1| ≤ 1, by Taylor’s formula with respect to the variable
ξ′ = (ξ2, ..., ξn) (e.g., [13], p. 285), we obtain the equalities
.
z
k
(x, ξ, t) =
n∑
i=2
ξi∂ξi
.
z
k (
x, ξ1, ξ′θ1, t
)
, (5.4)
∂ξ1
.
z
k
(x, ξ, t) =
n∑
i=2
ξi∂ξi∂ξ1
.
z
k (
x, ξ1, ξ′θ2, t
)
, (5.5)
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where 0 < θm (x, ξ, t) < 1, m = 1, 2. If we assume the boundedness of the functions
∂ξi
.
z
k
and ∂ξi∂ξj
.
z
k
, then it follows from (5.4) and (5.5) that
∣∣∣ .zk (x, ξ, t)∣∣∣ ≤M1 ∣∣ξ′∣∣ , ∣∣∣∂ξ1 .zk (x, ξ, t)∣∣∣ ≤M2 ∣∣ξ′∣∣ (5.6)
for each k ∈ {2, ..., n}, x ∈ D, t ∈ (0,+∞) and for |ξ| ≤ 1/2 (ξ1 6= 0), where M1
and M2 ≥ 0 do not depend on ξ and t. Furthermore we assume the boundedness
of the functions ∂ξiz
s, ∂ξj∂ξiz
s (1 ≤ s ≤ n) and note that
(i) b ∈ C5(D), supp b ⊂ D,
(ii) Inequalities (5.6) hold,
(iii) z (x, ξ, t) is of C5-class with respect to t and ξ 6= 0,
(iv) Boundedness of the derivatives up to order 2 of the functions
.
z
k
(x, ξ, t) ,
zs (x, ξ, t) (2 ≤ k ≤ n, 1 ≤ s ≤ n) with respect to ξi (1 ≤ i ≤ n) for |ξ| ≤ 1/2 with
ξ1 6= 0,
(v) ∂ξ1z
k
(
x, ξ1, 0, t
)
= 0, 2 ≤ k ≤ n.
Then by (5.3) we see that the functions ∂ξs∂ξ1Iij are bounded for |ξ| ≤ 1/2, 1 ≤
s ≤ n, 2 ≤ i, j ≤ n. On the other hand, the boundedness of the functions for
|ξ| ≥ 1/2 (ξ′ ∈ G′) follows from Lemma 1.
If we assume the boundedness of the functions
.
∂ξi∂xj
.
z
k
, ∂ξi∂ξs∂xj
.
z
k
, ∂ξi∂xjz
s,
∂ξl∂ξi∂xjz
s (2 ≤ k ≤ n, 1 ≤ i, j, s, l ≤ n), then we can similarly prove the
boundedness of the functions ∂ξi∂ξ1∂xjIij for ξ ∈ G (1 ≤ i, j ≤ n). As a result,
since u(x, ξ) is a finite sum of the functions of the form Iij(x, ξ), the functions
∂ξi∂ξ1u, ∂ξi∂ξ1∂xju (1 ≤ i, j ≤ n) are bounded on the set G for x ∈ D and
|ξ| ≤ 1/2 with ξ1 6= 0, when the conditions for the functions zs, .zk indicated above
are satisfied.
In particular, since the derivatives of the functions
.
z
k
(x, ξ, t) with respect to ξ up
to order 2 are bounded for the metric gij = δij , it is clear that the same boundedness
properties are valid for
.
z
k
(0, ξ, t) in the Riemannian coordinates with center x˜0 ∈
D. Moreover, by the formula yi = ξit (1 ≤ i ≤ n) which is satisfied in the new
coordinate system, we have zs(0, ξ, t) = zs(0, ξ, 0) (1 ≤ s ≤ n). Therefore, it is
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easy to see that the functions ∂ξi∂xjz
s(0, ξ, t), ∂ξl∂ξi∂xjz
s(0, ξ, t), ∂ξi∂xj
.
z
k
(0, ξ, t),
∂ξi∂ξs∂xj
.
z
k
(0, ξ, t) (2 ≤ k ≤ n, 1 ≤ i, j, s, l ≤ n) are bounded on the set G for |ξ| ≤
1/2. This implies that the functions ∂ξi∂ξ1u(0, ξ), ∂ξi∂ξ1∂xju(0, ξ) (1 ≤ i, j ≤ n)
are bounded on the set G for |ξ| ≤ 1/2.
Now, let us prove the second assertion of the lemma. Since the unique solu-
tion to Problem (3.2)-(3.3) for ν0 = (1, 0, ..., 0) ∈ Rn is given by z (x, ν0, t) =
x + tν0, we obtain that
.
z
k (
x, ξ1, 0, t
)
= 0 for ξ′ = 0, 2 ≤ k ≤ n. Then by
(3.1), we have u(x, ξ1, 0) = ∂ξiu(x, ξ
1, 0) = 0 (1 ≤ i ≤ n) and ∂ξ1∂ξiu(x, ξ1, 0) =
∂ξ1∂ξi∂xju(x, ξ
1, 0) = 0 (1 ≤ i, j ≤ n). Hence, taking into account the last equal-
ities, the first conclusion of the lemma which we proved above and the analogous
formula to (4.2), we see that the functions
u(0, ξ1, ξ′), ∂ξiu(0, ξ
1, ξ′), ∂ξi∂xju(0, ξ
1, ξ′), ∂ξi∂ξ1u(0, ξ
1, ξ′), ∂xj∂ξi∂ξ1u(0, ξ
1, ξ′)
tend to zero in L2(R
1
ξ1
) as ξ′ → 0.
Lemma 5. Let the conditions of Lemmata 1 and 3 be satisfied. We set
û(0, η, ξ′) = p(0, η, ξ′)+
√−1q(0, η, ξ′). Then the functions p(0, η, ξ′), ∂xjp(0, η, ξ′),
∂ξkp(0, η, ξ
′), ∂xj∂ξkp(0, η, ξ
′), ηq(0, η, ξ′) tend to zero as ξ′ → 0 in L1(R1η) for
2 ≤ k ≤ n and 1 ≤ j ≤ n.
Proof. Since the Fourier transform is continuous in L2(R
1
ξ1
), by Lemma 4
the functions û(0, η, ξ′), ∂ξk û(0, η, ξ
′), ηû(0, η, ξ′), η∂ξk û(0, η, ξ
′), η∂xj û(0, η, ξ
′),
∂ξk∂xj û(0, η, ξ
′), η2∂xj û(0, η, ξ
′), η∂ξk∂xj û(0, η, ξ
′), 2 ≤ k ≤ n, 1 ≤ j ≤ n, tend
to zero in L2(R
1
η) as ξ
′ → 0. Then, since
∫ ∞
1
∣∣∂ξk∂xjp∣∣ dη ≤ (∫ ∞
1
η2
(
∂ξk∂xjp
)2
dη
) 1
2
(∫ ∞
1
1
η2
dη
) 1
2
,
∫ 1
0
∣∣∂ξk∂xjp∣∣ dη ≤ (∫ 1
0
(
∂ξk∂xjp
)2
dη
) 1
2
and ∫ ∞
1
η2
(
∂ξk∂xjp
)2
dη → 0,
∫ 1
0
(
∂ξk∂xjp
)2
dη → 0,
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we see that the functions ∂ξk∂xjp(0, η, ξ
′) tend to zero in L1(0,∞) as ξ′ → 0. By
the same argument, it can be proved that the function ∂ξk∂xjp(0, η, ξ
′) tends to
zero in L1(−∞, 0) as ξ′ → 0.
Similarly one can prove that the functions p(0, η, ξ′), ∂xjp(0, η, ξ
′), ∂ξkp(0, η, ξ
′),
ηq(0, η, ξ′) tend to zero in L1(R1η) as ξ
′ → 0.
6. THE PROOF OF THE MAIN RESULT
In this section, we prove Theorem 1. As it was noted in Section 3, the uniqueness
of the solution to Problem 1 follows from the uniqueness of the solution to Problem 2
in the class C50 (D). Therefore, we consider Problem 2 with homogeneous boundary
data below.
Proof of Theorem 1.
First we recall that û = p+
√−1q and Γijk(0) = 0. Then by (4.3) and (4.6), in
the new coordinates, we have
∂η∂x1q = −2piδ(η)
n∑
k,j=2
ajk (0) ξ
k
ξj +̥2, (6.1)
for x = 0, where ̥2 =
n∑
j=2
ξj∂xjp. By (6.1), we obtain
∂η
(
∂x1q(0, η, ξ
′
i)
)
= −2piδ (η) aii(0)ε2 + F2i(0, η, ξ′i), (6.2)
for ξ′ = ξ′i ∈ G′, 2 ≤ i ≤ n, where ξ′i = εξ′i(1), ξ′i(1) = (0, · · · , 0,︸ ︷︷ ︸
i−2
1, 0, · · · , 0) ∈ Rn−1,
ε > 0, ξ′ =
(
ξ2, ξ3, · · · , ξn) and F2i(0, η, ξ′i) = ε∂xip(0, η, ξ′i).
On the other hand, we know (e.g., Theorem 3.1.3 on p. 56 in Ho¨rmander [15])
Lemma 6. Let a function U(y) defined in an open set Y ⊂ R, belong to space
C1(Y/ {y0}) for some y0 ∈ Y and let a function V (y) coincide with dU (y)
dy
for
y 6= y0 and be integrable on some neighbourhood of y0. Then the limits
U(y0 ± 0) := lim
y→y0±
U(y)
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exist and
dU (y)
dy
= V (y) + (U(y0 + 0)− U(y0 − 0))δ (y0) .
Lemma 3 shows that (taking into account Remark 2) for fixed (0, ξ′) ∈ D × G′,
the functions U = ∂x1q and V = ̥2 satisfy the conditions of Lemma 6 for y0 = 0,
in where the variable y is replaced by η. Therefore, by (6.2) and Lemma 6, we
conclude that
U+q(0, ξ
′
i)− U−q(0, ξ′i) = −2piaii(0)ε2, (6.3)
where U±q(0, ξ′i) = ∂x1q
(
0,±0, ξ′i
)
.
On the other hand, from (6.2) by Lemmata 2 and 3, it is not difficult to obtain
U+q(0, ξ
′
i) = −
∞∫
0
F2i(0, η, ξ
′
i)dη, U−q(0, ξ
′
i) =
0∫
−∞
F2i(0, η, ξ
′
i)dη.
Consequently, we have
U+q(0, ξ
′
i)− U−q(0, ξ′i) = −ε
∞∫
−∞
∂xip(0, η, ξ
′
i)dη. (6.4)
By Lemma 5,
∞∫
−∞
∂xsp(0, η, 0)dη = 0, 1 ≤ s ≤ n,
and Lemmata 2, 3 and 5 yield
∂ξi∂xip ∈ L1
(
R
1
η
) ∩ L2 (R1η) ∩ C (∆ρη ×G′) , ρ = −1, 1.
Hence, for x = 0, the mean value theorem on interval [0, ε] (e.g., [13], p. 186)
implies that
∞∫
−∞
∂xip(0, η, ξ
′
i)dη = ε
∞∫
−∞
∂ξi∂xip(0, η, ξ
′
iθ1)dη, (6.5)
where θ1 ∈ (0, 1) is a constant depending on ξ′i. By using (6.5) in (6.4), we obtain
U+q(0, ξ
′
i)− U−q(0, ξ′i) = qi(0, ξ′i)ε2, (6.6)
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where
qi(0, ξ
′
i) = −
∞∫
−∞
∂ξi∂xi p(0, η, ξ
′
iθ1)dη.
Equalities (6.3) and (6.6) show that −2piaii(0) = qi(0, ξ′i), (2 ≤ i ≤ n). Then by
Lemma 5, we have qi(0, ξ
′
i)→ 0 as ξ′i → 0 and thus aii(0) = 0, (2 ≤ i ≤ n).
In order to complete the proof, let ξ′ij(1) = (0, · · · , 0︸ ︷︷ ︸
i−2
, 1, 0, · · · , 0︸ ︷︷ ︸,
j−i−1
1, 0, · · · , 0︸ ︷︷ ︸
n−j
) ∈
Rn−1, i 6= j, and ξ′ij = εξ′ij(1) ∈ G′. In this case, by aii (0) = 0, aij (0) = aji (0)
and (6.1), we have
∂η
(
∂x1q
(
0, η, ξ′ij
))
= −4piδ (η) aij(0)ε2 + F2ij
(
0, η, ξ′ij
)
(6.7)
for ξ′ = ξ′ij , where
F2ij(0, η, ξ
′
ij) = ε(∂xip(0, η, ξ
′
ij) + ∂xjp(0, η, ξ
′
ij))
and the indices i, j ∈ {2, ..., n} are fixed. Then, in the same way as above, equation
(6.7) and Lemma 6 yield
U+q(0, ξ
′
ij)− U−q(0, ξ′ij) = −4piaij(0)ε2, (6.8)
where U±q(0, ξ′ij) = ∂x1q
(
0,±0, ξ′ij
)
. From (6.7), by virtue of Lemmata 2, 3 we
have
U+q(0, ξ
′
ij) = −
∞∫
0
F2ij
(
0, η, ξ′ij
)
dη, U−q(0, ξ′ij) =
0∫
−∞
F2ij
(
0, η, ξ′ij
)
dη.
Hence,
U+q(0, ξ
′
ij)− U−q(0, ξ′ij) = −ε
∞∫
−∞
(∂xip(0, η, ξ
′
ij) + ∂xjp(0, η, ξ
′
ij))dη. (6.9)
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Recalling that (see Lemma 5)
∞∫
−∞
∂xmp(0, η, 0)dη = 0
(1 ≤ m ≤ n), by the mean value theorem on interval [0, ε] (e.g., [13], p. 186), we
obtain
∞∫
−∞
∂xsp(0, η, ξ
′
ij)dη = ε
∞∫
−∞
(∂ξi∂xsp(0, η, ξ
′
ijθ
s
1) + ∂ξj∂xsp(0, η, ξ
′
ijθ
s
1))dη,
where s = i, j; and 0 < θs1
(
ξ′ij
)
< 1. Then, by the last equality and (6.9), we have
U+q(0, ξ
′
ij)− U−q(0, ξ′ij) = qij(0, ξ′ij)ε2, (6.10)
where
qij(0, ξ
′
ij) = −
∞∫
−∞
(
∂ξi∂xip(0, η, ξ
′
ijθ
s
1) + 2∂ξj∂xip(0, η, ξ
′
ijθ
s
1) + ∂ξj∂xj p(0, η, ξ
′
ijθ
s
1)
)
dη.
Equalities (6.8) and (6.10) imply −4piaij (0) = qij
(
0, ξ′ij
)
. Then, by an argument
similar to the proof of the relation qi(0, ξ
′
i) → 0 as ξ′i → 0, we can prove that
qij(0, ξ
′
ij)→ 0 as ξ′i → 0, therefore, aij (0) = 0, (2 ≤ i, j ≤ n).
In fact, keeping in mind the change of variables x 7→ y (see the beginning of
Section 5), instead of aks(0), it suffices to consider a˜ks(0), and we have aks(0) =
a˜ks(0) = aij(x˜0) ∂ykx
i∂ysx
j
∣∣
y=0
, 2 ≤ k, s ≤ n.
Then from a˜ks(0) = 0 (2 ≤ k, s ≤ n), it follows that a˜ks(0) = Ais ∂ykxi
∣∣
y=0
=
0 for each 2 ≤ s ≤ n, where Ais = aij(x˜0) ∂ysxj
∣∣
y=0
. Since the Jacobian det
(∂ysx
j) 6= 0, we have Ais = 0 for 2 ≤ i, s ≤ n and so aij(x˜0) = 0 for 2 ≤ i, j ≤ n.
Since x˜0 ∈ D is arbitrary, we obtain aij = 0 for 2 ≤ i, j ≤ n in the domain D.
Hence the proof of theorem 1 is completed.
17
7. APPENDIX
In this section, we prove Lemmata 1-3. For the sake of simplicity, we set
I(x, ξ) := Iij(x, ξ)
in (4.1) after fixing the indices i, j ∈ {2, ..., n} .
Proof of Lemma 1. Similarly to (5.3), we recall that the last integral in (4.2)
is considered on the finite interval [0, d0]. Due to the condition gij ∈ C6(D), it
follows from the theory of ordinary differential equations that the solution z(x, ν, t)
of Problem (3.2)-(3.3) belongs to the space C5(Ω(d0)), where we recall that Ω (d0) =
{(x, ν, t) |x ∈ D, ν ∈ Sn(x), t ∈ [0, d0]} and Sn(x) is the unit sphere with the metric
g around x ∈ D. Hence, taking into account the conditions b ∈ C5 (Rn) , ξ ∈ G,
ξ′ 6= 0 and equality (4.2), it follows that ∂βξ I, ∂βξ ∂xsI ∈ C(Ω) for 0 ≤ |β| ≤ 4,
1 ≤ s ≤ n.
In order to prove the second assertion of Lemma 1, we investigate the behavior of
|ξ| .zk (x, ν, τ ) and its derivatives with respect to ξj when ξ1 −→∞, where 1 ≤ j ≤ n
and 2 ≤ k ≤ n.
Let ξ1 = 1/µ. Then the vector ν = ξ/ |ξ| ∈ Sn(x) tends to ν0 = (1, 0, ..., 0) ∈ Rn
as ξ1 −→ +∞, (i.e. as µ −→ +0). Therefore, as it is known from the theory of ordi-
nary differential equations ([27]), the unique solution of Problem (3.2)-(3.3) tends to
the solution z
(
x, ν0, t
)
in C2[0, d0] as µ −→ +0. Since the metric g = (gij) is given
in the semi-geodesic coordinates (then Γ11s = Γ
s
11 = 0, 1 ≤ s ≤ n) and the solution of
Problem (3.2)-(3.3) is unique, we have z
(
x, ν0, t
)
=
(
z1
(
x, ν0, t
)
, ..., zn
(
x, ν0, t
))
,
where z1
(
x, ν0, t
)
= x1+t, zk
(
x, ν0, t
)
= xk,
.
z
(
x, ν0, t
)
= (1, 0, · · · , 0), .z1 (x, ν0, t) =
1,
.
z
k (
x, ν0, t
)
= 0, 2 ≤ k ≤ n.
For ξ1 = 1/µ > 0, we have
|ξ| .zk
(
x,
ξ1
|ξ| , · · · ,
ξn
|ξ| , t
)
=
1
µ
∣∣ξ′∣∣
µ
.
z
k
(
x,
1∣∣ξ′∣∣
µ
,
µξ2∣∣ξ′∣∣
µ
, · · · , µξ
n∣∣ξ′∣∣
µ
, t
)
, (A.1)
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where ∣∣ξ′∣∣
µ
=
(
1 + µ2
n∑
2
gijξ
iξj
)1/2
.
Hence, if x ∈ D, (ξ2, ..., ξn) ∈ G′, t ∈ [0, d0] are fixed, then applying the mean
value theorem (e.g., [13], p.186) to the function
.
z
k
(
x, 1|ξ′|θ ,
θξ2
|ξ′|θ , · · · ,
θξn
|ξ′|θ , t
)
with
respect to θ on the interval [0, µ] , from the equality
.
z
k (
x, ν0, t
)
= 0 for 2 ≤ k ≤ n,
we have
.
z
k
(
x,
1∣∣ξ′∣∣
µ
,
µξ2∣∣ξ′∣∣
µ
, · · · , µξ
n∣∣ξ′∣∣
µ
, t
)
= µ∂µ
0
.
z
k
, 0 < µ0 < µ ≤ 1, 2 ≤ k ≤ n, (A.2)
where ∂µ
0
.
z
k
is the derivative of the function
.
z
k
(
x, 1|ξ′|θ ,
θξ2
|ξ′|θ , · · · ,
θξn
|ξ′|θ , t
)
with re-
spect to θ at a point θ = µ0. It is worth to note here that
.
z
1 (
x, ν0, t
)
= 1 and
equality (A.2) is not valid for k = 1.
Since
.
z
k
(x, ν, t) ∈ C5(Ω(d0)) and
(
1
|ξ′|µ ,
µξ2
|ξ′|µ , · · · ,
µξn
|ξ′|µ
)
∈ Sn(x), the function
∂µ
.
z
k
(
x, 1|ξ′|µ ,
µξ2
|ξ′|µ , · · · ,
µξn
|ξ′|µ , t
)
is bounded on Ω (d0). Here we note that Ω (d0) is
closed and bounded. Therefore, by (A.1) and (A.2), since the vector ν = ξ/ |ξ| ∈
Sn(x) tends to ν0 = (1, 0, ..., 0) ∈ Rn as ξ1 −→ +∞, we have
∣∣∣ |ξ| .zk (x, ν, t)∣∣∣ ≤ K1, (A.3)
for 2 ≤ k ≤ n in the set Ω, where K1 > 0 is independent of (x, ξ) ∈ D × G,
but depends on the norm of the vector function
.
z (x, ν, t) in C1 (Ω (d0)) and the
diameter of G′. In the same way as above, we can prove the last inequality for the
case ξ1 −→ −∞.
It is not difficult to verify the following equalities
∂ξ1
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
=
ξ1
|ξ|2
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
+ |ξ|
− n∑
j=1
∂νj
.
z
k ξ
jξ1
|ξ|3 +
1
|ξ|∂ν1
.
z
k
 , (A.4)
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∂ξi
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
=
1
|ξ|2
n∑
j=2
gijξ
j
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
+ |ξ|
− n∑
s=1
(
∂νs
.
z
k
) 1
|ξ|3 ξ
s
n∑
j=2
gijξ
j +
1
|ξ|∂νi
.
z
k
 , (A.5)
∂2ξ1
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
=
1
|ξ|
.
z
k − (ξ
1)2
|ξ|3
.
z
k −
n∑
j=2
ξj
|ξ|2 ∂ν
j
.
z
k − 2 ξ
1
|ξ|2 ∂ν
1
.
z
k
+2ξ1
n∑
j=1
ξjξ1
|ξ|4 ∂ν
j
.
z
k
+
ξ1
|ξ|2
 n∑
j=1
−ξjξ1
|ξ|2 ∂ν
j
.
z
k
+ ∂ν1z
k

n
+
∑
j=1
ξjξ1
|ξ|3
(
n∑
i=1
ξiξ1
|ξ|2 ∂ν
i∂νj
.
z
k − ∂νj∂ν1 .zk
)
−
n∑
j=1
ξjξ1
|ξ|3 ∂ν
1∂νj
.
z
k
+
1
|ξ|∂
2
ν1
.
z
k
, (A.6)
∂ξi∂ξ1
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
= − ξ
1
|ξ|3 (
n∑
j=2
gijξ
j)
.
z
k −
 n∑
j=1
.
z
k
νj
ξjξ1
|ξ|4
 n∑
j=2
gijξ
j

+
.
z
k
νi
ξ1
|ξ|2 + 2
 n∑
j=1
.
z
k
νjξ
jξ1
 1
|ξ|4
n∑
j=2
gijξ
j

− .zkνi
ξ1
|ξ|2 +
n∑
j=1
ξjξ1
|ξ|3
(
n∑
m=1
.
z
k
νjνm
1
|ξ|2 ξ
m
n∑
s=2
gisξ
s − .zkνiνj
)
−
n∑
j=1
.
z
k
νjν1
1
|ξ|3 ξ
j
n∑
j=2
gijξ
j +
1
|ξ|
.
z
k
νiν1 , (A.7)
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where 2 ≤ i ≤ n, ν = ξ|ξ| . In addition, we have
∂ξi∂ξj
(
|ξ| .zk
(
x,
ξ
|ξ| , t
))
=
gij
|ξ|
.
z
k − 1|ξ|3
(
n∑
r=2
gjrξ
r
)(
n∑
r=2
girξ
r
)
.
z
k
− 1|ξ|2
(
n∑
r=2
gjrξ
r
)(
n∑
s=1
(
∂νs
.
z
k
) 1
|ξ|2
(
ξs
n∑
r=2
girξ
r
)
− ∂νi .zk
)
−
(
∂νi
.
z
k
) 1
|ξ|2 (
n∑
r=2
gjrξ
r)−
n∑
s=1
(
∂νs
.
z
k
) ξsgij
|ξ|2
+
2
|ξ|4
(
n∑
r=2
gjrξ
r
)(
n∑
s=1
(
∂νs
.
z
k
)
ξs
(
n∑
r=2
gjrξ
r
))
+
n∑
s=1
1
|ξ|3 ξ
s(
n∑
r=2
girξ
r)
(
n∑
m=1
(
∂νm∂νs
.
z
k
) 1
|ξ|2 ξ
m
n∑
r=2
girξ
r − ∂νs∂νi .zk
)
− 1|ξ|3
(
n∑
r=2
girξ
r
)
n∑
m=1
ξm∂νm∂νj
.
z
k
+
1
|ξ|∂νj∂νi
.
z
k
, (A.8)
where 2 ≤ i, j ≤ n. Since .zk ∈ C5 (Ω (d0)) and the set G′ is bounded and closed,
by (A.3)-(A.8), it is easy to see that
∣∣∣|ξ||α|−1 ∂αξ (|ξ| .zk)∣∣∣ ≤ K2, 1 ≤ |α| ≤ 4, (A.9)
in Ω, where K2 > 0 is independent of (x, ξ) ∈ (D × G). In (A.9), K2 depends
on the norm of the vector function
.
z (x, ν, t) in the space C5 (Ω (d0)) and on the
Euclidean distance between G′ and 0 ∈ Rn−1 (0 /∈ G′) and the Euclidean diameter
of G′. Moreover, the following inequalities are valid in Ω:
∣∣∣∣|ξ||α|+1 ∂αξ ( 1|ξ|
)∣∣∣∣ ≤ K3, ∣∣∣|ξ||α| ∂αξ (b(z))∣∣∣ ≤ K4, (A.10)
for 0 ≤ |α| ≤ 4, where K3, K4 depend on the same parameters as K2 in (A.9).
Consequently, by the differentiation of an integral with respect to a parameter,
the boundedness of the functions |ξ| .zk, ∂ξj
(
|ξ| .zk
)
and relations (A.9) - (A.10),
we complete the proof of the second assertion of Lemma 1.
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Proof of Lemma 2. By (ii-c) of Lemma 1, we have
ξ1∂rξ1
(
∂β
′
ξ′ I
)
, ξ1∂rξ1
(
∂β
′
ξ′ ∂xj I
)
∈ L1
(
R
1
ξ1
)
∩ L2
(
R
1
ξ1
)
, r + |β′| = 4, 0 ≤ r ≤ 4
for fixed x ∈ D and ξ′ ∈ G′ (ξ′ 6= 0). Then, in view of (i) of Lemma 1, (A.3)-(A.8)
and the properties of the Fourier transform, we have
ηr∂β
′
ξ′ ∂η Î , η
r∂β
′
ξ′ ∂η∂xj Î ∈ C
(
D × R1η ×G′
) ∩ L2 (R1η) , (A.11)
where r +
∣∣β′∣∣ = 4, 0 ≤ r ≤ 4, that is, (iii) of Lemma 2 is proved.
Assertion (ii) of Lemma 2 is proved by using (i) and (ii-b) of Lemma 1.
By (i) and (ii-c) of Lemma 1, we have
∂rξ1
(
∂β
′
ξ′ I
)
, ∂rξ1
(
∂β
′
ξ′ ∂xj I
)
∈ L1
(
R
1
ξ1
)
∩ L2
(
R
1
ξ1
)
for r +
∣∣β′∣∣ = 4 and 0 ≤ r ≤ 4, x ∈ D and ξ′ 6= 0,∈ G′. The last relations and (i)
of Lemma 1 show that
ηr∂β
′
ξ′ Î , η
r∂β
′
ξ′ ∂xj Î ∈ C
(
D × R1η ×G′
) ∩ L2 (R1η) , (A.12)
consequently,
∂β
′
ξ′ Î , ∂
β′
ξ′ ∂xj Î ∈ C
(
D ×∆ρη ×G′
)
, (A.13)
for
∣∣β′∣∣ ≤ 4. The first assertion of Lemma 2 is ensured by (ii-a) of Lemma 1, (A.12)
and (A.13).
Proof of Lemma 3. We examine equation (4.6) as a differential equation for
the function ∂ηq. Then, in view of the characteristics, we can rewrite (4.6) as
d
ds
x1 = 1,
d
ds
ξk = −2
n∑
j=2
Γk1jξ
j ,
d
ds
(∂ηq) = ̥2, k = 2, 3, ..., n. (A.14)
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By Lemma 2 we have
∂β
′
ξ′ ̥2, ∂
β′
ξ′ ∂xj̥2 ∈ C
(
D ×∆1η ×G′
) ∩ L2 (∆1η) , (A.15)
for 0 ≤
∣∣β′∣∣ ≤ 2, 1 ≤ j ≤ n. Thus it follows from equalities (4.7), (A.14) and (A.15)
that
∂ηq(x, η, ξ
′) =
∫ x1
x1
0
̥2
(
τ, x′, η, ζ′(τ , ξ′)
)
dτ , (A.16)
where x10 is the first component of the boundary point (x
1
0, x
′) ∈ ∂D and the first
component of (x1, x′) ∈ D satisfies x1 > x10. In (A.16), the components of the
vector ζ′(τ , ξ′) = (ζ2(τ , ξ′), ..., ζn(τ , ξ′)) satisfy the system of differential equations
d
dτ
ζk = −2
n∑
j=2
Γk1jζ
j , 2 ≤ k ≤ n
with the initial condition ζ′(x1) = ξ′. Moreover, the uniqueness of the solution of
this Cauchy problem with the condition ζ′(x1) = ξ′ 6= 0 implies that ζ ′(τ , ξ′) 6= 0,
τ ∈ [x10, x10 + d0] , x10 ≤ x1 ≤ x10 + d0.
Since the function ̥2
(
x, η, ξ′
)
is zero outside D and the straight lines in Rnx
which are paralel to the coordinate axis ox1 are geodesics of the metric (gij) , the
integral in (A.16) is taken on the finite interval (x10, x
1
0+d0), where d0 is the diameter
of the bounded domain D. On the other hand, by (4.2), (A.9), (A.10) and Lemma
1, we see that the integral
∫ +∞
−∞ u
2(x, ξ)dξ1 converges uniformly with respect to the
parameters (x, ξ′) ∈ D ×G′ and is continuous on D ×G′. Then by the Plancherel
equality
2pi
∫ +∞
−∞
u2(x, ξ)dξ1 =
∫ +∞
−∞
∣∣û(x, η, ξ′)∣∣2 dη,
the integrals ∫ +∞
0
q2(x, η, ξ′)dη,
∫ +∞
0
p2(x, η, ξ′)dη
are continuous on D ×G′.
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In addition, by (4.2), (A.9) and (A.10), the integrals
∫ +∞
−∞
(∂βξ u(x, ξ))
2dξ1,
∫ +∞
−∞
(∂βξ ∂xj u(x, ξ))
2dξ1
converge uniformly with respect to the parameters (x, ξ′) ∈ D×G′ and are contin-
uous on D × G′ for |β| ≤ 3, 1 ≤ j ≤ n. Then, by similar arguments as above one
can prove that the integrals
∫ +∞
0
(∂β
′
ξ′ q(x, η, ξ
′))2dη,
∫ +∞
0
(∂β
′
ξ′ p(x, η, ξ
′))2dη,
∫ +∞
0
(∂β
′
ξ′ ∂xjq(x, η, ξ
′))2dη,
∫ +∞
0
(∂β
′
ξ′ ∂xjp(x, η, ξ
′))2dη
are continuous on D ×G′ for
∣∣β′∣∣ ≤ 3. Therefore the integrals
∫ +∞
0
(∂β
′
ξ′ ̥2(x, η, ξ
′))2dη,
∫ +∞
0
(∂β
′
ξ′ ∂xj̥2(x, η, ξ
′))2dη
are continuous on D ×G′ for ∣∣β′∣∣ ≤ 2.
On the other hand, by (A.16), we have
q2η ≤ (x1 − x10)
∫ x1
x1
0
̥
2
2
(
τ , x′, η, ζ ′(τ , ξ′)
)
dτ . (A.17)
Since the function ∫ +∞
0
̥
2
2
(
x, η, ξ′
)
dη
is continuous with respect to the parameters (x, ξ′) ∈ D×G′ and D, G′ are closed
and bounded, we can conclude that there exists an integral
∫ x1
x1
0
(∫ +∞
0
̥
2
2
(
τ , x′, η, ζ′(τ , ξ′)
)
dη
)
dτ
which is bounded by a number M > 0 which is independent of (x, ξ′). Then, from
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(A.17) by the Fubini-Tonelli theorem, we have
∫ N
0
(
∂ηq(x, η, ξ
′)
)2
dη ≤ d0
∫ N
0
(∫ x1
x1
0
̥
2
2
(
τ, x′, η, ζ′(τ , ξ′)
)
dτ
)
dη
= d0
∫ x1
x1
0
(∫ N
0
̥
2
2
(
τ, x′, η, ζ′(τ , ξ′)
)
dη
)
dτ
≤ d0M
for each N > 0. By analogous reasoning, from (A.16), one can prove that
∫ N
0
(∂β
′
ξ′ ∂ηq(x, η, ξ
′))2dη,
∫ N
0
(∂β
′
ξ′ ∂xj ∂ηq(x, η, ξ
′))2dη ≤ d0M1 (A.18)
for
∣∣β′∣∣ ≤ 2, where M1 > 0 is the maximum of the continuous functions
∫ x1
x1
0
(
∫ +∞
0
(∂β
′
ξ′ ̥2(τ , x
′, η, ζ′(τ , ξ′)))2dη)dτ
and ∫ x1
x1
0
(
∫ +∞
0
(∂β
′
ξ′ ∂xj̥2(τ , x
′, η, ζ′(τ , ξ′)))2dη)dτ
on D×G′. Inequalities (A.18) imply that ∂β′ξ′ ∂ηq, ∂β
′
ξ′ ∂xj ∂ηq ∈ L2
(
∆1η
)
for
∣∣β′∣∣ ≤ 2.
Moreover, taking into account Remark 2 after Lemma 2, from (A.11) we obtain
∂β
′
ξ′ ∂ηq(x, η, ξ
′), ∂β
′
ξ′ ∂xj ∂ηq(x, η, ξ
′) ∈ L1
(
∆1η
) ∩ C (D ×∆1η ×G′) .
In a similar manner, we can prove that
∂β
′
ξ′ ∂ηq(x, η, ξ
′), ∂β
′
ξ′ ∂xj ∂ηq(x, η, ξ
′) ∈ L1
(
∆−1η
) ∩ C (D ×∆−1η ×G′) .
Taking into account (4.5) and using arguments similar to the previous, it can be
shown that
∂β
′
ξ′ ∂ηp(x, η, ξ
′), ∂β
′
ξ′ ∂xj ∂ηp(x, η, ξ
′) ∈ L1
(
∆ρη
) ∩ L2 (∆ρη) ∩ C (D ×∆ρη ×G′)
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for
∣∣β′∣∣ ≤ 2, ρ = −1, 1.
Finally, from the foregoing relations we can write
∂β
′
ξ′ ∂ηû, ∂
β′
ξ′ ∂xj∂ηû ∈ L1
(
∆ρη
) ∩ L2 (∆ρη) ∩ C (D ×∆ρη ×G′)
for
∣∣β′∣∣ ≤ 2, 1 ≤ j ≤ n. Then the equality
∂β
′
ξ′ q(x, η, ξ
′) = −
∫ ∞
η
∂β
′
ξ′ ∂τq(x, τ , ξ
′)dτ (A.19)
holds, from which we have
∂β
′
ξ′ q(x,+0, ξ
′) = −
∫ ∞
0
∂β
′
ξ′ ∂τq(x, τ , ξ
′)dτ (A.20)
for the point (x, ξ′) ∈ D ×G′. By virtue of (A.18)-(A.20), we obtain
∣∣∣∂β′ξ′ q(x, η, ξ′)− ∂β′ξ′ q(x,+0, ξ′)∣∣∣2 = ∣∣∣∣∫ η
0
∂β
′
ξ′ ∂τq(x, τ , ξ
′)dτ
∣∣∣∣2
≤ η
∫ η
0
(∂β
′
ξ′ ∂τq(x, τ , ξ
′))2dτ
≤ ηd0M1.
Therefore, the function ∂β
′
ξ′ q(x, η, ξ
′) tends to ∂β
′
ξ′ q(x,+0, ξ
′) uniformly with respect
to the parameters (x, ξ′) ∈ D × G′ as η → +0. Consequently, ∂β′ξ′ q(x,+0, ξ′) ∈
C (D ×G′), since the function ∂β′ξ′ q(x, η, ξ′) ∈ C (D ×G′) for η > 0. Analogously,
one can prove that the functions ∂β
′
ξ′ ∂xjq(x,+0, ξ
′), ∂β
′
ξ′ p(x,+0, ξ
′), ∂β
′
ξ′ ∂xjp(x,+0, ξ
′),
∂β
′
ξ′ q(x,−0, ξ′), ∂β
′
ξ′ ∂xjq(x,−0, ξ′), ∂β
′
ξ′ p(x,−0, ξ′), ∂β
′
ξ′ ∂xjp(x,−0, ξ′) belong to the
space C (D ×G′) for
∣∣β′∣∣ ≤ 2, 1 ≤ j ≤ n.
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