A novel recursive algorithm for identification of Hammerstein structures is developed. The linear and nonlinear parameters are separated and estimated recursively in a parallel manner, but each updating algorithm employs the estimation produced by the other at the previous time instant. Hence, it is termed the Alternately Recursive Least Square (ARLS) algorithm. When compared with Recursive Least Squares (RLS) algorithm applyed to the over-parametric representations of the Hammerstein structure, ARLS demonstrated superior performance over extensive numerical simulations.
INTRODUCTION
Hammerstein structures consist of a memoryless nonlinear block followed by a linear dynamic system. When viewed as an extension of a linear system, this structure can be interpreted as a linear-in-parameter model, e.g., by means of an overparametrization technique [Bai, 1998] , so that it inherits properties of well-researched linear system identification. Meanwhile, the presence of the static nonlinearity allows it to describe a much wider range of dynamics than those representable by purely linear models. Moveover, it has advantages over the general nonlinear models in practical issues such as computational time and initial parameter estimation, if the real process fits into this particular structure. Therefore, Hammerstein structures have received considerable attention and have been used in various areas to, for example, model chemical [Sung, 2002] , biological [Dempsey and Westwick, 2004, Le et al., 2010] and electrical [Wang et al., 2009] processes.
There are many identification methods applicable to Hammerstein models and in general they can be divided into seven categories: over-parametrization methods [Bai, 1998 ], subspace identification methods [Gomez and Bayens, 2005] , stochastic methods [Greblicki, 1996] , relay feedback methods [Sung, 2002] , blind methods [Wang et al., 2009] , separable least squares algorithms [Dempsey and Westwick, 2004] , iterative algorithms [Liu and Bai, 2007, Le et al., 2010] .
However, in many cases it is necessary to have a model available on-line in order to allow decisions to be made during the operation of the system, e.g., in adaptive control. This allows tracking of variations when the systems are time-varying. Thus, recursive identification is addressed in this paper. Unfortunately, only a few of the existing identification methods are recursive, derived from their batch identification counterparts and can be divided into three categories.
The first category is the recently developed recursive subspace identification method by [Bako et al., 2009] . Firstly, the Markov parameters of the over-parametric Hammerstein model are estimated by least squares support vector machines (LS-SVM) regression, and then a propagator-based subspace identification method is used to recursively estimate the system statespace model matrices from these parameters. The developed algorithm is demonstrated using numerical simulations, even considering a slowly time-varying system. However, this procedure does not have sparsity due to the LS-SVM model, and the resulting computational load makes it infeasible for realtime implementation.
The second category comprises stochastic approximation [Greblicki, 2002] where the algorithms with expanding truncations are developed for recursive identification of Hammerstein systems. Two major issues with this method are the rather slow rates of convergence, and the lack of information on how to select the optional parameters to tackle problems from different areas.
The third category is Recursive Least Squares (RLS) or Extended Recursive Least Squares (ERLS). The RLS algorithm is a well known method for recursive identification of linearin-parameter models and if the data is generated by correlated noise, the parameters describing the model of the correlation can be estimated by ERLS. Here, a typical way to use these two algorithms is to treat each of the cross-product terms in the Hammerstein system equations as an unknown parameter. This procedure, which results in an increased number of unknowns, is usually referred to as the over-parameterization method. After this step, the RLS or ERLS method can be applied [Boutayeb et al., 1996] .
Although this method is the most promising technique since it is simple to implement and the only one with real applications [Chia et al., 1991] , it suffers from the two problems due to its derivation: The first one is the so-called dimension problem. When the dimensions of the parameter vectors of the nonlinearity and linear subsystem increase, the number of the extra unknown parameters to be estimated in the overparametric linear system increases very quickly. As a result, the performance may decrease sharply. The second problem is an implicit rank constraint. Usually, the RLS algorithm is applied directly to a generalized difference equations. However, the model has a specialty that is often ignored, that is, the newly defined parameter vector or matrix should have a rank constraint. Consequently, the performance is unsatisfactory.
A new algorithm is therefore developed in this paper for recursive identification of Hammerstein structures, which avoids over-parameterization by splitting the model into nonlinear and linear components, where each is identified independently using a parallel implementation. The leading RLS method is also implemented here and compared with the new method in the numerical examples.
The paper is organized as follows. In Section 2, the system description is presented, and the recursive identification problem is discussed. In Section 3, the procedure of applying RLS to Hammerstein structures is examined in detail and the new algorithm is introduced using two steps for the linear and nonlinear parts individually. In Section 4, the two recursive algorithms are compared using the numerical simulations, together with their offline counterparts.
PROBLEM STATEMENT
Consider the discrete-time SISO Hammerstein model, shown in Fig. 1 .
The linear block is represented by the ARX model:
where
(3) q −1 is the delay operator and n, l and d are the number of zeros, poles and the time delay order, respectively. The parameters n, l and d are assumed to be known. The nonlinearity is represented by a sum of the known nonlinear function f 1 , f 2 , . . . , f m and a bias:
The considered identification problem is:
TWO RECURSIVE ALGORITHMS

RLS Algorithm
The well-known RLS algorithm will be considered first, where in order to make the model linear in parameters, overparameterization of the Hammerstein structure is required. Then RLS is employed to recursively estimate the new parameter vector and, in the second step, Singular Value Decomposition (SVD) is used to recover the original parameters.
(1) Over-parameterization Multiplying both sides of the difference equation (1) by A(q) and rearranging the terms gives
. . .
Then through the definition of the regressor φ as a combination of the past outputs and known nonlinear functions of the past inputs
and the new parameter vector θ as
and
y(k) can be expressed as linear in the new parameters
Note that for the constant term in the nonlinearity, only one term is used in the φ vector as the last entry in (7) and the parameters of constant items are merged into δ in (10). The RLS algorithm can now be applied as follows.
(2) RLS algorithm
With the assumption of a slowly time-varying system, a forgetting factor λ , 0 < λ ≤ 1 is introduced. This parameter weights the most recent data at unity, and data that is n time units old at λ n .
The minimization criterion is
and the RLS algorithm for minimization of V (θ , k) over θ is given by the following equations:
(3) Recover linear and nonlinear parameters After each time instant, the new parameter vector is updated using (13) and (14) and the estimated parameter vectorθ can be separated into the following three segments:θ
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Then putting every m elements in a row successively will generate a (n + 1) × m matrix, denoted asΘ
Note that in the absence of noisê
so thatΘ ′ bβ (k) has rank equal to one. In the presence of noise, however, the estimated parametersγ i j (k) need not form a rank-1 matrixΘ
is approximated by a rank-1 matrix, which gives the estimated linear parametersb i and estimated nonlinear parametersβ j . The rank-1 approximation is achieved by computing the SVDθ
(20) where U 1 and V 1 are the first columns of U and V , respectively, and S 1 is the first singular value. Finally,
and the nonlinear and linear parameter vectors are recovered asθ
respectively.
ARLS Algorithm
This method derives from [Le et al., 2010] in which two iterative algorithms were developed for Hammerstein systems with different noise models, and in each case nonlinear and linear parameters were alternately optimized by different projection algorithms. Focus is applied to the one with simpler implementation and faster computation time. Since the algorithm involved least squares optimization, it is natural to extend it to the online case through application of RLS. By invoking certain approximations, this algorithm can be implemented recursively as follows:
• Recursive identification of linear parameters As described in [Le et al., 2010] , the parameters of the ARX model can be separated into linear and nonlinear parameter vectors
Assuming that the nonlinear parameter vector θ n is known at the kth time instant, y(k) can be expressed as a function of linear parameters
A forgetting factor λ l is used in the recursive least squares algorithm to minimize the criterion
(27) where the nonlinear parameter vector is approximated by the estimated value at the previous time instant k − 1.
The recursive algorithm for the linear parameter vector
• Recursive identification for the nonlinear parameter vector As in the linear case, it is first assumed that the linear parameter vector θ l is known. Hence, at the kth time instant,
In order to recursively update the nonlinear parameter vector, the linear parameter vector is approximated by the estimated value from the previous time instant, resulting in the recursive least squares criterion 
The recursive algorithm for the nonlinear parameter vector is
Initial values for the two algorithms
• RLS The initial values for the RLS are θ and P, which are calculated using several initial samples by the batch least squares algorithm. The number of samples is decided by the dimension of φ in order to obtain the unique solution.
(37) where
The matrix Φ may become singular or poorly conditioned and hence possible problems with computing its inverse. Consequently, a regularization is applied, in which case (36) and (37) become
(39) The regularization parameter δ is chosen to be small, say δ = 10 −2 − 10 −4 , compared to the magnitude of the elements of Φ.
• ARLS For ARLS, the initial values are θ l , θ n , P l and P n . The initial values for θ l and θ n are found by applying rank-1 approximation, and then calculating Φ l and Φ n , where
The initial values for P l and P n are therefore
and again regularization may be applied to avoid illconditioning.
SIMULATION STUDY
The two techniques are now compared in simulation across a number of criteria. Comparison is also made with their offline counterparts, which are the over-parametrization method combined with least square algorithm, denoted as LS, and the first iterative algorithm, developed in [Le et al., 2010] .
Numerical Example
The numerical example in [Boutayeb et al., 1996] is used, as it is highly relevant to the work reported in this paper
(40)
The input signal used in [Boutayeb et al., 1996 ] is a zero mean white noise sequence, which is widely employed in recursive identification to guarantee persistent excitation. However, it is unsuitable in some real situations such as the electrical stimulation applied to the stroke patients' impaired arm in [Le et al., 2010] , and will therefore be exchanged for a half cosine wave signal. In order to guarantee persistent excitement, the diminishing excitation technique [Chen and Guo, 1991 ] has been applied:
where u d (k) is the designed input and ε(k) is a bounded random sequence with τ > 0 sufficiently small. The added measurement noise v(k) is zero mean white noise such that the Signal-toNoise Ratio
is equal to 10, 5 or 2. Here y sig =
B(q)
A(q) w(k) is the noise-free output signal, y noi = 1 A(q) v(k) is the correlated noise and var(·) the population variance of a finite-size sequence,
The input signals and the corresponding output signals with SNR=5 are given in Fig. 2 . 
Results
The two recursive algorithms, RLS and ARLS, are compared in terms of the following three aspects:
(1) Error norm The error norm is the normalized error between the true values and the estimated values of the linear and nonlinear parameters, which is defined as:
The recursive algorithms, together with their associated offline batch implementations, have been performed on 100 independent trials using different noise levels. The mean error norms of the updated parameter values at each time instant from the two recursive algorithms are traced in Fig. 3 and compared with the reference lines, that is, the mean error norms after 2000 samples from the two batch algorithms, LS and Iterative algorithm.
Also the mean and standard deviation of the error norms after 2000 samples for 100 independent trials using different noise levels are listed in Table. 1. (2) Convergence of parameter estimates In order to show how fast the estimated values of the parameters converge to the true values, Fig. 4 plots the mean values of the updated nonlinear parameters for 100 independent trials using different noise levels. (46) where the coefficient of the term of the second degree changes from -4.8 to -5.1, which is such a slight change that it cannot be observed from the output plot.
The convergence plots for the nonlinear parameter estimates from the two recursive algorithms are compared in Fig. 5(a) where λ = 0.9993 is chosen for RLS and λ l = 1 and λ n = 0.9993 for ARLS, and also the plot from ARLS has been magnified to show more clearly that the estimates converge to the true values after 5000 samples in Fig. 5(b) .
Discussion
The ARLS is superior to RLS across all the simulation criteria, especially in the noisy environment. In a low noise level, such as SNR=10, RLS performs comparably well with ARLS, see Fig. 3(a) , 4(a) and the first row in Table 1 . However, when the measurements are more significantly contaminated by noise, such as SNR=5 or even 2, RLS takes a long time or even fails to converge to the true value. In this situation, ARLS can still keep the error norm at a lower level than RLS and even close to the iterative algorithm which takes several iterations to optimize the parameters, illustrated by Fig. 3(b) , 3(c), 4(b), 4(c) and the last two rows in Table 1 .
The reason for these conclusions is that the estimates from the non-recursive algorithm that derives RLS, are already poor compared with the iterative algorithm, as highlighted by the fourth and fifth columns in Table 1 . This is also reflected in [Bai, 2006] , where the over-parametrization method shows sensitivity to noise, when compared with the iterative and numerical methods. Hence, after calculation in a recursive fashion, the estimates from RLS are likely to be the same or inferior to those from LS which uses all the data for estimation. The iterative algorithm generates the best error norm for 2000 samples data. By avoiding parameterization through a parallel recursive structure, ARLS confirms substantial improvement relative to RLS, but cannot quite match the offline iterative algorithm.
When tested with a time-varying system, where the true model parameter is slightly changed from its nominal value, the RLS estimates suffer a larger oscillation after the change and even fail to converge to the true values, as illustrated in Fig. 5(a) , but ARLS can still converge to the true model parameters after 9000 samples, see Fig. 5(b) .
CONCLUSIONS
A novel recursive identification algorithm, ARLS, has been developed for Hammerstein structures. By separating parameters, the linear and nonlinear components are estimated recursively in a parallel manner using their own information states and updating algorithms. RLS is the most promising alternative in the literature. However, due to ignorance of the rank constraint in the over-parametric vector, the performance is not satisfactory, especially in noisy environments. The proposed ARLS can overcome this problem and has been shown to outperform the RLS in numerical simulations. 
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