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Abstract
Let r ≥ 3 be an integer such that r− 2 is a prime power and let H be a connected graph on n
vertices with average degree at least d and α(H) ≤ βn, where 0 < β < 1 is a constant. We prove
that the size Ramsey number
R̂(H ; r) >
nd
2
(r − 2)2 − C√n
for all sufficiently large n, where C is a constant depending only on r and d. In particular, for
integers k ≥ 1, and r ≥ 3 such that r − 2 is a prime power, we have that there exists a constant
C depending only on r and d such that R̂(P kn ; r) > kn(r − 2)2 − C
√
n − (k2+k)
2
(r − 2)2 for all
sufficiently large n, where P kn is the kth power of Pn. We also prove that R̂(Pn, Pn, Pn) < 764.1n
for sufficiently large n. This result improves some results of Dudek and Pra lat (SIAM J. Discrete
Math., 31 (2017), 2079–2092 and Electron. J. Combin., 25 (2018), no.3, # P3.35).
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1 Introduction
For a graph G, we use V (G) and E(G) to denote its vertex set and edge set, respectively. Denote
|E(G)| = e(G) and |V (G)| = v(G). For a vertex v in V (G), the degree of v is denoted by dG(v), which
is the number of vertices of G that adjacent to v. We write KN for a complete graph on N vertices.
For a subset I ⊆ V (G), we say I is an independent set if any two vertices of I are not adjacent. The
independence number of G, denoted α(G), is the order of the largest independent set in G.
Given a graph graphs G, H and a positive integer r, the Ramsey number R(H ; r) of H is the
smallest number N such that any r-coloring of E(KN ) contains a monochromatic copy of H . Instead
of minimizing the number of vertices, one can minimum number of edges. This naturally leads to
the size Ramsey number R̂(H ; r) introduced by Erdo˝s, Faudree, Rousseau and Schelp [16]. The size
Ramsey number R̂(H ; r) is the minimum integer m such that there exists a graph G on m edges such
that every coloring of the edges of G with r colors yields a monochromatic copy of H . When r = 2,
we denote R̂(H) instead by R̂(H ; r) for short.
Note that we have the trivial upper bound R̂(H ; r) ≤ (R(H;r)2 ) for any graph H . When H is com-
plete graph, Erdo˝s, Faudree, Rousseau and Schelp [16] proved that R̂(Kn) =
(
R(Kn)
2
)
. In [17], Erdo˝s
proved that 160n
22n < R̂(Kn,n) <
3
2n
32n. For the two color size Ramsey number of the path Pn on n
vertices, Erdo˝s [18] offered 100 dollars for a proof or disproof that R̂(Pn))/n→∞ and R̂(Pn)/n2 → 0.
In 1983, Beck gained the 100 dollars prize by proving that R̂(Pn) < 900n for sufficiently large n. Alon
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and Chung [1] provided an explicit construction of a graph G with O(n) edges such that G→ Pn. Af-
ter many successive improvements ( [5,13]) for the lower bound, [3,4,12,13,25] (for the upper bound)
the state of the art is (3.75 − o(1))n ≤ R̂(Pn) ≤ 74n. For any r ≥ 2 colors, Dudek and Pra lat [14]
proved R̂(Pn; r) ≤ Cr2(log r)n. As for the lower bound, Dudek and Pra lat [13] proved that for any
r ≥ 2, R̂(Pn; r) ≥ (r+1)(r+2)4 n and then Krivelevich [23] proved that for r ≥ 3 and r − 2 is a prime
power, R̂(Pn; r) > (r − 2)2n − O(
√
n) for all sufficiently large n. Recently, Bal and DeBiasio [4]
improve on each of these results by proving the following:
R̂(Pn; r) ≥ max
{(
(r − 1)r
2
+ 2.75− o(1)
)
n, (q2 − o(1))n
}
for r ≥ 2, where q is the largest prime power such that q ≤ r − 1.
Moving away from paths, Beck [6] even asked if there is some constant c = c(∆) > 0 such that
R̂(G) ≤ cn for any graph G with n vertices and maximum degree at most ∆. Ro¨dl and Szemere´di [28]
proved that there exists positive constants c and α, and a graph G = (V,E) with |V | = n and
maximum degree △(G) = 3 such that R̂(G) ≥ cn(log2 n)α. The current best known upper bound for
the class of all graphs with constant maximum degree was due to Kohayakawa, Ro¨dl, Schacht and
Szemere´di [22]. For every graph G on n vertices of maximum degree d,
R̂(G) ≤ cn2−1/dlog1/dn.
For more results on the size Ramsey number of bounded degree graphs see [11, 15, 20, 21, 24, 29]. See
also [8, 9] for related results in a digraph setting.
Let us turn our attention to powers of bounded degree graphs. Let H be a graph with n vertices
and k ≥ 1 be an integer, the kth power of H , denote Hk, is the graph with vertex set V (H) where
distinct vertices u and v are adjacent iff the distance between them in H is at most k. Recently it was
proved that the 2-color size Ramsey number of powers of paths and cycles is linear [10]. This result
was extended to any fixed number r of colours in [19], i.e.,
R̂(P kn ; r) = O(n). (1)
Recently, (1) was extended to powers of bounded degree trees in [7].
In this paper, we prove a nontrivial lower bound of the multicolor size Ramsey numbers for graph
with bounded average degree and independence number. As a corollary, we give a nontrivial lower
bound on (1).
Theorem 1.1. Let r ≥ 3 be integer such that r− 2 is a prime power, and let H be a connected graph
on n vertices with average degree at least d and α(H) ≤ βn, where 0 < β < 1 is a constant. We have
R̂(H ; r) >
nd
2
(r − 2)2 − C√n
for all sufficiently large n, where C = C(r, d) is a constant depending only on r and d.
Recently, Han et al. [19] proved that the multicolor size Ramsey number of powers of paths P kn is
linear. Since their proof is based on the regularity lemma and so no specific constant is known. Based
on our main result above, we can give a specific lower bound for R̂(P kn ; r). Note that the average
degree of P kn is d(P
k
n ) =
2nk−k2−k
n . The following corollary is immediate from Theorem 1.1.
Corollary 1.1. Let r ≥ 3 be integer such that r − 2 is a prime power.
R̂(P kn ; r) > kn(r − 2)2 −
(k2 + k)
2
(r − 2)2 − C√n
for all sufficiently large n and k ≥ 2, where C = C(r, d) is a constant depending only on r and d.
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Figure 1: An affine plane of order q = 3.
Next, we give an upper bound for R̂(Pn, Pn, Pn) as follows, which is better than that by Dudek
and Pra lat [13, 14] and that by Krivelevich [23].
Theorem 1.2. Let c = 8.2919 and d = 82.1405. Then, a.a.s gcn,cn,d → (Pn)3, which implies that
R̂(Pn, Pn, Pn) < 764.1n for sufficiently large n.
2 Proof of Theorem 1.1
Our argument extends the methods of Krivelevich [23]. We first introduce the affine plane. In
geometry, an affine plane is a system of points and lines that satisfy the following properties (Let Aq
denotes an affine plane of order q):
(1) There are q2 points.
(2) Every line has q points.
(3) Any pair of distinct points is contained in a unique line.
(4) There are q2 + q edges (lines).
(5) These lines can be split into q+1 disjoint families (ideal points), such that the lines in every ideal
point do not intersect.
More information refer to Krivelevich [23]. Such a system is known to exist for every prime power
q. We give an example when the affine plane of order q = 3. see the following Fig 1. We give these
points label figures.
When q = 3 the ideal points including four sections:
• 1© 2© 3©; 4© 5© 6©; 7© 8© 9©.
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• 1© 4© 7©; 2© 5© 8©; 3© 6© 9©.
• 1© 5© 9©; 2© 6© 7©; 3© 4© 8©.
• 3© 5© 7©; 1© 6© 8©; 2© 4© 9©.
At each section different line do not intersect, these section is ideal points.
We will use the bounded difference inequality (BDI). This is a concentration inequality that gen-
eralizes Hoeffding’s inequality and has found many uses in learning theory. The BDI was first proved
by McDiarmid [26].
Definition 2.1. (Bounded difference assumption). Let A be some set and
ϕ : An → R.
We say ϕ satisfies the bounded difference assumption if ∃ a1, a2, . . . , an ≥ 0, such that for any 1 ≤ i ≤ n
sup
x1,x2,...,xn,x′i∈A
|ϕ(x1, . . . , xi, . . . , xn)− ϕ(x1, . . . , xi, . . . , xn)| ≤ ai.
That is, if we subsitute xi to x
′
i, while keeping other xj fixed. ϕ changes by at most ai.
Theorem 2.1 (McDiarmid [26]). Let X1, X2, . . . , Xn be arbitrary independent random variables on
set A and ϕ : An → R satisfy the bounded difference assumption. Then ∀γ > 0, we have
Pr {ϕ(X1, X2, . . . , Xn)− E[ϕ(X1, X2, . . . , Xn)] ≥ γ} ≤ exp
{
−2γ2/
n∑
i=1
ai
2
}
.
Now, we are ready to give a proof of our main result.
Proof of Theorem 1.1. Let G = (V,E) be a graph with
|E| ≤ nd
2
(r − 2)2 − C√n
edges. Without loss of generality, we can assume that G is connected.
We aim to prove that there exists an r-coloring C1 of E(G) such that it contains no monochromatic
H whose average degree is at least d and α(H) ≤ βn, where 0 < β < 1 is a constant.
Given q = r − 2, and let Aq be an affine plane of order q, where q is a prime power. We assume
that the vertex set of Aq is {1, 2, . . . , q2}, and the ideal points are I1, I2, . . . , Iq+1.
We now split vertex set V of G into two sets V0 and V \ V0, where
V0 =
{
v ∈ V (G) : dG(v) ≥ 1
1− β r
2d
}
.
Clearly, |V0| < (1 − β)n. Partition V \ V0 at random into q2 parts V1, V2, . . . , Vq2 by puting every
vertex v ∈ V \V0 into Vi, 1 ≤ i ≤ q2, independently and with probability 1/q2. Fix a partition
(V1, V2, . . . , Vq2), we define a coloring C1 as follows:
(1) If the endpoints of e fall into Vx and Vy for 1 ≤ x < y ≤ q2 , L is the unique line of Aq passing
through x, y then C1(e) = i, whenever L ∈ Ii.
(2) If e falls inside one of the Vx, then color it an arbitrary color different from r.
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(3) If at least one of end vertices of e falls inside V0, then C1(e) = r.
For convenience, denote Gi by the subgraph induced by all edges in color i, where 1 ≤ i ≤ r.
It is clear that Gr does not contain H . If not, since the edges in color r are only those incident
to V0, it follows that the subgraph induced by edges in color r has independence number at least
|V \ V0| > βn. But this contracts the α(H) ≤ βn.
For color i, 1 ≤ i ≤ q + 1 = r − 1, we have the following claim.
Claim 2.1. Each connected component of Gi can only contain those edges corresponding to vertex
subset
⋃
x∈L
Vx for some line L ∈ Ii.
Proof. Fixed a connected component of Gi, which we denote it by Di. Suppose to the contrary,
there exists an edge e = uv in Di such that the unique line L1 passing through V1 and V2 with u ∈ V1
and v ∈ V2 which is distinct from L. According to the above coloring method, we have L1 ∈ Ii. Also,
since the lines of the ideal point are pairwise disjoint, which means
L ∩ L1 = ∅.
Thus V1 and V2 are distinct from Vx for x ∈ L, and
u, v /∈
⋃
x∈L
Vx.
Note that Di is connected, there must exist w ∈ V3 ⊆ ∪x∈LVx satisfying uw ∈ E(Di) or vw ∈
E(Di). Without loss of generality, assume that uw ∈ E(Di). Suppose L2 is the unique line of
Aq passing through V1 and V3. However, C1(u,w) = i and hence L2 ∈ Ii, this clearly leads to a
contradiction that u ∈ L1 ∩L2 6= ∅ from the fact that the lines of the ideal point are pairwise disjoint.
In conclusion, the proof of the claim is now complete. ✷
Now, it remains to check that each line L of Aq corresponding to vertex subset ∪x∈LVx spans fewer
than nd/2 edges.
Consider an edge e ∈ E(G). For a given line L of Aq, the probability that e ⊆ ∪x∈LVx is( |L|
q2
)2
=
1
q2
=
1
(r − 2)2 .
Let AL be the random variable such that AL = |E(
⋃
x∈L
Vx)|. According to the linearity of expec-
tation, it follows that
E[AL] = |E(G)|. 1
(r − 2)2 ≤
nd
2
− C
(r − 2)2
√
n < nd/2.
In order to complete the proof of Theorem 1.1, it suffices to prove the random variables AL are
concentrated.
According to the previous proof process. Observe that changing the location (part Vx) of a vertex
v ∈ V \ V0 changes the count in any AL by at most 11−β r2d. From Definition 2.1, we know the
ai =
1
1−β r
2d. In order to use Theorem 2.1, we set ϕ(X1, X2, . . . , Xn) = AL and γ =
C
(r−2)2
√
n.
Thus we have
Pr {AL − E[AL] ≥ γ} ≤ exp
{
−2C2(1− β)2
r8d2β
}
.
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Applying the union bound over all lines L of Aq and taking C = C(r, d) to be large enough, we
conclude that
Pr
{⋃
L
(AL − E [AL] < γ)
}
> 0,
where γ = C
(r−2)2
√
n. That is AL < E[AL] + γ < nd/2 have positive probability for any L.
Thus, the random variables AL are concentrated. In conclusion, this completes the proof of
Theorem 1.1. ✷
3 Proof of Theorem 1.2
We will focus on upper bounds for size Ramsey number of paths more than two colors. Here is a
natural generalization of pairing model in random bipartite graph. We use the pairing model on the
random regular graphs. It was first introduced by Bolloba´s [2]. In this section, it is extended to the
bipartite graph.
Now let’s briefly introduce this method. We divide 2cdn points into 2cn boxes. These boxes are
labeled v1, v2, . . . , v2cn, then each box has d points. A pairing of these points is a perfect matching
into cdn pairs. Given a pairing P , we can construct a d-regular multigraph G(P ). The vertex set of
G(P ) is the boxes: v1, v2, . . . , v2cn. If vivj ∈ E(G(P )) owing to a pair {x, y} among x ∈ vi and y ∈ vj .
For a model of random bipartite regular, we consider graphs with 2cn vertices and V = {1, 2, . . . , 2cn}
to be the vertex set. we assume that the vertices of one color are labelled 1, 2, . . . , cn as are the ver-
tices of the other color. The natural pairing model for d-regular bipartite graphs is obvious. The
boxes containing points are the same as for ordinary graphs. However, the random perfect matching
is equivalent to a bijection between the points in boxes of one colour and those in boxes of the other
colour. So, the bipartite graph is easier than in the graph case.
In this case, the loops and parallel edges allowed. We need to limit this random bipartite graph
to a simple bipartite graph. O’Neil [27] found that the number of bicoloured d-regular graph on n
vertices (n even) is asymptotic to
(12dn)!e
−
1
2
(d−1)2
(d!)
n ,
for 3 ≤ d ≤ (logn) 14−ε with ε > 0. We know that the probability of a simple bipartite regular graph
by this random pairing is
e−
1
2
(d−1)2 .
This probability only depends on d. So the graph generated by this probability space is a.a.s a simple
graph. For more information on this model, see, for instance, the survey of Wormald [30].
Before giving a proof for Theorem 1.2, we need the following useful lemma by Dudek and Pra lat [13,
Lemma 3.7].
Lemma 3.1 (Dudek and Pra lat [13]). Let r ≥ 2 and G = (V1 ∪ V2, E) be a balanced bipartite graph
of order cn for some c > 2r − 1. Assume that for any subsets S ⊆ V1 and T ⊆ V2 with |S| = |T | =
((c+ 1)/2r − 1)n/2, we have e(S, T ) 6= 0. Then, G→ (Pn)r.
We will use the following form of Lemma 3.1.
Lemma 3.2. Let G = (V1 ∪ V2, E) be a balanced bipartite graph on 2cn (c > 3.5) vertices. Assume
that for any subsets S ⊆ V1 and T ⊆ V2 with |S| = |T | = n(2c − 7)/16, we have e(S, T ) 6= 0. Then,
G→ (Pn)3.
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Proof of Theorem 1.2. Consider gcn,cn,d for some c ∈ (3.5,∞) and d ∈ N . Our goal is to show
that, for some suitable choice of c and d, the expected number of pairs of two disjoint sets S and
T , where S ⊆ V1 and T ⊆ V2 such that |S| = |T | = n(2c − 7)/16 and e(S, T ) = 0 tends to zero as
n→∞. This together with the first moment principle, implies that a.a.s. no such pair exists and so,
by Lemma 3.2 , we get that a.a.s. gcn,cn,d → (Pn)3. As a result, R̂(Pn, Pn, Pn) ≤ (cd+ o(1))n.
Let c1 = (2c − 7)/16 and X(c, d) be the expected number of pairs of two disjoint sets S, T such
that |S| = |T | = n(2c− 7)/16, e(S, T ) = 0, and e(S, V2\T ) = c1dn, e(T, V1\S) = c1dn. Using the pair
model, it is clear that we have
X(c, d) =
(
cn
c1n
)(
cn
c2n
)(
(c− c1)dn
c1dn
)(
(c− c1)dn
c1dn
)
(c1dn)!(c1dn)!
×M((c− 2c1)dn, (c− 2c1)dn)/M(cdn, cdn),
where M(t, t) is the number of perfect matchings on balanced bipartite graph of order 2t vertices,
that is, M(t, t) = t!.
Using Stirling’s formula (t! ∼ √2pit(t/e)t), after simplification we get
X(c, d) = f(c, d)eg(c,d)n,
where
f(c, d) =
1
2pi
· 1
c1n
√
c
c− 2c1
and
g(c, d) = 2c ln c+ 2(c− c1)d ln(c− c1)− 2c1 ln c1
− 2(c− c1) ln(c− c1)− (c− 2c1)d ln(c− 2c1)− cd ln c.
It remains to choose suitable c and d such that g(c, d) ≤ 0 and cd as small as possible. By using
Matlab, we can take c = 8.2919 and d = 82.1405, it follows that
R̂(Pn, Pn, Pn) ≤ cdn < 764.1n,
for sufficiently large n. This completes the proof of Theorem 1.2. ✷
3.1 Concluding Remark
Indeed, we can use the same method as in Theorem 1.2 to get the upper bounds for r = 4, 5 that
are listed in Table 1 as follows, in which n is sufficiently large. We omit the proofs of these results
since they are quite similar to that of Theorem 1.2.
Table 1. Comparing upper bounds with Dudek and Pra lat [13,14]
r 3 4 5
R̂(Pn; r)/n < 764.1 5167.7 56110
[13,14] R̂(Pn; r)/n < 6336, 5933 33792, 13309 168960, 24142
From Table 1, we can see that our results are better than Dudek and Pra lat for r = 3, 4.
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