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THE HAMILTONIAN PATH INTEGRAND FOR THE CHARGED
PARTICLE IN A CONSTANT MAGNETIC FIELD AS WHITE
NOISE DISTRIBUTION
WOLFGANG BOCK AND MARTIN GROTHAUS
Abstract. The concepts of Hamiltonian Feynman integrals in white noise
analysis are used to realize as the first velocity dependent potential the Hamil-
tonian Feynman integrand for a charged particle in a constant magnetic field in
coordinate space as a Hida distribution. For this purpose the velocity depen-
dent potential gives rise to a generalized Gauss kernel. Besides the propagators
also the generating functionals are obtained.
1. Introduction
The Feynman path integral is a very successfully applied object. Although the
first aim of Feynman was to develop path integrals based on a Lagrangian, they also
can be used for various systems which have a law of least action, see e.g.[Fey48].
Since classical quantum mechanics is based on a Hamiltonian formulation rather
than a Lagrangian one, it is worthwhile to take a closer look to the so-called Hamil-
tonian path integral, which means the Feynman integral in phase space. Feynman
gave a heuristic formulation of the phase space Feynman Integral
K(t, y|0, y0) = N
∫
x(0)=y0,x(t)=y
∫
exp
(
i
~
S(x)
) ∏
0<τ<t
dp(τ)
(2π)d
dx(τ) (1.1)
in [Fey51]. Here the action (and hence the dynamic) is expressed by a canoni-
cal (Hamiltonian) system of generalized space variables x and their correspond-
ing conjugate momenta p. The canonical variables can be found by a Legendre-
transformation, see e.g. [Sch07]. The Hamiltonian action:
S(x, p, t) =
∫ t
0
p(τ)x˙(τ) −H(x(τ), p(τ), τ)dτ,
where
H(x, p, t) =
1
2m
p2 + V (x, p, t)
is the Hamilton function and given by the sum of the kinetic energy and the po-
tential. Note that both integrals, the Feynman integral as well as the Hamiltonian
path integral are thought to be integrals w.r.t a flat, i.e. translation invariant mea-
sure on the infinite dimensional path space. Such a measure does not exist, hence
the integral in 1.1 is not a mathematical rigorous object. Nevertheless there is no
doubt that it has a physical meaning.
The Hamiltonian setting has many advantages such as e.g. :
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• the semi-classical limit of quantum mechanics is more natural in an Hamil-
tonian setting, i.e. the phase space is more natural in classical mechanics
than the configuration space, see also [AHM08, KD82] and the references
therein.
• in [DK82] the authors state, that potentials which are time-dependent or
velocity dependent should be treated with the Hamiltonian path integral.
• momentum space propagators can be investigated.
There are many attempts to give a meaning to the Hamiltonian path integral as
a mathematical rigorous object. Among these are analytic continuation of proba-
bilistic integrals via coherent states [KD82, KD84] and infinite dimensional distri-
butions e.g. [DMMN77]. Another approach by Albeverio et al. uses Fresnel integrals
e.g. [AHM08, AGM02] and most recently a method using time-slicing was devel-
oped by Naoto Kumano-Go [KG11]. As a guide to the literature on many attempts
to formulate these ideas we point out the list in [AHM08].
Here we choose a white noise approach. White noise analysis is a mathematical
framework which offers generalizations of concepts from finite-dimensional analysis,
like differential operators and Fourier transform to an infinite-dimensional setting.
We give a brief introduction to white noise analysis in Section 2, for more details
see [Hid80, BK95, HKPS93, Oba94, Kuo96]. Of special importance in white noise
analysis are spaces of generalized functions and their characterizations. In this ar-
ticle we choose the space of Hida distributions, see Section 2.
The idea of realizing Feynman integrals within the white noise framework goes back
to [HS83]. As ansatz for the Feynman integrand in configuration space one has
IV = Nexp
(
i
2~
∫ t
0
x˙2(τ)dτ +
1
2
∫ t
0
x˙(τ)2dτ
)
× exp
(
− i
~
∫ t
0
V (x(τ), x˙(τ)) dτ
)
· δ(x(t) − y), (1.2)
where x(t) = y0 +Bt is a Brownian path starting in y0. In equation (1.2) the first
integral in the exponential represents the kinetic energy and the second integral the
compensation of the Gaussian fall-off. The delta function (Donsker’s Delta) pins
the paths at the end time point in the end point. The normalized exponential as
well as the delta function exists as well-defined objects in the space of Hida distri-
butions. With this concept many authors constructed the Feynman integrand for a
large class of Lagrange functions and thus the Feynman integral as generalized ex-
pectation of the integrand w.r.t. the Gaussian measure see e. g. [BCB02], [dFPS91],
[dFOS05], [GKSS97], [HKPS93], [KS92], [KSW98], [Lea06], [SS04], [BGJ12].
In [BG11] the concepts from [GS99] are used to give a mathematical rigorous re-
alization to the Hamiltonian path integrand as a Hida distribution in the case of
non-velocity dependent potentials. There also the canonical commutation relations
could be shown in the sense of [FH65]. To obtain this it is used that the white noise
analysis is not only giving a meaning to the integral as a generalized expectation
of the integrand but provides also the generating functional of the Green’s function
to the Schro¨dinger equation
In this article we apply the methods from [BG11] to the physical system of a charged
particle in a constant magnetic field and thus a velocity dependent potential. In-
vestigations of this system in configuration space have been done in [G96], [Ju10]
and [BGJ12], also using the white noise approach. The motion we consider in
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the plane orthogonal to the direction of the magnetic field. For the corresponding
Hamiltonian action one finds
S(q, p, T ) =
∫ T
0
p~˙x− 1
2m
(
p− q
c
A(x)
)2
dτ,
where
p =

 p1p2
p3

 and x =

 x1x2
x3

 ,
respectively, see e.g. [Sch07, form.(2.49), p.103]. Moreover q is the charge of the par-
ticle, c is the speed of light and A is a vector potential. Note that a multiplication
of the vectors above is thought of a the euclidean scalar product, i.e.
px = p1x1 + p2x2 + p3x3.
Here we consider the case of a constant magnetic field along the x3-axis, i.e. the
axis orthogonal to the plane spanned by x1 and x2. We have B = (0, 0, Bz). With
the relation
B = rot(A),
we have
A = Bz

 −x2x1
0

 .
Thus we obtain
S(x,p, t) =
∫ t
0
px˙− 1
2m
(
p− q
c
Bz

 −x2x1
0

)2 dτ
=
∫ t
0
px˙− 1
2m
(p21 + p
2
2 + p
2
3) +
q
mc
Bz(x1p2 − x2p1)− q
2B2z
2mc2
(x21 + x
2
2)dτ. (1.3)
Note that the free motion along the x3-axis separates independently from the mo-
tion in the plane. Thus in the following we consider the planar motion. Then we
propose the following formal ansatz for the Feynman integrand in Phase space for a
charged particle in a constant magnetic field staring in (0, 0) at time 0 and endpoint
(y1, y2) at time t:
ICP =
Nexp
(
i
~
∫ t
0
px˙− 1
2m
(p21 + p
2
2)dτ +
1
2
∫ t
t0
x˙1(τ)
2 + x˙2(τ)
2 + p1(τ)
2 + p2(τ)
2dτ
)
× exp
(
− i
h
∫ t
t0
1
2m
(p21 + p
2
2)−
q
mc
Bz(x1p2 − x2p1)− q
2B2z
2mc2
(x21 + x
2
2)dτ
)
× δ(x1(t)− y1)δ(x2(t)− y2). (1.4)
In this expression the sum of the first and the third integral is the action S(x, p),
and the Donsker’s delta function serves to pin trajectories to y at time t. The
second integral is introduced to simulate the Lebesgue integral by compensation of
the fall-off of the Gaussian measure in the time interval (t0, t). Furthermore, as in
Feynman’s formula we need a normalization which turns out to be infinity and will
be implemented by the use of a normalized exponential as in Chapter 2.9. Note
that it is a priori not clear which terms one has to normalize to obtain the right
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physics, i.e. the propagator and the commutation relations. We used in this article
the same normalization procedure as in [BG11], i.e. we normalized the kinetic en-
ergy and the term which simulates the flat measure.
These are the core results of this article:
• The concepts of generalized Gauss kernels from [GS99] and [BG11] are used
to construct the Feynman integrand for a charged particle in a constant
magnetic field ICP as in 1.4 as a Hida distribution, see Theorem 3.4.
• The results in Theorem 3.4 provide us with the generating functional for a
charged particle in a constant magnetic field.
• The generalized expectations (generating functional at zero) yields the
Green’s functions to the corresponding Schro¨dinger equation.
2. White Noise Analysis
2.1. Gel’fand Triples. Starting point is the Gel’fand triple Sd(R) ⊂ L2d(R) ⊂
S′d(R) of the R
d-valued, d ∈ N, Schwartz test functions and tempered distribu-
tions with the Hilbert space of (equivalence classes of) Rd-valued square integrable
functions w.r.t. the Lebesgue measure as central space (equipped with its canonical
inner product (·, ·) and norm ‖ · ‖), see e.g. [Wes95, Exam. 11]. Since Sd(R) is a
nuclear space, represented as projective limit of a decreasing chain of Hilbert spaces
(Hp)p∈N, see e.g. [RS75, Chap. 2] and [GV68], i.e.
Sd(R) =
⋂
p∈N
Hp,
we have that Sd(R) is a countably Hilbert space in the sense of Gel’fand and
Vilenkin [GV68]. We denote the inner product and the corresponding norm on
Hp by (·, ·)p and ‖ · ‖p, respectively, with the convention H0 = L2d(R). Let H−p
be the dual space of Hp and let 〈·, ·〉 denote the dual pairing on Hp × H−p. Hp
is continuously embedded into L2d(R). By identifying L
2
d(R) with its dual L
2
d(R)
′,
via the Riesz isomorphism, we obtain the chain Hp ⊂ L2d(R) ⊂ H−p. Note that
S′d(R) =
⋃
p∈N
H−p, i.e. S′d(R) is the inductive limit of the increasing chain of Hilbert
spaces (H−p)p∈N, see e.g. [GV68]. We denote the dual pairing of Sd(R) and S′d(R)
also by 〈·, ·〉. Note that its restriction on Sd(R) × L2d(R) is given by (·, ·). We also
use the complexifications of these spaces denoted with the sub-index C (as well as
their inner products and norms). The dual pairing we extend in a bilinear way.
Hence we have the relation
〈g, f〉 = (g, f), f ,g ∈ L2d(R)C,
where the overline denotes the complex conjugation.
2.2. White Noise Spaces. We consider on S′d(R) the σ-algebra Cσ(S′d(R)) gen-
erated by the cylinder sets {ω ∈ S′d(R)|〈ξ1, ω〉 ∈ F1, . . . , 〈ξn, ω〉 ∈ Fn}, ξi ∈ Sd(R),
Fi ∈ B(R), 1 ≤ i ≤ n, n ∈ N, where B(R) denotes the Borel σ-algebra on R.
The canonical Gaussian measure µ on Cσ(S
′
d(R)) is given via its characteristic
function ∫
S′
d
(R)
exp(i〈f ,ω〉)dµ(ω) = exp(− 12‖f‖2), f ∈ Sd(R),
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by the theorem of Bochner andMinlos, see e.g. [Min63], [BK95, Chap. 2 Theo. 1. 11].
The space (S′d(R), Cσ(S′d(R)), µ) is the basic probability space in our setup. The
central Gaussian spaces in our framework are the Hilbert spaces (L2) := L2(S′d(R),
Cσ(S′d(R)), µ) of complex-valued square integrable functions w.r.t. the Gaussian
measure µ.
Within this formalism a representation of a d-dimensional Brownian motion is given
by
Bt(ω) := (Bt(ω1), . . . , Bt(ωd)) := (〈1[0,t), ω1〉, . . . 〈1[0,t), ωd〉), (2.1)
with ω = (ω1, . . . , ωd) ∈ S′d(R), t ≥ 0, in the sense of an (L2)-limit. Here 1A
denotes the indicator function of a set A.
2.3. The Hida triple. Let us now consider the Hilbert space (L2) and the cor-
responding Gel’fand triple
(S) ⊂ (L2) ⊂ (S)′.
Here (S) denotes the space of Hida test functions and (S)′ the space of Hida dis-
tributions. In the following we denote the dual pairing between elements of (S)
and (S)′ by 〈〈·, ·〉〉. Instead of reproducing the construction of (S)′ here we give its
characterization in terms of the T -transform.
Definition 2.1. We define the T -transform of Φ ∈ (S)′ by
TΦ(f) := 〈〈exp(i〈f , ·〉),Φ〉〉, f := (f1, . . . , fd) ∈ Sd(R).
Remark 2.2. (i) Since exp(i〈f , ·〉) ∈ (S) for all f ∈ Sd(R), the T -transform of
a Hida distribution is well-defined.
(ii) For f = 0 the above expression yields 〈〈Φ, 1〉〉, therefore TΦ(0) is called the
generalized expectation of Φ ∈ (S)′.
In order to characterize the space (S)′ by the T -transform we need the following
definition.
Definition 2.3. A mapping F : Sd(R) → C is called a U -functional if it satisfies
the following conditions:
U1. For all f ,g ∈ Sd(R) the mapping R ∋ λ 7→ F (λf + g) ∈ C has an analytic
continuation to λ ∈ C (ray analyticity).
U2. There exist constants 0 < C,D <∞ and a p ∈ N0 such that
|F (zf)| ≤ C exp(D|z|2‖f‖2p),
for all z ∈ C and f ∈ Sd(R) (growth condition).
This is the basis of the following characterization theorem. For the proof we refer
to [PS91, Kon91, HKPS93, KLP+96].
Theorem 2.4. A mapping F : Sd(R) → C is the T -transform of an element in
(S)′ if and only if it is a U-functional.
Theorem 2.4 enables us to discuss convergence of sequences of Hida distributions
by considering the corresponding T -transforms, i.e. by considering convergence on
the level of U-functionals. The following corollary is proved in [PS91, HKPS93,
KLP+96].
Corollary 2.5. Let (Φn)n∈N denote a sequence in (S)′ such that:
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(i) For all f ∈ Sd(R), ((TΦn)(f))n∈N is a Cauchy sequence in C.
(ii) There exist constants 0 < C,D <∞ such that for some p ∈ N0 one has
|(TΦn)(zf)| ≤ C exp(D|z|2‖f‖2p)
for all f ∈ Sd(R), z ∈ C, n ∈ N.
Then (Φn)n∈N converges strongly in (S)′ to a unique Hida distribution.
Example 2.6 (Vector valued white noise). Let B(t), t ≥ 0, be the d-dimensional
Brownian motion as in (2.1). Consider
B(t+ h,ω)−B(t,ω)
h
= (〈1[t,t+h)
h
, ω1〉, . . . (〈
1[t,t+h)
h
, ωd〉), h > 0.
Then in the sense of Corollary 2.5 it exists
〈δt,ω〉 := (〈δt, ω1〉, . . . , 〈δt, ωd〉) := lim
hց0
B(t+ h,ω)−B(t,ω)
h
.
Of course for the left derivative we get the same limit. Hence it is natural to call
the generalized process 〈δt,ω〉, t ≥ 0 in (S)′ vector valued white noise. One also
uses the notation ω(t) = 〈δt,ω〉, t ≥ 0.
Another useful corollary of Theorem 2.4 concerns integration of a family of gen-
eralized functions, see [PS91, HKPS93, KLP+96].
Corollary 2.7. Let (Λ,A, ν) be a measure space and Λ ∋ λ 7→ Φ(λ) ∈ (S)′ a
mapping. We assume that its T–transform TΦ satisfies the following conditions:
(i) The mapping Λ ∋ λ 7→ T (Φ(λ))(f) ∈ C is measurable for all f ∈ Sd(R).
(ii) There exists a p ∈ N0 and functions D ∈ L∞(Λ, ν) and C ∈ L1(Λ, ν) such
that
|T (Φ(λ))(zf)| ≤ C(λ) exp(D(λ) |z|2 ‖f‖2),
for a.e. λ ∈ Λ and for all f ∈ Sd(R), z ∈ C.
Then, in the sense of Bochner integration in H−q ⊂ (S)′ for a suitable q ∈
N0, the integral of the family of Hida distributions is itself a Hida distribution,
i.e.
∫
Λ
Φ(λ) dν(λ) ∈ (S)′ and the T–transform interchanges with integration, i.e.
T
(∫
Λ
Φ(λ)dν(λ)
)
(f) =
∫
Λ
T (Φ(λ))(f) dν(λ), f ∈ Sd(R).
Based on the above theorem, we introduce the following Hida distribution.
Definition 2.8. We define Donsker’s delta at x ∈ R corresponding to 0 6= η ∈
L2d(R) by
δ0(〈η, ·〉 − x) := 1
2π
∫
R
exp(iλ(〈η, ·〉 − x)) dλ
in the sense of Bochner integration, see e.g. [HKPS93, LLSW94, Wes95]. Its T –
transform in f ∈ Sd(R) is given by
T (δ0(〈η, ·〉−x)(f) = 1√
2π〈η,η〉 exp
(
− 1
2〈η,η〉 (i〈η, f〉 − x)
2 − 1
2
〈f , f〉
)
, f ∈ Sd(R).
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2.4. Generalized Gauss Kernels. Here we review a special class of Hida distri-
butions which are defined by their T -transform, see e.g. [HS83],[HKPS93],[GS99].
Proofs and more details for can be found in [BG11]. Let B be the set of all contin-
uous bilinear mappings B : Sd(R)× Sd(R)→ C. Then the functions
Sd(R) ∋ f 7→ exp
(
−1
2
B(f , f)
)
∈ C
for all B ∈ B are U-functionals. Therefore, by using the characterization of Hida
distributions in Theorem 2.4, the inverse T-transform of these functions
ΦB := T
−1 exp
(
−1
2
B
)
are elements of (S)′.
Definition 2.9. The set of generalized Gauss kernels is defined by
GGK := {ΦB, B ∈ B}.
Example 2.10. [GS99] We consider a symmetric trace class operator K on L2d(R)
such that − 12 < K ≤ 0, then∫
S′
d
(R)
exp (−〈ω,Kω〉) dµ(ω) = (det(Id+ 2K))− 12 <∞.
For the definition of 〈·,K·〉 see the remark below. Here Id denotes the identity
operator on the Hilbert space L2d(R), and det(A) of a symmetric trace class operator
A on L2d(R) denotes the infinite product of its eigenvalues, if it exists. In the present
situation we have det(Id+ 2K) 6= 0. Therefore we obtain that the exponential
g = exp(− 12 〈·,K·〉) is square-integrable and its T-transform is given by
Tg(f) = (det(Id+K))
− 1
2 exp
(
−1
2
(f , (Id +K)−1f)
)
, f ∈ Sd(R).
Therefore (det(Id+K))
1
2 g is a generalized Gauss kernel.
Remark 2.11. i) Since a trace class operator is compact, see e.g. [RS75], we
have that K in the above example is diagonalizable, i.e.
Kf =
∞∑
k=1
kn(f , en)en, f ∈ L2d(R),
where (en)n∈N denotes an eigenbasis of the corresponding eigenvalues (kn)n∈N
with kn ∈ (− 12 , 0], for all n ∈ N. Since K is compact, we have that
lim
n→∞
kn = 0 and since K is trace class we also have
∑∞
n=1(en,−Ken) <∞.
We define for ω ∈ S′d(R)
−〈ω,Kω〉 := lim
N→∞
N∑
n=1
〈en,ω〉(−kn)〈en,ω〉.
Then as a limit of measurable functions ω 7→ −〈ω,Kω〉 is measurable and
hence ∫
S′
d
(R)
exp(−〈ω,Kω〉) dµ(ω) ∈ [0,∞].
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The explicit formula for the T -transform and expectation then follow by a
straightforward calculation with help of the above limit procedure.
ii) In the following, if we apply operators or bilinear forms defined on L2d(R)
to generalized functions from S′d(R), we are always having in mind the
interpretation as in 2.11.
Definition 2.12. [BG11] Let K : L2d(R)C → L2d(R)C be linear and continuous
such that:
(i) Id+K is injective.
(ii) There exists p ∈ N0 such that (Id+K)(L2d(R)C) ⊂ Hp,C is dense.
(iii) There exist q ∈ N0 such that (Id+K)−1 : Hp,C → H−q,C is continuous
with p as in (ii).
Then we define the normalized exponential
Nexp(−1
2
〈·,K·〉) (2.2)
by
T (Nexp(−1
2
〈·,K·〉))(f) := exp(−1
2
〈f , (Id+K)−1f〉), f ∈ Sd(R).
Remark 2.13. The ”normalization” of the exponential in the above definition can
be regarded as a division of a divergent factor. In an informal way one can write
T (Nexp(−1
2
〈·,K·〉))(f) = T (exp(−
1
2 〈·,K·〉))(f)
T (exp(− 12 〈·,K·〉))(0)
=
T (exp(− 12 〈·,K·〉))(f)√
det(Id+K)
, f ∈ Sd(R),
i.e. if the determinant in the Example 2.10 above is not defined, we can still define
the normalized exponential by the T-transform without the diverging prefactor.
The assumptions in the above definition then guarantee the existence of the gener-
alized Gauss kernel in (2.2).
Example 2.14. For sufficiently ”nice” operatorsK and L on L2d(R)C we can define
the product
Nexp
(− 1
2
〈·,K·〉) · exp (− 1
2
〈·,L·〉)
of two square-integrable functions. Its T -transform is then given by
T
(
Nexp(−1
2
〈·,K·〉) · exp(−1
2
〈·,L·〉)
)
(f)
=
√
1
det(Id+ L(Id +K)−1)
exp(−1
2
〈f , (Id+K+ L)−1f〉), f ∈ Sd(R),
in the case the right hand side indeed is a U-functional.
Definition 2.15. Let K : L2d(R)C → L2d(R)C be as in Definition 2.12, i.e.
Nexp(−1
2
〈·,K·〉)
exists. Furthermore let L : L2d(R)C → L2d(R)C be trace class. Then we define
Nexp(−1
2
〈·,K·〉) · exp(−1
2
〈·,L·〉)
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via its T -transform, whenever
T
(
Nexp(−1
2
〈·,K·〉) · exp(−1
2
〈·,L·〉)
)
(f)
=
√
1
det(Id+ L(Id +K)−1)
exp(−1
2
〈f , (Id+K+ L)−1f〉), f ∈ Sd(R),
is a U-functional.
In the case g ∈ Sd(R), c ∈ C the product between the Hida distribution Φ and
the Hida test function exp(i〈g, .〉 + c) can be defined because (S) is a continuous
algebra under point-wise multiplication. The next definition is an extension of this
product.
Definition 2.16. The point-wise product of a Hida distribution Φ ∈ (S)′ with an
exponential of a linear term, i.e.
Φ · exp(i〈g, ·〉+ c), g ∈ L2d(R)C, c ∈ C,
is defined by
T (Φ · exp(i〈g, ·〉+ c))(f) := TΦ(f + g) exp(c), f ∈ Sd(R),
if TΦ has a continuous extension to L2d(R)C and the term on the right-hand side is
a U-functional in f ∈ Sd(R).
Definition 2.17. Let D ⊂ R with 0 ∈ D. Under the assumption that TΦ has a
continuous extension to L2d(R)C, η ∈ L2d(R)C, y ∈ R, λ ∈ γα := {exp(−iα)s| s ∈ R}
and that the integrand
γα ∋ λ 7→ exp(−iλy)TΦ(f + λη) ∈ C
fulfills the conditions of Corollary 2.7 for all α ∈ D. Then one can define the
product
Φ · δ0(〈η, ·〉 − y),
by
T (Φ · δ0(〈η, ·〉 − y))(f) := lim
α→0
∫
γα
exp(−iλy)TΦ(f + λη) dλ.
Of course under the assumption that the right-hand side converges in the sense of
Corollary 2.5, see e.g. [GS99].
This definition is motivated by the definition of Donsker’s delta, see Definition
2.8.
Lemma 2.18. [BG11] Let L be a d × d block operator matrix on L2d(R)C acting
component-wise such that all entries are bounded operators on L2(R)C. Let K be a
d ×d block operator matrix on L2d(R)C, such that Id+K and N = Id+K+L are
bounded with bounded inverse. Furthermore assume that det(Id + L(Id + K)−1)
exists and is different from zero (this is e.g. the case if L is trace class and -1 in
the resolvent set of L(Id+K)−1). Let MN−1 be the matrix given by an orthogonal
system (ηk)k=1,...J of non–zero functions from L
2
d(R), J ∈ N, under the bilinear
form
(·,N−1·), i.e. (MN−1)i,j = (ηi,N−1ηj), 1 ≤ i, j ≤ J . Under the assumption
that either
ℜ(MN−1) > 0 or ℜ(MN−1) = 0 and ℑ(MN−1) 6= 0,
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where MN−1 = ℜ(MN−1) + iℑ(MN−1) with real matrices ℜ(MN−1) and ℑ(MN−1),
then
ΦK,L := Nexp
(− 1
2
〈·,K·〉) · exp (− 1
2
〈·,L·〉) · exp(i〈·,g〉) · J∏
i=1
δ0(〈·,ηk〉 − yk),
for g ∈ L2d(R,C), t > 0, yk ∈ R, k = 1 . . . , J , exists as a Hida distribution.
Moreover for f ∈ Sd(R)
TΦK,L(f) =
1√
(2π)J det((MN−1))
√
1
det(Id+ L(Id+K)−1)
× exp
(
− 1
2
(
(f + g),N−1(f + g)
))
exp
(
− 1
2
(u, (MN−1)
−1u)
)
, (2.3)
where
u =
((
iy1 + (η1,N
−1(f + g))
)
, . . . ,
(
iyJ + (ηJ ,N
−1(f + g))
))
.
3. Charged particle in a constant magnetic field
In this subsection we want to calculate the transition amplitude for the movement
of a charged particle in a constant magnetic field. Investigations of this system for
the Feynman integrand had been done in white noise analysis in [G96], [Ju10] and
[BGJ12]. Here we consider the motion in the plane orthogonal to the direction of
the magnetic field. Note that the propagator in three dimension can be obtained
by multiplying the expression with the free motion propagator along the axis of the
magnetic field vector. As in 1.3 we have
S(q, p, t) =
∫ t
0
p~˙x− 1
2m
(
p− q
c
Bz
( −x2
x1
))2
dτ
=
∫ t
0
p~˙x− 1
2m
(p21 + p
2
2) +
q
mc
Bz(x1p2 − x2p1)− q
2B2z
2mc2
(x21 + x
2
2)dτ.
For simplicity we set x1,0 = x2,0 = 0, t0 = 0 and m = ~ = 1. Then with k =
qBz
mc
we obtain
ICP = Nexp
(− 1
2
〈·,K·〉) · exp (− 1
2
〈·, L·〉) · δ(〈1[0,t), ·x1〉 − y1)δ(〈1[0,t), ·x2〉 − y2),
as in 1.4. For the kinetic energy part and the local simulation of the flat measure
we obtain the operator matrix
K =


−1[0,t) −i1[0,t) 0 0
−i1[0,t) −1[0,t) + i1[0,t) 0 0
0 0 −1[0,t) −i1[0,t)
0 0 −i1[0,t) −1[0,t) + i1[0,t)

 .
In addition we have to model the potential. We use an ansatz where we have an
upper triangular block matrix, i.e.
L =


ik2A 0 0 −2ikB∗
0 0 2ikB 0
0 0 ik2A 0
0 0 0 0

 ,
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with
R ∋ s 7→ Af(s) = 1[0,t)(s)
∫ t
s
∫ r
0 f(τ) dτ dr and
R ∋ s 7→ Bf(s) = 1[0.t)(s)
∫ s
0
f(r) dr,
for f ∈ L2(R)C, B∗ denotes the dual operator of B w.r.t. the dual pairing. Note
that we have 〈Ag, f〉 = 〈Bg,Bf〉 for all f, g ∈ L2(R)C. Thus
Id+K + L = N
=


1[0,t)c 0 0 0
0 1[0,t)c 0 0
0 0 1[0,t)c 0
0 0 0 1[0,t)c

+


ik2A −i1[0,t) 0 −2ikB∗
−i1[0,t) i1[0,t) 2ikB 0
0 0 ik2A −i1[0,t)
0 0 −i1[0,t) i1[0,t)

 .
In the sequel we identify the subspace of functions from L2d(R)C zero on [0, t)
or [0, t)c with L2d([0, t))C or L
2
d([0, t)
c)C, respectively. Then we have the orthogonal
decomposition:
L2d(R)C = L
2
d([0, t))C⊥L2d([0, t)c)C.
Proposition 3.1. The operator
Id+K + L = N
=


1[0,t)c 0 0 0
0 1[0,t)c 0 0
0 0 1[0,t)c 0
0 0 0 1[0,t)c

+


ik2A −i1[0,t) 0 −2ikB∗
−i1[0,t) i1[0,t) 2ikB 0
0 0 ik2A −i1[0,t)
0 0 −i1[0,t) i1[0,t)


is linear and bounded on L24(R)C and has a bounded inverse.
Proof. The operator A is in the trace class, moreover B and B∗ are compact oper-
ators. Moreover A|L2([0,t))C : L
2([0, t)) → L2([0, t)) is invertible. For convenience,
since the operator A leaves L2([0, t))C invariant and acts trivial on L
2([0, t)c)C,
we denote A|L2([0,t))C by A, when there is no danger of confusion. Since N is the
identity when restricted on L24([0, t)
c)C, we can restrict ourselves to L
2
4([0, t))C. We
then have
N|L2
4
([0,t))C =


ik2A −i1[0,t) 0 −2ikB∗
−i1[0,t) i1[0,t) 2ikB 0
0 0 ik2A −i1[0,t)
0 0 −i1[0,t) i1[0,t)


= i


k2A −1[0,t) 0 −2kB∗
−1[0,t) 1[0,t) 2kB 0
0 0 k2A −1[0,t)
0 0 −1[0,t) 1[0,t)

 ,
which is of the form
R =
(
M P
0 M
)
,
with a bounded invertible matrix M . The inverse of such a matrix is given by
R−1 =
(
M−1 −M−1PM−1
0 M−1
)
.
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Indeed(
M P
0 M
)(
M−1 −M−1PM−1
0 M−1
)
=
(
MM−1 −MM−1PM−1 + PM−1
0 MM−1
)
=
(
Id 0
0 Id
)
.
Now in our case
M−1 =
(
(kA− 1[0,t))−1 (kA− 1[0,t))−1
(kA− 1[0,t))−1 kA(kA− 1[0,t))−1
)
.
Thus
M−1PM−1 =
(
(k2A− 1[0,t))−1 (k2A− 1[0,t))−1
(k2A− 1[0,t))−1 k2A(k2A− 1[0,t))−1
)
×
(
0 −2kB∗
2kB 0
)(
(k2A− 1[0,t))−1 (k2A− 1[0,t))−1
(k2A− 1[0,t))−1 k2A(k2A− 1[0,t))−1
)
=
(
(k2A− 1[0,t))−1 (k2A− 1[0,t))−1
(k2A− 1[0,t))−1 k2A(k2A− 1[0,t))−1
)
×
( −2kB∗(k2A− 1[0,t))−1 −2k3B∗A(kA− 1[0,t))−1
2kB(k2A− 1[0,t))−1 2kB(k2A− 1[0,t))−1
)
.
Hence we have that N|L2
4
([0,t))C is bounded invertible. Thus N is invertible, since
N|L2
4
([0,t)c)C = Id. Moreover the inverse yields:
N−1 =


1[0,t)c 0 0 0
0 1[0,t)c 0 0
0 0 1[0,t)c 0
0 0 0 1[0,t)c


+
1
i


[0.3cm]
1[0,t) 1[0,t) 2k(k
2A− 1[0,t))−1(B −B∗) 2(k2A− 1[0,t))−1(kB − k3B∗A)
1[0,t) k
2A −2(k2A− 1[0,t))−1(kB∗ − k3AB) 2k3(k2A− 1[0,t))−1(AB −B∗A)
0 0 1[0,t) 1[0,t)
0 0 1[0,t) k
2A


×


(k2A− 1[0,t))−1 0 0 0
0 (k2A− 1[0,t))−1 0 0
0 0 (k2A− 1[0,t))−1 0
0 0 0 (k2A− 1[0,t))−1


.
(3.1)
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
Next we calculate the matrix MN−1 as in Lemma 2.18.
Proposition 3.2. For N as is Proposition 3.1 we have for η1 = (1[0,t), 0, 0, 0) and
η3 = (0, 0,1[0,t), 0), with 0 < t <∞, t 6= (2n−1)pi2k , n ∈ N, that
MN−1 =
( 〈η1, N−1η1〉 〈η1, N−1η3〉
〈η3, N−1η1〉 〈η3, N−1η3〉
)
= i
(
tan(k t)
k
0
0 tan(k t)
k
)
,
moreover the assumptions as in Lemma 2.18 are fulfilled.
Proof. We have η1 = (1[0,t), 0, 0, 0) and η3 = (0, 0,1[0,t), 0). Hence, by Proposition
3.1, we just have to consider the restriction of N−1 to L24([0, t))C.
Instead of calculating the inverse directly we find a preimage of η1 and η3, respec-
tively, under the operator N . We have

k2A −1[0,t) 0 −2kB∗
−1[0,t) 1[0,t) 2kB 0
0 0 k2A −1[0,t)
0 0 −1[0,t) 1[0,t)




f1
f2
f3
f4

 = −iηk k = 1, 3.
We can transfer this to a system of differential equations, note that the function on
the right-hand-side is almost surely constant. We obtain
(I) − k2f1 + 2kf ′4 = f ′′2 (3.2)
(II) f ′1 − 2kf3 = f ′2 (3.3)
(III) − k2f3 = f ′′4 (3.4)
(IV ) f3 = f4. (3.5)
Taking into account that f3 = f4 and deriving equation (II) and setting it equal
to (I) we obtain.
(I) − k2f1 + 2kf ′4 = f ′′1 − 2kf ′3 (3.6)
(II) f ′1 − 2kf3 = f ′2 (3.7)
(III) − k2f3 = f ′′3 (3.8)
(IV ) f3 = f4. (3.9)
Then (I) can be written as
f ′′1 = −k2f1 + 4kf ′3.
To obtain now the preimages we have to take the boundary conditions into account.
We have by the definition of B and B∗ and taking into account that ηk2 = ηk4 = 0
the following boundary conditions:
f1(0) = f2(0)
f ′2(0) = f3(0)
f ′4(0) = f
′
3(0) = 0.
The additionally two boundary conditions are obtained by inserting ηk. For η1 we
have
f2(t) = i,
f4(t) = f3(t) = 0.
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For η3 we have
f2(t) = 0,
f4(t) = f3(t) = i.
We solved this system of differential equations with the dsolve-routine in MATLAB
and obtained
N f = (1[0,t), 0, 0, 0)
with
f =


cos(k s) i
cos(k t)
cos(k s) i
cos(k t)
0
0

 ,
which is well-defined due to our restrictions on t and
Nh = (0, 0,1[0,t), 0)
with
h =


2 sin(k s) i+2 k s cos(k s) i−2 k t cos(k s) i
cos(k t)
2 k cos(k s) (s−t) i
cos(k t)
cos(k s) i
cos(k t)
cos(k s) i
cos(k t)

 ,
which again exists due to our restrictions on t.
Then we have
MN−1 =
( 〈η1, f〉 〈η1,h〉
〈η3, f〉 〈η3,h〉
)
= i
(
tan(k t)
k
0
0 tan(k t)
k
)
.

Now, to have all ingredients for the integrand, we calculate the determinant of
(Id+ L(I +K)−1) =


1[0,t)c 0 0 0
0 1[0,t)c 0 0
0 0 1[0,t)c 0
0 0 0 1[0,t)c


+


1[0,t) − k2A −k2A 2kB∗ 0
0 1[0,t) −2kB −2kB
0 0 1[0,t) − k2A −k2A
0 0 0 1[0,t)


Proposition 3.3. Let 0 < t < ∞, t 6= (2n−1)pi2k , n ∈ N. Then the eigenvalues of
Id+ L(Id+K)−1|L2
4
([0,t))C
are v0 = 1 and
vn = 1− k2
(
t
(n− 12 )π
)2
, n = 1, 2, 3 · · · .
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The algebraic multiplicity of each vn, n = 1, 2, 3, · · · is 2.
The eigenfunctions to v0 have the form

f1
f2
f3
−f3

 ,
where f2, f3 are arbitrarily chosen in L
2([0, t))C and f1 solves the equation
k2Af1 = −k2Af2 + 2kB∗f3.
The eigenfunctions to vn, n = 1, 2, 3, · · · is the set

α


cos( k√
1−vn s)
0
0
0

+ β


2k
1−vn s cos(
k√
1−vn s)
2√
1−vn sin(
k√
1−vn s)
cos( k√
1−vn s)
0


∣∣∣∣∣ α, β ∈ C


.
Hence
det(Id+L(I+K)−1) = det(Id−k2A)2 =
( ∞∏
n=1
1− k2( t
2
(n− 12 )2π2
)2
= cos(kt)2.
Proof. First note that we need the restriction on t for the well-definiteness of (Id+
K)−1. We consider the equation
(Id+ L(Id+K)−1)


f1
f2
f3
f4

 = λ


f1
f2
f3
f4

 , λ ∈ C, f1, f2, f3, f4 ∈ L2([0, t))C
(3.10)
Note that Id+ L(Id +K)−1 = N(Id+K)−1 is invertible because N is invertible.
Hence 0 is not an eigenvalue of Id + L(Id + K)−1. Furthermore L(Id + K)−1
is a Hilbert-Schmidt operator, where each eigenvalue different from zero has a
finite algebraic multiplicity. Consequently each eigenvalue of Id + L(Id + K)−1
which is different from 1 has a finite algebraic multiplicity. Since we do not know
whether L(Id+K)−1 is a trace class operator, it is not sure that the determinant
of Id+ L(Id+K)−1 has a finite value. We first calculate the eigenfunctions.
Case 1: λ = 1.
The forth component in (3.10) for λ = 1 is fulfilled for all f4, hence we choose f4
arbitrarily. The third component gives (1− k2A)f3− k2Af4 = f3, hence f3 = −f4.
Using this result in the second component we get f2 = f2, hence f2 can also be
chosen arbitrarily. The first equation leads to
k2Af1 = −k2Af2 + 2kB∗f3
as condition for f1. The eigenvectors of Id+ L(Id+K)
−1
|L2([0,t))C corresponding to
the eigenvalue 1 are given by


f1
f2
k
2B(f1 + f2)
−k2B(f1 + f2)

, with f1, f2 ∈ L2([0, t))C.
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Case 2: λ 6= 1.
The 4th component in (3.10) implies f4 = 0. Assuming f3 = 0 implies f2 = 0 and
f1 is an eigenvector of 1− k2A corresponding to λ, hence λ = vn for some n > 0.
Next we assume f3 6= 0. Then f3 is an eigenvector of 1 − k2A corresponding to λ,
hence λ = vn for some n > 0. Furthermore f2 =
2k
1−λBf3 by the second component
and
f1 ∈
{
(1− λ− k2A)−1
(
(
2k3
1− λAB − 2kB
∗)f3
) ∣∣∣ f3 ∈ span
{
cos(
k√
1− vn
s)
}}
by the first component. Note that the set{
(1− λ− k2A)−1
(
(
2k3
1− λAB − 2kB
∗)f3
) ∣∣∣ f3 ∈ span
{
cos(
k√
1− vn
s)
}}
is not empty, since we have
{
(1− λ− k2A)−1
(
2k3
1− λAB − 2kB
∗
)
f3
}
=
2k
1− λ · (s f3) + ker((1− λ) − k
2A).
So the eigenspace of Id+ L(Id+K)−1 |L2
4
([0,t))C corresponding to vn is the set
α


f1
0
0
0

+ β


2k
1−vn · s f3
2k
1−vnBf3
f3
0


∣∣∣∣∣ f1, f3 eigenvectors of 1− k2A to vn, α, β ∈ C

 .
Thus we obtain
det(Id+L(Id+K)−1|L2
4
([0,t))C
) =
∞∏
n=1
(
1− k2
(
t
(n− 12 )π
)2)(
1− k2
(
t
(n− 12 )π
)2)
.
Since L leaves L24([0, t))C invariant and acts trivial on the complement, we have
that the eigenvalues of Id+ L(Id+K)−1|L2
4
([0,t)c)C
are one. Thus the determinant of
the operator on this subspace equals one. Therefore we have:
det(Id+ L(I +K)−1) = det(Id+ L(Id+K)−1|L2
4
([0,t))C
)
= det(Id− k2A)2 =
( ∞∏
n=1
1− k2( t
2
(n− 12 )2π2
)2
= cos(kt)2.

Thus we can state the following theorem.
Theorem 3.4. Let y1, y2 ∈ R, 0 < t <∞, t 6= (2n−1)pi2k , n ∈ N, then the Feynman
integrand Icp for the charged particle in a constant magnetic field in phase space
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exists as a Hida distribution and for ξ ∈ S4(R) its generating functional is given by
T (Icp)(ξ) =
(
kt
2πi sin(kt)
)
exp
(
− 1
2
〈
ξ, N−1ξ
〉)
× exp
(
1
2i
(uT
(
kt
tan(k t) 0
0 kttan(k t)
)
u)
)
,
with u =

 iy1 + 12 〈η1, N−1ξ〉
)
+ 12 〈N−1η1, ξ〉
. . .
iy2 +
1
2 〈η3, N−1ξ〉+ 12 〈N−1η3, ξ〉

 . (3.11)
Moreover its generalized expectation
E(Icp) = T (Icp)(0) =
(
k
2πi sin(kt)
)
exp
(
i
k
2 tan(kt)
(y21 + y
2
2)
)
is the Greens function to the Schro¨dinger equation for the charged particle in a
constant magnetic field, compare e.g. with [KL86].
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