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Abstract
In this paper we give a set-theoretical construction of containing spaces for an arbitrary collection
of spaces. This construction gives a satisfactory, in our opinion, answer to Problem 7 given in
Section 3 of Arhangel’skiı˘ and Fedorchuk (Encyclopaedia of Math. Sci., Vol. 17, 1990, p. 1). Using
this construction we also introduce the notion of a saturated class of spaces and prove that the class
of all T0-spaces, the class of all regular spaces, and the class of all completely regular spaces are
saturated classes. Ó 2000 Elsevier Science B.V. All rights reserved.
Keywords: Universal space; Containing space; Regular space; Completely regular space; Saturated
class of spaces
AMS classification: 54B99; 54C25
We shall be concerned with classes, sets, collections, and families. A class may be not
a set. A collection and a family are sets. Any equivalence relation on a set S (which is
considered as a subset of S × S satisfying the well-known conditions) is denoted by the
symbol ∼ supplied usually with one or more indices. Any ordinal α is identified with
the set of all ordinals less than α. Any cardinal is identified with the least ordinal of this
cardinality. For every set X we denote by P(X) the set of all subsets of X and by |X| the
cardinality of X.
We denote by τ a fixed infinite cardinal. The set of all finite subsets of τ is denoted by
F . In particular, the empty set is an element of F .
By a space we mean a T0-space of weight 6 τ . For every subset Q of a space X we
denote by ClX(Q) the closure of the set Q in X.
We shall use the symbol “≡” in order to introduce new notations without mention to this
fact. This will be done as follows. When we introduce an expression A as a notation of an
object (a set, an indexed set, a mapping and so on) writing A≡ B (or B ≡A), where B is
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another new expression, or when we consider a known object with a known expression A
as its notation writing A≡ B (or B ≡ A), where B is a new expression, in both cases we
mean that B is considered as another notation of the same object.
In the present paper we give a construction of containing spaces which improves and
generalizes the corresponding constructions of [5] (concerning the separable metrizable
spaces) and [7] (concerning the regular space). This construction is set-theoretical in the
sense that we do not use any topological property of spaces (except the existence of
topologies).
In the first section we consider spaces on which an indexed base for open sets is fixed.
This indexed base (having the set τ as the indexing set) is called mark ofX. In this case the
space X is called marked. For every s ∈ F the mark of a marked space X defines the so-
called s-algebra of X. This algebra is the minimal algebra of subsets of X generated by the
elements of the mark of X, whose indices belong to s. On the class of all marked spaces an
equivalence relation, denoted by∼sm, is defined as follows:X ∼sm Y if there exists a natural
isomorphism between s-algebras of marked spaces X and Y . This equivalence relation is
called s-standard.
In the second section for a given collection S of spaces a construction of a containing
space T is given. This space is containing in the sense that for every element X ∈ S there
exists a natural embedding of X into T. Actually, we shall construct different containing
spaces since T ≡ T(M,R) depends on some “parameters”: the co-mark M of S and the
M-admissible family R of equivalence relations on S. A co-mark M of S is a collection
{M(X): X ∈ S}, where M(X) is a mark of X. Therefore, if a co-mark of S is given, then
the elements of S can be considered as marked spaces. Hence, for every s ∈ F any co-
mark M of S defines an equivalence relation, denoted by ∼sM , as follows: ∼sM =∼sm ∩
(S × S), where ∼sm is the s-standard equivalence relation. Thus, we have the family
RM ≡ {∼sM : s ∈ F}. A family R ≡ {∼s : s ∈ F} of equivalence relations on S is said
to be M-admissible if the following properties are satisfied:
(a) ∼s = S × S if s = ∅ ∈F ,
(b) for every s ∈F the number of ∼s -equivalence classes is finite,
(c) if s ⊂ t ∈F , then ∼t⊂∼s , and
(d) for every s ∈F there exists an element t ∈F such that ∼t⊂∼sM .
Let S be a collection of spaces,
M ≡ {M(X)≡ {UXδ : δ ∈ τ }: X ∈ S}
a co-mark of S, and R≡ {∼s : s ∈F} an M-admissible family of equivalence relations on
S. On the set of all pairs (x,X) where x ∈X ∈ S , an equivalence relation, denoted by∼RM ,
is defined as follows: (x,X)∼RM (y,Y ) if X ∼s Y for every s ∈ S and x ∈ UXδ if and only
if y ∈ UYδ . By definition, the set T(M,R) is the set of all ∼RM -equivalence classes. Let H
be an ∼s -equivalence class for some s ∈ F and δ ∈ τ . We denote by UTδ (H ) the set of all
elements a of T(M,R) for which there exists a pair (x,X) such that X ∈H and x ∈ UXδ .
The set of all these sets UTδ (H ) is a base for a topology on T(M,R). The set T(M,R)
equipped with this topology is the corresponding containing space. The mapping iXT of
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X ∈ S into T defined by relation iXT (x)= a, where a is the point of the space T containing
the pair (x,X), is the corresponding natural embedding.
In Section 3, using the above construction, we give the notion of a saturated class. Such
a class is a class P of spaces, which contains the above spaces T constructed for any
collection S of elements of P and for “almost all” co-marks M of S and families R of
equivalence relations on S. By the properties of containing spaces, in the saturated classes
there are universal elements. However, the saturated classes of spaces have “something
more” than the existence of universal elements. This is connected with the property of these
classes to be “saturated” by universal element. For example, the intersection of saturated
classes is also a saturated class while the intersection of classes of spaces having universal
elements does not have in general such elements.
A general problem of construction of saturated classes of spaces is arisen. (See
“Concluding remark” of this paper.) In the present paper we prove that the class of all
T0-spaces, the class of all regular spaces, and the class of all completely regular spaces are
saturated classes.
The above construction of containing spaces seems to give a satisfactory answer to
General Problem 7 of Arhangel’skiı˘ and Fedorchuk raised in Section 3 of [3]. In this
connection, the problem of construction of saturated classes of spaces corresponds to
Problem 8 of the mentioned paper.
1. Marked spaces and standard equivalence relations
Definitions. We recall some well-known notions concerning algebras of sets. By an
algebra of subsets of a set X, or briefly by an algebra of X, we mean a set of subsets of
X, which is closed under complements and finite sums. We note that the set of all subsets
of X is an algebra of X, and the intersection of any number of algebras of X is also an
algebra of X. Therefore, any given set of subsets of X is contained in an algebra of X. The
intersection of all such algebras is called the minimal algebra containing the given set of
subsets of X.
Let X and Y be two sets. A mapping i of an algebra A of X into the set P(Y ) is said to
be a homomorphism if for every elements U and V of A we have i(X \U)= Y \ i(U) and
i(U ∪ V )= i(U) ∪ i(V ). It is easy to verify that in this case the set i(A) is an algebra of
Y . If moreover i is one-to-one, then i will be called an isomorphism. In this case, it is easy
to see that the inverse mapping (of i(A) onto A) is also an isomorphism. It is also clear
that the composition of two homomorphisms is also a homomorphism and, therefore, the
composition of two isomorphisms is an isomorphism.
The following two lemmas are easily proved. In the sequel, we shall refer to Lemma 1.1
in cases where we want to use some relation between elements of an algebra and it is known
that the same relation between the corresponding elements of an isomorphic algebra is true.
Lemma 1.1. Let X and Y be two sets, A an algebra of X and let i be an isomorphism of
A into P(Y ). Suppose that U , V , and W are elements of A. Then, the relations U = X,
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U = ∅, U ⊂ V , and U ∩ V = W are equivalent to the relations i(U) = Y , i(U) = ∅,
i(U)⊂ i(V ), and i(U)∩ i(V )= i(W), respectively.
Lemma 1.2. Let X and Y be two sets, G a subset of P(X), and A the minimal algebra of
X containing the set G. The following statements are true:
(1) If i is a homomorphism of A into P(Y ), then i(A) is the minimal algebra of Y
containing the set i(G).
(2) If h1 and h2 are two homomorphisms of A into P(Y ) such that h1(U)= h2(U) for
every U ∈ G, then h1 = h2.
Definition. Let X be a space (of weight 6 τ ). Any indexed base {UXδ : δ ∈ τ } for X is
called a mark of the space X. (We note that the indexing set of the indexed base is the set
τ even if the weight of X is less than τ .) The space X is said to be marked if a mark of X
is chosen.
Definition. Let X be a marked space, {UXδ : δ ∈ τ } the corresponding mark of X, and
s ∈ F \ {∅}. By the s-algebra of the marked space X we mean the minimal algebra of X
containing the sets UXδ , δ ∈ s. This algebra is denoted by AXs . Obviously, X \ UXδ ∈ AXs
for every δ ∈ s. The elements UXδ and X \UXδ of AXs are also denoted by X(δ,0) andX(δ,1),
respectively. By definition, if t ⊂ s then AXt ⊂AXs .
In the sequel, it is convenient to consider an isomorphism of the algebraAXs of a marked
space X into the set of all subsets of a set, which is independent on the space X. As such a
set we take the set 2s . (We recall that according to our notations 2= {0,1}.)
Notations. Let X be a marked space and s ∈F \ {∅}. For every f ∈ 2s we set
X(s,f ) =
⋂{
X(δ,f (δ)): δ ∈ s
}
.
As a finite intersection of elements of AXs , X(s,f ) ∈AXs . We denote by 2sX the subset of 2s
consisting of all elements f ∈ 2s such that X(s,f ) 6= ∅.
For every δ ∈ s we set
u(X, s, δ)= {f ∈ 2sX: f (δ)= 0}.
Since the sets X(δ,0) and X(δ,1) (for a fixed δ) are disjoint and their union is the space
X (true even if X = ∅) the sets X(s,f ) (for a fixed s) are mutually disjoint and their union
is also the space X. Therefore, for every x ∈X there exists a unique element f ∈ 2s such
that x ∈X(s,f ). We define a mapping dXs of X into 2s setting
dXs (x)= f.
It is supposed that dXs (X)= ∅ if X = ∅. Obviously, 2sX = dXs (X).
For every element u ∈P(2sX) we set
X(s,u) =
⋃{
X(s,f ): f ∈ u
}
.
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It is supposed that X(s,u) = ∅ if u= ∅. As a finite union of elements of AXs , X(s,u) ∈AXs .
We denote by isX the mapping of the set P(2sX) into AXs such that for every u ∈ P(2sX),
isX(u)=X(s,u).
Lemma 1.3. LetX be a marked space and s ∈F \ {∅}. The mapping isX is an isomorphism
of the algebra P(2sX) onto AXs such that for every δ ∈ τ ,
isX
(
u(X, s, δ)
)=X(δ,0). (∗)
Proof. Let v ∈P(2sX) and u= 2sX \ v. Then, by the properties of the sets X(s,f ),
X(s,u) =
⋃{
X(s,f ): f ∈ u
}=⋃{X(s,f ): f ∈ 2sX \ v}
=X \
(⋃{
X(s,f ): f ∈ v}
)
=X \X(s,v).
This means that isX(u)=X \ isX(v).
Let v,w ∈ P(2sX) and u= v ∪w. As the above,
X(s,u) =
⋃{
X(s,f ): f ∈ u
}=⋃{X(s,f ): f ∈ v ∪w}
=
(⋃{
X(s,f ): f ∈ v
}) ∪ (⋃{X(s,f ): f ∈w})=X(s,v) ∪X(s,w),
that is,
isX(u)= isX(v) ∪ isX(w).
The proved properties show that the mapping isX is a homomorphism of P(2sX) into AXs .
Since X(s,f ) 6= ∅ for every f ∈ 2sX, X(s,u) 6=X(s,v) where u and v are distinct elements
of P(2sX), that is, the mapping isX is one-to-one and, therefore, it is an isomorphism.
We now prove the equality (∗). Let δ ∈ s and x ∈X(δ,0). For every ε ∈ s let k(ε) denote
the unique element of the set {0,1} for which x ∈ X(ε,k(ε)). Let f be the element of 2s
such that f (ε) = k(ε) for every ε ∈ s. By the definition of the set X(s,f ), x ∈ X(s,f ). On
the other hand, by assumption, k(δ) = 0 and therefore f ∈ u(X, s, δ). By the definition
of the set X(s,u(X,s,δ)), x belongs to this set. Thus, X(δ,0) ⊂ X(s,u(X,s,δ)). Conversely, let
x ∈ X(s,u(X,s,δ)). Then, there exists an element f ∈ u(X, s, δ) such that x ∈ X(s,f ). By
the definition of the set u(X, s, δ), f (δ) = 0. Therefore, x ∈ X(δ,0), which means that
X(s,u(X,s,δ))⊂X(δ,0). Thus, X(s,u(X,s,δ))=X(δ,0).
SinceAXs is the minimal algebra containing the setsX(δ,0), δ ∈ s, the equality (∗) implies
that isX(P(2sX)) = AXs , that is, the mapping isX is onto, which completes the proof of the
lemma. 2
Definition. For every s ∈F \{∅} on the class of all marked spaces an equivalence relation,
denoted by ∼sm, is defined as follows: two marked spaces X and Y are ∼sm-equivalent if
there exists an isomorphism i of AXs onto AYs such that
i(X(δ,0))= Y(δ,0)
for every δ ∈ s. This relation is called s-standard. The isomorphism i , which by Lemma 1.2
is uniquely determined, is called natural.
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By Lemma 1.2 it follows that if ∅ 6= t ⊂ s, then∼sm⊂∼tm. Moreover, the restriction i|AXt
of the above natural isomorphism i to AXt is the natural isomorphism of AXt onto AYt .
Lemma 1.4. Let X and Y be marked spaces and s ∈F \ {∅}. The following condition are
equivalent:
(1) The marked spaces X and Y are ∼sm-equivalent.
(2) 2sX = 2sY .
(3) u(X, s, δ)= u(Y, s, δ) for every δ ∈ s.
Proof. (1)⇒ (2) Let i be the natural isomorphism of AXs onto AYs . Then, we have
i(X(s,f ))=
⋂{
i(X(δ,f (δ))): δ ∈ s
}=⋂{Y(δ,f (δ))): δ ∈ s}= Y(s,f )
for every f ∈ 2sX . Since i is an isomorphism, Y(s,f ) 6= ∅ if X(s,f ) 6= ∅. This means that
2sX ⊂ 2sY . Similarly, 2sY ⊂ 2sX . Thus, 2sX = 2sY .
(2)⇒ (3) It follows immediately by the definitions of the sets u(X, s, δ) and u(Y, s, δ).
(3)⇒ (2) By Lemmas 1.2 and 1.3 the set P(2sX) is the minimal algebra of 2s containing
the sets u(X, s, δ), δ ∈ s. The same is true for the space Y . This means that P(2sX)=P(2sY )
and, therefore, 2sX = 2sY .
(2)⇒ (1) By Lemma 1.3 the mapping i ≡ isY ◦ (isX)−1 is an isomorphism of AXs onto
AYs such that i(X(δ,0))= Y(δ,0) for every δ ∈ s. This means that the marked spaces X and
Y are ∼sm-equivalent. 2
2. The containing spaces T(M,R)
Definition. Suppose that for every element X of a collection S of spaces a mark of X is
given. Then, the set of all these marks is called a co-mark of S. If M denotes a co-mark of
S, then the mark of an element X ∈ S belonging to M is denoted by M(X). Therefore,
M = {M(X): X ∈ S}.
Definitions. Let S be a collection of spaces and M be a co-mark of S. For every
s ∈ F \ {∅}, the s-standard equivalence relation ∼sm defines on the given collection S of
spaces an equivalence relation, denoted by ∼sM , as follows: two elements X and Y of S
are ∼sM -equivalent if and only if the marked spaces X and Y are ∼sm-equivalent (that is,
∼sM =∼sm ∩(S × S)). We also set ∼sM = S × S if s = ∅. The indexed family
RM ≡
{∼sM : s ∈F}
of the above defined equivalence relations is called M-standard.
In parallels with the M -standard family we consider some other indexed families of
equivalence relations on S. The indexing set of these families is also the set F . Let
R0 ≡
{∼s0: s ∈F} and R1 ≡ {∼s1: s ∈F}
be two such families. The family R1 is said to be a final refinement of the family R0 if for
every element s ∈F there exists an element t ∈F such that ∼t1⊂∼s0.
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An indexed family
R≡ {∼s : s ∈F}
of equivalence relations on S is said to be admissible if the following conditions are
satisfied: (a) if s ⊂ t ∈F , then ∼t⊂∼s , (b) for every s ∈F the number of ∼s -equivalence
classes is finite, and (c) ∼s = S × S if s = ∅. By Lemma 1.4, the M-standard family of
equivalence relations on S is admissible.
An admissible family R of equivalence relations on S is said to be M-admissible if R is
a final refinement of the M -standard family RM .
Notations. For every equivalence relation ∼ defined on a set we denote by C(∼) the set
of all ∼-equivalence classes. If R ≡ {∼s : s ∈ F} is a family of equivalence relations
on a collection S of spaces, then the set
⋃{C(∼s): s ∈ F} is denoted by C(R). The
minimal subset of P(S) containing the set C(R) and closed under finite unions and finite
intersections is denoted by C♦(R).
Agreement. In what follows in this subsection it is assumed that an arbitrary collection of
spaces (of weight 6 τ ) denoted by S is given. (It is not required distinct elements of S to
be non-homeomorphic spaces.)
It is also assumed that an arbitrary co-mark of S is given. This co-mark is denoted by
M . Moreover, we assume that for every X ∈ S,
M(X)= {UXδ : δ ∈ τ}.
Whenever an element X of S is considered to be marked, then M(X) is considered to be
the chosen mark of X.
Finally, it is assumed that anM-admissible family of equivalence relations on S is given.
This family is denoted by
R≡ {∼s : s ∈F}.
Definition. Consider the collection of all ordered pairs (x,X), where X ∈ S and x ∈ X,
we consider an equivalence relation denoted by ∼RM and defined as follows: the ordered
pairs (x,X) and (y,Y ) are ∼RM -equivalent if
X ∼s Y and dXs (x)= dYs (y)
for every s ∈ F \ {∅}. (We note that the condition dXs (x) = dYs (y) holds for every
s ∈F \ {∅} if and only if for every δ ∈ τ either x, y ∈UXδ or x, y /∈UXδ .)
The set of all∼RM -equivalence classes is denoted by T(M,R)≡ T (that is, T= C(∼RM )).
It is assumed that T(M,R)= ∅ if all elements of S are empty.
For every H ∈ C♦(R) (in particular, for every H ∈ C(R)) the set of all a ∈ T for which
there exists an element (x,X) ∈ a such that X ∈ H is denoted by T(M,R,H ) ≡ T(H ).
(Therefore, T(H ) coincides with the set of all a ∈ T such that for every (x,X) ∈ a,X ∈H .)
Notations. Let s 6= ∅ and t be elements of F such that ∼t ⊂∼sM and let H be an element
of C(∼t ). Suppose that an element X of H is chosen. We denote by 2sH the set 2sX and
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by u(H , s, δ) the set u(X, s, δ) for every δ ∈ s. Since ∼t⊂∼sM and, therefore, X ∼sm Y
for every X,Y ∈ H , by Lemma 1.1.4 the sets 2sH and u(H , s, δ) are independent of the
element of H we choose to define them.
For every u ∈ P(2sH ) we denote by T(s,u)(H ) the set of all elements a ∈ T for which
there exists an element (x,X) ∈ a such that
X ∈H and x ∈X(s,u).
If u= u(H , s, δ) for some δ ∈ s (and, therefore,X(s,u) =X(δ,0) for everyX ∈H ), then the
set T(s,u)(H ) is also denoted by T(δ,0)(H ). (We note that since the set T(δ,0)(H ) coincides
with the set of all elements a ∈ T such that there exists an element (x,X) ∈ a for which
X ∈H and x ∈ X(δ,0), this set is independent of the element s of F for which δ ∈ s and
∼t⊂∼sM .)
Finally we set
AHs =
{
T(s,u)(H ): u ∈ P(2sH )
}
.
Since the sets T(s,u)(H ) are subsets of the set T(H ), AHs can be considered as a set of
subsets of T(H ).
Lemma 2.1. Let s, t ∈ F , s 6= ∅, ∼t⊂∼sM , H ∈ C(∼t ), and u ∈ P(2sH ). Then, the set
T(s,u)(H ) coincides with the set of all a ∈ T such that for every (x,X) ∈ a we have X ∈H
and x ∈X(s,u).
Proof. Let a ∈ T(s,u)(H ) and (x,X) ∈ a. We must prove thatX ∈H and x ∈X(s,u). There
exists an element (y,Y ) ∈ a such that Y ∈H and y ∈ Y(s,u). Also, there exists an element
f ∈ u such that y ∈ Y(s,f ), that is, dYs (y) = f . Since (x,X), (y,Y ) ∈ a, by definition,
X∼t Y and dXs (x)= dYs (y)= f , which means that X ∈H and x ∈X(s,f ) ⊂X(s,u). 2
Lemma 2.2. Let s, t ∈ F , s 6= ∅, ∼t⊂∼sM , and H ∈ C(∼t ). Let also u,v ∈ P(2sH ) and
w= 2sH \ u. Then, we have
T(s,u)(H )∪ T(s,v)(H )= T(s,u∪v)(H ) (∗)
and
T(H ) \ T(s,u)(H )= T(s,w)(H ). (∗∗)
Proof. We prove (∗). Let a ∈ T(s,u)(H ) ∪ T(s,v)(H ). Then, there exists (x,X) ∈ a such
that X ∈ H and either x ∈ X(s,u) or x ∈ X(s,v). This means that x ∈ X(s,u) ∪ X(s,v) =
X(s,u∪v). Hence, a ∈ T(s,u∪v)(H ).
Conversely, let a ∈ T(s,u∪v)(H ). Then, there exists (x,X) ∈ a such that X ∈ H and
x ∈ X(s,u∪v) = X(s,u) ∪ X(s,v), that is, either x ∈ X(s,u) or x ∈ X(s,v), which means that
a ∈ T(s,u)(H )∪T(s,v)(H ). This proves relation (∗). Relation (∗∗) is proved similarly. 2
Corollary 2.3. If s, t ∈F , s 6= ∅,∼t⊂∼sM , andH ∈ C(∼t ), then the set AHs is an algebra
of the set T(H ).
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Lemma 2.4. Let s, t ∈ F , s 6= ∅, ∼t⊂∼sM and H ∈ C(∼t ). Then, the mapping isH of
the set P(2sH ) onto the set AHs , for which isH (u) = T(s,u)(H ) for every u ∈ 2sH , is an
isomorphism.
Proof. By Lemma 2.2, isH is a homomorphism. Therefore, it suffices to prove that i
s
H is
one-to-one. Let u,v ∈ P(2sH ) and u 6= v. Let X ∈H . Then, 2sH = 2sX and by Lemma 1.3,
X(s,u) 6= X(s,v). Hence, there exists an element x ∈ X, which belongs to one of the sets
X(s,u) and X(s,v) and does not belong to the other. Let a be the element of T containing
the pair (x,X). Then, by the definition of the sets T(s,u)(H ) and Lemma 2.1, a belongs to
one of the sets T(s,u)(H ) and T(s,v)(H ) and does not belong to the other, which means that
T(s,u)(H ) 6= T(s,v)(H ), that is, the mapping isH is one-to-one. 2
Corollary 2.5. Let s, t ∈F , s 6= ∅, ∼t⊂∼sM , H ∈ C(∼t ), and X ∈H . Then, the mapping
i ≡ isH ◦ (isX)−1 is an isomorphism of AXs onto AHs such that i(X(δ,0)) = T(δ,0)(H ) for
every δ ∈ s.
Notations. For every δ ∈ τ andH ∈ C♦(R) (in particular, for everyH ∈ C(R)) we denote
byUTδ (H ) the set of all a ∈ T for which there exists an element (x,X) ∈ a such thatX ∈H
and x ∈ UXδ . Therefore, if for some element s of F we have δ ∈ s and H ∈ C(∼t ), where
t ∈F and ∼t⊂∼sM , then UTδ (H )= T(δ,0)(H ) ∈AHs . It is easy to see that such an element
s of F exists if and only if H ∈ C(∼t ), where t ∈F and ∼t⊂∼{δ}M .
For every subset κ of τ we set
BT = {UTδ (H ): δ ∈ τ and H ∈ C♦(R)},
BTκ =
{
UTδ (H ) ∈BT: δ ∈ κ
}
,
BT∗ = {UTδ (H ): δ ∈ τ andH ∈ C(R)
}
, and
BT∗,κ = {UTδ (H ) ∈BT∗ : δ ∈ κ
}
.
Note. Since |F |6 τ and for every s ∈ F the number of s-equivalence classes is finite we
have |C(R)|6 τ and therefore |BT∗ |6 τ . Also, it is easy to verify that |C♦(R)|6 τ , which
means that |BT|6 τ .
Lemma 2.6. The set BT∗ is a base for a topology on the set T. Moreover, if κ is a subset of
τ such that for every X ∈ S the set{
UXδ : δ ∈ κ
}
is a base for X, then the set BT∗,κ is a base for the same topology on T.
Proof. Let a ∈ T and (x,X) ∈ a. Let also κ be a subset of τ such that for every X ∈ S the
set {UXδ : δ ∈ κ} is a base for X.
There exists an element δ ∈ κ such that x ∈UXδ . Denote by H the ∼t -equivalence class
of X for some t ∈F . By definition, a ∈ UTδ (H ) ∈ BT∗,κ ⊂ BT∗ , which means that the union
of all elements of BT∗,κ , as well as, the union of all elements of BT∗ is the set T.
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Now, let q,p ∈F ,H ∈ C(∼q),L ∈ C(∼p), and a ∈ UTδ (H )∩UTε (L). Then,X ∈H ∩L
and x ∈UXδ ∩UXε . Therefore, there exists an element η ∈ κ such that x ∈UXη ⊂ UXδ ∩UXε .
Let s = {δ, ε, η} and let t be an element of F such that ∼t⊂∼sM and q ∪ p ⊂ t . Let
also E be the ∼t -equivalence class of X. Then, UTη (E) ∈ BT∗,κ and E ⊂ H ∩ L. By
definition, a ∈ UTη (E). Since UTδ (E) = T(δ,0)(E) ∈ AEs , UTε (E) = T(ε,0)(E) ∈ AEs , and
UTη (E)= T(η,0)(E) ∈AEs , by Lemma 1.1 and Corollary 2.5 we have
UTη (E)⊂UTδ (E)∩UTε (E)⊂UTδ (H ) ∩UTε (L).
The proven properties imply that the set BT∗ is a base for a topology on T and that the set
BT∗,κ is also a base for this topology. 2
Definitions. The set T equipped with the topology for which the set BT∗ is a base, is called
the containing space for the collection S corresponding to the co-mark M and the family
R. Since |BT∗ |6 τ , the weight of T is 6 τ . In what follows, when we refer to the space T
we mean just this space.
In the next lemma we show that the elements of BT are open in T, which means that BT
is a base for T (of cardinality 6 τ ). This base is called standard.
Lemma 2.7. Let δ ∈ τ and H ∈ C♦(R). Then, the following statements are true:
(1) There exists an element t of F such that H is a union of ∼t -equivalence classes.
(2) The set UTδ (H ) is open in T and coincides with the set of all a ∈ T such that for
every (x,X) ∈ a, X ∈H and x ∈UXδ .
(3) The set T(H ) is simultaneously open and closed in T.
(4) The set ClT(UTδ (H )) coincides with the set of all a ∈ T such that there exists an
element (x,X) ∈ a for which X ∈H and x ∈ ClX(UXδ ), as well as, with the set of
all a ∈ T such that for every (x,X) ∈ a, X ∈H and x ∈ ClX(UXδ ).
(We note that in general the sets UTδ (H ) and ClT(UTδ (H )) do not belong to any algebra
AHs .)
Proof. (1) It is easy to verify that there exists a finite set u consisting of finite subsets of
F such that
H =
⋃{⋂{
H s ∈ C(∼s ): s ∈ v
}
: v ∈ u
}
.
Set t =⋃{⋃{s: s ∈ v}: v ∈ u} and let E be an element of C(∼t ) such that H ∩E 6= ∅.
Then, there exists an element v ∈ u such that
E ∩
(⋂{
H s ∈ C(∼t ): s ∈ v
}) 6= ∅
and, therefore, E ∩H s 6= ∅ for every s ∈ v. By the choice of t , E ⊂H s and, therefore,
E ⊂
(⋂{
H s ∈ C(∼t ): s ∈ v
}) 6= ∅.
Thus, E ⊂H . This means that H is a (finite) union of elements of C(∼t ). We note that if
t ⊂ q ∈F , then H is also a union of q-equivalence classes.
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(2) By (1) there exists an element t of F such that
H =E0 ∪ · · · ∪En,
where Ei ∈ C(∼t ), i = 0, . . . , n. Moreover, we can suppose that ∼t⊂∼{δ}M . Then,
UTδ (H )=UTδ (E0)∪ · · · ∪UTδ (En).
For every i = 0, . . . , n the set UTδ (Ei ) belongs to the base BT∗ and to the algebra AEi{δ}.
Therefore, such a set is open in T and by Lemma 2.1 coincides with the set of all a ∈ T
such that for every (x,X) ∈ a, X ∈Ei and x ∈UXδ . This means that the set UTδ (H ) is also
open in T and coincides with the set of all a ∈ T such that for every (x,X) ∈ a, X ∈H and
x ∈ UXδ .
(3) The openness of the set T(H ) follows by statement (2) and by relation
T(H )=
⋃{
UTδ (H ): δ ∈ τ
}
,
which is easily proved. The closeness of this set follows by relation
T \ T(H )=
⋃{
T(E): E ∈ C(∼t ),E 6⊂H},
where t is an element of F satisfying (1). This relation is also easy to prove.
(4) Let a ∈ T. First we prove that if for some element (x,X) ∈ a, X ∈ H and
x ∈ ClX(UXδ ), then a ∈ ClT(UTδ (H )). Indeed, let (x,X) ∈ a, X ∈ H and x ∈ ClX(UXδ ).
Suppose that UTε (L) is an arbitrary element of BT∗ containing a. Then, X ∈L and x ∈ UXε .
Therefore, there exists a point y ∈ UXδ ∩ UXε . Let b be the point of T containing the pair
(y,X). Then, b ∈ UTδ (H )∩UTε (L), which means that a ∈ ClT(UTδ (H )).
Now, suppose that a ∈ ClT(UTδ (H )). We prove that for every (x,X) ∈ a, X ∈ H and
x ∈ ClX(UXδ ). Indeed, let (x,X) ∈ a. Denote by L the ∼t -equivalence class of X, where t
is an element of F satisfying (1). If E ∩H = ∅, then T(E) is an open neighborhood (see
(2)) of a such that T(E) ∩UTδ (H )= ∅, which is a contradiction. Therefore, X ∈E ⊂H .
If x /∈ ClX(UXδ ), then there exists an element ε ∈ τ such that x ∈ UXε and UXε ∩UXδ = ∅.
Then, x ∈ UTε (E). Let s = {δ, ε}. Without loss of generality we can suppose that∼t⊂∼sM .
Since
UTε (E)= T(ε,0)(E) ∈AEs and UTδ (E)= T(δ,0)(E) ∈AEs
by Lemma 1.1 and Corollary 2.5, UTε (E) ∩UTδ (E)= ∅. It is easy to verify that
UTε (E)∩UTδ (H )⊂UTε (E)∩UTδ (E).
This means that UTε (E) ∩ UTδ (H ) = ∅, which is a contradiction. The proven properties
imply the proof of (4). 2
Corollary 2.8. The set BT is a base for the space T. Moreover, if for a subset κ of τ and
for every X ∈ S the set{
UXδ : δ ∈ κ
}
is a base for X, then BTκ is also a base for T.
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Proposition 2.9. The space T is a T0-space (of weight 6 τ ).
Proof. Let a and b be two distinct elements of T. We must find an open subset of T, which
contains one of the points a and b and does not contain the other.
Let (x,X) ∈ a and (y,Y ) ∈ b. First, we consider the case, where for some s ∈ F , the
spaces X and Y are not ∼s -equivalent. In this case, if H is the ∼s -equivalence class of X,
then the open set T(H ) (see Lemma 2.7) contains a and does not contain b.
Now, let X ∼s Y for every s ∈ F . Since a 6= b, f ≡ dXs (x) 6= dYs (y) ≡ g for some
s ∈F \{∅}. This means that there exists δ ∈ s such that f (δ) 6= g(δ), that is, either f (δ)= 0
and g(δ) = 1 or f (δ)= 1 and g(δ) = 0. Let H be the ∼s -equivalence class of X and Y .
Then, the open set UTδ (H ) (see Lemma 2.7) contains one of the points a and b and does
not contain the other. Thus, T is a T0-space. 2
Definition. Let X ∈ S. Then, for every x ∈X there exists a uniquely determined point a
of T which contains the pair (x,X). We define a mapping eXT of X into T setting
eXT (x)= a.
The following proposition shows that eXT is an embedding. This embedding is called
natural.
Proposition 2.10. For every X ∈ S the mapping eXT is an embedding of X into T.
Proof. Let X ∈ S. If x and y are distinct points of X, then there exists an element δ ∈ τ
such that the set UXδ contains one of these points and does not contain the other. Therefore,
if s ∈F and δ ∈ s, then dXs (x) 6= dXs (y). This means that the pairs (x,X) and (y,X) belong
to distinct elements of the space T, that is, the mapping eXT is one-to-one.
Now, let δ be an arbitrary element of τ and H be an arbitrary element of C♦(R) such
that X ∈H . By the definition of the mapping eXT , the relation x ∈ UXδ is equivalent to the
relation eXT (x)≡ a ∈ UTδ (H ). Since the sets M(X) and BT are bases for the spaces X and
T, respectively, this implies that the mapping eXT , as well as, the inverse mapping (eXT )−1
is continuous, which means that eXT is an embedding. 2
3. Saturated classes of spaces
Agreement concerning notations. In what follows, if a collection of subsets is denoted
by the letter “S”, a co-mark of S is denoted by the letter “M”, and an M -admissible
family of equivalence relations on S is denoted by the letter “R”, then we always denote
by the letter “T” the containing space T(M,R) and by “BT” the standard base for T. If
moreover M = {{UXδ : δ ∈ τ }: X ∈ S}, then the elements of BT are denoted by UTδ (H ),
δ ∈ τ , H ∈ C♦(R). Also, for every equivalence class L ∈ C♦(R) and for every subset
κ of τ we denote by T(L) and by BTκ , the subset T(M,R,L) of T and the subset
{UTδ (H ) ∈ BT: δ ∈ κ} of BT, respectively. We note that in the last notations instead of
the letters “L” and “κ” we also use other letters or groups of letters.
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In this subsection we consider classes of spaces. Such a class P is said to be topological if
any topological image of any element of P is an element of P. It is convenient to consider
the empty class of spaces as a topological class. In the sequel, all considered classes of
spaces are assumed to be topological.
Definition. Let S be a collection of spaces. A co-mark
M ≡ {{UXδ : δ ∈ τ }: X ∈ S}
of S is said to be a co-extension of a co-mark
M+ ≡ {{V Xδ : δ ∈ τ }: X ∈ S}
of S if there exists an one-to-one mapping θ of τ into itself such that for every X ∈ S and
for every δ ∈ τ , V Xδ = UXθ(δ). The corresponding mapping θ is called an indicial mapping
of this co-extension or an indicial mapping from M+ to M . (We note that in general the
mapping θ is not unique.)
Definition. A class P of spaces is said to be saturated if for every collection S of spaces
belonging to P there exists a co-markM+ of S satisfying the following condition: for every
co-extension M of M+ there exists an M-admissible family R+ of equivalence relations
on S such that for every admissible family R of equivalence relations on S, which is a final
refinement of R+, the space T belongs to P.
The above considered co-mark M+ is said to be an initial co-mark of S (corresponding
to the class P) and the family R+ is said to be an initial family of S (corresponding to the
co-mark M and the class P). It is convenient to consider the empty class of spaces as a
saturated class.
Note. In the above definition any co-extension of an initial co-mark is also an initial co-
mark and any admissible family of equivalence relations on S, which is a final refinement
of an initial family, is also an initial family.
Lemma 3.1. Let S be a collection of spaces. Suppose that a number of not more than
τ many admissible families of equivalence relations on S is given. Then, there exists an
admissible family of equivalence relations on S, which is a final refinement of each given
family.
Proof. Let {Rδ ≡ {∼sδ: s ∈ F}: δ ∈ τ } be an indication of the given set of families. For
every s ∈F \ {∅} we set ∼s+=
⋂{∼sδ: δ ∈ s} and let
R+ = {∼s+: s ∈F},
where ∼s+= S × S if s = ∅ ∈ F . It is easy to verify that R+ is an admissible family of
equivalence relations on S.
We prove that R+ is a final refinement of Rδ for every δ ∈ τ . Let δ ∈ τ and t ∈F . Setting
s = t ∪ {δ}, by definition, we have ∼s+⊂∼sδ. Since the family Rδ is admissible, ∼sδ⊂∼tδ .
Therefore,∼s+⊂∼tδ , which proves that R+ is a final refinement of Rδ . 2
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Note. If the number of the given families of the above lemma is finite, then the family
of equivalence relations on S, whose elements are the intersections of the corresponding
elements of all given families, can be also considered as the required family.
Lemma 3.2. Let S be a collection of spaces. Suppose that a number of not more than τ
many co-marks of S is given. Then, there exists a co-mark of S, which is a co-extension of
each given co-mark.
Proof. Let {Mδ: δ ∈ τ } be an indication of the set of all given co-marks and let Mδ =
{{VXδ,η: η ∈ τ }: X ∈ S}. For every δ ∈ τ denote by θδ an one-to-one mapping of τ
into itself such that θδ0(τ ) ∩ θδ1(τ ) = ∅ for every distinct elements δ0 and δ1 of τ . Let
M ≡ {{UXε : ε ∈ τ }: X ∈ S} be a co-mark of S such that if ε = θδ(η) for some ε, δ, η ∈ τ ,
then UXε = VXδ,η. It is easy to see that M is the required co-mark. 2
Note. In the next proposition the notion of the intersection of an infinite number of classes
of spaces is considered. This notion can be defined using the fact that all considered classes
of spaces are topological and consist of spaces of weight less than or equal to the given
cardinal.
Proposition 3.3. The intersection of not more than τ many saturated classes of spaces is
also a saturated class of spaces.
Proof. Suppose that for every δ ∈ τ , Pδ is a saturated class of spaces and let P=⋂{Pδ: δ ∈
τ }. Consider an arbitrary collection S of spaces belonging to P.
Denote by M+δ an initial co-mark of S corresponding to the class Pδ and let M+ be
a co-extension of M+δ for every δ ∈ τ (see Lemma 3.2). We prove that M+ is an initial
co-mark of S corresponding to the class P.
Indeed, let M be a co-extension of M+. Then, M is also a co-extension of M+δ .
Therefore, there exists an initial family R+δ of equivalence relations on S corresponding
to the co-mark M and the class Pδ . By Lemma 3.1 there exists an admissible family R+
of equivalence relations on S, which is a final refinement of R+δ for every δ ∈ τ . We prove
that R+ is an initial family corresponding to the co-mark M and the class P. Obviously,
this family is M-admissible.
Suppose that R is an admissible family of equivalence relations on S, which is a final
refinement of R+. Then, R is a final refinement of R+δ and, therefore, T belongs to Pδ ,
δ ∈ τ . By definition, T belongs also to P. This means that R+ is an initial family and,
therefore,M+ is an initial co-mark. Thus, P is a saturated class of spaces. 2
Proposition 3.4. In each non-empty saturated class of spaces there exist universal
elements.
Proof. Let P be a saturated class of spaces. Since P is a topological class there exists a
collection S of spaces belonging to P such that every element of P is homeomorphic to an
element of S.
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Since P is a saturated class there exists an initial co-mark M+ of S corresponding
to the class P. Denote by M a co-extension of M+ and let R+ be an initial family of
equivalence relation on S corresponding to the co-markM and the class P. Denote also by
R an admissible family of equivalence relations on S, which is a final refinement of R+.
Then, we can consider the containing space T. By construction, this space belongs to P.
We prove that T is universal in P.
Indeed, let Z be an element of P and X an element of S, which is homeomorphic to Z.
Denote by f a homeomorphism of Z onto X and let eXT be the natural embedding of X
into T. Then, the mapping h≡ eXT ◦ f is an embedding of Z into T. 2
Notations. We denote by P(space), by P(reg.space), and P(com.reg.space) the classes
consisting of all spaces, of all regular spaces, and of all completely regular spaces,
respectively. By Propositions 2.9 and 2.10, P(space) is a saturated class of spaces.
Proposition 3.5. The class P(reg.space) is a saturated class of spaces.
Proof. Let S be a collection of spaces belonging to P(reg.space). Denote by
N ≡ {{VXδ : δ ∈ τ }: X ∈ S}
any co-mark of S. Let ϑ0 and ϑ1 be two one-to-one mappings of τ into itself such that
ϑ0(τ )∩ ϑ1(τ )= ∅. Let
M+ ≡ {{WXδ : δ ∈ τ }: X ∈ S}
be a co-mark of S such that VXδ =WXϑ0(δ) and X \ClX(V Xδ )=WXϑ1(δ). Obviously,M+ is a
co-extension of N .
We prove that M+ is an initial co-mark corresponding to the class P(reg.space). Indeed,
let M ≡ {{UXδ : δ ∈ τ }: X ∈ S} be a co-extension of M+ and θ an indicial mapping of this
co-extension. Set θ0 = θ ◦ϑ0 and θ1 = θ ◦ϑ1. Then,M is also a co-extension ofN and θ0 is
an indicial mapping fromN toM . Denote by R+ anyM-admissible family of equivalence
relations on S. We show that this family is an initial family corresponding to the co-mark
M and the class P(reg.space). For this, we consider an admissible family R≡ {∼s : s ∈F}
of equivalence relations on S, which is a final refinement of R+ and prove that the space T
is regular. Let a ∈ T and let U be an open neighborhood of a. Without loss of generality,
we can suppose that U = UTθ0(δ)(H ) ∈ BTθ0(τ ) for some δ ∈ τ and some ∼t -equivalence
class H , t ∈F . Let (x,X) ∈ a. Then, x ∈ UXθ0(δ) and X ∈H . Also, we have UXθ0(δ) = V Xδ .
Since X is a regular space there exists an element ε ∈ τ such that
x ∈ V Xε ⊂ ClX(V Xε )⊂ VXδ .
Therefore,
V Xδ ∪
(
X \ ClX(V Xε )
)=X
or, equivalently,
UXθ0(δ) ∪UXθ1(ε) =X. (1∗)
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On the other hand, we have
UXθ0(ε) ∩UXθ1(ε) = ∅. (2∗)
Now, we consider the elements of S as marked spaces. (The chosen mark for an element
Y of S is considered to be the markM(Y )= {UYδ : δ ∈ τ }.) Let s = t∪{θ0(δ), θ0(ε), θ1(ε)}.
Since R is M-admissible (as a final refinement of R+) there exists an element q of F such
that if Y,Z ∈ S and Y ∼q Z, then Y ∼sM Z. Denote by E the ∼q -equivalence class of X.
It is clear that E ⊂H and
a ∈UTθ0(ε)(E). (3∗)
There exists an isomorphism i of AXs onto AEs such that i(UXη ) = UTη (E), η ∈ s (see
Corollary 2.5). By Lemma 1.1, relation (1∗) implies that
UTθ0(δ)(E)∪UTθ1(ε)(E)= T(E) (4∗)
and relation (2∗) implies that
UTθ0(ε)(E)∩UTθ1(ε)(E)= ∅,
from which it follows that
ClT
(
UTθ0(ε)(E)
)∩UTθ1(ε)(E)= ∅. (5∗)
Relations (3∗), (4∗), and (5∗) imply that
a ∈UTθ0(ε)(E)⊂ ClT
(
UTθ0(ε)(E)
)⊂UTθ0(δ)(E)⊂UTθ0(δ)(H ),
which proves that T is a regular space. Hence, R+ is an initial family and, therefore, M+
is an initial co-mark. Thus, P(reg.space) is a saturated class of spaces. 2
We recall the definition of a normal base for closed subsets of a space (see [4] and [1]).
Definition. A base FX for the closed sets of a space X is called a normal base if the
following conditions are satisfied:
(1) FX is a ring: FX is closed under finite unions and finite intersections.
(2) FX is disjunctive: If G is an element of FX and x is a point of X not in G, then
there is a K in FX such that x ∈K and G∩K = ∅.
(3) FX is base-normal: If G and K are disjoint elements of FX , then there exist L and
H in FX such that:
G∩H = ∅, L∩K = ∅ and L∪H =X.
The pair (L,H) is called a screening of (G,K).
Notes.
(1) The above condition (2) is slightly different from that of the Definition 2.1.VI of [1].
Here, K is an element of the base, while in [1] it is an arbitrary closed subset of X.
However, as it easy to see, these definitions are equivalent.
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(2) It is clear that a space X belongs to any its normal base. The empty set will be
also considered as an element of any normal base. (It can be considered as the
intersection of the empty number of elements of the normal base.)
(3) It is easy to verify that the set of all zero-sets of a completely regular space is a
normal base.
The proofs of the following two lemmas are left to the reader.
Lemma 3.6. Any normal base for closed sets of a space X contains a normal base of
cardinality6 τ .
Lemma 3.7. There exists a mapping θ2 of τ 2 into τ 2 and for every k ∈ ω \ {0} there exist
two mappings θk∨ and θk∧ of τ k into τ such that for every completely regular space X and
for every normal base FX for closed subsets of X of cardinality less than or equal to τ
there exists an indication {FXδ : δ ∈ τ } of FX with the properties:
(a) FX0 =X and FX1 = ∅,
(b) if for a pair (FXδ0 ,FXδ1 ) we have FXδ0 ∩FXδ1 = ∅, then the pair (FXε0 ,FXε1 ) is a screening
of (FXδ0 ,FXδ1 ), where (ε0, ε1)= θ2(δ0, δ1), and
(c) for every (δ0, . . . , δk−1) ∈ τ k we have FXδ0 ∪· · ·∪FXδk−1 = FXη and FXδ0 ∩· · ·∩FXδk−1 =
FXε , where η= θk∨(δ0, . . . , δk−1) and ε = θk∧(δ0, . . . , δk−1).
Proposition 3.8. The class P(com.reg.space) is a saturated class of spaces.
Proof. Let S be any collection of spaces belonging to P(com.reg.space). For every X ∈ S
denote by BX a base for X of cardinality less than or equal to τ (see Lemma 3.6) such that
the set FX ≡ {X \ V : V ∈ BX} is a normal base for closed subsets of X and consider the
mappings θ2, θk∨ and θk∧, and the indication {FXδ : δ ∈ τ } of FX of Lemma 3.7.
Now we suppose that:
(a) M+ is an initial co-mark of S corresponding to the class P(reg.space), which is a
co-extension of MB ≡ {{VXδ ≡X \ FXδ : δ ∈ τ }: X ∈ S},
(b) M ≡ {{UXδ : δ ∈ τ }: X ∈ S} is a co-extension of M+,
(c) θ is an indicial mapping from MB to M ,
(d) R+ is an initial family of equivalence relations on S corresponding to the co-mark
M+ and the class P(reg.space), which is a final refinement of theM-standard family
RM , and
(e) R ≡ {∼s : s ∈ F} is an admissible family of equivalence relations on S, which is a
final refinement of R+.
We prove that R+ is an initial family corresponding to the co-mark M and the class
P(com.reg.space) (and, therefore, M+ is an initial co-mark corresponding to the class
P(com.reg.space)). For this, we must prove that the space T is completely regular.
Denote by FT♦ the minimal subset of P(T) containing the set
FTθ(τ ) ≡
{
T \U : U ∈ BTθ(τ )
}
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and closed under finite unions and finite intersections. Also, denote by BT♦ the minimal
subset of P(T) containing the set BTθ(τ ) and closed under finite unions and finite
intersections. Obviously, FT♦ coincides with the set of complements of elements of BT♦.
By the choice of M+ and R+ the space T is regular. In order to prove that the space T is
completely regular it suffices to prove that FT♦ is a normal base for closed subsets of T.
By construction, FT♦ is a base for closed subset of T. Moreover, FT♦ is a ring. To prove
that F T♦ is disjunctive and base-normal first we prove that every element U of BT♦ has the
form:
U =UTδ0(L0)∪ · · · ∪UTδn (Ln), (∗)
where n ∈ ω, δ0, . . . , δn ∈ θ(τ ), and L0, . . . ,Ln are distinct elements of C(∼s ) for some
s ∈F . Indeed, there exists a finite subset u of F such that each element v of u is contained
in θ(τ ) and
U =
⋃{⋂{
UTη (Lη): η ∈ v
}
: v ∈ u
}
.
However, if v = {η0, . . . , ηk}, k ∈ ω, then ⋂{UTη (Lη): η ∈ v} = UTεv (Lv), where εv =
θ(θk+1∧ (θ−1(η0), . . . , θ−1(ηk))) and Lv =Lη0 ∩ · · · ∩Lηk . Therefore,
U =
⋃{
UTεv (Lv): v ∈ u
}
.
Let Lv ∈ C(∼sv ) and set s =⋃{sv : v ∈ u}. Let L0, . . . ,Ln be the elements of C(∼s ),
which intersect the set
⋃{Lv: v ∈ u}. Consider the element L0 and let u0 be the subset of
u consisting of all elements v ∈ u such that Lv ∩L0 6= ∅. Suppose that u0 = {v0, . . . , vm}
and set δ0 = θ(θm+1∨ (θ−1(εv0), . . . , θ−1(εvm))). Similarly, we can define the elements
δ1, . . . , δm of θ(τ ). Then, it is easy to verify that for defined n ∈ ω, δ0, . . . , δn ∈ θ(τ ),
s ∈F , and L0, . . . ,Ln ∈ C(∼s) the relation (∗) is true.
From the above it follows that for every L ∈ C♦(R) we have T(L) ∈ BT♦ and, therefore,
T(L) ∈ F T♦ . (We note that by Lemma 2.7, L = L0 ∪ · · · ∪ Lk , where L0, . . . ,Lk are t-
equivalence classes for some t ∈F , and therefore, T(L)=UTδ (L0)∪ · · · ∪UTδ (Lk), where
δ = θ(0). On the other hand T(L)= T\T(H ), whereH = S \L ∈ C♦(R).) Also, for every
UTδ (L) ∈BT♦ we have
T(L) \UTδ (L)= T(L)∩
(
T \UTδ (L)
) ∈ FT♦ .
Now, we prove that FT♦ is disjunctive. Let a ∈ T, G ∈ FT♦ , and a /∈G. Then, T \G has
the form (∗):
T \G=UTδ0(L0)∪ · · · ∪UTδn (Ln),
where n ∈ ω, δ0, . . . , δn ∈ θ(τ ), and L0, . . . ,Ln ∈ C(∼s ) for some s ∈ F . Let (x,X) ∈ a.
There exists i ∈ {0, . . . , n} such that X ∈ Li and x ∈ UXδi . Since FX is disjunctive there
exists ε ∈ τ such that x ∈ FXε ∈ FX and FXε ∩ (X \UXδi )= ∅. Let δ = θ(ε) (and, therefore,
UXδ = VXε =X \ FXε ) and set t = s ∪ {δ}. There exists q ∈ F such that ∼q⊂∼tM . Denote
by L the q-equivalence class of X.
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Since UXδ and UXδi are elements of the t-algebraA
X
t and since this algebra is isomorphic
to the algebra ALt relation UXδ ∪UXδi =X implies UTδ (L)∪UTδi (L)= T(L). Therefore,(
T(L) \UTδ (L)
)∩G= (T(L) \UTδ (L))∩ (T(L) \UTδi (L))= ∅.
Since a ∈ T(L) \UTδ (L) ∈ FT♦ , the above relation shows that FT♦ is disjunctive.
Finally, we prove that F T♦ is base-normal. Let G and K be disjoint elements of FT♦ .
Then, the elements T \G and T \K of BT♦ has the form (∗):
T \G=UTδ0(L0)∪ · · · ∪UTδn (Ln) and
T \K =UTε0(H 0)∪ · · · ∪UTεm(Hm),
where n,m ∈ ω, δ0, . . . , δn, ε0, . . . , εm ∈ θ(τ ), L0, . . . ,Ln ∈ C(∼s ), and H 0, . . . ,Hm ∈
C(∼t ) for some s, t ∈ F . Without loss of generality we can suppose that s = t and
∼s⊂∼qM , where q is an element of F containing θ(0), θ(1), δ0, . . . , δn, ε0, . . . , εm
and the images, under the mapping θ , of elements of all pairs θ2(θ−1(δi), θ−1(εj )),
θ2(0, θ−1(εj )), θ2(θ−1(δi),0), θ2(1, θ−1(εj )), and θ2(θ−1(δi),1), i ∈ {0, . . . , n}, j ∈
{0, . . . ,m}.
Let L ∈ C(∼s). There exist elements δ and ε of q such that
T(L)∩ (T \G)=UTδ (L) and T(L)∩ (T \K)=UTε (L).
(We note that if T(L) ∩ (T \G) = ∅, then δ = θ(1) and if T(L) ∩ (T \G) = T(L), then
δ = θ(0). The same is true if G is replaced by K .)
LetX ∈L. Then, we haveX \UXδ ∈ FX , X \UXε ∈ FX , and (X \UXδ )∩ (X \UXε )= ∅.
Let (δL, εL)= θ2(θ−1(δ), θ−1(ε)). By properties of the mapping θ2 (see Lemma 3.7) the
pair (X \UXθ(δL),X \UXθ(εL)) is a screening of (X \UXδ ,X \UXε ), that is,(
X \UXθ(δL)
)∩ (X \UXε )= ∅,(
X \UXθ(εL)
)∩ (X \UXδ )= ∅, and(
X \UXθ(δL)
)∪ (X \UXθ(εL))=X.
Since UXθ(δL), U
X
θ(εL)
, UXδ , U
X
ε , and its complements to X are elements of the algebra AXs
and since this algebra are isomorphic (by a natural way) to the algebra ALs we have(
T(L) \UTθ(δL)(L)
)∩ (T(L) \UTε (L))= ∅,(
T(L) \UTθ(εL)(L)
)∩ (T(L) \UTδ (L))= ∅, and (∗∗)(
T(L) \UTθ(δL)(L)
)∪ (T(L) \UTθ(εL)(L))=X.
Let
L=
⋃{
UTθ(δL)(L): L ∈ C(∼q)
}
and H =
⋃{
UTθ(εL)(L): L ∈ C(∼q)
}
.
It is easy to verify that relations (∗∗) imply that
L∩K = ∅, H ∩G= ∅, and L∪H = T,
which means that (L,H) is a screening of (G,K). Thus, FT♦ is a normal base for closed
subsets of T. 2
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Corollary 3.9 [2,8]. In the classes of all T0-spaces, of all regular spaces, and all
completely regular spaces there exist universal elements.
Concluding remarks and some problems
The class of all T1-spaces and the class of all Hausdorff spaces are not saturated. This
follows by the fact that in these classes there are no universal elements.
So, the following two natural general problems are arisen.
(1) What well-known classes of spaces, in which there are universal elements, are
saturated?
(2) How to construct new classes of spaces, which are saturated?
In particular,
(3) Is the class of all normal spaces saturated?
(4) Is the class of all metrizable spaces saturated?
(The answers to the last two questions seem to be negative).
For the investigation of the above general problems we consider the so-called classes of
spaces with structure and give the notion of a (properly) universal element preserving the
structure for such classes (similar to that of [5–7]). Using some additional properties of the
construction of containing spaces we also give the notion of a (complete) saturated class
of spaces with structure. Any saturated class of spaces with structure defines the saturated
class of spaces consisting of all spaces admitting the given structure. Many well-known
classes of spaces in which there are universal elements, in particular classes defined by
different dimension functions, can be considered as such saturated classes of spaces. This
method gives also many new saturated classes of spaces.
The results concerning the above considerations will be published in coming papers.
References
[1] J.M. Aarts, T. Nishiura, Dimension and Extensions, North-Holland, Amsterdam, 1993.
[2] P.S. Alexandroff, On the theory of topological spaces, Dokl. Akad. Nauk SSSR 2 (11) (1936)
51–54 (in Russian).
[3] A.V. Arhangel’skiı˘, V.V. Fedorchuk, The basic concepts and constructions of general topology,
in: Encyclopaedia of Mathematical Sciences, Vol. 17 (General Topology I), Berlin, 1990, pp.
1–90.
[4] O. Frink, Compactifications and semi-normal spaces, Amer. J. Math. 86 (1964), 602–607.
[5] D.N. Georgiou, S.D. Iliadis, Universal elements for some families of separable metrizable spaces,
Zapiski Nauch. Seminarov POMI 231 (1995) 88–134 (in Russian).
[6] S.D. Iliadis, Universal regular spaces of weight τ , Dokl. Ross. Akad. Nauk 334 (1) (1994) 12–15
(in Russian); English translation in: Russ. Acad. Sci. Dokl. Math. 49 (1) (1994).
[7] S.D. Iliadis, On universal object in some classes of topological and metric spaces, Dissertation
for Dr. Sci. degree, Moscow State University, 1993 (in Russian).
[8] A.N. Tychonoff, Über die topologische Erweiterung von Räumen, Math. Ann. 102 (1929), 544–
561.
