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Fix strictly increasing right continuous functions with left limits and periodic increments,
Wi :R → R, i = 1, . . . ,d, and let W (x) = ∑di=1 Wi(xi) for x ∈ Rd . We construct the W -
Sobolev spaces, which consist of functions f having weak generalized gradients ∇W f =
(∂W1 f , . . . , ∂Wd f ). Several properties, that are analogous to classical results on Sobolev
spaces, are obtained. Existence and uniqueness results for W -generalized elliptic equations,
and uniqueness results for W -generalized parabolic equations are also established. Finally,
an application of this theory to stochastic homogenization is presented.
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1. Introduction
In this work we deﬁne and obtain some properties of a space, which we call W -Sobolev space. This space lets us formalize
a notion of weak generalized derivative in such a way that, if a function is W -differentiable in the strong sense, it will also
be differentiable in the weak sense, with their derivatives coinciding. Moreover, the W -Sobolev space will coincide with the
standard Sobolev space if Wi(xi) = xi for all i. With this in mind, we will be able to deﬁne weak solutions of equations
in (2). We will prove that there is uniqueness of such weak solutions. Some analogous to classical results of Sobolev spaces
are obtained, such as Poincaré’s inequality and Rellich–Kondrachov’s compactness theorem.
In classical theory of PDEs, two important classes of equations are: elliptic and parabolic PDEs. Consider the following
particular classes of elliptic and parabolic equations:
d∑
i=1
∂xi∂xi u(x) = g(x), and
{
∂tu(t, x) =∑di=1 ∂xi∂xi u(t, x),
u(0, x) = g(x), (1)
for t ∈ (0, T ] and x ∈ D , where D is some suitable domain, and g is a function.
Consider the following generalization of the above equations:
d∑
i=1
∂xi∂Wiu(x) = g(x), and
{
∂tu(t, x) =∑di=1 ∂xi∂Wiu(t, x),
u(0, x) = g(x), (2)
where ∂Wi stands for the generalized derivative operator, where, for each i, Wi is a one-dimensional strictly increasing
(not necessarily continuous) function. Note that if Wi(xi) = xi , we obtain the equations in (1). This notion of generalized
derivative has been studied by several authors in the literature, see for instance, [1,4,6–8]. We also call attention to [1] since
it provides a detailed study of such notion. The equations in (2) have the same physical interpretation as the equations
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A.B. Simas, F.J. Valentim / J. Math. Anal. Appl. 382 (2011) 214–230 215in (1). However, the latter covers more general situations. For instance, [5] and [11] argue that these equations may be
used to model a diffusion of particles within a region with membranes induced by the discontinuities of the functions Wi .
Unfortunately, the standard Sobolev spaces are not suitable for being used as the space of weak solutions of equations in
the form of (2). Note that the “smooth” functions in this case are not expected to be continuous, in fact, it is expected to
have the same discontinuities as W .
We now describe the organization of the article. In Section 2 we deﬁne the W -Sobolev spaces and obtain some results,
namely, approximation by smooth functions, Poincaré’s inequality, Rellich–Kondrachov theorem (compact embedding), and a
characterization of the dual of the W -Sobolev spaces. In Section 3 we deﬁne the W -generalized elliptic equations, and what
we call by weak solutions. We then obtain some energy estimates and use them together with Lax–Milgram’s theorem to
conclude results regarding existence, uniqueness and boundedness of such weak solutions. In Section 4 we deﬁne the W -
generalized parabolic equations, their weak solutions, and prove uniquenesses of these weak solutions. Moreover, a notion
of energy is also introduced in this section. Finally, in Section 5 we present some results on stochastic homogenization of
the W -generalized elliptic operator as an application of the theory developed in this article.
2. W -Sobolev spaces
This section is devoted to the deﬁnition and derivation of properties of the W -Sobolev spaces. We begin by introducing
some notation, stating some known results, and giving a precise deﬁnition of these spaces in Section 2.2. Section 2.3 contains
the proof of an approximation result. Poincaré’s inequality, Rellich–Kondrachov theorem and a characterization of the dual
space of these Sobolev spaces are also obtained.
Denote by Td = (R/Z)d = [0,1)d the d-dimensional torus.
Fix a function W :Rd → R such that
W (x1, . . . , xd) =
d∑
k=1
Wk(xk), (3)
where each Wk :R → R is a strictly increasing right continuous function with left limits (càdlàg), periodic in the sense that
for all u ∈ R
Wk(u + 1) − Wk(u) = Wk(1) − Wk(0).
Deﬁne the generalized derivative ∂Wk of a function f :T
d → R by
∂Wk f (x1, . . . , xk, . . . , xd) = lim
→0
f (x1, . . . , xk + , . . . , xd) − f (x1, . . . , xk, . . . , xd)
Wk(xk + ) − Wk(xk) , (4)
when the above limit exists and is ﬁnite. If for a function f :Td → R the generalized derivatives ∂Wk exist for all k, denote
the generalized gradient of f by
∇W f = (∂W1 f , . . . , ∂Wd f ).
Consider the operator LWk :DWk ⊂ L2(T) → R given by
LWk f = ∂xk∂Wk f , (5)
whose domain DWk is completely characterized in the following proposition:
Proposition 2.1. The domain DWk consists of all functions f in L2(T) such that
f (x) = a + bWk(x) +
∫
(0,x]
Wk(dy)
y∫
0
f(z)dz
for some function f in L2(T) that satisﬁes
1∫
0
f(z)dz = 0 and
∫
(0,1]
Wk(dy)
{
b +
y∫
0
f(z)dz
}
= 0.
The proof of Proposition 2.1 and further details can be found in [5]. Furthermore, they also proved that these operators
have a countable complete orthonormal system of eigenvectors, which we denote by AWk . Then, following [11],
AW =
{
f :Td → R; f (x1, . . . , xd) =
d∏
k=1
fk(xk), fk ∈ AWk
}
,
where W is given by (3).
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generated by A. Let DW = span(AW ), and deﬁne the operator LW :DW → L2(Td) as follows: for f =∏dk=1 fk ∈ AW ,
LW ( f )(x1, . . . , xd) =
d∑
k=1
d∏
j=1, j =k
f j(x j)LWk fk(xk), (6)
and extend to DW by linearity. It is easy to see that if f ∈ DW
LW f =
d∑
k=1
LWk f , (7)
where the application of LWk on a function f :Td → R is the natural one, i.e., it considers f only as a function of the kth
coordinate, and keeps all the remaining coordinates ﬁxed.
Let, for each k = 1, . . . ,d, fk ∈ AWk be an eigenvector of LWk associated to the eigenvalue λk . Then f =
∏d
k=1 fk belongs
to DW and is an eigenvector of LW with eigenvalue
∑d
k=1 λk . Moreover, [11] proved the following result:
Lemma 2.2. The following statements hold:
(a) The set DW is dense in L2(Td);
(b) The operator LW :DW → L2(Td) is symmetric and non-positive:
〈−LW f , f 〉 0,
where 〈·,·〉 is the standard inner product in L2(Td).
2.1. The auxiliary space
Let L2
xk⊗Wk (T
d) be the Hilbert space of measurable functions H :Td → R such that∫
Td
d
(
xk ⊗ Wk
)
H(x)2 < ∞,
where d(xk ⊗ Wk) represents the product measure in Td obtained from Lebesgue’s measure in Td−1 and the measure
induced by Wk in T:
d
(
xk ⊗ Wk
)= dx1 · · ·dxk−1 dWk dxk+1 · · ·dxd.
Denote by 〈H,G〉xk⊗Wk the inner product of L2xk⊗Wk (T
d):
〈H,G〉xk⊗Wk =
∫
Td
d
(
xk ⊗ Wk
)
H(x)G(x),
and by ‖ · ‖xk⊗Wk the norm induced by this inner product.
Lemma 2.3. Let f , g ∈ DW , then for i = 1, . . . ,d,∫
Td
(
∂xi∂Wi f (x)
)
g(x)dx = −
∫
Td
(∂Wi f )(∂Wi g)d
(
xi ⊗ Wi
)
.
In particular,
∫
Td
LW f (x)g(x)dx = −
d∑
i=1
∫
Td
(∂Wi f )(∂Wi g)d
(
xi ⊗ Wi
)
.
Proof. Let f , g ∈ DW . By Fubini’s theorem∫
d
LWi f (x)g(x)dx =
∫
d−1
[∫
LWi f (x)g(x)dxi
]
dxi,T T T
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An application of [5, Lemma 3.1(b)] and again Fubini’s theorem concludes the proof of this lemma. 
Let L2
x j⊗W j ,0(T
d) be the closed subspace of L2
x j⊗W j (T
d) consisting of the functions that have zero mean with respect to
the measure d(x j ⊗ W j):∫
Td
f d
(
x j ⊗ W j
)= 0.
Finally, using the characterization of the functions in DW j given in Proposition 2.1, and the deﬁnition of DW , we have
that the set {∂W jh;h ∈ DW } is dense in L2x j⊗W j ,0(T
d).
2.2. The W -Sobolev space
We deﬁne the Sobolev space of W -generalized derivatives as the space of functions g ∈ L2(Td) such that for each
i = 1, . . . ,d there exist functions Gi ∈ L2xi⊗Wi ,0(T
d) satisfying the following integral by parts identity:∫
Td
(∂xi∂Wi f )g dx = −
∫
Td
(∂Wi f )Gi d
(
xi ⊗ Wi
)
, (8)
for every function f ∈ DW . We denote this space by H˜1,W (Td). A standard measure-theoretic argument allows one to
prove that for each function g ∈ H˜1,W (Td) and i = 1, . . . ,d, we have a unique function Gi that satisﬁes (8). Note that
DW ⊂ H˜1,W (Td). Moreover, if g ∈ DW then Gi = ∂Wi g . For this reason for each function g ∈ H˜1,W we denote Gi simply by
∂Wi g , and we call it the ith generalized weak derivative of the function g with respect to W .
Lemma 2.4. The set H˜1,W (Td) is a Hilbert space with respect to the inner product
〈 f , g〉1,W = 〈 f , g〉 +
d∑
i=1
∫
Td
(∂Wi f )(∂Wi g)d
(
xi ⊗ Wi
)
. (9)
Proof. Let (gn)n∈N be a Cauchy sequence in H˜1,W (Td), and denote by ‖·‖1,W the norm induced by the inner product (9). By
the deﬁnition of the norm ‖ · ‖1,W , we obtain that (gn)n∈N is a Cauchy sequence in L2(Td) and that (∂Wi gn)n∈N is a Cauchy
sequence in L2
xi⊗Wi ,0(T
d) for each i = 1, . . . ,d. Therefore, there exist functions g ∈ L2(Td) and Gi ∈ L2xi⊗Wi ,0(T
d) such that
g = limn→∞ gn , and Gi = limn→∞ ∂Wi gn . It remains to be proved that Gi is, in fact, the ith generalized weak derivative of g
with respect to W . But this follows from a simple calculation: for each f ∈ DW we have∫
Td
(∂xi∂Wi f )g dx = limn→∞
∫
Td
(∂xi∂Wi f )gn dx
= − lim
n→∞
∫
Td
(∂Wi f )(∂Wi g)d
(
xi ⊗ Wi
)
= −
∫
T d
(∂Wi f )Gi d
(
xi ⊗ Wi
)
,
where we used Hölder’s inequality to pass the limit through the integral sign. 
2.3. Approximation by smooth functions and the energetic space
We will now obtain approximation of functions in the Sobolev space H˜1,W (Td) by functions in DW . Note that the
functions in DW can be seen as smooth, in the sense that one may apply the operator LW to these functions in the strong
sense.
Let us introduce 〈·,·〉1,W the inner product on DW deﬁned by
〈 f , g〉1,W = 〈 f , g〉 + 〈−LW f , g〉, (10)
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〈 f , g〉1,W = 〈 f , g〉 +
d∑
i=1
∫
Td
(∂Wi f )(∂Wi g)d
(
xi ⊗ Wi
)
.
Let H1,W (T) be the set of all functions f in L2(Td) for which there exists a sequence ( fn)n∈N in DW such that fn
converges to f in L2(Td) and fn is a Cauchy sequence for the inner product 〈·,·〉1,W . Such sequence ( fn)n∈N is called
admissible for f .
For f , g in H1,W (Td), deﬁne
〈 f , g〉1,W = lim
n→∞〈 fn, gn〉1,W , (11)
where ( fn)n∈N , (gn)n∈N are admissible sequences for f , and g , respectively. By [12, Proposition 5.3.3], this limit exists and
does not depend on the admissible sequence chosen; the set DW is dense in H1,W ; and the embedding H1,W ⊂ L2(Td) is
continuous. Moreover, H1,W (Td) endowed with the inner product 〈·,·〉1,W just deﬁned is a Hilbert space. Denote | · |1,W
the norm in H1,W induced by 〈·,·〉1,W . The space H1,W (Td) is called energetic space. For more details on the theory of
energetic spaces see [12, Chapter 5].
Note that H1,W is the space of functions that can be approximated by functions in DW with respect to the norm ‖ ·‖1,W .
The following proposition shows that this space is, in fact, the Sobolev space H˜1,W (Td).
Proposition 2.5 (Approximation by smooth functions). We have the equality of the sets
H˜1,W
(
T
d)= H1,W (Td).
In particular, we can approximate any function f in the Sobolev space H˜1,W (Td) by functions in DW .
Proof. Fix g ∈ H1,W (Td). By deﬁnition, there exists a sequence gn in DW such that gn converges to g in L2(Td) and gn
is Cauchy for the inner product 〈·,·〉1,W . So, for each i = 1, . . . ,d there exists functions Gi ∈ L2xi⊗Wi ,0(T
d) such that ∂Wi gn
converges to Gi in L2xi⊗Wi ,0(T
d). Applying the Hölder’s inequality, we deduce that for every f ∈ DW∫
Td
(∂xi∂Wi f )g dx = limn→∞
∫
Td
(∂xi∂Wi f )gn dx.
By Lemma 2.3, we obtain
lim
n→∞
∫
Td
(∂xi∂Wi f )gn dx = limn→∞
∫
Td
(∂Wi f )(∂Wi gn)d
(
xi ⊗ Wi
)
= −
∫
Td
(∂Wi f )Gi d
(
xi ⊗ Wi
)
.
Then, g ∈ H˜1,W (Td) and therefore H1,W (Td) ⊂ H˜1,W (Td).
We will now prove that H1,W (Td) is dense in H˜1,W (Td), and since both of them are complete, they are equal. Note that
since DW is dense in L2(Td) and DW ⊂ H1,W (Td), we have that H1,W (Td) is also dense in L2(Td).
Therefore, given a function g ∈ H˜1,W (Td), we can approximate g by a sequence of functions ( fn)n∈N in H1,W (Td) with
respect to the L2(Td) norm. Let Fi,n be the ith generalized weak derivative of fn with respect to W . We have, therefore, for
each h ∈ DW
lim
n→∞
∫
Td
(∂Wih)(Fi,n − Gi)d
(
xi ⊗ Wi
)= − lim
n→∞
∫
Td
(∂xi∂Wih)( fn − g)dx = 0.
Denote by Fi,n : L2xi⊗Wi ,0(T
d) → R the sequence of bounded linear functionals induced by Fi,n − Gi :
Fi,n(h) :=
∫
Td
h[Fi,n − Gi]d
(
xi ⊗ Wi
)
,
for h ∈ L2
xi⊗Wi ,0(T
d). We then note that, since the set {∂Wih;h ∈ DW } is dense in L2xi⊗Wi ,0(T
d), Fi,n converges to 0 point-
wisely. By Banach–Steinhaus’ theorem, Fi,n converges strongly to 0, and, thus, Fi,n converges to Gi in L2i (Td), for eachx ⊗Wi ,0
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d) for each i, i.e., fn converges
to g with the norm ‖ · ‖1,W , and the density of H1,W (Td) in H˜1,W (Td) follows. 
The next corollary shows an analogous of the classic result for Sobolev spaces with dimension d = 1, which states that
every function in the one-dimensional Sobolev space is absolutely continuous.
Corollary 2.6. A function f in L2(T) belongs to the Sobolev space H˜1,W (T) if and only if there exists F in L2W (T) and a ﬁnite constant
c such that∫
(0,1]
F (y)dW (y) = 0 and f (x) = c +
∫
(0,x]
F (y)dW (y)
Lebesgue almost surely.
Proof. In [5] the energetic extension H1,W (T) has the characterization given in Corollary 2.6. By Proposition 2.5 we have
that these spaces coincide, and hence the proof follows. 
From Proposition 2.5, we may use the notation H1,W (Td) for the Sobolev space H˜1,W (Td). Another interesting feature
we have on this space, which is very useful in the study of elliptic equations, is the Poincaré inequality:
Corollary 2.7 (Poincaré inequality). For all f ∈ H1,W (Td) there exists a ﬁnite constant C such that∣∣∣∣ f −
∫
Td
f dx
∣∣∣∣
2
L2(Td)
 C
n∑
i=1
∫
Td
(∂Wi f )
2 d
(
xi ⊗ Wi
)
:= C‖∇W f ‖2L2W (Td).
Proof. We begin by introducing some notations. For x, y ∈ Td , i = 0, . . . ,d and t ∈ T, denote
z(x, y, i) = (x1, . . . , xd−i, yd−i+1, . . . , yd) ∈ Td
and
z(x, y, t, i) = (x1, . . . , xd−i, t, yd−i+2, . . . , yd) ∈ Td.
With this notation, we may write f (x) − f (y) as the telescopic sum
f (x) − f (y) =
d∑
i=1
f
(
z(x, y, i − 1))− f (z(x, y, i)).
We are now in conditions to prove this lemma. Let f ∈ DW , then∥∥∥∥ f −
∫
Td
f dx
∥∥∥∥
2
L2(Td)
=
∫
Td
[∫
Td
f (x) − f (y)dy
]2
dx
=
∫
Td
[∫
Td
d∑
i=1
xi∫
yi
∂Wi f
(
z(x, y, t, i)
)
dWi(t)dy
]2
dx

∫
Td
[∫
Td
d∑
i=1
∫
T
∣∣∂Wi f (z(x, y, t, i))∣∣dWi(t)dy
]2
dx

∫
Td
[
d∑
i=1
∫
Td−i+1
∣∣∂Wi f (z(x, y, t, i))∣∣dWd−i(t) ⊗ yd−i+1 ⊗ · · · ⊗ yd
]2
dx
 C
∫
d
d∑
i=1
∫
d−i+1
∣∣∂Wi f (z(x, y, t, i))∣∣2dWd−i(t) ⊗ dyd−i+1 ⊗ · · · ⊗ dyd dx
T T
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d∑
i=1
∫
Td
(∂Wi f )
2 d
(
xi ⊗ Wi
)
,
where in the next-to-last inequality, we used Jensen’s inequality and the elementary inequality (
∑
i xi)
2  C
∑
i x
2
i for some
positive constant C . To conclude the proof, one uses Proposition 2.5 to approximate functions in H1,W (Td) by functions
in DW . 
2.4. A Rellich–Kondrachov theorem
In this subsection we prove an analogous of the Rellich–Kondrachov theorem for the W -Sobolev spaces. We begin by
stating this result in dimension 1, whose proof can be found in [5, Lemma 3.3].
Lemma 2.8. Fix some k ∈ {1, . . . ,d}. The embedding H1,Wk (T) ⊂ L2(T) is compact.
Recall that they proved this result for the energetic extension, but in view of Proposition 2.5, this result holds for our
Sobolev space H1,Wk (T).
Proposition 2.9 (Rellich–Kondrachov). The embedding H1,W (Td) ⊂ L2(Td) is compact.
Proof. We will outline the strategy of the proof. Using the deﬁnition of the set DW and the fact that it is dense in H1,W (Td),
it is enough to show this fact for sequences in DW . From this point, the main tool is Lemma 2.8 and Cantor’s diagonal
method to obtain converging subsequences.
We begin by noting that by Proposition 2.5, it is enough to prove that the embed DW ⊂ L2(Td) is compact.
Let C > 0 and consider a sequence (vn)n∈N in DW , with ‖vn‖1,W  C for all n ∈ N. We have, by deﬁnition of DW (see
the deﬁnition at the beginning of Section 2), that each vn can be expressed as a ﬁnite linear combination of elements in
AW . Furthermore, each element in AW is a product of elements in AWk for k = 1, . . . ,d. Therefore, we can write vn as
vn =
N(n)∑
j=1
αnj
d∏
k=1
gnk, j =
N(n)∑
j=1
αnj g
n
j ,
where gnk, j ∈ AWk ,αnj ∈ R, gnj =
∏d
k=1 gnj,k, and N(n) is chosen such that N(n)  n (we can complete with zeros if neces-
sary). Recall that these functions gnk, j have ‖gnk, j‖L2(T) = 1, and hence, ‖gnj‖L2(Td) = 1. Moreover, the set {gn1, . . . , gnN(n)} is
orthogonal in L2(Td).
From orthogonality, we obtain that
N(n)∑
j=1
(
αnj
)2  C2, uniformly in n ∈ N.
Note that the uniform boundedness of vn in H1,W (Td) implies the uniform boundedness of ‖gnk, j‖1,Wk , for all k =
1, . . . ,d, j = 1, . . . ,N(n) and n ∈ N. Our goal now is to apply Lemma 2.8 to our current setup.
Consider the sequence of functions αn1 g
n
1,1 in H1,W1 (T). By Lemma 2.8, this sequence has a converging subsequence, and
we call the limit point α1g1,1. Repeat this step d− 1 times for the sequences gnk,1 in H1,Wk (T), for k = 2, . . . ,d, considering
in each step a subsequence of the previous step, to obtain converging subsequences, and call their limit points gk,1. At the
end of this procedure, we obtain a converging subsequence of
∏d
k=1 αn1 gn1,k , with limit point
∏d
k=1 α1g1,k ∈ L2(Td), which
we will denote by α1g1.
In the jth step, in which we want to obtain the limit point α j g j , we repeat the previous idea, with the sequences αnj g
n
j,1
and gnj,k , with n  j and k = 2, . . . ,d. We note that it is always necessary to consider a subsequence of all the previous
steps.
This procedure provides limiting functions α j g j , for all j ∈ N. From now on, we use the notation vn to mean the diagonal
sequence obtained to ensure the convergence of the functions αnj g
n
j to α j g j . We claim that the function
v =
∞∑
α j g j
j=1
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inner product. Suppose that there exists N ∈ N such that
N∑
j=1
(α j)
2 > C2.
We have that the sequence of functions
vNn :=
N∑
j=1
αnj g
n
j
converges to
vN :=
N∑
j=1
α j g j.
Since ‖vNn ‖ C uniformly in n ∈ N, this yields a contradiction. Therefore v ∈ L2(Td) with the bound ‖v‖ C .
It remains to be proved that vn has a subsequence that converges to v . Choose N so large that ‖v − vN‖ < /3, ‖vNn −
vN‖ < /3 and ‖vNn − vn‖ < /3, and use the triangle inequality to conclude the proof. 
2.5. The space H−1W (Td)
Let H−1W (Td) be the dual space to H1,W (Td), that is, H
−1
W (T
d) is the set of bounded linear functionals on H1,W (Td). Our
objective in this subsection is to characterize the elements of this space. This proof is based on the characterization of the
dual of the standard Sobolev space in Rd (see [2]).
We will write (·,·) to denote the pairing between H−1W (Td) and H1,W (Td).
Lemma 2.10. f ∈ H−1W (Td) if and only if there exist functions f0 ∈ L2(Td), and fk ∈ L2xk⊗Wk,0(T
d), such that
f = f0 −
d∑
i=1
∂xi f i, (12)
in the sense that for v ∈ H1,W (Td)
( f , v) =
∫
Td
f0v dx+
d∑
i=1
∫
Td
f i(∂Wi v)d
(
xi ⊗ Wi
)
.
Furthermore,
‖ f ‖H−1W = inf
{(∫
Td
d∑
i=0
| f i|2 dx
)1/2
; f satisﬁes (12)
}
.
Proof. Let f ∈ H−1W (Td). Applying the Riesz representation theorem, we deduce the existence of a unique function u ∈
H1,W (Td) satisfying ( f , v) = 〈u, v〉1,W , for all v ∈ H1,W (Td), that is
∫
Td
uv dx+
d∑
j=1
∫
Td
(∂W ju)(∂W j v)d
(
x j ⊗ W j
)= ( f , v), for all v ∈ H1,W (Td). (13)
This establishes the ﬁrst claim of the lemma for f0 = u and f i = ∂Wi u, for i = 1, . . . ,d.
Assume now that f ∈ H−1W (Td),
( f , v) =
∫
d
g0v dx+
d∑
i=1
∫
d
gi(∂Wi v)d
(
xi ⊗ Wi
)
, (14)T T
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d). Setting v = u in (13), using (14), and applying the Cauchy–Schwartz inequality twice, we
deduce
‖u‖21,W 
∫
Td
g20 dx+
d∑
i=1
∫
Td
∂Wi g
2
i d
(
xi ⊗ Wi
)
. (15)
From (13) it follows that∣∣( f , v)∣∣ ‖u‖1,W
if ‖v‖1,W  1. Consequently
‖ f ‖H−1W  ‖u‖1,W .
Setting v = u/‖u‖1,W in (13), we deduce that, in fact,
‖ f ‖H−1W = ‖u‖1,W .
The result now follows from the above expression and Eq. (15). 
3. W -generalized elliptic equations
This section investigates the solvability of uniformly elliptic generalized partial differential equations deﬁned below.
Energy methods within Sobolev spaces are, essentially, the techniques exploited.
Let A = (aii(x))d×d , x ∈ Td , be a diagonal matrix function such that there exists a constant θ > 0 satisfying
θ−1  aii(x) θ, (16)
for every x ∈ Td and i = 1, . . . ,d. To keep notation simple, we write ai(x) to mean aii(x).
Our interest lies on the study of the problem
Tλu = f , (17)
where u :Td → R is the unknown function and f :Td → R is given. Here Tλ denotes the generalized elliptic operator
Tλu := λu − ∇A∇W u := λu −
d∑
i=1
∂xi
(
ai(x)∂Wiu
)
. (18)
The bilinear form B[·,·] associated with the elliptic operator Tλ is given by
B[u, v] = λ〈u, v〉 +
d∑
i=1
∫
ai(x)(∂Wiu)(∂Wi v)d(Wi ⊗ xi), (19)
where u, v ∈ H1,W (Td).
Let f ∈ H−1W (Td). A function u ∈ H1,W (Td) is said to be a weak solution of the equation Tλu = f if
B[u, v] = ( f , v) for all v ∈ H1,W
(
T
d).
Recall a classic result from linear functional analysis, which provides in certain circumstances the existence and unique-
ness of weak solutions of our problem, and whose proof can be found, for instance, in [2]. Let H be a Hilbert space endowed
with inner product 〈·,·〉 and norm ‖| · |‖. Also, (·,·) denotes the pairing of H with its dual space.
Theorem 3.1 (Lax–Milgram theorem). Assume that B :H × H → R is a bilinear mapping on Hilbert space H, for which there exist
constants α > 0 and β > 0 such that for all u, v ∈ H,∣∣B[u, v]∣∣ α‖|u|‖ · ‖|v|‖ and B[u,u] β‖|u|‖2.
Let f :H → R be a bounded linear functional on H. Then there exists a unique element u ∈ H such that
B[u, v] = ( f , v),
for all v ∈ H.
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theorem for our setup. We consider the cases λ = 0 and λ > 0 separately. We begin by analyzing the case in which λ = 0.
Let H⊥1,W (Td) be the set of functions in H1,W (Td) which are orthogonal to the constant functions:
H⊥1,W
(
T
d)= { f ∈ H1,W (Td);
∫
Td
f dx = 0
}
.
The space H⊥1,W (Td) is the natural environment to treat elliptic operators with Neumann condition.
Proposition 3.2 (Energy estimates for λ = 0). Let B be the bilinear form on H1,W (Td) deﬁned in (19)with λ = 0. There exist constants
α > 0 and β > 0 such that for all u, v ∈ H1,W (Td),∣∣B[u, v]∣∣ α‖u‖1,W ‖v‖1,W
and for all u ∈ H⊥1,W
B[u,u] β‖u‖21,W .
Proof. By (16), the computation of the upper bound α easily follows. For the lower bound β , we have for u ∈ H⊥1,W (Td),
‖u‖21,W =
∫
Td
u2 dx+
d∑
i=1
∫
Td
(∂Wiu)
2 d
(
xi ⊗ Wi
)
.
Using Poincaré’s inequality and (16), we obtain a constant C > 0 such that the previous expression is bounded above by
C
∫
Td
(∂Wiu)
2 d
(
xi ⊗ Wi
)
 C B[u,u].
The lemma follows from the previous estimates. 
Corollary 3.3. Let f ∈ L2(Td). There exists a weak solution u ∈ H1,W (Td) for the equation
∇A∇W u = f (20)
if and only if∫
Td
f dx = 0.
In this case, we have uniquenesses of the weak solutions if we disregard addition by constant functions. Also, let u be the unique weak
solution of (20) in H⊥1,W (Td). Then
‖u‖1,W  C‖ f ‖L2(Td),
for some constant C independent of f .
Proof. Suppose that there exists a weak solution u ∈ H1,W (Td) of (20). Since the function v ≡ 1 ∈ H1,W (Td), we have by
deﬁnition of weak solution that∫
Td
f dx = B[u, v] = 0.
Now, let f ∈ L2(Td) with ∫
Td
f dx = 0. Consider the bilinear form B , deﬁned in (19) with λ = 0, on the Hilbert space
H⊥1,W (Td). By Proposition 3.2, B satisﬁes the hypothesis of the Lax–Milgram’s theorem. Further, f deﬁnes the bounded linear
functional in H⊥1,W (Td) given by ( f , g) = 〈 f , g〉 for every g ∈ H⊥1,W (Td). Then, an application of Lax–Milgram’s theorem
yields that there exists a unique u ∈ H⊥1,W (Td) such that
B[u, v] = 〈 f , v〉 for all v ∈ H⊥1,W
(
T
d).
Moreover, by Proposition 3.2, there is a β > 0 such that
β‖u‖2  B[u,u] = 〈 f ,u〉 ‖ f ‖ 2 d ‖u‖ 2 d  ‖ f ‖ 2 d ‖u‖1,W .1,W L (T ) L (T ) L (T )
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sion. 
We now analyze the case in which λ > 0.
Proposition 3.4 (Energy estimates for λ > 0). Let f ∈ L2(Td). There exists a unique weak solution u ∈ H1,W (Td) for the equation
λu − ∇A∇W u = f , λ > 0. (21)
This solution enjoys the following bounds
‖u‖1,W  C‖ f ‖L2(Td)
for some constant C > 0 independent of f , and
‖u‖ λ−1‖ f ‖L2(Td).
Proof. Let β = min{λ, θ−1} > 0 and α = max{λ, θ} < ∞, where θ is given in (16). An elementary computation shows that∣∣B[u, v]∣∣ α‖u‖1,W ‖v‖1,W and B[u,u] β‖u‖21,W .
By Lax–Milgram’s theorem, there exists a unique solution u ∈ H1,W (Td) of (21). Note that
β‖u‖21,W  B[u,u] = 〈 f ,u〉 ‖ f ‖L2(Td)‖u‖L2(Td)  ‖ f ‖L2(Td)‖u‖1,W ,
and therefore ‖u‖1,W  C‖ f ‖L2(Td) for some constant C > 0 independent of f . The computation to obtain the other bound
is analogous. 
Remark 3.5. Let LAW :DW → L2(Td) be given by LAW = ∇A∇W . This operator has the properties stated in Theorem 2.1 in
[11]. We now outline the main steps to prove it. Following [11], we may prove an analogous of Lemma 2.2 for the operator
L
A
W . Using the bounds on the diagonal matrix A and Proposition 2.9 (Rellich–Kondrachov), we conclude that the energetic
extension of the space induced by this operator has compact embedding in L2(Td). The previous results together with [12,
Theorems 5.5.a and 5.5.c] implies that LAW has a self-adjoint extension LAW , which is dissipative and non-positive, and its
eigenvectors form a complete orthonormal set in L2(Td). Furthermore, the set of eigenvalues of this extension is countable
and its elements can be ordered resulting in a non-increasing sequence that tends to −∞.
Remark 3.6. Let LAW be the self-adjoint extension given in Remark 3.5, and DAW its domain. For λ > 0 the operator λI −
LAW :DW → L2(Td) is bijective. Therefore, the equation
λu − ∇A∇W u = f ,
has strong solution in DW if and only if f ∈ (λI − LAW )(DW ), where I is the identity operator and (λI − LAW )(DW ) stands
for the range of DW under the operator λI− LAW . Moreover, this strong solution coincides with the weak solution obtained
in Proposition 3.4.
4. W -generalized parabolic equations
In this section, we study a class of W -generalized PDEs that involves time: the parabolic equations. The parabolic equa-
tions are often used to describe in physical applications the time-evolution of the density of some quantity, say a chemical
concentration within a region. The motivation of this generalization is to enlarge the possibility of such applications, for
instance, these equations may be used to model a diffusion of particles within a region with membranes (see [5,11]).
We begin by introducing the class of W -generalized parabolic equations we are interested. Then, we deﬁne what is
meant by weak solution of such equations, using the W -Sobolev spaces, and prove uniquenesses of these weak solutions.
In [10], we obtain some existence results of these equations.
Fix T > 0 and let (B,‖ · ‖B) be a Banach space. We denote by L2([0, T ], B) the Banach space of measurable functions
U : [0, T ] → B for which
‖U‖2L2([0,T ],B) :=
T∫
0
‖Ut‖2B dt < ∞.
Let A = A(t, x) be a diagonal matrix satisfying the ellipticity condition (16) for all t ∈ [0, T ], Φ : [l, r] → R be a continu-
ously differentiable function such that
B−1 < Φ ′(x) < B,
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∂tu = ∇A∇W Φ(u) in (0, T ] × Td,
u = γ in {0} × Td, (22)
where u : [0, T ] × T d → R is the unknown function and γ :Td → R is given.
We say that a function ρ = ρ(t, x) is a weak solution of the problem (22) if:
• For every H ∈ DW the following integral identity holds
∫
Td
ρ(t, x)H(x)dx−
∫
Td
γ (x)H(x)dx =
t∫
0
∫
Td
Φ
(
ρ(s, x)
)∇A∇W H(x)dxds.
• Φ(ρ(·,·)) and ρ(·,·) belong to L2([0, T ], H1,W (Td)):
T∫
0
∥∥Φ(ρ(s, x))∥∥2L2(Td) + ∥∥∇W Φ(ρ(s, x))∥∥2L2W (Td) ds < ∞,
and
T∫
0
∥∥ρ(s, x)∥∥2L2(Td) + ∥∥∇Wρ(s, x)∥∥2L2W (Td) ds < ∞.
Consider the energy in jth direction of a function u(s, x) as
Q j(u) = sup
H∈DW
{
2
T∫
0
∫
Td
(∂x j∂W j H)(s, x)u(s, x)dxds
−
T∫
0
ds
∫
Td
[
∂W j H(s, x)
]2
d
(
x j ⊗ W j
)}
,
and the total energy of a function u(s, x) as
Q(u) =
d∑
j=1
Q j(u).
The notion of energy is important in probability theory and is often used in large deviations of Markov processes. The
following lemma shows the connection between the functions of ﬁnite energy and functions in the Sobolev space.
Lemma 4.1. A function u ∈ L2([0, T ], L2(Td)) has ﬁnite energy if and only if u belongs to L2([0, T ], H1,W (Td)). In the case the energy
is ﬁnite, we have
Q(u) =
T∫
0
‖∇W u‖2L2W (Td) dt.
Proof. Consider functions U ∈ L2([0, T ], L2
x j⊗W j ,0(T
d)) as trajectories in L2
x j⊗W j ,0(T
d), that is, consider a trajectory
U : [0, T ] → L2
x j⊗W j ,0(T
d) and deﬁne U (s, x) as U (s, x) := [U (s)](x).
Let u ∈ L2([0, T ], L2(Td)) and recall that the set {∂W j H; H ∈ DW } is dense in L2x j⊗W j ,0(T
d). Then the set {∂W j H(s, x); H ∈
L2([0, T ],DW )} is dense in L2([0, T ], L2x j⊗W j ,0(T
d)). Suppose that u has ﬁnite energy, and let H ∈ L2([0, T ],DW ), then
F j(∂W j H) =
T∫ ∫
d
(∂x j∂W j H)(s, x)u(s, x)dxds0 T
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x j⊗W j ,0(T
d)). Consequently, by Riesz’s representation theorem, there exists a
function G j ∈ L2([0, T ], L2x j⊗W j ,0(T
d)) such that
F j(∂W j H) =
T∫
0
∫
Td
(∂W j H)(x)G j(s, x)dxds,
for all H ∈ L2([0, T ],DW ).
From the uniqueness of the generalized weak derivative, we have that G j(s, x) = −∂W j u(s, x).
Now, suppose u belongs to L2([0, T ], H1,W (Td)) and let H ∈ L2([0, T ],DW ). Then, we have
2
T∫
0
∫
Td
(∂x j∂W j H)(s, x)u(s, x)dxds −
T∫
0
ds
∫
Td
(
∂W j H(s, x)
)2
d
(
x j ⊗ W j
)
= −2
T∫
0
∫
Td
∂W j H(s, x)∂W ju(s, x)d
(
x j ⊗ W j
)−
T∫
0
∫
Td
(
∂W j H(s, x)
)2
d
(
x j ⊗ W j
)
.
We can rewrite the right-hand side of the above expression as
−2〈∂W j H,2∂W ju + ∂W j H〉x j⊗W j . (23)
A simple calculation shows that, for a Hilbert space H with inner product 〈·,·〉, the following inequality holds:
−〈v,u + v〉 1
4
〈u,u〉,
for all u, v ∈ H, and we have equality only when v = −1/2u.
Therefore, by the previous estimates and (23)
2
T∫
0
∫
Td
(∂x j∂W j H)(s, x)u(s, x)dxds −
T∫
0
ds
∫
Td
(
∂W j H(s, x)
)2
d
(
x j ⊗ W j
)

T∫
0
∫
Td
(
∂W ju(s, x)
)2
d
(
x j ⊗ W j
)
.
By the deﬁnition of energy, we have for each j = 1, . . . ,d,
Q j(u)
T∫
0
∫
Td
(
∂W ju(s, x)
)2
d
(
x j ⊗ W j
)
.
Hence, the total energy is ﬁnite. Using the fact that L2([0, T ],DW ) is dense in L2([0, T ], H1,W (Td)), we have that
Q(u) =
∑
j=1
T∫
0
‖∂W ju‖2x j⊗W j dt
=
T∫
0
‖∇W u‖2L2W (Td) dt. 
4.1. Uniqueness of weak solutions of the parabolic equation
Recall that we denote by 〈·,·〉 the inner product of the Hilbert space L2(Td). Fix H,G ∈ L2(Td), λ > 0, and denote by Hλ
and Gλ in H1,W (Td) the unique weak solutions of the elliptic equations
λHλ − ∇A∇W Hλ = H,
and
λGλ − ∇A∇W Gλ = G,
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〈Gλ, H〉 = 〈G, Hλ〉.
In fact, both terms in the previous equality are equal to
λ
∫
Td
HλGλ +
d∑
j=1
a jj
∫
Td
(∂W j Hλ)(∂W j Gλ)d
(
x j ⊗ W j
)
.
Let ρ :R+ × T → [l, r] be a weak solution of the parabolic equation (22). Since ρ , Φ(ρ) ∈ L2([0, T ], H1,W (Td)), and the
set DW is dense in H1,W (Td), we have for every H in H1,W (Td),
〈ρt, H〉 − 〈γ , H〉 = −
d∑
j=1
a jj
t∫
0
〈
∂W jΦ(ρs), ∂W j H
〉
x j⊗W j ds (24)
for all t > 0.
Denote by ρλs ∈ H1,W (Td) the unique weak solution of the elliptic equation
λρλs − ∇A∇Wρλs = ρ(s, ·). (25)
We claim that
〈
ρt,ρ
λ
t
〉− 〈ρ0,ρλ0 〉= −2
d∑
j=1
a jj
t∫
0
〈
∂W jΦ(ρs), ∂W jρ
λ
s
〉
x j⊗W j ds (26)
for all t > 0.
To prove this claim, ﬁx t > 0 and consider a partition 0 = t0 < t1 < · · · < tn = t of the interval [0, t]. Using the telescopic
sum, we obtain
〈
ρt,ρ
λ
t
〉− 〈ρ0,ρλ0 〉=
n−1∑
k=0
〈
ρtk+1 ,ρ
λ
tk+1
〉− 〈ρtk+1 ,ρλtk 〉
+
n−1∑
k=0
〈
ρtk+1 ,ρ
λ
tk
〉− 〈ρtk ,ρλtk 〉.
We handle the ﬁrst term, the second one being similar. From the symmetric property of the weak solutions, ρλtk+1 belongs
to H1,W (Td) and since ρ is a weak solution of (22),
〈
ρtk+1 ,ρ
λ
tk+1
〉− 〈ρtk+1 ,ρλtk 〉= −
d∑
j=1
a jj
tk+1∫
tk
〈
∂W jΦ(ρs), ∂W jρ
λ
tk+1
〉
ds.
Add and subtract 〈∂W jΦ(ρs), ∂W jρλs 〉 inside the integral on the right-hand side of the above expression. The time integral
of this term is exactly the expression announced in (26) and the remainder is given by
d∑
j=1
a jj
tk+1∫
tk
{〈
∂W jΦ(ρs), ∂W jρ
λ
s
〉− 〈∂W jΦ(ρs), ∂W jρλtk+1 〉}ds.
Since ρλs is the unique weak solution of the elliptic equation (25), and the weak solution has the symmetric property,
we may rewrite the previous difference as{〈
Φ(ρs),ρtk+1
〉− 〈Φ(ρs),ρs〉}− λ{〈Φ(ρs)λ,ρtk+1 〉− 〈Φ(ρs)λ,ρs〉}.
The time integral between tk and tk+1 of the second term is equal to
−λ
tk+1∫
tk
ds
tk+1∫
s
〈
∂W jΦ(ρs)
λ, ∂W jΦ(ρr)
〉
dr
because ρ is a weak solution of (22) and Φ(ρs) belongs to H1,W (Td). It follows from the boundedness of the weak solution
given in Proposition 3.4 and from the boundedness of the L2
x j⊗W j (T
d) norm of ∂W jΦ(ρ) obtained in expression (24), that
this expression is of order (tk+1 − tk)2.
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n−1∑
k=0
tk+1∫
tk
{〈
Φ(ρs),ρtk+1
〉− 〈Φ(ρs),ρs〉}ds
vanishes as the mesh of the partition tends to 0. Using, again, the fact that ρ is a weak solution, we may rewrite the sum
as
−
n−1∑
k=0
tk+1∫
tk
ds
tk+1∫
s
〈
∂W jΦ(ρs), ∂W jΦ(ρr)
〉
dr.
We have that this expression vanishes as the mesh of the partition tends to 0 from the boundedness of the L2
x j⊗W j (T
d)
norm of ∂W jΦ(ρ). This proves (26).
Recall the deﬁnition of the constant B given at the beginning of this section.
Lemma 4.2. Fix λ > 0, two density proﬁles γ 1 , γ 2 :T → [l, r] and denote by ρ1 , ρ2 weak solutions of (22) with initial value γ 1 , γ 2 ,
respectively. Then,〈
ρ1t − ρ2t ,ρ1,λt − ρ2,λt
〉

〈
γ 1 − γ 2, γ 1,λ − γ 2,λ〉 eBλt/2
for all t > 0. In particular, there exists at most one weak solution of (22).
Proof. We begin by showing that if there exists λ > 0 such that〈
H, Hλ
〉= 0,
then H = 0. In fact, we would have the following∫
Td
λ
(
Hλ
)2
dx+
d∑
j=1
a jj
∫
Td
(
∂W j H
λ
)2
d
(
x j ⊗ W j
)= ∫
Td
HHλ dx = 0,
which implies that ‖Hλ‖H1,W (Td) = 0, and hence Hλ = 0, which yields H = 0.
Fix two density proﬁles γ 1, γ 2 :Td → [l, r]. Let ρ1, ρ2 be two weak solutions with initial values γ 1, γ 2, respectively. By
(26), for any λ > 0,〈
ρ1t − ρ2t ,ρ1,λt − ρ2,λt
〉− 〈γ 1 − γ 2, γ 1,λ − γ 2,λ〉
= −2
t∫
0
〈
Φ
(
ρ1s
)− Φ(ρ2s ),ρ1s − ρ2s 〉ds + 2λ
t∫
0
〈
Φ
(
ρ1s
)− Φ(ρ2s ),ρ1,λs − ρ2,λs 〉ds. (27)
Deﬁne the inner product in H1,W (Td)
〈u, v〉λ =
〈
u, vλ
〉
.
This is, in fact, an inner product, since 〈u, v〉λ = 〈v,u〉λ by the symmetric property, and if u = 0, then 〈u,u〉λ > 0:∫
Td
uuλ dx = λ
∫
Td
u2λ dx+
d∑
j=1
a jj
∫
Td
(
∂W ju
λ
)2
d
(
x j ⊗ W j
)
.
The linearity of this inner product can be easily veriﬁed.
Then, we have
2λ
t∫
0
〈
Φ
(
ρ1s
)− Φ(ρ2s ),ρ1,λs − ρ2,λs 〉ds = 2λ
t∫
0
〈
Φ
(
ρ1s
)− Φ(ρ2s ),ρ1s − ρ2s 〉λ ds.
By using the Cauchy–Schwartz inequality twice, the term on the right-hand side of the above formula is bounded above
by
1
A
t∫ 〈
Φ
(
ρ1s
)− Φ(ρ2s ),Φ(ρ1s )λ − Φ(ρ2s )λ〉ds + Aλ2
t∫ 〈
ρ1s − ρ2s ,ρ1,λs − ρ2,λs
〉
ds0 0
A.B. Simas, F.J. Valentim / J. Math. Anal. Appl. 382 (2011) 214–230 229for every A > 0. From Proposition 3.4, we have that ‖uλ‖  λ−1‖u‖, and since Φ ′ is bounded by B , the ﬁrst term of the
previous expression is less than or equal to
B
Aλ
t∫
0
〈
ρ1s − ρ2s ,Φ
(
ρ1s
)− Φ(ρ2s )〉ds.
Choosing A = B/2λ, this expression cancels with the ﬁrst term on the right-hand side of (27). In particular, the left-hand
side of this formula is bounded by
Bλ
2
t∫
0
〈
ρ1s − ρ2s ,ρ1,λs − ρ2,λs
〉
ds.
To conclude, recall Gronwall’s inequality. 
Remark 4.3. Let LAW :DW → L2(Td) be the self-adjoint extension given in Remark 3.5. For λ > 0, deﬁne the resolvent
operator GAλ = (λI − LAW )−1. Following [5,11], another possible deﬁnition of weak solution of Eq. (22) is given as follows: a
bounded function ρ : [0, T ] × Td → [l, r] is said to be a weak solution of the parabolic differential equation (22) if
〈
ρt,G
A
λh
〉− 〈γ ,GAλh〉=
t∫
0
〈
Φ(ρs),LAW GAλh
〉
ds (28)
for every continuous function h :Td → R, t ∈ [0, T ], and all λ > 0. We claim that this deﬁnition of weak solution coincides
with our deﬁnition introduced at the beginning of Section 4. Indeed, for continuous h :Td → R, GAλh belongs to DW . Since
DW is dense in DW with respect to the H1,W (Td)-norm, it follows that our deﬁnition implies the current deﬁnition.
Conversely, since the set of continuous functions is dense in L2(Td), the identity (28) is valid for all h ∈ L2(Td). Therefore,
for each H ∈ DW we have
〈ρt, H〉 − 〈γ , H〉 =
t∫
0
〈
Φ(ρs),LAW H
〉
ds.
In particular, the above identity holds for every H ∈ DW , and therefore the integral identity in our deﬁnition of weak
solutions holds.
It remains to be checked that the weak solution of the current deﬁnition belongs to L2([0, T ], H1,W (Td)). This follows
from the fact that there exists at most one weak solution satisfying (28), that this unique solution has ﬁnite energy, and
from Lemma 4.1. A proof of the fact that there exists at most one solution satisfying (28), and that this unique solution has
ﬁnite energy, can be found in [5,11].
Finally, the integral identity of our deﬁnition of weak solution has an advantage regarding the integral identity (28), due
to the fact that we do not need the resolvent operator GAλ for any λ. Moreover, we have an explicit characterization of our
test functions.
5. Application: Stochastic homogenization
We present below an application of the theory developed in this article. We state some results of stochastic homoge-
nization based in theory of W -Sobolev space. Referring to [10] for more details. The study of homogenization is motivated
by several applications in mechanics, physics, chemistry and engineering. In homogenization theory, only the stationarity of
such random ﬁeld is used. The notion of stationary random ﬁeld is formulated in such a manner that it covers many objects
of non-probabilistic nature, e.g., operators with periodic or quasi-periodic coeﬃcients.
The focus of our approach is to study the asymptotic behavior of effective coeﬃcients for a family of random difference
schemes, whose coeﬃcients can be obtained by the discretization of random high-contrast lattice structures. In this sense,
we want to extend the theory of homogenization of random operators developed in [9], as well as to prove its main theorem
(Theorem 2.16) to the context in which we have weak generalized derivatives.
Let (Ω,F ,μ) be a standard probability space and {Tx :Ω → Ω; x ∈ Zd} be a group of F -measurable and ergodic trans-
formations which preserve the measure μ:
• Tx :Ω → Ω is F -measurable for all x ∈ Zd ,
• μ(TxA) = μ(A), for any A ∈ F and x ∈ Zd ,
• T0 = I, Tx ◦ T y = Tx+y ,
• for any f ∈ L1(Ω) such that f (Txω) = f (ω)μ-a.s. for each x ∈ Zd , is equal to a constant μ-a.s.
The last condition implies that the group Tx is ergodic.
230 A.B. Simas, F.J. Valentim / J. Math. Anal. Appl. 382 (2011) 214–230Let us now introduce the vector-valued F -measurable functions {a j(ω); j = 1, . . . ,d} such that there exists θ > 0 with
θ−1  a j(w) θ,
for all ω ∈ Ω and j = 1, . . . ,d. Then, deﬁne the diagonal matrices AN whose elements are given by
aNjj(x) := aNj = a j(TNxω), x ∈ T dN , j = 1, . . . ,d. (29)
Let TdN be the discrete torus with N
d points. All the theory developed in this article can be extended in a natural way
to a discrete environment, see [10] for further details. Let also λ > 0, and fN be a functional on the space of functions
hN :TdN → R, f ∈ H−1W (Td), uN be the unique weak solution of
λuN − ∇N AN∇NW uN = fN ,
where ∇N and ∇NW are the difference operators that can be seen as discrete versions of ∇ and ∇W , respectively, and also
u0 is the unique weak solution of
λu0 − ∇A∇W u0 = f . (30)
For more details on existence and uniqueness of such solutions see Section 2.
We say that the diagonal matrix A is a homogenization of the sequence of random matrices AN if the following conditions
hold:
• For each sequence fN → f in H−1W (Td), uN converges weakly in H1,W to u0, when N → ∞;
• aNi ∂NWi uN → ai∂Wi u, weakly in L2xi⊗Wi (T
d) when N → ∞.
We now state the main theorem of this section whose proof can be found in [10]:
Theorem 5.1. Let AN be a sequence of ergodic random matrices, such as the one that deﬁnes our random environment. Then, almost
surely, AN (ω) admits a homogenization, where the homogenized matrix A does not depend on the realization ω.
As a consequence of these results, we were able to solve some interesting problems in the theory of probability, more
precisely, in the theory of hydrodynamic behavior of interacting particle systems. In [10] we proved a hydrodynamic limit
for an exclusion process with conductances in random environments, which is a rigorous way to show how a weak solution
of a parabolic partial differential equation behaves. Furthermore, we obtained in [3] equilibrium ﬂuctuations for the above
system.
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