Fractal behavior and long-range dependence have been observed in an astonishing number of physical, biological, geological, and socio-economic systems. Time series, profiles, and surfaces have been characterized by their fractal dimension, a measure of roughness, and by the Hurst coefficient, a measure of long-memory dependence. Either phenomenon has been modeled and explained by self-affine random functions, such as fractional Gaussian noise and fractional Brownian motion. The assumption of statistical self-affinity implies a linear relationship between fractal dimension and Hurst coefficient and thereby links the two phenomena. This article introduces stochastic models that allow for any combination of fractal dimension and Hurst coefficient. Associated software for the synthesis of images with arbitrary, pre-specified fractal properties and power-law correlations is available. The new models suggest a test for self-affinity that assesses coupling and decoupling of local and global behavior.
1. Introduction. Following Mandelbrot's essay [25] , fractal based analyses of time series, profiles, and natural or man-made surfaces have found extensive applications in almost all scientific disciplines. The fractal dimension, D, of a profile or surface is a roughness measure that is routinely estimated in scientific studies, with D ∈ [n, n + 1) for a surface in n and higher values indicating rougher surfaces. A recent search through the Web of Science, e.g., revealed 6,420 journal articles with the term fractal dimension in title, keywords, or abstract. Scientists have measured and estimated fractal dimensions of pial vascular networks, thin sections of sandstones, earth resistivity, tunnel systems of subterranean termites, blood pressure rates, human cell proliferation, and cryosectioned sausages, to name but a few examples from the recent journal literature. Text books on fractals in various domains of application abound; see, e.g., Hastings and Sugihara [19] , Bassingthwaighte, Liebovitch and West [4] , and Turcotte [41] . Long-memory dependence or persistence in time series [5, 20, 22] or spatial data [13, 24, 44, 45] is associated with power-law correlations, and often referred to as Hurst effect. Scientists in diverse fields observed empirically that correlations between observations that are far apart in time or space decay much slower than would be expected from classical stochastic models. In geophysics long-memory dependence is recognized by many scientists to be the rule rather than the exception, and the current scientific discourse on global warming depends much on these effects [36] . Long-memory dependence is characterized by the Hurst coefficient, H.
In principle, fractal dimension and Hurst coefficient are independent of each other: fractal dimension is a local property, and long-memory dependence is a global characteristic. Nevertheless, the two notions are closely linked in much of the scientific literature. This stems from the success of self-affine models such as fractional Gaussian noise and fractional Brownian motion [27] in modeling and explaining either phenomenon. For self-affine processes, the local properties are reflected in the global ones, resulting in the celebrated relationship
between fractal dimension, D, and Hurst coefficient, H, for a self-affine surface in n-dimensional space [25] . Long-memory dependence, or persistence, is associated with the case H ∈ (1/2, 1) and linked to surfaces with low fractal dimensions. Rougher surfaces with higher fractal dimensions occur for antipersistent processes with H ∈ (0, 1/2). Self-affinity is undoubtedly a natural assumption for many physical, biological, geological, and socio-economic systems. Owing to its intuitive appeal and a lack of suitable alternatives, self-affinity and the linear relationship (1) have been believed to be warranted by a large number of real-world data sets. The mingling of fractals, long-memory dependence, and self-affinity has drawn cautious criticism. Kaplan and Kuo [21] note that fractional Brownian motion and fractional Gaussian noise are limited in the sense that their behavior at small scales is completely determined by the Hurst parameter. Davies and Hall [9, p. 7] point out that "It is sometimes argued that the assumption of self-affinity is necessary for developing fractal properties. We disagree, maintaining that it is required only of a hypothetical limiting process that might exist if the scale of measurement were to become infinitely fine. . . "
Mandelbrot [25, p. 373] was clearly aware of the decoupling between local and global behavior, stating that "Fractal dimension is originally a local property, notwithstanding the fact that in this Essay the local properties are reflected in the global ones."
The purpose of this note is the introduction of stochastic models that allow for arbitrary combinations of fractal dimension, D, and Hurst coefficient, H. Section 2 reviews some basic stochastic process theory and provides definitions. Section 3 introduces our key construction, the Cauchy class, and points to readily available simulation software. To our knowledge, the present note provides the first operational demonstration that fractal dimension and Hurst coefficient are independent of each other, and can be modeled, explained, and synthesized without recourse to self-affinity. In this regard, Figures 1 through 2 might be of interest to researchers, teachers, students, and the general public alike. Section 4 concerns the estimation of fractal dimension and Hurst coefficient, Section 5 comments on related models, and Section 6 concludes with a discussion. We propose a test for the linear relationship (1) that addresses coupling and decoupling of local and global behavior in time series and spatial data.
2. Gaussian random functions, fractal dimension, and Hurst coefficient. This section recalls some basic facts for reference below, when we present stochastic models that separate fractal dimension, D, and Hurst coefficient, H. We adopt the traditional definition of D as Hausdorff dimension and refer to Falconer [14] for details. The standard definition of H is reviewed below. In the interest of clarity and conciseness, we restrict ourselves to a discussion of stationary, standard Gaussian random functions Z(x), x ∈ n . Thus, the graph of each realization defines a surface in
is independent of x, and all marginal distributions are multivariate Gaussian. Extensions are straightforward but beyond the scope of our note. Stationary Gaussian processes are characterized by their correlation function,
The behavior of the correlation function at h = 0 determines the local properties of the realizations.
for some α ∈ (0, 2], then the realizations of the random function have fractal dimension
with probability one [1, 29] . Similarly, the asymptotic behavior of the correlation function at infinity determines the presence or absence of long-range dependence. If the power-law
holds for some β ∈ (0, 1), the process is said to have long memory with Hurst coefficient
See [5] for processes in discrete time, and Section 4 of [38] for extensions. When n = 1, the asymptotic relationships (2) and (4) are often expressed in terms of the spectral density
i.e., the Fourier transform of the correlation function. When taking Fourier transforms, asymptotic relationships at the origin turn into statements about the asymptotic behavior at infinity, and vice versa. If α < 2, the relationship (2) for the correlation function is typically associated with the asymptotic relationship f (λ) ∼ |λ|
for the spectral density. Rigorous results depend on Abelian and Tauberian theorems and measure theoretic language, and we refer to Section 2.8 of Stein [37] . If β ∈ (0, 1), the relationship (4) has its counterpart in the asymptotic law
See Chapter 2 of [5] and Section 4 of [38] for discussions and extensions in a time series context. The traditional stationary, self-affine stochastic process is fractional Gaussian noise [27] , i.e., the Gaussian process Z(x), x ∈ with correlation function
where H ∈ (0, 1) is a self-affinity index. The self-affinity index is sometimes identified with the Hurst coefficient even though this is appropriate only if H ∈ (1/2, 1). Fractional Gaussian noise is usually introduced as a difference or derivative of fractional Brownian motion B H (x), x ∈ , i.e., the nonstationary Gaussian process whose increments B H (x) − B H (y) are normally distributed with expectation 0 and variance |x − y| 2H . Fractional Brownian motion is called self-affine, because
for every c > 0. Here we follow Mandelbrot's more recent work and substitute self-affine for the original term self-similar, cf. [26] , pp. 8 and 282. Fractional Brownian motion allows for a straightforward analogue in d , d ≥ 2, but fractional Gaussian noise does not. Returning to the correlation function (9) of fractional Gaussian noise and assuming that H = 1 2 , we note that 1 − c(h) ∼ |h| 2H as h → 0 and
Hence, the linear relationship (1) holds with n = 1. The case H ∈ (1/2, 1) is associated with positive correlations, persistent processes, and low fractal dimensions. This is the long-memory case, and the self-affinity index can be identified with the Hurst coefficient. If H ∈ (0, 1/2) we find negative correlations, antipersistent processes, and high fractal dimensions. In other words, the assumption of statistical self-affinity couples local and global behavior, or fractal dimension and Hurst effect. By way of contrast, the stochastic models presented hereinafter allow for arbitrary combinations of fractal dimension and Hurst coefficient.
3. Cauchy Class. The Cauchy class consists of the stationary Gaussian random processes Z(x), x ∈ n with correlation function
Any combination of the parameters α ∈ (0, 2] and β > 0 is permissible. The Cauchy class provides flexible power-law correlations and generalizes stochastic models recently discussed and synthesized in geostatistics [7, 42] , physics [24, 33] , hydrology [23] , and time series analysis [3, 17] . These works consider time series in discrete time only, or they restrict α to 1 or 2. The special case α = 2 has been known as Cauchy model [7, 42] , and we refer to the general case, α ∈ (0, 2] as Cauchy class. Arguments in analogy to those in [17] and references therein show that α ∈ (0, 2] and β ≥ 0 are necessary and sufficient conditions for (11) to be the correlation function of a stationary random process in n . The case where β = 0 is trivial and ignored here. If β > 0, the correlation function (11) behaves like (2) and (4) as h → 0 and |h| → ∞ respectively. Thus, the realizations of the associated random process have fractal dimension D = n + 1 − α/2. If β ∈ (0, 1) the process has long memory with Hurst coefficient H = 1 − β/2. In particular, D and H may vary independently of each other. Figures 1 and 2 show simulated realizations from the Cauchy class, and the distinct effects of fractal dimension and Hurst coefficient are evident. In Figure 1 , we display one-dimensional realizations with α = 0.65 (left) and 1.95 (right), and β = 0.1 (top) and 0.95 (bottom), respectively. Each display shows three segments of size 1,440 that are extracted from simulated profiles of total length 15,000,000. In either row, the Hurst coefficient H = 1 − β/2 is constant, but the fractal dimension D = 2 − α/2 decreases. Thus, the realizations on the left-hand side are rough, and the profiles on the right-hand side are smooth. In either column the fractal dimension is constant, but the Hurst parameter decreases. Accordingly, persistence and long-range dependence become less pronounced. The pseudo-random seed and the simulation algorithm are the same for all four profiles, and a distance of 80 units correspond to |h| = 1 in the correlation function (11) . Figure 1 shows realizations of Gaussian random functions, and in each case the histogram of the full profile is approximately standard Gaussian. In particular, the histograms are symmetric about 0 and about 95% of the values fall between -2 and 2. If the long-memory parameter is small, the profile does not stay very long at a given level and fluctuates rather quickly between extremes. If the long-memory parameter is large, similar values occur in lengthy patches or cluster, and the process stays at approximately the same level for quite some time. This is the essence of long-memory dependence, for which Mandelbrot [25] coined the term Joseph effect, referring to the biblical story of Joseph and the river Nile, and the tendency of wet and dry years to cluster into wet periods and droughts. While all four profiles fluctuate within the range of the standard normal distribution, they do so at very different paces. Figure 2 shows two-dimensional realizations of the Cauchy class for α = 0.5, 1, and 2 (from left to right) and β = 0.025, 0.2, and 0.9 (from top to bottom), respectively. The pseudo-random seed and the simulation algorithm are the same for all nine images, and a distance of 20 units correspond to |h| = 1 in the correlation function (11) . In each row, the Hurst coefficient Figure 1 . If H is large, values at any given level come in pronounced clusters and the range varies very slowly. As H decreases, the dependencies lessen and the process fluctuates more and more rapidly. However, the phenomenon is clearly distinct from local roughness properties. The latter is an independent phenomenon and manifests itself in distinct values of fractal dimension, D.
The figures in this paper have been generated with the R package RandomFields [34, 35] . Whenever feasible, RandomFields uses the circulant embedding approach to simulation [46, 11] that relies on the fast Fourier transform and is both fast and exact. For large two-dimensional images, the turning bands method with line simulations by the circulant embedding approach [10] is used. To our knowledge, RandomFields provides the first software package that allows for the straightforward synthesis of time series, profiles, and images with any given combination of fractal dimension and Hurst coefficient. Figure 1 and 2 state values of fractal dimension, D, and Hurst coefficient, H. These are theoretical values derived from and associated with the underlying stochastic process model. If we could simulate stochastic processes at arbitrarily fine resolution on arbitrarily large domains, consistent estimators of D and H would converge to these theoretical values. In practice any simulation is restricted by finite resolution and finite range. Thus, estimated values based on simulated profiles and images will differ from the theoretical ones.
Estimators of fractal dimension and Hurst coefficient. The legends and descriptions of
Following the referees' suggestion, we provide estimates of D and H for the full length profiles in Figure 1 . Popular techniques for estimating fractal dimension include box-counting, spectral, and variogram-based methods [12, 25, 12, 41, 40, 18] . Unfortunately, some of the more popular methods such as the box-counting technique are subject to biases that need to be addressed by ad hoc methods [40] . In this light, we prefer the variogram estimator of Constantine and Hall [8] . If γ(d) denotes the empirical variogram, i.e., the observed mean of the square of the difference between two values of the process at points that are distance d apart, this estimator is founded on the scaling law log γ(d) = constant + α log d + error as d → 0.
The scaling law applies to stationary processes whose correlation function satisfies (2). For a profile, the variogram estimator of D is then given by D = 2 − α/2 where α is the slope in a log-log plot of γ(d) versus d. Only the smallest scales in the data are being used, i.e., the regression line is fit over the smallest available positive values of the inter-point distance d. The log-log plots are shown in Figure 3 , and the empirical values are close to the theoretical ones.
Estimators for the Hurst coefficient range from Mandelbrot's R/S analysis to maximum likelihood [25, 41, 5, 31, 39, 6] . We use detrended fluctuation analysis (DFA) as introduced by Peng et al. [31] . This technique proceeds by breaking the profile into blocks of size m. Within each block, a leastsquares line is fit to the partial sums, and the variance of the residuals from the least-squares fit is computed. If v(m) denotes the average of the resulting sample variances, DFA is based on the scaling law log v(m) = constant + (2 − β) log m + error as m → ∞ for stationary processes whose correlation function satisfies (4). Details and a theoretical justification are given in Section 3.5 and the Appendix of [39] . The resulting estimator H for the Hurst coefficient is half the slope in a log-log plot of v(m) versus m. The slope is fitted at large block sizes m, but the region of m that is close to the total size of the profile is ignored because of an increased sampling variance of v(m). Results for the full length profiles associated with Figure 1 are shown in Figure 4 . Figure 5 shows a log-log plot of Welch's weighted overlapped segment averaging (WOSA) estimator for the spectral density function of the full profile with α = 1.95 and β = 0.1 versus frequency. We use blocks of size 1,000,000 that overlap by 50% and we normalize frequency λ to the interval (0, π). See [43] and Section 6.17 of [32] for details. The slope at high frequencies, i.e. small scales, corresponds to the fractal dimension, and the slope at small frequencies, i.e. large scales, is associated with the Hurst coefficient. Specifically, Eqns. (7) and (8) suggest a slope of −α − 1 = −2.95 at large frequencies and β − 1 = −0.9 at small frequencies. The two distinct scaling regions are clearly visible in Figure 5 . They are similar to the scaling regimes observed in spectral density estimates for geophysical time series such as the global temperature record [30] .
5. Related models. The Cauchy model is not unique in its ability to separate fractal dimension and Hurst effect. A particularly attractive, alternative model is given by
which satisfies the asymptotic relationships (2) and (4) in an ideal way. Unfortunately, this function does not define a valid correlation model for all values of α ∈ (0, 2] and β > 0. However, Pólya's criterion [7, p. 66] shows that (12) is a valid correlation function for a process on if α ∈ (0, 1] and β > 0. By the criterion in [16] , a stationary process with correlation function (12) in 2 exists if α ∈ (0, 1/2] and β > 0. Under these restrictions on the parameter values and on the dimension of the process, (12) is an appealing and particularly simple model. Alternatively, stationary Gaussian processes can be defined through their spectral density. Appropriate choices that respect (7) and (8) for α ∈ (0, 2) and β ∈ (0, 1), respectively, lead to processes whose realizations have fractal dimension given by (3) and Hurst coefficient given by (5), respectively. The simplest case is that of a stochastic process on whose spectral density f (λ) is proportional to |λ| −α−1 if |λ| < λ 0 and proportional to |λ| β−1 if |λ| > λ 0 , for some positive λ 0 . Among the stochastic process models that separate fractal dimension and Hurst effect, the Cauchy class appeals through its simple and compact analytic form, and through its full coverage of the possible range for D and H, respectively. It allows for any nonnegative parameter β in the power-law (4), including the case β > 1 that no longer corresponds to long-memory dependence. Furthermore, the correlations are always positive. In contrast, fractional Gaussian noise with selfaffinity parameter H can only model power-laws with exponent β = 2H ∈ (0, 2), and the correlations eventually become negative if β ∈ (1, 2). A more detailed discussion is found in the appendix to Section 11 of [26] . We consider the positive correlations to be an advantage of the Cauchy model, since positive power-laws are ubiquitous in physical, geological, biological, and socio-economic systems. However, there is a related stochastic model that allows for any combination of fractal dimension and Hurst coefficient, and furthermore features the transition from positive to negative correlations, or persistence to antipersistence. Specifically, the modified Cauchy class consists of the stationary Gaussian random processes Z(x), x ∈ with correlation function
where α ∈ (0, 2] and β > 0. Indeed, an application of the turning bands operator [15, 28] to the Cauchy correlation function (11) shows that if α ∈ (0, 2] and β > 0, then
is the correlation function of a stationary and isotropic random field in n . The modified Cauchy class corresponds to the one-dimensional case where n = 1. In the same way as (11) , the correlation function (13) behaves like (2) and (4) as h → 0 and |h| → ∞, respectively, yielding the same conclusions for the fractal dimension and Hurst coefficient. Furthermore, there is a transition from positive to negative correlations depending on whether β is smaller or greater than 1.
6. Discussion. We introduced the Cauchy class, a particularly simple stochastic model that separates fractal dimension and Hurst coefficient and allows for any combination of the two parameters. This is in sharp contrast to traditional, self-affine models for which fractal dimension and Hurst coefficient are linearly related. To our knowledge, Figures 1 and 2 provide the first displays of profiles and images, in which the effects of fractal dimension and Hurst coefficient are decoupled. Publicly available code [34] allows for the simulation of time series and images with pre-specified combinations of fractal dimension and Hurst coefficient.
We draw two major conclusions. The first concerns estimation. Various methods have been proposed and applied to estimate fractal dimension and Hurst coefficient. For estimation of the fractal dimension, D, it is tempting to estimate the Hurst coefficient, H, and then apply the linear relationship (1), or vice versa. We disapprove of any such approach, since the estimator breaks down if the critical assumption of self-affinity is violated. Figures 3 and 4 provide a striking illustration. Second, our findings suggest a test for self-affinity in time series, profiles, or surfaces that come at sufficient resolution and size: estimate D, a roughness parameter, and H, a long-memory parameter, and check whether the estimates D and H are statistically compatible with the linear relationship (1). For instance, the variogram and DFA estimators for the profile with α = 1.95 and β = 0.1 in Figure 1 yield D + H = 1.69 + 0.96 = 2.65. Statistical significance can then be assessed by Monte Carlo simulation under the null hypothesis of a self-affine fractional Gaussian noise model. Such an approach is conceptually simpler and perhaps more likely to be accepted by practicioners than Bardet's [2] test for self-affinity in time series data. Mandelbrot [26, p. 188 ] points out in a recent Selecta volume that ". . . experimentalists facing phenomena that seem self-affine are strongly urged to seek confirmation and completeness. They should subject the data to demanding analysis that involves several analytic tests, and in any event more than one."
His quest is a challenge, and our suggestions as well as Bardet's test may contribute towards the ambitious goal. Furthermore, the Cauchy class provides a striking illustration -and this might be our key point -that the notions of fractal dimension and long-memory dependence are independent of each other, and can be modeled, explained, and synthesized without recourse to self-affinity. 1.675, 1.025) . Accordingly, the profiles become smoother. In either column, the fractal dimension is held constant, but the Hurst parameter decreases from top to bottom (H = 0.95, 0.525). Accordingly, persistence and long-range dependence become less pronounced. All four profiles fluctuate within the range of the standard Gaussian distribution. However, values at similar levels tend to cluster, and the higher the Hurst coefficient is the more so. The pseudo-random seed is the same for all four profiles, and a distance of 80 units corresponds to |h| = 1 in the correlation function (11). Figure 1 . Note the two distinct scaling regimes associated with small frequencies (large scales) and high frequencies (small scales), respectively. The theoretical slopes are -0.9 and -2.95, respectively, and indicated by red lines. 
