This paper investigates the relationship between banking sector depth and long-term economic growth in the natural resource based economies vis-à-vis economies that are not dependent on natural resources. For the empirical investigation, a Generalised Method of Moments (GMM) estimator for dynamic panel-data models is adopted for 194 countries spanning the period 1964 to 2013. By using different measures of banking sector depth and economic growth, the investigation yields three key findings. First, the banking-growth relationship is non-linear and positive within certain levels of banking sector depth in both country groups. Second, the time lag between the change in the level of banking sector depth and the effect on economic growth is shorter in the natural resource-based countries than in the other countries. Finally, the total effect of banking sector deepening on long-term economic growth is weaker in economies with abundant natural resources than in the rest of the world.
Introduction
The severity of the Global Financial Crisis (GFC) in 2008/09 has revamped the interest of many scholars to revisit the relationship between financial development and economic growth. Prior to the crisis, evidence provided support to the notion that the development of the financial sector stimulates long-term economic growth. Recent research, however, suggests that the relationship between banking sector depth and long-term economic growth is somewhat more complicated especially when non-linearity is considered (Arcand et al., 2012; Grochowska et al., 2014) . In exploring the impact of the financial sector on economic growth Aghion and Howitt, (2009) , sustain that 'frictions' should be taken into account should a clear and deeper understanding of the mechanisms in operation are to be understood.
Despite the renewed interest in this area, research that assesses the finance-growth nexus in the context of natural resource-based countries (NRBCs) is limited (Barajas et al., 2013; Beck, 2011) . Research that considers the relationship between banking sector depth and economic growth in the NRBC as a group overlooks the effect of a change in the banking sector development on long-term economic growth. Measuring such an effect is particularly relevant to governments considering the potential economic benefits of adopting policies that encourage the development of the banking sectors.
Accordingly, this paper intends to investigate the extent to which the banking sector depth is linked to long-term economic growth in the NRBC countries vis-à-vis rest of the world economics that are not dependent on natural resources. In this investigation, three relationship dimensions are considered. The first is the type of relationship, the second is the time lag between the change in the banking sector depth and its effect of economic growth, while the third is the relationship magnitude. For the empirical investigation, a Generalised Method of Moments (GMM) estimator for dynamic panel-data models is adopted for 194 countries spanning the period 1964 to 2013.
The research contributes to the development of the finance-growth nexus literature as well as to policy making in the NRBC economies. It is the first comparative study in the context of NRBC economies that investigates in depth the relationship between banking sector development and long-term economic growth using a GMM methodological framework. Assessing the type and scale of the relationship between the banking sector depth and long-term economic growth enables policymakers to evaluate the relevance of the banking sector for their economies.
The rest of the paper is organized as follows. Section 2 provides a brief review of the financegrowth nexus literature, whilst section 3 touches on the data and variables utilised in the empirical analysis. Section 4 elaborates on the methodological framework whilst section 5 discusses the results. Finally, section 6 provides some concluding remarks.
Literature Review
Undoubtedly, the intermediating role of the financial sector is so inextricably linked to the functioning of economies that any attempt to investigate this underlying relationship merits consideration (Cetorelli, 2009; Ang, 2008) . The current finance-growth nexus debate encountered in the extant academic literature purports to theoretically as well as empirically shed additional light on the causal dimension of the performance of the financial sector and economic growth (Aghion and Howitt, 2009 ).
On the theoretical front, Bagehot (1873) and Schumpeter (1911) were inter alia two of the most important academics that looked into the implications of the relationship between finance and growth. More specifically, Bagehot (1873) whilst stressed the crucial role that the banking system assumes in conditioning economic growth he also delineated the conditions under which banks potentially could promote innovation and growth though funding productive investments.
In the same spirit, Schumpeter (1911) sustained that financial services play an instrumental role in driving economic growth.
In the years that followed, Robinson (1952) in attempt to shed some light in the causal dimension argued that financial development follows growth thus, suggesting that 'where enterprise leads, finance follows'. According to Alexiou et al. (2016, 3) "although growth may be constrained by credit creation in less developed financial systems, in more sophisticated systems finance is viewed as an endogenous response to demand requirements". In a more sophisticated manner, Patrick (1966) describes the finance-growth interaction as a relationship where both the supply-leading and the demand-following set of hypotheses can be applied in a sequential manner. More specifically, at the early stages of economic development, finance spurs economic growth through innovative investments (Rajan and Zingales, 2003) . As the economy grows stronger and stronger the direction of causality weakens or even reverses in so far as "the supply-leading impetus gradually becomes less important, and the demand-following financial response becomes dominant" (Patrick, 1966, 177) .
Proponents of the supply-leading hypothesis contend that developed financial sectors stimulate economic growth by over coming market frictions. Levine (2005) summarises this role in the following five points: (i) producing information ex ante on potential investments and allocating capital, (ii) monitoring investments and enhancing corporate governance of the borrowing firms, (iii) facilitating the trading, diversification and risk management, (iv) mobilising and pooling savings, and (v) facilitating the exchange of goods and services.
Over the years, different methodological frameworks have been employed to study the relationship between financial development and long-term economic growth. The use of panel data analysis is inter alia a novel empirical framework in this area which effectively overcomes constraints associated with existing cross-country studies. Levine et al. (2000) and Beck et al. (2000) are the first to utilise panel data analysis along with more advanced econometrics Beck et al. (2000) argue that the development of a financial intermediary influences the sources of economic growth, including the total factor productivity growth, physical capital accumulation and private savings rates as well as economic growth.
Their paper shows that financial intermediary development has a considerable impact on productivity growth.
An additional paper that employs the GMM estimator for the dynamic panel data models is that of Barajas et al. (2013) . Their paper assesses whether the economic growth benefits from the financial sector development that differs across regions, income levels, and the type of economy.
The authors find that the effect of banking sector depth on economic growth in the Middle East and North Africa (MENA), Latin America and the Caribbean are lower in comparison with other regions. In considering the different economy types, Barajas et al. (2013) show that oil exporting countries benefit less from banking sector deepening and the benefits fall constantly with the degree of oil dependency.
In addition, Arcand et al. (2012) in an attempt to provide more efficient estimates uses a mixture of various methodologies. More specifically, by building on Beck and Levine's (2004) model they incorporating the level of credit to the private sector and a quadratic term in this variable in an attempt to investigate the presence of a non-monotonic relationship between credit to the private sector and economic growth. In the panel studies, the authors use the system GMM estimator. Arcand et al. (2012) also investigate the relationship at the industrylevel by exploiting the model developed by Rajan and Zingales (1998) . Their paper finds a strong positive relationship between financial depth and GDP growth in economies with small and intermediate financial sectors. The relationship, however, turns negative after the level of credit to the private sector relative to the GDP reaches a particular threshold (estimated to be around 80% to 100% of GDP).
Other more recent papers in the literature confirm the non-monotonic relationship between banking sector depth and long-term economic growth globally (Beck, et al. 2014 (Cournède and Denk, 2015; Prochniak and Wasiak, 2016) , in the middle-income countries (Samargandi, et al., 2015) , and in East Asia and Latin America (Aizenman, et al., 2015 ).
In relation to the level at which banking-growth relationship turns from positive to negative, scholars estimate panel data models using OLS, pooled instrumental variable (IV) and GMM show that the turning point range is between 80% to 100% private credit to GDP (Breitenlechner et al., 2015; Cecchetti and Kharroubi, 2012; Cournède and Denk, 2015) . Some researchers explain that the change in the nature of the relationship is due to the misallocation of resources (Ductor and Grechyna, 2015) or "financial Dutch disease", where the boom in the financial services divert long-term funding away from manufacturing and other sectors that relay on stable external finance (Aizenman et al., 2015) . It is argued that "policies aimed at limiting excessive leverage and risk-taking as well as requiring banks to refocus their business models towards the provision of credit could ensure that financial deepening has positive growth effects even in mature financial systems" (Beck et al., 2014, 384) .
In the following sections, we make a contribution to this debate by exploring the nexus for a group of 194 countries, most of which have been affected significantly in recent years.
Data and Variables

Dependent variables
Overall, the data utilized in this study are taken as five-year averages for 194 countries over the period from 1961 to 2013. We use four different proxies of economic growth in an attempt to explore all potential channels through which economic growth is effectively modelled (see table   A3 in Appendix A for definition of variables.) The first is real GDP per capita growth. The variable is the most extensively used in the finance-growth nexus literature as a measure of economic growth. The source of the real GDP per capita growth as well as the other dependent variables discussed below is sourced from the World Development Indicators database of the World Bank. The second dependent variable is the real GNI per capita. The aim of selecting the real GNI per capita growth is to utilise a different indicator of economic growth. The indicator can provide insights into the finance-growth relationship in countries where the real GNI per capita is the main reported measure of economic growth. Out of all the key research papers discussed in the literature review section, only Goldsmith (1969) employs GNI per capita when investigating the relationship. The other two proxies of economic growth are the gross capital formation to GDP and the private sector gross capital formation to GDP ratios (hereafter referred to as the investment to GDP and the private investment to GDP ratios respectively).
The two indicators are selected as they represent sources of economic growth. In passing, it should be mentioned that King and Levine (1993), Ndikumana (2005) , and Xu (2000) are amongst some researchers who use one or both indicators.
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Independent variables
As independent variables we consider a number of variables as measures of the banking sector depth. The first is the credit to private sector to GDP ratio, which is by far the most widely used in the literature as a measure of financial development in general, and banking sector depth in particular. The significance of the indicator in the finance-growth nexus literature reflects its focus on the credit facilities extended by financial intermediaries to the private sector. Other proxies of the banking sector depth are the bank assets to GDP and the bank liabilities to GDP ratios. Those are broader measures of banking sector depth than the credit to private sector to GDP ratio, since the lending to the public sector is included. In this research, the Passport database of the Euromonitor International provides the bank assets to GDP and bank liabilities to GDP ratios data for 170 countries for the period from 1977 to 2013. The last two indicators of banking sector depth are the money and quasi money (M2) to GDP and the liquid liabilities to GDP ratios (hereafter the indicators are referred to as the money supply to GDP and the broad money supply to GDP ratios accordingly). The broad money supply to GDP ratio is considered to be a traditional measure and is employed by many papers in the finance-growth nexus research area due to its broader scope which captures the size of the financial system (Beck et al., 2000; King and Levine, 1993) .
Controlling variables
The controlling variables incorporated in this study purport to account for differences in the long-term economic growth rates associated with the initial level of the economic growth measure, the rate of inflation, government consumption, levels of education, trade openness, and foreign investment. The controlling variables included are the most common ones used in the finance-growth nexus literature (See, for example, Arcand et al., 2012; Barajas et al., 2013) .
The source of all conditioning variables is the World Development Indicators database.
Hypotheses and Methodological Framework
Statement of hypotheses
In this study we explore the extent to which banking sector depth is associated with the longterm economic growth in the NRBC vis-à-vis the rest of the world that are not dependent on natural resources. In answering this research question, a system GMM estimator for dynamic panel data models is adopted.
To assess the extent to which banking sector depth is linked to economic growth, the paper considers three relationships. The first one is the nature of the relationship, the second is the 
Specification of the econometric model
The estimated models in this research follow two general regression equations. The first is given by:
( 1) where the economic growth measures ‫ݕ(‬ ,௧ ) are regressed on a constant (ߙ ௧ ), its own first time lag ‫ݕ(‬ ,௧ିଵ ), current and time lagged measures of banking sector depth ‫ݔ(‬ ,௧ି ), lagged values of a controlling variables set ‫ݖ(‬ ,௧ିଵ ), and time dummy variables ‫ݓ(‬ ,௧ ). The regression equation is designed to assess the effect of changes in the current and lagged values of the banking sector measure on economic growth while controlling for differences among countries and variation over time.
There are two sets of controlling variables. The first is the simple conditioning set, which includes the initial value of real GDP per capita (or real GNP per capita in models where the dependent variable is real GNP per capita) and education. This is while the second is the full conditioning set which consists of the variables in the simple conditioning set plus measures of inflation, government spending, trade openness, and foreign investment. The time lags of the controlling variables are used instead of the current variables to avoid any endogeneity problems.
The second regression equation employed here is as follows:
Regression equation (2) includes all the variables in regression equation (1) for non-linear relationships. Equation (2) is in line with the recent findings by Arcand et al. (2012) which suggests that the relationship between financial development and economic growth is non-monotonic.
The paper estimates regression equations (1) and (2) A general to specific approach is adhered to in order to eliminate statistically invalid models and arrive at the appropriate combination of explanatory variables' time lags (Campos et al., 2005) . Note that, in the general models, the current and first three time lags of the banking measures are included. The controlling and time dummy variables are kept intact throughout the general to specific elimination process regardless of their statistical significance to ensure that all the models are controlled for differences among countries and variation over time. Finally, the model with one or more banking sector independent variables that are significant at the 10% level minimum are preferred which are then tested for second-order serial correlation and joint validity of the instruments. The second-order serial correlation is a test of the validity of the lags included in the model. This is while the Hansen over-identification test is employed to establish the joint validity of the instruments in the GMM models (Roodman, 2009a ). The models that satisfy both tests are finally selected.
Research reliability and validity
The research process implemented in this paper, including the application of the general to specific approach and the different statistical tests employed, is intended to ensure the objectivity and replicability of the research. Conducting this research without a clear procedure in terms of selecting the statistically valid models could impair the objectivity of this research as the researcher would select the models based on a subjective assessment of the various statistical tests.
The models estimated here use a number of specifications that assert the research rigour and provide confidence in their results. First, in all estimated models, the independent and control variables are treated as endogenous variables and only the time dummy variables are treated as strictly exogenous. Under the former, the lagged differences of the endogenous variable are valid instruments as they should not be correlated with contemporary and past errors. This is where under the strictly exogenous assumption, the contemporaneous and past differences can be employed as instruments (Roodman, 2009a) .
Another consideration that is taken into account when specifying the models is the number of instruments used. Roodman states that a "large instrument collection overfits endogenous variables even as it weakens the Hansen test of instruments' joint validity" (2009b, 1). The estimated models deal with this issue in two ways. The first is to limit the number of instruments employed to the number of countries in the panel. This is considered the "minimally arbitrary rule of thumb" (Roodman, 2006, 13) . Secondly, the instruments are "collapsed" by combining instruments through addition into smaller sets (see Roodman, 2009b) .
Further, the models adopt the two-step estimation with the corrected errors pioneered by Windmeijer (2005) . The two-step standard errors with Windmeijer correction are quite accurate, according to Roodman, and their "estimation with corrected errors seems modestly superior to the cluster-robust one-step estimation " (2009a, 97) . Note that the corrected errors are robust to heteroskedasticity and arbitrary patterns of autocorrelation within individuals. Another correction that is applied to the NRBC group models is the small-sample corrections to the covariance matrix estimate. The models, accordingly, are tested using the t-test instead of the ztest statistics for the coefficients and the F-test in place of the Wald ߯ ଶ test for the overall fit.
Discussion and Results
This study has identified 61 statistically significant models (details of the selected models are provided in Tables B1 to B15 in the Appendix B). In summarizing the findings in all estimated models, this section purports to closely scrutinize the yielding evidence for each country group and compare them along three dimensional relationships i.e. the type of the relationship between each banking sector depth measure and the economic growth indicator, the time lags between alternative banking sector depth measures and the effect on the economic growth as well as the magnitude of the finance-growth relationship. When considering the impact of alternative measures of finance deepening for the NRBC group, a positive finance-growth relationship emerges 3 . In contrast, the models including broad money supply-to-GDP ratio suggest that the development of the banking sector is harmful for longterm economic growth.
For the group of other countries, all of the estimators that use the bank assets-to-GDP ratio, the money supply-to-GDP ratio, and the broad money supply-to-GDP ratio yield positive associations between the banking sector depth measures and the economic growth proxies 4 . Table 2 presents the findings with respect to the time lag between a change in the banking sector depth measure and its effect on long-term economic growth. According to the models that assessed the finance-growth nexus for the NRBC group, the average lag period is 1.17, in comparison to the lag period of 1.58 found for the group of other countries. 5 In the case of the NRBC group only, the time lag average for the models using the credit-to-private sector-to-GDP ratio and the bank liabilities-to-GDP ratio is 0.40. In contrast, the average time lag for the estimators that used the bank assets-to-GDP ratio and the broad money supply-to-GDP ratio are 1.88 and 2, respectively. Table 2 sets out the average time period between the change in credit-to-private sector-to-GDP ratio and economic growth, which is found to be 0.60 for the group of other countries. In the case where the bank assets-to-GDP ratio is considered, the average time length for the models in the group of other countries is 2 time lags. Overall, the results suggest that the time lag between the cause and effect in the case of the NRBC group tends to be shorter than that for the rest of the world countries group.
INSERT TABLE 1
A Synthesis of Estimated Models with Time Lags
INSERT TABLE 2
A Synthesis of the Magnitude
Once we establish the magnitude of the relationship between the banking sector depth measures and alternative measures of economic growth we subsequently average the total effects of five financial development indicators on each proxy for economic growth. Table 3 provides a summary of the relationship of the estimated coefficients for the financegrowth models 6 . When real GDP per capita is used as the dependent variable -in the case of the NRBC group -only the models using the variables in levels are statistically significant. In contrast, in the case of the other countries group, the models in levels that render the weakest effect of financial development on the real GDP per capita growth rate is the one that utilizes the bank assets-to-GDP ratio in the estimation.
A similar effect is also established between banking sector development -when GNI per capita in the NRBC group is used -and the credit-to-private sector to GDP as well as the bank liabilities-to-GDP ratio 7 . Out of all models where the growth rate of real GNI per capita is regressed on the five different banking sector depth variables in the NRBC group, only the one utilising the broad money supply-to-GDP ratio generates statistically significant results whilst in the case of the other countries we find 14 statistically significant relationships. When considering the estimated coefficients of the models in levels form a significant variability is observed whilst a less pronounced variability is evident in non-monotonic specifications 8 .
INSERT TABLE 3
As far as the impact of the financial development on the total investment-to-GDP ratio in the NRBC group is concerned it is found to be rather ambiguous as two estimated models suggest a positive and two other models suggest a negative correlation respectively 9 .
Finally, the evidence generated from all the non-linear models that assess the impact of financial development on the level of total private investment-to-GDP ratio is found to be negative 10 .
A summary and a comparison of the effects of the different measures of the banking sector depth on the economic growth indicators for each country group is presented in Table 4 . The table provides the average total impact of the banking sector explanatory variables based on the models employing the level and squared values.
INSERT TABLE 4
The average total effect for the level models when the real GDP per capita level is the dependent variable is 0.14 for the NRBC group and 0.23 for the other countries group whilst the corresponding values for the non-linear models are found to be -0.01 and 0.02 respectively. In the case where the we assess the impact of the growth rate of real GDP per capita, the average values are 3.44 for the NRBC group and 3.08 for the other countries group, respectively. 11
The average total effect of the five financial development indicators on the real GNI per capita level is stronger for the other countries group than for the NRBC group for the models using the level as well the squared specifications 12 .
According to Table 4 the values are positive in 6 out of 10 of the average total effects corresponding to the NRBC group whilst all the 11 average values associated with the other countries group are positive. Comparing the magnitude between the two country groups reveals 9 The total effect ranges from -0.46 to 0.10 for the models in levels and is equal to 0.01 for the models using the squared values of the independent variable. The effect of a change in the level of the banking sector depth and the level of total investment-to-GDP ratio is positive in the case of the other countries group whilst in the level models lies between 0.09 and 0.35. 10 The only statistically significant level model, however, indicates that a 1% fall in the bank assets-to-GDP ratio reduces the level of the total private investment-to-GDP ratio by 0.08%. The estimates of the level models that reflect the total influence of the five banking sector depth proxies on the ratio of the total private investment-to-GDP in the other countries group are found to be ranging between -0.08 and 0.23. 11 The use of averages here is aimed at providing some indication of the magnitude of the impact of the banking sector depth measures on long-term economic growth.
that the average total effect of a change in the banking sector depth measures on the long-term economic growth for the other countries group is stronger in 6 out of 9 instances in which the values for both country groups are available.
On the whole, the preceding empirical analysis contributes to the development of the financegrowth nexus literature by enhancing our understanding of the underlying relationship in the context of the resource based economies. To the best of our knowledge, this is the first comparative study that investigates in depth the relationship between banking sector development and long-term economic growth using a GMM methodological framework. Beck's (2011) is the only other empirical study in this area that considers the NRBC as a separate group and assesses whether its degree of dependence on natural resources influences the finance-growth relationship.
Due to the significance of economic diversification and the challenges of achieving sustainable long-term economic growth in the resource based countries, this paper provides policymakers with evidence supporting the notion that banking sector development contributes to the acceleration of economic growth. Hence, identifying such sectors may enable countries that are dependent on natural resources to diversify their economic structures and to some extent overcome the "natural resource curse".
Concluding remarks
Despite the renewed interest in researching the relationship between financial development and economic growth following the Global Financial Crisis of 2008/09, only one paper has considered the underlying finance-growth relationship when the NRBC are considered as a group. In the context of the natural resource curse literature, gaining further insight into the extant relationships between financial deepening and economic growth is of paramount importance.
The focal point of this study was to investigate the extent to which banking sector depth is associated with long-term economic growth in the NRBC vis-à-vis the rest of the world countries. To this effect, three dimensional characteristics in relation to the type, time lag between the cause and effect, and magnitude were considered.
The findings associated with the system GMM estimator for the dynamic panel data models demonstrate that the relationship between banking sector depth and economic growth measures is non-linear for both the NRBC group and the other countries group and is found to be only The estimated relationships also indicate that the time lag between the change in the banking sector depth and the effect on long-term economic growth is shorter in the NRBC group than in the other countries group whilst the total effect of the banking sector deepening on economic growth is lower in the NRBC group vis-à-vis the countries that are not dependent on natural resources. The findings relating to the time lag and the total effect pave the way for further research to explain the differences in the nature of the relationship, particularly in the context of the NRBC and in the light of the natural resource curse literature. Notes: The table summarises the type of relationships between the economic growth measures and credit to private sector to GDP (CP), bank assets to GDP (BA), bank liabilities to GDP (BL), money supply to GDP (M), and broad money supply to GDP (BM) ratios using linear and non-linear models with different conditioning. In models with simple conditioning, the relationship is controlled for the initial level of economic growth measure and the education variable. This is while under full conditioning, the models include the simple conditioning variables plus measures of inflation, government consumption, trade openness, and foreign investment. The "+" and "-"signs refer to positive and negative relationships respectively. Notes: The table summarises the time lag between the cause and effect in the relationships among the economic growth measures and credit to private sector to GDP (CP), bank assets to GDP (BA), bank liabilities to GDP (BL), money supply to GDP (M), and broad money supply to GDP (BM) ratios using linear and non-linear models with different conditioning. In models with simple conditioning, the relationship is controlled for the initial level of economic growth measure and the education variable. Under full conditioning, the models include the simple conditioning variables plus measures of inflation, government consumption, trade openness, and foreign investment. Notes: The table the summarises total effect of credit to private sector to GDP (CP), bank assets to GDP (BA), bank liabilities to GDP (BL), money supply to GDP (M), and broad money supply to GDP (BM) ratios on the economic growth measures using linear and non-linear models with different conditioning. In models with simple conditioning, the relationship is controlled for the initial level of economic growth measure and the education variable. Under full conditioning, the models include the simple conditioning variables plus measures of inflation, government consumption, trade openness, and foreign investment. 
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Shortlisted models
The tables below report the 61 statistically significant models selected using the general to specific approach. All models employ data for the period between 1964 and 2013 which is averaged over ten non-overlapping five-year periods. The models are based on the two-step estimation procedure and the Windmeijer corrected standard error. Robust t-or z-statistics are shown in parentheses, with significance levels at the 10% (*), 5% (**), and 1% (***) levels indicated. 
