In this paper we give upper estimations for the inner entropy numbers of a subset B of a decomposable Banach space
Introduction
A Schauder basis decomposes, in a sense, a Banach space into a sum of one dimensional subspaces. It is sometimes useful to consider cruder decompositions where the components into which we decompose a given Banach space are subspaces of dimension larger than one. The interest in Schauder decompositions which is a generalization of Schauder basis does not stem from results which generalize trivially theorems on bases. Their importance stems from the fact that there are results on finite dimensional Schauder decompositions, which are most useful in applications, whose analogues for bases are not known or do not even have a meaningful analogue in terms of bases. The sequence of Kolmogorov numbers { (T )} of an operator T is an example of snumbers of operators. In the theory of s-numbers, one associates with every operator T a scalar sequence 1 (T ) ≥ 2 (T ) ≥ ··· ≥ 0. The main purpose is to classify operators by the behavior of { (T )} as n → ∞. Different examples of s-numbers of bounded linear operator T had been studied for their importance in the theory of operators. For example, a bounded linear operator is compact if and only if its sequence of Kolmogorov numbers () n dT converges to zero [17] . 
Notations, basic definitions and propositions:
. 
s T if and only if rank T r for T L E F
Kolmogorov numbers of a bounded linear operator { ( )} r dT is an example of an sfunction and so satisfy conditions (1,..,5 ) in definition(2.6). Moreover it satisfy
Definition 9: [17]:
The th n inner entropy number of a bounded subset B in a normed space E is defined by: 
Remarks and consequences on definitions
where ij  is the Kronecker's delta. Whence, by the uniqueness condition we obtain 
2.In particular
3. Let us consider a sequence of operators { } defined by ( ) = ∑ ( )
=1
. From the "orthogonality" relations = = (i,j =1,2,…) it is clear that { }satisfies the commutativity relations = = min( , ) , ( , = 1,2, … ). In particular, for n=m, each is a projection of E onto ∑ ⊕ E i n i=1
. The generalized Grinblium constant equals to ‖u n ‖. 
Proof: Is a direct consequence of the definitions.
Main results

Theorem1:
Let B be a bounded subset of a decomposable Banach space E with decomposition {} n M . Then: 
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Since  is arbitrary we get
Therefore, proceeding to supremum we get,
Theorem 2:
Let B be a bounded subset of a decomposable Banach space 
