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ABSTRACT
A cross-layered slotted ALOHA protocol is proposed for distrib-
uted estimation in sensor networks. Suppose that the sensors in
the network record local measurements of a common event and re-
port the data back to the fusion center through direct transmission
links. We employ a channel-aware transmission control where the
transmission probability of each sensor depends on the quality of
the local observation and the conditions of the transmission chan-
nel in each time slot. In contrast to conventional ALOHA systems,
our goal is to minimize the accumulated estimation error at each in-
stant in time as opposed to maximizing the system throughput. We
show that the transmission probability which achieves the maximum
throughput does not provide the best solution to the distributed esti-
mation problem. Two strategies are proposed: the maximum mean-
square-error (MSE) reduction (MMR) method and the suboptimal
two-mode MSE-reduction method. The first scheme maximizes the
reduction in MSE for each transmission but requires the information
of the number of active sensors and the accumulated estimation ac-
curacy before each time slot. In the second scheme, the sensors uti-
lize the interchange between two fixed transmission control policies
without the explicit knowledge of the system parameters required in
the first scheme.
Index Terms— Distributed estimation, random access networks,
sensor networks, cooperative communications.
1. INTRODUCTION
Wireless sensor networks consist of a large number of miniature de-
vices that have the ability to sense, to compute and to communicate.
The sensors in these systems are linked through a common appli-
cation and work cooperatively towards a common goal. With strict
energy and bandwidth constraints, it is necessary to exploit the coop-
erative nature of the sensors to improve the efficiency of the commu-
nication [1]. Distributed estimation is a problem often encountered
in sensor networks, such as localization or temperature estimation
etc. In this system, the sensors record local measurements of a com-
mon event and report the data back to a centralized fusion center
where a global estimate of the event is computed.
The goal of this work is to devise a random access protocol that
allows the fusion center to efficiently retrieve the data from the sen-
sors and to rapidly improve the estimate of the event. Specifically,
we propose a cross-layered channel-aware slotted ALOHA protocol
where the transmission probability of each sensor is assigned ac-
cording to the reliability of the local observation and the quality of
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the channel towards the destination. The channel-aware transmis-
sion control was previously studied in [2, 3] to maximize the sys-
tem throughput in the slotted ALOHA network. However, in the
distributed estimation problem, the sensors are transmitting infor-
mation about a common event and the goal is to obtain an accurate
estimate, instead of maximizing the throughput. In fact, the conven-
tional method that maximizes the throughput may not necessarily
lead to an accurate estimate at each time instant since the observa-
tions that go through the channel may be unreliable.
In this work, we adopt the distributed estimation model studied
in [4] where each sensor transmits an amplified version of its ana-
log measurements to the fusion center. This system model is similar
to the amplify-and-forward (AF) cooperative transmission scheme
as described in [5]. Based on this model and given a fixed set of
transmission probabilities, we first compute the expressions for the
mean-square-error (MSE) distortion of the estimate. The channel-
aware transmission probability for the slotted ALOHA system is
then derived to maximize the MSE-reduction after each transmis-
sion. This strategy is referred to as the maximum MSE-reduction
(MMR) method. Two transmission schemes are studied: the re-
peated transmission (RT) scheme and the transmit once (TO) scheme.
In the MMR, the number of active sensors and the accumu-
lated estimation performance (i.e., MSE) before each time slot must
be available to the sensors. However, this may not be achievable
in practice. Therefore, we propose a suboptimal two-mode MSE-
reduction (TMMR) method that utilizes the interchange of two fixed
channel-aware policies to approximate the performance of MMR
without the exact knowledge of the aforementioned system parame-
ters. The channel-aware policies are in the form of a thresholding
function where a sensor transmits if and only if the local channel
condition meets the desired criterion. The TMMR method is shown
to closely approximate the performance of the MMR method even
without the information of the number of active sensors and the ac-
cumulated estimation accuracy before each transmission. Both of
the proposed strategies are shown to outperform the one with no
channel-aware transmission controls in terms of the MSE estimation
performance.
Due to the similarities of the system models, the strategies stud-
ied in this paper can be applied to cooperative random access com-
munication systems that consist of one source and multiple relays.
The similarities between these two problems are discussed in [5].
2. SYSTEM MODEL
Consider a wireless sensor network with N sensors, denoted by the
set S = {1, . . . , N}, that are deployed to estimate a common pa-
rameter X . Suppose that each sensor observes a local measurement
of X and reports it to the fusion center through direct transmission
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links, similar to the model given in [4,6]. Instead of assuming perfect
scheduling among the sensors, we adopt a slotted ALOHA system
where the time is divided into time slots of equal length and the sen-
sors transmit in each time slot with independent probabilities. Let
pi[m] be the probability that sensor i transmits in time slot m and
assume that pi[m] is independent of pj [m] for all i = j.
Suppose that X is Gaussian with zero mean and variance σ2x,
i.e., X ∼ N (0, σ2x). The signal received by sensor i at time m is
modeled by
Yi[m] = hSi[m]X + Wi[m] (1)
where hSi[m] is the gain of the measurement at sensor i and Wi[m]
∼ N (0, σ2W ) is the additive white Gaussian noise (AWGN). hSi[m]
and Wi[m] are assumed to be independent and identically distributed
(i.i.d.) over time and across sensors. If sensor i transmits in time slot
m, it will emit an amplified version of its local measurement to the
fusion center, i.e., αi[m]Yi[m]. With the knowledge of hSi[m] at
sensor i, the gain αi[m] is given by
αi[m] =
P√
E [|Yi[m]|2|hSi[m]]
,
which is chosen to satisfy the individual power constraint
E
[ |αi[m]Yi[m]|2∣∣ hSi[m]] = P.
We fix the average transmission power of each sensor while taking
into account of the quality of the measurements and the transmission
channels in deriving the transmission probabilities. Power control
can be considered as well, but is beyond the scope of this work.
Without loss of generality, we shall assume that P = 1.
Let us consider the collision model where the transmission from
a sensor to the fusion center is successful only when no other sensors
are transmitting in the same time slot otherwise the transmissions
will collide and none of the messages will be received. If sensor i is
the only sensor transmitting in the m-th time slot, the signal arriving
at the destination can be expressed as
YD[m] = αi[m]Yi[m]hiD[m] + WD[m] (2)
where hiD[m] is the channel gain between sensor i and the fusion
center, and WD[m] ∼ N (0, σ2W ) is the AWGN. We assume that
hiD[m] and WD[m] are i.i.d. over time and hiD[m] are i.i.d. across
sensors as well. The SNR of the received signal YD[m] is defined as
δi[m] =
α2i [m]|hSi[m]hiD[m]|2σ2x
(α2i [m]|hiD[m]|2 + 1)σ2W
(3)
The probability that sensor i succeeds at the time slot m is
Pi[m] = pi[m]
∏
j =i
(1−pj [m]). (4)
Assume that each sensor, say sensor i, has the knowledge of hSi[m]
and hiD[m] in each time slot and that the fusion center has knowl-
edge of hSi[m], hiD[m] for all i. In this case, the transmission prob-
ability of each sensor can be assigned based on the channel condi-
tions.
Define the normalized received signal as
Y ′D[m] =
YD[m]
αi[m]hSi[m]hiD[m]
= X + W ′i [m],
where W ′i [m] is AWGN with variance
σ2W ′i [m] = σ
2
W
|αi[m]hiD[m] + 1|2
|αi[m]hSi[m]hiD[m]|2 =
σ2x
δi[m]
.
Suppose that, in the first M time slots, the fusion center suc-
cessfully receives I packets from the sensors k1, k2, . . . , kI , respec-
tively, at time instants 0 < m1 < m2 < · · · < mI ≤ M .
For convenience, we define δ[m] as the SNR that effectively con-
tributes to the summation in the SNR during the m-th time slot.
We let δ[m] = 0 if no user succeeds in the m-th time slot and let
δ[m] = δi[m] if sensor i succeeds. The total accumulated SNR after
M time slots is then given by
δT [M ] =
M∑
m=1
δ[m] =
I∑
i=1
δki [mi]. (5)
Based on the received messages up to M time slots, the fusion center
computes the minimum MSE estimate of X , which is given by Xˆ =
σ2x1
T (1σ2x1+CW′)
−1Y′D whereY′D = [Y ′D[m1], Y ′D[m2], . . . ,
Y ′D[mI ]]
T is the vector of signals received from the I sensors, 1 =
[1, 1, . . . , 1]T andCW′ = diag(σ2W ′1[m1], σ
2
W ′2[m2]
, . . . , σ2W ′
I
[mI ]
)
is the covariance matrix of the normalized noise. The MSE of the es-
timate is given by
E[(Xˆ −X)2|sensors k1,. . ., kI succeed]
= σ2x−σ2x1T(1σ2x1T+CW′)−11= σ
2
x
1+δT [M ]
(6)
where (6) follows from the Woodbury’s identity.
We consider two transmission schemes: (1) Repeated Transmis-
sion (RT) Scheme; and (2) Transmit Once (TO) Scheme. In the first
case, the sensors are allowed to transmit in each time slot regardless
of whether it has already transmitted in the previous time slots. In
the second case, each sensor is only allowed to transmit once regard-
less of the success or failure of the transmission. The latter scheme
is energy efficient while the former scheme achieves a lower MSE
distortion. In these schemes, there is no need for the fusion center to
acknowledge the success or failure of the transmissions.
Given the local channel state information (CSI) at each sensor,
i.e., hSi, hiD are known to sensor i, our goal is to devise the optimal
channel-aware transmission probabilities pi[m], for all i and m, to
maximize the decrease of the MSE after each time slot for both the
RT and TO schemes. In the MMR method, the probability pi[m]
depends on the accumulated SNR before time slot m (i.e., δT [m−1])
and the local SNR of the current time slot (i.e., δi[m]). Note that the
local SNR is a function of the local CSI and, thus, can be computed
if the local CSI is known. When the local CSI is not available to
the sensors, the sensors can only apply a fixed transmission policy
with probability pi[m] = 1/N , for all i and m, regardless of the
channel. This probability is known to maximize the throughput of
slotted ALOHA in a network of N nodes.
3. MAXIMUM MSE-REDUCTION METHOD
In this section, we derive the set of channel-aware transmission prob-
abilities that maximizes the decrease of the MSE after the current
time slot, say slot m, given the accumulated SNR, i.e., δT [m − 1],
and the local SNR at time m, i.e., δi[m]. For notational simplicity,
we shall omit the index m since the policy depends only on the actual
values of δT and δi. Let p = [p1, . . . , pN ] be the set of transmission
probabilities where pi = g(δi, δT ) is a function of δi and δT . We
assume that the fusion center transmits the value of δT to the sensors
at the beginning of each time slot.
3.1. Repeated Transmission Scheme
From (6), the MSE obtained after the current time slot will be equal
to σ
2
X
1+δT +δk
if sensor k succeeds and will be σ
2
X
1+δT
if no sensor suc-
ceeds. The average MSE is expressed as
MSE(p) = E[(X − Xˆ)2|δT , δi, ∀i]
=
N∑
k=1
Pk
σ2X
1 + δT + δk
+ (1−
N∑
k=1
Pk)
σ2X
1 + δT
, (7)
where Pk given by (4) is the probability that user k succeeds in the
time slot. By isolating the terms relevant to sensor i, we have from
(7) that
MSE(p) = pi
∏
j =i
(1− pj) −δiσ
2
X
(1 + δT + δi)(1 + δT )
+(1−pi)
∑
k =i
pk
∏
j =k,i
(1−pj) −δkσ
2
X
(1+δT +δk)(1+δT )
+
σ2X
1+δT
.
The above equation is linear with respect to pi. When sensor i
knows δk and pk for all k, the optimal choice of pi which mini-
mizes MSE(p) is equal to 1 if the slope with respect to pi is positive
and it is equal to 0 if the slope is negative.
Unfortunately, the sensors do not have access to the CSI of other
sensors and, therefore, each sensor can only minimize the MSE aver-
aged over the SNR of other sensors, i.e., δk for all k = i are averaged
out when determining pi. Hence, we have
MSE(pi) = E[(X − Xˆ)2|δT , δi]
= pi
−δiσ2X
(1+δT +δi)(1+δT )
∏
j =i
E[(1− pj)|δT ] + σ
2
X
1+δT
+(1−pi)
∑
k =i
E
[ −pkδkσ2X
(1+δT +δk)(1+δT )
∣∣∣∣ δT
]∏
j =k,i
E[(1−pj)|δT ]
= pi
−δiσ2X
(1 + δT + δi)(1 + δT )
(1− p¯)N−1
−(1− pi)(N − 1)γ(1− p¯)N−2 + σ
2
X
1 + δT
, (8)
where p¯=E[pk|δT ]=E[g(δk, δT )|δT ] and
γ = E
[
pkδkσ
2
X
(1 + δT + δk)(1 + δT )
∣∣∣∣ δT
]
(9)
for all k. Note that γ is the amount of average MSE-reduction after
sensor k transmits, and (8) follows from the fact that δks are i.i.d. for
all k. Similarly, pi is determined according to the slope of MSE(pi)
given by (8) which leads to the solution that
pi = g(δi, δT ) =
{
1, if δi > β
0, if δi < β (10)
where
β =
σ2X(1 + δT )
σ2X − (1 + δT )N−11−p¯ γ
− (1 + δT ). (11)
The relation in (11) can be equivalently written as
p¯ = 1− (1 + δT )(1 + δT + β)
βσ2X
(N − 1)γ. (12)
This shows that, to maximize the reduction in the MSE after each
time slot, each user should adopt a transmission control that is equiv-
alent to a thresholding function where the sensor transmits with prob-
ability 1 if and only if the SNR contribution exceeds a certain thresh-
old. This result is rather intuitive and is consistent with the transmis-
sion control policies derived in [2, 3] for different applications.
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Fig. 1. The optimal threshold versus δT for N = 20, θ = 5 and
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Let Fδ and fδ be the distribution function and the probability
density function of δi for all i, respectively. From (10), the average
transmission probability can be written as
p¯ = E[pi|δT ] =
∫ ∞
0
g(y, δT )fδ(y)dy = 1− Fδ(β), ∀i (13)
and, γ is given by
γ =
∫ ∞
β
yσ2x
(1 + δT + y)(1 + δT )
fδ(y)dy. (14)
Substituting (13) and (14) into (11), we can then solve for the value
of β. However, the equation is highly nonlinear in general and must
be solved numerically.
Let us consider the case where δi for all i is exponential distrib-
uted with mean θ. In this case, the average transmission probability
p¯ = 1− Fδ(β) = e−β/θ (15)
and
γ =
∫ ∞
β
yσ2X
(1 + δT + y)(1 + δT )
1
θ
e−y/θdy. (16)
We can then solve for β by substituting these into (11). The nu-
merically evaluated solution is shown in Fig. 1 (solid line). We can
see that β is monotonically increasing and are bounded between two
values. The bounds are derived as follows.
Let us consider two cases: (1) δT = 0 and (2) δT  max{θ, β}.
The first case occurs at the beginning of the process while the second
case occurs after a large number of time slots. Since β is monotoni-
cally increasing with respect to δT , we shall derive the lower bound
on β for the first case and an upper bound for the second case given
by
βL  θ lnN < β < βU  θ ln[1+
1 + lnN
lnN
(N−1)]. (17)
Let us prove this result. For the first case, we have
γ =
∫ ∞
β
yσ2X
(1 + y)
1
θ
e−y/θdy >
βσ2X
1 + β
e−β/θ (18)
since y
1+y
is monotonically increasing for y in the interval [β,∞).
Substituting (15) and (18) into (11), we obtain βL in (17). In the
second case where δT  max{θ, β}, we can approximate γ as
γ =
∫ ∞
β
yσ2X
(1 + y + δT )(1 + δT )
1
θ
e−y/θdy
≈
∫ ∞
β
yσ2X
(1 + δT )2
1
θ
e−y/θdy =
σ2X(θ + β)
(1 + δT )2
e−
β
θ . (19)
Note that although y can take on the value in [β,∞), the integrand
for which y is large vanishes rapidly and is negligible when y  θ.
By substituting (15) and (19) into (12) and using the lower bound
β = θ lnN , we have
e−
β
θ ≈ 1− (θ + β)
β
(N − 1)e− βθ > 1− (1 + lnN)
lnN
(N − 1)e− βθ ,
(20)
which leads to the upper bound β < βU in (17). The upper and lower
bounds are shown in Fig. 1 as a reference.
Note that the bounds on β correspond to the bounds on the av-
erage transmission probability p¯, which are given by
1
1 + 1+lnN
lnN
(N − 1) < p¯ <
1
N
. (21)
Initially, the average transmission probability is set to a value close to
1
N
, which is the probability that maximizes the aggregate through-
put in conventional slotted ALOHA systems. This shows that, at
the early stage of the process, it is desirable to have as many mes-
sages received as possible. When δT becomes large, the demand for
new data decreases due to the increase of the threshold β. This is
because the transmission from less reliable sensors would not con-
tribute much to the MSE-reduction but may cause congestion to
other sensors.
3.2. Transmit Once Scheme
The MMR transmission control extends over to the transmit once
scenario, where each sensor is only allowed to transmit once regard-
less of the success or failure of the transmission attempt. A sensor
will become inactive if it has already transmitted. The probability
assignment, as shown previously, depends on the number of sensors
active in the current time slot and the accumulated SNR value, i.e.,
δT . Let N [m] be the number of active sensors at the beginning of
the m-th time slot. In contrast to the previous strategy, the number
of active sensors under the transmit once policy changes over time.
The value of N [m] must be provided by the fusion center at the be-
ginning of the m-th time slot, along with δT [m− 1].
Let us denote β[m] as the threshold used in the m-th time slot.
Similarly, we can solve for the value of β[m] in each time slot by
substituting (13) and (14) into (11) with N replaced by N [m]. The
transmission control policy is summarized as follows:
pi[m] = g(δi[m], δT [m− 1]) =
{
1, if δi[m] > β[m]
0, if δi[m] < β[m] (22)
Notice that, when N [m] = 1, we have β[m] = 0 and the remaining
sensor will transmit with probability 1.
4. SUBOPTIMAL TWO-MODE MSE-REDUCTION
METHOD
The MMR described in the previous section relies on the knowl-
edge of N [m] and δT at the beginning of each time slot, which must
be provided by the fusion center. However, the feedback from the
fusion center may not be available in practical applications. There-
fore, we propose the suboptimal two-mode MSE-reduction (TMMR)
method described in the following and show later in Section 5 that,
although the method is suboptimal, it achieves sufficiently good es-
timation performance.
4.1. Repeated Transmission Scheme
To avoid the need of δT for each time slot, we can apply a strategy
where the threshold β takes on only two possible values: the up-
per bound βU and the lower bound βL. The problem remains as to
when we should switch from one value to the other. Interestingly,
we observe from Fig. 1 that it is sufficient to switch between the two
thresholds when δT reaches a value comparable to β∗ = 12 (βU+βL).
Suppose that we want to make the switching when δT [m] >
αβ∗. Since we do not know the exact value of δT [m] in this case,
we can only estimate its average value in each time slot and apply
the switching when it reaches αβ∗. Before the switching occurs, all
the sensors apply the threshold βL = θ lnN such that
pk[m] =
{
1, if δk[m] > θ lnN
0, if δk[m] < θ lnN ,
and the average transmission probability is p¯ = 1
N
by (15). Suppose
that βL is used over the first M time slots. The average accumulated
SNR that the fusion center accumulates over the M time slots is
given by
δˆT [M ]=M · E
[
N∑
k=1
Pkδk
]
= MN
∫ ∞
βL
δ
1
θ
e−δ/θdδ × (1−p¯)N−1
= Mθ (1+lnN)
(
1− 1
N
)N−1
. (23)
Hence, the average SNR reaches the desired threshold αβ∗ when
M ≥ Ms, where Ms = inf
{
M : δˆT [M ] > αβ
∗
}
. The switching
between the two thresholds then occur at the Ms-th time slot.
4.2. Transmit Once Scheme
The strategy above applies similarly to the transmit once policy.
However, the upper and lower bounds of β now depend on N [m]
and, thus, will vary with the time index m. Without feedback from
the fusion center, the sensors would not have access to the number
of sensors N [m]. Therefore, one must also estimate the number of
sensors left in each time slot in addition to δT . Suppose that N ′[m]
is the estimated number of active sensors at the beginning of the m-
th time slot. Before the switching occurs, each sensor will transmit
based on the threshold βL[m], which is obtained from βL in (17) with
N replaced by N ′[m]. In this case, the average transmission prob-
ability is p¯[m] = 1/N ′[m]. After switching, the threshold then be-
comes βU[m] which corresponds to the βU in (17) with N = N ′[m].
In the first time slot, we assume that all sensors are informed of
the initial number of active sensors, N , and let N ′[1] = N . Since the
average transmission probability of each sensor is equal to 1/N ′[k],
then, given N ′[k] for k < m, the probability that x sensors remain
active at the beginning of the m-th time slot is
P
[m]
active(x)=
(
N
x
)[
m−1∏
k=1
(
1− 1
N ′[k]
)]x[
1−
m−1∏
k=1
(
1− 1
N ′[k]
)]N−x
.
The estimated number of active sensors is then given by
N ′[m] = argmax
x
P
[m]
active(x), (24)
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Fig. 2. Performance of the proposed MMR and suboptimal TMMR
schemes together with the optimal scheduling and the conventional
ALOHA for the RT scheme.
which is the number of sensors most likely to remain given the trans-
mission probabilities p¯i[k] = 1N′[k] , ∀i and k = 1, . . .,m−1. The
average SNR accumulated at the fusion center after M time slots is
δˆT [M ] =
M∑
m=1
θ(1+lnN ′[m])
(
1− 1
N ′[m]
)N′[m]−1
by (23), and consequently, the switching occurs at time slot
Ms = inf
{
M : δˆT [M ] > αβ
∗
}
which should be computed beforehand.
5. PERFORMANCE COMPARISONS AND NUMERICAL
SIMULATIONS
In this section, we compare the estimation performance of the pro-
posed strategies with the conventional slotted ALOHA system, where
pi[m] is equal to 1/N , for all i and m, regardless of the CSI.
Consider a network with N = 20 sensors and let δi[m] be i.i.d.
exponentially distributed with mean θ = 5. The random variable
X is Gaussian with mean 0 and variance 1. In Figs. 2 and 3, we
show the MSE performance of the RT and the TO schemes, respec-
tively. Each result shown in the figures was obtained from the aver-
age of 1500 independent trials. The optimal scheduling is given as a
lower bound to the achievable performance. In the case of schedul-
ing, we assume that a genie assigns the transmission probability 1 to
the sensor if it has the highest SNR among all sensors, and assigns
the probability 0, otherwise. One can observe from Figs. 2 and 3 that
both the MMR and the TMMR methods significantly outperform the
strategy without channel-aware transmission control, but lose to the
optimal scheduling due to the lack of centralized control.
In the RT scheme shown in Fig. 2, the TMMR method is shown
to closely approximate the performance of the MMR, even though
N and δT [m] are not explicitly known. However, in the TO scheme
shown in Fig. 3, the MMR outperforms the TMMR since the esti-
mate on N [m] may not be very accurate for the latter. Specifically,
in TMMR, the threshold β is often underestimated in the early stages
and, thus, increases the amount of transmissions that result in colli-
sion. Due to this reason, fewer sensors remain active in later time
slots and, thereby, limits the MSE performance for the suboptimal
method. Moreover, the average MSE saturates at some time slot in
0 5 10 15 20 25 30 35 40 45 50
10-3
10-2
10-1
100
Time slots
M
SE
pi = 1/N  i
MMR
TMMR (  = 3)
Optimal scheduling
Fig. 3. Performance of the proposed MMR and suboptimal TMMR
schemes together with the optimal scheduling and the conventional
ALOHA for the TO scheme.
the TO scheme, which does not happen in the RT scheme. This is
due to the fact that eventually all the sensors would have transmitted
and the MSE will remain unchanged thereafter.
6. CONCLUSION
In this paper, we studied the performance of the distributed estima-
tion problem in a cooperative slotted ALOHA system with channel-
aware sensors. It is shown that the transmission probability assign-
ment that results in maximal throughput does not yield desirable es-
timation performance. In fact, by exploiting the channel informa-
tion, one can achieve a lower distortion at a faster rate. The MMR
and the suboptimal TMMR are proposed to implement the channel-
aware transmission control. The latter scheme achieves a reason-
ably good performance even without the knowledge of the number
of active sensors and the accumulated estimation performance before
each transmission.
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