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bstract
Given a locally convex algebra E, we shall construct a vector space A(E) on which multiplication is defined on it. We will show
he multiplication so defined on A(E) is associative and that there is a natural embedding of the sets E  and its dual space E* in to
he vector space A(E). This embedding allows to carryover the operations (linear and bilinear) defined on E  and E* to the algebra
(E). Finally we discussed and derive some results about A(E) when E  = S(R), the space of functions of rapid decay.
 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of Taibah University. This is an open access article under
he CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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.  Introduction
One of the most common approaches to define multi-
lication of distributions is based on the general method
f constructing algebras of generalized functions pro-
osed in [1]. Following this method, several new results
ave been obtained [2–4].
The construction of such algebras depends on the
hoice of the space E. In this paper we take E  to be a
eparated complete locally convex algebra with topol-
gy generated by the family of seminorms pα where α
uns through the set of indexes I, and such that for each
 ∈  I  there exists β ∈  I, and a constant Cα > 0 for whichPlease cite this article in press as: R. Sabra. Th
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α(f  · g) ≤  Cαpβ(f  )pβ(g) ∀f,  g  ∈  E  (1.1)
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topological algebra satisfying (1.1) (see [2]), where
S(R) =  {x(t) ∈  C∞(R) : ∀m  ≥  0,
n ≥  0 lim
t→∞|t|
nx(m)(t) =  0},
and the topology given by the family of semi-
norms pn,l(f  ) =  sup
k  ≤  n
m  ≤  l
qk,m(f  ), where qk,m(f  ) =
sup
x ∈ R
|xkf (m)(x)|  [see 5].
If we denote by G(E) the set of all sequences in E,
then the space G(E).
Is an algebra with operation of coordinate wise mul-
tiplication:e algebra A(E), J. Taibah Univ. Sci. (2015),
behalf of Taibah University. This is an open access article under the
◦  : G(E) ×  G(E) →  G(E)
define as the following: if f  = (fk) ∈  G(E), and g = (gk) ∈
G(E), then f ◦  g = (fk · gk) ∈  G(E).
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Now let θi, i  ∈  N  be a multivariable functions
θi : Rn →  R+ ∪  {0}, define the following sets:
Gθ1 (E) =  {(fk) ∈  G(E) : ∃m  ∈  N,  ∀α  ∈  I,
∃dα >  0,  pα(fk) ≤  θ1 ∀k}
Gθ2 (E) =  {(fk) ∈  G(E) : ∀m  ∈ N,  ∀α  ∈  I,
∃dα >  0,  pα(fk) ≤  θ2 ∀k}
The choice of θi, i ∈  N  is very important. Usually we
choose θ1, and θ2 such that Gθ1 (E) is an algebra, and
Gθ2 (E) is an ideal in Gθ1 (E).
This allows us to defined the required factor algebra
ζ(E) by:
ζ(E) = Gθ1 (E)
Gθ2 (E)
It turns out the algebra ζ(E) defined above has impor-
tant applications if it satisfies:
E  ⊂  E∗ ⊂  ζ(E)
Moreover interesting results can be obtained if the lin-
ear operator l  : E →  E  on and the bilinear b : E  ×  E  →  E
can be lifted from E  to ζ(E) in such away the following
diagrams commute:
j
E  →  ζ(E)
l  ↓ ↓  l
E  →  ζ(E)
j
j  ×  j
E  ×  E  →  ζ(E)
b ↓  ↓  b
E →  ζ(E)
j ×  j
where j be the embedding of E  in to the algebra ζ(E).
2.  The  algebra  A(E)
If we choose θi : R3 →  R+ ∪  {0}, defined by θ1(α, k,
m) = dαekm, and θ2(α, k, m) = dαe−km, then we can prove
the following:
Theorem  2.1.  The  space  Gθ1 (E) is  an  algebra,  and
Gθ2 (E) is  an  ideal  in  Gθ1 (E).
Proof.  Suppose f,  g  ∈  Gθ1 (E). Then for each α  > 0
there are dα > 0, and d∗α >  0, and there are m1, and
m2 such that pα(f) = pα(fk) ≤  dαem1k, pα(g) =  pα(gk) ≤
∗ m kPlease cite this article in press as: R. Sabra. Th
http://dx.doi.org/10.1016/j.jtusci.2015.09.005
dαe
2
.
Since pβ(fg) =  pβ(fkgk) ≤  Cβdαem1kd∗αem2k =
C∗βe(m1+m2)k, we have (f  ·  g) ∈ Gθ1 (E) which implies
the space Gθ1 (E) is an algebra. PRESS
 for Science xxx (2015) xxx–xxx
Now in order to proof that Gθ2 (E) is an ideal in
Gθ1 (E) we suppose that h  =  (hk) ∈  Gθ2 (E), that is for
each α > 0 there is Cα > 0 such that for each m
pα(h) =  pα(hk) ≤  Cαe−mk.
Consider pβ(fh) =  pβ(fkhk) =  Cβpα(fk)pα(hk) ≤
Cβdαe
m1kCαe
−mk =  C∗βe(−m+m2)k, and since m  arbi-
trary we conclude (fh) ∈  Gθ2 (E), that is the set Gθ2 (E)
is an ideal.
Now we set A(E) =  Gθ1 (E)\Gθ2 (E) which is a factor
algebra.
We define the mapping j  : E  →  A(E) by
j  : f  ∈  E  →  (fk) +  Gθ2 (E) ∈  A(E) fk =  f ∀k

Theorem  2.2.  The  mapping  j  is linear,  and  injective.
Proof. Let f, g  ∈ E. Then j(f  ) =  (fk) +  Gθ2 (E) fk =
f ∀k, and j(g) = (gk) +  Gθ2 (E) gk =  g  ∀k.
Consider
j(αf  +  βg) =  (αfk +  βgk) +  Gθ2 (E)
=  α[(fk) +  Gθ2 (E)] +  β[(gk) + Gθ2 (E)]
= αj(f  ) +  βj(g)
that is j is linear.
Now suppose j(f) = j(g), that is, (fk) +  Gθ2 (E) =
(gk) +  Gθ2 (E), from which it follows f  = g. Hence the
function j  is injective. 
3.  The  algebra  A(S(R))
Now let E = S(R), then define A(S(R)) =
Gθ1 (S(R))/Gθ2 (S(R)).
By Theorem 2.2 we conclude that S(R) ⊂  A(S(R)).
Now if D(R) the space of tests functions with compact
support. Let f  ∈  D(R), and
f  =
{
0,  |x|  >  2
1,  |x|  ≤  1 ,
then define fk =  f
(
x
k
)
, and let gk = F(fk(x)) = kF(f(kx)),
where F  is the Fourier transform.
Define
Bf : u ∈  S∗(R) →  (2π)−1(fk · u  ∗  gk)
+ Gθ2 (S(R)) ∈  A(S(R))e algebra A(E), J. Taibah Univ. Sci. (2015),
Theorem  3.1.  The  operator  Bf is  linear,  and  injective.
Proof. Suppose u1, u2 ∈  S∗(R), and α1, α2 are any
complex numbers.
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Consider
f (α1u1 +  α2u2) = 12πfk(α1u1 +  α2u2) ∗  gk
= α1
2π
fku1 ∗  gk + α22πfku2 ∗  gk
=  α1Bfu1 +  α2Bfu2
hat is the operator Bf is linear.
Now let Bfu1 = Bfu2, that is 12πfku1 ∗  gk = 12πfku2 ∗
k which means
1
2π
∫
R
fk(τ)u1(τ)gk(x  −  τ) dτ
= 1
2π
∫
R
fk(τ)u2(τ)gk(x  −  τ) dτ
hat is u1(x) = u2(x), which implies the operator Bf is
njective. 
heorem 3.2.  If  u  ∈  S∗(R),  then  (2π)−1(fk · u  ∗  gk) ∈
(S(R)).
roof. Consider F[(2π)−1(fk · u ∗  gk)] = (2π)−1F[(fk ·
)]F[gk].
Now since fk · u  ∈  S*(R), then F[fk · u] ∈  C∞(R), and
ince F[gk] = F[kF(f(kx))] ∈  D(R), then we conclude
[fk · u]F[gk] ∈  D(R) ⊂  S(R).
That is (2π)−1(fk · u  ∗  gk) ∈  S(R) for each k, from
hich implies (2π)−1(fk · u ∗  gk) ∈  G(S(R)). 
heorem 3.3.  If  u  ∈  S∗(R), then  (2π)−1(fk · u  ∗ gk) ∈
θ1 (S(R)).
roof.  Let u  ∈  S∗(R), then there is h  ∈  S(R) such that
 = dnh
dxn
, where h  < C(1 + |x|)η, that is
(2π)−1(fk · u  ∗  gk)
= k
∫
R
h(n)(y)
[
f
(y
k
)
g(k(x  −  y))
]
dy
= (−1)nk
∫
R
h(n)(y)
[
f
(y
k
)
g(k(x  −  y))
](n)
dy
= (−1)nk
n∑
j=0
Cjn(−1)n−jkn−2j
×
∫
R
h(y)
[
f (j)
(y
k
)
g(n−j)(k(x  −  y))
]
dy.
Consider
sup
x ∈ R
∣∣xp
n∑
j=0
Cjn(−1)n−jkα−2j+1
∫ (y) dqPlease cite this article in press as: R. Sabra. Th
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×
R
h(y)f (j)
k dxq
[g(n−j)(k(x  −  y))] dy PRESS
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≤  Ckn+η+p+q+1 ≤  Ce(n+η+p+q+1)k
Which means that (2π)−1(fk ·  u  ∗  gk) ∈ Gθ1 (S(R)). 
Theorem 3.4.  If  for  each  positive  ε  > 0, and  for  each
x ∈ R, |u1(x) −  u2(x)| < ε, then  |Bfu1 −  Bfu2| < ε.
Proof. Let u1, u2 ∈ S∗(R), and for each positive ε  > 0,
and for each x ∈  R, |u1(x) −  u2(x)| < ε. Consider
|(2π)−1(fk ·  u1(x) ∗  gk) −  (2π)−1(fk ·  u2(x) ∗  gk)|
=
∣∣∣∣ 12π
∫
R
f
(y
k
)
u1(y)g(k(x  −  y))
−f
(y
k
)
u2(y)g(k(x  −  y)) dy
∣∣∣∣
≤ 1
2π
∫
R
|u1(y) −  u2(y)|
∣∣∣f (y
k
)
g(k(x  − y)) dy
∣∣∣
≤ εM.

4.  Linear  and  bilinear  operations  on  algebra
A(E)
Let B : E  →  E  be a continuous linear operator, then
for each f  ∈  E, and for each α ∈ A, there is a constant
dα > 0 and β  ∈  A such that
pα(B(f  )) ≤  dαpα(f  ) (4.1)
and if b  : E  ×  E  →  E  be a bilinear continuous map, then
for each α  ∈ A  there is β  ∈ A  and a constant Cα > 0 such
that for each f, g ∈  E
pα(b(f,  g)) ≤  Cαpβ(f  )pβ(g) (4.2)
Theorem  4.1.  If  f =  (fk) ∈  Gθ1 (E), then
B(Gθ1 (E)) ⊂  Gθ1 (E), and  B(Gθ2 (E)) ⊂  Gθ2 (E).
Moreover  the  operator  B does  not  depend  on
representative.
Proof. Let f =  (fk) ∈ Gθ1 (E) and (f ∗k ) be another
representative of f.
Consider
pα[B(fk) −  B(f ∗k )] =  pα[B(fk −  f ∗k )]
≤ Cαpβ(fk −  f ∗k ) ≤  Cαe−mk ∀m
that is B(fk) −  B(f ∗k ) ∈  Gθ2 (E).
Now consider pα[B(fk)] ≤  Cαpβ(fk) ≤  Cαemk that is
B(Gθ1 (E)) ⊂  Gθ1 (E). Similarly if g  =  (gk) ∈  Gθ2 (E),
then B(gk) ∈ Gθ2 (E) that is B(Gθ2 (E)) ⊂  Gθ2 (E).
Now we can definee algebra A(E), J. Taibah Univ. Sci. (2015),
¯B  : A(E) →  A(E)
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Similarly we define the bilinear map
¯b  : A(E) ×  A(E) →  A(E)

Example.  Let u = δ(x) ∈  S*(R) be the Dirac delta func-
tion, then
Bf : δ  ∈  S∗(R) →  (2π)−1(fk · δ  ∗  gk) +  Gθ2 (S(R))
= (2π)−1 ∗  gk +  Gθ2 (S(R)) ∈  A(S(R))
Now we can write:
δn(x) =  [(2π)−1 ∗  gk +  Gθ2 (S(R))]
n ∈  A(S(R)) that is
[ ]Please cite this article in press as: R. Sabra. Th
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δn(x) = 1(2π)n ∗  (gk(x))
n +  Gθ2 (S(R)) ∈  A(S(R)) [ PRESS
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