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INTRODUCTION 
The Twelfth Conference on Stochastic Processes and Their Applications was held 
at Cornell University, Ithaca, New York, USA over the period 1 l-15 July 1983. 
The Conference was arranged under the xJspices of the Committee for Conferences 
on Stochastic Processes of the ISI’s Bernoulli Society for Mathematical Statistics 
and Probability. It was sponsored by Cornell University, and partial funding was 
provided by the National Science Foundation, Air Force Office of Scientific Research 
and the Army Research Office. 
The Conference was attended by 154 scientists coming from the USA (90), 
Canada ( 12). the Netherlands (8). West Germany (7), Israel (7), France (4), Great 
Britain (4), Italy (4) and several other countries. 
The scientific program consisted of 18 invited papers and 77 contributed papers. 
‘lie following are the abstracts of the papers presented. 
N.U. Prabhu 
Chairman 
Organizing Committee 
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1. INVITED PAPERS 
Representation of Hunt Processes 
Erhan Cinlar, Northwestern University Evanston, XL 60201, USA 
Every Hunt process satisfies a stochastic integral equation after a change of time 
and space. The equation involves Wiener processes and Poisson random measures 
as the sources of randomness. This complements the results of Feller and Dynkin 
on the characterization of continuous strong Markov processes on the real line. As 
an intermediate result we characterize all martingales of the filtration of the Hunt 
process. (Joint work with J. Jacod.) 
Keywords: Hunt processes, martingales, stochastic integrals. 
Random Fields Associated with Markov Processes and their Applications 
E.B. Dynkin, Cornell University, Ithaca, NY 14853, US,4 
Let X, be a Markov process on a space E with a symmetric transition demity 
pl(x, y) and let g( x, y) = j: pl( x, y) d t ==z XJ for almost all x, y. Two random fields 
over E are associated with X,. One-the free field cp,-is a Gaussian random field 
with mean 0 and the covariance function g(x, y). The second-the occupation field 
7;--characterizes the amount of time spent by particle at each point x E E during 
the life-time (0, 5). There exists an intimate relation between these fields which 
makes possible to use Markov processes as a tool in statistical physics and quantum 
field theory. On the other hand, techniques of field theory can be applied to 
investigate local times and self-crossings of Markov paths. 
The Stationary Distribution of Reflecting Brownian Motion in an Arbitrary Region 
J.M. Harrson”, Stanford University, Stanford, CA, USA 
H.J. Landau, B.F. Logan and L.A. Shepp, Bell Laboratories, Murray Hill, NJ 07974, 
I_JSA 
Strcock and Varadhan and others have shown that for (essentially) any region 
A of k-space and unit-vector-field 4 on the botndary aA of A, 4 pointing into A, 
there is a (unique) reflecting Brownian motion I3 = B( t; A, #) which diffuses locally 
like a Wiener process inside A and reflects back into A along 4(a) for a E aA. We 
* This work was done while Dr. Harrison was a consultant at Bell Laboratories. 
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give eqAicitly for the first time the stationary distribution p on A of B when it 
exists in a very general case, namely when k = 2 for an arbitrary simply-connected 
region A and an arbitrary vector field 4 on (3A. In spite of much effort, du was 
previously known only when A is a half-strip and b, is constant along the sides and 
is actually perpendicular on two of the three sides. We were greatly aided by work 
of Newell in finding these results. 
Rapid Convergence in One Dimensional Stochastic Ising Models 
Richard Holley, University of Colorado, Boulder, CO 80309, USA 
We consider one dimensional stochastic Ising models whose interactions are finite 
range and translation invariant. It is shown that if the corresponding flip rates are 
chosen to be strictly positive, translation invariant, and finite range, but othtzrwise 
arbitrary, then the semi-group of the stochastic Jsing model converges exponentially 
fast in the L’ space of the Gibbs state. If in addition the flip rates are attractive, 
the results are extended to yield exponentially fast pointwise convergence of the 
semi-group acting on the local observables. 
What is a Stable Population? 
JPeter Jagers. Chalmers University of Technology and the University of Gothenbwg, 
Sweden 
An unrestricted population, which does not die out, must grow towards infinity. 
If individuals reproduce in an i.i.d. manner, this event occurs exponentially at the 
classical Malthusian rate. By soime law of large numbers the composition of the 
population should then stabilize. Thus a stable (exponentially growing) branching 
population arises, one aspect of which is the stable age distribution of demography. 
The lecture aims at a precise formulation of the probability space describing such 
a stable population and discusses the convergence of empiric branching population 
ci)mpositions towards the stable population. Some applications are mentioned, l&c 
the probability of being first-born. 
Excursions and invariant Measures for Markov Processes 
H. l&pi. Faculty of Indumial Eqineering and Managemem Techion, Haifa. Imel 
During recent years there has been a large body of work on the theory of excursions 
of .Markov processes. The theory of excursions from a point, considered from point 
of view of regeneration led to a construction of an invariant measure for the process. 
?-his measure was expressled in terms of the excursions entrance laws and the drift 
paramctcr of the inverse of the local time at the point. 
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We shall consider excursions induced by a continuous additive function L = 
{L,: ‘t 3 0). We show that if the boundary process Y = {X+ s 2 0) (7 being the 
inverse of L) is Harris recurrent, then the original process X has a g-finite invariant 
measure. This measure is again expressed in terms of the drift functional of 7, the 
excursions entrance laws and the invariant measure p of Y, and is concentrated on 
the set of points from which the fine support of L is attained. 
This result provides a tool for level crossing analysis of storage systems, in the 
same manner as the main theorem for regenerative systems does, 
regeneration sets are discrete. Some simple examples will be discussed. 
when the 
Measures with Given Marginals 
J.H.B. Kemperman, University of Rochester, NY. USA 
Consider an unknown measure p on a fixed completely regular product space S? 
whose marginals belong to prescribed classes, and which satisfi; s an additional 
collection of moment conditions. Some of these may require that p lives on a given 
set 0, or that p possesses a density relative to a reference measure which satisfies 
certain bounds. 
We give new and old results concerning necessary and sufficient conditions for 
the existence of such a measure p, concerning efficient algorithms and optimal 
bounds for related moments. 
These will be applied to obtain new results for distances between me:isures on a 
metric space such as the Prohorov distance and Wasserstein &stance; to median 
polish and comparison of experiments; to exact and approximate dilations between 
measures, defined by a fixed convex cone K of functions; often K is invaj-iant under 
the maximum operation. 
Prophet Problems: Complete Comparisons of Stop Rule and Supremurn 
Expectations 
Robert P. Kertz, School of Mathematics, Georgia Institute of Technology, Atlanta, 
GA 30332, USA 
In ‘prophet problems’, the optimal return of a gambler, V(X,, . . . , X,,) = 
sup(EX,: t is a stop rule for XI,. . . . X,,}, is compared to the expected return of a 
prophet, E(max,. n X,). playing the same game. Specifically, for a class %‘,, of 
stochastic processes, one attem:~ts to de.;cribe precisely the set of ordered pairs 
{(x, y): x = V(X*, . . . , X,) and J = E(max_-,fl Xi> for some (X,, . . . , X,) E %,,}. Such 
regions have been given for several classes oi processes (e.g., see [l, 2])* In each 
case, the region gives a family of sharp inequalities E(ma+, X,) - $,(a) s 
aV(X,, . . . , X,,) satisfied for all (Xi, . . . , X,,) E %, and for all a in some interval 
In. We review these results and relate them to recent research on prophet regions 
for exchangeable processes. 
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Keywords and phrases: Optimal stopping, extrelmal distributions, inequalities for 
stochastic processes, conjugate duality, Young’s inequality. 
References 
[I] T.P. Hill and R.P. Kertz, Stop rule inequalities for uniformly bounded sequences of random variables, 
Trans. Amer. Math. Sot. ( 1083. to appear). 
121 R,P. Kertz. Stop rule and supremum expectations of i.i.d. random variables: A complete comparison 
by conjugate duality ( 1983, submitted). 
On Schriidinger Equations with Random Potentials 
Shinichr Kotani. Kyoto University, Japan 
Let (fl, 3, P) be a probability space and {TX: x E R’) be a one-parameter group 
of P-preserving measurable transformations on Sz. Assume {TX, P, 0) is ergodic. 
For a bounded measurable function q on Q, we can define a self-adjoint operator 
I_(W) on L-,(R’,dx) by 
which is called Schriidinger operator. One thing which is interesting from the point 
elf vice of probability theory is that if the stationary process {q( r-w)} is nondeter- 
ministic, then the spectral measure has no absolutely continuous component. 
Kc~~w~Js: Schriidinger operator. nondeterministic stationary process, almost 
periodic function. 
On Dyson’s Hierarchical Model. Critical Phenomena and Universal Laws in 
Statistical Physics 
P&3- Major, 121uthernaticcri hst tl~te. hngariarz Academy of Sciences, Budapest, 
Ii- 1395 IT/I IX Hungary 
Equilibrium states in statistical physics are probability measures defined rather 
implicitly and depending on a physical parameter, the temperature. In interesting 
casts there is one particular value of the parameter, the so-called critical tem- 
perature. at which equilibrium state behaves in a unique manner. Thus while in all 
crthcr cases the correlation function decreases exponentially, at the critical tem- 
pcr:tturc it\ dccrcasc is only polynomial. As a consequence in this case we have 
limit thcorcm\ with unusual normalization. 
We arc also intcrcsted in the model when the parameter is in a small neighbour- 
hwJ of the critical one Although the value of the critical parameter heavily depends 
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on the model, near the critical parameter many important characteristics behave 
similarly for large classes of models. The understanding of this pehnomenon, called 
universality, is of primary importance both for modern mathematics and physics. 
Unfortunately very few rigorous results a.t known. For Dyson’s hierarchical 
model rigorous results can be obtained, anJ they show all the above indicated 
phenomena . Hence its study may help us to understand thle general situation. 
The Construction of Random Fractals: A Survey and a List of Open Problems 
Benoit B. Mandelibrot, IBM T.J. Watson Research Center, Yorktown Heights, NY 
The first fractal models of nature were centered around known random processes. 
These processes’ particular-looking properties (e.g.,’ infinite variance or span of 
dependence) were shown to be extremely desirable if one is to account for corre- 
spondingly peculiar properties of the world. 
The supply of ready-made models from the probabilist’s repertory is now 
exhausted. Several newly devised classes of random processes will be sketched, 
tricks used in devising them will be pointed out and a large number of new 
mathematical conjectures will be stated. 
Keywords: Fractals, open problems. 
Construction of Stationary Queues 
J. Neveu, Laboratoire de Probabilittfs, Universite de Paris VI, Frunce 
Given a stationary random measure on 1w which represents the customers demand 
(say N(o,m j =Cz ~,,(o.J)E~,,+) or a@,~) dt with N(O,w,s) = N~oJ; -t)) with no 
independence assumptions, it is both theoretically interesting and practically im- 
portant to build the stationary queue associated to N under various disciplines (k 
servers with service in the order of arrivals, reject discipline, autorrclmous erver, 
etc.). The discussion centers around the (minimal) extension of the initial probability 
space on which N is defined which must be introduced to obtain the solution. A 
survey of the subject will be presnted 
Keywords: Point processes, stationary queues. 
Quantum Diffusion 
K.R. Parthasarathy, lndiarp Statistical Institute, New Delhi, India 
The notion of a noncommutative semimartingale adapted to Brownian motion 
process is introduced. Under some regularity conditions such semimartingales are 
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expressed as a sum of integrals with respect to ‘quantum Brownian motion’ and 
Lebesgue measure. This is used to construct examples of quantum diffusion processes 
for position and momentum variables. The method leads to a noncommutative 
Feynman-Kac formula. 
Keywords: Smooth semimartingale, Smooth martingale, Annihilation and creation 
martingales, Quantum Ito’s formula, Quantum diffusion, noncommutative 
Feynman-Kac formula. 
Survey of Numerical Methods for Discounted Finite Markov and Semi-Markov 
Chains 
Evan L. Porteus, Stanford University, Stanford, CA, USA 
This survey will cover a variety of numerical methods used to solve a system of 
linear equations of the form v = r+ Pv, where P is nonnegative and has a spectral 
radius strictly less than one. These equations arise when seeking (1) the expected 
present value of the returns from a finite Markov or semi-Markov reward chain 
over an infinite horizon, (2) the invariant probability vector of an irreducible, 
aperiodic Markov chain, and (3) other objects of lesser connection to stochastic 
processes. The methods surveyed include iterative methods (with the possible use 
of reordered states and extrapolations), direct methods, and aggregation. 
Keywords: Algorithms, Markov chains, expected iscounted return, invariant pr&- 
ability vector, iterative methods. 
Approximate Ergodicity and Percolation 
L. Russo, lnstituto Matmatico G. Vitali dell’ Universita, Modena, Italy 
We prove a property of finite Bernoulli systems which cau be regarded as an 
analog of ergodicity. 
This result, obtained as a consecluence of the theorem proved in [ 11. wn be 
applied to some problem in multidimensional percolation theory. 
Reference 
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Markov Decision processes 
M. SchGl, University of Bonn, Fed. Rep. Germany 
The field of Markov decision theory or stochastic dynamic programming is more 
than two decades old now. 
The related theories of gambling and optimal stopping developed nearly indepen- 
dently though some strong connections to Markov decision theory were evident. 
Only quite recently one is able to present the three theories in a unified framework 
which is mainly built on the concepts of the theory of gambling. 
From the outset the interest turned upon the (E- 1 optimality of stationary policies 
(strategies). In the paper the present state of research is explained. Due to results 
of the last years the theory has considerably been ,rounded off. 
Thinnhgs of Point Processes 
Richard Serfozo, Bell Laboratories, Holmdel, NJ 07733, USA 
This talk gives a survey of limit theorems for thinned point processes. Various 
thinning procedures are described in which the thinned point process converges to 
a Poisson, Cox or infinitely divisible process. Thinnings of cluster processes, multi- 
variate processes and random measures are also discussed. For instance, conditions 
are given under which thin partitions of a point process converge to independent 
Poisson processes. These results are extensions of the classical Poisson approximation 
for a Bernoulli process of rare events. Their proofs involve the use of compositions 
of random measures, Laplace functionais and martingales. 
Keywords: Point process, random measure, Poisson process, cluster process, rare 
events, infinite divisibility. 
A Survey of Models and Results for Fiber-matrix Composite Materials 
Howard M. Taylor, Cornell University, Ithaca, NY, USA 
Several models fl.)r the strength and time-to-failure of fiber-matrix composite 
materials are presented together with sketches of their analysis and summaries of 
the major results. The models are series-parallel load sharing systems in which load 
sharing is concentrated in the near vicinity of failed elements. Methods of analysis 
include: (i) Numerical comp*_!tarion for small systems, (ii) An asymptotic technique 
based on extreme value thef\ry, (iii) .-? recursion that studies the effect of system 
size. A major result is the concept oi a critical crack size where-in system failure 
occurs once a sufficient number of adjacent or nearby elements have failed. 
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2. CONTRIBUTED P’APERS 
2.1. Branching processes 
Cascades on a Galton-Watson Tree 
K.B. Athreya, Iowa State University, Ames. Iowa 50011, USA 
Let (X,#,: j= 1,2,. . . : n =O, 1,2,. . . } be a double array of independent nonnega- 
tive random variables such that for each n, [he r.v. {X,,j; j = 1, 2, . . .) are i.i.d. with 
c.d.f. F(p”x) where F( l ) is a c.d.f. Associate with the Z,, members of the rlth 
gerzration of a Galton-Watson tree, the random variable (X,,,: j = 1,2, . :7 . . , “R 1 . 
For any member of the nth generation in the population let Cy=, Xij, denote the 
distance reached by that member from whet-t.: his ancestors left off. Call the locatitDns 
{I’,, Y?,. . . , Y,) and M,, =max(Y,, Y?,. . . , Yz,). It is shown that for p > 1, M,, 
converges w.p. 1 to a limit M whose c.d.f. F’( l ) satisfies a functional equation. ‘i’he 
existence and uniqueness of solutions to this equation are discussed. 
A Critical Phenomenon for the ‘Coupled Bxanching Process’ 
Andreas G-even, Cornell University, Ithaca., NY, USA 
We consider a iMark<)v process (~]f’ ) on (IV)” (S = Z”), where $‘ (x) is interpreted 
as the number of objects at site x and at time t. The process evolves as follows: At 
rate 6. qt x) a particle is born at site x, which moves instantaneously to a site y 
chosen with probability 4(x, y). All particles at a site die at rate p* ti, individual 
parGc#es die independent from each other at rate (1 - p)d. Furthermore, all particles 
perform independent continuous time random walks. 
The process exhibits a critical phenomenon with respect to the parameter p: For 
P’_ P*_ #/‘(e Ih r/Jr 77; ) converges weakly to a nondegenerated probability measure, 
while for p 2 p* it converges to Si ,,’ ,,) and the process dies out locally almost surely. 
p* can btz calculated explicitly. E J.(P, (,~(._x) - E( q( x.)))‘, with V(P) an equilibrium 
~atc for the parameti-r value p, diverges for ,p T I>*. The rate of divergence obeys 
a univors;il power law. 
Kepuds: Infinite particle systems. critical Fhenomenon. 
Asymptotic Rehaviour of State-dependlent Markov Branching Processes 
f’W-;l Kihtcr. I ‘r~itwsittit Giittirt,gen. Fed. Rep. C;C~I)INII~ 
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The almost sure limiting behaviour of some Markov processes which genera!iLe 
the supercritical Markov branching processes is studied. The life-time distributions 
are again independent and exponentially distributed with identical intensities. The 
offspring distributions are now allowed to be state-dependent with expectations 
which are non-increasing while the state increases. Most of the results for ordinary 
super-critical Markov branching processes are generalized, including a necessary 
and sufficient condition for divergence (with natural rate), similar to the (X log x)- 
condition. 
Keywords: Supercritical branching processes, Markov populations, almost sure 
convergence, sub-exponential growth. 
2.2. Time series . 
Recursive Prediction and Exact Likelihood Determination ior Gaussian Processes 
P.J. Brockwell and R.A. Davis, Colorado State University Fort Collins, CO 80.5’23, 
USA 
Simple recursion relations are given for the c+Deficients c,,~ in the representation 
ofri,,=E(X,,IX,,_ I,..., X, ) where {X,,,} is any zero-mean Gaussian process whose 
covariance matrices I-,, =[E(X,X,)],,,, ,,.,,., 1q are all nonsingular. The likelihood of 
(X,, * * * 7 X,) is expressed explicitly in terms of X,, . . . , X,,, .?,, . . . , g,, and the 
variances v,, = .E( X,, - 2,,)?, which are also determined by the basic recursion rela- 
tions. In the special case when { Wn} is an ARMA (pt q) process the recursion 
relations yield a simple recursive scheme for determining the coefficients n,,, in the 
representation 
tit, 
II- 1 
=hW,-:!+- . l +&,W,,-I+ L d,,,( W,- k$J, n>inax(p,(r). 
/ = !I -q 
and a corresponding expression +.;>r the likelihood function is derived. The recursion 
relations are extremely simple to use, especially for small values of p and q. 
k’evh?ords: Best predictor, likelihood function, Gaussian processes, ARMA 
processes. 
Characterization of Second-order Reciprocal Stationary 
J.-P. Carmichael, J.-C. Masse aIld R. Theodorescu, Lava1 
Canada, GlK 7P4 
Gaussian Processes 
University, Quebec, 0146, 
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Our aim is to characterize second-roder eciprocal stationary Gaussian processes 
with continuous parameter in terms of their covariance matrix function. A third 
order matrix differential equation is derived whose soEutions are, subject to para- 
meter restrictions, the covariance matrix functions of such processes. Instrumental 
for obtaining these results is a factorization property of the covariance matrix 
function. 
Keywords: Stationary Gaussian processes, second-order reciprocal processes, 
characterization. ; 
Solution to the Nonlinear Filtering Problem in the Unbounded Case 
G. Kallianpur and R.L. Karandikar, University of North Carolina at Chapel Hill, 
NC, USA 
Ln the finitely additive white noise mode) (1) for nonlinear filtering 
y,=hl’f)+e,., 0s ts 71 
where the signal (x,) is an W’-valued diffusion and (e,) is Gaussian white noise on 
a finitely additive probability space, assuming only that h is locally Holder con- 
tinuous, it is shown that for y belonging to a dense set of observations, the 
unnormalized conditional density of X, given {y,: s s f} exists and is the unique 
solution to ‘Za!tai type’ partial ditferential equation. 
Reference 
I I ] C.. Krtllianpur and K.L. Karandikar. 12 finitely additive white noise approach to nonlinear filtering, 
3 Appl. Mathematics ;md Optimizatiw ! 1983, to appear). 
2.3. Stochastic models I 
Note on the H-Theorem for Potyatomic Gases 
G. Giroux, Unicersite De Sherbrooke, Canada 
Holtzmann’s H-theorem for a classical gas of pollyatomic molecules may be seen 
as a particular case of an abstract general theorem whose proof is based on a data 
procttssing result and an equality containing a variational principle. Reversibility is 
not assumed. 
k’u~~~*ords: Wtheorcm, stochastic: kcrncl, polyatomic gases, entropy gain. 
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Markov Chains in Geology 
R. Syski, University of Maryland, College Park, MD 20742, USA 
A specific Markov chain model describing fluctuations in litholc~i~,: sequences is 
analyzed with emphasis on passage times and potential theoretic aspects. Although 
Markov chains have been employed in Geology earlier (mostly in their statistical 
aspects), the present study attempts to formulate the new approach in this recently 
developing field of applications. 
2.4. Stable processes 
Sets Which Determine the Rate of Convergence to Normal and Stable Laws 
Peter Hall, Australian National University, Canberra, Australia 
The most common method of describing rates of convergence in the central limit 
theorem, is in terms of the uniform metric. For example, the Berry-Es&en inequality 
provides a simple upper bound. Considerable theoretical interest centres on the 
case where the rate is slower than order n-I”, n being the sample size. Curiously, 
in this situation the rate of uniform convergence can be worked out by examining 
the normal error at only two points. Such pairs of points could be called ‘rate of 
convergence determining sets’. This result does not extend to rates of convergence 
to non-normal stable laws. In those cases, there does not exist even a bounded set 
on which the rate of convergence is the same as in the uniform metric‘ Thus, there 
cannot exist a finite set which determines the rate of convergence to a non-normal 
stable law. 
Keywords: Normal law, rate of conergence, stable law. 
Spectral Density Estimation for Stationary Stable Processes 
Elias Masry, Department of Electrical Engineering and Computer Science, University 
of California, San Diego, La Jolla, CA 92093, USA 
Stamatis Cambanis, Department of Statistics University of North Carolina, Chapel 
Hill, NC 27514, USA 
Weakly and strongly consistent nonparametric estimates, along with rates of 
convergence, are established for the spectral density of certain stationary stable 
processes. This spectral densit] plays a role, in linear inference problems, analogous 
to that played by the usual ;lowrsr spectral density of second order stationary 
processes. 
AMS 1970 Subject Classification: Primary 60Gl0, 62M15. 
Keywords: Stationary stable processes, nonparametric spectral density estimation. 
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On the Rate Iof Convergence to a Stable Limit Law 
Joop Mijnheer, University of Leiden, The Netherlands 
Let X1,X2,. . . be a sequence of independent identically distributed random 
variables with a common distribution function G. Let G be in the domain of normal 
attraction of 2 stable distribution function E Thus, there exist a sequence of numbers 
a,, and a positive constant 6 such that, for all x, P(X, + l l l + Xn - a,, G bn’%) 
converges to F(x). The number cy is the so-called characteristic exponent. 
In several papers the difference 
il,,=suplP(X,+-9.+X,-a,,abn”“x)-F(x)1 
is studied. We mention, for example, papers written by Zolotarev (1962), Ibragimov 
( 1966) and Christoph i 1979). We discuss the assumptions they have made and give 
some new results. 
References 
(i, C’hristoph, Convergence rate in integral limit theorem with stable limit law. Lithuanian Math. Journal 
19 I19791 01-101. 
S.A. Ibragimov. On the accuracy of gaussian approximation of the distribution fuctions of sums of 
kdependcnt variables. Th. Probab. Appl. XI (1966) 559-580. 
‘t’.kl. Zolotarev, ,4nalog of the Edgeworth-Cramer asymptotic expansion for the case of approximation 
with \tablc distributions. Proc. Sixth All-Union. Conf.. Vilnius (1962) W-50. 
2.5 Kelia hility 
A Continuous Stochastic Process to Represent Damage Initiation 
Nabih N. Asad, Lockheed-California Company, CA. USA 
and Growth 
The proposed process represents the cumulative damage size (system state) and 
its growth with time. It is depicted as a staircase function where the horizontal and 
vertical segments are both continuous random variables. At a given time, the 
cumulative damage size is a continuous random variable and the time to leave a 
given size is also a continuous random variable. This creates a pair of complemental 
\toch;istic processes with related statistics. A standard growth process with no 
unknowoi parameters is presented in detail. Stationarity and the Markoff property 
in a growth process are defined and estimation is briefly discussed. 
k’e~H~~&.x Continuous stochastic processes, staircase random functions, stochastic 
The Supremum of a Linear Sum of Stochastic Processes 
S. F. L. &Hot, Applied Mathematics Division, D.S. I. R., New Zealand 
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In the study of loads imposed on engineering structures, the largest load in the 
lifetime, s, of a structure is given by 
L(S) = SUP i C,X,( t), 
0SIs.v i=l 
where {ci, i = 1,2,. . . , n} are prescribed nonnegative constants, X,( . ) is a step 
process in time describing long-term loads and {Xi( l ), i = 2,3,. . . , n} are intermit- 
tent processes describing short-term loads such as wind and earthquake. Processes 
are assumed mutually independent. 
A formula is given for the distribution of L(s) which has simple form when the 
magnitude distribution associated with X, ( l ) is discrete or absolutely continuous. 
Recursion Formulae 
Material 
for the Lifetime Distribution of a Unidirectional Fibrous 
Chia C. Kuo and S. Leigh Phoenix, Sibley School of Mechanical and Aerospace 
Engineering, Come/l University, Ithaca, USA 
We consider the chain-of-bundles model for the time-to-failure of a fibrous 
material under a specified load. Within each bundle the surviving fiber elements 
share this load according to a prescribed local load-sharing rule, and their lifetime 
distributions are given as functionals of their individual load histories. The fibrous 
material fails when the weakest bundle fail? The :y result is that G,,, the distribution 
function for the lifetime of a bundle of ;* _ Jrn(.:i:“,Is. can be expressed as a renewal 
equation in the recursive form 
where f,, and g,, are calculable sequences. Certain asymptotic results, practical 
conclusions and conjectures are also discussed. 
Keywords: Fiber bundle, local load-sharing. fatigue lifetime, composite materials. 
General Cumuiative Shock Models 
Ushio Sumita, University of Rochester, NY, USA 
George Shanthikumar, Unive: crty of Arirorzn, Tucson, AZ, USA 
In this paper we define and analyze a cumulative shock model associated with 
correlated pair (X,,, Y,,): of renewa; sequences. The damages caused by the shocks 
accumulate additively, and the system fails when the magnitude of the accumulated 
damage exceeds a prespecified threshold level. Two models, depending on whether 
the nth shock X, is correlated to the length Y,, of the interval since the last shock, 
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or to the length Y,, of the subsequent interval until the next shock, are considered. 
The transform results and the asymptotic properties of the failure times are obtained. 
Further, sufficient conditions under which this system failure time is new better than 
used, new better than used in expectation and harmonic new better than used in 
expectation for these two models are given. 
2.6. Stochastic control and optimal stopping I 
On Switching and Impulsive Control 
Yu-Chung Liao, University of Kentucky, Lexington, KY 40506, USA 
This paper is concerned with the optimal control of a reflected diffusion in a 
bounded domain. The process can be controlled by impulsing the state of the process, 
and switching the control mode. Within each control mode, there is an operating 
cost. There are costs, incurred instantaneously, to switch the control mode, and to 
impulse the state of the process. An admissible strategy is a sequence of stopping 
times at which actions can be taken to control the process. With Bensoussan-Lions’ 
results on optimal stopping time problems, two quasi-variational inequalities are 
solved as the dynamic programming equations for a discounted cost and a long run 
average cost criterions. 
Keywords: Optimal control, diffusion, stopping time. 
Impulse Control of Brownian Motion 
J. Michael Harrison, Graduate School of Business, Stanforsd University, Stanford, 
CA 94305 USA 
Thomas M. Sellke, Purdue University, W. Lafayette, IN 4 7807, USA 
Allison J. Taylor, School of Business, Queen’s University, Kingston, Ontario, 
K 7L 3N6 
Canada 
Consider a storage system, such as an inventory or cash fund, whose content 
fluctuates as a (p, a’) Brownian motion in the absence of control. Holding costs 
are continuously incurred at a rate proportional to the storage level, and we may 
cause the storage level to jump by any desired amount at any time except that the 
content must be kept nonnegative. Both positive and negative jumps entail fixed 
plus proportional costs, and our objective is to minimize expected discounted costs 
over an infinite planning horizon. A control band policy is one that enforces an 
upward jump to 4 whenever level zero is hit, and enforces a downward jump to 0 
whenever level S is hit (0 < 4 < Q < S). We prove the existence of an optimal control 
band policy and calculate explicitly the optimal values of the critical numbers 
iq, 0, 9. 
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Keywords and phrases: Brownian motion, stochastic control, jump boundaries, 
inventory and production control, impulse control, stochastic ash management. 
Controllability of Stochastic Systems 
Wolf gang Kliemann, Forschungssch werpun kt Dynamische Systeme, Universittit 
Bremen, West Germany 
In this talk we discuss several concepts of controllability for stochastic systems. 
For linear systems 
with white or colored noise s we derive algebraic sufficient (and in most cases also 
necessary) conditions for controllability in the state space Rd and in the space of 
probability measures on Rd. For nonlinear systems 
r;-(t)=A(x)+ f Bi(x) l u+C(x) l 5 
i=l 
we give conditions for controllability in the state space in terms of control properties 
of an associated eterministic ontrol system. In any case the 
well known deterministic ones in the absence of noise. 
Keywords: Stochastic systems, controllability, diffusion 
measures. 
criteria reduce to the 
processes, invariant 
Average Optimality Criteria in the Problems with Unlimited Control Rates 
MI. Taksar, Sranford University, Stanford, CA, USA 
We observe a Brownian motion process. We can increase or decrease the value 
of the process paying r times the ::ze of increase and I times the size of decrease. 
Holding costs are incurred contiiiirously at a rate h(Z,) where 2, is the resulting 
process. The objective is to minimize average (per unit of time) expected cost. 
It is shown that for a convet’ h the optimal policy is to keep the process inside 
a certain interval with minimai efforts. It is shown that the optimal policy can be 
also found by solving a special optimal stopping problem for two players with 
opposite interests. 
Keywords: Brownian motion, optimal control, reflecting barriers, game of two 
pi&;-rs, optimal stopping. 
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2.7. Markov processes 
Convergence of Quasi-stationary Distributions in Birth-Death Processes 
Julian Keilson and Ravi Ramaswamy, University of Rochester, NY, USA 
Let (N(t)) be an ergodic birth-death process on state space N = (0, 1, 2,. . .). 
Let (IV?+, (t)) be the associated sequence of absorbing processes on (0, 1,. . . , k, 
k + 1) with state k + 1 absorbing. Consider the sequence of quasi-stationary distribu- 
tions ql on (0, 1,. . . , k). It will be shown as a limit theorem that if, as k + m, the 
mean time from state 0 to state k becomes infinite i.e. if the boundary at infinity 
is entrance or natural, then the sequence ql converges in distribution to the ergodic 
distribution of (N(t)). We also discuss related limit theorems of interest and other 
structural prc?perties of the quasi-stationary distribution for elementary Markov 
,jrocesscs. 
Time Reversal Depending on Local Time 
Joanna B. Mitro, University of Cincinnati, Cincinnati, OH 45221. USA 
The process (X, I), where X is a Markov process and I is its local time at a regular 
point 6, is reversed from the time I first exceeds the level t, and the resulting process 
is identified under duality hypotheses. The a.pproach employs pathwise time reversal 
operations and excursion theory, using techniques of Getoor and Sharpe [l] and 
Vitro [2]. By similar methods the duality measure shared by the process and its 
time reversal is computed. 
Keywmk Markov process, local time, time reversal. 
References 
i 1 1 R.K. (door ;md 3l.J. Sharps. Two rt’sults on dual excursions, in: E. Cinlar. K.1,. Chung. R.K. 
(door. ccl\.. Seminar in Stochastic Processes 19X I i BirkhSusrr. Boston, 1981). 
.-, j ‘I J.f3. .‘clitro. Exit y\tt’rn\ for dual Markov procases. Z. Wahrsch. k’erw. Gd-Gct~. to appear. 
The Asymptotic Distributions of Run Occurrences for Markov-dependent Trials 
Steven J. Schwager, Cornell University, Ithaca, NY, USA ’ 
111 ;I stationary L-order !Uarkov dependent process with c states and 12 trials, a 
run K is anv specified sequence of k states. The probabilities that R first occurs at 
trial ~2 and-that R occurs at or before trial n are functions of the composition of 
K. the transition probabilities, and the number of trials. This paper treats the 
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large-sample behavior of the number of occurrences of R in n trials and the number 
of trials up to and including the rth occurrence of R, using renewal theory and 
generating functions related to recurrence times. Practical applications are discussed. 
Keywords: Multiple Markov dependence, runs distributions. 
2.8. Statistical inference from stochastic processes 
Confidence Intervals for Demographic Projections 
C.C. Heyde, CSIRO Division of Mathematics and Statistics, Canberra, Australia 
This talk will be concerned with assessing the growth of age structured populations 
whose vital rates vary stochastically in time and in particular with the provision of 
confidence intervals for population growth. Models of the kind 
and 
Y,+,(o) = x,+,(w) y,w 
Y,+,(4=X,+,WYW+&4 
will be discussed where Y, is the (column) vector of the numbers of individuals in 
each age class at time t, X is a matrix of vital rates, E, is a stochastic disturbance 
whose expectation is zero and o refers to a particular realization of I:he process 
that produces the vital rates. It is assumed that (Xi} is a stationary sequence of 
random matrices with nonnegative elements. 
State Estimation for Cox Processes with Unknown 
Alan F. Karr, Department of Mathematical Sciences, 
Baltimore, MD 26218, USA 
Probability Law 
The Johns Hopkin!s Uniz~ersity, 
Let Ni be ii-d. observable Cox processes on a compact metric space E, directed 
by unobservable random measure’, Mi, whose law is entirely unknown. Techniques 
are presented for approximation of state estimators .E[exp( -M,,, 1 (f ))l@“n+ I] using 
data from N*,..., N,, to estimate necessary attributes of the unknown law of the 
,IM,. The techniques are based .jn representation of the state estimator in terms of 
reduced Palm distributions of the Ni and estimation of these P121m distributions. 
The difference between the true state estimator and the pseudo-state estimator 
converges to zero in L’ at rate 12 +‘4)+6, S > 0, as n + 00. 
Keywords and phrases: Cox processes, point process, Palm distribution, estimation 
for point processes., state estimation. 
24 Tweljth conference on stochastic processes 
Two-dimensional Projection Pursuit Tests for Goodness of Fit and Equality of 
Distributions 
Yashaswini Mittal, Department of Statistics, Virginia Polytechnic Institute and State 
University, Blacksburg, VA 24061, USA 
By a ‘projection pursuit test’ we mean an extension of a one-dimensional test in 
which the statistic is max, T(t), T(t) being the test statistic for the projection of 
the data on the line through the origin in the direction t. We construct two such 
tests here. One for the goodness of fit to the distribution F0 and another for equality 
of two distributions F and G. -o study the properties of these tests, we prove the 
weak convergence of the procet (T(t) - T(0); 0 =Z t s n} to a diffusion process. This 
allows us to find the level of significance for these tests and show their consistency. 
Keywor& Projection pursuit, two-dimensional tests, weak convergence of 
stochastic processes, diffusion process. 
Biawd Coin Designs and Matiingales 
Richard L. Smith, Department of Mathematics, Imperial College, University of 
London. London. UK 
Patients are assigned at random to two treatments. If tlhere are ni patients on 
treatment i (i = 1,2) then the (n, + n2+ 1)st patient is assigned to treatment 1 with 
probability ns/( nl; + nfj + 1) independently of the past, otherwise to treatment 2. 
tierc p is a positive parameter. This may be taken as the prototype of a general 
class of ‘biased coin designs’ whose purpose is to improve the balance of the 
experiment (compared with the ‘completely random’ case p = 0) whilst retaining 
randomisation. Wei (Ann. Statist. 6, 92-100, 1978) showed that the proportion of 
patients on treatment 1 is asymptotically normally distributed with variance propor- 
tional to I/( 1 + 2~). I shall give an alternative proof of Wei’s result based on the 
martingale central limit theorem. The new approach allows many generalisations 
of Wei’s result. The whole approach may be extended to k > 2 treatments or 
itssignmsnt rules which take account of covariate information. 
Sfochmfic integrals on General Topological Measurable Spaces 
Zhiyuan Huang. Ct’rrharn University, Wuhan, The People’s Republic of China 
+A gcncral theory crf stochastic integral in the abstract topological measurable 
SEXY it ~\tahlr\hcd. 1 hc martingale measure is defined as a random set function 
hai ing wmc martingak property. All square integrable martingale measures con- 
4ifutc ;I Mhcrt ~Face $1’. For each p E I’ll, a real valued measure (p) on the 
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predictable g-algebra 9 is constructed. The stochastic integral of a random function 
tt E I,*((&) with respect o p is defined and investigated by means of Riesz’s theorem 
and the theory of projections. The stochastic integral operator ZP is an isornetry 
from L*((p)) to a stable subspace of AI*, its inverse is defined as a random 
Radon-Nikodym derivative. Some basic formulas in stochastic alculus are obtained. 
The results are extended to the case of local martingale and semi-martingale 
measures as well. 
Keywords and ghmes: Stochastic integral, martingale measure, predictable g- 
algebra, Doleans measure, projection, random Radon-Nikodym derivative, stable 
subspace. 
References 
[l] M. Mktivier, Led. Notes in Math. 607 ( 1977). 
[2] Z. Huang, Wuhan, Univ. J., special issue of Math. I (1981) 89-101. 
Invariance Principle for Symmetric Statistics 
A. MandeltJaum and MS. Taqqu, Criqell Univer-sity, Ithaca, NY, USA 
We derive invariance principles for processes associated with symmetric statistics 
of arbitrary order. Using a Poisson sample size such processes can be viewed as 
functionals of a Poisson Point Process. Properly normalized, these functionals 
converge in distribution to functionals of a Gaussian random measure associated 
with the distribution of the observations. We thus obtain a natural description of 
the limiting process in terms of multiple Wiener integrals. The results are used to 
derive asymptotic expansions of processes arising from arbitrary square integrable 
U-statistics. 
On the Decomposition of a Two-parameter 
D. Nualart, Ur-riversitat de Barcelona, Spain 
Martingale 
Suppose that {MS,, (s, t) E R’+} is a two-parameter square-integrable continuous 
martingale, with respect to an increasing family of a-fields satisfying the usual 
conditions of Cairoli and Wal:& (ct. [ 11). Then, assuming that II4 vanishes on the 
axes, the following decomposition holds 
MI, =2 ’ MZ dM,+2R;I,,-b-(M.,),+(M,.),+(M),,. 
The first two terms of this expressiora re continuous martjngales, the processes 
(M. r)\ and (M,.), are the quadratic variations of M in one coordinate and they have 
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continuous versions in (s, t), and, finally, (M),, is a continuous version of the 
quadratic variation of ,‘M. As a generalization of this decomposition, one can prove 
an I&s differentiation formula for continuous martingales bounded in L’, which is 
analogous to the formula. obtained by Chevalier in [2]. 
Keywords: Two-parameter martingales, quadratic variation. 
References 
[I) R. Cairoli and J.B. Walsh, Stochastic integrals in the plane, Acta Math. 134 (1975) 11 l-183. 
121 L. Chevalier, Martingales continues ;i deux parametres. Bull. SC. Math., 2’ krie, 106 (1982) 19-62. 
Hida Type Multiplicity Representation for p-Stable Stochastic Processes 
Aleksander Weron, Institute of Mathematics, Wrocta w Technical University. 
Wrociaw, Poland, and Statistics Department, University of North Carolina, 
Hill, NC 2 7-514, USA 
SO-3 70 
Chapel 
An analogue of Hida canonical representation of Gaussian processes is obtained 
for a class of symmetric p-stable (SpS) processes, 1~ p < 2. Any left-continuous, 
purely nondeterministic SpS-stochastic process X, which admits independent projec- 
tion property can be expressed in the form 
IV I 
x,= - 21 g,*(t, u) dY"(U), -a?< t<+q ,‘=I -T 
where ( Y”( u))u E IF8 are mutually independent SpS processes with independent 
increments and Vt E R gI( t, u) E Lp( G,,( u)). Here the spectral functions G,,(t) = 
[ Y”(t). Y’*(&$,, where [ l : I,, is the covariation of two SpS random variables (see 
Cambanis and Miller, SIAM J. Appl. Math. 41 (1981) 43-69), satisfy the partial 
ordering relation of absolute continuity: G, > G? > l . l > G,. 
In contrast with the Gaussian case, purely nondeterministic stable processes which 
arc Fourier transforms of processes with independent increments, has no multiplicity 
representation. 
Keywords: Symmetric p-stable process, canonical representation, multiplicity rep- 
resentation, independent projection. 
2.10. Self-similar processes 
A Spectral Representation for Stationary Min-Stable Stochastic 
L. de Haan, Erasmus Uttiuersity. Rotterdam, The Nerherlatzds 
.I. Pickands III, Erastt~us Unicersiry, Roiterdattt. The Netherlands, 
Petmyluania, Philadelphia. PA, UScl 
Processes 
atld i_Jtlicersity of 
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Suppose we have an i.i.d. sequence of stochastic processes {X,(t)}f~ T (n = 1, 
2 , . . .). Consider M,(t) := /\; = I Xk (t) for t E T. Suppose for some sequence {c,} of 
positive constants the processes (c, ‘M,&)} fc T converge in distribution, as n - 00, 
to a stochastic process {Z(t)},, T. We describe this process as follows: imagine a 
homogeneous Poisson point process P on [0, 11 X lR+. There are nonstochastic func 
tionals +, of the process P such that {Z(t)},C T4L {rl,Wk, T* This spectral representa- 
tion is then considered in the context of strict stationarity. A Dobrushin type result 
holds for the sample paths in the continuous time stationary case. Other extreme 
order statistics are considered as well. 
Keywords: Extreme order statistics, spectral representation, stationarity. 
Modeling High Variability and Long-Run Dependence Through the use of Renewal 
Sequences 
Joshua Levy, State University of New York at Albany, Albany, NY 12222, USA 
We investigate the limiting behavior of the normalized sums of two random 
processes W = W(t)and V=V(~),~E(...,--LOJ,...). W(t)isastationarypro- 
cess with large inter-renewal intervals, while V(t) takes the value zero except at 
some rare instants t where it achieves extremely high values. For T > 0, these sums 
are defined by 
W*(T, M) = i ; w,,ia V*(T,M)= E 
.\I 
z K,(~)l r=l m=l I = I ml = I 
where u’,,, and V,@, are i.i.d. copies of ‘N and V. We study W* and V* for T >. M, 
M >> T, and T and M diverging arbitrarily. In an economic context, 7’ denotes time, 
M is a model index, and W* and V* are commodity prices. 
Keywords: Renewal sequence, high variability, long-run dependence. fractional 
Brownian motion, L&y stable process. 
Integer-valued Self-similar Processes 
F.W. Steutel, Eirldhoven University of Technology, The Netherlauds 
We consider f&-valued pr(Bces:es Xi t) with X (0) = 0 almost surely that are 
discrete self-similar, i.e. satisfying 
where 0 denotes the multiplication defined in [l]. 
It turns out that one has a choice in defining (1) with respect o higher dimensional 
marginals, and that dependent on that choice the discrete self-similar processes are 
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of the form N( Yt) or &( Y,), where N( . ) and N,( 0) are (independent) compound 
Poisson processes related to branching processes, and Y, is a self-similar process in 
the classical sense. 
As a special case, the Poisson processes are discrete self-similar with exponent 1. 
Keywords: Discrete self-similar, compound Poisson, branching process. 
[l] K. van Ham, F.W. Steutel and W. Vervaat, Self-decomposable discrete distributions and branching 
processes, 2. Wahrsch. Verw. Gebiete 61 (1982) 97-118. 
Sample Path Variation of Self:-similar Processes with Stationary Increments 
Wim Vervaat, Katholieke Unioersiteit, Nijmegen, The Netherlands 
A process X = (X(t)) ,( Io.x,j is self-similar with exponent H (H - ss) if the finite- 
dimensional distributions of a- “X(a) are the same for all a > 0. In [ 1] it was proved 
that, apart from trivial cases, H -ss processes with stationary increments can have 
sample paths of locally bounded variation for H > 1, but not for 0 < H s 1. Here 
we present a new and instructive proof that will be part of the revision of [l]. It is 
based on a confrontation between the two following observations (for n + m). 
( 1) By self-similarity, n-. ‘X(n) converges in distribution to some [--a, ml-valued 
random variable. 
(2) if EX( 1) exists (finite or infinite), then by Birkhoff’s ergodic theorem applied 
to stationary increments: 
nPX(n)-+E’X(l) wpl, 
where the limit is the conditional expectation of X( 1) given the g-field 3 of events 
that are invariant under the shift of (X(k) - X( k - 1)) z= i. 
Keywords: Self-similar process, stationary increments, sample paths of locally 
bounded variation. BirkhoC’s ergodic theorem. 
Reference 
i 11 \V. Vervaat ! 19X2): S* nmplc p;ith propertk of self-similar processes with stationar!. increments, 
Technical Keport 545. School of Operations Research and Industrial Engineering, Cornell University. 
2.11. Queuing theory 
Explicit Wiener-Hopi Factorizations in the Theory of Queues 
Jos f-M. dc Smit, Twente University of Technology, Enschede, The Netherlands 
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Keywords: Transient behavior, stochastic domination. nonergodic networks, new 
throughput equation. 
The Slow Server Problem 
Michael Rubinovitch, Northwestern University, Evanston, IL, USA 
The slow server problem is what to do with a slow server in a multiserver service 
facility which has fast and slow servers. Is it better to remove the slow server and 
operate the system with a smaller number of servers, or should the slow server be 
used to render service, and then increase the time that some customers spend in 
the sytem? The terms ‘slow’ and ‘fast’ are used in the sense of mean service time. 
Simple models are formulated to answer this question and some qualitative and 
quantitative results on the optimum policy are given. 
2. It, Stochaslic ontrol and opritnal stopping II 
The e-‘-law in Best Choice Problems 
F. Thomas Bruss, Facultis Ut;‘iversiraires de Natnur, Belgium 
This communication displays a unified approach to a class of Optimal Choice 
Problems under total ignorance of the candidates’ quality distribution. We shall call 
it c ‘-law’ because of the multiple role this number plays in a more general context 
as in the solution of the classical Secretary Problem [ 11. The unification is obtained 
for the class of Optimal Choice Problems which can be redefined ~11s continuous 
time decision-problems on conditiona’lly independent arrivals. Optimal stopping 
times change into optima1 waiting times which prove to be more tractable and show 
that some solutions of Best Choice Problems (see e.g. [2, 31) can be ‘improved’ by 
a more general concept of optimality. 
~r~~~rt/s: Secretary problem, optimal stopping time, conditional independence 
References 
Gittina Indices in the Dynamic Allocation Problem for Diffusion Processes 
to~mnis Lr;rtz;i\. Colutnhia Utricersity, NW York. NY IW27. USA 
Tweljih conference on stochastic processes 31 
We discuss the problem of allocating effort among several competing projects, 
the states of which evolve according to one-dimensional diffusion processes. It is 
shown that the ‘play-the-leader’ policy of continuing the project with the leading 
Gittins index is optimal, and very explicit computations of the index are offered. 
The question of constructing the diffusions according to the above policy is also 
addressed. 
Keywords artd phrases: Stochastic ontrol, optimal stopping, variational inequalities, 
dynamic allocation, Gittins index, play-the-leader ule, diffusion processes. 
Machine Maintenance and Optimal Stopping 
Vidyadhar G. Kulkami, University of North Carolina at Chappl Mill, NC, USA 
Two closely related problems are studied in a Markov decision theoretic 
framework. The first problem is a machine maintenance problem. The state of 
deterioration of the machine is denoted by i E (0, 1, 2,. . .}. Inspecting the machine 
costs I dollars and reveals the state of the machine. The decision to either replace 
the machine or not to replace it is to be taken based on this information. Replacement 
costs R dollars and running the machine in state i costs c(i) dollars. If decision is 
made not to replace the machine, the next inspection must be scheduled after some 
optimal time. This is what makes our model different from the others inthe literature. 
The second problem is a variation of the optimal stopping problem. Upon 
observing the sytem in state i, if the decision is to stop, it costs f(i) dollars; if the 
decision is to continue then the.next observation time must be scheduled in an 
optimal way, since observing the system costs I dollars and time spent between 
observations costs’c dollars per unit time. 
It is shown that there exist deterministic inter-observation times which are optimal 
in the above problems. Thus random schedules need not be considered. Sufficient 
conditions are derived under which the optimal policy ha9 a simple form. 
A Continuous Job Search Model 
Dror Zuckerman, Hebrew i_Jniveruty, Juusalenr, Israel 
The purpose of this article is to examine a continuous model of job search under 
the following assumptions: Jo’. offers are received randomly over time accol-ding 
to a renewal proces:;. The wage offers arc assumed to be positive, independent ;Ind 
identically distributed random variables. There is a search cost of c monetary units 
per unit time. The objective is to specify an optimal stopping strategy under the 
following optimalit: criteria: 
(a) Maximum expected net return, 
(b) Maximum expected discounted net return. 
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We show that the optimal stopping strategy under criterion (a) possesses the 
reservation wage property provided that the interarrival time between two successive 
job offers is NBUE (New Better than Used in Expectation). For the discounted 
case a reservation wage policy is optimal if the interarrival time between two 
successive job offers is NBU (New Better than Used). 
Keywords: Stopping time, job search, renewal process, reservation wage. 
2.13. Mavkov and renewal processes 
On the ‘Phase Transition’ in a Bramqhing Random Walk 
Richard Durrett, University of Califamia, Los Angeles, CA 90024, USA 
Consider the (discrete time) branching random walk in which a particle at x 
independently gives birth to particles at x + 1 and at x - 1 with probability p. It is 
well known that this system has a critical probability pc = i i.e. if p < 1 the branching 
process is subcritical and if p > i it is supercritical. In this talk we will study the 
limiting behavior of Z,,(x) = the number of particles at x at time n, and focus in 
particular on how these limiting quantities vary as p approaches p‘.. The results we 
will prove arc analogues of theorems we would like to prove for oriented percolation. 
Markov Chain Return Times Attracted to a Stable Law 
Richard Isaac. Herbert H. Lehman College, Cuny, Bronx, NY IO-U%, USA 
Consider a null-recurrent, aperiodic Markov chain {X,1, II 2 0) on the integers and 
let ‘I‘ be the time of first return to the origin. Suppose T is attracted to a stable 
law of index (Y. 0 < a! < 1. Garsia and Lamperti (A discrete renewal theorem with 
infinite rncar *I--Comrn. Math. Helvet. 37 (1963) 221-234) proved that if 
then the wqucncc I(,, = P( X,i = 0 1 .Y[, = 0) 4;: sfies the 1oc;tl limit law 
lim II’ “L ( I? ) II,, = C. c‘ constmt (2) 
,#i - \ 
u hcrc I.( II ) ih slowly varving. We prow that (.I! 1 holds if ( I 1 is replaced bv 
there is a fixed inteyr k -_T: 1such that the sequence { u,,~} is monotone 
nonincreasing. (1’) 
I I ’ 1 i\ known to hold. c.g.. for revcrsihle chains. We also prove that if (2) holds for 
the tvqe of chain qwified in the first sentence above, then T is attracted to a stable 
I;w of in&x 0. 0 - _ it / I. 
k’~_w*Av. .Zi~kov chain. stahltz law. slowly varying function, Tauberian theorems. 
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Trivariate Density of Brownian Motion, its Local and Occupation Time, with 
Application 
Ioannis Karatzas, Columbia University, New York, NY, USA 
Steven Shreve, Carnegie-Mellon University, Pittsburgh, PA, USA 
We compute the joint density of Brownian motion, its local time at the origin, 
and its occupation time of the positive half-line. We use the result to compute the 
transition probability of the optimal process in an asymmetric bang-bang control 
problem. 
Multivariate Dependent Renewal Processes 
Eric Slud, University of Maryland, College Park, MD 20742, USA 
A new class of reliability point-process models for dependent components is 
introduced. The dependence is expressed through a regression, following a form 
suggested by Cox ( 1972) for survival data analysis involving the current life-length 
of the components. After formulating the current-life process as a IVIarkov process 
with stationary transitions and stating some general results on asymptotic behavior, 
we describe the stationary distributions in some bivariate examples. Finally, we 
discuss statistical inference for the new models, exhibiting and justifying full- 2nd 
partial-likelihood methods for their analysis. 
Keywords: Multivariate renewal process, dependent components, Markov process, 
reliability theory, partial likelihood. 
2.14. Random fields 
Level-crossing Probabilities for Random Processes and Supremum Distributions 
for Random Fields: Overview and Recent Results 
Julia Abrahams, Rice University, Houston, TX 77251, and Ofice of Naval Research, 
Arlington, VA 22217 
The probability distribution of the first time a random process reaches a fixed 
value is closely related to the distribution of the maximum of the process over an 
interval of time. First-passage-* !me probiems are not meaningful for fields, processes 
with multi-dimensional time parameters, but the problem of finding the distribution 
of the supremum of a field over some region of its parameter space continues to 
be of interest. Few explicit results icre known for problems of these types. A discussion 
of known results and the limitations of the methods used will serve to motivate 
interest in a new result for the suJremum distribution of the two-parameter Slepian 
process on the boundary of the unit square. 
34 Twelfth conference on sfochastic processes 
Exact Distributions of the Maximum of some Gaussian Random Fields 
Robert J. Adler, Technion-Israel Institute of Technology 
Determining the exact distribution of the global maximum of a Gaussian random 
field over a fixed N-dimensional rectangle has proven to be a surprisingly difficult 
problem. Indeed, even for the Brownian sheet, whose one-dimensional analogue, 
standard Brownian motion on the line, almost trivially yields the distribution of its 
maximum via the reflection principle, the exact form of the distribution of its 
maximum is not known. 
We shall discuss this problem, and present a number of new results (mostly joint 
with Larry Brown) relating to Brownian sheets, related processes arising as weak 
limits of multi-dimensional empirical distribution functions, and a particular station- 
ary Gaussian field which generalises the one-dimensional Slepian process. 
Locally interacting Markov Processes Amenable to Parallel Updating 
Toby Berger and Flavio Bonomi, School of Electrical Engineering, Cornell University, 
Ithaca, NY 148S3, USA 
Some Markov local interactions are amenable to rapid updating by means of 
13arallei processing arrays. We consider a certain family of such processes with a 
finite number of locally interacting components that combine features of both 
svnchronous and asynchronous ystems in Dawson’s ( 1) terminology. We show that 
the are ergodic, that their invariant measures are first order Markov random fields, 
amI that they are not time-reversible. Convergence properties, an extension to 
countably many components, and applications to simulation of multidimensional 
lattice gas models are treated. 
Kevu’o&: Markov local interactions, Markov random fields, parallel processing. 
generalized Ising model simulation. 
Reference 
3 he Parallel Realization of Markov Random Fields with Applications to Problems 
in Inference and Optimization 
Donald Geman. Ihiversity of R/~assac~IzLIsetts, Amherst, MA 02003. LJSA 
St;l;trt Geman, Ulf Grenander and Donald McClure, L)ivisiou of Appliud i’LIarht-- 
antics, Brmw Iltkersity. Provide~1ce. RI 02912, USA 
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We propose a Markov Random Field (MRF) model and a corresponding simula- 
tion scheme for certain optimization problems that arise in very large spatial systems 
of interacting sites, such as those encountered in digital image processing, the 
travelling salesman problem, and a new approach to medical diagnosis. The simula- 
tion algorithms are model-based and used for ‘sampling*, parameter estimation, and 
statistical inference as well as optimization. In the latter, a quantity of interest (e.g. 
a ‘true scene’ or ‘minimal tour’) is associated with the configuration of maximal 
probability (=lowest energy) for an appropriate MRF. Separate processors are 
placed at the sites and linked in accordance with the MRF graph structure. Equili- 
brium is reached by ‘annealing’ (reducing temperature) and ‘relaxation’, which 
refers to site replacements based on the local characteristics of the MRF. 
2.15. Renewal theory and random walks 
Immutable Random Processes, Polya’s Theorem, and Local Time 
Toby Berger, School of Electrical Engineering, Cornell University, Ithaca, NY 1485.3, 
USA 
A random process (X,) is designated immutable if the normalized autocovariance 
of ( Y, = g(X,)} is the same as that of (xr} for any nondegenerate function g : R + R. 
The problem of synthesizing astationary immutable random sequence with specified, 
autocovariance function and first-order distribution is treated. Given any Polya-type 
characteristic function P(T) (i.e. p(O) = 1, ~(-7) = p( r), P(T) convex downward for 
~~O,andp(7)+Oas~ + m), we construct a second-order strictly stationary renewal 
process that is immutable and has p( 7) as its normalized autocovariance function. 
Since the proof is constructive, it provides an alternative mean:; of establishing 
Polya‘s theorem. In order to encompass the cases in which p’(r) + --OO as 710, we 
invoke the Horowitz-Cinlar characterization of the generalization to local time of 
the distribution of backward and forward recurrence times. 
Keywords: Renewal processes, local time, Polya’s theorem. immutable processes. 
Random Walks on Topological Inverse Semigroups 
Partricia Cerrito, Unicersity of South Florida, Tanlpu, FL, US.4 
Much work has been docL in recent years to generalize the various aspects of 
probability theory to abstract algebraic structures. In the semigroup structure, most 
of the work has been restricted to those semigroups which were compact or 
completely simple. The author corlsiJerF r;!ndom walks on inverse ser.ligroups; in 
particular, discussing essential states anti recurrence. 
Kepvrds: Random walk, inverse semig:,oups. 
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Large Deviation Probabilities for Occupation Times of a System of Non-interacting 
Random Walks 
J. Theodore Cox, Mathematics Department, Syracuse University, Syracuse, N. Y. 
13210, USA 
David Griffeath, Mathematics Department, University of Wisconsin, Madison, WI 
53706, USA 
Let 5, be a system of independent noninteracting simple continuous time random 
walks on Z”, started at t = 0 with an independent Poisson (mean 0) number of 
walks at each x E 2”. The occupation time density of a finite set A c Zd is D, = 
(tlAl) ’ c,, A 1:) fss(x)l ds. It is known that ED, = 0 and Var D, - asa,“, where a, = t 
for d 2 3, = t/log t for d = 2, =&for d=l. 
We investigate large deviation probabilities for 0,. In particular we show that for 
lim a,’ 
I -9 x 
lim a, ’ 
I -- x 
there exists I( a), 0 < I( 1~) < 0~ such that 
logP(D,>a)= ---l(a), e<a,<q 
logP(D&(Y)= --1((Y), o<ar<e. 
This extends recent work of Spitzer, and provides examples of ‘fat’ large deviatiisn 
probabilities, due to strong dependence among the variables Q. 
Key words and phrases : Occupation times, random walk systems, large deviation 
probabilities. 
Renewal Theory with Periodic Time-dependence 
Hermann Thorisson, Chalmers University of Technology, Sweden 
Many real-world phenomena developing in a varying environment are modeled 
as being time-homogeneous. While often the time-dependence is too strong for the 
assumption of time-homogeneity to be realistic, it sometimes is quite natural to 
suppc~e that the time-dependence is periodic. In this talk we present the results of 
[ I ]. Thcsc are mainly straightforward extensions of well-known results from classical 
renewal theory ( Blackwell’s theorem, the key renewal theorem, the ergodic theorem 
Car regenerative processes) ;!nd of more recent developments in that field (total 
variation convergence, rates of convergence). The starting point is the observation 
tbqt under a certain nonsingularity condition the problem of periodic time-depen- 
dence can be reduced to that of time-homogeneity. 
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Reference 
[I] H. Thorisson, Periodic Renewal Theory, Report, Dept. of Math., Giiteborg, 1983. 
2.3 6. Stochask models II 
Conjugate Disgributions and Variance Reduction in Ruin Probability Simulation 
Soren Asmussen, Institute of Mathematical Statistics, Denmark 
A general method is developed for giving simulation estimates of the probability 
J/( u, 7‘) of ruin before time T. When the probability law P governing the given risk 
reserve process is imbedded in an exponential family (PO), one can write $( u, T) = 
E,R, for certain random variablc=s R, given by the fundamental identity of sequential 
analysis. Using this to simulate from PO rather than P, it is possible not only to 
overcome the difficulties connected l&h the case T =a, but also to obtain a 
considerable variance reduction. It is shown that the solution of the Lundberg 
equation determines the asymptotically 13ptimal value of 8 in heavy traffic when 
T =m, and some results guidelining the choice of 8 when T< m are also given. 
The potential of the method in complex models is illustrated by two examples. 
Keywords: Risk reserve process, ruin probability, simulation, conjugate distribu- 
tions, importance sampling, heavy traffic, fundamental identity of sequential analysis, 
Lundberg equation. 
Power Bias in Maximum Entropy Spectral Analysis 
Juan J. Egozcue, Jaume Pages, Universidad Politkhnica de Barcelona, Spain 
Several algorithms have been used in maximum entropy spectral analysis. Among 
them, the standard Burg’s method [ 11, least squLtres method (Nuttall [2], Ulrych 
and Calyton [3]) and the maximum likelihood-maximum entropy method (Burg 
et al. [4]). 
When the autoregressive (AR) model, which is implicit in these estimation 
methods, is used to simulate the analyzed process, the power or variance of the 
simulation can differ from powi,r estimated on the signal in sc;veral orders of 
magnitude. This is specially dangerous in engineering simulated studies about the 
maxima of certain parameters. 
Burg’s method, although ncyt optimal in least squares sen!;e, produces AR models 
with unbiased power, while least squares method sometimes do not. 
Step-down Levinson recurrence may be used to correct the power bias when it 
is present. 
Very large AR models produce a severe decrease of the simulation’s power in 
the Burg’s and least squares methods. Maximum likelihood-maximum entropy 
method seems to be free of this over fitting effect. 
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References 
J.P. Burg. Maximum entropy spectral analysis, Ph.D. Thesis, Standford Univ., CA, USA, 1975. 
A.Ii. Nuttall. Spectral analysis of a univariate process with bad data points, via maximum entropy 
and linear predictive techniyucs, Naval Underwater System Center Technical Paper 5503, March, 
1976. 
T.J. Ulrych and R.W. Clayton, Time series modelling and maximum entropy, Phys. Earth Planet. 
Interiors 12 (I 976) 188-200. 
J.P. Burg. D.G. Luenberger and D.L. Wengen, Estimation of structured covariance matrices, Proc. 
IEEE 70 9 (1982) 963-974. 
Inventory Systems of Perishable Commodities 
David Perry, Technion, Haifa, Isrucl 
We consider inventory system in which the items stored have finite life times. 
The arrival of items into the system and the demand for these items are assumed 
to hc indepen.lent Poisson processes. When a demand occurs, and there are items 
in the system, the demand is satisfied immediately by the oldest item, otherwise it 
leaves the system unsatisfied. An item which is not taken by a demand during its 
lifetime, which is to be constant, leaves the system. 
We establish a connection between the age of the oldest item in the system and 
the virtual waiting time of an impatient customer in an M/G/ 1 queueing syctem. 
This connt’ction is the main tool in the analysis of the stochastic behaviour of this 
model. 
k’4~H~o~is: Poisson process, lifetime, virtual waiting time, up-crossing. stopping 
time, optin2A sampling theorem of martingales. 
Continuity Properties of Decomposable Probability Measures on Euclidean Spaces 
Stephen James Wolfe, Unittersity of Delaware, Newark, DE 19711, USA 
Let p be a probability measures defined on IWI’ and let L be a nonsingular linear 
operator on aB! The pfobability measure p is said to be L decomposable if p = Lp * y 
for \ome probability measure y. It is shown that every full e;’ decomposable 
probability measure on W’, where A is a linear operator all of whose eigenvalues 
lake negative re;tl part, is either absolutely continuous with respect to Lebesgue 
mtxurc or continuous singular with respect to Lebesgue measure. This result is 
u4 to characterize the continuity properties of random variables that are limits 
(A ~c~iutions of certain stochastic difference equations. 
2.1 7. Chcrmcterization and limit theorems 
A/most Sure Decay Rates for Norms of Weighted Empirical Distributions 
1’. ( ;oodm;in and A. Ralt’scu, Indiana Lbzicersity. Bloomington, IN, USA 
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Under certain assumptions concerning weak second moments of a mean zero 
vector valued random walk, S,, an integral test is obtained for the condition that 
(a,,} be an outer (inner) sequence. That is, 
lim f llSJ = 0 (> 0) 
n a,, 
almost surely. 
This result is used to study rates of decay for the I/(0,1) norm, 2 <p <oo, of 
weighted empirical distributions. Necessary and sufficient conditions for decay rates 
of such statistics are obtained in terms of the weight functions. 
Keywords: Empirical processes, von Mises statistic, law of iterated logarithm. 
Characterizations of Brownian and Poisson White Noises 
Yoshifusa Ito, Nagoya University, Nagoya, Japan 
Izumi Kubo, Hiroshima University, Hiroshima, Japan 
Since Hida introduced the concept of generalized Brownian functionals, he and 
his colleagues have studied them extensively. The Poisson counterpart has been 
studied by Y. Ito. Most of the results are similar in both, but the multiplication 
operators have different expressions in the respective cases: 
fi( t) = a? + 8, (Kubo and Takenaka), 
I’(t) = (a?+ l>(&+ 1) (Ito, Ito and Kuba), 
where ij, is Hida’s differential operator and 8: is its dual defined by Kubo and 
Takenaka. These expressions actually characterize Brownian and Poisson white 
noises respectively. 
Keywords: Brownian white noise, Poisson white noise, differential operator, multi- 
plication operator, characterization of white noise. 
The Residual Process for Non-Gear Regression 
Ian B. MacNeill and V.K. Jandhyala, The University of Western Oztario, London, 
Canada 
MacNeill [2, 31 derived !%nit processes for sequences of partial sums of linear 
regression residuals, examined their properties and discussed their use in testing for 
parameter changes at unknown times. In this paper, limit processes for sequences 
of partial sums of non-linear regressiorl residuals are obtained under assumptions 
on regressor functions imposed by Jennrich (1949). Limit processes and covariance 
kernels for the non-linear case are parameter dependent, which is not so when 
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linarity is assumed. Further, the limit process and covariance kernel are calculated 
explicitly for functions of exponential type. 
References 
f 1] R-1. Jennrich, Ann. Math. Statist. 30 (1969) 633-643. 
[2) LB. MacNeill, Ann. Statist. 6 ( 1978) 432-433. 
f3 J 1-H. MacNeill. Ann. Probab. 6 f 1978) 695698. 
Some Limit Theorems for Weighted Sums of Sequences of Banach-space Valued 
Random Variables 
X.C. Wang, Jilin University, Changchun, China 
l . Bhackara Rao, Shefield University, Shefield, England 
Let {X,,. ct 2 1) be a sequlence of random elements taking values in a separable 
Danach space I?. Let {arlk, AI 2 1, k 2 1) be a double array of real numbers. Some 
new results are derived concerning the convergence of the weighted sums 
xr, *I Q,,~X,, n 2 I (a) in Prdzbbability, (b) in the pth-mean and (c) almost surely. 
Keywords: Separable Banach space, random elements, convergence in 
ccmvergence in the pth mean, strong convergence. 
probatlility, 
Parameter Dependence of Lyapunov Characteristic Numbers 
Volker Wihstutz, Universittit Bremen, Fed. Rep. Germany 
Noise affects the stability properties of parameter excited systems in very different 
ways: neutral behavior occurs as well as destabilizing impact or even averaging out 
the unstable modes. 
These efiects can be read off from the Lyapunov characteristic number 
represented as the mean LI .I certain quadratic form q( q, cp) with respect to the 
invariant measure of the pair i.~, +--the noise and the angle of the state-given 
the system and noise parameters /3 and CT. 
In order to get more insight into the interplay of the system and the noise we 
are interested in expanding A in terms of the parameters. For the random l- 
dimensional Schriidinger operator the expansion and explicit formulars are given 
at typical parameter points. 
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Keywords: Stochastic dynamical systems, random 1 -dimensional Schriidinger 
operator, Lyapunov characteristic numbers, expansion of invariant measures. 
2.18. Mixing conditions and limit theorems 
A Strong Law and Mixing Rates 
M.C.P. Berbee, Mathematical Centre, Amsterdam, The Netherlands 
It is well-known that necessary and sufficient conditions for ‘r-quick’ convergence 
in the strong law for an i.i.d. sequence can be given in terms of moments. A result, 
similar in spirit, is obtained for the strong law for a stationary sequence of bounded 
dependent r.v. The necessary condition is given in terms of the mxing rate of the 
stationary sequence. Sufficiency cannot be guaranteed in general but for the im- 
portant class of stationary renewal sequences the converse is valid. As a side-result 
a converse to limit theorems in renewal theory is obtained. 
Keywords: Strong law, stationarity, mixing, renewal theory. 
On a Very Weak Bernoulli Condition 
Richard C. Bradley, Indiana University, Bloomington, IN, USA 
Eberlein has proposed a generalization of Ornstein’s ‘very weak Bernoulli’ condi- 
tion for strictly stationary sequences of random variables, motivated by probability- 
theoretic (rather than erogdic-theoretic) questions. Dehling, Denker, and Philipp 
showed that the ‘mixing rate’ in this definition of vwB cannot be o( i/n) except 
when the random sequence is i.i.d. I-Iere a class of strictly stationary sequences is 
constructed which shows that, in essence, any mixing rate that satisfies a mild 
convexity condition and is not o( I/ n) is possible for this vwB condition. Rela..ionships 
with other mixing conditions are discussed. 
Keywords and phrases: Very weak Bernoulli, strong mixing, maxima1 correlation, 
Wasserstein distance. 
Weak Convergence of Weighted and Split Multidimensional Empirical Processes 
with Truncation 
Michel Harel, Institut Univefsitabe de Technologie de Lirnoges, France 
Among all the suggested methods of estabhshing the convergence of rank statistics, 
one would be to write these statistics in the form 
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where T,, is the rank statistic, L,, the rank process centred and normali~e4, p,, a 
signed measure, r a positive or null continuous function, and to verify ov Ihe one 
hand the weak convergelnce of the measurcl I dp,, and on the other hand the 
convergence with respect to the Skorohod tcpology of the process F’L,,. A first 
stage, before the convergence of r-‘L., is the convergence of F’ W, where Wn is 
the empirical process centtred and normalised In this talk we give the necessary 
conditions for the convergence of the protest r-l W, with respect to an array of 
non stationary Q mixing &‘-valued observatio*rs. “With the general hypothlesis that 
we use we have to define the new notions of split process and split Skorohod ,ropology 
(these results should be published in ‘Annales de I’Institut Poincare’ 19s:;). 
Kaywods: Split multidimensional empirical process, split Skorohod topologlr, split 
weighted functions. 
Perturbations of Random Matrix Products 
Y. Wet-, Wnitlersity of Maryland, College Park, MD 20740, USA 
if x,, X,. . . . are identically distributed independent random matrices with com- 
mon distribution /L then with the probability 1 the limit A, = 
lim ,I * I 12 ’ ~fWCl - - l &II exists. Suppose that matrices from supp p have no more 
than one common proper invariant subspace or the same is true for the distribution 
p* of the adjoint XF then for any sequence pk -),u in the weak sense, A,, + AP 
provided some natural equiintegrability conditions hold. Some other cases of conver- 
gcnc~ and nonconvergence of A,, to _I, will be discussed, as well. 
2. f 9. Diffusion processes 
Solutions of Evotution Equations by Stochastic Characteristic Methods 
Marc Berger ;tnd Alan Sloan, Georgia Institute of Technology, Atlmta, GA _W_?_%?, 
USA 
The stochastic characteristic technique of solving an initial valve problem for a 
diffusion equation produces a process associated with the diffusion so that the 
solution is the average of random samples of initial data based on the process. The 
:ruthr)rs USC similar techniques to represent solutions of linear differential evolution 
equations of arbitrary order. In the constant coefficient case, this is accomplished 
by inrroducing an Ito type calculus of differentials, (dtl’. for r rational between 0 
and 1. For parabolic equations, finite Riemann sum distribution approximations of 
stochastic integrals lead to product formula representations of solutions. 
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Martingale Models Based on Feller-Dyukin Diffusions 
John Brode, University of Lowell, Lowell, MA 01854, USA 
This paper will concentrate on the construction of models based on sub-Markovian 
Feller-Dynkin diffusions. Such processes allow creation and annihilation. They 
include, in particular, processes based on symmetric stable distributions with a 
characteristic exponent between 1 and 2. Certain natural processes can be IDodeled 
by a Cauchy problem based on an ordinary diffusion. Proof of existence and unicity 
of the solution to the model depend on the square integrability of the process. 
Although the processes considered here are not square integrable, they can be 
appropriately defined on the complex field so that existence and unicity can be shown. 
Law of Large Numbers and Central Limit Theorem for Chemical Reactions with 
Diffusion 
Peter Kotelenez, University of Bremen, Fed. Rep. Germany 
Two mathematical m:,dels of chemical reactions with diffusion for a single reactant 
in a one-dimensional volume are compared, namely, the deterministic and the 
stochastic model. The deterministic model is given by a partial differential equation, 
the stochastic one by a space-time jump Markov process. BI, the law of large 
numbers the consistency of the two models is proved. The deviation of the stochastic 
model from the deterministic model is estimated by a central limit theorem. This 
limit is a distribution-valued Gauss-Markov process and can be represented as the 
mild solution of a certain stochastic partial differential equation. 
Keywords and phrases: Keaction and ditrusion equation, thermodynamic limit, 
central limit theorem, stochastic partial differential equation, semigroup approach. 
Probabilistic Solution of the Dirichlet Problem for Biharmonic Functions in Discrete 
Space 
Robert J. Vanderbei, University of Il!inois, Urbarra, IL fil(vOI, IJSA 
The probabilistic formula for the solution of the Dirichlet problem for harmonic 
functions is well known and has been extensively investigated. A probabilistic 
formula for the function , which is bihtirmonic in ;L given dcmain and which is 
specified by the values of 1’ and Af on the boundary was discovered by Has’minski 1 
and independently by Helms. A more difficult problem is to specify a biharmonic 
function f in terms of the values of f and its normal derivative on the boundary; 
that is, Dirichlet boundary conditions. Considering difference operators in discrete 
spaces instead of differential operators in Euclidean spaces, we investigate a prob- 
abilistic formula for the solution of the Dirichlet problem for biharmonic functions. 
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Keywords: Biharmonic functions, Dirichlet problem, Dynkin’s formula. 
2.20. Stochastic models III 
Censoring and Conditional Sufficiency in a Marked Point Process Setup 
E. Arjas and P. I-Iaara, University of Oulu, Finland 
Complicated failure time data, including deterministic or random covariates ard 
censored observations, is conveniently modelled in terms of marked point processes. 
In so doing the marks are classified in a natural way into ‘innovative’ and ‘non- 
innovative’ (of which typical cases are the death and the censoring of an individual). 
We formulate a sufficiency condition in terms of the compensator measures associ- 
ated to the point processes and show how this condition leads, in the above general 
setting, to a likelihood expression of a rather simple form. 
Keywords: Failure times, censoring, sufficiency, point processes, innovation. 
Cost Benefit Analysis of Systems Subject to Inspection and Repair 
M.N. Gopalan, I.I. T. Bombay, India 
The p:tper deals with the cost benefit analysis of systems ubject to inspection 
and repair. Various inspection strategies have been proposed. System characteristics 
such as a) pointwise availability of the system, b) expected up-time of the system 
in (0, t). c) expected inspection time in (0, t), d) expected repair time in (0, t), e) 
expected number of inspections in (0, t) and f) expected number of repairs in (0, t) 
have been obtained by identifying the system at suitable regenerative pochs. These 
system characteristics have been made use of in the cost benefit analysis of the 
system. A few numerical results have been obtained for certain special cases. 
RF Signals Perturbed by Oscillator Phase Instabilities 
Vincent C. Vannicola, Grifiss Air Force Base, New York, US4 
Pramod K. Varshney, Syracuse University, New York, USA 
Statistical properties of oscillator frequency and phase instability are determined 
through u(;e of the covariance matrix and characteristic function. The relation1 
between stationarity, ergodicity, and instability parameters such as phase and 
frequency probability density function, initial conditions, drift mean and variance 
are established. First and second order statistics are nvestigated along with power 
spectra density. Emphasis is placed on the rf oscillator signal output with and without 
envelope modulation. The perturbing oscillatory driving force is modeled to include 
white phase, random walk phase, and random walk fr:‘:quency. The interelationships 
of these mcdcls with stationarity and ergodicity are ‘determined. 
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2.21. Further topics in stochastic processes 
On the Kolmogorov-Feller Equations for Cut-off Markov Processes 
Josef Giglmayr, Heinrich-Hertz Institute, Berlin, Fed. Rep. Germany 
Results on cut-off Markov processes (obtained by killing) are well known for the 
time homogeneous case [11. For the general case presented (time and state dependent 
killing of jump and diffusion processes) our investigation is based on the joint 
transition probabilities 
F(s, x; t, B) = 
I 
[l-Pr(s<T’~tl~~=y}]F(s,x;t,dy) 
fi 
which for suitable small t - s > 0 can be expressed by 
F(s, x; f, B) = F 
j f3 
[l-c(s, y)(t-s)jF(s,x; t,dy)+o(t-y) 
(c is the killing rate, T’ the life time and xl the cut-off process on a locally-compact 
space). The solution of the corresponding Kolmogorov-Feller equations by success- 
ive approximations (which implies some bounds for the killing rate) is presented 
and the improper condition F(s, X; t, I?) s 1 is proved. Application situations in 
reliability theory (age-wear-dependent model of failure [2]) and in queuing theory 
(spectral analysis of interrupted service) are considered and discussed. 
Keywords: Cut-off process, killing, joint transition probability, improper condition, 
age-wear-dependent failure model. 
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Skewed Stable Variables and Processes 
Clyde Hardin, University of North Carolina, NC, USA 
Most work in stable prc,:*esses ha: heretofore been concerned only with those 
having symmetric distributLns. We prove some preliminary results for these prc’- 
cesses when the symmetry requirement has been dropped. In particular, the form 
of all indelxndent increments stable processes is determined, and a Wiener-ty[Te 
stochastic integral with respect to these processes is developed. We prove a rep- 
resentation theorem which says, loosely, that all stable processes are integrals with 
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respect to a stable process with independent stationary increments and ‘maximum 
skewness’. Also, some regression problems are solved, and it is shown that (unlike 
in the symmetric case) regressions of one stable variable upon another can be 
nonlinear. 
Keywords: Stable process, stochastic integrals, skewness, regression. 
On Stochastic Algorithms Considereld by Ljung and Kushnea and Clark 
Michel Mktivier, Ecole Polytechnique, Palaiseau Cedex, France 
We consider stochastic algorithms of the type 
where { Y,,} is a Markov chain controlled by { fl,,}, Illy, 8; dy) is a probability 
transition indexed by 0, and P[ Y,,+ 1 E Al&,, . . . , O,,, Yl, . . . , Y,,] = II( Y,l, O,, ; A). We 
assume that for 8 fixed the Markov chain with transition 11(x, 0; dy) has a unique 
invariant probability mO and that, setting v(O) =I V( 8, y) nt,(dy), the Poisson- 
equation (II,, - I )h( 8, y) = V( 8, y) - t’( 0) has a solution with Lipschitz regularity. 
Using a theorem by Kushner and Clark [I] and under some regularity assumptions 
on v and II we prove the following result, which extends to many respect the 
classical theorem of Ljung [2]. Let ((O,,~II,)): wE a,,} be a set of realizations of ( 1) 
such that Vti E fj,,, sup,,l/O,,( w)!I c c(: and such that { O,I(w)},, -() visits infinitely often 
a compact A included in the domain of attraction a stable equilibrium 8* of 
(&I/&)( 1) = v(H( I)). Then for P-almost al! w E &, !im,$,,(w) = 8*. If v has on& 
one stability point with domain of attraction I&!“, it k then enough to prove: 
sup,tijN,,(w )/Icc x i1.h. to get the a.~. convergence of O,,( w I to 0”. 
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