Abstract. Notions of interpolating variational splines and Paley-Wiener spaces are introduced on a combinatorial graph G. Both of these definitions explore existence of a combinatorial Laplace operator on G. The existence and uniqueness of interpolating variational spline on a graph is shown. As an application of variational splines the paper presents a reconstruction algorithm of PaleyWiener functions on graphs from their uniqueness sets.
Introduction and Main Results
The paper introduces variational splines and Paley-Wiener spaces on combinatorial graphs. Variational splines are defined as minimizers of Sobolev norms which are introduced in terms of a combinatorial Laplace operator. It is shown that variational splines not only interpolate functions but also provide optimal approximations to them. Paley-Wiener spaces on combinatorial graphs are defined by using spectral resolution of a combinatorial Laplace operator. The main result of the paper is a reconstruction algorithm of Paley-Wiener functions from their uniqueness sets using variational splines.
The following is a summary of main notions and results. We consider finite or infinite and in this case countable connected graphs G = (V (G), E(G)), where V (G) is its set of vertices and E(G) is its set of edges. We consider only simple (no loops, no multiple edges) undirected unweighed graphs. A number of vertices adjacent to a vertex v is called the degree of v and denoted by d(v). We assume that degrees of all vertices are bounded from above and we use notation
The space L 2 (G) is the Hilbert space of all complex-valued functions f : V (G) → C with the following inner product
and the following norm
The discrete Laplace operator L is defined by the formula [4] Lf
where v ∼ u means that v, u ∈ V (G) are connected by an edge. It is known that the Laplace operator L is a bounded operator in L 2 (G) which is self-adjoint and positive definite. Let σ(L) be the spectrum of a self-adjoint positive definite operator L in L 2 (G), then σ(L) ⊂ [0, 2] . In what follows we will use the notations
ω.
For a fixed ε ≥ 0 the Sobolev norm is introduced by the following formula (1.1) f t,ε = (εI + L) t/2 f , t ∈ R.
The Sobolev space H t,ε (G) is understood as the space of functions with the norm (1.1). Since the operator L is bounded all the spaces H t,ε (G), coincide as sets.
Variational splines in spaces L 2 (R d ) are introduced as functions which minimize certain Sobolev norms [37] , [5] . Sobolev spaces in L 2 (R d ) can be defined as domains of powers of the Laplace operator ∆ in L 2 (R d ) [42] . To construct variational splines on a graph G we are going to use the same idea by replacing the classical Laplace operator ∆ by the combinatorial Laplacian L in L 2 (G).
For a given set of indices I (finite or infinite) the notation l 2 will be used for the Hilbert space of all sequences of complex numbers y = {y i }, i ∈ I, for which i∈I |y i | 2 < ∞.
Variational Problem
Given a subset of vertices W = {w} ⊂ V (G), a sequence of complex numbers y = {y w } ∈ l 2 , w ∈ W , a positive t > 0, and an non-negative ε ≥ 0 we consider the following variational problem:
Find a function Y from the space L 2 (G) which has the following properties:
It is convenient to have such a functional in the Variational Problem which is equivalent to a norm. Thus, if the operator L has a bounded inverse in L 2 (G) (it is a situation on homogeneous trees of order q + 1, q ≥ 2) then we will assume that ε is zero. Otherwise we assume that ε is a "small" positive number.
In what follows we will write ε ≥ 0 with understanding that
We show that the above variational problem has a unique solution Y W,y t,ε . We say that Y W,y t,ε is a variational spline of order t. It is also shown that every spline is a linear combination of fundamental solutions of the operator (εI + L) t and in this sense it is a polyharmonic function with singularities. Namely it is shown that every spline satisfies the following equation
where {α w } w∈W = {α w (Y W,y t,ε )} w∈W is a sequence from l 2 and δ w is the Dirac measure at a vertex w ∈ W . The set of all such splines for a fixed W ⊂ V (G) and fixed t > 0, ε ≥ 0, will be denoted as Y(W, t, ε).
A fundamental solution E w 2t,ε , w ∈ V (G), of the operator (εI + L) t is the solution of the equation
It is shown in the paper that for every set of vertices W = {w}, every t > 0, ε ≥ 0, and for any given sequence y = {y w } ∈ l 2 , the solution Y 
is always an optimal approximation (modulo given information).
Remark 2.
It is important to realize that for a fixed set W ⊂ V (G) and fixed t, ε ≥ 0, the correspondence
where Y W,y t,ε is a spline, depends just on the geometry of G and W . In other words the map (1.3) is responsible for the connection between "analysis" on G and its geometry.
Our main goal is to develop spline interpolation and approximation in the socalled Paley-Wiener spaces.
Paley-Wiener spaces on
has support in [−ω, ω]. The classical sampling theorem says that if f ∈ P W ω (R) then f is completely determined by its values at points kπ/ω, k ∈ Z, and can be reconstructed in a stable way from the samples f (kπ/ω) by using the so-called cardinal series
where convergence is understood in the L 2 -sense. In papers [35] , [36] , [15] , [18] , [24] , [28] , splines were used as a tool for reconstruction of Paley-Wiener functions from their uniqueness sets. The Paley-Wiener spaces and in particular sampling problems in these spaces attracted attention of many mathematicians [1] , [2] , [6] , [17] , [22] , [21] , [19] . C. Shannon [38] , [41] , suggested to use the sampling theory in Paley-Wiener spaces as a theoretical foundation for practical problems in signal analysis and information theory. Since then the sampling theory found many other applications in particular in image reconstruction and learning theory [39] , [40] . Some of the ideas and methods of the sampling theory of Paley-Wiener functions were recently extended to the cases of Riemannian manifolds, groups, and quantum graphs [8] , [9] , [10] , [11] , [13] , [14] , [23] - [34] . Splines on manifolds and quantum graphs were developed in [32] , [33] .
To define Paley-Wiener spaces on combinatorial graphs we use the fact that the Laplace operator L is a self-adjoint positive definite operator in the Hilbert space L 2 (G). According to the spectral theory [3] there exist a direct integral of Hilbert spaces X = X(λ)dm(λ) and a unitary operator
We introduce the following notion of discrete Paley-Wiener spaces. Since the operator L is bounded every function from L 2 (G) belongs to a certain Paley-Wiener space P W ω (G) for some ω ∈ σ(L) and we have the following stratification
Different properties of the spaces P W ω (G) and in particular a generalization of the Paley-Wiener Theorem are collected in the Theorem 3.1.
For a subset S ⊂ V (G) (finite or infinite) the notation L 2 (S) will denote the space of all functions from L 2 (G) with support in S:
Definition 2. We say that a set of vertices U ⊂ V (G) is a uniqueness set for a space P W ω (G), ω > 0, if for any two functions from P W ω (G) the fact that they coincide on U implies that they coincide on V (G).
Definition 3. We say that a set of vertices S ⊂ V (G) is a Λ-set if for any ϕ ∈ L 2 (S) it admits a Poincare inequality with a constant Λ > 0
The infimum of all Λ > 0 for which S is a Λ-set will be called the Poincare constant of the set S and denoted by Λ(S).
It is shown in the Theorem 3.4 that if a set S ⊂ V (G) is a Λ-set, then its complement U = V (G)\S is a uniqueness set for any space P W ω (G) with ω < 1/Λ. Since L 2 (G) = P W ωmax (G) every function in L 2 (G) belongs to a certain PaleyWiener space and one cannot expect that non-trivial uniqueness sets there exist for functions from every Paley-Wiener subspace. But it is reasonable to expect that uniqueness sets exist for Paley-Wiener spaces P W ω (G) with relatively small ω > 0. It will be shown (see Section 3) that for every graph G there exists a constant Ω G ≥ 1 such that for 0 < ω < Ω G functions from P W ω (G) can be determined by using their values only on certain subsets of vertices. Namely, it is shown that for any graph G spaces P W ω (G) with
have non-trivial uniqueness sets. A more detailed description of uniqueness sets will be given in a separate paper.
The main result of the present article is obtained in Section 4 and can be stated in the following form.
where
is a spline interpolating f on the set U = V (G) \ S and the error estimate is
is not invertible, then for any Λ-set S and any 0 < ε < 1/Λ, every function f ∈ P W ω (G), where
can be reconstructed from its values on U = V (G) \ S as the following limit
where Y U,f k,ε is a spline interpolating f on the set U = V (G) \ S and the error estimate is given by
We know two papers [12] , [16] , in which authors consider sampling on Z n and Z N and one paper [20] were sampling on Z n was used to prove some deep results in discrete harmonic analysis. But our approach to the problem and our results are very different from the methods and results of these papers.
Variational splines on combinatorial graphs
We are going to use the same notations and the same Variational Problem which were defined in the Introduction.
Theorem 2.1. For every set of vertices W = {w}, all k > 0, ε ≥ 0, and for any given sequence y = {y w } ∈ l 2 , the Variational Problem has a unique solution.
Proof. Consider the set M 0 (W ) ⊂ L 2 (G), of all functions from L 2 (G) whose restriction to W = {w} is zero. This is a closed subspace of L 2 (W ).
Given a sequence of complex numbers y = {y w } ∈ l 2 , the linear manifold
where g is any function from L 2 (G) such that for all w ∈ W one has g(w) = y w .
Consider the orthogonal projection h t,ε of the function g ∈ L 2 (G) from (2.1) onto the space M 0 (W ) with respect to the inner product in H t,ε (G), t > 0: 
is the minimizer. The fact that the minimizer is unique follows from the well-known properties of Hilbert spaces. The proof is complete.
The following result shows that every solution of the Variational Problem 1)-2) should be a "polyharmonic function" with "singularities" on the set W . 
Theorem 2.2. For every set of vertices
It implies that
is a function of the form
∈ l 2 . Thus we proved that every solution of the Variational Problem is a solution of (2.2). The converse is obvious. The Theorem is proved.
The following Theorem explains the structure of splines and it follows from (2.2) and linearity of the set of splines which is a consequence of the last Theorem. 
It is easy to verify that every set Q(W, f, k, ε, K) is convex, bounded, and closed. The next Theorem shows that for a given function f ∈ L 2 (G) its interpolating spline Y W,f t,ε is always an optimal approximation (modulo given information). 
then the set Q(W, f, t, ε, K) is empty.
2) Every variational spline
is the center of the convex set Q(W, f, t, ε, K). As a result the following inequalities holds true for any g ∈ Q(W, f, t, ε, K)
and
where diam is taken with respect to the norm of the Sobolev space H t,ε (G).
Proof. Given a function f ∈ L 2 (G) the linear manifold I(W, f ) is the set of all functions g from L 2 (G) such that f (w) = g(w), w ∈ W . Let us note that the distance from zero to the subspace I(W, f ), in the metric of the space H t,ε (G) is exactly the Sobolev norm of the unique spline Y W,f k,ε ∈ I(W, f ). This norm can be expressed in terms of the sequence (Y W,f t,ε )(w) = f (w), w ∈ W, and the sequence {α w (Y W,f t,ε )}, w ∈ W, from the representation
It shows that the intersection
where B t,ε (0, K) is the ball in H t,ε (G) whose center is zero and the radius is K, is not empty if and only if
The first part of the Theorem is proved. Now we are going to show that for a given function f the interpolating spline Y W,f t,ε is the center of the convex, closed and bounded set Q(W, f, t, ε, K) for any
Ht,ε(G) . In other words it is sufficient to show that if Y W,f t,ε + h ∈ Q(W, f, t, ε, K) for some function h from the Sobolev space H t,ε (G) then the function Y W,f t,ε − h also belongs to the same intersection. Indeed, since h is zero on the set W one has
.
In other words, 
for any g ∈ Q(W, f, t, ε, K). Using this inequality one obtains
The Theorem is proven.
Paley-Wiener spaces on combinatorial graphs
The Paley-Wiener spaces P W ω (G), ω > 0, were introduced in the Definition 1 of the Introduction. Since the operator L is bounded it is clear that every function from L 2 (G) belongs to a certain Paley-Wiener space. Note that if
ω then the space P W ω (G) is not trivial if and only if ω ≥ ω min .
Using the spectral resolution of identity P λ we define the unitary group of operators by the formula
The next theorem can be considered as a form of the Paley-Wiener theorem and it essentially follows from a more general result in [25] . 
2) the norm of the operator L in the space P W ω (G) is exactly ω; 
3) f ∈ P W ω (G) if and only if the following holds true
has analytic extension u(z, v) to the complex plane C as an entire function and satisfies the estimate
We prove here only the first part of the Theorem.
Lemma 3.2. A function f ∈ L 2 (G) belongs to P W ω (G) if and only if the following Bernstein inequality holds true for all
Proof. We use the spectral theorem for the operator L in the space L 2 (G) in the form it was presented in the Introduction. Let f belongs to the space P W ω (G) and
which gives Bernstein inequality for f . Conversely, if f satisfies Bernstein inequality then x = F L f satisfies x Xs ≤ ω s x X . Suppose that there exists a set σ ⊂ [0, ∞) \ [0, ω] whose m-measure is not zero and x| σ = 0. We can assume that σ ⊂ [ω + ǫ, ∞) for some ǫ > 0. Then for any s ∈ R + we have
which shows that or x(λ) is zero on σ or σ has measure zero.
The Theorem 3.1 shows that the notion of Paley-Wiener functions of type ω on a combinatorial graph can be completely understood in terms of familiar entire functions of exponential type ω bounded on the real line.
The notion of Λ-sets was introduced in the Definition 3 in the Introduction. The role of Λ-sets is explained in the following Theorem. Proof. If f, g ∈ P W ω (G) then f − g ∈ P W ω (G) and according to the Theorem 3.1 the following Bernstein inequality holds true
If f and g coincide on U = V (G)\S then f − g belongs to L 2 (S) and since S is a Λ-set we have
Assume that ω < 1/Λ and that f is not identical to g. We have the following inequalities
which provide the desired contradiction if f − g is not identical zero. It proves the Theorem.
As it was mentioned in the Introduction one cannot expect that non-trivial uniqueness sets there exist for functions from every Paley-Wiener subspace. But it is reasonable to expect that uniqueness sets exist for Paley-Wiener spaces P W ω (G) with relatively small ω > 0. Indeed, a direct calculation shows that for any graph G spaces P W ω (G) with
have non-trivial uniqueness sets.
Here are two examples of Paley-Wiener spaces on graphs and their uniqueness sets.
1. Finite graphs. If a set of vertices V (G) of a graph G is finite then the spectrum of the Laplace operator is discrete and the space P W ω (G) is a span of eigenfunctions whose eigenvalues ≤ ω. In this case if U is a uniqueness sets for a space P W ω (G) then |U | is at least a number of eigenvalues (with multiplicities) of L on the interval [0, ω].
Lattice Z
n . We consider a one-dimensional lattice Z. In this case there is a version of the Fourier transform F on the space L 2 (Z) which is defined by the formula
It gives a unitary operator from
where T is the one-dimensional torus and dξ/2π is the normalized measure. One can verify the following formula
where L Z is the Laplace operator on the graph Z. The next result is obvious. Our nearest goal is to show that for a one-dimensional line graph Z the estimates in Poincare inequalities of finite successive sets of vertices can be computed explicitly.
Consider a set of successive vertices S = {v 1 , v 2 , ..., v N } ⊂ Z, and the corresponding space L 2 (S). If bS = {v 0 , v N +1 } is the boundary of S, then for any ϕ ∈ L 2 (S) the function L Z ϕ has support on S ∪ bS and
Let C 2N +2 = Γ(S) be a cycle graph
with the following identification
Thus the total number of vertices in C 2N +2 is 2N + 2. We introduce an embedding of S ∪ bS into C 2N +2 by the following identification
This embedding gives a rise to an embedding of
and also
If L C is the Laplace operator on the cycle C 2N +2 then a direct computation shows that for the vector F ϕ defined above the following is true
The operator L C in L 2 (C 2N +2 ) has a complete system of orthonormal eigenfunctions
with eigenvalues
The definition of the function F ϕ ∈ L 2 (C 2N +2 ) implies that it is orthogonal to all constants and its Fourier series does not contain a term which corresponds to the index n = 0. It allows to obtain the following estimate
It gives the following estimate for functions ϕ from L 2 (S)
Thus we proved the following Lemma. In other words, for any ϕ ∈ L 2 (S) the following inequality holds true
Remark 3. The last inequality which can be written as
is similar to one of inequalities in [7] .
Note that in the case |S| = 1 the last Lemma gives the inequality
but direct calculations give a better value for λ:
Let us note that if {S j } is a finite or infinite sequence of disjoint subsets of vertices S j ⊂ V such that the sets S j ∪ bS j are pairwise disjoint and every S j has type Λ j , then their union S = j S j is a set of type Λ = sup j Λ j . Indeed, since the sets S j are disjoint every function ϕ ∈ L 2 (S), S = j S j , is a sum of functions ϕ j ∈ L 2 (S j ) which are pairwise orthogonal. Moreover because the sets S j ∪ bS j are disjoint the functions Lϕ j are also orthogonal. Thus we have
where Λ = sup j Λ j . A combination of this observation along with the last Lemma 3.6 gives the following result for any 0 < ω < 3/2. Theorem 3.6. If S is a finite or infinite union of disjoint sets {S j } of successive vertices such that 1) the sets S j = S j ∪ bS j are disjoint and 2) for every j the following inequality holds
then every function f ∈ P W ω (Z) is uniquely determined by its values on the set U = V (Z)\S.
A similar result holds true for a lattice Z n of any dimension. Consider for example the case n = 2. In this situation the Fourier transform F on the space L 2 (Z 2 ) is the unitary operator F which is defined by the formula
2 ), where T is the onedimensional torus. the following formula holds true
where L Z 2 is the Laplace operator on the graph Z 2 . We have the following result. 
Given a set S = {v n,m }, 1 ≤ n ≤ N, 1 ≤ m ≤ M, we consider embedding of S into two-dimensional discrete torus of the size T = (2N + 2) × (2M + 2) = {u n,m }. Every f ∈ L 2 (S) is identified with a function g ∈ L 2 (T ) in the following way
is the combinatorial Laplacian on the discrete torus T . Since eigenfunctions of L T are products of the corresponding functions (3.1) a direct calculation gives the following inequality
In a similar way one can obtain corresponding results for a lattice Z n of any dimension. Note that the spectrum of the Laplace operator on Z n is [0, 2] and Ω Z n = (2n + 1)/2n.
Let N j = {N 1,j , ..., N n,j }, j ∈ N, be a sequence n-tuples of natural numbers. For every j the notation S(N j ) will be used for a "rectangular solid" of "dimensions" N 1,j × N 2,j × ... × N n,j .
Using these notations we formulate the following sampling Theorem. , sin π 2N 2,j + 2 , ..., sin π 2N n,j + 2 , then every f ∈ P W ω (Z n ) is uniquely determined by its values on U = V (Z n )\S.
Reconstruction of Paley-Wiener spaces using splines
Now we are going to use variational splines Y U,f k,ε as a reconstruction tool of Paley-Wiener functions f ∈ P W ω (G) from their values on uniqueness sets of the form U = V (G) \ S, where S is a Λ-set and Λ < 1/ω. We will need the following Lemma. 
Proof. By the spectral theory [3] there exist a direct integral of Hilbert spaces
and a unitary operator F from H onto X, which transforms domain of A t , t ≥ 0, onto X t = {x ∈ X|τ t x ∈ X} with norm
and F (A t f ) = τ t (F f ). According to our assumption we have for a particular ϕ ∈ H Now, by using induction one can finish the proof of the Lemma. The Lemma is proved.
After all we have the following inequality
The proof of the Theorem 1.1 is complete.
