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Une étude de la variabilité climatique des événements méditerranéens de précipitations
intenses dans le Sud-Est de la France (HPE : High Precipitation Events) est proposée au
travers de l’analyse des performances du modèle de climat à aire limitée ALADIN-Climat.
La sensibilité des pluies extrêmes simulées à différents paramètres de configuration du mo-
dèle est évaluée dans un cadre d’étude idéalisé ou à travers des expériences pilotées par la
ré-analyse ERA-40. Les tests de sensibilité portent sur le couplage dynamique de l’atmo-
sphère avec le modèle de mer Méditerranée NEMOMED8, l’application d’une technique de
pilotage spectral, la taille du domaine d’intégration et la résolution horizontale (passage
d’une maille de 50 km à 12.5 km).
Il s’avère que seule l’augmentation de la résolution conduit à une modification des précipita-
tions extrêmes, et une étude détaillée de la valeur ajoutée ainsi apportée sur la modélisation
des HPE est alors conduite. Elle révèle que l’amélioration induite par une maille plus fine
dépasse le seul effet dû à une meilleure spatialisation du champ de pluie et que les diffé-
rences constatées entre les résultats à 50 km et 12.5 km de résolution sont significativement
supérieures à l’amplitude de la variabilité interne du modèle.
Les résultats obtenus avec ALADIN-Climat (forcé par ERA-40) sont ensuite comparés à
ceux issus de deux méthodes performantes de descente d’échelle statistique appliquées à
ERA-40 : la méthode de désagrégation statistique DSCLIM (Boé et al., 2006) et la méthode
statistique de détection des HPE, que nous appellerons ici CYPRIM (Nuissier et al., 2011).
L’analyse dse résultats indique que l’utilisation d’ALADIN-Climat à 12.5 km de résolution
est plus satisfaisant que la première méthode et au moins aussi performant que la seconde.
Nous en concluons qu’il constitue un outil adéquat à l’étude de la variabilité climatique
des épisodes de précipitations intenses considérés.
Un scénario de changement climatique A1B est alors réalisé à l’aide de cet outil pour la fin
du XXIe siècle (2071-2100) et différentes méthodologies sont proposées pour l’analyse des
résultats. Elles suggèrent un accroissement de la fréquence d’occurrence et une intensifica-




The climatic variability of intense rainfall events in the Mediterranean is studied using
the limited area climate model ALADIN-Climate, whose ability to simulate these events
in South-East France is explored.
Several sensitivity studies are conducted to assess the impact of various configuration pa-
rameters on the model’s skill to downscale such extreme precipitation events : coupling
with a Mediterranean sea model, use of the spectral nudging technique, size of the domain
of integration and horizontal resolution. These studies are either performed within the so-
called "Big-Brother Experiment" framework or through hindcast simulations driven by the
ERA-40 reanalysis.
The increase of resolution (from 50 km to 12.5 km) is found to be the only parameter affec-
ting the modeling of extreme precipitation. The added value of the higher resolution on the
way ALADIN-Climate simulates High Precipitation Events (HPE) in South-East France
is carefully studied. We show that the improvement induced by the increase of resolution
can not be interpretated as a mere effect of a better spatialisation of the precipitation field
and the differences found between the results at the two resolutions are larger than the
model’s internal variability.
Comparisons of ALADIN-Climate’s skills to model HPE to those of two State-of-the-art
statistical methods of downscaling and detection of these events – respectively DSCLIM
(Boé et al., 2006) and "CYPRIM" (Nuissier et al., 2011) – show that with a resolution
of 12.5 km, ALADIN-Climate offers better results than the first statistical method and
appears to be at least as good as the second one. This result leads us to consider ALADIN-
Climate as an appropriate numerical tool to explore the climatic variability of heavy rainfall
events in the Mediterranean.
A climate change scenario (A1B) is then performed with ALADIN-Climate for the end of
the XXIe century and we assess the simulated changes affecting HPE in future climate.
Several methods are proposed to analyse and display the results. They suggest an increase
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Chapitre 1
Introduction
1.1 Les extrêmes de précipitations étudiés
1.1.1 Quelques généralités sur l’étude des extrêmes en climat
Le climat désigne l’ensemble des phénomènes caractérisant l’état moyen de l’atmo-
sphère, sa variabilité et son évolution en un lieu donné. Si la météorologie étudie les phéno-
mènes atmosphériques à l’échelle de temps des processus physiques en jeu, les sciences du
climat procèdent donc d’une vision statistique destinée à décrire, comprendre et représenter
les évolutions de l’état de l’atmosphère sur des périodes de temps beaucoup plus longues,
allant de la saison au millénaire.
Par phénomène extrême, on entend généralement un événement remarquable par sa rareté,
son intensité et/ou les dégâts qu’il est susceptible de provoquer : canicule, inondation, tem-
pête, sécheresse, vague de froid, etc.
La modélisation de ces événements en prévision numérique du temps vise à anticiper leur
arrivée quelques jours à l’avance en tâchant d’apporter le maximum de précisions quant
à leurs caractéristiques (heure de début et de fin, intensité, localisation et extension spa-
tiale, etc.). Du point de vue du climat en revanche, ces phénomènes sont appréhendés par
leur fréquence d’occurrence et leur caractéristiques moyennes, ainsi qu’au travers de la
variabilité de ces grandeurs (variabilité interannuelle, décennale, voire au delà) ; et dans
le contexte du changement climatique, il faut adjoindre à cette perspective l’éventualité
d’une évolution des grandeurs moyennes caractérisant les événements extrêmes – fréquence,
intensité, variabilité, etc – ; on parle alors de tendances.
L’exigence de précision dans la représentation de chaque événement sera donc moindre
dans un modèle de climat.
1.1.2 Typologie des extrêmes de précipitation aux latitudes tem-
pérées
Le terme « extrême de précipitation » recouvre différents types d’événements, selon
que l’on considère la sécheresse ou la pluie, et selon la période de temps sur laquelle la
précipitation est intégrée. Sans être diluviennes, des pluies quotidiennes soutenues qui se
répètent sur une période de temps inhabituellement longue peuvent conduire à de graves
inondations. Inversement, un orage exceptionnellement violent n’entraînera pas nécessaire-
ment une augmentation notable de la précipitation à l’échelle de la saison.
2 Chapitre 1 : Introduction
Dans cette étude, on ne s’intéressera qu’aux extrêmes – supérieurs – de précipitations quo-
tidiennes. Aux latitudes tempérées, ces événements correspondent essentiellement à trois
types de phénomènes :
– des perturbations particulièrement actives, entraînant de fortes pluies stratiformes,
– des systèmes convectifs de méso-échelle,
– des orages isolés.
Les pluies les plus intenses sont généralement associées aux deux derniers types d’événe-
ments.
Ce travail ce concentre essentiellement sur les phénomènes précipitants donnant lieu aux
valeurs extrêmes les plus fortes observées en France : les épisodes méditerranéens de pluies
intenses.
1.1.3 Les épisodes méditerranéens de pluie intense dans le Sud-
Est de la France
(a) (b) (c)
Fig. 1.1 – Pluviométrie en France : moyennes et extrêmes. (a) : Nombre moyen de jours de pluies (cumul
quotidien supérieur à 1 mm) sur la période 1971-2000. (b) : Cumuls annuels moyen (mm) sur la période
1971-2000. (c) : Nombre de jours où la précipitation quotidienne excède 200 mm/jour. (Cartes mises à
disposition par Météo-France sur le site : http ://pluiesextremes.meteo.fr)
En France métropolitaine, les précipitations quotidiennes les plus intenses se produisent
dans la région Sud-Est du pays. Bien que la pluviométrie moyenne y soit caractérisée par
un nombre de jours de pluie plus faible que dans le reste du pays et des cumuls annuels
relativement modérés (en dehors des zones de relief), cette région est la seule à assez être
régulièrement affectée par des épisodes de pluie dont les cumuls dépassent des valeurs de
200 mm/jour (figure 1.1.c).
Ces événements de pluies intenses peuvent conduire à ce que l’on appelle des « crues
éclairs » (flash-floods en anglais), qui comptent parmi les phénomènes les plus dangereux
en France métropolitaine, dans l’Est de l’Espagne, les contreforts du Piémont en Italie et
sur la bordure méditerranéenne de l’Algérie (Hernandez et al., 1998; Romera et al., 2000;
Delrieu et al., 2005).
Voici quelques exemples d’épisodes catastrophiques de ce type s’étant produits dans le
Sud-Est de la France :
A Nîmes, dans la nuit du 2 au 3 octobre 1988, plus de 300 mm de pluie se sont abattus sur
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la ville en quelques heures seulement, et des cumuls supérieurs à 400 mm ont été observés
dans les alentours ; la catastrophe a fait 10 morts et les dégâts ont été chiffrés à environ
610 millions d’euros. L’événement était très localisé, puisque à l’aéroport de Nîmes, on
relevait seulement 35 mm au cours de la même nuit. (Source : Météo-France, sur le site
http://pluiesextremes.meteo.fr).
Le 21 septembre 1992, près de 450 mm sont tombés dans le département de l’Hérault. Le
phénomène pluvieux s’est ensuite déplacé vers l’Est et le lendemain, il a affecté la ville de
Vaison-la-Romaine en amont de laquelle on a enregistré un cumul de 300 mm en moins
de 24 heures (Benech et al., 1993; Blancher, 2008). Bilan de l’événement : 47 morts et 80
millions d’euros de dommages (Blancher, 2008).
Les 8 et 9 septembre 2002, un épisode de grande ampleur a touché les départements du
Gard, du Vaucluse, de l’Hérault, des Bouches-du-Rhône, de l’Ardèche et de la Drôme. Plus
de 5000 km2 ont recueilli des précipitations comprises entre 200 mm et 700 mm sur ces
deux jours, le cumul enregistré en 24 heures ayant dépassé les 600 mm sur certaines zones
(Delrieu et al., 2005; Ducrocq et al., 2004). La catastrophe a fait 24 victimes et a causé
plus d’un milliard d’euros de dégâts (Huet et al., 2003).
Les figures 1.2 et 1.3 présentent quelques photographies et cartes de cumuls de précipita-
tions pour ces épisodes.
(a) Nîmes (b) Vaison-la-Romaine
Fig. 1.2 – Photographies des catastrophes de Nîmes les 2 et 3 octobre 1988 (a) et de Vaison-la-Romaine,
les 22 et 23 septembre 1992 (b). (Sources : Ville de Nîmes (a), et Blancher (2008) (b).
Certains de ces épisodes, comme celui de Nîmes en 1988, sont dûs à des orages très
localisés pour lesquels il n’existe pas de précurseurs de grande échelle caractéristiques. Mais
la plupart d’entre eux correspondent à des phénomènes de plus grande ampleur appelés
« systèmes convectifs de méso-échelle quasi-stationnaires » (MCS, mesoscale convective
systems en anglais) qui sont associés à des conditions synoptiques assez spécifiques. L’étude
de ces systèmes au cours des 15 dernières années a donné lieu à une littérature assez
abondante, on peut citer ici les travaux de Rivrain (1997); Hernandez et al. (1998); Romera
et al. (2000); Ducrocq et al. (2003a); Huet et al. (2003); Ducrocq et al. (2004); Delrieu et al.
(2005); Nuissier et al. (2008); Ducrocq et al. (2008) (pour une revue plus exhaustive, voir
Nuissier et al. (2008)). Nous ne reprendrons ici que les éléments permettant d’accéder à
une description générale des situations météorologiques conduisant à ces épisodes de pluies
intenses que l’on appellera par la suite HPE (High Precipitation Events, voir annexe A),
d’après la terminologie de Nuissier et al. (2008).
4 Chapitre 1 : Introduction
(a) (b)
Fig. 1.3 – Cumuls de précipitations enregistrés lors des catastrophes de Vaison-la-Romaine (22 et 23
septembre 1992) et du Gard (8 et 9 septembre 2002). (a) : Cumuls observés sur le Vaucluse entre le 22
septembre 1992 6 H UTC et le 23 septembre 1992 6 H UTC. (b) : Cumuls horaire le 8 septembre 2002
à la station de Cardet, près d’Anduze (Gard). (Cartes mises à disposition par Météo-France sur le site :
http ://pluiesextremes.meteo.fr)
(a) Cycle saisonnier (b) Schéma simplifié
Fig. 1.4 – (a) : Distribution mensuelle (nombre de jours et fréquence) des jours de fortes pluies (cu-
muls supérieurs à 150 mm/j) dans le Sud-Est de la France pour la période 1976-2006 (figure extraite de
Boudevillain et al. (2009). (b) : Schéma conceptuel des situations de grande-échelle propices aux épisodes
méditerranéens de pluie intense (Figure mise à disposition par Météo-France sur le site : http ://pluie-
sextremes.meteo.fr). Les figures (1) et (2) correspondent aux deux principaux composites de situations
associées aux HPE, tels que définis par la méthode « CYPRIM » détaillée en 1.2.3 et
Les HPE ont lieu principalement en automne, de septembre à décembre (voir fi-
gure 1.4.a) lorsque la mer Méditerranée, encore relativement chaude, est susceptible d’ali-
menter en chaleur et en humidité la région d’occurrence de ces événements (voir le schéma
simplifié de la figure 1.4.b).
Ils sont associés à une dépression ou un thalweg situé à l’Ouest de cette zone, qui induit une
circulation Sud Sud-Est en provenance de la mer Méditerranée. Cette circulation assure
un transport de chaleurs latente et sensible dans les basses couches qui viendra amplifier
l’instabilité de la masse d’air située à l’avant de la zone dépressionnaire ; elle peut être
favorisée et entretenue par la présence d’une anomalie de tourbillon potentiel en altitude
localisée au Nord-Ouest de la zone d’action, en amont du flux, qui entraînera une rotation
Section 1.1 : Les extrêmes de précipitations étudiés 5
des vents de basses couches dans le sens du jet Sud Sud-Est qui s’en trouvera ainsi canalisé
et intensifié (Boudevillain et al., 2009; Nuissier et al., 2011). La figure 1.5 présente une
vision globale de ce type de situations synoptiques, à partir de l’analyse de composites
résultant d’une classification statistique de la grande-échelle de la ré-analyse ERA-40 (Up-
pala et al., 2005) associée aux occurrence d’HPE (Boudevillain et al., 2009; Nuissier et al.,
2011), classification dont il sera question à la section 1.3 de ce chapitre et sur laquelle nous
reviendrons plus amplement au chapitre 4.
Enfin, la présence des reliefs du Massif Central, des Alpes et des Pyrénées contribue au
déclenchement de la convection par ascendance lorsque le flux de Sud Sud-Est vient buter
sur les montagnes et génère en outre une convergence de basse couche aidant à la formation
du système (Nuissier et al., 2008; Ducrocq et al., 2008).
Fig. 1.5 – Situations synoptiques associées aux événements de pluies intenses en Méditerranée : géopo-
tentiels à 500 hpa (isolignes) ; flux d’humidité à 925 hPa (plages de couleur) (g.m.kg-1.s-1) ; vent horizontal
à 925 hPa (flèches bleues). (Figure extraite de Boudevillain et al. (2009)).
Ces systèmes convectifs (MCS) provoquent des cumuls de précipitations particulière-
ment élevés lorsqu’ils demeurent quasi-stationnaires, c’est-à-dire lorsque de nouvelles cel-
lules convectives sont générées en leur sein pendant plusieurs heures. La figure 1.6 (Ducrocq
et al., 2008) présente une conceptualisation de trois types de processus intervenant dans
la quasi-stationnarité des MCS. Dans le premier cas (fig. 1.6.a), c’est le relief qui induit
l’entretien du système par la formation continue de nouvelles cellules résultant du soulè-
vement orographique de la masse d’air chaud et humide. Dans le second cas (fig. 1.6.b),
ce soulèvement est provoqué par le système convectif lui-même, qui génère un dôme d’air
froid sous la zone de subsidence des précipitations. Le dernier cas (fig. 1.6.c) correspond à
une organisation en V caractéristique des systèmes multi-cellulaires à régénération rétro-
grade (Ducrocq et al., 2003a) : de nouvelles cellules se forment à la pointe du V, elles se
développent en se propageant le long des branches du V, puis elles meurent, de nouvelles
cellules viennent les remplacer à la pointe du V, et ainsi de suite.
En résumé, on peut dire que ces phénomènes de précipitations intenses sont associés
à des situations de grande et moyenne échelle assez précises mais que l’occurrence de
cumuls très importants découle de la quasi-stationnarité des systèmes de méso-échelle,
laquelle implique des processus d’échelle beaucoup fine, dont nous verrons qu’ils ne sont
pas représentés explicitement dans les modèles de climat.
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Fig. 1.6 – Schémas conceptuels des différents mécanismes et ingrédients météorologiques expliquant la
formation et le caractère stationnaire de l’épisode de pluie intense des Cévennes (13 – 14 octobre 1995) et
des catastrophes du Gard (8 – 9 septembre 2002) et de l’Aude (12-13 novembre 1999). (Figure extraite de
Ducrocq et al. (2008), reprise dans Ricard et al. (2009))
.
1.1.4 Précipitations intenses et changement climatique : proces-
sus physiques impliqués et observations des tendances pas-
sées
Au vu des dégâts importants causés par ce type d’événements, l’étude de leurs possibles
évolutions dans le cadre du changement climatique revêt une importance particulière. En
effet, il existe de bonnes raisons de penser que le réchauffement du climat est susceptible
d’entraîner une intensification de ces phénomènes de pluies intenses.
L’équation de Clausius-Clapeyron (1.1) nous indique que la pression de vapeur saturante
croît avec la température. Une atmosphère plus chaude peut donc contenir davantage de
vapeur d’eau.







où Psat est la pression de vapeur saturante d’un volume V de gaz à la température T , et
L, la chaleur latente de vaporisation.
En faisant l’approximation du gaz parfait, on peut écrire PV = RT , où R est la constante
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qui s’intègre en :









où Pref et Tref sont respectivement la pression de vapeur saturante et la température de
l’état pris pour référence dans l’intégration.
Un accroissement de température dans un climat en évolution se traduit donc par une
augmentation de la quantité de vapeur d’eau que l’atmosphère peut contenir avant
de précipiter. D’où l’hypothèse, formulée dans la communauté scientifique depuis déjà
quelques décennies, d’une intensification du cycle hydrologique, et donc de cumuls de
pluies intenses plus forts dans un climat plus chaud.
Boer (1993) puis Trenberth et al. (2003) ont estimé le taux d’accroissement de l’humidité
spécifique à +7% par degré Kelvin de réchauffement (voir Trenberth et al. (2003) pour
le calcul). Ce taux ne saurait être directement traduit en pourcentage d’augmentation
des cumuls de pluie, dans la mesure où il existe bien d’autres causes à l’évolution du
régime des précipitations dans une région donnée, comme un changement de la circulation
générale et/ou des rétroactions locales.
Cependant, en excluant toute considération autre que l’effet thermodynamique relatif à
l’équation de Clausius-Clapeyron, il peut être intéressant de remarquer que l’augmentation
de la pression de vapeur saturante est susceptible de jouer davantage sur les cumuls de
pluies intenses que sur les précipitations plus modérées. A ce sujet, Trenberth et al. (2003)
font valoir que la quantité d’eau précipitable contenue dans une colonne d’air n’excède
pas 25 mm aux latitudes tempérées et que de surcroît, seule une partie de cette humidité
peut effectivement être convertie en précipitation – on appelle « ratio de recylage »
cette proportion –, l’air n’étant jamais totalement asséché après le passage de la pluie.
L’essentiel de l’eau précipitée lors de phénomènes plus intenses provient donc d’un apport
d’humidité advectée en basses couches, pour laquelle le « ratio de recyclage » peut alors
atteindre des valeurs plus importantes. L’augmentation de la pression de vapeur saturante
avec la température conduirait donc d’autant plus à une intensification des pluies que la
convergence d’humidité associée est importante.
A la lumière de ces hypothèses physiques, on peut à juste titre commencer par se
demander si une intensification des pluies intenses a déjà été observée au cours des
décennies passées. La détection d’une évolution des phénomènes extrêmes passés reste
cependant délicate compte tenu du fait qu’il faut disposer de données homogènes sur une
longue période de temps pour pouvoir évaluer la significativité d’éventuels changements.
Du reste, cette question sort du cadre de ce travail de thèse.
On peut néanmoins citer les travaux de Easterling et al. (2000); Groisman et al. (2005);
Alexander et al. (2006) indiquant que les extrêmes de précipitations se sont intensifiés
de manière significative sur une grande partie des continents au cours du XXe siècle,
alors que dans le même temps, la précipitation moyenne augmentait dans une moindre
mesure, demeurait constante ou diminuait (voir figure 1.7) ; résultat qui va dans le sens
de l’hypothèse de Trenberth et al. (2003), quoique aucun signal n’apparaisse en Europe et
en Méditerranée (voir aussi Klein Tank and Können, 2003). A ce sujet, le dernier rapport
du GIEC (Groupe d’experts Intergouvernemental sur l’Evolution du Climat, IPCC en
anglais) précise que « la fréquence des événements de précipitations intenses a augmenté
sur la plupart des régions terrestres, en accord avec le réchauffement et l’augmentation de
la vapeur d’eau observés » (IPCC, 2007b).
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Pour ce qui est des épisodes de pluies extrêmes dans le Sud-Est de la France, on n’observe
actuellement pas de tendance dans les observations des dernières décennies (voir figure 1.8),
ce qui n’exclut pas la possibilité d’une évolution future.
Fig. 1.7 – Figure extraite de Groisman et al. (2005). Légende des auteurs : Régions où une augmentation
disproportionnée des pluies intenses et très intenses au cours des dernières décennies a été documentée et
comparée à la tendance de la précipitation en moyenne annuelle et/ou saisonnière (mise à jour de la figure
de Easterling et al. (2000)). Les signes + (respectivement -) indiquent les zones où l’augmentation (respec-
tivement la diminution) edes précipitations intenses est significative alors que l’évolution de la précipitation
est moindre, ou non significative. Les seuils définissant les précipitations extrêmes varient selon les saisons
et les régions, mais l’augmentation des fréquences d’événements de pluies intenses est toujours supérieure
au cumul total de pluie, et dans certaines régions, une intensification des pluies extrêmes a été observé
alors que l’on n’a observé aucune augmentation, ou même une diminution, de la précipitation totale. (Les
zones grisées correspondent aux résultats de Groisman et al. (2005))
.
(a) (b)
Fig. 1.8 – Evolution du nombre d’événements de précipitations intenses dans le Sud-Est de la France
sur la période 1958-2007 (figure de V. Jacq, communication personnelle, S. Somot (2011)). (a) : Nombre
de jours annuel où l’on a relevé en au moins un point de mesure de la zone représentée en (b) un cumul
quotidien supérieur à 100 mm (bleu), 150 mm (saumon), et 190 mm (rouge).
En tout état de cause, les considérations physiques exposées en début de paragraphe
légitiment l’attention portée ces dernières années à l’évolution des précipitations extrêmes
dans des scénarios de changement climatique, et par suite à la modélisation de ces phéno-
mènes à l’échelle de temps climatique.
La section qui suit présente un état de l’art des outils utilisés à cette fin.
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1.2 Etat de l’art en modélisation climatique régionale
1.2.1 De la nécessité des outils de descente d’échelle
Les modèles de circulation générale (GCM : General Circulation Model) constituent
un outil fondamental pour la compréhension du climat passé et présent, ainsi que pour
la représentation des évolutions futures du climat à l’échelle de la planète. Cependant, en
raison du coût élevé des simulations climatiques qui couvrent de longues périodes de temps,
la résolution de ces modèles est aujourd’hui limitée à quelques centaines de kilomètres.
Cette limitation n’empêche en théorie pas les GCM de reproduire correctement la va-
riabilité du climat à grande échelle mais elle en fait des outils inadéquats à l’étude des
caractéristiques locales du climat et des processus de plus fine échelle, tels que les précipi-
tations extrêmes. Dans le contexte du changement climatique, s’est par ailleurs fait sentir
la nécessité de représenter le climat à une échelle régionale, plus appréhensible pour le
grand public et les politiques, et mieux adaptée aux besoins des études d’impacts.
Au cours des dernières décennies, se sont ainsi développés différents outils de « descente
d’échelle » des simulations climatiques réalisées avec des GCM. Ces techniques peuvent
être regroupées en deux grandes classes : les modèles de climat régionaux (RCM) et les
méthodes statistiques de descente d’échelle. La plupart des RCM sont des modèles à aire
limitée (LAM : Limited Area Model), mais il existe également des modèles globaux à maille
variable. L’outil qui sera principalement utilisé dans ce travail étant un LAM, seul l’état
de l’art de ces modèles va être présenté dans cette section, et nous nous contenterons d’un
bref aperçu des méthodes statistiques existantes.
1.2.2 Les modèles de climat à aire limitée
Dynamique et physique des modèles
Comme leur nom l’indique, les LAM ne traitent qu’une région limitée de l’espace. Il
est donc nécessaire de leur imposer des conditions aux frontières, lesquelles proviennent
généralement de simulations réalisées avec des GCM à une résolution plus grossière.
Mutatis mutandis, les LAM fonctionnent selon les mêmes principes que les GCM. Le choix
des schémas numériques pour la résolution des équations de la dynamique et la mise en
place de paramétrisations physiques pour les processus non explicitement résolus soulèvent
donc les mêmes questions.
Comme c’est le cas pour les GCM, il existe des LAM « spectraux », c’est-à-dire qui effec-
tuent une partie de leurs calculs après qu’une transformation de Fourier eut été appliquée
aux champs définis en points de grille (voir Haugen and Machenhauer (1993)). C’est le
cas du modèle utilisé dans ce travail de thèse (tous les détails seront donnés au chapitre
suivant).
Pour ce qui est de la représentation des pluies extrêmes, il est important de signaler que
la plupart des modèles régionaux de climat suivent l’approximation hydrostatique et ne
résolvent donc explicitement la convection, qui est ainsi paramétrée. Il existe bien des mo-
dèles de climat non-hydrostatiques depuis une quinzaine d’années (Caya and Laprise, 1999),
mais faute d’une résolution horizontale suffisante, on ne peut pas dire qu’il représente expli-
citement la convection. Une nouvelle génération de modèles de climat non-hydrostatiques
à très haute résolution est en train d’être développée et les premières simulations viennent
tout juste d’être réalisées (Kanada et al., 2010). L’utilisation de ce type de modèles ne sera
10 Chapitre 1 : Introduction
donc envisagée qu’en perspective de ce travail.
Le problème mathématique des conditions aux limites
Le problème des conditions aux frontières (LBC, Lateral Boundary Conditions) est
souvent présenté comme étant « mal posé », au sens où il n’admet pas de solution sous
sa forme non-discrétisée, car les LBC ne sont pas solutions des équations du modèle
(McGregor, 1997; Giorgi and Mearns, 1999). Et même dans le cas où une solution
parfaite existerait subsistent encore bien des sources d’erreur résultant de l’imposition
des LBC : les différences de résolution et de pas de temps entre le LAM et son modèle
« pilote », le fait de prendre une fréquence de couplage inférieure au pas de temps du
modèle, l’éventualité de schémas numériques et paramétrisations différentes entre les deux
modèles, etc. Une contrainte imposée directement aux frontières du LAM provoque donc
toutes sortes d’instabilités numériques susceptibles de rendre la simulation inexploitable.
La solution la plus couramment utilisée pour pallier ces problèmes – ou tout au moins en
limiter les impacts – consiste à définir autour du domaine du LAM une zone « éponge »
(appelée aussi zone de relaxation, ou zone intermédiaire), d’une largeur de 4 à 10 points de
grille (Rummukainen, 2010), dans laquelle la contrainte imposée par le modèle « pilote »
est relaxée jusqu’à la valeur simulée par le LAM à la frontière de son domaine (Davies,
1976).
D’autres modalités et/ou améliorations de cette solution ont été envisagées en prévision
numérique (voir par exemple Termonia and Voitus, 2008), mais la technique proposée par
Davies (1976) reste la plus usitée dans les modèles régionaux de climat ; les disparités
observées entre les modèles portent plutôt sur le choix des fonctions de relaxation et de
leurs coefficients.
A une résolution horizontale de 50 km, la fréquence de forçage généralement utilisée est
de 6h (Rummukainen, 2010), ce qui d’après l’étude de sensibilité menée par Denis et al.
(2003) semble correspondre à un choix optimal : dans leurs expériences, Denis et al.
(2003) montrent qu’un forçage imposé toutes les 12 heures conduit à une dégradation des
résultats, tandis que le passage à une fréquence de forçage de 3 heures n’apporte pas de
bénéfices substantiels à la résolution considérée (50 km)..
Bien que la technique de relaxation proposée par Davies (1976) permette de s’abstraire
de la majeur partie de l’instabilité numérique induite par l’imposition des LBC, les LAM
produisent toujours un signal plus ou moins bruité au voisinage de leurs frontières, défaut
que l’on désigne sous le nom « d’effets de bord ».
Signalons pour terminer qu’il existe également quelques modèles régionaux de climat
fonctionnant en mode couplé avec leur « pilote » (Lorenz and Jacob, 2005) ; on parle alors
de « two-way nesting ». Les résultats obtenus ont pour l’instant surtout été analysés en
termes de valeur ajoutée pour la simulation globale dans laquelle le LAM est imbriqué,
mais il n’est pas exclu de que cette technique permette aussi d’améliorer les résultats
simulés par les modèles régionaux à l’intérieur de leur domaine d’intégration, en limitant
les effets de bords.
Variabilité interne
Bien que la contrainte imposée par les conditions aux frontières soit assez forte, les mo-
dèles de climat régionaux à aire limitée présentent un degré de liberté propre suffisamment
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important pour simuler des structures de petite et grande échelles qui ne soient pas unique-
ment déterminées par le forçage latéral. On appelle « variabilité interne » (VI) ce degré de
liberté, et il peut être mesuré au travers de simulations d’ensemble où l’on impose à chaque
membre une perturbation dans son état initial, son forçage latéral et/ou ses conditions de
surface (Giorgi and Bi, 2000; Rinke and Dethloff, 2000; Christensen et al., 2001; Caya and
Biner, 2004; Lucas-Picher et al., 2008).
Il a été montré que pour un modèle régional donné, l’amplitude de la variabilité interne
dépendait de la région, de la saison et des situations synoptiques (Giorgi and Bi, 2000;
Caya and Biner, 2004) ainsi que de la taille du domaine d’intégration (Alexandru et al.,
2007) : elle tend ainsi à être d’autant plus importante que le domaine d’intégration est
étendu et que le flux synoptique entrant est faible (situations de blocage, saison estivale).
Etant donné que l’on attend de ces modèles régionaux qu’ils réalisent une descente d’échelle
dynamique des simulations globales qui les pilotent, on peut se demander si leur variabilité
interne constitue un inconvénient – voire un défaut – qu’il faudrait chercher à minimiser,
ou si elle doit plutôt être interprétée comme une valeur ajoutée de la descente d’échelle
réalisée avec un modèle à aire limitée. En effet, l’existence de ce degré de liberté interne
soulève un certain nombre de questions, que l’on peut résumer ainsi :
– La petite échelle simulée par un LAM correspond-elle à ce que le GCM simulerait s’il
n’était pas limité par sa résolution ?
– La grande échelle prescrite se trouve-t-elle inchangée, améliorée ou dégradée par le
LAM?
Dans une étude théorique réalisée dans un cadre idéalisé appelé « The Big-Brother
Experiment » (Denis et al., 2002-b; de Elía et al., 2002) (voir section 2.2.2 pour plus
détails), Laprise et al. (2008) ont montré qu’un LAM pouvait produire des structures de
fine échelle différentes de celles que le GCM qui le pilote simulerait s’il n’était pas limité
par sa résolution. D’un point de vue statistique, les valeurs moyennes et la variabilité de la
petite échelle du LAM correspondent à celles que le GCM simulerait, mais la reproduction
chronologique des champs n’est pas nécessairement assurée (Laprise et al., 2000). Si pour
la plupart des études réalisées en climat ce comportement ne présente pas d’inconvénient,
il peut toutefois s’avérer préjudiciable dans le cas de simulations « hindcast », c’est-à-dire
forcées par des ré-analyses (voir section 2.2.3 pour plus de détails) où l’on s’intéresse
précisément à la chronologie des événements passés.
Pour ce qui est de la modification de la grande-échelle prescrite au LAM, Laprise et al.
(2008) montrent dans leur étude que celle-ci ne se trouve être ni améliorée ni dégradée
par la descente d’échelle, mais reste sensiblement équivalente. Ils indiquent cependant que
dans un certain nombre d’applications des RCM, il a été observé que le flux synoptique
simulé par un LAM était susceptible de s’écarter de manière ponctuelle de celui qui lui
est prescrit (voir par exemple Jones et al., 1997), que cette divergence se traduise ou non
en une modification statistique des champs de grande-échelle. D’après certains auteurs,
cette divergence peut constituer une amélioration de la grande-échelle par les modèles
régionaux, au sens où elle résulterait d’une meilleure représentation de la petite échelle
(Mesinger et al., 2002). C’est d’ailleurs cette idée que l’on retrouve derrière le « two-way
nesting » où le modèle régional apporterait une valeur ajoutée au modèle global à plus
basse résolution (Lorenz and Jacob, 2005). Mais certaines études font plutôt état d’une
dégradation de la grande-échelle simulée par le modèle régional, ce dont il est possible
de s’apercevoir dans le cas d’un forçage par une ré-analyse (Castro et al., 2004) ou
dans un cadre idéalisé (Radu et al., 2008). Notons toutefois que ces dérives ne sont pas
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nécessairement le fruit de la variabilité interne du modèle mais peuvent résulter de biais
systématiques.
La question de savoir dans quelle mesure la variabilité interne constitue un avan-
tage ou un inconvénient des LAM fait donc encore débat. En l’absence de variabilité
interne, on peut arguer que le modèle n’a pas la liberté de créer les processus de fine
échelle que l’on attend de lui et qu’il se comporte dès lors comme un simple interpolateur
(Christensen et al., 2001). D’un autre côté, une variabilité interne qui conduirait à une
dégradation de la grande-échelle serait problématique.
D’un point de vue pragmatique, la variabilité interne est un fait qu’il importe de prendre
en considération dans les applications que l’on peut faire des modèles à aire limitée.
Comme mentionné plus haut, elle peut s’avérer problématique lorsque l’on s’intéresse à la
reproduction de la chronologie imposée par les conditions aux frontières dans le modèle.
Une stratégie d’analyse où la validation des performances du modèle reposerait sur son
aptitude à simuler un état de l’atmosphère conforme à la chronologie de la grande-échelle
qui lui est prescrite n’aura donc de sens que si la variabilité interne du modèle n’est pas
trop importante, et il conviendra donc de réaliser une évaluation de son amplitude.
L’existence de la variabilité interne conduit également à compliquer l’analyse des études
de sensibilité à la configuration d’un modèle donné, l’inter-comparaison de modèles, et
l’attribution d’un signal au changement climatique dans des projections en climat futur.
Dès lors que l’on cherche à étudier l’impact de la modification d’un ou plusieurs paramètres
(changement de configuration de modèle, utilisation d’un modèle différent, augmentation
des gaz à effet de serre, etc.) sur le climat simulé, on fait en effet la supposition que
toute chose est égale par ailleurs. Une interprétation rigoureuse des résultats obtenus dans
ce type d’études nécessite donc de comparer l’amplitude du signal observé à celle de la
variabilité interne du ou des modèles utilisés (O’Brien et al., 2010).
Pilotage spectral
Une façon de réduire la variabilité interne des modèles à aire limitée et/ou de s’abstraire
des éventuels biais systématiques de leur grande-échelle consiste à rappeler les grandes
ondes simulées par le LAM vers celles qui lui sont imposées. Cette technique est appelée
pilotage spectral (Spectral nudging en anglais), elle fut initialement proposée par Waldron
et al. (1996); von Storch et al. (2000); Biner et al. (2000). Elle consiste à exercer un terme
de rappel sur la décomposition spectrale des variables pronostiques du modèle – après une
transformation de type Fourier –, qui ne sera actif que pour les harmoniques de grande
longueur d’onde. Toutes les variables pronostiques ne sont pas nécessairement rappelées
et en général, le « nudging » n’est appliqué qu’en altitude, à partir d’un certain niveau
vertical.
L’utilisation de cette technique permet de corriger avec succès les éventuelles dérives du
modèle régional (Radu et al., 2008). En réduisant l’ampleur de la variabilité interne du mo-
dèle auquel il est appliqué, le pilotage conduit également à une atténuation de la sensibilité
au choix de ses paramètres de configuration tels que la taille et la position du domaine
d’intégration (Miguez-Macho et al., 2004). Mais pour les mêmes raisons, certains auteurs
signalent que l’emploi de cette technique peut s’avérer préjudiciable à la représentation de
certains phénomènes de petite échelle, tels que les extrêmes de précipitation (Alexandru
et al., 2009).
Section 1.2 : Etat de l’art en modélisation climatique régionale 13
Position et taille du domaine
L’utilisation des modèles régionaux au cours des dernières décennies a montré que les
performances de ces derniers étaient assez sensibles au positionnement et à la taille de leur
domaine d’intégration (Seth and Giorgi, 1998). Il n’existe pas de vérité absolue en la ma-
tière mais les études pratiques et théoriques menées sur ce sujet ont conduit à un certain
nombre de recommandations.
Il est habituellement conseillé de placer les frontières de son domaine suffisamment loin de
la région étudiée pour que celle-ci ne pâtisse pas des effets de bords affectant la bordure du
domaine. Et pour autant que cela soit possible, on estime préférable d’éviter de définir un
domaine dont les frontières seront situées dans une région où la topographie est complexe
et/ou interagit fortement avec le flux entrant (Antic et al., 2004).
Les travaux de Leduc and Laprise (2009) montrent en outre que plus le domaine est grand,
plus le modèle s’écarte de la grande échelle imposée à ses frontières – ce qui rejoint les
considérations relatives à sa variabilité interne. Selon les applications que l’on projette de
réaliser, il peut alors apparaître plus judicieux d’appliquer un pilotage spectral, comme le
conseille Miguez-Macho et al. (2004). Leduc and Laprise (2009) indiquent qu’à l’inverse,
l’utilisation d’un petit domaine (moins de 100x100 points) peut s’avérer nuisible à la créa-
tion de structures de fine échelle qui soient propres au modèle. C’est ainsi qu’a été introduite
la notion de « spin-up » spatial (Leduc and Laprise, 2009), représentant la distance carac-
téristique nécessaire à un LAM pour créer sa petite échelle à partir du flux entrant. Leduc
and Laprise (2009) précisent que cette distance peut être réduite lorsque la petite échelle
est fortement contrainte par les conditions de surface (relief, contraste terre-mer), auquel
cas la valeur ajoutée du LAM peut entrer en jeu plus rapidement.
A ces recommandations, on peut ajouter ici la préconisation suivante : la résolution effec-
tive d’un modèle numérique étant comprise entre 2 et 10 fois sa résolution réelle (selon
l’amplitude de la diffusion numérique) et la longueur d’onde maximale des phénomènes re-
présentés dans un LAM étant égale à la plus petite dimension de son domaine d’intégration,
il semble opportun de ne pas définir de domaine dont la taille soit inférieure à la résolution
effective des LBC imposées à ses frontières, ce afin de ne pas induire de discontinuité trop
importante dans le spectre d’énergie.
Résolution
Au cours des dernières années, la résolution usuelle des modèles régionaux de climat
est passée d’une centaine de kilomètres à 50/25 km. Le bénéfice apporté par le passage
d’une résolution de 50 km à 20/30 km n’apparaît pas de façon évidente dans toutes les
études s’étant intéressées à la question. Pour ce qui est des précipitations, certains auteurs
constatent une valeur ajoutée (Suklitsch et al., 2008; Boberg et al., 2010) tandis que dans
d’autres travaux, l’augmentation de résolution ne conduit pas à des améliorations notables
(Almazroui (2010)) ou en tous cas pas systématiques (Rauscher et al., 2010). Mais les com-
paraisons se trouvent souvent être plus ou moins biaisées par la résolution des climatologies
utilisées pour la validation (Rauscher et al., 2010).
Des résolutions de l’ordre de la dizaine de kilomètres commencent à être explorées. De
récentes études font état d’une amélioration sensible de la modélisation de processus de
plus fine échelle tels que les extrêmes de précipitations quotidiennes (Kanamaru and Ka-
namitsu, 2007; Déqué and Somot, 2008; Torma et al., 2010; Heikkilä et al., 2010). Cette
piste sera explorée en détail dans la présente étude.
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Notons qu’à ces échelles, le saut de résolution entre les conditions aux frontières et le modèle
régional peut s’avérer problématique. Il est recommandé dans la littérature de ne pas dé-
passer un facteur d’environ 10 entre les deux résolutions (Denis et al., 2003; Rummukainen,
2010), au delà duquel il est jugé préférable de mettre en place un système d’imbrications
multiples (Rojas, 2006).
Le système climatique régional
De plus en plus, la communauté scientifique en modélisation régionale du climat
s’oriente vers la mise en place de modèles couplés à des modèles d’océan, de glace, de
routage des fleuves, et/ou de surface continentale.
Pour la région d’étude qui nous intéresse ici (Ouest et Sud de l’Europe), il existe deux
systèmes incluant un couplage à un modèle de mer Méditerannée (Somot et al., 2008; Ar-
tale et al., 2009). Le modèle décrit dans (Somot et al., 2008) a également été couplé à un
schéma de surface et un modèle de routage des fleuves.
On peut également citer les sytèmes climatiques régionaux mis en place et inter-comparés
dans le cadre du projet CIRCE, et notamment ceux développé au MPI (Max Planck Ins-
titute) et au LMD (Laboratoire de Météorologie Dynamique).
1.2.3 Les méthodes statistiques de descente d’échelle
Nous n’allons pas présenter ici une revue bibliographique de toutes les méthodes de des-
centes d’échelle statistique existantes. Ce travail étant principalement basé sur l’utilisation
d’un modèle régional de climat, nous nous contenterons d’en détailler le principe général
(pour une revue bibliographique complète des méthodes utilisées pour la représentation
des précipitations quotidiennes, se référer à l’article de Maraun et al. (2010)).
La majorité de ces techniques reposent sur l’établissement d’un lien statistique entre des
variables de grande-échelle et/ou de méso-échelle simulées par les GCM et/ou les RCM
et les données observées des paramètres que l’on cherche à représenter localement ; les va-
riables de grande-échelle sont alors appelées « prédicteurs », et les variables locales « pré-
dictands ». Wilby and Wigley (1997) proposent de classer les méthodes statistiques de
descente d’échelle en trois grandes familles : les méthodes de régression, les méthodes ba-
sées sur les régimes de temps, et les générateurs de temps. Les premières se bornent à établir
un lien statistique entre la série des prédicteurs simulés et celle des prédictands observés.
Les secondes réalisent au préalable une classification des situations synoptiques en régimes
ou types de temps et s’attachent ensuite à relier les valeurs prises par les prédicteurs à celles
des prédictands en fonction de cette classification. Les dernières produisent des séquences
aléatoires de variables météorologiques semblables à celles observées.
De façon générale, ces méthodes statistiques permettent d’aboutir à des résultats plus
proches des observations en climat présent, et d’atteindre une résolution plus fine que celle
des RCM. La principale critique qui leur est adressée porte sur la validité de l’hypothèse de
permanence du lien statistique dans un climat en évolution. En appliquant ces méthodes
à des scénarios de changement climatique, on suppose en effet que la relation statistique
établie dans le présent restera valable dans le futur, ce qui n’est pas nécessairement le cas.
On peut par ailleurs remarquer qu’en dehors de l’étude du lien qui peut effectivement exis-
ter entre les régimes de temps et les variables locales, les simulations résultant de l’emploi
des méthodes de descente d’échelle statistique comportent assez peu d’informations ex-
ploitables en termes de compréhension du climat et de ses évolutions. Leurs objectifs sont
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davantage tournés vers l’utilisation des sorties de modèles de climat pour des applications
telles que les études d’impacts, où des données à plus haute résolution sont nécessaires.
Elles visent donc avant tout à tenter de pallier les défauts et les limites des modèles de
climat régionaux pour ces utilisations et non à se substituer à eux.
Avec l’amélioration croissante des performances des modèles régionaux (RCM) et l’aug-
mentation progressive de leur résolution, se sont développées des techniques de correc-
tions/adapations statistiques des sorties de modèles (voir par exemple Déqué, 2007). Il
ne s’agit alors plus de considérer les prédicteurs simulés par le RCM mais directement
la variable d’intérêt (prédictand), que l’on corrige vers le spectre des valeurs observées.
On s’intéressera dans ce travail aux avantages et limites de l’application de ce type de
correction.
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1.3 Modélisation des extrêmes de précipitation par
les modèles régionaux de climat (RCM)
Il ne fait pas de doute que les modèles régionaux de climat ont permis d’améliorer
considérablement la représentation locale des variables atmosphériques (voir entre autres
Giorgi and Bates, 1989; Giorgi, 1990; Christensen et al., 1997), et en particulier des pré-
cipitations (Feser, 2006) et de leurs valeurs extrêmes (Durman et al., 2001; Diffenbaugh
et al., 2005). Cette section présente une revue bibliographique des techniques d’analyse
et de validation employées dans l’étude des extrêmes de pluie quotidienne simulés par les
RCM, et des résultats ainsi obtenus sur l’Europe et la Méditerranée, en climats présent et
futur.
La majorité des travaux portant sur ce sujet – réalisés antérieurement ou dans le même
temps que le présent de travail – ont été menés dans le cadre de projets européens d’inter-
comparaison de simulations régionales en climat présent et futur :
– le projet PRUDENCE (Prediction of Regional scenarios and Uncertainties for Defi-
ning EuropeaN Climate change risks and Effects : http://prudence.dmi.dk) qui a pris
fin en 2004,
– le projet STARDEX (Statistical and Regional dynamical Downscaling of Extremes for
European regions) se basant sur les simulations réalisées dans le cadre de PRUDENCE
(http://www.cru.uea.ac.uk/projects/stardex/) qui a pris fin en 2005,
– le projet ENSEMBLES (ENSEMBLE-based Predictions of Climate Changes and their
Impacts : http://www.ensembles-eu.org/) qui a pris fin en 2009.
Dans PRUDENCE et STARDEX, les RCM ont été utilisés à une résolution de 50 km sur
la période 1961-1990 pour le climat présent, 2021-2050 et 2071-2100 pour le climat futur.
Les projections de changement climatique y suivent le scénario d’émission de gaz à effet de
serre B1 et A2 et (Nakićnović et al., 2000) de l’IPCC (Intergovernmental Panel on Climate
Change, GIEC en français). Dans ENSEMBLES, les simulations ont une résolution de
25 km de résolution et s’étendent sur la période continue 1951-2050, prolongée jusqu’en
2100 pour certains modèles, la partie projection dans le futur suivant le scénario A1B
(Nakićnović et al., 2000). Dans les deux cas, les RCM sont utilisés sur un large domaine
couvrant toute l’Europe, et donc entre autres, la région Nord de la Méditerranée qui nous
intéresse.
On peut également citer le projet CECILIA (Central and Eastern Europe Climate Change
Impact and Vulnerability Assessment : http://www.cecilia-eu.org/) – quoique sa zone
d’étude soit extérieure à la nôtre –, et plus centrés sur la région méditerranéenne et la
France, les projets CIRCE (Climate Change and Impact Research : the Mediterranean
Environment : http://www.circeproject.eu/), HyMeX (Hydrological cycle in the Medi-
terranean EXperiment : http://www.hymex.org/), MedUP (forecast and projection in
climate scenario of Mediterranean intense events : Uncertainties and Propagation on
environment : http://www.cnrm.meteo.fr/medup/) et SCAMPEI (Scénarios Climatiques
Adaptés aux zones de Montagne : Phénomène extrêmes, Enneigement and Incertitudes :
http://www.cnrm.meteo.fr/scampei/), dont les travaux sont en cours et dans lesquels
s’inscrit partiellement cette étude.
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1.3.1 Les diagnostics de valeurs extrêmes
Une multitude de diagnostics peuvent être envisagés pour étudier les extrêmes de pré-
cipitations quotidiennes. Pour l’inter-comparaison des simulations, une liste d’indices a été
proposée au cours du projet STARDEX :
– pq90 : quantile d’ordre 90% de pluie (seuls les jours pluvieux – c’est-à-dire ceux où la
précipitation excède 1 mm/jour – sont pris en compte dans le calcul de cet indice),
– pfl90 : pourcentage de la précipitation totale correspondant à des pluies quotidiennes
excédant l’indice pq90,
– pnl90 : nombre d’événements pour lesquels la précipitation quotidienne excède l’indice
pq90.
Les études réalisées dans le cadre de STARDEX se sont donc essentiellement concentrées
sur ces diagnostics (voir Frei et al., 2003; Sánchez et al., 2004; Frei et al., 2006; Haylock
et al., 2006; Schmidli et al., 2007).
L’intensité et/ou la rareté des événements ainsi caractérisés restent toutefois assez modé-
rées, ce qui fut un choix assumé dans STARDEX, les valeurs plus extrêmes étant plus
délicates à manipuler (voir à ce sujet l’introduction au rapport final du projet sur le site
indiqué plus haut). D’autres travaux ont donc considéré des valeurs plus extrêmes de pluie
dans les RCM. Classiquement, les précipitations quotidiennes y sont alors analysées au
travers des diagnostics suivants :
– quantiles d’ordre très élevés (Christensen and Christensen, 2004; Déqué and Somot,
2008; Boberg et al., 2008, 2010; Lenderink, 2010),
– queue de distribution de la fonction de densité de probabilité (PDF) (Boberg et al.,
2008, 2010),
– maxima annuels et/ou saisonniers (Räisänen and Joelsson, 2001; Beniston et al.,
2007),
– événements de durée de retour typique de 5, 10, 20 et/ou 30 ans (Huntingford et al.,
2003; Semmler and Jacob, 2004; Frei et al., 2006; Goubanova and Li, 2006; Beniston
et al., 2007),
– nombre de jours où la précipitation excède un seuil absolu en mm/jour et contribution
de ces cumuls à la précipitation moyenne totale.
Si dans la plupart des cas, quantiles, PDF et valeurs maximales sont directement extraits
des séries de précipitations simulées, le calcul des durées de retour fait appel à la théorie
des valeurs extrêmes : il résulte de l’estimation des paramètres de la loi de distribution
généralisée des valeurs extrêmes (GEV) à partir des maxima annuels et/ou saisonnier.
1.3.2 Validation des performances des RCM en climat présent
Données de référence
Les jeux de données de référence existants se présentent sous deux formes : les séries
de données ponctuelles provenant de stations d’observation et les climatologies en points
de grille – autrement appelées « gridées » – construites à partir des données de stations et
fournissant des valeurs réparties de façon uniforme dans l’espace.
Dans l’analyse des performances des modèles de climat, les climatologies en points de grille
sont généralement préférées, car leur format est plus comparable aux sorties de modèles
et que les observations sous-jacentes ont fait l’objet d’un traitement d’homogénéisation
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dans le temps, essentiel à leur utilisation en climat. Mais rares sont les climatologies qui
fournissent des données quotidiennes sur de longues périodes de temps, or c’est précisément
cette résolution temporelle qui est visée ici. Les travaux les plus récents de validation des
extrêmes simulés par les RCM en Europe utilisent la climatologie E-OBS réalisée par
Haylock et al. (2008) pour le projet ENSEMBLES, laquelle couvre toute l’Europe à 25 km
ou 50 km de résolution – au choix–, sur la période 1950-2006. Les études antérieures à la
construction de E-OBS se sont basées sur la climatologie en points de grille de Frei et al.
(2003) à 50 km de résolution sur la région alpine (Frei et al., 2003, 2006; Schmidli et al.,
2007) pour la période 1979-1993 ou sur des réseaux de données de stations. Ces derniers
couvrent généralement une zone assez limitée dans l’espace, comprenant tout au plus un
pays (voir par exemple Räisänen and Joelsson, 2001; Semmler and Jacob, 2004; Beniston
et al., 2007), excepté dans les études de Boberg et al. (2008) et Boberg et al. (2010)
qui utilisent des observations s’étendant sur toute l’Europe, mais avec une densité plus
réduite (données ECA-D (European Climate Assessement and Dataset) Klein Tank (2002)).
Méthodes de comparaison aux données
Les validations qui utilisent des climatologies en points de grille comparent généra-
lement la structure spatiale des indices d’extrêmes et de leur variabilité interannuelle
en examinant les champs 2D sur chacune des grilles (modèles et observations). Mais
pour calculer des scores de performances, les valeurs simulées et observées sont ensuite
moyennées sur des zones géographiques plus ou moins étendues, ou ré-échantillonnées sur
des boîtes de dimension supérieure à la résolution. Cette seconde opération consiste à
calculer les diagnostics d’extrêmes en considérant les séries de valeurs quotidiennes sur
l’ensemble des points de la zone, comme s’il s’agissait de valeurs observées pour des jours
différents – cette méthode est appelée « pooling » dans la littérature.
Les études qui se réfèrent à des observations de stations effectuent généralement le même
type d’opérations, en moyennant les données disponibles dans chaque maille du modèle
et/ou en réalisant un « pooling » des valeurs simulées et des données observées sur des
boîtes plus ou moins étendues.
Résultats obtenus
Les études prenant pour référence une climatologie en points de grilles montrent que la
structure spatiale des valeurs extrêmes s’avère être généralement bien représentée dans les
modèles régionaux de climat, même dans les régions présentant une orographie complexe.
La figure 1.9, extraite de Frei et al. (2006), illustre ce résultat au travers de la modélisation
des précipitation quotidiennes de durée de retour 5 ans en automne (SON) dans la région
alpine par un ensemble de RCM à 50 km de résolution. Elle indique que les RCM sont
capables de représenter des structures de mésoéchelle non triviales, correspondant à des
phénomènes de pluies intenses en cette saison, apportant ce faisant une valeur ajoutée
substantielle par rapport aux performances des GCM (Frei et al., 2006; Schmidli et al.,
2007).
Les RCM sont aussi à même de reproduire de façon satisfaisante la variabilité interne des
extrêmes de précipitation (Schmidli et al., 2007).
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Fig. 1.9 – Figure extraite de Frei et al. (2006) : Précipitation quotidienne de durée de retour 5 ans
en automne (SON) dans la région alpine : valeurs observées dans la climatologie de Frei et al. (2003)
et simulées par un ensemble de modèles régionaux de climat à 50 km de résolution, forcés par le GCM
HADAM3H sur la période (1971-1990), dans le cadre du projet PRUDENCE.
En revanche, l’étude des scores obtenus au terme des diverses opérations de moyennes
et/ou ré-échantillonnage des valeurs simulées et observées révèle que les RCM peuvent
présenter des biais assez importants en termes de cumuls atteints. Selon les régions, les
diagnostics, les données et les modèles considérés, les valeurs extrêmes de précipitation
oscillent globalement entre une sous-estimation atteignant au plus 20% à 50% et une
surestimation maximale de l’ordre de 20% à 30%.
Les RCM présentent gobalement de meilleures performances pour les précipitations
hivernales qu’estivales, avec une légère surévaluation dans le premier cas et plutôt une
tendance à la sous-estimation dans le second. Ils sont également plus réalistes dans la
moitié Nord de l’Europe et en plaine, et tendent à être moins satisfaisants dans les zones
de reliefs plus accidentés et dans le Sud de l’Europe. Cette disparité peut s’expliquer par
le fait qu’en moyenne, les valeurs extrêmes d’hiver et/ou dans le Nord de l’Europe sont
davantage associées à la dynamique des structures de grande et moyenne échelle, tandis
que dans le Sud et en été, les pluies intenses sont plus souvent causées par des orages
isolés, plus difficiles à représenter dans les RCM.
Par ailleurs, la comparaison des performances des RCM du projet PRUDENCE à celles de
différentes méthodes statistiques de descente d’échelle – pour les métriques définies dans
STARDEX – ne font pas état de scores significativement meilleurs à tout point de vue des
uns ou des autres (Haylock et al., 2006; Schmidli et al., 2007).
D’un point de vue plus méthodologique, on constate à la lecture des travaux qui
ont été cités ici qu’il n’existe pas de consensus sur la façon de valider les performances des
modèles régionaux de climat dans leur représentation des pluies extrêmes. Si la diversité
des approches envisagées permet d’aboutir à une connaissance plus riche de l’aptitude
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des modèles à simuler des précipitations intenses, elle conduit aussi à s’interroger sur
l’influence du choix des données et/ou méthodes d’analyse sur les conclusions tirées d’une
étude de validation.
C’est ainsi que dans leurs inter-comparaisons respectives des extrêmes simulés par les
modèles d’ENSEMBLES à 25 km de résolution, Lenderink (2010) et Boberg et al. (2010)
parviennent à des conclusions opposées.
Boberg et al. (2010) s’intéressent aux PDF de précipitations quotidiennes résultant
de l’intégration (« pooling ») des valeurs sur de larges régions couvrant l’ensemble de
l’Europe. Les auteurs mettent ainsi en évidence un assez bon accord des extrêmes simulés
et observés, avec plutôt une tendance à la sous-estimation dans la queue de distribution.
Lenderink (2010) compare les quantiles d’ordre 99.9% des mêmes simulations à ceux des
données de E-OBS, en estimant les valeurs de quantiles par « pooling » sur des boîtes
d’environ 200 km de côté. Il constate alros que les RCM d’ENSEMBLES surestiment
largement ces valeurs (avec un biais moyen de 38%, atteignant plus de 50%, voire même
100%, pour certains modèles et certaines régions). Se basant sur les travaux Hofstra et al.
(2009) et Hofstra et al. (2010) ayant montré que la climatologie E-OBS présentaient des
limites assez importantes pour ce qui est de la validation des pluies extrêmes, Lenderink
(2010) conclut que ce jeu de données ne permet pas d’évaluer correctement les extrêmes
simulés dans les expériences d’ENSEMBLES, mettant ainsi en évidence la sensibilité
des scores de performances aux biais contenus dans les observations et la nécessité de
climatologie à haute résolution pour la validation des extrêmes simulés par les modèles
régionaux.
1.3.3 Projections en climat futur
Dans les projections climatiques globales et régionales, la région méditerranéenne se
distingue par sa forte sensibilité au changement climatique. La plupart des modèles s’ac-
cordent en effet à simuler un assèchement et un réchauffement marqués (Somot et al., 2006,
2008; Gibelin and Déqué, 2003), ce qui a amené Giorgi (2006) à qualifier cette région de
« hot spot » du changement climatique. Mais ce résultat n’implique pas nécessairement une
diminution des précipitations extrêmes, comme nous l’avons vu au paragraphe 1.1.4.
Globalement, les scénarios régionaux de changement climatique sur l’Europe simulent un
accroissement des précipitations extrêmes hivernales et estivales sur une large partie de
la moitié Nord de l’Europe. Si certaines études d’inter-comparaison font état d’une dis-
persion assez importantes de la réponses des RCM et méthodes statistiques de descente
d’échelle, et par suite d’une incertitude assez forte, dans certaines régions (Haylock et al.,
2006; Schmidli et al., 2007), on constate un relativement bon accord des modèles à plus
grande échelle (Semmler and Jacob, 2004; Christensen and Christensen, 2004; Beniston
et al., 2007; Semmler and Jacob, 2004; Boberg et al., 2008, 2010).
Les résultats obtenus en région méditerranéenne sont un peu plus nuancés : dans la litté-
rature, un certain nombre de travaux font état d’un accroissement des épisodes de pluies
intenses dans le futur (Sánchez et al., 2004; Gao et al., 2006; Goubanova and Li, 2006),
d’autres constatent plutôt une diminution de ces extrêmes (Beniston et al., 2007; Frei et al.,
2006), en particulier en été.
Au vu de la diversité des indices, méthodes d’analyse, régions d’agrégation et saisons consi-
dérés dans l’ensemble de ces travaux, il serait pour le moins fastidieux de présenter un
compte rendu qui se voudrait exhaustif de l’ensemble des résultats obtenus. Ce serait en
outre hors de notre propos, dans la mesure où la plupart des études s’intéressant aux évo-
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lutions futures des extrêmes de précipitations en Europe (zone méditerranéenne comprise),
se concentrent sur les saisons d’hiver (DJF) et d’été (JJA), lesquelles ne correspondent pas
à la période d’occurrence des événements méditerranéens de pluies intenses étudiés ici, qui
se produisent de septembre à décembre (cf paragraphe 1.1.4). On peut toutefois signaler
que les travaux qui examinent la réponse des extrêmes de précipitations d’automne (SON)
de cette région au changement climatique font plutôt état d’une intensification de ces der-
niers dans des simulations climatiques régionales (Gubanova and Li, 2006; Schmidli et al.,
2007). A cet égard, on peut également mentionner les résultats de Boberg et al. (2008,
2010) où dans toutes les régions considérées – Méditerranée comprise –, les simulations
réalisées dans le cadre de PRUDENCE à 50 km de résolution, puis ENSEMBLES à 25 km
de résolution, font état d’une diminution des précipitations dans le futur jusqu’à un ordre
de quantile élevé (supérieur à 99%) au delà duquel elles augmentent.
Ces résultats soutiennent l’hypothèse exposée en 1.1.4, selon laquelle un réchauffement du
climat entraînerait une intensification des précipitations les plus intenses sans qu’il y ait
nécessairement davantage de jours de pluie et/ou une augmentation conjointe des précipi-
tations plus modérées.
1.3.4 Discussion : avantages et limites des approches envisagées
pour l’étude des HPE
A l’issue de cette revue bibliographique, il apparaît que les RCM sont susceptibles de
représenter des structures spatiales et une variabilité interannuelle assez réalistes de phé-
nomènes extrêmes de méso-échelle (voir figure 1.9), mais que les travaux existants sur le
sujet ne permettent pas de dire grand chose de leur aptitude à simuler les événements
méditerranéens de pluies intenses que sont les HPE (High Precipitation Events, épisodes
de pluies intenses dans le Sud-Est de la France, cf 1.1.3) ni des éventuelles évolutions de
ces phénomènes dans le futur.
Les diagnostics envisagés pour la validation des modèles et l’analyse des scénarios de chan-
gement climatique ne discriminent pas ces événements du reste des extrêmes ; ou autrement
dit, les HPE ne sont pas définis en tant qu’objets que l’on chercherait à étudier de façon
distincte. En effet, soit les indices calculés regroupent toutes sortes de phénomènes, soit
les valeurs observées et simulées sont agrégées sur des régions ou boîtes qui ne recouvrent
pas la zone d’occurrence des HPE ou conduisent à une dégradation de la résolution trop
importante pour pouvoir étudier ces événements, soit enfin les saisons considérées ne cor-
respondent pas à la période durant laquelle les HPE sont observés.
Pour autant, les résultats obtenus de façon globale sur les diverses régions européennes et
le fait qu’ils soient conformes aux hypothèses physiques exposées en 1.1.4 donnent à penser
que les HPE sont susceptibles de s’intensifier sous l’effet du réchauffement climatique, qui
affecterait l’atmosphère environnante et les températures de surface de la mer Méditerra-
née. Il semble donc d’autant plus opportun de chercher à modéliser la variabilité climatique
de ces événements.
La section qui suit présente la méthode statistico-dynamique qui a été envisagée à cet
effet dans le cadre du projet CYPRIM (CYclogénèse et PRécipitations Intenses en région
Méditerranéenne) s’étant spécifiquement intéressé à l’étude de ces phénomènes et à leur
modélisation en prévision du temps et en climat.
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1.4 Modélisation climatique des HPE : la solution
statistico-dynamique envisagée dans le projet CY-
PRIM
Comme nous l’avons vu au début de ce chapitre, les HPE sont associés à des situations
de grande et moyenne échelle assez précises mais l’occurrence de cumuls véritablement in-
tenses découlent de la quasi-stationnarité des système convectifs de méso-échelle, laquelle
fait intervenir des processus que l’on peut difficilement espérer modéliser avec succès dans
un modèle de climat hydrostatique qui ne résout pas explicitement la convection.
Partant de ce constat, les travaux réalisés dans le cadre du projet CYPRIM ont abouti à
la mise en place d’un algorithme de détection de ces phénomènes à partir de certains des
champs de grande et moyenne échelles simulés par un modèle de climat : géopotentiel à
500 hPa, direction du vent et flux d’humidité à 925 hPa. Cet algorithme repose sur une
classification statistique des situations synoptiques propices à l’occurrence des HPE, réa-
lisée à partir d’analyses des champs de ces trois prédicteurs lors d’événements de fortes
précipitations dans le Sud-Est de la France. Tous les détails relatifs à cette classification
et à l’algorithme de détection qui en découle figurent dans Ricard et al. (2009) et Nuissier
et al. (2011), et une présentation plus complète en sera donnée au chapitre 4. L’objectif est
ici simplement d’introduire la méthode statistico-dynamique de modélisation des HPE en
climat qui découle de ces travaux.
L’idée de cette méthode est la suivante : utiliser l’algorithme pour détecter les jours cor-
respondant à des HPE dans un scénario de changement climatique global ou régional, puis
forcer un modèle non-hydrostatique à très haute résolution par le modèle de climat pour les
jours ainsi détectés. Cette solution a été appliquée à une simulation régionale couplée à un
modèle de mer Méditerranée couvrant la période 1961-2099 avec un scénario A2 d’évolution
des gaz à effet de serre (Somot et al., 2008) utilisée comme forçage du modèle Meso-NH
(Lafore et al., 1998) à 2.5 km de résolution dans le Sud-Est de la France pour une vingtaine
de cas censés correspondre à des HPE en climat présent et futur. Les résultats obtenus sont
en cours de publication (Beaulant et al., Accepté).
S’il est clair qu’un modèle non-hydrostatique à très haute résolution est plus à même de
modéliser les pluies intenses survenant lors de ces événements, la proportion d’événements
que l’algorithme est susceptible de détecter avec succès dans une simulation climatique
reste modeste. Appliqué aux valeurs observées des prédicteurs considérés (Z500, vent et
flux d’humidité en basses couches) sur la période 1960-2000 dans la ré-analyse ERA-40
(Uppala et al., 2005), il permet de détecter avec succès 15% des HPE réellement observés
sur cette période, pour un taux de fausse alerte d’un peu moins de 30%. Ces fausses alertes
correspondant à des jours de précipitations assez intenses – quoique moins extrêmes que
celles survenant lors des HPE – on peut considérer que l’algorithme détecte un peu moins
d’un quart des événements de pluies intenses survenant dans le Sud-Est de la France, en
estimant que les 30% de fausses alertes peuvent être assimilées à des HPE. La méthode
statistico-dynamique aboutit à une modélisation très précise de l’évolution des caractéris-
tiques de ce quart des épisodes extrêmes reproductibles dans une simulation climatique,
mais sauf à supposer que les autres cas sont sujets aux mêmes évolutions, elle ne permet
pas de déterminer ce qu’il advient des trois-quart restants d’événements. L’évolution du
nombre de jours sélectionnés par l’algorithme en climats présent et futur ne portant que
sur une minorité des cas, cette solution statistico-dynamique ne permet pas de répondre à
la question de savoir comment la fréquence d’occurrence des HPE est susceptible d’évoluer
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avec le changement climatique.
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1.5 Problématique de l’étude et organisation du ma-
nuscrit
1.5.1 Questions scientifiques
Dans quelle mesure un modèle régional de climat est-il capable de simuler
les précipitations extrêmes survenant lors des épisodes méditerranéens intenses
dans le Sud-Est de la France ?
C’est la question qui sous-tend l’ensemble de ce travail de thèse, l’objectif étant de
déterminer si un modèle de climat peut ainsi atteindre des performances suffisantes en
climat présent pour constituer un outil valable à l’étude de l’évolution de ces événements
extrêmes dans le futur.
Même si une modélisation fine de ces événements requiert l’emploi de modèles non-
hydrostatiques, les résultats obtenus par un ensemble de RCM à 50 km dans une région
incluant en partie notre zone d’étude (Frei et al., 2003, 2006; Schmidli et al., 2007, voir
section 1.3.2) sont suffisamment encourageants pour s’intéresser à la représentation des
événements de pluies intenses affectant le Sud-Est de la France (HPE) dans un modèle de
climat à aire limitée.
J’ai fait le choix d’aborder cette question au travers d’un seul modèle : ALADIN-
Climat. Non que l’inter-comparaison de différents RCM à l’égard de la modélisation
des HPE ne présente pas d’intérêt, mais il m’a semblé plus opportun d’étudier la
sensibilité de la représentation de ces événements extrêmes aux différents paramètres
de configuration qui définissent une simulation conduite avec un modèle régional
à aire limitée (LAM) donné – perspective dans laquelle il était difficile d’inclure une
comparaison des résultats obtenus avec un ensemble de modèles pour chaque configuration.
Les études de sensibilité à la configuration d’un LAM qui ont été précédemment
réalisées accordant assez peu de place à la modélisation des phénomènes extrêmes,
l’évaluation de la capacité d’un modèle à simuler les HPE implique de se poser la question
suivante :
Les performances du modèle à simuler les extrêmes de précipitation considérés
dépendent-elles de sa configuration et si oui, quelle est celle qui conduit aux
meilleurs résultats ?
Ce point rejoint une partie des objectifs du projet MedUP où il est précisément
question d’étudier la sensibilité des modèles de climat dans cette perspective.
Ne pouvant pas considérer l’ensemble des paramètres susceptibles d’influer sur la repré-
sentation de ces événements dans le temps imparti pour ce travail, je me suis concentrée
sur ceux relatifs à ce que l’on pourrait appeler la géométrie du modèle, comprenant : la
taille et la position du domaine, le couplage à un modèle de mer Méditerranée, l’utilisation
d’un pilotage spectral et la résolution.
Il est clair que le choix des paramétrisations physiques, et en particulier celle de la
convection profonde, influe très probablement sur le processus étudié ici, et une des limites
de ce travail est de n’avoir pas abordé cette question.
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La recherche d’une configuration optimale à la modélisation des HPE nécessite en
outre de s’interroger sur les méthodes d’analyses susceptibles de traduire le plus justement
et le plus objectivement la performance d’une simulation à représenter ces événements. En
effet, nous avons vu précédemment que la façon dont les extrêmes de précipitation sont
habituellement abordés dans les simulations climatiques régionales ne permettaient pas –
ou difficilement – de s’intéresser aux HPE en tant que phénomènes spécifiques.
Dans cette étude, je m’efforcerai donc d’apporter des éléments de réponse au problème
suivant :
Quels diagnostics et analyses des précipitations simulées par un modèle
de climat traduisent au mieux la capacité d’une expérience à représenter les
événements méditerranéens de pluies intenses ?
Enfin, une fois qu’une configuration jugée optimale aura été fixée, nous pourrons
aborder ces deux questions :
Le modèle ALADIN-Climat peut-il être utilisé comme outil d’investiga-
tion de l’étude de la variabilité climatique des HPE, et si oui, selon quelles
modalités et avec quelle confiance ?
Que permet-il de dire quant à l’évolution de ces événements de pluies
intenses en climat futur ?
1.5.2 Organisation du manuscrit
A la suite de ce premier chapitre d’introduction, le manuscrit de ce travail de thèse
s’articule selon le plan suivant :
* Le chapitre 2 détaille les caractéristiques du modèle de climat à aire limitée
utilisé dans ce travail, à savoir ALADIN-Climat, puis celles des jeux de données
pris pour référence dans la validation des simulations. Il précise ensuite les bases
méthodologiques relatives aux différents types de simulations réalisées, aux diagnos-
tics utilisés pour caractériser les extrêmes de précipitations, à la comparaison des
valeurs simulées aux observations, et aux tests statistiques permettant d’évaluer la
significativité des différences obtenues dans les études de sensibilité et en scénario
de changement climatique.
* Le chapitre 3 présente les résultats des différentes études de sensibilité aux
paramètres de configuration d’ALADIN-Climat. L’une de ces études a fait l’objet
d’un article publié dans la revue Tellus A (Colin et al. (2010)), ce dernier est inclus
tel quel dans le manuscrit, après un résumé en français, et quelques compléments
sont ensuite apportés.
* Le chapitre 4 se concentre sur la valeur ajoutée du passage d’une résolution de
50 km à 12.5 km au travers de simulations forcées par ERA-40. Les performances
d’ALADIN-Climat sont alors appréciées au regard de celles obtenues avec l’algo-
rithme de détection CYPRIM (Nuissier et al., 2011) et la méthode de descente
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d’échelle statistique DSCLIM (Boé et al., 2006; Boé, 2007; Boé and Terray, 2008-a).
Enfin, la variabilité interne du modèle est évaluée afin de comparer son amplitude à
celle des différences observées.
* Le chapitre 5 présente les résultats de deux scénarios régionaux de changement
climatique, réalisés avec ALADIN-Climat à 12.5 km de résolution et DSCLIM.
Chapitre 2
Présentation des outils, données et
méthodes
2.1 Le modèle régional de climat : ALADIN-Climat,
version 5.1
2.1.1 Historique
ALADIN-Climat est un modèle spectral, hydrostatique, semi-lagrangien et semi-
implicite. Il est issu du modèle de prévision numérique ALADIN (Aire Limitée Adaptation
dynamique et Développement InterNational) développé à Météo-France en partenariat avec
plusieurs pays européens (Bubnova et al., 1993). ALADIN correspond à une version à aire
limitée du modèle global de prévision ARPEGE/IFS, développé en collaboration avec le
centre européen (CEP, ECMWF en anglais, voir liste des acronymes à l’annexe A).
Déqué et al. (1994) ont adapté ARPEGE aux besoins spécifiques de simulations climatiques,
donnant ainsi naissance à la première version du modèle global de climat ARPEGE-Climat.
Les principales modifications apportées au modèle opérationnel pour son utilisation en cli-
mat consistèrent en l’adjonction des modalités suivantes : couplage avec l’océan et mise à
jour automatique de la concentration de gaz à effet de serre. Par la suite, ces fonctionna-
lités ont été à leur tour intégrées au modèle opérationnel ARPEGE, de sorte que chacun
des deux modèles soit un cas d’utilisation d’un même code intégrant l’ensemble. Les évo-
lutions du modèle opérationnel peuvent ainsi profiter au modèle de climat lors du passage
à une nouvelle version de ce dernier, et inversement. Les changements de version ne sont
pas synchrones, en raison de la durée caractéristique d’une expérience de simulation de
climat (jusqu’à un an pour les expériences réalisées pour les exercices CMIP du GIEC –
voir annexe A pour les acronymes).
Initialement, ARPEGE-Climat n’incluait pas la partie du code relative à l’emploi d’ALA-
DIN, et n’offrait ainsi pas la possibilité d’être utilisé en tant que modèle à aire limitée. Les
études portant sur la modélisation du climat à échelle régionale se basaient alors sur l’utili-
sation de géométries étirées basculées de ARPEGE-Climat – configurations qui permettent
d’augmenter la résolution dans une région donnée. Cet outil est performant mais présente
quelques inconvénients. Les simulations sont relativement coûteuses en temps de calcul et
jusqu’à la version 4 du modèle, il était impossible de réaliser avec ARPEGE-Climat des ex-
périences pilotées par une ré-analyse à l’extérieur d’une région définie comme zone d’intérêt
comme dans les LAM. Enfin, il s’avère que le coefficient d’étirement de la grille ne peut
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dépasser 8, limitant ainsi les augmentations de résolution (Michel Déqué, communication
personnelle, 2008) dans la zone d’intérêt à 40-50 km. Ces raisons ont conduit à l’utilisation
d’ALADIN-Climat, version à aire limitée d’ARPEGE-Climat.
La première version d’ALADIN-Climat a été testée en 2004. Elle correspond à l’intégra-
tion du cycle 24tl du modèle opérationnel ARPEGE/ALADIN, pourvu des spécificités
physiques de la version 4 d’ARPEGE-Climat (Spiridonov et al., 2005; Radu et al., 2008;
Déqué and Somot, 2008; Farda et al., 2010). Dans ce travail, j’ai utilisé la version 5.1
d’ALADIN-Climat (Colin et al., 2010) basée sur le cycle 32 du modèle opérationnel et la
physique climat dite « standard » de la version 4 d’ARPEGE-Climat (Colin et al., 2010).
Les documentations relatives aux différentes versions du modèle ALADIN opérationnel sont
disponibles sur http://www.cnrm.meteo.fr/gmapdoc/. Toutes les informations concernant
la version 5.1 d’ARPEGE-Climat figurent dans les documentations accessibles en ligne à
l’adresse http://www.cnrm.meteo.fr/gmgec/arpege-climat/ARPCLI-V5.1/index.html.Les pa-
ragraphes qui suivent en rappellent les principales caractéristiques et détaillent les aspects
spécifiques à ALADIN-Climat.
2.1.2 Géométrie : espaces physique et spectral
Dans les modèles à aire limitée, la portion de surface terrestre considérée est projetée
dans le plan selon les méthodes classiquement utilisées en cartographie. Plusieurs types
de projection sont disponibles dans ALADIN. Par défaut, on utilise dans ALADIN-Climat
la projection Lambert conforme où la sphère terrestre est projetée sur un cône tangent à
celle-ci (voir figure 2.1).
Fig. 2.1 – Projection Lambert tangente
Le domaine qui en résulte est rectangulaire. Il se définit à partir des coordonnées du point
tangent de la projection Lambert, du nombre de points de grille dans les directions zonale
(NDLON) et méridienne (NDGL) et de la résolution horizontale choisie. Il comprend une
zone centrale (zone C) qui recouvre la région d’étude, une zone intermédiaire (zone I) où
sont relaxées les conditions de grande échelle imposées aux frontières suivant le schéma
de Davies (1976), et une zone d’extension (zone E). Classiquement, la zone I est d’une
largeur de 8 points et la zone E s’étend vers le Nord et l’Est sur 11 points (voir figure 2.2).
La zone d’extension E constitue une particularité d’ALADIN-Climat. Elle est due
au fait que le modèle est spectral, ce qui signifie qu’une partie de ses calculs sont réalisés
non plus dans l’espace physique défini en points de grille mais dans l’espace des fréquences
après que les champs ont été décomposés en une série de fonctions périodiques. L’avantage
de cette technique est qu’elle permet une linéarisation de l’opérateur laplacien dans
les équations de la dynamique, ce qui en simplifie son inversion. Mais si son utilisation
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apparaît assez naturelle dans un modèle global, elle est plus problématique dans un
LAM où les frontières latérales du domaine marquent une discontinuité des champs dans
l’espace. La solution retenue dans ALADIN est basée sur la formulation proposée par
Haugen and Machenhauer (1993) où le passage dans l’espace spectral est réalisé après
une opération appelée « bi-périodisation ». Les champs simulés dans le domaine C+I sont
extrapolés sur une zone s’étendant au Nord et à l’Est – la zone E –, de façon à assurer
une transition continue avec les valeurs respectivement calculées aux frontières Sud et
Ouest du domaine C+I, ce qui revient à définir un espace spectral torique (on obtient
un cylindre en joignant le Nord et le Sud du domaine, et la jonction Est-Ouest revient à
fermer ce cylindre en tore).
Fig. 2.2 – Domaine d’intégration dans ALADIN-Climat.
Le passage dans l’espace spectral revient alors à calculer, pour chaque champ F de l’es-
pace physique, une série de coefficients spectraux Amn associés. Ceux-ci sont obtenus en














où Xjk est la valeur du champ X au point de grille d’indice (j, k), J et K le nombre total
de points de grille suivant les directions x et y.
La recomposition du champ Xij dans l’espace physique à partir de la série des coefficients












Les indices spectraux n et m sont liés à la longueur d’onde λ associée au coefficient spectral
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Par ailleurs, le choix de J et K est soumis à la contrainte imposée par l’utilisation des
tranformées de Fourier rapide, à savoir que chacun doit pouvoir s’écrire sous la forme
21+p1.3p2 .5p3 où pi ≥ 0.
Il existe par ailleurs une relation entre les couples (J,K) et (M,N) caractérisant le type
de grille choisie : linéaire ou quadratique.
La grille du modèle est dite linéaire lorsque :
J = 2(M + 1) et K = 2(N + 1) (2.5)
Cette grille permet d’accéder à une description complète des champs dans l’espace spectral
si la troncature est rectangulaire. Dans le cas de la troncature elliptique, une partie de
l’information de petite échelle est perdue mais l’emploi d’une grille linéaire permet de
minimiser cette perte. Elle est cependant susceptible de générer un phénomène d’aliasing
généré par les termes non-linéaires des équations dynamiques. Cet inconvénient peut être
limité en utilisant une grille quadratique, définie comme suit :
J = 3(M + 1) et K = 3(N + 1) (2.6)
Dans toutes les simulations ALADIN-Climat réalisées pour ce travail, les grilles sont
linéaires, les effets d’aliasing ayant été réduit par l’utilisation d’un schéma semi-lagrangien.
Sur la verticale, l’atmosphère est divisée en L niveaux de pression pl tels que :
pl = Al +Blps , l = 1, ..., L (2.7)
où ps est la pression de surface et où Al et Bl sont des constantes pré-définies.
Cette discrétisation verticale va de pair avec l’utilisation d’une coordonnée verticale hybride
η, fonction de la pression p et de la pression de surface ps, qui vérifie :
η(0, ps) = 0 (2.8)
η(ps, ps) = 1 (2.9)
∂η
∂p
(p, ps) > 0 (2.10)
et définit la pression p par la relation suivante :
p = A(η) +B(η)ps (2.11)
où A(0) = B(0) = 0, A(1) = 0 et B(1) = 1, de façon à ce que les surfaces η suivent le
relief.
Dans les simulations réalisées dans ce travail, le nombre de niveaux verticaux est toujours
pris égal à 31.
2.1.3 Dynamique et physique du modèle
ALADIN-Climat v5.1 présente la même dynamique et la même physique que ARPEGE-
Climat v5.1. Leurs caractéristiques communes étant décrites en détail dans la documenta-
tion en ligne d’ARPEGE-Climat v5.1, je me contenterai ici d’en présenter un bref aperçu.
L’état de l’atmosphère au cours d’une simulation est décrit par l’évolution dans le temps
et dans l’espace des variables pronostiques du modèle que sont : la divergence D et le
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rotationnel ζ du vent, la température T , l’humidité spécifique qs et le logarithme de la
pression de surface ln ps (le géopotentiel Φ étant une variable diagnostique déduite de l’hy-
pothèse hydrostatique). Leurs évolutions sont régies par les équations primitives, détaillées
à l’annexe B. Ces dernières sont résolues numériquement selon un schéma semi-lagrangien
et semi-implicite.
Chacune des équations primitives peut s’écrire sous la forme :
dX
dt
= A+ F (2.12)
où X est la variable pronostique considérée ; A désigne l’ensemble des processus qui
peuvent être explicitement représentés dans le modèle (dynamique), à savoir les effets
dûs à la force de Coriolis (dans l’équation du mouvement B.1), au gradient de pression
(idem), au terme de conversion (dans l’équation de la thermodynamique (B.2) et au
terme de divergence (dans l’équation de continuité B.4) ; et F regroupe les termes calculés
par les paramétrisations physiques : rayonnement, nuages, turbulence, précipitations de
grande échelle, diffusion verticale, convection, frottement des ondes de gravité, surface
continentales, neige et végétation.
Le schéma radiatif, appelé FMR15, dérive de Morcrette (1990) et du cycle 15 du modèle
ARPEGE/IFS. Il inclut le traitement de quatre gaz à effet de serre (GES) (CO2, CH4,
N2O et CFC), de la vapeur d’eau, de l’ozone et des aérosols. La paramétrisation de la
turbulence et de la diffusion verticale est issue des travaux de Ricard and Royer (1993)
(avec une longueur de mélange définie selon Troen and Mahrt (1986)). Les flux turbulents
de chaleur et de quantité de mouvement suivent la paramétrisation de Louis (1979). La
représentation des nuages et de la convection peu profonde proviennent également du
schéma de turbulence et de diffusion de Ricard and Royer (1993), associé aux fonctions
de Bougeault (Bougeault, 1982). La précipitation de grande échelle est traitée selon les
équations de Smith (1990), excepté pour les changements d’état de l’eau précipitable qui
suivent la formulation de Kessler (1969). La paramétrisation de la convection profonde est
celle définie par Bougeault (1985). Les interactions de l’atmosphère avec le sol, la neige et
la végétation sont calculées à l’aide du schéma de surface ISBA développé par Noilhan and
Planton (1989) (pour une description plus récente de ISBA, voir Douville et al. (2000)).
Nombre des paramètres relatifs aux schémas de la physique, mais également au traitement
de la dynamique peuvent être réglés à partir de la Namelist – fichier de configuration –
du modèle, sans qu’il soit nécessaire de procéder à une compilation du binaire. Il en va de
même des variables définissant la géométrie.
L’ensemble des paramétrisations mentionnées ci-dessus proviennent des versions pré-
cédentes d’ARPEGE/ALADIN-Climat. La version 5.1 inclut également l’implémentation
d’une nouvelle physique, dite « physique pronostique », basée sur des travaux plus récents,
que l’on peut activer à partir de la Namelist. Elle n’a cependant pas été utilisée pour les
simulations réalisées dans le cadre de ce travail de thèse, car elle faisait alors encore l’objet
de réglages et de tests de validation.
2.1.4 Conditions aux limites
La résolution des équations du modèle nécessite de renseigner au premier pas de temps
et à chaque redémarrage (voir paragraphe suivant) :
- un état initial,
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- une description de l’état de la surface, incluant l’orographie, le masque terre-mer et
des valeurs climatologiques des variables de surface (albédo, végétation, etc.),
- une description du champ de SST, d’aérosols et des gaz à effets de serre.
Et il est également nécessaire de fournir régulièrement un jeu de conditions aux frontières
du domaine (LBC) rendant compte de l’évolution de la situation synoptique globale.
Etats initiaux
Le premier état initial est obtenu à partir de champs issus d’une autre simulation.
Celle-ci peut-être globale ou régionale, pourvu que son domaine géographique recouvre la
zone C+I de la géométrie de l’expérience à initialiser. Cependant, pour des raisons de com-
patibilité, elle doit nécessairement avoir été réalisée avec le code ARPEGE/IFS. Il peut
donc s’agir d’une simulation ARPEGE-Climat, ALADIN-Climat, EC-earth ou d’une ré-
analyse du centre européen (ERA-15 (Gibson et al., 1999), ERA-40 (Uppala et al., 2005),
ERA-interim (Dee and Uppala, 2009)). Les valeurs des champs de cette simulation sont
ramenées sur la grille ALADIN-Climat en exécutant une configuration du modèle spéci-
fiquement dévolue à cette tâche : la configuration E927. Le lancement de cette dernière
s’effectue à partir du même binaire que celui utilisé pour l’expérience elle-même, en spéci-
fiant en Namelist le choix de cette configuration et les variables définissant la géométrie de
la simulation ALADIN-Climat à initialiser.
Aux pas de temps suivants, l’état initial correspond à l’état de l’atmosphère résultant de
l’intégration qui précède. Au cours d’une simulation, on sauve un état initial à chaque fin
de mois (fichier de restart), et l’expérience est redémarrée à chaque début de mois par ce
fichier.
Conditions climatologiques de surface
Les variables de surface évoluent mensuellement, à partir de fichiers climatologiques
mensuels moyens (12 fichiers). Dans les versions précédentes du modèle, ces derniers étaient
créés par une configuration spécifique du modèle (la configuration E923) définie par un
choix de clés de Namelist idoines. Dans la version 5.1, ce programme a été externalisé. Il
utilise en entrée la base de données GLOBE (Global Land One-km Base Elevation, version
0.1) et fournit en sortie l’ensemble des champs de surface nécessaires (pour la liste complète,
voir la documentation en ligne d’ARPEGE-Climat v5.1) sur la grille ALADIN-Climat de
la simulation. Ces valeurs mensuelles sont lues et imposée au modèle à chaque redémarrage
(c’est-à-dire une fois par mois) par un programme appelé updcli qui fait appel aux données
de la base ecoclimap à 1 km de résolution (Masson et al., 2003).
SST, aérosols et GES
L’évolution des valeurs de SST et de concentration d’aérosols, d’ozone et de gaz à effet
de serre suit un principe similaire : des jeux de données climatologiques globales et men-
suelles sont interpolées sur la grille du modèle et lui sont imposées à chaque redémarrage,
en début de mois.
Dans les simulations couvrant une période de temps passé, les SST sont extraites des ré-
analyses du centre européen ERA-40 (Fiorino, 2004) ou ERA-interim. Pour les scénarios
futurs, elles proviennent des simulations globales couplées océan-atmosphère, avec une cor-
rection vers les valeurs d’ERA-40 calculée sur la période de contrôle et appliquée à tout le
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scénario.
Six classes d’aérosols sont prises en compte, selon leur source et/ou leur localisation : aé-
rosols terrestres et organiques, maritimes, désertiques, émis par les villes, stratosphériques
et sulfatés. En climats présents et passés, les cinq premiers types d’aérosols sont extraits
des données de Tegen et al. (1997) disponibles en moyennes mensuelles. Les aérosols sul-
fatés sont tirés de Boucher and Pham (2002), qui fournit une climatologie mensuelle, en
moyenne décennale. Pour les scénarios de changements climatique, l’évolution des concen-
trations d’aérosols proviennent d’un modèle de transport chimique (Boucher and Pham,
2002).
Enfin, l’évolution des concentrations de gaz à effets de serre est fournie par les analyses et
les projections du GIEC (Groupe d’experts Intergouvernemental sur l’Evolution du Climat,
IPCC en anglais).
Conditions latérales aux frontières (LBC)
Les fichiers de conditions aux frontières du domaine (LBC) sont produits de la même
façon que le premier état initial, c’est-à-dire à partir des champs issus d’une simulation
ARPEGE/IFS et ramenés sur la grille ALADIN-Climat par l’exécution de la configuration
E927 du modèle.
La fréquence à laquelle les fichiers de forçage sont produites peut être réglée en Namelist.
Dans les simulations réalisées pour ce travail, elle a été fixée à 6 heures.
La prise en compte de cette information latérale par le modèle est régie par le schéma de
relaxation de Davies (1976). Celui-ci calcule à chaque pas de temps les champs de forçage
Xf(t) sur les points de la zone I en interpolant linéairement les valeurs issues des fichiers de
LBC aux instants t1 et t2 encadrant l’instant t considéré. Les champs d’ALADIN-Climat
sont ensuite relaxés sur la zone I afin d’assurer la transition entre les valeurs simulées sur
la zone C et celles imposées en bordure de la zone C+I, selon l’équation :
X(k) = α(k)Xm(k) + (1− α(k))Xf(k), k = 1, ..., 8 (2.13)
où Xm(k) est la valeur du champ X calculée par ALADIN-Climat au temps t, au point
de la zone I caractérisé par le nombre de points de grille le séparant de la frontière de la
zone C ; Xf(k) la valeur du champ de forçage au même point de la zone ; α(k) le profil de
relaxation appliqué ; et X(k) la valeur finale du champ ALADIN-Climat, après relaxation.
2.1.5 Pilotage spectral : « spectral nudging »
Il est également possible de piloter ALADIN-Climat à l’intérieur de son domaine selon
la technique connue de «spectral nudging» (voir chapitre 1, section 1.2.2). Comme cela a été
précédemment expliqué, l’idée est d’imposer un rappel des ondes de grande-échelle simulées
par le modèle régional vers celles issues de son modèle « pilote ». Le calcul s’effectue donc
sur les coefficients spectraux.













) = A+ F (2.14)
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où Bmn est le coefficient spectral d’ordre (n,m) du champ Xf issu de la simulation globale
(et interpolé sur la grille ALADIN-Climat par la configuration E927 du modèle) et αnm(η)
le coefficient de rappel d’ordre (n,m) de la variable X au niveau vertical η.
Afin de n’exercer le rappel que sur les ondes de grande échelle, α est pris égal à
zéro lorsque les nombres d’onde n et m dépassent un certain seuil, que l’on notera ici (N2).
En deçà de ces bornes, il suit le profil représenté à la figure 2.3 : il est constant pour les
nombres d’onde inférieurs à (N1), et décroît linéairement jusqu’à (N2).
Le pilotage spectral n’est pas non plus appliqué sur toute la colonne verticale mais
seulement à partir d’un certain niveau vertical L1. De sorte que le coefficient de rappel
α dépend également aussi de la pression p au niveau η considéré (voir 2.3) : il est
nul en dessous de L1, constant à partir d’un second niveau vertical L2 (L2 > L1), et
croît de façon linéaire entre L1 et L2. α est ainsi fonction des nombres d’onde n et m,




0 si n > N2, m > N2, et l < L1
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τX







où τX est la constante de temps du rappel. Le pilotage spectral peut être activé en Namelist
où l’on précise alors les bornes L1, L2, N1 et N2 et la valeur de τX pour chaque variable
pronostique X à laquelle le rappel est appliqué.
Fig. 2.3 – Profils du coefficient de rappel α : (a) : profil suivant le nombre d’onde n ; (b) : profil suivant
l’altitude.
Dans les simulations de ce travail où le spectral nudging a été utilisé, les variables rappelées
sont la température T , la divergence D et le rotationnel ζ du vent horizontal, l’humidité
spécifique qv et le logarithme de la pression de surface ps, avec les constantes de temps
suivantes :
τT = τD = τqv = τps = 24 h
τζ = 6 h
τD = 48 h
Ces valeurs imposent un pilotage assez marqué (voir chapitre 3 pour les raisons de ce choix).
L1 et L2 sont respectivement pris égaux aux niveaux de pression 750 hPa et 880 hPa, et
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les bornes spectrales ont été choisies de façon à initier le pilotage à partir des longueurs
d’ondes supérieures à environ 300 km et à exercer un rappel complet au delà de 400 km –
ordres de grandeurs approximativement égaux au double de la résolution d’ERA-40 (125
km), ce qui correspond à la résolution effective maximale que l’on peut attendre d’ERA-40.
2.1.6 Réalisation d’une simulation
Fig. 2.4 – Schéma de principe d’une simulation ALADIN-Climat (l’abbrévation ALD vaut pour ALADIN-
Climat). Rectangles en traits gras : programmes externalisés (en noir) et effectués sur le super-calculateur
au cours du run (en rouge). Rectangles en traits fins : fichiers d’entrée (en gris), fichiers de pré-traitement
(en bleu), fichiers de sorties créés par ALADIN-Climat (en jaune).
Le schéma 2.4 reprend les différentes étapes de réalisation d’une simulation ALADIN-
Climat. La première consiste à fixer le jeu de paramètres définissant une géométrie (cf
section 2.1.2). La version externalisée de la configuration E923 produit ensuite les fichiers
climatologiques de conditions de surface et fournit également en sortie le fichier décrivant
la grille du modèle en indiquant la latitude, la longitude, et la valeur du masque terre-mer
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pour chaque point. Ces données permettent de créer les fichiers d’aérosols, de SST, et de
concentrations de gaz à effets de serre, ainsi que les LBC et le premier état initial (restart).
L’ensemble de ces fichiers est fourni en entrée du modèle, qui peut alors être lancé après
que l’on a ajusté les paramètres de la Namelist en fonction des options retenues (spectral
nudging ou non, physique, etc.) et de la géométrie du domaine.
Les conditions latérales sont imposées à ALADIN-Climat sous la forme de leur coefficients
spectraux. Le rappel des variables sur la zone I est effectué en points de grille après
transformation spectrale inverse des coefficients de forçage. Sont ensuite réalisés dans
l’espace physique tous les calculs relatifs aux différentes paramétrisations ainsi que la
détermination des rétro-trajectoires du schéma semi-lagrangien. Une fois ces opérations
achevées, les champs sont bi-périodisés (cf section 2.1.2) pour leur passage en spectral.
C’est à cette étape qu’est réalisé l’éventuel pilotage spectral. La dynamique du modèle est
alors résolue dans l’espace spectral, puis les champs de sortie sont ramenés en points de
grille.
2.1.7 Couplage au modèle de mer Méditerranée NEMOMED8
ALADIN-Climat v.5.1 peut également être utilisé en mode couplé avec le modèle de
mer Méditerranée NEMOMED8. Dans ce cas, les SST de la Méditerranée ne sont plus
créées selon le processus décrit en 2.1.4. mais issues de NEMOMED8.
NEMOMED8 est une version régionale du modèle global NEMO-v2 (Madec, 2008). Il est
décrit en détail dans Sevault et al. (2009) et Beuvier et al. (2010), seules ses principales
caractéristiques sont rappelées ici.
Fig. 2.5 – Grille de NEMOMED8.
Les équations du modèle suivent l’hypothèse de surface libre et d’absence de frottement
le long des parois. La grille et la bathymétrie sont les mêmes que celles du modèle
OPAMED8 (Somot et al., 2006) (voir figure 2.5 pour la bathymétrie) mais NEMOMED8
inclut la définition de partial cells, ce qui signifie que la profondeur du dernier niveau est
ajustée en fonction de la bathymétrie réelle et non plus constante. Sa résolution est d’un
huitième de degré (soit environ 12 km au Sud à 9 km au Nord du domaine), ce qui rend
le modèle « eddy-permitting ». La dimension verticale est divisée en 43 niveau distribués
de façon inhomogène : leur épaisseur varie de 6 mètres en surface à 200 mètres au fond du
bassin, avec 25 niveaux dans les 1000 premiers mètres. La grille est déformée au détroit
de Gibraltar de façon à suivre la direction Sud-Ouest – Nord-Est, et elle comprend une
zone de rappel en Atlantique, derrière le détroit de Gibraltar, où les bilans de chaleur et
Section 2.1 : Le modèle régional de climat : ALADIN-Climat, version 5.1 37
de sel sont équilibrés en effectuant un rappel 3D pour la température et la salinité vers la
climatologie de Reynaud (Reynaud et al., 1998) ou vers des champs moyens interannuels.
La mer Noire n’est pas incluse dans la grille du modèle où elle est considérée comme un
fleuve.
Suivant le principe détaillé dans Somot et al. (2008), NEMOMED8 a tout d’abord été
couplé à ARPEGE-Climat par F. Sevault dans le cadre du projet européen CIRCE (voir
annexe A pour l’acronyme). Il a été ensuite été couplé à ALADIN-Climat v.5.1 (Calmanti,
2008) sur un domaine incluant la mer Méditerranée à 50 km de résolution (domaine
MED50, voir chapitre 3.
L’interface entre les deux modèles est gérée par le coupleur OASIS3 (Valcke, 2006), logiciel
libre développé au CERFACS (Centre Européen de Recherche et de Formation Avancée
en Calcul Scientifique). NEMOMED8 reçoit de l’atmosphère les flux de chaleur radiatifs
(solaire et infrarouge) et turbulents (chaleur latente et chaleur sensible), la précipitation
et le flux de quantité de mouvement simulés par ALADIN-Climat, et ce dernier calcul en
retour ces flux à partir de la SST fournie par le modèle d’océan. La fréquence de couplage
entre les deux modèles est quotidienne, ce qui signifie que l’information échangée entre les
deux est mise à jour une fois par jour.
38 Chapitre 2 : Présentation des outils, données et méthodes
2.2 Types de simulations ALADIN-Climat réalisées
en climat présent
L’objet de ce paragraphe n’est pas de détailler par avance les caractéristiques de
l’ensemble des expériences conduites dans le cadre de ce travail de thèse ; celles-ci seront
décrites au fur et à mesure (elles figurent également à l’annexe C). Il s’agit simplement de
présenter les deux grands types d’expériences réalisées en climat présent, pour l’évaluation
des capacités d’ALADIN-Climat à simuler les événements de précipitations intenses selon
la configuration du modèle.
La dernière partie de ce travail de thèse présente les résultats d’un scénario de changement
climatique réalisé avec ALADIN-Climat, tous les détails seront exposés en introduction
du chapitre 5.
2.2.1 Simulations « hindcast »
Les modèles de prévision numérique déterminent, pour chaque simulation réalisée, un
état initial de l’atmosphère comprenant les valeurs des paramètres météorologiques en
chaque point de grille du modèle. Cet état initial, résultat de l’assimilation des observations
disponibles, est appelé analyse. On appelle ré-analayse un ensemble d’analyses couvrant
une longue période de temps, réalisées a posteriori avec une version figée d’un modèle glo-
bal d’atmosphère, de façon à produire des données homogènes. Les ré-analyses constituent
ainsi la meilleure estimation de la réalité passée à échelle globale qui soit à même de forcer
un modèle de climat régional à aire limitée. Une telle simulation climatique régionale est
appelée « hindcast ».
Dans la mesure où ce forçage rend compte a posteriori des situations météorologiques ob-
servées au cours de la période considérée, il permet au modèle de suivre la chronologie
réelle des événements, si la contrainte imposée à ses frontières est suffisante et la variabilité
interne du modèle pas trop importante (voir chapitre 1, section 1.2.2).
Un GCM évoluant librement après qu’un état initial lui a été imposé oublie rapidement
l’information qui lui a été transmise au démarrage. De ce fait, un LAM forcé à ses frontières
par une simulation de ce type ne peut que produire une succession de situations météoro-
logiques dont l’ensemble constitue une bonne représentation du climat étudié mais qui ne
sauraient correspondre à la réalité observée passée ou future – ce que l’on attend pas d’un
modèle de climat. Dans ce cas, la validation du modèle se fait au travers d’une comparaison
statistiques aux données d’observation (moyennes, tendances, variabilité, etc.).
Cette approche s’avère toutefois limitée lorsque l’on s’intéresse à la modélisation de phé-
nomènes rares. En effet, l’estimation d’une fréquence d’occurrence moyenne calculée à
partir de quelques dizaines d’années d’observations est entachée d’une incertitude assez
importante, et il en sera de même pour les caractéristiques de ces événements. Dans une
simulation « hindcast », cette difficulté est contournée puisque l’on peut s’intéresser aux
événements observés aux dates où ils se sont produits dans la réalité, et considérer ainsi les
performances du modèle dans chaque situation réelle. Cet avantage a fait des simulations
« hindcast » un cadre d’expérience assez populaire dans l’analyse des performances des
RCM.
Les simulations « hindcast » réalisées pour ce travail sont forcées par la ré-analyse ERA-40
(Uppala et al., 2005), produite par le Centre Européen de Prévision (CEP, ECMWF en an-
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glais) avec le modèle IFS, et couvrant la période 1958-2001. La communauté scientifique de
modélisation du climat utilise également la ré-analyse développée par le National Center for
Atmospheric Research et le National Center for Environmental Prediction (NCEP/NCAR)
(Kalnay et al., 1996; Kistler et al., 2001) disponible sur la période 1948-présent, ainsi que
la nouvelle ré-analyse du CEP, ERA-Interim (Dee and Uppala, 2009), sur la période 1989-
présent. ALADIN-Climat ne pouvant, à ce jour, être forcé que par des champs produits
avec le code ARPEGE/IFS, seuls ERA-40 et ERA-Interim peuvent être utilisées pour le
piloter. Ici, seule ERA-40 a été utilisée.
2.2.2 Expériences en modèle parfait
La comparaison de différentes configurations d’ALADIN-Climat au travers de simu-
lations « hindcast » peut présenter un inconvénient : la possibilité d’une compensation
d’erreurs entre les défauts des champs de forçage (ici ERA-40) et ceux du modèle à aire
limitée (LAM), ce qui pourrait conduire à avantager à tort une des configurations testées.
Cette éventualité est certes plus improbable que dans le cas où ALADIN-Climat serait
piloté par un modèle de circulation générale (GCM) mais elle n’est pas exclue.
Le cadre d’étude habituellement désigné sous les termes de « Big Brother experiment » ou
approche en « modèle parfait » permet de s’abstraire de cet inconvénient. L’idée consiste
à prendre pour référence non plus la réalité observée mais les évolutions de l’état de l’at-
mosphère simulées par une expérience ainsi considérée comme « réalité virtuelle ». Dans
l’idéal, cette simulation de référence – le « Big-Brother » – est réalisée avec un GCM uti-
lisé à la même résolution que celle du LAM. Sa petite échelle est ensuite filtrée afin de
produire un forçage basse résolution à imposer aux frontières du LAM. Les résultats de la
simulation régionale sont ensuite comparés non pas à des climatologies observées mais à la
réalité virtuelle simulée par le « Big-Brother ».
Initialement proposé par Denis et al. (2002-b) et de Elía et al. (2002), ce protocole d’ex-
périence était destiné en premier lieu à questionner les présupposés sur lesquels se basent
l’emploi des modèles à aire limitée, tels que l’assomption selon laquelle ils devraient repro-
duire la grande échelle de la simulation qui les pilote. Dans la comparaison des résultats
obtenus avec différentes configurations d’un même LAM, il permet en outre d’isoler ri-
goureusement les effets propres au seul changement de configuration. C’est dans cette
perspective qu’il a été utilisé dans ce travail, en prenant ARPEGE-Climat pour réaliser la
simulation « Big-Brother ». Le couple ARPEGE/ALADIN-Climat fournit en effet un outil
particulièrement bien adapté à la conduite d’études en modèle parfait, étant donné que le
GCM ARPEGE-Climat partage la physique et la dynamique du LAM ALADIN-Climat.
Pour les études de sensibilité à la configuration d’ALADIN-Climat, ce cadre expérimental
est plus rigoureux que celui offert par la comparaison de simulation « hindcasts ». Re-
marquons cependant qu’il ne s’applique pas à tout test de sensibilité, car comme nous le
verrons, la simulation « Big-Brother » de référence n’est pas toujours réalisable, ni même
définissable.
Le choix de réaliser des simulations « hindcast » ou dans une approche modèle parfait
prend en compte ces considérations, en fonction des tests de sensibilité conduits.
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2.3 Diagnostics de valeurs extrêmes des précipita-
tions et tests statistiques associés
Comme cela été mentionné en introduction, une des questions qui se posent dans
ce travail porte sur la recherche de diagnostics adaptés à l’évaluation des performances
d’ALADIN-Climat, en termes de représentation des événements de précipitations intenses
dans le Sud-Est de la France (HPE).
Dans un premier temps, je ne vais toutefois m’intéresser qu’aux valeurs extrêmes de pluie
simulées par ALADIN-Climat au travers de quantiles d’ordre élevé modélisés à l’échelle
du point de grille. Et tant que les tests de sensibilité à la configuration du modèle ne
conduiront pas à l’obtention de valeurs significativement différentes de ce diagnostic,
il n’apparaîtra pas nécessaire d’envisager des diagnostics permettant de rendre plus
précisément compte des HPE, si bien que cette question ne sera en fait traitée qu’à partir
du chapitre 4, et les différentes méthodes d’analyses envisagées seront détaillées à ce
moment là.
Par ailleurs, les domaines d’intégration des différentes simulations réalisées couvrent des
zones plus étendues que le seul Sud-Est de la France, aussi l’analyse des résultats ne se
limitera pas toujours à l’étude de cette seule région, et c’est aussi dans cette perspective
plus générale que la représentation des pluies intenses sera abordée au travers des quantiles
extrêmes de précipitation.
L’ordre des quantiles considérés correspondant à des durées de retour comprises entre
environ 1 et 10 ans, on peut légitimement se poser la question de la justesse d’une
estimation qui consiste à prendre directement les quantiles simulés par le modèle plutôt
que de les déduire de l’ajustement d’une loi statistique d’extrême comme la GEV (voir
chapitre 1, section 1.3.1). La raison première de ce choix est sa simplicité. Par ailleurs,
dans l’interprétation qui sera faite des valeurs de quantiles simulées, on s’intéressera
essentiellement à la comparaison de couples de simulations – que ce soit dans les études
de sensibilité ou en scénarios – pour lesquelles on appliquera un test de significativité des
différences constatées, et ce test implique en fait une estimation des valeurs de quantiles
par ajustement de la série des précipitations simulées à une loi de Pareto Généralisée
(GPD).
Dans la littérature, la plupart des études qui s’attachent à tester la significativité
de différences de quantiles extrêmes de précipitations emploient des méthodes dite de
« bootstrap ». Leur principe consiste à ré-échantillonner la série de données en effectuant
N tirages avec remise dans les éléments de la série. En résultent N échantillons de même
taille que la série d’origine dont on peut calculer les quantiles « bootstrapés ». A partir
de la série des N quantiles « bootsrapés », il est possible de réaliser des tests classiques
d’égalité et calculer des intervalles de confiance.
Si cette technique est pertinente sur une bonne partie des distributions classiquement
étudiées, elle présente des limites assez importantes sur la toute fin du spectre, et donc
sur les quantiles extrêmes de précipitations considérés dans cette étude. Premièrement,
le ré-échantillonnage ne permet pas d’obtenir une bonne estimation des valeurs extrêmes
(pensons par exemple à la valeur maximale qui dans les N échantillons ne pourra jamais
excéder le maximum de la série d’origine). D’autre part, le calcul du niveau de confiance
du test appliqué aux séries de quantiles « bootstrapés » obtenus après ré-échantillonnage
nécessite d’estimer des quantiles d’ordre assez extrême (pour un niveau de confiance de 5%,
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il faut estimer les quantiles d’ordre 2.5% et 97.5% de la série de quantiles « bootstrapés »),
ce qui requiert soit d’effectuer beaucoup de tirages dans le ré-échantillonnage afin d’obtenir
un N élevé, soit de supposer que les quantiles bootsrapés suivent une loi gaussienne, ce
qui sera d’autant plus faux que l’ordre du quantile étudié sera élevé et que la taille de
l’échantillon sera petite.
Pour toutes ces raisons, la comparaison des quantiles extrêmes de précipitations sera
plutôt testée grâce à une autre méthode, mise en place par De Lozzo (2009).
L’idée consiste à modéliser la queue de distribution par une fonction POT (Peak Over
Threshold) Fu représentant les valeurs dépassant le seuil u. Lorsque u tend vers l’infini Fu
tend vers la loi de Pareto Généralisée (GPD, Generalized Pareto Distribution) H(y, ψ, ξ)
donnée par :
H(y, ψ, ξ) =
{




ξ si ξ 6= 0
1− e−yψ si ξ = 0 (2.17)
où ψ est le paramètre d’échelle et ξ le paramètre de forme.





ξ − 1] (2.18)
où ζu est la probabilité qu’une valeur de l’échantillon dépasse le seuil u (ζu = P (X > u)).
ψ et ξ sont alors estimés par maximum de vraisemblance, et ζu est estimé par Nu/N
où N est la taille de l’échantillon considéré et Nu le nombre de données de l’échantillon
dépassant le seuil u. On obtient ainsi un estimateur de qα, noté qˆα.
Par suite des propriétés de l’estimateur du maximum de vraisemblance appliquées à ψˆ et
ξˆ, on aboutit à :
qˆα → N (qα, σ2qα) (2.19)
où (qα, σ2qα) est la loi normale d’espérance qα et d’écart type σqα, σqα étant une notation
faisant intervenir l’ensemble des données de l’échantillon, les paramètres ψ, ξ et ζu, ainsi
que les tailles N et Nu et l’ordre α du quantile qα (voir De Lozzo (2009) pour l’expression
de σqα).
L’égalité de deux quantiles d’ordre α, qα,1 et qα,2 peut alors être évaluée par un test de




Pour le choix du seuil u on prendra la valeur correspondant au quantile d’ordre 98% des
échantillons testés.
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2.4 Climatologies de référence
Pusieurs jeux de données sont utilisés pour la validation des expériences réalisées (simu-
lations « hindcast », « Big-Brother » ou période de contrôle des scénarios de changement
climatique). L’essentiel de l’analyse des résultats prendra pour référence les climatologies
CRU TS 2.1 et SAFRAN. Elles présentent toutes deux l’avantage d’être des climatologies
en points de grille, et comme nous l’avons mentionné au chapitre 1, ce format facilite l’ana-
lyse des sorties de modèle dans la mesure où il fournit une couverture spatiale homogène,
plus aisément comparable aux champs simulés. Ce faisant, il implique un traitement des
données – interpolation ou assimilation – qui interdit de pouvoir parler stricto sensus d’ob-
servations pour qualifier ces données qui représentent davantage une valeur moyenne sur
les mailles de leur grille qu’une observation ponctuelle.
2.4.1 La climatologie CRU TS 2.1
Pour la validation des champs moyen, on se basera sur la climatologie CRU TS 2.1
(Mitchell and Jones, 2005). Tous les détails concernant la méthode de construction de
cette climatologie figurent dans Mitchell and Jones (2005), seules les caractéristiques du
produit final sont rappelées ici.
CRU TS 2.1 fournit des séries mensuelles sur la période 1901-2002 à une résolution de 0.5˚
sur tout le globe (soit environ 50 km sur l’Europe) pour les variables suivantes : température
à 2 mètres, précipitation, variation diurne de température à 2 mètres, température à 2
mètres minimale et maximale quotidienne, fréquence de jours de pluie, fréquence de jours
de gel, humidité, pression de vapeur saturante, et nébulosité.
Les données de CRU TS 2.1 sont utilisées ici pour la validation des moyennes mensuelles
de précipitations et de températures à 2 mètres. Seules ces deux variables ont donc été
extraites de la climatologie, et les moyennes mensuelles sont toutes calculées sur la période
1979-2000.
Si la couverture spatiale offerte par CRU TS 2.1 en fait une référence adéquate pour
une validation basique des expériences réalisées, sa résolution spatio-temporelle ne permet
pas de s’intéresser aux extrêmes de précipitations quotidiennes, pour lesquelles ce sont les
données de l’analyse de SAFRAN qui seront exploitées.
2.4.2 L’analyse SAFRAN
SAFRAN (Système d’Analyse Fournissant des Renseignements Atmosphériques à la
Neige) fournit des données au pas de temps horaire à 8 km de résolution sur la France,
pour la période 1958-présent. Seules les précipitations, ramenées à la fréquence quotidienne,
sont utilisées ici.
Dans ses premières versions (Durand et al., 1993, 1999), ce produit était destiné à fournir
des paramètres utiles à la prévision du risque d’avalanche par un modèle de neige, il ne
couvrait de ce fait que les zones de montagne. Ses spécifications se sont ensuite élargies
afin de pouvoir être utilisé comme composante atmosphérique dans l’outil de suivi de la
ressource en eau et de prévision des crues et des sécheresses SAFRAN-ISBA-MODCOU
(SIM) (Habets et al., 2008). L’analyse SAFRAN s’est alors étendue à l’ensemble du terri-
toire de France métropolitaine. La version utilisée ici est celle décrite dans Quintana-Seguí
et al. (2008) et Vidal et al. (2009).
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Le principe de construction de l’analyse SAFRAN est assez similaire au processus d’as-
similation de données dans un modèle de prévision numérique opérationnel : elle résulte
de l’intégration d’observations de stations à des ébauches issues de ré-analyses produites
par le centre européen (ECMWF). Le domaine couvert est divisé en 612 zones d’environ
1000 km2 où le climat est homogène (voir figure 2.6), chacune de ses zones contenant en
moyenne 5 à 6 points d’observation de précipitation (Vidal et al., 2009). L’analyse en tant
que telle conduit à l’estimation d’une valeur par zone et par variable, et ce pour différents
niveaux d’altitude. Cette opération est effectuée à une fréquence quotidienne pour les pré-
cipitations, ces dernières sont ensuite interpolées au pas de temps horaire. Pour terminer,
les données sont interpolées spatialement sur une grille de 8 km x 8 km en tenant compte
de l’orographie (dérivée de GTOPO30) via un profil vertical linéaire.
Dans le premier chapitre, il est fait référence à la climatologie en points de grille E-OBS
Fig. 2.6 – Zonage et orographie utilisés pour l’analyse SAFRAN (figure extraite de Quintana-Seguí et al.
(2008)
.
(Haylock et al., 2008) disponible à 25 km de résolution sur l’Europe, et nous avons men-
tionné que celle-ci n’était pas des plus appropriées pour ce qui est de la validation des
extrêmes de pluie. Hofstra et al. (2009) et Hofstra et al. (2010) ont en effet montré que
E-OBS présentait des limites assez importantes à cet égard, en raison du fait qu’un certain
nombre de maille contiennent trop peu de données de stations – et même aucune dans
certains cas – et que les opérations d’interpolation réalisées pour la construction de la cli-
matologie en points de grille conduisent à une sous-estimation des extrêmes de pluie ; les
deux effets conjugués générant des biais atteignant -19% à -50%.
La densité des observations incluses dans SAFRAN et la résolution finale du produit en
font donc un outil précieux de validation des extrêmes de précipitation simulés, en parti-
culier dans l’étude de la valeur ajoutée de l’emploi d’une très haute résolution (12.5 km)
(voir chapitre 4).
Signalons cependant que par comparaison aux données de stations d’observation, SAFRAN
sous-estime parfois les cumuls de pluies les plus importants dans le Sud-Est de la France.
Mais pour l’utilisation qui est en faite dans ce travail, cet inconvénient est moindre par
rapport à ceux qui découleraient du fait d’utiliser des valeurs ponctuelles et disparates dans
l’espace.
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2.4.3 Dates des événements précipitants intenses dans le Sud-Est
de la France (HPE)
Pour l’étude détaillée de la représentation des épisodes de pluies intenses dans le Sud-
Est de la France (HPE), je me référerai également à une liste de dates d’occurrence de
ces événements sur la période 1960-2000 (voir annexe D). Cette dernière résulte de l’ana-
lyse d’observations de stations réalisée par Nuissier et al. (2011) dans le cadre du projet
CYPRIM. Les critères objectifs permettant de définir précisément ces événements seront
détaillés au chapitre 4.
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2.5 Comparaison des champs simulées aux données de
référence
La comparaison des sorties de modèle à une climatologie de référence implique de réali-
ser une forme ou une autre d’interpolation des premières vers les secondes, ou inversement.
En modifiant ainsi les données à comparer, cette opération est susceptible d’introduire un
signal qui biaiserait l’interprétation des résultats. Pour la construction de la climatologie
en points de grille E-OBS de Haylock et al. (2008), Hofstra et al. (2008) ont comparé les
erreurs induites par six méthodes différentes d’interpolation et ont ainsi montré que la dé-
termination de la meilleure méthode à appliquer dépendait du paramètre et du diagnostic
considéré (température ou pluie, valeurs moyennes ou extrêmes, etc.).
La validation des moyennes saisonnières de température et de précipitation se fera après
interpolation par triangulation des champs simulés vers la grille de CRU TS 2.1..Celle-ci
consiste à calculer en chaque point de CRU TS 2.1 une moyenne pondérée des valeurs
simulées aux trois points de la grille (modèle) les plus proches du point d’observation
(pour plus de détails, voir la documentation en ligne : http://www.cnrm.meteo.fr/gmgec/
arpege-climat/ARPCLI-V5.1/docm/interpolation.pdf). Cette technique n’induit pas de biais
significatif dans l’évaluation des valeurs moyennes (voir Hofstra et al. (2008)), ce qui peut
s’expliquer par le fait que les disparités spatiales sont lissées par l’opération de moyenne
temporelle (pour autant que la résolution des données reste proche de celle du modèle).
La question du choix de la méthode d’interpolation est plus délicate dès lors que l’on s’in-
téresse à des données quotidiennes, et en particulier aux extrêmes de précipitation. La
méthode de triangulation, par exemple, est susceptible d’induire un lissage des valeurs ex-
trêmes qui pourrait s’avérer préjudiciable à l’analyse des résultats.
Dans la mesure où l’on admet généralement que les variables simulées par un modèle en
chacun de ses points de grille se veulent représentatives d’une valeur moyenne sur la maille
correspondante, le choix de la méthode d’interpolation à appliquer pose en fait la question
suivante :
Cherche-t-on à évaluer la capacité du modèle à reproduire la moyenne des valeurs observées
sur sa maille ou à mesurer son aptitude à représenter la réalité telle qu’elle est observée ?
Dans le premier cas, la validation d’une simulation implique de comparer les valeurs simu-
lées à une moyenne des observations sur chaque maille. Dans le second cas, il s’agit d’évaluer
l’erreur absolue commise par le modèle, ce qui implique de comparer les valeurs simulées
à un jeu de données traduisant au mieux la réalité en termes de couverture spatiale et de
précision. La problématique de la présente étude situe plutôt l’analyse des résultats dans
cette seconde perspective – et c’est aussi une raison pour laquelle SAFRAN est préférée à
la climatologie à plus basse résolution ou à des données de stations ponctuelles.
Pour la partie de l’étude se basant sur les valeurs de quantiles extrêmes (cf section 2.3), les
quantiles simulés par ALADIN-Climat seront comparés à ceux de SAFRAN après interpo-
lation au plus proche voisin sur la grille SAFRAN. Bien que cette technique d’interpolation
ne soit doute pas celle que l’on puisse considérer comme étant la plus juste, elle a le mérite
de ne pas lisser les valeurs simulées. Et compte tenu du fait qu’à la résolution envisa-
gée dans cette partie de l’étude (50 km), ALADIN-Climat sous-estime assez largement les
pluies les plus fortes, la question sera surtout de savoir quelles configurations conduisent
aux quantiles extrêmes les plus forts. Dès lors, on s’intéressera davantage à la comparaison
des valeurs de quantiles entre les expériences ALADIN-Climat, laquelle pourra se faire sans
interpolation puisque les grilles qui seront alors considérées se surperposent.
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Une autre méthode de comparaison des quantiles extrêmes sera envisagée à la section 3.3
où les simulations considérées présentent des grilles qui ne se recouvrent pas, bien que leur
résolution soit la même. Cette fois, aucune interpolation n’est réalisée et l’on utilise la
méthode de ré-échantillonnage « pooling » exposée au chapitre 1 (1.3.1) sur des boîtes de
petite taille.
La question de l’interpolation des valeurs extrêmes se complique encore lorsqu’il s’agit
de comparer les performances d’ALADIN-Climat à différentes résolutions. Les difficultés
posées par le souci d’opérer une comparaison honnête du bénéfice apporté par une plus





Ce chapitre traite de la recherche d’une configuration d’ALADIN-Climat qui soit opti-
male pour la modélisation des précipitations extrêmes sans pour autant nuire à la repré-
sentation de l’état moyen de l’atmosphère. Comme indiqué en introduction, le nombre de
paramètres à étudier étant très important, cette recherche à été limitée à un certain type
de paramètres. J’ai ainsi laissé de côté tout ce qui a trait aux paramétrisations physiques
et schémas de surface pour me concentrer sur des considérations plus en rapport avec la
géométrie du modèle, à savoir le couplage d’ALADIN-Climat avec un modèle de mer Mé-
diterranée, l’emploi de la technique de pilotage spectral, la taille du domaine d’intégration
et la résolution horizontale.
Mais avant de présenter ces études de sensibilité, nous allons examiner les performances
d’ALADIN-Climat par rapport aux observations et à d’autres modèles régionaux de climat
(RCM) à aire limitée (LAM). Pour ce faire, on se place dans une première configuration
qui sera notre point de départ pour les tests à venir.
3.1 Analyse d’une première simulation : MED50-f
3.1.1 Description de l’expérience
Fig. 3.1 – Domaine d’intégration de la simulation MED50-f. En gris clair : zone centrale (C) ; en noir :
zone intermédiaire (I) ; en pointillés : zone d’extension (E).
Pour cette première simulation, baptisée MED50-f, ALADIN-Climat est utilisé en mode
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forcé par les températures de surface de la mer (SST, Sea Surface Temperature). Les SST
qui lui sont prescrites sont des moyennes mensuelles provenant de la ré-analyse ERA-40 du
centre européen de prévision (Fiorino, 2004). Le domaine d’intégration est centré sur un
point situé au Nord de la Sicile (39˚ N-14˚ E) et couvre l’ensemble de la mer Méditerranée
avec une résolution horizontale de 50 km (voir figure 3.1). La grille de la zone centrale
compte ainsi 101 x 53 points. Le pas de temps est de 1350 secondes. Toutes les autres
caractéristiques sont celles qui ont été détaillées dans le chapitre 2.
Le modèle est piloté à ses frontières par ERA-40 sur la période 1958-2001.
3.1.2 Validation de la climatologie moyenne
Les figures 3.2 et 3.3 présentent respectivement les cartes de différences des moyennes
saisonnières de température à 2 mètres et de précipitations (mm/jour) de MED50-f par
rapport à la climatologie CRU TS 2.1 (voir chapitre 2).
Elles montrent que le modèle est globalement trop froid et trop pluvieux.
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.2 – Différence de moyennes saisonnières de température à 2 mètres (˚ C) : Modèle - CRU. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
Il présente un biais négatif de température en hiver, au printemps et à l’automne sur
l’Europe, la Turquie et le nord du Maghreb où l’erreur moyenne varie entre −1˚ C et −3˚ C
pour atteindre localement des valeurs inférieures à −3˚ C, tandis qu’en été, la température
est plus proche de la climatologie de référence avec des différences comprises entre −2˚ C
et +1˚ C presque partout dans ces régions. Sur le reste du domaine (sud du Maghreb, Nord
de l’Egypte et de la Lybie), la simulation est trop chaude au printemps et en été où les
biais moyens sont compris entre +1˚ C et +3˚ C. En hiver, les différences y sont similaires à
celles relevées en Europe, et en automne, elles restent inférieures à +/- 1˚ C.
Pour les précipitations, l’erreur en moyenne saisonnière se situe entre −1 mm/jour et +2
mm/jour. Elle est maximale au printemps sur l’Europe et en été sur le Nord du domaine,
Section 3.1 : Analyse d’une première simulation : MED50-f 49
et reste ailleurs inférieure à 1 mm/jour en valeur absolue. Toutefois, ces biais sont compris
dans la fourchette d’erreurs de l’état de l’art des modèles climatique régionaux (RCM)
à cette résolution (Gibelin and Déqué, 2003; Giorgi et al., 2004-a; Jacob et al., 2007).
Ils restent notamment proches de ceux obtenus avec d’autres RCM dans des expériences
similaires (i.e. forcées par ERA-40) réalisées dans le cadre du projet d’inter-comparaison
ENSEMBLES (Voir les cartes de biais moyens sur le site du projet : http://sites.google.
com/site/rt3validation/europe/mean-biases).
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.3 – Différences de moyennes saisonnières de précipitations (mm/jour) : Modèle - CRU. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
3.1.3 Validation des extrêmes de précipitation quotidienne
Inter-comparaison avec d’autres modèles régionaux
L’analyse qui suit se base sur les résultats de trois des études mentionnées en introduc-
tion – Frei et al. (2003), Frei et al. (2006) et Schmidli et al. (2007) – qui présentent une
inter-comparaison des extrêmes de pluie modélisés par différents RCM à 50 km de résolu-
tion sur le relief alpin. Cette zone d’étude inclut en réalité une bonne partie du quart du
Sud-Est de la France. Les autres exercices de comparaisons qui figurent dans la littérature
se prêtent moins à l’évaluation d’ALADIN-Climat que l’on cherche à réaliser ici, soit que
les résolutions des modèles qui y sont comparés sont plus fines (Arnold et al., 2009), soit
qu’elles portent sur des régions plus éloignées de celle sur laquelle ce travail de thèse se
concentre. La région alpine présente en outre l’avantage d’avoir une orographie complexe
et des cumuls de précipitations quotidiennes importants difficiles à modéliser, ce qui rend
l’évaluation et l’inter-comparaison de RCM d’autant plus pertinente.
Frei et al. (2003) étudient des simulations « hindcast » forcées par la ré-analyse ERA-15
(Gibson et al., 1999), produite par le centre européen (CEP/ECMWF) antérieurement
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à ERA-40. Les RCM utilisés sont les suivants : le modèle suisse CHRM, le modèle HA-
DRM3 du Hadley Centre, le modèle danois HIRHAM et le modèle allemand REMO (pour
les références, voir Frei et al. (2006)). Schmidli et al. (2007) ajoutent à cette comparai-
son les résultats obtenus par différentes méthodes statistiques de descente d’échelle des
champs de la ré-analyse du NCEP/NCAR, (Kalnay et al., 1996; Kistler et al., 2001) :
LOCI, CCA, MLR, MAR et ANA (voir Schmidli et al. (2007)). L’inter-comparaison de
Frei et al. (2006) inclut davantage de modèles régionaux à aire limitée, toujours à 50 km de
résolution (CHRM, HADRM 3H, HADRM3P, GKSS, HIRHAM, REMO et SMHI ; voir les
références dans Frei et al. (2006)), mais ceux-ci sont pilotés par des GCM (HADAM3H et
HADAM3P) et non par une ré-analyse comme c’est le cas pour notre simulation MED50-f,
ce qui rend la comparaison à cette étude un peu moins rigoureuse. Enfin, dans ces trois
études, la référence climatologique est une ré-analyse définie sur une grille de 0.5˚ de réso-
lution, construite à partir de données quotidiennes de stations pour la période d’ERA-15
(1979-1993) (tous les détails sont indiqués dans Frei et al. (2003)). Les diagnostics qualifiant
les extrêmes de pluie sont tirés de ceux définis pour le projet STARDEX (voir chapitre 1).
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.4 – Quantile 90% de précipitations quotidiennes (mm/jour) supérieures à 1 mm/jour de la simula-
tion ALADIN-Climat MED50-f sur l’ensemble du domaine : (a) : Hiver (DJF) ; (b) : Printemps (MAM) ;
(c) : Eté (JJA) ; (d) : Automne (SON).
Dans leur analyse des précipitations quotidiennes simulées, Frei et al. (2003) et Schmidli
et al. (2007) s’intéressent aux quantiles saisonniers d’ordre 90% des jours pluvieux (précipi-
tations quotidiennes supérieures à 1 mm/jour), tandis que Frei et al. (2006) se concentrent
sur les valeurs saisonnières de la précipitation de durée de retour 5 ans. On calcule donc
ces deux indices – que l’on désignera respectivement par Q90 et RR-5_ans – pour notre
simulation MED50-f (figures 3.4 et 3.5).
Dans MED50-f, les valeurs les plus élevées de Q90 sont atteintes en automne et sont situées
dans les Alpes, le Sud-Est de la France, et sur la côte est de l’Adriatique (voir figure 3.4).
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Au printemps, Q90 est moins fort mais ses maxima sont localisés aux mêmes endroits qu’en
automne, et l’on retrouve à nouveau en hiver ces mêmes zones d’intensité, auxquelles il
faut ajouter la côte atlantique de l’Espagne, ainsi que la Grèce et le Sud de la Turquie.
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.5 – Pluie quotidienne (mm/jour) de durée de retour 5 ans de la simulation ALADIN-Climat
MED50-f sur l’ensemble du domaine : (a) : Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) :
Automne (SON).
Le second indice d’extrême, RR-5_ans, présente un comportement similaire, sauf en été
où l’on trouve des valeurs relativement importantes au Nord du domaine (voir figure 3.5),
mais ces dernières sont en fait dues à une contamination des effets de bord du modèle.
Ces variations saisonnières correspondent à celles mises en évidence dans Frei et al. (2003)
et Frei et al. (2006) pour la région alpine. Elles s’accordent également aux observations
disponibles sur le reste de la France, comme nous le verrons plus loin.
Dans leurs inter-comparaisons respectives, Frei et al. (2003), Schmidli et al. (2007)
et Frei et al. (2006) se focalisent sur les valeurs d’automne des deux indices Q90 et
RR-5_ans, car c’est la saison durant laquelle ils sont les plus forts. C’est donc sur cette
saison que la capacité de MED50-f à simuler des valeurs correctes de Q90 et le RR-5_ans
est comparée aux performances des modèles considérés dans ces trois études.
Les cartes des Q90 d’automne issus des RCM et des méthodes statistique de descentes
d’échelle évalués dans Frei et al. (2003) et Schmidli et al. (2007) sont reprises à la figure 3.6
où l’on reporte les valeurs de ce même champ pour la simulation MED50-f.
En premier lieu, on peut constater sur cette figure l’importante valeur ajoutée apportée
par la descente d’échelle régionale sur les extrêmes de précipitation : les valeurs simulées
par ERA-40 sont en effet beaucoup plus éloignées des observations que ne le sont celles
obtenues avec les RCM et les méthodes statistiques.
En entrant plus dans le détail, il apparaît qu’ALADIN-Climat place correctement les
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trois maxima observés sur les Alpes et les Cévennes mais qu’il les sous-estime en intensité
(biais relatif de -20%). Sur le reste du pourtour méditerranéen, le biais de MED50-f est
d’environ -30%.
Fig. 3.6 – Quantile 90% de précipitations quotidiennes (mm/jour) d’automne supérieures à 1 mm/jour
sur les alpes : comparaison à d’autres RCM et méthodes de downscaling statistiques. Les 9 premières cartes
sont extraites de Schmidli et al. (2007), les deux suivantes de Frei et al. (2003), la dernière montre la
valeur du champ pour la simulation MED50-f d’ALADIN-Climat.
Les deux modèles CHRM et HADRM3H simulent des extrêmes plus intenses qui se rap-
prochent davantage des valeurs observées. Cependant, CHRM décale légèrement vers le
Sud le maximum observé sur le relief cévenol et HADRM3H tend à surestimer légèrement
les extrêmes dans les Alpes. A l’inverse, HIRHAM et REMO sous-estiment plus largement
ces maxima locaux et présentent un biais négatif équivalent à celui de MED50-f sur les
côtes françaises et italiennes.
Par comparaison aux méthodes statistiques, MED50-f se situe également dans la moyenne,
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avec une meilleure représentation des extrêmes que celle fournie par les méthodes MAR et
ANA, tandis que CCA et MLR s’avèrent plus justes que MED50-f et LOCI.
Fig. 3.7 – Pluie quotidienne (mm/jour) automnale de durée de retour 5 ans sur les Alpes : comparaison
à d’autres RCM. La première carte montre la valeur du champ pour la simulation MED50-f d’ALADIN-
Climat, les suivantes sont extraites de Frei et al. (2006).
La même comparaison est faite pour le champ de RR-5_ans de MED50-f en automne à la
figure 3.7 où sont reprises les cartes du même indice pour les RCM analysés dans Frei et al.
(2006). Rappelons que dans l’étude de Frei et al. (2006), les modèles régionaux ne sont plus
forcés par une ré-analyse comme c’est le cas pour MED50-f (et dans Schmidli et al. (2007)
et Frei et al. (2003)) mais un GCM. Cette différence rend leur comparaison à MED50-f
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un peu moins rigoureuse que celle effectuée entre MED50-f et les simulations de Schmidli
et al. (2007) et Frei et al. (2003) , mais elle reste toutefois intéressante car le nombre de
RCM pris en compte y est supérieur et que les valeurs observées de cet indice sont plus
élevées. La figure 3.7 indique que MED50-f sous-estime également l’intensité de ce second
indice dans le Sud-Est de la France et le Nord-Est de l’Italie, avec un biais compris entre
-15% et -30%. On retrouve aussi une bonne localisation des valeurs maximales (situées aux
mêmes endroits que pour Q90) mais avec une légère sous-estimation, ici comprise entre
-10% et -20%. Ces erreurs sont nettement plus faibles que celles des modèles SMHI et
HIRHAM. REMO se rapproche davantage des valeurs maximales observées que ce n’était
le cas pour le précédent indice. En revanche, il présente un biais négatif supérieur à celui
de MED50-f dans le Sud-Est de la France et le Nord de l’Italie, et il surestime les valeurs
observées dans le golfe de Gênes. HADRM3H simule quant à lui un RR-5_ans trop intense
sur les Alpes où son erreur relative oscille entre +20% et +85% mais représente avec
succès le maximum cévenol. Enfin, GKSS et CHRM sont les deux RCM les plus proches
de la réalité pour cet indice, mais ils placent un peu trop au Sud le maximum observé sur
les Cévennes.
Il ressort de ces comparaisons que les performances d’ALADIN-Climat dans sa re-
présentation des pluies extrêmes les plus intenses – tout au moins dans la simulation
MED50-f – se situent dans une bonne moyenne par rapport l’état de l’art de la modéli-
sation régionale à 50 km de résolution. Le modèle sous évalue les extrêmes les plus forts
mais l’amplitude de ses biais reste tout à fait acceptable au regard des erreurs commise
par les principaux RCM européens.
Validation par rapport à la ré-analyse SAFRAN sur la France
Les extrêmes de précipitations dans MED50-f sont à présent comparés aux données
SAFRAN sur la France. Cette climatologie offre une meilleure résolution que celle
considérée dans la section précédente. Par conséquent, elle fait état de cumuls de pluies
extrêmes plus élevés dans le Sud-Est de la France où les événements sont les plus intenses,
ce qui permet une validation à la fois plus fine et plus exigeante.
En première approche, on peut examiner localement le spectre total de précipita-
tion du modèle pour certains points de grille et le comparer à celui issu de SAFRAN. Deux
séries de diagrammes quantiles-quantiles saisonniers (quantiles d’ordre 0.1% à 99.9%) sont
présentées aux figures 3.8 et 3.9, pour deux points correspondant respectivement aux villes
de Paris et Marseille. Ils indiquent un comportement assez différent du modèle en chaque
point.
A Paris, MED50-f reste très proche des valeurs de SAFRAN sur quasiment l’intégralité
du spectre au printemps et en automne. En été, les précipitations y sont sous-estimées
à partir du quantile d’ordre 90%, tandis qu’en hiver, cette portion du spectre est assez
largement surestimée.
Sur le point de Marseille – où les extrêmes sont plus élevés – MED50-f présente un biais
négatif à partir du quantile d’ordre 90% en toute saison, excepté au printemps. Ce biais
est particulièrement marqué en automne où les cumuls les plus importants sont atteints.
Remarquons par ailleurs que pour les deux points, MED50-f surévalue les précipitations
les plus faibles et tend même à simuler plus de jours de précipitations modérées qu’il n’en
existe dans les observations. Ce défaut se retrouve en réalité sur la plupart des points
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de grille du modèle. Il est susceptible d’influer sur les valeurs de quantiles pluvieux tels
qu’ils ont été calculés au paragraphe précédent (quantiles des jours de pluies supérieures
à 1 mm/jour) sans que cela soit nécessairement le signe d’une erreur due seulement à la
mauvaise représentation des précipitations les plus intenses. En effet, le nombre de jour
de pluie faible (mais supérieure à 1 mm/jour) étant surestimé, il se trouvera davantage
d’ordre de quantiles correspondants à ces faibles valeurs et par suite, une sous-estimation
des valeurs de quantiles plus élevés.
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.8 – Diagrammes quantiles-quantiles de précipitations quotidiennes à Paris. En abscisse sont portées
les valeurs des quantiles SAFRAN, et en ordonnée, celles des quantiles modèle.(a) : Hiver (DJF) ; (b) :
Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
C’est pourquoi on préférera désormais considérer des diagnostics basés sur les valeurs de
quantiles prenant en compte tous les jours des simulations ALADIN-Climat, et non les
seuls jours pluvieux.
On s’intéresse à présent aux valeurs extrêmes du spectre de précipitation de MED50-f que
l’on cherche à comparer spatialement à celui de SAFRAN (sur la période 1958-2008 pour
SAFRAN).
Les cartes des figures 3.10 et 3.11 montrent, sur la France, les valeurs de quantiles
saisonniers 99% et 99.8% de MED50-f et de SAFRAN, ainsi que leurs différences relatives
à SAFRAN. Les valeurs des quantiles de MED50-f et SAFRAN sont représentées sur leurs
grilles respectives, sans calcul d’interpolation. Le tracé de plages de couleurs nécessite
toutefois un traitement graphique faisant intervenir de paramètres (pour tous les détails,
voir le manuel de la fonction "surface" du logiciel libre GMT), mais les valeurs de ces
deux paramètres ont été choisies pour ne pas entraîner de modification sur les valeurs
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(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.9 – Identique à la figure 3.8 pour la ville de Marseille.
maximales (pas de lissage notable des valeurs ni apparitions de faux maxima). Pour le
calcul de la différence, les quantiles de MED50-f ont été interpolés sur la grille SAFRAN
en prenant pour chacun de ses points le plus proche voisin de la grille d’ALADIN-Climat
(voir chapitre 2). Le quantile 99% correspond à une durée de retour d’environ un an, et le
quantile 99.8% à la durée de retour 5 ans précédemment étudiée.
De façon générale, on constate que MED50-f présente une bonne structure spatiale de ces
quantiles extrêmes. Les valeurs maximales sont atteintes en hiver et en automne dans le
Sud-Est de la France, avec une sous-estimation des intensités modélisées par MED50-f,
comme indiqué précédemment. Par ailleurs, la différence de comportement du modèle
entre le Nord et le Sud suggérée par l’analyse des diagrammes quantiles-quantiles se
confirme : globalement, les extrêmes sont légèrement trop forts dans le Nord (entre + 10%
et + 20% de biais, localement davantage) et trop faibles dans le Sud (mêmes ordres de
grandeurs dans le Sud-Ouest, et jusqu’à -50 % – localement -70 % – dans le Sud-Est). Il
est toutefois assez remarquable que l’erreur relative n’augmente quasiment pas à mesure
que l’on avance dans le spectre ; on observe même une diminution du biais en été dans le
Sud de la France.
Le reste de cette analyse se focalise sur notre région principale d’étude : le Sud-Est
de la France. Celle-ci est définie par le boîte de coordonnées 1˚ 30’E–10˚ E/41˚ N–45˚ N (voir
figure 3.12).
On s’intéresse tout d’abord au cycle annuel des précipitations les plus intenses dans cette
région. Pour ce faire, on calcule en chaque point de grille de la boîte Sud-Est la série
des maxima quotidiens de précipitation sur toute la période de simulation 1958-2001,





Fig. 3.10 – Quantiles saisonniers d’ordre 99% (mm/jour) dans SAFRAN (à gauche), MED50-f (à
droite) et différences relatives (MED50-f - SAFRAN). (a) : Hiver (DJF) ; (b) : Printemps (MAM) ; (c) :
Eté (JJA) ; (d) : Automne (SON).
max(jj, k), donnée par :
max(jj, k) = max
1958≤y≤2001
RR(jj(y), k) (3.1)
où k est le numéro du point de grille considéré dans la boîte Sud-Est, y l’année, jj(y) le
jour de l’année y, et RR(jj(y), k) la précipitation au point k pour le jour jj de l’année y.
Cette série est ensuite moyennée spatialement sur tous les points de boîte et l’on obtient





Fig. 3.11 – Identique à la fig. 3.10 pour les quantiles d’ordre 99.8%.
ainsi la grandeur m(jj) :








où N est le nombre de points de grille appartenant à la boîte Sud-Est dans la grille consi-
dérée (SAFRAN ou MED50-f).
Le cycle annuel de m(jj) pour MED50-f et pour SAFRAN est représenté à la figure 3.13.
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Fig. 3.12 – Boîte Sud-Est de la France (1˚ 30’E–10˚ E/41˚ N–45˚ N) tracée en rouge sur la carte du quantile
d’automne (SOD) SAFRAN d’ordre 99.8%.
Fig. 3.13 – Cycle annuel max(jj, k)
k
(mm/jour) sur la boîte Sud-Est (figure 3.12). En noir : SAFRAN ;
en rouge : MED50-f. En traits tiretés : valeurs quotidiennes ; en traits pleins : moyenne glissante sur 30
jours. Les traits horizontaux indiquent la valeur moyenne de m pour SAFRAN et MED50-f.
Afin de lisser la forte variabilité se produisant d’un jour à l’autre et de mettre en évidence
les variations mensuelles, une moyenne glissante de 30 jours est opérée sur les courbes.
Il apparaît alors que dans cette région, les extrêmes les plus intenses sont bien observés
durant les mois de septembre, octobre, novembre et décembre, ce qui correspond à la
période d’étude de ces événements dans le projet CYPRIM (voir chapitre 1). La simulation
MED50-f modélise correctement ces variations saisonnières, bien qu’elle sous-estime
l’intensité des maxima. Par la suite, on retiendra donc la saison SOND pour l’analyse de
ces événements extrêmes.
La figure 3.14 présente des cartes de quantiles similaires à celles de la figure 3.11
mais pour la saison SOND dans le Sud-Est de la France et pour les ordres de quantiles
suivants :
– 97.5%(durée de retour : 3 fois par an),
– 98.4%(durée de retour : 2 fois par an),
– 99.2%(durée de retour de 1 an),
– 99.6%(durée de retour de 2 ans),
– 99.8%(durée de retour de 4 ans),
– 99.9%(durée de retour de 8 ans).
Cette exploration plus fine des précipitations extrêmes montre que jusqu’au quantile 98.4%,
60 Chapitre 3 : Recherche d’une configuration optimale
les fortes valeurs de quantiles SAFRAN sont concentrées sur le relief cévenol. Ce n’est qu’en-
suite qu’elles s’étendent dans l’Aude, les Pyrénées orientales, les Alpes maritimes, la Corse
et dans une moindre mesure sur le reste du littoral méditerranéen. Ce comportement est
relativement bien modélisé par MED50-f, qui localise correctement les maxima de quantiles
extrêmes malgré une sous-estimation marquée (en particulier à l’Est du domaine et sur la
Corse). On retrouve par ailleurs la relative stabilité des erreurs relatives précédemment
relevée. En effet, elles n’augmentent pas, ou peu, à mesure que l’on progresse vers la fin du
spectre et le biais du modèle n’est ainsi pas plus important pour une durée de retour de 1
ou 8 ans.







Fig. 3.14 – Quantiles extrêmes de précipitations quotidiennes (mm/jour) pour la saison SOND dans le
Sud-Est de la France. A gauche : MED50-f ; au centre :SAFRAN ; à droite : différence relative (Modèle -
SAFRAN) (%).
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Pour clore cette partie de validation, on examine rapidement la variabilité interannuelle
des extrêmes de précipitation simulés par MED50-f. Un diagnostic permettant de rendre
compte de la structure spatiale de son amplitude est représentée sur les cartes de la fi-
gure 3.15. Il s’agit de la valeur de l’écart type de la série des maxima annuels de pluie
quotidienne pour la saison SOND (écart type de max(k, jj(y))).
(a) MED50-f (b) SAFRAN
Fig. 3.15 – Variabilité interannuelle des précipitations quotidiennes extrêmes (mm/jour) : écart type du
maximum annuel de précipitation pour la saison SOND. (a) : MED50-f ; (b) : SAFRAN.
Il apparaît que c’est dans le Sud-Est de la France et dans les Pyrénées – là où l’on observe
les intensités de précipitation les plus fortes – que la variabilité des maxima de pluie est la
plus grande dans les observations SAFRAN. Les valeurs les plus importantes sont atteintes
dans les Cévennes, en Corse et dans le Languedoc-Roussillon. MED50-f sous-estime ces
amplitudes mais présente une structure spatiale de variabilité des pluies relativement proche
des observations, quoique les maxima présents sur la Corse et le Languedoc-Roussillon ne
se détachent pas aussi nettement.
3.1.4 Conclusions
Cette validation préliminaire aux études de sensibilité indique que la version 5.1
ALADIN-Climat à 50 km de résolution sur la Méditerranée présente des caractéristiques
conformes à l’état de l’art de la modélisation climatique régionale à cette résolution, tant
dans les valeurs moyennes que dans les extrêmes de précipitations.
La ré-analyse SAFRAN a permis de réaliser une validation plus fine de la représentation
des précipitations intenses se produisant dans le Sud-Est de la France à l’échelle de temps
climatique. Elle montre que si ALADIN-Climat en simule correctement le cycle annuel et la
localisation, il en sous-estime assez fortement leur intensité. Pour autant, cette limitation
ne l’empêche pas nécessairement de représenter les HPE. En effet, si l’on se place du point
de vue des extrêmes du modèle, on s’aperçoit que pour des événements réellement observés,
les précipitations simulées correspondent à des ordres très élevés de quantiles. C’est ce que
les figures 3.16 et 3.17 illustre pour la situation des 19 et 20 octobre 1994 : les cumuls de
précipitation de MED50-f sont certes plus faibles que ceux de SAFRAN mais les ordres des
quantiles coïncident.
L’examen d’un cas unique ne permet pas de conclure à l’existence et la validité du lien
statistique qui semble se dessiner. Cette question sera traitée en détail dans le chapitre
suivant. Mais cette illustration confirme néanmoins qu’en dépit de la sous-évaluation des
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valeurs extrêmes de précipitation, il n’est pas vain de chercher une configuration du mo-
dèle qui permette de représenter au mieux les extrêmes de précipitation pour étudier ces
évènements intenses dans ALADIN-Climat.
(a) Précipitation
(b) Ordre de quantile saisonnier (SOND) correspondant
Fig. 3.16 – Situation du 19 octobre 1994. (a) : Cumul de précipitation (mm) ; (b) : ordre de quantile
saisonnier (SOND) correspondant (%). MED50-f à gauche et SAFRAN à droite.
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(a) Précipitation
(b) Ordre de quantile saisonnier (SOND)
Fig. 3.17 – Identique à 3.16 pour la situation du 20 octobre 1994.
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3.2 Sensibilité au couplage
Comme nous l’avons vu dans le premier chapitre, les processus physiques en jeu lors
des évènements précipitants intenses en Méditerranée dépendent en partie des paramètres
de surface de la mer, par le biais des flux turbulents océan-atmosphère. Lebeaupin-Brossier
et al. (2006) ont notamment montré que dans un modèle non-hydrostatique à haute ré-
solution, une augmentation (respectivement une atténuation) de la SST provoquait une
intensification (respectivement une diminution) des cumuls de précipitations modélisées
lors de ces évènements. Le couplage d’ALADIN-Climat au modèle de mer Méditerranée
NEMOMED8 est donc susceptible de jouer sur la représentation de ces pluies. Lebeaupin-
Brossier et al. (2006) indiquent toutefois qu’en faisant varier la SST sous l’influence des
flux océan-atmosphère au cours de leurs expériences, ils n’obtiennent pas d’impact de cette
rétroaction sur la prévision à court terme des évènements de précipitations intenses étu-
diés. Cependant, ce résultat se fonde sur des études de cas particuliers avec un modèle de
prévision numérique à courte échéance. Il ne permet donc pas de préjuger de l’influence du
couplage du point de vue statistique qui est le nôtre en climat, au travers de simulations
menées sur de longues périodes de temps.
3.2.1 Simulations réalisées
Pour cette première étude de sensibilité, on compare deux simulations forcées par ERA-
40 :
– la simulation MED50-f étudiée dans la section précédente,
– la simulation couplée équivalente : MED50-c.
Hormis le couplage à NEMOMED8 (réalisé à une fréquence quotidienne), MED50-c pré-
sente exactement les mêmes caractéristiques que MED50-f (voir 3.2.1) .
Le choix du forçage latéral par ERA-40 plutôt qu’en configuration « modèle parfait » (cf
chapitre 2) se justifie ici par l’impossibilité de définir une réalité virtuelle que l’on pour-
rait prendre pour référence « parfaite ». En effet, la question qui se poserait dans ce cadre
d’étude serait de savoir si la simulation « Big Brother » devrait être forcée ou couplée, ce
qui dans un cas comme dans l’autre reviendrait à poser par avance la conclusion de l’étude
de sensibilité.
3.2.2 Comparaison de la climatologie moyenne
Comme l’indiquent les figures 3.18 et 3.19, les différences de moyennes saisonnières de
précipitations et de températures à 2 mètres entre MED50-f et MED50-c sont quasiment
nulles sur terre, et elles sont modérées sur mer. Ce résultat rejoint ceux mis en évidence
par Somot (2005), Somot et al. (2008) et Artale et al. (2009). Ces auteurs montrent qu’en
climat présent, le couplage d’un modèle de mer Méditerranée à un RCM sur cette région
ne modifie pas la climatologie des variables atmosphériques sur terre. Ceci peut s’expliquer
par le fait qu’à cette échelle de temps, le climat modélisé est avant tout régi par le forçage
aux frontières du RCM et la valeur moyenne de la SST. Ainsi, dès lors que le modèle
d’océan simule des SST moyennes proches de celles prescrites par ERA-40 en mode forcé,
il est naturel de retrouver des moyennes saisonnières sensiblement égales à celles issues du
modèle forcé, et cette similitude indique une bonne stabilité du modèle couplé.
L’éventuelle valeur ajoutée du couplage est davantage attendue sur des processus d’échelle
spatio-temporelle plus fine, tels que les événements précipitants intenses en Méditerranée.
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(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.18 – Différence de moyennes saisonnières de température à 2 mètres (˚ C) : Couplé - Forcé. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
(a) DJF (b) MAM
(c) JJA (d) SON
Fig. 3.19 – Différence de moyennes saisonnières de précipitations (mm/jour) : Couplé - Forcé. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
3.2.3 Comparaison des extrêmes de précipitation quotidienne
Extrêmes sur l’ensemble du domaine
Avant de se focaliser sur les événements intenses dans le Sud-Est de la France, on consi-
dère les précipitations extrêmes sur l’ensemble du domaine de nos deux simulations. Pour
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(a) DJF (b) DJF
(c) MAM (d) MAM
(e) JJA (f) JJA
(g) SON (h) SON
Fig. 3.20 – Différence de quantile 99% saisonnier de précipitations quotidiennes (mm/jour) : Couplé -
Forcé. A gauche ((a), (c), (e), (g)) : différences. A droite ((b), (d), (f), (h)) : différences statistiquement
significatives. (a) et (b) : Hiver (DJF) ; (c) et (d) : Printemps (MAM) ; (e) et (f) : Eté (JJA) ; (g) et (h) :
Automne (SON).
ne pas alourdir l’analyse de ce premier aperçu de l’impact du couplage sur ce paramètre,
on se limitera à la représentation du quantile saisonnier d’ordre 99%.
Les cartes de la figure 3.20 présentent les différences observées entre MED50-f et MED50-c
pour ce quantile et précisent celles qui sont significatives à 5%. Le test statistique réalisé à
cette fin est celui détaillé au chapitre 2. On constate que si les différences peuvent atteindre
des valeurs assez élevées, notamment sur mer en hiver et en automne, elles ne sont que très
68 Chapitre 3 : Recherche d’une configuration optimale
rarement significatives à ce niveau de confiance du test, exception faite de la diminution
observée sur mer dans l’Est du bassin en automne.
L’analyse des quantiles d’ordre supérieur conduit à la même conclusion : le couplage ne
joue quasiment pas sur les valeurs des quantiles extrêmes de précipitations sur terre. Il
importe cependant d’examiner de plus près les différences observées pour le Sud-Est de la
France.
Extrêmes dans le Sud-Est de la France
A titre d’illustration, on considère un événement (HPE) particulier : le cas des 19 et
20 octobre 1994, envisagé en conclusion dans le paragraphe de validation de MED50-f. Les
cartes des figures 3.21 et 3.22 montrent qu’en termes de cumuls de précipitations, les deux
simulations restent assez proches pour cet événement.
(a) MED50-c (b) MED50-f (c) SAFRAN
Fig. 3.21 – Cumuls de précipitation quotidienne (mm) pour la situation du 19 octobre 1994. (a) :
MED50-f ; (b) : MED0-c ; (c) : SAFRAN.
(a) MED50-c (b) MED50-f (c) SAFRAN
Fig. 3.22 – Identique à 3.21 pour la situation du 20 octobre 1994.
La simulation couplée produit un cumul moins important – et donc moins réaliste – aux
points de grille où les pluies sont les plus intenses. Elle parvient cependant mieux à re-
produire les précipitations sur la côte varoise du 19 octobre, mais elle les surestime le
lendemain. La différence de SST (voir figures 3.23) permet d’expliquer en partie ces diffé-
rences : MED50-c simule une température de surface plus froide dans le golfe du Lyon, ce
qui conduit à des flux de chaleur moins importants pour alimenter la zone de précipitations
maximales. En particulier, le flux de chaleur latente s’en trouve fortement réduit (cf figure
3.23).
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(a) SST (b) Chaleur latente
Fig. 3.23 – Situation du 20 octobre 1994. (a) : différences de SST (˚ C) entre MED50-c (couplé) et
MED50-f (forcé). (b) : Différence de flux de chaleur latente (W/m2) entre MED50-c (couplé) et MED50-f
(forcé) (Couplé - forcé).
Nous n’entrerons pas plus avant dans le détail des processus physiques en jeu pour cet
évènement précis, car le propos est ici d’évaluer l’impact du couplage sur l’ensemble de la
simulation, autrement dit, d’un point de vue statistique.
Pour ce faire, on s’intéresse aux quantiles extrêmes de précipitation pour la saison SOND,
après avoir vérifié que le couplage ne modifiait pas le cycle saisonnier des pluies intenses
(voir figure 3.24).
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SAFRAN : moyenne glissante 30 jours
MED50-f : moyenne glissante 30 jours
MED50-c : moyenne glissante 30 jours
Fig. 3.24 – Cycle saisonnier du maximum temporel des précipitations quotidiennes (mm/jour) dans le
Sud-Est de la France (moyenne spatiale des maxima locaux). En noir : SAFRAN; en rouge : MED50-f ;
en bleu : MED50-c. En traits tiretés : valeurs quotidiennes ; en traits pleins : moyenne glissante sur 30
jours.
Les différences des quantiles d’ordre 98.4%, 99.2%, 99.6%, 99.8% et 99.9% entre les deux
simulations sont représentées sur la figure 3.26 qui détaille pour chacun d’entre eux :
– la p-value du test de significativité des différences (plus la p-value est faible, plus
la probabilité que la différence soit due au hasard est faible, i.e. plus le niveau de
confiance du test est grand),
– la valeur des différences relatives (par rapport à MED50-c) aux points où la p-value
est inférieure à 20%,
– la valeur des différences relatives aux points où la p-value est inférieure à 5% , ce qui
correspond au niveau de confiance retenu précédemment.
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Cette analyse montre que si les p-value sont plus faibles pour les premiers quantiles, les
différences relatives restent minimes (inférieures à 2% presque partout). Elles sont un peu
plus importantes en fin de spectre (sans toutefois dépasser 10%) mais avec des valeurs de
p-value correspondantes plus élevées (et donc moins significatives).
La sensibilité des valeurs extrêmes de précipitations au couplage avec l’océan reste minime.
Ce résultat n’empêcherait pas nécessairement d’observer une modification de la variabilité
interannuelle de ces pluies intenses entre les deux simulations. Mais là encore (figure 3.25),
on s’aperçoit que le couplage n’a que peu d’influence.
(a) MED50-f (b) MED50-c (c) SAFRAN
Fig. 3.25 – Variabilité interannuelle des précipitations quotidiennes extrêmes (mm/jour) : écart type du
maximum annuel de précipitation pour la saison SOND. A gauche : MED50-f ; au centre : MED50-c ; à
droite : SAFRAN.
3.2.4 Conclusion
En définitive, il s’avère que le couplage d’ALADIN-Climat à 50 km de résolution avec
NEMOMED8 n’influe quasiment pas sur la représentation des précipitations intenses,
notamment dans le Sud-Est de la France. Il peut certes conduire à quelques différences
lors de certains épisodes mais statistiquement, on n’observe pas de changements qui soient
significatifs. Il est probable qu’une fréquence de couplage plus fine serait nécessaire pour
pouvoir simuler une véritable rétroaction de la surface de la mer Méditerranée sur l’atmo-
sphère lors de ces brefs épisodes de pluies intenses, comme l’ont montré Lebeaupin-Brossier
et al. (2009) dans un autre cadre d’étude. Auquel cas, il faudrait s’attendre à une atténua-
tion des extrêmes dans le modèle, par suite du refroidissement de SST provoqués par les
événements précipitants. Or si du point de vue des processus, ce raffinement serait plus
proche de la réalité, il aggraverait malheureusement le défaut majeur d’ALADIN-Climat
dans la représentation de ces extrêmes, à savoir la sous-estimation de leur intensité, outre
que le coût numérique des simulations s’en trouverait substantiellement augmenté.
C’est ce qui motive le choix de la configuration en mode forcé pour la suite des tests de
sensibilité.






Fig. 3.26 – Différences relatives (%) de quantiles extrêmes d’automne (SOND) de précipitations quo-
tidiennes entre MED50-c et MED50-f (couplé - forcé). A gauche : P-values des différences. Au centre :
Différences. A droite : Différences statistiquement significatives à 5%.
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3.3 Sensibilité à la taille du domaine et à l’emploi de
la technique de pilotage spectral
La présente section porte sur les impacts respectifs de la taille du domaine d’intégration
et de l’utilisation de la technique de pilotage spectral (« spectral nudging ») détaillée dans
le chapitre 2. Ce travail a fait l’objet d’un article scientifique publié dans la revue Tellus A.
Il figure tel quel à la suite d’un résumé de l’étude en français. Il est ensuite complété par
l’examen de la significativité statistique des différences observées pour les précipitations
extrêmes se produisant dans le Sud-Est de la France.
3.3.1 Résumé de l’article
Deux sources d’incertitude des modèles de climat régionaux à aire limitée (LAM) sont
explorées dans cette étude : l’emploi du pilotage spectral et la taille du domaine d’intégra-
tion. Plus précisément, on s’intéresse à la sensibilité des précipitations extrêmes du modèle
ALADIN-Climat à ces deux paramètres. Un jeu de trois simulations est réalisé à cette
fin. Elles sont conduites dans le cadre idéalisé d’étude désigné sous le nom de « approche
en modèle parfait » ou « Big-Brother », où ALADIN-Climat est piloté par son modèle
« père » global, ARPEGE-Climat, utilisé à la même résolution. Les résultats relatifs à la
climatologie moyenne sont conformes à ceux obtenus dans des études antérieures : le pilo-
tage spectral permet de réduire les éventuels biais systématiques du modèle et le domaine
d’intégration doit être suffisamment étendu pour que la zone d’intérêt se trouve à bonne
distance des frontières latérales. Pour ce qui est de l’impact de ces deux paramètres sur
les précipitations extrêmes, les résultats indiquent que ni l’emploi du pilotage spectral ni
l’utilisation d’un domaine relativement petit ne détériore les extrêmes du modèle – excepté
à proximité des frontières latérales pour le petit domaine.
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3.3.2 Article
Tellus (2010), 62A, 591–604 C© 2010 The Authors
Tellus A C© 2010 International Meteorological Institute in Stockholm
Printed in Singapore. All rights reserved
T E L L U S
Sensitivity study of heavy precipitation in Limited Area
Model climate simulations: influence of the size of the
domain and the use of the spectral nudging technique
By JEA N N E C O LIN 1∗, M IC H EL D ´EQ U ´E 1, R A LU C A R A D U 2 and SA M U EL SO M OT 1,
1Me´te´o France CNRM/GMGEC CNRS/GAME, 31057 Toulouse, France; 2National Meteorological
Administration LNM, Bucharest, Romania
(Manuscript received 27 October 2009; in final form 21 May 2010)
ABSTRACT
We assess the impact of two sources of uncertainties in a limited area model (LAM) on the representation of intense
precipitation: the size of the domain of integration and the use of the spectral nudging technique (driving of the
large-scale within the domain of integration). We work in a perfect-model approach where the LAM is driven by
a general circulation model (GCM) run at the same resolution and sharing the same physics and dynamics as the
LAM. A set of three 50 km resolution simulations run over Western Europe with the LAM ALADIN-Climate and the
GCM ARPEGE-Climate are performed to address this issue. Results are consistent with previous studies regarding
the seasonal-mean fields. Furthermore, they show that neither the use of the spectral nudging nor the choice of a small
domain are detrimental to the modelling of heavy precipitation in the present experiment.
1. Introduction
Over Europe, intense precipitation episodes are among the most
destructive weather events in terms of human losses and ma-
terial damages. Consequently, the possible evolution of their
frequency and/or intensity in the context of climate change is
of great concern. A number of studies addressed this issue by
presenting climate change scenarios (e.g. Sa´nchez et al., 2004;
Semmler and Jacob, 2004; Gao et al., 2006; Christensen and
Christensen, 2007; Beniston et al., 2007; Boberg et al., 2009).
Overall, they suggest a future increase of extreme rainfall in
northern Europe in summer as well as in winter, whereas in the
South, extreme summer precipitation in the Mediterranean re-
gion would become more frequent (for complete review on this
specific region, see Giorgi and Lionello, 2007). Nonetheless,
there are still efforts to be put in the assessment of our abilities
to simulate such features in present-day climate. Research has
been led to determine their sensitivity to some of the sources of
uncertainties implied in their modelling at climatic time scales.
For example, Ra¨isa¨nen and Joelsson (2001) compared the mod-




Boberg et al. (2009) further questioned this issue by consid-
ering the precipitation spectra in the PRUDENCE ensemble,
Schmidli et al. (2007) assessed the respective performances of
several statistical and dynamical downscalings of precipitation
over the European Alps and De´que´ and Somot (2008) focused
on the impact of a model’s resolution on its representation of
extreme precipitation over France. However, these sensitivity
studies have not covered all the sources of uncertainties yet. In
particular, the respective influences of the domain size and the
use of the spectral nudging technique in regional climate models
(RCMs) on heavy rainfall have not been thoroughly investigated
yet.
Most of heavy precipitation events involve small-scale pro-
cesses and local orography effects which cannot be taken into
account with coarse meshes. For this reason, global circula-
tion models (GCMs) are unable to represent them properly. In-
deed, performing global simulations covering long periods of
time is still computationally too expensive to allow resolutions
finer than 100 km. This limit may not prevent GCMs from suc-
cessfully reproduce large-scale features of climate but it makes
GCMs inadequate tools to simulate local characteristics. Since
regional climate modelling issues have drawn an increasing at-
tention over the past two decades, several ways to produce af-
fordable high-resolution simulations over a given area of interest
have been designed. Here, we only consider the most popular
and commonly used one: limited area models (LAMs). And we
Tellus 62A (2010), 5 591
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3.3.3 Complément : significativité des différences pour le Sud-
Est de la France
La question de la significativité statistique des différences observées entre les trois si-
mulations EU50, EU50-n et FR50, a été laissée en suspens dans cet article. Le propos de
l’étude était avant tout de déterminer si le pilotage spectral et l’emploi d’un petit domaine
d’intégration étaient ou non nuisibles à la représentation des extrêmes de précipitation
et il s’est avéré que ce n’était pas le cas. Les diagrammes quantiles-quantiles suggèrent
cependant que la représentation des précipitations extrêmes connait une légère améliora-
tion dans les simulations EU50-n (grand domaine avec pilotage spectral) et FR50 (petit
domaine) par rapport à la simulation EU50 (grand domaine, sans pilotage spectral). En
complément de ce travail, on s’intéresse à présent à la question de savoir si ces différences
sont statistiquement significatives ou non.
Par souci de cohérence avec le reste de ce travail de thèse, la présente analyse se concentre
sur les précipitations intenses se produisant en automne (saison SOND) dans le Sud-Est de
la France. La question étant de savoir si le pilotage spectral (respectivement la diminution
de la taille du domaine) influe significativement ou non sur ces extrêmes, on s’attachera à
comparer les quantiles respectivement simulés par EU50-n et FR50 à ceux de EU50.
Pilotage spectral
La figure 3.27 montre les différences significatives à un niveau de confiance du test
de 5% pour les quantiles d’ordre 98.4%, 99.2%, 99.6%, 99.8% et 99.9%. On constate que
jusqu’au quantile d’ordre 99.6% (durée de retour de 2 ans), ces différences restent assez
faibles dans le Sud-Est de la France (moins de 10% de différences, localement 20%), elles
s’accentuent dans la toute fin du spectre, mais sans que l’on puisse observer de tendance
nette à l’accentuation ou à l’atténuation. La seule tendance claire qui semble se dégager
concerne l’Ouest de la France où EU50-n modélise des valeurs d’extrêmes moins fortes
que EU50. Or il a été précédemment établi que pour cette région, EU50 simulait des
extrêmes de précipitations trop importants par rapport à la simulation de référence « Big-
Brother » (voir figures 4-e et 4-f de l’article et figure 3.29 ci-après). Le pilotage spectral y
améliore donc quelque peu la représentation des extrêmes de pluies. Ailleurs, l’absence de
dégradation significative est confirmée.
Taille du domaine
Une analyse identique est conduite pour les différences observées entre les simulations
FR50 et EU50 (figure 3.28). On constate alors que l’atténuation marquée (jusqu’à -50%
de différence) des précipitations sur le bord Ouest du domaine est bien statistiquement
significative, comme on pouvait le suspecter. Mais en dehors de cette zone, on n’observe
aucun signal à ce niveau de confiance du test. La très légère amélioration que l’emploi du
petit domaine d’intégration semblait apporter sur la représentation des valeurs extrêmes
dans le Sud-Est de la France n’est donc pas significative.
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(a) q98.4% (b) q99.2% (c) q99.6%
(d) q99.8% (e) q99.9%
Fig. 3.27 – Significativité de l’impact du pilotage spectral sur les quantiles extrêmes de précipitations
pour la saison SOND : Différences relatives (%) significatives au niveau de confiance 5% entre EU50-n
(avec pilotage spectral) et EU50 (sans pilotage spectral).
(a) q98.4% (b) q99.2% (c) q99.6%
(d) q99.8% (e) q99.9%
Fig. 3.28 – Significativité de l’impact de la taille du domaine sur les quantiles extrêmes de précipitations
pour la saison SOND : Différences relatives (%) significatives au niveau de confiance 5% entre EU50 (grand
domaine) et FR50 (petit domaine).
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(a) ARP50 (Big-Brother) (b) EU50
(c) EU50-n (d) FR50
Fig. 3.29 – Quantile 99.8% de précipitations (mm/jour) pour la saison SOND. (a) : Simulation de
référence « Big-Brother » (ARP50) ; (b) : Simulation sans pilotage spectral sur le grand domaine (EU50) ;
(c) : simulation avec pilotage spectral sur le grand domaine (EU50-n) ; (d) : simulation sans pilotage
spectral sur le petit domaine (FR50).
3.3.4 Conclusions
Cette étude a montré que la technique de pilotage spectral permettait de réduire les
éventuels biais systématiques d’ALADIN-Climat sans pour autant nuire à la représentation
des précipitations extrêmes. Celle-ci s’en trouve même améliorée dans certaines région du
domaine d’étude. Pour ce qui est de l’impact de cette technique sur les pluies intenses dans
le Sud-Est de la France, on n’observe pas de tendance significative à l’augmentation ou la
diminution des quantiles extrêmes de précipitation en automne. Le signal n’y est pas nul,
mais indistinct quant à son signe.
L’analyse de la sensibilité à la taille du domaine d’intégration indique que le choix d’un
domaine relativement peu étendu (FR50) ne détériore pas non plus les extrêmes de pré-
cipitations simulés dans cette région, exception faite de la Corse qui se trouve dans cette
configuration trop proche du bord Est. L’utilisation du domaine FR50 présente des biais
de précipitations (moyennes et extrêmes) significatifs au voisinage de son bord Ouest, mais
celui-ci reste assez éloigné de notre zone d’intérêt pour que ce défaut ne présente pas d’in-
convénient pour les analyses ultérieures.
Ces résultats m’ont amenée à retenir le domaine FR50 sur lequel l’impact d’une augmen-
tation de la résolution horizontale va à présent être évalué. Ce choix conduit cependant
à exclure la Corse de la région d’étude. C’est une des limites de ce travail, elle s’accorde
toutefois avec les orientations qui ont été prises dans le projet CYPRIM où la Corse a éga-
lement été écartée de la région d’étude car les situations synoptiques correspondant aux
90 Chapitre 3 : Recherche d’une configuration optimale
épisodes de pluies intenses affectant la Corse différant trop des autres, il s’est avéré qu’une
étude spécifique à cette seule région aurait été nécessaire.
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3.4 Sensibilité à la résolution : un premier aperçu
Dans cette dernière partie, on s’intéresse à la sensibilité des pluies extrêmes d’ALADIN-
Climat à la résolution horizontale du modèle. L’extension géographique du domaine FR50
permet en effet de réaliser des expériences à haute résolution, pour un coût numérique
raisonnable.
Le travail réalisé dans le cadre du projet ENSEMBLES a montré que le passage d’une
résolution de 50 km à 25 km présentait pour ALADIN-Climat un intérêt limité (S.
Somot et M. Déqué, communication personnelle (2008), Sanchez-Gomez et al. (2009)).
Pour ce qui est des précipitations extrêmes, les travaux de Arnold et al. (2009) in-
diquent qu’à 25 km de résolution, ALADIN-Climat simule des cumuls semblables à ceux
qui viennent d’être examinés dans les expériences à 50 km de résolution. C’est pour-
quoi nous avons choisi de passer directement d’une maille de 50 km à 12.5 km de résolution.
3.4.1 Simulations réalisées
Pour des questions de stabilité numérique, l’augmentation de la résolution nécessite de
prendre un pas de temps plus court que celui défini pour les précédentes simulations, qui
était de 1350 secondes. Pour pouvoir mesurer convenablement la sensibilité à la résolution,
trois simulations sont réalisées pour cette comparaison :
– FRA50_1350, à 50 km de résolution sur le petit domaine « France » de la précédente
étude, avec un pas de temps de 1350 secondes,
– FRA50_600, à 50 km de résolution sur le même domaine, avec un pas de temps de
600 secondes,
– FRA12, à 12.5 km sur le même domaine, avec un pas de temps de 600 secondes.
Les différences dues au changement de pas de temps pourront ainsi être séparées de celles
imputables à la seule augmentation de résolution horizontale.
L’orographie des deux grilles est représentée à la figure 3.30.
Fig. 3.30 – Orographie des grilles FRA50 et FRA12.
Les trois simulations sont pilotées à leurs frontières par ERA-40 sur toute la période de
ré-analyse (1958-2001) et aucun pilotage spectral n’est appliqué. Les SST prescrites sont
issues d’ERA-40, comme pour les précédentes simulations forcées. La résolution verticale
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est la même que pour les simulations précédentes (31 niveaux verticaux), son impact n’a
donc pas été testé.
De même que pour l’étude de l’impact du couplage d’ALADIN-Climat avec le modèle
de mer Méditerranée NEMOMED8, le choix du forçage par une ré-analyse plutôt qu’en
configuration « modèle parfait » se justifie par l’impossibilité de produire la simulation
« Big-Brother » de référence, cette fois pour une question de temps de calcul. En effet,
il aurait fallu réaliser une simulation globale d’une résolution d’au moins 12.5 km, ce qui
représentait un coût numérique prohibitif.
3.4.2 Validation des moyennes saisonnières
En premier lieu, on s’attache à vérifier que les expériences FRA50_1350, FRA50_600
et FRA12 ne présentent pas de biais moyens plus importants que ceux observés dans
les expériences précédentes. L’analyse des moyennes saisonnières d’ALADIN-Climat à 50
km sur le domaine France a déjà été traitée en 3.3.2 dans le cadre d’étude en modèle
parfait. Il est toutefois préférable d’examiner si le forçage par ERA-40 ne conduit pas à
une dégradation de l’état moyen du climat simulé – par comparaison aux autres simulations
pilotées par ERA-40 : MED50-f et MED50 – et de vérifier que la diminution du pas de
temps n’entraîne pas de modification. La configuration à 12.5 km, quant à elle, n’a pas
encore fait l’objet d’une quelconque validation.
Les figures 3.31, 3.32, 3.33 et 3.34 présentent les biais de température à 2 mètres et de
précipitation de FRA50_1350 et FRA12 par rapport à la climatologie CRU TS 2.1 pour
les quatre saisons (FRA50_600 présentant ici un comportement identique à FRA50_3150,
seules les cartes de biais de FRA50_3150 sont montrées).
(a) DJF (b) MAM (c) JJA (d) SON
Fig. 3.31 – Différence de moyennes saisonnières de température à 2 mètres (˚ C) : FRA50 (FRA50_1350)
- CRU. (a) : Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
On constate que les simulations à 12.5 km et 50 km de résolution accusent des biais
sensiblement équivalents en toute saison. Ceux-ci sont très proches de ceux constatés dans
les simulations MED50, à l’exception de l’assèchement observé au voisinage du bord Ouest
de ce domaine en hiver et à l’automne dont il a déjà été question en 3.3.2.
3.4.3 Comparaison des extrêmes de précipitations
L’étude de la simulation MED50-f a montré qu’à 50 km de résolution, le principal défaut
d’ALADIN-Climat au regard de sa représentation des précipitations extrêmes consistait en
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(a) DJF (b) MAM (c) JJA (d) SON
Fig. 3.32 – Différence de moyennes saisonnières de température à 2 mètres (˚ C) : FRA12 - CRU. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
(a) DJF (b) MAM (c) JJA (d) SON
Fig. 3.33 – Différences de moyennes saisonnières de précipitations (mm/jour) : FRA50 (FRA50_1350)
- CRU. (a) : Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
(a) DJF (b) MAM (c) JJA (d) SON
Fig. 3.34 – Différences de moyennes saisonnières de précipitations (mm/jour) : FRA12 - CRU. (a) :
Hiver (DJF) ; (b) : Printemps (MAM) ; (c) : Eté (JJA) ; (d) : Automne (SON).
une sous-estimation des événements les plus intenses, lesquelles se produisent dans le Sud-
Est de la France en automne (saison SOND).
Afin de se faire une idée des impacts respectifs de la diminution du pas de temps et de
l’augmentation de la résolution, on considère les valeurs du quantile d’automne (SOND)
d’ordre 99.8% des trois simulations FRA50_1350, FRA50_600 et FRA12 sur leurs grilles
respectives. Elles sont représentées à la figure 3.35 où est également représenté le quantile
99.8% de SAFRAN.
On remarque que si la réduction du pas de temps n’entraîne pas de changement en moyenne
sur une saison, il conduit à une légère augmentation du quantile d’ordre 99.8%. Mais cette
intensification des extrêmes de pluie ne présente pas de significativité statistique (à un
niveau de 5%) dans le Sud-Est de la France, là où ces précipitations sont les plus intenses
(figure 3.36). Elle est en revanche significative dans le Sud-Ouest et le Nord-Ouest de la
France où la réduction du pas de temps conduit à un accroissement relatif des précipitations
extrêmes de 5% à 20%, pour des valeurs d’extrêmes comprises entre 10 mm/jour et 50
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mm/jour (dans les observations comme dans le modèle).
L’impact de l’augmentation de résolution est nettement plus marqué, en particulier dans
les Cévennes et dans une moindre mesure dans les Pyrénées orientales et la côte des Alpes
maritimes. Outre le bénéfice d’une spatialisation plus fine, on note un accroissement de
l’intensité des extrêmes simulés, qui se rapprochent ainsi davantage des observations.
(a) SAFRAN
(b) FRA50_1350 (c) FRA50_600 (d) FRA12
Fig. 3.35 – Quantile de précipitations quotidiennes (mm/jour) à 99.8% pour la saison d’automne
(SOND). (a) : SAFRAN. (b) : FRA50_1350. (c) : FRA50_600. (d) : FRA12.
(a) q98.4% (b) q99.2% (c) q99.8%
Fig. 3.36 – Impact du changement de pas de temps sur les quantiles extrêmes de précipitations pour la
saison SOND : Différences relatives (%) significatives au niveau de confiance 5% entre FRA50_1350 et
FRA50_600 (FRA50_600 – FRA50_1350).
Afin de fournir un aperçu de la façon dont l’augmentation de résolution est susceptible de
jouer sur la représentation des épisodes de pluies intenses dans le Sud-Est de la France,
on s’intéresse à trois événements de ce type : la situation du 3 novembre 1994, celle du
4 novembre 1994 et celle du 17 décembre 1997. Pour chacune d’entre elles, on procède à
une dégradation du champ de précipitations quotidiennes de FRA12 – que l’on appellera
FRA12-dégradé – destinée à le ramener à la résolution de FRA50. L’opération consiste
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à calculer, en chaque point de la grille à 50 km, la moyenne des valeurs simulées par
FRA12 aux points de la grille à 12.5 km contenus dans la maille à 50 km (les deux grilles
ayant été construites de façon à être superposables). L’objectif n’est pas de chercher à
quantifier l’éventuelle valeur ajoutée de FRA12 à 50 km de résolution (ce qui supposerait
une comparaison à un SAFRAN dégradé à cette résolution) mais d’illustrer le bénéfice
apporté par la représentation sous-maille des pluies à 12.5 km de résolution et de déterminer
si cet effet est le seul en jeu dans l’amélioration de la représentation de ces événements
intenses dans FRA12.
Les figures 3.37, 3.38 et 3.39 présentent les cartes de précipitations quotidiennes de FRA12,
FRA12-dégradé, FRA50_600 et SAFRAN pour chacun de ces trois événements, ainsi que
les ordres de quantiles correspondant (les quantiles de FRA12-dégradés sont calculés à
partir des pluies dégradées).
(a) Cumuls de pluie (mm)
(b) Ordre des quantiles correspondant (%)
Fig. 3.37 – Situation du 4 novembre 1994. Cumuls de précipitation (en haut) et ordres du quantile
saisonnier (SOND) correspondant (%) (en bas) pour FRA12, FRA12-dégradé, FRA50_600 et SAFRAN.
Pour la situation du 4 novembre 1994, FRA12 produit des précipitations un peu plus
intenses que FRA50_600, mais les valeurs maximales restent assez proches dans les deux cas
(entre 120 et 150 pour FRA50_600, idem pour FRA12 avec quelques points à plus de 150
mm), et elles s’accordent plutôt bien avec SAFRAN (autour de 130 mm, avec des maxima
très locaux à 200mm) avec cependant un léger décalage spatial de la zone des précipitations
les plus intenses dans les deux simulations. Ces cumuls correspondent à des ordres de
quantiles très élevés, dans FRA50_600 et FRA12 comme dans SAFRAN. Cet événement
est donc correctement vu par ALADIN-Climat quelle que soit sa résolution. FRA12-dégradé
produit ainsi des champs semblables à ceux de FRA50_600, avec cependant des valeurs
maximales légèrement plus faibles, et donc plus éloignées de la référence.
Le 3 novembre 1994, les précipitations intenses observées sont beaucoup plus localisées
que dans le cas précédent, ce qui conduit à une réponse du modèle plus dépendante de sa
résolution. FRA50_600 ne parvient pas à rendre compte de cet épisode alors que FRA12
simule très localement des cumuls relativement élevés : pour FRA50_600, les précipitations
restent en deçà de 50 mm, ce qui correspond à des ordre de quantiles compris entre 97% et
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97.5% (événements se produisant deux à quatre fois par saison), tandis que les cumuls de
FRA12 atteignent plus de 100 mm, avec des ordres de quantiles correspondants supérieurs
à 99.6% (durée de retour de 2 ans). La dégradation de FRA12 à 50 km de résolution
conduit cette fois à des valeurs à peine plus fortes que celles modélisées par FRA50_600.
Ce résultat montre que l’information sous-maille n’apporte ici pas seulement un raffinement
spatial mais s’avère nécessaire pour que le modèle simule un événement.
(a) Cumuls de pluie (mm)
(b) Ordre des quantiles correspondant (%)
Fig. 3.38 – Situation du 3 novembre 1994. Cumuls de précipitation (en haut) et ordres du quantile
saisonnier (SOND) correspondant (%) (en bas) pour FRA12, FRA12-dégradé, FRA50 (FRA50_600) et
SAFRAN.
(a) Cumuls de pluie (mm)
(b) Ordre des quantiles correspondant (%)
Fig. 3.39 – Situation du 17 décembre 1994. Cumuls de précipitation (en haut) et ordres du quantile
saisonnier (SOND) correspondant (%) (en bas) pour FRA12, FRA50 (FRA50_600) et SAFRAN.
Enfin, le cas du 17 décembre 1997 – moins localisé que le précédent – est repéré par les deux
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simulations mais FRA12 le voit comme étant plus extrême, ce qui se rapproche davantage
de la réalité observée. En effet, FRA50_600 modélise des cumuls maximaux proches de
70 mm ce qui revient à des ordres de quantiles de 99.2% à 99.6% (durée de retour de 1
à 2 ans) alors que dans FRA12, les précipitations atteignent 100 à 120 mm (c’est à dire
des quantiles d’ordre 99.9%, comme pour SAFRAN). Dans FRA12-dégradé, les maxima
d’intensité de pluie sont certes lissés par rapport à FRA12 mais ils demeurent plus forts
que dans FRA50_600, et du point de vue des ordres de quantiles, on retrouve les valeurs
de FRA12 et de SAFRAN. La description sous-maille ne semble donc pas être ici aussi
intrinsèquement indispensable à la production de pluies extrêmes qu’elle ne l’était pour
le cas précédent. FRA50_600 parvient du reste à simuler des valeurs relativement élevées
mais seule la haute résolution permet d’accéder à des valeurs extrêmes qui s’accordent avec
les observations en termes de durées de retour.
L’examen de ces trois exemples ne saurait suffire à conclure que l’utilisation d’une résolution
plus fine améliore la capacité d’ALADIN-Climat à reproduire les HPE observés (lorsque
le modèle est forcé par une ré-analyse) et/ou à simuler des événements de pluies intenses
dans le Sud-Est de la France sur une échelle de temps climatique de plusieurs décennies.
Cette question va être traitée fait au chapitre suivant, où l’ensemble des événements de la
période 1960-2000 seront considérés.
3.4.4 Conclusion
Cette dernière étude de sensibilité montre que l’utilisation d’une résolution de 12.5 km
améliore la modélisation des précipitations intenses dans ALADIN-Climat, en particulier
dans le Sud-Est de la France. Au delà d’une spatialisation plus précise des champs simu-
lés, la haute résolution permet d’atteindre des valeurs plus élevées d’extrêmes, c’est-à-dire
plus proches des observations. La réduction du pas de temps opérée conduit à des valeurs
extrêmes légèrement plus fortes – et donc plus réalistes – mais la contribution de cet effet
n’est pas significative dans le Sud-Est de la France et reste en tout état de cause négligeable
au regard de l’impact de l’augmentation de résolution (ce qui sera vérifié plus rigoureuse-
ment au début du chapitre suivant).
L’examen de la situation du 4 novembre 1994 indique cependant que l’accroissement des
cumuls de précipitations les plus intenses dans FRA12 n’implique pas nécessairement une
meilleure reproduction par la modèle des cas extrêmes observés. En effet, pour cet événe-
ment, les deux expériences FRA50_600 et FRA12 simulent des ordres de quantiles égaux.
A l’inverse, les deux exemples suivants montrent que la haute résolution peut permettre de
simuler des événements locaux qui ne sont pas perceptibles à 50 km de résolution, ou des
épisodes que le modèle à 50 km ne voit pas comme étant extrêmes. Il resterait à présent
à mesurer l’impact de ces possibles bénéfices d’un point de vue statistique en considérant
l’ensemble de la période ERA-40.
Le passage à une résolution encore supérieure pourrait s’avérer avantageux s’il permettait
d’accéder à une représentation explicite des processus convectifs en jeu dans ces épisodes
de pluie intense. Mais il faudrait pour cela disposer d’un modèle non-hydrostatique, ce qui
n’est pas le cas de la version d’ALADIN-Climat étudiée dans ce travail.
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3.5 Conclusions
L’objectif de ce chapitre était d’aboutir à une configuration d’ALADIN-Climat v5 que
l’on puisse considérer comme optimale au regard de la représentation du climat moyen et
des extrêmes de précipitation.
Pour ce faire, j’ai commencé par évaluer les performances du modèle dans une première
configuration (MED50) à 50 km de résolution, sur un domaine d’intégration assez grand,
couvrant l’ensemble de la mer Méditerranée, sans couplage dynamique avec l’océan ni pi-
lotage spectral (« spectral nudging »). L’analyse d’une simulation forcée par la ré-analyse
ERA-40 a montré qu’ALADIN-Climat présentait des résultats conformes à l’état de l’art
de la modélisation climatique régionale. Une validation plus fine réalisée sur la France avec
la climatologie SAFRAN a mis en évidence une sous-estimation assez importante de l’in-
tensité des extrêmes de précipitation les plus forts, et notamment de ceux correspondant
aux épisodes de pluies intenses se produisant dans le Sud-Est de la France sur lesquels ce
travail se focalise.
Différentes études de sensibilité ont ensuite été menées, en prenant pour point de départ
la configuration MED50. Dans un premier temps, on s’est intéressé au couplage avec le
modèle de mer Méditerranée NEMOMED8. Celui-ci s’est avéré ne pas avoir d’impact si-
gnificatif sur la modélisation des extrêmes de précipitation, en tous cas pas sur notre région
d’intérêt et à la fréquence de couplage quotidienne envisagée.
Compte tenu de ce résultat, le domaine d’intégration a été recentré sur notre région d’étude
– la France – et l’attention a été portée sur l’influence de la taille du domaine ainsi et de
l’emploi de la technique de pilotage spectral, qui ont été évaluées dans une approche « mo-
dèle parfait ». Cette seconde étude de sensibilité a mis en évidence que le fait de réduire
la taille du domaine ou d’appliquer un pilotage spectral permettait de réduire les éven-
tuels biais systématiques du modèle dans sa climatologie moyenne sans pour autant nuire
à la représentation des extrêmes de précipitation. La réduction de la taille du domaine a
conduit aux mêmes conclusions.
J’ai donc retenu le domaine relativement peu étendu de la simulation FR50. Ce choix a
permis de s’intéresser à l’impact d’une plus grande résolution horizontale pour un coût
numérique raisonnable, en réalisant un couple de simulations forcées par ERA-40 sur ce
domaine, à respectivement 50 et 12.5 km de résolution sur ce domaine.
Il est apparu dans cette dernière étude que le passage à une résolution de 12.5 km, outre
qu’elle conduisait naturellement à une représentation spatiale plus fine du champ de pré-
cipitation, améliorait sensiblement l’intensité des extrêmes simulés, en particulier dans le
Sud-Est de la France. Enfin, l’analyse de trois événements méditerranéens de pluie intense
a montré que la haute résolution était par ailleurs susceptible de permettre une meilleure
reproduction des cas réels observés dans la simulation « hindcast », et par suite, d’accéder
à une confiance accrue en la capacité du modèle à représenter correctement leur évolution
dans un scénario climatique.
A l’issue de ces études de sensibilité, la configuration FRA12 (petit domaine centré sur la
France à 12.5 km de résolution, sans pilotage spectral) apparaît donc comme étant opti-
male au regard des phénomènes considérées et des paramètres testés. C’est donc celle-ci
qui a est retenu pour la suite de ce travail.
Le chapitre suivant est consacré à l’analyse détaillée de la valeur ajoutée de la haute réso-
lution, ainsi qu’à l’évaluation des performances et limites de notre configuration optimale
quant à sa représentation des événements précipitants intenses dans le Sud-Est de la France
(HPE).
Chapitre 4
Quantification de la valeur ajoutée de
la haute résolution : comparaison à
des méthodes de descente d’échelle
statistiques
Le présent chapitre présente une étude approfondie de la valeur ajoutée de la haute
résolution dans la représentation des événements de précipitation intenses dans le Sud-Est
(HPE).
Les simulations FRA12 et FRA50 (par FRA50, on se réfère à présent à FRA50_600)
présentées au chapitre précédent y sont analysées en détail au travers de comparaisons
que l’on posera de la façon la plus objective possible. On s’efforcera ainsi de considérer
des diagnostics qui ne biaisent pas l’interprétation des résultats, c’est-à-dire qui tirent le
meilleur parti de chaque simulation. Afin de quantifier le bénéfice obtenu par l’emploi de la
haute résolution, les performances respectives de FRA12 et FRA50 seront en outre appré-
ciées au regard des résultats obtenus avec deux méthodes statistiques de régionalisation :
l’algorithme de détection des HPE appelé « CYPRIM » et la méthode de désagrégation
DSCLIM (décrites ci-après).
Dans les études de sensibilité menées au chapitre 3, je me suis essentiellement intéressée
aux valeurs de quantiles extrêmes de précipitation. Celles-ci n’étant pas significativement
différentes d’une simulation à l’autre, il n’était pas apparu nécessaire de creuser plus avant
la question. Il convient à présent de définir précisément ce que l’on entend par HPE dans
la réalité et de poser un critère permettant de discriminer ces événements dans nos simula-
tions, ou autrement dit, de définir les HPE simulés par le modèle. Plusieurs options seront
envisagées pour ce critère de définition des HPE simulés.
Les deux simulations FRA12 et FRA50 étant des « hindcasts », il est possible de valider
leurs performances respectives en comparant la chronologie des HPE simulés aux observa-
tions – en effet, une fois posé un critère de définition des HPE observés et simulés, chaque
événement simulé peut correspondre ou non à un HPE observé dans la réalité.
Dans cette perspective, on s’attachera à répondre aux questions suivantes :
– L’emploi d’une meilleure résolution accroît-elle la capacité du modèle à reproduire
les HPE observés, et si oui, quels types d’événements en bénéficientnn ?
– Conduit-elle à une amélioration de la représentation du champ de pluie lors de ces
HPE?
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– Permet-elle de réduire les erreurs observées sur le champ de pluie en cas d’échec de
la reproduction (événements non-reproduits ou fausses alertes) ?
Cette stratégie de validation suppose que la variabilité interne – degré de liberté d’un
LAM par rapport à la grande échelle qui lui imposée – d’ALADIN-Climat dans les
configurations considérées reste faible, faute de quoi le respect de la chronologie observée
ne saurait constituer un idéal à atteindre. De récentes études ont montré que la variabilité
interne d’un LAM augmentait avec la taille du domaine d’intégration employé (Alexandru
et al., 2007). Compte tenu de la faible extension du domaine de FRA12 et FRA50, elle
reste ici modérée. Ce résultat ne sera montré qu’à la fin du chapitre lorsque la sensibilité
à la résolution sera comparée à la variabilité interne de la simulation FRA12. Après
avoir détaillé et mesuré la valeur ajoutée apportée par l’augmentation de résolution,
il conviendra en effet de déterminer si l’amplitude du signal ainsi mis en évidence est
contenue ou non dans la plage de variabilité interne du modèle.
Au travers des différentes comparaisons réalisées, cette étude permettra en outre de
préciser les performances et les limites d’ALADIN-Climat à 12.5 km de résolution au
regard de la modélisation des HPE à l’échelle de temps climatique.
4.1 Préalables
4.1.1 Références climatologiques utilisées : définition d’un HPE
dans les observations
Avant de pouvoir analyser les performances respectives de FRA12, FRA50, CYPRIM
et DSCLIM à reproduire et représenter les HPE, il importe de fixer une définition précise
de ces événements dans les observations pour la période considérée.
Comme annoncé au chapitre 2, je prendrai pour série de référence des HPE observés la
liste de dates d’occurrence élaborée par Nuissier et al. (2011) faisant état de 198 événe-
ments sur la période 1960-2000 (voir annexe D). Elle résulte d’un traitement des données
d’observation dans le Sud-Est de la France et repose sur la définition suivante : un jour est
considéré comme étant un jour d’occurrence d’HPE si :
– il appartient à la saison d’automne SOND,
– le cumul journalier de précipitation dépasse la valeur de quantile saisonnier (SOND)
de précipitation d’ordre 99.9% en deux stations d’observation du Sud-Est de la France
distantes de plus de 60 km, stations pour lesquelles le quantile pluvieux d’ordre 99%
est supérieur à 70 mm/jour et pour lesquelles il existe un enregistrement de cumul
quotidien supérieur à 170 mm sur la période d’ERA-40 (1958-2001).
Cette définition allie ainsi deux types de critères de dépassement de seuil : un critère absolu
qui permet de pré-sélectionner les stations ayant enregistré des pluies très intenses (voir
la figure 4.3) et un critère relatif aux valeurs extrêmes définies localement en ces points
d’observation.
Pour ce qui est du champ de précipitation observé, nous garderons pour référence l’ana-
lyse SAFRAN. Comme cela été précédemment mentionné, SAFRAN tend à sous-estimer
les cumuls les plus intenses observés lors des HPE mais cette limitation n’en fait pas
une climatologie inappropriée pour notre étude. En effet, en dépit de cette minoration,
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la variabilité quotidienne du champ de précipitation de SAFRAN est cohérente avec les
dates d’occurrence des HPE, et par suite, avec leur fréquence (voir paragraphe suivant).
Par ailleurs, SAFRAN rend correctement compte de la localisation de ces précipitations in-
tenses, pour autant que l’on puisse l’évaluer à partir des données station disponibles (recueil
climatologique fourni par la Direction Interrégionale Sud-Est de Météo-France – DIRSE –,
communication personnelle Ducrocq, 2008). Et dans la mesure où le schéma de convection
d’ALADIN-Climat ne permet pas d’atteindre les cumuls les plus extrêmes observés lors
des HPE, c’est précisément au regard de ces deux caractéristiques – discrimination des
HPE et représentation spatiale du champ de pluie correspondant – que les performances
respectives de FRA12 et FRA50 vont avant tout être évaluées. SAFRAN constitue ainsi
une climatologie tout à fait adaptée à notre étude.
4.1.2 Présentation des méthodes statistiques de détection et de
désagrégation
La comparaison des résultats obtenus avec FRA12 et FRA50 à ceux obtenus au tra-
vers de méthodes statistiques de descente d’échelles vise avant tout à évaluer le bénéfice
apporté par l’emploi d’une plus haute résolution dans ALADIN-Climat, pour ce qui est
de la reproduction des HPE observés et/ou la représentation des des événements simulés.
En choisissant de m’intéresser aux performances de ce type de méthodes, l’idée n’était pas
tant de chercher à montrer qu’ALADIN-Climat surpasserait telle ou telle technique que
de disposer de points de référence permettant de mesurer le bénéfice apportée par une
résolution de 12.5 km dans une descente d’échelle dynamique.
CYPRIM
On appelle ici « CYPRIM » l’algorithme mis en place par Nuissier et al. (2011) détec-
tant les HPE à partir de l’analyse des champs d’échelles synoptique et sous-synoptique,
dont il a déjà été question en introduction (section 1.4).
Il repose sur une classification en clusters de la hauteur du géopotentiel 500 hPa (Z500)
de ERA-40 opérée uniquement sur les jours correspondant à des événements de fortes
pluies dans le Sud-Est de la France (SRE : Significant Rainfall Events) au cours de la
période 1960-2000. Ces SRE sont définis à partir de données de stations d’observations
selon le même critère que les HPE (voir paragraphe précédent) mais en prenant le quantile
d’ordre 97% pour seuil relatif de dépassement – les SRE incluent donc les HPE. Ces jours
de fortes précipitations sont ensuite classés selon la méthode de Michelangeli et al. (1995)
en 4 clusters désignés par les acronymes suivants : CSW (strong Cyclonic South Westerly
flow), WL (Westerly Low – cut off – ), CNW (Cyclonic North Westerly Flow) et CS
(Cyclonic Southerly flow).
La figure 4.1 représente les champs d’altitude (Z500 et de tourbillon potentiel à 2 PVU)
pour les 4 clusters, ainsi que les fréquences d’occurrence de SRE et d’HPE qui leur sont
associées. En basses couches, ces situations synoptiques correspondent à un flux de Sud
Sud-Est dans le golfe du Lyon, alimentant la zone de précipitations intenses en humidité
provenant de la mer Méditerranée .
Nuissier et al. (2011) se sont intéressés au pouvoir discriminant de chacun de ces clusters
dans la détection des HPE, c’est-à-dire à la possibilité de prédire l’occurrence d’un HPE
à partir de la distance de corrélation de la Z500 du jour considéré au centroïde du cluster
auquel le jour appartient. CWS, WL et CS se sont avérés discriminants – au sens où les
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Fig. 4.1 – Z500 et tourbillon potentiel à 2PVU des centroïdes des 4 clusters. (a) : CSW , (b) : WL ;
(c) : CNW ; (d) : CS. Les pourcentages en haut à droite des figures indiquent la proportion de SRE dans
chaque clusters. Les pourcentages en bas à gauche indiquent la répartition des HPE au sein des clusters
(figure transmise par B. Joly, 2011).
HPE appartenant à ces clusters présentent une distance au centroïde plus courte que celle
des autres SRE – mais pas CNW, ce qui n’est guère surprenant dans la mesure où ce
cluster ne regroupe que 4% des HPE observés.
En partant du constat que dans chaque cluster, les HPE étaient associés à une structure
des basses couches induisant un transport d’humidité de la Méditerranée vers le Sud-Est
de la France plus intense que pour les autres SRE, Nuissier et al. (2011) ont étudié le
lien qu’il pouvait exister entre certains champs de basses couches et l’occurrence d’HPE.
Il s’est avéré alors que la direction du vent et le flux d’humidité à 925 hPa – sur un
domaine restreint, proche de la zone Sud-Est définie au chapitre 3 – présentaient un
pouvoir de discrimination des HPE faisant d’eux de bons prédicteurs de l’occurrence de
ces événements.
C’est sur la base de ce travail d’analyse qu’a été proposé l’algorithme de détection des
HPE appelé ici « CYPRIM », d’après le nom du projet dans le cadre duquel la méthode a
été mise en place. Ses étapes sont les suivantes :
Une première sélection de jours est réalisée sur la base de deux critères portant respecti-
vement sur la direction du vent et le flux d’humidité à 925 hPa sur le domaine restreint.
La Z500 des jours ainsi retenus est ensuite projetée sur les centroïdes des clusters CWS,
WL et CS (CNW est exclu car il n’est pas discriminant pour les HPE) et le critère de
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sélection final porte sur la distance au centroïde le plus proche des trois.
L’algorithme CYPRIM fait ainsi intervenir trois seuils. En appliquant l’algorithme
aux champs de ERA-40 et en favorisant plutôt une minimisation du taux de fausse
alerte, Nuissier et al. (2011) ont fixé ces seuils aux valeurs suivantes, considérées comme
optimales : direction de vent comprise entre 110˚ et 160˚ , flux d’humidité supérieur à 1.2
g kg-1 m s-1 et distance de corrélation inférieure à 0.4.
Sur la période 1960-2000, la méthode CYPRIM appliquée à ERA-40 permet ainsi de
détecter 16% des HPE, pour un taux de fausse alerte de 30%.
Le travail de Nuissier et al. (2011) est destiné avant tout à caractériser les situations
synoptiques et sous-synoptiques propices à l’occurrence d’HPE. L’algorithme de détection
en est une application pratique. Les scores de détection d’HPE auquel il conduit consti-
tuent néanmoins une référence précieuse de la proportion d’évenements qu’une analyse
des champs synoptiques permet de discriminer. Dans l’appréciation des performances
respectives de FRA12 et FRA50, je m’attacherai donc à déterminer si une discrimination
des HPE dans ALADIN-Climat qui serait fondée sur l’analyse des pluies simulées permet
de reproduire davantage de cas que la méthode CYPRIM appliquée à ERA-40 n’en
détecte, sans pour autant conduire à un taux de fausse alerte trop élevé. La classification
en clusters de Nuissier et al. (2011) pourra permettre en outre d’apporter des informations
supplémentaires sur le type d’événements que chacune des deux simulations ALADIN-
Climat parvient à représenter.
DSCLIM
L’algorithme CYPRIM ne produisant pas de descente d’échelle du champ de pluie des
HPE mais seulement une information binaire sur leur occurrence, il est appartu opportun
de se tourner vers une autre méthode de descente d’échelle statistique susceptible d’offrir
un point de référence dans la comparaison de FRA12 et FRA50 en termes de représenta-
tion des précipitations intenses survenant lors des HPE. La méthode DSCLIM m’a paru
constituer un bon candidat dans la mesure où elle produit des descentes d’échelle régionales
sur la France et que ses performances sont conformes à l’état de l’art dans ce domaine.
DSCLIM est une méthode de descente d’échelle statistique fonctionnant sur le principe des
jours analogues. Elle fournit des champs à haute résolution sur la grille SAFRAN. Elle est
décrite et validée dans Boé et al. (2006), Boé (2007), Boé and Terray (2008-a) et Boé and
Terray (2008-b), une documentation scientifique et technique est également disponible en
ligne à l’adresse http://www.cerfacs.fr/~page/dsclim/dsclim_doc-latest.pdf.
Comme toutes les méthodes statistiques de descente d’échelle, elle repose sur l’idée d’un lien
unissant la structure de fine échelle d’une variable donnée à la circulation de grande-échelle
de l’atmosphère. Classiquement, cette dépendance est calculée au cours d’une période dite
« d’apprentissage » où l’on considère la grande-échelle issue d’une ré-analyse globale et un
jeu d’observations à plus haute résolution. La relation statistique ainsi établie peut ensuite
être appliquée à la grande-échelle d’un modèle de climat pour en déduire une reconstruc-
tion de la variable considérée à la résolution du jeu de données utilisé. Dans les méthodes
d’analogues, le champ reconstruit ne constitue pas le produit final. Il est utilisé pour ex-
traire du jeu de données observées un jour de la période d’apprentissage pour lequel le
champ observé sera analogue au champ reconstruit, et c’est alors la série des observations
correspondantes aux jours analogues qui est fournie en sortie.
DSCLIM utilise la ré-analyse du NCEP/NCAR et le jeu de données SAFRAN. La figure 4.2
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présente le schéma de principe de l’algorithme, dont nous allons détailler les principales
étapes.
La phase d’apprentissage correspond à la période 1981-2000. La grande-échelle du
NCEP/NCAR y est décrite suivant une classification en types de temps réalisée pour
chaque saison selon la méthode de Michelangeli et al. (1995), en prenant pour prédicteur
la pression de surface – à laquelle est ajoutée la température à 2 mètres pour l’été – et
pour prédictant la précipitation quotidienne sur la France. Pour chaque jour de la période
d’apprentissage, le programme calcule la distance au type de temps le plus proche. Ces
distances sont ensuite reliées au champ SAFRAN de précipitations quotidiennes par une
méthode de régression, d’où est déduite a posteriori une série de précipitations reconstruites
pour la période d’apprentissage.
Pour chaque jour de la simulation climatique à laquelle DSCLIM est ensuite appliqué, la
pression de surface du modèle est projetée sur les composantes de la classification en types
de temps afin de calculer la distance au centroïde le plus proche. La précipitation du jour
considéré est alors reconstruite à l’aide des coefficients de régression calculés auparavant.
Enfin, le jour analogue est déterminé en fonction du type de temps et par comparaison du
champ de précipitation reconstruit à la série reconstruire de précipitations de la période
d’apprentissage. DSCLIM fournit en sortie les séries de champs SAFRAN des jours ana-
logues, produit que l’on désigne également sous le terme de « désagrégation statistique ».
Fig. 4.2 – Schéma de principe de l’algorithme DSCLIM (figure transmise par Christian Pagé, 2011).
Pour la comparaison à FRA12 et FRA50, j’ai utilisé une simulation DSCLIM appliquée
à ERA-40 sur la période 1960-1980, réalisée par E. Sanchez au CERFACS (Centre Euro-
péen de Recherche et de Formation Avancée en Calcul Scientifique). Les années comprises
entre 1981 et 2001 ont été exclues car elles correspondent à la période d’apprentissage de
DSCLIM. La recherche des jours analogues aurait donc normalement conduit à reproduire
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l’analyse SAFRAN sur 1981-2000. De récents développements de l’algorithme auraient
permis d’inclure cette période en appliquant une recherche d’analogue qui exclut l’année
comprenant le jour considéré, mais j’ai estimé que cette option désavantagerait DSCLIM
pour la comparaison à ALADIN-Climat envisagée (voir section 4.5.2).
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4.2 Reproduction chronologique de l’occurrence des
HPE observés : comparaison à la méthode CY-
PRIM
Cette section traite des performances respectives de FRA12 et FRA50 en terme de
reproduction des HPE qui ont été réellement observés au cours de la période 1960-2000,
en prenant pour référence des HPE observés la liste . Précisons que par reproduction,
on entend ici la possibilité de discriminer dans les séries quotidiennes de précipitations
simulées les jours correspondant à des HPE dans les observations. Comme précisé en
introduction, cette analyse requiert de poser un critère de définition des événements
de précipitations intenses dans le modèle. Dans cette section, on définit un premier
critère se basant sur les valeurs des quantiles extrêmes de précipitation simulées.
Une autre façon de voir les choses sera envisagée plus loin, à la section 4.4, où les résul-
tats obtenus pour FRA12 et FRA50 seront comparés à ceux issus de la méthode CYPRIM .
4.2.1 Premier critère de définition des HPE simulés
Pour définir un critère permettant de sélectionner dans une simulation climatique les
jours de pluies intenses dans le Sud-Est de la France s’apparentant à des HPE, l’idée la
plus naturelle consisterait à fixer un seuil de dépassement de cumul de pluie quotidien.
Mais dans la mesure où le modèle sous-estime les valeurs de précipitations intenses, une
valeur de seuil définie à partir des observations ne saurait convenir et il faudrait l’ajuster
par rapport aux extrêmes simulés, lesquels diffèrent entre FRA12 et FRA50 comme nous
l’avons vu au chapitre précédent. Or une comparaison honnête du pouvoir de reproduction
des HPE dans chaque simulation implique de définir un critère commun, qui soit en outre
le plus objectif possible. C’est pourquoi j’ai choisi un critère de définition basé sur un seuil
en ordre de quantile de précipitation d’ordre élevé : un jour est considéré comme extrême
lorsque la précipitation dépasse un certain ordre de quantile en un ou plusieurs points de
grille du modèle.
En l’absence de toute autre condition, un tel critère permet de définir des occurrences rares
de précipitations, mais celles-ci ne correspondent pas nécessairement à des pluies intenses.
Or nous nous intéressons ici aux épisodes de fortes précipitations, à la fois rares et intenses.
Afin de pouvoir discriminer ces événements des extrêmes définis localement, il faut donc
adjoindre une condition sur les quantités de précipitation (conformément à ce qui a été
fait dans Nuissier et al. (2011)). Mais cette condition supplémentaire ne saurait porter sur
le champ de précipitation simulé par ALADIN-Climat dont les valeurs absolues de cumuls
dépendent de la résolution. D’où l’idée de l’appliquer sur les valeurs de précipitations
quotidiennes de SAFRAN, dans le but de sélectionner un ensemble de points de grille sur
lesquels faire ensuite porter le critère relatif de dépassement de quantile (la sélection des
points FRA12 et FRA50_1350 et FRA50_600 étant obtenue par interpolation au plus
proche voisin de la sélection de points SAFRAN).
Etant donné que les résultats obtenus en termes de reproduction des HPE observés seront
évalués au regard du nombre d’HPE défini par le critère de Nuissier et al. (2011), il importe
de chercher à obtenir un ensemble de points qui se rapproche le plus possible de ceux
retenus dans Nuissier et al. (2011) pour la définition des HPE observés. La figure 4.3
présente la sélection de stations de Nuissier et al. (2011) ainsi que les sélections de points
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SAFRAN, FRA12 et FRA50 obtenus avec le même critère (quantile pluvieux d’ordre 99%
supérieur à 70 mm/jour et cumul maximum supérieur à 170 mm/jour). Elle montre que si
les Cévennes, l’Aude, les Pyrénées orientales et les Alpes maritimes sont bien représentées
pour ces valeurs de seuils, une partie de la région désignée sur la carte par « Languedoc-
Roussillon » se trouve ignorée, de même que certaines parties de la Côte d’Azur. En jouant
sur les valeurs de seuils, on peut essayer de combler ces lacunes, sans toutefois parvenir à
une solution parfaite. La figure 4.4 présente une sélection de points plus complète, obtenue
avec des seuils de dépassement de 55 mm/jour pour la valeur du quantile pluvieux d’ordre
99% et de 140 mm/jour pour le cumul maximal.
Sur chacune de ces sélections de points, on considère alors qu’un jour de la saison SOND
Fig. 4.3 – Sélection des points du Sud-Est de la France retenus pour la définition des événements ex-
trêmes : points pour lesquels le maximum de précipitation quotidienne d’automne (SOND) excède 170
mm/jour et pour lesquels le quantile pluvieux d’ordre 90% excède 70 mm/jour. (a) : Référence extraite des
données station (Nuissier et al., 2011) ; (b) : SAFRAN ; (c) : FRA12 ; (d) : FRA50.
Fig. 4.4 – Sélection des points du Sud-Est de la France retenus pour la définition des événements extrêmes.
(a) : Référence (identique à 4.3.a). (b), (c) et (d) : points pour lesquels le maximum de précipitation
quotidienne d’automne (SOND) excède 140 mm/jour et pour lesquels le quantile pluvieux d’ordre 90%
excède 55 mm/jour. (b) : SAFRAN ; (c) : FRA12 ; (d) : FRA50.
correspond à un HPE dans FRA12 et SAFRAN si le cumul de précipitation quotidienne
dépasse la valeur du quantile d’ordre q en au moins deux points (afin d’exclure le cas
d’événements trop ponctuels), pour q variant de 97.5% (environ 2 occurrences par an)
à 99.9% (1 occurrence tous les 8 ans). Pour FRA50_600 et FRA50_1350 en revanche,
du fait de la résolution plus grossière, on considère que la présence d’un seul point où la
précipitation excède le quantile q suffit à définir un événement intense.
Le fait de retenir dans ce critère un seul point pour les simulations à 50 km de résolution et
deux points pour SAFRAN et FRA12 peut sembler quelque peu arbitraire, outre que l’on
envisage pas ici de condition sur la distance devant séparer les deux points satisfaisants aux
autres conditions, comme c’est le cas dans la définition des HPE observés de Nuissier et al.
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(2011) permettant d’aboutir à la liste de cas observés prise pour référence dans ce travail.
Nous reviendrons sur ces questions lors de l’application d’un second critère de définition
des HPE à la section 4.5.1.
4.2.2 Scores de « détection » obtenus
L’application de ce premier critère de définition des HPE aux séries de précipitations
modélisées par ALADIN-Climat permet d’aboutir pour chaque simulation à une série de
jours correspondants aux HPE simulés par le modèle. Afin d’évaluer la capacité de bonne
ou mauvaise reproduction des HPE observés par la méthode de détection CYPRIM et dans
chaque simulation ALADIN-Climat, on peut classer les jours de la période simulée dans
quatre catégories :
– jours n’appartenant ni à la série des HPE simulés (ou détectés par CYPRIM) ni à
celle des HPE observés,
– jours appartenant à la fois à la série des HPE simulés (ou détectés par CYPRIM) et
à celle des HPE observés – on parlera alors d’un HPE reproduit par le modèle (ou
détecté par CYPRIM) –,
– jours n’appartenant qu’à la série des HPE observés – on parlera alors d’un HPE
non-reproduit par le modèle, ou non-détecté par CYPRIM –,
– jours n’appartement qu’à la série des HPE simulés (ou détectés par CYPRIM) – on
parlera alors d’une fausse alerte –.
On rappelle que la référence prise ici pour définir la série des HPE observés est celle issue
de Nuissier et al. (2011), décrite en 4.1.1 et dont les dates sont détaillées à l’annexe D.
La capacité de la méthode de détection CYPRIM et de chaque simulation ALADIN-Climat
à reproduire correctement les HPE observés peut alors être explorée au travers de deux
scores dits de « détection » que sont le taux de reproduction des HPE et le taux de fausse
alerte. Le premier correspond au ratio (en pourcentage) entre le nombre d’HPE observés
et le nombre d’HPE reproduits par le modèle (ou détecté par CYPRIM) – on ne prend
ainsi pas en considération le cas le plus fréquent correspondant à une absence d’HPE dans
le modèle (ou dans CYPRIM) et dans les observations, ces jours étant de loin les plus
nombreux, leur intégration dans le calcul du score ferait disparaître le signal relatif à la
reproduction (ou détection) des HPE observés. Le second score est quant à lui égal au
ratio (en pourcentage) entre le nombre de fausse alerte et le nombre d’HPE simulés par le
modèle (ou définis par CYPRIM).
La figure 4.5 présente les taux de reproduction et de fausse alerte ainsi obtenus en fonc-
tion de l’ordre de quantile de dépassement et la figure 4.6 indique le nombre d’événements
correspondants (seules les valeurs correspondants aux quantiles d’ordre 99% à 99.9% sont
représentées).
En premier lieu, remarquons que ces figures indiquent que les deux simulations ALADIN-
Climat à 50 km de résolution ont des performances sensiblement égales en termes de re-
production des HPE. Si la diminution du pas de temps permet d’augmenter légèrement les
valeurs extrêmes de précipitation comme nous l’avons vu à la fin du précédent chapitre,
elle n’influe donc pas pour autant sur la capacité du modèle à représenter ou non les HPE
observés, dès lors que l’on considère les cumuls relativement au spectre de pluie simulé et
non en valeur absolue.
En revanche, l’augmentation de la résolution horizontale permet bien d’améliorer ce pou-
voir de reproduction des HPE observés. En effet, quel que soit l’ordre du quantile de
dépassement et le choix de la sélection de points, FRA12 présente un taux de reproduction
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(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
Fig. 4.5 – Reproduction chronologique de l’occurrence d’HPE sur la période 1960-2000 en fonction de
l’ordre du quantile retenu pour le critère de définition. (a) : Critère de sélection appliqué sur les points
représentés en 4.3 (points pour lesquels le maximum de précipitation quotidienne d’automne (SOND) excède
170 mm/jour et pour lesquels le quantile pluvieux d’ordre 99% excède 70 mm/jour). (b) : Critère de
sélection appliqué sur les points représentés en 4.4 (points pour lesquels le maximum de précipitation
quotidienne d’automne (SOND) excède 140 mm/jour et pour lesquels le quantile pluvieux d’ordre 99%
excède 55 mm/jour). En traits pleins : taux de reproduction ; en traits tiretés : pourcentage d’HPE parmi
les événements sélectionnés par CYPRIM ou simulés par ALADIN-Climat (100 - taux de fausse alerte).En
noir : SAFRAN ; en rouge : FRA12 ; en bleu foncé : FRA50_600 ; en bleu clair : FRA50_1350 ; en vert :
méthode CYPRIM.
(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
]
Fig. 4.6 – Nombre d’HPE définis sur la période 1960-2000 en fonction de l’ordre du quantile retenu
pour le critère de définition. En trait noir pointillé : Référence ; en trait noir plein : SAFRAN; en rouge :
FRA12 ; en bleu foncé : FRA5_600 ; en bleu clair : FRA50_1350 ; en vert : méthode CYPRIM. (a) :
Critère de sélection appliqué sur les points représentés en 4.3 ; (b) : Critère de sélection appliqué sur les
points représentés en 4.4.
nettement supérieur à celui de FRA50, pour une proportion de fausses alertes égale ou
inférieure.
La grande majorité des HPE reproduits par FRA50 le sont également par FRA12 (voir
figure 4.7). Mais la réciproque n’est pas vraie pour les fausses alertes produites par chaque
modèle : environ 50% seulement des cas de fausses alertes de FRA50 et FRA12 sont com-
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(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
Fig. 4.7 – Reproduction chronologique de l’occurrence d’HPE sur la période 1960-2000 en fonction
de l’ordre du quantile retenu pour le critère de définition pour la simulation FRA12. En traits pleins :
pourcentage des HPE reproduits par FRA12 ; en traits tiretés : pourcentage d’HPE reproduits par FRA12
parmi ceux reproduits par FRA50. (a) : Critère de sélection appliqué sur les points représentés en 4.3. (b) :
Critère de sélection appliqué sur les points représentés en 4.4.
muns aux deux simulations.
Comparativement aux résultats issus de la méthode CYPRIM, l’application du critère re-
tenu ici conduit à un plus grand nombre d’HPE simulés dans les FRA12 et FRA50. En
résultent de meilleurs taux de reproduction, mais aussi une proportion de fausses alertes
globalement plus importante. Ce second score n’atteint des valeurs égales ou proches de
celles de la méthode CYPRIM que dans FRA12 pour les ordres de quantiles les plus élevés
et pour la sélection de points de la figure 4.3, où FRA12 reproduit alors 30% des HPE
(contre 15% dans CYPRIM, FRA50_600 et FRA50_1350).
L’application de l’algorithme CYPRIM aux champs d’ERA-40 se révèle donc plus perfor-
mante à détecter les HPE observés qu’ALADIN-Climat à 50 km ne permet de les reproduire.
Mais FRA12 conduit à de meilleurs scores que CYPRIM, puisque pour un taux de fausse
alerte équivalent, FRA12 reproduit davantage d’événements que CYPRIM n’en détecte.
La comparaison des simulations FRA12 et FRA50 à la méthode CYPRIM pose en outre
la question suivante : ALADIN-Climat, à 12.5 ou à 50 km de résolution, parvient-il mieux
à représenter les HPE qui sont également vus par CYPRIM?
La figure 4.8 compare les taux de reproduction de FRA12 et FRA50 obtenus en considérant
l’ensemble des HPE observés (traits pleins) et l’ensemble des HPE détectés par CYPRIM
(traits pointillés). Elle montre que si ALADIN-Climat ne reproduit pas tous les HPE dé-
tectés par la méthode CYPRIM, FRA12 et FRA50 reproduisent mieux ces derniers que
les autres. Ceci est particulièrement vrai pour la simulation FRA12 dans laquelle 55% à
85% des événements détectés par la méthode CYPRIM peuvent être reproduits – selon la
valeur du seuil du critère de définition des HPE simulés.
Ce résultat indique qu’ALADIN-Climat à haute résolution est capable de produire de fortes
précipitations dans la quasi-totalité des situations où les prédicteurs de grande échelle in-
diquent l’occurrence d’un HPE, et des pluies intenses dans la majorités de ces cas.
Une façon plus condensée de mesurer le pouvoir de bonne reproduction des HPE
d’ALADIN-Climat et de la méthode CYPRIM consiste à calculer un diagnostic unique
prenant en compte à la fois le taux de reproduction et le taux fausse alerte : le score de
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(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
Fig. 4.8 – Reproduction chronologique de l’occurrence d’HPE sur la période 1960-2000 en fonction de
l’ordre du quantile retenu pour le critère de définition des HPE simulés. En traits pleins : pourcentage
des HPE reproduits ; en traits tiretés : pourcentage d’HPE reproduits parmi ceux détectés par la méthode
CYPRIM. En rouge : FRA12 ; en bleu : FRA50. (a) : Critère de sélection appliqué sur les points représentés
en 4.3. (b) : Critère de sélection appliqué sur les points représentés en 4.4.






(fi − oi)2 (4.1)
où f est l’occurrence prédite par le modèle, o l’occurrence observée et N le nombre d’ins-
tances considérées. BS varie donc entre 0 et 1 ; 0 correspondant à une prévision parfaite.
Dans notre cas, les instances sont les jours de la saison d’automne SOND de la période
1960-2000, o est égal à 1 ou 0 selon que le jour considéré est ou non un HPE dans les
observations, et f prend également la valeur 1 ou 0 selon que le jour considéré a été détecté




(NFA +NHPE −ND) (4.2)
où NHPE est le nombre d’HPE observés sur la période (ici : 198), ND le nombre d’HPE
détectés/reproduits et NFA le nombre de fausses alertes.
La figure 4.9 montre les valeurs de BS correspondantes aux scores de « détection » re-
présentés en 4.5. On y a également reporté les valeurs BSRef1 et BSRef2, correspondant
respectivement aux deux prévisions suivantes :
– Occurrence nulle d’HPE.
– Sélection aléatoire du nombre observé d’HPE : NHPE.





Compte tenu de la rareté des événements considérés, cette première prévision donne un
score déjà proche de la valeur nulle, à peine moins bon que le score de Brier de la mé-
thode de détection CYPRIM (voir fig 4.9). D’où l’idée d’une seconde valeur de référence
permettant de déterminer à partir de quel seuil ALADIN-Climat, ou CYPRIM, apporte
une information plus pertinente que le tirage aléatoire d’un nombre de jours correspondant
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à la fréquence d’occurrence observée des HPE.
Cette seconde prévision équivaut à un tirage aléatoire exhaustif de NHPE jours parmi les
N jours de la période. La probabilité d’obtenir k jours correspondants à un HPE observé
suit une loi de probabilité hypergéométrique dont l’espérance mathématique, E, est donnée
par la formule E = np, où n est le nombre de jours tirés aléatoirement et p la proportion
de l’échantillon présayant le caractère recherché (le fait d’être un HPE).
Ici p = NHPE
N





Cette espérance représente le nombre ND d’HPE détectés lors de la sélection aléatoire de
NHPE jours, et le nombre de fausses alertes correspondant, NFA, vaut donc NHPE − ND.












L’analyse montre que pour les ordres de quantile de dépassement respectivement inférieurs
à 98.5% et 99% selon la sélection de points considérée, le score de Brier de SAFRAN est
plus mauvais que BSRef2 (cf figure 4.9). Les taux de reproduction correspondants étant
assez élevés, ce résultat signifie que pour ces ordres de quantile de dépassement, le critère
de définition des HPE n’est pas assez discriminant pour permettre une reproduction des
HPE par le modèle qui serait plus pertinente que celle résultant d’un tirage aléatoire du
nombre d’HPE réellement observé.
BSRef1, quant à lui, n’est surpassé par SAFRAN qu’à partir du quantile de dépassement
d’ordre 99%.
(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
Fig. 4.9 – Reproduction chronologique de l’occurrence d’HPE sur la période 1960-2000 : Score de Brier
en fonction de l’ordre du quantile retenu pour le critère de définition. En trait pointillé noir : Score de
référence obtenu si aucun événement n’est sélectionné sur la période ; en trait tireté noir : Score de référence
obtenu en effectuant un tirage aléatoire de N événements sur la période, avec N égal au nombre observé
d’HPE ; en trait plein noir : SAFRAN; en rouge : FRA12 ; en bleu foncé : FRA50 un pas de temps de 10
minutes ; en bleu clair : FRA50 avec un pas de temps 22 minutes ; en vert : méthode CYPRIM.
.
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(a) Sélection de points de la fig. 4.3 (b) Sélection de points de la fig. 4.4
Fig. 4.10 – Détail de la figure 4.9
.
La figure 4.10 (zoom de la figure précédente à partir du quantile d’ordre 99%) montre
ce qu’il en est des scores de FRA12, FRA50_600, FRA_1350, SAFRAN et CYPRIM à
partir de cet ordre.
Il apparaît que le score de Brier de FRA50 se stabilise à partir de l’ordre 99.7% du quantile
de dépassement. Il est alors meilleur BSRef1 pour la première sélection de point, et moins
bon pour la seconde. Et dans les deux cas, il reste plus mauvais que celui de la méthode
CYPRIM dont il se rapproche toutefois pour la première sélection de points. FRA12, à
l’inverse, voit son score surpasser BSRef1 et le score de CYPRIM à partir d’un quantile de
dépassement d’ordre 99.7% pour la première sélection de points, et 99.9% pour la seconde.
Cette analyse confirme les conclusions tirées de l’examen des taux de reproduction
et de fausse alerte, à savoir que FRA50 présente des performances proches de celles de la
méthode CYPRIM, que FRA12 améliore en reproduisant davantage d’HPE.
Elle indique surtout quels choix de seuils (sélection de points et ordre du quantile de
dépassement) conduisent aux meilleurs scores de « détection » d’HPE dans les simulations
ALADIN-Climat ainsi que dans SAFRAN, ce qui permet de fixer un critère pour lequel la
valeur ajoutée de FRA12 pourra être explorée plus en détails.
Au vu des résultats, nous retiendrons la première sélection de points et l’ordre 99.8% pour
le quantile de dépassement. Les résultats de la sélection d’événements issue de l’application
de ce critère sont les suivants :
– FRA12 reproduit 76 HPE et produit 51 fausses alertes ; soit un taux de reproduction
de 38% et un taux de fausse alerte de 40% ,
– FRA50 reproduit 53 HPE (dont 49 sont également reproduits par FRA12) et produit
46 fausses alertes ; soit un taux de reproduction de 27% et un taux de fausse alerte
de 47% ,
– CYPRIM détecte 32 HPE (dont 20 sont reproduits par FRA12) et produit 14 fausses
alertes ; soit un taux de reproduction de 16% et un taux de fausse alerte de 30%.
Dans le paragraphe qui suit, nous allons nous attacher à caractériser les événements ainsi re-
produits par ALADIN-Climat (ou détectés par CYPRIM) – et par suite, ceux qui échappent
à la sélection – ainsi que les cas de fausses alertes obtenus.
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FRA50_600 et FRA_1350 présentant des performances similaires, seule la simulation
FRA50_600 sera à présent étudiée, et elle sera simplement notée FRA50.
4.2.3 Caractérisation des HPE reproduits, manqués, et des
fausses alertes
Les épisodes de pluie intenses considérées ici – HPE reproduits et fausses alertes –
peuvent être décrits de deux manières différentes : soit à partir des caractéristiques du
champ de précipitation observés dans SAFRAN (localisation géographique des pluies,
intensités maximales observées et extension spatiale des fortes précipitations) ; soit en
fonction des situations synoptiques correspondantes, que l’on peut qualifier selon leur
appartenance aux différents clusters définis par la classification statistique réalisée par
Nuissier et al. (2011). Les ensembles d’HPE simulés par ALADIN-Climat (ou de jours
sélectionnés par la méthode CYPRIM), qu’ils correspondent au non à des HPE, seront
décrits selon ces deux perspectives. La comparaison des résultats obtenus dans FRA12 et
FRA50 par rapport à ceux de la méthode CYPRIM sera étudiée principalement en termes
de répartition dans les clusters, puisque c’est sur cette base que fonctionne l’algorithme de
détection.
Caractéristiques du champ de pluie des HPE reproduits par ALADIN-Climat
ou détectés par CYPRIM
Un premier aperçu des caractéristiques relatives au champ de pluie des HPE repro-
duits/détectés peut être donné en considérant les composites SAFRAN de pluie quoti-
dienne lors des événements détectés par CYPRIM et ceux reproduits respectivement par
FRA12 et FRA50 et en les comparant au composite SAFRAN de la liste de référence des
HPE.
La figure 4.11 montre que FRA12, FRA50 et CYPRIM ont tendance à reproduire/détecter
les HPE les plus intenses et plus étendus, et donc à manquer les épisodes où les cumuls
de précipitations sont plus modérés et/ou plus localisés. FRA12 parviendrait en outre à
reproduire des événements légèrement moins intenses que ceux vus par FRA50, qui seraient
eux-même moins forts que ceux détectés par CYPRIM, mais les différences observées de-
meurent assez faibles.
Ces composites étant le résultat de moyennes opérées sur la totalité des HPE repro-
duits/détectés, ils ne suffisent pas à fournir à une description fine du champ de pluie
des événements considérés en fonction de leur localisation. En effet, ces cartes font
surtout ressortir les précipitations sur les Cévennes – qui se trouve être la zone géogra-
phique où se produisent la plupart des HPE observés –, de sorte qu’il est difficile de
déterminer ce qu’il en est des HPE reproduits/détectés dans d’autres régions. Il apparaît
donc nécessaire de classer les événements selon le lieu d’occurrence des fortes précipitations.
Les travaux menés dans le cadre du projet CYPRIM ont amené à distinguer trois
régions d’occurrence des HPE : les Cévennes, le Languedoc-Roussillon et la région
P.A.C.A. (Provence, Alpes, Côte d’Azur), dont les limites figurent sur la carte 4.11.a.
Les HPE observés et reproduits par chaque simulation ou détectés par CYPRIM sont
classés en fonction de la localisation des fortes précipitations dans une ou plusieurs de ces
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(a) HPE de la liste référence (b) HPE reproduits par FRA12
(c) HPE reproduits par FRA50 (d) HPE détectés par CYPRIM
Fig. 4.11 – Composites SAFRAN du champ de précipitation quotidienne (mm/jour) des HPE observés
et de ceux respectivement détectés par CYPRIM et reproduits par ALADIN-Climat. (a) : HPE définis par
la référence ; (b) : HPE reproduits par FRA12 ; (c) : HPE reproduits par FRA50 ; (d) : HPE détectés par
la méthode CYPRIM. Sur la carte (a) sont également représentées les boîtes définissant les sous-régions
utilisées dans la suite du paragraphe : Cévennes en noir, Languedoc-Roussillon en rouge, et P.A.C.A. en
vert.
trois régions, localisation que l’on détermine à partir des données stations et des pluies
SAFRAN (certains HPE se produisent sur plusieurs de ces trois régions, ils sont alors
comptabilisés plusieurs fois, la somme des événements régionaux dépasse donc le nombre
total des événements).
Le tableau 4.1 détaille le nombre d’HPE observés dans chaque région, ainsi que les taux de
reproduction correspondants. Il en ressort que sur la totalité des HPE référencés dans les
observations, la majorité se produisent sur les Cévennes, les régions Languedoc-Roussillon
et P.A.C.A. se répartissant à égalité les autres cas. On retrouve cette prédominance des
cas cévenols dans les HPE reproduits par FRA12 et FRA50 et dans ceux détectés par
CYPRIM, mais cela ne veut pas dire pour autant que ces événements là sont en proportion
mieux vus que les autres.
Le calcul des pourcentage de reproduction par région montre que les simulations ALADIN-
Climat présentent des taux assez similaires dans les trois zones. Le taux de reproduction
de FRA12 est toutefois un peu meilleur dans la région Languedoc-Roussillon – où il atteint
47% – que dans les deux autres zones – où il avoisine les 40%. Pour FRA50, c’est dans
la région P.A.C.A. que l’on trouve le meilleur pourcentage d’HPE reproduits (38%). La
méthode CYPRIM montre une plus grande disparité régionale : seuls 7% des événements
se produisant en région P.A.C.A. sont détectés, pour un taux de 20% dans les Cévennes et
dans le Languedoc-Roussillon.
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Cévennes Langedoc-Roussillon P.A.C.A. Total
HPE observés 126 51 52 198
FRA12 47 (37%) 24 (47%) 22 (42%) 76 (38%)
FRA50 34 (27%) 15 (30%) 20 (38%) 53 (27%)
CYPRIM 27 (21%) 10 (20%) 4 (7%) 32 (16%)
Tab. 4.1 – Répartition géographique des HPE reproduits par FRA12 et FRA50, et de ceux détectés par
CYPRIM : nombre de cas par région et pourcentage de reproduction correspondants.
Il en découle que la valeur ajoutée de FRA12 sur FRA50 en termes de reproduction des HPE
porte essentiellement sur les cas survenant dans les Cévennes et le Languedoc-Roussillon.
Tandis que par rapport à la méthode CYPRIM, ALADIN-Climat reproduit davantage de
cas dans la région P.A.C.A., puis dans une moindre mesure dans les deux autres sous-
régions.
Reste maintenant à s’intéresser à l’intensité et l’étendue des HPE reproduits par ALADIN-
Climat ou détectés par CYPRIM dans chaque région par chaque méthode.
La figure 4.12 regroupe les cartes de composites d’HPE reproduits/détectés sur les Cé-
vennes, le Languedoc-Roussillon et la région P.A.C.A. Elle montre que les conclusions
tirées à partir des cartes de composites totaux (figure 4.11) semblent se vérifier sur cha-
cune de ses trois régions : FRA12, FRA50 et CYPRIM reproduisent/détectent les HPE les
plus intenses et les plus étendus, et ce comportement serait plus marqué dans CYPRIM et
FRA50 que dans FRA12.
Deux effets se conjuguent dans le champ de précipitation des composites : celui dû à l’ex-
tension spatiale de chaque événement, et celui résultant des intensités de précipitations
enregistrées. Afin de distinguer la contribution de ces deux caractéristiques dans les diffé-
rences observées sur les cartes de la figure 4.12, on calcule pour chaque HPE observé dans
chacune des trois régions, le maximum spatial de la précipitation dans la zone considérée
ainsi que la surface de la zone sur laquelle l’intensité de la pluie quotidienne excède 100
mm/ jour.
Les tableaux 4.2 et 4.3 présentent les valeurs moyennes de ces deux diagnostics pour les
HPE reproduits par chaque modèle, et ceux détectés par CYPRIM, ce sur chaque région.
Les résultats indiquent que si FRA12, FRA50 et CYPRIM reproduisent/détectent effec-
tivement des événements plus intenses que la moyenne des HPE, les différences observées
entre les trois simulations pour ce critère demeurent assez faibles sur ce diagnostic, hormis
en région P.A.C.A. où les épisodes reproduits par FRA12 présentent une valeur moyenne
du maximum spatial de 174 mm/jour, alors que celle-ci est de 212 mm/jour pour les HPE
vus par CYPRIM.
Les disparités concernant l’extension spatiale des fortes pluies (supérieures à 100 mm/jour)
sont plus marquées. Dans les HPE simulés par FRA12, cette zone d’extension est environ
50% plus large que la moyenne des cas, et ce quelle que soit la région d’occurrence des pluies.
Pour FRA50, cette augmentation relative varie entre +60% et +92% selon la région, la dif-
férence maximale étant atteinte pour les HPE reproduits dans le Languedoc-Roussillon.
Les HPE détectés par CYPRIM ont une extension spatiale proche de la moyenne des
cas de la région P.A.C.A. (+14%). Dans une moindre mesure, c’est aussi vrai dans les
Cévennes (+30%) tandis que dans le Languedoc-Roussillon, leur étendue est semblable
à celle des cas reproduits par FRA50, c’est-à-dire près deux fois supérieure à l’extension
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Fig. 4.12 – Composites SAFRAN du champ de précipitation quotidienne (mm/jour) des HPE observés
et de ceux reproduits par ALADIN-Climat ou détectés par CYPRIM, selon leur localisation. A gauche :
Cévennes ; au centre : Languedoc-Roussillon ; à droite : P.A.C.A. (a), (b) et (c) : HPE de référence ; (d),
(e) et (f) : HPE reproduits par FRA12 ; (g), (h) et (i) : HPE reproduits par FRA50 ; (j), (k) et (l) : HPE
reproduits par CYPRIM.
moyenne calculée sur l’ensemble des HPE survenant dans cette région.
Cévennes Langedoc-Roussillon P.A.C.A.
SAFRAN 162 173 159
FRA12 180 210 174
FRA50 184 207 189
CYPRIM 183 195 212
Tab. 4.2 – Intensité maximale des HPE reproduits par ALADIN-Climat ou de ceux détectés par CYPRIM,
selon leur localisation : moyenne du maximum spatial de pluie quotidienne (mm/jour)
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Cévennes Langedoc-Roussillon P.A.C.A.
SAFRAN 2.6 2.7 2.7
FRA12 4 (+54%) 4.2 (+53%) 4.1 (+51%)
FRA50 4.6 (+76%) 5.3 (+93%) 4.5 (+62%)
CYPRIM 3.4 (+30%) 5.2 (+91%) 3.1 (+14%)
Tab. 4.3 – Etendue des HPE reproduits par ALADIN-Climat ou de ceux détectés par CYPRIM, selon
leur localisation : surface moyenne de la zone où le cumul de précipitation excède 100 mm/jour (103 km2),
et différences relatives à la référence.
En résumé, l’emploi de la haute résolution dans ALADIN-Climat permet donc de repro-
duire des HPE d’intensité similaire mais moins étendus spatialement, en particulier dans la
région Languedoc-Roussillon. ; résultat qui apparaît plus clairement dans la figure 4.13 et
le tableau 4.4 comparant les événements reproduits conjointement par FRA50 et FRA12
à ceux reproduits uniquement par FRA12.
Du point de vue des caractéristiques du champ de pluie, la comparaison des HPE repro-
duits par FRA50 et FRA12 à ceux détectés par CYPRIM n’apporte pas d’informations très
pertinentes, sinon que comme ALADIN-Climat, l’algorithme CYPRIM détecte des HPE
plus forts que la moyenne.
Fig. 4.13 – Composites SAFRAN du champs de précipitation quotidienne des HPE reproduits par FRA12
selon leur localisation. A gauche : Cévennes ; au centre : Languedoc-Roussillon ; à droite : P.A.C.A. (a),
(b) et (c) : HPE reproduits par FRA12 et FRA50 ; (d), (e) et (f) : HPE reproduits par FRA12 seulement.
Caractéristiques du champ de pluie des fausses alertes
Les cartes de composites de pluies SAFRAN de la figure 4.14 montrent que pour les
cas de fausses alertes de CYPRIM, les précipitations sont moins étendues et plus localisées
sur le relief cévenol que dans ALADIN-Climat. Les valeurs de cumuls atteintes par FRA12
semblent en outre être plus importantes pour les fausses alertes de FRA12 que pour celles
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Nombre de cas Taux de reproduction Intensité maximale Etendue
(%) (mm/jour) (103 km2)
Observations 198 . 162 2.3
FRA12 76 38% 185 3.7
FRA50 53 27% 190 4.3
FRA12 et FRA50 49 25% 185 4.4
FRA12 seul 27 14% 183 2.5
FRA50 seul 4 2% 245 3.4
Tab. 4.4 – Caractéristiques des événements reproduits par FRA12 et/ou FRA50 : nombre d’événements
et taux de reproduction correspondant ; intensité maximale (valeurs moyennes du cumul maximum de pluie
(mm/jour) ; étendue (surface moyenne de la zone où le cumul de précipitation dépasse 100 mm/jour) (103
km2). Pour les valeurs observées, on considère la liste de référence des HPE pour le nombre d’événements
(annexe D) et les champs SAFRAN pour l’intensité maximale et l’étendue de la zone de fortes pluies.
de FRA50 et CYPRIM (figure 4.14).
(a) (b) (c)
(d)
Fig. 4.14 – Composites SAFRAN du champ de précipitation quotidienne (mm/jour) des cas de fausses
alertes comparés au composite SAFRAN des HPE observés. (a) : fausses alertes de FRA12 ; (b) : fausses
alertes de FRA50 ; (c) : fausses alertes de CYPRIM. ; (d) : HPE observés.
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Le tableau 4.5 précise que les maxima de précipitations observés lors des jours cor-
respondant à des cas de fausses alertes sélectionnées par la méthode CYPRIM sont moins
intenses que les cumuls observés lors des cas fausses alertes d’ALADIN-Climat. Par ailleurs,
les fausses alertes de FRA12 correspondent à des pluies légèrement plus intenses que celles
de FRA50.
Nombre de cas Taux de fausse alerte Intensité maximale
(%) (mm/jour)
FRA12 51 40% 98
FRA50 46 47% 90
CYPRIM 14 30% 70
Tab. 4.5 – Caractéristiques des fausses alertes de FRA12, FRA50 et CYPRIM : nombre d’événements
et taux de fausse alerte correspondant ; intensité maximale (valeurs moyennes du cumul maximum de pluie
(mm/jour).
D’un certain point de vue, on pourrait donc dire que les fausses alertes de FRA12 sont
globalement « moins fausses » que celles de FRA50, lesquelles le sont elles-même moins
que celles de CYPRIM.
Si l’on distingue à présent les cas de fausses alertes d’ALADIN-Climat selon qu’ils
concernent FRA12 et/ou FRA50 (tableau 4.6 et figure 4.15), on s’aperçoit que les fausses
alertes survenant simultanément dans FRA12 et FRA50 sont celles pour lesquelles les
précipitations observées sont les plus fortes et les plus étendues, se rapprochant ainsi
davantage des caractéristiques d’un véritable HPE.
Les fausses alertes produites uniquement par FRA50 présentent des cumuls de pluies
nettement moins intenses que celles produites uniquement dans FRA12, l’erreur commise
par FRA50 lors de ces mauvaises sélections est donc plus importante.




FRA12 et FRA50 26 102
FRA12 seulement 25 94
FRA50 seulement 30 73
Tab. 4.6 – Caractéristiques des fausses alertes de FRA12 et/ou FRA50 : nombres d’événements et
intensités maximales (valeurs moyennes du cumul maximum de pluie (mm/jour).
Section 4.2 : Reproduction chronologique de l’occurrence des HPE observés :
comparaison à la méthode CYPRIM 121
(a) (b) (c)
Fig. 4.15 – Composites SAFRAN du champ de précipitation quotidienne (mm/jour) des cas de fausses
alertes dans FRA12 et/ou FRA50. (a) : fausses alertes de FRA12 et FRA50 ; (b) : fausses alertes de
FRA12 seulement ; (c) : fausses alertes de FRA50 seulement.
HPE reproduits/détectés et fausses alertes : répartition au sein des clusters
Les événements sélectionnés par CYPRIM et simulés par ALADIN-Climat vont à pré-
sent être décrits selon leur appartenance aux 4 clusters sur lequel l’algorithme CYPRIM est
basé. Pour la dénomination des clusters, on reprend la nomenclature proposée par Nuissier
et al. (2011) : CSW, WL, CNW et CS (voir section 4.1.2).
Clusters CSW WL CNW CS Total
HPE observés 88 (44%) 35 (18%) 7 (3%) 68 (34%) 198
FRA12 40 (52%) 14 (18%) 1 (1%) 21 (28%) 76
FRA50 29 (54%) 8 (15%) 1 (1%) 15 (28%) 53
CYPRIM 18 (60%) 1 (3%) 0 13 (41%) 32
Tab. 4.7 – Répartition par clusters des HPE reproduits par ALADIN-Climat et de ceux détectés par
CYPRIM : nombre de cas par cluster et proportion relative au nombre total d’HPE reproduits/détectés
(%).
Le tableau 4.7 montre la répartition par cluster des HPE observés et de ceux respectivement
reproduits/détectés par FRA12, FRA50 et CYPRIM en indiquant le nombre d’HPE repro-
duits/détectés (respectivement observés) par cluster ainsi que les proportions du nombre
total d’HPE reproduits/détectés (respectivement observés) correspondantes.
On constate que la quasi-totalité des HPE détectés par la méthode CYPRIM appartiennent
aux clusters CSW et CS, un seul événement étant détecté dans le cluster WL (l’absence
d’HPE dans CNW résulte du fait que ce cluster caractérisant plutôt la non-occurrence
d’HPE, il est exclu dans l’algorithme de détection CYPRIM).
La répartition des HPE reproduits par ALADIN-Climat se rapproche davantage de l’obser-
vation, où le cluster CSW est aussi sur-représenté mais de façon moins prononcée qu’avec
la méthode CYPRIM, en raison d’une proportion de cas appartenant à WL plus proche de
la réalité (en particulier dans FRA12) et d’une légère sous-représentation du cluster CS.
La prédominance de la reproduction des HPE dans CSW peut s’expliquer par le fait que
les événements de ce cluster sont caractérisés par un transport d’humidité plus important
vers la zone de convection que dans WL et CS (Nuissier et al., 2011).
La répartition des cas de fausses alertes dans les différents clusters est indiquée au ta-
bleau 4.8.
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Clusters CSW WL CNW CS Total
FRA12 19 (37%) 13 (25%) 3 (6%) 15 (29%) 51
FRA50 14 (30%) 9 (19%) 3 (7%) 17 (37%) 46
CYPRIM 2 (14%) 1 (7%) 0 8 (57%) 14
Tab. 4.8 – Répartition par clusters des fausses alertes correspondant à des SRE (significant rainfall
events (voir section 4.1.2)) dans FRA12, FRA50 et CYPRIM.
La classification ayant été construite à partir de la série observée des événements de fortes
pluies (SRE : Significant Rainfall Events), seules les fausses alertes correspondantes à des
SRE peuvent être classées. Mais il se trouve que presque tous les cas de fausses alertes de
FRA12, FRA50 et CYPRIM sont effectivement des SRE (50 cas sur 51 pour FRA12, 43
cas sur 46 pour FRA50 et 11 cas sur 14 pour CYPRIM), résultat qui corroborre les conclu-
sions tirées au paragraphe précédent, à savoir que les fausses alertes correspondent dans la
réalité à des jours de précipitations relativement fortes dans le Sud-Est de la France.
La répartition de ces fausses alertes dans les différents clusters (tableau 4.8 montrent
ainsi que l’algorithme CYPRIM produit une majorité d’erreurs dans le cluster CS, alors
qu’ALADIN-Climat affiche presque une équipartition de ses fausses alertes au sein des trois
clusters discriminants pour les HPE (CSW, WL et CS).
Clusters CSW WL CS Total
Taux R FA R FA R FA R FA
FRA12 45% 32% 40% 48% 38% 42% 38% 40%
FRA50 33% 33% 23% 53% 27% 53% 27% 47%
CYPRIM 20% 10% 3% 50% 16% 38% 16% 30%
Tab. 4.9 – Taux de reproduction/détection (R) et taux de fausse alerte (FA) dans les clusters CSW, WL
et CS. (Pour le calcul du taux de fausse alerte, seuls les événements correspondant à des SRE sont pris en
considération).
Afin de pouvoir comparer plus facilement les performances de chaque méthode en fonction
des clusters, on calcule les taux de reproduction/détection et de fausse alerte dans chacun
des trois clusters dicriminants au regard des HPE : CSW, WL et CS (figure 4.9).
On constate que l’augmentation de résolution dans ALADIN-Climat améliore les scores de
« détection » dans ces trois clusters : dans CSW, davantage de cas sont reproduits pour
un même taux de fausse alerte ; et dans WL et CS, les deux scores sont améliorés. C’est
dans WL que l’amélioriation de la « détection » dans FRA12 est la plus marquée (+17%
de cas) et dans CS que le taux de fausse alerte est le plus réduit (-9%).
Par comparaison à CYPRIM, FRA50 reproduit donc davantage d’HPE dans les trois
clusters, mais avec un taux de fausse alerte plus important dans tous les cas. FRA12
reproduit lui aussi plus de cas dans chacun des trois clusters – et dans une plus grande
mesure que FRA50 – et ne présente un taux de fausse alerte significativement plus
mauvais que celui de CYPRIM que dans le cluter CSW. Le bénéfice de FRA12 par
rapport à CYPRIM concerne donc les clusters WL et CS, qui se trouvent être les moins
discriminants en termes de détection des HPE, en raison de flux de basses couches ERA-40
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Fig. 4.16 – Vent horizontal (a,b et c) et et flux d’humidité à 925 hPa (d, e et f) simulés par ERA-40
pour les HPE appartenant aux clusters CSW (a,d), WL (b,e) et CS (c,f). Figure transmise par B. Joly
(2011), issue de Nuissier et al. (2011).
moins prononcés que pour les HPE du cluster CSW (Nuissier et al., 2011).
Il serait sans doute intéressant de creuser ce résultat en considérant la façon dont FRA12
simule les prédicteurs utilisés dans la classification CYPRIM (Z500, direction du vent
horizontal et flux d’humidité à 925 hPa) afin de déterminer si la valeur ajoutée de FRA12
peut s’expliquer par une amélioration de la représentation de ces champs et/ou si d’autres
prédicteurs pourraient être envisagés.
Pour terminer cette analyse des performances de bonne reproduction des HPE (taux de
reproduction et de fausse alerte) de FRA50 et FRA12, il convient également d’évaluer
l’ampleur des erreurs commises sur la modélisation du champ de précipitation lors des
HPE reproduits et « manqués », ainsi que les cas de fausses alertes. Les questions qui se
posent à cet égard sont les suivantes :
Les pluies intenses simulées par FRA12 lors des HPE qu’elle reproduit sont-elles ou non
plus réalistes que celles simulées par FRA50 lors des HPE qu’elle reproduit ?
FRA50 est-elle ou non plus éloignée de la réalité que FRA12 en cas d’échec de la
reproduction des événements observés (HPE non-reproduits et fausses alertes) ?
Répondre à ces deux questions soulève plus de difficultés qu’il n’y paraît au premier abord,
et ce pour deux raisons :
1. L’analyse des erreurs commises dans FRA12 et FRA50 par rapport à SAFRAN im-
plique d’interpoler les champs de précipitations de chaque simulation sur la grille
SAFRAN, ou l’inverse, ce qui dans un cas comme dans l’autre risque de biaiser les
conclusions par des effets dûs à cette opération d’interpolation.
2. Comme nous l’avons vu au chapitre précédent, les valeurs des quantiles extrêmes
de précipitations de FRA50 sont plus faibles que celles de FRA12, ce qui là encore,
introduit un biais dans la comparaison des deux expériences dès lors que l’on s’inté-
ressent aux valeurs absolues des pluies intenses pour quantifier les erreurs commises
par rapport SAFRAN.
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Une façon de contourner ces deux difficultés consiste à appliquer une correction statistique
appelée correction « quantile-quantile » dont l’objectif est en quelque sorte de tirer le
meilleur parti de chaque simulation, tout en les ramenant sur la grille SAFRAN. Cette
opération est expliquée en détail dans le paragraphe qui suit.
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4.3 Correction quantile-quantile
La correction définie dans ce paragraphe est appliquée à FRA12 et FRA50 sur la période
1960-1980 où les simulations seront ensuite comparées à la désagrégation statistique d’ERA-
40 opérée par DSCLIM sur cette période. Les simulations corrigées seront notées FRA12-
corr et FRA50-corr.
4.3.1 Calcul
La correction « quantile-quantile » définie ici est inspirée de la méthode proposée par
Déqué (2007).
L’idée est de corriger le spectre des précipitations simulées en chaque point de grille, en ra-
menant les valeurs des quantiles du modèle à celles données par SAFRAN, comme l’illustre
le schéma explicatif de la figure 4.17.
Concrètement, l’opération s’effectue en cinq étapes :
1. On calcule les quantiles – d’ordre 0.01% à 99.9% – des précipitations quotidiennes
d’automne (SOND) de la simulation considérée et de SAFRAN, en prenant en compte
la même période d’apprentissage que pour DSCLIM (1981-2001).
2. Les quantiles simulés sont ensuite interpolés sur la grille SAFRAN. L’interpolation
consiste à prendre pour chaque point de grille SAFRAN la valeur du quantile simulé
au point le plus proche de la grille du modèle, ce afin de ne pas lisser le champ par
une opération de moyenne.
3. En chaque point i de la grille SAFRAN et pour chaque ordre k de quantile, on calcule
alors le coefficient de correction Corrk(i) donné par la formule suivante :
Corrk(i) =
{




si Qk(i) 6= 0 (4.6)
où Qk(i) est la valeur au point i du quantile modèle interpolé sur la grille SAFRAN
d’ordre k et QkSAF (i) la valeur du quantile SAFRAN correspondant.
4. Les précipitations quotidiennes simulées sur la période 1960-1980 sont interpolées sur
la grille SAFRAN de la même façon que les quantiles.
5. Pour chaque jour j de la période et en chaque point i de la grille SAFRAN, on
cherche l’ordre k du quantile modèle (interpolé) directement inférieur à la valeur de
la précipitation quotidienne du jour j au point i (RR(j, i)) :
k = 0.999 si RR(j, i) ≥ Q0.999(i) (4.7)
Sinon, k est tel que :
Qk(i) ≤ RR(j, i) < Qk+1(i) (4.8)
6. RRcorr(j, i), la précipitation corrigée du jour j au point i, est alors donnée par la
formule suivante :
RRcorr(j, i) = RR(j, i)Corr
k(i) (4.9)
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Cette méthode ne permet d’apporter aucune rectification à une éventuelle surestimation
de l’occurrence de précipitations quotidiennes nulles dans le modèle. Mais cette situation
ne concerne pas ALADIN-Climat qui, comme indiqué au chapitre 2, présente justement le
défaut inverse.
Cette correction diffère de celle proposée par Déqué (2007) où les valeurs simulées sont
ajustées de la façon suivante : les quantiles observés et simulés sont calculés sur une pé-
riode d’apprentissage où l’on évalue l’erreur commise par le modèle en chaque point de
grille et pour chaque ordre de quantile de façon à établir une relation de correspondance
entre les valeurs de quantiles observés et simulés. Cette correspondance est ensuite utilisée
pour corriger les valeurs simulées sur une autre période où l’on ne considère plus les ordres
de quantiles simulés mais seulement leurs valeurs.
Supposons par exemple qu’en un point donné, le modèle simule au cours de la période
d’apprentissage un quantile de précipitation d’ordre 95% égal à 20 mm/jour et un quantile
d’ordre 99% égal à 30 mm/jour, alors que les observations indiquent des valeurs respective-
ment égales à 40 mm/jour et 90 mm/jour pour ces deux ordres de quantiles. La correction
de Déqué (2007) consiste à ramener toutes les précipitations égales à 20mm/jour à une va-
leur de 50 mm/jour, et toutes celles égale à 30 mm/jour à 90 mm/jour, indépendamment
des ordres de quantile auxquels elles peuvent correspondre dans la période à corriger. La
méthode proposée ici ajuste ces valeurs en fonction de l’ordre de quantile auxquelles elles
correspondent dans la période à corriger. Si les quantiles sont égaux dans les deux périodes,
les deux méthodes sont équivalentes. Mais si, par exemple, la valeur de 30 mm/jour corres-
pond à un quantile d’ordre 95% dans la période à corriger, elle sera ramenée à une valeur
de 60 mm/jour, conformément au ratio des quantiles d’ordre 95% observés et simulés au
cours de la période d’apprentissage.
Cette seconde méthode permet une correction plus fine de la queue du spectre. Dans le
cas où le modèle simulerait dans la période à corriger des valeurs extrêmes supérieures
aux derniers quantiles de la période d’apprentissage, Déqué (2007) propose d’extrapoler la
correspondance établie sur la période d’apprentissage, ce qui peut être sujet à caution.
Fig. 4.17 – Schéma explicatif de la correction « quantile-quantile » : diagramme quantile-quantile des
précipitations quotidiennes (mm/jour) de FRA50 versus SAFRAN, en un point quelconque du Sud-Est de
la France. En abscisse : quantiles saisonniers (SOND) de 1 à 99.9% des précipitations quotidiennes de
SAFRAN au point considéré. En ordonnée : idem pour FRA50.
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4.3.2 Effet de la correction « quantile-quantile »
Lorsqu’il n’est pas nul, le coefficient de correction varie environ entre 0.3 et 4 pour les
deux simulations, avec des extrema un peu plus forts dans FRA50.
Quelques unes de ces valeurs sont représentées aux figures 4.18 et 4.19.
Pour ce qui est du Sud-Est de la France, on retrouve sur ces cartes les résultats précé-
demment établis, à savoir qu’ALADIN-Climat surestime les faibles précipitations (quantile
80%) et sous-estime les pluies les plus intenses (quantiles 99% et 99.8%), ces erreurs étant
plus importantes dans FRA50 que FRA12.
(a) quantile 80% (b) quantile 99% (c) quantile 99.8%
Fig. 4.18 – Coefficients de correction pour FRA50. (a) : Coefficient du quantile 80%. (b) : Coefficient
du quantile 99%. (c) : Coefficient du quantile 99.8%.
(a) quantile 90% (b) quantile 99% (c) quantile 99.8%
Fig. 4.19 – Coefficients de correction pour FRA12. (a) : Coefficient du quantile 80%. (b) : Coefficient
du quantile 99%. (c) : Coefficient du quantile 99.8%.
La figure 4.20 propose une illustration de l’effet de la correction sur chaque simulation,
à travers un exemple de situation de précipitation extrême : le cas du 30 octobre 1963.
Pour cet épisode de pluies intenses, on observe dans SAFRAN des cumuls s’élevant à 300
mm/jour. Sans correction, les intensités maximales sont de 100 mm/jour dans FRA50 et
140 mm/jour dans FRA12. ALADIN-Climat parvient donc à produire pour cet événement
des pluies relativement fortes mais il sous-estime leur intensité, et ce dans des proportions
différentes selon sa résolution. L’examen des champs de pluie de FRA12-corr et FRA50-
corr sont en revanche très semblables, tant par leur intensité (maxima de l’ordre de 250
mm/jour, atteignant ainsi des valeurs proches de celles de SAFRAN) que par leur structure
spatiale.
La correction « quantile-quantile » offre la possibilité de comparer les résultats de FRA50
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et FRA12 de façon plus objective que si l’on considérait les sorties brutes de chaque simu-
lation. Dans l’événement pris ici en exemple, elle révèle que les deux simulations présentent
en fait des performances assez équivalentes en termes de représentation du champ de pluie.
Reste à évaluer ce qu’il en est pour l’ensemble des HPE simulés par FRA12 et FRA50,
définis à l’aide du critère que nous avons établi. L’analyse de ces résultats ne pourra évidem-
ment pas inclure de comparaison à la méthode CYPRIM qui ne fournit qu’une information
binaire d’occurrence d’HPE, et la comparaison à DSCLIM ne sera effectuée qu’à la section
suivante.
(a) SAFRAN (b) FRA12 (c) FRA50
(d) FRA12-corr (e) FRA50-corr
Fig. 4.20 – Cumuls de précipitations (mm/jour) observés (SAFRAN) et simulés pour la situation de 30
octobre 1963. (a) : SAFRAN ; (b) FRA12 ; (c) : FRA50 ; (d) : FRA12-corr ; (e) : FRA50-corr.
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4.4 Représentation des HPE simulés après correction
On s’intéresse à présent aux champs de pluie des simulations corrigées en quantiles
FRA12-corr et FRA50-corr pour les jours de précipitations intenses. L’analyse se limite
donc à la période sur laquelle la correction a été appliquée (1960-1980). Les jours considérés
sont répartis en trois groupes traduisant le résultat de la reproduction d’HPE avec le critère
défini en 4.2, avec les valeurs de seuils minimisant les scores de Brier que nous avons fixées
en 4.2. On distingue ainsi :
– les HPE reproduits,
– les HPE non-reproduits,
– les fausses alertes.
L’objectif est d’évaluer les biais respectifs de FRA12-corr et FRA50-corr par rapport à
SAFRAN dans chacune de ces trois situations.
4.4.1 Représentation des HPE reproduits
La figure 4.21 présente pour chaque simulation la carte de composites des précipitations
survenues au cours des HPE reproduits par l’expérience. Le biais moyen correspondant (par
rapport à SAFRAN) est montré à la figure 4.22.
(a) Composite FRA12-corr (b) Composite FRA50-corr
Fig. 4.21 – Composites de précipitations (mm/jour) simulées par FRA12-corr et FRA50-corr lors des
HPE respectivement reproduits par chacune des simulations.
On peut constater que le biais de FRA12-corr reste relativement faible (moins de 20
mm/jour). Il est positif sur le relief cévenol et légèrement négatif sur une partie de la
région Languedoc-Roussillon. Il est un peu plus important pour FRA50-corr où les pré-
cipitations sont davantage surestimées sur les Cévennes, et dans une moindre mesure en
région P.A.C.A.
Ces cartes intègrent les erreurs provenant d’un mauvais positionnement géographique de
l’événement, et celle dues à une mauvaise représentation de l’intensité des précipitations
et/ou de l’étendue de la zone de fortes pluies. Afin de pouvoir évaluer la contribution de ces
deux effets, on calcule pour chaque simulation le pourcentage d’événements correctement
localisés parmi l’ensemble des HPE reproduits. On considère pour se faire qu’un HPE est
correctement localisé lorsque le maximum spatial des cumuls de précipitations simulées
se situe dans la même sous-région (Cévennes, Languedoc-Roussillon ou P.A.C.A.) dans le
modèle et dans SAFRAN.
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(a) FRA12-corr (b) FRA50-corr
Fig. 4.22 – Biais moyen de précipitation (mm/jour) lors des HPE reproduits par chaque simulation.
(a) : FRA12-corr - SAFRAN, lors des HPE reproduits par FRA12. (b) : FRA50-corr - SAFRAN, lors des
HPE reproduits par FRA50.
Simulations Nombre d’HPE reproduits Pourcentage de bonne localisation
FRA12-corr 37 76%
FRA50-corr 24 62%
Tab. 4.10 – Pourcentage de bonne localisation des HPE reproduits par chaque simulation. Les sous-
régions utilisées sont celles définies par les boîtes représentées à la figure 4.11 et l’on considère qu’un HPE
est bien localisé lorsque le maximum des précipitations est situé dans la même boîte dans SAFRAN et dans
la simulation.
Simulations Cévennes Languedoc-Roussillon P.A.C.A.
FRA12-corr 87% 67% 71%
FRA50-corr 75% 57% 50%
Tab. 4.11 – Pourcentage de bonne localisation des HPE reproduits par chaque simulation, selon leur
localisation observée dans SAFRAN.
Simulations Cévennes Languedoc-Roussillon P.A.C.A.
FRA12-corr 72% 83% 71%
FRA50-corr 64% 67% 50%
Tab. 4.12 – Pourcentage de bonne localisation des HPE reproduits par chaque simulation, selon leur
localisation simulée par l’expérience considérée.
Les résultats reportés dans le tableau 4.10 montrent que comparativement à FRA50-corr,
FRA12-corr parvient à placer une plus grande proportion des événements qu’elle reproduit
dans la bonne sous-région.
Le décalage géographique consiste dans la majorité des cas à représenter sur le relief Céve-
nol des HPE situés dans l’une des deux autres sous-régions, Languedoc-Roussillon d’abord,
puis P.A.C.A. (voir tableaux 4.11 et 4.12).
Cet effet explique donc au moins en partie le dipôle observé sur les cartes de biais (fi-
gure 4.22) où le Languedoc-Roussillon est trop sec et les Cévennes sont trop humides. Pour
évaluer les limites de chaque simulation en dehors de ce premier type d’erreur, on consi-
dère à présent le biais moyen et l’erreur quadratique moyenne (par rapport à SAFRAN)
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des événements correctement localisés par le modèle (figure 4.23).
(a) FRA12-corr (b) FRA50-corr
(c) FRA12-corr (d) FRA50-corr
Fig. 4.23 – Biais moyen (en haut) et erreur quadratique moyenne (en bas) de la précipitation quotidienne
(mm/jour) lors des HPE reproduits par chaque simulation et représentés dans la bonne sous-région. (a) et
(c) : FRA12-corr - SAFRAN, lors des HPE reproduits par FRA12. (b) et (d) : FRA50-corr - SAFRAN,
lors des HPE reproduits par FRA50.
Cette seconde analyse montre que même lorsque les HPE sont correctement placés par la
simulation considérée, FRA12-corr présente une erreur plus faible que FRA50-corr. D’après
les résultats présentés au tableau 4.13, cette différence est due à une sur-évaluation de
l’étendue de la zone de pluie dans la simulation à 50 km de résolution.
Intensité maximale (mm/jour) Etendue(103 km2)
Moyenne observée Moyenne simulée Moyenne observée Valeur simulée
FRA12-corr 182 202 2.8 2.8
FRA50-corr 182 196 3.3 4
Tab. 4.13 – Intensité maximale de la précipitation quotidienne (mm/jour) et étendue de la zone de
fortes pluies (103 km2) lors des HPE reproduits et correctement localisés par FRA12-corr et FRA50-corr :
valeurs moyennes observées dans SAFRAN et simulées par FRA12-corr et FRA50-corr.
.
4.4.2 Représentation des HPE non-reproduits
L’analyse des erreurs dans le cas des événements manqués par chaque simulation est
plus simple. En effet, la question de la bonne ou mauvaise localisation de l’événement par
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le modèle ne se pose pas, et le fait que chaque HPE non-reproduits corresponde à des pluies
plus faibles dans le modèle que dans SAFRAN exclut les compensations d’erreurs.
On se limitera donc à examiner les cartes de composites de précipitations simulées pour
ces événements (figure 4.24) et les biais moyens par rapport à SAFRAN (figure 4.25).
(a) FRA12-corr (b) FRA50-corr
Fig. 4.24 – Composites de précipitations quotidiennes (mm/jour) simulées par FRA12-corr et FRA50-
corr lors des événements non-reproduits par chaque simulation.
(a) FRA12-corr (b) FRA50-corr
Fig. 4.25 – Biais moyen des précipitations quotidiennes (mm/jour) simulées lors des HPE non-reproduits.
(a) : FRA12-corr - SAFRAN lors des HPE manqués par FRA12. (b) : FRA50-corr - SAFRAN lors des
HPE manqués par FRA50.
Celles-ci indiquent que les HPE n’étant pas reproduits par ALADIN-Climat (c’est-à-dire
échappant à la sélection sur la base du critère défini) correspondent globalement à des jours
de précipitations relativement fortes sur les Cévennes dans les deux simulations, avec un
biais moyen qui reste modéré (moins de 20 mm/jour). L’erreur commise par le modèle lors
de ces événements n’est donc pas plus importante que pour les HPE qui se trouve être
reproduits dans le modèle (c’est-à-dire les événements sélectionnés comme étant dse HPE).
La non-reproduction des HPE s’apparente ainsi davantage au résultat d’un effet de seuil
qu’à un échec total du modèle à « voir » ces événements.
Par ailleurs, la comparaison des biais de FRA12-corr et FRA50-corr montrent que les
erreurs sont semblables dans les deux simulations. Autrement dit, l’une n’est pas plus
« fausse » que l’autre dans les cas de non-reproduction.
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4.4.3 Représentation des fausses alertes
Les composites de pluies correspondant à ces événements (figure 4.26) montrent que
FRA12-corr et FRA50-corr simulent toutes deux des cumuls assez importants lors de ces
cas de fausses alertes. Mais en comparant ces valeurs à celles des précipitation simulées
lors des HPE reproduits par chaque simulation (figure 4.21), on s’aperçoit que FRA12-
corr et FRA50-corr produisent des pluies moins fortes lors des fausses alertes que lors des
HPE qu’elles reproduisent. On retrouve ainsi la présence d’un effet de seuil, comme dans
le cas des événements non-reproduits. Mais cette fois, les biais de FRA50-corr sont plus
importants que ceux de FRA12-corr (figure 4.27). La simulation à 50 km de résolution est
donc plus éloignée de la réalité en cas de fausse alerte.
(a) FRA12-corr (b) FRA50-corr
Fig. 4.26 – Composites de précipitations quotidiennes (mm/jour) simulées par FRA12-corr et FRA50-
corr lors des fausses alertes de chaque simulation.
(a) FRA12-corr (b) FRA50-corr
Fig. 4.27 – Biais moyen des précipitations quotidiennes (mm/jour) simulées lors des fausses alertes de
chaque simulation. (a) : FRA12-corr - SAFRAN lors des fausses alertes de FRA12. (b) :FRA50-corr -
SAFRAN lors des fausses alertes de FRA50.
4.4.4 Conclusions
En appliquant aux séries quotidiennes de précipitations simulées par ALADIN-Climat
un premier critère de définition des HPE simulés, on peut calculer des scores de « dé-
tection » des HPE comparables à ceux obtenus en appliquant l’algorithme CYPRIM à
ERA-40.
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Les résultats indiquent alors que FRA12 présente de meilleurs scores que FRA50 et
CYPRIM. FRA50 s’avère moins performante que CYPRIM, en produisant davantage de
fausses alertes, tandis que FRA12 reproduit davantage d’événements (+15% à +20%,
selon le seuil) que CYPRIM d’en détecte, pour un taux de fausse alerte équivalent.
La proportion d’HPE pour lesquels l’état de l’atmosphère à l’échelle synoptique constitue
une condition suffisante à l’occurrence de ces événements dépasse donc le pourcentage
détectable par l’algorithme CYPRIM appliqué à ERA-40
Pour un seuil minimisant les scores de Brier de chaque méthode (simulations ALADIN-
Climat et algorithme CYPRIM), l’étude des caractéristiques des HPE reproduits et des
fausses alertes à tort conduit aux résultats suivants :
– L’emploi de la haute résolution dans ALADIN-Climat permet de reproduire davan-
tage d’événements sur les Cévennes et dans le Languedoc-Roussillon. En termes
d’intensité maximale des précipitations, ces derniers sont assez semblables aux HPE
également reproduits par la simulation à 50 km de résolution, mais ils sont moins
étendus spatialement. Ce résultat concernant l’extension spatiale de la zone de pluie
est assez logique et conforte l’analyse des quelques cas particuliers conduite à la
fin du chapitre 3, il convenait cependant de vérifier sa validité sur l’ensemble de la
période d’observation en considérant toutes les occurrences d’HPE.
– Les fausses alertes produites par ALADIN-Climat et la méthode CYPRIM corres-
pondent presque toutes à des événements de pluies relativement intenses dans le
Sud-Est de la France, et les fausses alertes de FRA12 sont marquées par des cumuls
de précipitations un peu plus importants que les fausses alertes de FRA50 et de
CYPRIM.
– Du point de vue de la classification en clusters utilisée par CYPRIM, la haute
résolution dans ALADIN-Climat présente une valeur ajoutée dans chacun des trois
clusters discriminants des HPE (CSW, WL et CS). Le bénéfice de FRA12 par rapport
à CYPRIM concerne essentiellement les clusters WL et CS, qui correspondent à des
situations où le forçage de basses couches est moins marqué (Nuissier et al., 2011)
dans ERA-40. L’algorithme CYPRIM y détecte ainsi beaucoup moins d’HPE que
FRA12, pour un taux de fausse alerte semblable. Dans ces mêmes clusters, FRA50
sélectionne également plus d’HPE que CYPRIM, mais avec davantage de fausses
alertes.
Dans un deuxième temps, l’application d’une correction « quantile-quantile » a permis de
comparer de façon plus objective les performances des deux simulations ALADIN-Climat
dans leur représentation des HPE simulés – HPE reproduits ou non, et fausses alertes –
que l’analyse des champs bruts ne l’auraient autorisée.
Il en ressort que la haute résolution permet d’améliorer la représentation des HPE repro-
duits : les pluies intenses sont mieux localisées et présentent des biais moins importants,
grâce à une meilleure représentation de l’extension spatiale de la zone de fortes pluies
pour chaque événement.
Par ailleurs, on aboutit dans FRA12 à une surestimation plus faible des précipitations dans
le cas des fausses alertes, c’est-à-dire une erreur moindre dans la mauvaise reproduction.
La réciproque n’est toutefois pas vraie pour les événements non-reproduits, où FRA12 et
Section 4.4 : Représentation des HPE simulés après correction 135
FRA50 présentent des erreurs du même ordre de grandeur, lesquelles sont sensiblement
égales au biais accusé par le modèle en cas de bonne reproduction. Les HPE non-reproduits
par ALADIN-Climat ne correspondent donc pas à des situations où le modèle manquerait
totalement l’événement. Et les cas de fausses alertes étant pour la plupart des événements
de précipitations relativement fortes dans les observations, les échecs de la reproduction
des HPE (cas non-reproduits et fausses alertes) dans le modèle résultent davantage d’un
effet de seuil que de l’incapacité du modèle à représenter ces HPE moins intenses.
Cette analyse a conduit en outre à préciser les limites de la simulation ALADIN-
Climat à haute résolution, notamment au travers de l’étude des cas échappant à la
sélection des épisodes de pluies intenses dans FRA12.
Du point de vue des caractéristiques du champs de pluie associé aux HPE, les résultats
montrent que le modèle peine à reproduire les événements plus modérés en intensité et les
moins étendus spatialement.
Si le temps imparti pour ce travail l’avait permis, il aurait été intéressant d’examiner
comment FRA12 simule les prédicteurs utilisés dans la méthode CYPRIM (Z500, vent
horizontal et flux d’humidité à 925 hPa), en distinguant, par cluster, les champs simulés
lors des HPE reproduits et manqués par FRA12. Dans l’éventualité où des différences
significatives seraient apparues, celles-ci auraient pu aider à éclairer des pistes d’améliora-
tion pour la modélisation de ces HPE dans ALADIN-Climat.
Bien que l’augmentation de résolution dans ALADIN-Climat améliore sensiblement la
capacité du modèle à « voir » les HPE et conduise ainsi à des résultats plus satisfaisant
que l’algorithme CYPRIM, les scores de « détection » de FRA12 restent modestes : pour
un taux de fausse alerte proche 30%, le modèle reproduit 30% des événements observés
(contre 15% d’épisodes détectés par la méthode CYPRIM appliquée à ERA-40).
Dans la perspective d’une utilisation du modèle dans des scénarios de changement
climatique où l’on chercherait à évaluer l’évolution future des HPE, se pose donc la
question du réalisme des HPE simulés par ALADIN-Climat lorsqu’ils sont pris dans leur
globalité, indépendamment de la bonne ou mauvaise chronologie de leur occurrence. Il se
peut en effet que bien que le modèle ne reproduise pas tous les HPE observés et produise
des événements correspondants à de fausses alertes, l’ensemble des cas qui en résultent
dans FRA12 et/ou FRA50 soit raisonnablement conforme à la réalité observée, pour peu
que l’on fixe des valeurs de seuil conduisant à une fréquence d’occurrence correcte des
événements.
On pourrait arguer qu’il s’agirait là d’une compensation d’erreurs, mais dans la mesure où
les cas de non-reproduction et de fausses alertes traduisent davantage le résultat d’un effet
de seuil qu’un échec total du modèle à simuler des fortes précipitations dans les situations
où il est attendu qu’il le fasse, il ne paraît pas hors de propos de poursuivre l’analyse dans
cette voie. D’autant qu’il est très probable qu’une reproduction parfaite soit impossible
dans une quelconque simulation « hindcast », même à très haute résolution avec une
représentation explicite de la convection, car cela impliquerait que tous les HPE soient
uniquement déterminés par le forçage atmosphérique à l’échelle des ré-analyses globales.
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4.5 Reproduction chronologique de l’occurrence
d’HPE et représentation HPE dans les simula-
tions corrigées selon un second critère de défini-
tion des HPE simulés : comparaison à DSCLIM
Grâce à la correction « quantile-quantile », il est possible d’envisager un critère de
définition des HPE simulés qui soit basé sur les valeurs absolues de cumuls simulés et non
plus sur les ordres de quantiles extrêmes de pluie. Les résultats obtenus dans ALADIN-
Climat en appliquant ce second critère seront comparés à ceux de la méthode DSCLIM
appliquée à ERA-40 sur la période 1960-2000, qui fournit un champ de précipitation sur la
grille SAFRAN. Pour commencer, on s’intéressera brièvement aux performances de bonne
reproduction des HPE dans chaque simulation selon ce critère, puis la comparaison sera
orientée selon la perspective « statistique »évoquée en conclusion du paragraphe précédent,
c’est-à-dire en faisant abstraction de la bonne ou mauvaise chronologie d’occurrence des
HPE simulés.
4.5.1 Définition d’un critère de définition « absolu » des HPE
simulés
On considère à présent qu’un jour de la saison d’automne SOND correspond à un HPE
si la précipitation quotidienne excède un seuil s en mm/jour, en au moins deux points de
la région Sud-Est de la France – les séries de précipitations de DSCLIM, FRA12-corr et
FRA50-cor étant définies sur la grille SAFRAN.
Ce critère présente l’avantage de se définir plus simplement et de ne dépendre plus que
d’une seule valeur de seuil. Appliqué aux résultats de scénarios de changement climatique,
il peut conduire à une analyse de l’évolution des précipitations intenses plus lisible pour
le grand public et la communauté scientifique travaillant sur les impacts du changement
climatique.
4.5.2 Reproduction chronologique de l’occurrence des HPE ob-
servés
Pour la période de simulation considérée ici (1960-1980) la liste de référence des dates
d’HPE observés (annexe D) fait état de 102 événements.
Les graphiques de la figure 4.28 indiquent pour chaque simulation le nombre total d’HPE
reproduits sur la période 1960-1980, le pourcentage d’HPE reproduits (taux de reproduc-
tion), le pourcentage d’HPE parmi les événements simulés (100% - taux de fausse alerte)
et le score de Brier correspondant, pour un seuil de dépassement de précipitation variant
de 100 à 200 mm/jour.
Pour FRA12-corr et FRA50-corr, on retrouve bien les valeurs obtenues à la section 4.2.2
avec le premier critère de définition des HPE simulés. Cette similitude était certes atten-
due, mais elle confirme a posteriori que les deux critères de sélection sont analogues.
Pour DSCLIM, le pouvoir de bonne reproduction des HPE de la simulation s’avère être
assez faible : au mieux, 20% des HPE observés sont reproduits par DSCLIM et plus de
80% des cas simulés ne correspondent pas à des HPE dans les observations.
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En fixant le seuil de sélection des événements à 110 mm/jour – seuil pour lequel SAFRAN,
DSCLIM et ALADIN-Climat simule un nombre d’événements proche des 102 HPE réper-
toriés sur la période 1960-1980 – , le champ de pluie désagrégée produit par DSCLIM est
comparé à celui de SAFRAN pour les trois ensembles de jours suivants : HPE reproduits
(19 cas), les HPE manqués (83 cas) et cas de fausses alertes (77 cas).
Les cartes de la figure 4.29 indiquent, pour les 19 HPE reproduits par DSCLIM, le biais
moyen et l’erreur quadratique moyenne de la précipitation simulée par DSCLIM, par rap-
port à SAFRAN.
(a) Nombre de cas définis (b) Taux de reproduction
(c) Score de Brier
Fig. 4.28 – Reproduction chronologique de l’occurrence d’HPE sur la période 1960-1980 en fonction du
seuil de précipitation. (a) : Nombre d’événements simulés. (b) : pourcentage d’HPE reproduits, en traits
pleins, et pourcentage d’HPE parmi les événements simulés (100 - taux de fausse alerte) en traits tiretés.
(c) : score de Brier. En noir : SAFRAN ; en rouge : FRA12 ; en bleu : FRA50 ; en jaune : DSCLIM ; en
vert : CYPRIM.
Elles montrent que même lorsque DSCLIM parvient à reproduire un HPE, l’analogue choisi
par la méthode présente un champ de précipitation assez différent de celui observé. Les
erreurs commises par DSCLIM lors des HPE non-reproduits et des cas de fausses alertes
sont illustrées par les figures 4.30 et 4.31 présentant les composites de précipitations si-
mulées par DSCLIM et observées dans SAFRAN pour chacune de ces deux situations
(non-reproduction et fausse alerte). On constate que, contrairement à ce que l’on a observé
dans les simulations ALADIN-Climat, l’échec de la reproduction ne saurait être interprété
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dans DSCLIM comme le résultat d’un effet de seuil plus ou moins marqué (voir sections
4.4.2 et 4.4.3). En effet, pour les HPE qu’elle ne reproduit pas, DSCLIM simule des pluies
faibles ou inexistantes. Et à l’inverse, les cas de fausses alertes correspondent dans la réalité
à des situations où la précipitation est faible ou absente.
Ainsi, au delà du fait que les scores de « détection » de DSCLIM sont assez peu satisfai-
sants, l’analyse montre que les précipitations simulées reste éloignées des observations quel
que soit le cas de figure relatif à la reproduction des HPE observés : HPE reproduits ou
non, et fausses alertes.
(a) Biais (b) RMSE
Fig. 4.29 – Biais moyen (a) et erreur quadratique moyenne (b) des précipitations quotidiennes (mm/jour)
de DSCLIM lors des HPE reproduits par DSCLIM
(a) SAFRAN (b) DSCLIM
Fig. 4.30 – Composites de précipitations quotidiennes (mm/jour) observées (a) et simulées par DSCLIM
(b) lors des HPE non-reproduits par DSCLIM.
Un tel résultat n’est ni étonnant ni alarmant pour la méthode de descente d’échelle sta-
tistique mise en oeuvre dans DSCLIM si l’on considère que celle-ci n’est pas destinée à
reproduire une quelconque chronologie dans les champs désagrégés qu’elle produit.
Ceci étant, dans la mesure où DSCLIM reçoit ici en entrée l’information grande échelle
d’ERA-40 qui respecte la chronologie observée, le fait qu’elle ne parvienne à reproduire
qu’un petit nombre d’HPE observé implique l’alternative suivante : soit la grande échelle
d’ERA-40 ne contient que très peu d’informations susceptibles de prédire l’occurrence
d’HPE, soit la classification des situations synoptiques réalisées dans DSCLIM et/ou la
méthode de recherche d’analogues ne permettent pas de produire des HPE qui soient co-
hérents avec l’information grande échelle.
Or comme les taux de reproduction d’HPE obtenus par la méthode CYPRIM et par
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(a) SAFRAN (b) DSCLIM
Fig. 4.31 – Composites de précipitations quotidiennes (mm/jour) observées (a) et simulées par DSCLIM
(b) lors des cas de fausses alertes de DSCLIM.
ALADIN-Climat indiquent précisément que ERA-40 contient une information grande
échelle susceptible d’être utilisée pour prévoir l’occurrence d’au moins un quart des HPE,
c’est donc que la méthode employée dans DSCLIM ne discrimine pas les situations synop-
tiques propices à la survenue d’un HPE. Cette conclusion n’est pas non plus tout à fait
surprenante puisque les régimes de temps définis pour cette méthode n’ont pas été orientés
à cette fin et que la recherche d’analogues qui en découle intègre les valeurs de précipita-
tions de SAFRAN sur l’ensemble du territoire français et non la seule région Sud-Est. Elle
atténue cependant la confiance que l’on peut apporter à la désagrégation statistique d’un
scénario de changement climatique par DSCLIM au regard de l’évolution future des HPE.
En dépit de cette limitation dans la bonne reproduction des HPE, remarquons que DSCLIM
produit des fréquences d’occurrence d’événements réaliste par rapport à celles de SAFRAN.
D’un point de vue statistique excluant toute considération chronologique, cette méthode
n’est donc pas nécessairement moins performante qu’ALADIN-Climat à 12.5 km de réso-
lution.
Sensibilité des résultats à l’ajoût d’une condition sur la distance devant séparer
les deux points dépassant le seuil
A l’annexe E, sont présentées les figures d’une brève étude de sensibilité des scores
de « détection »chronologique obtenus avec ce critère de définition (détaillés à la section
suivante) au fait d’ajouter une condition sur la distance devant séparer les deux points
répondant au critère de dépassement – incluant ainsi, en considérant une distance nulle,
la possibilité de ne retenir qu’un seul point. Seuls les résultats obtenus pour SAFRAN,
FRA12-corr et FRA50-corr ont été représentés, ce au vu des scores de « détection » de
DSCLIM.
Les résultats montrent que le fait de choisir deux points plutôt qu’un seul permet de
réduire de façon notable le taux de fausse alerte sans pour autant trop dégrader le taux de
reproduction. Ce comportement est cohérent avec le fait que la liste de référence des HPE
observés (annexe D) a précisément était construite de façon à exclure le cas de phénomènes
trop isolés (Nuissier et al., 2011).
En imposant une condition de distance sur les deux points de notre critère de définition
des HPE simulés, on observe une diminution du taux de fausse alerte à mesure que la
distance augmente. Ainsi, plus l’événement simulé couvre une surface étendue, plus il y
a de chance qu’il corresponde à un HPE qui fut réellement observé. Mais dans le même
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temps, le taux de reproduction des HPE diminue lorsque la distance augmente. Le choix de
la distance minimale à imposer entre nos deux points dépend donc du taux que l’on cherche
à optimiser (taux de reproduction ou fausse alerte) ou du compromis auquel on souhaite
aboutir entre les deux. L’option qui a été retenue dans ce travail est finalement celle d’une
absence de condition sur la distance entre les deux points (distance nulle) car à moins de
prendre une distance de 60 km identique à celle du critère de définition de Nuissier et al.
(2011), le choix aurait été à la fois assez arbitraire et pas forcément optimal pour toutes les
simulations. Or pour cette distance de 60 km, on obtient moins de 80 HPE dans SAFRAN
(alors qu’on en observe 102 sur la période), pour un taux de reproduction inférieur à 60%,
avec certes un taux de fausse alerte très bas (moins de 10%) mais ces valeurs indique que
le critère de définition des HPE devient alors trop sévère pour obtenir ne serait-ce qu’une
fréquence d’occurrence correcte. Nous opterons donc pour la simplicité, consistant à ne pas
imposer de condition sur la distance devant séparer nos deux points.
4.5.3 Représentation de l’ensemble des HPE simulés, indépen-
damment de la chronologie
On considère à présent l’ensemble des HPE simulés par FRA12-corr, FRA50-corr et
DSCLIM (qu’ils correspondent ou non à des HPE effectivement observés) avec des valeurs
de seuil conduisant à des fréquences d’occurrence proches de celle issue de la liste de dates
de référence des HPE observés (annexe D). D’après la figure 4.28, ce seuil est égal à 110
mm/jour pour FRA12-corr et à 100 mm/jour pour FRA50-corr. Pour DSCLIM, ces deux
valeurs conviennent. Le seuil de 110 mm/jour étant également celui pour lequel on aboutit
à une fréquence correcte d’événements dans SAFRAN (par rapport aux 102 HPE de la
liste figurant à l’annexe D), c’est celui que nous retiendrons ici.
Aperçu général
Examinons en premier aperçu les composites des précipitations modélisées lors des HPE
simulés par FRA12-corr, FRA50-corr et DSCLIM (figure 4.32) et la différence de chacun
de ces champs à la moyennes des précipitations de SAFRAN lors des HPE observés dans
la réalité (figure 4.33).
On constate qu’en moyenne, les HPE de FRA12-corr et DSCLIM produisent des cumuls
de pluies assez proches de ceux de SAFRAN pour les HPE réellement observés, alors que
le biais de FRA50-corr est plus prononcé.
Le tableau 4.14 donne la répartition géographique des HPE simulés par chaque expérience.
Il reprend les sous-régions définies à la section 4.2.3 : Cévennes, Languedoc-Roussillon et
P.A.C.A. Comme précédemment, un événement est considéré comme appartenant à une
sous-région donnée lorsque le critère de défintion des HPE simulés s’applique aux points
contenus dans celle-ci (les épisodes concernant plusieurs sous-région sont ainsi comptés
plusieurs fois).
Les résultats du tableau 4.14 montrent que les HPE de FRA12-corr se répartissent correc-
tement dans les trois sous-régions, alors que FRA50-corr simule un trop petit nombre de
cas en région PACA (ce qui rejoint les résultats obtenus en 4.4.1). DSCLIM, quant à elle,
produit un trop grand nombre d’épisodes affectant le relief Cévenol et trop peu d’événe-
ments dans la région Languedoc-Roussillon.
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(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
(d) SAFRAN (HPE)
Fig. 4.32 – Composites de précipitations quotidiennes (mm/jour) observées et simulées lors HPE dans
chaque simulation avec un seuil de dépassement de 110 mm/jour. (a) : FRA12-corr ; (b) : FRA50-corr ;
(c) : DSCLIM ; (d) : SAFRAN.
(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
Fig. 4.33 – Biais moyen de précipitations quotidiennes lors des HPE dans chaque simulation avec un
seuil de dépassement de 110 mm/jour : Différences des composites de précipitations simulés au composite
des précipitations SAFRAN lors des HPE.
Cévennes Languedoc-Roussillon P.A.C.A. Total
Référence (liste des HPE) 62 (60%) 30 (29%) 25 (24%) 103
FRA12-corr 64 (63%) 33 (32%) 25 (24%) 102
FRA50-corr 52 (62%) 26 (31%) 15 (18%) 84
DSCLIM 73 (76%) 23 (24%) 26 (27%) 96
Tab. 4.14 – Répartition géographique des HPE simulés avec un seuil de 110 mm/jour dans chaque
simulation : nombre de cas par région et pourcentage par rapport au nombre total de cas.
Représentation des HPE simulés, par sous-régions
En distinguant les événements simulés selon leur localisation (dans le modèle), on peut
à présent comparer les caractéristiques des champs de pluies intenses simulées dans chaque
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sous-région avec celles observées dans la réalité lors des HPE s’étant produit dans la même
sous-région : intensité maximale des pluies, étendue de la zone de forte pluies, biais moyen
aux précipitations observées.
(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
(d) SAFRAN (HPE)
Fig. 4.34 – Identique à 4.32 pour les Cévennes.
La figure 4.34 présente les composites de précipitations simulées lors des événements tou-
chant les Cévennes, par comparaison au composite de pluies de SAFRAN pour les HPE
observés dans cette même région.
Les biais correspondants sont représentées à la figure 4.35.
Ces cartes montrent que FRA12-corr et DSCLIM simulent des HPE assez réalistes sur les
Cévennes : les biais moyens restent globalement inférieurs à 10 mm/jour, avec toutefois une
surestimation plus marquée de FRA12-corr sur une petite partie du relief. Dans FRA50-
corr, la surestimation est plus importante, avec des biais compris entre 10 et 30 mm/jour
sur une bonne partie de la zone.
(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
Fig. 4.35 – Identique à 4.33 pour les Cévennes.
D’après les tableaux 4.15, 4.16 et 4.17 – indiquant, pour chaque sous-région, les valeurs
moyennes de l’intensité maximale des événements simulés et observés et l’extension
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Cévennes Langedoc-Roussillon P.A.C.A. Total
SAFRAN 162 162 132 159
FRA12-corr 176 168 160 171
FRA50-corr 176 175 150 168
DSCLIM 173 167 157 166
Tab. 4.15 – Intensité maximale des HPE observés et des HPE simulés par chaque modèle, selon leur
localisation : moyenne du maximum spatial de pluie quotidienne (mm/jour).
Cévennes Langedoc-Roussillon P.A.C.A.
SAFRAN 2.4 1.9 2
FRA12-corr 2.4 (+3%) 1.8 (-7%) 2.5 (+22%)
FRA50-corr 3.3 (+41%) 2.6 (+33%) 3.2 (+56%)
DSCLIM 2.9 (+24%) 2.9 (+50%) 2.9 (+41%)
Tab. 4.16 – Etendue des HPE simulés par chaque modèle, selon leur localisation : surface de la zone où
le cumul de précipitation excède 100 mm/jour (103 km2)
Cévennes Langedoc-Roussillon P.A.C.A.
SAFRAN 9.6 8.1 11.9
FRA12-corr 12.6 (+30%) 8.6 (+6%) 19 (+60%)
FRA50-corr 16.4 (+70%) 10.5 (+29%) 21.6 (+81%)
DSCLIM 13.5 (+40%) 11.5 (+41%) 16.2 (+36%)
Tab. 4.17 – Etendue des HPE simulés par chaque modèle, selon leur localisation : moyenne du nombre
de points de grille SAFRAN où le cumul de précipitation excède 50 mm/jour (103 km2).
spatiale moyenne de la zone de fortes pluies – cette différence ne semble pas due à une trop
forte intensité des précipitations maximales mais plutôt à une tendance de FRA50-corr à
simuler une structure trop étendue des fortes pluies.
Dans le Languedoc-Roussillon (figures 4.36 et 4.37), c’est FRA12-corr qui offre les
meilleures performances.
Pour FRA50-corr, on retrouve un biais positif de précipitation pour les HPE simulés
par FRA50-corr, que l’on peut cette fois expliquer par l’effet conjoint de maxima trop
important et d’une trop grande extension de la zone de fortes pluies (tableaux 4.15, 4.16
et 4.17).
DSCLIM présente un dipôle traduisant une sous-estimation des pluies au Sud de la région
et une surestimation au Nord, c’est-à-dire une tendance à situer trop au Nord la zone
de précipitations intenses. Et de même FRA50-corr, DSCLIM simule par ailleurs des
événements trop étendus et des valeurs maximales de pluies trop intenses.
Enfin, dans la région P.A.C.A, les trois simulations présentent des biais plus ou moins
marqués (voir figures 4.38 et 4.39). C’est à nouveau dans FRA50-corr que le biais (positif)
est le plus important, atteignant des valeurs supérieures à 20 mm/jour sur toute la partie
Est de la zone, en raison de maxima de pluie trop importants et d’événements trop étendus.
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(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
(d) SAFRAN (HPE)
Fig. 4.36 – Comme 4.32 pour le Languedoc-Roussillon.
(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
Fig. 4.37 – Comme 4.33 pour le Languedoc-Roussillon.
Dans FRA12-corr et DSCLIM, les biais sont plus modérés. Les erreurs de FRA12-corr sont
un peu plus faibles que celles de DSCLIM et se concentrent essentiellement au Sud des
Cévennes, ce qui indique en fait une tendance à étendre la zone de pluies fortes à modérées
sur une bonne partie du Sud-Est de la France lors des cas affectant la région P.A.C.A.
(voir la carte de composites correspondantes à la figure 4.38). Dans DSCLIM en revanche,
la surestimation des précipitations se concentre sur les Alpes Maritimes.
Variabilité interannuelle
Pour conclure cette analyse statistique des épisodes de précipitations intenses dans le
Sud-Est de la France simulés par FRA50-corr, FRA12-corr et DSCLIM, on s’intéresse à la
variabilité interannuelle de ces événements dans chaque simulation.
Le tableau 4.18 indique les valeurs simulées et observées des diagnostics suivants : nombre
moyen d’HPE par année, moyenne annuelle des maxima d’intensité de précipitations at-
teints lors de chaque événement, et écarts-type correspondants. On constate alors que
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(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
(d) SAFRAN (HPE)
Fig. 4.38 – Comme 4.32 pour P.A.C.A.
(a) FRA12-corr (b) FRA50-corr (c) DSCLIM
Fig. 4.39 – Comme 4.33 pour P.A.C.A.
FRA12-corr est très proche de la référence observée pour ces 4 paramètres ; FRA50-corr
sous-estime d’environ 25% l’écart type du nombre d’événements et de leur intensité maxi-
male ; et DSCLIM surestime de la variabilité interanuelle du nombre d’événements (+20%)
et sous-estime celle du maximum d’intensité de -35%.
C’est donc FRA12-corr qui présente la meilleure variabilité interannuelle.
4.5.4 Conclusions
Grâce à l’application de la correction « quantile-quantile » définie en 4.3, un nouveau
critère de définition des HPE simulés a pu être défini. Il présente l’avantage d’être plus
simple et plus lisible, dans la mesure où il se base uniquement sur seuil de dépassement
de pluie en mm/jour. Nous avons pu vérifier que ce critère conduisait à des scores
de « détection » d’HPE identiques à ceux obtenus précédemment sur les simulations
non-corrigées, c’est-à-dire à une amélioration de la bonne reproduction de ces événements
dans FRA12.
146
Chapitre 4 : Quantification de la valeur ajoutée de la haute résolution :
comparaison à des méthodes de descente d’échelle statistiques
Nombre d’HPE par an Maximum annuel du cumul quotidien de
precipitations intenses (mm/jour)
Moyenne Ecart-type Moyenne Ecart-type
Référence 4.3 2.8 218 73
FRA12-corr 4.3 2.8 219 71
FRA50-corr 3.4 2.1 206 54
DSCLIM 4.1 3.4 212 46
Tab. 4.18 – Variabilité interannuelle des événements précipitants intenses observés et simulés : moyennes
et écarts type du nombre d’événements par an et du maximum annuel de précipitations quotidiennes
(mm/jour) survenant lors des HPE.
Ces résultats ont par ailleurs été comparés à ceux de la méthode de désagrégation
statistique DSCLIM qui s’est révélée nettement moins satisfaisante qu’ALADIN-Climat
au regard de la bonne reproduction des HPE observés.
A l’issue de la première partie de ce chapitre, il était apparu que la proportion d’HPE
que le modèle était susceptible de reproduire demeurait trop faible (moins de 30% de cas
reproduits, pour un taux de fausse alerte acceptable) pour ne pas envisager l’analyse des
performances de FRA12 et FRA50 sous un angle statistique – c’est-à-dire indépendamment
du respect de la chronologie observée – dans la perspective d’une utilisation du modèle
dans un scénario de changement climatique. Je me suis donc attachée à comparer la
représentation des HPE dans les deux simulations ALADIN-Climat selon cette perspective,
en considérant les précipitations corrigées en quantiles afin de ne pas avantager a priori
FRA12. Pour ce faire, le seuil de dépassement a été fixé à 110 mm/jour, valeur conduisant
dans les simulations à une fréquence d’occurrence des HPE proche de celle observée.
Si l’augmentation de résolution s’était avérée avantageuse dans la bonne reproduction
des HPE, il n’était pas certain que le bénéfice s’étende aussi à la représentation des
événements pris dans leur globalité. Les résultats ont montré que c’était le cas : même
après correction « quantile-quantile », FRA12 simule des événements de pluies intenses
plus réalistes que FRA50 dans le Sud-Est de la France, et ce dans chacune des trois
sous-régions d’occurrence considérées (Cévennes, Languedoc-Roussillon et P.A.C.A.).
Le passage d’une résolution de 50 km à 12.5 km apporte donc une valeur ajoutée
supérieure à l’amélioration que l’on peut obtenir dans une simulation à 50 km à laquelle on
applique une correction statistique spatialisée, que ce soit du point de vue de reproduction
chronologique des HPE ou de celui représentation de l’ensemble des HPE simulés. En
d’autres termes, le bénéfice de la haute résolution ne se résume pas à une spatialisation
plus fine du champ de pluie mais rend les performances du modèle intrinsèquement
meilleures.
Cette valeur ajoutée a été appréciée au regard des résultats obtenus avec DSCLIM.
L’analyse a alors montré que dès lors que l’on ne considérait plus la reproduction de la
chronologie observée de leurs occurrence DSCLIM fournissait une meilleure description
des HPE que FRA50-corr, tandis que FRA12-corr présentait à cet égard des résultats
globalement équivalents à ceux de DSCLIM.
Avant de conclure cette partie de l’étude, il reste à déterminer si la valeur ajoutée
de la haute résolution mise en évidence au travers de l’analyse des simulations FRA12 et
FRA50 est comprise ou non dans la plage de variabilité interne du modèle. Car si tel est
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le cas, cela signifie que les différences observées entre FRA12 et FRA50 ne peuvent en fait
pas être interprétées en termes de valeur ajoutée de l’augmentation de résolution, dans la
mesure où le signal peut résulter du degré de liberté interne du modèle.
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4.6 Variabilité interne des précipitations dans FRA12
Comme nous l’avons vu en introduction (section 1.2.2), la variabilité interne (VI) d’un
modèle à aire limitée (LAM) constitue une mesure de son degré de liberté : plus celle-ci
est importante, plus le modèle s’écarte des conditions de grande-échelle qui sont imposées
à ses frontières (LBC).
La question de savoir si il est ou non souhaitable qu’un LAM présente un degré de liberté
important reste ouverte, et le propos n’est pas ici de se prononcer sur ce sujet de façon
absolue. L’objectif premier est ici de comparer la valeur ajoutée de la haute résolution à la
variabilité interne du modèle dans sa représentation des HPE.
La variabilité interne d’ALADIN-Climat ne sera évaluée que dans la configuration de la
simulation FRA12. Ce choix repose sur la supposition que le modèle n’a pas de raisons de
présenter une plus forte variabilité interne à 50 km, hypothèse justifiée par les travaux de
Lucas-Picher et al. (2008) qui ont permis de relier de façon formelle l’ampleur de VI au
temps de résidence d’une particule dans le domaine d’intégration d’un LAM, le temps de
résidence étant fonction de la circulation et de la taille du domaine. La résolution n’étant
a priori pas un paramètre influent sur ce temps de résidence, il paraît assez raisonnable
de supposer que la variabilité interne d’ALADIN-Climat dans la configuration de FRA50
n’est pas supérieure à celle mesurée dans la configuration FRA12, les deux grilles ayant la
même extension géographique.
Il est cependant vrai qu’une évaluation conjointe de la variabilité interne dans les deux
configurations aurait conduit à une estimation plus précise de la contribution de ce signal
dans les différences observées entre FRA12 et FRA50 mais au vu des résultats obtenus,
l’option retenue ici s’avère suffisante.
Enfin, signalons que cette étude constitue en outre une première évaluation de la variabilité
interne d’un LAM dans sa représentation de phénomènes extrêmes.
4.6.1 Description de l’ensemble de simulations
Plusieurs dispositifs expérimentaux permettant d’évaluer la variabilité d’un LAM ont
été proposés dans la littérature. Rinke and Dethloff (2000) et Giorgi and Bi (2000) se sont
intéressés à la sensibilité aux conditions initiales et aux LBC ; Christensen et al. (2001)
ont imaginé une mesure de la VI basée sur une modification des conditions de surface ; et
Giorgi and Bi (2000) ont montré que la VI induite par une perturbation de l’état initial ou
des LBC était similaire et qu’elle ne dépendait pas de l’ampleur de la perturbation.
Actuellement, la plupart des études proposent d’évaluer la variabilité interne en générant
un ensemble de simulations différant seulement par leur état initial (Caya and Biner, 2004;
Alexandru et al., 2007; Lucas-Picher et al., 2008). C’est cette solution qui a été retenue ici.
Un ensemble de quarante simulations a ainsi été réalisé en imposant à chaque simulation
un état initial différent. Pour des raisons de temps de calcul, la durée de chaque simulation
a été limitée à une saison d’automne (SOND). Le choix s’est porté sur l’automne 1994
car c’est pour cette année que ALADIN-Climat simule le plus d’événements précipitants
intenses. Avec un seuil de dépassement fixé à 110 mm/jour dans la simulation corrigée,
FRA12-corr produit 7 épisodes de précipitations intenses dans le Sud-Est de la France,
qui correspondent tous à des HPE dans les observations (où l’on compte 8 événements
pour l’année 1994). FRA50-corr en simule 10, parmi lesquels on compte 6 HPE et 4 fausses
alertes. Les cartes de précipitations de SAFRAN, de la moyenne d’ensemble des simulations
FRA12-corr et de FRA50-corr pour ces événements sont présentées aux figures de l’annexe
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F.
Une évaluation correcte de la VI du modèle implique de considérer un état d’équilibre où
l’information contenue dans l’état initial imposé au démarrage de la simulation a été, en
tant que tel, « oublié ». Les 40 membres de l’ensemble de simulations ont ainsi été initiés
au premier janvier 1994, en créant une perturbation consistant à prendre pour chaque si-
mulation un premier janvier d’une année différente.
Les 40 simulations ont ensuite fait l’objet d’une correction « quantile-quantile » de leurs
séries quotidiennes de précipitations (cf section 4.2.3) en utilisant les coefficients de correc-
tion calculés pour la simulation FRA12 sur la période 1981-2000. Bien que cette correction
ne modifie pas en soi la VI du modèle puisqu’elle est appliquée a posteriori, elle est sus-
ceptible d’influer sur la dispersion des précipitations au sein de l’ensemble. Son influence
sur les diagnostics rendant compte de la VI du modèle sera donc évaluée.
4.6.2 Variabilité interne des précipitations d’automne
Généralités
Avant de concentrer l’analyse sur les épisodes de précipitations intenses, nous allons
nous intéresser à la variabilité de l’ensemble des précipitations simulées au cours de la
saison d’automne (SOND) 1994.
Un des objectifs de cette partie est de vérifier que la variabilité interne (VI) des pluies
dans la configuration FRA12 est suffisamment faible pour ne pas invalider l’analyse menée
aux sections précédentes où les performances de FRA12 et FRA50 ont été appréciées au
regard de leurs capacités respectives à reproduire la bonne chronologie des événements.
En effet, comme cela avait été précisé en introduction de ce chapitre, cette approche n’a
de sens que si le respect de la chronologie observée constitue une sorte d’idéal à atteindre,
ce qui n’est plus le cas si la VI du modèle est trop importante.
Nous allons pour ce faire utiliser les diagnostics élaborés dans les travaux de Caya and
Biner (2004), Alexandru et al. (2007) et Lucas-Picher et al. (2008).
La VI de la précipitation quotidienne d’un jour t en un point k de la grille peut







(RR(k, t, s)− 〈RR(k, t)〉)2 (4.10)
où Nens est le nombre de membres de l’ensemble de simulation, RR(k, t, s) la précipitation
quotidienne du jour t modélisée par la simulation s au point k, et 〈RR(k, t)〉 la moyenne
d’ensemble de la précipitation du jour t au point k.
Afin de mesurer la contribution de la VI dans l’évolution spatio-temporelle d’une variable
(ici : la précipitation quotidienne), Caya and Biner (2004) proposent de comparer σ2en à
σ2t , la variance temporelle moyenne (moyenne d’ensemble) du champ considéré sur une
période de temps donnée. Cette seconde grandeur traduit la variabilité moyenne du champ
qui évolue au fil du temps selon la situation météorologique. Elle peut également être
interprétée comme la VI d’un GCM libre de toute contrainte atmosphérique dans son
évolution.
Pour une simulation s de l’ensemble, la variance temporelle σ2t sur la période T et au point
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de grille k peut être estimée par :
σˆ
(s)






(RR(k, t, s)− RR(k, s)T )2 (4.11)
où Nt est le nombre de jours de la période T ; RR(k, t, s) la précipitation quotidienne
simulée par s au point k pour le jour t ; et RRs(k)
T
, la moyenne temporelle de RR(k, t, s)
sur la période T (Lucas-Picher et al., 2008).
Dans la mesure où toutes les simulations de notre ensemble sont forcées par le même jeu de
conditions latérales (LBC), σˆ(s)t est équivalente dans toutes les simulations. On considère
donc le σˆ(s)t du premier membre de l’ensemble, que l’on notera simplement σˆt
On appelle V IR (Variabilité interne relative) le rapport de σˆen/σˆt sur une période de temps
T (Lucas-Picher et al., 2008). Un V IR proche de 1 indique que le modèle se comporte
comme un GCM libre de contrainte. Plus V IR est faible, plus la contribution de la VI
aux variations de la précipitation est limitée et plus la contrainte imposée par les LBC est
forte.
Pour déterminer la structure spatiale de la variabilité interne et de V IR sur une période
















σˆ2t (k, T )
(4.12)
On peut également opérer une moyenne spatiale pour examiner la variabilité temporelle
























où Npt est le nombre de points de la zone spatiale considérée.
Les ratios V IR constituent des diagnostics pertinents pour comparer les VI des différentes
variables d’un même modèle. Ici, nous les utiliserons pour comparer la VI des précipitations
selon qu’elles correspondent ou non à un HPE, et selon que l’on a appliqué ou non une
correction « quantile-quantile ».
Variabilité moyenne
Dans un premier temps, on ne considère que les simulations sans correction « quantile-
quantile ».
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Les cartes de la figure 4.40 montrent la structure spatiale de la variabilité interne V I
SOND
,
de la variabilité temporelle V T , et du ratio V IR
SOND
correspondant, en moyenne sur toute
la saison d’automne (voir les équations (4.13) pour la définition exacte).
(a) VI (b) VT (c) VIR
Fig. 4.40 – Variabilités moyennes de la précipitation quotidienne sur la saison SOND : diagnostics
détaillés à l’équation (4.12). (a) : Variabilité interne (V I
SOND
) (mm/jour) ; (b) : Variabilité temporelle
(V T SOND) (mm/jour) ; (c) : V IR
SOND
, en (%).
Globalement, les valeurs de V I
SOND
sont comprises entre 0.2 et 1 mm/jour.
Ces grandeurs sont très faibles comparées à celles obtenues sur l’Amérique du Nord dans
les études de Caya and Biner (2004), Alexandru et al. (2007) et Lucas-Picher et al. (2008)
où V I
SOND
est compris entre 1 et 12 mm/jour en hiver (DJF) et entre 2 et 16 en été (JJA).
Elles se rapprochent davantage des valeurs calculées dans un ensemble de simulation
ALADIN-Climat à 50 km de résolution sur un domaine d’extension géographique plus
large que FRA12 (domaine ENSEMBLES, similaire à EUR50 utilisée dans la section 3.3).
Dans ces expériences, la variabilité interne des pluies sur la France est comprise entre 0.2
et 1 mm/jour en moyenne sur l’hiver et entre 0.4 et 1.5 mm en moyenne sur l’été (E.
Sanchez-Gomez, communication personnelle (2010)).
Les valeurs de V T SOND sont semblables à celles enregistrées dans les études susnommées.
Le ratio de ces deux grandeurs, V IR
SOND
, varie entre 2% et 12%, atteignant localement
20%. Si l’on excepte le maximum local situé dans le delta du Rhône, V IR atteint ses
valeurs minimales dans le quart Sud-Est de la France, où il ne dépasse pas 6% sur le relief
cévenol et la région P.A.C.A et reste compris entre 4 et 10% dans le Languedoc-Roussillon.
La figure 4.41.a présente l’évolution temporelle au cours de la saison SOND de la
variabilité interne moyennée spatialement sur le Sud-Est de la France (V I
Npt
), compara-
tivement aux moyennes spatiales équivalentes de la variabilité temporelle V T
Npt
calculée
sur chaque mois. L’évolution temporelle du ratio des deux, V IR
Npt
, figure en 4.41.b (voir
les équations 4.12 pour la définition exacte des diagnostics).
On constate sur ces graphiques que la moyenne spatiale de la variabilité reste toujours
largement inférieure à la variabilité temporelle moyenne, avec des valeurs comprises entre
0 et 5 mm/jour pour V I
Npt
et entre 5 et 15 mm/jour pour V T
Npt
, de telle sorte que le
rapport des deux n’excède jamais 25%, excepté pour les événements du 19 et 20 octobre
où il atteint 45%.
De façon générale, on peut donc dire que la contrainte imposée par les LBC prédomine
largement sur la variabilité interne du modèle pour ce qui est des précipitations d’automne.
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(a) VI et VT (b) VIR
Fig. 4.41 – Evolution temporelle sur la saison SOND de la moyenne spatiale des points terre du Sud-
Est de la France (points terre de la boîte : 1˚ 30’E–10˚ E/41˚ N–45˚ N) des variabilités de la précipitation
quotidienne : diagnostics détaillés à l’équation (4.12). (a) : En trait plein : Variabilité interne (V T
Npt
),
en trait tiretés : variabilité temporelle (V T
Npt
) calculée sur chaque mois de la saison (mm/jour). (b) :
Ratio des deux (V IR
Npt
) (%). Sur le graphique (b), les traits verticaux rouges indiquent les épisodes de
pluies intenses simulés par FRA12 (sélectionnés avec un seuil de 110 mm/jour dans FRA12-corr), le trait
horizontal rouge correspond à la moyenne de V IR calculés sur ces jours, le trait horizontal noir à la
moyenne de V IR sur toute la saison et les traits verticaux pointillés noirs repèrent les jours considérés
plus loin à la figure 4.47.
Ce résultat confirme bien que la stratégie de validation basée sur la chronologie observée
des événements est pertinente.
Comparaison de la variabilité interne des HPE à celle des autres jours
On s’intéresse à présent aux différences d’amplitude de la variabilité interne du mo-
dèle entre les épisodes de précipitations intenses et les autres jours de la saison. Sur le
graphique 4.41.b, on peut voir l’évolution temporelle de V IR
Npt
sur la saison SOND. Les
jours correspondant à des HPE dans les observations sont repérés en traits verticaux rouges
sur le graphique.
Il apparaît que pour tous les HPE, V IR
Npt
est supérieur ou égal à la moyenne, et deux
d’entre eux (les 19 et 20 octobre) correspondent à un pic important de variabilité interne
relative. D’autres pics sont également observés en dehors des épisodes de précipitations
intenses mais la moyenne de V IR
Npt
sur les 8 HPE – égale à 14% – est supérieure à celle
calculée sur l’ensemble des jours – qui est de 4%.
D’après ces diagnostics, la variabilité interne d’ALADIN-Climat apporte donc une plus
grande contribution à la variabilité des précipitations lors des jours de pluies intenses. On
peut toutefois se demander si ce calcul n’est pas quelque peu biaisé dans la mesure où la
variabilité interne V I
Npt
observée lors des épisodes de précipitations intenses est normée
par la variabilité temporelle V I
Npt intégrant l’ensemble des jours, indépendamment des
intensités de précipitation simulées. Etant donné que la VI est globalement faible – c’est-à-
dire que le régime de pluies simulées au sein de l’ensemble suit principalement celui imposé
par les LBC –, cela revient à comparer la variance moyenne des jours où les pluies sont les
plus fortes à une variance temporelle intégrant les jours où la pluie est modérée, faible ou
nulle.
On obtient un résultat assez différent si dans l’on considère la variance temporelle σˆ2t cal-
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culée sur deux périodes T1 et T2, regroupant respectivement les HPE et les autres jours.
Si l’on considère σˆ2t comme une mesure de la variabilité interne maximale que le modèle
peut atteindre, ce calcul paraît plus approprié que le premier.
(a) VI et VT (b) VIR
Fig. 4.42 – Evolution temporelle sur la saison SOND de la moyenne spatiale dans le Sud-Est de la
France (points terre de la boîte : 1˚ 30’E–10˚ E/41˚ N–45˚ N) des variabilités de la précipitation quotidienne :
diagnostics détaillés à l’équation (4.12). (a) : En trait plein : Variabilité interne (V T
Npt
), en trait tiretés :
variabilité temporelle (V T
Npt
) calculée sur les deux ensembles de jours T 1 (HPE observés) et T 2 (autres
jours). (b) : Ratio des deux (V IR
Npt
) (%). Sur le graphique (b), les traits verticaux rouges indiquent les
épisodes de pluies intenses simulés par FRA12 (sélectionnés avec un seuil de 110 mm/jour dans FRA12-
corr), le trait horizontal rouge correspond à la moyenne de V IR calculés sur ces jours, le trait horizontal
noir à la moyenne de V IR sur toute la saison et les traits verticaux pointillés noirs repèrent les jours
considérés plus loin à la figure 4.47.








On constate alors que si la moyenne de V IR
Npt
sur les jours de pluies intenses reste
supérieure à celle des autres jours, la différence entre les deux grandeurs est beaucoup
plus faible que dans le précédent calcul (+1%). Les événements du 19 et du 20 octobre
correspondent toujours à des pics de fort V IR
Npt
, mais ils sont moins marqués comparati-
vement à d’autres pics survenant au cours de la période T2.
Le même calcul est effectué sur la variance inter-membres σˆ2en en chaque point de
grille pour distinguer la variabilité interne moyennée sur les événements de précipitations
intenses, IV
T1
, et sur les autres jours, IV
T2
. Les cartes correspondantes sont présentées à
la figure 4.43, et la figure 4.44 montre les cartes de V T calculé sur les périodes T1 (HPE)
et T2 (autres jours).
Il apparaît que la variabilité interne des pluies est nettement plus importante lors HPE
que pour les autres jours : elle atteint 4 mm/jour, localement 6 mm/jour en moyenne
sur ces événements alors qu’elle ne dépasse pas 0.5 mm/jour sur cette même zone en
moyenne sur les autres jours (figure 4.43). Mais la variabilité temporelle présente le même
comportement (figure 4.44), si bien que si l’on considère le ratio des deux, on obtient un
V IR du même ordre de grandeur pour les événements de précipitations intenses et pour
les autres jours, avec des valeurs comprises entre 2% et 20%(figure 4.45).
Dans le Sud-Est de la France, là où se produisent les HPE, V IR
T1
(moyenne temporelle
sur les HPE) est plus fort que V IR
T2
(moyenne temporelle sur les autres jours) dans le
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delta du Rhône, région qui correspond au maximum de variabilité interne V I
T1
, tandis
qu’ailleurs il est plus faible, les différences entre les deux V IR restant comprises entre
−10% et +10% (les maxima de V IRT1 dans le Nord-Est de la France correspondent à de
très faibles valeurs de précipitations, leur signification est donc toute relative.)
(a) VI des HPE (b) VI des autres jours
(c) VI des HPE (avec correction) (d) VI des autres jours (avec correction)
Fig. 4.43 – Variabilité interne moyenne de la précipitation quotidienne sur la saison SOND . A gauche :
Variabilité interne moyennée sur les HPE (V I
T1
) (mm/jour). A droite : Variabilité interne moyennée
sur les autres jours de la saison (V I
T2
) (mm/jour). En haut : variabilité de l’ensemble de simulations
sans correction « quantile-quantile ». En bas : variabilité de l’ensemble de simulations avec correction
« quantile-quantile ».
Bien que la variabilité interne de la précipitation soit plus forte en valeur absolue lors des
événements de pluies intenses là où elles se produisent, elle reste donc bien en deçà des
variations observées d’un épisode à l’autre, et ce dans une mesure assez semblable à ce que
l’on observe pour les autres jours.
La variance inter-membres de la précipitation peut aussi être normée par la moyenne d’en-
semble pour rendre compte de cet effet (voir par exemple Christensen et al. (2001)). In-
tuitivement, il semble assez logique de supposer que pour des faibles valeurs moyennes de
pluie, on observe une dispersion plus limitée au sein d’un ensemble de simulations. Mais
comme nous allons le voir par la suite, rien n’indique que la variance inter-membres de la
précipitation soit destinée à croître avec sa moyenne lorsque l’on considère des cumuls de
pluie importants. C’est pourquoi nous avons retenu ici l’approche basée sur le calcul du
ratio V IR.
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Impact de la correction « quantile-quantile » sur la dispersion inter-membres
Pour terminer avec cette première analyse de la variabilité interne des précipitations
d’automne, nous allons à présent nous pencher sur la question de savoir si la correction
« quantile-quantile » influe sur la dispersion inter-membres des précipitations, et si oui, de
quelle façon.
(a) VT des HPE (b) VT des autres jours
(c) VT des HPE (avec correction) (d) VI des autres jours (avec correction)
Fig. 4.44 – Variabilité temporelle moyenne de la précipitation quotidienne sur la saison SOND . A
gauche : Variabilité temporelle moyennée sur les HPE (V TT1) (mm/jour). A droite : Variabilité temporelle
moyennée sur les autres jours de la saison (V TT2) (mm/jour). En haut : variabilité de l’ensemble de
simulations non-corrigées. En bas : variabilité de l’ensemble de simulations corrigées.
Pour ce faire, on applique à l’ensemble de simulations corrigées les diagnostics précédem-
ment étudiés sur les simulations non-corrigées.






), de variabilités temporelles






) sont respectivement re-
présentées aux figures 4.43, 4.44 et 4.45.
Elles indiquent que la correction « quantile-quantile » augmente assez sensiblement les va-
leurs de variabilités interne et temporelle lors des événements de précipitations intenses,
alors que son impact reste très faible pour les autres jours. Mais les V IR qui en résultent
sont égaux à ceux des simulations non-corrigées. Et l’on retrouve le même résultat en consi-
dérant les évolutions temporelles de ses grandeurs.
Dans les sections précédentes de ce chapitre, les différences entre les événements simulés
par FRA12 et FRA50 ont été comparées après correction « quantile-quantile ». C’est donc
l’ensemble de simulations corrigées que nous allons considérer pour l’étude détaillée de la
variabilité interne observée lors des épisodes de pluies intenses.
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(a) VIR des HPE (b) VIR autres jours (c) (a) - (b)(%)
(d) VIR des HPE (avec correc-
tion)
(e) VIR des autres jours (avec
correction)
(f) (c) – (d) (%)
Fig. 4.45 – VIR de la précipitation quotidienne sur la saison SOND. A gauche : VIR moyenne des HPE
simulés (V IR
T1
= 100 V I
T1
V T T1
) (mm/jour) ; au centre : VIR moyen des autres jours (V IR
T2











). En haut : VIR de l’ensemble de simulations non-corrigées. En bas : VIR de l’ensemble
de simulations corrigées.
4.6.3 Variabilité interne des HPE
Le but de cette partie est double : évaluer en soi le comportement de la variabilité pour
les différents HPE et comparer les valeurs de dispersion inter-membres aux différences
observées entre FRA12-corr et FRA50-corr afin de déterminer si les conclusions que nous
avons tirées sur la valeur ajoutée de la haute résolution ne se trouvent pas invalidées.
Variabilité de la reproduction chronologique des HPE observés
On s’intéresse pour commencer à la variabilité de la reproduction chronologique des
événements.
Pour chaque membre de l’ensemble, on calcule le nombre d’HPE reproduits, manqués et
le nombre de fausses alertes, pour un seuil de dépassement de précipitation variant de 100
mm/jour à 200 mm/jour. Les résultats sont présentés dans le tableau 4.19 qui indique pour
chaque valeur de seuil :
– le nombre d’HPE par tous les membres,
– le nombre d’HPE simulés par au moins un membre,
– la moyenne d’ensemble m,
– l’écart-type σˆ inter-membres du nombre d’événement simulés,
– l’intervalle de confiance à 95% du nombre HPE simulés [m− 2σˆ, m+ 2σˆ].
Excepté pour le seuil de 100 mm/jour où une simulation sélectionne une fausse alerte (le 29
septembre), tous les HPE simulés correspondent à des HPE. Seul l’HPE du 12 septembre
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se trouve non-reproduit, et il est manqué par toutes les simulations de l’ensemble. Tous les
membres reproduisent les 7 autres HPE (et uniquement eux) avec un seuil de 110 mm/jour.
L’écart-type du nombre d’événements reproduits fluctue ensuite entre 0 et 0.6 selon le seuil.
On en déduit que pour une simulation prise au hasard dans l’ensemble, on a une probabilité
de 95% que le nombre d’HPE reproduits ne diffère pas de plus d’un événement par rapport
à la moyenne d’ensemble. Si tant est que l’on puisse extrapoler ce résultat obtenu pour
l’année 1994 aux autres années, la bonne reproduction chronologique des HPE s’avère donc
assez robuste, au sens où la VI du modèle influe relativement peu sur elle.
Seuil Nb d’evts Nb d’evts Moyenne Ecart-type Intervalle
(mm/jour) simulés par simulés par d’ensemble inter-membres de confiance
un membre tous les membres à 95%
100 8 7 7.02 0.2 6.8–7.4
110 7 7 7 0 7
120 7 4 5.97 0.6 4.8–7.2
130 6 4 4.9 0.5 3.9–5.9
140 5 4 4.7 0.4 4.3–5.1
150 5 4 4.1 0.3 3.7–4.4
160 3 3 3 0 3
170 3 2 2.9 0.2 2.7–3.1
180 3 2 2.7 0.4 2.3–3.1
190 3 1 2.3 0.6 1.1–4.4
200 3 1 1.95 0.4 1.6–2.4







(N(s)− < N >)2, où Nens est le nombre de membres de l’ensemble, N(s) le nombre
d’HPE simulés par la simulation s et < N > la moyenne d’ensemble du nombre d’HPE simulés.
Le résultat de la reproduction des HPE dans FRA50-corr pour l’année 1994 est présenté
au tableau 4.20.
On voit que jusqu’au seuil de 130 mm/jour, le nombre d’HPE reproduits par FRA50-
corr est inférieur ou égal à la moyenne d’ensemble des simulations FRA12-corr mais pour
certains seuils, il est compris dans l’intervalle de confiance à 95%, avec toutefois un nombre
de fausses alertes plus grand. Au delà du seuil 140 mm/jour, FRA50-corr ne simule plus
de fausses alertes et la comparaison de ses performances de bonne reproduction des HPE
observés à celles de l’ensemble FRA12-corr conduit à des conclusions plus variables.
Si l’on examine les scores de Brier de FRA50-corr et qu’on les compare aux intervalles de
confiance à 95% des scores de l’ensemble FRA12-corr (tableau 4.21), on constate que les
scores de FRA50-corr sont plus mauvais que le score moyen de FRA12-corr et se situent
en dehors de l’intervalle de confiance à 95% jusqu’au seuil de 130 mm/jour et au delà
du seuil de 170 mm/jour. Entre ces deux seuils, le score de FRA50-corr est compris dans
l’intervalle de confiance à 95% de l’ensemble de simulation FRA12-corr, hormis pour le
seuil 140 mm/jour où FRA50-corr présente un meilleur score.
Pour les valeurs de seuil que nous avons retenues dans les sections précédentes, la variabilité
interne des scores de « détection »dans l’ensemble de simulations ALADIN-Climat à 12.5
km reste donc significativement inférieure à la valeur ajoutée de la haute résolution, du
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moins pour l’année 1994.
Seuil Nb d’evts Nb d’HPE Nb de fausses Score de Brier
(mm/jour) simulés reproduits alertes (10−3)
100 9 6 3 40
110 9 6 3 40
120 9 6 3 40
130 7 5 2 40
140 5 5 0 20
150 3 3 0 40
160 3 3 0 40
170 3 3 0 40
180 3 3 0 40
190 1 1 0 60
200 1 1 0 60
Tab. 4.20 – Reproduction chronologique de l’occurrence des HPE de l’automne 1994 dans FRA50-corr.
Seuil Moyenne d’ensemble Ecart-type Intervalle de confiance Score de Brier
du score de Brier (10−3) à 95% FRA50-corr
(10−3) (10−3) (10−3)
100 8 0.2 8 40
110 8 0 8 40
120 17 1.3 16–18 40
130 25 4.3 21–29 40
140 27 3.5 23–30 20
150 32 2.5 29–34 40
160 40 0 40 40
170 41 2 20–60 40
180 43 3 39–47 40
190 47 5 42–52 60
200 49 3 46–52 60
Tab. 4.21 – Variabilité interne du score de Brier dans l’ensemble de simulations FRA12-corr et score de
Brier de FRA50-corr. Le calcul de l’écart-type du score de Brier dérive de celui de l’écart-type du nombre
d’HPE reproduits et de fausses alertes.
Variabilité interne de la structure spatiale des précipitations intenses lors des
HPE
Considérons à présent la structure spatiale de la variabilité interne du champ de préci-
pitation pour chaque HPE de l’année 1994.
Pour chacun des cas, on calcule en chaque point de grille k l’estimateur de l’écart-type de
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(RR(k, s)− 〈RR(k)〉)2 (4.14)
où comme à l’équation (4.10), Nens est le nombre de membres de l’ensemble de simulations,
RR(k, s) la précipitation quotidienne modélisée par la simulation s au point k, et 〈RR(k)〉
la moyenne d’ensemble de la précipitation au point k.
Sur les cartes de σˆ représentées à la figure 4.46, on constate que l’ampleur de la variabilité
interne dépend fortement de l’événement considéré. Elle est maximale pour les HPE du 19
et 20 octobre – où σˆ atteint 30 mm/jour dans le delta du Rhône et sur la côte d’Azur –
et reste plus modérée lors des autres événements où elle ne dépasse pas 2 à 4 mm/jour sur
les régions correspondant aux zones de fortes pluies (cf annexe F).
(a) 12 septembre (HPE non-
reproduit)
(b) 22 septembre (c) 23 septembre
(d) 19 octobre (e) 20 octobre (f) 03 novembre
(g) 04 novembre (h) 05 novembre
Fig. 4.46 – Ecart-type de la précipitation quotidienne (mm/jour) sur l’ensemble des HPE de 1994.
Ces valeurs sont à apprécier au regard de la variabilité interne moyennées sur les HPE
(V I
T1
) et sur les autres jours (V I
T2
) de la figure 4.43 où l’on voit qu’en dehors du 19
octobre, du 20 octobre, la VI des HPE reste assez proche de la VI moyenne des jours non-
extrêmes.
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A titre de comparaison, on a également tracé l’écart-type σˆ et la moyenne d’ensemble du
champ de précipitation du 30 septembre et du 2 octobre (figure 4.47), jours non-extrêmes
correspondants à des pics de V IR (cf graphiques 4.41.b et 4.42.b).
(a) 29/09 (b) 30/09 (c) 02/10
(d) 29/09 (e) 30/09 (f) 02/10
Fig. 4.47 – Ecart-type (en haut) et moyenne d’ensemble (en bas) de la précipitation quotidienne
(mm/jour) pour les journées du 29 septembre, 30 septembre et du 2 octobre, repérées sur la figure 4.42.b
par des traits tiretés.
Ces cartes montrent que pour ces deux journées, la variabilité interne est supérieure à celle
des HPE, exception faite des 19 et 20 octobre.
Chercher à caractériser les événements présentant une forte VI nécessiterait de disposer
de plus d’une année de simulation. Au vu des résultats, on peut cependant avancer pour
hypothèse que la VI serait plus grande lors des événements présentant de fortes pluies
en zone de plaine, comme c’est le cas pour les HPE du 19 ou 20 octobre, où bien que
les maxima de précipitations soient localisés sur le relief cévenol, FRA12-corr simule des
cumuls supérieurs à 100 mm/jour dans le delta du Rhône et sur la Côte d’Azur, c’est-à-dire
là où l’on retrouve la plus forte VI. Il ne s’agit évidemment que d’une hypothèse qui ne
pourrait être vérifiée qu’au travers de simulations d’ensemble conduites sur une plus longue
période de temps. Il n’est toutefois pas absurde de supposer que la VI puisse être moins
importante pour les précipitations intenses se produisant sur le relief, dans la mesure où le
forçage orographique est identique dans toutes les simulations.
Quoi qu’il en soit, les disparités observées entre les différents HPE nous amènent à nous
concentrer sur les événements où la VI est la plus forte : les épisodes du 19 et 20 octobre.
Afin de se faire une idée plus claire de ce que ces fortes valeurs de σˆ peuvent traduire
en terme de dispersion des simulations, on calcule pour ces deux événements la distance
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D2s est ensuite moyennée sur les points terre du quart Sud-Est de la France (1˚ 30’E–
10˚ E/41˚ N–45˚ N), et l’on considère pour chaque événement la simulation qui présente un
Ds maximal – que l’on appellera SDmax –, afin de la comparer à la moyenne d’ensemble,
que l’on désignera par 〈S〉.
Les figures 4.48 et 4.49 montrent les résultats obtenus pour les HPE du 19 et du 20 octobre
en comparant les cartes de moyenne d’ensemble des précipitations aux cartes de précipita-
tions modélisées par la simulation la plus éloignée de la moyenne d’ensemble ( SDmax) et
par FRA50-corr.
(a) Moyenne d’ensemble FRA12-
corr
(b) Simulation la plus éloignée (c) FRA50-corr
(d) (b) - (a) (e) (b) - (c)
Fig. 4.48 – Précipitation quotidienne du 19 octobre 1994 (mm/jour). (a) : Moyenne d’ensemble de la
préciptiation. (b) : précipitation simulée par le membre le plus éloigné de la moyenne. (c) : précipitation
simulée par FRA50-corr. (d) : Différence (b) - (a) , (e) : Différence (b) - (c) ;
En premier lieu, on peut remarquer que les événements restent situés sensiblement au même
endroit dans les simulations SDmax et dans la moyenne d’ensemble. Leur forme générale reste
également la même.
Pour le 19 octobre, l’essentiel des différences entre 〈S〉 et SDmax se situe à la bordure sud de
la zone de fortes pluies, où l’on observe une variation assez importante des cumuls simulés
(-50 mm/jour, localement -70 mm/jour), mais ceux-ci ne correspondent pas aux pluies les
plus intenses.
Pour le 20 octobre, les différences entre 〈S〉 et SDmax sont moins marquées – entre −20
mm/jour (localement −40 mm/jour) et +40 mm/jour). Les disparités observées autour du
maximum principal au Nord de Montpellier traduisent un léger décalage zonal de la zone
de précipitations. Sur la Côte d’Azur, SDmax simule un maximum plus fort que la moyenne
mais également des cumuls un peu moins importants à l’Ouest de ce second maximum.
Comparées aux différences observées entre FRA12-corr et FRA50-corr, ces disparités sont
de faibles amplitudes. Il semblerait donc que même pour les deux HPE où la variabilité
interne est la plus forte, celle-ci reste inférieure aux différences observées entre FRA12-corr
et FRA50-corr.
Mais avant de conclure définitivement, nous allons nous intéresser à la variabilité interne des
162
Chapitre 4 : Quantification de la valeur ajoutée de la haute résolution :
comparaison à des méthodes de descente d’échelle statistiques
deux caractéristiques du champ de pluie qui ont été considérées dans les comparaisons des
HPE simulés par FRA12-corr et FRA50-corr : les maxima de précipitations et l’extension
spatiale des zones de fortes pluies.
(a) Moyenne d’ensemble FRA12-
corr
(b) Simulation la plus éloignée (c) FRA50-corr
(d) (b) - (a) (e) (b) - (c)
Fig. 4.49 – Identique à 4.48 pour le 20 octobre 1994.
Variabilité interne des maxima de précipitations lors des HPE
Pour chaque HPE de l’année 1994, on calcule la moyenne d’ensemble et l’écart-type du
maximum de précipitation dans les simulations corrigées. Les résultats sont présentés au
tableau 4.22 où l’on indique également l’intervalle de confiance à 95% des maxima simulées
par FRA12-corr et où sont reportés les maxima observés dans SAFRAN et simulés par
FRA50-corr.
Dates Numéro Maximum Moyenne du Ecart-type du Intervalle de Maximum
evt evt SAFRAN maximum maximum confiance à 95% FRA50-corr
FRA12-corr FRA12-corr FRA12-corr
12/09 1 147 77 1.7 73–81 101
22/09 2 173 216 4.2 208–224 232
23/09 3 156 157 1.1 155–159 154
19/10 4 240 194 10.5 173–215 191
20/10 5 114 163 15.3 132–194 122
03/11 6 175 128 5.3 117–139 68
04/11 7 226 286 0.7 285–287 317
05/11 8 209 153 0.6 152–154 142
Tab. 4.22 – Variabilité interne du maximum d’intensité de précipitation (mm/jour) des HPE et compa-
raison au maxima observés dans SAFRAN et simulés par FRA50-corr.
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Sans grande surprise, les événements les plus variables en termes d’intensité maximale
sont les HPE du 19 et du 20 octobre, qui présentent respectivement un écart-type de
10.5 mm/jour et 15.3 mm/jour. Pour les autres HPE, la VI des maxima est plutôt faible
(inférieure à 6 mm/jour), et en dehors du cas du 19 octobre, le maximum de pluie simulé
par FRA50-corr se trouve toujours en dehors de l’intervalle de confiance à 95% de la valeur
maximale de l’ensemble de simulations FRA12-corr.
Ces chiffres nous indiquent en outre que la VI du maximum n’est pas corrélée à l’intensité
maximale (coefficient de corrélation égal à -0.02). C’est ainsi que pour l’événement le plus
intense où les cumuls atteignent 286 mm/jour dans la moyenne d’ensemble, on observe l’un
des écarts-type les plus faibles de la série (0.7 mm/jour).
Afin d’avoir un aperçu de la forme prise par la dispersion inter-membres, l’ensemble des
intensités maximales simulées par chaque simulation de l’ensemble au cours des 8 HPE
observés est représentée à la figure 4.50.
Fig. 4.50 – Dispersion de la valeur maximale de précipitation (mm/jour) lors des 8 HPE de l’année 1994.
En gris : valeurs simulées par chaque membre de l’ensemble, en rouge : valeurs simulées par FRA50-corr,
en noir : valeurs observées dans SAFRAN.
Le graphique montre que l’on observe une dispersion « bi-modale » pour les événements
du 22 septembre, 20 octobre et 3 novembre, où les différents membres de l’ensemble se
concentrent autour de deux attracteurs. Une observation plus attentive indique que les
groupes de simulations autour d’un attracteur ne restent pas solidaires d’un cas à l’autre :
une simulation présentant une valeur maximale plus faible que la moyenne pour un évé-
nement donné n’a pas plus de chance de produire à nouveau un maximum plus faible lors
des HPE suivants, et ce même lorsque les épisodes se succèdent immédiatement (19-20
octobre).
On considère pour terminer les champs de précipitation des deux expériences les plus éloi-
gnées en termes de maximum de pluie (figures 4.51 et 4.52) pour les deux HPE les plus
variables en termes d’intensité maximale que sont les 19 et 20 octobre (figures 4.51 et 4.52).
Ces cartes montrent que même dans le cas des paires de simulations les plus éloignées l’une
de l’autre, le champ de pluie conserve la même structure spatiale (forme, étendue, locali-
sation du maximum).
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(a) Minimum d’intensité maxi-
male
(b) Maximum d’intensité maxi-
male
(c) FRA50-corr
Fig. 4.51 – Précipitations quotidiennes (mm/jour) pour le 19 octobre. (a) : Précipitations simulées par le
membre de l’ensemble présentant la valeur minimale de l’intensité maximale de pluie. (b) : Précipitations
simulées par le membre de l’ensemble présentant la valeur maximale de l’intensité maximale de pluie. (c) :
Précipitations simulées par FRA50-corr.
(a) Minimum d’intensité maxi-
male
(b) Maximum d’intensité maxi-
male
(c) FRA50-corr
Fig. 4.52 – Identique à 4.51 pour le 20 octobre.
Variabilité interne de l’étendue
Une analyse similaire à celle menée au précédent paragraphe est conduite pour mesure
la VI du modèle dans sa représentation de l’extension spatiale des HPE.
Les moyennes d’ensemble et les écart-types des étendues de la zone de pluies supérieures
à 100 mm/jour lors de chaque HPE sont reportées au tableau 4.23. Comme précédem-
ment, on en déduit un intervalle de confiance à 95% de la valeur du paramètre simulée par
FRA12-corr que l’on compare à la valeur simulée par FRA50-corr. A nouveau, on s’aperçoit
que les HPE les plus variables à cet égard sont ceux survenus les 19 et 20 octobre et que
l’extension de la zone de fortes pluies modélisée par FRA50-corr se trouve à l’intérieur de
l’intervalle de confiance à 95% que lors de l’événement du 19 octobre.
La figure 4.53 représente les valeurs simulées par tous les membres de l’ensemble. Contrai-
rement à ce que l’on a observé pour les intensité maximale, la dispersion de l’extension de
la zone de fortes pluie s’étale de façon plutôt continue, c’est-à-dire sans présenter d’attrac-
teurs.
Enfin, on examine de plus près le comportement du modèle pour l’HPE le plus variable,
à savoir celui du 19 octobre, en représentant les champs de pluies des deux membres de
l’ensemble les plus éloignés l’un de l’autre au regard de l’extension des fortes précipitations.
Et à nouveau, on constate qu’en dépit du fait que la surface où les pluies dépassent 100
mm/jour se trouve doublée d’une simulation à l’autre, le champ de précipitation garde la
même structure spatiale au sens où il présente une forme similaire et où les cumuls les plus
importants demeurent localisés sur le Sud des Cévennes.
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Dates Numéro Etendue Moyenne de Ecart-type de Intervalle Etendue
evt evt SAFRAN l’étendue l’étendue confiance à 95% FRA50-corr
FRA12-corr FRA12-corr FRA12-corr
12/09 1 1.9 0 0 0 0
22/09 2 2.6 1.2 0.03 1.1–1.2 4.4
23/09 3 1.5 5.9 0.2 5.5–6.2 5.1
19/10 4 2.8 5.5 1 3.5–7.5 4.6
20/10 5 2.8 1.4 0.4 0.7–2.1 2.2
03/11 6 1.3 0.4 0.05 0.3–0.5 0
04/11 7 5.6 8.5 0.1 8.3–8.8 11.6
05/11 8 1 1.A 0.06 1–1.2 3.7
Tab. 4.23 – Variabilité interne de l’étendue de fortes précipitations des HPE et comparaison au maxima
observés dans SAFRAN et simulés par FRA50-corr : surface de la zone où la précipitation quotidienne
excède 100 mm/jour (103 km2).
Fig. 4.53 – Dispersion de l’étendue de la zone de fortes précipitations (supérieures à 100 mm/jour) lors
des 8 HPE de l’année 1994 (103 km2). En gris : valeurs simulées par chaque membre de l’ensemble, en
rouge : valeurs simulées par FRA50-corr, en noir : valeurs observées dans SAFRAN.
(a) Minimum d’extension de la
zone de fortes pluies
(b) Maximum d’extension de la
zone de fortes pluies
(c) FRA50-corr
Fig. 4.54 – Précipitations quotidiennes (mm/jour) pour le 19 octobre. (a) : Précipitations simulées par
le membre de l’ensemble présentant la plus petite zone de fortes pluies (supérieures à 100 mm/jour) (103
km2). (b) : Précipitations simulées par le membre de l’ensemble présentant la valeur maximale de la plus
grande zone de fortes pluies. (c) : Précipitations simulées par FRA50-corr.
4.6.4 Taille de l’ensemble
Pour terminer, on s’intéresse à la question de la taille requise de l’ensemble de simula-
tions.
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D’après les travaux de Alexandru et al. (2007), l’estimation de la VI d’un RCM nécessite
de disposer d’un ensemble d’au moins 10 simulations. Cependant, les expériences menées
dans cette étude ont été réalisées sur l’Amérique du Nord et non l’Europe, avec un RCM
qui présente une variabilité interne plus forte (même dans le cas de domaines relativement
petits). Enfin, cette taille a été estimée en considérant la variabilité interne en moyenne
saisonnière. Il est donc légitime de se demander si les conclusions de Alexandru et al. (2007)
s’appliquent pour ALADIN-Climat sur la France et lorsque l’on s’intéresse à la VI des ex-
trêmes.
En s’inspirant de l’analyse réalisée par Alexandru et al. (2007), l’ensemble initialement
construit (40 membres) est successivement scindé en 8 ensembles disjoints de 5 membres,
4 ensembles disjoints de 10 membres, 2 ensembles disjoints de 20 membres, et un ensemble
de 30 membres. Sur chaque ensemble en, on calcule le maximum et la moyenne spatiale
(sur les points terre de la boîte Sud-Est de la France précédemment définie) de la variance
inter-membres, σˆ2en(k, t), que l’on moyenne ensuite sur l’ensemble de la saison SOND d’une
part et sur les 8 HPE d’autres part. On obtient ainsi pour chaque ensemble les grandeurs













Ces quantitées sont ensuite normalisées par leurs valeurs correspondantes calculées sur
l’ensemble total de 40 membres (noté en40) afin de pouvoir être comparées entre elles.
(a) Moyenne sur la saison SOND (b) Moyenne sur les HPE
Fig. 4.55 – Racines carrées de la variance inter-membres moyennée spatialement sur les points terre
du Sud-Est de la France (1˚ 30’E–10˚ E/41˚ N–45˚ N) et temporellement sur la saison SOND (a) et sur les
HPE (b) : valeurs calculées sur 8 ensembles de 5 membres, 4 ensembles de 10 membres, 2 ensembles de 20
membres, 1 ensemble de 30 membres et l’ensemble de 40 membres, puis normalisées par leurs grandeurs






















Les résultats sont présentés aux figures 4.55 et 4.56.
Ils montrent que si l’on s’intéresse aux moyennes spatiales de variabilité interne, un en-
semble de 10 membres conduit à une estimation assez précise de l’écart-type, puisque
Section 4.6 : Variabilité interne des précipitations dans FRA12 167
l’erreur commise par rapport à l’estimateur obtenu avec 40 membres est inférieure à 5%.
Ce résultat reste valable que l’on considère l’ensemble de la saison ou seulement les HPE
pour la moyenne temporelle.
En revanche, si l’on cherche à estimer le maximum spatial de la VI, l’erreur commise avec
un ensemble de 10 membres est de l’ordre de 10% si l’on moyenne la variance maximale sur
toute la saison, et elle peut dépasser 20% si l’on ne considère que les HPE. Cette erreur est
réduite à une valeur proche de 10% en prenant un ensemble de 20 membres, et n’atteint
5% que pour l’ensemble de 30 membres.
Ce résultat nécessiterait d’être confirmé par des expériences réalisées avec d’autres mo-
dèles, mais en l’état, il suggère qu’une estimation correcte de la variabilité interne d’un
LAM dans sa représentation de phénomènes extrêmes requiert des ensembles de simula-
tions plus grands que ceux habituellement utilisés.
(a) Moyenne sur la saison SOND (b) Moyenne sur les HPE
Fig. 4.56 – Identique à 4.55 en calculant le maximum spatial sur les points terre de la boîte (1˚ 30’E–
10˚ E/41˚ N–45˚ N) plutôt que la moyenne.
4.6.5 Conclusions
Cette étude montre que pour l’année 1994, les différences observées entre FRA12-corr
et FRA50-corr – en termes de reproduction chronologique et représentation des HPE
observés – dépassent l’amplitude de la variabilité interne du modèle. Pour autant que l’on
puisse extrapoler ce résultat à l’ensemble de la période 1960-2000, il en découle que la
valeur ajoutée d’une augmentation de la résolution dans ALADIN-Climat est significative.
Nous avons en outre pu vérifier que le forçage latéral imposé à ALADIN-Climat à 12.5
km influait nettement plus que la variabilité interne sur le champ de précipitations
quotidiennes simulées, ce qui justifie a posteriori la stratégie de validation fondée sur la
recherche d’une bonne reproduction de la chronologie observée des HPE.
Ce travail constitue par ailleurs une première étude de la variabilité interne (VI) de
phénomènes extrêmes dans un modèle à aire limitée (LAM). A ce titre, j’ai cherché à
comparer l’ordre de grandeur de la VI des précipitations moyennées sur la saison considérée
(SOND) dans le Sud-Est de la France aux valeurs obtenues en ne prenant en compte
que les jours de précipitations intenses (HPE). Il s’est avéré que le modèle présentait une
variance globalement plus importante lors des HPE que pour les autres jours. Mais si l’on
norme cette variabilité par celle induite par les conditions aux frontières (VIR : Variabilité
Interne Relative (Lucas-Picher et al., 2008)), on s’aperçoit qu’en moyenne, les HPE ne
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présentent pas une variance relative plus forte que les autres jours ; seuls deux événements
accusent un pic de VIR.
L’analyse de la variabilité interne lors des HPE de l’année 1994 révèle en outre des
disparités assez marquées entre les événements, et ceux pour lesquels la variabilité interne
est la plus importante ne sont pas nécessairement les plus intenses, mais plutôt ceux où le
forçage orographique joue un rôle moindre dans la modélisation de fortes pluies.
Pour terminer, je me suis intéressée à la taille de l’ensemble nécessaire à la convergence
de la variance inter-membres, et les résultats ont montré qu’une bonne estimation de la
variabilité interne des événements extrêmes étudiés requérait la production d’un ensemble
plus grand (entre 20 et 30 membres, selon la précision souhaitée) que l’évaluation d’une
variance moyenne.
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4.7 Conclusions
A l’issue du chapitre précédent, il est apparu que l’augmentation de résolution
produisait des quantiles de pluies extrêmes plus forts, et donc plus réalistes. L’analyse de
quelques épisodes de précipitations intenses dans le Sud-Est de la France (HPE) dans les
simulations ALADIN-Climat « hindcast » (forcées par ERA-40) à 12.5 km et 50 km de
résolution – FRA12 et FRA50 – suggérait en outre que la haute résolution permettrait au
modèle de reproduire davantage d’événements et de mieux les représenter, mais il restait
à quantifier ce bénéfice en considérant l’ensemble des HPE observés au cours de la période
ERA-40.
Dans cette comparaison des performances de FRA12 et FRA50 à reproduire correctement
les HPE observés, je me suis efforcée de mettre en place des diagnostics qui ne biaiseraient
pas les conclusions en donnant l’avantage à l’une ou l’autre des simulations pour de
mauvaises raisons.
Dans un premier temps (sections 4.2 à 4.4), j’ai posé un critère de définition des
HPE simulés par ALADIN-Climat que j’ai basé sur un seuil de dépassement de quantiles
extrêmes de pluies, de façon à évaluer la capacité de chaque simulation à reproduire les
HPE observés au sein de la série des précipitations qu’elles simulent, sans faire intervenir
les valeurs absolues de quantiles extrêmes qui se trouvent être plus largement sous-estimées
dans FRA50. L’analyse a montré que FRA12 présentait un pouvoir de reproduction de
l’occurrence observée d’HPE significativement meilleur que FRA50, avec environ 20%
d’événements reproduits en plus, pour un taux de fausse alerte plus faible. Aux deux
résolutions considérées, ALADIN-Climat parvient plus facilement à « voir » les HPE les
plus intenses et les plus étendus, et les cas de fausses alertes qu’il produit correspondent
dans la réalité à des jours de précipitations relativement importantes. L’utilisation d’une
résolution de 12.5 km permet au modèle de reproduire des HPE moins forts et plus
localisés, et les fausses alertes qu’il génère correspondent dans les observations à des
situations plus proches des HPE.
Cette valeur ajoutée de l’augmentation de résolution a été mesurée au regard des résultats
obtenus avec l’algorithme CYPRIM (Nuissier et al., 2011) (voir section 4.1.2), conçu
pour détecter l’occurrence d’HPE à partir d’une classification statistique des situations
de grande-échelle correspondant à des épisodes de fortes pluies (SRE, Significant Rainfall
Events) dans le Sud-Est de la France. Et il s’est avéré que l’application de cet algorithme
à ERA-40 conduisait à de meilleurs scores de « détection » des HPE que ceux obtenus
avec FRA50, mais que FRA12 se montrait plus performante, en reproduisant 15% à 20%
d’HPE supplémentaires (soit environ 30%), pour une proportion semblable de fausses
alertes (un peu plus de 30%). La grande-échelle à la résolution d’ERA-40 contient donc
une information nécessaire et suffisante à l’occurrence d’HPE dans davantage de situations
que l’algorithme CYPRIM ne le laissait penser.
Afin de pouvoir comparer objectivement les performances respectives de FRA12 et FRA50
dans leur représentation de ces événements – et non uniquement leur pouvoir de bonne
reproduction chronologique des HPE observés –, j’ai appliqué à chacune des simulations
une correction statistique « quantile-quantile », inspirée de celle proposée par Déqué
(2007). Celle-ci consiste à corriger, en chaque point de grille du modèle, le spectre des
précipitations simulées en le ramenant aux valeurs de l’analyse SAFRAN du point le plus
proche. En résulte une spatialisation des pluies d’ALADIN-Climat sur la grille SAFRAN
qui n’est pas une simple interpolation mais intègre une correction.
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La comparaison des champs de pluies corrigés de FRA12 et FRA50 a montré que
même après cette opération, la simulation à plus haute résolution offrait une meilleure
modélisation des cas considérés : les HPE reproduits sont en moyenne mieux localisés,
avec des champs de précipitations simulées plus proches de ceux observées dans SAFRAN,
et une surestimation des pluies moindre en cas de fausse alerte. Il s’est avéré en outre
que dans FRA12 comme dans FRA50, le biais de précipitation n’était en moyenne pas
plus important pour les HPE non-reproduits par le modèle que pour ceux qu’il parvient
à reproduire. Sachant que par ailleurs, quasiment toutes les fausses alertes des deux
simulations corrrespondent dans la réalité à des épisodes de fortes pluies – et c’est d’autant
plus vrai dans FRA12 –, on en déduit que les échecs d’ALADIN-Climat dans ces deux
simulations « hindcast » à reproduire les HPE observés ne relèvent pas d’une incapacité
totale du modèle à s’accorder à l’observation dans ces situations de pluies intenses.
Cette étude mériterait d’être approfondie en cherchant à mieux comprendre de quelle façon
l’augmentation de résolution permet d’améliorer la bonne reproduction et la représentation
des HPE. On peut en effet se demander quelles sont les contributions respectives d’une
meilleure représentation de l’orographie, des processus de méso-échelle et des prédicteurs
de grande-échelle associés à ces phénomènes de pluies intenses.
Pour isoler l’impact de l’orographie, on pourrait par exemple réaliser une expérience
FRA12 dans laquelle le relief serait lissé à une résolution de 50 km et analyser les résultats
obtenus au regard de ceux de FRA12 et de FRA50.
Le travail de classification des situations synoptiques propices à l’occurrence d’HPE réalisé
par Nuissier et al. (2011) et la comparaison du pouvoir de reproduction chronologique de
ces événements dans FRA12 aux scores obtenus par l’algorithme CYPRIM offrent en outre
des perspectives intéressantes en terme de compréhension du lien qui peut exister entre la
grande-échelle et la survenue d’épisodes de pluies intenses dans le Sud-Est de la France.
En examinant la façon dont FRA12 simule les prédicteurs envisagés par la méthode
CYPRIM – en particulier dans les clusters WL et CS où FRA12 présente de meilleurs
scores de « détection » que CYPRIM –, on pourrait par exemple chercher à déterminer si
le bénéfice de FRA12 par rapport à CYPRIM est davantage dû à une modélisation plus
juste des prédicteurs envisagés par Nuissier et al. (2011) (hauteur du géopotentiel 500
hPa, direction du vent et flux d’humidité à 925 hPa) et/ou si d’autres champs devraient
être envisagés. Une autre façon d’explorer cette question serait d’appliquer l’algorithme
CYPRIM à la simulation FRA12.
Il pourrait aussi être intéressant d’étudier comment FRA12 modélise les champs de
basses couches considérés dans CYPRIM, en distinguant dans chaque cluster les cas de
reproduction des HPE observés dans la réalité, d’HPE manqués et de fausses alertes.
Dans l’éventualité où des différences significatives apparaîtraient, cela permettrait de
caractériser plus finement les situations les plus problématiques afin d’ouvrir des pistes
d’amélioriation de la représentation des HPE dans ALADIN-Climat.
Enfin, il resterait à tâcher de comprendre pourquoi ALADIN-Climat, même à 12.5 km
de résolution, tend à sous-estimer les précipitations les plus intenses, notamment en
s’intéressant au schéma de convection profonde du modèle.
En tout état de cause, la première partie de ce chapitre a mis en évidence l’existence
d’une valeur ajoutée notable de l’augmentation de la résolution dans la représentation des
événements de pluies intenses considérés (HPE) par ALADIN-Climat, tant dans la capacité
du modèle utilisé en mode « hindcast » à reproduire la chronologie des HPE observés que
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dans son aptitude à représenter les champs de pluies associés à ces événements.
Deux types d’application peuvent en être faites. La première consisterait à utiliser
ALADIN-Climat à 12.5 km pour pallier le manque d’observations de précipitation dans
diverses régions d’Europe. En dépit de la sous-estimation des cumuls les plus importants,
nous avons vu que FRA12 parvenait à reproduire de façon assez satisfaisante la chronologie
des HPE et la structure spatiale des pluies intenses. On pourrait donc imaginer qu’à cette
résolution, le modèle puisse être utilisé comme ébauche à la construction de ré-analyses
telles que SAFRAN dans d’autres régions.
La seconde application des résultats obtenus réside en une confiance accrue de la réponse
du modèle dans un scénario de changement climatique. Dans la perspective de cette
utilisation, il est alors apparu nécessaire de s’intéresser à la représentation des HPE
dans FRA50 et FRA12 d’un point de vue statistique, c’est-à-dire indépendant de la
question de la reproduction de la chronologie observée. Car si l’amélioration des scores
de « détection » des HPE observés dans FRA12 permet d’accorder plus de confiance
aux résultats que l’on obtiendrait en scénario, la proportion d’HPE reproduits – pour
des valeurs de seuils ne conduisant pas à trop de fausses alertes – demeure insuffisante
pour pouvoir évaluer l’évolution future de ces événements dans un scénario de change-
ment climatique. En effet, on peut difficilement analyser une éventuelle modification de
la fréquence et/ou de l’intensité des HPE dans le futur en ne raisonnant que sur 30% des cas.
C’est dans cette optique qu’ont ensuite été étudiées les performances respectives de
FRA50 et FRA12 dans la façon dont elles modélisent les HPE pris dans leur ensemble
(section 4.5). Cette analyse a été réalisée après correction « quantile-quantile » des
précipitations quotidiennes, toujours dans l’optique de réaliser une comparaison objective
qui tire le meilleur parti de chaque simulation. Ce faisant, un second critère de définition
des HPE simulés a été proposé, en se basant cette fois sur un seuil de dépassement des
pluies en mm/jour et non plus en ordre de quantiles extrêmes – critère rendu possible par
la correction « quantile-quantile ».
Les résultats de FRA50-corr et FRA12-corr été comparés à ceux obtenus par la méthode
de désagrégation statistique DSCLIM appliquée à ERA-40 (voir section 4.1.2), laquelle
s’est révélée incapable de reproduire une chronologie satisfaisante des HPE observés.
Cette seconde analyse a montré que l’augmentation de résolution dans ALADIN-Climat
ne conduisait pas seulement à une meilleure reproduction chronologique de l’occurrence
des HPE mais améliorait également la représentation globale des événements en simulant
des structures spatiales et des intensités de pluies réalistes, de même qu’une meilleure
variabilité interannuelle. Dans cette seconde perspective de validation, FRA50-corr s’est
avérée moins réaliste que DSCLIM tandis que FRA12-corr a montré des performances
globalement équivalentes à DSCLIM.
Pour terminer, la significativité de la valeur ajoutée de la haute résolution a été
établie en montrant que les différences observées entre FRA12-corr et FRA50-corr étaient
supérieures à la variabilité interne du modèle dans la configuration de FRA12. Cette
dernière partie constitue une première étude de la variabilité interne d’un modèle régional
de climat à aire limitée dans sa représentation de phénomènes extrêmes.
L’ensemble des résultats présentés dans ce chapitre indiquent que ALADIN-Climat
dans sa configuration FRA12 constitue un outil approprié pour l’étude de l’évolution des
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précipitations intenses – et en particulier des HPE – dans un scénario de changement
climatique futur. Son principal défaut est de sous-estimer les cumuls de pluies extrêmes,
ce à quoi l’utilisation de la correction quantile-quantile définie en 4.3 permet de remédier.
Après correction, FRA12 est en fait capable de simuler des champs de pluies extrêmes
relativement proches de ceux obtenus en forçant le modèle non-hydrostatique haute réso-
lution MESO-NH (Lafore et al., 1998) par la ré-analyse ERA-interim (Dee and Uppala,
2009) de façon ponctuelle pour quelques épisodes d’HPE (A-L. Beaulant, communication
personnelle, 2010). C’est ce qu’illustrent les figures 4.57, 4.58 et 4.59 pour les épisodes du
23 septembre, 19 et 20 octobre 1994.
Au chapitre suivant, ALADIN-Climat à 12.5 km de résolution sur la France va
donc être utilisé pour la descente d’échelle d’un scénario de changement climatique
réalisé avec ARPEGE-Climat. Ce même scénario ARPEGE-Climat fera aussi l’objet
d’une désagrégation statistique par la méthode DSCLIM, afin d’évaluer les éventuelles
différences auxquelles les deux méthodes conduisent dans le futur, et notamment l’impact
que peut avoir la non-reproduction de la chronologie des HPE observés en climat présent
dans DSCLIM.
(a) FRA12 (b) FRA12-corr (c) MESO-NH
(d) Obs Stations (e) SAFRAN
Fig. 4.57 – Précipitations quotidiennes (mm/jour) simulées et observés au 23 septembre 1994. (a) :
Simulation FRA12, (b) : Simulation FRA12-corr, (c) : Simulation MESO-NH forcé par ERA-interim
(figure transmise par A.L Beaulant, 2010). (e) : Données de station (figure transmise par A.L Beaulant,
2010). (f) : SAFRAN.
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(a) FRA12 (b) FRA12-corr (c) MESO-NH
(d) Obs Stations (e) SAFRAN
Fig. 4.58 – Identique à 4.57 pour le 19 octobre 1994.
(a) FRA12 (b) FRA12-corr (c) MESO-NH
(d) Obs Stations (e) SAFRAN
Fig. 4.59 – Identique à 4.58 pour le 20 octobre 1994.

Chapitre 5
Evolution des extrêmes de
précipitation dans des projections
climatiques à haute résolution pour
la fin du XXIe siècle
Un des objectifs scientifiques annoncés en introduction de ce travail était de réaliser
un scénario de changement climatique visant à explorer l’évolution future des épisodes de
pluies intenses dans le Sud-Est de la France (HPE). L’idée était d’utiliser la configuration
d’ALADIN-Climat qui se serait avérée la plus pertinente à cet égard, si tant est qu’il existât
une configuration représentant suffisamment bien ces événements en climat présent pour
permettre d’étudier leur évolution future.
Les résultats obtenus dans les chapitres précédents ont conduit à l’emploi d’ALADIN-
Climat à 12.5 km de résolution sur la France (FR12) pour réaliser un scénario régional de
changement climatique pour la fin du XXIe siècle, à partir d’une simulation globale réalisée
avec ARPEGE-Climat.
Au sein du jeu de test de sensibilités réalisés, cette configuration d’ALADIN-Climat est
bien celle qui présente les meilleures performances en termes de simulation des HPE. Et
après application d’une méthode de correction statistique des quantiles de précipitation,
elle permet d’accéder à une représentation réaliste de ces événements. Le bénéfice apporté
par l’emploi de la haute résolution dans des expériences en mode « hindcast » suggère que
les résultats obtenus dans le futur avec FR12 sont à la fois plus précis et plus dignes de
confiance que ceux issus de simulations régionales à plus basse résolution (50 km ou 25
km) ayant fait l’objet d’un certain nombre de travaux dans la communauté scientifique.
La simulation globale ARPEGE-Climat pilotant le scénario ALADIN-Climat à 12.5 km de
résolution va par ailleurs faire l’objet d’une désagrégation statistique sur la grille SAFRAN
à l’aide de la méthode DSCLIM. A la suite de la comparaison précédemment menée entre
les performances respectives de FR12 et DSCLIM, il paraît en effet intéressant d’étudier
les éventuelles disparités des deux méthodes de descente d’échelle dans leur réponse au
changement climatique.
Le temps imparti pour ce travail n’ayant permis de réaliser qu’un seul couple de projections
climatiques – avec DSCLIM et ALADIN-Climat – il serait imprudent de considérer les ré-
sulats obtenus dans ce chapitre comme une évaluation robuste de l’évolution future des
HPE. Ceux-ci ne fournissent qu’une première indication de l’éventuelle évolution des HPE
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à la fin du XXIe siècle. Leur analyse sera donc abordée dans une perspective essentiellement
méthodologique. Nous envisagerons ainsi différentes méthodes et diagnostics permettant
d’étudier l’évolution des précipitations extrêmes simulées par une expérience à haute ré-
solution. Pour des résultats plus complets sur les scénarios de changement climatique à
haute résolution sur la France, on peut se référer au projet ANR-SCAMPEI (M. Déqué,
communication personnelle).
5.1 Description des simulations réalisées
5.1.1 Projection globale ARPEGE-Climat : Scen-GLO
Nous appellerons Scen-GLO la simulation globale utilisée pour piloter les projections
régionale ALADIN-Climat et DSCLIM. Scen-GLO a été réalisée avec la version 4 du mo-
dèle ARPEGE-Climat, antérieurement à ce travail de thèse.
L’expérience de contrôle s’étend sur la période 1950-2000 et la simulation se poursuit de
manière continue sur l’ensemble du XXIe siècle. Elle suit le scénario d’évolution des concen-
trations d’aérosols et de gaz à effet de serre A1B (Nakićnović et al., 2000) fourni par le
GIEC (IPCC en anglais, voir les acronymes à l’annexe A) pour le 3e exercice d’intercompa-
raison de CMIP3 (Coupled Models Intercomparison Project) dont les résultats sont parus
dans le 4e rapport du GIEC en 2007 (IPCC, 2007a). Au sein de la famille de scénarios uti-
lisés dans CMIP3, A1B correspond à un accroissement des émissions intermédiaire entre
la forte augmentation du scénario A2 et l’augmentation modérée du scénario B1.
La géométrie d’ARPEGE-Climat dans cette expérience Scen-GLO correspond à celle dé-
crite au chapitre 3 pour l’étude en modèle parfait : grille étirée basculée sur la Méditerra-
née, offrant une résolution de l’ordre de 50 km sur la France. Le modèle n’est pas couplé
à l’océan, des SST mensuelles lui sont prescrites. Celles-ci proviennent d’une projection
globale A1B réalisée avec le modèle CNRM-CM3 (ARPEGE-Climat version 3 en tronca-
ture T63 – 2.8˚de résolution horizontale – couplé au modèle d’océan OPA8 à environ 1˚
de résolution autour de la France). Sur la période de contrôle (1958-2000), une correction
mensuelle constante est appliquée aux SST issues du scénario couplé CNRM-CM3. Les
SST corrigées présentent ainsi un cycle saisonnier moyen identique à celui de ERA-40, tout
en conservant la variabilité simulées par le modèle. En climat futur, la même correction
mensuelle constante est appliquée aux SST modélisées par CNRM-CM3 sur la période
2000-2100.
5.1.2 Simulations ALADIN-Climat et DSCLIM
ALADIN-Climat à 12.5 km de résolution sur la France (voir chapitres précédents pour
le détail des caractéristiques de cette configuration) a été forcé toutes les 6 heures à ses
frontières latérales par Scen-GLO sur les périodes suivantes :
– 1971-2000 pour la période de contrôle (après un spin-up de trois ans),
– 2071-2100 en projection (après un spin-up de trois ans).
Nous appellerons Scen-ALD la simulation qui en résulte, en distinguant si nécessaire
control-ALD et proj-ALD pour désigner respectivement la période de contrôle et la projec-
tion future. Les SST prescrites dans Scen-ALD sont celles utilisées dans Scen-GLO, après
interpolation sur la grille d’ALADIN-Climat, et l’évolution des concentrations d’aérosols et
de gaz à effet de serre est imposée de la même façon que dans Scen-GLO (scénario A1B).
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Une correction « quantile-quantile » des précipitations quotidiennes est ensuite appliquée
à Scen-ALD pour chaque saison considéré (DJF, MAM, JJA, SON, puis SOND), selon la
méthode explicitée au chapitre 4. Le calcul des coefficients de correction s’effectue sur la pé-
riode de contrôle en prenant pour référence observées les valeurs de quantiles de SAFRAN.
Dans l’analyse des résultats, nous considérerons préférentiellement les sorties brutes du
modèle et n’envisagerons le scénario corrigé (Scen-ALD-corr) que pour les diagnostics qui
le requièrent.
Le programme de désagrégation statistique DSCLIM (voir chapitre 4) a été appliqué aux
mêmes périodes de la simulation globale Scen-GLO afin de produire le scénario régional
Scen-DSCLIM (control-DSCLIM pour la période de contrôle et proj-DSCLIM pour la pro-
jection future) par Emilia Sanchez-Gomez (CERFACS). Pour cette simulation, nous ne
disposons que du paramètre désagrégé, à savoir la précipitation quotidienne.
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5.2 Validation des expériences de contrôle
Les figures relatives à la validation des expériences de contrôles figurent à l’annexe G.
En moyenne saisonnière, le champ de pluie simulé par control-DSCLIM ne présente
pratiquement pas de biais par rapport à SAFRAN, ce qui indique que la simulation
globale Scen-GLO offre en climat présent une répartition très réaliste des régimes de
temps associés à DSCLIM.
La précipitation moyenne de Control-ALD est surestimée en hiver dans le Nord de la
France (environ 1 mm/jour de biais moyen) et sur la plus grande partie du territoire
au printemps, avec des différences à SAFRAN comprises entre 1mm/jour et 2mm/jour.
En été et en automne, on observe à l’inverse une légère sous-estimation sur la moitié
Sud du pays, ainsi que sur le littoral altantique en automne. La comparaison de ces
biais à ceux de Control-GLO indique que pour ce qui est des moyennes saisonnières de
précipitation, la descente d’échelle opérée par ALADIN-Climat n’apporte pas de valeur
ajoutée significative, excepté sur les reliefs, du fait de la plus haute résolution, ainsi qu’en
été (JJA) où la surestimation des pluies moyennes simulées par ARPEGE-Climat dans le
Nord de la France disparaît dans Control-ALD.
Par ailleurs, Scen-ALD tend à simuler trop de jours de très faibles précipitations, et ce en
toute saison, de sorte que le nombre de jours secs s’en trouve sous-évalué.
Pour les valeurs extrêmes de précipitation et les épisodes de pluies intenses dans le
Sud-Est de la France (HPE), on obtient des résultats globalement équivalents à ceux
des simulations forcées par ERA-40 étudiées au chapitre précédent, ce qui signifie que
Scen-GLO fournit un forçage de grande-échelle approprié pour l’étude des HPE dans les
descentes d’échelle réalisées avec ALADIN-Climat et DSCLIM.
Control-ALD simule des valeurs de quantiles extrêmes trop faibles dans le Sud de la France
quelle que soit la saison : les différences à SAFRAN oscillent autour de -20 mm/jour et
atteignent -50 mm/jour sur le relief cévenol en automne (SOND) là où les extrêmes sont
les plus forts.
De façon générale, control-DSCLIM sous-estime elle aussi les quantiles extrêmes de
précipitations mais avec une erreur plus faible que control-ALD.
La validation des performances de chaque simulation en termes de représentation des HPE
est abordée de la même façon qu’à la fin du chapitre 4 : les HPE simulés sont définis à
l’aide du critère détaillé en 4.5 (dépassement d’un cumul de pluie en valeur absolue) que
l’on applique aux séries de précipitations quotidiennes produites par control-DSCLIM et
simulées par control-ALD après correction « quantile-quantile ». Comme pour les simula-
tions pilotées par ERA-40, le seuil de 110 mm/jour s’avère être le plus pertinent. L’analyse
par sous-région montre que pour cette valeur de seuil, control-ALD et control-DSCLIM
modélisent toutes deux un nombre réaliste d’HPE dans les Cévennes. Control-ALD simule
également une fréquence correcte en région P.A.C.A. où control-DSCLIM sous-estime
le nombre d’HPE. Dans le Languedoc-Roussillon en revanche, control-ALD simule trop
d’HPE et control-DSCLIM pas assez. L’étude des composites de pluies correspondant à ces
HPE indique que les deux simulations offrent une représentation correcte de ces épisodes
sur les Cévennes et dans le Languedoc-Roussillon, avec toutefois une surestimation de
l’étendue de la zone de forte pluie, laquelle est plus prononcée dans control-ALD. Enfin,
sur la région P.A.C.A., control-ALD et control-DSCLIM surestiment les cumuls sur
l’extrême Sud-Est de la région.
Globalement, les expériences de contrôle de nos deux scénarios à haute résolution
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présentent donc les mêmes caractéristiques que celles obtenues dans les simulations « hind-
casts » pilotées par ERA-40, offrant ainsi des performances suffisamment satisfaisantes
pour pouvoir considérer l’évolution future des précipitations extrêmes simulées dans les
projections.
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5.3 Evolution des températures et précipitations
moyennes
Avant de concentrer l’analyse sur les évolutions du spectre de précipitation et de ses
valeurs extrêmes, il convient de présenter un aperçu général des résultats de Scen-ALD et
Scen-DSCLIM en considérant les moyennes saisonnières de température à 2 mètres et de
précipitations.
5.3.1 Températures à 2 mètres
La figure 5.1 montre les différences de température (Futur - Présent) calculées sur
chacune des quatre saisons habituelles (DJF, MAM, JJA et SON) pour le scénario global
ARPEGE-Climat Scen-GLO et pour le scénario régional à 12.5 km Scen-ALD (la méthode
de désagrégation statistique DSCLIM ayant été ici appliquée dans le but de fournir des
précipitations à haute résolution, seule cette variable est analysée pour Scen-DSCLIM).
(a) Scen-GLO DJF (b) Scen-GLO MAM (c) Scen-GLO JJA (d) Scen-GLO SON
(e) Scen-ALD DJF (f) Scen-ALD MAM (g) Scen-ALD JJA (h) Scen-ALD SON
Fig. 5.1 – Evolution des moyennes saisonnières de température à 2 mètres (˚ C) dans Scen-GLO et
Scen-ALD. Différence : Futur (2071-2100) - Présent (1971-2000).
Ces cartes indiquent un réchauffement en toute saison, avec un signal plus marqué en été
où la moyenne de température augmente de 4˚ C sur l’ensemble du territoire. Ces résultats
sont conformes à ce qui est observé sur cette région dans la plupart des modèles globaux
et régionaux de climat. Remarquons par ailleurs que Scen-ALD reproduit la structure
des différences de température simulée par son pilote Scen-GLO, en réduisant toutefois
l’ampleur du réchauffement en été et en automne.
Afin de situer plus précisément l’ampleur du réchauffement simulé par Scen-ALD par
rapport à d’autres RCM, ces résultats sont comparés à ceux obtenus par 13 autres
projections climatiques régionales (A1B) à 25 km de résolution, pilotés par différents
modèles globaux, analysées sur les mêmes périodes (1971-2000 pour le présent et 2071-2100
pour le futur), simulations qui ont été produites dans le cadre du projet ENSEMBLES.
Les figures 5.2 et 5.3 regroupent les cartes de différences de températures moyennes d’hiver
et d’été entre les périodes 2071-2100 et 1971-2000 pour ces 13 simulations (communication
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personnelle, Michel Déqué, 2011), ainsi que pour Scen-ALD (reprise des cartes 5.1.e
et 5.1.g). Pour les détails concernant ces différentes simulations, on peut se référer aux
rapports du projet ENSEMBLES disponibles sur le site http://www.ensembles-eu.org/, il
convient toutefois d’apporter ici deux précisions :
– la simulation notée « CNRM » a été réalisée avec la version précédente (version 4) du
modèle ALADIN-Climat, et que comme Scen-ALD, elle a été forcée par l’expérience
ARPEGE-Climat Scen-GLO,
– la seconde simulation « DMI » est également une descente d’échelle de Scen-GLO,
mais avec un autre modèle régional.
Fig. 5.2 – Evolution de la température à 2 mètres (˚ C) en hiver (DJF) dans une partie des projections
climatiques régionales (A1B) du projet ENSEMBLES à 25 km de résolution (communication personnelle,
Michel Déqué, 2011). Différence : Futur (2071-2100) - Présent (1971-2000).
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L’inter-comparaison aux simulations d’ENSEMBLES indique que le réchauffement simulé
par Scen-ALD reste dans la gamme de ceux obtenus dans cet ensemble d’expériences : en
hiver, il est un peu moins marqué que celui de la majorité des autres expériences, tandis
qu’en été, il se situe dans la moyenne des expériences qui présentent le réchauffement le
plus fort.
Fig. 5.3 – Identique à 5.2 pour l’été (JJA).
5.3.2 Précipitations
Comme on peut le voir sur les cartes de différences saisonnières de la figure 5.4, Scen-
ALD et Scen-DSCLIM s’accordent pour projeter un assèchement du climat pour les quatre
saisons (excepté en hiver dans le Nord de la France dans Scen-ALD). Cependant, au delà de
cette similitude, ils présentent chacun un comportement assez différent au fil des saisons :
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pour les saisons où Scen-ALD présente l’assèchement le plus marqué (été et printemps), la
diminution des pluies simulées par Scen-DSCLIM reste très modérée. A l’inverse, Scen-ALD
simule une diminution moindre de la précipitation moyenne pour les saisons où l’assèche-
ment modélisé par Scen-DSCLIM est le plus fort (hiver et automne).
L’évolution future des précipitations moyennes dans Scen-GLO (figure 5.4) montrent par
ailleurs que Scen-ALD présente un comportement assez similaire à son modèle pilote, ce qui
n’est pas le cas de Scen-DSCLIM. Ce résultat découle du fait qu’en climat présent comme
en climat futur, ALADIN-Climat simule des précipitations moyennes plus conformes celles
de Scen-GLO que ce n’est le cas pour DSCLIM (voir figures 5.5 et 5.6), d’où l’obtention
d’une évolution semblable.
(a) Scen-GLO DJF (b) Scen-GLO MAM (c) Scen-GLO JJA (d) Scen-GLO SON
(e) Scen-ALD DJF (f) Scen-ALD MAM (g) Scen-ALD JJA (h) Scen-ALD SON
(i) Scen-DSCLIM DJF (j) Scen-DSCLIM MAM (k) Scen-DSCLIM JJA (l) Scen-DSCLIM SON
Fig. 5.4 – Evolution des moyennes saisonnières de précipitations quotidiennes (mm/jour) dans Scen-
GLO, Scen-ALD et Scen-DSCLIM. Différence : Futur (2071-2100) - Présent (1971-2000).
Bien qu’il soit impossible de donner formellement raison ou tort à l’une ou l’autre des deux
projections régionales, se pose assez naturellement la question de savoir à quelle expérience
il conviendrait d’accorder le plus de crédit.
Dans cette perspective, les évolutions des précipitations moyennes d’hiver et d’été dans
Scen-ALD et Scen-DSCLIM sont comparées à celles obtenues dans les projections clima-
tiques régionales A1B réalisées dans le cadre du projet ENSEMBLES. Les figures 5.7 et 5.8
montrent les différences de moyennes saisonnières de précipitations entre le futur et le pré-
sent pour ces 13 simulations au regard de celles de Scen-ALD et Scen-DSCLIM.
La comparaison indique que ALADIN-Climat est plus conforme aux autres expériences que
DSCLIM, en été comme en hiver. Dans les deux cas, le changement modélisé Scen-DSCLIM
sort de l’éventail des projections d’ENSEMBLES, tandis que Scen-ALD reste contenu dans
celui-ci.
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(a) Scen-GLO DJF (b) Scen-GLO MAM (c) Scen-GLO JJA (d) Scen-GLO SON
(e) Scen-ALD DJF (f) Scen-ALD MAM (g) Scen-ALD JJA (h) Scen-ALD SON
(i) Scen-DSCLIM DJF (j) Scen-DSCLIM
MAM
(k) Scen-DSCLIM JJA (l) Scen-DSCLIM SON
Fig. 5.5 – Moyennes saisonnières de précipitations quotidiennes (mm/jour) en climat présent (1971-2000)
dans Scen-GLO, Scen-ALD et Scen-DSCLIM.
(a) Scen-GLO DJF (b) Scen-GLO MAM (c) Scen-GLO JJA (d) Scen-GLO SON
(e) Scen-ALD DJF (f) Scen-ALD MAM (g) Scen-ALD JJA (h) Scen-ALD SON
(i) Scen-DSCLIM DJF (j) Scen-DSCLIM
MAM
(k) Scen-DSCLIM JJA (l) Scen-DSCLIM SON
Fig. 5.6 – Identique à 5.5, en climat futur (2071-2100).
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En hiver, les 13 modèles considérés produisent une augmentation des précipitations dans
le Nord-Ouest du pays, et la majorité d’entre eux simulent un assèchement sur une partie
de la moitié Sud du pays. Scen-ALD s’accorde relativement bien avec cette tendance,
avec toutefois un accroissement des pluies plus modéré que la moyenne au Nord et une
diminution plus prononcée au Sud. Scen-DSCLIM simule à l’inverse un assèchement quasi-
généralisé à tout le pays,qui est plus marqué que celui observé dans toutes les autres
expériences.
Fig. 5.7 – Evolution de la précipitation moyenne (mm/jour) d’hiver (DJF) dans des projections régionales
A1B du projet ENSEMBLES à 25 km de résolution (communication personnelle, Michel Déqué, 2011).
Différence : Futur (2071-2100) - Présent (1971-2000).
En été, les simulations d’ENSEMBLES présentent toute une diminution des précipitations
s’étendant sur tout le territoire français dans la majorité des cas. Scen-ALD se situe à
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nouveau dans la moyenne de ces résultats, alors que Scen-DSCLIM simule un assèchement
plus faible que toutes les autres expériences.
Fig. 5.8 – Identique à 5.7 pour l’été (JJA).
On peut remarquer par ailleurs que si en hiver, le changement simulé par les modèles
CNRM et DMI forcés par Scen-GLO est semblable celui proposé par Scen-ALD, en été,
le comportement de DMI s’écarte de façon assez marqué de celui de CNRM et Scen-ALD
qui restent tout deux assez proches. Le choix du modèle régional semble donc avoir plus
de conséquences en été qu’en hiver. Ceci peut s’expliquer par le fait qu’en été, le forçage
latéral a moins d’influence sur le climat simulé par les RCM, les temps de résidence
des particules d’air étant plus long à l’intérieur du domaine d’intégration. Le fait que
Scen-ALD et CNRM présentent des résultats assez proches indique également que le
changement de version d’ALADIN-Climat et la résolution accrue de Scen-ALD n’a ici pas
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un impact très significatif sur les moyennes saisonnières de précipitations.
A la suite de cette comparaison des résultats de Scen-ALD et Scen-DSCLIM à ceux
obtenus dans les simulations ENSEMBLES, il semblerait raisonnable d’accorder plus de
confiance aux résultats de ALADIN-Climat qu’à ceux de DSCLIM pour ce qui est de la
moyenne saisonnières des pluies, tout au moins en hiver et en été.
D’un autre côté, l’étape de validation des expériences de contrôle a montré que DSCLIM
était plus réaliste qu’ALADIN-Climat en climat présent. En se basant sur les performances
de chaque scénario sur sa période de contrôle, il paraîtrait donc plus logique de conclure
que Scen-DSCLIM est plus crédible que Scen-ALD. Rappelons cependant qu’un tel
raisonnement repose sur l’hypothèse dite de stationnarité, que l’on peut formuler ainsi :
dans une descente d’échelle statistique d’un scénario de changement climatique, les chan-
gements observés dans le futur ne sont imputables qu’à une modification des fréquences
d’occurrence des différents régimes de temps, ou autrement dit, le lien statistique établi
dans le présent entre les régimes de temps et le paramètre considéré demeurera inchangé
dans le futur.
La question de la validité de cette hypothèse constitue la principale critique adressée aux
méthodes statistiques de descente d’échelle, et reste à ce jour ouverte. En toute rigueur,
seule l’observation de la réalité future devrait permettre de pouvoir trancher le débat.
En effet, toute expérience formelle cherchant à apporter une réponse à cette question
se place nécessairement dans le monde du modèle pour le climat futur, et par suite,
elle ne peut qu’évaluer la contribution de la modification des fréquences des régimes de
temps modélisés au signal total simulé. Les conclusions de travaux de ce type peuvent
cependant apporter des éléments de réponses. Prenons par exemple le cas extrême où le
changement de fréquence des régimes n’expliquerait en rien (ou totalement) l’évolution
des précipitations simulées dans un ensemble de simulations régionales. La confiance en la
validité des méthodes statistiques basées sur ces régimes s’en trouverait fortement infirmée
(respectivement confirmée), sauf à considérer que tous les modèles produisent une réponse
au changement climatique dénuée de fondement. Sans se retrouver dans ces deux situations
extrêmes, certains travaux, tels que ceux de Goubanova (2007); Boé et al. (2009); Driouech
et al. (2010), suggèrent que l’évolution future des précipitations moyennes puisse dans
certains cas n’être que partiellement due aux changements de fréquences d’occurrence des
régimes de temps et expliquer en bonne partie le signal simulé dans d’autres cas. D’autres
études apportent également un éclairage pertinent en évaluant la contribution de différents
effets de rétroaction locaux à l’évolution future totale des précipitations, effets qui, par
construction, ne peuvent être pris en compte dans les méthodes statistiques. Kendon
et al. (2010) ont ainsi montré que la rétroaction de l’humidité des sols sur la précipitation
moyenne conduisait dans leurs expériences à un assèchement significatif en été et en
hiver. Bien que l’on ne puisse pas en déduire que ce résultat s’applique aux sorties de
ARPEGE-Climat et de ALADIN-Climat, il est intéressant de constater que cet effet est
cohérent avec les différences que nous avons observées dans Scen-ALD et Scen-DSCLIM
en été (ce n’est en revanche pas le cas pour l’hiver).
Remarquons que l’application d’une correction statistique de type « quantile-quantile »
repose du reste sur une hypothèse assez semblable, à savoir que les erreurs du modèle quan-
tifiées en climat présent restent stationnaires dans un climat en évolution. C’est la raison
pour laquelle, dans le présent chapitre, nous nous efforçons de limiter autant que possible
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l’emploi de la méthode de correction « quantile-quantile », en ne la considérant que dans
les cas où il est raisonnable de supposer que l’erreur engendrée par l’éventuelle fausseté de
cette hypothèse demeure inférieure à celle commise par le modèle en l’absence de correction.
L’objet de ce chapitre n’étant pas d’apporter une réponse catégorique et détaillée à
la question de savoir de quelle façon les précipitations moyennes sont susceptibles
d’augmenter d’ici la fin du XXIe siècle, nous ne poursuivrons pas plus avant la discussion
portant sur le degré de confiance à accorder à ALADIN-Climat et DSCLIM en la matière.
Retenons simplement pour la suite de l’analyse que les deux scénarios régionaux simulent
un assèchement en toute saison, excepté en hiver dans le Nord du pays.
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5.4 Evolution du spectre de précipitations
L’évolution future des précipitations moyennes ne présente qu’une vision grossière des
changements simulés dans chaque scénario. En effet, une réduction (respectivement une
augmentation) des pluies moyennes n’implique pas que la précipitation diminue (respecti-
vement augmente) sur tout son spectre, et encore moins que l’ampleur relative des chan-
gements y soit uniforme. Nous allons donc poursuivre notre analyse des résultats fournis
par Scen-ALD et Scen-DSCLIM en examinant de quelle façon le spectre de précipitations
évolue dans chacun de ces deux scénarios.
5.4.1 Jours sans pluie
On s’intéresse pour commencer à l’évolution du nombre de jours secs dans Scen-ALD et
Scen-DSCLIM (en un point donné, un jour est considéré pluvieux lorsque la précipitation
quotidienne est supérieure à 1 mm/jour).
Comme indiqué dans la validation des simulations de contrôle, Control-ALD sous-estime
assez largement le nombre de jours secs, défaut dû à sa tendance à simuler trop de jours
de pluies de faible intensité. Le calcul du nombre de jours de secs dans Scen-ALD est donc
effectué avant et après correction « quantile-quantile ».
(a) Scen-ALD DJF (b) Scen-ALD MAM (c) Scen-ALD JJA (d) Scen-ALD SON
(e) Scen-ALD-corr (f) Scen-ALD-corr (g) Scen-ALD-corr (h) Scen-ALD-corr
(i) Scen-DSCLIM DJF (j) Scen-DSCLIM MAM (k) Scen-DSCLIM JJA (l) Scen-DSCLIM SON
Fig. 5.9 – Evolution du nombre de jours secs (précipitation quotidienne inférieure à 1 mm/jour) par
saisons, dans Scen-ALD, Scen-ALD-corr et Scen-DSCLIM. Différence du nombre de jours secs moyens :
Futur (2071-2100) - Présent (1971-2000)
Les résultats présentés à la figure 5.9 montrent que les deux scénarios simulent une di-
minution du nombre de jours de pluie sur quasiment toute la France pour chaque saison,
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assèchement qui atteint son maximum en été puis au printemps dans ALADIN-Climat, en
hiver et en automne dans DSCLIM. On constate par ailleurs que la correction « quantile-
quantile » de Scen-ALD affecte assez peu l’amplitude de ce signal.
En hiver, l’augmentation du nombre de jours sec reste modérée dans le scénario ALADIN-
Climat, où elle ne dépasse pas 10%. Elle s’avère plus prononcée dans Scen-DSCLIM où l’on
observe entre 5 et 15 jours de secs supplémentaires sur l’ensemble du territoire.
La situation s’inverse au printemps où Scen-ALD simule une diminution du nombre de
jours pluvieux assez uniforme sur tout le territoire, comprise entre 5 et 10 jours (jusqu’à
15 jours en l’absence de correction) tandis que dans Scen-DSCLIM, on n’observe moins de
2 jours secs supplémentaires dans le Sud du pays, et moins de 5 jours dans le Nord.
C’est en été que les différences entre les deux scénarios sont les plus importantes. Scen-ALD
simule entre 10 et 15 jours sans pluie supplémentaires dans le futur (jusqu’à 20 jours dans
Scen-ALD au Nord du pays), excepté sur le pourtour méditerranéen où la sécheresse du cli-
mat présent ne permet pas d’atteindre cette amplitude alors que dans Scen-DSCLIM, cette
augmentation reste inférieure à 5 jours sur la majeure partie de la France. Dans le climat
futur simulé par ALADIN-Climat – après correction « quantile-quantile » – ces différences
correspondent à des étés comptant en moyenne moins de 20 jours de pluie sur une large
moitié Ouest et Sud du pays. La Bretagne reçoit ainsi autant d’eau que la Provence en
cette saison (figure 5.10), alors que dans Scen-DSCLIM, de telles valeurs ne sont atteintes
qu’à proximité de la Méditerranée.
Enfin, en automne, les deux scénarios fournissent des résultats comparables, avec une aug-
mentation moyenne du nombre de jours secs oscillant entre 2 et 10 jours.
(a) Scen-ALD-corr DJF (b) Scen-ALD-corr
MAM
(c) Scen-ALD-corr JJA (d) Scen-ALD-corr SON
(e) Scen-DSCLIM DJF (f) Scen-DSCLIM MAM (g) Scen-DSCLIM JJA (h) Scen-DSCLIM SON
Fig. 5.10 – Nombre de jours secs (précipitation quotidienne inférieure à 1 mm/jour) simulés dans le
futur (2071-2100) par Scen-ALD-corr et Scen-DSCLIM, pour les quatre saisons.
La partie du spectre total de précipitation qui correspond à une absence de pluie évolue
ainsi dans le même sens que la précipitation moyenne dans nos deux scénarios à haute
résolution. Reste à présent à déterminer s’il en va ou non de même pour les différentes
quantités de pluie simulées par Scen-ALD et Scen-DSCLIM.
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5.4.2 Quantiles d’inversion
Une vision complète des modifications du spectre de précipitations entre les expériences
de contrôle et les projections en climat futur ne pourrait être fournie qu’en présentant les
distributions correspondantes en chaque point de grille, ou les différences de l’ensemble des
quantiles entre le présent et le futur. Une telle approche n’est évidemment pas envisageable
étant donné le nombre gigantesque de figures qu’il y aurait à examiner. Face à cette limita-
tion, la plupart des auteurs procèdent soit en analysant les cartes de différences de quelques
quantiles, soit en considérant des distributions qui intègrent les valeurs de précipitations
simulées sur une boîte regroupant un nombre plus ou moins élevés de points de grille. La
première solution fournit une information spatiale complète mais seulement en quelques
points du spectre total, et la seconde aboutit à une vue complète des évolutions du spectre
mais moyennées spatialement.
Dans leur analyse des fonctions de densités de probabilité en climat présent et futur sur
différentes régions de leur domaine d’intégration, Boberg et al. (2008) et Boberg et al.
(2010) (voir introduction, section 1.3.3) mettent en évidence l’existence d’un point d’inver-
sion dans le signe de l’évolution des précipitations simulées dans leur étude : la quantité
de pluie diminue dans le futur jusqu’à un certain ordre de quantile, au delà duquel elle
augmente.
La figure 5.11 donne une illustration de cette situation dans Scen-ALD en été : le quantile
d’ordre 99% décroit en moyenne de 10% à 40% sur une large partie de la France entre
les périodes 1971-2000 et 2071-2100 alors que le quantile d’ordre 99.9% augmente dans le
même temps dans des proportions similaires.
(a) q99 (b) q99.9
Fig. 5.11 – Evolution des quantiles d’ordre 99% et 99.9% de précipitations estivales dans Scen-ALD :
Différences relatives (%) (Futur - Présent)/Présent.
En s’inspirant des résultats de Boberg et al. (2008) et Boberg et al. (2010) , on se
propose ici de calculer en chaque point de grille de nos deux expériences l’ordre du
quantile correspondant à cette inversion, quand elle existe, ainsi que la quantité de pluie
correspondante dans le climat présent, et ce pour les quatre saisons. Ce diagnostic présente
l’avantage de réunir une information relative à l’ensemble du spectre de précipitation et
une vision spatiale complète du phénomène.
En examinant les choses de plus près, on s’aperçoit que cet éventuel point d’inversion
n’est pas nécessairement unique. Cet état de fait est illustré à la figure 5.12 qui représente
deux diagrammes quantiles-quantiles comparant les distributions présentes (en abscisse)
et futures (en ordonnée) de la précipitation d’automne simulée par Scen-ALD pour deux
points de grille. Dans ces diagrammes, un point d’inversion se traduit par un croisement de
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la courbe avec la première bissectrice du plan. On en observe un seul sur le premier point,
et deux sur le second. Mais il existe encore d’autres situations susceptibles de se produire,
comme une inversion ne concernant qu’un unique ordre de quantile et ne résultant qu’en
une augmentation (ou diminution) minime de la quantité de pluie correspondante.
Afin de rendre compte des différentes éventualités, deux quantiles d’inversion Q1 et
Q2 sont définis. Q1 vérifie les conditions suivantes :
– la valeur de Q1 définit un jour pluvieux dans le présent (pour Scen-ALD, on considère
la valeur après correction « quantile-quantile » vers SAFRAN),
– Q1 est le plus petit ordre de quantile pour lequel la moyenne des précipitations qui
lui sont inférieures diminue dans le futur et la moyenne des précipitations qui lui sont
supérieures augmente dans le futur.
Q2 répond aux mêmes exigences et à la condition supplémentaire que tous les quantiles
d’ordre supérieur à Q2 augmentent dans le futur.
Dans le cas de points multiples d’inversion, Q1 permet ainsi définir la première véritable
inversion et Q2 la dernière (voir figure 5.12).
(a)
(b)
Fig. 5.12 – Illustration de l’inversion de signe dans l’évolution de la précipitation : diagrammes quantile-
quantile Présent/Futur de Scen-ALD en deux points de grille, pour la saison d’automne (SON). Les valeurs
des quantiles de la période de contrôle (1971-2000) sont en abscisse et ceux de la projection future (2071-
2100) en ordonnée. (a) : Diagramme au point de coordonnées 46˚ N-4˚ E (le diagramme de droite est un
agrandissement de celui de gauche sur le début du spectre). (b) : Diagramme au point de coordonnées 43˚ N-
3˚ E (même remarque). Les croix rouges repèrent sur chacun des deux diagrammes les quantiles d’inversion
Q1 et Q2.
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Les différences de moyennes inférieures et supérieures à Q1 et/ou Q2 ne présentent pas
nécessairement une significativité statistique très élevée. Pour prendre en compte ce para-
mètre, on procède à un test de Welch (généralisation du test du Student aux séries dont
les variances ne sont pas égales) sur les différences de moyennes intervenant dans le calcul
des quantiles d’inversion et l’on ajoute aux définitions de Q1 et Q2 une condition stipulant
que les moyennes doivent être significativement différente à un niveau de confiance de 95%,
d’où il résulte Q1’ et Q2’. L’analyse des résultats indiquant que Q1’ et Q2’ sont sensible-
ment égaux partout, on ne montrera ici que Q1’, qui sera désigné par le terme « d’inversion
significative ».
(a) Q1 DJF (b) Q2 DJF (c) Q1’ DJF
(d) Q1 MAM (e) Q2 MAM (f) Q1’ MAM
(g) Q1 JJA (h) Q2 JJA (i) Q1’ JJA
(j) Q1 SON (k) Q2 SON (l) Q1’ SON
Fig. 5.13 – Ordres des quantiles saisonniers d’inversion dans Scen-ALD (%). A gauche : ordre du quantile
d’inversion Q1. Au centre : ordre du quantile d’inversion Q2. A droite : ordre du quantile d’inversion Q1’.
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Les figures 5.13 et 5.15 représentent respectivement les ordres de Q1, Q2 et Q1’ dans Scen-
ALD et Scen-DSCLIM pour chaque saison, et la figure 5.14 précise les valeurs observées
(SAFRAN) de ces quantiles pour Scen-ALD.
Dans le tracé de Q1 et Q2, les espaces blancs correspondent aux points où le quantile
d’inversion n’existe pas. Ils traduisent donc soit une diminution, soit une augmentation
des précipitations sur tout le spectre. Dans la mesure où la moyenne des précipitations
saisonnières ne connait d’augmentation que dans Scen-ALD en hiver et dans le Nord de
la France où les quantiles d’inversion existent, la plage blanche ne peut signifier qu’un
assèchement affectant la totalité du spectre de précipitation.
Dans le tracé de Q1’, les espaces blancs peuvent aussi traduire une absence de significativité
de l’inversion.
On constate sur la figure 5.13 que Scen-ALD présente une ou plusieurs inversions sur la
quasi-totalité du territoire, excepté en hiver dans le Sud-Ouest.
En hiver, les ordres de Q1 et Q2 sont assez petits, en particulier dans le Nord du pays
où ils sont compris entre 50% et 80%, ce qui correspond dans SAFRAN à des cumuls
quotidiens de 1 à 5 mm/jour. (figure 5.14). Les différences de quantiles entre le climat
futur et le climat présent sont statistiquement significatives pour des ordres de quantile
légèrement plus élevés, qui correspondent à des pluies quotidiennes comprises entre 1 et
10 mm/jour. A mesure que l’on se déplace vers le Sud, les ordres de Q1 et Q2 augmentent
et sur une bande allant de Bordeaux à Strasbourg, ils dépassent 95%, pour des valeurs
comprises entre 10 et 20 mm/jour. Plus au Sud, les ordres de Q1 et Q2 sont équivalents
ou plus élevés mais il n’y a plus d’inversion significative.
Pour les trois autres saisons, le comportement d’inversion dans Scen-ALD est pratiquement
généralisé.
Au printemps, il survient généralement à des ordres élevés de quantiles (supérieurs à 99%)
sur le pourtour méditerranéen et dans le Nord-Ouest du pays, ce qui traduit dans ces
régions une augmentation des seules valeurs extrêmes. Ailleurs, il est plus modéré : les
ordres de Q1 et Q2 varient entre 90% et 99%, et leurs valeurs entre 10 et 20 mm/jour.
Cependant, l’inversion n’est significative que dans la région Aquitaine et dans l’Est de
la France. Elle se produit pour des pluies quotidiennes de l’ordre de 30 mm/jour sur la
première zone et d’environ la moitié sur la seconde.
En été, les ordres de Q1 et Q2 dépassent 99% sur la majeure partie du domaine, pour des
cumuls oscillant autour de 30 mm/jour, atteignant localement 60 mm/jour. Mais cette
fois l’inversion n’est significative pratiquement nulle part.
Enfin, en automne, on retrouve un comportement assez similaire à celui observé au
printemps, avec des quantiles d’inversion un peu plus faibles (en ordre comme en valeur),
excepté dans le Sud-Est du pays, où l’augmentation future des précipitations survient au
delà d’un seuil variant entre 40 et 80 mm/jour, localement supérieur à 100 mm/jour, mais
l’inversion n’y est pas significative.
Dans Scen-DSCLIM (figure 5.15, la première inversion (Q1) ne présente pas de structure
très cohérente : les ordres varient brutalement d’une zone à l’autre sans dessiner de
motifs clairs. Q2, quant à lui, est d’un ordre assez élevé en toute saison mais il n’existe
que par endroits, lesquels ne présentent pas non plus une grande cohérence spatiale.
Ce comportement s’explique sans doute par le fait qu’on ne trouve quasiment aucune
inversion significative dans Scen-DSCLIM, quelle que soit la saison considérée.
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(a) Q1 DJF (b) Q2 DJF (c) Q1’ DJF
(d) Q1 MAM (e) Q2 MAM (f) Q1’ MAM
(g) Q1 JJA (h) Q2 JJA (i) Q1’ JJA
(j) Q1 SON (k) Q2 SON (l) Q1’ SON
Fig. 5.14 – Valeurs observées dans SAFRAN des quantiles saisonniers d’inversion dans Scen-ALD
(mm/jour). A gauche : valeur du quantile d’inversion Q1. Au centre : valeurdu quantile d’inversion Q2.
A droite : valeur du quantile d’inversion significative Q1’.
En résumé, il ressort de cette analyse que si les évolutions du spectre de précipita-
tions de Scen-ALD offre dans certaines régions une structure d’inversion significative où les
pluies les plus intenses augmentent dans le futur tandis que les plus modérées diminuent
– en accord avec les résultats de Boberg et al. (2008) et Boberg et al. (2010), et d’autres
études telles que celles de Goubanova and Li (2006), Goubanova (2007) et Schmidli et al.
(2007) – il n’en va pas de même pour Scen-DSCLIM qui présente soit une diminution
du régime des pluies sur tout le spectre, soit une augmentation non significative des
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précipitations les plus intenses.
Après cette étude générale de l’évolution des précipitations dans nos scénarios, nous allons
maintenant nous concentrer sur l’étude des changements relatifs aux épisodes de pluies
intenses dans le Sud-Est de la France (HPE) dans Scen-ALD et Scen-DSCLIM.
Section 5.4 : Evolution du spectre de précipitations 197
(a) Q1 DJF (b) Q2 DJF (c) Q1’ DJF
(d) Q1 MAM (e) Q2 MAM (f) Q1’ MAM
(g) Q1 JJA (h) Q2 JJA (i) Q1’ JJA
(j) Q1 SON (k) Q2 SON (l) Q1’ SON
Fig. 5.15 – Identique à 5.13 pour Scen-DSCLIM.
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5.5 Evolution des épisodes de pluies intenses dans le
Sud-Est de la France
Les HPE simulés par Scen-ALD et Scen-DSCLIM sont définis selon le critère dit « ab-
solu » explicité à la section 4.5.1 : un jour de la saison d’automne étendue (SOND) est
considéré comme étant un HPE si son champ de précipitation quotidienne dépasse un seuil
donné en au moins deux points du Sud-Est de la France.
Cette définition contraint à considérer les précipitations de Scen-ALD après correction
« quantile-quantile ». Comme cela a été expliqué, l’emploi de cette correction dans le futur
implique une hypothèse sujette à caution qui peut donc biaiser l’interprétation des résul-
tats du modèle.
En première analyse, l’évolution des HPE dans le scénario ALADIN-Climat a donc été
explorée en étudiant les séries quotidiennes brutes du modèle (sans correction) auxquelles
ont été appliquées le premier critère de définition des HPE que nous avons envisagé au
chapitre 4 (critère basé sur des dépassements d’ordre de quantiles en des points où les
valeurs extrêmes correspondent à des pluies intenses). Il s’est avéré que les deux méthodes
aboutissaient à des conclusions similaires, pour autant que l’on puisse comparer les résul-
tats obtenus avant et après correction – c’est-à-dire au moins en termes d’évolution des
fréquences d’occurrence des HPE.
L’utilisation du critère de définition absolu – et donc des pluies corrigées – est plus parlante
et permettant d’aboutir à une information plus précise sur les cumuls de précipitations,
elle sera donc retenue pour la présentation des résultats.
En dépit de la relative simplicité du critère de définition des HPE simulés, il est apparu
que les diagnostics qui en découlent (nombre d’HPE par sous-région selon la valeur de seuil
de retenu, intensité et étendue spatiale des pluies survenant au cours de ces événements)
pouvaient difficilement faire l’objet de tests statistiques permettant de mesurer la signifi-
cativité des éventuels changements entre les climats présent et futur. C’est la raison pour
laquelle nous nous sommes intéressés en premier lieu aux différences de quantiles de pluies
extrêmes de la saison SOND entre la période de contrôle (1971-2000) et celle de projection
future (2071-2100), dont la significativité peut être plus aisément testée.
5.5.1 Quantiles extrêmes d’automne (SOND)
Les figures 5.16 et 5.17 présentent l’évolution de la fin du spectre de précipitation
d’automne (SOND) entre les périodes présentes et futures dans Scen-ALD (sans correction
« quantile-quantile ») et Scen-DSCLIM, au travers des différences relatives des quantiles
(saisonniers) d’ordre 99.2%, 99.6%, 99.8% et 99.9%.
Afin d’apprécier la significativité statistique de ces différences, on leur applique le test
décrit au chapitre 2 (section 2.3) et utilisé au chapitre 3. On considère alors les valeurs
significatives à un niveau de confiance de 95%, ainsi que les p-value (mêmes figures).
On constate ainsi que dans la région qui nous intéresse (Sud-Est de la France), Scen-
ALD simule une augmentation des précipitations extrêmes de l’ordre de +30% le versant
Nord des Cévennes, dans le Sud du Languedoc-Roussillon, dans le delta du Rhône, et
dans les Alpes du Sud pour les ordres les plus élevés de quantiles. Sur le relief cévenol
lui-même, on observe localement de légères diminutions des pluies intenses (entre -5% et
-10%). Cette tendance à l’atténuation se retrouve par endroits en région P.A.C.A. où elle
est un peu plus prononcée, en particulier à son extrémité Sud-Est, avec des différences
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relatives atteignant -20% pour le quantile le plus élevé. Ces différences négatives s’avèrent
cependant dépourvues de significativité, puisque la p-value du test est supérieure à 0.5 dans
les zones concernées. Seules les intensifications des valeurs extrêmes présentent en fait une
significativité statistique, et dans le Sud-Est de la France, la plupart des augmentations
observées sont significatives à des niveaux de confiance assez élevés (supérieurs à 90% dans
le Sud du Languedoc-Roussillon, et à 95% ailleurs).
(a) 99.2% (b) 99.6% (c) 99.8% (d) 99.9%
(e) 99.2% (f) 99.6% (g) 99.8% (h) 99.9%
(i) 99.2% (j) 99.6% (k) 99.8% (l) 99.9%
Fig. 5.16 – Différences relatives (%) ((Futur - Présent)/Présent) des quantiles extrêmes de précipitations
simulés par Scen-ALD sur la saison SOND et significativité des différences. (a), (b), (c) et (d) : Différences
relatives des quantiles d’ordre 99.2%, 99.6%, 99.8% et 99.9%. (e), (f), (g) et (h) : Différences relatives
statistiquement significatives à 95%. (i), (j), (k) et (l) : Pvalue des différences.
Scen-DSCLIM suit une évolution inverse à celle d’ALADIN-Climat : dans le Sud-Est de
la France, ce scénario simule une tendance à l’atténuation des extrêmes de pluie – excepté
sur zone très localisée autour de Marseille –, qui affecte presque toute la région pour les
quantiles d’ordre 99.2% et 99.6%, puis se concentre sur le relief cévenol et le Languedoc-
Roussillon en toute fin de spectre. Ces différences ne sont significatives à 95% que dans
les Cévennes, sur la côte varoise et dans la zone très réduite d’augmentation des pluies
intenses autour de Marseille. Ailleurs, la p-value du signal est supérieure à 0.1 et augmente
encore en toute fin de spectre.
Au vu de l’évolution des quantiles extrêmes de précipitation d’automne simulés par chaque
scénario, on peut d’ores et déjà avancer que les HPE sont susceptibles de décroître – en
fréquence et/ou en intensité – dans Scen-DSCLIM et d’augmenter dans Scen-ALD. Reste
à déterminer de quelle façon cette tendance générale sur les précipitations les plus fortes
affecte les épisodes de pluies intenses qui nous intéressent ici. Bien que la significativité
statistique des différences de quantiles extrêmes ne soit pas directement transposable aux
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diagnostics caractérisant les HPE, elle peut néanmoins fournir des indications qui pourront
s’avérer utiles dans l’interprétation des changements constatés.
(a) 99.2% (b) 99.6% (c) 99.8% (d) 99.9%
(e) 99.2% (f) 99.6% (g) 99.8% (h) 99.9%
(i) 99.2% (j) 99.6% (k) 99.8% (l) 99.9%
Fig. 5.17 – Identique à 5.16 pour Scen-DSCLIM.
5.5.2 Pluies intenses associées aux HPE
Comme annoncé en introduction, les HPE du scénario ALADIN-Climat seront ici
définis après correction « quantile-quantile », on s’y réfèrera donc en utilisant la notation
Scen-ALD-corr.
De la même façon que dans le chapitre 4, la description des HPE est envisagée selon quatre
caractéristiques : leur fréquence d’occurrence (nombre d’événements sur une période
donnée), leur localisation géographique, leur intensité (cumul maximum) et leur étendue
spatiale (surface couverte par les précipitations excédant 100 mm/jour).
On considère dans un premier temps l’ensemble des HPE, indépendamment de leur
localisation géographique. Les évolutions du nombre de cas, de leur intensité maximale et
de leur étendue spatiale dans chacun des deux scénarios de changement climatique sont
représentées aux figures 5.18 et 5.19.
On constate que globalement, Scen-ALD-corr produit dans le futur des HPE à la fois plus
fréquents, plus intenses et plus étendus spatialement. Scen-DSCLIM propose une situation
inverse où les HPE sont plus rares, moins forts et plus localisés.
En entrant plus dans le détail, on remarque que la fréquence d’occurrence des HPE simulés
par Scen-ALD-corr n’augmente qu’à partir d’un seuil de dépassement de précipitations de
120 mm/jour. Autrement dit, les épisodes les plus modérés ne sont pas plus fréquents dans
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le futur que dans le présent. Ils sont en revanche un peu plus intenses (avec des maxima
augmentant d’environ 10%) et plus étendus (+50%). Pour un seuil de dépassement compris
entre 120 mm/jour et 150 mm/jour, le nombre d’HPE simulés par Scen-ALD-corr croît
relativement peu (entre +2% et +10%), mais les HPE dépassant le seuil de 150 mm/jour
voient leur fréquence d’occurrence augmenter de façon plus marquée (entre 20% et 40%
d’HPE supplémentaires). Les intensités correspondantes suivent des variations inverses :
plus les HPE sont forts moins leur intensité augmente dans le futur, avec des différences
relatives entre le climat présent et le futur qui demeurent toutefois assez faibles (+5% à
+10%). Enfin, pour ce qui est de l’évolution de l’extension spatiale de ces phénomènes
dans Scen-ALD-corr, on relève une augmentation proportionnelle marquée (+50%) qui
reste assez indépendante du seuil de dépassement considéré.
(a) Nombre d’HPE (b) Moyenne du maximum
(c) Etendue
Fig. 5.18 – Evolution des HPE en fonction du seuil de dépassement de précipitations retenu pour leur
définition (critère de définition détaillé en 4.5.1). (a) : Nombre d’HPE ; (b) : Moyenne des intensités
maximales (mm/jour) ; (c) : Moyenne des étendues de la zone de fortes pluies (cumuls quotidiens supérieurs
à 100 mm/jour) (103 km2). En trait noir tireté : valeur relative à la liste de référence des HPE (pour le
calcul de l’intensité maximale et de l’étendue moyenne, on considère les précipitations SAFRAN des jours
spécifiés par la liste de référence des HPE). En trait noir plein : SAFRAN. En trait rouge plein : Control-
ALD-corr. En trait rouge tireté : Proj-ALD-corr. En trait plein bleu : Control-DSCLIM. En trait bleu
tireté : Proj-DSCLIM.
La diminution du nombre d’HPE dans Scen-DSCLIM est du même ordre de grandeur que
l’augmentation observée dans Scen-ALD-corr : elle évolue entre -10% pour les HPE les
plus modérés et -40% pour les plus forts. Comme dans ALADIN-Climat, les intensités
maximales des événements futurs évoluent relativement peu dans Scen-DSCLIM (-5% à
-10%) et leur étendue moyenne connaît une diminution de l’ordre de -20%.
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(a) Nombre d’HPE (b) Moyenne du maximum
(c) Etendue
Fig. 5.19 – Evolution des HPE en fonction du seuil de dépassement de précipitations retenu pour leur
définition ((critère de définition détaillé en 4.5.1) : Différences relatives (%) ((futur - présent)/présent).
(a) : Nombre d’HPE ; (b) : Moyenne des intensités maximales (mm/jour) ; (c) : Moyenne des étendues
de la zone de fortes pluies (cumuls quotidiens supérieurs à 100 mm/jour) (103km2). En trait rouge :
Scen-ALD-corr. En trait bleu : Scen-DSCLIM.
Afin d’examiner plus finement les changements futurs simulés par ALADIN-Climat et
DSCLIM, les HPE sont classés selon leur sous-région d’occurrence, en reprenant les
trois sous-régions précédemment utilisées (Cévennes, Languedoc-Roussillon, P.A.C.A.). On
considère alors l’évolution des fréquences d’occurrence, intensités et étendus simulés dans
chaque sous-région (figures 5.20, 5.21 et 5.22).
On s’aperçoit alors que si globalement, la fréquence, l’intensité et l’étendue des HPE aug-
mentent (respectivement diminuent) dans Scen-ALD-corr (respectivement Scen-DSCLIM),
il n’en va pas nécessairement de même dans chaque sous-région.
Les HPE affectant les Cévennes étant les plus fréquents – dans le présent comme dans le
futur –, ils contribuent à une part importante du signal total. On retrouve donc dans cette
région un comportement assez similaire à celui observé en considérant la totalité des HPE,
la seule différence notable étant une légère diminution de la fréquence d’occurrence des
HPE les plus modérés de Scen-ALD-corr dans le futur. Il est toutefois probable que cette
diminution ne soit pas statistiquement significative, dans la mesure où seules les augmen-
tations de quantiles extrêmes le sont (cf figure 5.16).
Dans le Languedoc-Roussillon, l’évolution des HPE suit également la tendance générale,
exception faite des HPE les plus forts simulés par Scen-DSCLIM qui voient leur intensité
et leur extension spatiale augmenter dans le futur. Ces HPE étant peu nombreux (moins
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de 10), la pertinence de ces valeurs reste toutefois assez relative.
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.20 – Evolution du nombre d’HPE par sous-régions dans Scen-ALD-corr et Scen-DSCLIM : Dif-
férences relatives (%) (futur - présent). (a) : Cévennes. (b) : Languedoc-Roussillon. (c) : P.A.C.A.
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.21 – Evolution de la moyenne des intensités maximales des HPE dans Scen-ALD-corr et Scen-
DSCLIM, par sous-régions : Différences relatives (%) (futur - présent). (a) : Cévennes. (b) : Languedoc-
Roussillon. (c) : P.A.C.A.
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.22 – Evolution de l’étendue de la zone de fortes pluies (cumuls quotidiens supérieures à 100
mm/jour) dans Scen-ALD-corr et Scen-ALD, par sous-régions : Différences relatives (%) (futur - présent).
(a) : Cévennes. (b) : Languedoc-Roussillon. (c) : P.A.C.A.
En P.A.C.A., les écarts à l’évolution de l’ensemble des HPE sont plus marqués. L’augmen-
tation future du nombre d’HPE dans Scen-ALD-corr ne concerne que les cas définis par
un seuil de dépassement supérieur ou égal à 170 mm/jour. Et à l’inverse de la tendance
générale observée dans Scen-DSCLIM, les HPE simulés par DSCLIM dans cette région
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tendent plutôt à devenir plus fréquents et plus intenses.
La comparaison des comportements observés dans chaque sous-région permet également
de déterminer où les évolutions les plus prononcées se produisent.
Pour Scen-ALD-corr, c’est dans le Languedoc-Roussillon que l’accroissement du nombre
d’HPE est le plus marqué, et en région P.A.C.A. que l’intensité et l’étendue des HPE
augmentent le plus.
Pour Scen-DSCLIM, la diminution de la fréquence d’occurrence des HPE la plus im-
portante se produit dans les Cévennes – et d’après les cartes de différences de quantiles
extrêmes (figure 5.17), il y a tout lieu de penser que ce signal présente une significativité
statistique – et c’est dans le Languedoc-Roussillon que la réduction des intensités maxi-
males et de l’étendue spatiale des événements sont les plus fortes (si l’on exclut les HPE
les plus forts, peu représentatifs du signal en raison de leur petit nombre).
Cette analyse de l’évolution future des principales caractéristiques des HPE dans
les deux scénarios peut être complétée par l’étude des composites de pluies des HPE
simulés en climat présent et futur dans chacune des trois sous-régions (on considère pour
ce faire les HPE définis par un seuil de dépassement de 110 mm/jour).
(a) Cévennes (1971-2000) (b) Languedoc-Roussillon (1970-
2000)
(c) P.A.C.A. (1971-2000)
(d) Cévennes (2071-2100) (e) Languedoc-Roussillon (2071-
2100)
(f) P.A.C.A. (2071-2100)
(g) Cévennes (Diff) (h) Languedoc-Roussillon (Diff) (i) P.A.C.A. (Diff)
Fig. 5.23 – Evolution des composites de précipitation quotidienne (mm/jour) des HPE simulés par Scen-
ALD-corr dans chaque sous-région. En haut : composites de la période de contrôle (1971-2000). Au centre :
composites dans le futur (2071-2100). En bas : Différence des deux (futur - présent).
Dans le scénario ALADIN-Climat (figure 5.23), on observe sur les Cévennes une légère
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diminution des pluies moyennes là où le relief est le plus fort (moins de 5% en différence
relative) et une augmentation tout autour de cette zone, en particulier au Nord du relief
(entre 10% et 15%, localement jusqu’à 20%) et le long du Rhône. L’examen d’une série
d’épisodes (cartes non montrées) permet de confirmer que cette structure spatiale traduit
un décalage des intensités maximales de ces événements vers le Nord et une augmentation
de leur étendue. En se référant aux cartes de différences de quantiles extrêmes (figure 5.16),
il paraît raisonnable de supposer que si la légère réduction des cumuls de précipitation sur
le relief n’est pas significative, l’augmentation des pluies sur la partie Nord du relief l’est
probablement.
Les composites des HPE de Scen-ALD du Languedoc-Roussillon indiquent la présence de
deux zones de fortes précipitations : une localisée sur les Cévennes et une située dans le
Sud de l’Aude et les Pyrénées orientales. Rappelons en effet que certains HPE peuvent
affecter plusieurs de nos trois sous-régions et de ce fait être classés comme appartenant
à plusieurs d’entre elles. On remarque cependant que le maximum des précipitations se
produisant sur les Cévennes concerne l’extrême Sud de cette zone. Dans le futur, l’intensité
de ce maximum décroît (de 10% à 15%) tandis que celui localisé au Sud de la région
augmente (de 20% à 30%), et les cartes de significativité des différences de quantiles
suggèrent que l’augmentation est plus significative que la réduction.
Pour les HPE de Scen-ALD en région P.A.C.A., on observe à nouveau la présence de deux
maxima : un situé dans la partie Nord des Cévennes et un dans les Alpes maritimes. Dans
le futur, ces deux maxima voient leur intensité moyenne croître (jusqu’à 30%), mais les
précipitations diminuent sur la Côte d’Azur (de 5% à 15%), et l’on observe par ailleurs une
augmentation des pluies assez marquée (30%) dans les Bouches-du-Rhône. La complexité
de la structure spatiale de ces différences peut s’expliquer par le fait qu’en P.A.C.A., les
HPE ont une localisation géographique plus variable que dans les deux autres sous-régions.
La différence des composites présent et futur de pluie est donc plus difficile à analyser,
mais il semblerait qu’elle traduise une assez forte disparité de l’évolution future des
HPE en fonction de leur lieu d’occurrence. La significativité des différences de quantiles
extrêmes suggère néanmoins que seule l’augmentation des deux maxima de précipitations
serait significative.
Pour Scen-DSCLIM (figure 5.24), les choses se présentent un peu plus simplement.
Les HPE affectant le relief cévenol voient leur intensité diminuer assez nettement dans le
futur (de 10% à 30%), avec des différences plus marquées sur la partie Sud-Est du relief.
Dans le Languedoc-Roussillon, le maximum de pluie situé à la pointe Sud des Cévennes
reste relativement stable (augmentation inférieure à 5%) tandis que dans le reste de la
région, les pluies diminuent dans le futur (de 5% à 15%).
Enfin, en région P.A.C.A., on observe une réduction des cumuls de pluies de l’ordre de
10% (localement 20%) dans les zones où ils sont les plus forts (Nord des Cévennes et Alpes
Maritimes) et une intensification très localisée des précipitations autour de Marseille.
La significativité des différences de quantiles extrêmes semble indiquer que la diminution
des pluies au Sud-Est des Cévennes et l’augmentation dans la région de Marseille présente
une quelconque significativité.
206
Chapitre 5 : Evolution des extrêmes de précipitation dans des projections
climatiques à haute résolution pour la fin du XXIe siècle
(a) Cévennes (1971-2000) (b) Languedoc-Roussillon (1970-
2000)
(c) P.A.C.A. (1971-2000)
(d) Cévennes (2071-2100) (e) Languedoc-Roussillon (2071-
2100)
(f) P.A.C.A. (2071-2100)
(g) Cévennes (Diff) (h) Languedoc-Roussillon (Diff) (i) P.A.C.A. (Diff)
Fig. 5.24 – Identique à 5.23 pour Scen-DSCLIM.
5.5.3 Quelques éléments d’interprétation des évolutions simulées
par Scen-ALD-corr
Après avoir décrit l’évolution des précipitations intenses associées aux HPE dans Scen-
ALD-corr et Scen-DSCLIM, il importerait de chercher à comprendre à quoi peuvent être
dues les changements simulés par chaque scénario.
La portée de cette question est toutefois assez limitée pour Scen-DSCLIM dans la mesure
où les évolutions simulées par cette méthode ne résultent que de la modification des fré-
quences d’occurrence des régimes de temps dans Scen-GLO ainsi que du choix des jours
analogues. Or les régimes de temps considérés ne permettant pas de discriminer les jours
correspondant à des HPE (cf chapitre 4), il paraît difficile d’apporter une interprétation
censée des résultats obtenus à cet égard dans DSCLIM.
Dans le scénario ALADIN-Climat en revanche, l’analyse des situations météorologiques
associées aux HPE simulés en climat futur pourrait apporter des éléments d’interprétation
permettant d’expliquer les causes des changements observés dans Scen-ALD-corr. Outre
l’intensification des précipitations extrêmes que l’on peut supposer due à l’augmentation de
la capacité en eau de l’atmosphère dans un climat plus chaud (voir chapitre 1, section 1.1.4),
on peut se poser un certain nombre de questions sur les mécanismes à l’origine des autres
évolutions constatées : Pourquoi les HPE simulés en climat futur présentent-ils une plus
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grande extension spatiale ? Pourquoi la fréquence d’occurrence des HPE augmente-t-elle
davantage dans le Languedoc-Roussillon – et en particulier dans les Pyrennées Orientales –
qu’ailleurs ? Pour quelle(s) raison(s) les pluies affectant le relief des Cévennes n’augmentent-
elles pas dans le futur et pourquoi observe-t-on un décalage des maxima de pluies cévenols
vers le Nord-Est du massif ? Comment expliquer la variabilité spatiale des évolutions ob-
servées en région P.A.C.A. ?
Je n’ai malheureusement pas eu le temps de creuser ces questions qui exigeraient, a mi-
nima, d’étudier la variabilité des champs utilisés comme prédicteurs dans l’algorithme de
détection CYPRIM (cf 4, section 4.1.2) – à savoir le géopotentiel à 500 hPa, le vent et le
flux d’humidité à 925 hPa – ainsi que les éventuelles évolutions de la structure spatiale
des SST. A défaut de cette analyse, il est toutefois possible d’émettre quelques hypothèses
d’explication des changement observés aux travers des résultats obtenus par la solution
statistico-dynamique mise en oeuvre par Beaulant et al. (Accepté) (voir introduction, sec-
tion 1.4).
Rappelons que cette solution consiste à appliquer l’algorithme de détection CYPRIM à
un scénario de changement climatique régional réalisé avec ARPEGE-Climat étiré, cou-
plé à un modèle de mer Méditerranée (Somot et al., 2008), puis à forcer le modèle non-
hydrostatistique MESO-NH par ce scénario pour un certain nombre de jours correspondant
à des HPE en climats présent et futur. Bien que le scénario d’émissions de gaz à effet de
serre utilisé dans cette simulation ne soit pas le même que dans Scen-ALD (scénario A2, et
non A1B) et que la métholodogie soit très différente (cf introduction), les résultats obtenus
dans cette étude se trouvent être assez proches de ceux de Scen-ALD.
En effet, l’algorithme CYPRIM détecte davantage de jours d’HPE pour la période future
(2070-2099) que pour la période présent (1960-1990). L’analyse des précipitations simulées
par MESO-NH pour une partie de ces jours fait ensuite état d’une augmentation moyenne
des intensités maximales et de l’extension spatiale des HPE, avec un accroissement du
nombre de cas affectant la région Languedoc-Roussillon et une intensification des précipi-
tations associées sur cette région, ainsi qu’une diminution des pluies affectant le relief des
Cévennes, et enfin une plus large variabilité spatiale des événements.
En examinant la répartition des cas au sein des deux clusters considérés (CS et CSW, voir
chapitre 4), Beaulant et al. (Accepté) indiquent que les HPE simulés en climat futur sont
davantage associé au cluster CS pour lequel le flux de basses couches est orienté plus à
l’Est que dans le cluster CSW, où le flux est plus Sud. Ces modifications de la répartition
des cas au sein des clusters expliquerait, dans l’étude de Beaulant et al. (Accepté), que la
région Languedoc-Roussillon soit davantage touchée par ces pluies intenses. L’analyse des
composites de vent horizontal et de flux d’humidité à 925 hPa révèle en outre que si les
HPE en climat futur sont associés à des flux d’humidité plus forts, la force du jet de basses
couches tend plutôt à diminuer, ce qui pourrait être à l’origine de la plus grande variabilité
spatiale des HPE et leur extension accrue.
Bien que l’on ne puisse évidemment pas transposer ces éléments de réponses à l’analyse du
scénario Scen-ALD, ils permettrent néanmoins d’émettre quelques hypothèses susceptibles
d’expliquer les changements simulés par ALADIN-Climat et d’ouvrir des pistes d’explora-
tion pour l’interprétation des résultats obtenus.
5.5.4 Conclusions
L’analyse des résultats de Scen-ALD-corr et Scen-DSCLIM a montré que pour ce qui
est de l’évolution future des épisodes de pluies intenses dans le Sud-Est de la France,
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ALADIN-Climat et DSCLIM simulent des réponses au changement climatique opposées à
quasiment tous les égards.
Dans la projection d’ALADIN-Climat, les HPE sont globalement plus fréquents, plus
intenses et plus étendus spatialement alors que dans le scénario DSCLIM, ils sont plus
rares, moins forts et plus localisés. Et pour autant que les tests statistiques menés sur
les différences des quantiles extrêmes (futur - présent) permettent de l’affirmer, le signal
semble être en partie significatif dans les deux scénarios.
Si il paraît délicat de se prononcer de façon catégorique en faveur d’un scénario ou
de l’autre pour ce qui est de l’état moyen du climat simulé, la comparaison menée au
chapitre précédent sur les performances respectives de DSCLIM et d’ALADIN-Climat à
12.5 km de résolution en climat présent permet en revanche d’aboutir à une conclusion
plus tranchée. Nous avons vu en effet que l’application de la méthode de désagrégation
statistique DSCLIM aux champs de la ré-analyse ERA-40 ne conduisait pas à une
bonne reproduction chronologique des HPE. Ce résultat impliquant une absence de lien
statistique entre l’occurrence d’HPE et l’appartenance aux régimes de temps utilisés dans
DSCLIM, on peut difficilement s’attendre à ce qu’un scénario ne prenant en compte que
les modifications de fréquences de ces régimes fournisse une information pertinente quant
aux évolutions futures des HPE. A l’inverse, nous avons montré qu’ALADIN-Climat à
12.5 km de résolution piloté à ses frontières par ERA-40 était capable de représenter des
occurrences d’HPE cohérentes avec les observations, en dépit de sa sous-estimation des
cumuls de précipitations simulés. Il semble donc raisonnable d’apporter davantage de
crédit à sa réponse au changement climatique pour ce qui est de ces événements, d’autant
que les résultats de Scen-ALD corroborent ceux obtenus dans d’autres études (Boberg
et al., 2008, 2010), Goubanova and Li (2006); Beaulant et al. (Accepté).
Même si pour parvenir à une projection véritablement digne de confiance, il serait néces-
saire d’analyser des ensembles de simulations, les résultats de Scen-ALD-corr constituent
une première indication précise de l’évolution possible des HPE dans le futur.
La comparaison entre DSCLIM et ALADIN-Climat à 12.5 km résolution dans des
simulations « hindcasts » suffisait certes à conclure que DSCLIM constituait un outil
moins approprié que ALADIN-Climat à l’exploration des évolutions des HPE dans des
scénarios de changement climatique. Il nous a paru toutefois opportun d’examiner les
comportements de chacun en climat futur car a priori, rien n’indiquait qu’ils seraient
si différents. Dans l’éventualité où les résultats d’ALADIN-Climat seraient corroborés
par d’autres expériences, le fait que DSCLIM simule une réponse inverse au changement
climatique impliquerait la conclusion suivante : lorsque l’on considère non plus l’état
moyen du climat mais des événements particuliers, la pertinence des méthodes statistiques
de descente d’échelle dépend de leur aptitude à reproduire la chronologie observée des
phénomènes en climat présent, lorsqu’elles sont appliquées à des ré-analyses.
La dernière partie de ce travail propose l’utilisation d’une méthode d’analyse des
résultats d’un scénario climatique qui offre une vision plus facile à appréhender des
changements simulés lorsque l’on s’intéresse à l’évolution d’événements ponctuels tels que
les HPE.
Compte tenu des conclusions tirées de la comparaison de Scen-DSCLIM à Scen-ALD-corr,
elle ne sera appliquée qu’au scénario ALADIN-Climat.
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5.6 Application d’une fonction de transfert « change-
ment climatique » aux précipitations de SAFRAN
L’analyse d’un scénario de changement climatique oblige d’une certaine façon à appré-
cier l’état futur du climat d’un point de vue statistique. Dans le cas où l’on s’intéresse à
des phénomènes particuliers comme les HPE, on s’attachera à évaluer les évolutions de leur
fréquence d’occurrence et de leurs caractéristiques moyennes. On peut bien sûr examiner
des événements donnés dans la période future simulée par le modèle, mais cela ne répondra
pas à la question de savoir à quoi ressemblerait, dans le futur, un événement connu du
passé. On peut par exemple se demander ce qu’il serait advenu du célèbre épisode de pluies
diluviennes de Vaison la Romaine (22 septembre 1992) dans un climat perturbé.
Evidemment la question n’a de sens que dans le cas où l’impact du changement climatique
sur les phénomènes considérés ne se traduit pas par l’avènement d’une forme nouvelle d’évé-
nements survenant dans des situations radicalement différentes, mais consiste uniquement
en une accentuation et/ou atténuation des fortes pluies, qui par suite peut modifier les fré-
quence d’occurrence des HPE, leur intensité, leur extension spatiale, et éventuellement leur
distribution géographique dans le cas où l’effet du changement climatique sur les valeurs
extrêmes de précipitations n’est pas uniforme dans l’espace.
Or l’évolution future des HPE simulée par Scen-ALD relève bien de ce cas de figure. D’où
l’idée d’appliquer aux précipitations quotidiennes de la ré-analyse SAFRAN une fonction de
transfert « changement climatique » qui traduise, dans le climat présent, les modifications
simulées par ALADIN-Climat en climat futur.
5.6.1 Description de la méthode
Le principe de calcul de la fonction de transfert est similaire à celui de la correction
« quantile-quantile » (voir section 4.3.1). Il s’effectue selon les étapes suivantes :
1. On calcule les quantiles – d’ordre 0.01% à 99.9% – des précipitations quotidiennes
d’automne (SOND) de Scen-ALD dans le présent (1971-2000) et dans le futur
(2071-2100).
2. En chaque point i de la grille d’ALADIN-Climat et pour chaque ordre k de quantile,









si Qkpresent(i) 6= 0
(5.1)
où Qkpresent(i) est la valeur au point i du quantile d’ordre k simulé par Scen-ALD en
climat présent et Qkfutur(i) la valeur du même quantile en climat futur.
3. Ces coefficients de correction sont interpolés sur la grille SAFRAN au plus proche
voisin.
4. On calcule les quantiles – d’ordre 0.01% à 99.9% – des précipitations quotidiennes
d’automne (SOND) dans SAFRAN.
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5. Pour chaque jour j de la période présente considérée dans SAFRAN (on prend ici
la période 1971-2000) et en chaque point i de la grille SAFRAN, on cherche l’ordre
k du quantile SAFRAN Qksaf directement inférieur à la valeur de la précipitation
quotidienne de SAFRAN RR(j, i).
Si RR(j, i) ≥ Q0.999saf (i) , alors k = 0.999
Sinon, k est tel que : Qksaf (i) ≤ RR(j, i) < Qk+1(i)
(5.2)
6. La précipitation corrigée du jour j au point i est alors donnée par la formule suivante :
RRcorr(j, i) = RR(j, i).Corr
k(i) (5.3)
La série de précipitations quotidiennes SAFRAN corrigée traduit ainsi l’effet du change-
ment climatique sur les extrêmes de précipitations d’automne, tel que Scen-ALD le simule,
sur les pluies de SAFRAN en temps présent. On appelle SAFRAN « futurisé » cette série
de précipitations corrigée, et pour plus de clarté la série SAFRAN sans correction sera
désignée par le terme de SAFRAN-présent.
En appliquant notre critère de définition « absolu » des HPE à SAFRAN « futurisé », on
obtient la série des HPE « futurisés » sur la période présente 1971-2000.
On peut alors éventuellement procéder à une modification de notre fonction de transfert
« changement climatique » permettant d’affiner la méthode en vue d’une application dédiée
à l’étude des seuls HPE. On calcule une seconde série de coefficients de correction à partir
des précipitations simulées par Scen-ALD en ne considérant que les jours correspondant
à des HPE en climats présent et futur. La série des HPE présents et futurs de Scen-ALD
est obtenue en appliquant le critère de définition des HPE avec un seuil de dépassement
fixé (on prend ici 100 mm/jour) aux précipitations de Scen-ALD-corr (vu le nombre de
jours ainsi extraits, on considère les quantiles d’ordre 0.1 à 0.99). Et l’on corrige à l’aide
de ces nouveaux coefficients les précipitations quotidiennes de SAFRAN pour les HPE de
la série SAFRAN « futurisé » obtenue en premier lieu.
Cette fonction de transfert « changement climatique » constitue en fait une autre
façon de corriger en quantiles les précipitations de Scen-ALD à partir des valeurs de
SAFRAN. Elle correspond à une généralisation de la méthode dite des « deltas » qui
consiste à appliquer un incrément constant à une série observée pour produire une série
temporelle dans un changement climatique.
Elle présente l’avantage de reposer sur une hypothèse moins forte que la correction
« quantile-quantile ». Rappelons qu’en appliquant la correction « quantile-quantile » à
Scen-ALD, on suppose que les erreurs d’ALADIN-Climat sont indépendantes des modi-
fications du climat dans le futur. La validité de cette hypothèse n’est pas formellement
vérifiable mais certaines études posent l’existence de sérieuses limites à cette supposition.
Quintana-Seguí et al. (2010) et Driouech et al. (2010) font par exemple valoir que les biais
d’ARPEGE-Climat en précipitation étant dépendants des régimes de temps et la fréquence
de ces derniers se trouvant modifiée dans les scénarios, une correction « quantile-quantile »
qui n’incluerait pas ce lien de dépendance induirait des erreurs en climat futur (voir
aussi Boé (2007)). Signalons à ce propos que si nous n’avons pas calculé notre correction
« quantile-quantile » en fonction des régimes de temps dans le travail qui précède, c’est
parce que notre analyse des précipitations corrigées en quantiles de Scen-ALD s’est limitée
à l’étude des HPE et que l’occurrence de ces événements n’est pas reliée à celle des
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régimes classiquement utilisés. Cependant, les objections soulevées ici donnent à penser
que l’hypothèse sous-tendant la correction « quantile-quantile » est trop forte et que par
suite, la méthode s’avère plus ou moins inappropriée.
Dans la correction obtenue au travers de la fonction de transfert « changement clima-
tique », on se contente de supposer que dans le futur, les HPE ne surviendront pas dans
des conditions entièrement nouvelles et garderont une forme semblable aux HPE du
présent. La validité de cette hypothèse dans le climat simulé par un modèle donné est en
revanche vérifiable, et nous avons vu à la section précédente qu’elle était assez juste dans
Scen-ALD. Elle permet en outre de s’extraire des défauts d’ALADIN-Climat auxquels la
correction « quantile-quantile » ne permet pas de remédier, comme les erreurs dans la
répartition géographique des HPE en climat présent et la surestimation de la surface de
la zone de fortes pluies (voir chapitre précédent).
5.6.2 Etude de l’ensemble des HPE de SAFRAN « futurisé »
Bien que tout l’intérêt de la présente méthode d’analyse réside dans le fait de pouvoir
apprécier l’effet du changement climatique sur des événements donnés, nous allons pour
commencer examiner les différences entre les HPE de SAFRAN (présent) et SAFRAN
« futurisé » d’un point de vue global, afin de comparer les changements obtenus à ceux
étudiés au travers des précipitations de Scen-ALD après correction « quantile-quantile ».
Si l’on considère l’ensemble des HPE de SAFRAN et SAFRAN « futurisé » selon la
valeur du seuil de dépassement retenu (figures 5.25 et 5.26), on retrouve le signal de
changement climatique précédemment mis en évidence : augmentation de la fréquence
d’occurrence des HPE, intensification des cumuls maximaux, élargissement de la zone
de fortes pluies. Mais l’ampleur des différences constatées est un peu différente de celle
obtenue dans l’analyse menée au paragraphe 5.5 : l’augmentation du nombre d’HPE est
ici un peu plus marquée, en particulier pour les HPE les plus modérés, l’intensification
est aussi plus prononcée mais à l’inverse, l’accroissement de l’étendue des fortes pluies est
deux fois moins importante (+25% contre +50%).
L’étude des caractéristiques (fréquence, intensité, surface) des HPE de SAFRAN et
SAFRAN « futurisé » en fonction de leur région d’occurrence (figures 5.27, 5.28 et 5.29)
montre que leur fréquence augmente quel que soit le seuil – hormis dans les Cévennes pour
les cas les moins forts, qui sont aussi nombreux dans SAFRAN et SAFRAN « futurisé ».
L’intensification des HPE, en revanche, n’affecte que les Cévennes et la région P.A.C.A.,
les maxima de pluies restent stables en Languedoc-Roussillon. Enfin, l’élargissement de
la surface couverte par les fortes pluies ne concerne que les HPE cévenols et, en région
P.A.C.A., les épisodes les plus intenses.
Les résultats issus de la fonction de transfert « changement climatique » ne se conforment
donc pas entièrement à ceux provenant de l’étude du scénario ALADIN-Climat corrigé en
quantiles. Compte tenu des remarques faites en introduction de la présente section, ce n’est
pas tout à fait surprenant. On remarque toutefois que la principale différence constatée
se rapporte aux changements relatifs à la surface impactée par les fortes précipitations.
Dans la mesure où même après correction « quantile-quantile », ALADIN-Climat à 12.5
km tend à simuler des événements trop étendus, il est probable que l’effet du changement
climatique sur ce paramètre soit approché de façon plus réaliste avec la présente méthode
d’analyse.
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(a) Nombre d’HPE (b) Moyenne du maximum
(c) Etendue
Fig. 5.25 – HPE présents (SAFRAN) et « futurisés » (SAFRAN « futurisé ») en fonction du seuil
de dépassement de précipitations retenu pour leur définition. (a) : Nombre d’HPE ; (b) : Moyenne des
intensités maximales (mm/jour) ; (c) : surface moyenne de la zone de fortes pluies (nombre de points de
grille SAFRAN où la pluie excède 100 mm/jour)(103 km2). En traits noirs tiretés : valeurs relatives à la
liste de référence des HPE (pour le calcul des intensités maximale, on considère le champs SAFRAN de
précipitations). En traits noirs pleins : SAFRAN. En traits rouges pleins : SAFRAN « futurisé » selon la
fonction de transfert calculée sur le scénario ALADIN-Climat Scen-ALD.
Fig. 5.26 – Différences relatives SAFRAN « futurisé » - SAFRAN du nombre d’HPE (trait noir), de
l’intensité moyenne des maxima (trait rouge) et de la surface moyenne des fortes pluies (trait bleu).
Cette comparaison étant faite, nous allons poursuivre notre étude des HPE de SAFRAN
« futurisé » en nous concentrant sur les questions que cette méthode d’analyse permet
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(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.27 – Evolution du nombre d’HPE par sous-régions, entre les séries présente et « futurisée ». En
noir : SAFRAN. En rouge : SAFRAN « futurisé ».
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.28 – Evolution de la moyenne des intensités maximales (mm/jour) des HPE, entre les séries
présente et « futurisée ». En noir : SAFRAN. En rouge : SAFRAN « futurisé ».
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. 5.29 – Evolution de l’étendue de la zone de fortes pluies (cumuls quotidiens supérieures à 100
mm/jour) (103 km2) des HPE, entre les séries présente et « futurisée ». En noir : SAFRAN. En rouge :
SAFRAN « futurisé ».
d’envisager.
Les séries SAFRAN et SAFRAN « futurisé » étant comparables jours à jours, on peut
classer les jours de la période selon qu’ils correspondent à un HPE dans les deux séries,
uniquement dans la série du présent observé, ou uniquement dans la série « futurisée ».
On s’attend évidemment à ce que les HPE du présent et du futur ne forment pas deux
ensembles disjoints, ce qui contredirait l’hypothèse initialement vérifiée pour justifier de
l’emploi de la fonction de transfert « changement climatique ». Mais on peut néanmoins se
demander quelle proportion des HPE du présent n’appartiennent pas à la série des HPE
« futurisés », et inversement.
On considère pour ce faire les HPE définis par un seuil fixé à 110 mm/jour dans le critère
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de définition. Le tableau 5.1 indique que la grande majorité des HPE de SAFRAN ainsi
définis sont aussi des HPE dans SAFRAN « futurisé » – qui compte évidemment un certain
nombre d’événements supplémentaires –, mais qu’il existe cependant quelques cas d’HPE
qui dans la série « futurisée », ne répondent plus au critère de définition des HPE.
Nombre de jours Cévennes Languedoc-Roussillon P.A.C.A. Total
Total SAFRAN 114 35 33 158
Total SAFRAN « futurisé » 117 47 46 184
SAFRAN seulement 6 0 4 8
SAFRAN « futurisé » seulement 9 12 17 34
SAFRAN et SAFRAN « futurisé » 108 35 29 150
Tab. 5.1 – Répartition du nombre d’HPE dans SAFRAN et/ou SAFRAN « futurisé », pour chaque
sous-région.
(a) Cévennes (SAFRAN) (b) Languedoc-Roussillon (SA-
FRAN)
(c) P.A.C.A. (SAFRAN)
(d) Cévennes (SAFRAN « futu-
risé »)
(e) Languedoc-Roussillon (SA-
FRAN « futurisé »)
(f) P.A.C.A. (SAFRAN « futu-
risé »)
(g) Cévennes (Diff) (h) Languedoc-Roussillon (Diff) (i) P.A.C.A. (Diff)
Fig. 5.30 – HPE dans SAFRAN et SAFRAN « futurisé », par sous-région. En haut : composites de
précipitations quotidiennes (mm/jour) des HPE de SAFRAN. Au milieu : composites de précipitations
quotidiennes (mm/jour) des HPE de SAFRAN « futurisé ». En bas : Différences des deux (SAFRAN
« futurisé » - SAFRAN).
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La classification des HPE présents et « futurisés »en fonction de leur appartenance à l’une
et/ou l’autre des séries SAFRAN conduit assez logiquement aux questions suivantes : Quelle
différence oberve-t-on entre les précipitations de SAFRAN et SAFRAN « futurisé » pour
les HPE appartenant aux deux séries ? A quoi ressemblent les HPE définis uniquement dans
SAFRAN « futurisé » (respectivement dans SAFRAN) et à quelles situations correspondent
ces jours dans SAFRAN (respectivement dans SAFRAN « futurisé ») ?
L’analyse des composites de pluie de SAFRAN et SAFRAN SAFRAN « futurisé » dans les
différents cas de figures envisagés permettent d’apporter des éléments de réponses.
(a) Cévennes (SAFRAN) (b) P.A.C.A. (SAFRAN)
(c) Cévennes (Diff) (d) P.A.C.A. (SAFRAN « futu-
risé » - SAFRAN)
Fig. 5.31 – HPE définis seulement dans SAFRAN, par sous-région. En haut : composites de précipita-
tions quotidiennes (mm/jour) présentes. En bas : Différences des composites de précipitations quotidiennes
SAFRAN et SAFRAN « futurisé » (SAFRAN « futurisé » - SAFRAN).
Pour les HPE se trouvant à la fois dans la série présente et dans la série « futurisée »
(figure 5.30), on retrouve des résultats très semblables à ceux obtenus à la section 5.5 :
pour les cas cévenols, diminution des cumuls sur le relief des Cévennes et augmentation
autour ; pour les HPE du Languedoc-Roussillon, intensification des précipitations dans
l’Aude et les Pyrénées orientales, et atténuation dans le Sud des Cévennes ; et pour les cas
affectant la région P.A.C.A., diminution des pluies sur les Cévennes et la Côte d’Azur et
augmentation dans les Alpes de haute Provence, le delta du Rhone et au Nord du relief
cévenol.
La « disparition » des quelques HPE du présent dans la série « futurisée » correspond soit à
des épisodes de pluies très localisées sur les Cévennes, soit à des situations où le maximum
de précipitation se situe sur la Côte d’Azur. Dans les deux cas, les intensités les plus fortes
se trouvent légèrement réduites dans SAFRAN « futurisé » et les événements passent ainsi
en dessous du seuil de dépassement définissant les HPE. (figure 5.31). C’est ce qui se produit
lorsque les maxima d’intensité pour un événement donné se situent dans une zone où les
extrêmes de précipitation diminuent dans le futur (voir les cartes de différences de quantiles
extrêmes pour la saison SOND entre les périodes présente et passés à la figure 5.16).
Enfin, pour ce qui est des HPE définis uniquement dans la série « futurisée », on constate
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qu’il s’agit de cas présentant un maximum de pluie relativement peu intense situé sur le
versant Nord-Ouest du relief cévenol pour les épisodes affectant les Cévennes, dans les
Alpes du Sud ou le delta du Rhône pour les épisodes de la région P.A.C.A., et dans l’Aude
et les Pyrénées Orientales pour les cas du Languedoc-Roussillon.




(c) P.A.C.A. (SAFRAN « futu-
risé »)
(d) Cévennes (Diff. à SAFRAN) (e) Languedoc-Roussillon (Diff. à
SAFRAN)
(f) P.A.C.A. (Diff. à SAFRAN)
Fig. 5.32 – HPE définis seulement dans la série « futurisée », par sous-région. En haut : composites de
précipitations quotidiennes (mm/jour) de SAFRAN « futurisé ». En bas : Différences des composites de
précipitations quotidiennes SAFRAN « futurisé » - SAFRAN.
5.6.3 Comparaison du signal de changement climatique à la va-
riabilité interne de FRA12 : étude des HPE de l’année 1994
dans SAFRAN et SAFRAN « futurisé »
Une des questions qui se posent quant à l’appréciation des évolutions futures des HPE
simulés par Scen-ALD est de déterminer si le signal de changement climatique obtenu est
plus ou moins fort que la variabilité interne (VI) du modèle.
Pour répondre correctement à cette question, il serait nécessaire de réaliser deux ensembles
de simulations : un pour la période présente (1971-2000) et un pour la période future (2071-
2100). Mais dans la mesure où la fonction de transfert que nous avons appliquée aux pluies
de SAFRAN revient à projeter le signal de changement climatique de Scen-ALD dans la
période présente 1971-2000, on peut se référer à l’évaluation de la variabilité d’ALADIN-
Climat sur l’année 1994 dans des simulations à haute résolution forcées par ERA-40 (voir
section 4.6). En comparant les variations observées entre SAFRAN et SAFRAN « futurisé »
pour l’année 1994 à l’amplitude de la VI de FRA12 – configuration identique à celle de
Scen-ALD – pour cette même année, on peut se faire une première idée de l’importance
relative de l’amplitude du signal de changement climatique modélisé par Scen-ALD au re-
gard de la VI du modèle.
Les HPE de l’année 1994 ne comprenant pas de cas affectant le Languedoc-Roussillon ni
l’Est de la région P.A.C.A., la comparaison qui suit ne pourra porter que sur des épisodes
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cévenols et touchant la partie Ouest de la région P.A.C.A.
Pour cette année là, on compte autant d’HPE dans SAFRAN que dans SAFRAN « fu-
turisé » (ce qui peut s’expliquer par leur localisation géographique). La comparaison des
différences entre les séries présente et « futurisée » à la variabilité de FRA12 ne portera
donc que sur l’intensité des HPE, leur localisation et leur étendue.
Les tableaux 5.2 et 5.3 indiquent l’amplitude de la variabilité interne de FRA12 – telle
que calculée en 4.6 – pour les maxima d’intensité et les surfaces des zones de fortes pluies
lors des 8 HPE de l’année 1994, et précisent l’ampleur du signal de changement climatique
correspondant, évalué au travers des différences observées entre SAFRAN et SAFRAN
« futurisé ».
Dates Amplitude de la Amplitude du









Tab. 5.2 – Maxima de précipitations (mm/jour) pour les HPE de l’année 1994 : comparaison de la
variabilité interne de FRA12 et du signal de changement climatique.
Dates Amplitude de la Amplitude du









Tab. 5.3 – Etendue des HPE de l’année 1994 (km2) : comparaison de la variabilité interne de FRA12
et du signal de changement climatique.
Les résultats montrent que la variabilité interne de FRA12 en termes d’intensité maximale
de pluie est supérieure aux différences observées entre SAFRAN et SAFRAN « futurisé »
dans 3 cas sur 8 : les 19 et 20 octobre et le 3 novembre. Pour ce qui est de l’étendue des
événements, la variabilité interne est plus importante pour les HPE du 23 septembre, 19
octobre et 3 novembre.
En intégrant les deux effets, il s’avère ainsi que l’amplitude du signal de changement
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climatique est supérieure à la variabilité interne du modèle pour la moitié des épisodes,
lui est inférieure dans un quart des cas, et que les deux sont comparables pour le quart
des cas restants.
Cette analyse se limite certes à l’année 1994, qui n’est pas nécessairement représen-
tative de l’ensemble de la période, mais elle suggère qu’une part non négligeable des
évolutions futures des HPE simulées par Scen-ALD excède la plage des différences
imputables à la variabilité interne du modèle.
5.6.4 Quelques exemples d’événements
Pour conclure cette partie, considérons quelques HPE particuliers en guise d’illustra-
tion.
Les figures 5.33 et 5.34 représentent les cumuls de précipitations quotidiennes dans SA-
FRAN et SAFRAN « futurisé » et les différences relatives entre les deux pour 2 HPE
représentatifs des évolutions simulées sur les Cévennes (le 19 octobre et le 4 novembre
1994). Dans le premier cas, on observe dans l’état « futurisé » une extension de la zone de
fortes précipitations et un décalage des intensités maximales vers le Nord-Ouest du relief.
L’épisode du 4 novembre est quant à lui marqué par l’apparition d’un second maximum
local au Nord des Cévennes dans l’état « futurisé », et de précipitations plus intenses sur
les Pyrénées orientales.
(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.33 – Evénement du 19 octobre 1994 : cumuls de précipitation dans SAFRAN (à gauche), SAFRAN
« futurisé » (à droite), et différence des deux (« futurisé » - présent) (à droite).
(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.34 – Identique à 5.33 pour le 4 novembre 1994.
Une illustration des changements simulés sur le Languedoc-Roussillon est proposé à la
Section 5.6 : Application d’une fonction de transfert « changement
climatique » aux précipitations de SAFRAN 219
figure 5.35, pour l’épisode du 11 décembre 1999. On note cette fois une nette intensification
des pluies dans l’état « futurisé ». Au Sud de la zone touchée par l’événement, les cumuls
passent de 150-200 mm/jour dans le présent à 250-300 mm/jour dans l’état « futurisé ». Au
Nord, les valeurs maximales oscillant autour de 300 mm/jour dans le présent dépassent 350
mm/jour dans SAFRAN « futurisé ». Ces évolutions sont cohérentes avec le signal observé
sur les cartes de composites des HPE de cette sous-région à la figure 5.30.
(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.35 – Identique à 5.33 pour le 11 décembre 1999.
Les événements représentés aux figures 5.36 et 5.37 correspondent à des HPE ayant
affectés différentes parties de la région P.A.C.A. La structure des différences observées
dans le premier cas évoque le signal mis en évidence sur les composites de précipitations
des HPE se produisant à l’Est de la région P.A.C.A.(figure 5.30) : diminution des intensités
au Sud des Alpes Maritimes et augmentation au Nord. L’épisode du 20 octobre 1994
concerne plutôt la partie Ouest de la région et l’on y retrouve également une partie du
signal observé sur les composites, à savoir une intensification des précipitations dans les
Bouches-du-Rhône.
(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.36 – dentique à 5.33 pour le 5 novembre 1997.
Pour clore cette série d’exemples d’évements, il peut être intéressant de se pencher sur
un HPE ayant marqué la mémoire collective pour les dégâts qu’il a provoqué : l’épisode
de pluies diluviennes ayant touché la ville de Vaison-la-Romaine le 22 septembre 1994
(figure 5.38). Sur la région entourant cette localité, les analyses des résultats de Scen-ALD
n’ont pas mis en évidence l’existence de changement climatique prononcé. Et de fait, cet
épisode est assez semblable dans SAFRAN et SAFRAN « futurisé » : les maxima de pluies
sont situés au même endroit dans les deux cas, et ils sont sensiblement du même ordre
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(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.37 – Identique à 5.33 pour le 20 octobre 1994.
de grandeur. Ce dernier cas illustre simplement le fait que les évolutions simulées par
ALADIN-Climat n’entrainent donc de changements notables dans tous les cas.
(a) SAFRAN (b) SAFRAN « futurisé » (c) SAFRAN « futurisé » - SA-
FRAN
Fig. 5.38 – Identique à 5.33 pour le 22 septembre 1994 : épisode de Vaison la Romaine.
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5.7 Conclusions
Au terme de l’étude menée dans les deux chapitres précédents, deux outils de descente
d’échelle ont été retenus pour explorer l’évolution future des extrêmes de précipitation, et
en particulier des HPE, dans des scénarios de changement climatique à haute résolution :
le modèle dynamique ALADIN-Climat à 12.5 km de résolution – avec et sans correction
« quantile-quantile » – , et la méthode de désagrégation statistique DSCLIM à 8 km de
résolution sur la grille SAFRAN.
En climat présent, ces deux outils présentent des performances assez similaires, dès lors
que l’on exclut l’aptitude de chacun à représenter la chronologie observée de l’occurrence
des HPE. Mais dans le futur, ils conduisent à des résultats pratiquement opposés : dans
le scénario ALADIN-Climat, les HPE sont plus fréquents, plus intenses et couvrent en
moyenne une surface plus étendue, tandis que DSCLIM simule une diminution de la
fréquence de ces événements, ainsi qu’une atténuation de leur intensité et une diminution
de leur extension spatiale.
De façon plus générale, ALADIN-Climat tend à modéliser une augmentation des extrêmes
de précipitations en même temps qu’une diminution de la fréquence des jours de pluie
et des pluies plus modérées, comportement d’inversion que l’on ne retrouve pas de façon
significative dans DSCLIM.
Cette comparaison étant basée sur seulement deux expériences, elle ne permet pas de
se prononcer formellement en faveur de l’un ou l’autre des scénarios. Pour ce qui est
de l’évolution future des HPE, nous avons cependant vu qu’il paraissait raisonnable
d’accorder une confiance moindre à DSCLIM étant donné que sa réponse au changement
climatique dépend uniquement de l’évolution de la fréquence des régimes de temps utilisés
et qu’à la suite de l’analyse conduite en climat présent, nous avons montré que ces
derniers n’étaient pas discriminants au regard de l’occurrence des HPE. Naturellement,
d’autres simulations seraient nécessaires pour conforter ou infirmer les résultats obtenus
avec ALADIN-Climat, ce qui permettrait de déterminer dans quelle mesure l’incapacité
de DSCLIM à reproduire correctement la chronologie observée des HPE en présent en fait
ou non un outil inadapté à l’étude de leurs évolutions futures.
Compte tenu des limitations de cette étude en termes de confiance à accorder aux
résultats obtenus en climat futur, il est apparu plus judicieux de se concentrer sur les
méthodes d’analyse de l’évolution des extrêmes de pluie et des HPE dans des scénarios
de changement climatique. C’est à ce titre qu’ont été proposés le calcul de « quantiles
d’inversion » ainsi que l’application d’une fonction de transfert « changement climatique »
aboutissant à la construction d’une climatologie en climat présent intégrant le signal de
changement climatique simulé.
La recherche de quantiles d’inversion vise à explorer en chaque point de grille les éventuels
changements de signe du signal de changement climatique le long du spectre de précipita-
tions. L’ordre et la valeur des quantiles d’inversion – quand ils existent – permettent de
caractériser ces situations.
La fonction de transfert « changement climatique » est essentiellement destinée à fournir
une appréciation plus tangible du climat futur simulé. Elle consiste à appliquer à une série
d’observations (ici SAFRAN) une correction traduisant les évolutions futures simulées dans
un scénario aboutissant ainsi à la construction d’une climatologie incluant la perturbation
du changement climatique futur (généralisation de la méthode des « deltas »). Là où une
analyse plus classique ne peut qu’examiner l’évolution des caractéristiques moyennes des
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événements étudiés (ici la fréquence, l’intensité, la localisation et l’extension spatiale des
HPE), cette méthode permet de se représenter l’impact du changement climatique sur un
événement donné. Le point de vue qu’elle adopte requiert toutefois que les phénomènes
étudiés ne se présentent pas sous une forme et/ou dans des conditions entièrement
nouvelles dans le futur. Mais il s’agit d’une condition qui peut être vérifiée en examinant
les résultats du scénario en tant que tels, contrairement à l’hypothèse qui sous-tend
l’emploi de la correction « quantile-quantile » dans le climat futur.
Si l’on considère les HPE dans leur ensemble – en climats présent et « futurisé » –,
l’utilisation de la fonction de transfert « changement climatique » conduit sensiblement
au même résultat que l’application d’une correction « quantile-quantile ». Elle permet
en outre de distinguer dans la série des HPE « futurisés » les cas qui étaient déjà des
HPE en climat présent de ceux qui n’étaient pas assez extrêmes pour être sélectionnés
en tant qu’HPE, et inversement, les HPE du climat présent qui ne sont plus des HPE
dans le climat « futurisé ». Dès lors, on peut s’intéresser aux changements simulés sur ces
différentes classes d’événements et/ou sur des épisodes particuliers.
Nous avons par ailleurs utilisé cette méthode pour comparer l’ampleur des changements
futurs simulés sur les HPE par ALADIN-Climat à la variabilité interne du modèle –
évaluée à partir de l’ensemble de simulations réalisées sur l’année 1994. Il en ressort qu’une
bonne partie des évolutions futures des HPE dans le scénario ALADIN-Climat dépasse
l’amplitude des différences imputables à la variabilité interne du modèle. Les conclusions
de cet exercice présentent d’importantes limitations dans la mesure où seule l’année 1994
s’y trouve considérée, mais appliquée à un ensemble de simulations couvrant la totalité de
la période présente (1971-2000), cette méthode permettrait d’évaluer la significativité du
signal de changement climatique (par rapport à la VI du modèle) sur tous les HPE présent
et/ou « futurisés »et par suite, le pourcentage d’événements pour lesquels les changements
futurs excèdent la VI du modèle.
Dans cette étude de l’évolution des HPE dans des scénarios de changement clima-
tique à haute résolution, nous nous sommes limités à considérer les résultats sous un
angle statistique, traitant ainsi des différences observées sur les principales caractéristiques
définissant les pluies intenses survenant lors de ces événements. Ce faisant, nous nous
sommes attachés à traduire les changements simulés par ALADIN-Climat d’une façon
qui soit à la fois la plus appréhensible et la moins erronée possible. Outre la néces-
sité de considérer d’autres scénarios pour mettre en regard les résultats obtenus avec
ALADIN-Climat, il resterait à explorer toutes les questions relatives aux processus et
conditions synoptiques associés à ces phénomènes : quelles modifications observe-t-on dans
les situations synoptiques propices à l’occurrence des HPE? Quels changements dans les
processus impliqués dans ces épisodes intenses peuvent expliquer les différences observées
dans l’intensité et l’extension spatiales des fortes pluies associées ? etc.
Quelques idées d’analyse et d’expériences susceptibles d’aider à répondre à ces questions
seront proposées en perspectives de ce travail.
Conclusions et perspectives
L’objectif général de cette étude était de savoir si un modèle de climat était à même
d’offrir une modélisation des précipitations extrêmes survenant lors des épisodes médi-
terranéens intenses dans le Sud-Est de la France (HPE) suffisamment satisfaisante pour
constituer un outil numérique valable pour l’exploration de l’évolution future de ces événe-
ments dans le contexte du changement climatique. Cette question a été explorée au travers
des résultats obtenus avec le modèle régional de climat à aire limitée ALADIN-Climat,
dans sa version 5, qui ont été analysés au regard de la climatologie SAFRAN à 8 km de
résolution sur la France.
Le paragraphe qui suit propose une synthèse des principaux résultats obtenus au cours de
ce travail de thèse. Nous reviendrons ensuite sur les questions scientifiques posées en intro-
duction afin d’exposer plus clairement les réponses qui ont pu y être apportées, ainsi que
les points qui restent en suspens ou nécessitent de plus amples recherches. Pour conclure,
je présenterai les perspectives qui peuvent être envisagées à la suite de ce travail.
Synthèse des résultats
Un premier aperçu des capacités du modèle à représenter les précipitations extrêmes
en Méditerranée a pu être donné par l’analyse d’une simulation « hindcast » (forcée par
ERA-40), à 50 km de résolution sur un domaine couvrant la région méditerranéenne, sans
couplage dynamique avec un modèle océanique ni pilotage spectral. Il est alors apparu
que si ALADIN-Climat tendait à sous-estimer les cumuls de pluies les plus intenses, ses
performances à cet égard étaient conformes à l’état de l’art en modélisation climatique
régionale.
Prenant pour point de départ la géométrie de cette simulation, plusieurs études de
sensibilité à la configuration du modèle ont ensuite été menées.
Je me suis intéressée pour commencer à l’impact du couplage d’ALADIN-Climat avec le
modèle de mer Méditerranée NEMOMED8. Celui-ci s’est avéré n’avoir aucune influence
significative sur les précipitations extrêmes. Le domaine d’intégration a donc été recentré
sur notre région d’étude – la France – et c’est cette fois la sensibilité à la taille du domaine
et à l’utilisation d’un pilotage spectral (« spectral nudging ») qui ont étudiées dans le cadre
d’expériences idéalisées en modèle parfait (« Big-Brother Experiment »). Aucune différence
significative en termes d’extrêmes de précipitations dans le Sud-Est de la France n’est
apparue entre les trois simulations réalisées pour cette étude de sensibilité, exception faite
des résultats obtenus sur la Corse où les précipitations simulées par ALADIN-Climat se
sont révélées moins réalistes dans la simulation réalisée sur un plus petit domaine. Dans la
perspective d’un passage à une très haute résolution pour un coût numérique raisonnable,
ce résultat a conduit à retenir l’utilisation d’un domaine d’intégration de taille réduite et
à exclure la Corse de cette étude. Une première comparaison succincte d’un couple de
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simulations à 12.5 km et 50 km de résolution sur la France a montré que l’augmentation
de la résolution permettait d’atteindre des valeurs de quantiles extrêmes plus forts, et
donc plus réalistes, et bien sûr, une meilleure spatialisation du champ de pluie.
Ces deux simulations à 12.5 km et 50 km de résolution ayant été forcées par la ré-analyse
ERA-40 sur la période 1958-2001, nous avons pu considérer les précipitations simulées
par ALADIN-Climat pour des jours correspondant à des HPE réellement observés. C’est
en effet tout l’avantage des simulations « hindcast » que de permettre une validation
fondée sur la comparaison à la chronologie observée des HPE. Au travers de l’examen
de quelques cas particuliers, il est apparu que si l’expérience à 50 km produisait des
cumuls de précipitations intenses moins importants que celle à 12.5 km, toutes deux
pouvaient simuler des quantités de pluie correspondant à des quantiles extrêmes, là où les
précipitations intenses étaient observées dans la réalité.
Ce constat a soulevé la question de savoir si au delà d’une amélioration de la structure
spatiale des pluies et de valeurs extrêmes plus réalistes, la simulation à 12.5 km de
résolution était capable d’offrir une meilleure reproduction de l’occurrence des HPE
observés que celle à 50 km, ce qui a mené à la recherche d’un diagnostic susceptible de
traduire cette capacité d’ALADIN-Climat dans les deux simulations « hindcast ».
Un premier critère de définition des HPE simulés par ALADIN-Climat a été posé en
considérant les jours d’automne (SOND) pour lesquels il existe au moins deux points de
grille du modèle contenus dans la région Sud-Est (1 seul pour la simulation à 50 km de
résolution) où des précipitations intenses ont été observées sur la période 1960-2000 et
pour lesquels le modèle simule un cumul excédant un ordre de quantile extrême.
La comparaison des jours ainsi discriminés dans les simulations à la série des HPE observés
sur la période 1960-2000 a montré que l’augmentation de résolution conduisait effective-
ment à une amélioration de reproduction de l’occurrence observés de ces événements dans
le modèle (+10% à +20% de cas reproduits – selon la valeur des seuils – pour un taux de
fausse alerte égal ou inférieur).
La caractérisation des cas reproduits uniquement dans la simulation à 12.5 km de
résolution a ensuite mis en évidence le fait que l’emploi de la haute résolution permettait
au modèle de reproduire des HPE plus localisés dans l’espace et plus modérés en intensité.
Cette valeur ajoutée a été mesurée au regard des scores de détection de l’algorithme
statistique CYPRIM appliqué à ERA-40, lesquels se sont avérés meilleurs que ceux obtenus
par l’analyse des précipitations simulées par ALADIN-Climat à 50 km de résolution mais
moins satisfaisants que ceux auxquels on pouvait aboutir dans la simulation à 12.5 km de
résolution. Dans cette dernière, il est en effet possible de reproduire 15% à 20% d’HPE
supplémentaires, pour un taux de fausse alerte sensiblement équivalent, soit environ 30%
à 40% de cas reproduits pour respectivement 30% et 40% de fausses alertes.
Afin de pouvoir évaluer plus justement le bénéfice obtenu par l’augmentation de résolution
en termes de représentation des pluies intenses, j’ai ensuite appliqué aux deux simulations
ALADIN-Climat une correction statistique – dite « quantile-quantile » – consistant à
ramener le spectre des précipitations simulées à celui observé dans l’analyse SAFRAN en
chaque point de grille SAFRAN. Il s’est avéré que même après correction du champ de
pluie, l’emploi de la haute résolution permettait au modèle de produire des précipitations
intenses plus réalistes lors des HPE qu’il reproduit, et de commettre une erreur moindre
en cas de fausses alertes. Nous avons pu remarquer en outre que les cas d’échec de la
reproduction de l’occurrence des HPE observés relevaient davantage d’un effet dû au choix
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d’un seuil de dépassement qu’à une incapacité totale d’ALADIN-Climat à s’accorder avec
les observations dans ces situations de non-reproduction et fausses alertes, et cela est
d’autant plus vrai dans la simulation à plus haute résolution.
Il a ainsi été établi que le passage d’une résolution de 50 à 12.5 km dans une simulation
« hindcast » conduisait à une meilleure reproduction de l’occurrence observée des HPE
ainsi qu’à une représentation plus juste des champs de pluies correspondants. Ceci étant,
il est apparu légitime de s’interroger sur le degré de pertinence d’une analyse qui ne
se fonderait que sur la recherche d’une reproduction de la chronologie réelle dans un
« hindcast », dès lors que l’on s’intéresse à des phénomènes qui ne sont pas nécessairement
déterminés entièrement par le forçage grande-échelle imposé au modèle. La proportion
d’HPE effectivement reproduits par le modèle restant par ailleurs assez modeste, même à
12.5 km de résolution, l’analyse des deux expériences ALADIN-Climat à 12.5 km et 50
km de résolution a été poursuivie en considérant l’ensemble des épisodes de pluies intenses
simulés dans le Sud-Est de la France en automne pour les comparer au champ de pluie de
l’analyse SAFRAN pour l’ensemble des HPE observés.
Cette seconde analyse des résultats a été réalisée après correction « quantile-quantile » des
champs de pluie et application d’un second critère de définition des HPE simulés, basé cette
fois simplement sur un dépassement de seuil de précipitation en au moins deux points de
la région Sud-Est – diagnostic rendu possible par la correction statistique. Pour une valeur
de seuil de dépassement conduisant à une fréquence d’occurrence des HPE simulés égale
à celle des HPE observés, les résultats ont montré que les précipitations modélisées par
ALADIN-Climat à 12.5 km de résolution lors de ces événements ressemblaient davantage
à celles observées lors des HPE que ce n’était le cas dans la simulation à 50 km de
résolution, bien que les deux expériences eurent été ramenées à la résolution de SAFRAN
par la correction « quantile-quantile ». Dans le souci d’apporter une quantification de cette
valeur ajoutée, ces résultats ont été appréciés au regard de ceux obtenus par la méthode de
désagrégation statistique DSCLIM, appliquée à ERA-40. Nous avons ainsi pu constater que
si DSCLIM n’offrait pas de bonnes performances en termes de reproduction chronologique
de l’occurrence d’HPE, elle était plus satisfaisante que l’expérience ALADIN-Climat à 50
km de résolution en termes de représentation des champs de pluies correspondant aux
HPE simulés (pris dans leur ensemble) et équivalente à celle à 12.5 km de résolution, ce
après correction « quantile-quantile » des deux simulations ALADIN-Climat.
Enfin, la valeur ajoutée apportée par la haute résolution a été comparée à l’amplitude
de la variabilité interne d’ALADIN-Climat au travers de l’analyse d’un ensemble de
simulations à 12.5 km de résolution sur l’année 1994. Il s’est avéré que les différences
entre les simulations à 12.5 km et 50 km étaient globalement supérieures au signal
imputable à la variabilité interne du modèle. Pour autant que l’on puisse extrapoler
ce résultat à la durée totale des simulations « hindcast », la valeur ajoutée apportée
par la haute résolution serait donc significative au regard de la variabilité interne du modèle.
La configuration d’ALADIN-Climat à 12.5 km sur la France a ainsi été retenue
pour opérer une descente d’échelle dynamique d’une projection globale de changement
climatique – effectuée avec ARPEGE-Climat, suivant le scénario A1B – sur la période
1971-2000 pour le contrôle et sur la période 2071-2100 en climat futur. Le même scénario
a également fait l’objet d’une descente d’échelle statistique selon la méthode DSCLIM.
Les résultats obtenus en terme d’évolution des HPE ont été étudiés après correction
« quantile-quantile » du scénario ALADIN-Climat, et en appliquant aux séries quotidiennes
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de précipitations simulées le second critère de définition des HPE simulés, qui avait été
défini précédemment. L’analyse a montré que les deux méthodes de descente d’échelle
offraient à cet égard des réponses au changement climatique opposées : DSCLIM modélise
une diminution de la fréquence des HPE (- 10% pour les HPE les moins intenses, et - 40%
pour les plus forts), de leur intensité maximale (entre -5% et -10%) et de leur extension
spatiale (entre -10% et -20%), tandis que ALADIN-Climat simule dans le futur davantage
d’HPE à partir d’un seuil de définition de 120 mm/jour (autour de +10% pour les cas
moins forts et jusqu’à +40% pour les plus intenses) , avec des cumuls maximaux plus
importants (entre +5% et +10%) et un accroissement de l’étendue de la zone de fortes de
pluies (autour de +50%).
Au vu de l’incertitude induite par ces différences de comportements et par le fait de ne
disposer que de deux scénarios, j’ai préféré orienter cette dernière étude sur des questions
plus méthodologiques, en proposant une analyse basée sur ce qui a été appelée fonction
de transfert « changement climatique ». Celle-ci est une extension de la méthode des
deltas qui consiste, pour une variable donnée, à corriger une série d’observations en
climat présent en ajoutant aux données observées la différence moyenne simulée dans
un scénario de changement climatique entre le présent et le futur. Un principe similaire
a été appliqué ici aux précipitations SAFRAN à partir des changements simulés par le
scénario ALADIN-Climat, mais en calculant un coefficient de correction pour chaque
ordre de quantile (de 0.1% à 99.9%). L’analyse des HPE simulés par ALADIN-Climat
en climats présent et futur a montré que cette méthode d’analyse reposait ici sans
doute sur une hypothèse moins fausse que celle justifiant l’application d’une correction
« quantile-quantile » à un scénario de changement climatique. Elle a conduit en outre à
une présentation plus lisible de l’évolution des HPE dans le scénario ALADIN-Climat,
en considérant la perturbation induite par le changement climatique sur des épisodes
particuliers et non uniquement par l’analyse des différences moyennes entre les HPE du
présent et ceux du futur. Ce faisant, le signal imputable au changement climatique a pu
être comparé à l’amplitude de la variabilité interne calculée sur l’année 1994, ce qui a
permis de montrer que le premier était significativement plus important que le second
pour la majorité des HPE observés et/ou simulés en 1994.
Réponses apportées aux questions scientifiques
Revenons à présent sur les questions scientifiques soulevées en introduction pour
expliciter les réponses que le travail synthétisé ci-dessus a pu y apporter.
Les performances du modèle à simuler les extrêmes de précipitation considérés
dépendent-elles de sa configuration et si oui, quelle est celle qui conduit aux
meilleurs résultats ?
Au terme des études de sensibilité qui ont été réalisées, il ressort qu’à 50 km de ré-
solution, ni le couplage d’ALADIN-Climat au modèle de mer Méditerranée NEMOMED8,
ni l’application d’un pilotage spectral, ni la taille de son domaine d’intégration (pourvu
que la zone d’intérêt ne soit pas trop proche des frontières latérales) n’ont d’impact sur les
performances du modèle dans sa représentation des événements de pluies extrêmes dans
le Sud-Est de la France (exception faite de la Corse).
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En revanche, le passage à une résolution quatre fois plus fine – soit 12.5 km – permet
d’améliorer sensiblement la représentation ces événements méditerranéens de pluies
intenses. Et une comparaison objective des deux simulations a permis d’établir que ce
bénéfice n’était pas simplement le résultat d’une meilleure spatialisation du champ de
pluie.
Cependant, les analyses conduites dans ce travail ne permettent pas de déterminer si
cette valeur ajoutée est seulement due à la meilleure représentation de l’orographie ou
également liée à une meilleure résolution des processus physiques en jeu. Une façon de
répondre à cette question serait d’imposer à la simulation à haute résolution l’orographie
de la simulation à 50 km de résolution.
Quels diagnostics et analyses des précipitations simulées par un modèle
de climat traduisent au mieux la capacité d’une expérience à représenter les
événements méditerranéens de pluies intenses (HPE) ?
Dans cette étude, j’ai proposé deux critères permettant de sélectionner dans une sé-
rie de précipitations quotidiennes simulées les jours correspondant à des événements de
pluies intenses s’apparentant à des HPE : le premier est basé sur un dépassement de seuil
relatif, c’est-à-dire un dépassement d’ordre de quantile, le second sur un dépassement de
seuil absolu en mm/jour, après correction « quantile-quantile » de la série de précipitation
quotidienne simulée vers les observations de SAFRAN (cf paragraphe précédent). Tous
deux sont inspirés des critères qui conduisent à une définition climatique des HPE à
partir de l’analyse des séries d’observations de stations. En ce sens, on peut donc dire
qu’ils définissent les HPE simulés. Du point de vue des jours discriminés, les deux sont
équivalents. Le second est plus simple, mais s’applique après correction statistique des
précipitations simulées.
Dans un cas comme dans l’autre, la question de la valeur de seuil à fixer conduit cependant
à un choix délicat. Tout dépend, en effet, de quel point de vue l’on se place : cherche-t-on
à définir des événements qui correspondraient effectivement à des HPE observés si le
modèle était forcé par une ré-analyse, ou s’attache-t-on simplement à définir des objets
qui s’approchent au plus près de ce qui, statistiquement, caractérise un HPE?
En se plaçant dans la première perspective, on est amené à se demander si les HPE sont,
en réalité, entièrement déterminés par la grande-échelle. La présente étude n’a pas permis
de répondre à cette question, et il n’est pas dit qu’il existe une réponse définitive en la
matière. Les travaux menés dans le cadre du projet CYPRIM ont conduit à suggérer que
moins du quart des HPE soient uniquement induit par les structures de grande-échelle. La
présente étude a simplement montré que cette proportion atteignait au moins un tiers des
HPE.
Compte tenu de ces résultats, il apparaît plus judicieux de chercher à définir des événe-
ments qui correspondent statistiquement à ce qui caractérise les précipitations intenses
observées lors des HPE. Le choix du seuil de dépassement à fixer peut alors se faire de
façon pragmatique en retenant celui qui conduira à une fréquence d’occurrence correcte
de ces événements. Dans nos expériences corrigées en quantiles vers SAFRAN, la valeur
de 110 mm/jour est apparue la meilleure à cet égard.
Reste alors la question de l’évaluation des performances du modèle dans sa représentation
du champ de pluie simulé lors des HPE simulés ainsi définis : structure, localisation et
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étendue spatiale de la zone de forte pluies, intensités maximales atteintes, variabilité
interannuelle des événements. La solution qui a été proposée dans cette étude consiste à
s’intéresser aux précipitations modélisées après avoir appliqué une correction « quantile-
quantile » vers la climatologie SAFRAN. Elle permet d’éviter de biaiser l’interprétation
des résultats soit en y incluant la prise en compte d’erreurs qui seraient dues aux méthodes
d’interpolation des valeurs simulées sur celles observées, soit en perdant l’information de
fine échelle en opérant des moyennes ou un ré-échantillonage (« pooling ») des valeurs
simulées et/ou observés sur des boîtes de dimension supérieures à la résolution du modèle
et/ou des observations (voir introduction, section 1.3.1). Le calcul de la correction inclut
certes une interpolation sur la grille des données (ici SAFRAN), mais il revient in fine à
tirer le meilleur parti de la simulation considérée à l’échelle des données de référence.
Dans la configuration jugée optimale à l’égard de la représentation des
épisodes de pluies intenses, le modèle ALADIN-Climat peut-il être utilisé
comme outil d’investigation de la variabilité climatique des HPE? Et si oui,
selon quelles modalités et avec quelle confiance ?
La configuration d’ALADIN-Climat à 12.5 km de résolution sur la France ayant
conduit – en mode « hindcast » – à reproduire davantage d’HPE que l’algorithme
CYPRIM n’en détecte, et la représentation des précipitations correspondant aux HPE
simulés étant statistiquement – après correction « quantile-quantile » – aussi satisfaisante
que celle produite par la méthode de désagrégation statistique DSCLIM, il est apparu
raisonnable de considérer que sous ces modalités d’utilisation, ALADIN-Climat constituait
effectivement un outil numérique valable pour l’étude de la variabilité climatique des
HPE. En posant un diagnostic idoine de définition des HPE simulés après avoir appliqué
une correction « quantile-quantile », on obtient une répartition géographique et une
variabilité interannuelle réalistes des événements intenses, de même qu’une structure
spatiale satisfaisante des précipitations. La comparaison du champ de pluie ainsi obtenu
à celui simulé par le modèle non-hydrostatique à très haute résolution MESO-NH pour
quelques exemples d’HPE conduit même à des résutlats très encourageants.
Les principaux défauts d’ALADIN-Climat dans cette configuration consistent en une
sous-estimation des cumuls les plus extrêmes par rapport aux observations, une tendance
à simuler des HPE un peu trop étendus spatialement et des performances moindres en
termes de localisation des pluies pour les cas affectant la région P.A.C.A.
Qu’est ce que cet outil permet d’affirmer quant à l’évolution des HPE
en climat futur ?
Un seul scénario de changement climatique (A1B) ayant été réalisé avec ALADIN-
Climat dans cette étude, il n’est pas possible d’apporter une réponse qui soit pourvue d’un
degré de confiance satisfaisant. Et ce d’autant moins que le scénario équivalent produit
par la méthode de désagrégation statistique DSCLIM aboutit à une évolution opposée des
HPE en climat futur – quoiqu’il semble raisonnable d’accorder une confiance moindre à
DSCLIM à cet égard, dans la mesure où l’application de cette méthode de désagrégation
statistique à ERA-40 ne permet pas de reproduire la chronologie observée des HPE en
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climat présent.
On peut cependant signaler que la réponse au changement climatique apportée par le
scénario ALADIN-Climat s’accorde assez bien à celle des RCM du projet ENSEMBLES,
tant pour ce qui est de l’évolution moyenne de la température et de la précipitation que
pour ce qui est des pluies extrêmes sur l’ensemble du territoire français où l’on retrouve
dans ALADIN-Climat une tendance similaire à celle mise en évidence par Boberg et al.
(2010), à savoir une diminution du nombre de jour de pluie et des précipitations faibles
à modérées, conjointement à une intensification des précipitations les plus intenses.
L’augmentation de la fréquence d’occurrence des HPE simulée par ALADIN-Climat
paraît donc relativement crédible. Outre qu’elle est cohérente avec les considérations
physiques sur l’évolution des pluies intenses dans un climat plus chaud (cf section 1.1.4),
elle rejoint également les résultats obtenus par la solution statistico-dynamique basée sur
l’utilisation de MESO-NH pour les HPE sélectionnés dans une simulation climatique grâce
à l’algorithme de détection CYPRIM Beaulant et al. (Accepté).
Perspectives
Utilisation des performances d’ALADIN-Climat à haute résolu-
tion en climat présent
Comme cela a été proposé en conclusion du chapitre 4, les performances d’ALADIN-
Climat à 12.5 km de résolution pourraient éventuellement être mises à profit pour la
construction de climatologies en points de grille à haute résolution du type SAFRAN sur
d’autres régions d’Europe en utilisant des simulations ALADIN-Climat forcées par ERA-40
et/ou ERA-Interim comme ébauche (guess), au moins pour ce qui est des précipitations.
Bien qu’en l’absence de correction statistique – in-envisageable dans ce cadre d’application
– ALADIN-Climat sous-estime les plus forts cumuls de précipitations, la comparaison de
ses performances en mode « hindcast » aux données de SAFRAN a montré qu’il repro-
duisait correctement la chronologie et la structure spatiale des précipitations observées.
Dès lors il se pourrait qu’il permette de réaliser des ébauches plus appropriées pour
la construction de climatologies à haute résolution, lesquelles s’avèrent de plus en plus
indispensables à la validation des modèles de climat.
Amélioration de la représentation des HPE dans ALADIN-Climat
D’autres études de sensibilité de la représentation des HPE aux paramètres de configu-
ration du modèle pourraient être conduites pour explorer différentes voies d’amélioration
de la modélisation de ces événements extrêmes.
Parmi ceux qui sont sans doute les plus cruciaux pour la modélisation de ces phénomènes,
on peut citer tous les paramètres relatifs à un schéma de convection profonde donné et/ou
la sensibilité au choix du schéma de convection.
Il pourrait aussi être intéressant d’étudier des simulations ALADIN-Climat forcée
par la ré-analyse ERA-Interim et les comparer aux « hindcasts » réalisés avec ERA-40 sur
la période commune des deux ré-analyses. Le champ d’humidité simulé par ERA-Interim
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étant meilleur que celui d’ERA-40, il se pourrait que l’on aboutisse ainsi à une meilleure
modélisation des HPE dans ALADIN-Climat avec cette ré-analyse.
Etudes ultérieures de la variabilité climatique des HPE en climat
présent
Un des points que cette étude laisse en suspens est celle de la compréhension des
mécanismes régissant la variabilité interannuelle des HPE.
Si l’analyse des données d’observations et/ou de la climatologie SAFRAN peuvent
permettre d’évaluer la variabilité interannuelle de la fréquence d’occurrence des HPE,
de leur localisation préférentielle, de leur forme, etc., l’utilisation d’un modèle de climat
qui soit capable de représenter ces événements de façon satisfaisante pourrait permettre
d’explorer les causes de cette variabilité au travers de l’analyse d’un plus grand nombre de
variables.
Cette question rejoint en fait celle du lien qui peut exister entre la grande et la
moyenne échelle et l’occurrence d’HPE. En cherchant à expliquer les causes de la variabi-
lité de l’occurrence d’HPE d’une année à l’autre, on est en effet amener à se demander
quelles types de situations synoptiques et sous-synoptiques sont associées à tel ou tel type
d’HPE.
Comme nous l’avons mentionné en conclusion du chapitre 4, une façon d’approfondir
notre compréhension de ce lien entre les HPE et les situations de plus grande échelle serait
d’étudier le comportement des prédicteurs définis par la méthode CYPRIM dans une
simulation « hindcast » ALADIN-Climat à haute résolution et/ou d’appliquer l’algorithme
de détection CYPRIM à une simulation de ce type.
L’analyse d’ensemble de simulations « hindcast », avec un ou plusieurs modèles
pourraient également permettre de creuser ces questions via l’étude de la dispersion des
réponses apportées par différents modèles et/ou différentes simulations conduites avec le
même modèle, pour un même forçage de grande-échelle.
Etudes ultérieures de l’évolution des HPE en climat futur
Comme indiqué au chapitre 5, nous n’avons pas eu le temps de nous intéresser ici à la
compréhension des processus impliqués dans les évolutions futures des HPE obtenus dans
le scénario réalisé avec ALADIN-Climat à 12.5 km de résolution sur la France.
Ce point mériterait d’être creusé en étudiant le comportement des autres variables
simulées par le modèle pour les jours correspondant à des HPE dans le présent et le futur.
A cet égard, il serait sans doute instructif de projeter le géopotentiel à 500 hPa simulé
en scénario sur les 4 clusters de la classification CYPRIM et d’analyser les éventuelles
évolutions de la répartition des HPE présents et futurs au sein des clusters.
Afin de déterminer s’il est possible d’aboutir à un plus haut niveau de confiance en
termes de projections de l’évolution des HPE en climat futur, on pourrait envisager
d’utiliser les méthodes d’analyses proposées dans cette étude aux scénarios climatiques
régionaux réalisés dans le cadre du projet ENSEMBLES à 25 km de résolution, et
/ou à d’autres scénarios réalisés avec d’autres modèles de climat à maille plus fine
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(10 km dans le projet d’inter-comparaison CORDEX – voir acronyme à l’annexe A –
http://wcrp.ipsl.jussieu.fr/RCD_CORDEX.html).
Une perspective plus novatrice consisterait à utiliser ALADIN-Climat pour forcer
modèle de climat non-hydrostatique à très haute résolution AROME (basé sur la dyna-
mique non-hydrostatique d’ALADIN et sur la physique de MESO-NH).
Etant donné le temps de calcul imposé par l’utilisation de ce modèle, on pourrait imaginer
pour commencer de le faire tourner sur une ou deux saisons d’automne (SOND) en le
forçant par un « hindcast » ALADIN-Climat. L’idée serait alors de comparer les scores
de « détection » chronologique d’ALADIN-Climat et d’AROME, afin de déterminer si
l’utilisation de ce dernier améliore seulement la représentation des champs de pluies
extrêmes ou si sa valeur ajoutée s’étend également à la bonne reproduction de l’occurrence
observée des HPE. Il pourrait ensuite être testé sur une courte période de temps en climat
futur dans un scénario de changement climatique réalisé avec ALADIN-Climat, où l’on
comparerait l’occurrence des HPE simulés sur cette période par les deux modèles.
Dans le cas où ALADIN-Climat et AROME simuleraient des HPE pour les mêmes jours en
climat présent en mode « hindcast » et en climat futur, on pourrait imaginer une utilisation
d’AROME proche de celle qui est faite de MESO-NH dans la solution statistico-dynamique
envisagée par Beaulant et al. (Accepté) (voir introduction, section 1.4), mais en basant
la sélection des jours correspondant à des HPE sur l’analyse des précipitations simulées
avec ALADIN-Climat (plutôt qu’en utilisant l’algorithme CYPRIM) et en utilisant le
modèle AROME (plutôt que MESO-NH) pour réaliser une descente d’échelle dynamique
des jours correspondant à des HPE en climats présent et futur. En raison de son schéma
semi-lagrangien, AROME autorise l’utilisation de pas de temps plus long, et donc de
temps de calculs plus court, ce qui en ferait un outil plus adapté dans la perspective
envisagée ici, où il serait utilisé sur un nombre de cas assez important.
Dans le cas inverse où les fréquences d’occurrence en climat présent et/ou futur seraient
significativement différentes dans AROME et ALADIN-Climat, il faudrait alors envisager
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MCS : Meso-scale Convectif System : Système convectif de méso-échelle
HPE : High Precipition Events : Evénements de précipitations intenses (dans le Sud-Est
de la France)
SRE : Strong Precipition Events : Evénements de fortes précipitations (dans le Sud-Est
de la France)
GIEC : Groupe d’expert Intergouvernemental sur l’Evolution du Climat ; IPCC en
anglais : Intergovernmental Panel on Climate Change
GCM : Global Circulation Model : Modèle de circulation générale
RCM : Regional Climate Model : Modèle régional de climat
LAM : Limited Area Model : Modèle à aire limitée
LBC : Lateral Boundary Conditions : Conditions limites aux frontières
VI : Variabilité interne
PDF : Probability Density Function : Fonction de densité de probabilité
GEV : Generalized Extreme Value : [Loi de distribution] généralisée des valeurs extremes
POT : Peak Over Threshold : [Loi de distribution] de valeurs au dessus d’un seuil
GPD : Generalized Pareto Distribution : [Loi de distribution] généralisée de Pareto
SST : Sea Surface Temperature : Température de surface de la mer
VIR : Variabilité Interne Relative
Acronymes de projets :
PRUDENCE : Prediction of Regional scenarios and Uncertainties for Defining
EuropeaN Climate change risks and Effects : Projections de modèles régionaux et incerti-
tudes pour définir les risques et les effets du changement climatique en Europe
STARDEX : Statistical and Regional dynamical Downscaling of Extremes for European
regions : Descente d’échelle statistique et dynamique des extrêmes en région européenne
ENSEMBLES : ENSEMBLE-based Predictions of Climate Changes and their Impacts :
Projections d’ensembles des changements climatiques et de leurs impacts (projet européen)
CECILIA : Central and Eastern Europe Climate Change Impact and Vulnerability As-
sessment : Evaluation de l’impact et de la vulnérabilité au changement climatique en
Europe centrale et Europe de l’Est (projet européen)
CIRCE : Climate Change and Impact Research : the Mediterranean Environment :
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Recherches sur le changement climatique et impact : l’environnement méditerranéen
(projet européen)
HyMeX : Hydrological cycle in the Mediterranean EXperiment : (projet européen)
MedUP : forecast and projection in climate scenario of Mediterranean intense events :
Uncertainties and Propagation on environment : (projet ANR)
CMIP : Coupled Model Intercomparison Project : projet d’inter-comparaison de modèles
couplés
SCAMPEI : Scénarios Climatiques Adaptés aux zones de Montagne : Phénomène
extrêmes, Enneigement and Incertitudes (projet ANR)
CYPRIM : CYclogenèse et PRécipitations Intenses en région Méditerranéenne (projet
ANR)
CORDEX : A COordinated Regional climate Downscaling EXperiment : Expérience de
descente d’échelle régionale coordonnées (Projet émanant du WRCP : World Climate
Research Programme : Programme de recherche international sur le climat)
Acronymes d’établissements et laboratoires :
CEP : Centre Européen de Prévision
ECMWF : European Centre for Medium-Range Weather Forecasts : Centre Européen de
Prévision (CEP)
NCEP : National Center for Environmental Prediction
NCAR : National Center for Atmospheric Research
CERFACS : Centre Européen de Recherche et de Formation Avancée en Calcul Scienti-
fique




Sous leur forme eulérienne, les équations primitives du modèles sont les suivantes :
d~v
dt







































où (A.1) est l’équation du mouvement, (A.2) l’équation de la thermodynamique, (A.3)
l’équation de l’humidité et (A.4) l’équation de continuité.
L’hypothèse hydrostatique conduit à la relation suivante, qui sert de diagnostic pour la








L’équation du mouvement (A.1) est intégrée après séparation en deux termes exprimant
l’évolution du rotationnel ~ζ et de la divergence D du vent horizontal. Le vent est ensuite
calculé à partir de la vitesse potentielle χ (χ = ∆−1D) et de la fonction de courant ~ψ
(~ψ = ∆−1~ζ) par l’équation de Poisson :
~v = ~∇χ+ ~∇∧ ~ψ (B.6)
Avec :
η est la coordonnée verticale hybride,
~v est le vent horizontal,
T est la température,
p est la pression,
qv est l’humidité spécifique,
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Fp est le flux de masse,
F , S et K représentent respectivement le flux vertical, la diffusion horizontale et le terme
de source de la vitesse (Fv, Sv et Kv), de l’enthalpie (Fh, Sh et Kh) et de l’humidité
spécifiques (Fqv , Sqv et Kqv),
~Ω est le vecteur rotation de la Terre,
g est la constante de gravité,




cp est la capacité thermique de l’air.
Annexe C
Liste des simulations
Toutes les simulations ALADIN-Climat ont été réalisées avec la version 5.1 du modèle et
la physique "classique" (cf chapitre 2).
MED50-f
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage : SST ERA-40
Domaine : Mediterranée ; centré au point 14˚ E-39˚ N ; 128 x 80 points dans la zone C+I+E
(grille MED50)
Résolution : 50 km
Pas de temps : 1350 s
Pilotage spectral : non
Réalisée par : Samuel Somot
Nom d’origine : MED50v3.4
MED50-c
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage :
Domaine : Mediterranée ; centré au point 14˚ E-39˚ N ; 128 x 80 points dans la zone C+I+E
(grille MED50)
Résolution : 50 km
Pas de temps : 1350 s
Pilotage spectral : non
Réalisée par : Clotilde Dubois
Nom d’origine : NL11A
EU50
Modèle/technique : ALADIN-Climat
Forçage latéral : ARPEGE-Climat v5.1 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; ; dégradé à une résolution T63 ; forçage par les SST d’ERA-40
(nom d’origine de la simulation : FA2)
Période : 1979-2001
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SST/couplage : SST ERA-40
Domaine : Europe ; centré au point 2˚ E-47˚ N ; 128 x 128 points dans la zone C+I+E (grille
EUB50)
Résolution : 50 km
Pas de temps : 1350 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FL5 (FL1/FL7)
EU50-n
Modèle/technique : ALADIN-Climat
Forçage latéral : ARPEGE-Climat v5.1 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; ; dégradé à une résolution T63 ; forçage par les SST d’ERA-40
(nom d’origine de la simulation : FA2)
Période : 1979-2001
SST/couplage : SST ERA-40
Domaine : Europe ; centré au point 2˚ E-47˚ N ; 128 x 128 points dans la zone C+I+E (grille
EUB50)
Résolution : 50 km
Pas de temps : 1350 s
Pilotage spectral : oui
Réalisée par : Jeanne Colin
Nom d’origine : FL6 (FL2/FL8) – FN2 (FN1/FN3)
FR50
Modèle/technique : ALADIN-Climat
Forçage latéral : ARPEGE-Climat v5.1 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; dégradé à une résolution T63 ; forçage par les SST d’ERA-40
(nom d’origine de la simulation : FA2)
Période : 1979-2001
SST/couplage : SST ERA-40
Domaine : France ; centré au point 2˚ E-47˚ N ; 64 x 64 points dans la zone C+I+E (grille
FRB50)
Résolution : 50 km
Pas de temps : 1350 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FL4 (FL0/FL3)
FRA50_1350
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage : SST ERA-40
Domaine : France ; centré au point 2˚ E-47˚ N ; 64 x 64 points dans la zone C+I+E (grille
FRB50)
Résolution : 50 km
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Pas de temps : 1350 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FR2
FRA50_600
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage : SST ERA-40
Domaine : France ; centré au point 2˚ E-47˚ N ; 64 x 64 points dans la zone C+I+E (grille
FRB50)
Résolution : 50 km
Pas de temps : 600 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FQ2
FRA12
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage : SST ERA-40
Domaine : France ; centré au point 2˚ E-47˚ N ; 180 x 180 points dans la zone C+I+E (grille
FRB12)
Résolution : 12.5 km
Pas de temps : 600 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FR1/FR7
DSCLIM
Modèle/technique : DSCLIM
Forçage latéral : ERA-40
Période : 1981-2000
Domaine : France (grille SAFRAN)
Résolution : 8 km
Réalisée par : Emilia Sanchez-Gomez
Nom d’origine : DSCLIM_ERA40
FRA12-ens
Modèle/technique : ALADIN-Climat
Forçage latéral : ERA-40
Période : 1958-2001
SST/couplage : SST ERA-40
Domaine :
Résolution : 12.5 km
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Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : FRR
control-ALD
Modèle/technique : ALADIN-Climat
Forçage latéral : ARPEGE-Climat v.4 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; forcée par les SST d’une simulation globale couplée CMIP3
(ARPEGE-Climat.v3/OPA) corrigées mensuellement vers les valeurs d’ERA-40
Période : 1971-2000 (après spin-up de 3 ans)
SST/couplage : Mêmes SST que dans le forçage latéral
Domaine : France ; centré au point 2˚ E-47˚ N ; 180 x 180 points dans la zone C+I+E (grille
FRB12)
Résolution : 12.5 km
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Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : SN0
proj-ALD
Modèle/technique : ALADIN-Climat
Forçage latéral : ARPEGE-Climat v.4 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; forcée par les SST d’une simulation globale couplée CMIP3
(ARPEGE-Climat.v3/OPA)
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SST/couplage : Mêmes SST que dans le forçage latéral
Scénario d’émission de gaz à effet de serre : A1B
Domaine : France ; centré au point 2˚ E-47˚ N ; 180 x 180 points dans la zone C+I+E (grille
FRB12)
Résolution : 12.5 km
Pas de temps : 600 s
Pilotage spectral : non
Réalisée par : Jeanne Colin
Nom d’origine : SN1
control-DSCLIM
Modèle/technique : DSCLIM
Forçage : ARPEGE-Climat v.4 ; grille basculée étirée à 50 km de résolution sur l’Europe
(mediash_l31) ; forcée par les SST d’une simulation globale couplée CMIP3 (ARPEGE-
Climat.v3/OPA) corrigées mensuellement vers les valeurs d’ERA-40
Période : 1971-2000
Domaine : France (grille SAFRAN)
Résolution : 8 km
Réalisée par : Emilia Sanchez-Gomez et Christian Pagé




Forçage latéral : ARPEGE-Climat v.4 ; grille basculée étirée à 50 km de résolution sur
l’Europe (mediash_l31) ; forcée par les SST d’une simulation globale couplée CMIP3
(ARPEGE-Climat.v3/OPA)
Période : 2071-2100
Scénario d’émission de gaz à effet de serre : A1B
Domaine : France (grille SAFRAN)
Résolution : 8 km
Réalisée par : Emilia Sanchez-Gomez et Christian Pagé
Nom d’origine : DSCLIM_EE1
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Sensibilité des scores de « détection »
à l’ajoût d’une condition sur la
distance devant séparer les deux
points répondant au critère de
dépassement « absolu » dans la
définition des HPE
(a) SAFRAN (b) FRA12-corr (c) FRA50-crr
Fig. E.1 – Sensibilité du nombre d’HPE définis à l’ajoût d’une condition sur la distance devant séparer
les deux points répondant au critère de dépassement « absolu » dans la définition des HPE : nombre
d’HPE définis pour une distance variant de 0 à 100 km (de 10 km en 10 km) selon la valeur du seuil de
dépassement. En trait rouge pointillé : nombre d’HPE obtenus en prenant un seul point ; en trait rouge :
nombre d’HPE obtenus en prenant deux points (sans condition de distance entre les deux) ; en traits noirs
fin : nombre d’HPE obtenus en prenant deux points, distant de 10 km à 90 km ; en trait noir épais :
nombre d’HPE obtenus en prenant deux points distants de 100 km. (a) : Résultats obtenus en appliquant
le critère de définition à SAFRAN sur la période 1960-1980. (b) : Résultats obtenus en appliquant le critère
de définition à FRA12-corr (1960-1980). (c) : Résultats obtenus en appliquant le critère de définition à
FRA50-corr (1960-1980).
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Annexe E : Sensibilité des scores de « détection » à l’ajoût d’une condition
sur la distance devant séparer les deux points répondant au critère de
dépassement « absolu » dans la définition des HPE
(a) SAFRAN (b) FRA12-corr (c) FRA50-crr
Fig. E.2 – Identique à E.1 pour le taux de reproduction (%) des HPE observés sur la période 1960-1680.
(a) SAFRAN (b) FRA12-corr (c) FRA50-crr
Fig. E.3 – Identique à E.1 pour le taux de « bonne alerte » (100 - taux de fausse alerte) (%) des HPE
simulés sur la période 1960-1980.
Annexe F
Evénements de précipitations
intenses dans le Sud-Est de la France
pour l’année 1994 : champs de pluies
SAFRAN, FRA12-corr et
FRA50-corr des cas observés et
simulés
(a) 12 septembre 1994 (HPE non-reproduit)
(b) 22 septembre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
Fig. F.1 – Précipitations quotidiennes (mm/jour) observées dans SAFRAN (à gauche) et simulées par
FRA12-corr (au centre) et FRA50-corr (à droite) lors des HPE observés et/ou simulés par FRA12-corr
et/ou FRA50-corr, les HPE simulés étant définis avec un seuil de dépassement de précipitation égal à 110
mm/jour.
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Annexe F : Evénements de précipitations intenses dans le Sud-Est de la
France pour l’année 1994 : champs de pluies SAFRAN, FRA12-corr et
FRA50-corr des cas observés et simulés
(a) 23 septembre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
(b) 26 septembre 1994 (Fausse alerte de FRA50-corr)
(c) 29 septembre 1994 (Fausse alerte de FRA50-corr)
(d) 10 octobre 1994 (Fausse alerte de FRA50-corr)
(e) 19 octobre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
Fig. F.2 – Suite de la figure F.1.
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(a) 20 octobre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
(b) 03 novembre 1994 (HPE reproduit par FRA12-corr seulement)
(c) 04 novembre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
(d) 05 novembre 1994 (HPE reproduit par FRA12-corr et FRA50-corr)
Fig. F.3 – Suite de la figure F.2.

Annexe G
Validation des simulations de
contrôle des scénarios de changement
climatique
Cette annexe présente la validation des simulations de contrôle (1971-2000) du scénario
global Scen-GLO et des descentes d’échelle de ce scénario réalisées avec ALADIN-Climat
(Scen-ALD) et DSCLIM (Scen-DSCLIM) étudiées au chapitre 5.
Le commentaire général des figures de cette annexe est donné à la section 5.2.
G.1 Températures
Pour la température à deux mètres, on ne considère que les moyennes de la simulation
de contrôle ALADIN-Climat (Control-ALD) (figure G.1).
(a) DJF (b) MAM (c) JJA (d) SON




Les figures G.2, G.3 et G.4 présentent les différences à SAFRAN des moyennes saison-
nières de précipitations de Control-GLO, Control-ALD et Control-DSCLIM.
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(a) DJF (b) MAM (c) JJA (d) SON
(e) DJF (f) MAM (g) JJA (h) SON
Fig. G.2 – Moyennes saisonnières de précipitations (mm/jour) dans Control-GLO (en haut) et diffé-
rences à SAFRAN (mm/jour) (en bas).
(a) DJF (b) MAM (c) JJA (d) SON
(e) DJF (f) MAM (g) JJA (h) SON
Fig. G.3 – Identique à G.2 pour Control-ALD.
(a) DJF (b) MAM (c) JJA (d) SON
(e) DJF (f) MAM (g) JJA (h) SON
Fig. G.4 – Identique à G.2 pour Control-DSCLIM.
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Jours sans pluie
En un point donné, un jour est considéré comme sec si le cumul quotidien de pluie est
inférieur à 1 mm/jour. Les figures G.5, G.6, G.7 et G.8 montrent les cartes de nombres de
jours secs observés dans SAFRAN et simulés par Control-ALD (sans correction quantile-
quantile) et Control-DSCLIM pour chacune des quatre saisons.
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
Fig. G.5 – Nombre moyen de jours secs (précipitation quotidienne inférieure à 1 mm/jour) observés et
simulés en hiver (DJF) sur la période 1971-2000. (a) : SAFRAN. (b) : (b) : control-ALD. (c) : control-
DSCLIM.
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
Fig. G.6 – Identique à G.5 pour le printemps (MAM).
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
Fig. G.7 – Identique à G.6 pour l’été (JJA).
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(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
Fig. G.8 – Identique à G.7 pour l’automne (SON).
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Précipitations intenses
Pour la validation des précipitations intenses simulées tout au long de l’année, on se
limite à l’examen les quantiles d’ordre 99% observés dans SAFRAN et simulés par Control-
ALD et Control-DSCLIM pour chacune des 4 saisons (figures G.9, G.10, G.11 et G.12).
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) control-DSCLIM - SAFRAN
Fig. G.9 – Quantile de précipitation quotidiennes d’hiver (DJF) d’ordre 0.99 (mm/jour) observé et
simulé sur la période 1971-2000. (a) : SAFRAN. (b) : control-ALD. (c) : control-DSCLIM. (d) : Différence
control-ALD à SAFRAN. (e) : Différence control-DSCLIM à SAFRAN.
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.10 – Identique à G.9 pour le printemps (MAM).
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(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.11 – Identique à G.10 pour l’été (JJA).
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.12 – Identique à G.11 pour l’été (SON).
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Les figures G.13, G.14, G.15 et G.16 présentent respectivement les quantiles d’automne
étendu (SOND) d’ordre 99.2%, 99.6%, 99.8% et 99.9% observés dans SAFRAN et simulés
par Control-ALD et Control-DSCLIM
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.13 – Quantile d’ordre 0.992 des précipitation quotidiennes d’automne (SOND) (mm/jour) observé
et simulé sur la période 1971-2000. (a) : SAFRAN. (b) : control-ALD. (c) : control-DSCLIM. (d) : (b) -
(a). (e) : (c) - (a).
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.14 – Identique à G.13 pour le quantile d’ordre 0.996.
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(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.15 – Identique à G.14 pour le quantile d’ordre 0.998.
(a) SAFRAN (b) Control-ALD (c) Control-DSCLIM
(d) Control-ALD - SAFRAN (e) Control-DSCLIM - SAFRAN
Fig. G.16 – Identique à G.15 pour le quantile d’ordre 0.999.
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G.3 Episodes de pluies intenses dans le Sud-Est de la
France (HPE)
Pour la définition des HPE dans les simulations et dans SAFRAN, on retient le critère
de dépassement « absolu » en mm/jour (voir chapitres 4 et 5). Pour la simulation ALADIN-
Climat, l’application de ce critère se fait donc après correction quantile-quantile.
La figure G.17 indique le nombre d’événements ainsi discriminés sur l’ensemble de la ré-
gion Sud-Est dans SAFRAN, Control-ALD et Control-DSCLIM, pour des valeurs de seuil
variant de 100 mm/jour à 200 mm/jour.
Fig. G.17 – Nombre d’HPE observés et simulés sur la période 1971-2000 selon la valeur du seuil de
dépassement de précipitations quotidiennes (dans les simulations et dans SAFRAN les événements sont
sélectionnés selon le critère « absolu » décrit à la section 4.5). En trait tiretés noir : valeur de la climatologie
de référence des HPE. En trait plein noir : SAFRAN. En trait bleu : control-DSCLIM. En trait rouge :
control-ALD après correction quantile-quantile (Control-ALD-corr)
Les figures G.18.a, G.18.b et G.18.c précisent le nombre d’événements observés et simulés
par sous-région (Cévennes, Languedoc-Roussillon et P.A.C.A. – voir chapitre 4 pour la
définition des sous-régions).
(a) Cévennes (b) Languedoc-Roussillon (c) P.A.C.A.
Fig. G.18 – Identique à G.17 pour les trois sous-régions : Cévennes (a), Languedoc-Roussillon(b) et
P.A.C.A (c).
Enfin, les figures G.19, G.19 et G.19 présentent les composites de précipitations observées
(SAFRAN) et simulées (Control-ALD et Control-DSCLIM) pour les HPE observés et si-
mulés dans chacune des trois sous-régions, les HPE simulés étant définis avec un seuil de
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dépassement de 110 mm.jour.
(a) SAFRAN (b) Control-ALD-corr (c) Control-DSCLIM
Fig. G.19 – Composites de précipitations quotidiennes (mm/jour) lors des HPE observés et simulés sur
les Cévennes (les HPE simulés sont définis avec un seuil de dépassement de 110 mm/jour). (a) : Composite
SAFRAN des HPE observés. (b) : Composite des HPE simulés par control-ALD-corr (après correction en
quantile). (c) : Composite des HPE simulés par control-DSCLIM.
(a) SAFRAN (b) Control-ALD-corr (c) Control-DSCLIM
Fig. G.20 – Identique à G.19 pour le Languedoc-Roussillon.
(a) SAFRAN (b) Control-ALD-corr (c) Control-DSCLIM
Fig. G.21 – Identique à G.20 pour P.A.C.A.
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