A notion called Herbrand saturation is shown to provide the modeltheoretic analogue of a proof-theoretic method, Herbrand analysis, yielding uniform model-theoretic proofs of a number of important conservation theorems. A constructive, algebraic variation of the method is described, providing yet a third approach, which is finitary but retains the semantic flavor of the model-theoretic version.
Introduction
Many important theorems in proof theory are conservation theorems, which is to say, they have the following form: if a theory T 1 proves a sentence ϕ of a certain kind, then another theory T 2 proves ϕ as well, or, perhaps, a specified translation, ϕ . Typically the foundational interest in such a theorem lies in the reduction of T 1 to T 2 : though, on the surface, the principles embodied in T 1 may seem "stronger" or "more abstract" than those of T 2 , the conservation theorem shows that there is at least a sense in which the stronger principles can be eliminated in certain contexts.
Some examples of interesting conservation theorems are the following:
1. WKL 0 , a fragment of second-order arithmetic based on a weak version of König's lemma, and hence also IΣ 1 , a fragment of first-order arithmetic based on Σ 1 induction, are conservative over Primitive Recursive Arithmetic (PRA) for Π 2 sentences. 1 -AC 0 , a fragment of second-order arithmetic based on arithmetic induction, arithmetic comprehension, and arithmetic choice axioms, is conservative over first-order arithmetic (for sentences in the common language). 4 . For each k ≥ 0, BΣ k+1 , a fragment of arithmetic based on Σ k+1 collection axioms, is conservative over IΣ k for Π k +2 sentences.
S
In all these examples, both proof-theoretic and model-theoretic proofs are available, and overall neither approach can claim a clear advantage. The conservation of IΣ 1 over PRA is due to Mints, Parsons, and Takeuti, independently, obtained by syntactic methods in each case. The first model-theoretic proof is due to Paris and Kirby, using the notion of a semi-regular cut. The conservation of S 1 2 over PV is due to Buss [9] , also using a proof-theoretic argument; the first model-theoretic proof is due to Wilkie.
The other results were first obtained using model-theoretic methods. The conservation of WKL 0 over PRA is due to Friedman. The conservation of Σ 1 1 -AC over PA is due to Barwise and Schlipf [7] , using recursively saturated models. Finally, the conservation of BΣ k +1 over IΣ k is due to Friedman and Paris independently, using compactness and an ultrapower construction, respectively. For these three cases, the first proof-theoretic proofs are due to Sieg. For model-theoretic proofs of the results just described, see [31, 23, 24] .
In these examples, the relationship between the model-theoretic and prooftheoretic methods is not transparent. And while the model-theoretic methods used to obtain these results are varied (including the use of semiregular cuts, recursive saturation, ultrapowers, and so on), it turns out that, in contrast, a single proof-theoretic method suffices throughout. Herbrand analysis, developed most fully by Sieg in [29, 30] , applies most directly to universally axiomatized theories; but by introducing appropriate Skolem functions, the methods can be used to obtain all the conservation results described above. Buss' witnessing method [9, 11] is equally general, and, at the core, is very similar to Herbrand analysis.
In Section 3, I will define a notion called Herbrand saturation, and I will show that every universal theory has an Herbrand-saturated model. In Section 4, I will show that this notion provides a semantic version of Herbrand analysis, allowing one to carry out essentially the same arguments while avoiding the use of the cut-elimination theorem. In the case of bounded arithmetic, this construction has been used in Zambella [34] , where it is attributed to unpublished work by Visser; see also [26, Section 7.6] . Section 4 simply notes that the general construction is widely applicable, a fact which provides uniform model-theoretic proofs of a number of conservation theorems, and shows that proof-theoretic methods can have direct model-theoretic analogues, and vice-versa.
Of course, the proof-theoretic methods have some advantages over the modeltheoretic ones: syntactic proofs can be carried out a weak metatheory, yielding finitary proofs of relative consistency; and they provide explicit translations between the theories involved, as well as algorithms for extracting additional "witnessing" information. The last two sections below show how algebraic versions of the model-theoretic argument, together with cut elimination or normalization, can be used to recover these features.
In Section 5, the conservation results are reobtained by means of a simple forcing relation, providing alternative proofs that lie between the modeltheoretic and proof-theoretic ones. Such methods can be found in the work of Dragalin (e.g. [17, 18] ), where they are used to obtain similar proof-theoretic results; the approach I take below stems more directly from ideas found in [2, 4, 5, 14, 15, 16] .
Though the forcing constructions maintain most of the semantic flavor of the model-theoretic ones, in Section 6, I show that instances of the algebraic proofs can be carried out in a weak constructive theory rich enough to formalize syntactic notions. Applying realizability yields typed lambda terms that denote the translated derivations. Using cut-elimination or normalization to prove the Π 2 soundness of the weak constructive theory, one then obtains finitary proofs of the conservation results. And, of course, the algorithm for translating proofs amounts to normalizing the lambda terms extracted via realizability.
I am grateful to Thierry Coquand for drawing my attention to [14, 16] , for showing me an algebraic proof of the conservation of ACA 0 over PA, and for emphasizing the constructive nature of these methods.
Preliminaries
Unless I specify otherwise, the logic in question is always classical first-order logic with equality. A formula is said to be universal (resp. existential) if it consists of a string of universal (resp. existential) quantifiers, possibly empty, followed by a quantifier-free formula. The classes of formulae that are ∀∃, ∃∀, etc. are defined similarly. I will identify formulae that differ only in the names of their bound variables, and use the notation ϕ[t/x] to denote the result of substituting t for x in ϕ, renaming bound variables if necessary. Once a formula has been introduced as ϕ(x), ϕ(t) then abbreviates ϕ[t/x]. I will use x and t to denote finite sequences of variables and terms, ϕ[ t/ x] to denote the simultaneous substitution of t for x, etc. If ϕ is a formula with free variables, saying that ϕ is provable or valid is equivalent to saying that its universal closure is. For convenience, I will assume that all the languages we consider have at least one constant.
I will say that a theory T is universal if it can be axiomatized by a universal set of sentences. Herbrand's theorem can be stated follows: 
In fact, the latter is provable from substitution instances of axioms of T and equality axioms, using only propositional logic.
By soundness and completeness, provability can be exchanged with semantic entailment in the statement of the theorem. Herbrand's theorem is an easy consequence of the cut-elimination theorem, but it has an easy model-theoretic proof as well: if the conclusion fails, then T is consistent with the set
where c is a sequence of new constants; by completeness, T together with this set has a model; taking the submodel generated by the set of terms {t( c)} yields a model of T in which ∃ y ψ( c, y) is false. A refinement of this argument yields the second, stronger statement. Note that in particular, the theorem implies that if T is a universal theory and ϕ is quantifier free, then T proves ϕ if and only if ϕ is provable from substitution instances of axioms of T and equality axioms, using only propositional logic. Say that a theory T supports definition by cases if for every sequence of terms t 1 ( x), . . . , t k ( x) and quantifier-free formulae θ 1 
If T is a universal theory and T supports definition by cases, then Theorem 2.1 implies that whenever T ∀ x ∃ y ψ( x, y) and ψ is quantifier-free, there is a sequence of function symbols f such that
If M is a structure for a language L, let L(M) denote the language with additional constants to denote the elements of the universe of M. A type with parameters from M is a set of sentences in an extension of L(M) by finitely many constants. When the context is clear, I will say "type" instead of "type with parameters from M." A type Γ is said to be realized in M if there is an interpretation of the additional constants by elements of the universe, making every sentence in Γ true in M. A type is universal if all its sentences are universal, and a type is principal if, in fact, it consists of a single sentence. The universal diagram of M is the set of universal sentences of L(M) that are true in M. Put slightly differently, the definition requires that any ∃∀ sentence of L(M) that is consistent with the universal diagram of M is true in M. To compare this to the more traditional notion, recall that a model M is said to be saturated if the following holds: whenever Γ is a type of L(M) involving a set of parameters of cardinality less than that of the universe of M, and Γ is consistent with the complete diagram of M, then Γ is realized in M. Here we only require that principal universal types are realized; but to be realized, the type only has to be consistent with the universal diagram of M.
Herbrand saturation

Theorem 3.2 Every consistent universal theory has an Herbrand-saturated model.
Proof. Let L be the language of T . For simplicity, I will assume that L is countable. Modifying the argument below to use a transfinite iteration yields the more general case.
Let L ω denote a new language with an additional sequence of new constant
. . enumerate the quantifier-free formulae of the new language. Recursively construct an increasing sequence of sets S i of universal sentences, as follows. First, let S 0 be a set of universal axioms for T . At stage i + 1, try to satisfy ∀ y i+1 θ i+1 ( x i+1 , y i+1 ): pick a new sequence of constants c that do not occur in S i or θ i+1 , and let
By induction, each S i is consistent, and hence so is their union, S ω . Let N be a model of S ω , and let M be the submodel of N whose universe is generated by the terms of L ω ; that is,
Since S ω is a set of universal sentences, M is also a model of S ω , and therefore a model of T .
Note that every element of the universe of M is denoted by one of the constants c j . This is true because each element of the universe of M is denoted by a term t in L ω ; pick i such that θ i is the formula x = t, so for some constant c the formula c = t is an element of S i+1 .
Now it is not difficult to show that M is Herbrand saturated. Suppose M |= ∃ x ∀ y ϕ( x, y, a), where ϕ is quantifier-free and a is a sequence of parameters from M. We need to show that this formula is inconsistent with the universal diagram of M. Let d be a sequence of constants in L ω denoting the elements a, choose i such that θ i+1 is the formula ϕ( x, y, d), and let c be the constants used at stage i + 1 in the construction. Then M |= ∀ y ϕ( c, y, d), and so, by the construction, the latter formula is inconsistent with S i . Since c does not occur in S i , the formula ∃ x ∀ y ϕ( x, y, d) is also inconsistent with S i . But, renaming d and the constants in S i to the constants of L(M) that name the same elements, S i is a subset of the universal diagram of M.
If M is any model and S is a finite subset of its universal diagram, then S is also satisfied by the submodel of M generated by the elements mentioned in S. This can be used to show that the restriction to universal theories in Theorem 3.2 is necessary. For example, if T is the theory of dense linear orders with at least two points, and M is a model of T , then the ∃∀ sentence asserting the existence of two points with nothing between them is consistent with the universal diagram of M, but is inconsistent with T , and hence false in M.
Given any model M, one can let T be the universal diagram of M and apply Theorem 3.2. With this fact in mind, it is not hard to see that Theorem 3.2 implies (and is implied by) the statement that every model M has a Σ 1 -elementary extension that is Herbrand saturated.
The following theorem describes a feature of Herbrand-saturated models that makes them useful: any ∀∃ sentence true in such a model is "witnessed," in a strong way, by a finite set of terms with parameters. 1 ( z, w) , . . . , t k ( z, w), such that M |= ∃ w ψ( a, w), and
Note that the last formula is valid, and hence provable in pure logic. In particular, the conclusion of the theorem implies that there is a sequence of parameters
The proof of Theorem 3.3 is just an application of Herbrand's theorem. Proof. Suppose every Herbrand-saturated model of T 2 is a model of T 1 . Let ϕ( x, y) be a quantifier-free formula in the language of T 2 , with the free variables shown, and suppose that T 2 does not prove ∀ x ∃ y ϕ( x, y). We will show that T 1 does not prove it either. The second assumption implies that T 2 ∪ {∀ y ¬ϕ( d, y)} is a consistent universal theory, where d is a sequence of new constants. By Proposition 3.2, there is an Herbrand-saturated model of this theory; but then the reduct of this model to the language of T 2 is an Herbrand-saturated model of T 2 satisfying ∃ x ∀ y ¬ϕ( x, y). By our hypothesis, this is also a model of T 1 , in which ∀ x ∃ y ϕ( x, y) is false.
Applications
In this section I will show that the notion of Herbrand saturation does much the same work that the methods of Herbrand analysis typically do. I will focus on the conservation of IΣ 1 over PRA as a prototypical case, and then briefly discuss the other conservation results mentioned in Section 1.
The set of primitive recursive functions is the smallest set of functions (of various arities) from the natural numbers to the natural numbers, containing the constant zero, projections, and the successor function, and closed under composition and primitive recursion. The language of Primitive Recursive Arithmetic, or PRA, has a symbol for each primitive recursive function. The axioms of PRA consist of quantifier-free defining equations for these functions, and a schema of induction for quantifier-free formulae. A relation is said to be primitive recursive if and only if its characteristic function is, and it is not hard to show that the primitive recursive relations are closed under Boolean operations and bounded quantification. Induction is then provably equivalent to the schema
where ϕ is quantifier-free (or even atomic), possibly with free variables other than the one shown. Using these facts, one can show that PRA has a universal axiomatization.
(Indeed, PRA can be presented as a quantifier-free calculus. Herbrand's theorem implies that the quantifier version is Π 2 conservative over the quantifierfree version, in the following sense: if the former proves ∀x ∃y ϕ(x, y) for some ∆ 0 formula ϕ, there is a funtion symbol f such that the latter proves ϕ(x, f (x)). For foundational purposes, it is useful to maintain a distinction between the two; see the notes at the end of Section 6.)
A formula in the language of arithmetic is said to be ∆ 0 , or bounded, if all the quantifiers are bounded, and Σ 1 if it is of the form ∃ y ϕ( y, z), where ϕ is ∆ 0 . IΣ 1 denotes the fragment of Peano Arithmetic in which induction is restricted to Σ 1 formulae. ϕ(x, y, z) , where ϕ is quantifier-free; so it suffices to consider induction for formulae of that form.
To that end, suppose a is a sequence of parameters in M, and M satisfies the induction hypotheses:
• ∃y ϕ(0, y, a)
• ∀x (∃y ϕ(x, y, a) → ∃y ϕ(x + 1, y, a) ).
We need to show that M satisfies ∀x ∃y ϕ (x, y, a) .
The second formula is equivalent to ∀x, y ∃y (ϕ(x, y, a) → ϕ(x + 1, y , a)). Using Theorem 3.3 and the fact that PRA supports definition by cases, we have that there are parameters b and c, and a function symbol g(x, y, z, w), such that M satisfies the following:
• M |= ∀x, y (ϕ (x, y, a) → ϕ(x + 1, g(x, y, a, b), a) ). 1, z, v, w) = g(x, h(x, z, v, w), z, w) . h(0, b, c, a) , a) and , h(x, b, c, a), a) → ϕ(x, h(x + 1, b, c, a), a) ).
Since M is a model of PRA and hence satisfies quantifier-free induction, we have M |= ∀x ϕ (x, h(x, a, c, b), a) , and hence M |= ∀x ∃y ϕ (x, y, a) , as desired.
The argument for the conservation of S 1 2 over PV is similar. It is convenient to take the first-order version of PV to be the theory CPV of [13] , and then one only needs to show that Σ b 1 polynomial induction holds in any Herbrandsaturated model. The proof parallels the one above, except one uses bounded recursion on notations in place of primitive recursion.
The proofs for IΣ 1 and S 1 2 just described exactly parallel the syntactic proofs in [30] (see also [9, 11] ). Other syntactic proofs in [9, 11, 29, 30] can be adapted in a similar way. I will only sketch some of the details with respect to the conservation results mentioned in the introduction.
To prove that WKL 0 is conservative over PRA for Π 2 sentences, use a manysorted "second-order" version of PRA, denoted PRA 2 , with function variables of the various arities. Take composition and primitive recursion to be operations on the function sorts. Since any quantifier-free proof in PRA 2 of a formula without function variables is essentially a proof in PRA, it suffices to show that every Herbrand-saturated model of PRA 2 is a model of WKL 0 .
So let M be such a model, and let g represent a binary tree in M. Suppose, in M, there is no infinite path through g; this means that for every infinite binary sequence f , there is an x such that f has left the tree by level x. We need to show that g is finite. By Herbrand saturation, there is a term t(f ) with parameters from M, such that for each infinite binary sequence f , f has left the tree by level t(f ). By induction on terms one can show that there is a term b majorizing t(f ), provably in PRA 2 ; in other words, b does not involve f , and
This implies that, in M, g has no nodes at level b. Hence g is finite.
(This is the model-theoretic analogue of the argument in [30] . Harrington has proved a strengthening of Friedman's result, namely, that WKL 0 is Π 1 1 conservative extension of the theory known as RCA 0 , and hence of IΣ 1 as well; see [31] . Syntactic proofs of Harrington's result, involving explicit and feasible translations between theories, can be found in [1] and [22] . But the proof given in Section 3.1 of [30] is incorrect, and, indeed, there does not seem to be a way of obtaining Harrington's result using cut elimination. See Section 3 of [25] or page 69 of [27] for a discussion of the subtleties involved.)
To prove that BΣ k +1 is conservative over IΣ k for Π k+2 sentences, embed IΣ k in a universal theory with Skolem functions returning least witnesses to Σ k formulae. With these Skolem functions, Σ k and Π k formulae in the language of arithmetic are equivalent to formulae in the new language that are quantifierfree. Let M be an Herbrand-saturated model of this theory. Suppose ϕ(x, y) is a Π k formula with parameters in M, such that the antecedent of the collection axiom, ∀x < a ∃y ϕ(x, y), is true in M. By Herbrand-saturation, there is a sequence of terms such that [29] is not quite right, but can be repaired along the lines just sketched. For other proof-theoretic proofs of this conservation result, see [10] and [8] .)
Finally, to prove that Σ 1 1 -AC 0 is conservative over Peano Arithmetic, embed PA in a second-order universal theory with function symbols. In this theory, allow operations on the function sorts that define new functions by composition, and operations µ that define new functions by minimization:
With these µ operations, every arithmetic formula, possibly involving function variables, is equivalent to a formula that is quantifier-free. Let M be any Herbrand-saturated model of this theory. Suppose ∀x ∃f ϕ(x, f ) holds in M, where ϕ is arithmetic. By Herbrand saturation, there is a sequence of terms
is true in M. From t 1 , . . . , t k it is not difficult to obtain a term s such that M satisfies ∀x ϕ(x, s x ), as required.
It seems worth mentioning that by combining the notion of Herbrand saturation with the methods of [10] and [3] one can carry out the ordinal analysis of, say, Peano arithmetic, without relying on cut-elimination. For example, if α is infinite and closed under multiplication, an Herbrand-saturated model of a suitable theory of <α-recursion yields a model of Π 1 transfinite induction below α; and an Herbrand-saturated model of a suitable Skolemized version of Π n transfinite induction below ω α yields a model of Π n+1 transfinite induction below α. Similar methods can be used to obtain the conservation results of Friedman [20] , along the lines of Feferman and Sieg [19] . For another model-theoretic approach to ordinal analysis, see [6] .
An algebraic version
There is a more direct way of obtaining the model M constructed in the proof of Theorem 3.2: given S ω , letŜ be a maximally consistent extension, and "read off" a model from that. If we allow ourselves to be content with a Booleanvalued model instead of a traditional two-valued one, we can avoid the use of the maximally consistent extension. Instead of enumerating constants and formulae, we can build our model generically, using conditions to represent finite portions of S ω and reasoning about what, on the basis of such a condition, is forced to be true in the maximal extension. In order to render our proofs entirely constructive, we can even omit the "consistency check" used in the proof of Theorem 3.2; we need only accept the fact that some of our conditions will force falsity.
In this section I will provide a constructive proof of the conservation of IΣ 1 over PRA, based on these ideas. In the next section I will make the sense in which the proof is constructive more precise. It will be clear, I hope, that the method can be adapted to the other conservation theorems as well, or to a general proof-theoretic analogue of Theorem 3.4.
Let L be the language of PRA, and let L ω be the language with infinitely many new constant symbols a, b, c, . . .. A condition is simply a finite set of universal sentences of L ω . The definition below describes a relationship between conditions p and sentences ϕ of L ω , where "p forces ϕ" means, intuitively, that on the basis of p we can determine that ϕ will necessarily be true in the model we are constructing. In fact, we will describe this relationship in two steps: first we will use the double-negation translation to translate each sentence ϕ to a negative sentence ϕ N , and then we will say what it means for a condition to force a sentence of that form. Of course, these two steps can be combined to yield a forcing relation for classical logic; but given the nonstandard treatment of falsity (and hence negation) the one-step version would be difficult to work with.
Let us take the formulae of intuitionistic logic to be built up using the connectives ∀, ∃, ∧, ∨, →, and ⊥, with ¬ϕ taken to abbreviate ϕ → ⊥. A formula in this language is said to be negative if it does not involve ∃ and ∨. The Gödel-Gentzen double-negation translation for classical logic takes classical formulae ϕ to negative formulae ϕ N , mapping atomic formula θ to ¬¬θ, ⊥ to Minimal logic can be described as the subsystem of intuitionistic logic obtained by leaving out the rule ex falso sequitur quodlibet, "from ⊥ conclude anything." 
A formula ψ is said to be forced, written ψ, if ∅ ψ.
Notes. 1. I am taking ⊥ to be an atomic formula, so p ⊥ means that PRA ∪ p is inconsistent.
2. Since the sentences in p are universal, for atomic θ we have that p forces θ if and only if there is a quantifier-free (or even propositional) proof of θ from substitution instances of p and the axioms of PRA. Indeed, we could have defined p θ that way, and then, with some additional care, we could avoid uses of Herbrand's theorem below.
3. Since the extra constants of L ω are not mentioned in the axioms of PRA, they can be treated like variables; that is, if p( x) ∪ {θ( x)} is a set of formulae in the language of PRA and c is a sequence of new constants, then PRA ∪ p( x) proves θ( x) if and only if PRA ∪ p( c) proves θ( c). I will use this fact below without mentioning it explicitly.
The definition of forcing for atomic formulae has two special properties: first, it is monotone in p; and second, if p ⊥, then p θ for any atomic formula θ. The next two lemmata hold for any forcing relation with these properties. Proof. An easy induction on ψ.
Lemma 5.4 Suppose ψ is a negative formula, and ψ is provable intuitionistically. Then ψ is forced.
Proof. Take intuitionistic logic to be given by a system of natural deduction (as in, say, [33] ), and prove the following by induction on derivations: if Γ ∪ {ϕ} is a finite set of negative formulae of L ω with free variables among x, and ϕ is provable from Γ intutionistically, then for every condition p and sequence of terms t,
Ultimately, our goal is to show that the double-negation translations of the axioms of IΣ 1 are forced. Proof. For the first statement, we need to show that if t is any sequence of closed terms of L ω then PRA ∪ {∀ x ϕ( x)} proves ϕ( t). This is easy.
For the second statement, suppose p ¬∀ x ¬ϕ( x) and let c be a list of the new constants appearing in p∪{ϕ( x)}. By the first clause, we have {∀ x ¬ϕ( x)} ¬ϕ( x), and then by the definition of forcing for a negation, we have that p ∪ {∀ x ¬ϕ( x)} ⊥. But this means that PRA ∪ p ∪ {∀ x ¬ϕ( x)} is inconsistent, and hence PRA ∪ p proves ∃ x ϕ( x). Applying Herbrand's theorem and using the fact that PRA supports definition by cases, we have a sequence of function symbols f such that PRA ∪ p proves ϕ( f ( c)). By Lemma 5.5, this is equivalent to p ϕ( f ( c)).
Lemma 5.7 Let ϕ(x) be a quantifier-free formula of L ω with the free variable shown, and let t be a closed term of L ω . Then {ϕ(t)} ¬∀x ¬ϕ(x).
Proof. Suppose p ⊇ {ϕ(t)} and p ∀x ϕ(x). Then p ϕ(t) and p ¬ϕ(t)
, and hence p ⊥. 1, g(c, d, a, b), a) . 1, g(x, y, w, z) , z).
As in Section 4, there is a function symbol h such that PRA proves h(x, w, z), w) .
Substituting the constants back for the variables and using Lemma 5.5, we have h(x, a, b), a) and hence, by Lemma 5.7,
Putting this all together, we have another proof that IΣ 1 is conservative over PRA for Π 2 sentences.
Proof (of Theorem 4.1).
Suppose IΣ 1 proves ∀x ∃y ϕ(x, y), where ϕ is quantifier-free. Then there is a conjunction α of finitely many axioms of IΣ 1 such that α → ∀x ∃y ϕ(x, y) is provable in classical first-order logic, and so α N → ∀x ¬∀y ¬ϕ N (x, y) is provable intuitionistically. By Lemma 5.8, α N is forced, and hence so is ∀x ¬∀y ¬ϕ N (x, y). Using Lemmata 5.5 and 5.6, there is a function symbol f such that PRA proves ∀x ϕ N (x, f (x)). Since PRA proves that ϕ N is equivalent to ϕ, we can conclude that PRA proves ∀x ∃y ϕ(x, y).
Notes. 1.
One can view the forcing relation given above as providing a description of truth in an associated Kripke model, provided we allow the case that some nodes force falsity; the universe at each node consists of the set of closed terms of L ω . In fact, this structure models an intuitionistic version of IΣ 1 together with Markov's principle, and this theory, in turn, interprets IΣ 1 via the double-negation interpretation. These facts are implicit in the argument above; for a presentation that makes them more explicit, see [2] . 2. Alternatively, to each formula ϕ, we can assign the set of conditions
where ϕ N is the double-negation translation of ϕ. From that point of view, what we are doing is assigning to each formula ϕ a truth value in a complete Boolean algebra consisting of "regular" sets of conditions; for a presentation along these lines, see [14, 15] .
Finitary proofs of the conservation theorems
From a foundational point of view, we would like to know that our conservation results can be established in a weak theory; and, given a proof in the stronger theory T 1 , it would be nice to know how to go about finding a corresponding proof in T 2 . In this section, I will show that the methods described in the last section yield proofs that are finitary, which is to say, they can be carried out in primitive recursive arithmetic (and, in fact, in a fragment thereof).
1 One can use this fact to obtain specific algorithms for carrying out the translations. Once again, I will focus on the conservation of IΣ 1 over PRA as a prototypical case.
To begin with, we need a weak fragment of arithmetic in which one can comfortably develop syntactic notions. To that end, we will use an axiomatization of the elementary recursive functions, i.e. the smallest set of functions containing zero, successor, addition, multiplication, and exponentiation, and closed under composition and bounded recursion. The set of elementary recursive functions is a subset of the set of primitive recursive functions, and every elementary function is bounded by some fixed iterate of the exponential function. The theory ERA is the analogue of PRA for the elementary functions; it can alternatively be viewed as a universally axiomatizable Skolem extension of I∆ 0 (exp), or EFA.
In ERA, one can formalize the notions of a term and a formula in the language of PRA, the notion of a proof from the axioms of PRA, and the notion of a condition. And since this construction is syntactic, it can be carried out in a finitary metatheory. In other words, PRA proves the following: if θ is any Π 2 sentence provable in IΣ 1 , then ERA proves that θ is provable in PRA. These ideas lead to the finitary relative consistency proofs we are after. Proof. First, note that PRA proves the cut-elimination theorem, and hence Herbrand's theorem. Now argue in PRA. Suppose ERA proves a Π 2 sentence ∀x ∃y ϕ(x, y). Then there is a term t(x) of ERA and a propositional proof d of ϕ(x, t(x)) from substitution instances of axioms of ERA and equality axioms. Let n be any natural number, andn the corresponding numeral. By induction on d, ϕ(n, t(n)) is true. Notes. 1. In fact, the methods of Section 5 yield constructive proofs, which is to say, in the proof of Theorem 6.2 it is sufficient to use ERA with firstorder intuitionistic logic. With that restriction, it might be more natural to use normalization instead of cut-elimination in the proof of Lemma 6.1.
2. To prove Lemma 6.1, and hence the conservation theorem, one only needs a theory strong enough to prove the cut-elimination or normalization theorem, and then evaluate terms and quantifier-free formulae of ERA. As a result, for the finitary metatheory it suffices to use either I∆ 0 (superexp), EFA * , or even a quantifier-free version of ERA extended to include an iterated exponential function.
3. In fact, in the finitary metatheory (be it PRA, EFA * , etc.) we can prove the stronger conservation result: if IΣ 1 proves ∀x ∃y ϕ(x, y) and ϕ is quantifier free, then there is a function symbol f and a propositional proof of ϕ(x, f (x)) from instances of equality axioms and axioms of PRA.
4. As noted above, in place of ERA, one only needs a theory strong enough to handle syntactic operations. One could simply construct a many-sorted theory with sorts for terms, formulae, finite sets of formulae, and proofs in PRA, with function symbols and quantifier-free axioms describing the requisite constructions.
5. If one applies modified realizability (see [32] ) to the proofs constructed in the intuitionistic first-order version of ERA (or the syntactic theory just described), one obtains instead a typed lambda term denoting the desired proof. Thus we have a uniform (and efficient) procedure which assigns to each proof d of a Π 2 sentence in IΣ 1 a typed lambda term T d denoting the corresponding proof in PRA, where T d involving only syntactic constructions at the base types. Normalizing this term produces the desired proof. See [4] for a more detailed discussion along these lines.
5. Using Solovay's method of "shortening of cuts" (see [28] ) one can show that, in general, the use of cut-elimination or normalization, with the potential superexponential increase in the length of proofs, cannot be avoided.
