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1. INTR~DUI~TI~N 
We consider the heat equation 
&,zu(t, x) = Au(t, x) - g u(t, x) = 0, (t, x) E (0, T) x 9, (1.1) 
where T is a fixed positive number and A = xy=, (a/&vi)” is the Laplace operator. 
The spatial region Q is an open connected set in the Euclidean space Rn with 
a sufficiently smooth boundary S. 
The usual well-posed problems for the heat equation (1.1) are initial-boundary 
value problems. Throughout this paper we assume that the initial condition is 
zero: 
u(0, x) = 0, x E Q. (1.2) 
Then arbitrary specification of the boundary condition: either 
or 
u(t, x) = #(t, x), (t, x) E (0, T) x S (1.3) 
g a x/ = f(t, 4, (4 x) E (0, T) x S 
suffices to determine the solution u(t, x) uniquely. Here B/&z means the differen- 
tiation in the direction of the outward normal on S: 
(1.5) 
where (N,(x)) is the outwardly normal vector with unit length at x E S. 
The boundary data #(t, x) and f(t, X) are called the Dirichlet data and the 
Nezlmann data, respectively. They have to satisfy a certain compatibility relation. 
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When we have the knowledge of the Neumann data f(t, x), the Dirichlet data 
$(t, X) is given by a well-known formula ((3.2) below). Then we ask: Can we 
obtain the Neumann dataf(t, X) f rom the Dirichlet data #(t, X) ? Answering this 
question is the main purpose of this paper. 
We shall formulate this problem as follows. 
PROBLEM. Derive an inverse formula which gives the Neumann data f (t, x) 
in terms of the Dirichlet data #(t, x) and show the continuity of the functional 
relationship between both data with respect to certain norms. 
Using phenomenological terms the Neumann data f(t, X) is explained as the 
heat source concentrated on the boundary S. Therefore the problem of obtaining 
f (t, x) above stated is essentially an inverse problem. Various inverse problems 
concerning partial differential equations have been investigated by many authors 
(see, e.g., [7, 93). It is well known that the characteristic feature of inverse 
problems is their property of not being well-posed. However in our problem the 
data f (t, x) and $(t X) depend on each other continuously with respect to certain 
norms. 
In Section 2 the assumptions on the boundary S are stated. Then some lemmas 
for estimating convolution-type integrals of functions defined on (0, “3) x S 
are given. In Section 3 the problem is reduced to solving a Volterra integral 
equation of the first kind. Our main results are Theorems 4.1 and 4.2. Theorem 
4.1 states the inverse formula and Theorem 4.2 concerns the Holder continuity of 
the two sets of data. Section 5 is devoted to proving Proposition 4.1 which is 
essential for the proof of Theorem 4.1. In Section 6, a geophysical problem which 
is formulated analogously to our problem is treated. 
2. SOME LEMMAS 
First, we shall summarize the assumptions on the boundary. 
The compactness of the spatial region D is not assumed. So S and D may be 
unbounded. However we impose the inequality 
s 
dS,, < C,,r+l, ‘. 
.mSh”,T) 
(2.1) 
for some positive constant C, independent of x0 E R”. Here S(X, , Y) denotes a 
sphere with center x,, and radius r, and x0 and r are arbitrary. 
The boundary S is assumed to be of class Ccc and be locally expressible as 
x(E) = (xyp )...) p-1) ,..., xyp )..., t+l)), 5 = (El,..., en-l) E N. Here N is an 
open set in Rn-l. The functions xi(t) are assumed to be bounded together with 
all of their derivatives: 
I D,“xW d C” , 1 Y 1 = 0, 1, 2 ,...) (2.2) 
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where the constants C, are independent of each local coordinate (see the definition 
of the differential operator Dcy below). 
The Riemann metric of S is ds2 = g,,(x) dfL de1 and the volume element is 
dS, = (g(x))‘/” df, where g,,(x) = ~~Xl M([)/@” . ~xi(~)/~$, g(x) = 
det(g,r(x)), and d[ = d[l ... df+l. 
We employ the Greek letters [, 7, and 5 in denoting the local coordinates of 
points on S. They are used corresponding to X, y, and a, respectively. 
For a set of nonnegative integers v = (VI,..., ~+-l), we put 1 v / = 
v1 + ... + un-l. Then we define the 1 v Ith order differential operators DEY, D,“, 
and (D, + D,)” with respect to the local coordinates by 
And we put D, = a/at. 
Now we define the function spaces %‘, for a < (n + 1)/2. These spaces 
contain various kernel functions which will appear in the later sections. The 
index “a” denotes the order of singularity. By writingp(t, X, y) E %?a we mean that 
p(t, X, y) is a function of class C” defined on (0, co) x S x S, and satisfies the 
estimates 
/ D,“Di’D:(D, + D,,)‘“p(t, x, y)l < const. t--“--(2“+‘“~‘+‘Yz’)‘2 exp (x -Y>” -yty I 
(4 x, y) E (0, Tl x s x s; P? I”1 I , I vz I> 1% I = 0, 1, L., (2.3) 
for any fixed T > 0. Here y is a positive constant independent of T, and “const.” 
means a constant independent of t, X, and y. 
Then we have the following lemmas. They will be used in the sequel to 
estimate various kernel functions. 
LEMMA 2.1. There exists a positive number MI such that the inequality 
(x - x2 
A I dS, < MIA(n-l’IB (2.4) 
holds for any x0 E R” and any A > 0. 
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Proof. From (2.1), 
s [ 
exp - (x yo”‘] dS, < f e-m2 1 d& 
S VI=0 .sn{s~~",~m+l~A~~"l\s~~,,m~"~~) 
= MJ(11-1)/2 
, M,=C, f (m+l)n-1e-m2 . 
m=o 
The following lemmas are concerned with estimating convolution-type 
integrals of functions defined on (0, CO) x S x S. 
LEMMA 2.2. Let p(t, x, y) and q(t, x, y) be continuous functions dejked on 
(0, co) x S x S. Assume that, for any T > 0 and for some y > 0, a, b < (n + 1)/2, 
there exist constants C, , C, > 0 such that 
I P(t, x, r)l < G-a exp [ 
(x - y)2 - 1 Yt ’ 
/ q(t, x, y)l < C,tpb exp 
[ 
(’ - ‘)” - 
Yt I 
, 
0 < t <; T, x, y E s. 
Then the function 
t w(t, x, y) = ss p(t - 7, x, 4 q(~> 3Y> ds, dT 0 s (2.7) 
is continuous on (0, 00) x S x S, and for some M > 0 satisjies 
d MW, 
r -a+?].[--b+F) 
t 
r(-a - b + n + 1) 
t-a-bt(n+l)12eXp 
[ 
(x - Y)” 
-7 I 
Proof. Obviously, 
O<t<T, x, y E s. (2.3) 
(x+2)2+ Tx+(t-7)y 2 
t-7 7 (t& z- [ t 1 
(3 -Y)“. 1 
t (2.9) 
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Then we get 
1 w(t, x, y)I ,< C,C, exp [ - y] L’ (t - T)-” T-~ dT 
i [ 
t 
X exp - 
7-X + (t - ‘>Y 2 dy 
y(t - T) ; z - -t- II k 25. -s 
Owing to Lemma 2.1 this inequality verifies the relation (2.8) with M = 
M1y(“-1)/2. The continuity of w(t, X, y) is easily established. 
LEMMA 2.3. If p(t, x, y) E Wa and q(t, x, y) E Vb for a, b < (n + 1)/2, then 
w(t, x, y) deJined by (2.7) belongs to 9?a+b-(n+l),2 . 
Proof. Fix T > 0. Let us prove 
j D,“DFDz(D, + Zl+,)“” w(t, x, y)] < const. t -n-b+ h+l)/Z exp 
C 
(x - Y)” 
--7r 1 
t > 0, x, y E s; PL, I"1 I , I V$ I > I v3 I = 0, 1, L.. (2.10) 
In the case of p, 1 vr [, / va /, 1 vg 1 = 0, the inequality (2.10) is an immediate 
consequence of Lemma 2.2. 
In the case of p = 1, / vi /, 1 Y$ I, / IQ 1 = 0, differentiating the relation 
w(t, x, Y) = t j-olj-sp(t(l - o), x, 4 s(to, z, Y) ds, du 
with respect to t yields 
(2.11) 
+ ~(4 x, y) = t-lw(t, x, y) + 1-l l’Js (t - 7) pt(t - 7, x, z) q(~, 2, Y) ds, d7 
t 
f t-1 
s.r P(t - 7, x, 4 -z,(T, z, Y) ds, dT. (2.12) 0 s 
Applying Lemma 2.2 to (2.12), we reach (2.10) in this case. 
For p 2 2, I vi j, 1 v2 1, 1 v3 1 = 0, repeated differentiations of (2.11) with 
respect to t prove the inequalities (2.10). 
Let us show (2.10) for y = 0, 1 v1 I + j va 1 + 1 v3 ( = 1. Define a function 
y(z), z E S, as a function of class Cm as follows. The values of F(Z) are in [0, l] 
and there exists a constant 6 > 0 such that v(z) = 1 for 1 z - x 1 < 6 and 
v(z) = 0 for ) z - x 1 > 26. Then by partial integration we can calculate 
4=‘9/65/2-2 
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- 
si t ( 
$/f -+ (t - +y (t - .)1’2 cp(x) p,$ - 7, x, .a) 
0 s 
x q(~, z, y) dSz d7 
+ Jotjs (~1% + (t - +‘2)--1 T~‘~&z) p(t - 7, .1c, z) q& z, y) dS, d~ 
i- IC ot s (9’2 + (t - .)1’2)-1 . ’2g(z)-1’2 [9)(z) (g(z))‘~2]c,c 
x p(t - 7, x, 2) q(~, z, Y) dS, dT 
+ rots, [l - v(z)] P,& - 7) x, 4 do> ~7 ?I> dSz dT. (2.13) 
Due to Lemma 2.2 the above equality establishes (2.10) for CL, / v2 /, 1 ~a i = 0, 
/ v1 / = 1. 
For &(t, X, y)/a$, we have an expression analogous to (2.13) and obtain 
(2.10) for p, j vi ), 1 I+ / = 0, \ v2 j = 1. There is a function v(z) such that 
&4 E [O, 11, P)(z) = 1 f or ! z - y 1 < 6 and y(z) = 0 for / z - y 1 2 2s. 
Let us show (2.10) for I*, 1 vi I, / 1/Z 1 = 0, / ~a 1 = 1. If 1 x - y 1 3 S, (2.10) 
follows from the above results by making use of the obvious inequality 
t-Ii2 exp(-P/rt) < (r/2e S2)lj2 (t > 0). If 1 x - y 1 < 6, then adding (2.13) to 
the corresponding expression for &u(t, X, y)/S,lz, we obtain 
t 
=IS 0 s v(z) (p& - 7, x, 2) + P,& - 7, x, ~)IQ(T> z, Y) dSz dT 
+ jot js 44 P(t - 7, x, 4 {q&7, z, Y> + q,,rh x> YN dSZ dT 
+ jotjs&-1~2 h+4 (d+1’21c~ P(t - 7, x, 4 qb, 2, .y) dSz dT 
x dS, dr, (2.14) 
where v(z) is a function of class C” such that ~(2) E [0, 11, v(z) = 1 for 
Ix--~~SorIz-yyjS6,and~(z)=Ofor~z--~~2Sand[z-yyl>,2S. 
From (2.14) and Lemma 2.2 we obtain (2.10) in this case. 
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By further differentiations we can complete the proof. 
The following lemma concerns the integral equation 
where pr(t, x, y) is a function in %;n with a < (n i- 1)/2. The solution w(t, x, y) 
should be found in (KU . 
LEMMA 2.4. Let p,(t, x, y) belong to V, for a < (n + 1)/Z. Then there exists a 
unique solution w(t, x, y) to the integral equation (2.15) in V, . 
Proof. The solution w(t, x, y) is given by the Neumann series 
Pm(4 x, Y) = .s,ys Pitt - 7, x, 4 ~rn-l(~, z, Y) ds’, dT, In = 2, 3,.... (2.17) 
Applying Lemmas 2.2 and 2.3 to (2.7), we see thatp,,(t, x, y) E ~:,,l(n+1~2n)!2--(n+l),2 
and that 
X tP exp 
1 
(x - y)” 
--yt ’ I 
where C, is the coefficient for estimating 
(2.18) 
1 p,(t, x, y)l. Therefore we have 
tx - Y)” x t-a exp - -__- 
1 
. 
Yt 11 
(2.19) 
Since the series on the right-hand side is an integral function of t-a+(n-l)lZ, 
the absolute convergence of (2.16) ’ g IS uaranteed and for j w(t, x, y)i an estimate 
of the same type as for j pl(t, x, y)I is obtained. 
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Here we note that for any integer m, > 0, the integral equation (2.15) can be 
written as 
Then if m, > (n + 1 + 2p)/(n + 1 - 2a), we have 
WW(f, x, y) = T Dt'&&, x, y) -k jt j Dtup,lo(t - T, x, z) W(T, z, y) dS, do. 
*1-l 0 s 
(2.21) 
Alsoifm,>l/(n+l-22a)andIvI -1,wehavc 
(2.22) 
D;w(t, x, Y) 
= ?zl D,“p,(t, x, y) + (1, w(t - 7, x, 4 D,vpm,(~, 2, Y> dsz dT, 
(2.23) 
+ jntjs {Q"&,~,,(t - 7  x> y) ~(7, zy) -I+ w(f - 7, x> 2) %"A,,,(~, 2, Y): 
x dS, dr. (2.24) 
Similarly further expressions for D,uD;lD?(D, + D,$w(t, x, y) can be given. 
Applying Lemma 2.2 to these expressions verifies that w(t, x, y) E ‘e, . The 
uniqueness of the solution is evident. 
3. AN INTEGRAL EQUATION 
In this section we shall reduce the problem to solving a Volterra integral 
equation of the first kind. Assume that the Neumann dataf(t, X) is continuous 
and bounded on (0, T) x S. Then Eq. (1 .l) subjected to the zero-initial con- 
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dition (I .2) and the boundary condition (1.4) has a unique solution in the classical 
sense. The solution is represented in the form, 
(It6 [5, 61). 
The kernel U(t, x,y) in (3.1) is called the Neumann function for the heat 
equation (1.1). 
Since the Neumann function U(t, X, y) has a certain estimate with respect to 
the singularity at t = 0, x = y, it can be shown that tending x (E Q) to a point of 
S yields 
The formula (3.2) may be interpreted as the compatibility relation which is 
to be satisfied by the boundary conditions (1.3) and (1.4). Our problem is thus 
reduced to solving (3.2) with respect to f(t, x). Then we can regard it as a 
Volterra integral equation of the first kind. 
The main difficulty in deriving the inverse formula is that the integral equation 
(3.2) is of the first kind and the kernel U(t, X, y) has a singularity at t = 0, 
x = y. The clue is found in the fact that Eq. (3.2) can be regarded as a generaliza- 
tion of the Abel integral equation. To see this it is necessary to derive an explicit 
expression for the Neumann function U(t, X, y). We shall follow the arguments 
of Friedman [3, Chap. 51. 
The fundamenta2 solution for the heat equation (1.1) is given by 
6 - Y)” 
K(t, X - Y) = (4ii:).,p exp - T ___- [ 1 . (3.3) 
Then the solution to (1 .I ), (1.2), and (1.4) is obtained by the single layer potential 
u(t, x) = j’j K(~ - T, x - y) h(7, y) dS, d7. (3.4) 
n s 
The surface density h(t, X) is given by the solution of the Volterra integral 
equation of the second kind 
h(t, 4 = Y (t, 4 + Jr,% G(t - 7, x, Y) 47, y) ds, dT, 
where K,(t, x, y) = -23K(t, x - y)/2n, . 
Substituting the solution h(t, x) to the integral equation (3.5) in (3.4) yields the 
representation (3.1), where the Neumann function U(t, X, y) is expressed as 
U(t, x, y) = 2K(t, x - y) + 10’Js 2K(t - 7, x - 2) H(T, x, y) dS, dT. (3.6) 
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Here R(t, x, y) is the solution to the integral equation 
R(t, x, y) = K,(t, x, y) + j-,‘.i, K,(t - T, x, 2) R(T, z, y) dSz dr. (3.7) 
Using the lemmas in Section 2 we can obtain the estimates for the above 
kernels. First, we easily see that if x and y are points of S, then K(t, x - y) and 
Ki(t, x, y) are functions in Kn,a . Then applying Lemma 2.4 to the integral 
equation (3.7), we see that R(t, x,y) belongs to KTn;a. Then from (3.6) and 
Lemma 2.3 we obtain the estimate for the Neumann function U(t, X, y), t > 0, 
x, y E S, as 
PROPOSITION 3.1. The Neumann function U(t, x, y) belongs to Zn ‘3 , and 
U(t, x, y) - 2K(t, x, y) belongs to %:(n-,j s2 . 
We have stated that the integral equation (3.2) is of the “Abel” type. In order 
to illustrate this fact, we shall give an example in case of the half Euclidean space 
R+n = {(x’ ,..., x”) E Rn; X, > 0}, S =-: Rnpl. Then the differential operator 
a/& is equal to -a/@. The relation (3.2) is 
/J(t, 4 = j*j 2K(t - T, I - y).f (T, y) dS, d7, (3.8) 
0 R-1 
where dS, = dyl ... dy*pl. 
In case of n = 1 the boundary is reduced to a point and the Dirichlet and 
Neumann data are functions of t alone. The relation (3.8) is written as 
$(t) =-- jot (n(t - T))-‘l”f (T) d7. (3.9) 
This is just the Abel integral equation with respect to f (t). The solution f (t) is 
represented as 
f(t) = & j-,’ (x(t - T))-’ ‘2 #(T) dT. (3.10) 
Also in case of n > I the same approach can be employed in solving (3.8). 
Taking the convolutions of both left- and right-hand sides of (3.8) with 2K(t, CC) 
yields 
2K(t - T, x - y) $(T, y) dS, dT = s,‘i,.mI &(t - 7, x - y)f(T, y)dS, d7, 
(3.11) 
where R(t, x - y) = (4rt)p(“-1)fi exp[-(x - y)“/4t]. This kernel ii(t, x - y) is 
the fundamental solution for the heat equation on (0, 00) x P-l: 
L;,,v(t, x) = Ll’-u(t, x) - g v(t, x) = 0, (t, x) E (0, 00) x R”-I, (3.12) 
d’ being the Laplace operator on R”-I: A’ F~ xzr: (2/M)z. 
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Iff(t, s) is bounded, continuous, and satisfies a Holder condition with respect 
to x uniformly in t, then the right-hand side of (3.11) is a solution to the heat 
equation L;,,v(t, X) + f(t, x) = 0 ( see Friedmann [3, Theorem 1.121). Hence 
under this condition the inverse formula 
is valid. 
2K(t - 7, x - y) #(T, y) dS, dr (3.13) 
4. THE INVERSE FORMULA 
In this section we shall derive a formula which solves the integral equation (3.2). 
First, we state the outline as follows. 
Let V(l, X, y) be the fundamental solution of a certain parabolic equation on 
(0, co) x s: 
I&n(t, x) XI A’v(t, x) - (apt) o(t, x) = 0, (t, x) E (0, 00) x s. (4.1) 
Here A’ is a certain second-order elliptic operator on S. We construct a kernel 
lV(t, X, y) which satisfies the relation 
t 
1s 
W(t - T, x, z) U(T, x, y) dS, dr = V( t, .t, y). (4.2) 
0 s 
Then we will have the inverse formula in the form 
.f(t, 2) = (f; - A’) (s, W(t, -7, .x, y) #(T, y) dS, d7. (4.3) 
This is the analog to the example in Section 3 in case of the half Euclidean 
space (Q = RTn). The result of that example suggests to us that we should take 
(4.4) 
as the operator A’. This operator A’ is the Laplace operator on 5’ (note that it is 
independent of the local coordinate). Then let us seek the kernel W(t, x, y) in the 
form 
W(t, x, y) = 2K(t, x - y) + Jot s, @(t - 7, x, z) 2K(7, z - y) dS, dr. (4.5) 
We have to determine the unknown function @(t, x, y) so that the relation (4.2) 
holds. Substituting (4.5) in (4.2) yields 
qt, x, Y) + s,’ j-Y @(t - 7, x, z) Z(T, z, y) dS, d7 = V(t, x, y), (4.6) 
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where we have put 
(4.7) 
Here we note that the fundamental solution l’(t, x, y) for the parabolic 
equation (4.1) is symmetric with respect to the spatial variables x and y; 
V(t, “,Y) == V(t,y, xj, t > 0, x, y E s. (4.8) 
This property is owing to the fact that the operator d’ is self-conjugate with 
respect to the volume element dS, = (g(x))‘/” dt. If we can prove that Z(t, x, y) 
is the parametrix for the parabolic equation L;,,v(t, y) = 0, then the unknown 
function @(t, x, y) can be determined by the usual method. That is, we can 
derive a Volterra integral equation of the second kind for @(t, X, y). 
Now we state the fundamental proposition which ensures that Z(t, x, y) is the 
parametrix for L;,p(t, y) = 0. 
PROPOSITION 4.1. (i) The function Z(t, x, y) defined by (4.7) beZongs to 
cg(12-1)iz , (ii)Li,,Z(t, x, Y) belongs to gni2 , and (iii) for any continuous and bounded 
function h(y) on S, 
1;~ j- Z(t, x, y) h(x) ds, = h(y). (4.9) 
S 
This proposition is essential for constructing the kernel W(t, X, y). The proof 
is considerably lengthy, so it is stated in Section 5. 
Then we have 
PROPOSITION 4.2. (i) The kernel W(t, x, y) that satisjies the relation (4.2) 
exists in %?n,2 , and (ii) W(t, x, y) - 2K(t, x - y) belongs to %c(s-1),2 .
Proof. From Proposition 4.1 we see the following. In order to make the 
relation valid it is sufficient that the function @(t, X, y) is the solution to the 
integral equation 
qt, x, y) = q,z(t, x, y) + Jot s, @(t - 7, x, +$,,z)(~, 2, Y) d& dT. (4.10) 
Applying Lemma 2.4 to (4.10) proves the existence of @(t, X, y) in vnla . Then 
from (4.5) W(t, x, y) is found in vni2 . Thus the assertion (i) has been proved. 
The property (ii) is evident from (4.5) and Lemma 2.3. 
For the fundamental solution V(t, X, y) we have the following estimate. 
PROPOSITION 4.3. The fundamental solution V(t, x, y) for the parabolic 
equation (4.1) belongs to % (n--1),2 
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Proof. We know that U(t, x, y) E gn,a (Proposition 3.1) and IV(t, x, y) E gniz 
(Proposition 4.2). Then applying Lemma 2.3 to the relation (4.2) shows that 
q4 x, Y) E g(n-l),z . 
We are ready to prove the inverse formula (4.3). We have the following 
theorem. 
THEOREM 4.1. Let the Neumann data f (t, x) be continuous, bounded on 
(0, T) x S, and satisfy the H6lder condition 
I f(t, x) - f(t, x’)l < const, / .2” - x’ 10, tE(O, T), X,X/ES, (4.11) 
for some 01 E (0, 11. Then the inverse formula (4.3) is valid. 
Proof. If we note the relation (4.2), from the formula (3.2) we obtain t ss w(t - 7, x, y) #(T, y) dS, dT = jO’ j, v(t - 7, x, r)f (7, Y) d&u A. (4.12) 0 s 
On account of the assumption on f (t, x) in the theorem we see that the right-hand 
side of (4.12) is a solution to the parabolic equation on (0, T) x S: L;,av(t, x) + 
f (t, x) = 0. This fact is shown in Theorem 1 .I2 in Friedman [3], where the 
spatial region is a set of the Euclidean space (not a surface). Then we obtain the 
inverse formula (4.3). 
It is important to clarify the continuity property of the functional relationship 
between the Neumann data f (t, CC) and the Dirichlet data #(t, x) with respect to 
certain norms. Some results concerning the Holder continuity of both data have 
been given by Gevrey [4], Kamynin [8], and Pogorzelski [IO, 1 I]. 
Define the function spaces H, , H,,,,, for 01 E (0, 3) by H, = {f(t, x); 
f (0, x) = 0 (3 E S), If Ia: < m> and rJI,+,,,, = {ICr(t, x); $(O, x) = 0 (2 E S), 
i 4 L 1j2 < co}, respectively. Here 
If 1, = sup (1 t - t’ la + 1 x - x’ 12=)-i If(t, x) -f (t’, x’)j, (4.13) 
Iz-S’ICS 
OSt,f’ST 
IlcIl a+l,2 5- sup 1 t - t’ 1-(a1i’2) 1 #(t, x) - #(t’, x)] 
ES 
oSt,t’ST 
+ , s&(1 t - t’ Ior + I x - x’ 12y I Q#(t, x) - &#(t’, q. 
\ 
&<T (4.14) 
In (4.14) D, means any DC” (I v I = 1) and th e second supremum is taken with 
respect to all the local coordinates. Note that although the norm (4.13) depends 
on the coordinate system, all coordinate systems define equivalent norms. 
Then we have the following theorem with respect to the norms (4.13) and 
(4.14). 
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THEOREM 4.2. (i) Let f(t, x) belong to He. Then #(t, EC) belongs to Ha+l,2 
and 1 I,!J la+1,2 < const /f lDL . (ii) Let +(t, x) beZong to Ha+l,z . Thenf(t, x) belongs 
to H, and iflSi < const 1 $J Ja+r,a. 
The proof of this theorem can be given by applying the method used by 
Friedman in proving Theorem 4.2 in [3] to the direct formula (3.2) and the 
inverse formula (4.3). 
5. PROOF OF PROPOSITION 4.1 
We shall give a proof to Proposition 4.1. 
The property (i) is an immediate consequence of applying Lemma 2.3 to 
definition (4.7). 
Let us prove the assertion (ii). The function Z(t, X, y) is split into two terms 
qt, x,y) = Zl(4 ?Y) + Z,(t, %Y), (5.1) 
where 
-at, x, Y) = 4 .r,’ js K(t - T, x - z) K(T, x - y) dS, dT, (5.2) 
and Z,(t, X, y) belongs to Vopr) :2 . Since L~,,Z,(t, X, y) E gn,a , it is sufficient to 
estimateL;,,Z,(t, X, y). 
First, differentiating Zl(t, X, y) with respect to t yields 
+ zl(t, x, y) = 4t-1 j”i js [-(n - 1) + (&a;; + Q$] 
x K(t - T, x - x) K(T, z - y) dS, dr. (5.3) 
In Section 2 we have derived expressions for derivatives of convolution-type 
integrals with respect to the spatial variables (see, e.g., (2.13) and (2.14)). Using 
these formulas we can obtain an expression for d.‘Z,(t, x, y), whose dominant 
part with respect to the singularity at t = 0, x = y arises from 
After some manipulations we obtain 
where 
82 
___ qt, x, y) = zl&, x, Y) + Z,‘$!t, s, Y), 
ag a+ (5.4) 
Z$(t, x, y) = 4t-l ,d js p)(z){(t - T) f&(t - 77 x - x) K(T) 2 - Y) 
+ fqt - T, x - z) TI&(T, z - y)) dS, dT. (5.5) 
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The remaining part Z$i(t, X, y) satisfies the estimate 
[ Z$(t, x, y)l < const tenI exp[-(x - y)“/@]. (5.6) 
In (5.5) y(z) is a function of class Cz such that p)(z) E [0, 11, q(z) = 1 
(‘z-y < 6) and p(z) = 0 (1 z - y ~ > 28). 
We can calculate 
xl”“(Y) +(t, x, y) 
: 4t-1 t 
1s 0 s 
y(z)g”“(z){(t - T) K&t - 7, x - 2) K(T, z - y) 
; K(t - 7, x - x) T~&(T, .z - y)) dS, d7 
x {(t - 7) q@(t - 7, x: - z) K(T, z - y) 
l- K(t - T, x - z) TK&, z - y)) dS, dr 
x K(t - T, x - z) K(T, z - y) dS, dT 
t * -j- 4t-1 SJ d4k”YY) - g7Wl 0 s 
x ((t - 7) K&,(t - 7, x - z) K(7, z - y) 
-7 K(t - i-, x - 2) TK&, .z - y)) dS, d7. (5.7) 
Here we have put 
Y(X, z) := (x - 2)” - g”“(z)(x - z) $ . (a? - 2) + ) 
and r(x, z) satisfies the inequality 
(5.8) 
/ Y(X, z)! < const 1 x - z i3. (5.9) 
Comparing the expression (5.7) with (5.3), we see that the principal parts of 
aZ,(t, X, y)/at and dg’Zl(t, X, y) cancel out each other in L;,,Z,(t, x, y). Thus we 
have 
/ L’,,,Z,(t, x, y)I < const t-n’2 exp[--(.z - y)“/@]. (5.10) 
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Also further estimates for the derivatives of L&Z,(t, X, y) can be obtained 
similarly. Thus the property that Ll,,Z(t, X, y) E %‘:n,2 has been proved. 
We proceed to verify the property (iii). In order to see the validity of (4.9) it 
is sufficient to prove that Z(t, X, y) satisfies the estimate 
Z(t, x, y) - (4~~t)-(~-~)!~ exp 
[ 
- (’ Try)‘] / 
1 
(x - YY < const t--(n-2)/2 exp - ____ 
yt I 
, 
for some y > 0. Since Zz(t, ~,y) E %?(+a),a, we shall estimate Zr(t, x, y). If 
/ x - y / > 6, then owing to the obvious inequality t-l/2 exp(-P/yt) < 
(r/2e P)l12 (t > 0) we obtain (5.11). 
We consider the case 1 x - y 1 < 6. Let S, = S n S(X, 26). For z E S\S, and 
u E [0, l] the inequality 1 z - ox - (1 - u)y j 3 6 holds. 
We write Zl(t, x, y) as 
Since the domain of the second integral in (5.12) h as a positive distance greater 
than 6 from both x and y, we have the estimate 
Z12(t, x, y) < const t-(n-2)j2 exp[-(x - y)“/@]. (5.13) 
Using the equality (2.9) we can write 
Z,,(t, x, y) = 4(47T-T~+l exp[-(x - y)2/4t] i,l (1 - ~)-?~/%-“~a do 
1 ’ - ux - (l - dy I2 x J, exp [- -__-__ dS 
4t(l - Is)0 1 * . 
(5.14) 
Define z, = ~(5~) E S, as the closest point to (TX -1 (1 - u)y. Then we have 
1 z, - (TX - (I - u)y 1 < const(l - u) 0(x - y)“. 
Expanding [z(c) - ox - (I - u)y12 around 5 = 5, , we get 
[@I - ux - (1 - 4Yl” 
(5.15) 
= [q, - 0% - (1 - u)rl” + glc&J(P - 5,9(1’ - 5,‘) + ro(~,~, 4, (5.16) 
where 
I r&, y, z>I < const[l x - Y 1’ I i - i, I2 + I 5 - 5, I”]. (5.17) 
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Then the spatial integral in (5.14) becomes 
s [ exp - I .z - SC3 ; O)Y I2 ] d&T, UC7 
= exp 
[ 
- ’ z” -gY; “jY I2 ] (I, + I, + IJ, (5.18) 
where 
= [47d(l - 5)a](+1)‘2, (5.19) 
Iz=Jg exp[- gkz(%)(i~ - 5,“KZ - LZ) 
4t(1 - u)u 1 6 
X exp 
i [- 
y&7 Y> 4 
4t(1 - u), ] (g(4)‘~” - (&J)“‘~ d5- 
(5.21) 
Here 3, is an open set in Rn-l. 
In the integrand of I,, the distance between 5 and 5, is greater than some 
positive number. Thus I2 has the estimate with some q , c2 > 0 
< const[t(l - a)~]~/~. (5.22) 
For 1, we have 
-c ISI -+ Is2 . (5.23) 
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If we take 6 sufficiently small, then on account of (5.17) and the inequality 
~ exp A - I 1 < 1 A / exp / A / we obtain with some E > 0 
< const{/ x - y I’[t(l - a)~](~-~)!~ + [t(l - a)~]“‘~}. 
Also since ](g(z))li2 - (g(.zu))l12 ~ < const 1 5 - 5, /, we obtain 
(5.24) 
= const[t(l - o)u]~~‘~. (5.25) 
Then substituting these estimates for I1 , I2 , I, =y I,, + I32 in (5.18) yields 
!=f=&;+] dS; = [4xt(] - u)(s](n-1):2 + I4, (5.26) 
where 
and 
/ I, j < const(t(n-l)‘z(x - y)” + tn12}(l - 17)12/~&~. 
In proving (5.28) we have made use of the obvious inequality 1 exp(--A) 
Al/2 (A > 0). 
Consequently substituting (5.26) and (5.28) in (5.14), we obtain 
[ 
(x - Y)” Z,,(t, 2, y) - (47~t)-(+~)/~ exp - --- 
4t II 
< const t-(n-2)12 exp [ - 6 - ry . ?Jt 1 
Thus the property (iii) has been proved. 
6. A GEOPHYSICAL PROBLEM 
- 
(5.27) 
(5.28) 
1 ’ < 
(5.29) 
In this section we shall treat a geophysical problem which is formulated 
analogously to the previous one. Ivanov et ~2. [7] hav-e considered an inverse 
problem concerning the radioactive disintegration in the crust of the earth. The 
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disintegration is assumed to be concentrated on a surface in the crust and acts as 
a heat source. Then the problem is to obtain the intensity of the heat source from 
the temperature distribution on the same surface. Ivanov et al. have solved this 
problem for a region in R2 by spatially discretizing the heat equation and 
reducing it to solving integral equations of the Abel type. 
After reformulation the problem is expressed as 
Llu(t, x) - (2/2l)u(t, x) +f(t, x)6, == 0, (t, x) E (0, T) x Q, (6.1) 
u(0, x) = 0, x E -Q, (6.2) 
u(t, x) = 0, (t, X)E(O, T) x 2-q (6.3) 
where u(t, x) andf(t, X) denote the temperature and the unknown intensity of the 
heat source, respectively. The distance between the boundary 2Q and the 
surface S (C Q) is assumed to be positive. On the right-hand side of (6.1) the 
notation 6, means the concentration of the heat source on S. Here also S and 2Q 
are assumed to satisfy the conditions on the boundary stated in Section 2. The 
boundary condition (6.3) can be replaced with any linear one. The parameter T 
is fixed as a positive number. Then we require a formula which gives the intensity 
of the heat source f(t, X) by observing the temperature on the surface S: 
$4 x) = 46 x), (t, x)E(O, T) x S. (6.4) 
The Green function for (6.1) under the boundary condition (6.3) is expressed 
as 
G(f, x, Y) = K(t, x - Y) + h(t, x, Y), (6.5) 
where h(t, X, y) is a function of class Ccc of (t, x, y) E (0, CO) x 52 x Q such that 
(d, - 2/2t) h(t, X, y) =- 0 for (t, x, y) E (0, co) x Q x Q and K(t, x - y) + 
h(t, X, y) = 0 for (t, X, y) E (0, co) x 2SJ x 9. Then the function 
is regarded as the solution to (6.1)-(6.3). 
Therefore the problem is to solve the integral equation 
#(t, x) = I‘,’ s, G(t - 7, x, Y)~(T, Y) 6 d7 
(6.6) 
with respect to f(t, x). 
Noting that the principal part of the kernel G(t, x, y), (t, X, y) E (0, CO) x S x S, 
is K(t, x - y), we have the solution to (6.7) in the form 
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where A’ is the Laplace operator on S. The kernel F(t, x, y) is given by 
F(t, %Y) = 4K(t, x - y) + .,‘j/(t - T, x, z)~K(T, .z - y)dS,d~. (6.9) 
Here Y(t, x, y) is the solution to the integral equation 
YCt> x, Y) = G,,Y(t, x> Y) t nit js Ytt - 7, x, W;,,~)(T, z, Y) dS, dr, 
(6.10) 
where Li I s A,’ - ii/tit and 
Y(t, x, y) = s,t jS 4K(t - T, x - z) G(T, 2, y) dS, dT. 
Letting %;-a (u < (n + I )/2), H, , H, i-1I9 be the function spaces previously 
defined, we have the following theorem. First, we see that F(t, x, y) E ‘Gn,2 and 
F(t, x, y) - 4K(t, x, y) E Vni2 . Then we have 
THEOREM 6.1. Let the intensity of the heat sowce f (t, x) be continuous and 
bounded on (0, T) x S and satisfy the Hiilder condition (4.11) for some 01 E (0, 11. 
Then the inverse formula (6.8) is valid. Also the assertions (i) and (ii) of Theorem 4.2 
are valid in this case. 
ACKNOWLEDGMENX 
The author would like to thank Professor Y. Sakawa, Assistant Professor H. Kimura, 
Doctor Y. Inoue, and Doctor N. Fujii, Osaka University, for their useful suggestions 
and constant encouragement throughout this work. 
REFERENCES 
1. A. FRIEDMAN, Interior estimates for parabolic systems of partial differential equations, 
J. Math. Mech. 7 (1958), 393-417. 
2. A. FRIEDMAN, Boundary estimates for second order parabolic equations and their 
applications, J. Math. Me&. 7 (1958), 771-792. 
3. A. FRIEDMAN, “Partial Differential Equations of Parabolic Type,” Prentice-Hall, 
Englewood Cliffs, N. J., 1964. 
4. M. GEVREY, Sur les equations aux dCrivCes partielles du type parabolique, J. Math. 
Pures A&$. 9 (1913), 305-471. 
5. S. IT6, A boundary value problem of partial differential equations of parabolic type, 
Duke Math. J. 24 (1957), 299-312. 
6. S. IT& Fundamental solutions of parabolic differential equations and boundary 
value problems, Japan 1. Math. 27 (1957), 55-102. 
7. V. T. IVANOV, G. P. SMIRNOV, AND F. V. LUBYSHEV, Direct and inverse boundary 
value problems for the heat equation, Diflerential Equations 8 (1972), 1569-1673. 
AN INVERSE PROBLEM 277 
8. L. I. KAMYNIN, Gevrey’s theory for parabolic potentials, V, Differential Equations 8 
(1972), 373-384. 
9. M. M. LAVRENTIEV, V. G. VASILIEV, AND V. G. ROMANOV, “Multidimensional 
Inverse Problems for Differential Equations,” Lecture Notes in Mathematics No. 167, 
Springer-Verlag, Berlin/Heidelberg/New York, 1970. 
10. W. POGORZELSKI, Proprietes des integrales de l’equation parabolique normale, Ann. 
Polon. Math. 4 (1957), 61-92. 
11. W. POGORZELSKI, PropriB& des d&iv&es tangentielles d’une inttgrale de l’equation 
parabolique, Richerche Math. 6 (1957), 162-194. 
409!65/2-3 
