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0. INTRODUCTION
This paper is concerned with the problem of recovering a kernel h
depending on two variables t and s in an evolution integrodifferential
equation involving the two time variables t and s. A differential prototype
w xfor similar questions goes back to the papers 6, 1 .
The present model may be interpreted as a generalization of the
corresponding well-known model for thermic materials with memory to the
case of memories related to several time variables. We note that, while the
Ž wcase of memory related to one time variable is well studied cf. 2]5, 7,
x.11 , the case of multitime memory problems does not seem, to the
author’s knowledge, to have been investigated.
w U x2We can now pose our problem: determine a pair of functions u: 0, T
w U x2= V “ R and h: 0, T “ R such that
D u t , s, x q D u t , s, x y Au t , s, xŽ . Ž . Ž .t s
st
s f t , s, x q dt h t y t , s y s Bu t , s , x ds ,Ž . Ž . Ž .H H
0 0
2Uw xt , s, x g 0, T = V ,Ž .
Uw xu t , 0, x s u t , x , t , x g 0, T = V , 0.1Ž . Ž . Ž . Ž .1
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Uw xu 0, s, x s u s, x , s, x g 0, T = V ,Ž . Ž . Ž .2
w U xu t , s, x s 0, t , s, x g 0, T = › V ,Ž . Ž .
2Uw xf x u t , s, x dx s k t , s , t , s g 0, T .Ž . Ž . Ž . Ž .H
V
Here V is an open set in Rn while A and B are linear second-order
differential operators with variable coefficients depending on x only:
n
Au x s a x D D u xŽ . Ž . Ž . Ž .Ý i , j i j
i , js1
n
q a x D u x q a x u x , x g V , 0.2Ž . Ž . Ž . Ž . Ž .Ý j j
js1
n
Bu x s b x D D u xŽ . Ž . Ž . Ž .Ý i , j i j
i , js1
n
q b x D u x q b x u x , x g V . 0.3Ž . Ž . Ž . Ž . Ž .Ý j j
js1
A basic requirement is that A should be uniformly elliptic. Consequently,
under our assumptions the differential operator D q D y A turns out tot s
be ultraparabolic.
We observe that the aim of this work consists of proving a local in time
existence, uniqueness, and continuous dependence result. Note that prob-
Ž . Ž .lem 0.1 is not linear because the unknown is the couple u, h . If we fix a
Banach space X of functions defined on V, this problem can be written in
w U x2the following abstract form: determine a pair of functions u: 0, T “ X
w U x2and h: 0, T “ R such that
D q D y A u t , sŽ . Ž .t s
st 2Uw xs dt h t y t , s y s Bu t , s ds q f t , s , t , s g 0, T ,Ž . Ž . Ž . Ž .H H
0 0
w U xu t , 0 s u t , t g 0, T , 0.4Ž . Ž . Ž .1
w U xu 0, s s u s , s g 0, T ,Ž . Ž .2
2Uw xF u t , s s k t , s , t , s g 0, T .Ž . Ž . Ž .
It is known that in inverse problems, the main purpose is to prove a
continuous dependence of the solution on the data rather than to prove
ULTRAPARABOLIC INTEGRODIFFERENTIAL EQUATION 419
the existence under minimal regularity assumptions. Consequently, we
Ž .differentiate the equation in 0.4 first with respect to variable s and then
with respect to variable t. Then, we apply the linear functional F and
operator A to the equation so obtained. Proceeding in this way, we can
Ž .reduce problem 0.4 to a fixed point problem for functions h and
D D Au. Then, we prove that for small enough T and smooth enought s
Ž .data, our problem admits a unique solution h, u . Finally, we can show
Ž .that problem 0.4 is uniquely solvable.
Ž .As far as the abstract identification problem 0.4 is concerned, the main
results can be collected in the following two Theorems A and B, the first
ensuring an existence and uniqueness result, the latter devoted to showing
that, essentially under the same assumptions of Theorem A, we can
Ž .guarantee that the solution u, h continuously depends on the data
Ž .f , u , u , k . Theorem B will be proved in a subsequent paper.1 2
THEOREM A. Suppose that the assumptions H1]H8 and the compatibility
Ž U xconditions H9]H16 of Section 2 are fulfilled. Then, there exists T g 0, T0
Ž . Ž . 1qa Žw x2 .such that problem 0.4 admits a unique solution h, u g C 0, T =0
2qa Žw x2 Ž .. Ž . 1qa Žw x2 Ž ..C 0, T ; D A with h 0, 0 s 0, D D u g C 0, T ; D A and0 t s 0
2 2 a Žw x2 Ž ..D D u, D D u g C 0, T ; D A .t s s t 0
Ž . 1qa Žw U x2 . 2qa Žw x2THEOREM B. Assume that h , u g C 0, T = C 0, T* ;j j
Ž .. Ž . Ž .D A is a solution to problem 0.4 with h 0, 0 s 0, D D u gj t s j
1qa Žw x2 Ž .. 2 2 a Žw x2 Ž ..C 0, T* ; D A and D D u , D D u g C 0, T* ; D A corre-t s j s t j
Ž . Ž .sponding to the data f , u , u k j s 1, 2 satisfying, in addition to thej 1, j 2, j j
properties H1]H8 and the consistency conditions H9]H16, also the condi-
tion
5 5 1q a UD D u F N j s 1, 2 0.5Ž . Ž .C Žw0, T x ; DŽ A..t s j
for some positi¤e constant N. Then, the following estimate holds:
5 5 2q a U 5 5 1q a U 2u y u q h y hC Žw0, T x ; DŽ A.. C Žw0, T x .2 1 2 1
5 5 1q a Uq D D u y D D u C Žw0, T x ; DŽ A..t s 2 t s 1
5 5F C f y f , u y u , u y u q k y k .Ž .Ž .K2 1 1, 2 1, 1 2, 2 2, 1 2 1E
0.6Ž .
Here E is a suitable Banach space, K is the Banach space defined in H5, and
C is a positi¤e constant continuously and increasingly depending on N, x , x1 2
Ž . Ž . Ž .cf. H2 , and the norms of f , u , u and k j s 1, 2 in E and K,j 1, j 2, j j
respecti¤ely.
Theorem B gives a global in the continuous dependence under the
Ž .additional condition 0.5 . However, under the assumptions listed in Theo-
L. LORENZI420
Ž . U Ž .rem A, we can drop conditions 0.5 provided we replace T by min T , T ,1 2
Ž . Ž . Ž .0, T being the existence interval related to the solution h , u j s 1, 2 .j j j
In some sense, Theorem B justifies the huge amounts of assumptions
needed to prove Theorem A. In fact, the long list of assumptions H1]H16
are not only technical, but they are in a sense appropriate if we bear in
mind that, in many identification problems, the basic point consists in
establishing a continuous dependence result. Indeed, in our case, they
Ž .essentially guarantee also existence and uniqueness.
Ž .The abstract result of this paper is applied cf. Section 8 to the case
p ‘Ž . Ž Ž .. Ž . Ž .where X s L V p g 1, ‘ , X s L V , and X s C V , V denoting
any open and bounded set in Rn with a boundary › V of class C 2.
1. PRELIMINARIES
In this section, we introduce the functional spaces we deal with through-
out this paper.
Ž .DEFINITION 1.1. For any T , T , T g R = R = R, any k g N, any1 2 3 q
a g R , and any Banach space Y, we setq
5 5w x w xB 0, T ; Y s f : 0, T “Y : f s sup f t -q‘ ,Ž .Ž . BŽw0, T x ; Y . Y1 1½ 51
w xtg 0, T1
w x w xC 0, T = T , T ; YŽ .b 1 2 3
w x w xs f g C 0, T = T , T ; Y :Ž .1 2 3½
5 5f s sup f t , x - q‘ ,Ž .C Žw0, T x=wT , T x ; Y . Y 5b 1 2 3
Ž . w x w xt , x g 0, T = T , T1 2 3
k w x w xC 0, T = T , T ; YŽ .b 1 2 3
k w x w xs f g C 0, T = T , T ; Y :Ž .1 2 3½
5 5 k 5 b 5f s D f - q‘ ,ÝC Žw0, T x=wT , T x ; Y . C Žw0, T x=wT , T x.b 1 2 3 b 1 2 3 5
< <b Fk
a w x w xC 0, T = T , T ; YŽ .b 1 2 3
¡
w a x~ w x w xs f g C 0, T = T , T ; Y :Ž .b 1 2 3¢
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b b¡ D f t , s y D f t , sŽ . Ž .2 2 1 1b ~D f s sup ,w xay a , ‘ Ž w x.ay a r2¢ 2 2< < < <t y t q s y s2 1 2 1
ƒ¥w x w xt , s , t , s g 0, T = T , T , t , s / t , s - q‘Ž . Ž . Ž . Ž .1 1 2 2 1 2 3 1 1 2 2 §
ƒ¥< < w xfor any multi-index b such that b s a .§
a Žw x w x .C 0, T = T , T ; Y is normed byb 1 2 3
5 5 af C Žw0, T x=wT , T x ; Y .b 1 2 3
b b5 5s D f q D f .Ý ÝC Žw0, T x=wT , T x ; Y . w xay a , ‘b 1 2 3
< < w x < < w x0F b F a b s a
w x w xWe have used here the notation R s y‘, q‘ , a s the largest integer
not exceeding a .
Ž .DEFINITION 1.2. Let X and A: D A ; X “ X be a Banach space
and an infinitesimal generator of an equibounded analytic semigroup in X,
Ž .  4respectively. Then, for any a g 0, 1 and any k g N j 0 , the vector
Ž .space D k q a , ‘ is defined byA
D k q a , ‘Ž .A
k k 1ya kw xs x g D A : A x s sup t A exp tA A x - q‘ .Ž . Ž .Ž .D a , ‘½ 5A
t)0
Ž .D k q a , ‘ turns out to be a Banach space when endowed with the normA
k
j k5 5 5 5 w xx s A x q A x , ; x g D k q a , ‘ .Ž .Ž .D a , ‘ÝD Žkqa , ‘. AAA
js0
2. STATEMENT OF THE PROBLEM
This section is devoted to the study of the following integrodifferential
Ž U xidentification problem: determine a positi¤e number T g 0, T and two
w x2 w x2functions u: 0, T “ X, h: 0, T “ R such that
D q D y A u t , sŽ . Ž .t s
st
s dt h t y t , s y s Bu t , s ds q f t , s ,Ž . Ž . Ž .H H
0 0
2w xt , s g 0, T ,Ž .
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w xu t , 0 s u t , t g 0, T ,Ž . Ž .1
w xu 0, s s u s , s g 0, T ,Ž . Ž .2 2.1Ž .
2w xF u t , s s k t , s , t , s g 0, T .Ž . Ž . Ž .
We make the following assumptions:
Ž . UH1. F g L X ; R [ X ;
y1 w Ž .xH2. x [ F Bu 0 / 0;1
Ž .H3. A: D A ; X “ X is an invertible closed linear operator
Ž .  < < 4whose resolvent set r A contains the angle S s l g C: arg l - f jf
 4 Ž . Ž .y10 for some f g pr2, p . Moreover, the resolvent operator lI y A
5Ž .y1 5 < <y1satisfies lI y A F M l for any l g S and some positiveL Ž X . 0 f
constant M ;0
Ž . Ž .H4. B: D B ; X “ X is a closed linear operator with D B >
Ž .D A ;
4qa Žw U x2 .H5. k g C 0, T ; R ;
3qa Žw U x2 Ž 3.. 4qa Žw U x2 .H6. f g C 0, T ; D A l C 0, T ; X ;
3qa Žw U x Ž 4 .. X a Žw U x Ž ..H7. u g C 0, T ; D A , Bu g C 0, T ; D A lj j
Žw U x Ž .. Ž .C 0, T ; D 1 q a , ‘ j s 1, 2 ;A
Y Ž X Ž .. Y Ž X Ž ..H8. Bu y B Au q D f ?, 0 , Bu y B Au q D f 0, ? g1 1 t 2 2 s
Žw U x Ž .. Ž . Ž .B 0, T ; D a , ‘ , Bu 0 g D 1 q a , ‘ .A 1 A
Moreover, the data have to satisfy the following compatibility conditions:
YŽ . Y Ž . Ž X Ž . X Ž .. Ž . Ž .H9. u 0 y u 0 y A u 0 y u 0 y D f 0, 0 q D f 0, 0 s 0;1 2 1 2 t s
Z Ž . Z Ž . Ž YŽ . Y Ž .. 2 Ž . 2 Ž .H10. u 0 y u 0 y A u 0 y u 0 y D f 0, 0 q D f 0, 0 s 0;1 2 1 2 t s
Ž YŽ . X Ž . Ž .. Ž .H11. A u 0 y Au 0 y D f 0, 0 y D D f 0, 0 s 0;1 1 t t s
Ž . Ž . X Ž . X Ž . Ž . Ž .H12. u 0 s u 0 , u 0 q u 0 y Au 0 s f 0, 0 ;1 2 1 2 1
2 Ž . 2 Ž . w YŽ . Ž X Ž . Ž ..H13. D D k 0, 0 qD D k 0, 0 qF Au 0 yA Au 0 qD f 0, 0t s s t 1 1 t
Ž .xyD D f 0, 0 s 0;t s
w x Ž . w x Ž .H14. F u ’ k ?, 0 , F u ’ k 0, ? ;1 2
Ž . Ž . w Ž .x w xH15. D k ?, 0 q D k ?, 0 y F f ?, 0 y F Au ’ 0;t s 1
Ž . Ž . w Ž .x w xH16. D k 0, ? q D k 0, ? y F f 0, ? y F Au ’ 0.t s 2
Remark 2.1. We stress that the consistency conditions H9]H16 are
Ž . Ž .necessary for a solution u, h to problem 2.1 to exist in the spaces
pointed out in the statement of Theorem A.
ULTRAPARABOLIC INTEGRODIFFERENTIAL EQUATION 423
Remark 2.2. Under assumption H3, operator A turns out to be the
 t A4 Ž .generator of an equi-bounded semigroup e ; L X , not necessarilyt G 0
strongly continuous at t s 0, satisfying
5 k t A 5 ykA e F Mt , ; t g R , k s 0, 1, 2, M g R , 2.2Ž .L Ž X . q q
5 t A 5 y1qa 5 5Ae x F t x , ; t g R , ; x g D a , ‘ . 2.3Ž . Ž .D Ža , ‘. q AA
Ž . Ž .Remark 2.3. According to the inclusion D A ; D B , we can define
BAy1 in the whole of X. Since it is a closed operator, according to the
y1 Ž .closed graph theorem, we get BA g L X . This fact will be used
throughout this paper.
Ž .Remark 2.4. The assumption 0 g r A is not restrictive, as can be seen
Ž . Ž .by replacing the unknown u, h and the datum f , k, u , u , respectively,1 2
ylŽ tqs.Ž . Ž . Ž . Ž . Ž .by u, h and f , k, u , u , where u t, s s e u t, s , h t, s s1 2
ylŽ tqs. ylŽ tqs. ylŽ tqs.Ž . Ž . Ž . Ž . Ž . Ž .e h t, s , f t, s s e f t, s , k t, s s e k t, s , u t s1
yl t yl sŽ . Ž . Ž .e u t , u s s e u s , and 2l is a suitable positive constant con-1 2 2
tained in the resolvent of A.
U 2 ˜ U 2w x w xThen we introduce the functions g : 0, T “ X, k : 0, T “ Xj
Ž .j s 1, 2 defined by
yuY ty s qAuX t y s qD f ty s, 0 , 0 F s F t F TU ,Ž . Ž . Ž .1 1 t
g t , x sŽ . Y X U½ yu sy t qAu s y t qD f 0, sy t , 0 F t F s F T ,Ž . Ž . Ž .2 2 s
2.4Ž .
¡ 2 UD Ag t , s q D D f t , s , 0 F s F t F T ,Ž . Ž .t t s
2~k˜ t , s s D Ag t , s q D D f t , sŽ . Ž . Ž .1 t t s
U¢ qA Ag t , s q D D f 0, s y t , 0 F t F s F T ,Ž . Ž .Ž .t s
2.5Ž .
¡ 2AD g t , s q D D f t , sŽ . Ž .s s t
U~˜ qA Ag t , s q D D f t y s, 0 , 0 F s F t F T ,Ž . Ž .k t , s s Ž .Ž . t s2
U2¢AD g t , s q D D f t , s , 0 F t F s F T .Ž . Ž .s s t
2.6Ž .
Remark 2.5. It is easy to check that, under assumptions H2]H8, the
˜ ˜functions g, k , k enjoy the following properties:1 2
Ž . 1Žw U x2 Ž .. Ž . Ž . 1qa Žw U x Ž ..i g g C 0, T ; D A , g ?, 0 , g 0, ? g C 0, T ; D A ,
Ž . Ž . Žw U x Ž ..Bg ?, 0 , Bg 0, ? g B 0, T ; D a , ‘ ;A
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Ž . Ž . Ž . Ž . Ž .ii Ag t, s q D D f 0, s y t and Ag t, s q D D f t y s, 0 be-t s t s
Ž . U Ulong to D A for any 0 F t F s F T and any 0 F s F t F T , respec-
tively;
˜ a U 2 ˜ ˜ UŽ . Žw x . Ž . Ž . Žw x Ž ..iii k g C 0, T ; X , k ?, 0 , k 0, ? g B 0, T ; D a , ‘j j j A
Ž .j s 1, 2 ;
Ž . Ž Y X Ž .. Ž . Ž Y Xiv A yu q Au q D f ?, 0 q D D f ?, 0 , A yu q Au q1 1 t t s 2 2
Ž .. Ž . Žw U x Ž ..D f 0, ? q D D f 0, ? g B 0, T ; D a , ‘ .s t s A
3. AN EQUIVALENT IDENTIFICATION PROBLEM
Ž . Ž .Suppose that h, u is a solution to problem 2.1 belonging to
1q a Žw x2 . 2q a Žw x2 Ž ..C 0, T = C 0, T ; D A and such that D D u gt s
1qa Žw x2 Ž .. 2 2 a Žw x2 Ž .. Ž U .C 0, T ; D A , D D u, D D u g C 0, T ; D A T F T .t s s t
Then, the function w s D D u turns out to be a solution int s
1qa Žw x Ž ..C 0, T ; D A to the following Cauchy problem:
D w t , s q D w t , s y Aw t , sŽ . Ž . Ž .t s
st
s D D f t , s q dt h t y t , s y s Bw t , s dsŽ . Ž . Ž .H Ht s
0 0
st X Xq h t , s Bu t y t dt q h t , s Bu s y s dsŽ . Ž . Ž . Ž .H H1 2
0 0
2w xqh t , s Bu 0 , t , s g 0, T ,Ž . Ž . Ž .1 3.1Ž .
Y X w xw t , 0 s yu t q Au t q D f t , 0 , t g 0, T ,Ž . Ž . Ž . Ž .1 1 t
Y X w xw 0, s s yu s q A s q D f 0, s , s g 0, T .Ž . Ž . Ž . Ž .2 2 s
Ž .Moreover, applying F to the differential equation in 3.1 , we get
h t , s s N h , w t , sŽ . Ž . Ž .
2 2s x D D k t , s q D D k t , s y F Aw t , sŽ . Ž . Ž .t s t s
st
yF D D f t , s y dt h t y t , s y s F Bw t , s dsŽ . Ž . Ž .H Ht s
0 0
t Xy h t , s F Bu t y t dtŽ . Ž .H 1
0
s
Xy h t , s F Bu s y s ds . 3.2Ž . Ž . Ž .H 2
0
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We now state the following theorem, whose proof can be easily shown. For
w xa more general situation see 8 .
THEOREM 3.1. Suppose that
Ž .K1. A: D A ; X “ X is a generator of an analytic semigroup
 t A4e in X ;t G 04
a Žw x Ž .. 1q a Žw x . X Žw xK2. w g C 0, T ; D A l C 0, T ; X , w g B 0, T ;j j
Ž .. Ž .D a , ‘ j s 1, 2 ;A
1qa Žw x2 .K3. f g C 0, T ; X ;
Ž . Ž . Žw x Ž ..K4. Aw q f ?, 0 , Aw q f 0, ? g B 0, T ; D a , ‘ ;1 2 A
Ž . Ž . X Ž . X Ž . Ž . Ž .K5. w 0 s w 0 , w 0 q w 0 y Aw 0 s f 0, 0 .1 2 1 2 1
Then, the Cauchy problem
2w xD w t , s q D w t , s y Aw t , s s f t , s , t , s g 0, T ,Ž . Ž . Ž . Ž . Ž .t s
w xw t , 0 s w t , t g 0, T ,Ž . Ž .1
w xw 0, s s w s , s g 0, T ,Ž . Ž .2
a Žw x2 Ž ..admits a unique classical solution belonging to C 0, T ; D A l
1qa Žw x2 .C 0, T ; X gi¤en by
u t , s s exp sA w t y sŽ . Ž . Ž .1
s
q exp s y j A f t y s q j , j dj , 0 F s F t ,Ž . Ž .H
0
u t , s s exp tA w s y tŽ . Ž . Ž .2
t
q exp t y j A f j , s y t q j dj , 0 F t - s.Ž . Ž .H
0
By virtue of Theorem 3.1, we deduce that under the assumptions H3,
Ž . Ž .H6, H7, and H9]H10 cf. Lemma 4.3 , the solution w to problem 3.1
is a solution to the following problem: determine a function w g
1qa Žw x2 Ž ..C 0, T ; D A sol¤ing the fixed-point equation
w s M h , w , 3.3Ž . Ž .
where the nonlinear operator M is given by
M h , w t , sŽ . Ž .
s exp min t , s A g t , sŽ . Ž .Ž .
Ž .min t , sq exp j A D D f t y j , s y j djŽ . Ž .H t s
0
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Ž . tyj syjmin t , sq exp j A dt h t y j y t , s y j y sŽ . Ž .H H H
0 0 0
=Bw t , s ds djŽ .
Ž . tyjmin t , s Xq exp j A h t , s y j Bu t y j y t dt djŽ . Ž . Ž .H H 1
0 0
Ž . syjmin t , s Xq exp j A h t y j , s Bu s y j y s ds djŽ . Ž . Ž .H H 2
0 0
Ž .min t , sq exp j A h t y j , s y j Bu 0 dj . 3.4Ž . Ž . Ž . Ž .H 1
0
w x2 Ž .Here g : 0, T “ X is defined by 2.4 .
Ž .Applying the operator A to both sides in 3.3 , we get the following
Ž . Ž .fixed-point problem for Aw, h : determine a pair of functions ¤ , h g
1qa Žw x2 . 1qa Žw x2 . Ž . w x2C 0, T ; X = C 0, T ; R satisfying, for any t, s g 0, T , the
fixed-point system
¤ t , s s A exp min t , s A g t , sŽ . Ž . Ž .Ž .
Ž .min t , sqA exp j A D D f t y j , s y j djŽ . Ž .H t s
0
Ž . tyj syjmin t , sqA exp j A dt h t y j y t , s y j y sŽ . Ž .H H H
0 0 0
=C¤ t , s ds djŽ .
Ž . tyjmin t , s XqA exp j A h t , s y j Bu t y j y t dt djŽ . Ž . Ž .H H 1
0 0
Ž . syjmin t , s XqA exp j A h t y j , s Bu s y j y s ds djŽ . Ž . Ž .H H 2
0 0
Ž .min t , sqA exp j A h t y j , s y j Bu 0 djŽ . Ž . Ž .H 1
0
˜[ M h , ¤ t , s , 3.5Ž . Ž . Ž .
2 2h t , s s x D D k t , s q D D k t , s y F ¤ t , s y F D D f t , sŽ . Ž . Ž . Ž . Ž .t s s t t s½
st
y dt h t y t , s y s F C¤ t , s dsŽ . Ž .H H
0 0
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t Xy h t , s F CAu t y t dtŽ . Ž .H 1
0
s
X ˜y h t , s F CAu s y s ds [ N h , ¤ t , s . 3.6Ž . Ž . Ž . Ž . Ž .H 2 5
0
Ž .DEFINITION 3.1. For any T ) 0, define the vector spaces C a , A, T
Ž . Ž Ž ..and V 1 q a , T a g 0, 1 by
C a , A , TŽ .
2 22qa 1qaw x w xs u g C 0, T ; D A : D D u g C 0, T ; D A ,Ž . Ž .Ž . Ž .½ t s
22 2 a w xD D u , D D u g C 0, T ; D A 3.7Ž . Ž .Ž . 5s t t s
21qa w xV 1 q a , T s ¤ g C 0, T ; X :Ž . Ž .½
y1 y1 w xBA ¤ ?, 0 , BA ¤ 0, ? g B 0, T ; D a , ‘ . 3.8Ž . Ž . Ž . Ž .Ž . 5A
Ž .V 1 q a , T is normed by
1q a 25 5 5 5¤ s ¤ q C¤ ?, 0Ž . Žw x Ž ..B 0, T ; D a , ‘V Ž1qa , T . C Žw0, T x ; X . A
q C¤ 0, ? . 3.9Ž . Ž .Žw x Ž ..B 0, T ; D a , ‘A
Ž .THEOREM 3.2. Under the assumptions H1]H16, to e¤ery solution h, ¤
1qa Žw x2 . Ž . Ž . Ž . Ž .g C 0, T ; R = V 1 q a , T to problem 3.5 ] 3.6 such that h 0, 0
Ž . 1qa w x2 . Ž .s 0, there corresponds a solution h, u g C 0, T ; R = C a , A, T
and ¤ice ¤ersa.
Proof. We begin by observing that, thanks to the previous results, we
Ž . 1qa Žw x2 . Ž . Ž .already know that, if h, u g C 0, T = C a , A, T with h 0, 0 s 0
Ž . Ž . 1qa Žw x2 .is a solution to problem 2.1 , then h, AD D u g C 0, T =t s
1qa Žw x2 . Ž . Ž . Ž .C 0, T ; X solves the problem 3.5 ] 3.6 . Moreover, BD D u ?, 0t s
Ž . w x Ž ..and BD D u 0, ? belong to B 0, T ; D a , ‘ . This follows by differenti-t s A
Ž .ating the differential equation in 2.1 with respect to variable t and s and
Ž . Ž .computing the so obtained functions at the points t, 0 and 0, s , respec-
tively, taking assumptions H7 and H8 into account.
Ž . Ž .Let us now prove that to each solution to problem 3.5 ] 3.6 there
Ž .corresponds a solution to problem 2.1 . For this purpose, suppose that
Ž . 1qa Žw x2 . Ž . Ž . Ž .h, ¤ in C 0, T = V 1 q a , T is a solution to problem 3.5 ] 3.6 .
w x2Then, the function u: 0, T “ X defined by
st y1u t , s s dt A ¤ t , s ds q u t q u s y u 0 3.10Ž . Ž . Ž . Ž . Ž . Ž .H H 1 2 1
0 0
Ž . Ž .is a solution to problem 2.1 . In fact, obviously, u g C a , A, T . More-
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y1 Ž .over, recalling that A ¤ solves problem 3.1 , it can be easily checked
w x2that the function Pu: 0, T “ X defined by
Pu t , s s D u t , s q D u t , s y Au t , s y f t , sŽ . Ž . Ž . Ž . Ž .t s
st
y dt h t y t , s y s Bu t , s ds 3.11Ž . Ž . Ž .H H
0 0
w x2satisfies the equation D D Pu s 0 in 0, T . Then, assumption H12 im-t s
Ž . Ž . w xplies that Pu t, 0 s Pu 0, s s 0 for any t, s g 0, T . Therefore, u turns
out to be a solution to the Cauchy problem
D q D y A u t , sŽ . Ž .t s
st 2w xs dt h t y t , s y s Bu t , s ds q f t , s , t , s g 0, T ,Ž . Ž . Ž . Ž .H H
0 0
w xu t , 0 s u t , t g 0, T ,Ž . Ž .1
w xu 0, s s u s , s g 0, T .Ž . Ž .2
w Ž .x Ž .To conclude the proof, we have only to show that F u t, s s k t, s for
Ž . w x2 y1 Ž .any t, s g 0, T . Since A ¤ solves the differential equation in 3.1 ,
Ž .applying F to such equation and recalling that h is a solution to 3.6 , we
w y1 xeasily conclude that the function F A ¤ y D D k solves the differentialt s
Ž . Ž . w x2equation D w t, s q D w t, s s 0 in 0, T . Indeed, from H14]H16, wet s
deduce that
y1F A ¤ t , 0 y D D k t , 0 s 0,Ž . Ž .t s
y1F A ¤ 0, s y D D k 0, s s 0,Ž . Ž .t s
w x w y1 x w x2for any t, s in 0, T . Hence, F A ¤ s D D k in 0, T . This impliest s
st y1F dt A ¤ t , s dsŽ .H Hž /0 0
st y1s dt F A ¤ t , s dsŽ .H H
0 0
st
s dt D D k t , s dsŽ .H H t s
0 0
s k t , s y k 0, s y k t , 0 q k 0, 0Ž . Ž . Ž . Ž .
s k t , s y F u s y F u t q F u 0Ž . Ž . Ž . Ž .2 1 1
2Ž . w x w xfor any t, s g 0, T . Hence, F u ’ k.
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4. PRELIMINARY LEMMATA
Ž . Ž .DEFINITION 4.1. For any T ) 0, denote by E T and E T the sets1 2
2w xE T s t , s g 0, T : 0 F s F t ,Ž . Ž . 41
2w xE T s t , s g 0, T : 0 F t F s .Ž . Ž . 42
1qa Žw x2 . Ž Ž ..LEMMA 4.1. Suppose that g g C 0, T ; X a g 0, 1 . Then, the1
w x2function w : 0, T “ X defined by1
Ž .min t , s
w t , s s A exp j A g t y j , s y j y g t , s dj ,Ž . Ž . Ž . Ž .H1 1 1
0
2w x; t , s g 0, T ,Ž .
a Žw x2 .belongs to C 0, T ; X and satisfies the estimate
5 5 a 2 1ya 5 5 1q a 2w F 2 M max T , T g , 4.1Ž . Ž .C Žw0, T x ; X . C Žw0, T x ; X .1 1
Ž .M being the positi¤e constant appearing in 2.5 .
Ž . w x2 Ž . Ž .Proof. Fix t , s g 0, T j s 1, 2 and observe that, if min t , s Fj j 1 1
Ž .min t , s , then2 2
w t , s y w t , sŽ . Ž .1 2 2 1 1 1
Ž .min t , s2 2F A exp j A g t y j , s y j y g t , s djŽ . Ž . Ž .H 1 2 2 1 2 2
Ž .min t , s1 1
Ž .min t , s1 1q A exp j A g t y j , s y j y g t , sŽ . Ž . Ž .H 1 2 2 1 2 2
0
y g t y j , s y j q g t , s djŽ . Ž .1 1 1 1 1 1
Ž . jmin t , s2 2 y1F M j D g t y r , s y rŽ .H H t 1 2 2
Ž .min t , s 01 1
q D g t y r , s y r dr djŽ .s 1 2 2
Ž . jmin t , s1 1 y1q j D g t y r , s y rŽ .H H r 1 2 2
0 0
y g t y r , s y r dr djŽ .1 1 1
1ya 5 5 2 5 5 2F MT D g q D gŽ .CŽw0, T x ; X . CŽw0, T x ; X .t 1 s 1
ar22 2< < < <= t y t q s y s2 1 2 1
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w x w xa 2 a 2qMT D g q D gŽ .Žw x . Žw x .C 0, T ; X C 0, T ; Xt 1 s 1
ar22 2< < < <= t y t q s y s2 1 2 1
1ya 5 5 a 2 5 5 a 2F M max T , T D g q D gŽ . Ž .C Žw0, T x ; X . C Žw0, T x ; X .t 1 s 1
ar22 2< < < <= t y t q s y s . 4.2Ž .2 1 2 1
Moreover,
5 5 2 5 5 2 5 5 2w F MT D g q D g . 4.3Ž .Ž .C Žw0, T x ; X . CŽw0, T x ; X . CŽw0, T x ; X .1 t 1 s 1
Ž . Ž . Ž .Taking advantage of 4.2 and 4.3 , we easily get 4.1 .
a Žw x2 . Ž . Ž .LEMMA 4.2. Let g g C 0, T ; X with g ?, 0 and g 0, ? belonging to
Žw x Ž .. w x2B 0, T ; D a , ‘ . Then the function w : 0, T “ X defined byA 2
w t , s s exp min t , s A g t , sŽ . Ž . Ž .2
a Žw x2 .belongs to C 0, T ; X and fulfills the following estimate:
5 5 a 2w C Žw0, T x ; X .2
1ya y1 5 5 a 2F 2 1 q a M gŽ . C Žw0, T x ; X .
1ya y1q 2 a max g ?, 0 , g 0, ? .Ž . Ž .Žw x Ž .. Žw x Ž ..Ž .B 0, T ; D a , ‘ B 0, T ; D a , ‘A A
4.4Ž .
1Žw x2 . Ž . Ž .In particular, if g g C 0, T ; X and g 0, ? ’ 0 or g ?, 0 ’ 0, then
5 5 a 2w C Žw0, T x ; X .2
2ya y1 1ya 5 5 1 2F 2 1 q a M max T , T gŽ . Ž . C Žw0, T x ; X .
1ya y1q 2 a max g ?, 0 , g 0, ? .Ž . Ž .Žw x Ž .. Žw x Ž ..Ž .B 0, T ; D a , ‘ B 0, T ; D a , ‘A A
4.5Ž .
Ž .Proof. To prove 4.4 , first we observe that
2
25 5 w xw t , s F M g ; t , s g 0, T . 4.6Ž . Ž . Ž .C Žw0, T x ; X .2
a Žw x2 .To show that w belongs to C 0, T ; X , it suffices to prove that it2
a Ž Ž . . a Ž Ž . .belongs to C E T ; X l C E T ; X . We will limit our proof to the1 2
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Ž . Ž . Ž . Ž .case of E T , the other one being similar. We fix t , s g E T j s 1, 2 ,1 j j 1
s F s , and observe that1 2
w t , s y w t , sŽ . Ž .2 2 2 2 1 1
F exp s A g t , s y g t , sŽ . Ž . Ž .2 2 2 1 1
q exp s A y exp s A g t , s y g t , 0Ž . Ž . Ž . Ž .2 1 1 1 1
q exp s A y exp s A g t , 0Ž . Ž . Ž .2 1 1
ar22 2
a < < < <w xF M g t y t q s y sŽ Ž . .C E T ; X 2 1 2 11
s2 y1qa
aw xq M g j djŽ Ž . .C E T ; X H1
s1
s2 ay1q j sup g t , 0 djŽ . Ž .H D a , ‘A
s w x1 tg 0, T
ar22 2y1
a < < < <w xF 1 q a M g t y t q s y sŽ . Ž Ž . .C E T ; X 2 1 2 11
ay1 < <q a g ?, 0 s y s .Ž . Žw x Ž ..B 0, T ; D a , ‘ 2 1A
By the same arguments, we can prove the estimate
y1 y1
aaw x w xw FM 1qa g qa g 0, ? .Ž . Ž .Ž Ž . . Žw x Ž ..C E T ; XŽ Ž . . B 0, T ; D a , ‘C E T ; X2 22 A
Then, using the inequality
w x a 2 1ya w x a w x aw F 2 max w , wŽ Ž . . Ž Ž . .Ž .Žw x . C E T ; X C E T ; XC 0, T ; X 1 2
2a w x;w g C 0, T ; X ,Ž .
Ž .it is easy to derive estimate 4.4 .
Ž . 1Žw x2 .To derive 4.5 , it suffices to observe that, if g g C 0, T ; X and
Ž . Ž .g 0, ? ’ 0 or g ?, 0 ’ 0, then
1ya 2 25 5 5 5g t , s y g t , s F T D g q D gŽ . Ž . Ž .CŽw0, T x ; X . CŽw0, T x ; X .2 2 1 1 t s
ar22 2< < < <= t y t q s y s 4.7Ž .2 1 2 1
and
2
2 25 5 5 5 w xg t , s F T D g q D g ; t , s g 0, T .Ž . Ž .Ž .CŽw0, T x ; X . CŽw0, T x ; X .t s
4.8Ž .
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Hence,
5 5 a 2 1ya 5 5 1 2g F 2 max T , T g . 4.9Ž . Ž .C Žw0, T x ; X . C Žw0, T x ; X .
a Žw x2 . Ž Ž ..LEMMA 4.3. Suppose that w g C 0, T ; R a g 0, 1 , c g
Žw x2 . Žw x . w x2C 0, T ; X , and r g C 0, T ; X . Then the functions g : 0, T “ Xj
Ž .j s 1, 2, 3 defined by
st
g t , s s dt w t y t , s y s c t , s ds ,Ž . Ž . Ž .H H1
0 0
t
g t , s s w t y t , s r t dt ,Ž . Ž . Ž .H2
0
s
g t , s s w t , s y s r s ds ,Ž . Ž . Ž .H3
0
a Žw x2 .belong to C 0, T ; X and satisfy the following inequalities:
5 5 a 2 1ya r2 2ya 2g F 2 q 1 max T , TŽ . Ž .C Žw0, T x ; X .1
=5 5 a 2 5 5 2w c , 4.10Ž .C Žw0, T x . CŽw0, T x ; X .
5 5 a 2 1yag F 2 max T , TŽ .C Žw0, T x ; X .j
5 5 a 2 5 5= w r , j s 2, 3. 4.11Ž .C Žw0, T x . CŽw0, T x ; X .
1qa Žw x2 . 1qa Žw x2 .Moreo¤er, if w g C 0, T ; R , c g C 0, T ; X , then g belongs to1
2qa Žw x2 .C 0, T ; X and satisfies the following estimates:
5 5 1q a 2g C Žw0, T x ; X .1
1ya r2 2ya 2 5 5 1q a 2 5 5 2F 2 q 1 max T , T w cŽ . Ž . C Žw0, T x . CŽw0, T x ; X .
1ya 2yaq2 max T , T w ?, 0 q w 0, ?Ž . Ž . Ž .Ž .Žw x. Žw x.C 0, T C 0, T
5 5 1 2= c , 4.12Ž .C Žw0, T x ; X .
5 5 1q a 2D g C Žw0, T x ; X .t 1
1ya r2 2ya 2 5 5 a 2 5 5 1 2F 2 q 1 max T , T D w cŽ . Ž . C Žw0, T x . C Žw0, T x ; X .t
1ya 5 5 a 2q2 max T , T D wŽ . C Žw0, T x .t
= c 0, ? q c ?, 0Ž . Ž .Ž .Žw x . Žw x .C 0, T ; X C 0, T ; X
2ya 1q a 25 51q4 max 1, T w 0, ? c , 4.13Ž . Ž . Ž .Žw x. C Žw0, T x ; X .C 0, T
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5 5 1q a 2D g C Žw0, T x ; X .s 1
1ya r2 2ya 2 5 5 a 2 5 5 1 2F 2 q 1 max T , T D w cŽ . Ž . C Žw0, T x . C Žw0, T x ; X .s
1ya 5 5 a 2q2 max T , T D wŽ . C Žw0, T x .s
= c 0, ? q c ?, 0Ž . Ž .Ž .Žw x . Žw x .C 0, T ; X C 0, T ; X
2ya 1q a 25 51q4 max 1, T w ?, 0 c . 4.14Ž . Ž . Ž .Žw x. C Žw0, T x ; X .C 0, T
Ž .Remark 4.1. Lemma 4.3 still holds if we replace the pair X ; R with
Ž .the pair R; X .
Ž .Proof. First we estimate function g . For this purpose, suppose t , s1 j j
w x2 Ž .g 0, T j s 1, 2 , t F t , and s F s . Then,1 2 1 2
g t , s y g t , sŽ . Ž .1 2 2 1 1 1
st 22F dt w t y t , s y s c t , s dsŽ . Ž .H H 2 2
t 01
st 21q dt w t y t , s y s c t , s dsŽ . Ž .H H 2 2
0 s1
st 11q dt w t y t , s y sŽ .H H 2 2
0 0
yw t y t , s y s c t , s dsŽ . Ž .1 1
1ya r2 2ya 2 5 5 a 2 5 5 2F 2 max T , T w cŽ . C Žw0, T x . CŽw0, T x ; X .
ar22 2< < < <= t y t q s y s . 4.15Ž .2 1 2 1
Moreover,
5 5 2 2 5 5 2 5 5 2g F T w c . 4.16Ž .CŽw0, T x ; X . CŽw0, T x . CŽw0, T x ; X .1
Ž . Ž . Ž .From 4.15 and 4.16 , we easily get 4.10 .
Ž .We now consider the function g and observe that, for any t , s g2 j j
w x2 Ž .0, T j s 1, 2 , t F t ,1 2
g t , s y g t , sŽ . Ž .2 2 2 2 1 1
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t2F w t y t , s r t dtŽ . Ž .H 2 2
t1
t1q w t y t , s y w t y t , s r t dtŽ . Ž . Ž .H 2 2 1 1
0
ar22 21ya
a 25 5 5 5 < < < <F max T , T w r t y t q s y s .Ž . C Žw0, T x . CŽw0, T x ; X . 2 1 2 1
4.17Ž .
Moreover,
5 5 2 5 5 2 5 5g F T w r . 4.18Ž .CŽw0, T x ; X . CŽw0, T x . CŽw0, T x ; X .2
Ž . Ž . Ž .From 4.17 and 4.18 , we easily get 4.11 .
Ž . Ž .As far as g is concerned, we observe that g t, s s g s, t provided we3 3 2
Ž . Ž . Ž . w x2replace w with w, where w t, s s w s, t for any t, s g 0, T . Conse-˜ ˜
Ž .quently, 4.11 holds.
1qa Žw x2 . 1qa Žw x2 .Then, we suppose that w g C 0, T and c g C 0, T ; X and
w x2we note that g is differentiable in 0, T , with1
st
D g t , s s dt D w t y t , s y s c t , s dsŽ . Ž . Ž .H Ht 1 t
0 0
s
q w 0, s c t , s y s dsŽ . Ž .H
0
and
st
D g t , s s dt D w t y t , s y s c t , s dsŽ . Ž . Ž .H Hs 1 s
0 0
t
q w t , 0 c t y t , s dt .Ž . Ž .H
0
Ž . Ž .Thanks to 4.10 and 4.11 , and recalling that for any Banach space Y and
1qa Žw x2 .any f g C 0, T ; Y we have
5 5 a 2 1ya 5 5 1 2f F max 1, T f , 4.19Ž . Ž .C Žw0, T x ; Y . C Žw0, T x ; Y .
we deduce that
5 5 a 2D g C Žw0, T x ; X .t 1
1ya r2 2ya 2 5 5 a 2 5 5 2F 2 q 1 max T , T D w cŽ . Ž . C Žw0, T x . CŽw0, T x ; X .t
1ya 2ya 1 25 5q 2 max T , T w 0, ? c 4.20Ž . Ž . Ž .Žw x. C Žw0, T x ; X .C 0, T
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and
5 5 a 2D g C Žw0, T x ; X .s 1
1ya r2 2ya 2 5 5 a 2 5 5 2F 2 q 1 max T , T D w cŽ . Ž . C Žw0, T x . CŽw0, T x ; X .s
1ya 2ya 1 25 5q 2 max T , T w ?, 0 c . 4.21Ž . Ž . Ž .Žw x. C Žw0, T x ; X .C 0, T
Ž . Ž . Ž .From 4.16 , 4.20 , and 4.21 , we deduce that g belongs to1
1qa Žw x2 . Ž .C 0, T ; X and satisfies estimate 4.12 .
1qa Žw x2 .Next, we prove that the function D g g C 0, T ; X . Reasoning ast 1
Ž . Ž .in 4.16 and 4.18 , we easily deduce that
5 5 2 2 5 5 2 5 5 2D g F T D w cCŽw0, T x ; X . CŽw0, T x . CŽw0, T x ; X .t 1 t
25 5q T w 0, ? c . 4.22Ž . Ž .Žw x. CŽw0, T x ; X .C 0, T
w x2An easy computation shows that D g is differentiable in 0, T , witht 1
st2D g t , s s dt D w t y t , s y s D c t , s dsŽ . Ž . Ž .H Ht 1 t t
0 0
s
q D w t , s y s c 0, s dsŽ . Ž .H t
0
s
q w 0, s D c t , s y s dsŽ . Ž .H t
0
and
st
D D g t , s s dt D w t y t , s y s D c t , s dsŽ . Ž . Ž .H Hs t 1 t s
0 0
t
q D w t y t , s c t , 0 dtŽ . Ž .H t
0
s
q D w 0, s c t , s y s ds q w 0, 0 c t , s .Ž . Ž . Ž . Ž .H s
0
Ž . Ž . Ž . 2Taking advantage of 4.10 , 4.11 , and 4.19 , we deduce that D g ,t 1
a Žw x2 .D D g g C 0, T ; X ands t 1
5 2 5 a 2D g C Žw0, T x ; X .t 1
1ya r2 2ya 2 5 5 a 2 5 5 2F 2 q 1 max T , T D w D cŽ . Ž . C Žw0, T x . CŽw0, T x ; X .t t
1ya
a 25 5 2q 2 max T , T D w c 0, ?Ž . Ž . Žw x .C Žw0, T x . C 0, T ; Xt
1ya
a 25 5q 2 max T , T w 0, ? D c , 4.23Ž . Ž . Ž .Žw x. C Žw0, T x ; X .C 0, T t
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5 5 a 2D D g C Žw0, T x ; X .s t 1
1ya r2 2ya 2 5 5 a 2 5 5 2F 2 q 1 max T , T D w D cŽ . Ž . C Žw0, T x . C Žw0, T x ; X .t s
1ya
a 25 5q 2 max T , T D w c ?, 0Ž . Ž . Žw x .C Žw0, T x . C 0, T ; Xt
1ya 2ya 1 25 5q 2 max T , T D w 0, ? cŽ . Ž . C Žw0, T x ; X .Žw x.C 0, Ts
1ya 1 25 5q max T , 1 w 0, 0 c . 4.24Ž . Ž . Ž .C Žw0, T x ; X .
Ž . Ž .Then, taking advantage of 4.22 ] 4.24 , we deduce that D g gt 1
1qa Žw x2 . Ž .C 0, T ; X and satisfies 4.13 .
1qa Žw x2 .By the same technique, it can be proved that D g g C 0, T ; Xs 1
Ž .and fulfills 4.14 .
a Žw x . w x2LEMMA 4.4. For any w g C 0, T ; X , the function c : 0, T “ X
defined by
Ž .min t , s
c t , s s exp j A w t y j , s y s djŽ . Ž . Ž .H
0
a Žw x2 .belongs to C 0, T ; X and satisfies the following estimate:
5 5 a 2 1ya 5 5 a 2c F 2 M max T , T w . 4.25Ž . Ž .C Žw0, T x ; X . C Žw0, T x ; X .
Ž . w x2 Ž . Ž .Proof. Fix t , s g 0, T j s 1, 2 and suppose min t , s Fj j 1 1
Ž .min t , s . Then, we have2 2
c t , s y c t , sŽ . Ž .2 2 1 1
Ž .min t , s2 2F exp j A w t y j , s y j djŽ . Ž .H 2 2
Ž .min t , s1 1
Ž .min t , s1 1q exp j A w t yj , s yj yw t yj , s yj djŽ . Ž . Ž .H 2 2 1 1
0
ar22 21ya
a 25 5 < < < <F M max T , T w t y t q s y s .Ž . C Žw0, T x ; X . 2 1 2 1
4.26Ž .
Ž . Ž .Moreover, 4.25 immediately follows from 4.26 and
5 5 2 5 5 2c F MT w . 4.27Ž .CŽw0, T x ; X . CŽw0, T x ; X .
1Žw x2 .LEMMA 4.5. For any w g C 0, T ; X such that D w, D w gt s
1qa Žw x2 . Ž . Ž . Ž . Ž .C 0, T ; X , w ?, 0 ’ w 0, ? ’ 0, and D w 0, ? , D w ?, 0 gt s
Žw x Ž .. w x2B 0, T ; D a , ‘ , the function f : 0, T “ X defined byA
Ž .min t , s
f t , s s A exp j A w t y j , s y j djŽ . Ž . Ž .H
0
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1qa Žw x2 .belongs to C 0, T ; X and fulfills the following estimate:
5 5 1q a 2f C Žw0, T x ; X .
F 2 3 q 21ya 1 q ay1 M max T 1ya , TŽ . Ž .Ž .
5 5 1q a 2 5 5 1q a 2= D w q D wŽ .C Žw0, T x ; X . C Žw0, T x ; X .t s
1ya y1q 2 a D w 0, ?Ž . Žw x Ž ..B 0, T ; D a , ‘t A
q D w ?, 0 . 4.28Ž . Ž .Žw x Ž ..B 0, T ; D a , ‘s A
Proof. We begin by observing that
Ž .min t , s
A exp j A c t y j , s y j djŽ . Ž .H
0
s exp min t , s A c t , s y c t , sŽ . Ž . Ž .
Ž .min t , sq A exp j A c t y j , s y j y c t , s djŽ . Ž . Ž .H
0
2a w x;c g C 0, T ; X . 4.29Ž .Ž .
Ž . w xTo derive 4.29 , it suffices to apply 10, theorem 4.1 , to the functions g :1
w x w x0, s “ X, if s F t, and g : 0, t “ X, if t - s, defined as follows:2
w xg j s c t y s q j , j and g j s c j , s y t q j ;j g 0, T .Ž . Ž . Ž . Ž .1 2
Therefore,
Ž .min t , s
f t , s s A exp j A w t y j , s y j y w t , s djŽ . Ž . Ž . Ž .H
0
q exp min t , s A w t , s y w t , s . 4.30Ž . Ž . Ž . Ž .Ž .
Ž . Ž .From 4.3 and 4.6 , recalling that
5 5 2 5 5 2 5 5 2w F min D w , D w T ,Ž .C Žw0, T x ; X . CŽw0, T x ; X . CŽw0, T x ; X .t s
we deduce that
2 25 5 5 5f t , s F 2 MT D w q D wŽ . Ž .CŽw0, T x ; X . CŽw0, T x ; X .t s
2w x; t , s g 0, T . 4.31Ž . Ž .
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w x2Moreover, f is differentiable in 0, T and
Ž .min t , s
D f t , s s A exp j A D w t y j , s y j y D w t , s djŽ . Ž . Ž . Ž .Ht t t
0
q exp min t , s A D w t , s y D w t , s , 4.32Ž . Ž . Ž . Ž .t t
Ž .min t , s
D f t , s s A exp j A D w t y j , s y j y D w t , s djŽ . Ž . Ž . Ž .Hs s s
0
q exp min t , s A D w t , s y D w t , s . 4.33Ž . Ž . Ž . Ž .s s
Ž .Taking advantage of Lemmas 4.1 and 4.2 and estimate 4.9 , we deduce
that
5 5 a 2D f C Žw0, T x ; X .t
1ya y1 1ya 5 5 1q a 2F 2 2 q 2 1 q a M max T , T D wŽ . Ž .Ž . C Žw0, T x ; X .t
1ya y1q 2 a D w 0, ? 4.34Ž . Ž .Žw x Ž ..B 0, T ; D a , ‘t A
and
5 5 a 2D f C Žw0, T x ; X .s
1ya y1 1ya 5 5 1q a 2F 2 2 q 2 1 q a M max T , T D wŽ . Ž .Ž . C Žw0, T x ; X .s
1ya y1q 2 a D w ?, 0 . 4.35Ž . Ž .Žw x Ž ..B 0, T ; D a , ‘s A
Ž . Ž . Ž . Ž .From 4.31 , 4.34 , and 4.35 , we easily derive 4.28 .
˜5. PROPERTIES OF OPERATOR M
˜In this section, we consider operator M defined by
M˜ h , ¤ t , sŽ . Ž .
s A exp min t , s A g t , sŽ . Ž .
Ž .min t , sqA exp j A D D f t y j , s y j djŽ . Ž .H t s
0
Ž . tyj syjmin t , sqA exp j A dt h t y j y t , s y j y sŽ . Ž .H H H
0 0 0
=C¤ t , s ds djŽ .
Ž . tyjmin t , s XqA exp j A h t , s y j Bu t y j y t dt djŽ . Ž . Ž .H H 1
0 0
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Ž . syjmin t , s XqA exp j A h t y j , s Bu s y j y s ds djŽ . Ž . Ž .H H 2
0 0
Ž .min t , sqA exp j A h t y j , s y j Bu 0 dj . 5.1Ž . Ž . Ž . Ž .H 1
0
THEOREM 5.1. Suppose that the data fulfill the assumptions H3, H4,
1qa Žw x2 . Ž U . Ž .H6]H12. Then, for any h g C 0, T T F T such that h 0, 0 s 0
˜Ž . Ž . Ž . Žand any ¤ g V 1 q a , T cf. Definition 3.1 , M h, ¤ belongs to V 1 q
. 1qa Žw x2 . Ž . Ž .a , T . Moreo¤er, for any h , h g C 0, T such that h ?, 0 ’ h ?, 01 2 1 2
Ž . Ž . Ž . Ž .and h 0, ? ’ h 0, ? and any ¤ , ¤ g V 1 q a , T such that ¤ ?, 0 ’1 2 1 2 1
Ž . Ž . Ž .¤ ?, 0 and ¤ 0, ? ’ ¤ 0, ? , the following estimate holds true:2 2 2
˜ ˜M h , ¤ y M h , ¤Ž . Ž . Ž .V 1qa , T2 2 1 1
F 2 3 q 21ya 1 q ay1 21ya r2 q 1 M max T 3y2 a , T 3Ž . Ž . Ž .Ž .
5 5 5 5 1q a 2 5 5 1q a 2= C h y h ¤ŽL Ž X . C Žw0, T x . C Žw0, T x ; X .2 1 2
5 5 1q a 2 5 5 1q a 2q h ¤ y ¤ .C Žw0, T x . C Žw0, T x ; X .1 2 1
q4 3 q 21ya 1 q ay1 M max T 2y2 a , T 2Ž . Ž .Ž .
5 5 1q a 2 5 5= h y h CC Žw0, T x . L Ž X .2 1
= ¤ ?, 0 q ¤ 0, ?Ž . Ž .Ž .Žw x . Žw x .C 0, T ; X C 0, T ; X2 2
1ya y1 1ya 3ya 5 5q8 3 q 2 1 q a M max T , T CŽ . Ž .Ž . L Ž X .
1q a 25 51 1= h ?, 0 q h 0, ? ¤ y ¤Ž . Ž .Ž . C Žw0, T x ; X .Žw x. Žw x.C 0, T C 0, T1 1 2 1
2y2 a 2 5 5 1q a 2q4M max T , T h y hŽ . C Žw0, T x .2 1
5 X 5 U 5 X 5 U= ABu q ABuŽ .CŽw0, T x ; X . CŽw0, T x ; X .1 2
1ya 1q a 25 5q2 M max T , T h y h ABu 0 . 5.2Ž . Ž . Ž .C Žw0, T x .2 1 1 X
˜Ž .Proof. We begin by splitting M h, ¤ into the sum of the two functions
r and r defined by1 2
r t , s s A exp min t , s A g t , sŽ . Ž . Ž .1
Ž .min t , sq A exp j A D D f t y j , s y j dj , 5.3Ž . Ž . Ž .H t s
0
Ž .min t , s
r t , s s A exp j AŽ . Ž .H2
0
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tyj syj
= dt h t y j y t , s y j y s C¤ t , s ds djŽ . Ž .H H
0 0
Ž . tyjmin t , s XqA exp j A h t , syj Bu tyjyt dt djŽ . Ž . Ž .H H 1
0 0
Ž .min t , sqA exp j AŽ .H
0
syj X= h t y j , s Bu s y j y s ds djŽ . Ž .H 2
0
Ž .min t , sqA exp j A h t y j , s y j Bu 0 djŽ . Ž . Ž .H 1
0
4
[ ¤ t , s . 5.4Ž . Ž .Ý j
js1
As far as r is concerned, it is easy to check, taking advantage of H6, H7,1
Ž .and 4.29 , that r can be rewritten as1
r t , s s exp min t , s A Ag t , s q D D f t , s y D D f t , sŽ . Ž . Ž . Ž . Ž .1 t s t s
Ž .min t , sq A exp j AŽ .H
0
= D D f t y j , s y j y D D f t , s dj .Ž . Ž .t s t s
w x2Then, an easy computation shows that r is differentiable in 0, T and1
D r t , sŽ .t 1
2˜s exp min t , s A k t , s y D D f t , sŽ . Ž . Ž .1 t s
Ž .min t , s 2 2q A exp j A D D f t y j , s y j y D D f t , s dj ,Ž . Ž . Ž .H t s t s
0
D r t , sŽ .s 1
2˜s exp min t , s A k t , s y D D f t , sŽ . Ž . Ž .2 s t
Ž .min t , s 2 2q A exp j A D D f t y j , s y j y D D f t , s dj ,Ž . Ž . Ž .H s t s t
0
˜ ˜ Ž . Ž .where functions k and k are defined by 2.5 and 2.6 .1 2
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Taking advantage of Lemmas 4.1 and 4.2, assumptions H6 and H7, and
1qa Žw x2 .Remark 2.5, we deduce that r g C 0, T ; X .1
Then, we consider function r and we start estimating function ¤ .2 1
Thanks to Lemma 4.3, we deduce that D w , D w belong tot 1 s 1
1qa Žw x2 .C 0, T ; X , where
st
w t , s s dt h t y t , s y s C¤ t , s ds . 5.5Ž . Ž . Ž . Ž .H H1
0 0
Ž . Ž .Moreover, w ?, 0 ’ w 0, ? ’ 0, while1 1
s
D w 0, s s h 0, s y s C¤ 0, s ds ,Ž . Ž . Ž .Ht 1
0
t
D w t , 0 s h t y t , 0 C¤ t , 0 dt .Ž . Ž . Ž .Hs 1
0
Ž .Hence, since ¤ g V 1 q a , T , we easily deduce that the latter functions
Žw x Ž ..belong to B 0, T ; D a , ‘ and satisfyA
D w 0, ? F T h 0, ? C¤ 0, ? ,Ž . Ž . Ž . Žw x Ž ..Žw x. B 0, T ; D a , ‘Žw x Ž .. C 0, TB 0, T ; D a , ‘t 1 AA
5.6Ž .
D w ?, 0 F T h ?, 0 C¤ ?, 0 .Ž . Ž . Ž . Žw x Ž ..Žw x. B 0, T ; D a , ‘Žw x Ž .. C 0, TB 0, T ; D a , ‘s 1 AA
5.7Ž .
Therefore, taking advantage of Lemma 4.5, we deduce that ¤ belongs to1
1qa Žw x2 .C 0, T ; X and fulfills the following estimate:
5 5 1q a 2¤ C Žw0, T x ; X .1
F 2 3 q 21ya 1 q ay1 21ya r2 q 1Ž . Ž .Ž .
3y2 a 3 5 5 1q a 2 5 5 5 5 1q a 2=M max T , T h C ¤Ž . C Žw0, T x . L Ž X . C Žw0, T x ; X .
1ya y1 2y2 a 2 5 5 1q a 2 5 5q4 3 q 2 1 q a M max T , T h CŽ . Ž .Ž . C Žw0, T x . L Ž X .
= ¤ ?, 0 q ¤ 0, ?Ž . Ž .Ž .Žw x . Žw x .C 0, T ; X C 0, T ; X
q8 3 q 21ya 1 q ay1 M max T 1ya , T 3yaŽ . Ž .Ž .
1q a 25 5 5 51 1= h 0, ? q h ?, 0 C ¤Ž . Ž .Ž .Žw x. Žw x. L Ž X . C Žw0, T x ; X .C 0, T C 0, T
1ya y1q2 a T h 0, ? C¤ 0, ?Ž . Ž . Žw x Ž ..Žw x. B 0, T ; D a , ‘C 0, T A
1ya y1q2 a T h ?, 0 C¤ ?, 0 . 5.8Ž . Ž . Ž .Žw x Ž ..Žw x. B 0, T ; D a , ‘C 0, T A
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We now consider function ¤ . According to assumption H7, we deduce2
that
Ž .min t , s¤ t , s s exp j A w t y j , s y j dj ,Ž . Ž . Ž .H2 2
0
where
t Xw t , s s h t y t , s ABu t dt .Ž . Ž . Ž .H2 1
0
w x2An easy computation shows that ¤ is bounded in 0, T and2
2X2 U25 5 5 5 w x¤ t , s F MT h ABu ; t , s g 0, T . 5.9Ž . Ž . Ž .CŽw0, T x . CŽw0, T x ; X .2 1
Ž .Moreover, since w 0, ? ’ 0, it is easy to check that ¤ is differentiable in2 2
w x20, T with
Ž .min t , s
D ¤ t , s s exp j A D w t y j , s y j djŽ . Ž . Ž .Ht 2 t 2
0
and
Ž .min t , s
D ¤ t , s s exp j A D w t y j , s y j djŽ . Ž . Ž .Hs 2 s 2
0
˜q exp min t , s A k t , s ,Ž . Ž .Ž . 3
where
w t y s, 0 , t , s g E T ,Ž . Ž . Ž .2 1k˜ t , s sŽ .3 ½ 0, t , s g E T .Ž . Ž .2
We first estimate D ¤ and observe thatt 2
t XD w t , s s D h t y t , s ABu t dtŽ . Ž . Ž .Ht 2 t 1
0
2X w xqh 0, s ABu t ; t , s g 0, T .Ž . Ž . Ž .1
a Žw x2 .From Lemmas 4.3 and 4.4, we deduce that D ¤ g C 0, T ; X andt 2
5 5 a 2D ¤ C Žw0, T x ; X .t 2
2y2 a 2 5 5 a 2 5 X 5 UF 4M max T , T D h ABuŽ . C Žw0, T x . CŽw0, T x ; X .t 1
X1ya 2ya Ua5 51q 2 M max T , T h 0, ? ABu .Ž . Ž . Žw x. C Žw0, T x ; X .C 0, T 1
5.10Ž .
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Here we have used the property
1ya 5 X 5aw xw F T w ,Žw x. CŽw0, T x.C 0, T
1Žw x.holding for any w g C 0, T .
As far as D ¤ is concerned, it is easy to show, taking into account thes 2
˜ 1 2Ž . Žw x .condition h 0, 0 s 0, that function k g C 0, T ; X and satisfies the3
following estimate:
X˜ U1 25 5 5 51k F 2T h ?, 0 ABu . 5.11Ž . Ž .Žw x.C Žw0, T x ; X . CŽw0, T x ; X .C 0, T3 1
Ž . Žw xMoreover, from assumption H7, we deduce that w ?, 0 g C 0, T ;2
Ž ..D a , ‘ andA
X
U5 5w ?, 0 F T h ?, 0 ABu .Ž . Ž . Žw x .Žw x Ž .. CŽw0, T x ; D Ža , ‘..C 0, T ; XC 0, T ; D a , ‘2 1 AA
5.12Ž .
Then, reasoning as in the case of D ¤ , taking Lemmas 4.2, 4.3, and 4.4t 2
a Žw x2 .into account, we deduce that D ¤ g C 0, T ; X ands 2
5 5 a 2D ¤ C Žw0, T x ; X .s 2
2y2 a 2 5 5 a 2 5 X 5 UF 4M max T , T D h ABuŽ . C Žw0, T x . C Žw0, T x ; X .s 1
X3ya y1 2ya 2 U5 51q2 M 1 q a max T , T h ?, 0 ABuŽ . Ž . Ž . Žw x. CŽw0, T x ; X .C 0, T 1
X1ya y1 U5 5q2 a T h ?, 0 ABu . 5.13Ž . Ž .Žw x. CŽw0, T x ; D Ža , ‘..C 0, T 1 A
Ž . Ž . Ž .Taking advantage of 5.9 , 5.10 , 5.13 , we derive that ¤ g2
1qa Žw x2 .C 0, T ; X and
5 5 1q a 2¤ C Žw0, T x ; X .2
2y2 a 2 5 5 1q a 2 5 X 5 UF 4M max T , T h ABuŽ . C Žw0, T x . C Žw0, T x ; X .1
X1ya 2ya Ua5 51q2 M max T , T h 0, ? ABuŽ . Ž . Žw x. C Žw0, T x ; X .C 0, T 1
X3ya y1 2ya 2 U5 51q2 M 1 q a max T , T h ?, 0 ABuŽ . Ž . Ž . Žw x. CŽw0, T x ; X .C 0, T 1
X1ya y1 U5 5q2 a T h ?, 0 ABu . 5.14Ž . Ž .Žw x. CŽw0, T x ;’ D Ža , ‘..C 0, T 1 A
We now consider function ¤ . Taking advantage of the same technique3
1qa Žw x2 .used for function ¤ , it can be proved that ¤ g C 0, T ; X and2 3
Ž . X Ž . Ž . Xsatisfies estimate 5.14 , with u , h 0, ? , and h ?, 0 being replaced by u ,1 2
Ž . Ž .h ?, 0 , and h 0, ? .
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w x2Then, we consider function ¤ and observe that it is bounded in 0, T4
and
2
25 5 w x¤ t , s F MT h ABu 0 ; t , s g 0, T . 5.15Ž . Ž . Ž . Ž .CŽw0, T x .4 1 X
w x2Moreover, ¤ is differentiable in 0, T and4
Ž .min t , s
D ¤ t , s s D h t y j , s y j exp j A ABu 0 djŽ . Ž . Ž . Ž .Ht 4 t 1
0
˜q k t , s exp min t , s A ABu 0 ,Ž . Ž . Ž .4 1
Ž .min t , s
D ¤ t , s s D h t y j , s y j exp j A ABu 0 djŽ . Ž . Ž . Ž .Hs 4 s 1
0
˜q k t , s exp min t , s A ABu 0 ,Ž . Ž . Ž .5 1
where
0, t , s g E T ,Ž . Ž .1k˜ t , s sŽ .4 ½ h 0, s y t , t , s g E T ,Ž . Ž . Ž .2
h t y s, 0 , t , s g E T ,Ž . Ž . Ž .1k˜ t , s sŽ .5 ½ 0, t , s g E T .Ž . Ž .2
˜ Ž . Ž . Ž .Let us consider function k . For any t , s g E T j s 1, 2 , we have4 j j 2
˜ ˜k t , s y k t , sŽ . Ž .4 2 2 4 1 1
s h 0, s y t y h 0, s y tŽ . Ž .2 2 1 1
a1ya < <F T D h 0, ? s y t y s q tŽ . Žw x.C 0, Ts 2 2 1 1
ar22 2a r2 1ya < < < <F 2 T D h 0, ? t y t q s y s .Ž . Žw x.C 0, Ts 2 1 2 1
5.16Ž .
Consequently,
ar2 1yak˜ F 2 T D h 0, ? . 5.17Ž . Ž .a Žw x.C 0, T4 sŽ Ž ..C E T2
˜ ˜ aŽ . Žw x.Then, observing that k ’ 0 in E T , we deduce that k g C 0, T and4 1 4
Ž . Ž . w x25.17 still holds if we replace E T by 0, T .2
Ž . Ž .Moreover, recalling that h 0, 0 s 0, from 5.17 we get
˜5 5 5 5k F T D h 0, ? . 5.18Ž . Ž .CŽw0, T x. CŽw0, T x.4 s
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Hence,
ar2 1ya˜ a5 5k F 2 q 1 max T , T D h 0, ? . 5.19Ž . Ž . Ž . Ž .C Žw0, T x. Žw x.C 0, T4 s
˜Ž . Ž .Estimate 5.19 still holds for function k if we replace D h 0, ? by5 s
Ž .D h ?, 0 .t
Then, taking advantage of Lemmas 4.2 and 4.4, we deduce that D ¤ andt 4
a Žw x2 .D ¤ belong to C 0, T ; X and fulfill the following estimates:s 4
5 5 a 2D ¤ C Žw0, T x ; X .t 4
1ya 1ya a r2
a 25 5F 2 M max T , T D h ABu 0 q 2 2 q 1Ž . Ž . Ž .C Žw0, T x .t 1 X
y1 1ya= 1 q a M max T , T D h 0, ? ABu 0Ž . Ž . Ž . Ž .Žw x.C 0, Ts 1 X
1ya y1 1yaq 2 a max T , T D h 0, ? ABu 0Ž . Ž . Ž . Ž .Žw x. D a , ‘C 0, Ts 1 A
5.20Ž .
and
5 5 a 2D ¤ C Žw0, T x ; X .s 4
1ya 1ya a r2
a 25 5F 2 M max T , T D h ABu 0 q 2 2 q 1Ž . Ž . Ž .C Žw0, T x .s 1 X
y1 1ya= 1 q a M max T , T D h ?, 0 ABu 0Ž . Ž . Ž . Ž .Žw x.C 0, Tt 1 X
1ya y1 1yaq 2 a max T , T D h ?, 0 ABu 0 .Ž . Ž . Ž . Ž .Žw x. D a , ‘C 0, Tt 1 A
5.21Ž .
Ž . Ž . Ž .Taking advantage of 5.15 , 5.20 , and 5.21 , we deduce that ¤ g4
1qa Žw x2 .C 0, T ; X and
5 5 1q a 2¤ C Žw0, T x ; X .4
1ya 1ya a r21q a 25 5F 2 M max T , T h ABu 0 q 2 2 q 1Ž . Ž . Ž .C Žw0, T x . 1 X
= 1 q ay1 M max T 1ya , TŽ . Ž .
= D h ?, 0 q D h 0, ?Ž . Ž .Ž .Žw x. Žw x.C 0, T C 0, Tt s
1ya y1 1ya= ABu 0 q 2 a max T , TŽ . Ž .1 X
= D h ?, 0 q D h 0, ? ABu 0 .Ž . Ž . Ž .Ž . Ž .Žw x. Žw x. D a , ‘C 0, T C 0, Tt s 1 A
5.22Ž .
˜ ˜Ž .Ž . Ž . Ž .Ž . Ž .Now we observe that M h, ¤ ?, 0 ’ Ag ?, 0 and M h, ¤ 0, ? ’ Ag 0, ? .
˜Ž . Ž .Hence, from assumption H7, we deduce that M h, ¤ g V 1 q a , T .
L. LORENZI446
Ž . Ž . Ž .Then, taking advantage of 5.8 , 5.14 , and 5.22 , we easily get the
Ž .estimate 5.2 .
˜6. PROPERTIES OF OPERATOR N
˜We now consider operator N defined by
N˜ h , ¤ t , sŽ . Ž .
2 2s x D D k t , s q D D k t , s y F D D f t , sŽ . Ž . Ž . 4t s s t t s
st
y x F ¤ t , s y dt h t y t , s y s F C¤ t , s dsŽ . Ž . Ž .H H½
0 0
st X Xy h t y t , s F Bu t dt y h t , s y s F Bu s dsŽ . Ž . Ž . Ž .H H1 2 5
0 0
[ x l t , s y N ¤ t , s y N h , ¤ t , sŽ . Ž . Ž . Ž . Ž .1 2
yN h t , s y N h t , s . 6.1Ž . Ž . Ž . Ž . Ž .3 4
THEOREM 6.1. Suppose that assumptions H1, H2, H5]H 7, and H14 are
Ž . 1qa Žw x2 . 1qa Žw x2 . Ž U .fulfilled. Then, for any h, ¤ g C 0, T = C 0, T ; X T F T ,
˜ 1qa 2Ž . Žw x .N h, ¤ belongs to C 0, T and satisfies the estimate
˜ ˜ 1q a 2N h , ¤ y N h , ¤Ž . Ž . Žw x .C 0, T2 2 1 1
5 5 U 5 5 1q a 2F x F ¤ y ¤X C Žw0, T x ; X .2 1
1ya r2 2ya 2 5 5q 2 q 1 max T , T CŽ . Ž . L Ž X .
5 5 1q a 2 5 5 2= h y h ¤C Žw0, T x . CŽw0, T x ; X .2 1 2
1ya r2 2ya 2 5 5q 2 q 1 max T , T CŽ . Ž . L Ž X .
5 5 1q a 2 5 5 2= h ¤ y ¤C Žw0, T x . CŽw0, T x ; X .1 2 1
1ya 2ya 5 5q2 max T , T C h ?, 0 q h 0, ?Ž . Ž . Ž .Ž .L Ž X . Žw x. Žw x.C 0, T C 0, T1 1
5 5 1q a 2= ¤ y ¤ 4C Žw0, T x ; X .2 1
1ya 5 5 1q a 2q2 x max T , T h y hŽ . C Žw0, T x .2 1
5 X 5 U 5 X 5 U= Bu q BuŽ .CŽw0, T x ; X . CŽw0, T x ; X .1 2 6.2Ž .
1qa Žw x2 . Ž . Ž . Ž .for any h , h g C 0, T such that h ?, 0 ’ h ?, 0 , h 0, ? ’1 2 1 2 1
Ž . 1qa Žw x2 .h 0, ? , and any ¤ , ¤ g C 0, T ; X .2 1 2
Ž .Proof. First we observe that, thanks to our hypotheses, l and N ¤1
Ž Ž .. 1qa Žw x2 .cf. 6.1 belong to C 0, T .
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Ž .Let us now consider the term N h, ¤ . Taking advantage of Lemma 4.3,2
Ž . 1qa Žw x2 .we deduce that N h, ¤ belongs to C 0, T and satisfies2
1q a 2N h , ¤Ž . Žw x .C 0, T2
1ya r2 2ya 2 5 5 U 5 5F 2 q 1 max T , T F CŽ . Ž . X L Ž X .
5 5 1q a 2 5 5 2= h ¤C Žw0, T x . CŽw0, T x ; X .
1ya 2ya 5 5 U 5 5q2 max T , T F CŽ . X L Ž X .
1q a 25 5= h ?, 0 q h 0, ? ¤ . 6.3Ž . Ž . Ž .Ž .Žw x. Žw x. C Žw0, T x ; X .C 0, T C 0, T
Ž .We now consider function N h . Taking Lemma 4.3 into account, we3
Ž . 1qa Žw x2 . Ž .deduce that N h belongs to C 0, T . Moreover, if h 0, 0 s 0, it is3
easy to check that
1q a 2N hŽ . Žw x .C 0, T3
1ya 5 5 U 5 5 1q a 2 5 X 5 UF 2 max T , T F h BuŽ . X C Žw0, T x . C Žw0, T x ; X .1
X1ya U Ua5 5 5 5q 2 max T , T F D h 0, ? Bu .Ž . Ž .X C Žw0, T x ; X .Žw x.C 0, Ts 1
6.4Ž .
Ž .As far as N h is concerned, it is easy to check that such a function4
1qa Žw x2 . Ž . Ž .belongs to C 0, T and, if h 0, 0 s 0, fulfills estimate 6.4 , where
Ž . Ž .u , D h 0, ? are replaced by u , D h ?, 0 , respectively.We now consider1 s 2 t
1qa Žw x2 . 1qa Žw x2 .¤ , ¤ g C 0, T ; X and a pair h , h g C 0, T such that1 2 1 2
Ž . Ž . Ž . Ž .h ?, 0 ’ h ?, 0 , h 0, ? ’ h 0, ? . From the membership1 2 1 2
˜ ˜N h , ¤ t , s y N h , ¤ t , sŽ . Ž . Ž . Ž .2 2 1 1
s x F ¤ y ¤ t , sŽ . Ž .2 1½
st
q dt h y h t y t , s y s F C¤ t , s dsŽ . Ž . Ž .H H 2 1 2
0 0
st
q dt h t y t , s y s F C ¤ y ¤ t , s dsŽ . Ž . Ž .H H 1 2 1
0 0
t Xq h y h t , s F CAu t y t dtŽ . Ž . Ž .H 2 1 1
0
s
Xq h y h t , s y s F CAu s dsŽ . Ž . Ž .H 2 1 2 5
0
Ž .and the previous estimates, we easily get 6.2 .
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Ž . Ž .7. SOLVING THE FIXED-POINT SYSTEM 3.5 , 3.6
1qa 2Ž . Žw x . Ž .First we observe that, if h, ¤ g C 0, T = V 1 q a , T is a solu-
tion to the fixed-point system
˜h s N h , ¤ ,Ž .
7.1Ž .
˜¤ s M h , ¤ ,Ž .
Ž .then h, ¤ turns out to be a solution to the system
h s N h , ¤ ,Ž .
7.2Ž .
˜¤ s M h , ¤ ,Ž .
Ž Ž ..and vice versa, provided we define cf. 6.1 operator N by
˜N h , ¤ s x l y N M h , ¤ y N h , ¤ y N h y N h . 7.3Ž . Ž . Ž . Ž . Ž . Ž .Ž .1 2 3 4
Ž .In order to solve problem 7.2 , we need the following lemma.
1qa 2Ž . Žw x . Ž .LEMMA 7.1. Let h, ¤ g C 0, T = V 1 q a , T be a solution to
Ž . Ž . Ž .the fixed-point system 7.2 . Then h ?, 0 and h 0, ? are, respecti¤ely, the
1qa Žw x.unique solutions in C 0, T to the following Volterra integral equation:
t Xw t s w t y x w t y t F Bu t dtŽ . Ž . Ž . Ž .H0 1
0
w x[ P h t ; t g 0, T , 7.4Ž . Ž . Ž .1
and
s
Xw s s w s y x w s y s F Bu s dsŽ . Ž . Ž . Ž .˜ ˜ H0 2
0
w x[ P h s ;s g 0, T . 7.5Ž . Ž . Ž .2
Ž . Ž .Moreo¤er, h ?, 0 and h 0, ? can be extended by continuity to the whole of
w U x w U x0, T . The data w , w : 0, T “ R are defined by˜0 0
2 2w t s x D D k t , 0 q D D k t , 0Ž . Ž . Ž .0 t s s t
yF D D f t , 0 y F Ag t , 0 ,Ž . Ž .t s
2 2w s s x D D k 0, s q D D k 0, sŽ . Ž . Ž .˜0 t s s t
yF D D f 0, s y F Ag 0, s ,Ž . Ž .t s
w U xfor any t, s g 0, T .
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Proof. By virtue of assumptions H1, H5]H7, we immediately deduce
1qa Žw U x.that w and w belong to C 0, T . In particular, they belong to˜0 0
1Žw U x.C 0, T . Then, Lemma 4.3 and assumption H13 assure that the opera-
Ž .  1Žw U x. Ž . 4tors P j s 1, 2 map the Banach space X s w g C 0, T : w 0 s 0j
into itself. Moreover, for any w , w g X , the inequalities1 2
X
U U5 5 5 5P w t y P w t F x F BuŽ . Ž . Ž . Ž . X CŽw0, T x ; X .j 1 j 2 j
t
5 5= w y w dr , j s 1, 2, 7.6Ž .H CŽw0, r x.2 1
0
X X X
U U5 5 5 5P w s y P w s F x F BuŽ . Ž . Ž . Ž . X CŽw0, T x ; X .j 1 j 2 j
s
X X5 5= w y w dr , j s 1, 2, 7.7Ž .H C Žw0, r x.2 1
0
w U x Ž . Ž .hold for any t, s g 0, T . Estimates 7.6 and 7.7 imply, by standard
Ž . Ž .techniques, that 7.4 and 7.5 admit, respectively, a unique solution in
1Žw U x. X a Žw U x . Ž .C 0, T . Since Bu g C 0, T ; X j s 1, 2 , by Lemma 4.3, we de-j
Ž . 1qa Žw U x. Ž .duce that P w g C 0, T j s 1, 2 , where w , w denote, respec-j j 1 2
Ž . Ž .tively, the solution to problems 7.4 and 7.5 . Therefore, w and w1 2
U1qa Žw x.belong to C 0, T .
Remark 7.1. Reasoning as in the proof of Lemma 4.3, it is easy to
Ž U xdeduce that, for any T g 0, T , the following estimates hold:
1q a 2P wŽ . Žw x .C 0, T ; X1 1
1ya 5 5 1q a 5 5 5 X 5 UF 2 x max T , T w F Bu ,Ž . C Žw0, T x. X * CŽw0, T x ; X .1 1
1q a 2P wŽ . Žw x .C 0, T ; X2 2
1ya 5 5 1q a 5 5 5 X 5 UF 2 x max T , T w F Bu .Ž . C Žw0, T x. X * CŽw0, T x ; X .2 2
Ž . Ž .Therefore, for any r ) 0, there exists T r ) 0 such that w resp. w1 2
1qa Žw Ž .x. Ž .belongs to the closed balls in C 0, T r with center at w resp. w˜0 0
and radius r.
We now introduce two vector spaces where the solution to the fixed-point
Ž .system 7.2 has to be sought for.
Ž .DEFINITION 7.1. For any T , r , r g R and any z g V 1 q a , T ,1 2 q 1
1qa Žw x2 . 1qa Žw x . Ž .z g C 0, T ; X , p g C 0, T ; X j s 1, . . . , 4 such that2 j
y1 y1 Žw x Ž .. Ž .BA p , BA p g B 0, T ; D a , ‘ , the closed sets B z , r , p , p , T1 2 A 1 1 1 2
Ž˜ .and B z , p , p , r , T are defined by2 3 4 2
B z , r , p , p , T s z g V 1 q a , T :Ž . Ž .1 1 1 2
5 5z y z F r , z ?, 0 ’ p , z 0, ? ’ p , 7.84Ž . Ž . Ž .V Ž1qa , T .1 1 1 2
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21qa˜ w xB z , p , p , r , T s z g C 0, T :Ž . Ž .½2 3 4 2
5 5 1q a 2z y z F r , z ?, 0 ’ p , z 0, ? ’ p . 7.9Ž . Ž . Ž .5C Žw0, T x .2 2 3 4
˜Ž . ŽRemark 7.2. As is easily seen, B z , p , p , r , T and B z , p ,1 1 2 1 2 3
.p , r , T are complete spaces with respect to the metrics induced by the4 2
5 5 5 5 1q a 2norms ? and ? .V Ž1qa , T . C Žw0, T x .
THEOREM 7.1. Let r , r be two positi¤e numbers and suppose that the1 2
Ž U xdata satisfy the assumptions H1]H13. Then, there exists T g 0, T such0
Ž . Ž . Ž .that the fixed-point system 7.2 admits a unique solution h, ¤ g B T =1 0
˜Ž . Ž w x . Ž .B T [ B x l y x F r , p , p , r , T = B r , p , p , r , T . Here g,2 0 1 3 4 1 0 1 1 2 2 0
Ž . Ž . Ž . Ž .r , and l are defined by 2.4 , 5.3 , and 6.1 , respecti¤ely, while p ’ r ?, 0 ,1 1 1
Ž . w xp ’ r 0, ? , and p , p denote, respecti¤ely, the restrictions to 0, T of the2 1 3 4 0
Ž . Ž .solutions to problems 7.4 and 7.5 .
Ž . Ž Ž . Ž ..Proof. We will prove that h, ¤ “ N h, ¤ , M h, ¤ is a contraction
Ž . Ž .map in B T = B T provided T is small enough. We begin by observ-1 0 2 0 0
Ž .ing that, thanks to Remark 7.1, there exists T r ) 0 such that p , p1 3 4
Ž Ž . w xŽ . . Ž Ž . w xŽ . .belong to B x l ?, 0 y x F r ?, 0 , r and B x l 0, ? y x F r 0, ? , r ,1 1 1 1
Ž .respectively, for any T F T r . Next we introduce the constant1
U5 5 Uw x 1q a 2K s max r q r , x l y F r q r . 7.10Ž .Ž .V Ž1qa , T . Žw x .C 0, T1 1 1 2
˜ ˜Ž Ž .. Ž .Ž . Ž .Ž .It is immediate to show cf. 5.1 that M h, ¤ ?, 0 ’ p and M h, ¤ 0, ?1
Ž . 1qa Žw x2 . Ž . Ž .’ p for any h, ¤ g C 0, T = V 1 q a , T . Then, from 5.8 ,2
˜Ž . Ž .5.14 , and 5.22 , we deduce that operator M satisfies
M˜ h , ¤ y r F C TŽ . Ž .Ž .V 1qa , T1 1
2U 1qax w x;T g 0, T ; h , ¤ g C 0, T = V 1 q a , T ,Ž . Ž .Ž Ž .
7.11Ž .
where
1ya y1 2 5 5C T s 2 3 q 2 1 q a K C MŽ . Ž .Ž . L Ž X .1
1ya r2 3y2 a 3= 2 q 1 max T , TŽ . Ž .
2y2 a 2 1ya 3ya 2ya y1 2q4 max T , T q 8 max T , T q 2 a TKŽ . Ž .
q 2 MK 2 max T 2y2 a , T 2 q max T 1ya , T 2yaŽ . Ž .Ž
q22ya 1 q ay1 max T 2ya , T 2Ž . Ž . .
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5 X 5 a U 5 X 5 a U= ABu q ABuŽ .C Žw0, T x ; X . C Žw0, T x ; X .1 2
1ya y1 5 X 5 U 5 X 5 Uq 2 a TK ABu q ABuŽ .CŽw0, T x ; D Ža , ‘.. CŽw0, T x ; D Ža , ‘..1 2A A
q 2 MK max T 1ya , T q 21ya 2 ar2 q 1 1 q ay1Ž . Ž . Ž .Ž
1ya=max T , T ABu 0Ž . Ž .. 1 X
2ya y1 1yaq 2 a max T , T K ABu 0 . 7.12Ž . Ž . Ž .Ž .D a , ‘1 A
Ž .We can now estimate the nonlinear mapping N defined in 7.3 . From
Ž . Ž . Ž .6.3 , 6.4 , and 7.11 , we get
w x 1q a 2N h , ¤ y x l y F rŽ . Ž . Žw x .C 0, T1
U5 5 1q a 2 1qa 2F x F M h , ¤ y r q N h , ¤Ž . Ž .X Žw x . Žw x .C 0, T C 0, T1 2
1q a 2 1qa 2q N h q N hŽ . Ž .Žw x . Žw x .C 0, T C 0, T3 4
F C T 7.13Ž . Ž .2
Ž U x Ž . 1qa Žw x2 . Ž .for any T g 0, T and any h, ¤ g C 0, T = V 1 q a , T , where
5 5 U 5 5 U 5 5 2C T s x F C T q F C KŽ . Ž .X X L Ž X .2 1
1ya r2 2ya 2 1ya 2ya= 2 q 1 max T , T q 4 max T , TŽ . Ž . Ž .
1ya 5 5 Uq4 max T , T F KŽ . X
5 X 5 a U 5 X 5 a U= Bu q Bu . 7.14Ž .Ž .C Žw0, T x ; X . C Žw0, T x ; X .1 2
By virtue of assumption H13 and Lemma 7.1, we easily deduce that
Ž .Ž . Ž .Ž . Ž .Ž . Ž .N h, ¤ 0, 0 s 0 and N h, ¤ ?, 0 ’ p , N h, ¤ 0, ? ’ p for any h, ¤3 4
Ž . Ž . Ž U .g B T = B T T - T .1 2
Ž . Ž .Next we observe that, from 5.2 and 6.2 , we deduce
˜ ˜ 1q a 2M h , ¤ y M h , ¤ q N h , ¤ y N h , ¤Ž . Ž . Ž . Ž .Ž . Žw x .V 1qa , T C 0, T2 2 1 1 2 2 1 1
5 5 1q a 2F C T h y hŽ . C Žw0, T x .3 2 1
5 5 UqC T ¤ y ¤ ;T g 0, T , 7.15Ž . Ž . Ž .V Ž1qa , T .4 2 1
where
1ya y1 5 5 U 5 5C T s 2 3 q 2 1 q a 1 q x F C MKŽ . Ž . Ž .Ž . X L Ž X .3
1ya r2 3y2 a 3 2y2 a 2= 2 q 1 max T , T q 4 max T , TŽ . Ž . Ž .
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1ya r2 5 5 U 5 5 2ya 2q 2 q 1 x F C max T , T KŽ . Ž .X L Ž X .
5 5 U 2y2 a 2q4 1 q x F M max T , TŽ .Ž .X
5 X 5 U 5 X 5 U= ABu q ABuŽ .CŽw0, T x ; X . CŽw0, T x ; X .1 2
1yaU5 5q2 1 q x F M max T , T ABu 0Ž . Ž .Ž .X 1 X
1ya 5 X 5 U 5 X 5 Uq2 x max T , T Bu q Bu 7.16Ž . Ž .Ž .CŽw0, T x ; X . CŽw0, T x ;’ X .1 2
and
1ya y1 5 5 U 5 5C T s 2 3 q 2 1 q a 1 q x F C MKŽ . Ž . Ž .Ž . X L Ž X .4
1ya r2 3y2 a 3 1ya 3ya= 2 q 1 max T , T q 8 max T , TŽ . Ž . Ž .
1ya r2 5 5 U 5 5 2ya 2q 2 q 1 x F C max T , T KŽ . Ž .X L Ž X .
1ya 2ya 5 5 U 5 5q 4 max T , T x F C K . 7.17Ž . Ž .X L Ž X .
w Ž .xThen, for any T g 0, T r such that0 1
C T F r , C T F r , C T - 1, C T - 1,Ž . Ž . Ž . Ž .1 0 2 2 0 1 3 0 4 0
Ž . 1qa Žw x2 .the fixed point system 7.2 admits a unique solution in C 0, T =0
Ž .V 1 q a , T .0
We are now in a position to solve locally in time our identification
Ž .problem 2.1 .
Proof of Theorem A. It follows immediately from Theorems 3.2 and 7.1.
Remark 7.3. Theorem A still holds, as can be seen by repeating the
proof of Theorems 5.1 and 6.1, if we replace assumptions H5]H8 by the
following less restrictive ones:
 2qa Žw U x2 . 1qa Žw U x2 .H17. k g K s k g C 0, T ; R ; D D k g C 0, T ; R ,t s
2 2 1qa Žw U x2 .4D D k, D D k g C 0, T ; R ;t s s t
 2qa Žw U x Ž .. 3Žw U x . Ž .H18. u g U s u g C 0, T ; D A l C 0, T ; X : Bu 0j
Ž . X a Žw U x Ž .. Žw U x Ž ..4g D 1 q a , ‘ , Bu g C 0, T ; D A l C 0, T ; D 1 q a , ‘A A
Ž .j s 1, 2 ;
 1qa Žw U x2 . Ž . Ž .H19. f g F s f g C 0, T ; X : D f ?, 0 , D f 0, ? gt s
1Žw U x . Ž . Ž . w U x Ž . Ž .C 0, T ; X , D f 0, s g D B ;s g 0, T , D f t, 0 g D B ; t gt s
w U x 1qa Žw U x2 . 2 2 1qa Žw U x2 .40, T , D D f g C 0, T ; X , D D f , D D f g C 0, T ; X ;t s t s s t
1Žw U x2 Ž .. Ž . Ž . 1qa Žw U x Ž ..H20. g g C 0, T ; D A , g ?, 0 , g 0, ? g C 0, T ; D A ,
Ž . Ž . Žw U x Ž ..Bg ?, 0 , Bg 0, ? g B 0, T ; D a , ‘ ;A
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Ž . Ž . Ž . Ž .H21. Ag t, s q D D f 0, s y t and Ag t, s q D D f t y s, 0t s t s
Ž . U Ubelong to D A for any 0 F t F s F T and any 0 F s F t F T , respec-
tively;
˜ a U 2 ˜ ˜ UŽw x . Ž . Ž . Žw x Ž ..H22. k g C 0, T ; X , k ?, 0 , k 0, ? g B 0, T ; D a , ‘j j j A
Ž .j s 1, 2 ;
Ž Y X Ž .. Ž . Ž Y XH23. A yu q Au q D f ?, 0 q D D f ?, 0 , A yu q Au q1 1 t t s 2 2
Ž .. Ž . Žw U x Ž ..D f 0, ? q D D f 0, ? g B 0, T ; D a , ‘ .s t s A
8. SOME APPLICATIONS
In this section, we are concerned with the following problem: determine
U U2 2w x w xu: 0, T = V “ R and h: 0, T “ R solution to the following problem:
D u t , s, x q D u t , s, x y Au t , s, xŽ . Ž . Ž .t s
st
s f t , s, x q dt h t y t , s y sŽ . Ž .H H
0 0
2Uw x= Bu t , s , x ds , t , s, x g 0, T = V ,Ž . Ž .
Uw xu t , 0, x s u t , x , t , x g 0, T = V , 8.1Ž . Ž . Ž . Ž .1
Uw xu 0, s, x s u s, x , s, x g 0, T = V ,Ž . Ž . Ž .2
2Uw xu t , s, x s 0, t , s, x g 0, T = › V ,Ž . Ž .
2Uw xf x u t , s, x dx s k t , s , t , s g 0, T .Ž . Ž . Ž . Ž .H
V
Here V denotes any open set in Rn with a boundary › V of class C 2.
Moreover, A and B denote the second-order linear operator, formally
defined by
n
Au x s a x D D u xŽ . Ž . Ž . Ž .Ý i , j i j
i , js1
n
q a x D u x q a x u x , x g V , 8.2Ž . Ž . Ž . Ž . Ž .Ý j j
js1
n
Bu x s b x D D u xŽ . Ž . Ž . Ž .Ý i , j i j
i , js1
n
q b x D u x q b x u x , x g V . 8.3Ž . Ž . Ž . Ž . Ž .Ý j j
js1
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ŽWe assume that a , a , a, b , b , b are continuous functions in V i, j si, j j i, j j
.1, . . . , n and
n
2 n< <a x j j G n j ; x g V , ;j g R 8.4Ž . Ž .Ý i , j i j
i , js1
for some positive constant n .
pŽ . Ž .8.1. The Case X s L V with p g 1, q‘
pŽ . Ž Ž .. pŽ .Suppose that X s L V p g 1, ‘ . Then, the realization in L V
of the linear operator A generates an analytic semigroup provided we
Ž . 2, pŽ . 1, pŽ . Ž w x.choose D A s W V l W V see 9, theorems 3.1.2, 3.1.3 .0
By the Agmon]Douglis]Nirenberg a priori estimates in regular domains
Ž w x. Ž .see 9, theorem 3.1.1 , we deduce that the graph-norm of D A is
2, pŽ .equivalent to the W V -norm. From Theorem A, we deduce the follow-
ing existence and uniqueness theorem.
THEOREM 8.1.1. Suppose that
6, ‘Ž . Ž .H24. a , a , a, b , b , b g W V i, j s 1, . . . , n ;i, j i i, j j
4qa Žw U x2 pŽ .. 3qa Žw U x2 6, pŽ .H25. f g C 0, T ; L V l C 0, T ; W V l
5, pŽ ..W V ;0
3qa Žw U x2 8, pŽ . 7, pŽ .. Ž .H26. u g C 0, T ; W V l W V j s 1, 2 ;j 0
2q a Žw U x2 . 2 2H27. k g C 0, T ; R , D D k , D D k , D D k gt s t s s t
1qa Žw U x2 .C 0, T ; R ;
Ž Y X Ž .. Ž Y X Ž .. Žw U xH28. B u y Au yD f ?, 0 , B u y Au yD f 0, ? g B 0, T ;1 1 t 2 2 s
Ž ..D a , ‘ ;A
X a Žw U x Ž .. Žw U x Ž .. ŽH29. Bu g C 0, T ; D A l C 0, T ; D 1 q a , ‘ j sj A
.1, 2 ;
Ž . Ž .H30. Bu 0 g D 1 q a , ‘ ;1 A
qŽ .H31. f g L V , 1rp q 1rq s 1.
Moreo¤er, suppose that assumptions H1]H4 and H9]H16 still hold.
Ž x Ž .Then, there exists T such that, for any T g 0, T , the problem 8.1 ad-0 0
Ž . 2qa Žw x2 2, pŽ . 1, pŽ ..mits a unique solution u, h g C 0, T ; W V l W V0
1qa Žw x2 . Ž . 1qa Žw x2 2, pŽ .=C 0, T with h 0, 0 s 0, D D u g C 0, T ; W V lt s
1, pŽ .. 2 2 1qa Žw x2 2, pŽ . 1, pŽ ..W V and D D u, D D u g C 0, T ; W V l W V . In0 t s s t 0
1 2Žw x .particular, if p ) n, then u g C 0, T = V .
‘Ž .8.2. The Case X s L V
‘Ž . ‘Ž .We now suppose that X s L V . Then, the realization in L V of the
Ž .linear operator defined in 8.2 is a generator of an analytic semigroup
Ž .  2, pŽ . ‘Ž .provided we choose D A s u g F W V : u, Au g L V ,pG1 loc
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Ž . 4 Ž w x. Ž .u x ’ 0 see 9, corollary 3.1.21 . Moreover, D A is continuously<› V
1Ž . Ž w x.embedded in C V see 9, theorem 3.1.19 . From Theorem A, we
immediately deduce the following theorem.
THEOREM 8.2.1. Suppose that
6, ‘Ž . Ž .H32. a , a , a, b , b , b g W V i, j s 1, . . . , n ;i, j i i, j j
U U4qa 2 ‘ 3qa 2 6, ‘ 4Žw x Ž .. Žw x Ž . Ž ..H33. fgC 0, T ; L V lC 0, T ; W V lC V ;0
U3qa 2 8, ‘ 6Žw x Ž . Ž .. Ž .H34. u g C 0, T ; W V l C V j s 1, 2 ;j 0
2qa Žw U x2 . 2 2 1qa ŽwH35. k g C 0, T ; R , D D k, D D k, D D k g C 0,t s t s s t
U x2 .T ; R ;
Ž Y X Ž .. Ž Y X Ž .. Žw U xH36. B u y Au yD f ?, 0 , B u y Au yD f 0, ? g B 0, T ;1 1 t 2 2 s
Ž ..D a , ‘ ;A
X a Žw U x Ž .. Žw U x Ž .. ŽH37. Bu g C 0, T ; D A l C 0, T ; D 1 q a , ‘ j sj A
.1, 2 ;
Ž . Ž .H38. Bu 0 g D 1 q a , ‘ ;1 A
‘Ž .H39. f g L V .
Moreo¤er, suppose that assumptions H1]H4 and H9]H16 still hold.
Ž U x Ž x Ž .Then, there exists T g 0, T such that, for any T g 0, T , problem 8.10 0
Ž . 1q a Žw x2 . 2q a Žw x2admits a unique solution h, u g C 0, T = C 0, T ;
2, pŽ .. Ž . 1qa Žw x2 2, pŽ ..F W V with h 0, 0 s 0, D D u g C 0, T ; F W VpG1 loc t s pG1 loc
2 2 a Žw x2 2, pŽ ..and D D u, D D u g C 0, T ; D W V . In particular, u gt s s t pG1 loc
1 2Žw x .C 0, T = V .
Ž .8.3. The Case X s C V
Ž . Ž .Suppose that X s C V . Then, the realization in C V of the linear
Ž .operator in 8.2 defines a generator of an analytic semigroup provided we
2, pŽ .  Ž . Ž . Ž . 4 Ž wchoose D A s u g F W V : u, Au g C V , u x ’ 0 see 9,pG1 loc <› V
1x. Ž . Ž .corollary 3.1.21 . Moreover, D A is continuously embedded into C V
Ž w x.see 9, theorem 3.1.19 . From Theorem A, we immediately derive the
following theorem.
THEOREM 8.3.1. Suppose that
6Ž . Ž .H40. a , a , a, b , b , b g C V , i, j s 1, . . . , n ;i, j i i, j j
U U4qa 2 3qa 2 6 4Žw x Ž .. Žw x Ž . Ž ..H41. f g C 0, T ; C V l C 0, T ; C V l C V ;0
U3qa 2 8 6Žw x Ž . Ž .. Ž .H42. u g C 0, T ; C V l C V j s 1, 2 ;j 0
2qa Žw U x2 . 2 2 1qa ŽwH43. k g C 0, T ; R , D D k, D D k, D D k g C 0,t s t s s t
U x2 .T ; R ;
Ž Y X Ž .. Ž Y X Ž .. Žw U xH44. B u y Au yD f ?, 0 , B u y Au yD f 0, ? gB 0, T ;1 1 t 2 2 s
Ž ..D a , ‘ ;A
L. LORENZI456
X a Žw U x Ž .. Žw U x Ž .. ŽH45. Bu g C 0, T ; D A l C 0, T ; D 1 q a , ‘ j sj A
.1, 2 ;
Ž . Ž .H46. Bu 0 g D 1 q a , ‘ ;1 A
‘Ž .H47. f g L V .
Moreo¤er, suppose that assumptions H1]H4 and H9]H16 still hold.
Ž U x Ž x Ž .Then, there exists T g 0, T such that, for any T g 0, T , problem 8.10 0
Ž . 2qa Žw x2 2, pŽ ..admits a unique solution u, h g C 0, T ; F W V =p G 1 loc
1qa Žw x2 . Ž . 1qa Žw x2 2, pŽ ..C 0, T with h 0, 0 s 0, D D u g C 0, T ; D W V andt s pG1 loc
2 2 a Žw x2 2, pŽ ..D D u, D D u g C 0, T ; D W V . In particular, u gt s s t pG 1 loc
1 2Žw x .C 0, T = V .
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