Abstract-Over the past few years, multiple kernel learning (MKL) has received significant attention among data-driven feature selection techniques in the context of kernel-based learning. MKL formulations have been devised and solved for a broad spectrum of machine learning problems, including multitask learning (MTL). Solving different MKL formulations usually involves designing algorithms that are tailored to the problem at hand, which is, typically, a nontrivial accomplishment. In this paper we present a general multitask multiple kernel learning (MT-MKL) framework that subsumes wellknown MT-MKL formulations, as well as several important MKL approaches on single-task problems. We then derive a simple algorithm that can solve the unifying framework. To demonstrate the flexibility of the proposed framework, we formulate a new learning problem, namely partially-shared common space MT-MKL, and demonstrate its merits through experimentation.
I. INTRODUCTION

K
ERNEL methods play an important role in machine learning due to their elegant property of implicitly mapping samples from the original space into a potentially infinite-dimensional feature space, in which inner products can be calculated directly via a kernel function. It is desired that samples are appropriately distributed in the feature space, such that kernel-based models, like support vector machines (SVMs) [4] , [20] , could perform better in the feature space than in the original space. Since the feature space is implicitly defined via the kernel function, it is important to choose the kernel appropriately for a given task. In recent years, substantial effort has been devoted on how to learn such kernel function (or equivalently, kernel matrix) from the available data. According to the multiple kernel learning (MKL) approach [13] , which is one of the most popular strategies for learning kernels, multiple predetermined kernels are, most commonly, linearly combined. Subsequently, in lieu of tuning kernel parameters via some validation scheme, the combination coefficients are adapted to yield the optimal kernel in a data-driven manner. A thorough review of MKL methods and associated algorithms is provided in [7] .
So far, several MKL formulations, along with their optimization algorithms, have been proposed. The earlier work in [13] suggests a MKL formulation with trace constraints over the linearly combined kernels, which is further transformed into a solvable semidefinite programming problem. In addition, simple-MKL [14] relies on a MKL formulation with L 1 -norm constrained coefficients. In each iteration of the algorithm, a SVM problem is solved by taking advantage of an existing efficient SVM solver and the coefficients are updated via a gradient-based scheme. A similar algorithm is also applied in [23] . In [11] , an L 2 -norm constraint is applied to the linear combination coefficients and the proposed min-max formulation is transformed into a semi-infinite programming (SIP) problem, which is then solved via a cutting plane algorithm. Moreover, two algorithms are proposed in [12] to solve the L p -MKL formulation, where the coefficient constraint is generalized to an L p -norm constraint. The relationship between the latter L p -MKL formulation and one that entails a Group-Lasso regularizer is pointed out in [24] , which uses a block coordinate descent algorithm to solve the problem in the primal domain. Besides MKL-based SVM models, a MKL formulation for kernel ridge regression (KRR) [16] has been proposed in [3] . Cast as a min-max problem, it is solved via an interpolated iterative algorithm, which takes advantage of the closed-form solution for the KRR kernel coefficients.
Furthermore, MKL has been applied to MTL giving rise to MT-MKL approaches, where several tasks with shared feature representations are simultaneously learned. As was the case with single-task MKL approaches mentioned in the previous paragraph, most of the MT-MKL formulations that have appeared in the literature are accompanied by an algorithm tailored to their particular formulation. For example, a framework is formulated in [18] , where individual tasks use their own task-specific space in conjunction with a shared space component, while the balance between these two components is controlled through weights. Subsequently, an exchange algorithm is proposed to solve the resulting min-max problem. Additionally, in [1] , a Group-Lasso regularizer on SVM weights is considered that yields coefficient sparsity within a group of tasks and nonsparse regularization across groups.
The resulting problem is solved in the dual domain via a mirror descent-based algorithm. Also, in [15] , the Group-Lasso regularizer is generalized to L p − L q regularization and two optimization problems are addressed, one being convex and the other nonconvex. Next, for each of these two formulations, a specialized algorithm is proposed. Furthermore, in [22] , MT-MKL is formulated in the primal domain by penalizing the SVM weight of each task to be close to a shared common weight. Finally, maximum entropy discrimination is employed in [9] to construct a MT-MKL framework.
Proposing useful MKL formulations and devising effective algorithms specifically tailored to solving them is, in most of the cases, a nontrivial task; such an endeavor requires fair amounts of insight and ingenuity. This is even more so true, when one considers applying MKL to MTL problems. In this paper, we present a general kernel-based MT-MKL framework that subsumes well-known MT-MKL formulations, as well as several important MKL approaches on singletask machine learning problems. Its unifying character stems from its applicability to prominent kernel-based tasks, such as SVM-based binary classification, KRR based regression and outlier detection based on one-class SVM [17] and support vector domain description (SVDD) [19] , to name a few important ones. Also, it accommodates various feature space sharing approaches that may be encountered in a MT-MKL setting, as well as single-task MKL settings with different constraints. For example, it subsumes L 2 -MKL and L p -MKL considered in [11] and [12] , the KRR-based MKL in [3] and the MT-MKL formulations in [15] and [18] . We introduce our framework in Section II.
In Section III, we state an equivalency between the solving SIP problems and exact penalty function (EPF) optimization, which may be viewed as a useful result on its own. As the new framework can be cast as a SIP problem, the previous equivalency allows us in Section IV to eventually derive a straightforward and easy to implement algorithm for solving the new EPF-based formulation. For a given MT-MKL problem that is a special case of our framework, the availability of our algorithm eliminates the need of using an existing, potentially complicated, algorithm or deriving a new algorithm that is tailored to the problem at hand. A further major advantage of the algorithm is that it can leverage from already existing efficient kernel machine solvers (e.g., SVM solvers) or closed-form solutions (e.g., KRR solution) for given problems.
In Section V, we present a new specialization of our framework, called partially-shared common space (PSCS) MT-MKL. It permits some tasks to share a common feature space, while other tasks are allowed to use their own feature space. This approach follows the spirit of recent MTL research, which allows tasks to be grouped, while tasks belonging to the same group can share information with each other. Some examples include the works in [8] , [10] , [25] , and [26] , to name a few. This is a generalization of the traditional MTL setting, according to which all tasks are considered as one group and are learned concurrently. Our PSCS MT-MKL formulation is a combination of the grouped MTL setting and MKL, which appreciably differs from previously cited works. The new formulation concretely showcases the generality of the proposed MT-MKL framework, the flexibility in choosing a suitable MT-MKL feature sharing strategy, as well as the usefulness of the derived algorithm. The merits of PSCS are illustrated in Section VI, where we compare its performance on classification benchmark data sets against the common-space (CS) and independent-space (IS) alternatives. Proofs of our analytical work are given in the appendixes.
II. PROBLEM FORMULATION
Consider a supervised learning task with parameter α, which can be expressed in the form
where K is the kernel matrix of the training data set, i.e., its
and H is the Hilbert space reproduced by the kernel function k. Here, φ is the feature mapping that is implied by the kernel function k(·, ·) and x i , x j ∈ X , where X is an input set. Also, supposē g has a finite maximum, a finite number of local maxima with respect to α in the feasible set (α) ⊂ R n and is affine with respect to the individual entries of K . Some well-known supervised learning tasks that feature these characteristics are considered in SVM, KRR, SVDD, and one-class SVM. Their dual-domain objective functionsḡ for n training samples are as follows:ḡ
In the above examples, · signifies transposition vector/ matrix, y 
where
N t , and α t denotes the transpose of α t ∈ R N t , t = 1, . . . , T . Similarly, θ stands for the vector with elements θ t m . The framework is able to incorporate various feature space sharing approaches by appropriately specifying the feasible region of the kernel combination coefficients θ . For example, for T = 1 it can specialize to L p -norm MKL [12] , where p ≥ 1, using (θ ) = {θ : θ p ≤ 1, θ 0}. Obviously, the L 2 -norm MKL [11] is also covered by our framework. In addition, it can express the MT-MKL model in [18] that allows individual tasks to use their own task-specific space in conjunction with a shared space component. This is achieved by specifying (θ ) = {θ : To mention a final example, a Group-Lasso type regularizer is employed on the SVM primal-domain weights in [1] , which leads to intricate optimization problems and algorithms. Our framework specializes to this problem by specifying (θ ) = {θ : θ 0, (
. By appropriately choosing the values of p and q, different level of group-wise and intragroup sparsity can be obtained. In this case too, using our framework leads to an easier formulation that can be solved in a much more straightforward fashion via our algorithm.
In the next section, we first transform problem (6) to an equivalent SIP problem. Subsequently, we demonstrate the equivalency between the general SIP problems and EPF-based problems. The latter result will allow us to cast problem (6) as an EPF-based problem, which, as it turns out, can be easily solved.
III. EXACT PENALTY FUNCTION METHOD
In general, the min-max problem (6) is not easy to solve. However, it can be transformed to an equivalent epigraph problem in the following SIP form:
Before solving (7), we first show an equivalence between the EPF-based problems [21] and the general SIP problems. This will eventually facilitate the development of an algorithm for solving (7) .
A. General SIP Problem
Consider the general SIP problem
with U equality and V inequality constraints. Now, suppose f , g, the l u s and r v s are continuously differentiable. The feasible region of x is determined by both the SIP constraint involving g and the regular equality (l u s) and inequality (r v s) constraints. It is not difficult to observe that (7) is a special case of (8) by defining
− ω, and letting the constraints l u s and r v s define (θ ).
B. EPF-Based Problem
For fixed x, assume that there are
, and let I (x) {1, 2, . . . , N(x)}. Obviously, each a * i depends implicitly on x. Thus, if the Implicit Function Theorem conditions hold, there is a function a i of x, such that a * i = a i (x) and we can define h i (x) g(a i (x), x). Then, the EPF P(x) introduced in [21] is defined in a neighborhood of x as
where ν > 0 and
We refer the interested reader to [21] for more details about EPFs. Now, consider the EPF-based optimization problem
In the next theorem, we state that the general SIP problem (8) can be solved by solving the EPF-based problem (10). Theorem 1: Let f , g, l u s and r v s in (8) and (10) be continuously differentiable, and let the EPF function P(x) be defined as in (9) . Suppose for fixed x, there are finite number of a s ∈ (a), s = 1, . . . , S, such that g(a s , x) = 0. Ifx is in the feasible region of (8) and solves (10), thenx is a Karush-Kuhn-Tucker (KKT) point of (8) .
The proof of the above theorem is given in Section A of the Appendix. The EPF optimization provides a way to solve the proposed general SIP-type problem (8) ; in addition, it also avoids involving the SIP constraint. Obviously, since our framework of (7) is a general SIP problem, we can solve its equivalent EPF-based problem instead. In the next section, we introduce a simple and easy to implement algorithm to solve the EPF optimization problem for our framework.
IV. ALGORITHM
In this section, we focus on solving the EPF-based problem (10) for our framework. Consider (10), for which we define
− ω, and let the constraints l u s and r v s define (θ ). To solve (10), a descent algorithm is suggested in [21] . During iteration k and given x k , E(x k ) is calculated, a descent direction d k is found, and the variables are updated as x k+1 = x k + d k . We remind the reader that the set E(x) contains a * i s, which satisfy g(a * i , x) ≥ −η. In [21] , it is proven that, for sufficiently large ν and sufficiently small step length > 0, the limit point of {x k } is a KKT point of (8) , if the sequence {d k } is bounded and the sequence {x k } remains in a bounded region, in which f and g are doubly differentiable functions with bounded second-order derivatives. In the next theorem, we show how to find the descent direction d k for our framework given x k at the kth iteration.
Theorem 2: Letḡ(α, K ) be affine with respect to the individual entries of K . Suppose it has a finite maximum and a finite number of local maxima with respect to α in the feasible set (α). Let l u s and r v s be continuous and differentiable. Let E(x) and I (x) be as defined in Section III, and
Letθ i , consisting of all elementsθ t m,i s, be the solution to the i th problem. Also,
The proof of the above theorem is provided in Section B of the Appendix. Note that, ifḡ is concave with respect to α, then N(x k ) = 1. Thus, we have the following corollary.
Corollary 1: Letḡ(α, K ) be affine with respect to the individual entries of K and concave with respect to α. Let the l u s and r v s be continuous and differentiable. Also, let E(x) and I (x) be defined as in Section III and
with solutionθ . Letω
Based on the above discussion, we provide Algorithm 1. Note that, we focus on the case, whereḡ is concave, since it is the most common one in the context of kernel machines.
There are several ways to choose the step length k in each step k. As suggested in [21] , one possibility is to choose k Algorithm 1 Algorithm for Solving (10) Choose M kernel functions. Calculate the kernel matrices K t m for the T tasks and the M kernels. Chooseḡ and (θ ) based on the characteristics of the problem at hand. Randomly initialize θ 0 0. Initialize η and 0 to small positive values. k ← 0.
as the largest element of the set {1, β, β 2 , . . .}, for some β, 0 < β < 1, such that
where P is the EPF given in (10), σ is some constant that satisfies 0 < σ < 1, and G k is the directional derivative of P with respect to x at the kth step. It is not difficult to show that
For details of G k s calculation, whenḡ is not concave with respect to α, we refer the reader to Section B of the Appendix.
A. Analysis
The advantages of our algorithm are multifold. First, the framework hinges on a relatively few mild constraints that are typically met in practice. Specifically, we only assumed that g is continuous and doubly differentiable with respect to α with bounded second-order derivatives and finite number of local maxima, whose value are also finite, andḡ is affine with respect to the elements of K . There is no need forḡ to be concave with respect to α. Note also that all these constraints are met for the four examples given in (2)-(5). Therefore, the framework and its associated algorithm may enjoy wide applicability.
Second, the maximization problem with respect to a in the first step of the algorithm can be separated into T -independent problems under the commonly encountered setting, where the feasible regions of the α t s are mutually independent, such as in the formulations of [18] and [15] . Furthermore, in most situations, solving each of the T problems can be addressed via readily available efficient optimizers; for example, in the case of SVM problems, one could use LIBSVM [2] . In some other cases, a closed-form solution could be used instead, whenever available, such as in the case of KRR.
Third, the minimization problem (12) is easy to solve. Sincē g is affine with respect to the individual entries of the kernel matrix, it is also affine in the entries of θ , which leads to the following optimization problem:
where c is a coefficient vector. For many practical models, the feasible regions of (15) are such that a closed-form solution can be found. For example, in the case of an L p -norm constrained (single-task) MKL model, the feasible region is defined by the constraints θ p ≤ 1, θ 0, for which a closed-form solution can be found. Another example is the setting considered in [18] , which is of the form of (12) and becomes ] ∈ R n be the concatenation of T vectors c 1 ∈ R n 1 , . . . , c T ∈ R n T with T t =1 n t = n. Suppose that, for t = 1, . . . , T , each c t has at least one negative element. Similarly, let θ [θ 1 , . . . , θ n ] ∈ R n be the concatenation of
has closed-form solution The proof of the above proposition is given in Section C of the Appendix. It is worth mentioning that, based on Proposition 1, true within-task sparsity is only achieved, when p = 1. Similarly, true sparsity across tasks is only obtained, when q = 1. Therefore, depending on the desired type of sparsity, different parameter settings should be applied. For example, if within-task sparsity is desired, an L 1 − L 2 norm with p = 1 and q = 2 can be used, as discussed in [6] .
For a nonconcaveḡ, but one that has a finite number of local maxima with respect to α given x k , based on Theorem 2, we only need to solve N(x k ) problems that are similar to (12) , which in most of the cases have closed-form solutions, as stated earlier.
Based on the above analysis, it is not difficult to see that, when a closed-form solution can be found in the second step, the complexity of our algorithm in each iteration is dominated by the complexity of the solver of the first step, such as the SVM, SVDD solver, and so on. The time complexity of LIBSVM for solving a SVM or SVDD problem is given in [2] . A KRR based model, as stated earlier, can be solved in constant time. Therefore, if the second step has a closedform solution, then the complexity of each iteration for such model is O (1) . Unsurprisingly, we observed in practice that our algorithm is usually slower than the special algorithms that are tailored to each specific problem type. For example, for single-task MKL with an L p -norm constraint as discussed in [24] , a block coordinate descent algorithm is used, which is equivalent to our algorithm with step length equal to 1, when our algorithm is adapted to solve this model. Thus, since our algorithm initializes the step length to be a small value, it is not a surprise that our algorithm is slower. However, if the step length of our algorithm is initialized to 1, both of the two methods are exactly the same. In addition, for solving the model that is proposed in [18] , when 500 samples from the USPS data set are used for training, our algorithm takes on average 9s to train the model, while the algorithm proposed in [18] takes 7s. As expected, the advantages of our algorithm, namely its simplicity in terms of implementation and its generality are offset by a somewhat reduced computational efficiency, when compared with the highly specialized algorithms that are designed to solve very specific problems.
V. PARTIALLY SHARED CS MODEL
To demonstrate the flexibility of our framework and the capability of the associated algorithm, in this section, we propose a PSCS model for MT-MKL as a novel concrete instance of our framework. As stated earlier, in MTL, several tasks sharing a common feature representation are trained simultaneously. For MT-MKL, it is a natural choice to let all tasks share a common kernel function by letting θ t m = ζ m , ∀ t (see Section II). However, in practice, there may be some problems, for which sharing a CS is not the optimal choice. For example, an MTL problem may include a few complex tasks, but also some much simpler ones. In this situation, it may be difficult to find a common feature mapping so that all tasks perform well. Therefore, it is meaningful to let complex tasks to use their own task-specific space, while allowing the remaining tasks to share a CS. Motivated by this consideration, we introduce the PSCS problem formulation shown below
The feasible region of θ is chosen to meet our objectives: the L p -norm constraint controls the sparsity of the CS coefficients ζ , while the L p − L q -norm constraint controls the within-group and group-wise sparsity. Choosing q = 1 induces sparcity on γ (group-wise sparsity), which will force most tasks to share a common feature space.
Due to the complicated nature of the constraints, it is far from straightforward to devise a simple, tailored algorithm to solve the PSCS model. However, Algorithm 1 can be readily applied. In each iteration, T kernel machines are first trained. Next, the minimization with respect to θ can be accomplished via block coordinate descent to optimize ζ as a block and γ as another block. In addition, the closed-form solution for θ and γ can be easily determined by Proposition 1.
VI. EXPERIMENTAL RESULTS
In the following sections, we experimentally evaluate our PSCS model on classification tasks. To apply our framework for classification tasks, the objective functionḡ is specified as the dual-domain objective function for SVM training
Note that all kernel functions in our experiments are used in their normalized form as (k(x, y))/( √ k(x, x)k( y, y)).
A. Qualitative Case Study
To qualitatively illustrate the potential of our framework, in this section, we apply our approach to the well-known Iris Flower classification problem, which we will recast as a MTL problem. The associated data set includes 150 patterns, each of which comes from one of three Iris flower classes: Setosa, Versicolour, and Virginica (respectively, classes 1, 2, and 3). Each of these three classes is represented by 50 samples and every sample has four attributes corresponding to the width and length of the flower's sepal and pedal. We chose only two attributes, namely the sepal width and length, to form a 2-D data set, such that the distribution of patterns and the resulting decision boundaries can be visualized. Note that each attribute is normalized to [0, 1]. We split the three-class problem into three binary classification tasks by employing a one-againstone strategy. Specifically, these are: task 1 (class 1 versus class 2), task 2 (class 1 versus class 3), and task 3 (class 2 versus class 3). The data sets of tasks 1 and 2 are linearly separable, so it is desirable to obtain classifiers, which will produce linear or almost-linear decision boundaries. On the other hand, the data set of task 3 is not linearly separable. Intuitively, one would expect a reasonable solution to have tasks 1 and 2 share a common feature space, while allowing task 3 to be mapped into an alternative, task-specific feature space.
For the purpose of this experiment, we employed linear kernels, polynomial kernels of degree 2, and Gaussian kernels using a spread parameter value of 5. All 150 patterns were used for training. The p parameter was set to 2 for nonsparse kernel combination, because we want to see how different tasks affect the weights of each kernel function. In addition, q is set to 1, because we want to achieve intertask sparsity for γ , i.e. some tasks share a CS specified by ζ . The experimental results are shown in Table I and Fig. 1 .
It can be observed in Table I that all three elements in γ 1 and γ 2 are zero. This means that tasks 1 and 2 share a CS, which is specified by ζ = [0.1828, 0.9421, 0.2812] . Obviously, in the CS, the combination of linear and polynomial kernels has a large weight, while the Gaussian kernel plays an insignificant role. The reason behind this is that the data for tasks 1 and 2 are both linearly separable, so the SVM can easily find effective boundaries in the original space and the feature space implied by the polynomial kernel. Also, we can observe that the polynomial kernel has larger weight than the linear kernel. This is because the data in the feature space induced by the polynomial kernel offers a larger margin than in the case of the original space. Note that, even though the polynomial kernel does not imply a linear feature map, the decision boundary is almost a straight line. This implies that the mapping corresponding to the polynomial kernel is almost linear in this particular case. Unlike tasks 1 and 2, we can see from the table that the task-specific feature space for task 3 has a large weight corresponding to the Gaussian kernel. This is because the data for task 3 are not linearly separable, and therefore it is difficult for the associated SVM to find a good decision boundary in the original space and the feature space implied by the polynomial kernel. A large weight corresponding to the Gaussian kernel implies that the classifier was able to find a better decision boundary in its associated infinite-dimensional feature space. The relevant decision boundaries can be observed in Fig. 1 . As expected, the decision boundaries for tasks 1 and 2 are almost linear, while task 3 features a nonlinear decision boundary.
B. Quantitative Analysis on Benchmark Problems
In this section, we first evaluate our SVM based PSCS method using 6 benchmark multiclass data sets obtained from the UCI repository [5] . Each associated recognition problem was cast as a multitask classification problem using the oneagainst-all approach. This is an effective method to test multitask models; for example, refer to [9] and [26] . More specifically, we used the USPS Handwritten Digit (USPS), MNIST Handwritten Digit (MNIST), Wall-Following Robot Navigation (Robot), Statlog Shuttle (Shuttle), Statlog Vehicle Silhouettes (Vehicle), and Letter Recognition (Letter) data sets. For each data set, each class is represented by an equal number of samples. An exception is the original Shuttle data set that has seven classes, four of which are very poorly represented; for this data set we only chose data from the other three classes. Finally, for the Letter data set, we only chose the first 10 classes to avoid handling a large number tasks.
For all the experiments, the kernel and algorithm parameter settings were held fixed. Twenty experiments were conducted for each setting and the average correct classification accuracy was recorded. Linear, polynomial, and Gaussian kernels with spread parameter values 2 0 , 2 1 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 2 7 were used. Regarding p, we held it fixed to 1.1, as we were not concerned with obtaining within-group sparsity. Crossvalidation was employed to choose values for parameters C and q. We allowed C to vary over {1/27, 1/9, 1/3, 1, 3, 9, 27} and q ranged from 1.0 to 2.0 with a step size of 0.1. We did not consider the case, where q > 2, since these values would yield a nonsparse group-wise γ vector, which was not deemed desirable.
The PSCS model was compared with the CS and IS methods, which have been described in Section II. The experimental settings for the CS and IS methods were exactly the same as the settings used for PSCS, except that there was no parameter q to be tuned for them. We considered training set sizes of 2%, 5%, 20%, and 50% of the original data set to study the effect of training set size on classification accuracy. The rest of the data were split in half to form validation and test sets. We report the experimental results (average classification accuracy of 20 runs over randomly sampled training set) in Table II , where the best performance is highlighted in boldface. To test the statistical significance of the differences between the best performing method and the rest, we employed a t-test to compare mean accuracies using a significance level of α = 0.05. Furthermore, we use two superscripts for each PSCS-related result to convey information about statistically significant differences in performance. The first sign refers to the comparison of PSCS with CS and the second one to the comparison with IS. A + sign means that the PSCS performance is significantly better, and a = sign indicates that there is no statistically significant difference.
It can be observed from Table II that, for small training set sizes (2% and 5%), the PSCS method is almost always better in terms of classification accuracy compared with the CS and IS approaches and that most of the differences are statistically significant. In other words, there are learning tasks that, in practice, may benefit from partially sharing a common feature space. In addition, for all three methods considered, as the training set size increases to 20% or higher, their performance tends to be similar for most of the data sets; PSCS seems to perform significantly better only for the Vehicle data set. It appears that, when the training set is large enough, each task independently can be trained well, while sharing a CS among tasks helps little to further enhance performance. In what follows we compare the PSCS method with the CS and IS approaches on two widely used multitask classification data sets, namely the Letter and Landmine data sets. The Letter data set 1 is a collection of handwritten words compiled by Rob Kassel of the MIT Spoken Language Systems Group. The associated MTL problem involves 8 tasks, each of which is a binary classification problem. The eight tasks are: C versus E, G versus Y, M versus N, A versus G, I versus J, A versus O, F versus T, and H versus N. Each letter is represented by a 8×16 pixel image, hence by a 128 dimensional feature vector. The goal for this problem is to correctly recognize the letters in each task. For this data set, our intention was to compare the performance of the three models on large data sizes. Therefore, we chose 1000 samples from each class, so that each task had 2000 training samples. Note that, due to insufficient data for classes J, H, and F, our multitask recognition problem considered only five of the eight tasks.
On the other hand, the Landmine data set 2 consists of 29 binary classification tasks. Each datum is a 9-D feature vector extracted from radar images that capture a single region, which may contain a landmine field. The nine features include four moment-based features, three correlation-based features, one energy ration feature and one spatial variance feature [25] . Tasks 1-15 correspond to regions with relatively high foliage, while the other 14 tasks correspond to regions that are bare earth or desert. The tasks entail different amounts of data, varying from 30 to 96 samples. The goal is to classify regions as ones containing landmine fields or not.
The experimental setting for these two problems were the same as previous experiments, except that we did not use 2% and 5% of the Landmine data set for training, due to the small size of the data set. Instead, we started from 20% and increased the training set size in steps of 10%. Also, for the Letter data set, to show results for a wider range of training set sizes, we chose 0.2%, 0.5%, 5%, and 50% of the data set for training.
The experimental results are shown in Table III , from which it can be observed that the experimental results are consistent with the ones obtained in the previous section. The PSCS method can improve the classification accuracy significantly, when the training set size is relatively small, while in the case of large training sets, the improvements are not statistically 1 Available at: http://multitask.cs.berkeley.edu/ 2 Available at http://people.ee.duke.edu/~lcarin/LandmineData.zip significant. In the latter situation, all three methods perform similarly.
It is also worth mentioning that, using our proposed algorithm, all three models have the same asymptotic computation complexity. Obviously, in each iteration, all three models solve the same T SVM problems followed by solving (12) . Obviously, the former step differs for each method; (12) has a closed-form solution based on Proposition 1 for each of the models. Therefore, the computational complexity per iteration is common among them and is dominated by the complexity of solving the T SVM problems.
On balance, since PSCS has no worse asymptotic runtime complexity, when compared with the IS and CS approaches, and since it offers a performance advantage in cases of sample scarcity, the use of PSCS seems much preferable over the IS and CS formulations.
VII. CONCLUSION
In this paper, we proposed a MT-MKL framework, which is formulated as a min-max problem and which subsumes a broad class of kernel-based learning problems. We showed that our formulation can be optimized by solving an EPF optimization problem. Subsequently, we derived a simple algorithm to solve it, which, for some frequently used learning tasks, is able to leverage from existing efficient solvers or from closed-form solutions. The availability of this algorithm eliminates the need of using existing, potentially much sophisticated, algorithms or devising algorithms that are specifically tailored to the problem at hand.
To illustrate the utility of this novel framework and associated algorithm, we devised the PSCS MT-MKL model as a special case of our framework, which allows some tasks to share a common feature space, while other tasks are allowed to be appropriately associated to their own task-specific feature spaces. Results obtained from experimenting with a collection of classification tasks demonstrated performance advantages of the PSCS formulation, especially in the case, where the amount of training data are limited.
APPENDIX
A. Proof of Theorem 1
First, note that ifx solves (8), then theâ s s, which satisfy g(â s ,x) = 0 andâ s ∈ (a), are local maxima of g(a,x). By assumption, there is a finite number of suchâ s s, say, S, which means that the problem has only S active constraints. We can, therefore provide the KKT necessary conditions for x to be a solution of (8) .
1) KKT Conditions for (8):
Letx be a solution of (8) . 
Similarly, we can state the KKT conditions for the EPFbased problem (10) 2) KKT Conditions for (10) : Letx be a solution of (10) In light of (21) and (23), we arrive at the conclusion.
B. Proof of Theorem 2
Before delving into the details, we provide a sketch of the proof. The proof itself includes two major stages. In the first stage, we prove that d k =x − x k is a descent direction, ifx is the solution to the following problem: 
Note that since x k is given in the kth iteration and, therefore, is fixed, I (x k ) and the a i,k s are also fixed. In the second stage, we prove that thex described in the theorem is a solution to (24) , when ν > 1.
Stage 1:
We need to prove that the directional derivative of the objective function of (24) is negative, given the direction d k =x − x k . Since we only considerḡ to be affine in the individual entries of the kernel matrix, g(a i,k , x k ) could be expressed as 
