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ABSTRACT 
This paper considers the problem of approximating a given pair of symmetric 
Cartesian tensors by a pair of symmetric Cartesian tensors that commute. 
1. INTRODUCTION 
In many linear dynamical systems, the state at time t is characterized by 
a vector x(t) in an n-dimensional real Euclidean space Iw, that satisfies the 
linear differential equation 
fi+A%+Bx = f, (I.11 
where f(t) is the given excitation vector at time t, and A and B are 
time-independent Cartesian tensors, i.e., linear transformations of BB, into 
itself. In the case of mechanical systems, A and B represent the damping and 
stiffness, respectively, of the structure under consideration. The mass tensor 
multiplying 2 has been taken to be the identity without significant loss of 
generality. In an important subclass of such systems, A and B are symmetric 
tensors, and it will be assumed that this is the case here. 
The system (1.1) is said to possess classical nmmul modes if A and B 
commute and thus have a common principal basis e = (e,, es,. . . , e,); when 
referred to this basis, (1.1) reduces to n uncoupled scalar differential 
equations for the components of x. The study of linear systems with classical 
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normal modes was apparently initiated by Lord Rayleigh [l] and has been 
pursued by many others, notably Caughey [2] and Caughey and O’Kelley 
[3]. Related discussion and references may be found in the monograph by 
Miiller [4]. 
When A and B do not commute, the analysis of (1.1) is more difficult. In 
such cases, there is an approximation scheme that is common in the struc- 
tural-mechanics literature, especially when n is large. In this scheme, one 
refers (1.1) to a basis that is principal for B, and then discards the off-diago- 
nal terms in the resulting matrix of components of A in this basis. Thus one 
replaces A in (1.1) with a tensor P that shares with B a common principal 
basis and therefore commutes with B. In [5] it is shown that, if the 
eigenvalues of B are all distinct, the tensor P arrived at in this way is the best 
approximation to A among all symmetric tensors that commute with B, the 
norm for tensors having been chosen to be ]]A]] = [Tr(AAr)]1’2. Estimates of 
the error introduced by approximating solutions of (1.1) by solutions of the 
equation obtained by replacing A with P have been given in [6]. 
In the approximating procedure described above, the two tensors A and 
B are not treated symmetrically. While there are often good practical reasons 
for approximating the damping rather than the stiffness, the following natural 
modification of the unsymmetrical approximation scheme nonetheless sug- 
gests itself: in the differential equation (l.l), replace A and B with symmetric 
tensors P and Q, respectively, where the latter are chosen in such a way as to 
minimize ]]A-P]12 + IIB-QII” over all pairs P, Q such that PQ = QP. It is 
this minimization problem that is to be addressed in the present paper. 
2. THE MINIMIZATION PROBLEM 
Let (x, y) stand for th e scalar product of two vectors in lh!,; the length of x 
is Ix1 = (x x)l12. Let U_ be the vector space consisting of all linear transforma- 
tions of d, into itself; if A, B are in IL, their scalar product is A* B = Tr(ABr), 
and ]lAl] = (A*A)‘/2. Let IF denote the set of all orthonormal bases e = 
(e,,e 2,. . . ,e,) for [w,. The components in a basis e of a tensor A are 
ayj = (e,,Aej); (2.1) 
A” =(aTj) is the matrix of components of A in e. The subgroups of IL 
consisting of all symmetric tensors and all orthogonal tensors are denoted by 
S and 0, respectively. Finally, let C stand for the subset tof S x 5i consisting 
of all pairs of symmetric tensors (P, Q) such that PQ = QP. 
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The minimization problem can now be stated as follows: let A E §, B E S 
be arbitrary and fixed; define the real-valued function cp by 
c~(P,Q) = IIA-PII~ + lb-Ql?, P,Q E S; (2.2) 
find (P,Cj> E C such that 
(2.3) 
it is helpful to introduce a real-valued function $ on the set IF of all 
orthonormal bases by setting 
Ijl(e)= CC((a~j)2+(b~)2) forevery eE[F. 
i#j 
(24 
Since e(e) = 0 if and only if the matrices A” and B” are diagonal, it is clear 
that there is an orthonormal basis at which $ vanishes if and only if A and B 
commute. L-et i! E IF be called a minimizing basis for J, if 
4(e) a tiCa> forall eEIF. (2.5) 
The following result shows that the original minimization problem can be 
solved if a minimizing basis for $ can be found. 
CLAIM 1. A pair <P, 0) E C satisfws (2.3) if and only if there is a 
minimizing basis 6 fm I) in which the components of P and 0 are given by 
if i=j, 
4; = 
b,: if i= j, 
if i#j, 0 if i#j; (2.6) 
moreover, 
Proof. One first derives an alternative representation for cp(P, Q) that is 
valid when P and Q commute. For any pair of symmetric tensors P and Q, 
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(2.2) yields 
cp(P,Q) = llAl12 + llBl12 + llPl12 + llQl12 -2A.P-2B.Q. (2.8) 
If P and Q commute, there are real numbers pi,. . . , p, and qi,. . . , q, as well 
as a basis e E [F such that 
pl’j= pi 
i 
if i= j, if i=j, 
0 if i# j, 
q;= zi 
i if i# j. 
(2.9) 
From (2.8), (2.9), and (2.4), one finds that 
(2.10) 
for any pair of commuting symmetric tensors P,Q with common principal 
basis e and respective eigenvalues p,,. . .,p, and ql,. . ., q,. For any two 
pairs of commuting symmetric tensors P,Q and P,Q, (2.10) enables one to 
write, in obvious notation, 
=C(e)-~(C)+~[(p,-n~i)2+(qi-~~)2-(b,-u~i)2-((ii-b~)2]. 
(2.11) 
Suppose now that Q is a minimizing basis for IJ, and define P and Q by (2.6). 
Then by (2.10, 
q(P,Q) - (P(k6) a@(e) - $(k) 2 O for all (P,Q) E Q=, (2.12) 
so that P,Q satisfy (2.3). 
Conversely, suppose P,Q are commuting symmetric tensors that satisfy 
(2.3). Let i: be a common principal basis for P and Q, and let their respective 
sets of eigenvalues be $i,. . .,1;, and Gi ,..., 4,. Let e be an arbitrary 
orthonormal basis, and let P and Q be symmetric tensors with common 
principal basis e and with the arbitrary real numbers p,, . . . , p, and ql,. . . , qn 
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as eigenvalues. By (2.11) and CM), f or all real pi and qi and for all e E F, one 
has 
(2.13) 
First, choosing pi = ayj, qi = b,: in (2.13) shows that 
+(e) a #(9 for all e E IF, (2.14) 
so that 8 is a minimizing basis for 9. Next, choosing e = k in (2.13) yields 
for all real pi, 4i. (2.15) 
This cannot hold unless fii = eti and qi = b,:, i = l,.. .,n. Thus i! is a 
minimizing basis for JI, and the components of P and 0 in E? are given by 
(2.6), establishing the first part of the claim. The proof is completed by using 
(2.6) and (2.10) with e = i? to obtain (2.7). n 
It may be that there are many minimizing bases for I,!J. While different 
minimizing bases may in general correspond through (2.6) to distinct mini- 
mizing pairs $,i, for the restriction of 40 to C, the values of q at all 
minimizing pairs S,i) are the same. 
In practice, the tensors A and B in the dynamical system (1.1) ate oftef 
positive definite. When this is the case, (2.6) shows that the tensors P and Q 
of a minimizing pair are also positive definite. 
3. AN ERROR ESTIMATE 
If at least one of the given tensors A,B has n distinct eigenvalues, one 
can construct a simple upper bound OF the error committed when A and B 
are approximated by an optimal pair P,Q of symmetric commuting tensors. 
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E = (]]A-+]]2 + ]]B-&2}1’2 (3-l) 
stand for this error. Since E = [ cp(P, o>] ‘I2 the value of the error is the same , 
for all minimizing pairs fi,Q. The following notation is helpful: for any 
symmetric tensor S with eigenvalues or,. . . , a,, that do not all coincide, let 
A(S) = min ]a, -aj] 
i,j =I,...,n 
(3.2) 
a, # w, 
be the minimum separation between distinct eigenvalues of S. 
CLAIM 2. Suppose at least one of the tensors A and B has n distinct 
eigenvalues. Then 
E G $~]AB-BA]], (3.3) 
where 
if A has n distinct eigenvalues, 
zy B has n distinct eigenvalues, (3.4) 
if both A and B have n distinct eigenvalues. 
Proof. Since E = [ +(sS)]‘/~, where k is a minimizing basis for $, one has 
E < [t,b(e)]1’2 forany eE[F. (3.5) 
Suppose first that all of the eigenvalues al,. . . , a, of A are distinct, and let 
a = (a l,. . . ,a,) be the orthonormal basis consisting of the corresponding 
eigenvectors of A. Choose e = a in (3.5); from the definition (2.4) of q, it 
follows that 
E< { ~$(b;“}“‘. (3.6) 
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Let 
D=AB-BA. 
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(3.7) 
The components of D in the basis a satisfy 
d~j=(a,~Daj)=(ai,~aj)-(ai,BAaj)=(Aa,,Baj)-(Bai,Aaj), (3.6) 
so that 
dFj = (ai - aj)b;. (3.9) 
From this one obtains 
ll~ll~ > [A(A)]’ CC (b,Q2. (3.10) 
i#j 
Together, (3.6), (3.101, (3.71, and (3.4) establish (3.3) when A has n distinct 
eigenvalues. The case where B has this property is treated by a parallel 
argument, and the validity of (3.3) in the case of the final alternative in (3.4) 
is then immediate. n 
4. THE CASE n = 2 
The problem of minimizing llA-Pl12 + IIB -Qll’ over the set of all 
commuting pairs of symmetric tensors P,Q has been reduced to the problem 
of determining a minimizing basis for the function rj of (2.4). In the present 
section, the latter issue is illustrated for the case n = 2, corresponding to a 
linear dynamical system (1.1) with two degrees of freedom. 
Let e = (e,, e,) be an arbitrary orthonormal basis; e will remain fixed 
throughout the following discussion. Let A and B be specified through their 
matrices A = A”, B = B” in e: 
(4.1) 
By (2.4), if aij zz a$ and bij = b,“,’ are the components of A and B in a second 
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basis e’ E [F, one has 
$(e’) =2(a;2)2+2(b;2)2 (4.2) 
in the case n = 2. 
Let R be the two-dimensional orthogonal tensor defined by 
e\ = Re. I’ i = 1,2. (4.3) 
One may associate with R a symmetric, orthogonal tensor U whose matrices 
U’ and U of components in the respective bases e’ and e are given by 
U = RU’RT, (4.4) 
where R is the matrix of R in e. Conversely, given any symmetric, orthogo- 
nal tensor U, it is easy to show that there is a basis e’ relative to which the 
matrix of components U’ of U is given by (4.4),. The tensor U has the 
property that 
A.U=2a;,, B-U= 2b;,, (4.5) 
so that, from (4.2), (4.5) one may write 
$(e’) = f(U) E i(A*U)2+ ~(BsU)~. (4.6) 
The minimum of +(e’> over all e’ E [F is the same as the minimum of f(U) 
over all symmetric, orthogonal tensors U. 
The fact that U is traceless suggests that A and B in (4.6) be expressed in 
terms of their respective “deviatoric” parts M and N: 
A =i(TrA)l+M, B=$(TrB)l+N, (4.7) 
where 1 is the identity tensor. From (4.6), it then follows that 
f(u) =+(M.u)~++(N-u)~. (4.6) 
The tensors M, N, and U, being symmetric, belong to the three-dimensional 
real Euclidean space S; since they are also all traceless and therefore 
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orthogonal to 1, they lie in a common plane. Moreover, from (4.7) one finds 
that 
AB-BA = MN-NM, (4.9) 
so that M and N commute if and only if A and B do. In addition, because 
TrM = TrN = 0 and n = 2, one can establish the identity 
$lMN-NM112 = lIMl1211Nl12 -(M.N)~ = llM11211N112sin2y, (4.10) 
where y is the angle between M and N. Since the case in which A and B 
commute is trivial, it will be assumed subsequently that they do not. One 
then infers from (4.9), (4.10) that M # 0, N # 0, and 0 < y < r, so that M 
and N are not collinear. The problem of minimizing f(U) of (4.8) may 
therefore be described geometrically as follows: given noncollinear M and 
N, find U in the plane of M and N such that IIU II = 2 ‘I2 and the sum of the 
squares of the projections of M and N upon U is a minimum. 
To solve this problem, let cy and /? be the angles made by U with M and 
N, respectively; without loss of generality, one may assume that cx belongs to 
[O,r) and y = (Y + p. From (4.8), it then follows that 
f(U)=F(a)=llMl12cos2a+llNl12cos”(y-a). (4.11) 
This may be conveniently rewritten in the form 
(4.12) 
where 
h = (( llMl12 + llNl12 c0s2y)~+ llNl14 sin2 2y)i”, (4.13) 
and LY* is the unique angle in [O,r) such that 
cos2ff, = - 
llMl12 + llNl12 cos2y llN112 sin2y 
h ’ 
sin2a * = - 
h 
. (4.14) 
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Differentiating (4.12) with respect to (Y gives 
F’(o)=hsin2(a-a,), F”(a)=2hcos2(a-(Y*). (4.15) 
From these formulas, it follows that the only value of (Y in [0, r) that 
corresponds to a minimum of F(o) is given by (Y = (Y.+. Using this in (4.12) 
gives 
min 
O<a95r 
F((Y) = #lolls + IINII~ - h). (4.16) 
With the help of (4.10), one can find from (4.13) the following alternative 
representation for h: 
h = ((llMl12 + llN112)2-21jMN-NMl12)1’2. (4.17) 
From (4.6), (4.11), (4.16), and (4.17) one obtains 
mEr+(e’) = 
I(MN-NM~~~ 
llMl12 + llN112 +((llMII” + llN112)2-211MN-NMl12)1’2 
. (4.18) 
After using (4.7) to express the right side of (4.18) in terms of the original 
tensors A and B, one concludes in view of Claim 1 that, in the case n = 2, the 
square of the minimum distance from the given pair of symmetric tensors A, B 
to the set C of all pairs of commuting symmetric tensors P, Q is given by 
P&$ll~-~l12 + ID-~11”) = 
lhB-BA112 
k2 +{k4 -211AB-BA112}i’2 
> (4.19) 
where 
k = (IIAll’ + llB112 - i(TrA)2- i(TrB)2}1’2. (4.20) 
One can verify that the exact result (4.19) for the case n = 2 is consistent 
with the upper bound (3.3). 
It remains to exhibit a pair of tensors P = P, Q = Q for which the 
minimum in (4.19) is achieved. The first step in constructing these is the 
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determination of a tensor U = 6 that minimizes f(U) of (4.8). Since 6, M, 
and N are coplarry, and since M and N are linearly independent when they 
do not commute, U may be represented as a linear combination of M and N; 
indeed, one can show that 
(4 21) 
where y is the angle between M and N, (Y.+ is the optimal angle between 6 
and M determinfd by (4.14), and @* = y - (Y* is thf: associated optimal 
angle between U and N. It is easy to verify that U is symmetric and 
orthogonal. 
Next, let i? E IF be a basis relative to which the matrix 6 of components of 
CJ is given by (4.4),; 6 is a minimizing basis for $. Let P and 4 be tensors 
defined by specifying their matrices P and 6 of components in 6 as follows: 
P = A - aT2fii, (i = i - br2ir, (4.22) 
where A and 6 are the respective matrices of A and B in 6. From (4.5) 
(4.22), one then finds that the minimizing tensors 5 and 0 are given by 
i’ = A- +(A-iT)U, ij=~-$(~.iT)fi. (4.23) 
Since 6 is traceless, one has 
5 = t(TrA)l +Y, o=i(TrB)l+Z, (4.24) 
where Y and Z are the respective deviatoric parts of P and 4. After some 
calculation that makes use of (4.21) and (4.14), one finds that 
(4.25) 
M*N 
Z=- 
h 
M+L 
2 
(4.26) 
where h is given in terms of M and N by (4.17), and M = A- i(TrA)l, 
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N = B - i(Tr B)l are the deviatoric parts of the given damping and stiffness 
tensors A and B, respectively. 
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