The notion of an adjoint operator for a nonlinear mapping has few interpretations in the literam. In this paper a new nonlinear Hilbert adjoint operator is proposed. It is shown to unite several existing concepts and provides an essential tool for singular value analysis of nonlinear Hankel operators.
Introduction
Once one departs from the context of linear operators, there are very few extensions of the adjoint operator definition Furthermore, it can not be assumed a priori that the existing notions are in any way directly related. For example, in [2] the notion of an adjoint map is defined in terms of a dual map on a topological vector space. This idea is distinct from the adjoint map that appears in [4, 141 which employs the mteaux derivative of the operator when it is well defined. In a nonlinear state space context, the adjoint system has appeared in [5] , but only recently has it been given an input-output interpretation using a nonlinear Hilbert adjoint operator [7, 81. This latter concept first appeared in an abstract setting in [ 10, 161 mainly to address the open problem of understanding how to relate the state space notion of singular value functions due to Schepn [ 151 to the nonlinear Hankel operator extension In this paper the basic objective is to fully develop the idea of a nonlinear Hilbert adjoint and to further illustrate its usefulness in Hankel singular value analysis.
Nonlinear Hilbert Adjoint Operators
In the most general setting, let F be a topological vector space over R with dual space F'. Let E be a nonempty set, and A a collection of nonempty subsets of E. Let ED be a linear space of real-valued functions ZD on E with the property that the restriction z2 to every A E A is bounded.
A mapping 7 : E -+ F is called d-bounded if 7 maps the sets of A into bounded subsets of F. For any A -bounded mapping 7 : E -+ F , the dual map of 7 is defined as Ashorthandnotationfor(3)issinq-rly T*(y,u) = TI' (9,u and thus, 7* (y , U ) = uy. This same adjoint form can also be computed using Theorem 2.1: 
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where K is a suitable continuous kernel function, and each component function off is C1 with f(0) = 0. Then applying Theorem 2.1 it follows that We next provide the appropriate extensions of these fundamental properties for the nonlinear Hilbert adjoint. The linearity properly (i) is an immediate result which follows from the bilinearity of the inner product and the interjmtation that equality here implies belonging to the same equivalence class. In order to address the product-reversal property (ii), one In order to compute adjoints of general adjoint operators for the double adjoint property (iii), the concept of a partial adjoint operator is needed. The idea is based on a direct generalization of identity (2). 
= (%I'(Y,U)).
One application of this theorem is in regards to testing for self-adjointness.
Definition 2.4 Let H be a Hilbert space and S : H I+ H be a mapping with a well defined adjoint operator S*
Observe that an operator-like 7 * 7 ( u ) := (T7)1(.ii,~)lti=~ = 7 * ( 7 ( u ) , u )
is always self-adjoint since one may write in terms of the 1st partial adjoint The section is concluded by considering how the Frechet derivative interacts with nonlinear Hilbert adjoints. This is important because of its relationship to the eigenstructure of the Hankel operator described in Section 3.
Given an operator U of the form (4), its Fechet derivative with respect to uj at (ul,m,. .. ,um) is denoted by DjU(ul,u2,. . . , um) . The situation is greatly simplified by the fact that DjU (u1, u2,. . . , um) is a linear operator defined on Hj. 
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Towards Hankel Singular Value Analysis
Sate space notions have provided useful tools in the case of the nonlinear Hankel operator, e.g., [7, 81. Consider a smooth time-inv~ant input-gine nonlinear control system where u(t) E Em, ~( t ) E Etp, and z(t) E W C Rn is in local coordinates for a smooth state space manifold. Throughout it is assumed that the system has an isolated equilibrium at 0 and h(0) = 0. It is necessary that the system be well defined on the time interval (-00, 00) and
The observability and contmllability operators for C are given by: 
The Hankel operator NE :
givenby'FtE : = C o~-, a n d t h e i d e n t i t y ' F l~= c 3~o C r , was also proven in [lo]. In [8] the use of the adjoint of the variational version of the Hankel operator has been studied and turned out to be useful for an eigen-"re analysis of the Hankel operator. The latter results are summarized next. In order to describe an eigen-structure of the Hankel operator, a state space realization and corresponding pair of energy functions are employed as described below. It is assumed throughout that (U) there exist well-defied smooth observability and conAssuming that C is Frechet differentiable, and that DC is L2 input-output stable, then the following lemma was pmven. 
Furthermore, and thus, the Hankel norm of the vstem is given by
Spectral theory for nonlinear operators is a diverse subject with substantial roots going back to at least the late 1960's Then using Theorem 3.1, the result immediately follows. m Note that the above result yields an eigen-equation within an inner product identity. In the general nonlinear setting, it is not possible to (uniquely) extract the eigen-equation from this identity. Therefore, it is necessq to include the inner product structure dhctly in a spectrum definition. 
D d i t i o n 3.3 Let H be a Hilbert space and consider an operator S

