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Preprojective algebras were introduced by Gelfand and Ponomarev GP Ž w x. and implicitly in the work of Riedtmann R to study the representation theory of a finite quiver without oriented cycles. Gelfand and Ponomarev have shown that the preprojective algebra decomposes as the direct sum of all preprojective representations of the corresponding quiver, each occurring with multiplicity one, thus providing a method for constructing many indecomposable representations simultaneously. Subsequently preprojective algebras have played a role in classification problems of algebras of w x finite type and they are studied in DR1, 2 . They have since occurred in other diverse topics and, for example, have been studied by Kronheimer w x w x K to deal with problems in differential geometry and by Lusztig L to construct canonical bases for quantum groups. Ž . Ž . To any undirected graph ⌬ there is a preprojective algebra P P ⌬ ; for the definition see Section 1. This algebra is finite-dimensional if and only w x if ⌬ is a disjoint union of Dynkin diagrams. In DR2 , Dlab and Ringel Ž . observed that for type A all modules of P P ⌬ are periodic. Subsequently n w x it was proved by Schofield S , by constructing an explicit minimal projec-Ž . tive resolution, that for Dynkin diagrams as above the algebra P P ⌬ has a periodic resolution as a bimodule, of period dividing 6.
Here we use this projective resolution to study the Hochschild cohomology of ⌳. The first part contains some general results on self-injective algebras and on finite-dimensional preprojective algebras. Moreover we calculate for type A the dimensions of each cohomology group and give n an explicit characterization. In particular we show that for i G 1, the i Ž . Ž . dimension of HH ⌳ is n y 1 r2 for n odd and nr2 for n even. 0 Ž . Ž . Moreover the dimension of HH ⌳ is n q 1 r2 for n odd and nr2 for n even. We summarize the results at the end. In the second part we will Ž . determine the ring structure of HH * ⌳ given by the Yoneda product, for type A , which is the same as the ring structure defined by the cup n Žw x w x. product GS , G . We assume throughout that n G 2. w x w x For basic facts we refer to ARS , B .
1. PRELIMINARIES 1.1. We assume that K is a field. Recall that a quiver is a directed graph which has vertices and arrows. An arrow a starts at vertex ia and it ends at vertex ta. Suppose Q Q is a quiver which has a fixed point free involution a ª a on the arrows such that ia s ta and ta s ia. Then the preprojective algebra associated to this quiver is K Q QrI where I is the ideal generated by the relations aa s 0,¨a vertex of Q Q.
Ý a, iasT
he associated graph ⌬ of the preprojective algebra is obtained by Ä 4 replacing each pair a, a by an undirected edge. The preprojective algebra Ž . is then completely determined by this graph ⌬ and is denoted by P P ⌬ . Here we study algebras where ⌬ is Dynkin, of the form A, D, E. It is Ž . w x w x Ž known then that P P ⌬ is finite-dimensional; this is due to R , GP for a w x. w x discussion see DR2 . Our definition follows Schofield S ; some authors Ž . use relations involving signs, but in our case more generally for ⌬ a tree , they define the same algebras.
Preprojective algebras of Dynkin type are known to be self-injective, and for ⌬ s A we shall use an explicit Nakayama automorphism as described n w x in S . In this case, ⌬ has a unique graph automorphism of order two; this is the Nakayama permutation .
Ž . w x 1.2. We fix ⌬ and let ⌳ s P P ⌬ . It is proved in S that the ⌳ y ⌳ bimodule ⌳ has a periodic minimal projective resolution of periodicity at most 6. We shall describe this resolution. Define projective ⌳ y ⌳ bimodules
and define homomorphisms ␦ : P ª P and R: P ª P by 1 0 2 1 ␦ e me s␣me ye m␣\x
Moreover, let u: P ª ⌳ be the multiplication map.
0 w x THEOREM S . We ha¨e an exact sequence of ⌳ y ⌳ bimodules
where ⌳ is the bimodule structure on ⌳ where the action on the right is 1 twisted by an automorphism of ⌳ of order 2.
Ž . Now one observes that ⌳ m ⌳ ( ⌳ and hence if one tensors the 1 ⌳ 1 above exact sequence with ⌳ , one obtains the other half of a projective 1 resolution of ⌳ and it has length 6. The automorphism is closely related to ; for type A we will define it in 3.3. n Ž . 1.3. Notation. For any finite-dimensional algebra A, we let Hom y, y Ž . or just y, y denote A y A bimodule homomorphisms. We denote the i Ž . Hochschild cohomology groups by HH ⌳ . We write ⍀ M for the kernel of a projective cover of M, and ⍀ y1 M is the cokernel of an injective hull, as an A y A bimodule. We denote by J the radical of A.
GENERAL PROPERTIES
2.1. For the first part of this section A is a finite-dimensional self-injective basic algebra. Suppose N is the A y A bimodule N s A where is Ž .
This is nonzero since U involves a nonzero scalar multiple of e . Hence
is 1᎐1 and is therefore an isomorphism. This proves the first part; the other is similar. is as a vector space isomorphic to e Ae . Define
Then T ( [ e Je as a vector space since P is projective.
. e syqe where g K and y g e Je . Then s q where
: PªW is the A e -homomorphism taking e m e to y and is the
A -homomorphism taking e m e to e . By 1 , belongs to
se for i g F. Note that / 0 implies that i is a fixed point under .
i i i
Then g T if and only if for all j,
Let ⌳ be a finite-dimensional preprojective algebra and N s ⌳ , as in 1 1.2. The automorphism will be defined explicitly for ⌳ of type A in 3.3. 
PROPOSITION. For a finite-dimensional preprojecti¨e algebra
Let y, y be the bilinear form as in 2.2. Then for each i, j the Ž . restriction of y, y to the space e ⌳ e = e ⌳ e is nonsingular and
hence dim e ⌳ e s dim e ⌳ e s dim e Ne .
Ž .
Take i s j and sum over i to give the first part. Next, take i s ia and j s ta for an arrow a; since ta s ia and ia s ta we have e Ne s e Ne .
j i ia ta
Sum over all arrows; since a ª a is bijective, one gets the second state-Ž ment. If B, B* are bases as in 2.2 then¨ª¨* induces K-linear isomor-. phisms in 3.1.
3.2. We describe the strategy which we will here follow for ⌳ of type A . The preprojective algebra ⌳ is added with respect to the powers of the radical. This grading is preserved by the maps u, ␦, and R. Thus, for each i Ž . i Ž . HH ⌳ , every term in the exact sequence ending at HH ⌳ is graded, and may be expressed as a direct sum of homogeneous components.
3.3. From now, we assume that ⌳ is preprojective of type A . We will fix n the labeling of the vertices and arrows of Q Q as follows. We set
jqs jqsq1 jqsq1
The proof, by induction on s, is straightforward. We shall use this tacitly. Let 0 / y be a monomial of fixed length starting at i. By 3.3.1, there are the same number of ''bar'' letters in all expressions for y. Thus y has at most i bar letters and at most n y i y 1 ''nonbar'' letters. Consequently, if Ž y has exactly i bar letters then a ys0 for a y starts at i y 1 and iy1 iy1
. n has i bar letters . This also shows that J s 0. 
Then has order 2. In this section we give a basis for each e ⌳ e where ⌳ is of type A , the i j n union of which gives a basis B of ⌳. This information is used to give the Ž . Cartan matrix of ⌳ and dim P , ⌳ for i s 0, 1. 
where q s min 2 i , n y 2 Ž .
. . . ¢ nyj for j s n y i , . . . , n y 1.
Observe that dim e ⌳ e s dim e ⌳ e for 0 F i F m and 0 F j F n y 1.
As in the proof of 3.1, dim e ⌳ e s dim e ⌳ e s dim e ⌳ e and so
dim e ⌳ e s dim e ⌳ e for 0 F i F m. Now that dim e ⌳ e is known for
, specific basis elements could be given for the remaining e ⌳ e . 
Ž .
where the entry i q 1 occurs n y 2 i times. We also have that c s c i j Ži. j and so, for m q 1 F i F n y 1 the ith row of C is the same as the Ž . Ž . nyiy1 th row. Finally we describe a typical element of P , ⌳ and of 0 Ž . P ,⌳ and give the dimensions of these spaces. s e and b s a a . . . a  a  . . . a a , the unique 
Now P , ⌳ ( [ e ⌳ e , and so the component of P , ⌳ of degree 
Proof. It is clear that this set consists of linearly independent elements
Ž . and so it is enough to prove that this set is a spanning set for Z ⌳ . We Ž . start by showing that each element of Z ⌳ is a linear combination of elements in this set. Ž . Ž . 6 Ž . From 2.1 we have N, N ( ⌳, ⌳ and so we may determine HH ⌳ using the exact sequence
Proof. Using 2.4.1 with s , W s N, and P s P , we must show that 
HH ⌳ FOR ⌳ OF TYPE A n
We use the exact sequence Ž . and thus, using the hypothesis, ␦ w s y ␥ w s ␥ w . Hence ␦ s ␥ Ž .
and so ␥ g Im ␦ * as required. Ž . Ž . Ž . w s 0, w s w q w . Let ␥ s y so ␥ g Hom P , ⌳ .
Ž .
1 Then s ␥ q . We claim that ␥ g Im ␦ * and g V.
Ž . Ž . Ž . First we consider ␥. We have ␥ w s w and ␥ w s y w so 
and the Lemma follows.
3 Ž . Now we shall determine HH ⌳ , using the exact sequence 
Proof. The column space of C ⑀ is the same as the row space, so we see
H from the proof of 7.2 that the listed elements form a basis of Im C . If char K / 2 then the intersection with Im C ⑀ is zero.
For finding HH ⌳ we will need appropriate elements of N; here we ² : take N explicitly in the form N s . We need the following fact. reduction.
1 Suppose i is fixed; then it suffices to prove this for the shortest possible length. Namely, suppose we have found , of shortest length, 
