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Abstract. This paper discusses a general Aitken delta-squared generalized Jungck-modified S -iterative 
scheme. The study applies generalized versions of Aitken delta-squared procedure and Venter´s theorem 
to discuss positivity and global stability of the generalized Jungck iterative scheme which is of interest in 
numerical methods and its acceleration of convergence. 
 
Keywords. Aitken delta squared, Jungck iteration, Venter theorem, stability. 
 
1. Introduction  
Iterative schemes are of interest in numerical computations and its properties related to acceleration of 
convergence to solve  scientific and engineering problems. A very common iterative scheme is the so –
called Jungck iterative scheme, which involves the use of two coupled mappings, and its various 
extensions, [1-13]. Such an scheme is useful also in fixed point theory to find common fixed points of 
both mappings. In this paper, we extend such an iterative scheme and study its stability and positivity 
under certain  parametrical restrictions. Also, we study the acceleration of convergence by proposing an 
Aitken type delta squared procedure for acceleration of convergence and combining the  results with the 
generalization of a background Venter´s  stability theorem result, whose basic form is  well - known in  
discrete parametrical recursive identification , [14]. 
1.1 Notation  
The real sequences ny and nx are equivalent, denoted by   nn xy  , if both have the same limit. 
 
2. The iterative sequence and some preliminaries 
The following Aitken delta-squared generalized Jungck- modified S -iterative scheme is of interest in 
order to accelerate the convergence of the modified sequence to the same limit as the unmodified one 
provided that such a limit exists: 
  nnnnnnn yTazTazS  11  ; 01 z ,  Cz 0                                                                     (2.1.1) 
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; Nn , where CCTS :,  are two mappings on a nonempty subset C of a Banach space  ,X  
subject to    CSCT  , na and nb are real sequences in  10 , ,  n  and  n  are binary sequences 
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taking values 0 or 1; and   is a finite difference operator defining the correcting Aitken-type terms of the  
above iterative procedure as follows: 
 
121   nnn zSzSzS   ;     nnn ySySyS  1                                                                       (2.2.1) 
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2 2   nnnn zSzSzSxS  ;    212 2   nnnn ySySySyS                                      (2.2.2) 
; Nn . The binary sequences  n  and  n  have two functions, namely, a) To remove the Aitken 
correction if it would imply division by zero at some iteration (i.e. if 1
2 nzS  or nyS2  is zero) ;  b) To 
decide if implementing the Aitken correction or not at any particular iteration which does no imply 
division by zero. 
 
The subsequent two technical preliminary results reflect the features that  the sequences nxS and 
 nyS can have different limits if such limits exist and that under mild conditions the Aitken correction 
leads to the same limits  as  its  standard Jungck iterative process provided that such limits exist. 
 
Lemma 2.1. The following properties hold: 
(i) Assume that    10,an  and  nzS  converges to  *Sz . Then, the following limit exists: 
 
       0111 
 n
n
nnnn
*
nn
n
yTbaySaSzbalim  
(ii) Assume that    10 ,bn  and  nyS  converges to  *Sy . Then, the following limit exists: 
 
       0111 1   nnnnnnnnn*nn yTbaSzbazSbSzalim  
(iii) Assume that   10,an  ,    10 ,bn  ,  nzS  converges to  *Sz and  nyS  converges to  *Sy . 
Then, the following limit exists: 
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If, in addition,    ** SySx  then 
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If    ** SySz  and 0
 nnn
bainflim  then  *nn
n
SzyTlim 

. 
Proof: One gets obtaining explicitly n
n zT  from (2.1.1), since 1na , and after its replacement into 
(2.1.3), one gets: 
      nnnnnnnnnn yTbaSaSzbazSb  1111 ; Nn  
Property (i) follows since   *n SzzS  . To prove Property (ii), one obtains explicitly nn zT  from 
(2.1.3), since 0nb , and one gets by replacing it into (2.1.1) that     
 
     0111 1   nnnnnnnnnnn yTbaSzbazSbySa , Nn      
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Property (ii) follows since   *n SyyS  . Property (ii) follows from Properties (i) -(ii).                   □ 
 
Lemma 2.2.  The subsequent properties follow: 
(i) If nxS  converges to a finite limit  *Sz then nASz  *Sz provided that for any  00  NNn  
    11111112 2121   nnnnnnnnnnnnn yTaxTayTazTazS  
                      01 222222   nnnnnn yTaxTa 01  n   
 
Furthermore, if   1n then   nn SzASz  and  nASz  *Sz faster than nSz  *Sz .  
 
(ii) If nyS  converges to a finite limit  *Sy then nASy  *Sy provided that for any Nn  
    11111212 21212   nnnnnnnnnnnnnn xTbSxbxTbSzbySySySyS  
                      01 22222   nnnnn xTbSzb 0 n   
Furthermore, if   1n then    nn SyASy   nASy  *Sy faster than nSy  *Sy .  
 
Proof:  Note from direct computations that 
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; Nn and, since  nyS  converges to a finite limit  *Sy , one gets: 
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since 01 Sz  from (2.1.1) , 00 112   nnzS  and  
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Then,   nn SzASz   and     **n SzzASzSA  . On the other hand, simple calculations with (2.1.2) 
yield: 
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since    ** SzSzA  so that if   1n  then  nASz  *Sz faster than nSz  *Sz  since 
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Property (i) has been proved. Property (ii) is proved “mutatis-mutandis” from the evaluation of 
  jjnj SzySIA   11 ; Nn   so that 
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The following result proves properties of stability and convergence for the case when XXS,T : are 
linear and the sequences  na  and  nb  are bounded while non-necessarily nonnegative. 
 
Lemma 2.3. Assume that  na and  nb  are real bounded sequences and that XXST :, are linear and 
XXS :  is, furthermore, one-to-one and of closed range. Then, the following properties hold: 
(i) If, for some  021 R,k , one has 
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  1212   kSk´  ;       1122111   SkkkkS ´´    
 
 with the inequality       1122111   SkkkkS ´´   being guaranteed if    
 
  1212   kSk´  ;    1111  kkS ´  
 
Then,  nz  and  ny are bounded. Furthermore,   nAz  and  nAy  are also bounded under the 
conditions of Lemma 2.2. 
 
(ii) If 1T and 
    MbSbS nn  11 ;        111 11   nnnn bSbaSaS  ; Nn  
Then,  nx  and  ny are bounded. Furthermore,   nAz  and  nAy  are also bounded under the 
conditions of Lemma 2.2. 
 
(iii) If 1T and 
   MbSbS nn  11 ;    SMaa nn 1 ; Nn  
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Then,  nx  and  ny are bounded. Furthermore,   nAz  and  nAy  are also bounded under the 
conditions of Lemma 2.2. 
 
(iv) If 1T  and   1na  then  nz and ny  are bounded , equivalent and converge to zero. Under 
the conditions of Lemma 2.2,  nAz  and  nAy  are bounded, equivalent and converge to zero faster than 
 nz and ny .  
(v) If 1T  and   1nb  then    nn yz   are bounded and converge to zero. Under the conditions of 
Lemma 2.2,  nAx  and  nAy  are bounded, equivalent and converge to zero faster than  nx and ny . 
 
Proof: The various properties for the Aitken-modified sequences nAz  and nAy  which follow from the 
corresponding ones for   nz  and  ny  are direct under Lemma 2.2 so that no specific proofs are needed. 
Thus, only proofs for the generalized Jungck-modified S -iterative scheme are now given. One gets from 
(2.1.1) and (2.1.3) 
     nnnnnnn yTazTaSz 111                                                             (2.1.5) 
  nnnnn zTbSbSy    11                                                                                    (2.1.6) 
where the minimum modulus of S is positive, i.e.   0S , since XXS :  is linear, one-to-one and of 
closed range then 
    nnnnnnnn zTTbSbaSaSz     11 111   
; Nn and one gets under the given assumptions and recursive calculations that 
 
   nn´n zzkSky   212  ; Nn  
      11221111 zzzSkkkkSz nn´´n    ; Nn  
This proves the boundedness of Property (i) for the unmodified sequences and also for the Aitken delta-
squared corrected sequences under  the conditions of Lemma 2.2. Property (ii) follows from the 
subsequent relations which follow from the given assumptions: 
 
11 zzz nn  ;     11 1 zMzMzbSbSy nnnnn   ; Nn  
Property (iii) follows under sufficient conditions to prove the boundedness of the sequences under 
Property (ii) holds, by combining both given assumptions. Properties (iv)-(v) follow from (2.1.5), (2.1.6) 
with   0nT  as follows: 
  0nz ,     011   nnnn zSbSysuplim   so that  0ny  if  1na ; and   0ny  and 
  0nz  if   1nb .                                                                                                                          □ 
 
3. Extended Venter´s Theorem and its use in the  modified Juncgk iterative scheme 
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The subsequent  preliminary result  is then used: 
 
Theorem 3.1. Consider the following  iterative scheme parameterized by real sequences and constants: 
     nnnnn xx 11  ; 00 x                                                                                            (3.1) 
where 
0 ,  10 ,n  , 0n ,  n  is bounded, 0n ;  00  NNn                                    (3.2.1)    
 0i n , 0i n , 0n   as n                                                                        (3.2.2) 
and define the real constant  10 ,K  as    0 11
1
i nn n
limK   (which exists since 0n   as 
n ).Then, the  following properties hold: 
 
(i) If 0 n ;  00  NNn  then   0nx  (Venter´s theorem [* ] ). Furthermore, 
 
   010 1 xKxKK niiiini in     ;    010    iiiini inn xKKlim           (3.3) 
(ii) If 0 n ; 0Nn  then  nx  is bounded ,  nn n x0  and  nn x0 . 
(iii) If 0 ; 0Nn  then  nx  is bounded and    nn nn x0  . 
(iv) If   0
 nnn
suplim  then  nx  is bounded. If, furthermore,   0
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Proof: If 0 n ; 0Nn  then   0nx  from Venter´s theorem. The second part of Property (i) 
follows by rewriting (3.1) for 0 n ; 0Nn  in the  equivalent form 
      nnnnn xKxKx 11  ; 00 x    
                                                                                     
leading to  
   nnnnn xKxKx   11  ; 00 x    
; 0Nn so that one gets via recursive calculations: 
 
  inini innn xKKxKx      10 10 10  
 
with 1K  which leads to (3.3) and Property (i) is proven. On the other hand, one gets directly from (3.1) 
for 0  
        000 1 i iiiini iin xxxxlim         
which yields 
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     000 n nnn nn xx   and hence Property (iii). If, in addition, 0n ; 0Nn  then 
 nn n x0 ,   


   nn nn nn n xxinf 000
0 
N
,  nn x0  and nx  bounded. Hence, 
Property (ii). Note that, since 1K , (3.1) may be equivalently rewritten as follows: 
     nnnnnn xKxKx 11   
               ni iiiiinn xKKxK 001 1      
            

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n
n xKsup
K
KxK 1
1
1
0
1
0
1                                                               (3.4.1) 
             



iiii
ni
n
xKsup
K
Kx 1
1
1
10
1
0                                                                   (3.4.2) 
; 0Nn with 00 x what implies 
  



 


 iiii
n
ni
i
ni
xK
K
Ksupxxsup 1
1
1
0
0
0
                                                                 (3.5) 
or 
      i
ni
i
ni
ii
ni
i
ni
supxKxsupKsupKsupK 



 
0
0
000
1111                                   (3.6) 
Then  nx  is bounded if   inin xsuplim 00  which is guaranteed from  (3.6)  if 
    01 
 nn
m
nnm
ksuplim   what is in turn guaranteed if   0
 nnn
suplim  . Then, one gets from 
(3.4.1) that 
  


  
 iiii
ni,n
n
n
xKsupsuplim
K
xsuplim 1
1
1
0
1  
 
If , furthermore,   0
0

 nnn
sup 
N
 then, it follows from (3.4.2) that 
    
 ininnnnn
supxKxsupinf 
0
010
00 NN
 
with its first inequality being strict if 00 x . Thus, Property (iv) has been proven.                                 □ 
 
Theorem 3.2. Consider the iterative scheme (2.1.1)-(2.14) under the subsequent constraints: 
1)    10 ,bn  ,   1nb  
2)    10 ,an  ,   1na ,  nn yoT   or    10 ,an  ,   0na ,  nn zoT   
3) XXST :, are linear and XXS : is one-to-one with closed range with the sequence 
 nTS 1 consists of composite positive operators. 
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4) Define nonnegative real sequences  n  and      010  ,n , of general terms satisfying 
n
n
n b
  2 , such that      00 2i iii i b  . 
Then, the iterative scheme (2.1.1)-(2.1.4) is globally stable for any 01 z , 01 y  while it fulfils 
  0nzS  , and it is a nonnegative sequence ,  0nyS ,   0nn yT ,   0nn zT ; and   0nzAS  
, respectively,   0nyAS  faster than   0nzS , respectively,   0nSy . 
 
Proof: The iterative scheme (2.1.1)–(2.1.4) verifies Theorem 3.1 with the definitions nn xzS   ; 
 00   NNn  under the above constraints 1-4 with  n  of general term  
      nnnnnnnnnnnnnnnn zTzyTaSzbbzyTaSyb   111  
             nnnnnnnnn SzSTaSySTaSzbb 111 11   ;  0Nn  
being nonnegative for 01 z and 01 y , summable, and  convergent to zero. Then, the result follows 
from Theorem 3.1 using Lemmas 2.2-2.3.                                                                                             □ 
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