Abstract-Emotion recognition has become a popular area in human-robot interaction research. Through recognizing facial expressions, a robot can interact with a person in a more friendly manner. In this paper, we proposed a bimodal emotion recognition system by combining image and speech signals. A novel probabilistic strategy has been studied for a support vector machine (SVM)-based classification design to assign statistically information-fusion weights for two feature modalities. The fusion weights are determined by the distance between test data and the classification hyperplane and the standard deviation of training samples. In the latter bimodal SVM classification, the recognition result with higher weight is selected. The complete procedure has been implemented in a DSP-based embedded system to recognize five facial expressions on-line in real time. The experimental results show that an average recognition rate of 86.9% is achieved, a 5% improvement compared to using only image information.
I. INTRODUCTION
Human-robot interaction has become an increasingly popular research area in recent years [1] . The capability of recognizing human emotion is an important factor in human-robot interaction. For human beings, facial expression and voice reveal a person's emotion most. They also provide important communicative cues during social interaction. A robotic emotion recognition system will enhance the interaction between human and robot in a natural manner.
There are several approaches to building-up a robotic emotion recognition system. The majority of studies focus on image-based facial expression recognition [2, 3] . Approaches using speech signal processing have also been investigated for sociable robotics [4, 5] . Recently, there has been an increasing interest in audio-visual biometrics [6] . The combination of audio and visual information provides more reliable estimate of emotional states. The complementary relationship of these two modalities makes a recognition decision more accurate than using only a single modality. De Silva et al. [7] proposed to process audio and visual data separately. They have shown that some emotional states are visual dominant and some are audio dominant. They exploited this observation to recognize emotion efficiently by assigning a weight matrix to each emotion state. In [8] , De Silva combined the audio and visual features using a rule-based technique to obtain improved recognition results. Rather simple rules were used in his design. For example, a rule is such that if a sample has been classified as certain emotion by both audio and visual processing methods, then the final result is that emotion. If samples have been classified differently by audio and visual analyses, the dominant mode is used as the emotion decision. Negative emotional expressions, such as anger and sadness, were assigned to be audio dominant, while joy and surprise were assigned to be visual dominant. Go et al. [9] combined audio and visual features directly to recognize different emotions using a neural network classifier. However, they did not give comparative experimental results between using bimodal and single modality. Wang et al. [10] proposed to use cascade audio and visual feature data to classify variant emotions. They built one-against-all (OAA) linear discriminant analysis (LDA) classifiers for each emotion state and computed the probability of each emotion type. They set two rules in the decision module with several multi-class classifiers to determine the most possible emotion.
It is clear that audio and visual information are related to each other. In many situations, they offer complementary effect for recognizing emotion states. However, current related works do not deal with the robustness of emotion classification of such bimodal systems. Existing approaches to combining audio-visual information employ some straightforward and simple rules. The reliability of individual modality is not taken into consideration in the decision stage. One solution to this problem is that the classifier output is a calibrated posterior probability P(class|input) to perform postprocessing. Platt [11] proposed a probabilistic support vector machine (SVM) to produce a calibrated posterior probability. The method trained parameters of a sigmoid function to map SVM outputs into probabilities. Although this method is valid to estimate the posterior probability, a sigmoid function cannot represent all the modals of SVM outputs.
In this study, we develop a new method for reliable emotion recognition utilizing audio-visual information. We emphasize the decision mechanism of the recognition procedure when fusing visual and audio information. By setting proper weights to each modality based on their recognition reliability, a more accurate recognition decision can be obtained. Further, a DSP-based audiovisual processing system has been designed and implemented to realize the proposed emotion recognition algorithms. Practical experimental results validate the effectiveness of the emotion recognition system through several interesting on-line tests.
The rest of this paper is organized as follows. Section II describes the developed robotic audio-visual emotion recognition (RAVER) system. In section III and section IV, the facial and speech feature extraction methods are presented. Section V presents the proposed information fusion algorithm and the corresponding processing steps. In Section VI, several experimental results of visual, audio and audio-visual emotion recognition are presented and discussed. Section VII summarizes the contribution of this study and gives directions of further research.
II. ROBOTIC AUDIO-VISUAL EMOTION RECOGNITION (RAVER)
An embedded speech and image processing system has been designed and realized for real-time audio-video data acquisition and processing. Figure 1 illustrates the experimental setup of the emotion recognition system. The stand-alone vision system uses a CMOS image sensor to acquire facial images. The image data from the CMOS sensor are first stored in a frame buffer. Then the image data are passed to a DSP board for further processing. The audio signals are acquired through the analog I/O port of the DSP board. The recognition results are transmitted via RS-232 serial link to a host computer (PC) to generate the interaction responses of a pet robot. Figure 2 shows the block diagram of RAVER. After a face is detected in the image frame, facial feature points are extracted. Twelve feature values are then computed for facial expression recognition. Meanwhile, the speech signal is acquired from a microphone. Through a preprocessing procedure, the statistical feature values are calculated for each voice frame [12] . After the feature extraction procedures of both sensors are completed, the two feature modalities are sent to an SVM-based classifier [13] with the proposed bimodal decision scheme. Detailed design of facial image processing, speech signal processing and bimodal information fusion will be described in the following sections.
III. FACIAL IMAGE PROCESSING
The facial image processing part of RAVER consists of face detection module and feature extraction module. The functional block diagram of the proposed facial image processing is illustrated in Fig. 3 . After an image frame is captured from the CMOS image sensor, color segmentation and attentional cascade procedure [14] are performed to detect human faces. As a face is detected and segmented, the feature extraction stage is performed to locate the eyes, eyebrows and lips region in the human face area. The system employs edge detection and adaptive threshold to find these feature points. According to the distance between the two selected feature points, several feature vectors are obtained for later emotion recognition. The processing steps will be described in more detail in the following paragraphs.
A. Face Detection
The first step of the proposed emotion recognition system is to detect the human face in the image frame. As shown in Fig. 4 (a), the skin color is utilized to segment possible human face area in a test image. The morphology closing procedure is then performed to reduce the noise in the image frame, as shown in Fig. 4(b) . The color region mapping is applied to obtain the human face candidates, as depicted by two white squares in Fig.  4 (c). Finally, the attentional cascade method is used to determine which candidate is indeed a human face. In Fig.  4 (d) the black square region indicates a detected human face region.
B. Facial Feature Extraction
The feature extraction module finds feature points from a frontal face image. The feature points are represented by a vector of numerical data, which represent the position of the facial features such as eyes, eyebrows, and lips. To search positions of eyes and eyebrows on the upper part of the face image, the characteristics that eyeballs are the darkest areas on the upper face is utilized. Further, the system employs integral optical density (IOD) [15] to find the area of eyes and eyebrows. IOD works on binary images and gives reliable position information of both eyes.
In order to increase the robustness of feature points extraction, our method combines IOD and edge detection. Passing through an AND operation of two successive binary images, the outlines of eyes and eyebrows can be extracted. Figure 5 illustrates the definition of all facial feature values and TABLE I lists the corresponding detailed descriptions. We defined three feature points for each eye and two feature points for each eyebrow. We locate the upper, lower and inner points of eyes as feature points, and set the central, inner points of eyebrows as feature points. Further, there are four feature points for lips, as shown in Fig. 5 . Figure 6 shows the image processing results of extracting eyes and eyebrows feature points. In Fig. 6(a) , the detected facial image is processed using IOD while edge detection is performed in Fig. 6(b) . In Fig. 6(c) , the AND operation of IOD and edge detection are performed. The feature extraction result is shown in Fig. 6(d) . Similarly, Fig. 7 depicts the result of feature points extraction of lips. The candidate area in Fig. 7 (a) is processed by using IOD. The binary detection result is shown in Fig. 7(b) . Finally, the feature extraction result is obtained as shown in Fig. 7(c) .
After obtaining the position of facial feature points, we calculate twelve significant feature values, which are distances between two selected feature points as shown in Table I . In order to reduce the influence of distance between a user and the CMOS image sensor, these feature values are normalized for emotion recognition.
IV. SPEECH SIGNAL PROCESSING
The functional block diagram of the proposed speech signal processing method is shown in Fig. 8 . The procedure of speech signal processing is divided into two parts. The first part is the pre-processing of speech signal, including endpoint detection and frame setting. The second part is responsible for extracting speech features. The processing steps will be described in more detail in the following paragraphs.
A. Frame Detection
The endpoint detection determines the location of real speech signals by short time energy detection and zerocrossing rate detection. We use the first 128 samples to determine the threshold value in energy detection and then divide a frame into 32ms periods for further feature extraction processing. The basic idea for estimating emotion by the speech signal is to select features that imply emotion information.
B. Speech Feature Extraction
In this work, contours of pitch and energy are analyzed [16] for human emotion recognition. The pitch contour is obtained by autocorrelation. The maximum point is selected to calculate the pitch values. The energy contour is obtained by calculating the short time energy of each frame. Then the speech feature values can be obtained by computing the statistical quantity of pitch and energy contour. Altogether, twelve speech feature values are obtained for emotion recognition. The elements of speech features are listed in Table II . 
V. PROPOSED BIMODAL INFORMATION FUSION ALGORITHM
In the author's previous work [17] , a bimodal information fusion design was presented. We propose in this section the complete architecture of the probabilistic bimodal SVM algorithm. As shown in Fig. 2 , the extracted features using visual and audio sensors are sent to a facial expression classifier and an audio emotion classifier respectively. In the current design, five emotional categories are determined, namely, anger, happiness, sadness, surprise and neutral. Cascade SVM classifiers are developed for each modality to determine the current emotion state.
A. Original Concept
In order to determine the final result by taking into account both the audio and visual classification results, we developed a bimodal information fusion algorithm to provide a fusion weight for the classifier. According to the principle of SVM, the larger the distance between a test sample and the hyperplane, the greater the recognition reliability. Figure 9 shows a trained SVM hyperplane and the distance of a test sample to the hyperplane. It can be seen from the figure that the test samples x 1 and x 2 belong to the same class. However, the distance d 1 is smaller than d 2 . Thus, the recognition reliability of test sample x 2 is greater than that of x 1 , because the position of x 2 can resist a larger shift of the hyperplane.
Furthermore, if the training samples are distributed widely, the trained hyperplane will lead to smaller recognition reliability. It may result in a false recognition even the average distance between a test sample and the hyperplane is still large. Figure 10 shows two cases of training sample distributions. In Fig. 10(a) and (b) , the mean values for both distribution are the same, but the standard deviation of hyperplane 1 (σ 1 ) is smaller than that of hyperplane 2 (σ 2 ) . The recognition reliability of hyperplane 1 is thus greater than that of hyperplane 2, because the training samples are more congregated in the former case. We can conclude that the recognition result is more reliable if the distance between the test sample and hyperplane is larger and the standard deviation of training data set is smaller.
B. Bimodal Information Fusion Algorithm
Based on the above observation, we propose the following algorithm of bimodal information fusion 
C. Hierarchical SVM Classifiers
In this work, five facial expressions are categorized according to both the facial and speech information. An SVM hyperplane distinguishes two categories. Therefore two four-stage classifiers need to be constructed as shown in Fig. 11 . Each stage determines one expression using two emotion categories. The selected emotion category will proceed to the next stage until a final expression is determined. For instance, when an unknown sample appears, the SVM first classifies happiness vs. sadness followed by surprise vs. neutral. After this stage, the corresponding results are further classified at the next stage. For example, the results of the first stage classifiers are assumed to be happiness and surprise (shown as ① and ② in Fig. 11 ). At the second stage, the classifier determines the unknown data as surprise or anger. If the facial image recognition result is surprise but the speech recognition result is anger (shown as ③ and ④), a fusion result is obtained from comparing the weights of both modalities. Here suppose that the weight Z F of facial image data is larger than the weight Z A of speech data. So the result of anger (from speech features) vs. surprise (from facial features) is classified as surprise. At the last stage, the classifiers determine the unknown data as happiness or surprise as shown in Fig. 11 . The system will eventually come to a final recognition result.
VI. EXPERIMENTAL RESULTS
In contrast to many existing visual-only or audio-only databases for benchmark testing [18] , there is hardly a database that combines both visual and audio information. Martin et al. [19] built an audio-visual emotion database by using a digital video camera. However, the resolution of the camera is too high to be applied for practical petrobot scenarios, where very often low-cost vision sensors are adopted. Therefore, we built our own database from lab members using off-the-shelf COMS image sensor and PC microphone.
A DSP-based system has been designed and constructed for the experiments, for both building the database and experimental evaluation. As shown in Fig. 1 , a user presents his facial expressions in front of the CMOS image sensor and speaks to the microphone. After acquiring facial and speech signals, the DSP system begins to process the visual and audio information. There are five emotional expressions in the built-up database as described. Figure 12 shows part of the database. Currently, the database includes fourteen persons and every one of them expresses their emotions ten times in each emotion category. So there are 140 data samples. In the off-line experiments, we randomly selected 70 data samples as training samples and the other 70 data samples were used as test samples. The recognition rate of using the proposed bimodal information fusion algorithm to combine both visual and speech features is shown in TABLE V. The recognition rate of the combined bimodal information is 86.9%. A 5% improvement of the recognition rate is achieved relative to the facial feature and 13% improvement relative to the speech features. It can be seen that the recognition rate of the combined bimodal approach is higher than any single mode approach. Figure 12 . Examples of database.
A. Off-line Experimental Results

B. On-line Experimental Results
Further, on-line experiments were carried out using the developed DSP-based emotion recognition system. The training of SVM hyperplane was performed off-line on a PC using the constructed database. The trained parameters of the hyperplane were then transferred and stored in the DSP system for on-line test. In the test, a person presents his/her face in front of the CMOS image sensor and speaks to the microphone, and DSP system will return the emotion category in two seconds. We invited five new persons to joint the on-line experiments. Every person expressed ten times the emotion category with facial expression and voice. The recognition result of using only image information is shown in TABLE VI. The average recognition rate is 74.4%. TABLE VII shows the bimodal emotion recognition rate of the on-line test. The average recognition rate is 77.6%. The experimental results verify that the proposed method can work effectively in on-line applications. The recognition rate of on-line test is lower than the off-line result. This is mainly due to the image noise in the on-line test. Also, the test samples are new faces and voices, the recognition rate is thus lower than the off-line results.
VII. CONCLUSIONS
An SVM-based emotion recognition system has been designed and implemented to classify human emotion states using both visual and audio information. A novel probability based fusion scheme has been proposed for audio-visual emotion recognition design to classify five emotional states. The proposed bimodal fusion scheme and statistically-determined fusion weights computed from individual modality effectively increase the recognition accuracy. Practical experiments have been carried out using a stand-alone robotic vision system. With a self-built database of fourteen persons, the proposed system achieves a recognition rate of 86.9%. In the future, we will focus on the processing of more natural visual and audio signals. Rotation of the human face will also be taken into consideration during the visual system design. Methods to extract more reliable features of both visual and audio modalities will also be investigated to improve the performance. 
