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LIE GROUPOID, DEFORMATION OF UNSTABLE CURVE, AND
CONSTRUCTION OF EQUIVARIANT KURANISHI CHARTS
KENJI FUKAYA
Abstract. In this paper we give detailed construction of G-equivariant Ku-
ranishi chart of moduli spaces of pseudo-holomorphic curves to a symplectic
manifold with G-action, for an arbitrary compact Lie group G.
The proof is based on the deformation theory of unstable marked curves
using the language of Lie groupoid (which is not necessary e´tale) and the
Riemannnian center of mass technique.
This proof is actually similar to [FOn, Sections 13 and 15] except the usage
of the language of Lie groupoid makes the argument more transparent.
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2 KENJI FUKAYA
1. Introduction
Let (X,ω) be a symplectic manifold which is compact or convex at infinity. We
assume that a compact Lie group G acts on X preserving the symplectic form ω.
We take a G invariant almost complex structure J which is compatible with ω. We
consider the moduli spaceMg,ℓ((X,ω), α) of J-stable maps with given genus g and
ℓ marked points and of homology class α ∈ H2(X ;Z). This space has an obvious
G action.
The problem we address in this paper is to associate an equivariant virtual
fundamantal class to this moduli space. It then gives an equivariant version of
Gromov-Witten invariant. (The corresponding problem was solved in the case
when (X, J, ω) is projective algebraic variety. (See [GP].))
In the symplectic case, the virtual fundamental class [Mg,ℓ((X,ω), α)] was es-
tablished in the year 1996 by several groups of mathematicians ([FOn, LiTi, Ru,
Sie, LiuTi].) Its equivariant version is discussed by various people. However the
foundation of such equivariant version are not so much transparent in the literature.
In case L is a Lagrangian submanifold which is G-invariant, we can discuss
a similar problem to define a virtual fundamental chain of the moduli space of
bordered J-holomorphic curves, especially disks. Equivariant virtual fundamental
chain is used to define equivariant version of Lagrangian Floer theory. Equivariant
Kuranishi structure on the moduli space of pseudo-holomorphic curve in a manifold
with group action, have been used in several places already. For example it is used
in a series of papers the author wrote with joint authors [FOOO3],[FOOO4] and
etc. which studies the case when (X,ω) is a toric manifold and G is the torus. The
construction of equivariant Kuranishi structure in such a situation is written in
detail in [FOOO4, Sections 4-3,4-4,4-5]. The construction there uses the fact that
the Lagrangian submanifold L is a single orbit of the group action, which is free
on L, and also the fact that the group G is abelian. The argument there is rather
ad-hoc and by this reason seems to be rather complicated, though it is correct.
In this paper the author provides a result which is the most important part of the
construction of G-equivariant virtual fundamental cycle and chain on the moduli
spaceMg,ℓ((X,ω), α).
We will prove the following:
Theorem 1.1. For each p ∈Mg,ℓ((X,ω), α) there exists (Vp, Ep, sp, ψp) such that:
(1) Vp is a finite dimensional smooth and effective orbifold. The group G has
a smooth action on it.
(2) Ep is a smooth vector bundle (orbibundle) on Vp. The G action on Vp lifts
to a G action on the vector bundle Ep.
(3) sp is a G invariant section of Ep.
(4) ψp is a G equivariant homeomorphism from s
−1
p (0) to an open neighborhood
of the G orbit of p.
In short (Vp, Ep, sp, ψp) is a G equivariant Kuranishi chart ofMg,ℓ((X,ω), α) at
p. See Section 5 Theorem 5.3 for the precise statement.
We can glue those charts and obtain a G-equivariant Kuranishi structure. We
can also prove a similar result in the case of the moduli space of pseudo-holomorphic
curves from bordered curve. However in this paper we focus on the construction
of the G-equivariant Kuranishi chart on Mg,ℓ((X, J), α). In fact this is the part
where we need something novel compared to the case without G action. Once we
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obtain a G-equivariant Kuranishi chart at each point, the rest of the construction
is fairly analogous to the case without G action. So to reduce the length of this
paper we do not address the problem of constructing global G-equivariant Kuran-
ishi structure but restrict ourselves to the construction of G-equivariant Kuranishi
chart. (Actually the argument of Subsection 7.5 contains a large portion of the
construction of global Kuranishi structure.)
Remark 1.2. Joyce’s approach [Jo1] on virtual fundamental chain, especially the
idea using certain kinds of universality to construct finite dimensional reduction,
which Joyce explained in his talk [Jo2], if it works successsfully, has advantage to
work out the equivariant version, (since in this approach the Kuranishi chart ob-
tained is ‘canonical’ in certain sense and so its G equivariance could be automatic.)
If one takes infinite dimensional approach for virtual fundamental chain such as
those in [LiTi], one does not need the process to take finite dimensional reduction.
So the main issue of this paper (to perform finite dimensional reduction in a G
equivariant way) may be absent. On the other hand, then one needs to develop
certain frame work to study equivariant cohomology in such infinite dimensional
situation.
The main problem to resolve to construct G-equivariant Kuranishi charts is the
following. Let p = [(Σ, ~z), u] be an element of Mg,ℓ((X,ω), α). In other words,
(Σ, ~z) is a marked pre-stable curve and u : Σ → X is a J-holomorphic map. We
want to find an orbifold Up on which G acts and such that the G orbit Gp is
contained in Up. Up is obtained as the set of isomorphism classes of the solutions
of certain differential equation
∂u′ ∈ E((Σ′, ~z ′), u′)
where ((Σ′, ~z ′), u′) is an object which is ‘close’ to ((Σ, ~z), u) in certain sense (See
Definition 4.2.) and E((Σ′, ~z ′), u′) is a finite dimensional vector subspace of
C∞(Σ′; (u′)∗TX ⊗ Λ01).
We want our space of solutions Up has a G action. For this purpose we need the
family of vector spaces E((Σ′, ~z ′), u′) to be G equivariant, that is,
g∗E((Σ′, ~z ′), u′) = E((Σ′, ~z ′), gu′). (1.1)
A possible way to construct such a family E((Σ′, ~z ′), u′) is as follows.
(1) We first take a subspace
E((Σ, ~z), u) ⊂ C∞(Σ;u∗TX ⊗ Λ01).
which is invariant under the action of the isotropy group at [(Σ, ~z), u] of G
action on Mg,ℓ((X,ω), α).
(2) For each ((Σ′, ~z ′), u′) which is ‘close’ to the G-orbit of ((Σ, ~z), u) we find
g ∈ G such that the distance between u′ and gu is smallest.
(3) We move E((Σ, ~z), u) to a subspace of C∞(Σ; (gu)∗TX ⊗ Λ01) by g action
and then move it to C∞(Σ′; (u′)∗TX ⊗ Λ01) by an appropriate parallel
transportation.
There are problems to carry out Step (2) and Step (3). Note we need to consider the
equivalence class of ((Σ, ~z), u) with respect to an appropriate isomorphisms. By this
reason the parametrization of the source curve Σ is well-defined only up to certain
isomorphism group. This causes a problem in defining the notion of closeness in (2)
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and defining the way how to move our obstruction bundle E((Σ, ~z), u) by a parallel
transportation in (3).
In case (Σ, ~z) is stable, the ambiguity, that is, the group of automorphisms of this
marked curve, is a finite group. Using the notion of multisection (or multivalued
perturbation) which was introduced in [FOn], we can go around the problem of this
ambiguity of the identification of the source curve.
In the case when (Σ, ~z) is unstable (but ((Σ, ~z), u) is stable), the problem is more
nontrivial. In [FOn], Fukaya-Ono provide two methods to resolve this problem.
One of the methods, which is discussed in [FOn, appendix], uses additional marked
points ~w so that (Σ, ~z ∪ ~w) becomes stable. The moduli space (including ~w) does
not have a correct dimension, because of the extra parameter to move ~w. Then
[FOn, appendix] uses a codimension 2 submanifold Ni and require that u(wi) ∈ Ni
to kill this extra dimension.
In our situation where we have G action, including extra marked points ~w
breaks the symmetry of G action. For example suppose there is S1 ⊂ G and a
S1 parametrized family of automorphisms γg of (Σ, ~z) such that
h(γg(z)) = gu(z).
Then we can not take ~w which is invariant under this S1 action. This causes a
trouble to define obstruction spaces E((Σ, ~z), u) satisfying (1.1).
In this paper we use a different way to resolve the problem appearing in the case
when (Σ, ~z) is unstable. This method was written in [FOn] especially in its Sections
13 and 15. During these 20 years after [FOn] had been written the authors do not
use this method so much since it seems easier to use the method of [FOn, appendix].
The author however recently realized that for the purpose of constructing the family
of obstruction spaces E((Σ, ~z), u) in a G equivariant way, the method of [FOn,
Sections 13 and 15] is useful.
Let us briefly explain this second method. We fix Σ and take obstruction space
E((Σ, ~z), u) on it. Let ((Σ′, ~z ′), u′) be an element which is ‘close’ to ((Σ, ~z), gu) for
some g ∈ G. To carry out steps (2)(3) we need to find a way to fix a diffeomorphism
Σ ∼= Σ′ at least on the support of E((Σ, ~z), u). If (Σ, ~z) is stable we can find such
identification Σ ∼= Σ′ up to finite ambiguity. In case (Σ, ~z) is unstable the ambiguity
is actually controlled by the group of automorphisms of (Σ, ~z), which has positive
dimension. The idea is to choose certain identification Σ ∼= Σ′ together with g such
that the distance between u′ with this identification and gu is smallest among all
the choices of the identification Σ ∼= Σ′ and g ∈ G.
To work out this idea, we need to make precise what we mean by ‘the ambiguity
is controlled by the group of automorphisms’. In [FOn] certain ‘action’ of a group
germ is used for this purpose. Here ‘action’ is in a quote since it is not actually
an action. (g1(g2x) = (g1g2)(x) does not hold. See [FOn, 3 lines above Lemma
13.22].) Though the statements and the proofs (of [FOn, Lemmata 13.18 and
13.22]) provided there are rigorous and correct, as is written there, the notion of
“‘action’ of group germ” is rather confusing. Recently the author realized that the
notion of “‘action’ of group germ” can be nicely reformulated by using the language
of Lie groupoid. In our generalization to the G equivariant cases, which is related
to a rather delicate problem of equivariant transversality, rewriting the method of
[FOn, Sections 13 and 15] using the language of Lie groupoid seems meaningful for
the author.
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In Section 2 we review the notion of Lie groupoid in the form we use. Then
in Section 3 we construct a ‘universal family of deformation of a marked curve’
including the case when the marked curve is unstable. Such universal family does
not exist in the usual sense for unstable curve. However we can still show the
unique existence of such universal family in the sense of deformation parametrized
by a Lie groupoid.
Theorem 1.3. For any marked nodal curve (Σ, ~z) (which is not necessary stable)
there exists uniquely a universal family of deformations of (Σ, ~z) parametrized by a
Lie groupoid.
See Section 3 Theorem 3.5 for the precise statement. This result may have
independent interest other than its application to the proof of Theorem 1.1. We
remark that the Lie groupoid appearing in Theorem 1.3 is e´tale if and only if (Σ, ~z)
is stable. So in the case of our main interest where (Σ, ~z) is not stable, the Lie
groupoid we study is not an e´tale groupoid or an orbifold.
The universal family in Theorem 1.3 should be related to a similar universal
family defined in algebraic geometry based on Artin stack.
Theorem 1.3 provides the precise formulation of the fact that ‘identification of
Σ with Σ′ is well defined up to automorphism group of (Σ, ~z)’.
Using Theorem 1.3 we carry out the idea mentioned above and construct a family
of obstruction spaces E((Σ′, ~z ′), u′) satisfying (1.1) in Sections 4 and 6.
Once we obtain E((Σ′, ~z ′), u′) the rest of the construction is similar to the case
without G action. However since the problem of constructing equivariant Kuran-
ishi chart is rather delicate one, we provide detail of the process of constructing
equivariant Kuranishi chart in Section 7. Most of the argument of Section 7 is
taken from [FOOO6]. Certain exponential decay estimate of the solution of pseudo-
holomorphic curve equation (especially the exponential decay estimate of its deriv-
ative with respect to the gluing parameter) is crucial to obtain a smooth Kuranishi
structure. (In our equivariant situation, obtaining smooth Kuranishi structure is
more essential than the case without group action. This is because in the G equi-
variant case it is harder to apply certain trick of algebraic or differential topology
to reduce the construction to the study of 0 or 1 dimensional moduli spaces.) This
exponential decay estimate is proved in detail in [FOOO8]. Other than this point,
our discussion is independent of the papers we have written on the foundation of
virtual fundamental chain technique and is selfcontained.
The author is planning to apply the result of this paper to several problems. It
includes, the definition of equivariant Lagrangian Floer homology and of equivariant
Gromov-Witten invariant, relation of equivariant Lagrangian Floer theory to the
Lagrangian Floer theory of the symplectic quotient. The author also plan to apply
it to study some gauge theory related problems, especially it is likely that we can
use it to provide a rigorous mathematical definition of the symplectic geometry
side of Atiyah-Floer conjecture. (Note Atiyah-Floer conjecture concerns a relation
between Lagrangian Floer homology and Instanton (gauge theory) Floer homology.)
However in this paper we do not discuss those applications but concentrate on
establishing the foundation of such study.
Several material of this paper is taken from joint works of the author with other
mathematicians. Especially Section 7 and several related places are taken from
a joint work with Oh-Ohta-Ono such as [FOOO6]. Also the main novel part of
this paper (the contents of Sections 3 and 6 and related places) are G equivariant
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version of a rewritted version of a part (Sections 13 and 15) of a joint paper [FOn]
with Ono.
2. Lie groupoid and deformation of complex structure
2.1. Lie groupoid: Review. The notion of Lie groupoid has been used in sym-
plectic and Poisson geometry (See for example [CDW].) We use the notion of Lie
groupoid to formulate deformation theory of marked (unstable) curve. Usage of
the language of groupoid to study moduli problem is popular in algebraic geom-
etry. (See for example [KM]). To fix the notation etc. we start with defining a
version of Lie groupoid which we use in this paper. We work in complex analytic
category. So in this and the next sections manifolds are complex manifolds and
maps between them are holomorphic maps, unless otherwise mentioned. (In later
sections we study real C∞ manifolds.) We assume all the manifolds are Hausdorff
and paracompact in this paper. In the next definition the sentence in the [. . . ] is
an explanation of the condition and is not a part of the condition.
Definition 2.1. A Lie groupoid is a systemG = (OB,MOR,Prs,Prt, comp, inv, ID)
with the following properties.
(1) OB is a complex manifold, which we call the space of objects.
(2) MOR is a complex manifold, which we call the space of morphisms.
(3) Prs (resp. Prt) is a map
Prs :MOR→ OB
(resp.
Prt :MOR→ OB)
which we call the source projection, (resp. the target projection). [This is a
map which assigns the source and the target to a morphism.]
(4) We require Prs and Prt are both submersions. (We however do not assume
the map (Prs,Prt) :MOR→ OB2 is a submersion.)
(5) The composition map, comp is a map
comp :MOR Prt ×Prs MOR→MOR. (2.1)
We remark that the fiber product in (2.1) is transversal and gives a smooth
(complex) manifold, because of Item (3). [This is a map which defines the
composition of morphisms.]
(6) The next diagram commutes.
MOR Prt ×Prs MOR comp−−−−→ MOR
(Prs,Prt)
y y(Prs,Prt)
OB2 =−−−−→ OB2.
(2.2)
Here Prt (resp. Prs) in the left vertical arrow is Prt (resp. Prs) of the
second factor (resp. the first factor).
(7) The next diagram commutes
MOR Prt ×Prs MOR Prt ×Prs MOR id×comp−−−−−→ MOR Prt ×Prs MOR
comp×id
y ycomp
MOR Prt ×Prs MOR comp−−−−→ MOR.
(2.3)
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[This means that the composition of morphisms is associative.]
(8) The identity section ID is a map
ID : OB →MOR. (2.4)
[This is a map which assigns the identity morphism to each object.]
(9) The next diagram commutes.
MOR
(Prt,Prs)

OB
ID
::✈✈✈✈✈✈✈✈✈
∆ ##❍
❍❍
❍❍
❍❍
❍
OB2
(2.5)
Here ∆ is the diagonal embedding.
(10) The next diagram commutes.
MOR Prt ×Prs MOR
(id,ID◦Prt)←−−−−−−−− MOR (ID◦Prs,id)−−−−−−−−→ MOR Prt ×Prs MORycomp idy ycomp
MOR id←−−−− MOR id−−−−→ MOR.
(2.6)
[This means that the composition with the identity morphism gives the
identity map.]
(11) The inversion map inv is a map
inv :MOR→MOR. (2.7)
such that inv ◦ inv = id. [This map assigns an inverse to a morphism. In
particular all the morphisms are invertible.]
(12) The next diagram commutes.
MOR inv−−−−→ MOR
Prt
y yPrs
OB =−−−−→ OB.
(2.8)
(13) The next diagrams commute
MOR (id,inv)−−−−−→ MOR Prt ×Prs MOR
Prs
y ycomp
OB ID−−−−→ MOR.
(2.9)
MOR (inv,id)−−−−−→ MOR Prt ×Prs MOR
Prt
y ycomp
OB ID−−−−→ MOR.
(2.10)
[This means that the composition with inverse becomes an identity map.]
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Example 2.2. Let X be a complex manifold and G a complex Lie group which has
a holomorphic action on X. (We use right action for the consistency of notation.)
We defineOB = X,MOR = X×G, Prs(x, g) = x, Prt(x, g) = xg, comp((x, g), (y, h)) =
(x, gh), ID(x) = (x, e) (where e is the unit of G), inv(x, g) = (xg, g−1).
It is easy to see that they satisfy the axiom of Lie groupoid.
Definition 2.3. Let G(i) = (OB(i),MOR(i),Pr(i)s ,Pr(i)t , comp(i), inv(i), ID(i)) be
a Lie groupoid for i = 1, 2. A morphism F from G(1) to G(2) is a pair (Fob,Fmor)
such that
Fob : OB(1) → OB(2), Fmor :MOR(1) →MOR(2)
, are holomorphic maps that commutes with Pr(i)s ,Pr
(i)
t , comp
(i), inv(i), ID(i) in an
obvious sense. We call Fob (resp. Fmor) the object part (resp. the morphism part)
of the morphism.
We can compose two morphisms in an obvious way. The pair of identity maps
defines a morphism from G = (OB,MOR,Prs,Prt, comp, inv, ID) to itself, which
we call the identity morphism.
Thus the set of all Lie groupoids consists a category. Therefore the notion of
isomorphism and the two Lie groupoids being isomorphic are defined.
Definition 2.4. Let G = (OB,MOR,Prs,Prt, comp, inv, ID) be a Lie groupoid
and U ⊂ OB an open subset. We define the restriction G|U of G to U as follows.
The space of objects is U . The space of morphisms is Pr−1s (U) ∩ Pr−1t (U).
Prs,Prt, comp, inv, ID of G|U are restrictions of corresponding objects of G.
It is easy to see that axioms are satisfied.
The inclusions U → OB, Pr−1s (U) ∩ Pr−1t (U) → MOR defines a morphism
G|U → G. We call it an open embedding.
Lemma-Definition 2.5. Let G = (OB,MOR,Prs,Prt, comp, inv, ID) be a Lie
groupoid and T : OB →MOR a (holomorphic) map with Prt ◦ T = id.
It defines a morphism conjT from G to itself as follows.
(1) conjTob = Prs ◦ T : OB → OB.
(2) We write ϕ◦ψ = comp(ϕ, ψ) in case Prs(ϕ) = Prt(ψ). Now for ϕ ∈MOR
with Prs(ϕ) = x, Prt(ϕ) = y, we define
conjTmor(ϕ) = inv(T (y)) ◦ ϕ ◦ T (x).
It is easy to see that (conjTob, conj
T
mor) is a morphism from G to G.
We can generalize this construction as follows.
Definition 2.6. Let G(i) = (OB(i),MOR(i),Pr(i)s ,Pr(i)t , comp(i), inv(i), ID(i)) be a
Lie groupoid for i = 1, 2 and F (j) = (F
(j)
ob ,F
(j)
mor) a morphism from G(1) to G(2),
for j = 1, 2.
A natural transformation from F (1) to F (2) is a (holomorphic) map: T :
OB(1) →MOR(2) with the following properties.
(1) Pr(2)s ◦ T = F (1)ob and Pr(2)t ◦ T = F (2)ob .
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(2) comp(T ◦ Pr(1)t ,F (1)mor) = comp(F (2)mor, T ◦ Pr(1)s ). In other words the next
diagram commutes for ϕ ∈MOR(1) with Pr(1)s (ϕ) = x, Pr(1)t (ϕ) = y.
F
(2)
ob (x)
F(2)mor(ϕ)−−−−−−→ F (2)ob (y)
T (x)
x xT (y)
F
(1)
ob (x)
F(1)mor(ϕ)−−−−−−→ F (1)ob (y).
(2.11)
We say F (2) is conjugate to F (1), if there is a natural transformation from F (1)
to F (2).
Lemma 2.7. (1) If T is a natural transformation from F (1) to F (2) then
inv ◦ T is a natural transformation from F (2) to F (1).
(2) If T (resp. S) is a natural transformation from F (1) to F (2) (resp. F (2)
to F (3)) then comp◦ (T ,S) is a natural transformation from F (1) to F (3).
(3) Being conjugate is an equivalence relation.
Proof. (1)(2) are obvious from definition. (3) follows from (1) and (2). 
Lemma 2.8. A morphism F from G to itself is conjugate to the identity morphism
if and only if it is conjT for some T as in Lemma-Definition 2.5.
This is obvious from the definition.
Lemma 2.9. Let G(i) = (OB(i),MOR(i),Pr(i)s ,Pr(i)t , comp(i), inv(i), ID(i)) be a Lie
groupoid for i = 1, 2, 3 and F = (Fob,Fmor), F
(j) = (F
(j)
ob ,F
(j)
mor) a morphism
from G(1) to G(2), for j = 1, 2 . Let G = (Gob,Gmor), G (j) = (G
(j)
ob ,G
(j)
mor) be a
morphism from G(2) to G(3), for j = 1, 2.
(1) If F (1) is conjugate to F (2) then G ◦F (1) is conjugate to G ◦F (2).
(2) If G (1) is conjugate to G (2) then G (1) ◦F is conjugate to G (2) ◦F .
Proof. If T is a natural transformation from F (1) to F (2) then Gmor◦T is a natural
transformation from G ◦F (1) is conjugate to G ◦F (2).
If S is a natural transformation from G (1) to G (2) then S ◦ Fob is a natural
transformation from G (1) ◦F to G (2) ◦F . 
2.2. Family of complex varieties parametrized by a Lie groupoid.
Definition 2.10. Let G = (OB,MOR,Prs,Prt, comp, inv, ID) be a Lie groupoid.
A family of complex analytic spaces parametrized by G, is a pair (‹G,F ) of a Lie
groupoid ‹G = (O˜B,‡MOR, P˜rs, P˜rt,flcomp,›inv,›ID) and a morphism F : ‹G → G,
such that next two diagrams are cartesian squares.
‡MOR ‹Prt−−−−→ O˜B
Fmor
y Foby
MOR Prt−−−−→ OB.
‡MOR ‹Prs−−−−→ O˜B
Fmor
y Foby
MOR Prs−−−−→ OB.
(2.12)
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Remark 2.11. Note a diagram
A
f−−−−→ B
g
y g′y
C
f ′−−−−→ D.
is said to be a cartesian square if it commutes and the induced morphism A →
B ×D C is an isomorphism.
We elaborate this definition below. For x ∈ OB we write Xx = F−1ob (x). It is a
complex analytic space, which is in general singular. Let ϕ ∈MOR and x = Prs(ϕ)
and y = Prt(ϕ). Since (2.12) is a cartesian square we have isomorphisms
Xx
Prs←−−−− F−1mor(ϕ) Prt−−−−→ Xy. (2.13)
Here the arrows are restrictions of Prs and Prt, They are isomorphisms. Thus ϕ
induces an isomorphism Xx ∼= Xy, which we write ϕ˜. Then using the compatibility
of Fmor with compositions we can easily show
ϕ˜ ◦ ψ˜ =flϕ ◦ ψ, (2.14)
if Prs(ϕ) = Prt(ψ). (Here the right hand side is ‰ comp(ϕ, ψ).)
Example 2.12. Let X,Y be complex manifolds on which a complex Lie group G
acts. Let π : Y → X be a holomorphic map which is G equivariant. By Example
2.2 we have Lie groupoids whose spaces of objects are X and Y, and whose spaces
of morphisms are X × G and Y × G respectively. We denote them by (X, G) and
(Y, G)
The projections define a morphism (Y, G) → (X, G). It is easy to see that by
this morphism (Y, G) becomes a family of complex analytic spaces parametrized
by (X, G).
Construction 2.13. Let π : Y→ X be a proper holomorphic map between com-
plex manifolds. We put Xx = π
−1(x) for x ∈ X . We consider the set of triples:
{(x, y, ϕ) | x, y ∈ X, ϕ : Xx → Xy
is an isomorphism of complex analytic spaces.} (2.15)
We assume the space (2.15) is a complex manifold and write it as MOR. We
assume moreover the mapsMOR→ X, (x, y, ϕ) 7→ x andMOR→ X, (x, y, ϕ) 7→
y are both submersions. We then define a Lie groupoid
G = (OB,MOR,Prs,Prt, comp, inv, ID)
and a family of complex analytic spaces parametrized by G as follows.
We first put OB = X, MOR = (2.15), Prs(x, y, ϕ) = x, Prt(x, y, ϕ) = y,
comp((x, y, ϕ), (y, z, ψ)) = (x, z, ψ◦ϕ), ID(x) = (x, x, id), inv(x, y, ϕ) = (y, x, ϕ−1).
It is easy to see that we obtain Lie groupoid G in this way.
We next define ‹G as follows. We put O˜B = Y,‡MOR = {(x˜, y˜, ϕ) | x˜, y˜ ∈ Y,ϕ : π−1(π(x˜))→ π−1(π(y˜))
is an isomorphism of complex analytic spaces.}
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Prs(x˜, y˜, ϕ) = x˜, Prt(x˜, y˜, ϕ) = y˜, comp((x˜, y˜, ϕ), (y˜, z˜, ψ)) = (x˜, z˜, ψ ◦ ϕ) ID(x˜) =
(x˜, x˜, id), inv(x˜, y˜, ϕ) = (y˜, x˜, ϕ−1). It is easy to see that we obtain Lie groupoid ‹G
in this way.
The map π : Y→ X together with (x˜, y˜, ϕ) 7→ (π(x˜), π(y˜), ϕ) defines a morphism
F : ‹G→ G.
It is easy to check that (2.12) is a cartesian square in this case.
We call (‹G,G,F ) the family associated to the map π : Y→ X.
The assumption that (2.15) is a complex manifold is not necessary satisfied in
general. Here is a counter example. Let Σ = Σ2 ∪p S2. In other words, we
glue a genus 2 Riemann surface and S2 at one point p. We take coordinates of a
neighborhood of p in Σ2 and in S
2 and denote them by z and w respectively. We
assume w−1 : D2 → S2 is a holomorphic map which extends to a bi-holomorphic
map S2 → S2. We resolve the node by equating zw = ρ for each ρ ∈ D2(ǫ). In
this way we obtain a D2(ǫ) parametrized family of nodal curves which gives a map
π : C → D2(ǫ) such that π−1(0) = Σ and π−1(ρ) is isomorphic to Σ2 for ρ 6= 0.
(This is a consequence of our choice of the coordinate w.)
Remark 2.14. Here and hereafter we put
D2(r) = {z ∈ C | |z| < r}.
We may take C to be a complex manifold of dimension 2. (See Subsection 3.2.)
Let up take Y = C and X = D2(ǫ). For x ∈ X we put Xx = π−1(x) ⊂ C. Note:
∼ =
Σx
Σ0
x = 0
Figure 1. Σx.
(1) If x, y 6= 0 then there exists a unique bi-holomorphic map Xx → Xy.
(2) If x = y = 0 then the set of bi-holomorphic maps Xx → Xy is identified
with the set of all affine transformations of C, (that is, the maps of the
form z → az + b).
(3) If x = 0, y 6= 0 then there exist no bi-holomorphic map Xx → Xy.
For x ∈ X we consider the set of the pairs (ϕ, y) such that y ∈ X and ϕ : Xx → Xy
is a bi-holomorphic map. (1)(2)(3) above implies that the complex dimension of
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the space of such pairs is 2 if x = 0 and 1 if x 6= 0. Therefore in this case the map
Prs can not be a submersion from a complex manifold.
We will study moduli spaces of marked curves. So we include marking to Defi-
nition 2.10 as follows.
Definition 2.15. A marked family of complex analytic spaces parametrized by G, is
a triple (‹G,F , ~T), where (‹G,F ) is a family of complex analytic spaces parametrized
by G and ~T = (T1, . . . ,Tℓ) such that Ti : OB → O˜B are holomorphic maps with
the following properties.
(1) Fob ◦ Ti = id.
(2) Let ϕ˜ ∈‡MOR and x˜ = P˜rs(ϕ˜), x = Fob(x˜). Suppose x˜ = Ti(x). Then
P˜rt(ϕ˜) = Ti(Prt(ϕ)).
Condition (2) is rephrased as the commutativity of the next diagram.
F−1ob (x)
ϕ˜−−−−→ F−1ob (y)
Ti
x xTi
x
ϕ−−−−→ y.
(2.16)
Construction 2.16. Let π : Y→ X be a proper holomorphic map between com-
plex manifolds and Ti : X → Y holomorphic sections for i = 1, . . . , ℓ. We put
Xx = π
−1(x) for x ∈ X . We replace (2.15) by
{(x, y, ϕ) | x, y ∈ X, ϕ : Xx → Xy, ϕ(Ti(x)) = Ti(y), i = 1, . . . , ℓ
ϕ is an isomorphism of complex analytic spaces.} (2.17)
We define MOR = (2.17). We assume that it is a complex manifold. The maps
Prs, Prt, which are defined by the same formula as Construction 2.13, are assumed
to be submersions. We then obtain G, ‹G and F in the same way.
Then together with Ti, the pair (‹G,F ) defines a marked family of complex
analytic spaces parametrized by G.
We next define a morphism between families of complex analytic spaces.
Definition 2.17. Let (‹G(j),F (j)) be a family of complex analytic spaces parametrized
by G(j) for j = 1, 2. A morphism from (‹G(1),F (1),G(1)) to (‹G(2),F (2),G(2)) is by
definition a pair (‹H,H) such that:
(1) ‹H : ‹G(1) → ‹G(2) and H : G(1) → G(2) are morphisms such that the next
diagram commutes.
‹G(1) H˜−−−−→ ‹G(2)
F(1)
y yF(2)
G(1)
H−−−−→ G(2).
(2.18)
(2) The next diagram is a cartesian square.
O˜B(1) H˜ob−−−−→ O˜B(2)
F
(1)
ob
y yF(2)ob
OB(1) Hob−−−−→ OB(2).
(2.19)
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Note Item (2) implies that for each x ∈ OB(1), the restriction of ‹Hob induces an
isomorphism
(F
(1)
ob )
−1(x) ∼= (F (2)ob )−1(Hob(x))
In case (‹G(j),F (j), ~T(j)) is a family of marked complex analytic spaces parametrized
by G(j) for j = 1, 2, a morphism between them is a pair (‹H,H) satisfying (1)(2)
and
(3) ‹Hob ◦ ~T(1)i = ~T(2)i ◦ Hob.
Example 2.18. Let (‹G,F ) be a family of complex analytic spaces parametrized by
G and U an open set of OB. We put U˜ = F−1ob (U) ⊂ O˜B. We consider restrictions
G|U of G and ‹G|U˜ of ‹G.
The restriction of F defines a morphism F |U˜ : ‹G|U˜ → ‹G.
The pair (‹G|U˜ ,F |U˜ ) becomes a family of complex analytic spaces parametrized
by G|U . We call it the restriction of (‹G,F ,G) to U .
The obvious inclusion defines a morphism (‹G|U˜ ,F |U˜ ,G|U )→ (‹G,F ,G) of fam-
ilies of complex analytic spaces. We call it an open inclusion of families of complex
analytic varieties.
The version with marking is similar.
Example 2.19. Let π : X→ Y be a holomorphic map and Y′ → Y a holomorphic
map. We put X′ = X ×Y Y′ and assume X′ is a complex manifold. Suppose the
assumptions in Construction 2.13 is satisfied both for π : X→ Y and π′ : X′ → Y′.
Then the morphism from the families induced by π′ : X′ → Y′ to the families
induced by π : X→ Y is obtained in an obvious way.
Lemma 2.20. Let (‹G(j),F (j)) be a family of complex analytic spaces parametrized
by G(j) for j = 1, 2, and (‹H(k),H(k)) a morphism from (‹G(1),F (1),G(1)) to (‹G(2),F (2),G(2))
for k = 1, 2.
Suppose H(1) is conjugate to H(2). Then ‹H(1) is conjugate to ‹H(2).
Proof. Let T be a natural transformation from H(1) to H(2).
Let x˜ ∈ O˜B. We put x = Fob(x˜) and y = Prt(T (x)) Then T (x) induces
T (x) : F−1ob (x)→ F−1ob (y).
by (2.13). We put
y˜ = T (x)(x˜).
Using the cartesian square (2.12) there exists a unique ‹T (x˜) ∈‡MOR such that
Fmor(‹T (x˜)) = T (x) P˜rs(‹T (x˜)) = x˜, ›Prt(‹T (x˜)) = y˜.
Using the cartesian square (2.12) again it is easy to check that ‹T is a natural
transformation from ‹H(1) to ‹H(2). 
Definition 2.21. We say (‹G(1),F (1)) is conjugate to (‹G(2),F (2)) if the assumption
of Lemma 2.20 is satisfied.
Our main interest in this paper is local theory. We define the next notion for
this purpose.
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Definition 2.22. Let (X,~z) be a pair of complex analytic space X and an ℓ-tuple
of mutually distinct smooth points ~z = (z1, . . . , zℓ). A deformation of (X,~z) is by
definition an object (‹G,F ,G, ~T, o, ι) with the following properties.
(1) The triple (‹G,F , ~T) is a marked family of complex variety parametrized
by G.
(2) o ∈ OB.
(3) ι : X → F−1ob (o) is a bi-holomorphic map.
(4) Ti(o) = ι(zi).
Let (‹G(j),F (j),G(j), ~T(j), o(j), ι(j)) be a deformation of (X,~z) for j = 1, 2. An
isomorphism between them consists of U (j), (‹H,H) such that:
(i) U (j) is an open neighborhoods of o in OB(j).
(ii) (‹H,H) is an isomorphism
(‹G(1)|U(1) ,F (1)|U(1) ,G(1)|U(1) , ~T(1)|U(1)) ∼= (‹G(2)|U(2) ,F (2)|U(2) ,G(2)|U(2) , ~T(2)|U(2))
between the restrictions of marked family of complex varieties to U (j).
(iii) Hob(o) = o.
(iv) ‹Hob ◦ ι(1) = ι(2).
A germ of deformation of (X,~z) is an isomorphism class with respect to the iso-
morphism defined above.
3. Universal deformation of unstable marked curve
In this section we specialize to the case of family of one dimensional complex
varieties and show existence and uniqueness of a universal family for certain class
of deformations.
3.1. Universal deformation and its uniqueness. Let π : Y → X be a holo-
morphic map and x ∈ X. We put Σx = π−1(x).
Definition 3.1. We say that Σx is a nodal curve if for each y ∈ Σx one of the
following holds.
(1) Dxπ : TyY→ TxX is surjective. dimCKerDxπ = 1.
(2) Let Ix be the ideal of germs of holomorphic functions on X at x which
vanish at x. Then we have
Oy
π∗Ix
=
C{z, w}
(zw)
.
Here Oy is the ring of germs of holomorphic functions of Y at y. The ring
C{z, w} is the convergent power series ring of two variables.
We say y is a regular point if Item (1) happens and y is a nodal point if Item (2)
happens.
Definition 3.2. Let (‹G,F ) be a family of complex analytic varieties parametrized
by G. We say that (‹G,F ,G) is a family of nodal curves if all the fibers of Fob :
O˜B → OB are nodal curves.
A marked family (‹G,F , ~T) of complex analytic spaces parametrized by G is said
to be a family of marked nodal curves if (‹G,F ,G) is a family of nodal curves and
the following holds.
(1) For any x ∈ OB the point Ti(x) ∈ F−1ob (x) is a regular point of F−1ob (x).
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(2) If i 6= j and x ∈ OB, then Ti(x) 6= Tj(x).
Definition 3.3. Let (‹G,F ) be a family of complex analytic spaces parametrized
by G. We say that (‹G,F ,G) is minimal at o if the following holds.
If ϕ ∈MOR with Prs(ϕ) = o then Prt(ϕ) = o.
Definition 3.4. Let (Σ, ~z) be a marked nodal curve and G = (‹G,F ,G, ~T, o, ι) a
deformation of (Σ, ~z). We say that G is a universal deformation of (Σ, ~z) if the
following holds.
(1) (‹G,F ,G, ~T) is a family of nodal curves and is minimal at o.
(2) For any deformation G′ = (G˜′,F ′,G′, ~T′, o′, ι′) of (Σ, ~z) such that (‹G′,F ′,G′, ~T′)
is a family of nodal curves, there exists a morphism (‹H,H) from G′ to G.
(3) In the situation of Item (2) if (‹H′,H′) is another morphism then H′ is
conjugate to H.
The main result of this section is the following.
Theorem 3.5. For any marked nodal curve (Σ, ~z) there exists its universal defor-
mation G = (‹G,F ,G, ~T, o, ι).
If G(j) = (‹G(j),F (j),G(j), ~T(j), o(j), ι(j)), j = 1, 2 are both universal deforma-
tions of (Σ, ~z) then they are isomorphic in the sense of Definition 2.22.
Remark 3.6. If (Σ, ~z) is stable, that is, the group of its automorphisms is a
finite group, the universal deformation G = (‹G,F ,G, ~T, o, ι) is e´tale. Namely
Prs :MOR→ OB is a local diffeomorphism. Theorem 3.5 in this case follows from
the classical result that the moduli space of marked stable curve is an orbifold. (In
some case this orbifold is not effective.) Orbifold is a classical and well-established
notion in differential geometry [Sa]. The fact that orbifold can be studied using the
language of e´tale groupoid is also classical [Ha].
In the case when (Σ, ~z) is not stable, dimMOR > dimOB and so G is not e´tale.
Therefore using the language of Lie groupoid is more important in this case than
the case of orbifold.
It seems unlikely that there is a literature which proves a similar result as Theo-
rem 3.5 by the method of differential geometry. Something equivalent to Theorem
3.5 is known in algebraic geometry using the terminology of Artin Stack ([Ar]). See
[Man, Chapter V]. For our purpose of proving Theorem 5.3, differential geometric
approach is important. So we provide a detailed proof of Theorem 3.5 below.
Proof. In this subsection we prove the uniqueness. The existence will be proved in
the next subsection.
Suppose G(j) = (‹G(j),F (j),G(j), ~T(j), o(j), ι(j)), j = 1, 2 are both universal de-
formations of (Σ, ~z). Then by Definition 3.4 (2), there exists a morphism (‹H,H)
from G(1) to G(2) and also a morphism (‹H′,H′) from G(2) to G(1).
The composition (‹H′,H′)◦(‹H,H) is a morphism from G(1) to itself. By Definition
3.4 Item (3) it is conjugate to the identity morphism.
Lemma 3.7. A morphism from (‹G,F ,G) to itself which is conjugate to the identity
morphism is an isomorphism in a neighborhood of o, if (‹G,F ,G) is minimal at o.
Postponing the proof of the lemma we continue the proof.
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By the lemma we replace (‹H′,H′) if necessary and may assume that (‹H′,H′) ◦
(‹H,H) = id.
By the same argument the composition (‹H,H)◦ (‹H′,H′) is an isomorphism. We
may replace (‹H′,H′) by (‹H′′,H′′) and find that (‹H,H) ◦ (‹H′′,H′′) = id.
Then by a standard argument (‹H′,H′) = (‹H′′,H′′).
Thus to complete the proof of uniqueness it remains to prove the lemma. 
Proof of Lemma 3.7. Let (‹H,H) be a morphism from (‹G,F ,G) to itself, which is
conjugate to the identity.
By Lemma 2.8 there exists T : OB →MOR such that H = conjT .
Sublemma 3.8. The map Hob : OB → OB is a diffeomorphism on a neighborhood
of o.
Proof. By minimality at o, we find Hob(o) = o. Let ϕo = T (o). We have
Hob(x) = Prt(T (x)). (3.1)
Using implicit function theorem we may identify a neighborhood of T (o) inMOR
with U × V such that V ⊂ Pr−1s (o) is an open neighborhood of T (o), U is an open
neighborhood of o in OB and Prs : U × V → OB is the projection. We remark
that the derivative in the V direction of Prt : U × V → OB is zero on {o} × V by
minimality. On the other hand the derivative in the U direction of Prt at (o, T (o)) is
invertible. This is because Prt is a submersion and the derivative in the V direction
is zero.
Thus derivative of (3.1) is invertible at o. In fact
Hob(x) = Prt(x, T ′(x))
for some T ′ : U → V . Sublemma 3.8 now follows from inverse function theorem. 
Thus we proved that Hob is invertible. It is easy to see that it implies that H is
invertible.
By Lemma 2.20, ‹H is conjugate to the identity morphism. We can use it in the
same way as above to show that ‹H is an isomorphism if we restrict to a smaller
neighborhood of o. The proof of Lemma 3.7 is complete. 
3.2. Existence of the universal deformation. In this section we prove the
existence part of Theorem 3.5. We use the existence of universal deformation of
stable marked nodal curve, which was well established long time ago and by now
well-known, and use it to study unstable case.
Let (Σ, ~z) be a marked nodal curve. We decompose Σ into irreducible compo-
nents
Σ =
⋃
a∈A
Σa. (3.2)
We regard the intersection ~z ∩Σa and all the nodal points on Σa as marked points
of Σa and denote it by ~za. We put ~za = (za,1, . . . , za,ℓa). We recall that (Σa, ~za) is
stable unless one of the following holds:
(US.0) The genus of Σa is 0 and #~za = 0.
(US.1) The genus of Σa is 0 and #~za = 1.
(US.2) The genus of Σa is 0 and #~za = 2.
(US.3) The genus of Σa is 1 and #~za = 0.
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Note in case (US.0) Σ = Σa. In this case it is easy to construct a universal de-
formation. (In fact OB consists of one point, MOR = PSL(2;C). ‹G is defined
by using PSL(2;C) action on S2.) In case (US.3) again Σ = Σa. We can define
universal deformation easily also. (OB is the moduli space of elliptic curve. Other
objects can be obtained by applying Construction 2.13 to the universal family of
elliptic curves.)
Therefore we consider the case when all the unstable components are either of
type (US.1) or (US.2).
Let As be the subset of A consisting of elements a such that (Σa, ~za) is stable.
We put Au = A \ As.
Suppose (Σa, ~za) is stable. Let ga be its genus and ℓa = #~za. We consider the
moduli space Mga,ℓa of stable curves with genus ga and with ℓa marked points.
Mga,ℓa is an orbifold. (In some exceptional case it is not effective.) Let Va/Ga be
a neighborhood of (Σa, ~za) in Mga,ℓa . Here Ga is a finite group which is the group
of automorphisms of (Σa, ~za). Namely
Ga = {v : Σa → Σa | v is bi-holomorphic, v(za,i) = za,i}.
Va is a smooth complex manifold on which a finite group Ga acts. We have a
universal family
πa : Ca → Va (3.3)
where Ca is a complex manifold and πa is a proper submersion. The group Ga acts
on Ca and πa is Ga equivariant. We also have holomorphic maps
ta,i : Va → Ca (3.4)
for i = 1, . . . , ℓa, such that πa ◦ ta,i = id and ta,i is Ga equivariant. Moreover
ta,i(x) 6= ta,j(x) for x ∈ Va, i 6= j. Finally the marked Riemannn surface
(π−1a (x), (ta,1(x), . . . , ta,ℓa(x)))
is a representative of the element [x] ∈ Va/Ga ⊂ Mga,ℓa . Existence of such
Ga,Va, Ca, πa, ta,i is classical (See [ACG], [DM].)
Suppose (Σa, ~za) is unstable. We put Va = point. The group of automorphisms
Ga is C∗ = C \ {0} if (US.1) is satisfied. The group of automorphisms Ga consists
of affine maps z 7→ az + b in case (US.2) is satisfied. Here we identify (Σa, ~za) =
(C ∪ {∞},∞).
We put
G = {v : Σ→ Σ | v is bi-holomorphic, v(zi) = zi}. (3.5)
We then have an exact sequence of groups:
1→
∏
a∈A
Ga → G → H → 1. (3.6)
Here H is a finite group. The group H is a subgroup of the automorphism group
of the dual graph of Σ. (Here the dual graph is defined as follows. We associate a
vertex to each of the irreducible components of Σ. We associate an edge to each
of the nodal points. The vertices of an edge is one associated to the irreducible
components containing that nodal points. See Figure 2 below.) We put G = π0(G).
Then we have an exact sequence
1→
∏
a∈As
Ga → G → H → 1. (3.7)
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Figure 2. Dual graph to nodal curve
We put
V0 =
∏
a∈As
Va. (3.8)
Let o ∈ V0 be an element corresponding to Σ.
The group G acts on V in an obvious way. For each x = (xa)a∈As we define Σ(x)
as follows. We take Σ(xa) = π
−1(xa) for a ∈ As. If a ∈ Au we take Σa. We glue∐
a∈As
Σ(xa) ⊔
∐
a∈Au
Σa
at their marked points in exactly the same way as Σ. We then obtain a nodal curve
Σ(x). We define
C0 =
∐
x∈V0
Σ(x)× {x}.
We have an obvious projection
π : C0 → V0. (3.9)
G acts on C in an obvious way and then (3.9) is a deformation of Σ while keeping
singularities. Later in (3.10) we will embed C0 to a complex manifold so that C0
is a complex subvariety. The choice of complex structure of C0 then will become
clear. Using the map ta,i which does not correspond to the nodal point of Σ(x) we
obtain maps
tj : V0 → C0
for j = 1, . . . , ℓ such that π ◦ tj = id and that tj is G equivariant.
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We next include the parameter to resolve nodal points of Σ(x). We need to
choose a coordinate at each of the nodal points, in the following sense. Let D2(r)
be the open ball of radius r centered at 0 in C.
Definition 3.9. ([FOOO6, Definition 8.1]) A analytic family of complex coordinates
at ta,i is a holomorphic map
ϕa,i : Va ×D2(2)→ Ca
such that:
(1) π(ϕa,i(x, 0)) = x.
(2) ϕa,i(x, 0) = ta,i(x).
(3) For each x the map z 7→ ϕa,i(x, z) is a bi-holomorphic map from D2(2) to
a neighborhood of ta,i(x) in π
−1
a (x).
We say that a system (ϕa,i)a∈As,i=1,...,ℓa of analytic family of complex coordinates
are G equivariant if the following holds. Let γ ∈ G and [γ] ∈ H . We consider
Node = {(a, i) | za,i corresponds to a nodal point of Σ on Σa.}
Since H acts on the dual graph of Σ it acts on Node also. Now we require:
(*) If [γ](a, i) = (a′, i′) then
γ(ϕa,i(x, z)) = exp(θγ,a,i
√−1)ϕa′,i′(x, z).
Here θa,i ∈ R.
Lemma 3.10. There exists a G equivariant system of analytic family of complex
coordinates.
Proof. We may take a G equivariant hermitian metric of Σ. We take identification
of Tza,iΣa
∼= C preserving the metric. Then we obtain θγ,a,i ∈ R such that Dza,iγ :
Tza,iΣa → Tza′,i′Σa′ is z 7→ eθγ,a,i
√−1z. We can then use implicit function theorem
in complex analytic category to obtain required coordinate. 
Remark 3.11. We use analytic family of coordinates at the marked points corre-
sponding to the nodal points only.
For each (z, i) ∈ Node we take a copy of C and denote it by C(z,i). We fix an
orientation of the edges of the dual graph Γ(Σ) of Σ. For each edge e of Γ(Σ), that
corresponds to the nodal points, let z−,e, z+,e ∈ Node such that the orientation of
e goes from the vertex corresponding to z−,e to the vertex corresponding to z+,e.
Definition 3.12. We put
V1 =
⊕
e∈Γ(Σ)
C−,e ⊗ C+,e.
The element γ ∈ G acts on V1 by sending w ∈ C∗−,e (resp. w ∈ C+,e) to
exp(θγ,a,i
√−1)w if z−,e = za,i (resp. exp(θγ,a′,i′
√−1)w if z+,e = za′,i′).
Construction 3.13. We put V+ = V0×V1. We are going to define a neighborhood
V of (0, 0) in V+, a complex manifold C, and a map C → V as follows.
For each ~x = (xa)a∈As ∈ V0 =
∏Va we take⋃
a∈As
Σ(xa) ∪
⋃
a∈Au
Σa.
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We remove the union of ϕa,i(D
2) for all ϕa,i corresponding to the nodal point. We
denote it as Σ(~x)0. Let
C0 =
⋃
~x∈V0
(Σ(~x)0 × {~x})
and C0 → V0 the obvious projection. C0 is a complex manifold and the projection
is holomorphic. We compactify the fibers of (C0 × V1) → V as follows. Let ~ρ =
(ρe)e∈Γ(Σ) ∈ V1. We put z−,e = za,i, z+,e = za′,i′ and re = |ρe|. We consider(
D2(2) \D2(re)
) ∪ (D2(2) \D2(re))
and identify z in the first summand with w in the second summand if zw = ρe.
We also identify z with ϕi,a(z) if |z| > 1 and w with ϕi′,a′(w) if |w| > 1.
Performing this gluing at all the nodal point we obtain Σ(~x, ~ρ). We put
C =
⋃
~x∈V0,~ρ∈V1
Σ(~x, ~ρ)× {(~x, ~ρ)}. (3.10)
The natural projection induces a map π : C → V . It is easy to see from construction
that C is a complex manifold and π is holomorphic. Moreover the fiber of π are
nodal curves. tj : V0 → C0 can be regarded as a map tj : V → C by which
(π−1(x); t1(x), . . . , tℓ(x)) becomes a marked nodal curve.
The most important part of the proof of Theorem 3.5 is the following:
Proposition 3.14. Let MOR be the set of triples (x, y;ϕ) where x, y ∈ V and
ϕ : π−1(x) → π−1(y) an isomorphism such that ϕ(tj(x)) = tj(y) for j = 1, . . . , ℓ.
Then
(1) MOR has a structure of a smooth complex manifold.
(2) The two projections MOR → V, (x, y;ϕ) 7→ x, (x, y;ϕ) 7→ y are both
submersions.
Note by Proposition 3.14 and Constructions 2.13 and 2.16 we obtain a family of
marked nodal curves.
Proof. We first define a topology (metric) on MOR. Note C and V are obviously
metrizable. We take its metric.
Definition 3.15. We say d((ϕ, x, y), (ϕ′, x′, y′)) ≤ ǫ if
d(x, x′) ≤ ǫ, d(y, y′) ≤ ǫ
and
|d(ϕ(a), ϕ′(b))− d(a, b)| ≤ ǫ
for a ∈ π−1(x), b ∈ π−1(x′).
It is easy to see that d defines a metric on MOR.
Definition 3.16. The minimal stablization ~wa of an unstable component (Σa, ~za)
is as follows.
In case (US.1), ~wa consists of (distinct) two points which do not intersect with
~za.
In case (US.2), ~wa consists of one point which does not intersect with ~za.
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Note (Σa, ~za ∪ ~wa) becomes stable. In fact it is a sphere with three marked
points so there is no deformation and no automorphism. The choice of minimal
stablization is unique up to isomorphism.
We add minimal stabilization to each of the unstable components and obtain a
stable marked curve (Σ, ~z ∪ ~w). The next lemma is obvious.
Lemma 3.17. G acts on Σ such that it preserves ~w as a set.
We denote ~w = {w1, . . . wk}. By construction we have sections Sj,0 : V0 → C0
such that Sj,0(x) is identified with wj . Using the description of Σ(~x, ~ρ) we gave
above we obtain a marked point wj(~x, ~ρ). Thus we obtain holomorphic sections Sj :
V → C. The next lemma is a consequence of a standard result of the deformation
theory of stable nodal curve. (See [ACG].) Let G0 be a subgroup of G consisting of
elements which fix each point wj .
Lemma 3.18. ((C,V), π, (Tj ; j = 1, . . . , ℓ) ∪ (Sj ; j = 1, . . . , k)) divided by G0 is a
local universal family of genus g stable curves with k + ℓ marked points.
See for example [ACG], [Man] the definition of universal family of genus g stable
curves with k+ℓ marked points. Actually it is a special case of Definition 3.4 where
Prs and Prt are local diffeomorphisms.
We now start constructing a chart of MOR. We first consider (ϕ, o, o), that is
the case when ϕ : (Σ, ~z)→ (Σ, ~z) is an automorphism.
Let U be a neighborhood of ϕ in the group of automorphisms of (Σ, ~z). Let V ′
be a sufficiently small neighborhood of o in V . We construct a bijection between
U × V ′ to a neighborhood of ϕ in MOR. We consider
Π : U × C → U × V
which is a direct product of π : C → V and the identity map. Tj induces its sections.
For ψ ∈ U we consider wj(ψ) = ψ(wj). Using wj(ψ) instead of wj we can con-
struct S˜j(ψ; ·) : V → C, such that (ψ, x) 7→ S˜j(ψ;x), j = 1, . . . , k, are holomorphic
sections and that Sj(ψ, o) = ψ(wj). We denote this section, by SUj .
Then ((U ×C, U ×V),Π, {Tj},SUj ) is a family of marked nodal curves of genus g
and with k + ℓ marked points. Therefore by the universality in Lemma 3.18, there
exist maps
F : U × V → V ′, F˜ : U × C → C
such that:
(1) π ◦ F˜ = F ◦Π as maps U × C → V ′.
(2) For (ψ, x) ∈ U × V ′ we have (F ◦ Tj)(ψ, x) = Tj(x). Moreover (F ◦
S˜j)(ψ, x) = Sj(x).
Now we define
Ψ : U × V ′ →MOR
as follows. Let (ψ, x) ∈ U×V ′. We put y = F (ψ, x). We restrict F˜ to {ψ}×π−1(x).
Then by Item (1) above it defines a holomorphic map π−1(x) → π−1(y) which we
denote ψ˜. Since F˜ is a part of the morphism of family of marked nodal curve,
we can show that ψ˜ is an isomorphism. Item (2) implies that ψ˜ preserves marked
points Tj . We put
Ψ(ψ, x) = (ψ˜, x, y).
Lemma 3.19. The image of Ψ contains a neighborhood of (ϕ, o, o) in MOR.
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Proof. Let (ϕi, xi, yi) be a sequence of MOR converging to (ϕ, o, o). Note
ψ 7→ (ψ(wj) : j = 1, . . . , k)
is a diffeomorphism from U onto an open subsets of Σk. Therefore by inverse
function theorem, the map
ψ 7→ (S˜j(ψi, yi) : j = 1, . . . , k)
is a diffeomorphism from an neighborhood of ϕ onto an open subset of Σ(yi)
k for
sufficiently large i. Therefore there exists unique ψi ∈ U such that
S˜j(ψi, yi) = ϕi(Sj(xi)). (3.11)
We claim that by replacing ψi if necessary we may assume that Ψ(ψi, xi) = (ϕi, xi, yi)
for sufficiently large i.
In fact if we put Ψ(ψi, xi) = (ψ˜i, xi, yi), (3.11) and the definition of Ψ implies
ψ˜i(Sj(xi)) = ϕi(Sj(xi)). (3.12)
Moreover
ψ˜i(Tj(xi)) = Tj(yi) = ϕi(Tj(xi)) (3.13)
follows from definition. Then ψ˜i = ϕiγ for some γ ∈ G0 with γ(xi) = xi. (This is
because G0 is the set of automorphisms of (Σ, ~z ∪ ~w).) Thus we may replace ψi by
ψiγ
−1 to obtain desired ψi.
The proof of Lemma 3.19 is complete. 
We thus proved thatMOR is a manifold and Prs, Prt are submersions near the
point of the form (ϕ, o, o).
We next consider the general case. Let (ϕ, x, y) ∈ MOR. We consider the
nodal curve Σx = π
−1(x) (where π : C → V) together with marked points Tj(x),
j = 1, . . . , ℓ. We denote it by (Σx, ~zx). We start from (Σx, ~zx) in place of (Σ, ~z)
and obtain πx : Cx → Vx and its sections Tx,j, j = 1, . . . , ℓ.
Sublemma 3.20. There exists an open neghborhood Wx of 0 in C
d for some d and
bi-holomorphic maps,
Φ˜x :Wx × Cx → C, Φx : Wx × Vx → V ,
onto open subsets, with the following properties.
(1) The next diagram commutes.
Wx × Cx Φ˜x−−−−→ Cyid×π yπ
Wx × Vx Φx−−−−→ V .
(3.14)
(2) For w ∈Wx, x ∈ Vx we have
Φ˜x(w,Tx,j(x)) = Tj(Φx(w, x)).
(3) Φx(0, o) = x.
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Proof. We consider the sections Sj , j = 1, . . . , k. We can take a subset J of
{1, . . . , k} such that {Sj(x) | j ∈ J} is a minimal stablization of (Σx, ~zx). We
put ~wx = {Sj(x) | j ∈ J} and k′ = #J. We can identify πx : Cx → Vx with the
universal family of deformation of the stable curve (Σx, ~zx ∪ ~wx).
Therefore forgetful map of the marked points {Sj(x) | j /∈ J} defines maps
Π˜ : U(C)→ Cx, Π : U(V)→ Vx.
Here U(V) is a neighborhood of x in V and U(C) = π−1(U(V)) ⊂ C. By construction
we have
π ◦ Π˜ = Π ◦ π.
Since (Σx, ~zx ∪ ~wx) is stable, the forgetful map Π is defined simply by forgetting
marked points and does not involve the process of shrinking the irreducible compo-
nents which become unstable. Therefore the maps Π˜ and Π are both submersions.
Therefore, by implicit function theorem, we can find an open set Wx and Φ˜x, Φx
such that Diagram (3.14) commutes.
We also remark that
Tj ◦Π = Π˜ ◦ Tx,j.
We can use it to prove Item (2) easily. 
We apply the same sublemma to y and obtain Wy and Φ˜y, Φy. We remark
that (Σx, ~zx ∪ ~wx) is isomorphic to (Σy, ~zy ∪ ~wy). Therefore a neighborhood of
(ϕ, x, y) in MOR is identified with a neighborhood of (ϕ′, o, o) in MORx times
Wx ×Wy. Here MORx is obtained from πx : Cx → Vx in the same way as MOR
is obtained from π : C → V . The morphism ϕ′ is an element of MORx with
Prs(ϕ
′) = Prt(ϕ′) = o. Therefore using the case of (ϕ′, o, o) which we already
proved, we have proved Proposition 3.14 in the general case. 
The construction of the deformation G = (‹G,F ,G, ~T, o, ι) is complete. We will
prove that it is universal. The minimality at o is obvious from construction.
Let G ′ = (‹G′,F ′,G′, ~T′, o′, ι′) be another deformation. We will construct a
morphism (‹H,H) from G ′ to G .
Note we took a minimal stabilization ~w of (Σ, ~z). Since G′ is a deformation of
(Σ, ~z), there exists
S ′j : OB′ → O˜B
′
for j = 1, . . . , k, after replacing OB′ by a smaller neighborhood of o′ if necessary,
such that the following holds.
(1) S ′j is holomorphic, for j = 1, . . . , k.
(2) π′ ◦ S ′j = id : OB′ → OB′, for j = 1, . . . , k.
(3) At o′ ∈ OB′ we have
S ′j(o′) = ι′(wj),
for j = 1, . . . , k.
Thus we have an OB′ parametrized family of stable marked curves of genus g
with k + ℓ marked points as
x′ 7→ ((π′)−1(x′), {T′j(x′)} ∪ {S ′j(x′)}).
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Therefore by the universality of the family of marked stable curves in Lemma 3.18
we have a map (by shrinking OB′ if necessary)
(F, F˜) : (OB′, O˜B′)→ (OB, O˜B).
such that1 F : OB′ → OB and F˜ : O˜B′ → O˜B are holomorphic, the next diagram
commutes and is a cartesian square:
O˜B′ F˜−−−−→ O˜By y
OB′ F−−−−→ OB.
(3.15)
Moreover
Tj ◦ F = F˜ ◦ T′j Sj ◦ F = F˜ ◦ S ′j . (3.16)
We define H. Its object part is F. We define its morphism part. Let ϕ˜ ∈ MOR′.
Suppose Prs(ϕ˜) = x
′, Prt(ϕ˜) = y′. Using the fact that Diagram (3.15) is a cartesian
square there exists a unique bi-holomorphic map ϕ such that the next diagram
commutes:
(π′)−1(x′)
ϕ˜−−−−→ (π′)−1(y′)yF˜|(π′)−1(x′) yF˜|(π′)−1(y′)
(π)−1(x)
ϕ−−−−→ (π)−1(y).
(3.17)
Here x = F(x′), y = F(y′). In fact all the arrows (except ϕ) are defined and are
isomorphisms. We define the morphism part of H by ϕ˜ 7→ ϕ. It is easy to see
that this map is holomorphic and has other required properties. We thus defined
H : G′ → G.
We next define ‹H : ‹G′ → ‹G. Its object part is F˜. The morphism part is defined
from F˜ and the morphism part of H, by using the fact‡MOR′ =MOR′ Prs ×F O˜B′, ‡MOR =MOR Prs ×F O˜B.
We thus obtain ‹H.
It is straight forward to check that (‹H,H) has the required properties.
We finally prove the uniqueness part of the universality property of our deforma-
tion. Let G′ = (‹G′,F ′,G′, ~T′, o′, ι′) be another deformation and (‹H,H), (‹H′,H′)
be two morphisms from G′ to G. We will prove that (‹H,H) is conjugate to (‹H′,H′).
Let x′ ∈ OB′. By definition there exists a biholomorphic map
T (x′) : π−1(H′ob(x′))→ π−1(Hob(x′))
such that the next diagram commutes.
(π′)−1(x′) id−−−−→ (π′)−1(x′)yH′|(π′)−1(x′) yH|(π′)−1(x′)
π−1(H′ob(x′))
T (x′)−−−−→ π−1(Hob(x′)).
(3.18)
In fact two vertical arrows are isomorphisms. Moreover
T (x′)(Tj(H′ob(x′))) = T (x′)(H′(T′j(x′))) = Hob(T′j(x′)) = Tj(Hob(x′)).
1Note OB = V and›OB = C by the construction of our family G.
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Namely T (x′) preserves marked points. Therefore by definition T (x′) ∈ MOR. It
is easy to see that x′ 7→ T (x′) is the required natural transformation.
The proof of Theorem 3.5 is now complete. 
For our application of Theorem 3.5 we need the following additional properties
of our universal family.
Proposition 3.21. Let Gc be a compact subgroup of the group G in (3.5). Then
Gc acts on our universal family G = (‹G,F ,G, ~T, o, ι) in the following sense.
(1) Gc acts on the spaces of objects and of morphisms of ‹G and G. The action
is a smooth action.
(2) The action of each element of Gc in (1) is holomorphic.
(3) Maps appearing in G are all Gc equivariant. In particular ι : Σ → O˜B is
Gc equivariant.
Proof. While constructing our universal family we take analytic families of complex
coordinates at the nodal points so that it is invariant under G action. (Lemma 3.10.)
We slightly modify the notion of invariance of analytic family of complex co-
ordinates and can assume that it is invariant under the Gc action as follows. We
consdier the exact sequence:
1→
∏
a∈A
Gc,a → Gc → Hc → 1. (3.19)
Here Hc is a finite group and Gc,a is a compact subgroup of Ga. In case Σa is
unstable, we consider the case (US.1). Then Ga is a compact subgroup of the group
of transformations of the form z 7→ az + b. (Here a ∈ C \ {0}, b ∈ C. We may take
the coordinate of S2 = C ∪ {∞} such that Gc,a consists of elements of the form
z 7→ az with |a| = 1. Then we take w = 1/z as the coordinate at infinity (= the
node).
In case (US.2), we may take ~za = {0,∞}. So Gc,a consists of elements of the
form z 7→ az with |a| = 1. Then take 1/z as the coordinate at infinity (= the node).
Thus in all the cases we may assume that γ ∈ Gc,a acts in the form Definition 3.9
(*).
Now Gc acts on V1 so that Gc,a acts by using (*) and Hc acts by exchanging
the factors. Gc also acts on V0. Therefore Gc also acts on V . It is easy to see
from construction that this action lifts to an action to C. The proposition follows
easily. 
Example 3.22. Let Σ be obtained by gluing two copies of S2 = C ∪ {∞} at ∞.
(We put no marked point on it.) The group G of automorphisms of Σ has an exact
sequence,
1→ Aut(S2,∞)×Aut(S2,∞)→ G → Z2 → 1,
where Aut(S2, 0) is the group consisting of the transformations z 7→ az+b on C. We
embed S1 → Aut(S2,∞) × Aut(S2,∞) by σ 7→ (σ2, σ3). Where σ ∈ {z | |z| = 1}
and σk acts on C by z 7→ σkz.
The space V we obtain in this case is D2 which consists of gluing parameter.
The action of S1 is by σ 7→ (ρ 7→ σ5ρ).
Let z1, z2 be the coordinates of the first and second irreducible components of Σ,
respectively. When we glue those two components by the parameter ρ, we equate
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z1z2 = ρ. So if we define z
′
1 = σ
2z1, z
′
2 = σ
3z2, then the equation turn out to be
z′1z
′
2 = σ
5ρ.
Supose u : Σ → S2 is the map which is z1 7→ z31 , z2 7→ z22 . We define an S1
action on S2 = C∪ {∞} by (σ,w) 7→ σw. Then the above group S1 is the isotropy
group of this S1 action. (Which we write Ĝc, (4.1).)
The next example shows that the (noncompact) group G may not acts on our
universal family.
Example 3.23. We consider the case when Σ = S21 ∪ S22 and ~z = 3 points. We
identify S21 = C ∪ {∞} and ~z = (1,
√−1,−√−1). S22 = C ∪ {∞} also. We use z
and w as coordinates of S21 and S
2
2 . They are glued at 0 ∈ S21 and 0 ∈ S22 . V1 is
identified with the small neighborhood of 0, (that is, the coordinate of the node in
S21 .) We denote this coordinate of V0 by v is the parameter ρ to glue S21 and S22 .
We use it to equate
zw = ρ.
We use w′ = 1/z as a parameter. G is the group consisting of transformations of
the form w′ 7→ ga,b(w′) = aw′ + b.
Now following the proof of Theorem 3.5 we take two additional marked points
on S22 , say, w
′ = 0, 1. So after gluing we have 5 marked points, ~z and v, v + ρ.
When we first move w′ = 0, 1 by ga,b and glue then the 5 marked points are ~z
and v + ρb, v + ρ(a+ b). (See Figure 3.)
Now v, v + ρ may be identified with an element of V . The fiber Prs :MOR →
V = OB is then identified with G. We consider ϕ ∈ OB corresponding to ((v, v +
ρ), ga,b). Then by the construction its target Prt(ϕ) is v + ρb, v + ρ(a + b). Thus
we can write
(v, v + ρ)ga,b = (v + ρb, v + ρ(a+ b)).
See Figure 3. Note
ga,bga′,b′ = gaa′,b+ab′
We can check
((v, v + ρ)ga,b)ga′,b′ = (v + ρ(b + ab
′), v + ρ(aa′ + b+ ab′)) = (v, v + ρ)(ga,bga′,b′).
So this is a genuine action. However we can define this action only on the part
where v is small. In fact we use the coordinate z 7→ z + v around v in the above
construction. We can not use this coordinate when v gets closer to ~z.
Remark 3.24. In the situation of Theorem 3.5 we consider a neighborhood of the
image of ID : OB → MOV . Since Prt is a submersion we may identify it with a
direct product H×OB. We assign to (ϕ,x) ∈ H×OB the element Prs(ϕ). We thus
obtain a map
H×OB → OB. (3.20)
If (ϕ,x) ∈ OB × H are sent to y then ϕ induces an isomorphism between two
marked nodal curves represented by x and by y. The map (3.20) is nothing but the
map act appearing in [FOn, page 990]. Since the product decomposition H×OB of
the neighborhood of the image of ID is not canonical, this is not really an action
as we mentioned in [FOn, page 990].
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Figure 3. Universal family of deformation of S2 with 3 marked
points and one sphere bubble
4. ǫ-closed-ness and obstruction bundle
Let ((Σ, ~z), u) be a stable map of genus g with ℓ marked points in a symplectic
manifold (X,ω) on which G acts preserving ω. We take the universal family of
deformations G = (‹G,F ,G, ~T, o, ι) of (Σ, ~z). We fix Riemannnian metrics on the
spaces of morphisms and objects of ‹G, G. We also choose a G invariant Riemann-
nian metric on X . We put
Ĝc =
®
(γ, g)
∣∣∣∣∣ γ : (Σ, ~z)→ (Σ, ~z), γ is bi-holomorphic,g ∈ G u(γx) = gu(x)
´
. (4.1)
We define its group structure by
(γ1, g1) · (γ2, g2) = (γ1γ2, g1g2). (4.2)
We define a group homomorphism Ĝc → G by (γ, g) 7→ γ and denote by Gc the
image. This is a compact subgroup of G. Using Proposition 3.21 we may assume
that G has Gc action in the sense stated in Proposition 3.21.
We will next fix a ‘trivialization’ of the ‘bundle’ Fob : O˜B → OB. Note this co-
incides with π : C → V using the notation we used during the proof of Theorem 3.5.
We first recall that we take universal families Ca → Va of deformations of (Σa, ~za)
for each stable irreducible component a ∈ As. They are fiber bundles. Therefore
we obtain their C∞ trivialization by choosing Va small. It gives a diffeomorphism
Φa : Va × Σa → Ca
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such that the next diagram commutes:
Va × Σa Φa−−−−→ Cay yπ
Va id−−−−→ Va.
(4.3)
We require the following properties:
(Tri.1) Φa is Ga equivariant.
(Tri.2)
(Φa)
−1(Ta,j(x)) = (x, za,j).
Namely by this trivialization the sections Ta,j becomes a constant map to
za,j (that is, the j-th marked point of (Σa, ~za).
(Tri.3) Let ϕa,i : Va ×D2(2) → Ca be the analytic family of complex coordinates
as in Definition 3.9. Then we have
(Φa)
−1(ϕa,i(x, z)) = (x, ϕa,i(0, z)).
Here 0 ∈ Va corresponds to the point Σa.
(Tri.4) Let Hc be as in (3.19). Then the next diagram commutes for γ ∈ Hc. Note
Hc acts on the dual graph of Σ. So for a ∈ As we obtain γa ∈ As.
Va × Σa Φa−−−−→ Cayγ yγ
Vγa × Σγa Φγa−−−−→ Cγa.
(4.4)
Existence of such trivialization in C∞ category is standard. (It is nothing but the
local smooth triviality of fiber bundles, which is a consequence of local contractibil-
ity of the group of diffeomorphisms.)
The above trivialization is defined on V1 ⊂ V . We extend it including the gluing
parameter.
Let δ > 0. We put
V0(δ) = {(ρe)e∈Γ(Σ) | ∀e, |ρe| < δ}. (4.5)
Let x = ((ρe)e∈Γ(Σ), (xa)a∈As) ∈ V0(δ)× V1 ⊂ OB. We put
Σ(x) = F−1ob (x) (4.6)
(= π−1(x) ⊂ C) and ~z(x) = (Tj(x))ℓj=1.
We also put
Σ(δ) =
⋃
a∈A
(Σa \
⋃
ϕa,j(D
2(δ))), (4.7)
where the sum
⋃
ϕa,j(D
2(δ)) is taken over all nodal points contained in Σa. We
will construct a smooth embedding
Φx,δ : Σ(δ)→ Σ(x) (4.8)
below. Let Σa(xa) = π
−1(xa) ⊂ Ca. We put
Σ(δ; (xa)a∈As)) =
⋃
a∈A
(Σa(xa) \
⋃
ϕa,j({xa} ×D2(δ))), (4.9)
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Figure 4. Σ(δ)
The maps Φa for a ∈ As defines a diffeomorphism
Φ((xa)a∈As ) : Σ(δ)→ Σ(δ; (xa)a∈As)).
(Note for unstable components Σa the corresponding components of Σ(δ; (xa)a∈As))
are identified with Σa itself. In this case Φx,δ on this component is the identity
map.)
The C∞ embedding
Σ(δ; (xa)a∈As))→ Σ(x)
is obtained by construction. (In fact Σ(x) is obtained by gluing Σa(xa)\⋃ϕa,j({xa}×
D2(|ρa|))).) Thus we obtain an open embedding of C∞ class
Φx,δ : Σ(δ)→ Σ(x) (4.10)
by composing them.
Definition 4.1. Let F : A→ X be a continuous map from a topological space to
a metric space. We say F has diameter < ǫ on A if for each connected component
Aa of A the diameter of F (Aa) is smaller than ǫ.
Definition 4.2. We consider a triple ((Σ′, ~z ′), u′) where (Σ′, ~z ′) is a nodal curve
of genus g with ℓ marked points, u′ : Σ′ → X is a smooth map.
We say that ((Σ′, ~z ′), u′) is ǫ-G-close to ((Σ, ~z), u) if there exists δ > 0, x =
((ρe)e∈Γ(Σ)), (xa)a∈As) ∈ V0(δ)×V1 ⊂ OB, and a bi-holomorphic map φ : (Σ(x), ~z(x)) ∼=
(Σ′, ~z ′) with the following properties.
(1) The C2 difference between u′ ◦ φ ◦ Φx,δ and g ◦ u|Σ(δ) is smaller than ǫ.
(2) The distance between x and o ∈ OB is smaller than ǫ. Moreover δ < ǫ.
(3) The map u′ ◦ φ has dimameter < ǫ on Σ(x) \ Image(Φx,δ).
In case we need to specify g, x, φ we say ((Σ′, ~z ′), u′) is ǫ-G-close to ((Σ, ~z), u) by
g, x, φ.
We say that ((Σ′, ~z ′), u′) is ǫ-close to ((Σ, ~z), u) if (2)-(4) are satisfied and (1) is
satisfied with g = 1. In case we need to specify x, φ we say ((Σ′, ~z ′), u′) is ǫ-close
to ((Σ, ~z), u) by x, φ.
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Φx,δ
Σ
φ
u
X
gu
Figure 5. ((Σ′, ~z ′), u′) is ǫ-G-close to ((Σ, ~z), u)
The main part of the construction of our Kuranishi chart is to associate a finite
dimensional subspace
E((Σ′, ~z ′), u′) ⊂ C∞(Σ(x); (u′)∗TX ⊗ Λ01)
to each ((Σ′, ~z ′), u′) which is ǫ-G-close to ((Σ, ~z), u) such that
E((Σ′, ~z ′), gu′) = g∗E((Σ′, ~z ′), u′)
holds for g ∈ G.
The construction of such E((Σ′, ~z ′), u′) will be completed in Section 6 using
center of mass technique which we review in Section 8.
Definition 4.3. We say a subspace
E((Σ, ~z), u) ⊂ C∞(Σ(x);u∗TX ⊗ Λ01)
an obstruction space at origin if the following is satisfied.
(1) E((Σ, ~z), u) is a finite dimensional linear subspace.
(2) The support of each element of E((Σ, ~z), u) is away from the image of
ϕa,i : D
2(2)→ Σa for all a and i corresponding to the nodal points.
(3) E((Σ, ~z), u) is invariant under the Gc action, which we explain below.
(4) E((Σ, ~z), u) satisfies the transversality condition, Condition 4.6 below.
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We define Gc action on C∞(Σ(x);u∗TX ⊗ Λ01). Let (γ, g) ∈ Gc be as in (4.1)
and v ∈ C∞(Σ(x);u∗TX ⊗ Λ01). Using the differential of g we have
g∗v ∈ C∞(Σ(x); (g ◦ u)∗TX ⊗ Λ01).
Since g ◦ u = u ◦ γ we may regard
g∗v ∈ C∞(Σ(x); (u ◦ γ)∗TX ⊗ Λ01).
Since γ : Σ→ Σ is bi-holomorphic we have
(g, γ)∗v ∈ C∞(Σ(x);u∗TX ⊗ Λ01).
We thus defined Gc action on C∞(Σ(x);u∗TX⊗Λ01). Item (3) above requires that
the subspace E((Σ, ~z), u) is invariant under this action.
We next define transversality conditions in Item (4). We decompose Σ into
irreducible components Σa (a ∈ A). We consider
L2m+1(Σa;u
∗TX)
the Hilbert space of sections of u∗TX of L2m+1 class on Σa. (We take m sufficiently
large and fix it.) For each za,j we have an evaluation map:
Evza,j : L
2
m+1(Σa;u
∗TX)→ Tu(za,j)X.
(Since m is large elements of L2m+1(Σa;u
∗TX) are continuous and Evza,j is well-
defined and continuous.)
Definition 4.4. The Hilbert space
L2m+1(Σ;u
∗TX)
is the subspace of the direct sum⊕
a∈A
L2m+1(Σa;u
∗TX) (4.11)
consisting of elements (va)a∈A such that the following holds.
For each edge e of Γ(Σ), that corresponds to the nodal points, let z−,e, z+,e ∈
Node such that the orientation of e goes from the vertex corresponding to z−,e to the
vertex corresponding to z+,e. Let a(e,−) and a(e,+) the irreducible components
containing z−,e, z+,e. We then require
Evz−,e(va(e,−)) = Evz+,e(va(e,+)). (4.12)
Note ~z (the set of marked points of Σ) is a subset of
⋃
a∈A ~za. Therefore we
obtain an evaluation maps
Evzi : L
2
m+1(Σ;u
∗TX)→ Tu(zi)X. (4.13)
We put
L2m(Σ;u
∗TX ⊗ Λ01) =
⊕
a∈A
L2m(Σa;u
∗TX ⊗ Λ01)
The linearization of the equation ∂u = 0 defines a linear differential operator of
first order:
Du∂ : L
2
m+1(Σ;u
∗TX)→ L2m(Σ;u∗TX ⊗ Λ01). (4.14)
It is well-known that (4.14) is a Fredholm operator.
In fact the operator
Dua∂ : L
2
m+1(Σa;ua
∗TX)→ L2m(Σa;ua∗TX ⊗ Λ01) (4.15)
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is Fredholm by ellipticity. The source of (4.14) is a linear subspace of finite codi-
mension of the direct sum of the sources of (4.15).
Remark 4.5. In Definition 4.4 we considered the compact spaces (manifold) Σa.
Instead we may take Σa \ ~za and put cylindrical metric (which is isometric to
S1×[0,∞) at the neighborhood of each nodal points), and use appropriate weighted
Sobolev-norm. (See [FOOO8, Section 4] for example.) The resulting transversality
conditions are equivalent to one in Condition 4.6.
Condition 4.6. We require the next two transversality conditions.
(1) The sum of the image of the operatorDu∂ (4.14) and the subspaceE((Σ, ~z), u)
is L2m(Σ;u
∗TX ⊗ Λ01).
(2) We consider
Ker+Du∂ = {v ∈ L2m+1(Σ;u∗TX) | Du∂(v) ∈ E((Σ, ~z), u).}
Then the restriction of Evzi defines a surjective map
ℓ⊕
i=1
Evzi : Ker
+Du∂ →
ℓ⊕
i=1
Tu(zi)X. (4.16)
Remark 4.7. In certain situation we relax the condition (2) and require surjectivity
of one of Evzi only. (See [Fu1].)
Proposition 4.8. There exists an obstruction space at origin as in Definition 4.3.
Proof. This is mostly obvious using unique continuation. See [FOOO4, Lemma
4.3.5] for example. 
5. Definition of G-equivariant Kuranishi chart and the statement of
the main theorem
We review the notion of G-equivariant Kuranishi chart. In the case of finite
group G it is defined for example in [FOOO9, Definition 7.5]. The notion of S1
equivariant Kuranishi structure is in [FOOO6, Definition 28.1]. In fact we studied
in [FOOO6, Definition 28.1] the S1 action on the moduli space induced by the S1
action of the source curve. Such an S1 action is much easier to handle than the
target space action we are studying here. (This S1 action had been used in the
study of periodic Hamiltonian system and thorough detail of its construction and
of its usage had been written in [FOOO6, Part 5].)
We first review group action on an effective orbifold. For the definition of effective
orbifold and its morphisms etc. using coordinate we refer [FOOO10, Section 15] or
[FOOO5, Part 7].
An orbifold2M is a paracompact and Hausdorff topological space together with a
system of local charts (V,Γ, φ), where V is a manifold, Γ is a finite group which acts
on V effectively and φ : V →M is a smooth map which induces a homeomorphism
V/Γ→M onto an open neighborhood of p in M . When M is covered by the image
of several local charts (Vi,Γi, φi) satisfying certain compatibility conditions (see
[FOOO10, Section 15] or [FOOO5, Part 7]) we say it gives an orbifold structure of
M . An orbifold structure is the set of all charts (V,Γ, φ) which are compatible with
the given chart.
2We assume that an orbifold is effective always in this paper
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Let M1,M2 be orbifolds. A topological embedding f : M1 → M2 is said to be
an orbifold embedding if for each p ∈ M1 we can take a chart (V1,Γ1, φ1) of p in
M1, (V2,Γ2, φ2) of f(p) in M2 and fp : V1 → V2, hp : Γ1 → Γ2 such that:
(1) fp is a smooth embedding of manifolds.
(2) hp is an isomorphism of groups.
(3) fp(gx) = hp(g)fp(x).
(4) φ2 ◦ fp = f ◦ φ1.
Note two orbifold embeddings are regarded as the same if they coincide set theoret-
ically. (In other words, the existence of fp, hp above is the condition for f to be an
orbifold embedding and is not a part of data consisting of an orbifold embedding.)3
A homeomorphism between orbifolds is said to be a diffeomorphism if it is an
embedding of orbifold.
The set of all diffeomorphisms of an orbifold M becomes a group which we
write Diff(M). The group Diff(M) becomes a topological group by compact open
topology.
Definition 5.1. Let G be a Lie group. A smooth action of G onM is by definition
a continuous group homomorphism G → Diff(M) with the following properties.
Note G→ Diff(M) induces a continuous map G×M →M in an obvious way.
For each p ∈ M and g ∈ G there exists a chart (V1,Γ1, φ1) of p, a chart
(V2,Γ2, φ2) of gp, an open neighborhood U of g, and maps fp,g : U × V1 → V2,
hp,g : Γ1 → Γ2 such that:
(1) fp,g is a smooth map.
(2) hp,g is a group isomorphism.
(3) fp,g is hp,g equivariant.
(4) φ2(gv) = gφ1(v).
A (smooth) vector bundle E → M on an orbifold is a pair of orbifolds E , M
and a continuous map π : E → M such that for each p˜ ∈ E we can take a special
choice of coordinates of p˜ and π(p) as follows. (V,Γ, φ) is a coordinate of M at p.
(V × E,Γ, φ˜) is a coordinate of E at p˜, where E is a vector space on which G has
a linear action. Moreover the next diagram commutes,
V × E φ˜−−−−→ Ey yπ
V
φ−−−−→ M,
(5.1)
where the first vertical arrow is the obvious projection. See [FOOO10, Definition
15.7 (3)] or [FOOO5, Definition 31.3] for the condition required to the coordinate
change.
Suppose M has a G-action. A G-action on a vector bundle E → M is by
definition a G-action on E such that the projection E →M is G-equivariant, (Here
G equivalence means that π(gp˜) = gπ(p˜), set theoretically.) and that the local
expression
fp,g : G× (V1 × E1)→ V2 × E2
3If we include an orbifold, which is not necessary effective or consider a mapping between
effective orbifolds which is not necessary an embedding, then this point will be different. See
[ALR].
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of G action preserves the structure of vector space of E1, E2. Namely for each
g ∈ G, v ∈ V1 the map
V 7→ πE2(f(g, v, V )), E1 → E2
is linear. (Here πE2 : V2 × E2 → E2 is the projection.)
If E →M is a vector bundle on an orbifold, its section is by definition an orbifold
embedding s :M → E such that the composition M → E →M is the identity map
(set theoretically). If s is a section then (gs)(p) = g(s(g−1p)) defines a section
gs :M → E . We say s is g-equivariant if gs = s. If s is a g-equivariant section then
s−1(0) = {x ∈M | s(x) = 0}
is G invariant subset of M . (Here 0 ⊂ E is the set such that by the coordinate
(V × E,Γ, φ˜) it corresponds to a point in V × {0}.)
Now we define the notion of G-equivariant Kuranishi chart as follows.
Definition 5.2. Let X be a metrizable space on which a compact Lie group G
acts and p ∈ X . A G-equivariant Kuranishi chart of X at p is an object (U, E , s, ψ)
such that:
(1) We are given an orbifold U , on which G acts.
(2) We are given a G-equivariant vector bundle E on U .
(3) We are given a G-equivariant smooth section s of E .
(4) We are given a G-equivariant homeomorphism ψ : s−1(0) → X onto an
open set.
We call U the Kuranishi neighborhood, E the obstruction bundle, s the Kuranishi
map, and ψ the parametrization.
Let (X,ω) be a compact symplectic manifold on which a compact Lie group G
acts preserving the symplectic structure ω. We define an equivalence relation on
π2(X) by
[v] ∼ [v′] ⇔
∫
v∗ω =
∫
(v′)∗ω, v∗([S2]) ∩ c1(X) = v′∗([S2]) ∩ c1(X).
We denote by Π2(X) the group of the equivalence classes of ∼. Let α ∈ Π2(X) and
g, ℓ nonnegative integers. We take and fix a G invariant compatible almost complex
structure J on X . LetMg,ℓ((X, J);α) be the moduli space of J-holomorphic stable
maps of genus g with ℓ marked points and its equivalence class is α. See for example
[FOn, Defnition 7.7] for its definition. (The notion of stable map is introduced by
Kontsevitch. Systematic study of the moduli space Mg,ℓ((X, J);α) in the semi-
positive case was initiated by Ruan-Tian [RT1] [RT2]. Studying J-holomorphic
curve in symplectic geometry is a great invention by Gromov.) The topology (stable
map topology) onMg,ℓ((X, J);α) was introduced by Fukaya-Ono (in the year 1996)
in [FOn, Defnition 10.3] and they proved that Mg,ℓ((X, J);α) is compact ([FOn,
Theorem 11.1]) and Hausdorff ([FOn, Lemma 10.4]). There exist evaluation maps
ev :Mg,ℓ((X, J);α)→ Xℓ. (See [FOn, page 936, line 3].)
Since J is G-equivariant it is easy to see that the group G acts on the topological
spaceMg,ℓ((X, J);α).
Now the main result of this paper is the following:
Theorem 5.3. For each p ∈ Mg,ℓ((X, J);α), there exists a G-equivariant Kuran-
ishi chart of Mg,ℓ((X, J);α) at p.
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The evaluation map ev :Mg,ℓ((X, J);α)→ Xℓ is an underlying continuous map
of a weakly submersive map.4
Remark 5.4. Note since the parametrization ψ is assumed to be G-equivariant
its image necessary contains the G-orbit of p in Mg,ℓ((X, J);α). Therefore a G-
equivariant Kuranishi chart cannot be completely local in Mg,ℓ((X, J);α).
Remark 5.5. Once we proved Theorem 5.3 we can construct a G-equivariant
Kuranishi structure on Mg,ℓ((X, J);α) in the same way as the case without G
action. In this paper we focus on proving Theorem 5.3 since this is the novel part
in our G-equivariant situation.
6. Proof of the main theorem
In this section we prove Theorem 5.3 except a few points postponed to later sec-
tions. Let ((Σ′, ~z ′), u′) be an object which is ǫ1-G-close to ((Σ, ~z), u). (We determine
the positive constant ǫ1, later.) We fix x0 ∈ OB such that (Σ′, ~z ′) is bi-holomorphic
to (Σ(x0), ~z(x0)). We also fix a bi-holomorphic map φ0 : (Σ(x0), ~z(x0)) ∼= (Σ′, ~z ′).
Definition 6.1. We defineW(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) as the set of pairs (ϕ, g) such
that:
(1) ϕ ∈MOR, g ∈ G.
(2) Prt(ϕ) = x0.
(3) We put x′ = Prs(ϕ). The morphism ϕ defines a bi-holomorphic map
(Σ(x′), ~z(x′)) ∼= (Σ(x0), ~z(x0)).
We consider φ0 ◦ ϕ : (Σ(x′), ~z(x′)) → (Σ′, ~z ′). Then ((Σ′, ~z ′), u′) is 2ǫ1-
close to ((Σ, ~z), gu) by x′, φ0 ◦ ϕ.
Lemma 6.2. The space W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) has a structure of smooth man-
ifold.
Proof. The set of (ϕ, g) satisfying Items (1)(2) has a structure of smooth manifold
sinceMOR is a smooth manifold and Prt is a submersion. Since the condition (3)
is an open condition the spaceW(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) is an open set of a smooth
manifold and so has a structure of smooth manifold. 
We used x0, φ0 to define W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)). However this manifold is
independent of the choice of such x0, φ0 as the next lemma shows.
Lemma 6.3. Let x1 ∈ OB and φ1 : (Σ(x1), ~z(x0)) ∼= (Σ′, ~z ′) be a bi-holomorphic
map.
The composition φ−11 ◦φ0 determines an element ψ ∈ MOR such that Prs(ψ) =
x0, Prt(ψ) = x1.
Then the next two conditions are equivalent.
(1) (ϕ, g) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)).
(2) (ψ ◦ ϕ, g) ∈ W(ǫ1;x1, φ1; ((Σ′, ~z ′), u′)).
The proof of Lemma 6.3 are obvious from definition.
Definition 6.4. We take a smooth function χ : Σ0(δ)→ [0, 1] such that:
4See [FOOO10, Definition 3.38 (5)] or [FOOO5, Definition 32.1 (4)] for the definition of this
notion.
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(1) χ ≡ 1 on Σ0 \ Σ0(2δ).
(2) χ has compact support.
(3) χ is Gc invariant. Here Gc is defined by (4.1).
Definition 6.5. We define a function meandist : W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) → R
as follows.
meandist(ϕ, g) =
∫
z∈Σ0(δ)
χ(z) d2X((u
′ ◦ φ0 ◦ ϕ)(z), g(u(z)) ΩΣ. (6.1)
Here ΩΣ is the volume element of Σ and dX is the Riemannnian distance function
on X . We assume ΩΣ is invariant under Gˆc action.
The main properties of this function is given below.
Lemma 6.6. The function meandist has the following properties if ǫ1 is sufficiently
small.
(1) meandist is a convex function.
(2) If W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) ∼= W(ǫ1;x1, φ1; ((Σ′, ~z ′), u′)) is the isomor-
phism given in Lemma 6.3 then meandist is compatible with this isomor-
phism.
Proof. (2) is obvious from construction. The convexity of meandist follows from
the convexity of distance function. (We omit the detail of the proof of convexity
here since we will prove a stronger result in Proposition 6.8.) 
The function meandist is not in general strictly convex. To obtain strictly con-
vex function we need to take the quotient by the Ĝc action as follows. For each
υ = (γ, h) ∈ Gˆc and x ∈ OB we have γx ∈ OB and a bi-holomorphic map
γ∗ : (Σ(x), ~z(x)) → (Σ(γx), ~z(γx)). This is a consequence of Proposition 3.21.
(We write γx and γ∗ since it is independent of h.) By definition
u ◦ γ∗ = h ◦ u (6.2)
where we consider the case x = 0, that is, γ∗ : (Σ, ~z)→ (Σ, ~z).
Definition 6.7. We define a right Ĝc action on W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) as fol-
lows. Let (ϕ, g) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)). Let υ = (γ, h) ∈ Ĝc. We have
Prs(ϕ) = x. Set γ
−1x = y and γ∗ : (Σ(y), ~z(y)) ∼= (Σ(x), ~z(x)). We may thus
regard γ∗ ∈MOR with Prs(γ∗) = y and Prt(γ∗) = x.
We now put
υ(ϕ, g) = (ϕ ◦ γ∗, gh). (6.3)
It is easy to see that (6.3) defines a right Ĝc action onW(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)).
We also observe that this action is free. In fact, if (γ, e) ∈ Gˆc is not the unit then
ϕ ◦ γ∗ 6= ϕ. (Here e is the unit of G.)
Proposition 6.8. For υ ∈ Gˆc we have
meandist(υ(ϕ, g)) = meandist(ϕ, g).
Moreover the induced function
meandist :W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′))/Ĝc → R
is strictly convex if ǫ1 is sufficiently small.
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Proof. The first half follows from
dX((u
′ ◦ φ0 ◦ ϕ ◦ γ∗)(z), ghu(z)) = dX((u′ ◦ φ0 ◦ ϕ)(w), gu(w))
where (γ∗)(z) = w. (Note γ∗ : Σ(δ)→ Σ(δ) preserves ΩΣ.)
We next prove the strict convexity. Let t 7→ (ϕt, ht) be a geodesic in the manifold
W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)), which is perpendicular to the Ĝc orbits at t = 0. We
will estimate
d2
dt2
meandist(ϕt, ht)
from below at t = 0. We may assume∥∥∥∥Ådϕtdt (0), dhtdt (0)
ã∥∥∥∥ = 1.
By changing the representative x0, φ0, if necessary, we may also assume ϕ
0 = id,
h0 = 1. We also use φ0 to identify Σ(x0) = Σ
′. We consider the following two cases
separately.
(Case 1)
For each unstable component Σa we consider ϕa, the restriction of ϕ to Σa. We
first consider the case∑
a∈Au
∫
Σa∩Σ(δ)
χ(z)
∥∥∥∥ ddtu(ϕta(z))− dhtdt u(z)
∥∥∥∥2ΩΣ ≥ 1/10.
Then there exists ρ > 0 independent of ǫ1 and a subset U ⊂ Σa∩Σ(δ) with a ∈ Au,
such that on U ∥∥∥∥ ddtu(ϕta(z))− dhtdt u(z)
∥∥∥∥ > ρ (6.4)
and the volume of U > ρ. Now taking ǫ1 enough small (6.4) implies∥∥∥∥ ddtu′(ϕta(z))− dhtdt u(z)
∥∥∥∥ > ρ/2.
Strict convexity in this case now follows from Proposition 8.8 and Lemma 8.4.
(Case 2)
Suppose ∑
a∈Au
∫
Σa∩Σ(δ)
χ(z)
∥∥∥∥ ddtu(ϕta(z))− dhtdt u(z)
∥∥∥∥2ΩΣ ≤ 1/10.
Then since ddt(ϕ
t, ht)|t=0 is perpendicular to a Ĝc-orbit there exists a stable com-
ponent Σa such that∫
Σa∩Σ(δ)
χ(z)
∥∥∥∥u(z)− dhtdt u(z)
∥∥∥∥2ΩΣ ≥ ρ. (6.5)
Here ρ depends only on the number of irreducible components. We may take ǫ1
small so that (6.5) implies∫
Σa∩Σ(δ)
χ(z)
∥∥∥∥u′(z)− dhtdt u(z)
∥∥∥∥2ΩΣ ≥ ρ/2.
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We remark that ϕta = id on the stable component Σa. Strict convexity in this case
also follows from Proposition 8.8 and Lemma 8.4. The proof of Proposition 6.8 is
complete. 
Lemma 6.9. If ǫ1 is enough small then meandist attains its local minimum at a
unique point of W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′))/Ĝc.
Proof. In case ((Σ′, ~z ′), u′) = ((Σ, ~z), gu) the local minimum is attained only at the
point (id, g). In general u′ is C2 close to gu by reparametrization. We can homotope
gu to u′ by a C2 small homotopy. Strict convexity implies that uniqueness of minima
does not change during this homotopy. 
Now let (ϕ, g) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) be a representative of unique mini-
mum of meandist. We put y = Prs(ϕ) then
dX((u
′ ◦ φ0 ◦ ϕ)(Φy,δ(z)), gu(z)) ≤ 2ǫ1, (6.6)
by Definitions 6.1 and 4.2. We define Ψ : K ′ → Σ by
Ψ(w) = Φ−1
y,δ(ϕ
−1(φ−10 (w))). (6.7)
Here K ′ ⊂ Σ′(δ) is a compact subset such that ϕ−1(φ−10 (K ′)) ⊂ ImΦy,δ. We
remark that
dX(gu(Ψ(w)), u
′(w)) ≤ ǫ1.
We define
Pal : C∞(K ′; (u′)∗TX)→ C∞(Σ; (gu)∗TX) (6.8)
by the parallel transportation along the unique minimal geodesic joining u′(w) and
gu(Ψ(w)). We take a (G equivariant) unital connection of TM to define the parallel
transportation so that Pal is complex linear.5
Note Ψ is in general not holomorphic since Φy,δ is not holomorphic. We decom-
pose
DΨ : TwΣ
′(δ)→ TΨ(w)Σ
into complex linear part and complex anti-linear part. Let DhΨ : TwΣ
′(δ) →
TΨ(w)Σ be the complex linear part. It induces
dhΨ : Λ01Ψ(w)Σ→ Λ01w Σ′. (6.9)
We use (6.8) and (6.9) to obtain
Ix0,φ0;((Σ′,~z ′),u′) : C
∞(K; (gu)∗TX ⊗ Λ01)→ C∞(K ′; (u′)∗TX ⊗ Λ01) (6.10)
for a compact subset K ⊂ Σ. contained in the image of Ψ : Σ′(δ) → Σ. We may
choose K ′ and K so that it K contains the support of elements of the obstruction
space at origin E((Σ, ~z), u).
Definition 6.10. We define a finite dimensional linear subspace
E(x0, φ0; ((Σ
′, ~z ′), u′)) ⊂ C∞(Σ′(δ); (u′)∗TX ⊗ Λ01)
as the image of
g∗E((Σ, ~z), u) ⊂ C∞(K; (gu)∗TX ⊗ Λ01)
by the map Ix0,φ0;((Σ′,~z ′),u′).
Lemma 6.11. E(x0, φ0; ((Σ
′, ~z ′), u′)) depends only on ((Σ′, ~z ′), u′). Namely:
5In various literature people use Levi-Civita connection in a similar situations. There is no
particular reason to take Levi-Civita connection.
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(1) It does not change when we replace (ϕ, g) by an alternative representative
of W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′))/Ĝc in W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)).
(2) It does not change when we replace x0, φ0 by other choices.
Proof. (1) is a consequence of Ĝc invariance of E((Σ, ~z), u). (Definition 4.3 (3).)
(2) is a consequence of Lemmata 6.3, 6.6. 
Hereafter we write E((Σ′, ~z ′), u′) in place of E(x0, φ0; ((Σ′, ~z ′), u′)). We call
E((Σ′, ~z ′), u′) the obstruction space at ((Σ′, ~z ′), u′).
Lemma 6.12. If h ∈ G then
E((Σ′, ~z ′), hu′) = h∗E((Σ′, ~z ′), u′).
Proof. Let (ϕ, g) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) be a representative of the unique
minimum of meandist. Then (ϕ, hg) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), hu′)) is a representa-
tive of the unique minimum of meandist. The lemma follows immediately. 
Definition 6.13. Let ((Σ′, ~z ′), u′), ((Σ′′, ~z ′′), u′′) be two objects which are G-ǫ1
close to ((Σ, ~z), u). We say that ((Σ′, ~z ′), u′) is isomorphic to ((Σ′′, ~z ′′), u′′) if there
exists a bi-holomorphic map ϕ : (Σ′, ~z ′)→ (Σ′′, ~z ′′) such that u′′ ◦ ϕ = u′.
Definition 6.14. We denote by U(((Σ, ~z), u); ǫ2) the set of all isomorphism classes
of ((Σ′, ~z ′), u′) which are G-ǫ2-close to ((Σ, ~z), u) and
∂u′ ∈ E((Σ′, ~z ′), u′). (6.11)
Because of Lemma 6.12 there exists a G-action on U(((Σ, ~z), u); ǫ2) defined by
h((Σ′, ~z ′), u′) = ((Σ′, ~z ′), hu′).
Proposition 6.15. If ǫ2 is small we have the following.
(1) U(((Σ, ~z), u); ǫ2) has a structure of effective orbifold. The G-action defined
above becomes a smooth action.
(2) There exists a smooth vector bundle E(((Σ, ~z), u); ǫ2) on U(((Σ, ~z), u); ǫ2)
whose fiber at [(Σ′, ~z ′), u′)] is identified with E((Σ′, ~z ′), u′). The vector
bundle E(((Σ, ~z), u); ǫ2) has a smooth G-action.
(3) The Kuranishi map s which assigns ∂u′ ∈ E((Σ′, ~z ′), u′) to [(Σ′, ~z ′), u′)]
becomes a smooth section of E((Σ′, ~z ′), u′) and is G-equivariant.
(4) The set
s−1(0) = {[(Σ′, ~z ′), u′)] ∈ U(((Σ, ~z), u); ǫ2) | s([(Σ′, ~z ′), u′)]) = 0}
is homeomorphic (by an obvious map) to an open neighborhood of [(Σ, ~z), u]
in Mg,ℓ((X, J);α), G-equivariantly.
(5) The map which sends [(Σ′, ~z ′), u′)] to (u′(z′1), . . . , u
′(z′ℓ)) defines a G equi-
variant smooth submersion U(((Σ, ~z), u); ǫ2)→ Xℓ.
Theorem 5.3 follows immediately from Proposition 6.15. The remaining part of
the proof of Proposition 6.15 is gluing analysis. Actually gluing analysis is mostly
the same as one we described in detail in [FOOO8]. The new point we need to
check is the behavior of the (family of) obstruction spaces E((Σ′, ~z ′), u′) while we
move ((Σ′, ~z ′), u′), especially while Σ′ becomes nodal in the limit. We will describe
this point in the next section (Subsection 7.4). We also provide a detail of the way
how to use gluing analysis to prove Proposition 6.15, though this part is mostly the
same as [FOOO6, Part 4].
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7. Gluing and smooth charts
In this section, we show that the gluing analysis we detailed in [FOOO8] can be
applied to prove Proposition 6.15, by a minor modification. We remark that to work
out gluing analysis we need to ‘stabilize’ the domain curve. This is because we need
to specify the coordinate of the source curve for gluing analysis. We can use the
frame work of this paper, the universal family parametrized by a Lie groupoid, for
this purpose also. In fact if we use Lemma 6.9 we can specify the coordinate of the
source curve Σ′ (depending on the map u′.) However here we do not take this way
to prove our main theorem. We use another method to ‘stabilize’ the domain curve,
that is, to add extra marked points and eliminate the extra parameter (of moving
added marked points) by using transversal codimension 2 submanifolds. This is
the way taken in [FOn, Appendix]. The main reason why we use this method is
the consistency with the existing literature. For example this method was used in
[FOOO6] to specify the coordinate of the source curve. We remark that this way
to stabilize the domain breaks the symmetry of G-action. This fact however does
not affect the proof of Proposition 6.15. In fact the family of obstruction spaces
E((Σ′, ~z ′), u′) and the solution set (the thickened moduli space) U(((Σ, ~z), u); ǫ2)
are already defined and are G-equivariant. The gluing analysis we describe below is
used to establish certain properties of them and is not used to define them. By this
reason we can break the G-equivalence of the construction here. (See Subsection
7.3, especially (the proof) of Lemma 7.37, for more explanation on this point.)
7.1. Construction of the smooth chart 1: The way how we adapt the
result of [FOOO8]. For the purpose of proving Proposition 6.15 we construct a
chart of U(((Σ, ~z), u); ǫ2) centered at each point ((Σ1, ~z1), u1) of U(((Σ, ~z), u); ǫ2).
Here (Σ1, ~z1) is a marked nodal curve of genus g and with ℓ marked points and
u1 : Σ1 → X is a map such that (Σ1, ~z1) is G-ǫ2 close to ((Σ, ~z), u). We require the
map u1 to satisfy the equation
∂u1 ∈ E(((Σ1, ~z1), u1)). (7.1)
Let
G1 = G((Σ1, ~z1), u1) = {v : (Σ1, ~z1)→ (Σ1, ~z1) | v is bi-holomorphic and u1 ◦ v = u1}.
Since ((Σ, ~z), u) is a stable map G((Σ, ~z), u) is a finite group. We may choose ǫ2
small so that G1 is a subgroup of G((Σ, ~z), u). Therefore G1 is a finite group.
Definition 7.1. (See [FOOO6, Definition 17.5]) A symmetric stabilization of the
source curve of ((Σ1, ~z1), u1) is a choice of ~w1, {Nj} with the following properties.
(1) ~w1 consists of finitely many ordered points (w1,1, . . . , w1,k) of Σ1. None of
those points are nodal. ~w1 ∩ ~z1 = ∅ and w1,i 6= w1,j for i 6= j.
(2) The marked nodal curve (Σ1, ~z1∪ ~w1) is stable. Moreover its automorphism
group is trivial.
(3) The map u1 is an immersion at each added marked points w1,i.
(4) For each v ∈ G1, there exists a permutation σv : {1, . . . , k} → {1, . . . , k}
such that
v(w1,i) = w1,σv(i).
(5) Nj is a codimension 2 submanifold of X .
(6) There exists a neighborhood U1,j of w1,j such that
u−11 (Nj) ∩ U1,j = {w1,j}
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and u1(U1,j) intersects with Nj transversality at u1(w1,j).
(7) If v ∈ G1 then
Nσv(i) = Ni.
(Note u1(w1,σv(i)) = u1(w1,i) and u1 ◦ v = u1 on a neighborhood of w1,i,
by Item (4).)
We also assume the following extra condition.
(8) We decompose Σ1 to irreducible components as (7.2). We put complete
Riemannian metric of constant negative curveture −1 and with finite vol-
ume on Σ1,a\ nodal points of Σ1 on Σ1,a. Then the injectivity radius at w1,j
is not smaller than some positive universal constant ǫ0. (In fact we may
take ǫ0 to be the Margulis constant. For example the number arcsinh(1)
appearing in [Hu, Chapter IV 4] is the Margulis constant.)
A choice of ~wi such that (1)(2)(3)(4)(8) are satisfied is called a symmetric stabi-
lization in the weak sense.
It is easy to see that symmetric stabilization exists. We consider a neighborhood
of (Σ1, ~z1 ∪ ~w1) in the Delinge-Mumford compactification Mg,ℓ+k consisting of
stable nodal curves of genus g with ℓ + k marked points. We consider a G1 action
on Mg,ℓ+k as follows. An element of Mg,ℓ+k is represented by (Σ′, ~z ′ ∪ ~w ′) where
Σ′ is a genus g nodal curve and ~z ′, (resp. ~w ′) are ℓ (resp. k) marked points on it.
We put
v · (Σ′, ~z ′ ∪ ~w ′) = (Σ′, ~z ′ ∪ (w′
σ−1v (1)
, . . . , w′
σ−1v (k)
)).
Namely the action is defined by permutation of the marked points ~w ′ by σv. This
is a left action.
Note [Σ1, ~z1 ∪ ~w1] ∈ Mg,ℓ+k is a fixed point of this G1-action. We also remark
that Definition 7.1 (2) implies that [Σ1, ~z1 ∪ ~w1] is a smooth point of the orbifold
Mg,ℓ+k.
In a way similar to the map (4.8) we take a local ‘trivialization’ of the universal
family in a neighborhood of [Σ1, ~z1∪ ~w1]. For this purpose, we need to fix two types
of data, that is, the trivialization data (Definition 7.2) and compatible system of
analytic families of complex coordinates (Definition 7.4).
We decompose Σ1 into irreducible components:
Σ1 =
⋃
a∈A1
Σ1,a. (7.2)
The smooth Riemann surface Σ1,a together with marked or nodal points of Σ1 on
Σ1,a defines an element
[Σ1,a, ~z1,a] ∈ Mg1,a,ℓ1,a+k1,a .
Here marked points are by definition elements of ~z1 ∪ ~w1. k1,a = #~w1 ∩ Σ1,a and
ℓ1,a is ~z1 ∩Σ1,a plus the number of nodal points on Σa.
Definition 7.2. A trivialization data at (Σ1, ~z1∪ ~w1) consists of V1,a and Φ1,a with
the following properties.
(1) V1,a is a neighborhood of (Σ1,a, ~z1,a) in Mg1,a,ℓ1,a+k1,a .
(2) Let π : Cg1,a,ℓ1,a+k1,a → Mg1,a,ℓ1,a+k1,a be the universal family. Φ1,a is
a diffeomorphism Φ1,a : V1,a × Σ1,a → Cg1,ℓa+k1,a onto the open subset
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π−1(V1,a) ⊂ Cg1,ℓa+k1,a such that the next diagram commutes.
V1,a × Σ1,a Φa−−−−→ Cg1,a,ℓ1,a+k1,ay yπ
V1,a id−−−−→ Mg1,a,ℓ1,a+k1,a .
(7.3)
Here the left vertical arrow is the projection to the first factor.
(3) Let v ∈ G1. We define v(a) by v(Σ1,a) = Σ1,v(a). We can identify [Σ1,a, ~z1,a]
and [Σ1,v(a), ~z1,v(a)] using bi-holomorphic map v. Then V1,a = V1,v(a) and
the next diagram commutes.
V1,a × Σ1,a Φ1,a−−−−→ Cg1,a,ℓ1,a+k1,ayv yv
V1,v(a) × Σ1,v(a)
Φ1,v(a)−−−−→ Cg1,a,ℓ1,a+k1,a .
(7.4)
Here the left vertical arrow is defined by the identification V1,a = V1,v(a)
and the map v : Σ1,a → Σ1,v(a). The right vertical arrow is defined by
identifying the marked points on Σ1,a and on Σ1,v(a) by using the map v.
6
(4) Let t1,a,j (j = 1, . . . , ℓ1,a+k1,a) be the sections of π : Cg1,a,ℓ1,a →Mg1,a,ℓ1,a+k1,a
assigning the j-th marked point. Suppose t1,a,j(x) corresponds to a nodal
point of Σ1(x) = π
−1(x). Then
Φ−11,a(t1,a,j(x)) = (x, z1,a,j) (7.5)
for x ∈ V1,a. (In other words, the Σ1,a factor of left hand side does not
move when we move x.)
Note Conditions (2)(3)(4) are similar to the commutativity of Diagram (4.3),
(Tri.1)+(Tri.4), (Tri.2) respectively.
Remark 7.3. We assume (7.5) only for the marked points corresponding to the
nodal point. See Remark 7.60.
Definition 7.4. A compatible system of analytic families of complex coordinates
on
∏
a∈A1 V1,a assigns ϕ1,a,j : V1,a × D2(2) → Cg1,a,ℓ1,a+k1,a for all a and some j
with the following properties.
(1) The map ϕ1,a,j is defined if z1,a,j is a nodal point contained in Σ1,a.
(2) The map ϕ1,a,j defines an analytic family of complex coordinates at t1,a,j
in the sense of Definition 3.9. Here t1,a,j is the holomorphic section of
π : Cg1,a,ℓ1,a+k1,a →Mg1,a,ℓ1,a+k1,a assigning the j-th marked point.
(3) The analytic family of complex coordinates ϕ1,a,j is compatible with the
trivialization data. Namely the equality
(Φ1,a)
−1(ϕ1.a,i(x, z)) = (x, ϕ1,a,i(o, z)).
holds, were o ∈ V1,a corresponds to the point Σ1,a.
6Note a = v(a) may occur. In that case the map V1,a → V1,v(a) = V1,a is defined by the
permutation of the enumeration of the marked points of Σ1,a.
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(4) Let v ∈ G1 and v(z1,a,i) = z1,a′,a′ . Then
v(ϕ1,a,i(x, z)) = exp(θv,a,i
√−1)ϕ1,a′,i′(x, z).
Here θv,a,i ∈ R.
Note Conditions (3),(4) above are similar to (Tri.3) and (*) right above Lemma
3.10, respectively. (As we mentioned in Remark 3.11 we only need analytic family
of complex coordinates at the nodal points.)
Definition 7.5. Let ((Σ1, ~z1), u1) ∈ U(((Σ, ~z), u); ǫ2). A stabilization data Ξ at
((Σ1, ~z1), u1) is by definition the choice of the following data.
(Ξ.1) The symmetric stabilization ~w1, {N1,j | j = 1, . . . , ki} of ((Σ1, ~z1), u1).
(Definition 7.1.)
(Ξ.2) A trivialization data (Definition 7.2) at (Σ1, ~z1 ∪ ~w1).
(Ξ.3) A compatible system analytic analytic family of complex coordinates of
((Σ1, ~z1), u1). (Definition 7.4).
We denote the totality of those data by Ξ.
A weak stabilization data Ξ0 at ((Σ1, ~z1), u1) is a symmetric stabilization in the
weak sense ~w1 together with (Ξ.2) and (Ξ.3).
Suppose a weak stabilization data Ξ0 is given.
Definition 7.6. We put
V1,0 =
⊕
e∈Γ(Σ1)
C−,e ⊗ C+,e.
as in Definition 3.12 and
V(1) = V1,0 × V1,1
with
V1,1 =
∏
a∈A1
V1,a.
We carry out the same construction as Construction 3.13 and obtain
C(1) =
⋃
~x∈V1,0,~ρ∈V1,1
Σ1(~x, ~ρ)× {(~x, ~ρ)}. (7.6)
We thus obtain a family of nodal curves:
C(1) → V(1) (7.7)
together with sections tj (j = 1, . . . , k + ℓ). They consist a local universal family
over V(1), which is an open neighborhood of [Σ′, ~z ′ ∪ ~w ′] ∈Mg,k+ℓ.
Hereafter we write ~z1(x) = (t1(x), . . . , tℓ(x)) and ~w1(x) = (tℓ+1(x), . . . , tk+ℓ(x)).
Moreover (7.7) is acted by G1 such that
z1,j(vx) = v(z1,j(x)), w1,σv(j)(vx) = v(w1,j(x)).
We define Σ1(δ) ⊂ Σ1 in the same way as (4.7). We define V1,0(δ) in the same
way as (4.5). For x ∈ V1,0(δ)× V1,1 we define Σ1(x) in the same way as (4.6). We
also define
Φ1,x,δ : Σ1(δ)→ Σ1(x) (7.8)
in the same way as (4.8).
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Remark 7.7. Since V(1), C(1), Φ1,x,δ and Ξ0 are objects related to Σ1 we put suffix
(1) or 1 to them. In case when Σ2 etc. appears we write V(2), C(2), Φ2,x,δ, etc. We
also write its stabilization data (resp. weak stabilization data) by Ξ(2) (resp. Ξ
(2)
0 ).
We remark that we use Definition 7.2 (4) (which is assumed for the nodal point)
and analytic family of complex coordinates at the nodal points to define (7.8). (A
similar condition for marked points is not necessary to define it.)
Now in a similar way as Definition 4.2 we define as follows.
Definition 7.8. (See [FOOO6, Definition 17.12].) We consider a triple ((Σ′, ~z ′), u′)
where (Σ′, ~z ′) is a nodal curve of genus g with ℓ marked points, u′ : Σ′ → X is a
smooth map.
We say that ((Σ′, ~z ′), u′) is ǫ-close to ((Σ1, ~z1), u1) with respect to the given
weak stabilization data Ξ0, if the following holds.
There exists ~w ′ and δ > 0, x = ((ρe)e∈Γ(Σ)), (xa)a∈As) ∈ V1,0(δ) × V1,1, and a
bi-holomorphic map φ : (Σ1(x), ~z1(x) ∪ ~w1(x)) ∼= (Σ′, ~z ′ ∪ ~w ′) with the following
properties.
(1) The C2 norm of the difference between u′ ◦φ◦Φ1,x,δ and u1|Σ1(δ) is smaller
than ǫ.
(2) The distance between x and [Σ1, ~z1 ∪ ~w1] in Mg,k+ℓ is smaller than ǫ.
Moreover δ < ǫ.
(3) The map u′ ◦ φ has diameter < ǫ on Σ1(x) \ Im(Φ1,x,δ). 7
See Figure 6.
In case we specify δ we say ((Σ′, ~z ′), u′) is ǫ-close to ((Σ1, ~z1), u1) with respect
to δ.
This is the definition we used in [FOOO6]. (We remark that this definition and
Definition 4.2 are similar to the definition of stable map topology introduced in
[FOn].)
The next lemma is sometimes useful to check Definition 7.8 Condition (3).
Lemma 7.9. Let δ > δ′ > 0 and φ : (Σ1(x), ~z1(x) ∪ ~w1(x)) ∼= (Σ′, ~z ′ ∪ ~w ′) is an
isomorphism with x = ((ρe)e∈Γ(Σ)), (xa)a∈As) ∈ (V1,0(δ′/2))× V1,1.
Suppose Conditions (1)(2)(3) are satisfied for δ and ǫ and the map u′ ◦ φ is
holomorphic outside the image of Φ1,x,δ.
Then Conditions (1)(2)(3) are satisfied for δ′ and o(ǫ).
Remark 7.10. Here and hereafter o(ǫ) is a positive number depending on ǫ and
such that limǫ→0 o(ǫ) = 0.
Proof. The condition (2)(3) for δ′ is obvious. The C2 norm of the difference between
u′ ◦φ◦Φ1,x,δ and u1|Σ1(δ) is smaller than ǫ by assumption. By (1)(3) for δ, the map
u1 has diameter < o(ǫ) on ∂Σ1(δ). Since u
′◦φ is holomorphic on Σ1\Σ1(δ) it implies
that the map u1 has diameter < o(ǫ) on Σ1 \Σ1(δ). Therefore by (1)(3) again, C0
distance between u′ ◦φ ◦Φ1,x,δ′/2 and u1|Σ1(δ′/2) is o(ǫ). Since u′ ◦φ ◦Φ1,x,δ′/2 and
u1 are both holomorphic on Σ1(δ
′/2)\Σ1(2δ) we can estimate C2 distance between
them on Σ1(δ
′) \Σ1(δ) by the C0 distance between them on Σ1(δ′/2) \Σ1(2δ). 
Definition 7.11. Let ((Σ1, ~z1), u1) ∈ U(((Σ, ~z), u); ǫ2). Suppose we are given its
stabilization data Ξ or its weak stabilization data Ξ.
7See Definition 4.1 for this terminology.
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Φ1,x,δ
Φ1,x,δ
Σ1(δ)
Σ1
Σ1(x)
u1
Figure 6. ((Σ′, ~z ′), u′) is ǫ-close to ((Σ1, ~z1), u1)
We denote by U(ǫ; (Σ1, ~z1), u1,Ξ0) the set of isomorphism classes of elements of
U(((Σ, ~z), u); ǫ2) which is ǫ-close to ((Σ1, ~z1), u1) with respect to Ξ0.
We define the set U(ǫ; (Σ1, ~z1), u1,Ξ) by stabilization data Ξ regarded as a weak
stabilization data by forgetting Nj .
We will show that the set U(ǫ; (Σ1, ~z1), u1,Ξ0) is a smooth orbifold. (We actually
show that this is a quotient of a smooth manifold by the action of the group G1.)
The proof is by gluing analysis. For this purpose we study how the obstruc-
tion bundle E((Σ′, ~z ′), u′) behave when we move ((Σ′, ~z ′), u′). We first take an
appropriate parametrization of the set of the triples ((Σ′, ~z ′), u′) which is ǫ-close to
((Σ1, ~z1), u1).
We first observe the following.
Lemma 7.12. The vector space E((Σ′, ~z ′), u′) depends only on (Σ′, ~z ′) and the
restriction of u′ to the image of φ ◦ Φx,δ : Σ(δ)→ Σ(x)→ Σ′.
Proof. We remark that the support of elements of E((Σ′, ~z ′), u′) is in the image of
φ ◦Φx,δ by construction.
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Moreover for (ϕ, g) ∈ W(ǫ1;x0, φ0; ((Σ′, ~z ′), u′)) the value meandist(ϕ, g) of the
function meandist does not change when we change u′ outside the φ ◦Φx,δ. This is
an immediate consequence of its definition (6.1).
The lemma follows from these two facts. 
Suppose ((Σ1, ~z1), u1) is G-ǫ2-close to ((Σ, ~z), u) by g1, x1, φ1. For simplicity of
notation we identify Σ(x1) with Σ1 by φ1 and regard Σ1 = Σ(x1).
Let x = (~ρ, ~x) ∈ V(1) = V1,0 × V1,1 where ~ρ = (ρe)e∈Γ(Σ1) ∈ V1,0 and (xa)a∈As ∈
V0,1(δ).
We consider (Σ1(x), ~z1(x) ∪ ~w1(x)).
Hereafter we denote by Σ1(x)(δ) the image of the map φ◦Φx,δ : Σ(δ)→ Σ(x)→
Σ′.
Let uˆ′ : Σ1(δ) → X be an L2m+1 map which is close to u1 in L2m+1 norm. We
consider
u′ = uˆ′ ◦ Φ−11,x,δ : Σ1(x)(δ)→ X. (7.9)
By Lemma 7.12 the subspace
E((Σ1(x), ~z1(x)), u
′) ⊂ L2m+1(Σ1(x)(δ); (u′)∗TX ⊗ Λ01)
is well-defined. (Here we use the fact that u′ ◦ Φ1,x,δ is C2 close to u1. Note m in
L2m+1 is chosen sufficiently large. So L
2
m+1 ⊂ C2 in particular.)
By assumption
dX(u
′(Φ1,x,δ(z)), u1(z))
is small. Therefore we can use parallel transportation along the minimal geodesic
joining u′(Φ1,x,δ(z))) to u1(z) to obtain
Pal : L2m+1(Σ1(x)(δ); (u
′)∗TX)→ L2m+1(Σ1(δ);u∗1TX). (7.10)
Moreover using the diffeomorphism Φ1,x,δ we obtain a map
dhΦ1,x,δ : Λ
01
Φ1,x,δ(z)
Σ1(x)→ Λ01z Σ1. (7.11)
in the same way as (6.9).
Using (7.10) and (7.11) we obtain:
Iuˆ′,x : L
2
m+1(Σ1(x)(δ); (u
′)∗TX ⊗ Λ01)→ L2m+1(Σ1(δ);u∗1TX ⊗ Λ01). (7.12)
Definition 7.13. We define
E(uˆ′,x) = Iuˆ′,x(E((Σ1(x), ~z1(x)), u′)) ⊂ L2m+1(Σ1(δ);u∗1TX ⊗ Λ01).
Note E(uˆ′,x) is a finite dimensional subspace of the Hilbert space L2m+1(Σ1(δ);u
∗
1TX⊗
Λ01), which is independent of (uˆ′,x). So we can discuss (uˆ′,x) dependence of
E(uˆ′,x).
Now the main new point we need to check to work out the gluing analysis is the
following. We put
d = dimE((Σ′, ~z ′), u′).
Proposition 7.14. Let U ′(ǫ) be an ǫ neighborhood of u1 in L2m+1 norm and V(1)(ǫ)
be an ǫ neighborhood of 0 in V(1)(ǫ).
There exists d smooth maps ei(uˆ
′,x) from U ′(ǫ)×V(1)(ǫ) to L2m+1(Σ1(δ);u∗1TX⊗
Λ01) such that for each uˆ′,x
(e1(uˆ
′,x), . . . , ed(uˆ′,x))
is a basis of E(uˆ′,x).
EQUIVARIANT KURANISHI CHARTS 47
Moreover the Cn norm of the map ei is uniformly bounded on U
′(ǫ)×V(1)(ǫ) for
any n.
See Figure 8.
We prove Proposition 7.14 in Subsection 7.4.
To clarify the fact that Proposition 7.14 gives the control of the behavior of
E(uˆ′,x) needed for the gluing analysis detailed in [FOOO8] to work, we change
variables and restate Proposition 7.14 below. We took x = (~ρ, ~x) ∈ V(1) = V1,0×V1,1
where ~ρ = (ρe)e∈Γ(Σ1) ∈ V1,0 and (xa)a∈As ∈ V0,1(δ). We define Te and θe for each
e ∈ Γ(Σ1) by the following formula:
exp(−10πTe) = |ρe|
exp(2πθe
√−1) = ρe/|ρe|.
(7.13)
Compare [FOOO8, (8.18)]. We thus identify
V0,1(δ) ∼=
∏
e∈Γ(Σ1)
(− log δ/10,∞]× R/Z,
using Te, θe as coordinates. Now we rewrite the smoothness of the map ei(uˆ
′,x) as
follows.
Corollary 7.15. We have an inequality∥∥∥∥∥ ∂∂Te1 . . . ∂∂Ten1 ∂∂θe′1 . . . ∂∂θe′n2 ei
∥∥∥∥∥
Cn
≤ Cn,n1,n2 exp
(
−δn,n1,n2
(
n1∑
i=1
Tei +
n2∑
i=1
Te′
i
))
.
(7.14)
Here Cn in the right hand side is the Cn norm as a map from U ′(ǫ) × V1,1 to
L2m+1(Σ1(δ);u
∗
1TX ⊗Λ01). In other words, we fix ~ρ (or Te, θe) and regard v and ~x
as variables to define Cn norm.
It is easy to see that the exponential factor in the right hand side appears by
the change of variables from ρe to (Te, θe). So Corollary 7.15 is an immediate
consequence of Proposition 7.14.
Corollary 7.15 corresponds to [FOOO8, Proposition 8.19]. This is all the prop-
erties we need for the proof of [FOOO8] to work in the case obstruction bundle is
given as E(uˆ′,x). Thus by [FOOO8] we obtain the next two Propositions 7.16 and
7.17. We need to introduce some notations to state them.
We define the linear differential operator
Du1∂ : L
2
m+1(Σ1;u
∗
1TX)→ L2m(Σ1;u∗1TX ⊗ Λ01), (7.15)
in the same way as (4.14).
Condition 4.6 (1) implies that we can choose ǫ2 small such that
Im(Du1∂) + E((Σ1, ~z1), u1) = L
2
m(Σ1;u
∗
1TX ⊗ Λ01),
if ((Σ1, ~z1), u1) is ǫ2-close to ((Σ, ~z), u).
In the same way as we did in Condition 4.6 (2), we put
Ker+Du1∂ = {v ∈ L2m+1(Σ;u∗TX) | Du1∂(v) ∈ E((Σ1, ~z1), u1).} (7.16)
This is a finite dimensional space consisting of smooth sections. This space is G1
invariant.
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Let Vmap(ǫ) be the ǫ neighborhood of 0 in Ker+Du1∂ and V(1)(ǫ) the ǫ neighbor-
hood of o in V(1)(ǫ).
Proposition 7.16. For sufficiently small ǫ there exists a family of maps
uv,x : Σ1(x)→ X
parametrized by
(v,x) ∈ Vmap(ǫ)× V(1)(ǫ)
with the following properties.
(1) The equation
∂uv,x ∈ E((Σ1(x), ~z1(x)), uv,x)
is satisfied. Moreover for each connected component of Σ1(x) \ Im(Φ1,x,δ)
the diameter of its image by uv,x is smaller than ǫ.
(2) There exists ǫ′ > 0 such that if ((Σ′, ~z ′ ∪ ~w ′), u′) satisfies the next four
conditions (a)(b)(c)(d) then then there exists v ∈ Vmap(ǫ) such that
u′ ◦ φ = uv,x.
(a) ∂u′ ∈ E((Σ′, ~z ′), u′):
(b) [Σ′, ~z ′ ∪ ~w ′] ∈ V(1)(ǫ):
(c) Let (Σ′, ~z ′ ∪ ~w ′) ∼= (Σ1(x), ~z1(x) ∪ ~w1(x)) and φ is the isomorphism.
We assume that the C2 norm between u′ ◦ φ ◦ Φ1,x,δ and u1|Σ1(δ) is
smaller than ǫ′:
(d) The map u′ has diameter < ǫ on Σ′ \ Im(φ ◦ Φ1,x,δ).
(3) If v 6= v′ then uv,x 6= uv′,x for any x ∈ V(1)(ǫ).
The map (v,x) 7→ uv,x is G1 equivariant.
Proof. The construction of the family of maps uv,x satisfying Item (1) above is by
alternating method we detailed in [FOOO8, Sections 4 and 5]. (We use the estimate
Corollary 7.15 for the proof in [FOOO8].)
(2)(3) are surjectivity and injectivity of the gluing map, respectively, which are
proved in [FOOO8, Section 7]. 
To state the next proposition we need a notation. We consider the family of
maps uv,x in Proposition 7.16. We consider the smooth open embedding
Φ1,x,δ : Σ1(δ)→ Σ1(x)
defined in (7.8). We denote the composition by
Res(uv,x) = uv,x ◦ Φ1,x,δ : Σ1(δ)→ X. (7.17)
We remark that the domain and the target of the map Res(uv,x) is independent of
v,x. So we regard v,x 7→ Res(uv,x) as a map:
Vmap(ǫ)× V(1)(ǫ)→ L2m+1(Σ1(δ), X).
Here L2m+1(Σ1(δ), X) is the Hilbert manifold of the maps of L
2
m+1 classes.
Proposition 7.17. For each n, m > n+ 10 the map
v,x 7→ Res(uv,x)
is of Cn class as a map
Vmap(ǫ)× V(1)(ǫ)→ L2m+1−n(Σ1(δ), X).
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Moreover for n1 + n2 ≤ n, n′ ≤ n, we have the next estimate∥∥∥∥∥ ∂∂Te1 . . . ∂∂Ten1 ∂∂θe′1 . . . ∂∂θe′n2 uv,x
∥∥∥∥∥
Cn′
≤ Cn′,n1,n2 exp
(
−δ′n′,n1,n2
(
n1∑
i=1
Tei +
n2∑
i=1
Te′
i
))
.
(7.18)
Here the Cn
′
norm in the left hand side is defined as follows. We fix Te and θe and
regard the T and θ differential of uv,x as a map
Vmap(ǫ)× V(1)(ǫ)→ L2m+1−n(Σ1(δ), X).
Then ‖‖Cn′ is the Cn
′
norm of this map.
Proof. This is [FOOO8, Theorem 6.4]. 
7.2. Construction of the smooth chart 2: Construction of smooth chart
at one point of U(((Σ, ~z), u); ǫ2). We now use Propositions 7.16 and 7.17 to
construct a smooth structure at each point of U(((Σ, ~z), u); ǫ2). Let ((Σ1, ~z1), u1) ∈
U(((Σ, ~z), u); ǫ2). Let Ξ (resp. Ξ0) be its stabilization data (resp. weak stabilization
data).
We obtain a map
v,x 7→ Res(uv,x) : Vmap(ǫ)× V(1)(ǫ)→ L2m+1(Σ1(δ), X).
We define a smooth structure on V(1)(ǫ) as follows. Note (Te, θe)e∈Γ(Σ1) is the
coordinate of V(1)(ǫ), where Te ∈ (log δ/10,∞]× R/Z. We put
se =
e2πθe
√−1
Te
∈ C. (7.19)
Definition 7.18. We define a C∞ structure on V1,0 such that (se)e∈Γ(Σ1) is a
smooth coordiante.
We put a standard C∞ structure on Vmap(ǫ) and V1,0. Note Vmap(ǫ) is an
open subset of a finite dimensional vector space and V1,0 is a product of open
neighborhoods of smooth points of the moduli spaces of marked curves (without
node). So they have canonical smooth structure.
Definition 7.19. We define the evaluation map
(EVw1,j )j=1,...,k : Vmap(ǫ)× V(1)(ǫ)→ Xk.
by
EVw1,j (v,x) = uv,x(w1,j(x)).
(We remark that (w1,j(x) = tℓ+j(x) ∈ Σ1(x).)
Lemma 7.20. If ǫ is sufficiently large then (EVw1,j )j=1,...,k is transversal to
∏
j Nj.
Proof. Proposition 7.17 implies that the map (EVw1,j )j=1,...,m is of C
n class for any
fixed n with respect to the smooth structure in Definition 7.18, if ǫ is sufficiently
small. (We work using L2m+1 spaces with m sufficiently large compared to n.) In
fact
EVw1,j (v,x) = Res(uv,x)(Φ
−1
1,x,δ(w1,j(x)))
and x 7→ (Φ−11,x,δ(w1,j(x)) is a smooth map : V(1)(ǫ)→ Σ1(δ).
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Therefore it suffices to show the lemma at origin (which corresponds to ((Σ1, ~z1∪
~w1), u1)). We consider the submanifold Y of V(1)(ǫ) which corresponds to elements
(Σ1, ~z1 ∪ ~w ′1) where (Σ1, ~z1) is the nodal curve with marked points which we take
at the beginning of this section, and w′1,j is in a neighborhood of w1,j . This is 2k
dimensional submanifold. (Here 2k is the number of parameters to move k points
w′1,j on Riemann surface.) The restriction of (EVw1,j )j=1,...,k to {0}× {0}× Y can
be identified with the map
~w ′1 7→ (u1(w′1,j))j=1,...,k. (7.20)
Note E(Σ1(x), ~z1(x)) is independent of w
′
1,j . Therefore for all w
′
1,j
u0,[Σ1,~z1∪w′1,j ] = u1.
(Here we regard [Σ1, ~z1 ∪w′1,j ] as an element of {0} × Y .)
By Definition 7.1 (6) the map (7.20) is transversal to
∏
j Nj . 
Definition 7.21. Let Ξ be a stabilization data at ((Σ1, ~z1), u1). We put
V (((Σ1, ~z1), u1); ǫ,Ξ)
= {(v,x) ∈ Vmap(ǫ)× (U ′(ǫ)× V(1)(ǫ)) | EVw1,j (v,x) ∈ Nj , j = 1, . . . ,m}.
Lemma 7.22. We take ǫ2 sufficiently small so that conclusion of Lemma 7.20
holds. Then for each sufficiently small ǫ3 there exists ǫ with the following properties.
Suppose [(Σ′, ~z ′), u′] ∈ U(ǫ; (Σ1, ~z1), u1,Ξ) in the sense of Definition 7.11.
Then there exists ~w ′ and (v,x) ∈ V (((Σ1, ~z1), u1); ǫ3,Ξ) such that ((Σ1(x), ~z1(x)∪
~w1(x)), uv,x) is isomorphic to ((Σ
′, ~z ′∪~w ′), u′). Namely there exists a bi-holomorphic
map φ : (Σ1(x), ~z1(x) ∪ ~w1(x)) ∼= (Σ′, ~z ′ ∪ ~w ′) such that u′ ◦ φ = uv,x.
Moreover such (v,x) ∈ V (((Σ1, ~z1), u1); ǫ3,Ξ) is unique up to G1 action.
Proof. This is [FOOO6, Proposition 20.4]. We repeat the proof for reader’s conve-
nience.
We first prove the existence. Let ~w ′′ and φ′ : (Σ1(x′), ~z1(x′)∪ ~w1(x′)) ∼= (Σ′, ~z ′∪
~w ′′) be the isomorphism as in Definition 7.8. (We write x′ and ~w ′′ here instead of
x and ~w ′ in Definition 7.8.)
Note u′(w ′′j )
8 is close to u1(w1,j) and u1(w1,j) ∈ Nj . Moreover u′ is C1 close to
u1|Σ1(δ). Therefore by Definition 7.1 (6) we can find w ′j which is close to w ′′j such
that u′(w ′j ) ∈ Nj .
Then there exists x which is close to x′ and a bi-holomorphic map φ : (Σ1(x), ~z1(x)∪
~w1(x)) ∼= (Σ′, ~z ′ ∪ ~w ′).
Using Proposition 7.16 (2), there exists v such that
u′ ◦ φ = uv,x.
Since u′(w ′j ) ∈ Nj we have
uv,x(w
′
j (x)) ∈ Nj .
Therefore (v,x) ∈ V (((Σ1, ~z1), u1); Ξ) as required.
We next prove uniqueness. Let (v(i),x(i)) ∈ V (((Σ1, ~z1), u1); ǫ,Ξ) (i = 1, 2) and
~w ′(i) (i = 1, 2) both have the required properties.
We observe
(Σ1(x
(1)), ~z1(x
(1)))
φ(1)∼= (Σ′, ~z ′)
(φ(2))−1∼= (Σ1(x(2)), ~z1(x(2)))
8Here w ′′j is the j-th member of ~w
′′.
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and
u′ ◦ φ(i) = uv(i),x(i) . (7.21)
Moreover the C2 distance between u′ ◦ φ(i) ◦ Φ1,x(i),δ and u1 on Σ1(δ) is smaller
than o(ǫ).
By taking ǫ1, δ
′ smaller the composition φ = Φ−1
1,x(2),δ′
◦ (φ(2))−1 ◦ φ(1) ◦Φ1,x(1),δ
is defined on Σ(δ). Then the C2 distance between u1 ◦φ and u1 as maps on Σ(δ) is
smaller than o(ǫ). (Note using Lemma 7.9 the C2 distance between u′◦φ(i)◦Φ1,x(i),δ
and u1 on Σ1(δ
′) is still smaller than o(ǫ). We use this fact.)
Sublemma 7.23. If ǫ and δ are sufficiently small then there exists v ∈ G1 such
that the C2 distance between φ and v is smaller than o(ǫ) + o(δ).
Proof. Suppose the sublemma is false. Then there exist x
(1)
c , x
(2)
c which converge
to o = [Σ1, ~z1] and such that for
φ(i)c : (Σ1(x
(i)
c ), ~z1(x
(i)
c ))
∼= (Σ′c, ~z ′c)
the composition
φc = φ
(1)
c ◦ (φ(2)c )−1
does not converge to an element of G1.
We regard φc as a map
φc : Σ1(x
(2)
c )→ C(1)
where C(1) is the total space of the universal deformation of (Σ1, ~z1). The energy
of this map φc is uniformly bounded. Therefore we can use Gromov’s compactness
theorem [FOn, Theorem 11.1] to find its limit (with respect to the stable map
topology), which is a stable map
φ∞ : (Σ̂1, ~̂z1)→ (Σ1, ~z1)
such that Σ̂1 is Σ1 plus bubbles, namely Σ̂1 → Σ1 exists. Suppose Σ̂1 6= Σ1. Then
there exists a sphere component S2a of Σ̂1 which is unstable. The map φ∞ is non-
constant on S2a. Let S
2,′
a = φ∞(S
2
a) ⊂ Σ1 be the image. Since S2,′a is unstable
the map u
v(2),x
(2)
c
is nonconstant there. Therefore the diameter of the image of u′c
on Φ
1,x
(2)
c ,δ
(S2a) is uniformly away from 0. Since S
2
a shrink to a point in Σ1 the
image of Φ
1,x
(2)
c ,δ
(S2a) has diameter → 0 as c→∞. This is impossible since the C2
distance between u′ ◦ φ(i)c ◦ Φ1,x(i)c ,δ and u1 on Σ1(δ) is smaller than o(ǫ).
Therefore Σ̂1 = Σ1 and φ∞ : Σ1 → Σ1 is an isomorphism. Since the C2 distance
between u′◦φ(i)c ◦Φ1,x(i)c ,δ and u1 on Σ1(δ) is smaller than o(ǫ) we have u1◦φ∞ = u1.
Namely φ∞ ∈ G1. 
Using G1 equivariance of the map (v,x) 7→ uv,x in Proposition 7.16 we may
assume that v = 1, by replacing x(2) etc. if necessary. In other words, we may
assume φ(2) ◦ Φ1,x(2),δ is C2 close to φ(1) ◦ Φ1,x(2),δ.
By assumption
~w ′(i) = φ
(i)(w1,j(x
(i))).
On the other hand
d(w1,j(x
(i)),Φ1,x(i),δ(w1,j)) < o(ǫ). (7.22)
Here d is a metric on Σ(x(i)) which is the restriction of a metric of the total space
of the universal family of deformation of (Σi, ~zi ∪ ~wi).
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(7.22) follows from the fact that Φ1,x(i),δ converges to the identity map as x
(i)
converges to o = [Σi, ~zi∪ ~wi] and w1,j(x(i)) converges to wi,j as x(i) converges to o.
Remark 7.24. Note w1,j(x
(i)) 6= Φ1,x(i),δ(w1,j) in general since we do not assume
Definition 7.2 (4) for marked points of (Σ1)a other than nodal points of Σ1.
Therefore ~w ′(1) is close to ~w
′
(2) in Σ
′. Furthermore we have
u′(~w ′(1)), u
′(~w ′(2)) ∈ Nj .
Using also Definition 7.1 (6) it implies that
~w ′(1) = ~w
′
(2).
Therefore
(Σ1(x
(1)), ~z1(x
(1)) ∪ ~w1(x(1)))
φ(1)∼= (Σ′, ~z ′ ∪ ~w ′(1)) = (Σ′, ~z ′ ∪ ~w ′(2))
(φ(2))−1∼= (Σ1(x(2)), ~z1(x(2)) ∪ ~w1(x(2))).
Thus x(1) = x(2). Now Proposition 7.16 (3) implies v(1) = v(2). The proof of the
uniqueness is complete. 
Lemma 7.22 implies that the set U(ǫ; (Σ1, ~z1), u1,Ξ) is identified with a neigh-
borhood of the origin of the quotient space
V (((Σ1, ~z1), u1); ǫ3,Ξ)/G1. (7.23)
Thus U(ǫ; (Σ1, ~z1), u1,Ξ) has an orbifold chart. By Proposition 7.14 there exists an
smooth vector bundle (orbibundle) E(((Σ1, ~z1), u1); ǫ3,Ξ) on (7.23) such that the
fiber of ((Σ′, ~z ′), u′) is identified with E((Σ′, ~z ′), u′). Moreover it implies that the
map which associates to ((Σ′, ~z ′), u′) the element
s((Σ′, ~z ′), u′) = ∂u′ ∈ E((Σ′, ~z ′), u′)
is a smooth section of E((Σ′, ~z ′), u′).
We define
ψ((Σ′, ~z ′), u′) = [(Σ′, ~z ′), u′] ∈ Mg,ℓ((X, J);α)
if ((Σ′, ~z ′), u′) is an element of (7.23) with s((Σ′, ~z ′), u′) = 0. This defines a
parametrization map
ψ : s−1(0)/G1 →Mg,ℓ((X, J);α).
Now we sum up the conclusion of this subsection as follows.
Proposition 7.25. For each n there exists ǫ(n) such that
(V (((Σ1, ~z1), u1); ǫ(n),Ξ)/G1, E(((Σ1, ~z1), u1); ǫ(n),Ξ), s, ψ)
is a Kuranishi neighborhood of Cn class at [((Σ1, ~z1), u1)] of Mg,ℓ((X, J);α).
In the next subsection we use it to define a G-equivariant Kuranishi chart con-
taining the G orbit of [(Σ, ~z), u].
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7.3. Construction of the smooth chart 3: Proof of Proposition 6.15. We
first define a topology of the set U(((Σ, ~z), u); ǫ2). We use the sets U(ǫ; (Σ1, ~z1), u1,Ξ)
defined in Definition 7.11 for this purpose.
Lemma 7.26. Suppose ((Σ2, ~z2), u2) ∈ U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ).
Then there exists ǫ′ > 0 such that
U(ǫ′; (Σ2, ~z2), u2,Ξ(2)0 ) ⊂ U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ). (7.24)
Proof. We prove this lemma in Subsection 7.5. 
Proposition 7.27. There exists a topology of U(((Σ, ~z), u); ǫ2) such that the family
of its subsets, {U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ) | ǫ > 0}, is a basis of neighborhood system at
((Σ1, ~z1), u1).
This topology is Hausdorff.
Proof. The existence of the topology for which {U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ) | ǫ > 0} is
a basis of neighborhood system is a consequence of Lemma 7.26. (See for example
[Ke].)
(We also remark that this neighborhood basis is independent of the choice of
Ξ
(1)
0 . This is also a consequence of Lemma 7.26.)
We next prove that this topology is Hausdorff. Let [(Σi, ~zi), ui] ∈ U(((Σ, ~z), u); ǫ2)
and Ξ
(i)
0 weak stabilization data. We assume [(Σ1, ~z1), u1] 6= [(Σ2, ~z2), u2]. It suffices
to show that
U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ) ∩ U(ǫ; (Σ2, ~z2), u2,Ξ(2)0 ) = ∅
for sufficiently small ǫ. Suppose this does not hold.
We consider the universal family of deformation of (Σ, ~z). Then there exist
o(c)→ 0, xc ∈ OB and uc : Σ(xc)→ X , such that [(Σ(xc), ~z(xc)), uc] lies in
U(ǫ(c); (Σ1, ~z1), u1,Ξ(1)0 ) ∩ U(ǫ(c); (Σ2, ~z2), u2,Ξ(2)0 ).
We may take xc ∈ OB and uc : Σ(xc)→ X such that meandist attains its minimum
at ((Σ(xc), ~z(xc)), uc).
Remark 7.28. More precisely ‘meandist attains its minimum at ((Σ(xc), ~z(xc)), uc)’
means the following. We consider id : (Σ(xc), ~z(xc)) ∼= (Σ(xc), ~z(xc)) in Definition
6.1. In other words we consider the case ((Σ′, ~z ′), u′) = ((Σ(xc), ~z(xc), uc) and
x0 = xc, φ0 = id. We then obtain
meandist :W(ǫ1;xc, id; (Σ(xc), ~z(xc)), uc))→ R
by Definition 6.5. We require that at
(ϕ, g) = (ID(xc), g) ∈ W(ǫ1;xc, id; (Σ(xc), ~z(xc), uc))
the function meandist attains its minimum, for some g.
By Definition 7.8, there exists ~wi(c) ⊂ Σ(xc), yi,c ∈ V(i)1,0(δi(c))× V(i)1,1, (Here we
put superscript (i) to indicate that the right hand side is associated with Ξ
(i)
0 .) and
a bi-holomorphic map
φc,i : (Σi(yi,c), ~zi(yi,c) ∪ ~wi(yi,c)) ∼= (Σ(xc), ~z(xc) ∪ ~wi(c)) (7.25)
with the following properties.
54 KENJI FUKAYA
(1) The C2 norm of the difference between uc ◦φi,c ◦Φi,yi,c,δi(c) and ui|Σi(δi(c))
is smaller than o(c). Here
Φi,yi,c,δi(c) : Σi(δi(c))→ Σi(yi,c)
is obtained from Ξ(i).
(2) The distance between yi,c and [Σi, ~zi ∪ ~wi] inMg,ki+ℓ is smaller than o(c).
Moreover δi(c) < o(c). (Here ki = #~wi.)
(3) The map uc ◦ φi,c has diameter < o(c) on Σi(yi,c) \ Im(Φi,yi,c,δi(c)).
Remark 7.29. Here and hereafter, the positive numbers o(c) depend on c and
satisfies
lim
c∈∞
o(c) = 0
Using Lemma 7.9 we may assume limc→∞ δi(c) = 0.
By Definition 7.1 (8), the point wi,j(c) (which is the j-th member of ~wi(c)) is
contained in the image of Φxc,δi(c) : Σ(δi(c)) → Σ(xc). We take w˜i,j(c) ∈ Σ(δi(c))
such that
Φxc,δi(c)(w˜i,j(c)) = wi,j(c).
By taking a subsequence if necessary we may assume that the limit
lim
c→∞
xc = x∞ ∈ U(((Σ, ~z), u); ǫ2 + ǫ) (7.26)
exists (for any ǫ > 0). Moreover we may assume
lim
c→∞
Φx∞,δi(c)(w˜i,j(c)) = wi,j(∞) ∈ Σ(x∞) (7.27)
converges by taking a subsequence if necessary. Here (7.27) is the convergence in
the total space of the universal family of deformation of (Σ, ~z).
Sublemma 7.30. wi,j(∞) 6= wi,j′ (∞) if j 6= j′.
Proof. This is a consequence of minimality of meandist. Suppose wi,j(∞) = wi,j′ (∞)
with j 6= j′. We may assume wi,j and wi,j′ are in the same irreducible component of
Σi, by replacing j, j
′ if necessary. (Here wi,j is the j-th member of ~wi ⊂ Σi.) More-
over the map ui is nontrivial there by Definition 7.1 (3). Therefore by Item (1) the
map uc has some nontrivial energy in a small neighborhood of {wi,j(c), wi,j′ (c)}.
(The energy there can be estimated uniformly from below because it is larger than
the half of the energy of nontrivial holomorphic sphere for example.)
This implies that the total energy of uc outside a small neighborhood of {wi,j(c), wi,j′ (c)}
is uniformly smaller than the energy of u. Therefore meandist is greater than some
number independent of ǫ1. If ǫ1 is small then meandist does not attain its minimum
at ((Σ(xc), ~z(xc)), uc). This contradicts to our choice. 
Sublemma 7.31. (Σ(x∞), ~z(x∞) ∪ ~wi(∞)) is stable.
Proof. Suppose there is an unstable component Σ(x∞)a. Then there exists a un-
stable component Σa˜ of Σ such that
Φx∞,δ(Σa˜ ∩ Σ(δ)) ⊂ Σ(x∞)a.
Since u is nontrivial on Σa˜ by the stability of ((Σ, ~z), u), we can use the fact
that meandist attains its minimum at ((Σ(xc), ~z(xc)), uc) to show the existence of
v−(c), v+(c) ∈ Σ(xc) such that limc v−(c), limc v+(c) converges to points of Σ(x∞)a
and dX(uc(v−(c)), uc(v+(c))) is uniformly bounded away from 0 as c→∞. We may
also assume that v−(c), v+(c) are uniformly away from the nodes or marked points.
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Since limc v−(c), limc v+(c) both converge to a unstable component Σ(x∞)a and
since (Σi, ~zi ∪ ~wi) is stable we find that
d((Φ−1i,yi,c,δi(c) ◦ φ−1i,c )(v−(c)), (Φ−1i,yi,c,δi(c) ◦ φ−1i,c )(v+(c)))→ 0.
On the other hand Item (1) and the fact dX(uc(v−(c)), uc(v+(c))) is uniformly
bounded away from 0 implies that
dX(ui((Φ
−1
i,yi,c,δi(c)
◦ φ−1i,c )(v−(c))), ui(Φ−1i,yi,c,δi(c) ◦ φ−1i,c )(v+(c))))
is uniformly bounded away from 0. Since ui is continuous this is a contradiction. 
We can take a subsequence such that that there exists
u∞ : Σ(x∞)→ X
satisfying
lim
c→∞
uc = u∞, (7.28)
in the following sense.
The spaces Σ(xc) are submanifolds of the metric space O˜B, the total space of
our universal family. This sequence of submanifolds Σ(xc) converges to Σ(x∞)
by Hausdorff distance. Let ρc be the Hausdorff distance between them. (Note
limc→∞ ρc = 0.)
Now (7.28) means that
lim
c→∞
sup{dX(uc(x), u∞(y)) | (x, y) ∈ Σ(xc)× Σ(x∞), d(x, y) ≤ 2ρc} = 0. (7.29)
(See Figure 7.)
X X
X
u∞
uc
Σ(xc)
Σ(yi,c)
Σ(x∞)
x∞xc
Σi
ui
uc ◦ φi,c
φi,c
φi,∞
Figure 7. limc→∞ uc = u∞
We now prove the existence of the limit u∞.
Item (2) above, Sublemmata 7.30, 7.31 and (7.26),(7.27) imply that there exists
a unique isomorphism
φi,∞ : (Σi, ~zi ∪ ~wi) ∼= (Σ(x∞), ~z(x∞) ∪ ~wi(∞)). (7.30)
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We consider
φi,c ◦ Φi,yi,c,δi(c) : Σi(δi(c))→ Σ(xc)
and regard it as a map to O˜B.
Sublemma 7.32.
lim
c→∞
φi,c ◦Φi,yi,c,δi(c) = φi,∞.
Proof. We consider the total space of the universal deformation of the stable marked
nodal curve (Σi, ~zi∪ ~wi). In this space ~z(yi,c)∪ ~w(yi,c) converges to ~zi∪ ~wi. On the
other hand, in the total space O˜B, the marked points ~z(xc) ∪ ~wi(c) converges to
~z(x∞)∪ ~wi(∞). The sublemma is then an immediate consequence of (7.25), (7.30),
the stability of (Σi, ~zi ∪ ~wi) and the fact that Φi,yi,c,δ(c) converges to the identity
map. 
Item (1) above implies that
lim
c→∞
sup{dX((uc ◦ φi,c ◦ Φi,yi,c,δ(c))(z), ui(z)) | z ∈ Σi(δ(c))} = 0,
and that uc ◦ φi,c ◦ Φi,yi,c,δ(c) is equicontinuous.
Item (3) above implies that the diameter of the image by uc ◦ φi,c of each con-
nected component of Σi(yi,c) \ Im(Φi,yi,c,δi(c)) is smaller than o(c).
Therefore we can take
u∞ = ui ◦ (φi,∞)−1.
We are now in the position to complete the proof of Proposition 7.27. Note u∞
is independent of i. (This is because of its definition, Formula (7.29).) Therefore
we find
((Σ1, ~z1), u1)
φ∞,1∼= ((Σ(x∞), ~z(x∞)), u∞)
φ−1
∞,2∼= ((Σ2, ~z2), u2).
This contradicts to [(Σ1, ~z1), u1] 6= [(Σ2, ~z2), u2]. 
Remark 7.33. In the proof of Proposition 7.27 we proved Hausdorff-ness directly.
Alternatively we can prove it as follows. (See [FOOO10, Section 3], [FOOO5, Part
7] or etc. for the definition of Kuranishi structure and good coordiante system.)
By Proposition 7.25 we find a Kuranishi chart at each point of the G-orbit of
[(Σ, ~z), u] ∈Mg,ℓ((X, J);α). Using (the proof of) Proposition 7.34 we can show the
existence of the coordinate change and obtain a Kuranishi structure on the G-orbit
of [(Σ, ~z), u] ⊂Mg,ℓ((X, J);α). We take a good coordinate system compatible with
it. Then by [FOOO7, Theorem 2.9] we can shrink this good coordinate system so
that we obtain a Hausdorff space by gluing the Kuranishi charts which are members
of the good coordinate system (which we had shrunk). We take ǫ2 small so that
U(((Σ, ~z), u); ǫ2) is a subspace of this glued space. Therefore U(((Σ, ~z), u); ǫ2) is
Hausdorff.
The proof we gave here is selfcontained and does not use the results of [FOOO7]
and existence theorem of compatible good coordinate system.
Let Ξ(i) be a stabilization data at (((Σi, ~zi), ui); ǫ,Ξ
(i)), for i = 1, 2. We defined
V (((Σi, ~zi), ui); ǫ,Ξ
(i)) in Definition 7.21.
Proposition 7.34. If ǫ is smaller than a positive number depending on n and
ǫ′ is smaller than a positive number depending on n and ǫ, then the embedding
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(7.24) becomes a Cn embedding with respect to the smooth structure as open sub-
sets of V (((Σ1, ~z1), u1); ǫ,Ξ
(1))/G1 and V (((Σ2, ~z2), u2); ǫ′,Ξ(2))/G2. Here G2 =
G((Σ2, ~z2), u2), the group of automorphisms of ((Σ2, ~z2), u2).
This is proved in [FOOO6, Part 4]. We repeat the proof in Subsection 7.5 for
the sake of completeness.
We remark that by definition the restriction of the bundleE(((Σ1, ~z1), u1); ǫ,Ξ
(1))
to U(ǫ′; (Σ2, ~z2), u2,Ξ(2)) is canonically isomorphic to the restriction of the bundle
E(((Σ2, ~z2), u2); ǫ
′,Ξ2).
Lemma 7.35. This canonical isomorphism preserves the Cn structure of vector
bundles.
The proof is also in Subsection 7.5.
By Proposition 7.34 and Lemma 7.35 we can glue Cn structures to obtain a
Cn structure on U(((Σ, ~z), u); ǫ2) and on the vector bundle E(((Σ, ~z), u); ǫ2). (The
later is obtained by gluing E((Σ1, ~z1), u1); ǫ,Ξ
(1)).) We can then glue the Kuran-
ishi map s and parametrization map ψ defined for various ((Σ1, ~z1), u1); ǫ,Ξ
(1)) in
Proposition 7.25.
Thus we obtain a Kuranishi chart
(U(((Σ, ~z), u); ǫ2), E(((Σ, ~z), u); ǫ2), s, ψ), (7.31)
of Cn class for any n.
Lemma 7.36. The Kuranishi chart (7.31) is of C∞ class.
This is proved in [FOOO6, Section 26]. We repeat the proof in Subsection 7.6
for the sake of completeness.
We finally prove:
Lemma 7.37. The Kuranishi chart (7.31) is G-equivariant.
Proof. Let ((Σ1, ~z1), u1) ∈ U(((Σ, ~z), u); ǫ2). We take its stabilization data Ξ as in
Definition 7.5. Note except the submanifold Ni all the data in Ξ are independent
of u1. Therefore we can define gΞ for ((Σ1, ~z1), gu1) so that it is the same as Ξ
other than Ni and Ni is replaced by gNi.
Then there exists an isomorphism V (((Σ1, ~z1), u1); Ξ) ∼= V (((Σ1, ~z1), gu1); gΞ)
sending (v,x) to (g∗v,x). Note v is an element of Ker+Du1∂ defined in (7.16).
Therefore g∗v is an element of Ker+Dgu1∂. This is because
g∗E((Σ1, ~z1), u1) = E((Σ1, ~z1), gu1).
(Lemma 6.12.)
Furthermore, the gluing construction of uv,x is invariant of G action. Namley:
guv,x = ugv,x.
Therefore ((Σ′, ~z ′), u′) 7→ ((Σ′, ~z ′), gu′) defines a smooth map from a neighbor-
hood of [(Σ1, ~z1), u1] in U((Σ, ~z), u); ǫ2) to a neighborhood of [(Σ1, ~z1), gu1] in
U(((Σ, ~z), u); ǫ2). Thus G action is a smooth action on U(((Σ, ~z), u); ǫ2).
Smoothness of the G-action on the obstruction bundle can be proved in the same
way.
G equivariance of s and ψ is obvious from the definition. 
The proof of Proposition 6.15 except the part deferred to Subsections 7.4, 7.5
and 7.6 is now complete. 
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7.4. Exponential decay estimate of obstruction bundle. In this section we
prove Proposition 7.14.
We consider the set V(1) = V1,0×V1,1. It is a set of (~ρ, ~x) where ~ρ is the parameter
to resolve the node of (Σ1, ~z1 ∪ ~w1) and ~x = (xa)a∈As is the parameter to deform
the complex structure of each of the stable components of (Σ1, ~z1 ∪ ~w1). It comes
with the universal family π(1) : C(1) → V(1). (See (7.7).) For each x ∈ V(1) its fiber
together with marked points is written as (Σ1(x), ~z1(x) ∪ ~w1(x)).
We assumed that ((Σ1, ~z1), u1) is ǫ2-G-close to ((Σ, ~z), u). We consider the uni-
versal family of deformation of (Σ, ~z). Suppose that the universal family is obtained
from π : C → V , which is a holomorphic map between complex manifolds and has
nodal curves as fibers, by Construction 2.16. (See the proof of Theorem 3.5 in
Subsection 3.2.)
Lemma 7.38. There exist holomorphic maps
ψ˜ : C(1) → C, ψ : V(1) → V
with the following properties.
(1) The next diagram commutes
C(1) ψ˜−−−−→ C,yπ(1) yπ
V(1) ψ−−−−→ V ,
(7.32)
and is cartesian.
(2) The next diagram commutes for j = 1, . . . , ℓ.
C(1) ψ˜−−−−→ C,xTj xtj
V(1) ψ−−−−→ V ,
(7.33)
Here Tj and tj are sections which assign the marked points.
(3) ψ˜ and ψ are G1 equivariant.
Proof. By forgetting tj for j = ℓ+1, . . . , ℓ+k (namely the marked points ~w(x)), the
family C(1) → V(1) becomes a deformation of (Σ1, ~z1). Therefore in case (Σ1, ~z1) =
(Σ, ~z) the lemma is a consequence of the universality of π : C → V .
The general case can be reduced to the case (Σ1, ~z1) = (Σ, ~z) by using Sublemma
3.20. 
Definition 7.39. We define the set W(ǫ1) as follows:
W(ǫ1) =
⋃
x∈V(1)
W(ǫ1;ψ(x), ψ˜|Σ(ψ(x)); (Σ1(x), ~z1(x))) × {x}. (7.34)
See Definition 6.1 for the notation appearing in the right hand side. Note (Σ1(x), ~z1(x))
is isomorphic to (Σ(ψ(x)), ~z(ψ(x))) and the restriction of ψ˜ to Σ(ψ(x)) = π−1(ψ(x))
gives an isomorphism.
We define Pro : W(ǫ1) → V(1) by assigning x to all the elements of the subset
W(ǫ1;ψ(x), ψ˜|Σ(ψ(x)); (Σ1(x), ~z1(x))) × {x}.
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Definition 6.7 induces a Ĝc action on W(ǫ1). It is free and smooth. We denote
W(ǫ1) =W(ǫ1)/Ĝc.
Pro induces a map Pro :W(ǫ1)→ V(1).
Lemma 7.40. W(ǫ1) has a structure of complex manifold and Pro is a submersion.
Proof. The proof is the same as the proof of Lemma 6.2, using the fact that Prt is
a submersion. 
Let U ′(ǫ) be the ǫ neighborhood of u1|Σ1(δ) in L2m+1 norm (as in Proposition
7.14). (By taking ǫ small we may regard U ′(ǫ) as an open subset of an appropriate
Hilbert space (L2m+1 space).)
Definition 7.41. We define a function
meandist :W(ǫ1)× U ′(ǫ)→ R
as follows. On each W(ǫ1;ψ(x), ψ˜|Σ(ψ(x)); (Σ1(x), ~z1(x))) × {x} × U ′(ǫ) we use
Definition 6.5 to define meandist there. (Here we put u′ = uˆ′ ◦ (Φ1,x,δ)−1 with
uˆ′ ∈ U ′(ǫ), φ0 = ψ˜|Σ(ψ(x)), and x0 = ψ(x) in Formula (6.1) to define meandist.)
It is Ĝc invariant and induces
meandist :W(ǫ1)× U ′(ǫ)→ R.
Lemma 7.42. We assume ǫ1 is sufficiently small. Then the functions meandist
and meandist are smooth functions. The restriction of meandist to the fibers of
Pro :W(ǫ1)→ V(1) are strictly convex. Moreover the restriction of meandist to the
fibers of Pro attains its minimum at a unique point.
Proof. The smoothness of meandist and meandist is immediate from (6.1). Strict
convexity is Proposition 6.8. The uniqueness of minimum is Lemma 6.9. 
We remark that W(ǫ1;ψ(x), ψ˜|Σ(ψ(x)); (Σ1(x), ~z1(x))) is a subset of MOR×G.
Lemma 7.43. There exists a smooth map
Φ : U ′(ǫ)× V(1) → (MOR×G)/Ĝc
such that for each uˆ′ ∈ U ′(ǫ), x ∈ V(1), the element Φ(x) is contained in the
subset W(ǫ1;ψ(x), ψ˜|Σ(ψ(x)); (Σ1(x), ~z1(x)))/Ĝc of (MOR×G)/Ĝc and Φ(uˆ′,x) is
the unique point where Pro attains its minimum.
Proof. This is a consequence of Lemma 7.42 and Lemma 8.9. 
Proposition 7.14 is a consequence of Lemma 7.43 and a straight forward compu-
tation based on the definition.9 For completeness’ sake10 we provide the detail of
its proof below.
Let V(1)(ǫ) be the ǫ neighborhood of 0 in V(1) as in Proposition 7.14. If ǫ is small
we can find a lift
Φ : U ′(ǫ)× V(1)(ǫ)→MOR×G
9 Experts of geometric analysis certainly will find that Proposition 7.14 follows from Lemma
7.43 and the definition immediately by inspection.
10In fact this proof is related to the part we were asked to provide the detail by several people
in the easier case when G is trivial.
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of Φ. We put
Φ(uˆ′,x) = (ϕ(uˆ′,x), g(uˆ′,x)).
Thus
ϕ(·) : U ′(ǫ)× V(1)(ǫ)→MOR, g(·) : U ′(ǫ)× V(1)(ǫ)→ G,
are smooth maps (from a Hilbert space to finite dimensional manifolds).
We may take our lift g(·) : U ′(ǫ) × V(1)(ǫ) → G so that its image lies in a
neighborhood of g1. We denote by UG(g1) this neighborhood.
We calculate the finite dimensional subspace E(uˆ′,x) using local coordinate. We
cover Σ(δ) by a sufficiently small open sets Wσ.
Σ(δ) ⊂
⋃
σ∈S
Wσ.
We will specify how small Wσ is later. We fix a complex coordinate of Wσ and
denote it by zσ.
We first assume the following:
Assumption 7.44. For each σ there exists a convex open subset Ωσ of X in one
chart such that the following holds for uˆ′ ∈ U ′(ǫ), x ∈ V(1).
(1) Note (Σ1, ~z1) = (Σ(x1), ~z(x1)). We have Φx1,δ : Σ(δ)→ Σ1. We require
u1(Φx1,δ(Wσ)) ⊂ Ωσ.
(2) We also require
uˆ′(Φx1,δ(Wσ)) ⊂ Ωσ.
(3) We also require
gu(Wσ) ⊂ Ωσ,
for g ∈ UG(g1).
Note if the diameter of Wσ is small and ǫ, ǫ1 are small then the the diameter of
the union of u1(Φx1,δ(Wσ)), uˆ
′(Φx1,δ(Wσ)) and g1u(Wσ) is small. In fact u
′ is close
to uˆ′ and u1 ◦ Φx,δ is close to g1u. Therefore we may assume the existence of Ωσ.
Let Z1σ, . . . , Z
d
σ be a coordinate of Ωσ. The complex tangent bundle TX has a
frame ∂/∂Ziσ, i = 1, . . . , d, on Ωσ.
Definition 7.45. We define a (complex) matrix valued smooth function (Palij(p, q))
dimX
i,j=1
on Ω2σ with the following properties. Let p, q ∈ Ω2σ. We take the shortest geodesic
γ joining p to q. Using local frames ∂/∂Ziσ at p, q and the parallel transportation
Palqp : TpX → TqX
along γ, we define
Palqp
Å
∂
∂Zjσ
ã
=
∑
i
Palij(p, q)
∂
∂Ziσ
. (7.35)
Other than parallel transportation, the differentials of Ψ (See (6.7).) and of
Φ1,x,δ (See (7.11).) appear in the definition of E(uˆ
′,x). We write them by local
coordinate below.
Let uˆ′ ∈ U ′(ǫ), x ∈ V(1)(ǫ). We put
y = y(uˆ′,x) = Prs(ϕ(uˆ′,x)).
(6.7) in this case becomes:
Ψuˆ′,x = (Φy(uˆ′,x),δ)
−1 ◦ (ϕ(uˆ′,x))−1 ◦ (ψ˜|Σ(ψ(x)))−1 : Σ(δ)→ Σ1(x). (7.36)
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We compose it with Φ−11,x,δ′ to obtain
Φ−11,x,δ′ ◦Ψuˆ′,x : Σ(δ)→ Σ1(δ′). (7.37)
Note the source and the target is independent of (uˆ′,x). This family of maps
depends smoothly on uˆ′,x.
Assumption 7.46. There exists a coordinate chart W1,σ of Σ1 independent of
uˆ′,x such that
(Φ−11,x,δ ◦Ψuˆ′,x)(Wσ) ⊂W1,σ.
Moreover
Ψ−1uˆ′,x(Φ1,x,δ(W1,σ))
is contained in a coordinate chart W+σ containing Wσ, to which the coordinate zσ
extends.
By choosing ǫ small and Wσ small we can assume that such W1,σ exists. We fix
a complex coordinate z1,σ of W1,σ.
Using complex linear part of the differential of (Ψuˆ′,x)
−1 we obtain a bundle map
dh(Ψuˆ′,x)
−1 : Λ01Σ(δ)→ Λ01Σ1(x).
We also have
dhΦ1,x,δ : Λ
01Σ1(x)→ Λ01Σ1.
We denote the composition of them by
dhΦ1,x,δ ◦ dh(Ψuˆ′,x)−1 : Λ01Σ(δ)→ Λ01Σ1.
This is a bundle map which covers (7.37).
Lemma 7.47. There exists a smooth function
f : U ′(ǫ)× V(1)(ǫ)×W1,δ → C
such that
(dhΦ1,x,δ ◦ dh(Ψuˆ′,x)−1)(dzσ)(w) = f(uˆ′,x, w)dz1,σ(w), (7.38)
where w ∈W1,δ.
Proof. This is immediate from smooth dependence of Ψuˆ′,x and Φ1,x,δ on uˆ
′,x. 
We next write G action by local coordinate. We recall that UG(g1) is a neigh-
borhood of g1 in G such that the image of the map g(·) is contained in UG(g1).
Assumption 7.48. We take Ωσ so that there exists a coordinate neighborhood
Ω0σ ⊂ Ω+σ such that
Ω0σ ⊂ g−1Ωσ ⊂ Ω+σ , u(Wσ) ⊂ Ω0σ.
for any g ∈ UG(g1).
We can find such Ω0σ, Ω
+
σ by taking ǫ sufficiently small. (Note g1u is close to uˆ
′.)
Let Ziσ,0, i = 1, . . . , d, be the complex coordinate of Ω
+
σ .
Lemma 7.49. There exists a matrix valued smooth function (G(uˆ′,x, p)ji )
dimX
i,j=1 on
U ′(ǫ)× V(1)(ǫ)×W1,δ × Ωσ such thatÇ
dg(uˆ′,x)
Ç
∂
∂Ziσ,0
åå
(p) =
∑
j
G(uˆ′,x, p)ji
∂
∂Zjσ
(p). (7.39)
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The map dg(uˆ′,x) is the differential of the map defined by g(uˆ′,x) ∈ G action.
Note G(·)ji : U ′(ǫ)×V(1)(ǫ)×W1,δ×Ωσ → C is a map from the product of Hilbert
space and a finite dimensional manifold to the complex plain.
Proof. The proof is immediate from the smoothness of (uˆ′,x) 7→ g(uˆ′,x). 
We now write the map
E((Σ, ~z), u)→ C∞(Σ1;u∗1TX ⊗ Λ01)
which we use to define
E(uˆ′,x) ⊂ C∞(Σ1;u∗1TX ⊗ Λ01)
explicitly using smooth functions appearing in (7.35), (7.38), (7.39) etc..
Let
e ∈ C∞(Wσ ;u∗TX ⊗ Λ01)
has compact support. We write
e =
∑
i
ei
∂
∂Ziσ,0
⊗ dzσ. (7.40)
Here ei is a smooth function on Wσ. By (7.39) we have
(g(uˆ′,x)∗(e))(w) =
∑
i,j
G(uˆ′,x, w)ji e
i(w)
∂
∂Zjσ
, (7.41)
for w ∈ Wσ. Now we apply the maps
Ix0,φ0;((Σ′,~z ′),u′) : C
∞(K; (gu)∗TX ⊗ Λ01)→ L2m+1(Σ′(δ); (u′)∗TX ⊗ Λ01)
and
Iuˆ′,x : L
2
m+1(Σ1(x)(δ); (u
′)∗TX ⊗ Λ01)→ L2m+1(Σ1(δ);u∗1TX ⊗ Λ01)
to the right hand side of (7.41). (Note they are maps (6.10) and (7.12), respectively.)
11
Note we take (x0, φ0) = (ψ(x), ψ˜|Σ(ψ(x))), (Σ′, ~z ′) = (Σ1(x), ~z1(x)) and
u′ = uˆ′ ◦ Φ−11,x,δ : Σ1(x)(δ)→ X.
by (7.9) and g = g(uˆ′,x).
(7.35), (7.38) and the definition implies that for w ∈W1,σ
Iuˆ′,x(Ix0,φ0;((Σ′,~z ′),u′)(g(uˆ
′,x)∗(e)))(w)
=
∑
j,j1,j2,i
Paljj1(uˆ
′(w), u1(w))
× Palj1j2(g(uˆ′,x)((u ◦Ψ−1uˆ′,x ◦ Φ1,x,δ)(w)), uˆ′(w))
×G(uˆ′,x,Φ−1
x1,δ
(w))j2i e
i((Ψ−1uˆ′,x ◦ Φ1,x,δ)(w))
× f(uˆ′,x, w) ∂
∂Zjσ
⊗ dz1,σ.
(7.42)
Here Ψuˆ′,x, is as in (7.36). See Figure 8.
11We extend (6.10) to the case when u′ is in the Sobolev space of L2m+1 maps. So the target
of I
x0,φ0;((Σ′,~z ′),u′) here is L
2
m+1 space.
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Σ
Σ1
Σ1(x)
u1
Φ1,x,δ
uˆ
uguu
g
u (Φ1,x,δ(w))
Pal Palg∗
u1(w)
Ψuˆ ,x
gu((Ψ−1
uˆ ,x
◦ Φ1,x,δ)(w))
Figure 8. Iuˆ′,x ◦ Ix0,φ0;((Σ′,~z ′),u′)
Lemma 7.50. We fix e and regard (7.42) as a map
U ′(ǫ)× V(1)(ǫ)→ L2m+1(Σ1(δ);u∗1TX ⊗ Λ01).
Then it is a smooth map between Hilbert spaces.
Proof. Note ei and u are fixed smooth maps. Moreover
(uˆ′,x) 7→ Ψ−1uˆ′,x, (uˆ′,x) 7→ Φ1,x,δ
are smooth families of smooth maps. Note even though uˆ′ is only of L2m+1 class
and is not smooth, the family Ψuˆ′,x is a smooth family of smooth maps. In fact uˆ
′
are involved here only through g(uˆ′,x) and ϕ(uˆ′,x). By Lemma 7.43 both g(uˆ′,x)
and ϕ(uˆ′,x) are smooth with respect to uˆ′ ∈ L2m+1. Φ1,x,δ is independent of uˆ′ and
depend smoothly on x.
Therefore
(uˆ′,x) 7→ ei ◦Ψ−1uˆ′,x ◦ Φ1,x,δ, (uˆ′,x) 7→ u ◦Ψ−1uˆ′,x ◦ Φ1,x,δ
are smooth maps.
The lemma then follows immediately from the smoothness of g(·, ·), Palij(·),
G(·)ij , f(·, ·, ·). (We use also the fact that v 7→ F ◦ v is a smooth map between L2m+1
spaces if F is a smooth map and m is sufficiently large.) 
Now we are in the position to complete the proof of Proposition 7.14. We take
a partition of unity χσ subordinate to the coveringWσ. Let e1, . . . , ed be a basis of
E((Σ, ~z), u). We put
ei(uˆ
′,x) = Iuˆ′,x(Ix0,φ0;((Σ′,~z ′),u′)(g(uˆ
′,x)∗(ei))) (7.43)
as in the right hand side of (7.42). By definition (ei(uˆ
′,x))di=1 is a basis of E(uˆ
′,x).
On the other hand since
ei(uˆ
′,x) =
∑
σ
Iuˆ′,x(Ix0,φ0;((Σ′,~z ′),u′)(g(uˆ
′,x)∗(χσei)))
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Lemma 7.50 implies that (uˆ′,x) 7→ ei(uˆ′,x) is smooth. The proof of Proposition
7.14 is complete. 
7.5. Independence of the local smooth structure of the choices. In this
subsection we prove Proposition 7.34. Let pi = ((Σi, ~zi), ui) ∈ U(((Σ, ~z), u); ǫ2) for
i = 1, 2 and we take a stablization data Ξ(i) (Definition 7.5) at pi for i = 1, 2.
We obtained a map
Ipi,Ξ(i),ǫ : V (pi; ǫ,Ξ
(i))→ U(((Σ, ~z), u); ǫ2)
which is Gi equivariant for sufficiently small ǫ. (Note Gi is the group of automor-
phisms of pi = ((Σi, ~zi), ui) and is a finite group.)
In fact
Ipi,Ξ(i),ǫ(v,x) = [(Σi(x), ~zi(x)), u
i
v,x]. (7.44)
See Proposition 7.16 and Definition 7.21. Note uiv,x is uv,x in Proposition 7.16.
Since this map depends on pi and Ξ
(i) we put superscript i and write uiv,x.
Suppose p2 = ((Σ2, ~z2), u2) is ǫ close to p1 = ((Σ1, ~z1), u1) for some ǫ depending
on p1. Then G2 ⊂ G1.
To prove Proposition 7.34 it suffices to find a G2 equivariant Cn open embedding
Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ : V (p2; ǫ
′,Ξ(2))→ V (p1; ǫ,Ξ(1))
such that
Ip1,Ξ(1),ǫ ◦Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ = Ip2,Ξ(2),ǫ′ , (7.45)
for sufficiently small ǫ′.
Existence of such map Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is a consequence of Proposition 7.16.
We will prove that it is a Cn map using the exponential decay estimate, Proposition
7.17. We will prove Lemma 7.26 at the same time. (During the proof of Lemma
7.26 we consider weak stabilization data Ξ
(i)
0 in place of Ξ
(i).) The detail follows.
Our proof is divided into various cases. In the first four cases we assume p1 = p2.
(Case 1) We assume p1 = p2 = ((Σ1, ~z1), u1). We also require Ξ
(1) ⊆ Ξ(2) in the
following sense.
(1-1) Let ~w
(i)
1 = (w
(i)
1,1, . . . , w
(i)
1,ki
). We assume k1 ≤ k2 and w(1)1,j = w(2)1,j for
j = 1, . . . , k1.
(1-2) We require N (1)j = N (2)j for j = 1, . . . , k1.
We consider an open neighborhood V(i) ⊂ Mg,ℓ+ki of (Σ1, ~z1 ∪ ~w (i)1 ) and the
universal family of deformation π(i) : C(i) → V(i) on it. It comes with sections
t
(i)
j : V(i) → C(i), j = 1, . . . , ℓ+ ki, which assigns the j-th marked point.
Lemma 7.51. There exists holomorphic maps ψ˜ : C(2) → C(1) and ψ : V(2) → V(1)
such that the following holds.
(1) The next diagram commutes and is cartesian.
C(2) ψ˜−−−−→ C(1),yπ(2) yπ(1)
V(2) ψ−−−−→ V(1),
(7.46)
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(2) The next diagram commutes for j = 1, . . . , ℓ+ k1.
C(2) ψ˜−−−−→ C(1),xt(2)j xt(1)j
V(2) ψ−−−−→ V(1),
(7.47)
(3) ψ˜ and ψ are G2 equivariant.
(4) ψ is a submersion and the complex dimension of its fibers are k2 − k1.
Proof. By forgetting k1 + 1, . . . , k2-th marked points π(2) : C(2) → V(2) becomes a
deformation of (Σ1, ~z1 ∪ ~w (1)1 ). Therefore we obtain desired maps ψ˜ and ψ by the
universality of π(1) : C(1) → V(1) (together with t(1)j ’s.) 
The proof of Lemma 7.26 in Case 1. For the proof of Lemma 7.26 we consider the
situation when we are given a weak stabilization data at Ξ
(i)
0 . We assume Item
(1-1) only. ((1-2) does not make sense.) We assume [(Σ2, ~z2), u2] = [(Σ1, ~z1), u] and
[(Σ(c), ~zc), uc] ∈ U(ǫ(c); (Σ2, ~z2), u2,Ξ(2)0 )
with limc→∞ ǫ(c)→ 0. It suffices to show [(Σ(c), ~zc), uc] ∈ U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ) for
sufficiently large c. By assumption there exists xc ∈ V(2) converging to the origin
o, the k2 extra marked points ~wc ⊂ Σ(c) and isomorphisms
φc : (Σ
(2)(xc), ~z
(2)(xc) ∪ ~w (2)(xc))→ (Σ(c), ~zc ∪ ~wc).
(Here (Σ(2)(xc), ~z
(2)(xc)∪ ~w (2)(xc)) is a marked stable curve of genus g and ℓ+ k2
marked points representing xc. We identify Σ
(2) with the fiber π−1(2)(xc).) Moverover
there exists δc < ǫ(c) such that:
(1) The C2 norm of the difference between uc ◦ φc ◦ Φ2,xc,δc and u2 is smaller
than o(c). 12
(2) The map uc ◦ φc has diameter < o(c) on Σ(2)(xc) \ Im(Φ2,xc,δc).
We put x′c = ψ(xc). We define ~w
′
c by forgetting the last k2 − k1 marked points of
~wc. We have an isomorphism
φ′c : (Σ
(1)(x′c), ~z
(1)(x′c) ∪ ~w (1)(x′c))→ (Σ(c), ~zc ∪ ~w ′c).
We have
φ′c ◦ ψ˜|Σ(2)(xc) = φc.
Note Φ2,xc,δc and Φ1,x′c,δc both converge to the identity map as maps Σi(δc)→
C(i), in C2 topology. Therefore the C2 difference between
ψ˜|Σ(2)(xc) ◦ Φ2,xc,δc and Φ1,x′c,δc
goes to 0 as c→∞. Therefore the C2 difference between
uc ◦ φc ◦ Φ2,xc,δc and uc ◦ φ′c ◦ Φ1,x′c,δc
goes to 0 as c→∞. Therefore by (1) the C2 difference between
u1 and uc ◦ φ′c ◦ Φ1,x′c,δc
goes to 0 as c→∞.
12Here and hereafter o(c) is a sequence of positive numbers with limc→∞ o(c) = 0.
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Sublemma 7.52. The map uc ◦φ′c has diameter < o(c) on Σ(1)(x′c) \ Im(Φ1,x′c,δc).
Proof. There exists δ+c → 0 such that δ+c > δc and
Im(Φ1,x′c,δc) ⊃ ψ˜(Im(Φ2,xc,δ+c )).
Let W be a connected component of Σ(1)(xc′) \ Im(Φ1,x′c,δc). There exists a con-
nected component W+ of Σ
(1)(xc′) \ ψ˜(Im(Φ2,xc,δ+c )) which contains it. It suffices
to show
Diam(uc ◦ φ′c)(W+)→ 0. (7.48)
Note
∂W+ = ψ˜(∂(Im(Φ2,xc,δ+c )) = (ψ˜ ◦ Φ2,xc,δ+c )(∂Σ1(δ+c )).
On ∂Σ1(δ
+
c ), the map uc ◦ φ′c ◦ ψ˜ ◦ Φ2,xc,δ+c = uc ◦ φc ◦ Φ2,xc,δ+c is C2 close to u1.
Since δ+c → 0,
Diam(uc ◦ φc ◦ Φ2,xc,δ+c )(∂Σ1(δ+c ))→ 0.
Therefore
Diam(uc ◦ φ′c)(∂W+)→ 0.
Since uc ◦ φ′c is holomorphic on W+ (this is because it satisfies the equation (6.11)
in Definition 6.14 and the supports of the elements of the obstruction spaces are
away from W+), the formula (7.48) follows. 
Therefore [(Σ(c), ~zc), uc] ∈ U(ǫ; (Σ1, ~z1), u1,Ξ(1)0 ) for sufficiently large c. 
Proof of Proposition 7.34 in Case 1. For x ∈ V(i) we denote by (Σ(i)1 (x), ~z (i)1 (x) ∪
~w
(i)
1 (x)) the fiber π
−1
(i) (x) together with marked points.
Let x ∈ V(2). We have an open embedding
Φ
(2)
1,x,δ : Σ1(δ)→ Σ(2)1 (x) (7.49)
which is canonically determined by the data Ξ(2). The restriction of ψ˜ to the fiber
Σ
(2)
1 (x) defines a map (isomorphism)
ψ˜x : Σ
(2)
1 (x)→ Σ(1)1 (ψ(x)). (7.50)
If δ′ is sufficiently small compared to δ, we compose the maps (7.49), (7.50) and
the inverse of Φ
(2)
1,x,δ′ to obtain
Ψx = (Φ
(2)
1,x,δ′)
−1 ◦ ψ˜−1x ◦ Φ(1)1,x,δ : Σ1(δ)→ Σ1(δ′). (7.51)
The next lemma is obvious.
Lemma 7.53. The map Ψˆ : V(2) → C∞(Σ1(δ),Σ1(δ′)) which assigns Ψx to x is a
C∞ map.
We next recall the following standard fact.
Lemma 7.54. The map
comp : L2m+n+1(Σ1(δ
′), X)× C∞(Σ1(δ),Σ1(δ′))→ L2m+1(Σ1(δ), X)
defined by
comp(F, φ) = F ◦ φ
is a Cn map in a neighborhood of (F0, φ0) if m > 10 and φ0 is an open embedding.
EQUIVARIANT KURANISHI CHARTS 67
We take sufficiently large m and put m1 = m+n, m2 = m+2n. Note Vmap(ǫ) is
the ǫ neighborhood of 0 in Ker+Du1∂. So this space is the same for Ξ
(1) and Ξ(2).
We next define a map
R(i) : Vmap(ǫ)× V(i)(ǫ)→ L2mi+1−n(Σ1(δ(i)), X)× V(i)(ǫ).
Here δ(1) = δ, δ(2) = δ′ and V(i)(ǫ) is defined as follows. Recall for x ∈ V(1)(ǫ)
and v ∈ Vmap(ǫ) the map uiv,x is defined. (See Proposition 7.16.) V(1)(ǫ) is an
open neighborhood of (Σ1, ~z1 ∪ ~wi) in Mg,ℓ+ki . Note V(1)(ǫ) are actually Ξ(i) and
i dependent. We denote
V(i)(ǫ) = V(1)(ǫ).
to clarify this fact. We also define:
R(i)(v,x) = (uiv,x ◦ Φ(i)1,x,δ(i) ,x) (7.52)
Lemma 7.55. We put the smooth structure on V(i)(ǫ) as in Definition 7.18. Then
R(i) is a Cn embedding for sufficiently small ǫ.
Proof. The fact that R(i) is a Cn map is a consequence of Proposition 7.17. The
derivative of R(i) at (0, o) restricts to an embedding
T0Vmap(ǫ)→ L2mi+1−n(Σ1(δ(i)), X).
The injectivity of this map is a consequence of unique continuation. Note V(i)(ǫ)
factor of R(i) is (v,x) 7→ x. Therefore the derivative of R(i) is injective at (0, o).
The lemma now follows by inverse function theorem. 
We define a map
Φ : L2m2+1−n(Σ1(δ
(2)), X)× V(2)(ǫ)→ L2m1+1−n(Σ1(δ(1)), X)× V(1)(ǫ)
by
Φ(F,x) = (F ◦Ψx, ψ(x)) (7.53)
Lemma 7.56. For small ǫ there exist positive numbers ǫ′,δ′ and a Cn-map
J˜ : Vmap(ǫ′)× V(2)(ǫ′)→ Vmap(ǫ)× V(1)(ǫ)
such that the next diagram commutes.
Vmap(ǫ′)× V(2)(ǫ′)
R(2)−−−−→ L2m2+1−n(Σ1(δ′), X)× V(2)(ǫ′)yJ˜ yΦ
Vmap(ǫ)× V(1)(ǫ)
R(1)−−−−→ L2m1+1−n(Σ1(δ), X)× V(1)(ǫ).
(7.54)
Proof. The existence of a map J˜ such that the diagram (7.54) commutes is a
consequence of Proposition 7.16 as follows.
Let v ∈ Vmap, x ∈ V(i)(ǫ). Then
Φ(R(2)(v,x)) = (u2v,x ◦ Φ(2)1,x,δ′ ◦Ψx, ψ(x))
Note Ψx = (Φ
(2)
1,x,δ′)
−1 ◦ ψ˜−1x ◦ Φ(1)1,x,δ′ .
We put
u′ = u2v,x ◦ ψ˜−1x : Σ1(ψ(x))→ X.
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Since ψ˜x : (Σ2(x), ~z2(x)) ∼= (Σ1(ψ(x)), ~z1(ψ(x)) is a bi-holomorphic map
∂u2v,x ∈ E((Σ2(x), ~z2(x)), u2v,x)
implies
∂u′ ∈ E((Σ1(ψ(x)), ~z1(ψ(x)), u′). (7.55)
Moreover the C2 distance between
u′ ◦ Φ(1)1,ψ(x),δ and u2v,x ◦ Φ(2)1,x,δ
goes to 0 as ǫ→ 0. By assumption the C2 distance between
u2v,x ◦ Φ(2)1,x,δ u2 = u1
is smaller than ǫ′. Therefore the C2 distance between
u′ ◦ Φ(1)1,ψ(x),δ and u2 = u1
is small. We can show that the map u′ has diameter < ǫ on Φ(1)1,ψ(x),δ if ǫ
′ is
sufficiently small, using the fact that p2 is ǫ close to p1 with respect to Ξ
(1). (We
use Lemma 7.9 here.) Moreover d(o, ψ(x)) goes to 0 as d(o,x) goes to zero.
Therefore by Proposition 7.16 (2) there exists v′ such that
u′ = u1v′,ψ(x).
Then
u1v′,ψ(x) ◦ Φ(1)1,ψ(x),δ = u2v,x ◦ ψ˜−1x ◦ Φ(1)1,ψ(x),δ = u2v,x ◦ Φ(2)1,ψ(x),δ ◦Ψx.
By putting
J˜ (v,x) = (v′, ψ(x))
Diagram 7.54 commutes.
Lemmata 7.53 and 7.54 then imply that Φ is a Cn map. Lemma 7.55 implies
that R(i) are Cn embedding. Therefore the commutativity of Diagram 7.54 implies
that J˜ is a Cn map. 
By definition V (pi; ǫ,Ξ
(i)) (See Definition 7.21) is a submanifold of Vmap(ǫ) ×
V(i)(ǫ).
Lemma 7.57. There exists a map Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ : V (p2; ǫ
′,Ξ(2))→ V (p1; ǫ,Ξ(1))
such that the next diagram commutes.
V (p2; ǫ
′,Ξ(2)) −−−−→ Vmap(ǫ′)× V(2)(ǫ′)
J
p1,p2;Ξ
(1),Ξ(2);ǫ,ǫ′
y J˜y
V (p1; ǫ,Ξ
(1)) −−−−→ Vmap(ǫ)× V(1)(ǫ),
(7.56)
where horizontal arrows are canonical inclusions. Moreover Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is of
Cn class.
Proof. Let (v,x) ∈ V (p2; ǫ′,Ξ(2)). By Definition 7.21 we have
u2v,x(w2,j(x)) ∈ N (2)j ,
for j = 1, . . . , k2. We remark N (1)j = N (2)j by our choice. Note (v′, ψ(x)) =
J˜ (v,x). Therefore by the commutativity of Diagram (7.54), we have
u1v′,ψ(x) = u
2
v,x ◦ ψ˜−1x .
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By the commutativity of Diagram (7.46)
u1v′,ψ(x)(w1,j(x)) = u
1
v′,ψ(x)(ψ˜x(w2,j(x)) = u
2
v,x(w2,j(x)) ∈ N (2)j .
Therefore by Definition 7.21
J˜ (v,x) = (v′, ψ(x)) ∈ V (p1; ǫ,Ξ(1)).
We thus find the map Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ such that Diagram (7.56) commutes. Since
the horizontal arrows are Cn embeddings and right vertical arrow is a Cn map, the
map Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is of C
n class as required. 
Commutativity of Diagrams (7.54) and (7.56) implies that Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is
G1 equivariant and (7.45) commutes.
We finally show that Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is an open embedding. We consider two
sub-cases.
(Case 1-1) k1 = k2.
In this case ~w1 = ~w2. The difference of Ξ
(1) and Ξ(2) is the trivialization data
and the system of analytic families of complex coordinates.
Lemma 7.58. In Case 1-1, the map J˜ in Diagram (7.54) is an open embedding.
Proof. Since ~w1 = ~w2 we can exchange the role of Ξ
(1) and Ξ(2). Then by definition
Φx will become Φ
−1
ψ(x). Then Φ will become Φ
−1
x . Thus Jp2,p1;Ξ(2),Ξ(1);ǫ′,ǫ obtained
by exchanging the role of Ξ(1) and Ξ(2) is the inverse of Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ . 
Since N (1)j = N (2)j and #~w1 = #~w2, the equations to cut down V (pi; ǫ,Ξ(i))
from Vmap(ǫ)×V(i)(ǫ) coincide each other for i = 1, 2. Therefore Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′
is an open embedding in Case 1-1. We thus proved Proposition 7.34 in Case 1-1. 
(Case 1-2) We show that, in case p1 = p2 and Case 1, we can change the trivial-
ization data and the system of analytic families of complex coordinates of Ξ(2) to
obtain Ξ(3) so that Jp1,p2;Ξ(1),Ξ(3);ǫ,ǫ′ is an open embedding.
We consider irreducible component Σ1,a of Σ1 and corresponding irreducible
component Σ3,a of Σ3 = Σ1. Forgetful map of the marked points determines the
following commutative diagram.
Cga,ℓa+k2,a ψ˜−−−−→ Cga,ℓa+k2,a ,yπ yπ
Mga,ℓa+k2,a ψ−−−−→ Mga,ℓa+k1,a ,
(7.57)
Here ℓa+k1,a (resp. ℓ+k2,a = ℓ+k3,a) is the number of marked or nodal points on
Σ1,a (resp. Σ3,a). (Note ka = #(~w1 ∩ Σ1,a).) The vertical arrows are projections
of the universal families of deformations of Σi,a together with marked points.
Lemma 7.59. We may take the trivialization data of Ξ(3) so that the next diagram
commutes.
V3,a × Σ3,a Φ
(3)
a−−−−→ Cga,ℓa+k2,a
ψ×id
y ψ˜y
V1,a × Σ1,a Φ
(1)
a−−−−→ Cga,ℓa+k1,a .
(7.58)
Here the maps Φ
(3)
a , Φ
(1)
a is the map Φa in Definition 7.2 (2).
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Proof. We can define Φ
(3)
a by Diagram (7.58) itself. 
Remark 7.60. We remark that when we take the choice as in Lemma 7.59 the
Σ3,a factor of (Φ
(3)
a )−1(w3,j(x)) cannot be independent of x for j > k1. Namely
(7.5) does not hold for those marked points of Σ3. This is the reason why we do
not assume (7.5) for marked points of Σi but only for nodal points.
We next choose the analytic family of complex coordinates ϕ3,a,j : V3,a×D2(2)→
Cga,ℓa+k2,a for marked points on Σ3 corresponding to nodal points of Σ3 as follows.
Let ϕ1,a,j : V1,a×D2(2)→ Cga,ℓa+k1,a be the analytic family of complex coordinates
associated to Ξ(1) for the corresponding nodal of Σ1. (Note Σ1 = Σ3.) We require
ψ˜(ϕ3,a,j(x, z)) = ϕ1,a,j(ψ(x), z). (7.59)
It is obvious that there is such choice of ϕ3,a,j . By construction, the commutativity
of Diagram (7.58) and (7.59) imply the next formula.
Φ1,ψ(x),δ = ψ˜ ◦ Φ3,x,δ. (7.60)
(7.60) and (7.51) imply that the map Φ defined in (7.53) is :
Φ(F,x) = (F, ψ(x)). (7.61)
We remark that the obstruction bundle E((Σ′, ~z ′), u′) is independent of the extra
marked points ~w ′. Moreover the commutativity of Diagram (7.58) implies that the
identification of the source curve with Σ1 = Σ3 we use during the gluing process is
independent of the ℓ + k1 + 1-th,. . . ,ℓ + k2 marked points. Therefore we have the
next formula:
u1v,ψ(x) ◦ Φ1,ψ(x),δ = u3v,x ◦ Φ3,x,δ. (7.62)
Formulae (7.61) and (7.62) imply
J˜ (v,x) = (v, ψ(x)) (7.63)
Using (7.63) we can easily prove that Jp1,p3;Ξ(1),Ξ(3);ǫ,ǫ′ is an open embedding in
the same way as Lemma 7.20. We thus proved Proposition 7.34 in Case 1-2.
Now we consider the general case of Case 1. Suppose p1 p2 and Ξ
(1), Ξ(2) are
as in Case 1. Then we can take p3 and Ξ
(3) such that p1, p3 and Ξ
(1), Ξ(3) are
as in Case 1-2. Moreover p2, p3 and Ξ
(2), Ξ(3) are as in Case 1-1. Therefore we
obtain required Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ by composing Jp1,p3;Ξ(1),Ξ(3);ǫ,ǫ′′ and an inverse
of Jp2,p3;Ξ(2),Ξ(3);ǫ′,ǫ′′ . The proof of Proposition 7.34 in Case 1 is complete. (Note
p1 = p2 = p3 in this case.) 
(Case 2) We assume p1 = p2 = ((Σ1, ~z1), u1). We also require Ξ
(1) ⊇ Ξ(2)
The proof of this case is entirely similar to Case 1 and so is omitted.
(Case 3) We assume p1 = p2 = ((Σ1, ~z1), u1). We also require ~w
(1) ∩ ~w(2) = ∅.
We define Ξ(3) as follows. ~w (3) = ~w (1) ∪ ~w(2). N (3)j is N (1)j′ (resp. N (2)j′ ) if
w
(3)
1,j = w
(1)
1,j′ (resp. w
(3)
1,j = w
(2)
1,j′). We take any choice of the trivialization data and
of the system of analytic families of complex coordinates.
Then the pairs p1,Ξ
(1) and p3,Ξ
(3) (resp. p2,Ξ
(2) and p3,Ξ
(3)) satisfy the con-
ditions for (Case 1) or (Case 2). Therefore we obtain required Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′
by composing Jp2,p3;Ξ(2),Ξ(3);ǫ′,ǫ′′ and an inverse of Jp1,p3;Ξ(1),Ξ(3);ǫ,ǫ′′.
We can prove Lemma 7.26 also in the same way.
(Case 4) We assume p1 = p2 = ((Σ1, ~z1), u1) only.
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We can find Ξ(3) with p3 = p1 such that ~w
(1) ∩ ~w(3) = ∅ = ~w (2) ∩ ~w(3). We
then apply (Case 3) twice and compose the resulting maps to obtain the required
Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′.
We can prove Lemma 7.26 also in the same way. We thus completed the case
p1 = p2.
(Case 5) We consider the general case where p1 6= p2.
The proof of Lemma 7.26 in Case 5. Using (Case 4) it suffices to show the follow-
ing. For a given weak stabilization data Ξ
(1)
0 at p1 we can find a weak stabilization
data Ξ
(2)
0 at p2 such that Lemma 7.26 holds. We will prove this statement below.
We fixed Ξ
(1)
0 , in particular we fixed ~w1. We take the universal family of defor-
mation of (Σ1, ~z1 ∪ ~w1) and denote it by π : C(1) → V(1). (It comes with sections
assigning marked points.)
Since p2 = [Σ2, ~z2] is ǫ close to p1 with respect to Ξ
(1)
0 there exists x2 and ~w2
such that
φ : (Σ1(x2), ~z1(x2) ∪ ~w1(x2)) ∼= (Σ2, ~z2 ∪ ~w2).
(It satisfies other condition related to the maps u1 and u2. See Definition 7.8.)
We take this ~w2 as a part of the data consisting Ξ
(2)
0 . Let π : C(2) → V(2) be the
universal family of deformation of (Σ2, ~z2∪ ~w2). Then we have an open embeddings
ψ : V(2) → V(1) and ψ˜ : C(2) → C(1) such that Diagrams (7.46) and (7.47) commute.
Lemma 7.61. There exists a system of analytic families of complex coordinates
and trivialization data consisting Ξ
(2)
0 so that
ψ˜ ◦ Φ2,x,δ = Φ1,x,δ ◦ Φ−11,x2,δ ◦ φ−1 (7.64)
holds on φ(Φ1,x2,δ(Σ1(δ))).
Proof. We may take the trivialization data of Ξ
(2)
0 so that the next diagram com-
mutes.
V2,a × Σ2,a Φ
(2)
a−−−−→ Cga,ℓa+k2,a
ψ×id
y ψ˜y
V1,a × Σ1,a Φ
(1)
a−−−−→ Cga,ℓa+k1,a .
(7.65)
Here the maps Φ
(2)
a , Φ
(1)
a is the map Φa in Definition 7.2 (2). (Note k2,a = k1,a in
our case.)
We next take the analytic family of complex coordinates ϕ2,a,j : V(2)×D2(2)→
C(2) such that
ψ˜(ϕ2,a,j(x, z)) = ϕ1,a,j(ψ(x), z). (7.66)
(7.64) then follows easily from construction. 
We take the choice of Ξ
(2)
0 as above. Let
[(Σc, ~zc), uc] ∈ U(ǫ(c); (Σ2, ~z2), u2,Ξ(2)0 ).
By definition there exists ~wc ⊂ Σc, xc ∈ V(2)(ǫc) and a bi-holomorphic map
φc : (Σ2(xc), ~z2(xc) ∪ ~w2(xc))→ (Σc, ~zc ∪ ~wc),
and δc, such that the following holds.
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(1) The C2 distance between u2 and uc ◦ φc ◦ Φ2,xc,δc is smaller than o(c).
(2) d(xc, o) goes to zero as c goes to infinity.
(3) The map uc ◦ φc has diameter < o(c) on Σ2(xc) \ Im(Φ2,xc,δc).
By Lemma 7.9 we may assume that δc → 0.
By Item (2) we have ψ(xc) ∈ V(1) and an isomorphism
ψ˜xc : (Σ2(xc), ~z2(xc) ∪ ~w2(xc))→ (Σ1(ψ(xc)), ~z1(ψ(xc)) ∪ ~w1(ψ(xc)).
We put
φ′c = φc ◦ (ψ˜xc)−1.
By our choice of Ξ
(2)
0 , the next diagram commutes.
Σ2 ∼= Σ1(x2)
Φ2,xc,δ // Σ2(xc)
φc
$$■
■■
■■
■■
■■
■
ψ˜xc

Σc
uc // X
Σ1
φ◦Φ1,x2,δc
OO
Φ1,xc,δ
// Σ1(ψ(xc))
φ′c
::✉✉✉✉✉✉✉✉✉✉
(7.67)
Moreover the C2 distance between
u2 ◦ φ ◦ Φ1,x2,δ and u1
is smaller than ǫ. Therefore for sufficiently large c the C2 distance between
uc ◦ φ′ ◦ Φ1,xc,δ and u1
is smaller than ǫ.
Let Cc be a connected component of Σ1(ψ(xc)) \ Im(Φ1,xc,δ). There is a unique
nodal point pCc of Σ1 in Cc. By our choice of Ξ
(2) one of the following holds.
(a)
Cc = ψ˜xc(C
′
c)
for some connected component C′c of Σ2(xc) \ Φ2,xc,δ.
(b) There is no nodal point corresponding to pCc in Σ2.
Suppose we are in case (a). By the commutativity of Diagram 7.67
(uc ◦ φc)(Cc) = (uc ◦ φ′c)(C′c).
Let
C′′c = C
′
c \ Im(Φ2,xc,δc).
C′′c is connected and hence the diameter of (uc ◦ φ′c)(ψ˜xc(C′′c )) is smaller than o(c).
On the other hand, we have
C′c \ C′′c ⊆ Im(Φ2,xc,δc \ Σ2(δ)).
We put
C′c \ C′′c = (Φ2,xc,δ)(Dc).
On Dc the C
2 distance between
u2 and uc ◦ φc ◦ Φ2,xc,δ
is smaller than o(c). On the other hand since Dc is contained in a connected
component of Σ2 \ Σ2(δ) the diameter of u2(Dc) is smaller than ǫ.
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Therefore the diameter of (uc ◦ φ′c)(Cc) is smaller than ǫ for sufficiently large c
in case (a).
Suppose we are in case (b). Note
uc ◦ φc ◦ ψ˜−1xc = u2 ◦ φ′c
holds on Cc. (In fact they both are defined there.) Therefore
lim
c→∞
Diam(uc ◦ φ′c)(Cc) = limc→∞Diam(uc ◦ φc)(C˜c)
where ψ˜xc(C˜c) = Cc. Since we are in case (b), C˜c = Φ2,xc,δ = Cˆc for some Cˆc ⊂
Σ2(δc). We may assume that Cˆc lines in a o(c) neighborhood of some connected
component C0,c of Σ2(x2) \ Im(Φ1,x2,δ). Moreover on a neighborhood of C0,c the
maps uc ◦ φc ◦ Φ2,xc,2 converges to u2. Thus
Diam(uc ◦ φc)(C˜c) ≤ Diamu2(C0,c) + o(c).
By assumption Diamu2(C0,c) < ǫ. So we conclude Diam(uc ◦ φc)(C˜c) < ǫ for
sufficiently large c.
Thus, we have proved:
[(Σc, ~zc), uc] ∈ U(ǫ(c); (Σ1, ~z1), u1,Ξ(1)0 ).
for sufficiently large c, as required. 
The proof of Proposition 7.34 in Case 5. Using (Case 4) it suffices to show the fol-
lowing. For a given stabilization data Ξ(1) at p1 we can find a stabilization data
Ξ(2) at p2 such that Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ exists. We will prove this statement below.
We fixed Ξ(1), in particular we fixed ~w1. We take the universal family of defor-
mation of (Σ1, ~z1 ∪ ~w1) and denote it by π : C(1) → V(1). (It comes with sections
assigning marked points.)
Since p2 = [Σ2, ~z2] is ǫ close to p1 with respect to Ξ
(1) there exists x′2 and ~w
′
2
such that
φ′ : (Σ1(x′2), ~z1(x
′
2) ∪ ~w1(x′2)) ∼= (Σ2, ~z2 ∪ ~w ′2).
and it satisfies other conditions related to the maps u1 and u2. (See Definition
7.8.) It implies that u2(w
′
2,j) is close to u1(w1,j) ∈ N (1)j . Since u1 intersects
transversaly with N (1)j and u2 ◦φ′ ◦Φ1,x′2,δ is C2 close to u1, we can take w2,j such
that u2(w2,j) ∈ N (2)j and d(w2,j , w′2,j) < o(ǫ). We take (w2,1, . . . , w2,k) as our ~w2.
Moreover we take N (2)j = N (1)j . There exists x2 and ~w2 such that
φ : (Σ1(x2), ~z1(x2) ∪ ~w1(x2)) ∼= (Σ2, ~z2 ∪ ~w2).
In the same way as Lemma 7.61 we can find a system of analytic families of complex
coordinates and trivialization data consisting Ξ(2) so that
ψ˜ ◦ Φ2,x,δ = Φ1,x,δ ◦ Φ−11,x2,δ ◦ φ−1 (7.68)
holds on φ(Φ1,x2,δ(Σ1(δ))).
(7.68) implies that the map Ψx in (7.51) is
Ψx = Φ1,x2,δ ◦ φ.
Therefore Φ defined in (7.53) is :
Φ(F,x) = (F ◦ φ ◦ Φ1,x2,δ, ψ(x)). (7.69)
This is a map of C∞ class.
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We remark that the C2 distance between
u2 ◦ φ ◦ Φ1,x2,δ and u1
is smaller than o(ǫ). Note this C2 distance may not be smaller than ǫ, since we
changed ~w ′2 to ~w2. However the C
2 distance can certainly be estimated by o(ǫ).
Therefore in the same way as the proof of Lemma 7.26 we have
U(ǫ′; (Σ2, ~z2), u2,Ξ(2)) ⊂ U(o(ǫ); (Σ1, ~z1), u1,Ξ(1)). (7.70)
if ǫ′ is sufficiently amall.
Using it we can discuss in the same way as the proof of Lemma 7.56 to show
that there exists J˜ such that the next diagram commutes.
V(2)map(ǫ′)× V(2)(ǫ′)
R(2)−−−−→ L2m2+1−n(Σ1(δ′), X)× V(2)(ǫ′)yJ˜ yΦ
V(1)map(ǫ)× V(1)(ǫ)
R(1)−−−−→ L2m1+1−n(Σ1(δ), X)× V(1)(ǫ).
(7.71)
(Note the space Vmap(ǫ) for Ξ(1) is different form the space Vmap(ǫ) for Ξ(2). So we
put superscript (i) to distinguish them.) The commutativity of Diagram (7.71) im-
plies that J˜ is of Cn class. J˜ induce a map Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ in the same way as
Lemma 7.57. Using the fact that #~w1 = #~w2 we can show that Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′
is a Cn embedding in the same way as the proof of Lemma 7.58, that is, Case 1-1.
The proof of Proposition 7.34 now complete. 
The proof of Proposition 7.34 and Lemma 7.26 is completed. We turn to the
proof of Lemma 7.35.
Proof of Lemma 7.35. We consider the direct product
L2m+1(Σ1(δ), X)× V(1) (7.72)
and a bundle E1 on it such that its total space is
E1 = {((uˆ′,x, V ) | (uˆ′,x) ∈ (7.72), V ∈ L2m(Σ1(δ); (uˆ′)∗TX ⊗ Φ∗1,x,δΛ01)} (7.73)
with obvious projection. E1 → L2m+1(Σ1(δ), X)× V(1).
Lemma 7.62. If m is larger than 10, then E1 has a structure smooth vector bundle
and G1 acts on it.
Proof. Let (u′,x) ∈ (7.72). We put Φ1,x,δ(Σ1(δ)) = Σ1(x)(δ). There exists a
canonical identification
L2m(Σ1(x)(δ); (uˆ
′)∗TX ⊗ Φ∗1,x,δΛ01) ∼= L2m(Σ1(δ); (u′)∗TX ⊗ Λ01)
where u′ = uˆ′ ◦ Φ−11,x,δ. We defined
Iuˆ′,x : L
2
m(Σ1(x)(δ); (u
′)∗TX ⊗ Λ01)→ L2m(Σ1(δ);u∗1TX ⊗ Λ01).
in (7.12). Combining them we obtain a bijection
E1 ∼= L2m+1(Σ1(δ), X)× V(1) × L2m(Σ1(δ);u∗1TX ⊗ Λ01). (7.74)
We define C∞ structure of E1 by this isomorphism. G1 invariance of this trivializa-
tion is immediate from definition. 
The vector spaceE(uˆ′,x) is a finite dimensional linear subspace of L2m+1(Σ1(δ);u
∗
1TX⊗
Λ01).
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Lemma 7.63. ⋃
(uˆ′,x)∈(7.72)
{(uˆ′,x)} × E(uˆ′,x) (7.75)
is a smooth subbundle of the right hand side of (7.74).
Proof. This is nothing but Proposition 7.14. 
We pull back the bundle in Lemma 7.63 by the Cn embedding
V (p1; ǫ; Ξ
(1))→ Vmap × V(1)(ǫ)
R(1)→ L2m+1(Σ1(δ), X)× V(1)
to obtain a (finite dimensional) vector bundle on V (p1; ǫ; Ξ
(1)) of Cn class, which
we write E(p1; ǫ; Ξ
(1)). G1 acts on it and the action is of Cn class.
To complete the proof of Lemma 7.35 it suffices to show that E(p1; ǫ; Ξ
(1)) can
be glued to give a vector bundle of Cn class on U(((Σ, ~z), u); ǫ2).
Suppose p2 is ǫ close to p1 with respect to Ξ
(1). We choose a stabilization data
Ξ(2) at p2 (Definition 7.5).
Let Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ : V (p2; ǫ
′,Ξ(2)) → V (p1; ǫ,Ξ(1)) be the map we produced
during the proof of Proposition 7.34. We show that there exists a canonical lift of
this map to the fiber-wise linear map›Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ : E(p2; ǫ′; Ξ(2))→ E(p1; ǫ; Ξ(1)). (7.76)
We take e1, . . . , ed a basis of E((Σ, ~z), u). Then a frame of E(p1; ǫ; Ξ
(1)) is given
by
e1j(v,x) = Iuˆ′,x(I
(1)
x
(1)
0 ,φ
(1)
0 ;((Σ
′,~z ′),u′)
(g(1)(uˆ′,x)∗(ej)))
∈ L2m+1(Σ1(δ);u∗1TX ⊗ Λ01)
(7.77)
in (7.43). Here we write I
(1)
x
(1)
0 ,φ
(1)
0 ;((Σ
′,~z ′),u′)
and g(1)(uˆ′,x)∗(ej)) to indicate that
they are associated to Ξ(1). Note (x0, φ0) = (ψ(x), ψ˜|Σ(ψ(x))), (Σ′, ~z ′) = (Σ1(x), ~z1(x))
and
u′ = u1v,x : Σ1(x)(δ)→ X, uˆ′ = u′ ◦ Φ1,x,δ = u1v,x ◦ Φ1,x,δ : Σ1(δ)→ X.
e1j(v,x) is a C
n frame of E(p1; ǫ; Ξ
(1)) since it is a pull back of C∞ frame of
the bundle (7.63). Note (7.77) depends on p1 and Ξ
(1) but is independent of the
various choices we made in Subsection 7.4. (Those choices are used to prove the
smoothness of right hand side.)
When we use p2 and Ξ
(2), and (v′,x′) ∈ V(2)map × V(2)(ǫ′) we put
u′′ = u2v′,x′ : Σ2(x
′)(δ′)→ X, uˆ′′ = u′′ ◦ Φ2,x′,δ′ = u2v′,x′ ◦ Φ2,x′,δ : Σ2(δ′)→ X.
Suppose
(v′,x′) = Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′(v,x).
Then ψ(x) = ψ(x′). Note ψ in the left hand side is obtained from the deformation
theory of Σ1 and ψ in the right hand side is obtained from the deformation theory
of Σ2. It induces an isomorphism
(ψ˜|Σ(ψ(x)))−1 ◦ ψ˜|Σ(ψ(x)) : (Σ1(x), ~z1(x)) ∼= (Σ2(x′), ~z2(x′))
such that
u′′ ◦ (ψ˜|Σ(ψ(x)))−1 ◦ ψ˜|Σ(ψ(x)) = u′.
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Therefore the frame e2j(v
′,x′) is given byÄ ›Jp1,p2;Ξ(1),Ξ(2);ǫ′,ǫ(e2j)ä (v,x) = (Iuˆ′,x ◦ (Iuˆ′′,x′)−1)(e1j(v,x))
In the same way as Subsection 7.4 we can write the right hand side using local
coordinates and prove that ›Jp1,p2;Ξ(1),Ξ(2);ǫ,ǫ′ is of Cn class. 
Proof of Lemma 7.36. It remains to prove that the Kuranishi map s is of Cn class.
We use the trivialization (7.74) and regard E(p1; ǫ; Ξ
(1)) as a subbundle of the trivial
bundle (the right hand side of (7.74)).
For x ∈ V(1) we take the complex structure of Σ1(x) and pull it back to Σ1(δ)
by Φ1,x,δ. We thus obtain a (uˆ
′,x) parametrized family of complex structures on
Σ1(δ), which we denote by j(uˆ′,x). This is a family of complex structures depending
smoothly on (uˆ′,x). By definition
s(uˆ′, (uˆ′,x))
= ∂j(uˆ′,x)(uˆ
′)
=
Å
Aiσ(uˆ
′,x)(uˆ′(zσ))
∂uˆ′i
∂xσ
+Biσ(uˆ
′,x)(uˆ′(zσ))
∂uˆ′i
∂yσ
ã
∂
∂X iσ
⊗ dzσ.
(7.78)
on a (sufficiently small) coordinate chart Wσ on Σ1(δ) and Ωσ of X containing a
neighborhood of u1(Wσ). Here zσ = xσ +
√−1yσ is a complex coordinate of Wσ
and X iσ is a coordinate of Ωσ. A
i
σ and B
i
σ are smooth functions
Vmap × V(1)(ǫ)× Ωσ → C.
Therefore the Kuranshi map s is of C∞ class in terms of this trivialization. 
The proof of Proposition 6.15 is complete. In fact, Proposition 6.15 (5) holds at
[(Σ, ~z), u] by Condition 4.6 (2) and hence holds everywhere by taking ǫ1 small. 
7.6. From Cn structure to C∞ structure. So far we have constructed a G
equivariant Kuranishi chart of Cn class for any n. In this subsection, we show how
we obtain one in C∞ class.
We consider the embedding
R(1),m : V(1)map(ǫ)× V(1)(ǫ)→ L2m+1(Σ1(δ), X)× V(1)(ǫ)
as in (7.52). We put m in the suffix to specify the Hilbert space L2m+1 we use. We
proved that this is a smooth embedding of Cn class if m > n+ 10 and ǫ < ǫm. We
fix ǫ0 < ǫ10 and show the next lemma.
Lemma 7.64. The image of
R(1),10 : V(1)map(ǫ0)× V(1)(ǫ0)→ L211(Σ1(δ), X)× V(1)(ǫ0)
is contained in Ck(Σ1(δ), X) × V(1)(ǫ0) for any k and is a smooth submanifold of
L211(Σ1(δ), X)× V(1)(ǫ0) of C∞ class.
Proof. By elliptic regularity uv,x is a smooth map. Moreover Φ1,x,δ is a smooth
map. Therefore by definition the image of R(1),m is contained in C∞(Σ1(δ), X)×
V(1)(ǫ0).
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Remark 7.65. Actually by inspecting the construction, uv,x is independent of m
as far as (v,x) ∈ V(1)map(ǫm)× V(1)(ǫm). 13 We put
“Rk(1) : V(1)map(ǫ0)× V(1)(ǫ0)→ Ck(Σ1(δ), X)× V(1)(ǫ0)
Note the map
L2m(Σ1(δ), X)× V(1)(ǫ0)→ Ck(Σ1(δ), X)× V(1)(ǫ0)
is a smooth embedding for k > m+10. In fact the first factor is linear and bounded
embedding between Banach spaces and the second factor is the identity map. It
implies that the image R(1),10(V(1)map(ǫm)×V(1)(ǫm)) is a submanifold of Cn class if
n > m+10. The issue is ǫm → 0 as m→∞. 14 So to prove the lemma we consider
also the chart centered at various points altogether.
Let p2 ∈ V(1)map(ǫ0)×V(1)(ǫ0). We fixed a stabilization data Ξ(1) at p1. We take a
stabilization data Ξ(2) at p2 as in Case 5 of the proof of Proposition 7.34. We have
a commutative diagram (7.71)
V(2)map(ǫm)× V(2)(ǫm)
R(2)−−−−→ L2m+1(Σ2(δm), X)× V(2)(ǫm)yJ˜ yΦ
V(1)map(ǫ0)× V(1)(ǫ0)
R̂k(1)−−−−→ Ck(Σ1(δ), X)× V(1)(ǫ0).
(7.79)
with
Φ(F,x) = (F ◦ φ ◦ Φ1,x2,δ, ψ(x)). (7.80)
(See (7.69).) The map in the right vertical arrow is of C∞ class since F 7→ F ◦
φ ◦ Φ1,x2,δ is linear and ψ is smooth. It follows that the image of R(1),10 is of Cn
class at p2 for m > n + k + 10. Since this holds for any p2 and m, Lemma 7.64
follows. 
We regard V(1)map(ǫ0)×V(1)(ǫ0) as a manifold of C∞ class so that the embedding
R(1),10 becomes an embedding ofC∞ class. Note this C∞ structure may be different
from previously defined one, which is the direct product structure using Definition
7.18. They coincide each other at the origin p1 and also the underlying C
1 structure
coincides everywhere. We call this C∞ structure the new C∞ structure.
We remark that
V (p1; ǫ0,Ξ
(1)) = {(v,x) | u1v,x(w1,j(x)) ∈ N (1)j , j = 1, . . . , k1}.
13We do not use this fact in the proof of Lemma 7.64.
14In other words the Newton iteration we used in [FOOO8] converges in L2m topology for
(v,x) ∈ V
(1)
map(ǫm) × V(1)(ǫm) where ǫm → 0.
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by definition. We consider the next commutative diagram.
V(2)map(ǫm)× V(2)(ǫm)
R̂k(2)
//
J˜

Ck(Σ2(δ), X)× V(2)(ǫm)
Φ

((PP
PP
PP
PP
PP
PP
PP
X
V(1)map(ǫ0)× V(1)(ǫ0) R(1),10
// L211(Σ1(δ), X)× V(1)(ǫ0)
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥
(7.81)
where m > k + 10. Here the two maps to X appearing in Diagram (7.81) is given
by (uˆ′,x) 7→ uˆ′((Φi,x,δ)−1(wi,j(x))). Note this map
Ck(Σ2(δ), X)× V(2)(ǫm)→ X
is of Ck class. Therefore the composition
V(1)map(ǫ0)× V(1)(ǫ0)→ L211(Σ1(δ), X)× V(1)(ǫ0)→ X
(which is nothing but the map (v,x) 7→ u1v,x(w1,j(x)) is of Ck class with respect
to the new C∞ structure of V(1)map(ǫ0) × V(1)(ǫ0) at p2. (Here we use the fact that
Φ is of C∞ class, J˜ is an open embedding of Ck class, and the commutativity of
the Diagram (7.81).)
Since this holds for any p2 and k, the submanifold V (p1; ǫ0,Ξ
(1)) is a submanifold
of C∞ class of V(1)map(ǫ0)× V(1)(ǫ0) equipped with new C∞ structure.
We thus defined a C∞ structure on V (p1; ǫ0,Ξ(1)). Here ǫ0 is p1 dependent. So
we write V (p1; ǫp1 ,Ξ
(1)) from now on.
We next show that the coordinate change
Jp1,p2;Ξ(1),Ξ(2);ǫp1 ,ǫp2 : V (p2; ǫp2 ,Ξ
(2))→ V (p1; ǫp1 ,Ξ(1))
is of C∞ class with respect to the new C∞ structure.
Let p3 ∈ V (p2; ǫp2 ,Ξ(2)) be an arbitrary point. It suffices to prove that Jp1,p2;Ξ(1),Ξ(2);ǫp2 ,ǫp1
is of C∞ class at p3. We take stabilization data’s Ξ(3,1) and Ξ(3,2) at p3 as follows.
(1) p2,Ξ
(2) and p3,Ξ
(3,2) are as in Case 5 of the proof of Proposition 7.34.
(2) p1,Ξ
(1) and p3,Ξ
(3,1) are as in in Case 5 of the proof of Proposition 7.34.
We consider the next diagram.
V (p3; ǫ
′,Ξ(3,2))
J
p2,p3;Ξ
(2),Ξ(3,2);ǫ′,ǫp2−−−−−−−−−−−−−−−→ V (p2; ǫp2 ,Ξ(2))yJp3,p3;Ξ(3,1),Ξ(3,2);ǫ,ǫ′ yJp1,p2;Ξ(1),Ξ(2);ǫp1 ,ǫp2
V (p3; ǫ,Ξ
(3,1))
J
p1,p3;Ξ
(1),Ξ(3,1);ǫp1 ,ǫ−−−−−−−−−−−−−−−→ V (p1; ǫp1 ,Ξ(1)).
(7.82)
The commutativity of Diagram (7.82) up to G1 action is a consequence of (7.45).
By the proof of Lemma 7.64 and the definition of the C∞ structures, the hor-
izontal arrows are smooth at the origin p3. Therefore it suffices to prove that
the left vertical arrow is of C∞ class at p3. This is actually a consequence of
the proof of Proposition 7.34. To carry out the proof of Proposition 7.34 we take
L2m+2n+1 space for Ξ
(3,2) and L2m+n+1 space for Ξ
(3,1). Then the coordinate change
Jp3,p3;Ξ(3,1),Ξ(3,2);ǫ,ǫ′ is of C
n class if m > n+10. Therefore Jp1,p2;Ξ(1),Ξ(2);ǫp1 ,ǫp2 is
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of Cn class for any n. So it is of C∞ class. We thus proved that our smooth struc-
tures on V (p1; ǫ0,Ξ
(1)) can be glued to give a smooth structure on U(((Σ, ~z), u); ǫ2).
The proof that we can define a smooth structure on our obstruction bundle
E(((Σ, ~z), u); ǫ2) is similar. Note the new C
∞ structure on V (p1; ǫ0,Ξ(1)) is defined
so that the map
V (p1; ǫ0,Ξ
(1))→ V(1)map(ǫ0)× V(1)(ǫ0)→ L211(Σ1(δ), X)× V(1)(ǫ0)
is an embedding of C∞ class. Therefore we can define a smooth structure on
E(p1; ǫ; Ξ
(1)) so that the trivialization (7.74) is a trivialization of C∞ class.
The proof that the map›Jp1,p2;Ξ(1),Ξ(2);ǫp1 ,ǫp2 : E(p1; ǫ; Ξ(1))→ E(p2; ǫ; Ξ(2)).
(7.76) is of C∞ class is the same as the proof that Jp1,p2;Ξ(1),Ξ(2);ǫp1 ,ǫp2 is of C
∞
class.
The smoothness of the Kuranishi map is immediate from (7.78).
The proof of Lemma 7.36 is now complete. 
8. Convex function and Riemannnian center of Mass: Review
This section is a review of convex function and center of mass technique, which
are classical topics in Riemannnian geometry. (See [GK].) We include this re-
view in this paper since this topic is not so familiar among the researchers of
pseudo-holomorphic curve, Gromov-Witten theory, or Floer homology. (For ex-
ample Proposition 8.8 is hard to find in the literature though this proposition is
certainly regarded as ‘obvious’ by experts.)
LetM be a Riemannnian manifold. We use Levi-Civita connection∇. A geodesic
is a map ℓ : [a, b]→M such that ∇ℓ˙ℓ˙ = 0 and ‖ℓ˙(t)‖ is a nonzero constant.
Definition 8.1. A function f : M → R is said to be convex if for each geodesic
ℓ : [a, b]→M we have
d2
dt2
(f ◦ ℓ) ≥ 0. (8.1)
f is said to be strictly convex if the strict inequality > holds.
In case
d2
dt2
(f ◦ ℓ) ≥ c > 0
for all geodesic ℓ with ‖ℓ˙‖ = 1, we say f is c-strictly convex.
The usefulness of strict convex function for our purpose is the following:
Lemma 8.2. Let f : M → R be a strictly convex function. Suppose f assumes
its local minimum at both p, q ∈ M . We also assume that there exists a geodesic
joining p and q. Then p = q.
Proof. This is an immediate consequence from the fact if h : [a, b]→ R be a strictly
convex function and h assume local minimum at both a, b then a = b. 
A typical example of strictly convex function is the Riemannnian distance. We
denote by dM :M ×M → R≥0 the Riemannnian distance function. Let U ⊂M be
a relatively compact open subset.
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Lemma 8.3. There exists ǫ > 0 such that on
{(p, q) | p, q ∈ U, dM (p, q) < ǫ}
the function
(p, q) 7→ dM (p, q)2
is smooth and strictly convex.
This is a standard fact in Riemannian geometry. We use the next lemma also.
Lemma 8.4. Let N be an oriented manifold with volume form ΩN and f :M×N →
R a smooth function. Suppose that for each y ∈ N x 7→ f(x, y) is convex and for
each x0 ∈M there exists y such that x 7→ f(x, y) is strictly convex in a neighborhood
of x0. Then the function F :M → R
F (x) =
∫
N
f(x, y)ΩN
is strictly convex.
The proof is obvious.
For our application we need to show convexity of certain functions induced by
a distance function. We use Proposition 8.8 for this purpose. We also need to
ensure uniformity of various constants obtained. We use a version of boundedness
of geometry for this purpose. The next definition is a bit extravagant for our
purpose. However the situation we use certainly can be contained in that category.
Definition 8.5. A family {(Nb,Kb) | b ∈ B} of a pair of Riemannnian manifolds
Mb and its compact subsets Kb is said to be of bounded geometry in all degree if
there exists µ > 0 and Ck (k = 0, 1, . . . ,) with the following properties.
(1) The injectivity radius is greater than µ at all points x ∈ Kb ⊂ Nb.
(2) Moreover the metric ball of radius µ centered at x ∈ Kb ⊂ Nb are relatively
compact in Nb.
(3) We have estimate
‖∇kRNb‖ ≤ Ck,
for k = 0, 1, 2, . . . . Here RNb is the Riemannn curvature tensor of Nb and ∇
is the Levi-Civita connection. The inequality holds everywhere (point-wise)
on Nb.
When we need to specify µ, {Ck} we say bounded geometry in all degree by µ,
{Ck}.
Remark 8.6. We consider a pair (Nb,Kb) rather than a single Riemannnian man-
ifold Nb, in order to include the case when our Riemannnian manifold is not com-
plete.
We use geodesic coordinate exp : Bµ/2,xNb → Nb. Here Bµ/2,xNb is the metric
ball of radius µ/2 centered at 0 in the tangent space TxNb. Item (3) implies that
the coordinate change of geodesic coordinate has uniformly bounded Ck norm for
any k.
Definition 8.7. Let {(Nb,Kb) | b ∈ B} be as in Definition 8.5 and M a Riemann-
nian manifold. Let δ < µ/2. A family of smooth maps fb : Nb →M is said to have
uniform Ck norm on the δ neighborhood of Kb if the composition
fb ◦ exp : Bδ,xNb →M (8.2)
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has uniformly bounded Ck norm. Here we regard Bδ,xNb = {V ∈ TxNb | ‖V ‖ < δ}
as an open subset of the Euclid space.
When we specify the Ck bound, we say has uniformly bounded Ck norm ≤ Bk.
It means that the Ck norm of (8.2) is not greater than Bk.
Proposition 8.8. Given µ, {Ck}, B, δ, ρ there exists ǫ with the following proper-
ties.
Let {(Nb,Kb) | b ∈ B} have bounded geometry in all degree by µ, {Ck} and
fb, gb : Nb → M be a pair of smooth maps such that they have uniform C2 bound
by B on δ neighborhood of Kb. Suppose
dM (fb(x), gb(x)) ≤ ǫ
holds on δ neighborhoods of Kb. Moreover we assume
dTM (DV fb, DV gb) ≥ ρ
for all V ∈ TxNb, ‖V ‖ = 1, d(x,Kb) < δ. (Here d is the Riemannnian distance in
the tangent bundle of M .)
Then the function
x 7→ dM (fb(x), gb(x))2 (8.3)
on Kb is strictly convex. Moreover there exists σ depending only on µ, {Ck}, B, δ,
ρ such that (8.3) is σ-strictly convex.
Proof. Let ℓ : [−c, c] → BδKb = {x ∈ Nb | dNb(x,Kb) < δ} be a geodesic of unit
speed. We put γb(t) = (fb(ℓ(t)), gb(ℓ(t)). Note
(Hessh)(V, V ′) = ∇V∇′V h−∇∇V V ′h
is symmetric 2 tensor. If h = d2M then
(Hess d2M )(V, V ) ≥ σ′‖V ‖2
if V = (V1, V2) ∈ T(p,q)M2, ‖V ‖ = 1, dM (p, q) < ǫ1 and dTM (V1, V2) ≥ ρ. Therefore
d2
dt
(d2M ◦ γb) ≥ Cρ− C∇∇γ˙b γ˙bd2M .
The second term can be estimated by
C|dM ||∇dM | ≤ Cǫ1.
The proposition follows. 
We also use the following lemma in Subsection 7.4.
Lemma 8.9. Let π : M → N be a smooth fiber bundle on the open subset of a
Hilbert space. We assume that the fibers are finite dimensional and take a smooth
family of Riemannian metrics of the fibers.
Let f :M → R be a smooth function. We assume:
(1) The restriction of f to the fibers are strictly convex.
(2) The minimum of the restriction of f to the fibers π−1(x) is attained at the
unique point g(x) ∈ π−1(x) for each x ∈ N .
Then the map g : N →M is smooth.
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Proof. The proof of continuity of g is an exercise of general topology, which we
omit.
Let KerDπ ⊂ TM be the subbundle consisting of the vectors of vertical direction.
We define a section of its dual KerDπ∗ by
∇vertf : y 7→ (V 7→ V (f)).
Here y ∈ M , V ∈ KerDyπ ⊂ TyM . By assumption (∇vertf)(y) = 0 if and only if
y = g(x) for x = π(y).
The differential of ∇vertf at g(x) is the Hessian of f |π−1(x) at x and so is non-
degenerate by strict convexity of f |π−1(x).
The smoothness of g now is a consequence of implicit function theorem. 
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