We developed a multigene predictor of pathologic complete response (pCR) to preoperative weekly paclitaxel and fluorouracil-doxorubicin-cyclophosphamide (T/FAC) chemotherapy and assessed its predictive accuracy on independent cases.
INTRODUCTION
Despite the critical importance of selecting the most effective adjuvant/neoadjuvant chemotherapy for an individual, diagnostic tests to guide selection of the optimal regimen for a particular patient are lacking. [1] [2] [3] [4] Estrogen receptor (ER) -negative status, high grade, and high proliferative activity are histologic characteristics that tend to indicate more chemotherapy-sensitive cancer. [5] [6] [7] However, these clinicopathologic variables predict general chemotherapy sensitivity and therefore, have little potential to guide selection of a specific regimen. Neoadjuvant (preoperative) chemotherapy provides an opportunity to directly assess tumor response to therapy. Furthermore, complete eradication of all invasive cancer from the breast and regional lymph nodes, pathologic complete response (pCR), is associated with excellent long-term cancer-free survival. 8, 9 Our goal was to evaluate gene expression profiling as a potential tool to predict who may achieve pCR to sequential anthracycline paclitaxel preoperative chemotherapy. We selected a complex multidrug regimen for study because combination chemotherapy represents the current clinical standard for patients who require systemic cytotoxic treatment. Also, gene signatures that are predictive of response to individual drugs may not fully capture sensitivity to combination chemotherapy. In an earlier small study (n ϭ 42) we reported that it is possible to perform gene expression profiling on fine-needle biopsies of newly diagnosed breast cancer and that a multigene predictor of pCR has been developed promising predictive performance. 10 The current study represents an extension of the earlier work. We used a larger sample size for predictor discovery (n ϭ 82) and used a commercially available standard gene expression profiling technology. We systematically examined the performance of a large number of potential predictors in cross validation in the training data and selected one final predictor for independent validation in 51 new cases. In the current study, we also examined the reproducibility of prediction results in 31 replicate experiments.
PATIENTS AND METHODS

Patients and Samples
This biomarker discovery trial was conducted at the Nellie B. Connally Breast Center of the University of Texas M.D. Anderson Cancer Center (MDACC) in Houston, TX, and at the Instituto Nacional de Enfermedades Neoplásicas (INEN) in Lima, Peru. During this research, patients were asked to undergo pretreatment fine-needle aspiration (FNA) of the primary breast tumor or ipsilateral axillary metastasis before starting chemotherapy as part of an ongoing pharmacogenomic marker discovery program. 11 The aspiration was performed using a 23-or 25-gauge needle. Cells from two to three passes were collected in vials containing 1 mL RNA later solution (Ambion, Austin, TX) and stored at Ϫ80°C. FNA samples on average contain 80% neoplastic cells and contain little or no stromal cells or normal breast epithelium.
12 Gene expression data generated from FNAs capture the molecular characteristics of the invasive cancer, including the molecular class. 13 Approximately 70% of all aspirations yielded at least 1 g total RNA required for the gene expression profiling. The main reason for failure to obtain sufficient RNA was acellular aspirations. One hundred thirty-one consecutively accrued patients with at least 1 g RNA were included in this analysis. All patients received 24 weeks of sequential paclitaxel and fluorouracil-doxorubicin-cyclophosphamide preoperative chemotherapy. Metallic markers were placed under radiologic guidance in the shrinking tumor bed for any patient interested in breast-conserving surgery, whose tumor became less than 2 cm measured by ultrasonogram or mammogram during the course of treatment. At the completion of neoadjuvant chemotherapy, all patients had modified radical mastectomy or lumpectomy and sentinel lymph node biopsy or axillary node dissection as determined appropriate by the surgeon. Grossly visible residual cancer was measured and representative sections of the cross sectional area were submitted for histopathologic study. When there was not grossly visible residual cancer, the slices of the specimen were radiographed, and all areas of radiologically and/or architecturally abnormal tissue were entirely submitted for histopathologic study. pCR was defined as no residual invasive cancer in the breast or lymph nodes. Residual in situ carcinoma without invasive component was also considered a pCR. This study was approved by the institutional review boards of MDACC and INEN, and all patients signed an informed consent for voluntary participation. Clinical characteristics of the patients are presented in Table 1 .
RNA Extraction and Gene Expression Profiling
RNA was extracted from FNA samples using the RNAeasy Kit (Qiagen, Valencia, CA). The amount and quality of RNA were assessed with DU-640 UV Spectrophotometer (Beckman Coulter, Fullerton, CA), and they were considered adequate for further analysis if the optical density 260/280 ratio was Ն 1.8 and the total RNA yield was Ն 1g. Of the 133 RNA specimens used in this study, 33 were also included in the previous pharmacogenomic analysis. 10 These 33 cases were profiled on both the Affymetrix U133A chip (Santa Clara, CA) and the proprietary cDNA array. The results of the cross platform comparison were published previously.
14 cRNA generation and second-strand cDNA synthesis were performed as described previously. [12] [13] [14] No second round amplification was performed. Thirty-one total RNA specimens were split, labeled, and hybridized in duplicates several months apart in the same and in a different laboratory to assess technical reproducibility of gene expression-based predictions.
Data Analysis dCHIP V1.3 (http://www.dchip.org) software was used to generate probe level intensities and quality measures including median intensity, percent of probe set outliers, and percent of single probe outliers for each chip. This program normalizes all arrays to one standard array that represents a chip with median overall intensity. This reference chip and the normalization procedure is available online (http://www.bioinformatics.mdanderson.org/ pubdata.html). Normalized gene expression values were transformed to the log 10 scale for analysis. To identify differentially expressed genes between cases with pCR and those with residual disease (RD) genes, two-sample, unequal-variance t tests were performed and genes rank ordered by P values. Beta uniform mixture analysis (BUM) of the P values showed a nonuniform distribution and was used to estimate false discovery rates (FDRs). 15 We constructed multigene classifiers using combinations of the most informative genes and several different class prediction algorithms including support vector machines with linear, radial, and polynomial kernels (SVM), Diagonal Linear Discriminant Analysis (DLDA), and K-nearest neighbor (KNN) using Euclidean distance. 16 Monte Carlo cross validation (CV) was performed by repeated iteration (n ϭ 100) of stratified random sampling to estimate the prediction performance of the different classifiers in the training data and to facilitate selection of a single classifier for independent validation. Stratification was performed to insure that the relative proportion of outcomes sampled in both cross-validation training and test sets was similar to the original proportions for the full training data. We performed complete CV including gene selection in each iteration to avoid selection bias.
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To assess whether the performance of a chosen predictor differed significantly from what chance alone could produce, a random-label permutation test was performed.
18 During this process, the outcome label of each case (ie, pCR v RD) was randomly reassigned. One thousand such data sets with randomly permutated labels were created, and predictors were generated with repeat selection of the top probes with each iteration. The observed prediction error rate for the data set is compared with the distribution of the error rates observed with the randomly permutated data sets to calculate a permutation P value.
Classifier performance on the validation data were assessed by using the area under the receiver operating characteristic (ROC) curve (AUC) and its compliment, the area above the curve (AAC; AAC ϭ 1ϪAUC). The ROC curve is a graphical display of the false-positive rate and the true-positive rate from multiple classification rules. 19 The ROC curve arises when a continuous predictor value is calculated for each subject for a broad range of thresholds. A case is called test-positive (eg, predicted to have pCR) if the threshold is above a defined value. The total area under the ROC curve is a summary measure of the test's ability to correctly classify those with and without the outcome of interest. An AUC of 1 represents a perfect test; an AUC of 0.5 represents a test no better than random prediction.
We also evaluated the performance of a multivariate clinical predictor. The predictor utilized clinical variables only to predict pCR and was constructed similarly to the genomic predictor. Informative variables were identified through logistic regression performed on the training set, and a multivariate predictor was constructed using a DLDA machine learning algorithm identical to that used for the pharmacogenomic predictor. A three-variable-based (nuclear grade, age, and ER status) DLDA prediction model was tested on the independent validation set and its performance compared to the multigene predictor using ROC analysis. A combined clinical plus genomic model was also assessed that included age, dichotomized versions of ER status determined by routine immunohistochemistry (Ն 10% of cells with positive nuclear staining versus Ͻ 10%) and grade (grade 3 v grades 1 or 2) as variables in addition to the genes already included in the pharmacogenomic prediction models. Predictor learning was also evaluated for selected pharmacogenomic models. One hundred and twenty cases from the training and validation sets were included in this analysis. Nine different training sample sizes ranging from 20 to100 by increments of 10 were created. The test set size was kept constant at 20. Stratified sampling was used to preserve the ratio of pCR and RD cases in each training and test sets. For each training set, feature selection was repeated to identify the top 30 informative genes. The area above the ROC curve and the misclassification error rate were calculated for 50 random sample sets generated for each nine training set sizes (n ϭ 20, 30, 40, . . .100). The following learning curve model was fit to the resulting AAC and misclassification error rate (MER) values:
Gene expression data are available at http://bioinformatics.mdanderson.org/ pubdata.html.
RESULTS
Pathologic Response Rate and Selection of Informative Genes
The overall pCR rate in the 133 patients was 26% (n ϭ 34), which is consistent with results from a larger randomized study using the same preoperative therapy. 20 The first 82 cases were used as a training set (including 21 cases of pCR) to develop pharmacogenomic and clinical predictors. This training set size was determined by fitting learning curves to gene expression data (see below). The next 51 consecutive cases, including 13 cases of pCR, were used as independent test set to assess accuracy. In univariate analysis including clinical variables, age, nuclear grade, and ER status were significantly associated with pCR in the training set. In a logistic regression model including age, pretreatment T stage, N stage, nuclear grade, ER status, and HER2 status as predictors, only ER status (P ϭ .0037) and age (P ϭ .012) remained significant. To select informative genes for response prediction, we compared gene expression data from cases with pCR to those with RD in the training set. Setting the FDR to 5% resulted in 395 probe sets, 1% in 56 probe sets (corresponding to 49 genes) and 0.5% in 31 probe sets (27 genes). Table 2 presents the top 31 probe sets that were differentially expressed between the 2 response groups at an FDR of 0.5%. When similar analyses were performed separately for ER-positive (n ϭ 35) and ER-negative cases (n ϭ 47), BUM analysis of P values indicated the possibility of high false discovery rates even with small P values. Small sample size and relatively few events, particularly in the ER-positive group (three pCR), may have prevented the identification of differentially expressed genes with confidence within these subsets. Indeed, when predictors were constructed from genes separately associated with pCR in ER-negative and ER-positive cancers, these predictors were inferior to predictors that used genes selected from all cases.
Development of a Multigene Predictor of Pathologic Complete Response
We used gene expression data from the first 82 consecutively enrolled patients to develop a pharmacogenomic predictor. There is no consensus on what the best statistical method (if any) is to develop the most efficient class predictor from gene expression data. Therefore, we evaluated the performance of 780 different class predictors Figure 1 shows the area above the ROC (AAC) results for each of these predictors derived from the means of 100 iterations of five-fold complete CV plotted against the number of genes included in the classifiers. The SVM classifiers did worse than the others in this particular data set. The performance of the DLDA and KNN classifiers improved with increasing numbers of genes leveling off at about 80 genes. Among the classifiers with fewer than 80 genes, DLDA did slightly better than KNN achieving the best performance at 26 genes corresponding to 30 probe sets that are shown on Table 2 . In five-fold cross validation in the training set, this predictor showed mean area above the ROC curve (AAC) of 18% (95%CI: 0% to 37%), MER 27% (6% to 47%), sensitivity 75% (35% to 100%), specificity 73% (48% to 97%), and positive and negative predictive values (NPVs) of 50% (20% to 79%) and 90% (75% to 100%), respectively. To determine if the 30 probe set DLDA classifier performed significantly better than chance we did permutation testing in cross validation. None of the 1000 permuted data sets had performance as high as or higher than that calculated from the original class labels. This 30-probe set predictor (DLDA-30) was selected for independent validation. However, the mean AAC point estimates for most of the other classifiers fall within the 95% confidence interval of the DLDA-30 results. This indicates that picking the best classifier is a somewhat arbitrary process because many prediction methods and gene sets show statistically equal performance in complete cross validation. We also used the same 82 cases to develop a clinical variable based predictor of pCR. Younger age, ER-negative status, and high nuclear grade were associated with increased probability of pCR in univariate analysis. These three variables were combined with the same DLDA class prediction rule as used for the genomic data to create a clinical predictor. This model was trained on the 82 cases to determine the classification threshold and was applied to independent validation cases to compare its performance with that of the DLDA-30 genomic predictor.
To estimate the training set size that is necessary to develop a pharmacogenomic predictor that operates near to its plateau, we examined how the performance characteristics of DLDA-30 changed as the training set size increased. One would expect some improvement in prediction accuracy and narrowing of confidence intervals as the predictor is developed and trained on larger and larger sample sets. The steepness of this "learning curve" may help determine a reasonable sample size for predictor discovery.
21 Figure 2 shows the change in mean AAC as the classifier was developed from 20 to 100 cases in increments of 10. The results indicate a steady but modest improvement in performance as the training set size increases. Based on these observations a DLDA-30 predictor developed from 80 cases was projected to be only marginally inferior to a predictor developed from 200 cases. Essentially similar learning curves were obtained for KNN and SVM methods that all exhibited minimal improvement in projected performance beyond 60 to 100 training cases.
Performance of the DLDA-30 Pharmacogenomic Predictor in Independent Validation
We tested the prediction accuracy of the DLDA-30 predictor, the clinical variable-based predictor (DLDA including age, grade and ER-status) and a combined clinical-genomic predictor (DLDA with 33 variables including 30 probe sets ϩ age, ER, and grade) on 51 independent individuals who were accrued consecutively after the discovery set was completed. Figure 3 shows the ROC curves for the distinct prediction models. The genomic (AUC ϭ 0.877) and the combined clinical and genomic models (AUC ϭ 0.879) showed better overall performance than the clinical-only model (AUC ϭ 0.811). Formal statistical comparison of the three distinct ROC curves showed no significant difference between the curves. However, the models including genomic data had substantially higher sensitivity (92%; 95% CI, 0.64 to 0.99) compared with the clinical model (61%; 95% CI, 0.32 to 0.86). In the validation, the genomic predictor correctly identified 12 of 13 patients with pCR compared with eight correctly predicted by the combination of ER status, grade, and age. Also, 27 of 28 patients who were predicted to have residual disease by the pharmacogenomic test had residual cancer compared with of 32 of 37 when clinical variables were used. Table  3 and Figure 4 presents descriptive statistics for the clinical and pharmacogenomic predictors, respectively. Importantly, different cases were misclassified by the two models. This suggests that the combination of the clinical and genomic information may further improve performance. Indeed, the combined clinical plus genomic model was nominally best (AUC ϭ 0.879). However, if it is at all possible to develop a combined model that shows unequivocal statistical superiority over a genomic or clinical predictor alone, it will require a substantially larger training set size.
Reproducibility of Pharmacogenomic Prediction in Replicate Experiments
We evaluated the technical reproducibility of the results in replicate experiments. Thirty-one of the 133 total RNA specimens were profiled twice at different points, and at two different laboratories but using the same platform and operating procedure. The replicates included 20 cases from the training set and 11 cases from the validation set. We applied the DLDA-30 predictor to both the original and replicate data and examined how often the same prediction was made. Thirty of the 31 replicate data sets yielded identical response prediction result (97% concordance). One case was a near miss (Fig 5) . When the combined clinical and genomic model was used, all 31 replicates yielded the same prediction.
DISCUSSION
We developed a multigene predictor of pCR to preoperative sequential weekly paclitaxel followed by FAC chemotherapy from fine-needle biopsies of breast cancer. pCR is a meaningful clinical end point to predict because these patients experience prolonged disease-free and overall survival compared with patients with lesser response. Good survival in these patients probably reflects benefit from chemotherapy since most clinical and gene expression variables that are associated with pCR (ie, high grade, ER-negative status, high Oncotype DX (Genomic Health Inc, Redwood City, CA) recurrence score) tend to predict worse prognosis in the absence of chemotherapy.
22 Gene expression data from 82 cases was used to identify genes associated with pCR. We constructed a large number of predictors and tested their performance in true cross validation in the training set. The classifier performances generally improved with increasing numbers of genes, but have reached a plateau at around 40 genes. This is not surprising since genes were ranked by P values of differential expression in univariate analysis; therefore, genes further down the list added less and less independent discriminating value. The majority of the 780 distinct predictors showed similar performance to the nominally best predictor. Other investigators have also observed this phenomenon. 23 This is due to the large number of genes that correlate at least to some extent with outcome and to the highly intercorrelated expression of individual genes. Many genes show correlation with outcome; however, the strength of correlation varies from training set to training set and therefore the rank order of genes is unstable. Since many genes are tightly coexpressed any one of the coexpressed genes could be selected for inclusion in a predictor and could yield equally good result. These observations partly explain why many of the prognostic and predictive signatures reported so far contain relatively few overlapping genes yet each gene set perform reasonably well in independent validation. Another important source of variation that contributes to the differences in predictor gene sets developed for the same purpose by different laboratories is the gene expression-profiling platform. Different platforms contain different genes and measure the expression of the same gene with different accuracy and dynamic range. 14 We selected the nominally best predictor with the least number of genes for independent validation in 51 cases. This predictor, DLDA-30, includes 30 probe sets and uses DLDA to formulate outcome prediction rule. The predictor showed substantially higher sensitivity (92% v 61%) and slightly better NPV (96% v 86%) than a clinical variable (ER, grade, and age) -based model. The high sensitivity indicates that the predictor correctly identified almost all of the patients (92%) who actually achieved pCR. The positive predictive value (PPV) of the pharmacogenomic predictor was 52% (95% CI, 31% to 73%). Importantly, the lower bound of the 95% CI did not overlap with the 26% pCR rate observed with this regimen in unselected patients. 17 This indicates that the predictor can define a patient population who is more likely to achieve pCR than the general patient population. However, the 52% PPV also indicates that many who were predicted to have pCR had a lesser response. This type of error may be considered acceptable in the adjuvant treatment setting. The NPV of the test was also high (96%; 95% CI, 82% to 100%), which indicates that less than 5% of test-negative patients (ie, predicted to have residual disease) achieved pCR. These performance statistics are similar, with regards to the NPV, and better with regards to PPV, than those seen with ER immunohistochemistry or HER2 gene amplification as predictive markers to endocrine or trastuzumab therapies, respectively. We also examined the reproducibility of the pharmacogenomic prediction results in 31 replicate experiments and observed a 97% concordance in prediction outcome for the DLDA-30 model and 100% concordance for the combined clinical and pharmacogenomic model. This indicates a very high level of technical reproducibility of pharmacogenomic predictions when the same RNA is used.
How do these results fit in with other recently reported molecular predictors of pCR? There is more than one method to predict probability of pCR. Patients with high recurrence score determined by the Oncotype Dx assay have greater probability to achieve pCR (to paclitaxel/FAC chemotherapy) than those with low recurrence score.
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Patients with basal-like breast cancer determined by hierarchical clustering using the "intrinsic gene list" also have higher probability of pCR than other molecular classes of breast cancer. 13 Reassuringly, all of these methods tend to identify the same group of patients, those with ER-negative, high grade and highly proliferative tumors. However, they also seem to add some incremental predictive value to the known clinical characteristics. Appendix Tables 1 and 2 (online only) shows pCR rates in the training and validation sets as a function of ER-status and Appendix Figure 1 (online only) shows the correlation between Ki67 mRNA expression (probe sets 212022_s_at and 212023_s_at) and pCR. The discriminating value of these single gene variables is less than that of the combined model.
Predicting extreme chemotherapy sensitivity to paclitaxel/ anthracycline therapy can be useful in some clinical situations. However, the greatest contribution will come from the molecular test that can discriminate between likelihoods of response to different chemotherapy regimens and can therefore guide selection of one treatment over another. To develop such predictor gene expression data from cohorts of patients who received different chemotherapy regimens will be needed. Pharmacogenomic research also has the potential to open new insights into the biology of breast cancer and treatment response. Indeed, some of the genes from our predictive signature seem to contribute to the mechanism of sensitivity to paclitaxel. 24 In summary, we developed a 30-probe set DLDA classifier that predicts pathologic response to preoperative paclitaxel/FAC chemotherapy with higher sensitivity (92% v 61%) than a clinical variablebased predictor. In an independent validation set of 51 patients, this test correctly identified all but one of the patients who achieved pCR, and all but one of those who were predicted to have residual disease had residual cancer.
