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Abstract
There are many applications in gauge theories where the usu-
ally employed framework involving gauge-dependent Green’s functions
leads to considerable problems, for instance the analysis of charged
particles or of finite width effects. In order to overcome the difficulties
invariably tied to gauge-dependence, we present a manifestly gauge-
invariant approach. We propose a generating functional of appropri-
ately chosen gauge-invariant Green’s functions for the bosonic sector
of the Standard Model. Since the corresponding external sources emit
one-particle states, these functions yield the same S-matrix elements
as those obtained in the usual framework. We evaluate the full gen-
erating functional for the bosonic sector of the Standard Model up
to the one-loop level and carry out its renormalization in the on-shell
scheme. Explicit results for some two-point functions are given. Gauge
invariance is manifest at any step of our calculation.
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1 Introduction
The concept of gauge symmetry has played an important role in the devel-
opment of quantum eld theory and particle physics. Nevertheless, most
practical calculations in perturbation theory are done by xing a gauge at
the beginning and using gauge-dependent Green’s functions [1, 2]. Gauge-
dependence manifests itself only in the o-shell behaviour of these Green’s
functions. Their pole positions and residues, i.e., particle masses, decay
widths, and S-matrix elements, are gauge-independent. As long as one is
only dealing with physical, and therefore, gauge-invariant quantities there
seems to be no reason why the gauge symmetry should be manifest through-
out the whole calculation.
There are, however, situations where one is interested to gain informa-
tion from o-shell quantities or where one is forced to deal with them. For
instance, problems with the gauge-dependent approach arise when one is
dealing with nite width eects of unstable particles, which is relevant for
W -boson production at LEP2 or at future colliders [3]. Another example are
the oblique parameters S, T, U [4] which parametrize eects of new physics on
the vacuum polarization of the electroweak gauge bosons and which are de-
ned through gauge-dependent self-energies. O-shell information [5] is also
used to investigate the electroweak phase transition where one is studying
the eective potential at nite temperature. In the context of eective eld
theories one encounters gauge-dependencies [6], if one includes electromag-
netic eects [7] in chiral perturbation theory [8]. Another example where a
gauge-dependent framework causes considerable complications is the match-
ing of a full and an eective theory. As pointed out in Refs. [9, 10], there
are some subtleties involved concerning gauge invariance, if the matching is
performed at the level of gauge-dependent Green’s functions.
Several attempts have been made in order to solve these problems with
gauge-dependencies in dierent applications. For instance, the fermion loop
scheme [11] was developed to treat unstable particles in W -pair production.
The pinch-technique [12, 13] was used to dene quantities S, T, U which are
independent of the gauge-parameter [14]. Another approach to improve the
properties of Green’s functions with respect to gauge transformations is the
background eld method [15] which was applied to the Standard Model in
Ref. [16].
The techniques employed dier in the degree with which the symmetry
properties are manifest. All these approaches work within the usually em-
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ployed gauge-xed framework and try to improve the properties of Green’s
functions with respect to the gauge symmetry. Instead, we proposed a man-
ifestly gauge-invariant functional approach in Ref. [10] which is better suited
for the applications we have in mind. It deals from the beginning only with
Green’s functions of gauge-invariant operators. We rst applied our method
to an eective eld theory analysis of the Abelian Higgs model. Later we
showed how one can treat charged particles with this new method in a man-
ifestly gauge-invariant way [17]. This was done by a detailed comparison of
QED in our approach with the conventional, gauge-dependent method. The
extension to the electroweak Standard Model was briefly sketched in that
reference as well.
In the present paper we discuss the application of our method to the non-
abelian case in full detail. Generalizing the functional methods developed in
Refs. [18, 10, 17] we construct a generating functional for appropriately cho-
sen gauge-invariant Green’s functions for the bosonic sector of the Standard
Model at the one-loop level. This is done by coupling external sources to
gauge-invariant operators in such a way that the sources emit one-particle
states of the Higgs boson, the W - and Z-boson and the photon. Due to the
manifestly preserved gauge symmetry in our approach, the generating func-
tional and the corresponding Green’s function automatically exhibit useful
physical properties. In the usual approach to gauge theories these properties
have to be imposed by specic renormalization conditions or by employing
Ward identities. Finally, we show how one can extract physical quantities
like masses, coupling constants and S-matrix elements from these gauge-
invariant Green’s functions. Since the external sources emit one-particle
states, the gauge-invariant Green’s functions lead to the same S-matrix ele-
ments as those obtained in the usual framework. In a rst step we have not
included fermions in our analysis. In principle, the treatment of fermions is
straightforward in our approach. The corresponding source terms have been
written down already in Ref. [17].
Because we couple sources only to gauge-invariant operators it is possible
to calculate the generating functional and the corresponding Green’s func-
tions without xing a gauge in the path integral [10, 17]. At tree level we can
solve the equations of motions for the physical degrees of freedom and dene
their propagators. The manifestly gauge-invariant method generalizes to the
one-loop level where no Faddeev-Popov ghost elds appear. We note that the
propagators of the physical degrees of freedom which enter the solutions of
the equations of motion are not identical to the ones in unitary gauge in the
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usual framework. Therefore, the Green’s functions1 of our gauge-invariant
operators have a decent high-energy behaviour and the renormalizability of
the theory is clearly visible. This is due to the fact that the Goldstone boson
modes are still present in the loops. We will discuss the renormalization of
the theory in the presence of external sources in detail, using dimensional
regularization and employing heat-kernel techniques.
In the present work we concentrate on the development of a gauge-
invariant functional approach to the symmetry breaking sector of the Stan-
dard Model in the spontaneously broken phase. The construction is done in
such a way that the gauge symmetry is manifestly preserved at any stage.
In this respect our method diers from the treatment of charged particles
as proposed in Refs. [19, 20], although the starting point for the choice of
gauge-invariant elds is very similar.
As an application of our gauge-invariant method we will present an anal-
ysis of the electroweak chiral Lagrangian [21], which describes the low-energy
structure of a strongly interacting electroweak symmetry breaking sector, in
a separate publication [22]. We determine the number of independent pa-
rameters in the eective Lagrangian. Furthermore, we evaluate the eective
Lagrangian for the Standard Model with a heavy Higgs boson. The calcula-
tion is performed by matching gauge-invariant Green’s functions in the full
and the eective theory at low energies.
Finally, we note that there are other attempts in the literature to dene
gauge-invariant and gauge-independent Green’s functions in eld theories,
for instance the Vilkovisky-DeWitt eective action [23]. Another method
which naturally deals with gauge-invariant objects is of course lattice gauge
theory [24].
This paper is organized as follows: In the next Section we discuss our
choice of gauge-invariant operators and the corresponding external sources
which emit one-particle states of the bosons. Then we dene the generating
functional for the Green’s functions. In Section 3 we evaluate the generating
functional at tree level. In particular, we discuss the solutions of the equa-
tions of motion for the physical degrees of freedom. In Section 4 we calculate
the generating functional at the one-loop level in such a way that the gauge
symmetry is manifestly preserved throughout. The result encodes all one
1Note that we distinguish between the Green’s functions, like two-point or n-point
functions, of gauge-invariant operators which are obtained from the generating functional
and the propagators which appear in the solutions of the equations of motion at tree level
or within loop integrals.
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loop eects of the theory. In Section 5 we discuss the renormalization of the
model and determine the renormalization prescriptions. In Section 6 we cal-
culate the two-point functions for the gauge-invariant operators and present
some properties of these Green’s functions which follow from the gauge sym-
metry. Furthermore we extract the electric charge and the physical masses of
the bosons from the relevant two-point functions. Finally, we summarize our
results in Section 7. Some technical details and lengthy expressions which
are needed for the calculation can be found in several appendices.
2 The Lagrangian and the gauge-invariant
generating functional























denotes the Higgs boson doublet which is coupled to the
SU(2)L gauge elds W
a
 (a = 1, 2, 3) and the U(1)Y gauge eld B through
the covariant derivative
D = (∂ − iτ
a
2




Note that we have absorbed the coupling constants g and g0 into the gauge
elds W a and B, respectively. The eld strengths are given by
W a = ∂W
a
 − ∂W a + εabcW bW c (2.3)
B = ∂B − ∂B . (2.4)
The Higgs eld  and the gauge elds W a , B transform under SU(2)L gauge
transformations in the following way
 ! V , V 2 SU(2)




and under U(1)Y gauge transformations as follows
 ! e−i 12! 
B ! B − ∂ω . (2.6)
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For computational convenience we are working in Euclidean space-time.
For m2 > 0 the classical potential has its minimum at a nonzero value
y = m2/λ and the SU(2)L  U(1)Y symmetry is spontaneously broken
down to U(1)em. Accordingly, the eld  describes one massive mode, the
Higgs particle, and three Goldstone bosons which render the gauge elds
W and Z massive. Finally, the spectrum contains the massless photon. At
tree level, the masses and the electric coupling constant e are given by the
relations
M2H = 2m










Furthermore we will use the following denition of the weak mixing angle
c2  cos2 θW = M2W /M2Z , s2  1− c2 . (2.8)
In order to have nontrivial solutions of the equations of motion, we fur-
thermore couple external sources to the gauge elds and the Higgs boson.
As discussed in detail for the Abelian Higgs model in Ref. [10] and for QED
in Ref. [17], the appropriate choice for the source terms is crucial for a man-
ifestly gauge-invariant analysis.
The sources will only respect the gauge symmetry, if they do not couple
to the gauge degrees of freedom. Otherwise, one has to impose constraints
on the elds in order to solve the equations of motion. Usually, this problem
is cured by xing a gauge. However, one can also turn the argument around
and consider only those external sources which couple to gauge-invariant
operators. As we will see below, such a manifestly gauge-invariant treatment
is in fact possible at the classical level as well as when quantum corrections
are taken into account.
In order to write down appropriate source terms we will introduce another
set of elds for the dynamical degrees of freedom which are already invariant
under the non-abelian group SU(2)L and, in parts, under the Abelian group
U(1)Y as well. It has been known for a long time [25] that all elds in the
Standard Model Lagrangian can be written, in the spontaneously broken
phase, in a gauge-invariant way up to the unbroken U(1)em. It is convenient






where the unitary eld U , satisfying U yU = 1, describes the three Goldstone
bosons, while the radial component R represents the Higgs boson. Further-
more, we dene the Y -charge conjugate doublet
˜ = iτ2
 (2.10)
and similarly, U˜ = iτ2U
.
We introduce the following operators
V 1 = i˜








V 3 = i˜
yD˜− iyD = m2 R2Z
(2.11)

















~U y(D ~U)− U y(DU)
)
(2.14)




(W1  iW2) (2.16)
which are invariant under the SU(2)L gauge transformations from Eq. (2.5).
Up to a constant factor the operators V i in Eq. (2.11) correspond to the
currents of the global symmetry SU(2)R.

























Wa = ∂Wa − ∂Wa + εabcWbWc , a = 1, 2, 3 (2.18)
W3 = Z + B . (2.19)
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In order to calculate Green’s functions from which we then can extract
physical masses, coupling constants and S-matrix elements, we have to in-
troduce external sources which emit one-particle states of the Higgs eld and
the gauge bosons. In analogy to the Abelian case [10, 17] we couple sources
to the SU(2)L  U(1)Y gauge-invariant operator y and the eld strength
B . For the massive gauge bosons the situation is more involved. Whereas
the eld Z is fully gauge-invariant, the charged gauge elds W and the cor-
responding currents V  have a residual gauge-dependence under the U(1)Y
gauge transformations from Eq. (2.6):
W ! ei!W , V  ! ei!V  . (2.20)
We can, however, compensate this gauge-dependence by multiplying the
charged elds W and V  by a phase factor [19, 20, 17]. In terms of the
operators V a from Eq. (2.11) we can then write appropriate SU(2)LU(1)Y










with external sources h, K , and J
a
(a = 1, 2, 3). The phase factor in














G0(x− y) = hxj 1−2 jyi. (2.24)
Since the vacuum in the spontaneously broken phase corresponds to the
value R = 1, Green’s functions of the eld y contain one-particle poles of
the Higgs boson, whereas those of ϕabV b have one-particle poles of the gauge
bosons W and Z.
In Ref. [17] it was shown to all orders in perturbation theory that a
phase factor ϕ which is dened analogously to Eq. (2.22) does not spoil the
renormalizability of QED. Since the proof did not rely on any particular
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feature of QED, the same is true for the present case as well. This is due
to the fact that the phase factor only contains the Abelian gauge degree of
freedom which does not aect the dynamics of the theory. Since the operator
y and the currents V a from Eq. (2.11) have dimension less than four, source
terms involving these operators do not spoil the renormalizability either.
Green’s functions of the operators in Eq. (2.21) are, however, more singu-
lar at short distances than (gauge-dependent) Green’s functions of the elds
, W a , and B themselves. Time ordering of these operators gives rise to
ambiguities, and the corresponding Green’s functions are only unique up to
contact terms. In order to make the theory nite, these contact terms of
dimension four need to be added to the Lagrangian which is then given by
LSM = L0SM + L̂1source + L2source . (2.25)

























K̂ = K + cBj(∂J
Z
 − ∂JZ )− 2icBjj(J+ J− − J− J+ ) . (2.28)
The last term in Eq. (2.25) is dened by
L2source = − vdjjJZ [i(dJ+ − dJ+ )J− − i(dJ− − dJ− )J+ ]
+ vdj(dJ
+













































































(J1  iJ2) , JZ  J3 (2.30)
dJ

 = (∂  iBT )J , BT = PTB (2.31)
PT = δ − PL , PL = ∂∂
2
. (2.32)
The contact terms in L2source will not contribute to any physical S-matrix
elements.
For later use we dene the following SU(2)L  U(1)Y gauge-invariant
elds:
V a = ϕ
abV b (2.33)
W = ϕW (2.34)






ddy G0(x− y) ∂B(y)
)
. (2.36)
The projection on the transverse mode in Eq. (2.35) leads to a fully SU(2)L
U(1)Y gauge-invariant eld, since the SU(2)L invariant eld A from Eq.
(2.15) transforms under U(1)Y as follows
A ! A − ∂ω , (2.37)
i.e. like an Abelian gauge eld.
Furthermore we introduce the quantities:
Y = W + 4j , YZ = Z + 4JZ (2.38)
j = ϕ
J . (2.39)
The generating functional WSM [h, K , J
a
 ] for the gauge-invariant Green’s









Note that we still integrate over the original elds , W a , and B in Eq.
(2.40). Furthermore, we have absorbed an appropriate normalization factor
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into the measure dµ[, W a , B]. Derivatives of this functional with respect
to the eld h generate Green’s functions of the scalar density y, derivatives
with respect to the source K generate Green’s functions of the eld strength
B , while derivatives with respect to J
a
 generate Green’s functions for the
currents V a.
In the spontaneously broken phase, these Green’s functions have one-
particle poles from the Higgs boson as well as the gauge bosons. Thus, one
can extract S-matrix elements for the physical degrees of freedom from the
generating functional in Eq. (2.40). Due to the equivalence theorem [26] these
S-matrix elements will be identical to the ones obtained from those Green’s
functions which are used in the usually employed formalism. The presence
of the contact terms in L2source in Eq. (2.29) reflects the fact that the o-shell
continuation of the S-matrix is not unambiguously dened. Note that this is
a general feature of any eld theory and not particular to those involving a
gauged symmetry. The continuation we choose here has the virtue of being
gauge-invariant.
As was pointed out in Refs. [10, 17] it is possible to evaluate the path
integral in Eq. (2.40) without the need to x a gauge as will be shown in the
following.
3 Tree level
At tree level, the generating functional is given by




ddxLSM(Rcl,Wcl; ,Zcl ,Acl;T ) , (3.1)
where Rcl,Wcl; ,Zcl , and Acl;T are determined by the equations of motion
−2R = −
[
m2(R2 − 1) + Y+Y− +
1
4
YZ YZ − ĥ
]
R (3.2)

























−∂A = s2PTT − e2∂K̂ − e2PTS . (3.5)
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YZ − 8i(J+ W− − J− W+ ) . (3.7)
In order to simplify the notation we have omitted the prescription \cl" in
the equations above. In Eqs. (3.2) { (3.7) we have introduced the quantities:





Z + s2ZT −AT
])
W (3.9)
W = dW − dW (3.10)
Z = ∂Z − ∂Z (3.11)
A = ∂A − ∂A (3.12)
T = 2Z(W+W− +W+W− )− 4ZW+W− (3.13)
+ 2i(W+W− −W−W+ )
− 2i(dW+W− − dW−W+ − dW+W− + dW−W+ )
S = −vdjjJZ (J+ J− + J− J+ ) + 2vdjjJZ J+ J−
− 2vdj [i(dJ+ − dJ+ )J− − i(dJ− − dJ− )J+ ] . (3.14)
The covariant derivatives in dJ

 , dY , and dW are dened in the same
way as in Eq. (3.9).
Several things about equations (3.2) { (3.7) are worth being noticed. First
of all, only the physical degrees of freedom enter these equations. The ra-
dial variable R which is related to the massive Higgs boson is determined by
Eq. (3.2). Solutions for the massive gauge boson elds W , cf. Eq. (2.34),
and Z follow from Eqs. (3.3) and (3.4). Finally, Eq. (3.5) determines the
transverse component of the massless photon eld AT . Note that the equa-
tions of motion do not determine the longitudinal component of the photon
eld and the phase of the gauge boson elds W which correspond to the
U(1)Y gauge degree of freedom. Even more they do not determine the classi-
cal Goldstone boson eld U either, since it corresponds to the SU(2)L gauge
degrees of freedom. Thus, gauge invariance implies that these equations have
a whole class of solutions in terms of the original elds , W a , B. Every two
representatives are related to each other by a gauge transformation. Nev-
ertheless, the physical degrees of freedom are uniquely determined by these
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equations of motion. Moreover, since the action is gauge-invariant, the gen-
erating functional in Eq. (3.1) is uniquely determined as well.
The most important point is the fact that the classical Goldstone boson
eld U represents the SU(2)L gauge degrees of freedom. Thus, no Goldstone
bosons are propagating at the classical level of the theory. All gauge-invariant
sources emit physical modes only. Moreover, Eqs. (3.6) and (3.7), which
follow from the requirement that the variation of the Lagrangian with respect
to the Goldstone boson eld U vanishes, are not equations of motion, but
constraints expressing the fact that the gauge elds W ,Z, and A couple
to conserved currents. They can also be obtained by taking the derivative
of the equations of motion for the gauge elds. Note that we have already
used the constraints to bring these equations of motion into the form given
in Eqs. (3.2) { (3.5).
In order to solve the classical equations of motion (3.2) { (3.5) we intro-
duce a parameter χ which counts powers of the external sources:
h, K , J
a
 = O(χ) . (3.15)
From this we get the counting rules
R− 1,W ,Z,A = O(χ) . (3.16)
We will see below that this counting scheme is self-consistent.
The solution of the equation of motion for the Higgs eld R, Eq. (3.2),


















ddz GH(y − z)h(z)
)2
. (3.17)
In order to calculate the two-point functions of the physical elds in Section 6
we will not need the terms of third and higher order in powers of the external
sources in Eq. (3.17).
The solutions for the equations of motion for the gauge elds, Eqs. (3.3)




























We will only need the leading terms of the solution in powers of the external

















GH(x− y) = hxj 1−2+2m2 jyi
GW (x− y) = hxj 1−2+M2W jyiGZ(x− y) = hxj 1−2+M2Z jyiGA(x− y) = hxj 1−2 jyi
(3.24)
Note that the propagators for the physical degrees of freedom have a decent
high-energy behaviour and dier from the propagators in unitary gauge in
the usually employed framework.
The U(1)Y gauge degree of freedom of the longitudinal component of B
L

can be parametrized as follows:
BL = ∂ω (3.25)
with an arbitrary function ω. The solutions for the longitudinal component
of the photon AL and the phase of the W -boson eld W are given by
AL = ∂ω + s2ZL (3.26)
W = ei!W . (3.27)
The gauge-dependence of these elds manifests itself through the presence of
the undetermined function ω. The SU(2)L gauge invariance corresponds to





leads to the unitary gauge.
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4 One-loop level
The one-loop contribution to the generating functional can be evaluated with
the saddle-point method. Before we proceed with the explicit calculation of
the generating functional some general remarks are in order. If we write the
fluctuations y around the classical elds F cl as F = F cl + y, we obtain the












ddxyT D˜y . (4.1)
Gauge invariance implies that the operator D˜ has zero eigenvalues corre-
sponding to fluctuations y which are equivalent to innitesimal gauge trans-
formations. Indeed, if F cl;i is a solution of the equation of motion, i.e., a
stationary point of the classical action,
δSSM
δF i
∣∣∣∣∣F=Fcl = 0 , (4.2)
then any gauge transformation yields another equivalent solution. The index
i in F cl;i labels the dierent elds. Thus, dierentiating equation (4.2) with





∣∣∣∣∣F=Fcl = 0 . (4.3)
The quadratic form which appears in Eq. (4.3) is identical to the dierential
operator D˜. If we denote the zero eigenvector by ζ and parametrize it in
terms of scalar elds α by way of ζ = Pα, with some dierential operator
P , Eq. (4.3) translates to the identity P T D˜ = D˜P = 0. Let αm be the
eigenvectors of the operator P TP , i.e.
P TPαm = lmαm . (4.4)
Then, the expansion of the fluctuation y in terms of eigenvectors of the








where ζm = Pαm and ξn have zero and non-zero eigenvalues, respectively.
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In order to evaluate the path integral in Eq. (4.1), we use Polyakov’s










With our choice for the scalar elds αm, the metric on the kernel of the




T Pαm = δm¯mlm (4.7)
and the volume element associated with this metric is then given by








det P T P . (4.8)
The integration over the zero-modes yields the volume factor of the gauge
group, which can be absorbed by the normalization of the integral. The
remaining integral over the non-zero modes is damped by the usual Gaussian
factor. Up to an irrelevant innite constant one obtains the following result
for the one-loop generating functional from Eq. (4.1):






ln det0D˜ − 1
2
ln det P TP . (4.9)
The rst term on the right hand side represents the classical action which
describes the tree-level contributions to the generating functional. In the
second term, the determinant det0D˜ is dened as the product of all non-
zero eigenvalues of the operator D˜. The last term originates from the path
integral measure. The sum of the last two terms in Eq. (4.9) corresponds to
the one-loop contributions to the generating functional.
We now discuss in more detail the evaluation of the one-loop contribu-
tions to the generating functional in Eq. (4.1) for the Standard Model. The
choice of an appropriate parametrization of the physical modes and their
quantum fluctuations is very important in order to obtain an expression for
the dierential operator which is still tractable. We introduce the following
fluctuations f, ηa, wa, and b around the Higgs eld R, the Goldstone boson
eld U , the three SU(2)L gauge elds W
a
 and the U(1)Y gauge eld B,
respectively:






U ! e i2V U (4.11)
W ! W + 1
2
gwaV t

















, V 2 SU(2) . (4.15)
The matrices ti in Eq. (4.15) are dened through the relations
t1 = UU˜ y + U˜U y
t2 = i(UU˜ y − U˜U y)
t3 = U˜U˜ y − UU y
(4.16)
and fulll the Pauli algebra[
ti, tj
]
= 2iεijktk , fti, tjg = 2δij1 . (4.17)


























Dab ηb = ∂ηa − εabcWcηb . (4.20)
The basic idea for this choice of parametrization of the quantum fluctua-
tions is the following. If we shift the elds only linearly, the correspondence
between zero-modes of the dierential operator and fluctuations correspond-
ing to gauge transformations is only true at leading order. However, if we use
the parametrization given above this correspondence is true at higher orders
in the fluctuations as well.
16












describes the fluctuations of the gauge elds. Here
and in the following, lowercase Latin indices (a, b) run from 1 to 3, whereas
uppercase Latin indices (A, B) run from 1 to 4. The dierential operator D˜
which is acting on the space of fluctuations from Eq. (4.21) can be represented
by a 33-matrix. Before we write down this matrix it is useful to make some
additional transformations of the dierential operator.
As noted above, the dierential operator D˜ has zero-modes due to gauge
invariance. In the basis f, ηa, qA they can be written in the form 0MW RδaB
D˜AB
αB  Pα (4.22)
where αB are four arbitrary scalar functions. The covariant derivative D˜AB
is dened through
D˜AB = δAB∂ − fABcWc
fABc =
{
εabc , A = a, B = b
0 , A = 4 and / or B = 4
(4.23)
The generating functional is then given by the expression in Eq. (4.9).
Using the fact that zero and non-zero eigenvectors are orthogonal to each
other leads to the identity
lndet0(D˜) = lndet
(
D˜ + PP T + δP
)
− lndet(P TP ) , (4.24)
up to an irrelevant innite constant. Again, det0(D˜) denotes the product of
all non-zero eigenvalues. The operator δP will be dened below.
In order to remove the dependence of the dierential operators D˜+PP T +
δP and P
TP on the phase factor ϕ we dene:














 1 0 00 ϕab 0
0 0 OAB2






The transformation matrices O1 and O2 have unit determinant since det ϕ =
1, because the matrix T which appears in the phase factor is traceless, cf.
Eq. (2.23).
Therefore, the generating functional at the one-loop level can be written
in the following form








D˜ + PP T + δP
)
− ln det P T P
(4.28)
where the solutions of the equations of motion (3.2) { (3.5) have to be in-
serted. It represents the full one-loop contributions of the bosonic sector of
the Standard Model.
The explicit expressions for the components of the dierential operator
D˜ + PP T + δP , which we parametrize by
D˜ + PP T + δP
.
=





can be found in Eqs. (A.1) { (A.9) in Appendix A. The operators PP T , P TP ,
and δP are listed in Eqs. (A.21) { (A.23).
We would like to stress an important point here. At the classical level only
physical modes propagate. The classical Goldstone boson eld U cl represents
the SU(2)L gauge degrees of freedom. At the quantum level, however, the
situation is dierent. Quantum fluctuations around the classical eld U cl
denoted by ηa, cf. Eqs. (4.11) and (4.15), imply virtual Goldstone boson
modes propagating within loops. Note that these modes are absent in any
gauge-dependent approach based on the unitary gauge. They are, however,
necessary in order to ensure a decent high-energy behaviour of the theory.
In order to diagonalize the dierential operator D˜ + PP T + δP we intro-
duce some additional quantities:
D = D − δT d−1δ − ϑT−1ϑ (4.30)
 = D − δT d−1δ (4.31)





D˜ + PP T + δP
)








and the fact that the transformation matrix T has unit determinant, one
obtains the following intermediate result for the generating functional













lndetD − ln det P T P . (4.35)
In a second step we rotate from the fluctuations of the weak eigenstates of
the gauge bosons to the corresponding mass eigenstates:
D ! D˜ = ODOT (4.36)
with the orthogonal matrix
O =

1 0 0 0
0 1 0 0
0 0 c −s
0 0 s c
 . (4.37)



















where the components are dened by the following equations:
D˜M = D
M
 − δM;T d−1δM − ϑM;T −1ϑM , M = W,Z,A (4.39)
ξ˜M = ξ
M
 − δM;T d−1δM − ϑM;T −1ϑM , M = Z,A (4.40)
η˜A = η
A
 − δA;T d−1δA − ϑA;T −1ϑA . (4.41)
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Similar relations hold for the transposed components ξ˜Z;T , ξ˜
A;T
 , and η˜
A;T
 .
Furthermore, we have introduced the quantity
ϑM = 
M
 − δT d−1δM , M = W,Z,A . (4.42)
Note that the index W which appears in Eqs. (4.38), (4.39), and (4.42)
refers to the two components w1;2 of the fluctuations which correspond to
the original elds W 1;2 . We will use Greek letters α, β = 1, 2 to label these
two components. The expressions for the dierential operators which appear
in Eqs. (4.39) { (4.41) can be found in Appendix A. The operators δ and
 are listed in Eqs. (A.24) { (A.35). The rst terms on the right hand side
of Eqs. (4.39) { (4.41) are given by Eqs. (A.36) { (A.44).
Finally, we can diagonalize the dierential operator D˜ from Eq. (4.38)
in an analogous way to the diagonalization of the operator D˜ + PP T + δP in
Eq. (4.33). The corresponding transformation matrix has again unit deter-
minant. This is, of course, also true for the orthogonal matrix O, Eq. (4.37).
Therefore we can write the generating functional in the following form


















− lndetP TP . (4.43)
The operators which appear in Eq. (4.43) are dened through the relations
DW  D˜W = DW − δW ;T d−1δW − ϑW ;T −1ϑW (4.44)

























Equation (4.28) and the equivalent forms in Eqs. (4.35) and (4.43) repre-
sent our result for the generating functional WSM [h, K , J
a
 ] for the gauge-
invariant Green’s functions for the bosonic sector of the Standard Model.
These formulae encode the full tree-level and one-loop eects of the theory.
If one expands the generating functional up to a given order in powers of the
external sources one can extract any n-point Green’s functions for the gauge-
invariant operators y, B , and V a. Since the equations of motion (3.2)
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{ (3.7) only involve gauge-invariant elds and because the dierential op-
erators which enter the generating functional only contain gauge-invariant
quantities, cf. the explicit expressions in Appendix A, the evaluation of the
generating functional and the nal result will be manifestly gauge-invariant.
In Section 6 we will calculate the two-point functions of these gauge-invariant
operators. Before we come to this, we discuss in the next Section the renor-
malization of the theory in the presence of the external sources.
5 Renormalization
In order to render the generating functional WSM [h, K , J
a
] of the Standard
Model in Eq. (4.28), and the equivalent forms in Eqs. (4.35) and (4.43), -
nite, one has to renormalize the bare constants m2, λ, g, g0, the scalar eld
 and the sources before the regulator can be removed. There is no wave-
function renormalization for the gauge elds W a and B on account of gauge
invariance, cf. our denition of the covariant derivative in Eq. (2.2). The
ultraviolet divergences are related to the poles of the d-dimensional deter-
minant, which appear in the generating functional for d = 0, 2, 4, . . .. In
general, for a dierential operator D of the form
D = − D D + σ , D = ∂ + Γ , (5.1)
the pole term of the determinant at d = 4 is given by
1
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This identity can readily be derived [18] using the heat kernel method [28].
The symbol \tr" in Eq. (5.2) denotes the trace over internal and Lorentz
indices which will be suppressed in the following. We cannot apply, however,
formula (5.2) in our case. This is due to the fact that the dierential opera-
tor2 D˜ + P P T , which appears in the one-loop expression for the generating
functional, is not an ordinary local dierential operator of the form given
in Eq. (5.1), but a nonlocal functional of the elds due to the presence of
2For the calculation of the counterterms it is convenient to introduce a real represen-
tation for the Higgs field. See Appendix B for details.
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derivatives of the massless propagator G0(x − y) = hxj 1−2 jyi in some of the
components. These massless propagators originate from the phase factor ϕ,
cf. Eq. (2.22). In order to calculate the counterterms, we therefore split the
dierential operator in a local, Dloc, and a \nonlocal", δD, part
D˜ + P P T = Dloc + δD , (5.4)
where δD contains all the terms stemming from the phase factor. The explicit
expressions for these operators can be found in Appendix B, cf. Eqs. (B.10)
and (B.21). Using this decomposition we can write
1
2























+ . . . (5.5)
The rst term on the right-hand side of Eq. (5.5) can now be treated in the
usual way using Eq (5.2), whereas we can use a short distance expansion to
extract the divergent and local contributions from the other terms. Tech-
niques for performing such a short distance expansion have been discussed
in detail in Ref. [18]. Here we just present the general procedure.
















Due to the presence of one propagator D−1loc this term can be viewed as a
tadpole graph.
The ultraviolet poles in Eq. (5.6) are connected to the short distance prop-
erties of the operator Dloc, which in turn are governed by the Laplacian 2,
since Dloc is of the form given in Eq. (5.1). Observing that in d-dimensional
Euclidean space one has the identity
hxje2jyi = (4piλ)−d=2e−z2=4 , (5.7)
where z = x− y, we dene the heat kernel H(xjλjy) through the equation
hxje−Dlocjyi .= (4piλ)−d=2 e−z2=4 H(xjλjy) . (5.8)


















In the second line we have expanded the heat kernel H(xjλjy) in terms of the
heat coecients Hn(xjy). These heat coecients can in turn be expanded
around the point x in order to obtain local counterterms at the end:
Hn(xjy) = Hn(xjx)− z (∂Hn)jx=y +
1
2
zz (∂∂Hn)jx=y + . . . (5.11)
One now inserts the resulting expression for hxjD−1loc jyi into Eq. (5.6). More-
over, one can use the following representations for the massless propagator










































which appear in hyjδDjxi. If one now performs the integration over ddz and
the parameters ρ and λ, one observes that the ultraviolet poles manifest
themselves as divergences at the lower end of the integration over λ. Power
counting shows that higher order heat coecients Hn lead to a less singular
behavior for short distances since they are accompanied by additional pow-
ers of λ in Eq. (5.10). The same is true for higher derivative terms in the
expansion of Hn in Eq. (5.11), due to the presence of additional powers of
z. Therefore only a nite number of terms in the expansions in Eqs. (5.10)
and (5.11) lead to ultraviolet divergent contributions. At the end, we need
only the leading order term H0(xjx) and the next-to-leading order terms
(∂∂H0)jx=y and H1(xjx) to extract the counterterms. The explicit expres-
sions for these quantities can be inferred from the results (cf. Ref. [18] for
the derivation):































which can be interpreted as a two-point function with two propagators D−1loc .
Similar arguments as used above then lead to the observation that we need
only the leading term in the short distance behaviour of Dloc, which amounts
to setting
hxjD−1loc jyi ! hxj
1
−2 jyi , (5.17)
in Eq. (5.16). Again we have suppressed all internal and Lorentz indices in
Eq. (5.17). Finally, all the subsequent terms in Eq. (5.5), which contain three
and more propagators D−1loc , lead to ultraviolet nite integrals.
The ultraviolet contributions from the measure of the path integral to the
generating functional, i.e. the term −lndet P T P , can be treated in the usual
way, using Eq. (5.2). The explicit result for the operator P T P can be found
in Eq. (B.25).
This procedure leads to the counterterm Lagrangian from which one can
read o the renormalization prescriptions which will remove the poles in the
generating functional in Eq. (4.28). The full list of renormalization prescrip-
tions for all the elds, the mass parameter m2, the coupling constants, and
the sources are listed in Appendix B in Eqs. (B.26) { (B.33), and (B.36) {
(B.60). In the next Section we will only need the renormalization prescrip-
tions for the elds, the mass and the coupling constants which are given in
Eqs. (B.26) { (B.33).
6 Physical input parameters from gauge-in-
variant Green’s functions
In this Section we relate the bare parameters of the theory to physical quan-
tities. As physical input parameters we choose the masses of the Higgs and
the W - and Z-bosons, and the electric charge (on-shell scheme). The phys-
ical mass of the Higgs boson, which we denote by M2H;pole, is determined by
the pole position of the two-point function
h0jT (y)(x)(y)(y)j0i . (6.1)
The physical masses of the W -boson, M2W;pole, and the Z-boson, M
2
Z;pole, are
dened by the pole positions of the two-point function
h0jT (V a)(x)(V b)(y)j0i . (6.2)
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The electric charge is determined by the three-point function
h0jT (B)(x)(V + )(y)(V − )(z)j0i . (6.3)
Alternatively, one can dene a renormalized electric charge as the residue at
the photon pole of the two-point function
h0jT (B)(x)(B)(y)j0i . (6.4)
We will denote the corresponding coupling constant by e2res. At this point
several comments are in order. In the usual approach to gauge theories deal-
ing with gauge-dependent Green’s functions, two- and three-point functions
are related by Ward identities. These kind of Ward identities follow, however,
from the fact that these Green’s functions are gauge-dependent. In contrast,
there are no Ward identities of this type between our gauge-invariant Green’s
functions. Nevertheless, the absence of Ward identities does not imply any
lack of knowledge. All information that Ward identities encode in any gauge-
dependent framework is manifest in our approach. Therefore, one may expect
the coupling constant which can be extracted from the three-point function
in Eq. (6.3) and from the two-point function in Eq. (6.4) to be the same,
if they are evaluated at the same scale. Below, we will extract the electric
charge e2res from the residue of the two-point function in Eq. (6.4). We have
not explicitly checked whether the denition through the three-point function
in Eq. (6.3) leads to the same result. Note that the residue of the two-point
function of the eld strength B in Eq. (6.4) diers from unity and that
there is no freedom to adjust the residue by a renormalization factor. This
can be traced back to our normalization of the gauge eld B in the covariant
derivative, cf. Eq. (2.2).
Before we begin with the evaluation of the physical input parameters let
us discuss an example for relations that usually are derived with the help
of Ward identities, but which are manifest in our approach. Consider the
covariant derivative D as dened in Eq. (2.2). Gauge invariance ensures
that the covariant structure of D is not destroyed by counterterms. In fact
all counterterms are gauge-invariant in our approach. Therefore the elds
W a and B are not renormalized, cf. Eqs. (B.26) and (B.27). Factoring out
the gauge coupling constants g and g0 from the gauge elds, which we then
denote by W^ a and B^, the covariant derivative reads
D = (∂ − iτ
a
2





Thus, the wave function renormalization of the eld W^ a (B^) must be the
inverse of the renormalization for g (g0). This follows automatically from
gauge invariance.
For the determination of the two-point functions in Eqs. (6.1), (6.2),
and (6.4) we need the generating functional WSM [h, K , J
a
] up to second
order in the external sources. Using a saddle-point approximation for the
path integral, the generating functional at tree level is given by the action,
evaluated at the solutions of the classical equations of motion. Inserting the
solutions of the equation of motion from Eqs. (3.17) { (3.22) into the classical
action we get the following result for the generating functional at tree level,
expanded up to second order in powers of the external sources:












































e2(∂K̂)xGA(x− y)(∂K̂)y + contact terms
}
. (6.6)
We have indicated the space-time arguments of the sources by the subscripts
x and y.
The contact terms in Eq. (6.6) do not contribute to the pole positions of
the two-point functions. Note that only the transversal modes are propagat-
ing at this order of the expansion. From the pole positions of the propagators
we can read o the masses of the particles at tree level:
M2H = 2m




γ = 0 . (6.7)
The two-point function of the eld strength B in Eq. (6.4) is obtained
from the generating functional in Eq. (6.6), if we switch o all the sources,
except for K . It contains poles at p
2 = 0 and at p2 = −M2Z (note that
we are working in Euclidean space-time), because of the presence of the
propagators GA and GZ in Eq. (6.6). This is due to the fact that the eld B
is a linear combination of the photon and the Z-boson eld, cf. Eq. (2.15).




At the one-loop level the generating functional is given by the expression
in Eq. (4.43), where the diagonalization of the dierential operator for the
quantum fluctuations has been carried out completely. Expanding the deter-
minants in powers of the external sources leads after a lengthy calculation to
the following result for the generating functional

























































































The propagators G in Eq. (6.9) are dened in Eq. (3.24). The explicit results
for the self-energies  can be found in Appendix C. We note that these self-
energies are part of our gauge-invariant Green’s functions and should not be
confused with the self-energies of the Higgs boson and the gauge elds in the
usual approach.
Since our calculation preserves gauge invariance, the self-energy TA from
Eq. (C.9) has the property TA(0) = 0 which guarantees that the photon
27
remains massless. From the result in Eq. (C.6) follows that TZA(0) = 0.
Therefore the self-energy mixing-matrix ΣTZγ(p
2) in Eq. (6.13) is diagonal
at p2 = 0. Furthermore, gauge invariance implies that the equations of
motion and the dierential operators only contain the transverse component
AT . Therefore only the self-energies TZA and TA appear in the generating
functional in Eq. (6.9). There are no quantities LZA and 
L
A. All these
properties of the self-energies follow directly from gauge invariance. There is
no need to impose them by any kind of renormalization conditions. We note
that these properties for the self-energies also hold for the corresponding self-
energies of the gauge elds in the background eld approach to the Standard
Model [16]. These Green’s functions still depend, however, on the gauge
xing parameter ξQ for the quantum fluctuations.
As a check on our calculation we have veried that in the limit g0 ! 0 the
self-energies Z and W coincide. This statement is true for the transversal
self-energies, T , Eqs. (C.2) and (C.4), as well as the longitudinal self-energies
L, Eqs. (C.3) and (C.5).









p2 + M2 − (p2) . (6.16)
The second line follows after Dyson resummation. In Eq. (6.16) we denoted
the bare mass by M2. For the gauge bosons we consider only the trans-
verse components. The denition in Eq. (6.15) can be applied to the mixing
propagator GfullZγ , as well.
Using the explicit results from Appendix C one observes that all self-
energies behave for large momenta as
(p2)  p2 ln(p2/µ2) for p2 !1 . (6.17)
Note that there are individual contributions to the self-energies which grow
like p4. They cancel each other, however, in the large p2 limit. Therefore, the
full propagators in Eq. (6.15) or (6.16) have the proper high energy behaviour
proportional to 1/(p2 ln(p2/µ2)). This can be traced back to the fact that
the Goldstone boson modes are present in the calculation of the generating
functional at one-loop level. The propagators in Eq. (6.15) or (6.16) are not
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identical to the propagators in the unitary gauge in the usually employed
formalism.
We note that there are terms proportional to 1/p2 in T;LW and 
T;L
Z , cf.
Eqs. (C.2) { (C.5). The limit p2 ! 0 in these self-energies is, however, well
dened.
We dene the physical masses of the particles through the pole position
of the two-point functions in Eqs. (6.1) and (6.2). These poles then appear in
the full, resummed propagators as dened in Eq. (6.16). The masses of the
Z-boson and the photon can be identied with the eigenvalues of the inverse
full mixing-propagator, i.e. the zeros of the determinant of (GfullZγ )−1. At the
one-loop level we get the relations
M2H;pole
.




















 M2W − Re
[
TW(p

















The approximations are valid at the one-loop level. Note that we are working
in Euclidean space-time. Furthermore, only bare quantities enter on the right
hand side of the equations (6.19), (6.21), and (6.23). The photon remains
massless due to the relation TA(0) = 0. At the one-loop level only the
diagonal elements of the self-energy ΣTZγ from Eq. (6.13) enter the denitions
for the physical masses of Z-boson and the photon. The explicit expressions
for the physical masses can be inferred from the results for the self-energies
given in Appendix C. We do not list them here because they are too lengthy.
We dene the electric charge e2res as the residue at the photon pole of
the two-point function h0jTB(x)B(y)j0i. As discussed before, this two-
point function has poles at p2 = 0 and at p2 = −M2Z . Due to the fact that


















The approximation used is valid at the one-loop level. From the expression for
TA in Eq. (C.9) we get the following relation between the physical coupling
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Only bare quantities appear on the right hand side of Eq. (6.25). We note
that the result for e2res agrees with the usual denition of the electric charge
in the Thompson limit [29] in the absence of fermion contributions.
The expressions for the physical masses, Eqs. (6.19), (6.21), (6.23) and
the electric charge e2res, Eq. (6.25), are nite if one inserts the renormaliza-
tion prescriptions from Eqs. (B.26) { (B.33) for the bare quantities. The
cancellation of the pole terms served as an important test of our calculation.
7 Summary
In this article we have presented a manifestly gauge-invariant approach to
the bosonic sector of the Standard Model. Its essential feature is to consider
gauge-invariant Green’s functions. Hence, the generating functional involves
external sources that couple to gauge-invariant operators only. In order to ob-
tain the same S-matrix elements as in the usual gauge-dependent approach,
we chose sources that emit one-particle states of the Higgs boson, the W -
and the Z-boson and the photon. In addition to that, however, the o-shell
behaviour of our Green’s functions is completely free of any gauge-artefacts.
This property makes our approach particularly suitable for situations where
one is interested to gain information from o-shell quantities or where one is
forced to deal with them, like, for instance, the analysis of nite width eects
or the parametrization of new physics in terms of the oblique parameters S, T
and U .
As gauge-invariant operators we chose the scalar density y, the Abelian
eld strength B and the quantities ϕ
abV b , where V
b
 are the currents of the
global SU(2)R symmetry, cf. Eqs. (2.11) and (2.33). The third component
of the current, V 3 , the scalar density and the Abelian eld strength are
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already invariant under the full gauge-group SU(2)LU(1)Y . The other two
components of the current are only invariant under the non-abelian subgroup
SU(2)L but transform non-trivially under the Abelian group. In order to
ensure full SU(2)LU(1)Y invariance, we introduced an Abelian phase factor
ϕab coupling to the charged SU(2)R currents as given in Eq. (2.33). The
scalar density and the Abelian eld strength excite one-particle states of the
Higgs boson and the photon, respectively, while the currents emit one-particle
states of the massive gauge elds.
Since we couple external sources to gauge-invariant operators only, the
generating functional can be dened in terms of a path integral without the
need to x a gauge. At tree-level, it is given by the classical action. The
equations of motion determine only the physical degrees of freedom. Hence,
they have a whole class of solutions in terms of the original elds. Every two
representatives are related to each other by a gauge transformation. Since the
action is gauge-invariant, the generating functional is uniquely determined.
An important property of our approach is the fact, that the classical Gold-
stone boson eld represents the SU(2)L gauge degrees of freedom. Thus, no
Goldstone boson elds are propagating at the classical level of the theory. All
gauge-invariant sources emit physical modes only. Moreover, the equations
which follow from the requirement that the variation of the Lagrangian with
respect to the Goldstone boson eld vanishes, are not equations of motion
but constraints, expressing the fact that the gauge elds couple to conserved
currents. These constraints can also be obtained by taking the derivative of
the equations of motion for the gauge elds. Another point worth mentioning
is the fact that our approach diers from the gauge-dependent one based on
the unitary gauge already at tree-level. In contrast to the unitary gauge, for
example, our propagators have a proper high energy behaviour, i.e., they fall
o like 1/p2 for large momenta.
The one-loop contribution to the generating functional can be evaluated
with the saddle-point approximation. Due to gauge invariance, the quadratic
form in the path integral representation of this contribution has zero eigen-
values. They correspond to fluctuations around the classical elds which are
equivalent to innitesimal gauge transformations. Hence, the expansion of
the fluctuations involves eigenvectors of the dierential operator with zero
and non-zero eigenvalues. In order to evaluate the path integral one has to
equip the space of elds with a metric. The volume element associated with
this metric yields a nontrivial one-loop contribution to the generating func-
tional. The integration over the zero-modes yields the volume factor of the
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gauge group, which is absorbed by the normalization of the integral. The
remaining integral over the non-zero modes is damped by the usual Gaussian
factor. It corresponds to the product of the non-zero eigenvalues of the dif-
ferential operator in the quadratic form. As usual, all one-loop contributions
can be expressed in terms of determinants of dierential operators. Since the
gauge is not xed, there are no ghost-contributions in our approach.
As mentioned above, the classical Goldstone boson eld represents the
SU(2)L gauge degrees of freedom. Thus, at the classical level only physical
modes propagate. At the quantum level, however, the situation is dier-
ent. Quantum fluctuations around the classical Goldstone boson eld imply
virtual Goldstone boson modes propagating within loops. Note that these
modes are absent in any gauge-dependent approach based on the unitary
gauge. They are, however, necessary in order to ensure a decent high energy
behaviour of the theory.
The one-loop renormalization of the theory was discussed in detail. The
Green’s functions of currents, scalar densities and eld strengths are more
singular at short distances than the Green’s functions of the elds. The time
ordering of these operators gives rise to ambiguities which do not occur for
the elds themselves. These ambiguities are reflected by the presence of ad-
ditional source terms, which enter Green’s functions through contact terms.
We stress that this is a general feature of any eld theory. It is neither
particular to our gauge-invariant approach nor to gauge theories in general.
Using dimensional regularization and employing heat-kernel techniques we
analyzed the short distance properties of the theory. Ultraviolet divergences
are related to poles of the d-dimensional determinants which appear in the
generating functional. With this approach we were able to determine the
renormalization prescriptions of the mass parameter and all coupling con-
stants, elds and source terms, independently of any renormalization scheme.
Due to the dimension of the source terms involved, the generating functional
is renormalizable at any loop level. Furthermore, the phase factor which was
introduced in order to ensure full SU(2)L  U(1)Y invariance does not spoil
the renormalizability of the theory at any loop-level either. This is due to the
fact that the phase factor only contains the Abelian gauge degree of freedom
which does not aect the dynamics of the theory.
Finally, we related the bare parameters of the theory to physical quantities
in the on-shell scheme, i.e., we chose the masses of the Higgs-, the W - and
the Z-boson as well as the electric charge as physical input parameters. The
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masses were dened as pole positions of the two-point functions
h0jT (y)(x)(y)(y)j0i , h0jT (ϕacV c )(x)(ϕbdV d )(y)j0i . (7.1)
The results for the pole masses can be found in Eqs. (6.19), (6.21), and
(6.23). The electric charge was dened as the residue at the photon pole of
the two-point function
h0jT (B)(x)(B)(y)j0i . (7.2)
The calculation showed that the result in Eq. (6.25) for the electromag-
netic coupling constant dened in this way agrees with the well known result
for the electric charge in the Thompson limit. This result is quite inter-
esting since there are no Ward identities in the usual sense between our
gauge-invariant Green’s functions. Note, that the usual Ward identities re-
late gauge-dependent Green’s functions. Hence, in our approach there is ad
hoc no identity relating the residue of the two-point function in Eq. (7.2) at
the photon pole to a three-point vertex. We did not evaluate any three-point
function in order to check whether it leads to the same result for the coupling
constant.
At any rate, the absence of Ward identities does not imply any lack
of knowledge. All information that Ward identities encode in any gauge-
dependent framework is manifest in our gauge-invariant approach. As an
example this was explicitly discussed for the relation between the renormal-
ization factors of the coupling constants g and g0 and those of the gauge elds
corresponding to the symmetry groups SU(2)L and U(1)Y , respectively.
We have not included fermions in the present analysis of the Standard
Model. However, the treatment of spin-1/2 particles in our approach is
straightforward. The corresponding gauge-invariant sources emitting fermi-
onic one-particle states have already been specied in Ref. [17]. Furthermore,
the application of our approach to conning theories like QCD is also pos-
sible. However, the structure of the relevant source terms will be dierent
from those used in this article. The denition of, e.g., SU(2)LU(1)Y invari-
ant sources exciting fermionic one-particle states as given in Ref. [17] is only
possible in the spontaneously broken phase. Hence, an analogous denition
does not exist in QCD. Physically, however, it is not necessary either. Since
QCD is conning, asymptotic states do not carry any SU(3)c charge. From a
physical point of view it should thus be enough to consider Green’s functions
of SU(3)c invariant operators like, for instance, ΨΨ or tr(GG). Note,
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however, that the selection of suitable gauge-invariant Green’s functions de-
pends on the physical problem one wants to investigate. There is no denite
choice which applies to all cases. We believe, however, that a suitable choice
should always be possible, since physical quantities are gauge-invariant. Any
generating functional for QCD that involves gauge-invariant source terms
only can then be evaluated in the perturbative regime with the same tech-
nique as described in this article. For attempts do dress SU(3)c charged
quarks and gluons with a non-abelian generalization of our phase factor see
Refs. [30, 31].
As an application of our method we will present an analysis of the elec-
troweak chiral Lagrangian [21], which describes the low-energy structure of
a strongly interacting electroweak symmetry breaking sector, in a separate
publication [22]. We determine the number of independent parameters in the
eective Lagrangian. Furthermore, we evaluate the eective Lagrangian for
the Standard Model with a heavy Higgs boson. The calculation is performed
by matching gauge-invariant Green’s functions in the full and the eective
theory at low energies.
Acknowledgements
We are grateful to F. Jegerlehner and V. Ravindran for enlightening discus-
sions, a careful reading of the manuscript and suggestions for improvements.
We are furthermore indebted to J. Gasser, H. Leutwyler, O. Veretin, and
A. Vicini for useful discussions. A.N. is grateful to the members of the Yale
Physics department for their kind hospitality during the early stages of this
project. He also acknowledges nancial support by Schweizerischer Natio-
nalfonds during that period.
34
A Differential operators
The explicit results for the dierential operators which appear in Section 4
are given below. In the following, upper case Latin indices A, B, . . . run from
1 to 4, lower case Latin indices a, b, . . . run from 1 to 3, and Greek indices
α, β, . . . label the components 1, 2.
The components of the dierential operator D˜ + PP T + δP in Eq. (4.29)
are given by
d = −2+ 2m2 + 3m2(R2 − 1) + 1
4













Dab = −(D̂D̂)ab + δab
(






























RWcT cb − 2(∂R)δ3b
)
(A.8)
DAB = −δ(D˜D˜)AB + 2fABcWc







2)CD(R2 − 1)P˜TDB + δA4δB4PTĴPT(A.9)
where we introduced the quantities
























= ∂W − ∂W − (W3 − BL )T e W
+ (W3 − BL )T e W (A.14)
W3








P˜T = diag (δ , δ , δ , PT) (A.17)
M˜2 =

M2W 0 0 0
0 M2W 0 0
0 0 c2M2Z −csM2Z









 − J J
)
. (A.19)
Note that the combination W3−BL which appears in the expressions above
is SU(2)L  U(1)Y gauge-invariant, since
W3 − BL = Z + s2ZT −AT . (A.20)
Using the denition from Eq. (4.22) of the operator P which creates zero-
modes, we obtain the following expressions for the dierential operators PP T






0 MW D˜Ab R −(D˜D˜)AB
 (A.21)
P T P =




Furthermore, the operator δP is dened by
δP = diag
(
0, 0, δA4δ4BM2W PL
)
. (A.23)
The operators δ and  which appear in Eqs. (4.39) { (4.41) are given
by the following expressions
δW









δA = scMZRY3PL (A.26)
δW ;T








δA;T = scMZPLY3R (A.29)
W
a
= acMWRYc + 2MW (∂R)δa (A.30)
W ;T
b


























= −3bcscMZ(Yc + PTWc)R
+ 2scδ3bMZPL(∂R) . (A.35)







(∂(W3 −BL ) + 2(W3 −BL )∂
)
δ
− (T γe Wγ)(WT e )δ + (W3 −BL )(W3 −BL )δδ



























δ − c(W3 −BL )Wδ


















δ − s(W3 −BL )Wδ
− 2sT e W (A.41)
ξA;T

















− scPTĴPT . (A.44)
Free propagators are the inverse of the following operators
d0  dm = −2+ 2m2 (A.45)
0
ab  D0ab = (−2+ M2W )δab (A.46)
DW ;0   DW ;0  = (−2+ M2W )δδ (A.47)
DZ;0  DZ;0 = (−2+ M2Z)PT + (−2+ M2W )PL (A.48)
DA;0  DA;0 = −2PT + (−2+ M2W )PL (A.49)
which are obtained in the limit where all sources are switched o. We observe
that all transversal components propagate with the proper mass, while all
longitudinal components propagate with the W -boson mass.
Since we perform a saddle-point approximation in the path integral, the
elds which appear in the list of dierential operators in Eqs. (A.1) { (A.44)
obey the equations of motion (3.2) { (3.7). We have used this fact to simplify
the expressions of those operators in Eqs. (A.1) { (A.9) which correspond to
the fluctuations ηa of the Goldstone bosons. Furthermore, it is important to
ensure that the full dierential operator D˜ + PP T + δP is hermitean, i.e. ful-
lls the relation (y, [D˜ + PP T + δP ]y
0) = (y0, [D˜ + PP T + δP ]y) for arbitrary
fluctuation vectors y, y0.
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B Renormalization prescriptions
For the calculation of the counterterms and the renormalization prescriptions








The covariant derivative for the Higgs eld is given by







R, a = 1, 2, 3 , (B.3)




(T̂ a + T˜ a) , T aL =
1
2
(T̂ a − T˜ a)
(T̂c)
NM .= −εNMc , (T˜c)NM .= δN4 δMc − δM4 δNc
. (B.4)
It can easily be shown that the matrices T aR and T
a
L separately fulll the Pauli
algebra. The Lagrangian in Eq. (2.25) can then be rewritten in terms of the
elds in the real representation. The main changes compared to the notation






rφTrφ , y ! φT φ
Jaϕ
abV b ! 4JaϕabJ bR (B.5)
with
J aR = φT T aRrφ. (B.6)
The evaluation of the path integral representation of the generating func-
tional in Eq. (4.9) is again performed by a saddle-point approximation around
the classical action. The quantum fluctuations are introduced as simple shifts
in the elds
φN ! φN + fN
F ! F + gwaT aR + g0bT 3L (B.7)




















, A = 1, 2, 3, 4. (B.8)
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The terms quadratic in the fluctuations determine the dierential opera-
tor D˜ + P P T , after the proper treatment of the zero-modes. From the path
integral measure one gets the operator P T P . The nal result for these op-
erators can be written in the following way, which is suitable for using the
heat-kernel method and the short distance expansion outlined in Section 5,
D˜ + P P T = Dloc + δD , (B.9)
where the local part Dloc of the dierential operator is given by










 − 4jNM (B.12)









−m2 + λφT φ− h− vjjJ J − cjjJZ JZ
)
δNM
+ 2λφNφM − (tAφ⊗ φT tA)NM + 16(jj)NM (B.15)
σNBfq; = −2(tBrφ)N + 4fj , tBgNMφM (B.16)
σAMqf; = 2(rφT tA)M + 4φNfj, tAgNM (B.17)
σABqq; = −δφT tAtBφ− 2W Adj AB + δA4δB4Ĵ . (B.18)












= −fABcW c . (B.20)
The quantities fABc and Ĵ have been dened in Eqs. (4.23) and (A.19),
respectively.
The nonlocal part δD of the dierential operator which contains the con-




































































































The contributions to the counterterms from the path integral measure
can be calculated from the expression
( P T P )AB = −( D D)AB − φT tAtBφ . (B.25)
The determination of the counterterms then proceeds along the lines
sketched in Section 5. From the counterterms we can read o the renor-
malization prescriptions for the elds, the mass parameter m2, the coupling
constants and the sources. The relations between bare and renormalized
elds, masses and coupling constants which are needed in Section 6 are given
by:




































































































The nite renormalization constants δm2, . . . , δg02 which appear in the
Eqs. (B.30) { (B.33) are determined by the renormalization conditions given
in Section 6.
The renormalization of the source terms can be achieved by using the
following prescriptions:
h = chhr (B.35)































































































































































−4vrJJJJ(cv − 1) (B.51)
cJJ2 = c
r






















r) + δvJJZZ)− 2vrJJZZ(cv − 1)
−2vrJJZZ(cZ − 1) (B.54)
chh = c
r
hh − 2("(2m2r) + δchh)− 2crhh(ch − 1) (B.55)
cmh = c
r









hJJ − 4(vrjj + 4)("(2m2r) + δchJJ)− crhJJ(ch − 1)
−2crhJJ(cv − 1) (B.57)
chZZ = c
r
hZZ − 4(crjj + 4)("(2m2r) + δchZZ)− crhZZ(ch − 1)
−2crhZZ(cZ − 1) (B.58)
cmJJ = c
r
















In order to renormalize on-shell quantities, like masses, coupling constants
and S-matrix elements it will not be necessary to determine all the nite
renormalization constants δc and δv which appear in Eqs. (B.36) { (B.60).
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C Self-energies
The explicit results for the self-energies which appear in the generating func-
































































































































































































































































































































































































































































































































































































































































































































































































2)  0 . (C.10)
The tadpole contribution A0 and the two-point integral B0 which appear



















(q2 + M21 )
1
((q + p)2 + M22 )
. (C.12)
Note that we are working in Euclidean space-time.
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