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Abstract For a natural exponential family (NEF), one can associate in a natural way
two standard families of conjugate priors, one on the natural parameter and the other
on the mean parameter. These families of conjugate priors have been used to establish
some remarkable properties and characterization results of the quadratic NEF’s. In the
present paper, we show that for a NEF, we can associate a class of NEF’s, and for each
one of these NEF’s, we define a family of conjugate priors on the natural parameter and
a family of conjugate priors on the mean parameter which are different of the standard
ones. These families are then used to extend to the Letac-Mora class of real cubic natural
exponential families the properties and characterization results related to the Bayesian
theory established for the quadratic natural exponential families.
Keywords: natural exponential family, variance function, prior distribution, posterior
expectation.
1 Introduction and preliminaries
To make clear the motivations of the present paper, we first recall some facts concerning
the natural exponential families and their variance functions. Our notations are the ones
used by Letac in [9]. Let µ be a positive radon measure on IR, and denote by
Lµ(λ) =
∫
exp(λx)µ(dx) (1.1)
its Laplace transform. Let M(IR) be the set of measures µ such that the set
Θ(µ) = interior{λ ∈ IR; Lµ(λ) < +∞} (1.2)
is non empty and µ is not Dirac measure. The cumulant function of an element µ of
M(IR) is the function defined for λ ∈ Θ(µ) by
kµ(λ) = lnLµ(λ).
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To each µ in M(IR) and λ in Θ(µ), we associate the probability distribution on IR
P (λ, µ)(dx) = exp(λx− kµ(λ))µ(dx). (1.3)
The set
F (µ) = {P (λ, µ); λ ∈ Θ(µ)}
is called the natural exponential family (NEF) generated by µ.
The function kµ is strictly convex and analytic. Its first derivative k
′
µ defines a diffeomor-
phism between Θ(µ) and its image MF (µ). Since k
′
µ(λ) =
∫
x P (λ, µ)(dx), MF (µ) is called
the domain of the means of F (µ). The inverse function of k′µ is denoted by ψµ and setting
P (m,F (µ)) = P (ψµ(m), µ) (1.4)
the probability of F (µ) with mean m, we have
F (µ) =
{
P (m,F (µ)); m ∈MF (µ)
}
,
which is the parametrization of F (µ) by the mean.
The variance of P (m,F (µ)) is denoted by VF (µ)(m) and the map defined from MF (µ) into
Ls(IR), the set of symmetric function in IR, by
m 7−→ VF (µ)(m) = k′′µ(ψµ(m)) = (ψ′µ(m))−1
is called the variance function of the NEF F (µ) generated by µ. We also say that µ
is a basis of F (µ). An important feature of VF (µ) is that it characterizes the natural
exponential family F (µ) in the following sense: If F (µ) and F (ν) are two NEF’s such
that VF (µ)(m) and VF (ν)(m) coincide on a nonempty open subset of MF (µ) ∩MF (ν), then
F (µ) = F (ν).
Now, for µ ∈ M(IR) the Jørgensen set of µ or of F (µ) is defined by
Λ(µ) = {λ > 0; ∃ µλ; Lµλ(θ) = (Lµ(θ))λ and Θ(µλ) = Θ(µ)}.
Λ(µ) is stable under addition which means that if λ and λ′ are in Λ(µ), then λ+ λ′ are in
Λ(µ), and µλ+λ′ = µλ ∗ µλ′ .
For all λ in Λ(µ) we have
MF (µλ) = λMF (µ) and VF (µλ)(m) = λVF (µ)(
m
λ
).
Several classifications of NEFs based on the form of the variance function have been
realized in the last three decades. The most interesting classes of real NEF’s are the
class of quadratic NEFs, i.e., the class of NEF’s such that the variance function is a
polynomial in the mean of degree less than or equal to 2 characterized by Morris [11],
and the class of cubic NEF’s, i.e., the class of NEF’s such that the variance function
is a polynomial in the mean of degree less than or equal to 3 characterized by Letac
and Mora [10]. Recall that up to affine transformations and power of convolution the
class of quadratic NEF’s contains six families: the gaussian, the Poisson, the gamma,
the binomial, the negative binomial, an the hyperbolic family. The class of cubic NEF’s
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contains, besides the quadratic ones, six other families, the most famous is the inverse
Gaussian distribution with variance function V (m) = m3. It is worth mentioning here
that multivariate versions of these classes have also been defined and completely described.
For instance, Casalis [1] has described the so-called class of multivariate simple quadratic
NEFs and Hassairi [6] has described the class of multivariate simple cubic NEFs which are
respectively the generalizations of the real quadratic and real cubic NEF’s. The fact that
the variance function of a family is quadratic or cubic is not only a question of form but
it corresponds to some interesting analytical characteristic properties. Indeed, the Morris
class of quadratic NEF’s has some characterizations involving orthogonal polynomials due
to Fiensilver [5]. These characterizations have been extended to the Letac and Mora class
of real cubic NEF’s by Hassairi and Zarai [8] using a notion of 2-orthogonality of a sequence
of polynomials. Other remarkable characterizations of the quadratic NEF’s are related to
the Bayesian theory. For instance, given a NEF F (µ), Diaconis and Ylvisaker [4] have
considered the standard family Π of priors on the natural parameter λ defined by
pit1,m1(dλ) = Ct1,m1 exp(t1m1λ− t1kµ(λ)) 1Θ(µ)(λ) dλ (1.5)
where t1 > 0, m1 is in MF (µ), and Ct1,m1 is a normalizing constant. This distribution is in
fact a particular case of the so called implicit distribution on the parameter of a statistical
model introduced in [7]. They have shown that if X is a random variable distributed
according to P (λ, µ) (see (1.3)), then the only conjugate family of prior distributions on λ
that gives a linear posterior expectation of k′µ(λ) given X is the standard one Π (see also
[2]). Consonni and Veronese [3] have considered another family Π˜ of prior distributions
p˜it1,m1 on the mean parameter m defined also for t1 > 0 and m1 in MF (µ) by
p˜it1,m1(dm) = C˜t1,m1 exp(t1m1ψµ(m)− t1kµ(ψµ(m))) 1MF(µ)(m)dm. (1.6)
They have shown that the fact that Π˜ contains k′µ(Π) characterizes the quadratic NEFs.
These authors have also shown that if the prior on the mean parameter m is p˜it1,m1 , then
under some conditions on the support of µ, the NEF F (µ) is quadratic if and only if the
posterior expectation of k′µ(λ) is a linear function of the sample mean. We also mention
that Diaconis and Yilvisaker [4] have shown that if the standard prior on λ is given by
pit1,m1 with t1 > 0 and m1 is in MF (µ), then the expectation of k
′
µ(λ) is equal to m1, that
is
Ct1,m1
∫
k′µ(λ) exp(t1m1λ− t1kµ(λ)) 1Θ(µ)(λ)dλ = m1, (1.7)
or equivalently in terms of the mean parameter
Ct1,m1
∫
m
VF (µ)(m)
exp(t1m1ψµ(m)− t1kµ(ψµ(m))) 1MF(µ)(m)dm = m1. (1.8)
A natural question within this approach is if one can extend the properties and character-
ization results concerning the quadratic NEF’s and related to the Bayesian theory to the
Letac-Mora class of real cubic NEFs. The aim of the present paper is to give an answer
to this question. We first introduce, for a given NEF F (ν) and β in some interval of IR
containing 0, a NEF F β(ν) such that F 0(ν) = F (ν). We then define a family Πβ of prior
distributions on the natural parameter θ and a family Π˜β of prior distributions on the
mean parameter m which may be seen as generalizations of the families Π and Π˜ defined
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above, since Π = Π0 and Π˜ = Π˜0. After proving that for each β, the family Π˜β is a
conjugate family of prior distributions with respect to the NEF F β(ν), we show that a
cubic NEF F (ν) is characterized by the fact that there exists a β such that the posterior
expectation of
k′ν(θ)
1− βk′ν(θ)
is linear when the prior on θ is piβt,m0 .We also show that a cubic
NEF F (ν) is characterized by a differential equation verified by the cumulant function
kν . A third characterization of a real cubic NEF is realized when the family of priors Π˜
β
contains the family k′ν(Πβ). The restriction of all these results to the subclass of quadratic
NEF’s leads to the results of Diconis and Ylvisaker[4] and Consonni and Veronese[3]. The
results of the paper are illustrated by an example.
2 Main results
In this section, we state and prove our main results. Our considerations will be restricted
to regular NEFs, so that the domain of the means of a NEF is equal to the interior of
the convex hull of its support. This property of regularity is satisfied by all the most
common NEF’s. An important fact which will be crucial in our proofs is that up to affine
transformations and powers of convolution, a cubic natural exponential family may be ob-
tained from a quadratic one by the so-called action of the linear group GL(IR2) on the real
families. Originally, the action of the linear group includes the affine transformations and
powers of convolution, however since these transformations preserve the class of quadratic
NEF’s and the class of cubic NEF’s, we will focus on the facts which we need here, for
more precise statements in this connection, refer to Hassairi[6]. Let F (ν) and F (µ) be two
real NEFS’s. Suppose that there exists a β in IR such that the set
(MF (ν))β = {m ∈MF (ν); 1 + βm > 0}
is nonempty and for m in (MF )β,
VF (ν)(m) = (1 + βm)
3 VF (µ)
(
m
1 + βm
)
, (2.9)
then we write F (ν) = Tβ(F (µ)). This defines an action on the natural exponential families,
so that we have TβTβ′ = Tβ+β′ and F (ν) = Tβ(F (µ)) is equivalent to F (µ) = T−β(F (ν)).
We also mention that F (ν) = Tβ(F (µ)) may be expressed in terms of the cumulant
functions of the generating measures by
kν(θ) = kµ(λ)
θ = −βkµ(λ) + λ
(2.10)
or equivalently by

kµ(λ) = kν(θ)
λ = βkν(θ) + θ
(2.11)
An important fact is that the relation (2.11) between the cumulent functions may be
explicitly given it terms of the measures themselves. In fact if the α-power of convolution
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να of ν is written as να(dx) = h(α, x)σ(dx), where σ(dx) is either Lebesgue measure or a
counting measure, then the measure
µ(dx) =
1
1− βxh(1− βx, x)1Λ(ν)(1− βx)σ(dx)
satisfies (2.10) and generates the family T−β(F (ν)). This measure µ will be denoted T−β(ν)
and the family F (µ) = T−β(F (ν)) will be denoted F β .
We mention here that if F (ν) is a cubic NEF, there exists β in BF (ν) and a quadratic NEF
F (µ) such that F (ν) = F (Tβ(µ)) or equivalently, F (µ) = F (T−β(ν)).
Besides the restriction to half lines for the domain of the means in the definition of
(MF (ν))β , we also define for ν ∈ M(IR) and β ∈ IR, the sets
Hβ(ν) = {x ∈ IR; 1 + βx ∈ Λ(ν)},
and
BF (ν) = {β ∈ IR; ν(Hβ) > 0}.
We have the following preliminary result.
Proposition 2.1 Let F (ν) be a regular NEF. Then
β ∈ BF (ν) if and only if (MF (ν))β 6= ∅.
Proof We will make a reasoning for β ≥ 0, the case β < 0 may be done in a similar
way. Suppose that there exists m0 in (MF (ν))β, that is m0 ∈MF (ν) and 1 + βm0 > 0. As
MF (ν) is equal to the interior of the convex hull of supp(ν), there exist x0 in supp(ν) such
that x0 > m0. This with the fact that 1 + βm0 > 0 imply that 1 + βx0 > 0. Thus Hβ is
an open set which contains an element of supp(µ). It follows that ν(Hβ) > 0 and β is in
BF (ν).
Conversely, if β is in BF (ν), then ν(Hβ) > 0. Since Hβ is an open set, this implies that
it contains an element x0 of supp(ν). We have on the one hand that 1 + βx0 > 0 so that
there exists ε > 0 such that 1+βx0−βε > 0. On the other hand, as MF (ν) is equal to the
interior of the convex hull of supp(ν), there exists m0 in (MF (ν)) such that |m0 − x0| < ε.
From this we deduce that m0 is in (MF (ν))β . ✷
We now use the natural parametrization and the parametrization by the mean of the origi-
nal family F (ν) to give two parameterizations of the family F (µ). These parameterizations
are, for β 6= 0, different of the usual parameterizations of F (µ). In fact, for θ ∈ Θ(ν), we
write
P (β, θ, ν)(dx) = exp{(θ + βkν(θ))x− kν(θ)} T−β(ν)(dx).
Similarly, parameterizing by m ∈MF (ν), we write
P (β,m,F (ν))(dx) = exp{(ψν(m) + βkν(ψν(m)))x− kν(ψν(m))} T−β(ν)(dx).
Thus we have that
F (µ) = F β = {P (β, θ, ν)(dx); θ ∈ Θ(ν)} = {P (β,m,F (ν))(dx); m ∈MF (ν)}.
Accordingly, we define for β in BF (ν) two families of prior distributions. Let
(Θ)β = {θ ∈ Θ(ν); 1 + βk′ν(θ) > 0}.
5
Then we have that (MF (ν))β = k
′
ν((Θ)β), and we define for t > 0 and m0 ∈ (MF (ν))β,
piβt,m0(dθ) = C
β
t,m0 (1 + βk
′
ν(θ)) exp(tm0θ − tkν(θ)) 1(Θ)β (θ)dθ, (2.12)
and
Πβ = {piβt,m0 ; t > 0 and m0 ∈ (MF (ν))β},
This family comes in fact from the standard family Π defined in (1.5) using (2.11). The
normalizing constant Cβt,m0 is then well defined for t > 0 and m0 ∈ (MF (ν))β.
Besides this family of priors on the parameter θ, we define a family of priors on the pa-
rameter m. Always for t > 0 and m0 ∈ (MF (ν))β , we consider the probability distribution
p˜iβt,m0(dm) = C˜
β
t,m0 (1 + βm)
−2 exp(tm0ψν(m)− tkν(ψν(m))) 1(MF(ν))β (m)dm,
where C˜βt,m0 is a normalizing constant. It is the image of p˜it1,m1 defined in (1.6) by the
map m′ 7−→ m
′
1− βm′ . The family of priors on m is then
Π˜β = {p˜iβt,m0 ; t > 0 and m0 ∈ (MF (ν))β},
Next, we prove that these families are conjugate families of prior distributions.
Proposition 2.2 i) The family Πβ is conjugate family of prior distributions with respect
to the NEF F β parameterized by the natural parameter θ.
ii) The family Π˜β is a conjugate family of prior distributions with respect to the NEF
F β parameterized by the mean parameter m.
Proof i) Suppose that X is a random variable with distribution P (β, θ, ν)(dx) and that
piβt,m0 is a prior distribution on the parameter θ. Then the posterior distribution is
Cβt,m0 (1 + βk
′
ν(θ)) exp((tm0 + x)θ − (t+ 1− βx)kµ(θ)) 1(Θ)β (θ)∫
Cβt,m0 (1 + βk
′
ν(θ)) exp((tm0 + x)θ − (t+ 1− βx)kµ(θ)) 1(Θ)β (θ) dθ
.
If we set t2 = t + 1 − βx and m2 = tm0 + x
t+ 1− βx , then this distribution is noting but
piβt+1−βX,(tm0+X)/(t+1−βX), and it belongs to Π
β. In fact, since t > 0, T−β(ν) is concen-
trated on {1 − βx > 0}, and m0 is in (MF (ν))β , we have that t2 > 0 and 1 + βm2 =
1 + t(1 + βm0)
t+ 1− βX > 0, so that m2 is in (MF )β .
ii) Suppose now that Y is a random variable P (β,m,F (ν)) distributed and that the prior
on the mean parameter m is p˜iβt,m0 , then the posterior distribution of m is given by
C˜βt,m0 (1 + βm)
−2 exp((tm0 + y)ψµ(m)− (t+ 1− βy)kµ(ψµ(m))) 1(MF(ν))β (m)∫
C˜βt,m0 (1 + βm)
−2 exp((tm0 + y)ψµ(m)− (t+ 1− βy)kµ(ψµ(m))) 1(MF(ν))β (m) dm
.
This with t3 = t+1−βy and m3 = tm0 + y
t+ 1− βy , is equal to p˜i
β
t+1−βY,(tm0+Y )/(t+1−βY ), with
the required conditions to belong to Π˜β. ✷
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Corollary 2.3 Let (X1, ...,Xn) be a sample P (β, θ, ν)-distributed and consider pi
β
t,m0 as
the prior on θ. Then the posterior distribution of θ given X1, ...,Xn is
piβ
t+n−βnX,(tm0+nX)/(t+n−βnX).
Proof It is easy to see that the distribution of the random vector (θ,X1, ...,Xn) is
Cβt,m0 (1 + βk
′
ν(θ)) exp((tm0 + nx)θ − (t+ n(1− βx))kν(θ)) 1(Θ)β (θ)
n∏
i=1
T−β(ν)(dxi)dθ.
With the same technic used in Proposition 2.2, we deduce that the posterior distribution
of θ given X1, ...,Xn is
piβ
t+n−βnX,(tm0+nX)/(t+n−βnX).
✷
Proposition 2.4 Let F (ν) be a cubic NEF. Then there exists β in BF (ν) such that, if the
prior on θ is piβt,m0 , then
E
(
k′ν(θ)
1 + βk′ν(θ)
)
=
m0
1 + βm0
.
Proof Since F (ν) is cubic then there exist β in BF (ν) and a quadratic NEF F (µ) such
that F (ν) = Tβ(F (µ)) and ν = Tβ(µ). Using (2.11) it is easy to see that if the prior on θ
in (Θ)β is pi
β
t,m0 then the prior of λ in Θ(µ) is the standard pit1,m1 with t1 = t(1 + βm0)
and m1 =
m0
1 + βm0
. Moreover we have Cβt,m0 = Ct(1+βm0),m0/(1+βm0).
It follow that
E
(
k′ν(θ)
1 + βk′ν(θ)
)
=
∫
Cβt,m0
k′ν(θ)
1 + βk′ν(θ)
(1 + βk′ν(θ)) exp(tm0θ − tkν(θ)) 1(Θ)β (θ)dθ
=
∫
Cβt,m0 k
′
µ(λ) exp(tm0(λ− βkµ(λ)) − tkµ(λ)) 1Θ(µ)(λ)dλ
=
∫
Ct1,m1k
′
µ(λ) exp(t1m1λ− t1kµ(λ)) 1Θ(µ)(λ)dλ.
Invoking (1.7) we get
E
(
k′ν(θ)
1 + βk′ν(θ)
)
=
m0
1 + βm0
.
✷
Now we give a characterization of the cubic NEFs which is based on the linearity of the
posterior expectation.
Theorem 2.5 Let ν be in M(IR).
1. If F (ν) is cubic then there exists β in BF (ν) such that for all n ≥ 1, if X1, ...,Xn
is a sample with distribution P (β, θ, ν) and the prior on the natural parameter θ is
piβt,m0 , then E
(
k′ν(θ)
1+βk′ν(θ)
| X1, ...,Xn
)
is linear.
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2. The converse is true if we assume that supp(T−β(ν)) contains an open interval in
IR or is a finite or denumerably infinite subset of ] − ∞, 0[, alternatively ]0,+∞[,
with T−β(ν){0} > 0.
Proof
1. From Proposition 2.4 and Corollary 2.3, we easily get
E
(
k′ν(θ)
1 + βk′ν(θ)
| X1, ...,Xn
)
=
tm0 + nX
t(1 + βm0) + n
,
which is linear in X.
2. Conversely, suppose that there exists β in BF (ν) such that E
(
k′ν(θ)
1+βk′ν(θ)
| X1, ...,Xn
)
is linear for all n and a sample X1, ...,Xn with distribution P (β, θ, ν)(dx). Consider
µ = T−β(ν). Then using (2.11), we have that the distribution P (β, θ, ν)(dx) of
X1, ...,Xn is equal to P (λ, µ)(dx) which is nothing but an other parametrization
involving µ. We also have that
E
(
k′µ(λ) | X1, ...,Xn
)
= E
(
k′ν(θ)
1 + βk′ν(θ)
| X1, ...,Xn
)
which is linear in X1, ...,Xn, from the hypothesis.
On the other hand, as the prior on the natural parameter θ is assumed to be piβt,m0 ,
we get as prior on λ ∈ Θ(µ) the standard prior distribution given by
pit1,m1(dλ) = Ct1,m1 exp(t1m1λ− t1kµ(λ)) 1Θ(µ)(λ)(dλ),
with t1 = t(1 + βm0) > 0, m1 =
m0
1 + βm0
∈MF (µ) and Ct1,m1 = Cβt,m0 .
As we have that supp(µ) = supp(T−β(ν)) ⊂ supp(ν) ∩ {1 − βx ∈ Λ(ν)}. the as-
sumptions on supp(T−β(ν)) imply that supp(µ) satisfies hypotheses (H1) or (H2)
of Theorem 1.1 of Consonni and Veronese. According to this and to the linearity
of the conditional expectation of the mean parameter of F (µ), we deduce that this
NEF is a quadratic. It follows that F (ν) = Tβ(F (µ)) is a cubic NEF.
✷
In the following theorem, we give a second characterization of the Letac-Mora class of real
cubic NEFs.
Theorem 2.6 Let ν be in M(IR). F (ν) is cubic if and only if there exist β in BF (ν) and
(a, b, c) ∈ IR3 such that for all m in MF (ν),
VF (ν)(m) = (1 + βm)
3 exp (aψν(m) + bkν(ψν(m)) + c). (2.13)
Note that (2.13) may be expressed in terms of the cumulant function as there exist β and
(a, b, c) ∈ IR3 such that for all θ in Θβ
k′′ν (θ) = (1 + βk
′
ν(θ))
3 exp (aθ + bkν(θ) + c),
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that is the cumulant function is solution of some Monge-Ampe`re equation (see[12]). Proof
Suppose that F (ν) is cubic, then there exist β in BF (ν) and a quadratic NEF F (µ) such
that F (ν) = Tβ(F (µ)) or equivalently F (µ) = T−β(F (ν)). Then it follows from (2.9) that
VF (ν)(m) = (1 + βm)
3 VF (µ)
(
m
1 + βm
)
.
It is known (see [1]) that for the quadratic NEF F (µ) there exists (a′, b′, c′) ∈ IR3 such
that for all m′ in MF (µ)
VF (µ)(m
′) = exp(a′ψµ(m′) + b′kµ(ψµ(m′)) + c′).
Writing (2.11) in terms of the mean parameters we get
kµ
(
ψµ(
m
1+βm )
)
= kν(ψν(m))
ψµ
(
m
1+βm
)
= βkν(ψν(m)) + ψν(m)
(2.14)
Therefore
VF (ν)(m) = (1 + βm)
3 exp(aψν(m) + bkν(ψν(m)) + c),
with a = a′, b = b′ + βa′ and c = c′.
Conversely, if (2.13) holds, then
lnVF (ν)(m) = 3 ln(1 + βm) + aψν(m) + bkν(ψν(m)) + c.
Taking the derivative, we deduce that the variance function satisfies the differential equa-
tion
(1 + βm)V ′F (ν)(m)− 3βVF (ν)(m) = (a+ bm)(1 + βm).
Solving this equation by standard methods gives
VF (ν)(m) = λ(1 + βm)
3 +
b
β2
(1 + βm)2 − b− βa
2β2
(1 + βm),
which is a polynomial of degree less than or equal to 3. ✷
A third characterization of the cubic NEF’s is based on a relation between the associ-
ated families of prior distributions Πβ and Π˜β.
Theorem 2.7 Let ν be in M(IR). F (ν) is cubic if and only if there exist β in BF (ν) such
that
k′ν(Π
β) ⊂ Π˜β .
Proof Suppose that F (ν) is cubic, then from Theorem 2.6 there exist β in BF (ν) and
(a, b, c) in IR3 such that
VF (ν)(m) = (1 + βm)
3 exp (aψν(m) + bkν(ψν(m)) + c). (2.15)
Consider the set
Ω = {(t1,m1) ∈ IR∗+ × (MF (ν))β ; t1 − b > 0 and
t1m1 + a
t1 − b ∈ (MF (ν))β}.
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We will show that k′ν(Πβ) = {p˜iβt1,m1 ; (t1,m1) ∈ Ω}, which is a part of Π˜β.
Let t > 0 and m0 in (MF (ν))β , and denote by σ the image by k
′
ν of the prior pi
β
t,m0 on θ
defined in (2.12). We easily verify that
σ(dm) = Cβt,m0 (1 + βm) V
−1
F (ν)(m) exp(tm0ψν(m)− tkν(ψν(m))) 1(MF(ν))β (m)dm.
This using (2.15) becomes
σ(dm) = C˜βt1,m1 (1 + βm)
−2 exp(t1m1ψν(m)− t1kµ(ψν(m))) 1(MF(ν))β (m)dm,
with t1 = t+ b, m1 =
tm0 − a
t+ b
and C˜βt1,m1 = C
β
t1−b,(t1m1+a)/(t1−b).
We have that t1 − b = t > 0 and t1m1 + a
t1 − b = m0 ∈ (MF (ν))β, that is (t1,m1) ∈ Ω. Hence
k′ν(Π
β) ⊂ {p˜iβt1,m1 ; (t1,m1) ∈ Ω}.
In the same, we verify that
{p˜iβt1,m1 ; (t1,m1) ∈ Ω} ⊂ k′ν(Πβ).
Finally, we obtain that
k′ν(Π
β) = {p˜iβt1,m1 ; (t1,m1) ∈ Ω} ⊂ Π˜β
Conversely, suppose that k′ν(Πβ) ⊂ Π˜β. The image of an element piβt,m0 of Πβ by k′ν is by
the very definition
k′ν(pi
β
t,m0)(dm) = C
β
t,m0 (1+βm) (VF (ν)(m))
−1 exp(tm0ψν(m)−tkν(ψν(m))) 1(MF(ν))β (m)dm.
Since it is assumed to be in Π˜β , there exists (t1,m1) in IR
∗
+ × (MF (ν))β such that
k′ν(pi
β
t,m0)(dm) = C˜
β
t1,m1 (1 + βm)
−2 exp(t1m1ψν(m)− t1kν(ψν(m))) 1(MF)β (m)dm.
Comparing these two expressions of k′ν(pi
β
t,m0) gives
VF (ν)(m) = (1 + βm)
3 exp(aψν(m) + bkν(ψν(m)) + c),
where
a = tm0 − t1m1, b = t1 − t, and c = ln
(
Cβt,m0
C˜βt1,m1
)
,
According to Theorem 2.6, this is the desired result and the proof is complete. ✷
10
3 Example
In this section we illustrate our results by an example involving the most famous family
with variance function of degree 3 which is the inverse Gaussian natural exponential family.
Consider the distribution
ν(dx) =
(1 + x)−3/2√
2pi
exp(− x
2
2(1 + x)
) 1]−1,+∞[(x)dx,
which is up to an affine transformation an inverse Gaussian distribution. The NEF gen-
erated by ν is given by
F (ν) = {exp((1 + x)θ +√−2θ) ν(dx); θ < 0}, (3.16)
its mean parametrization is
F (ν) = {exp(− 1 + x
2(1 +m)2
+
1
1 +m
) ν(dx); m > −1}. (3.17)
For all m > −1 the variance function is given by
VF (ν)(m) = (1 +m)
3. (3.18)
Let µ = T−β(ν), we have
µ(dx) =
1√
2pi
√
1− βx+ x exp(−
x2
2(1 + (1− β)x) ) 1{1+(1−β)x)>0}(x)dx
Now for β 6= 0 we have
P (β, θ, ν)(dx) =
eθ+
√−2θ
√
2pi
√
1− βx+ x exp((θ+β(−θ−
√−2θ))x− x
2
2(1 − βx+ x)) 1{1−βx+x>0}(x)dx,
so that
F β = T−β(F (ν)) = {P (β, θ, ν)(dx); θ < 0},
The corresponding family Πβ of conjugate prior distributions is the family of distributions
piβt,m0(dθ) = C
β
t,m0 (1 + β(
1√−2θ − 1)) exp{tm0θ + t(θ +
√−2θ)} 1(Θ)β (θ)dθ,
where
(Θ)β = ]− 1
2
(
β
β − 1)
2 , 0[,
(MF (ν))β =

]− 1/β,+∞[ if β < 0
]− 1,+∞[ if β = 0
]inf(−1,−1/β),+∞[ if β > 0
and
(Cβt,m0)
−1 = −β
t
[1−exp(− tm0
2
(
β
β − 1)
2+
tβ
β − 1−
t
2
(
β
β − 1)
2)]−(1+βm0) 1t
β − tm02 ( ββ−1)2
.
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defined for t > 0 and m0 in (MF (ν))β
Also, in this example, the family Π˜β is the set of distributions defined for t1 > 0 and m1
in (MF (ν))β by
p˜iβt1,m1(dm) = C˜
β
t1,m1 (1 + βm)
−2 exp(− t1(m1 + 1)
2(1 +m)2
+
t1
1 +m
) 1(MF(ν))β (m)dm,
To see how Theorem 2.6 holds in this example, we need only to take β = 1. Then µ =
T−1(ν) is the standard gaussian distribution with VF (µ)(m′) = 1 for m′ ∈ IR. We see that
VF (ν)(m) = (1 +m)
3 exp(aψν(m) + bkν(ψν(m)) + c),
with a = b = c = 0. In fact
VF (µ)(m
′) = exp(a′ψµ(m′) + b′kµ(ψµ(m′)) + c′),
with a′ = b′ = c′ = 0, and using the relations a = a′, b = b′ + βa′, c = c′, we get
a = b = c = 0.
Concerning Theorem 2.7, we fist observe that the hypotheses in this theorem are well
verified. In fact, let pi1t,m0 be the prior on the natural parameter θ and p˜i
1
t1,m1 be the prior
on the mean parameter m, then
t1 = t+ b = t > 0
m1 =
tm0 − a
t+ b
= m0 ∈ (MF (ν))1 =]1,+∞[.
The density function of pi1t,m0 is equal to
1√−2θ exp{tm0θ + t(θ +
√−2θ)},
and for all m > −1 the density function of k′ν(pi1t,m0) is given by
(1 +m)−2 exp{− tm0
2(1 +m)2
− t( 1
2(1 +m)2
− 1
1 +m
)}
which is equal to p˜i1t,m0 .
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