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Abstract
This bachelor thesis deals with the analysis of Drosophila appetitive be-
havior after blocking sugar sensory neurons. In particular, the sugar sensory
neurons that express the sugar receptor Gr5a were blocked and the effect on
behavior was studied by using a simple sucrose preference assay. Videos of fly
behavior in the setup were the starting material for this work.
To quantify fly behavior, I developed a high-throughput pipeline that allows
automated analysis of the previously acquired videos. This software makes it
possible to calculate the sucrose preference of flies over time. Furthermore,
a measure of fly activity can be determined. Using the developed software, I
showed that blocking the Gr5a-expressing sugar sensory neurons impairs sugar
preference and causes an increase in overall activity.
Diese Bachelorarbeit befasst sich mit der Analyse des Appetenzverhaltens
von Drosophila-Fliegen nach der Blockade von Zucker-Sensorneuronen. Ins-
besondere jene Zucker-Sensorneuronen, die den Zuckerrezeptor Gr5a exprim-
ieren, wurden blockiert und der Effekt auf das Verhalten mit Hilfe eines ein-
fachen Saccharose Pra¨ferenz-Tests untersucht. Das Ausgangsmaterial hierzu
waren Videos von Fliegenverhalten innerhalb dieses Aufbaus.
Um das Fliegenverhalten zu quantifizieren, wurde ein High-Throughput-Sys-
tem entwickelt, das eine automatische Analyse der vorher erhaltenen Videos
ermo¨glicht. Dieses System macht es mo¨glich, die Saccharose-Pra¨ferenz der
Fliegen u¨ber die Zeit zu berechnen. Außerdem kann ein Maß fu¨r die Fliege-
naktivita¨t eingefu¨hrt werden. Mit Hilfe der entwickelten Software kann gezeigt
werden, dass eine Blockade des Gr5a-exprimierenden Zucker-Sensorneurons
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1.1 Quantification of appetitive behavior in the fruit fly
1.1.1 From neurons to behavior
One of the major challenges of modern biology is to understand the organization and
functions of the central nervous system. Animals can perceive their environment through
sensory neurons. The information is relayed to interneurons, where it is processed. Finally,
motor neurons can activate a set of appropriate behavior. Sensory neurons, interneurons
and motor neurons are connected through synapses, forming organized networks that are
called neuronal circuits.
The study of such complicated networks is a field of intensive research in neurobiology.
Nevertheless, despite these efforts, neuronal circuits can be extremely complex and are
only beginning to be understood.
1.1.2 The fruit fly as a model organism
The human brain is believed to have approximately 1011 neurons, which make an esti-
mated 1014 connections (synapses). Due to this complexity, studying the neuronal basis
of behavior in humans can be challenging. Additionally manipulative experiments often
cannot be performed. For these purposes, simpler organisms, which can serve as models
are commonly used.
The fruit fly Drosophila melanogaster is a well-established model organism in neurobiol-
ogy. This is because of several advantages. Drosophila has only an estimated number of
105 neurons in its brain and has thus a numerical simplicity compared to the human brain.
Second, it has a short life cycle and it can be kept in the lab relatively easy. Third and
most importantly a flood of genetic tools are available in the fruit fly. Such genetic tools
allow the functional manipulation of genes and cells (including neurons) in this model
organism.
One of the most powerful genetic tools in Drosophila is the GAL4/UAS system [11]. This
system allows targeted gene expression. In other words, the GAL4/UAS system can be
used to express any gene in a defined population of Drosophila cells.
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1.1.3 The GAL4/UAS system
The GAL4/UAS system consists of two components: a GAL4 line and a UAS line.
GAL4
The GAL4 line is a fly line containing the GAL4 gene, which is a transcription activa-
tor from yeast. The expression of GAL4 in this line is regulated by neighboring DNA
sequences within the fly genome, which are called enhancers. These enhancers determine
where the GAL4 gene is expressed.
One approach to target GAL4 to specific cells is to use the enhancers of a gene with
known expression pattern. By cloning these enhancers and inserting them upstream of
the GAL4 sequence, the GAL4 expression pattern is expected to recapitulate the gene’s
expression pattern.
UAS
In yeast, the product of the GAL4 gene is a protein (also called GAL4) which binds
to specific DNA sequences. Such a sequence is called Upstream Activating Sequence
(UAS). Normally, Drosophila does not possess such sequences. Therefore, GAL4 expres-
sion alone usually has no effect in Drosophila cells. However, when a UAS is introduced
in Drosophila, GAL4 drives the expression of any gene lying downstream of the UAS
(Figure 1). Using this approach, the expression of virtually any gene can be directed at
the GAL4-expressing cells.
Figure 1: The GAL4/UAS system
Effectors and reporters
Several UAS-genes are of particular use in Drosophila neurobiology. Such genes are often
called effectors, because they can have a particular effect on the neurons that express
them. Some effectors can be used to activate neurons (e.g. TrpA1 [21]), while others can
block them (e.g. shibire [28], Kir [10]). By expressing such genes, the effect of activating
or blocking a particular group of neurons on behavior can be directly investigated. A
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popular blocker of neuronal activity is Kir. Kir is an inward rectifying potassium channel
that decreases the excitability of neurons.[10]
Apart from effectors, other UAS-lines can be used to visualize the GAL4-expressing neu-
rons. Such lines are often called reporters. A popular transgene for labeling the GAL4-
expressing cells is the green fluorescent protein (GFP). If a UAS-GFP line is used with
a GAL4-line, the GAL4-expressing cells will be fluorescently labeled, and their anatomy
can be studied with fluorescence microscopy.
The existence of an arsenal of genetic tools in Drosophila is particularly helpful in un-
derstanding functional neuronal circuits. In particular, specific neurons can be blocked
or activated and the effect of this manipulation on the animal’s behavior can be studied.
If a neuron’s activity is necessary and/or sufficient for a specific behavior, then this can
be taken as an indication of the neuron’s involvement in that behavior. While there are
other approaches to the analysis of neuronal circuits (e.g. [36]), this strategy has been
repeatedly shown to be extremely effective. In particular, using this approach, neurons
involved in circadian rhythms [35], courtship [43][50], temperature regulation [21], feeding
[20][31] and learning and memory [29] have been identified, to name only a few examples.
1.1.4 Appetitive behavior of the fruit fly
The detection of food, the evaluation of its quality and eventually its ingestion, are es-
sential behaviors for the survival of all animal species. Therefore, such behaviors are
conserved throughout the animal kingdom.
Appetitive behavior in the fly is subject to motivational control. Starvation is known to
exert this kind of control over appetitive behavior. While fed flies are less likely to display
appetitive behavior after detecting palatable substances, starved flies respond to such
stimuli with higher probability. The neuronal basis of this control is partially understood
[32][23].
Fruit flies can detect a variety of palatable stimuli. Sugars often can have a high caloric
content and are therefore excellent sources of energy. In Drosophila, they can be detected
by a number of sweet taste receptor neurons that are present in the fly’s labellum and
tarsi [51]. Besides sugars, other compounds, such as amino acids, can drive appetitive
responses, although the underlying cellular and neuronal mechanisms are less understood
[48]. Interestingly, recent work suggests that the ingestion of food is driven not only by
taste, but also by caloric content [41]. The mechanisms by which caloric content is sensed
are still poorly understood [41].
Appetitive stimuli produce a sequence of stereotyped behaviors in the fruit fly. Food
detection initially takes place through gustatory sensory neurons (GRNs) in the distal-
most parts of the flies’ legs (tarsi). Upon detection, the flies stop walking. They extend
their proboscises and then begin ingesting the food. The neurons driving these behaviors
have been identified in some cases [51][31][20].
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Sensory systems are the best studied, and will be developed below.
1.1.5 The fly gustatory system
In insects, sugars, salts, bitter compounds and several other chemicals are detected by
gustatory receptor neurons (GRNs) that are distributed in different organs. The main
gustatory organs of flies are the proboscis and the tarsi, but other body parts such as the
wings and the female genitalia also express gustatory receptors (GRs)(Figure 2A). GRNs
Figure 2: The fly gustatory system (Sources: A [42], B [52], C [33])
are either housed in taste bristles (sensilla) or in taste pegs. Each taste peg contains one
chemosensory and one mechanosensory neuron, while each bristle is typically innervated
by two to four chemosensory and one mechanosensory neuron [19][14]. GRNs are best
characterized in the external mouthpart (the labellum of the proboscis), where the taste
sensilla are categorized into three classes by size, position, and composition of GRNs. The
positions of the sensilla on the tarsi seem to be similarly stereotyped [34]. However, except
for their special requirement for pheromone perception [44][47][45] not much is known
about the GRNs housed in tarsal sensilla. GRNs are bipolar, extending their dendrites into
the lumen of the sensilla and their axons to the central nervous system (Figure 2C). Their
cell bodies are located in the base of the sensilla. GRNs in the proboscis project to the
primary gustatory center (PGC): the suboesophageal ganglion (SOG)/tritocerebrum. The
PGC receives gustatory input through three peripheral nerve tracts. GRNs in the labellum
and the oesophagus project through the labial and pharyngeal nerves, and terminate in
the SOG and the tritocerebrum (anterior to the SOG), respectively. GRNs from the wings
and legs are connected to the PGC through the cervical connective. Interestingly, some
tarsal GRNs innervate the thoracic ganglia, whereas others appear to project directly to
the SOG and terminate in the most posterior part of the SOG [51][16]. GRNs of different
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taste modalities (e.g. tuned to sweet or bitter tastes) project to spatially segregated
regions in the PGC, thereby creating a spatial map for taste qualities [51][46][33]. GRNs
expressing the same GR in different body parts also project to distinct locations in the
PGC [51]. Such spatially segregated gustatory inputs might provide means for different
behavioral outputs in response to the same tastant.
The Drosophila GRs constitute a family of 60 genes, that are are predicted to encode
68 seven-transmembrane receptors through alternative splicing [14][18][39][37]. Eight of
these receptors (Gr5a, Gr61a, Gr64a-f) form a predicted subfamily of sugar receptors [37].
Each sensillum contains a sweet receptor neuron that expresses subsets of these receptors
in a combinatorial manner. Gr64f acts as a general co-receptor for sugar detection with
a few exceptions (e.g. fructose) [26]. The other putative GRs for sweet taste are ligand-
specific. For example, Gr5a is tuned to a small group of sugars, including trehalose [24][15],
whereas Gr64a is tuned to a broad range of sugars including fructose, sucrose and maltose
[16][27]. Strikingly, flies lacking both Gr5a and Gr64a do not show electrophysiological or
behavioral responses to any of the tested sugars [16].
1.1.6 Studying fly appetitive behavior
The complete sequence of the Drosophila genome identified the genomic structure of 60
GRs [9]. This information promoted generation of dozens of transgenic GAL4 drivers
under the control of virtually all GR promoters [51][16][46][52]. Driving transgenic fluo-
rescent proteins such as GFP with this collection of GAL4 lines revealed the expression
patterns of specific GRs in the gustatory organs and their projections into the central
nervous system [51][16][46][52]. These GAL4 drivers have been employed to analyse the
role of specific GRNs by expressing transgenes that manipulate neuronal activity. Some
prominent examples for such effectors are UAS-shibirets1, UAS-Kir2.1 or UAS-TrpA1
which can be used for silencing or activating neurons, respectively. Targeting expression
of such effectors to specific GRNs revealed their functions in distinct gustatory behaviors.
In this way, receptor neurons for sugars [51][16], bitter compounds [52], glycerol [53] and
other modalities such as water [13] or sex pheromones [47][45] have been identified.
A number of assays have been developed to study fly appetitive behavior in the laboratory.
The most important of these are the proboscis extension reflex assay, the two-choice
preference test and the capillary feeder assay.
In the proboscis extension reflex (PER) assay, a single, immobilized fly is used. An
appetitive stimulus, such as a droplet of sucrose solution, is applied on the fly’s tarsi [51]
or labellum [40]. The fly typically responds by extending its proboscis. By measuring the
responses of a number of flies, the probability of proboscis extension to a given stimulus
can be calculated.
In the two-choice preference test [22], several flies are given a choice between two appetitive
stimuli. Each stimulus additionally contains a tasteless dye and it is presented as an
aqueous solution upon filter paper. Two dyes of different color are used for the two
stimuli. Flies are allowed to feed for a given time, before they are observed under a
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microscope. Flies that ingested a stimulus can be easily followed due to the color of
the dye. Therefore, by counting the flies with different colors, their preference can be
quantified.
Finally, for the capillary feeder (CAFE) assay [25], a number of flies are introduced into a
closed container. The palatable stimulus is a solution contained within a glass capillary.
One end of this capillary is introduced into the fly-containing compartment, allowing the
flies to drink the substance. By measuring the amount of solution consumed within a
given time, the appetitive response can be quantified. Additional capillaries containing
solutions of other stimuli can be introduced, to calculate preferences in a manner similar
to the two-choice preference test.
To analyze fly appetitive behavior, a novel behavioral assay has been introduced in
Dr. Tanimoto’s laboratory, by modifying the arena for appetitive visual learning [38].
Flies are introduced in a circular arena and given a choice between two sides (Figure 3).
The bottom of the arena is covered with two halves of dried filter papers soaked with a
sucrose solution and water. The distribution of the flies is taken as a measure of appetitive
responses to sugar and quantified by calculating a preference index
PI =
# of flies on sugar side − # of flies on water side
total # of flies in arena
.
This assay, which we call the sucrose preference assay, offers several advantages. It is sim-
ple and rapid, allowing the measurement of a great number of fly lines in little time. It
utilizes freely moving flies and thus allows quantification of sugar detection in a more nat-
ural setting. Importantly, all experiments are video-recorded. This allows the extraction
of information about different variables of feeding behavior, such as how the PI evolves
over time and how fly movement is affected by sucrose.
Figure 3: Original video
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1.1.7 Questioned addressed in this work
The detection of sugars in Drosophila by sweet receptor neurons has been extensively
studied. In a landmark paper [51], researchers used the PER assay and Gr5a-GAL4
to study sugar perception in Drosophila. Gr5a-GAL4 is a fly line that drives GAL4
expression to several sweet receptor neurons that express Gr5a, a gene that codes for
a sugar receptor. These sweet receptor neurons are present in both the fly’s labellum
and tarsi. The authors showed that blocking the cells labeled by Gr5a-GAL4 results in
impaired behavioral responses to sugars. As a result, Gr5a-GAL4 is considered to label
most, if not all, sugar receptor neurons in the fruit fly. However, blocking these neurons
impairs, but does not completely abolish, responses to sucrose.
To better understand the role of these sensory neurons in sugar response, the sucrose
preference assay, which resembles the natural setting of fruit flies more closely than the
PER assay, was used. The Gr5a-GAL4 cells were blocked with UAS-Kir [10] and the
behavior of these flies was video-recorded. In addition, the respective genetic controls,
namely Gr5a-GAL4 on its own or UAS-Kir on its own, were also analyzed in a similar
manner (Table 1). The videos of these experiments were already acquired. To analyze the
behavior of the flies in greater detail, I developed a high-throughput pipeline for processing
these videos. In addition, I developed software for the automatic quantification of two
aspects of fly sucrose response; namely, the PI and fly movement.
1.2 Implementing machine vision for analyzing fly behavior
1.2.1 Definition and advantages
“Machine vision [...] is a possibility of a machine [...] to obtain an information about sur-
rounding environment for further analytical treatment.”[30] It combines hardware (such
as camera) and different information processing methods for the desired analysis [30].
Some of these information processing methods are used during this thesis. They can be
summarized as image processing. Image processing uses different algorithms for analyzing
images, e.g. pixel counting, thresholding and edge detection.
Machine vision has different advantages for analyzing fly behavior. The automatic anal-
ysis allows to analyze fly behavior without human bias. Furthermore the otherwise too
labor-intensive manually working time for analyzing hundreds of videos can be skipped
and several aspects of fly behavior can be analyzed simultaneously.
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1.2.2 Already known approaches for analyzing fly behavior
There is already existing software in this region of research. Most of this software though
is only developed for the utilization of one particular scenario. Many existing softwares
are using tracking for an analysis of the fly behavior. Tracking allows to locate moving
flies over time and analyze the resulting trajectory in order to get information about the
behavior. Three approaches that use tracking are briefly discussed below.
FTrack
The software FTrack that is based on Matlab uses background subtraction to find the
remaining pixels that represent flies. After this, the maxima in the images are detected
and assigned to individual flies. Thus the trajectory of a fly can be analyzed. Unfor-
tunately the setup has to contain only one fly for this program to be applicable [49].
This makes FTrack completely inappropriate for the analysis of our videos because they
contain multiple flies.
Using a Gaussian Mixture Model
Another method also uses background subtraction and works with the foreground image
afterwards. By fitting a Gaussian mixture model (GMM) with three different brightness
levels the orientation of the fly is determined and fitted by an ellipse. This method
is designed for a video with only two flies and thus also not applicable for our videos.
Furthermore a higher resolution than in our videos is needed for useful results of the
GMM [17].
Ctrax
A recently published algorithm is CTrax, which allows to identify and determine the
trajectory of more than two flies in a closed setup and automatically quantify their social
and individual behavior [1].
Initially a static background image is subtracted from all frames. The remaining groups
of pixels represent flies. All images are thresholded to yield binary images where flies are
represented by circular objects. An ellipse is fitted to each object in order to determine
fly position, size and orientation. By analyzing consecutive frames the movement of flies
can be extrapolated to the following frames, thus resulting in the fly trajectory.
Ctrax is extremely useful for extracting a large amount of information on fly behavior. In
particular, several aspects of fly movement such as speed, trajectory, walking distance and
turning can be quantified. Additionally the user can define new behaviors which Ctrax
can consequently detect and quantify.
However Ctrax can only be adopted under specific conditions. Firstly, the setup has to
be a large circular arena with strong homogeneous back lighting. Secondly, the recording
conditions are a spacial resolution of 1280x1024 pixels and temporal resolution of 20 frames
per second (fps) and require a still camera. Movements of the arena or shadows over the
flies can easily lead to large errors in the subtraction. Thirdly, a small fly number is used
(20 flies) and flies have clipped-off wings to prevent jumping and flying. In addition, errors
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in fly identity and therefore tracking can occur and require user interaction for correction.
Finally a long processing time is required for each video [12]. Therefore Ctrax would be
challenging to apply for our data collection.
1.3 Automatic analysis and quantification of fly appetitive behavior
Unfortunately, all of the available programs are not general enough to be directly applied
for the analyses of our videos. Therefore a new software package for quantifying fly
behavior had to be developed. As explained above, in the recorded videos flies are given
a choice between a sugar and a non-sugar side. Thus different variables of the fly feeding
behavior can be detected and analyzed with the help of this software package. A key
parameter to quantify is the preference index (PI) of flies and its change in time. Manual
observation of the videos reveals that flies slow down on the sugar side and therefore the

































































































































2 Materials and methods
2.1 Video description
The starting material is a collection of approximately 1000 videos showing fly behavior in
the arena setup. These videos have the features shown in table 2.
Figure 4 summarizes the processing procedure, starting from the raw videos and resulting
Parameter Value
format RGB, .MOV
spacial resolution 1920x1088 pixels
temporal resolution 20 fps
length approx. 1:15 min
Table 2: Features of original videos




• format converting 
• area cropping 
Analyzing videos 
(ImageJ) 
• finding first flies 
• border detection 
• fly detection & counting 
• fly movement recognition 
Analyzing data 
 (R) 
• plotting results of  fly detection 
(preference index) 
• plotting results of movement 
recognition (movement ratio) 
Figure 4: General workflow for each video
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2.2 Step 1 - Processing with Avidemux
The processing starts with Avidemux [2], a free and open source video editing and pro-
cessing program. This program was used to change the format to .AVI and to change
the RGB to grayscale (Figure 5). This change was necessary, because ImageJ which is
used for the analysis of the videos does not support the .MOV-format and grayscale pixel
values can be evaluated better than RGB values. Moreover, Avidemux was initially used
to downsize the videos by decreasing the spatial resolution to 720x408 pixels and the
temporal resolution to 5 fps. The latter was done to decrease the size of videos in an
effort to keep processing time and computation as low as possible. However, decreasing
the spatial resolution lead to noise which caused high false positive error (Section 3.1). In
addition, decreasing the temporal resolution caused problems in fly movement detection
(Section 3.5). Thus downsizing was abandoned.
Because of the large amount of data this processing steps were automatized with Javascript
and batch processing. Therefore this step is done with maximal efficiency and does not
require user input.
Figure 5: Converted video
2.3 Step 2 - Processing with Matlab
In addition everything except the arena has to be excluded, so that walking flies on the
outside do not influence the analysis. The image processing toolbox of Matlab [3] is used
for this purpose. A circular mask was applied to select the region of interest (ROI) for
the arena and to display the rest of the video white. For this step the user has to input
the diameter of the arena.
The final product (Figure 6) of the two processing steps with Avidemus and Matlab can
be directly analyzed with ImageJ to yield data on fly appetitive behavior.
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Figure 6: Final processed video
2.4 Step 3 - Analyzing with ImageJ
ImageJ [4] is an image processing program in which own plugins can be written in Java.
It was used to quantify two aspects of fly appetitive behavior. Firstly, the preference
index of the flies was calculated for every frame of the videos. Secondly, fly movement
was assessed with a strategy that did not require tracking. These results were plotted
with help of the programming language and software R [5].
2.4.1 Finding first flies
For the further analysis the frames without flies are not needed and a starting point from
which all videos can be compared has to be defined. For these reasons, each frame from
the beginning on is checked for presence of a certain amount of fly-like particles. The
characteristics of these particles are defined by their size and circularity.
Due to a manual analysis of different videos a range of both parameters could be set. If
more than two of these particles are present in the current frame, it is considered as a
frame with flies. Less of these particles are not treated as flies, as they could be noise
particles.
As soon as the first frame with the defined characteristics is found the border detection
starts two frames before this starting frame. The frame direct before can not be used for
the detection, because there could already be some flies in it. The characteristics indeed
define the shape of a fly, but when the flies are injected they are blown towards one side
of the area and thus the shape could be deformed and not identified as a fly.
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2.4.2 Border detection
The ROI of the arena can be subdivided into two roughly equal semicircles. One side
is covered with sucrose, while the other is covered with water. To calculate the flies’
preference towards the sugar side, flies on both sides need to be counted. Therefore the
border between these two sides has to be precisely identified.
When observing the videos the border could easily be recognized as a dark straight line
near the middle of the arena. I took advantage of this observation and developed three
different approaches to automatize border detection. Frames which did not contain flies
were used to more correctly implement the border detection.
Approach 1 - Region of Interest (ROI) and ParticleAnalyzer
The easiest approach to find the border is to use its described darkness compared to
the rest of the arena. With the help of thresholding these parts of the arena inside a
predefined ROI can easily be detected.
Because the border is not completely horizontal but shifted a bit up or down, at least two
y-coordinates are needed to draw a border line between them. Thus two ROIs were used
- one on the left side of the arena and one on the right side (Figure 7).
After starting with a predefined threshold, the ImageJ ParticleAnalyzer [6] checks,
Figure 7: Detected border with approach 1 (blue) and real border (green)
whether the thresholded area in the ROI is too big or too small (based on a predefined
size). In both of these cases the threshold is either decreased or increased until the area
is in the right size range. The ParticleAnalyzer than provides the center of mass for this
thresholded area, which can be used as a y-coordinate for the border.
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Approach 2 - ROI and CurveFitter
A way to improve this approach is using a single ROI instead of two (Figure 8). This
needs to be selected in the middle of the frame, so that it covers the border region.
Additionally to this, also the method for defining the border coordinates changes. Not
the area as one particle is used to define the coordinates, but its containing pixels. The
coordinates of these pixels are the input for the ImageJ CurveFitter [7], which uses these
to fit a straight line. Since most thresholded pixels should be near the border, the line
matches the actual border quite well.
Figure 8: Detected border with approach 2 (blue) and real border (green)
Approach 3 - EdgeFinder, ROI and CurveFitter
In cases where the contrast between the border and the surrounding area is poor, finding
the edges can be useful to enhance the contrast. Otherwise the other approaches would
not allow to fit the border according to the real border position. The EdgeFinder is a
built-in plugin of ImageJ that uses a Sobel operator to detect sharp changes in pixel
intensity.
An appropriate ROI near the middle of the arena is selected and the EdgeFinder is then
applied. After that the CurveFitter is adopted like in approach 2 to fit a line which
accurately matches the border even in difficult cases (Figure 9).
Section 3.2 shows the reasons why approach 3 is used in the final implementation of the
software.
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Figure 9: Detected border with approach 3 (blue)
2.4.3 Fly detection and counting
I used four different approaches (Table 3) to detect and count the flies and selected the





4 find edges & thresholding
5 find edges & find maxima
Table 3: Approaches for fly detection and counting
Chosing test frames
The four approaches have all been tested at a selection of 20 frames from 20 different
videos. These frames contain different cases of fly behavior in order to test the performance
of the methods in all possible scenarios.
Table 4 contains the different cases that are included in the analysis. Figures 10, 11, 12,
13, 14, 15 and 16 show the used frames to the different scenarios. Each of the frames
contains of about 30 flies.
The flies in these 20 frames are manually counted and afterwards compared to
the results of the four different approaches of the fly counting to find the amount of
false negatives (FN) and false positives (FP). FN are in this case the flies which are not









jumping and crawling flies
border and circular accumulation
Table 4: Situations present in the used test-frames
Testing methods on frames
The thresholding method (Figure 17(a)) uses a simple threshold for all frames, that
defines all particles darker than a certain pixel value as a fly.
The next method (Figure 17(b)) uses the former described EdgeFinder to find the edges
between the flies and the background. On this new created picture a threshold can be
applied like in the thresholding method.
The MaximumFinder (Figure 17(d)) finds all local maxima in a picture based on a certain
noise tolerance level. A low noise tolerance level leads to more found maxima than a high
level. Flies are the darkest spots inside the arena and thus have a greater difference to
their neighbor pixel values. Therefore flies can be considered as the maxima.
Another method (Figure 17(c)) uses both the EdgeFinder and the MaximumFinder.
The best of the tested methods is the MaximumFinder. The detailed results of the tests
can be found in the results section 3.3.1.
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(a) Frame 7 (b) Frame 8
(c) Frame 13
Figure 10: Testframes with separate flies
Figure 11: Testframe with border accumulation (Frame 11)
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(a) Frame 1 (b) Frame 16
Figure 12: Testframes with circular accumulation
(a) Frame 10 (b) Frame 20
Figure 13: Testframes with border and circular accumulation
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(a) Frame 3 (b) Frame 6
(c) Frame 14 (d) Frame 17
(e) Frame 19
Figure 14: Testframes with jumping flies
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(a) Frame 2 (b) Frame 5
(c) Frame 9 (d) Frame 12
(e) Frame 18
Figure 15: Testframes with flies crawling up the boundary
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(a) Frame 4 (b) Frame 15
Figure 16: Testframes with jumping flies and flies crawling up the boundary
(a) thresholding (b) find edges & thresholding
(c) find egdes & find maxima (d) find maxima
Figure 17: Different approaches for fly detection and counting
22
Post-filtering
However, the application of the MaximumFinder is not sufficient enough, therefore a
post-filtering method was designed to filter out remaining FP. For this reason the coordi-
nates of all found maxima were saved and used for the filtering. Two steps are performed
for each of the saved maximum.
Firstly, the maximum is only considered as a possible fly, if its pixel value is lower than
a certain cutoff value. If this is true, a second step is applied on this maximum and
its eight neighboring pixels. This step calculates the difference between the pixel itself
and its eight neighboring pixels. The former found maximum is only counted as a fly if
for more than five of these nine checked pixels all calculated differences are lower than
another cutoff value.
Hence, the post-filtering introduces two new parameters that need to be optimized to-
gether with the noise tolerance level. This results also can be found in the results section
3.3.1.
Calculation of the preference index
After using the coordinates of the border detection to define two ROIs, the amount of flies
both on the sugar- and the water-side of the arena can be counted. These two numbers
are used to calculate the preference index PI for each frame of the video. This index is
defined as
PI =
# of flies on sugar side − # of flies on water side
total # of flies in arena
.
The preferred side of the flies in the arena can be detected (Table 5) and analyzed (Section
3.4) with the help of this index.
PI value preferred side
0 < PI ≤ 1 sugar
−1 ≤ PI < 0 water
PI = 0 equally preferred
Table 5: Values for preference index PI
2.4.4 Detection of fly movement
While the MaximumFinder can successfully detect the general position of the flies, it
cannot be used for detecting fly movement. This is because the local maximum can shift
within a fly between frames even if the fly is not moving.
One approach to measure fly speed is using tracking to define the trajectory of individual
flies. As this approach is difficult to implement under the current experimental setup, a
different strategy to assess fly movement was used.
The approach is based on the differences and similarities of two consecutive frames t and
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t+ 1. These measures are assigned to a new image. A moving fly should change position
between consecutive frames. If a fly moves less than its body length, there is partial
overlap between the particles in the resulting image (Figure 18(a)). If the fly moves a
distance bigger than its body length, the objects in the new frame have no overlap (Figure
18(b)). Finally, if a fly does not move at all, there is full overlap (Figure 18(c)). The
non-overlapping pixels between the consecutive frames is a measure of the moving parts
of the flies while the overlapping pixels indicate the parts of flies that are not moving.
The two numbers of changed and unchanged pixels in the two consecutive frames are
(a) slow moving fly
(b) fast moving fly
(c) sitting fly
Figure 18: Flies moving with different speed
used to calculate a ratio r for the movement. It is defined as
r =
# of moving pixels/2
(# of moving pixels/2) + # of sitting pixels
.
This formula defines the fly movement as a ratio r between 0 and 1. If all flies are moving
more than one body length r should be 1, if all flies are staying then r should be 0. If
the the amount of moving and sitting particles is exactly the same, then r is 0.3. Doing
this analysis over the whole video provides a time course over the ratios, that can be
evaluated.
ImageJ has already implemented functions that can be used to calculate the described
differences and similarities of two consecutive frames (Figure 19(a) and (b)).
The first function is the difference operator. This operator creates a new image that shows
the differences between the two frames. That means, if two pixels that are in the same
position in both frames have the same value, the pixel value in the resulting image is 0
(thus black). The bigger the difference of the pixel values is, the higher gets the pixel
value in the resulting image. The bright parts of the resulting image (Figure 19(c)) thus
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are matching the green (moving) parts of figure 18.
The second operator (maximum operator) uses a similar approach to identify the static
pixels. A new image is created that shows the respective maximum pixel value of two
corresponding ones of the consecutive frames. That means, always the brightest of the
two pixel values will be assigned to the new image. If a fly moves, it will leave a brighter
spot (background) in the first frame, which is then assigned to the new image. Only the
pixels that still indicate a fly will be seen in the new image as this pixel then is still darker
than the background. The inversion of this image (Figure 19(d)) is thus matching to the
red (unchanged) parts of figure 18.
The two resulting images are mutually exclusive. A threshold is applied in both images,
in order to get the amount of pixels that represent flies. After the conversion to binary
data is still noise at the rim of the arena visible that leads to an inaccurate ratio for the
movement. For filtering this noise, the ImageJ open operator, consisting of two separate
steps, can be applied. Firstly, an erosion filter replaces each pixel with the lightest value of
its eight neighbor pixels to remove the isolated pixels of the noise. However, this removes
also pixels at the edges of flies, which is why the following dilation filter is afterwards
applied. This inversion of the erosion filter replaces each pixel with the darkest value of
the eight neighbors. Thus some black pixels are added again to the edges of the flies so
that they are smoothened.[8] The flies have then the same size as before but no noise is
remaining (Figure 19(e) and (f)). Figure 20 shows an overlay of the two resulting images.
The green parts show the fly parts that are moving between the two frames, the red parts
show the flies that are sitting.
After counting the black pixels (flies) in the two images, the movement ratio can be
calculated and analyzed (Section 3.5).
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(a) Frame 1 (b) Frame 2
(c) Difference operator: moving parts (d) Maximum operator: sitting parts
(e) applied threshold and open filter on
(c)
(f) applied threshold and open filter on
(d)
Figure 19: Detection of fly movement
26




3.1 Optimizing video processing
Figure 21 shows the same section of a downsized (Figure 21(a)) and a non-downsized
frame (Figure 21(b)). Downsizing changes the pixel values compared to the original video.
Firstly, this leads to noise at the rim of the arena that can cause FP when counting the
flies. Secondly, the downsizing also induces a less visible and thus harder to detect border
than in the original video. Thirdly, the original resolution allows distinguishing the flies
better from the background than the reduced resolution. These three reasons imply that
for the final analysis the original video size is used.
(a) section of downsized video frame (b) section of original video frame
Figure 21: Noise in Video frames
3.2 Optimizing border detection
Approach 1 for the border detection uses a threshold applied on two ROIs to get the
y-coordinates of the border. This method uses only two points to define the border and
can therefore lead to errors. If one center of mass of the thresholded area is not exactly
on the real border, the detected border does not match the real border (Figure 7). Hence
this method is not optimal.
Approach 2 uses one ROI and each thresholded pixel inside to fit a straight line that
matches the real border. However, in some videos the border is difficult to detect due to
its low contrast with the background. Additionally, the experimenter that introduces the
flies into the arena casts shadows that decrease the contrast between the border and the
surrounding region. As a result the fitted line does not match the real border (Figure 8).
Approach 3 applies the ImageJ function EdgeFinder before applying approach 2. With
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this pre-filtering the shadows are eliminated, because their pixel-intensities are too consis-
tent to be identified as edges. In the resulting picture all pixels at the edges are displayed
white and the inner pixels as black. Using this approach, the border was accurately
detected in all the analyzed videos.
3.3 Optimizing fly detection
Table 3 summarizes the methods tested for fly detection. As mentioned in section 2.4.3,
the optimal method was the MaximumFinder with post-filtering.
3.3.1 MaximumFinder as chosen method
Comparing different detection approaches
All four methods were tested on the same set of 20 heterogeneous frames. This collection
of frames was visually inspected and a single appropriate cutoff value was selected for
each of the four different detection approaches. Figure 22 shows the percentage error of
each of the methods compared to the number of manually counted flies numbered as in
table 3. The error bars show the standard error of the mean (SEM).
The thresholding method has an error of more than - 15%. With a fixed threshold but
differing lighting conditions in the videos not each fly can be detected individually. Flies
sitting close to each other are often mistakenly merged.
The EdgeFinder has an error of nearly + 10%. The application of the EdgeFinder gives
each fly a sickle shape. This shape is often divided into more than one particle and thus
leads to an overestimation of flies in each frame.
The MaximumFinder approach leads to under + 1% error. This rate is much lower than
the other approaches. Therefore, this method was selected for the analyses.
The method using first the EdgeFinder and later the MaximumFinder has an error of
about -6%. In contrast to the former method that also uses the edges to define flies are
less flies found than manually counted. Flies that are close to each other could be fused
on particular edges and decrease the detected fly amount. These flies are still separated
with a threshold, but not with the MaximumFinder.
Comparing different parameter settings - parameter fitting
After deciding that the MaximumFinder is the best method, further tests were carried
out to analyze how tolerant the error rate is towards different noise tolerances. These
tests can be seen in figure 23. The error rates are extremely high for all tested noise
tolerance levels except the formerly tested tolerance of 45 (Figure 23(a)). A lower noise
tolerance led to a higher positive error rate and a higher level resulted in fewer flies being
identified than the manually counted.
To better understand the sources of the error we examined the contributions of FP and
FN to the average error rate. These analyses revealed that even in the case of very low















































Figure 22: Errors in tested methods
but they cancel each other out (Figure 23(b)). This is not optimal and thus it was decided
to apply postfiltering to eliminate as many FP and FN as possible.
3.3.2 Further improving of the fly detection
Eliminating FP
Measuring the pixel values of the flies in the 20 representative test frames, showed that
their absolute values in all frames are lower than 105. Therefore, the threshold for the
absolute value was set at a constant value. However, the threshold for the difference
between the pixel values had to be tested because of the different light conditions and
differences between the flies and the background in the videos.
Figures 24(a) and (b) show that the FP rate can nearly be eliminated through the filter-
ing regardless of the parameter for the difference threshold. The FN and the total error
percentage however are increased. A threshold of 70 was the best compromise between
the FP, FN and the overall error rate.
After these changes is the FN rate still extremely high (17%). Therefore further improve-
ments were necessary.
Eliminating FN
Using the MaximumFinder with the mentioned noise tolerance level 45 filtered out most
FP but also led to non-detected flies and the high FN rate. Decreasing the noise tolerance
led to more detected maxima. In this way the FN could be decreased without changing
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the FP. A noise tolerance level of 10 yields the best possible rates for these 20 downsized
frames. However, the FN (5.0%) and FP (4.8%) rates were still very high.
Hence it was decided not to use the downsized videos but the original sizes (Section 3.1).
The differences in the pixel values between flies and background stayed the same (cutoff
level 105) but the parameter for the noise tolerance had to be further adjusted. Applying
a tolerance level of 17 and the post-filtering led to lower FP and FN rates (0.5% and 3.7%,
respectively) that are acceptable.
3.4 Preference indices
The preference index can be calculated with the previously mentioned equation (Section
2.4.3). Five videos for each of the three fly lines 5a/+, Kir/+ and 5a/Kir were analyzed.
The average preference index over each time point as well as over the whole first 60 seconds
of the videos was calculated for each fly line.
Figure 25 shows the course of the average PI over the first 60 seconds of the videos. The
PI increases during the first ten seconds (200 frames) in all three fly lines and then nearly
stays the same in the rest of the videos. In the first seconds the flies are distributing over
the whole arena from the region on which they were blown in the beginning. After they
spread and detect the sugar, they typically remain on the sugar side of the arena.
The two decreases of the preference index in line 5a/+ between frame 800 and 1000 are
due to digital noise in some of the original videos that led to an erroneous counting of the
flies.
The difference between the single fly lines is thus not the time in which the flies decide for
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Figure 25: Preference indices for the fly lines over time
35
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Figure 26: Average preference indices
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3.5 Fly movement results
The movement of the different fly lines was analyzed both for the sugar- and water side
of the arena and compared.
Testing the settings for the movement detection in a 5 fps video, detected many flies
that moved more than one body length during the time between two frames. As the
calculated ratio (Section 2.4.4) just gives a movement measure between 0 and 1, fly
movements greater than one body length can’t be distinguished. To minimize these cases
the frame rate was increased. The 20 fps original frame rate led to an improvement in the
quantification. Nevertheless, flies that moved more than one body length were at times
detected.
The denominator of the equation used to calculate the ratio of movement indicates the
amount of changed and unchanged particles, meaning all pixels that stand for flies. Thus
this number should remain constant over the video, as the fly number also stays the
same. Figure 27 shows the time course of the denominator. The 5a/+ line again has an
error between frame 800 and 1000, due to the digital noise. However, in other cases, the
denominator was essentially constant.
























Figure 27: Average denominator of the fly lines
Comparing the movement of the flies over time between the different lines (Figures 28,
29 and 30) showed that all lines need about 20 seconds (400 frames) until the ratio stops
decreasing. During these seconds the flies are leaving the region in which they were blown
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in and are exploring the arena. As the flies in all lines prefer the sugar side (Figure 26),
the movement on the water side decreases after the flies go over the border.
Flies normally stop moving when eating and thus the movement on the sugar side for
5a/+ (Figure 28) and Kir/+ (Figure 29) is nearly zero from the beginning on. In the
5a/Kir-line (Figure 30) the flies are not able to properly detect the sugar and thus the
movement on the sugar side is higher than in the other two lines (Figure 31).


























Figure 28: Movement of 5a/+ line
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Figure 29: Movement of Kir/+ line





















































Figure 31: Average movement on different sides of arena of the fly lines
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4 Discussion
4.1 Automatic analysis of fly behavior
For the project described here, I developed a high-throughput pipeline that allows auto-
mated analysis of fly appetitive behavior. In particular, two aspects of fly behavior in
the sugar arena setup can be quantified. Firstly, the preference of the flies towards the
sucrose side can be calculated. Secondly, a measure of fly activity can be determined for
both the sucrose and the water side.
Making the analyses automatic is crucial, since Dr. Tanimoto’s laboratory has a collection
of more than a thousand videos of behaving fruit flies in the sugar arena setup. While
manual analysis is possible, it is extremely labor-intensive. Thus, the algorithms described
here make the analyses far more efficient.
In addition, the described approach allows the quantification of an index that reflects
fly activity. Importantly, this does not require individual fly tracking, which is not only
computationally demanding, but also very labor-intensive.
Despite these important advantages, there are still aspects of the algorithms that can be
improved. For example, while the average FN rate is acceptable (3.7%), a closer look
revealed that individual FN rates are highly variable (0.0% - 13.3%). The FN rate should
therefore be further decreased by applying another filtering or post-filtering step.
In addition, fly accumulation at the border often causes an underestimation of the PI.
This is because flies stop at the border, with their heads facing towards the sucrose side
but their abdomens remaining in the water side. These flies can detect sugar, but since the
find maxima algorithm may detect pixels in their abdomen as maxima, they are counted
on the water side. An appropriate shift in the border could be useful in fixing this issue.
By now, the steps are still separated like shown in figure 4. With some further improve-
ments and combinations of the algorithms, the analyses can be completely automatic.
Also the current runtimes (Table 6) of the several steps for each video could be improved
by other algorithms.
Step Runtime
Processing with Avidemux 1 min
Processing with Matlab 3 min
Border detection & preference index calculation 5 min
Border detection & movement calculation 8 min
Border detection & both calculations 12 min
Table 6: Runtime of the several processing steps for one video
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4.2 Blocking the neurons in Gr5a-GAL4 impairs sucrose response
Out of all three groups, 5a/Kir showed the worst performance (i.e. lowest PI). This obser-
vation is consistent with the fact that the neurons labeled in Gr5a-GAL4 are important
for sugar perception, as previously shown [51]. In accordance with that study, the sugar
response was impaired, but not completely abolished (i.e. PI ¿ 0).
The two genetic controls, namely 5a/+ and Kir/+, performed better than the experi-
mental group, since no sweet receptor neurons were blocked in these lines. However, it is
worth noting that Kir/+ performed worse than 5a/+ (Figures 25 and 26). This may be
due to technical reasons, such as subtle differences in the extent of starvation of between
the two lines or an insufficient amount of experiment replications.
4.3 Blocking the neurons in Gr5a-GAL4 increases locomotion in the
sugar arena setup
Using my algorithm for quantifying fly activity, I was able to show that blocking the
neurons in Gr5a-GAL4 with Kir results in increased activity on both the sucrose and
water side. The two genetic controls showed remarkably lower activity on both sides of
the arena (Figure 31).
In the genetic controls, no neurons are blocked and therefore the sucrose response should
be normal. These analyses showed that flies show lower activity on the sucrose side. This
is consistent with our observations, since flies inhibit their locomotion, and can even stop,
on the sucrose side. The activity on the water side is higher, since there is no gustatory
stimulus on that part of the arena.
Interestingly, blocking the Gr5a-GAL4 neurons impairs, but does not abolish, the decrease
in locomotion that is associated with the sucrose response. Indeed, these flies are still
slower on the sucrose side than the water side. A possible interpretation is that blocking
the Gr5a-GAL4 cells impairs the flies’ ability to detect sucrose, but does not abolish it.
This observation confirms our findings regarding the flies’ preference and is also consistent
with the literature [51]. Another possible interpretation is that blocking the Gr5a-GAL4
cells simply results in more active flies. This is indeed a possibility, since these flies showed
higher overall activity on both sucrose and water. While the data presented here cannot
be used to exclude this scenario, additional experiments can be of aid in clarifying this.
For example, an arena where both halves are covered with water-soaked filter paper can
be used to assess activity, using the same algorithm.
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