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Abstrakt
Táto práce se zaobírá návrhem a implementací systému na spracování dat z monitorování
zaměstnanců umístněného v cloude . Pomocí standardního rozhraní webové služby systém
přijímá data, které následně spracuje a prezentuje uživateli. Celý systém je implementovaný
v jazyku C# a nasazen v cloudu Windows Azure.
Abstract
This thesis discusses design and implementation of a cloud computer system which processes
end-user monitoring data. Using a defined web service interface, the system is receiving raw
monitoring data and then it processes them. Finally, it presents the data to end-users.
Entire application is written in C# and deployed to the Windows Azure Platform.
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Kapitola 1
Úvod
V dnešnom svete, kde je slovo
”
kríza“ skloňované na každom kroku, sa manažéri čoraz viac
zaujímajú o výkonnosť svojich zamestnancov. V organizáciách, kde sa k práci používajú
počítače, sa mnohí pokúšajú o zvýšenie produktivity rôznym blokovaním služieb ako IM1
a sociálnych sietí. To často naráža na odpor zamestnancov, pretože sa cítia obmedzovaní,
a vedie to presne k opačnému efektu.
Pasívne monitorovanie zamestnancov naopak nijako neobmedzuje. Navyše vedomosť
o tom, že sú sledovaní, ich často vedie k lepšej výkonnosti. Naviac má manažér prehľad
o skutočnej práci svojich podriadených. Monitorovanie práce má prínos aj pre správcov IT,
ktorí vidia využívanie aplikácií a počítačov.
Momentálne aplikácie na monitorovanie práce zamestnancov na počítačoch predstavujú
celé ale informačné systémy, ktoré je nutné v organizácii implementovať. To pre organizá-
ciu predstavujú ďalšie výdavky do IT (aplikačné servery, správa aplikácie), ktoré priamo
nesúvisia s predmetom činnosti organizácie. Takáto veľká investícia navyše neumožňuje
monitorovanie len určitého oddelenia na obmedzený čas.
Cieľom tejto práce je vytvorenie produktu, ktorý ponúkne manažérovi prehľad o práci za-
mestnancov. Na druhú stranu bude systém féroví voči sledovaným zamestnancom a umožní
im zobraziť si informácie, ktoré o nich nazbieral a v obmedzenej miere odstrániť tieto
záznamy. Produkt bude predstavovať službu s minimálnymi vstupnými nákladmi pre zá-
kazníka. Aby bol schopný obslúžiť aj veľký počet stredne veľkých zákazníkov, je umiestnený
v cloude. Ten poskytuje potrebnú elasticitu výpočetných jednotiek, teoreticky neobmedzené
úložisko dát a rozumnú cenu. Ako cloud platforma bola zvolená Windows Azure Platform,
pre svoju spoľahlivosť a podporu pre .NET platformu, na ktorej je táto aplikácia postavená.
V prvej kapitole je definovaný pojem
”
cloud“, jeho rozdelenie, výhody a i možné riziká.
Pred vytvorením a nasadením aplikácie do cloude je treba si ujasniť tieto faktory a myslieť
na ne už pri návrhu architektúry. Osobitá pozornosť je venovaná rozdeleniu zodpovednosti
medzi zákazníka cloudu a jeho poskytovateľa.
V ďalšej kapitole je následne podrobne predstavená Windows Azure Platfom a dôležité
služby, ktoré poskytuje. Táto platforma sa neustále vyvíja a stále nové technológie sa ob-
javujú každých pár mesiacov. Preto je dôležité sa s nimi zoznámiť a posúdiť či sú vhodné
pre konkrétne riešenie.
Nasleduje kapitola, ktorá rozoberá podobné aplikácie. Vždy sa ale jedná o aplikácie,
ktoré sú umiestnené u zákazníka.
Za touto kapitolou nasleduje návrh architektúry a popísanie významných komponent.
1IM - instant messaging, okamžitá výmen správ
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Kapitola 2
Cloud
2.1 Definícia
Cloud computing obsahuje technológie, služby a aplikácie, ktoré využívajú internet a jeho
štandardné protokoly[20]. Tieto aplikácie a služby bežia na distribuovaných sieťach s vir-
tualizovanými prostriedkami, ktoré sa prideľujú podľa potreby. Zákazník následne platí iba
za reálne využité prostriedky.
Slovo cloud v preklade znamená oblak, čo v diagramoch často znázorňuje internet. To
naznačuje, že aplikácie a služby v
”
cloude“ ho masívne využívajú - či už protokoly alebo
pojem všeobecnej dostupnosti. Cloud sa odkazuje na dva základné koncepty:
• abstrakcia - vývojári a užívatelia sú izolovaní od podrobností implementácie infra-
štruktúry - nevidia, kde je aplikácia reálne umiestnená (na akom hardvéri). Dáta sú
umiestnené na neznámom mieste a administráciu systému zabezpečuje tretia strana.
• virtualizácia - výpočetné a dátové zdroje sú zdieľané medzi užívateľmi a prideľované
podľa potreby z centrálnej infraštruktúry. Náklady sú počítané na základe využitia
týchto zdrojov. Poskytovatelia takto môžu zákazníkom poskytnúť virtuálny server,
ktorý má rovnaké vlastnosti ako reálny server ale za zlomok ceny za hardvér a bez
obáv o bezpečnosť ostatných zákazníkov. Oddelenie serverov od fyzického hardvéru
tiež prináša možnosť migrácie - či už pri havárii hardvéru alebo pri upgrade. Takýto
spôsob využitia prostriedkov predurčuje použitie multi-tenantných modelov.
Nasadenie aplikácie v cloude prináša zákazníkovi niekoľko výhod:
• cena - Medzi hlavné dôvody využitia cloudu sú nízke vstupné náklady. Zákazník
(najmä menšie firmy) nemusí nakupovať hardvér, prenajímať si miesto v dátových
centrách, ani platiť za licencie. Taktiež celá správa hardvéru sa presúva na posky-
tovateľa, a firma sa môže venovať svojmu primárnemu zameraniu (line-of-bussines,
LOF).
• spoľahlivosť - serveri, na ktorých beží aplikácia, sú virtualizované od fyzického har-
dvéru. V prípade výpadku tohoto serveru sa dá služba jednoducho migrovať na nový
fyzický server.
• dostupnosť - keďže sa k aplikáciam pristupuje cez internet, sú dostupné prakticky
z akéhokoľvek miesta.
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• bezpečnosť - dáta sú uložené v dátových centrách a nie na klientských zariadeni-
ach. Tieto centrá majú rádovo lepšie zabezpečenie (či už proti krádeži, alebo proti
výpadku) ako firemné serveri alebo klientské zariadenia.
• pružnosť - v prípade potreby väčšej výpočetnej sily, zákazník nemusí nakupovať nový
hardvér a licencie. Stačí si u poskytovateľa objednať ďalšiu výpočetnú jednotku.
Tým, že je aplikácia umiestnená u poskytovateľa na internete, na presne neurčenom
mieste, môžu pre klienta vzniknúť viaceré, často neočakávané, problémy:
• prístup cez internet - v prípade výpadku internetového spojenia (či už na strane klienta
alebo poskytovateľa) sú aplikácia a dáta nedostupné. V prípade kritických aplikácií je
nutné ich nasadiť u viacerých poskytovateľov aby bola zaručená dostupnosť v prípade
masívneho výpadku.
• právne problémy - v závislosti na povahe uložených dát, môžu existovať rôzne právne
obmedzenia ich umiestnenia. Toto platí najmä pri osobných údajoch.
• závislosť na poskytovateľovi - v prípade, že dôjde k výpadku na strane poskytova-
teľa, aplikácia v cloude bude nedostupná. V prípade, že poskytovateľ skončí, môže to
znamenať pre zákazníka vytvorenie novej aplikácie.
• bezpečnosť - zákazník musí dôverovať poskytovateľovi, že zabezpečí dáta pred vonka-
jšími útočníkmi a vynúti oddelenie dát medzi zákazníkmi.
Cloud computing patrí medzi novinky v IT oblasti a neustále sa posúva dopredu. Medzi
prvých priekopníkov v poskytovaní cloud služieb patrí:
• Google, ktorý využíva obrovské dátové centrá, ktoré podporujú vyhľadávač. Ponúka
užívateľom Software as a Service (napr. GMail, Google Docs, . . . ) ako aj platformu
pre beh ich vlastných aplikácií (AppEngine).
• Microsoft, ktorý ponúka Windows Azure Platform, ktorá dovoľuje .NET aplikáciám
bežať v cloude a pristupovať k nim cez internet.
• Amazon, ktorý ako prvý začal ponúkať cloud službu Amazon Web Service. Táto je
jednou z najúspešnejších. Ponúka infraštruktúru, na ktorej ponúka zákazníkom pre-
nájom hardvéru (samozrejme virtuálneho).
2.2 Typy cloudu
Keďže sa technológie cloud neustále vyvíjajú, existuje niekoľko rozdelení, ktoré rozdeľujú
cloud služby podľa rôznych kritérií. Dve najznámejšie sú rozdelenie podľa nasadenia a podľa
poskytovaných služieb.
2.2.1 Rozdelenie podľa nasadenia
Rozdelenie podľa nasadenia definuje účel cloudu, kto má k nemu prístup, a kde je cloud
fyzicky umiestený[20]:
• verejný - infraštruktúra je dostupná verejnosti alebo pre väčšiu skupinu a je vlastnená
externou spoločnosťou.
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• súkromný - infraštruktúra je vlastnená a používaná výhradne jednou organizáciou.
Môže byť ale spravovaná treťou stranou.
• komunitný - infraštruktúra je poskytovaná niekoľkým organizáciám, ktoré majú po-
dobný cieľ. Tieto organizácie zdieľajú ciele, bezpečnostné politiky,. . . .
• hybridný - predstavuje kombináciu viacerých typov (verejný, privátny, komunitný),
kde každý cloud si zachováva svoju identitu, ale majú spoločný cieľ.
2.2.2 Rozdelenie podľa úrovne služieb
Rozdelenie cloudu podľa úrovne služieb definuje hranicu medzi povinnosťami poskytovateľa
a zákazníka. Jednotlivé druhy sa líšia v úrovni prístupu k infraštruktúre, na ktorej aplikácie
bežia, a tým aj závislosti na konkrétnom poskytovateľovi. Podľa úrovne služieb rozlišujeme
tieto tri typy[20]:
• Infraštruktúra ako služba (IaaS)
• Platforma ako služba (PaaS)
• Softvér ako služba (SaaS)
Rozdelenie zodpovednosti medzi zákazníka a poskytovateľa v jednotlivých prístupoch je
znázornený na obrázku 2.1[5].
Obrázok 2.1: Rozdelenie zodpovednosti
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Infraštruktúra ako služba (Infrastructure as a Service - IaaS)
Pri tomto prístupe poskytovateľ ponúka zákazníkovi hardvér, ktorý môže zákazník ľubo-
volne použiť. IaaS umožňuje prenájom:
• procesorového času
• miesta na disku
• využitej pamäte
• sieťových zariadení
Túto infraštruktúru je možné dynamicky škálovať. Zákazník si musí ale sám spravovať
operačný systém a jeho nastavenie, aktualizácie, zabezpečenie a podobne.
Tento prístup je známejší ako VPS1, kde zákazník dostane virtuálny hardvér podľa
svojich požiadaviek, s ktorým môže nakladať podľa svojich potrieb. Nutnosť spravovať ope-
račný systém prináša výhodu v menšej závislosti na konkrétnom poskytovateľovi. Príkladom
takejto služby je Amazon Web Services.
Táto úroveň služieb je vhodná pre organizácie, ktoré potrebujú špecifický OS alebo jeho
nastavenie, alebo prechádzajú na cloud a nechcú upravovať existujúce aplikácie pre cloud.
Platforma ako služba (Platform as a Service - PaaS)
Pri PaaS prístupe poskytovateľ ponúka platformu (API2, služby), na ktorej zákazník môže
vytvárať svoje aplikácie. Zákazník nemá priamy prístup k hardvéru ani k operačnému sys-
tému. Poskytovateľ spravuje hardvér ako aj operačný systém a podporné knižnice, a tým
umožňuje zákazníkovi sa priamo zamerať na aplikáciu. Poskytovateľ môže ponúkať naprí-
klad SQL databázu, systém na posielanie správ, web server a rôzne webové služby. Tým sa
vytvorí vysoko dostupný ekosystém, v ktorom môžu bežať aplikácie bez nutnosti explicitne
riešiť problémy spojené s distribuovanou povahou takéhoto systému.
Tento prístup priamo podporuje využitie architektúry orientovanej na služby (SOA),
kde poskytovateľ poskytuje služby, z ktorých zákazník vytvára aplikácie, ktoré môže ďalej
predávať. Príkladom takejto služby je Microsoft Windows Azure Platform alebo Google
App Engine.
Softvér ako služba (Sofware as a Service - SaaS)
Prístup, kde zákazník platí len za používanie aplikácie, bez toho aby vedel o infraštruktúre,
na ktorej daná aplikácia beží, sa nazýva softvér ako služba. Najčastejšie takouto službou
sú webové aplikácie, takže zákazník si nemusí nič inštalovať. Zákazník vôbec nevie na akej
platforme aplikácia beží, ani nevie, kde je aplikácia geograficky uložená. Príkladom Softvéru
ako služby je GMail alebo Microsoft InTune.
1VPS - Virtual Private Server
2API - Application Programming Interface
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Kapitola 3
Windows Azure Platform
Windows Azure Platform je verejná platforma ako služba (PaaS), ktorá je poskytovaná
spoločnosťou Microsoft. Platforma zahŕňa niekoľko cloud technológií, ktoré vytvárajú plat-
formu určenú na beh aplikácií, ukladanie dát, bezpečnosť a komunikáciu[5].
Platforma je primárne zameraná na .NET aplikácie, ale umožňuje aj beh aplikácií na-
písaných v iných programovacích jazykoch. Windows Azure Platform sa skladá z týchto
častí:
1. Compute - táto časť obsahuje výpočetné jednotky, ktoré sa podľa použitia rozdeľujú
na role - Worker, Web a VM.
2. Storage - táto časť umožňuje perzistentne uchovávať dáta a vyhľadávať v nich. Obsa-
huje služby Azure Storage a SQL Azure.
3. Komunikácia - tato časť umožňuje komunikovať s inými aplikáciami ako aj prepojenie
s mobilnými zariadeniami a on-premise1 aplikáciami. Sem patria niektoré služby Azure
AppFabric (AppFabric Service Bus, CDN2).
4. Bezpečnosť (identita) - táto časť platformy ponúka externalizáciu autorizácie a auten-
tifikácie užívateľov ako aj služby federácie s rôznymi poskytovateľmi identity (openID,
. . .).
5. Podporné technológie - obsahuje technológie, ktoré uľahčujú vývoj a správu aplikácií.
Sem patria technológie ako Windows Communication Foundation (WCF), Windows
Identity Foundation (WIF), OData protokol a Windows Azure AppFabric.
3.1 Compute - Worker
Worker rola je výpočetná jednotka, ktorá umožňuje beh klasických aplikácií v cloude. Tieto
aplikácie môžu byť napísané v .NET, C++, Java a ďalších[6]. Naraz môže bežať niekoľko
inštancií tejto role. Každá inštancia predstavuje vlastný virtuálny stroj. Základom tohoto
stroja je Windows Server. Typicky táto rola spolupracuje s Web rolou, kde Web rola komu-
nikuje s užívateľom a Worker rola vykonáva výpočty na pozadí. To implikuje aj absenciu
užívateľského rozhrania. Počet paralelne bežiacich inštancií sa dá v závislosti na vyťažení
1umiestnené u zákazníka, mimo cloudu
2CDN - Content Delivery Network, distribuované doručovanie obsahu
9
Obrázok 3.1: Platforma Windows Azure. Zdroj http://msdn.microsoft.com
dynamicky meniť či už manuálne alebo priamo aplikáciou cez dostupné servisné API. To
umožňuje zložité výpočty vykonávať paralelne a inštancie pridávať podľa potreby.
Pre každú inštanciu je dostupné lokálne úložisko, nazývané Local Storage, ktoré slúži
na dočasné ukladanie dát. Dáta v tomto úložisku sú dostupné len konkrétnej inštancii a
v prípade jej reštartu sa zmažú.
Výpočetné jednotky je možné vytvoriť v rôznych veľkostiach, ktoré sa líšia v počte CPU
jadier a ich výkone, veľkosti pamäte, veľkosti lokálneho úložiska a cene.
3.2 Compute - Web
Podobne ako Worker rola, aj v prípade Web role môže bežať niekoľko inštancií role naraz.
Web rola je vlastne odvodená z Worker role, ale na virtuálnom stroji je nasadený web server
(konkrétne IIS3), ktorý umožňuje beh ASP.NET aplikácií a hosťovanie webových a WCF
služieb. Túto rolu je taktiež možné použiť i na beh aplikácií napísaných pre PHP, JAVA,
Node.js a ďalších.
3.3 Compute - VM
VM rola je špeciálny prípad výpočetnej jednotky, ktorý sa vlastnosťami približuje skôr
IaaS než PaaS. Zákazník dodá virtuálny obraz disku (Virtual Hard Disk - VHD), ktorý
obsahuje operačný systém Windows Server 2008 R2 s potrebnými nastaveniami a softvérom,
ktorý je následne nahraný do VM role a spustený. Použitie vlastného obrazu disku presúva
zodpovednosť za administráciu a aktualizáciu operačného systému na zákazníka. Tento
prístup uľahčí zákazníkom presun aplikácií do cloudu, pretože môžu použiť vlastný server.
Na druhú stranu ale prichádzajú o flexibilitu klasických výpočetných jednotiek.
3IIS - Internet Information Services, web a aplikačný server
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3.4 Azure Storage
Azure Storage je plne distribuované redundantné perzistentné úložisko dát. Do tohoto
úložiska je možné ukladať neštrukturované údaje rôznych typov. Na komunikáciu s Azure
Storage platforma ponúka REST rozhranie[11]. Azure Storage ponúka tri typy dát:
• BLOB4 - neštrukturované binárne dáta. Ide o najjednoduchší typ, ktorý je možné
uložiť. Azure Storage rozpoznáva dva druhy BLOB-ov, a to blokový a stránkový. Líšia
sa len spôsobom prístupu. Blokové BLOBy sú určené na ukladanie veľkých blokov dát,
s ktorými aplikácia pracuje ako s celkom. Stránkové BLOBy sú 512 bajtové stránky
optimalizované na náhodné čítanie a zápis[15]. BOLB-y je navyše možné rozdeliť do
užívateľsky vytvorených kontajnerov.
• Table - tento typ dát dovoľuje ukladanie dát do tabuliek. Nejedná sa ale o relačné
tabuľky ale o tzv No-SQL, kde tabuľka je súbor entít a každá entita môže mať rôzne
vlastnosti. Azure Storage podporuje operácie ako upsert (vloženie (insert) v prípade,
že entita ešte neexistuje alebo aktualizáciu (update) ak už existuje) a projekcia.
• Queue - tento typ dát predstavuje klasickú frontu, kde sa entity na jednej strane
vkladajú a na druhej sa odoberajú. Fronty slúžia najmä na komunikáciu medzi vý-
počtnými jednotkami. Každá entita vo fronte môže mať dobu expirácie.
• Azure Drive - dátový typ založený na BLOB dátach, ktorý sa pre aplikáciu tvári ako
klasický NTFS disk.
Na rozdiel od lokálneho úložiska, je možné pristupovať k dátam v Azure Storage aj viacerých
inštancií, ako aj z aplikácií mimo cloudu.
Pri takomto verejnom prístupe je dôležitá autentifikácia klienta. Azure Storage na to
využíva zdieľaný kľúč a HMAC-SHA256 algoritmus.
3.5 SQL Azure
Microsoft SQL Azure je vysoko dostupná a škálovateľná relačná databázová služba posta-
vená na technológiách SQL Serveru. SQL Azure má vstavanú odolnosť voči zlyhaniam[5].
Zákazník sa nestará o administráciu serveru, ktorý je prístupný cez virtuálny názov serveru.
K serveru sa pristupuje ako ku klasickému SQL Serveru s na komunikáciu sa využíva jazyk
T-SQL. Databáza je prístupná aj z on-premises aplikácií.
3.5.1 Škálovanie dát
Dáta môžu byť škálované dvoma smermi
• horizontálne - časť dát z tabuľky sa presunie do inej tabuľky (ktorá môže byť umiest-
nená v inej databáze, na inom databázovom serveri)
• vertikálne - časti stĺpcov tabuľky sa presunie do novej tabuľky.
SQL Azure podporuje obidva typy škálovania.
4BLOB - Binary Large OBject
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3.5.2 SQL federácie
Pre lepšiu podporu horizontálneho škálovania, SQL Azure ponúka federovanie viacerých
fyzických databáz do jeden logickej. To prináša výhody v lepšej výkonnosti a zjednodušenej
správy viacerých nájomcov (multi-tenancy)[18]. Federácia pozostáva z federačných členov
(federation members). Dáta sú rozdelené podľa federačného kľúča (napr. ID zákazníka).
Dáta, ktoré majú rovnaký federačný kľuč sa nazývajú atomická jednotka (atomic unit,
AU). Dáta v jednej atomickej jednotke majú zaručené, že budú uložené v jednom členovi.
SQL Azure nepodporuje operácie ako JOIN alebo agregáciu naprieč viacerými členmi[18],
preto je dôležité si vhodne zvoliť federačný kľúč.
Naviac môže federovaná databáza obsahovať centrálne tabuľky, ktoré sa neúčastnia fe-
derácie. Naproti tomu referenčné tabuľky sú duplikované vo všetkých federačných členoch
a často obsahujú referenčné informácie medzi tabuľkami.
3.6 Windows Azure AppFabric
Azure AppFabric je súbor služieb pre celú Windows Azure platformu, ktoré pomáhajú
spájať jednotlivé komponenty do celku. Ponúka služby ako riadenie prístupu, cache-ovanie
zdrojov a spájanie cloud aplikácií so svetom. Tieto služby vytvárajú prepracovaný middle-
ware pre vývoj, nasadenie a správu aplikácií.
3.6.1 Service Bus
Táto služba ponúka bezpečný komunikačný kanál medzi distribuovanými aplikáciami. Apli-
kácie komunikujú pomocou štandardného rozhrania REST. To umožňuje spájať nielen .NET
aplikácie, ale aj mobilné aplikácie. Service Bus vo väčšine scenárov figuruje ako preposielač
(relay), kde odoslaná správa z jednej inštancie je doručená cloud aplikácii[5].
Obrázok 3.2: Service Bus. Zdroj [5]
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3.6.2 Access Control Service
Access Control je služba, ktorá ponúka správu identity a overovanie užívateľov. Pre apli-
káciu predstavuje poskytovateľa federácie (Federation Provider), ktorý predstavuje most
medzi aplikáciou a rôznymi poskytovateľmi identity (napr. openID, Google, Facebook, Live
ID). Zákazník si cez konfiguračný portál nastaví podporovaných poskytovateľov identity
a pravidlá prevodu tvrdení o užívateľoch. Aplikácia následne externalizuje autentifikáciu
užívateľov na službu Access Control. Výsledkom úspešnej autentifikácie je token, ktorý
obsahuje tvrdenia o užívateľovi[5][4]. Služba Access Control je postavená na otvorených
štandardoch ako WS-Federation, OAuth, SAML.
Access Control Service sa dá spravovať pomocou Management Portálu, ktorý je súčasťou
Azure Portalu, alebo REST API.
3.6.3 Caching Service
Caching Service poskytuje distribuovanú, vysoko dostupnú pamäťovú cache, ktorú môžu
aplikácie využiť na zrýchlenie odozvy. Ako aj iné služby Azure Platform, aj táto sa dá
využiť s minimom nastavení a schopnosťou flexibilne meniť veľkosť cache.
3.7 Bezpečnosť aplikácií
Bezpečnosť je jeden z najpodstatnejších, a často najzložitejších, aspektov cloud aplikácií a
služieb. Tieto aplikácie sú verejne prístupné cez internet a je nevyhnutné riadiť prístup kli-
entov. V kontexte Windows Azure Platform ide najmä o ASP.NET web aplikácie a webové
a WCF služby. Základným bezpečnostným problémom týchto aplikácií je identifikovanie
klienta a určenie jeho prístupových práv k zdroju[4].
Na to aby klient mohol pristupovať k zdrojom, musí prejsť autentifikáciou a následne au-
torizáciou. Autentifikácia je zistenie identity klienta, potvrdenie od dôveryhodného zdroja,
že klient je ten, ktorý tvrdí, že je. Nasleduje autorizácia, kedy sa rozhoduje, či identifikovaný
klient má právo prístupu k zdroju.
Štandardne ponúka ASP.NET dva typy autentifikácie: integrované overenie Windows
a overenie formulárom. Celá logika autentifikácie a autorizácie ale je súčasťou samotnej
webovej aplikácie. To znamená zložitú integráciu s externými poskytovateľmi identity (napr.
openID), pretože v prípade, že chceme aby aplikácia podporovala nového poskytovateľa
identity, musíme túto aplikáciu upraviť. Navyše v prostredí Azure Platform nie je možné
využitie adresárových služieb (napr. Active Directory), pretože sa aplikácia nachádza mimo
siete organizácie, a teda mimo domény.
V multi-tenantných prostrediach tiež často nastáva situácia, kedy každý zákazník poža-
duje iný spôsob overenia, prípadne iného poskytovateľa identity.
Riešením týchto problémov je abstrakcia a externalizácia autentifikácie a autorizácie
na externého poskytovateľa, ktorý bude zakrývať ich detaily pre aplikáciu. Vo výsledku
poskytne aplikácii len potrebné informácie o klientovi.
3.7.1 Identita založená na tvrdeniach
V prípade autentifikácie a autorizácie, jediné čo potrebuje aplikácia vedieť o klientovi sú
informácie ako meno, skupiny, prípadne vek. Jedným slovom tvrdenia o klientovi. Tvrdenie
je výrok nejakej entity o subjekte. Tento výrok môže znamenať čokoľvek: dátum narodenia,
príslušnosť do určitej skupiny. Rozdiel medzi vlastnosťou a výrokom je v tom, že výrok
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je viazaný na entitu, ktorá ho vydala. Medzi distribuovanými systémami sa tieto tvrdenia
prenášajú v tokenoch, ktoré sú digitálne podpísané, takže nemôžu byť cestou zmenené a je
zaručená autenticita tokenu.[4].
Obrázok 3.3: Overenie založené na tvrdeniach. Zdroj [4]
Postup získania tokenu s tvrdeniami o subjekte je načrtnutý na obrázku 3.3. Aplikácia
(Relaying Party) obsahuje zdroje, ktoré vyžadujú autorizáciu. Aplikácia publikuje doku-
ment pravidiel (metadata), ktorý hovorí o tvrdeniach, ktoré aplikácia požaduje a hlavne
ktorým poskytovateľom identity verí.
Poskytovateľ identity (Identity Provider) ponúka službu bezpečnostných tokenov (Secure
Token Service, STS). Poskytovateľ taktiež publikuje dokument pravidiel, ktorý hovorí o tom,
ako kontaktovať STS.
Subjekt pri pokuse o prístup k zabezpečeným zdrojom najprv získa dokument pravidiel
aplikácie a z neho zistí zoznam poskytovateľov identity, ktorým aplikácia verí. Subjekt si jed-
ného vyberie a požiada ho o vydanie bezpečnostného tokenu, ktorý bude obsahovať tvrdenia
požadované aplikáciou. Poskytovateľ identity overí subjekt a vydá token, ktorý obsahuje
požadované tvrdenia. Tento token subjekt následne odošle s prvou požiadavkou aplikácii.
Aplikácia overí, že token bol vydaný poskytovateľom, ktorému verí a povolí prístup[4].
3.7.2 WS-Federation
Postup na obrázku 3.3 je príkladom autentifikácie podľa protokolu WS-Federation. Tento
protokol implementujúci federácie patrí do rodiny WS-* protokolov, spoločne s WS-Trust,
WS-Security. Federácia je niekoľko domén (realms), ktoré majú medzi sebou vzťah pro-
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ducent – konzument, kde konzument poskytne prístup k zdroju na základe identity a
vlastností, ktoré boli vydané producentom. V tomto vzťahu je dôležitá dôvera konzumenta
v producenta[17]. WS-Federation popisuje ako WS-* protokoly kombinovať na dosiahnutie
federovanej identity a prenosu dôvery (trust) medzi doménami.
Podstatné pre federovanú autentifikáciu je podpora pre rôzne konfigurácie a prostredia.
To je umožnené voľným spojeným (loosely coupled) jednotlivých entitít. Na ich vzájomnú
spoluprácu sa obidve strany musia dohodnúť na spoločných bezpečnostných politikách a
podporovaných typoch tokenov. Tieto informácie sú nazývané FederationMetadata a de-
finuje ich každá strana federácie. Na výmenu týchto metadát sa využíva protokol WS-
MetadataExchange[17].
Základom WS-Federation je služba bezpečnostných tokenov (Secure Token Service,
STS). Jedná sa o obyčajnú webovú službu, ktorá podporuje špecifikáciu WS-Trust. Špeci-
álnym prípadom STS je služba, ktorá pred vydaním tokenu overuje užívateľa (klienta) a
vydáva tvrdenia o jeho identite. Vtedy sa jedná o poskytovateľa identity (Identity Provider,
IP). STS a IP ale môžu byť oddelené služby, dôležitá je dôvera medzi nimi. Takýto prípad
popisuje obrázok 3.4.
Obrázok 3.4: Rola STS a IP vo federácii. Zdroj [17]
V prípade, že IP neposkytuje identitu priamo, ale len zakrýva ďalších poskytovateľov,
takýto IP sa nazýva poskytovateľ federácie (federation provider, FP). Tento typ IP sa
používa najmä v multi-tentant aplikáciách, kde každý nájomník môže požadovať iného
poskytovateľa identity. Aplikácia využíva iba FP, ktorý na základe nastavení nájomníka
získa identitu klienta od preferovaného IP. FP potom slúži ako akýsi prostredník medzi IP
a aplikáciou, ktorý:
• rieši rozdiely vo formátovaní - napríklad jazykovo špecifické názvy tvrdení alebo for-
máty tokenov
• spracuje tvrdenia - aplikácia vyžaduje trochu iné tvrdenie ako poskytuje IP (IP po-
skytuje dátum narodenia, ale aplikácia vyžaduje vek)
• pridá tvrdenia, o ktorých IP nevie - napríklad názov nájomníka
FP na jednej strane prijíma tvrdenia od rôznych IP, na druhej strane vydáva tokeny,
ktorým verí aplikácia, a to poskytovaním STS[4]. Prípad použitia FP je načrtnutý na ob-
rázku 3.5.
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Obrázok 3.5: Autentifikácia s poskytovateľom federácie. Zdroj [4]
WS-Federation a federovaná autentifikácia umožňuje použitie jednotného prihlásenia
(Single Sign-on, SSO), kde užívateľa overí IP a všetky aplikácie (Relaying Party, RP) dôve-
rujú tomuto IP. Prihlásený užívateľ sa pri prístupe k aplikácii preukáže tokenom vydaným
IP, ktorý potvrdzuje jeho identitu. Tento token môže navyše obsahovať dodatočné infor-
mácie, ako príslušnosť k skupine, prípadne rola v organizácii.
Pasívny žiadateľ (pasive requestor)
Problém pri použití federovanej autentifikácie nastáva, ak klientom je web agent (napr.
prehliadač), ktorý vie komunikovať iba protokolom HTTP. Pre výmenu tokenov sa ale
používa protokol WS-Trust. V tomto prípade sa použije model pasívneho žiadateľa (passive
requestor), ktorý je mierne odlišný od klasického modelu, je ale kompatibilný[17]. Tento
model využíva protokol HTTP (GET a POST požiadavky, presmerovania a cookies) a
zaobaľuje do neho vyžiadanie, výmenu a vydávanie bezpečnostných tokenov. Tento model
definuje tieto dôležité operácie:
• Sign-on – klient (web agent) pri prvom pokuse o prístup k zabezpečenému zdroju je
presmerovaný k IP, ktorý overí užívateľa. IP následne vydá klientovi bezpečnostný
token. Klient je potom presmerovaný aj s vydaným tokenom späť na požadovaný
zdroj. Priebeh tejto operácie popisuje obrázok 3.6
• Sing-out – v prípade, že sa klient odhlási, IP by to mal oznámiť všetkým aplikáciám.
Zdroj vtedy môže dokončiť všetky operácie spojené s klientom.
Aby sa ušetrilo volanie Sign-on pri každom prístupe k zdroju, zdroj môže použiť cookies.
V nich je potom uložený stav autentifikácie.
3.7.3 Windows Identity Foundation
Windows Identity Foundation (WIF) je súbor tried a nástroj, ktoré predstavujú rozšírenie
.NET Frameworku. Toto rozšírenie umožňuje využitie bezpečnosti založenej na tvrdeniach
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3.1: Požadovaný zdroj
3: Presmerovanie na zdroj s vydaným tokenom
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1.1: Presmerovanie na IP (autentiﬁkácia)
1: GET zdroj
Obrázok 3.6: Sign-on
pri vývoji ASP.NET alebo WCF aplikácií[4].
V prípade ASP.NET aplikácií, WIF implementuje rôzne triedy (napríklad WSFederati-
onAuthenticationModule), ktoré sú integrované do štandardného spracovania požiadavky
v ASP.NET (ASP.NET Pipeline). Naviac poskytuje triedy na správu sedenia (session) pri
federovanej autentifikácii ako aj základné triedy pre implementáciu vlastnej STS, a tým aj
vlastného IP/FP.
3.8 Multi-tentant aplikácie
V prípade, že aplikácia má obslúžiť viacej zákazníkov, rozhodnutie o modele nájomníkov
(tenants) patrí medzi najdôležitejšie rozhodnutia. Podľa [12] sa tieto modely delia podľa
počtu nájomníkov na jednu logickú inštanciu aplikácie na:
• single-tenant (ST) - pre každého zákazníka (nájomníka) je vyhradená jedna logická
inštancia aplikácie.
• multi-tenant (MT) - jedna logická inštancia aplikácie môže byť zdieľaná medzi viace-
rých zákazníkov. Pohľad na dáta je samozrejme pre každého nájomcu obmedzený na
jeho dáta.
Logická inštancia aplikácie v Azure sa môže skladať s viacerých fyzických inštancií (uží-
vateľské rozhranie, dáta), kde každá fyzická inštancia môže používať iný model. Príklady
jednotlivých modelov sú na obrázku 3.7.
Rozhodnutie o výbere modelu ovplyvňuje viacero faktorov, ktoré budú popísané v na-
sledujúcom texte.
3.8.1 Stabilita aplikácie
Prípadný pád MT aplikácie má v porovnaní so ST aplikáciu ďalekosiahlejšie dôsledky. Keď
padne jedna inštancia, ovplyvní to všetkých zákazníkov. Toto riziko sa dá znížiť redundan-
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Obrázok 3.7: Single a multi-tenant aplikácia. Zdroj http://msdn.microsoft.com
ciou, tj. nasadiť identitické kópie aplikácie do viacerých inštancií. Windows Azure kontroluje
stav všetkých inštancií a v prípade, že jedna zlyhá, tak ju automaticky reštartuje[12].
3.8.2 Škálovateľnosť
V prípade väčšieho počtu zákazníkov je potreba nasadiť aplikáciu na viacero inštancií,
ktoré je možné zhlukovať podľa predpokladaných návykoch užívateľov alebo geografickej
polohy[12].
3.8.3 Právne a regulačné požiadavky
V niektorých krajinách môže zákon vyžadovať aby sa užívateľom zobrazila špecifické upo-
zornenie (napr. o narábaní s osobnými údajmi), alebo aby boli dáta zákazníka uložené
oddelene a v určitom regióne. To vedie k zhlukovaniu zákazníkov podľa týchto požiadaviek
alebo použitiu ST modelu.
3.8.4 Udržovanie zdrojového kódu
Rozhodnutie o modeli ovplyvňuje aj ako ľahko sa bude dať aplikácia v budúcnosti udržovať.
Zákazníci často vyžadujú špecifické úpravy aplikácie. Údržba rôzneho kódu je z dlhodobého
hľadiska náročná a pred týmto krokom je treba preskúmať rozsiahlejšie možnosti konfigu-
rácie. V prípade, že úpravy kódu sú nevyhnutné, poskytovateľ by mal navrhnúť aplikáciu
tak, aby tieto časti boli izolované do čo najmenej modulov.
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3.8.5 Autentifikácia a autorizácia
Klasické aplikácie vyžadujú od užívateľa, aby si vytvoril účet pred použitím tejto apliká-
cie. Užívatelia ale uprednostňujú využitie existujúcich autentifikačných systémov. Pri MT
aplikáciách navyše môže každý nájomca vyžadovať vlastný autentifikačný systém[12]. To
navádza na externalizovanie overovania a skrytie tejto zložitosti pred aplikáciou. To posky-
tuje overovanie založené na tvrdeniach, kde overenie zabezpečí FP.
3.8.6 Úprava aplikácie pre zákazníka
Zákazník častokrát požaduje odlíšenie svojej aplikácie. Rozsiahlosť a možnosti úprav sú
rozmanité:
• odlíšenie implementované nastavením - zákazník si môže nahrať vlastný kaskádový
štýl alebo logo, ktoré sa zobrazuje v aplikácii.
• schopnosť vypnúť zákazníkovi špecifickú funkčnosť - napríklad integrácia s Active
Directory.
• rozšírenie aplikácie vlastným kódom - zákazník požaduje upravenie procesu podľa
vlastných potrieb. Aplikácia môže ponúkať nasadenie zásuvných modulov, ktoré dodá
zákazník.
• rozšírenie dátového modelu - zákazník požaduje ukladať dodatočné informácie o en-
tite. Aplikácia by na to mala reagovať možnosťou pridávať vlastné polia do formulárov
a dátových tabuliek.
3.8.7 Bezpečnosť dát
Možnosť zneužitia dát je v MT modeli vyššia ako v prípade ST modelu, pretože aplikácia
je zdieľaná medzi viacej zákazníkov. Pre ochranu dát je treba navrhnúť robustné riešenie,
ktoré logicky oddelí dáta zákazníkov. To sa dá docieliť vytvorením schémy pre každého
zákazníka, zabezpečením databáze, rozdelením dát alebo ich kombináciou[12].
Pri navrhovaní dátového modelu je nutné myslieť i na finančné hľadisko. SQL Azure je
spoplatnené podľa počtu databáz a ich veľkosti (pri použití MT modelu je finančne výhod-
nejšie ukladať dáta viacerých zákazníkov do jednej databázy). Oproti tomu Azure Storage
je spoplatnené len podľa veľkosti uložených dát a počtu transakcií (počet kontajnerov nemá
vplyv na cenu).
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Kapitola 4
Analýza existujúcich riešení
4.1 Ciele sledovania
Monitorovaniu zamestnancov sa na trhu venuje niekoľko spoločností. Častokrát sú tieto
aplikácie súčasťou väčšieho produktu, ako napríklad správa licencií a hardvéru.
Klasickým cieľom týchto aplikácií je zlepšenie pracovnej morálky zamestnancov. V dneš-
nom svete, kde počítače tvoria štandardné vybavenie pracoviska, zamestnanci trávia u počí-
tača väčšinu pracovného času. Zamestnávateľ ale bez dodatočných informácií nemá prehľad
ako sú tieto prostriedky využívané.
Cieľom takéhoto sledovania je teda zvýšenie efektivity využitia počítačov v pracovnom
čase, ako aj identifikovanie zamestnancov, ktorí využívajú pracovný počítač na súkromné
aktivity. Často sa aplikácie na monitorovanie činnosti zamestnancov zaoberajú aj detekciou
úniku citlivých dát (monitorovanie e-mailovej komunikácie, výmenných dátových zariadení
apod.), neriešia ale prevenciu takýchto incidentov.
4.2 Nástroje sledovania
Pri aplikáciách na sledovanie činnosti užívateľov je štandardný model s agentmi. Na kaž-
dom sledovanom počítači beží proces, ktorý sleduje aktivitu užívateľov a tieto informácie
následne odosiela na spracovanie do centrálnej inštancie. Tieto dáta sa následne prezentujú
manažérovi v podobe tabuliek a grafov. Vo väčšine aplikácií si zamestnanec nemôže pozrieť
svoje vlastné dáta (tj. nevie, čo sa o ňom zaznamenáva).
4.3 Aktivity a WebAktivity
Produkt Aktivity je vyvíjaný českou spoločnosťou MiCoS Software s.r.o. Aktivity poskytuje
prehľad o využívaní počítačov zamestnancami. Pomocou výpisov (reports) je potom možné
jednoznačne určiť spôsob a čas strávený konkrétnym zamestnancom. Vhodnou prezentáciou
týchto výsledkov je možné zefektívniť pracovné procesy[2]. Produkt sa skladá z troch častí:
• aplikačný server - hlavná aplikácia, ktorá spracováva dáta z klientských staníc.
• hlavná aplikácia - zobrazuje prehľady a výpisy. Existuje aj webová verzia nazývaná
WebAktivity.
• klientské aplikácia - beží na monitorovanom počítači a zbiera informácie o činnosti
zamestnanca.
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Obrázok 4.1: WebAktivity. Zdroj http://www.micos-sw.cz
Aktivity zaznamenávajú niekoľko typov aktivity[2]:
• práca s aplikáciami - zobrazuje prehľad o využívaní všetkých nainštalovaných apliká-
ciách.
• chat a sledovanie internetu - meria čas strávený na internete, konkrétne stránky.
Zaznamenáva i čas strávený komunikáciou formou chatu na internete.
• sledovanie tlače - pomáha odhaliť najvyťaženejšie tlačové zariadenia a identifikovať
užívateľov a PC podľa objemu tlače.
• vyťaženie PC - Aktivity sledujú vyťaženie CPU1 a veľkosť voľnej pamäte.
• funkcie operačného systému - zobrazuje prehľad o využívaní funkcií operačného sys-
tému ako úpravy registrov a zásahy do služieb.
Prehľady sa zobrazujú vo forme tabuľky a grafu rôznych typov. Prehľad sa dá zobraziť podľa
rôznych kritérií (podľa užívateľov, počítačov, aplikácií). Aplikácie sa dajú potom filtrovať
podľa užívateľov alebo počítačov (nie obe naraz), času.
Prehľady aplikácie sa jemnejšie rozdeľujú na hry a chat. Produkt obsahuje tiež prehľad
využitia aplikácie a kategórie v čase. Kategorizácia aplikácií je dvojstupňová - klasické rozde-
lenie podľa zamerania a povolenie aplikácie (povolená/zakázaná). Toto druhotné rozdelenie
je ale pre celú aplikáciu a nedá sa jemnejšie nastaviť pre užívateľa/skupinu.
Prehľady využitia internetu obsahuje návštevnosť jednotlivých domén, časový vývoj
návštevnosti domén a kategórii. Domény sú taktiež dvojmo kategorizované, rovnako ako
aplikácie.
1CPU - Central Processor Unit, centrálny procesor
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Produkt obsahuje tiež prehľad tlače, ktorý ponúka iba celkový prehľad.
Nastavenie filtru sa medzi jednotlivými prehľadmi nezachováva. Produkt taktiež nepon-
úka žiadnu podporu rozhodovania, užívateľ musí dopredu vedieť čo chce zobraziť.
Produkt je celý umiestnený u zákazníka, on-site, a je ho možné napojiť na ostatné
produkty spoločnosti.
4.4 Activity Monitor
Activity Monitor je produktom kanadskej spoločnosti Deep Software Inc., ktorá sa zao-
berá vývojom softvéru na špehovanie. Produkt je zameraný na priame sledovanie práce
zamestnancov. Riešenie predstavuje ochranu pred zneužitím počítačového vybavenia, ktoré
sa prejavuje zníženou produktivitou, krádežou intelektuálneho vlastníctva a podvodnými
aktivitami[21]. Activity Monitor sleduje aktivitu na pracovnej ploche, využitie internetu,
komunikáciu (aj obsah e-mailov, IM správ), stlačené klávesy (keylogger), prácu s doku-
mentami (vrátane ich presunu na výmenné úložné zariadenia). Naviac obsahuje funkcie na
vzdialené ukončenie procesov a vypnutie počítača[1][21]. Riešenie pozostáva z
• agenta - beží na sledovanom počítači a zbiera informácie
• desktop aplikácie - zbiera dáta z agentov a prezentuje ich manažérovi
Produkt neponúka žiadne porovnania vývoja v čase, ako ani porovnanie zamestnancov.
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Kapitola 5
Návrh
V tejto kapitole bude popísaná neformálna špecifikácia, najmä z pohľadu užívateľa. Ná-
sledne bude načrtnutá architektúra a popísané jednotlivé jej komponenty.
5.1 Špecifikácia
Ako už bolo napísané v úvode, cieľom projektu je cloud aplikácia, ktorá spracuje dáta
z Agenta a štatistiky prezentuje užívateľovi. Užívateľ je v tomto kontexte jednak sledovaný
užívateľ, ktorý si môže pozrieť dáta, ktoré boli o ňom nazbierané, a manažér, ktorý má pod
sebou podriadených. Manažér teda vidí štatistiky za svojich podriadených (a svoje), môže
ich porovnávať a zobraziť vývoj v čase.
Základná merateľná jednotka monitorovania je aktívne okno, ktoré predstavuje aktivitu
užívateľa. Môže sa jednať o okno kancelárskeho programu alebo internetový prehliadač.
Pre každé aktívne okno sa zaznamenáva proces, doba celkového behu a doba skutočnej
aktivity. Podľa informácií o procese sa pri spracovaní priradí produkt k tomuto aktívnemu
oknu. Na priradenie produktov je definované štandardné rozhranie, ktoré implementuje
knižnica tretej strany. Táto knižnica nie je predmetom tejto práce. Toto rozhranie definuje
aj rozdelenie produktov do kategórií podľa zamerania.
Aplikácia tiež poskytuje základné nástroje na podporu rozhodovania - napovie mana-
žérovi, kde je pravdepodobne problém. Manažér sa následne môže prepracovať do čoraz
podrobnejších štatistík. Toto je základný princíp aplikácie - nezaťažovať manažéra prezera-
ním zložitých výstupov.
5.2 Architektúra
V tejto podkapitole bude popísaná architektúra aplikácie, model dát a rozmiestnenie jed-
notlivých komponent. Návrh architektúry je na obrázku C.1. V ďalších častiach sú dôležité
komponenty podrobnejšie popísané. Pri návrhu komponent je kladený dôraz na škálovateľ-
nosť a mult-entant prostredie. Systém využíva niekoľko externých komponent, ktoré ponú-
kajú implementácie okrajových funkcií.
Celý systém bude následne implementovaný v prostredí cloudu.
5.2.1 Dátový model
Prístup k dátam predstavuje komponenta DataPersistence, ktorá implementuje rozhranie
na prístup k trom typom dát:
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• spoločné dáta
• dáta zákazníkov - štatistiky, informácie o užívateľoch a počítačoch, atď.
• podrobné dáta zákazníkov - informácie o aktívnych oknách a procesoch.
Model spoločných dát
Tieto dáta obsahujú informácie o zákazníkoch, databázach a ich špecifickom nastavení. Kon-
cepčný model je na obrázku 5.1. Obsahuje taktiež informácie o inštanciách, ktoré spracúvajú
dáta od Agentov a ich vyťažení.
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Obrázok 5.1: Konceptuálny ERD spoločných dát
Model zákazníckych dát
Model na obrázku 5.2 popisuje dáta, ktoré obsahujú súhrnné štatistiky z monitorovania.
Sú základným zdrojom informácií pre prehľady. Poskytovateľ k nim nemá priamy prístup.
Štatistiky sú optimalizované na vyhľadávanie. Model obsahuje tiež informácie o počítačoch,
užívateľoch a tlačiarňach.
Model podrobných dát z monitorovania
Podrobné informácie o monitorovaní sú dočasne uložené samostatne. Model je popísaný na
obrázku 5.3. Tieto dáta s podrobnými údajmi sú orientované na veľký objem dát, jednodu-
ché zobrazenie a ďalšie sekvenčné spracovanie.
5.2.2 Knižnica vzorov softvérových produktov
Táto komponenta, SoftwareLibrary na obrázku C.1, využíva externé dáta, na obrázku Sw-
lib, na rozpoznanie aplikácie (produktu) z informácií o procese (názov produktu, názov
výrobcu, verzia, názov spustitelného súboru, atď). Využíva sa pri spracovaní dát z agentov,
kde sa aktívnym oknám priradí produkt, ku ktorému patria. Výsledkom tohoto procesu je
jednoznačný identifikátor produktu.
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Obrázok 5.2: Konceptuálny ERD zákazníckych dát
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Obrázok 5.3: Konceptuálny ERD podrobných dát
5.2.3 Webová služba na príjem dát
Agenti, ktorí sú nainštalovaný na monitorovaných počítačoch u zákazníka, pravidelne odo-
sielajú dáta volaním tejto webovej služby. Webová služba je zabezpečená autentifikáciou,
kde každému zákazníkovi je vygenerované špeciálne heslo. Toto heslo Agent použije pri
odosielaní dát. Prenos dát je navyše šifrovaný využitím SSL1. Rozhranie je pevne dané,
jeho definícia je popísaná v A. Úspešné volanie je znázornené na obrázku 5.4.
Po prijatí dát sú tieto dáta umiestnené do fronty nespracovaných dát – DataToPro-
1SSL - Secure Socket Layer
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cessQueue. Webová služba naviac zaznamená dátum a čas príjmu. Webová služba je multi-
tentant a multi-instance, čo znamená, že jedna logická inštancia, ktorá môže predstavovať
viacej fyzických inštancií, obsluhuje všetkých zákazníkov. Na základe počtu zákazníkov je
možné pridávať a odoberať jednotlivé fyzické inštancie. Agent je dodaný treťou stranou a
loop
AgentWSAgent
4: EndUpload (SessionId)
2: SessionId
3: UploadPart (SessionId)
1: BeginUpload
Obrázok 5.4: Odosielanie dát
nie je predmetom tejto práce.
5.2.4 Spracovanie dát z agentov
Dáta z Agentov predstavujú surový prúd dát, ktorý je určený na iba na sekvenčné čítanie.
Preto je každý súbor dát po prijatí uložený do fronty na spracovanie. Tým sa zvýši prie-
pustnosť webovej služby. Špecifikácia formátu tohoto prúdu dát je popísaná v prílohe B.
Tieto súbory sú následne spracované do formy súhrnných štatistík za deň, počítač, užíva-
teľa, produkt a web (ak je dostupný). Tieto štatistiky sú následne uložené do úložiska, im-
plementovaného komponentov DataPersistence. Logická inštancia – ProcessWorker, ktorá
vykonáva toto spracovanie, je multi-instance a multi-tenant. Beží na pozadí a zákazníci
k nej nemajú priamy prístup. Táto komponenta periodicky kontroluje frontu a postupne
spracúva úlohy v nej.
Okrem vytvárania štatistík, Process Worker na obmedzený čas ukladá podrobné infor-
mácie o aktívnych oknách a procesoch do Azure Storage. Tieto informácie sa zobrazujú iba
v najnižšej úrovni prehľadov a preto nie je potrebné vyhľadávanie.
5.3 Web rozhranie pre zákazníkov
Web rozhrania pre zákazníkov, na obrázku C.1 je to komponenta TenantWebInterface, ktorá
je multi-instance a multi-tenant. Úlohou tejto komponenty je prezentácia štatistík v podobe
tabuliek a grafov.
Na autentifikáciu a autorizáciu je použitá vstavaná implementácia pomocou prihlaso-
vacieho formulára.
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Užívateľské rozhranie tejto komponenty je jednoduché a využíva moderné prostriedky
ako HTML a AJAX2. Navádza manažéra na problematické oblasti. Technicky zložitejšie
podrobnosti sú pred užívateľom schované.
Prehľady sú interaktívne a obsahujú:
• prehľad povolených a zakázaných aplikácií
• prehľad využitia aplikácií a kategórii
• prehľad využitia počítačov
• detailný prehľad aktívnych okien za obmedzené obdobie
• prehľad návštevnosti webov
• prehľad tlače
Naviac webová aplikácia ponúka časový vývoj aktivity za dané obdobie.
5.3.1 Prípady použitia
Jednotlivé prípady použitia sú podrobne popísané v prílohe D. Diagram prípadov použitia
je na obrázku 5.5.
Pridanie administrátora
Povolenie prihlásenia užívateľa
Extension Points
Aktivácia zákaznického účtu
Prihlásenie
Registrácia
Užívateľ
Zobrazenie zlyhaných spracovaní
Prehľad monitorovaných počítačov
Monitorovanie nového počítača
Pridanie administrátora
Povolenie prihlásenia užívateľa
Správa užívateľov
Zobrazenie časového vývoja aktivity
Zobrazenie analýzy tlačových úloh
Zobrazenie anlýzy aktivity
Administrátor
Prihlásený užívateľ
<<Include>>
<<Extend>>
<<Extend>>
Obrázok 5.5: Web rozhranie pre zákazníkov
2AJAX - Asynchronous JavaScript and XML
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5.4 Web rozhranie pre poskytovateľa
Jedná sa o webovú aplikáciu určenú iba pre poskytovateľa. Obsahuje prehľad vyťaženia jed-
notlivých fyzických inštancií ProcessWorker. Naviac poskytovateľ vidí zoznam zákazníkov.
Poskytovateľ nemá priamy prístup k dátam z monitorovania.
Na autentifikáciu a autorizáciu využíva táto webová aplikácia rovnakú implementáciu
ako web rozhranie pre zákazníkov.
5.4.1 Prípady použitia
Jednotlivé prípady použitia sú podrobne popísané v prílohe E. Diagram prípadov použitia
je na obrázku 5.6.
Zablokovanie zákazníka
Extension Points
Odstránenie zlyhaného spracovania
Zopakovanie zlyhaného spracovania
Extension Points
Odstránenie zlyhaného spracovania
Zopakovanie zlyhaného spracovaniaZobrazenie zlyhaných spracovaní
Vyťaženie inštancií
Zablokovanie zákazníka
Prehľad zákazníkov
Užívateľ
<<Extend>>
<<Extend>>
<<Extend>>
Obrázok 5.6: Web rozhranie pre zákazníkov
5.5 Návrh implementácie
Aplikácia MonOnline je implementáciou architektúry popísanej v predošlej časti. Aplikácia
je implementovaná ako cloud aplikácia, ktorá využíva Windows Azure Platform. Funkcie
tejto aplikácie sú prístupné všetkým návštevníkom po registrácii. Aplikácia je navrhnutá
tak, aby bola použiteľná i pre menej technicky zdatného užívateľa. Ako implementačný
jazyk bol zvolený C# pre svoju jednoduchosť a širokú podporu nielen zo strany Microsoftu
ale aj komunity.
V ďalších podkapitolách bude podrobne predstavený návrh implementácie tejto aplikácie
na zvolenej platforme.
5.5.1 Použité technológie
Windows Azure Platform
Ako základná platforma bola pre túto aplikáciu zvolená platforma Windows Azure, popí-
saná v kapitole 3. Výber tejto platformy súvisí aj so zvoleným implementačným jazykom.
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Podpora Windows Azure v C# (a celkovo v .NET) je na veľmi dobrej úrovni. Z tejto
platformy sú využívané služby ako Compute, Storage a SQL Azure.
Entity Framework
Na prístup k dátam je použitá ORM3 implementácia Entity Framework, ktorá zjednodu-
šuje prístup k dátam. Mapovanie relačných dát na objekty zakrýva pred vývojárom detaily
ako sú tabuľky a stĺpce. Vývojári sa tak môžu sústrediť na riešenie aplikačných problémov.
Entity Framework vytvára abstrakciu nad databázou a reláciami vo forme koncepčného mo-
delu. Ten definuje entity a vzťahy medzi nimi z pohľadu aplikácie. Entity sú reprezentované
triedami. Tento koncepčný model je následne mapovaný na logickú štruktúru dát.
Na prístup k dátam z koncepčného modelu je možné použiť niekoľko ciest:
• LINQ4 to Entity - dotazovanie dát v koncepčnom modeli s využitím technológie LINQ.
• Entity SQL – dialekt SQL nezávislý na úložisku, ktorým sa dajú dotazovať entity.
• Metódy na vytvorenie dotazov – metódy, pomocou ktorých sa dajú vytvoriť dotazy
Entity SQL. Syntax je podobná LINQ.
Entity Framework úzko spolupracuje s ADO.NET5, ktorý poskytuje prístup k logickým
dátam[13].
Obrázok 5.7: Entity Framework. Zdroj [13].
Z dôvodu rýchlosti a nedostatku času je v niektorých častiach aplikácie použitý priamy
prístup k dátam.
3ORM - Object-relational mapping
4LINQ – Language INtegrated Query, dotazy integrované do jazyka
5ADO - Active Data Objects, súbor objektov na prístup k dátam.
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SQL Azure
Na uloženie dát bol zvolený SQL Azure. Na dotazovanie dát sa používa podmnožina jazyka
T-SQL, čo predstavuje nadstavbu SQL. SQL Azure je bližšie popísaný v časti 3.5.
SQLite
SQLite ponúka systém riadenia bázy dát (SRBD), ktorý je ale dostupný len vo forme kniž-
nice, a tak kompletne integrovaný do aplikácie. SQLite netreba inštalovať ani konfigurovať.
Navyše vyniká rýchlosťou a podporou transakcií[10]. Zdrojové kódy SQLite sú uvolnené ako
voľné dielo (public domain)[14].
Na uloženie podrobných dát bola zvolená kombinácia súborov s SQLite databázou ulože-
ných v Azure Storage. Tento prístup bol zvolený s finančných dôvodov. Objem podrobných
dát sa môže pohybovať v rádoch niekoľko gigabajtov, čo by predražilo SQL Azure. Preto
sú tieto dáta rozdelené podľa počítača, užívateľa a dňa, uložené ako SQLite databáza a
tieto súbory sú uložené ako BLOB v Azure Storage. Spojenie dát z viacerých počítačov,
užívateľov alebo dní rieši až klientská aplikácia.
SMTP
Protokol SMTP6 je internetový protokol pre posielanie elektronickej pošty cez internet[9].
V aplikácii MonOnline je využívaný na odosielanie e-mailov pri aktivácii zákazníckeho účtu,
ako aj pri aktivácii prihlásenia do aplikácie.
ASP.NET, HTML a CSS
Základom web rozhrania je technológia ASP.NET WebForms. Tá poskytuje prostredie, kde
vývojár nemusí riešiť nízko-úrovňový HTML kód a zároveň ponúka programový prístup
k jednotlivým prvkom na stránke. Výsledkom spracovania požiadavky je vygenerovaný
HTML kód, ktorý sa odošle klientovi.
5.5.2 Prehľad
Aplikácia je rozdelená do dvoch rolí v Windows Azure Compute:
• Portal – obsahuje web rozhranie (pre zákazníkov aj pre poskytovateľa) a webovú
službu.
• DataProcess – rola, ku ktorej nemá zákazník priamy prístup. Stará sa o spracovanie
dát z monitorovania a výpočet štatistík.
Ďalej aplikácia obsahuje niekoľko podporných knižníc, ktoré riešia problémy, ktoré nie sú
špecifické na roli. Tieto knižnice sú už z podstaty multi-tenant.
Diagram komponent je na obrázku C.2.
5.5.3 Komponenta QueuedTask
Táto komponenta implementuje frontu úloh čakajúcich na spracovanie. Momentálne je
podporovaný iba jeden typ úlohy – spracovanie dát. Základom je abstraktná trieda Task,
6SMTP - Simple Mail Transfer Protocol
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z ktorej dedia jednotlivé typy úloh. Celú frontu reprezentuje trieda TaskQueue, ktorá im-
plementuje štandardné rozhrania IEnumerator a IEnumerable. Enumerovaním inštancie
tejto triedy sa dajú prechádzať všetky čakajúce úlohy.
+Tenant : Tenant
+Type : TaskType
 Message : CloudQueueMessage
+ProcessTimeout : TimeSpan
+ProcessRetryTimeout : TimeSpan
+ProcessRetryCount : int
+TriesLeft : int
+CanProcess : bool
+MessageContent : string
+Task(tenant : Tenant, type : TaskType)
+Task(message : CloudQueueMessage)
+LoadSpeciﬁcFromContent(speciﬁcConent : string []) : void
+FailProcess(errorMessage : string) : bool
+Cleanup() : void
+LoadFromMessage() : void
+FinishTask(t : Task) : void
Task
+TaskQueue(client : CloudQueueClient)
+SetTaskRetryTimeout(t : Task) : void
+SetTaskProcessTimeout(t : Task) : void
+PushTask(t : Task) : void
+GetEnumerator() : IEnumerator
<<Interface>>
TaskQueue
+ProcessFile : int = 1
<<enumeration>>
TaskType
+GetTaskFromMessage(message : CloudQueueMessage) : Task
<<Singleton>>
TaskFactory
+DataBlobId : Guid
+ComputerId : Guid?
+DataSize : long
+DataBlob : CloudBlob
+BlobClient : CloudBlobClient
+ProcessFileTask(tenant : Tenant)
+ProcessFileTask(message : CloudQueueMessage)
+UploadData(id : string) : void
ProcessFileTask
0..*
tasks in queue
<<use>>
Next task
<<use>>
Type
Obrázok 5.8: Komponenta QueuedTask
Životný cyklus jednej úlohy je popísaný na obrázku 5.9. Producentom úloh je naprí-
klad webová služba. Tá po dokončení prijímania dát vloží úlohu typu ProcessFileTask,
ktorá v sebe obsahuje odkaz na BLOB v Azure Storage, ktorý obsahuje surové dáta. Túto
úlohu následne vloží do fronty. DataProcess rola prechádza frontu pomocou enumerovania
TaskQueue. Po výbere úlohy z fronty sa táto úloha nezmaže z fronty okamžite, len sa zne-
viditeľní pre ostatné role. Pred spracovaním úlohy rola nastaví časový limit na spracovanie.
Po uplynutí tohoto limitu je úloha opäť viditeľná aj pre ostatné role. Po úspešnom spraco-
vaní je úloha, ako aj všetky dáta s ňou spojené, zmazaná. Počet pokusov na spravovanie
úlohy je obmedzený.
5.5.4 Komponenta Activation
Komponenta Activation rieši aktiváciu účtov. Pri registrácii nového zákazníckeho účtu, je
tento účet zablokovaný až do aktivácie. Aplikácia je tak chránená pred automatickými regis-
tráciami, navyše overí funkčnosť zadanej e-mailovej adresy. Identifikáciou každej aktivácie
je jedinečný kód. E-mail odoslaný pri vytváraní aktivácie obsahuje špeciálny odkaz, ktorý
obsahuje tento kód. Keď užívateľ klikne na tento odkaz, aktivácia je dovŕšená.
Aplikácia pozná dva typy aktivácie:
• aktivácia zákazníckeho účtu – aktivácia vytvorená po registrácii. Po dokončení aktivá-
cie sa môže užívateľ prihlásiť. Túto aktiváciu implementuje trieda TenantActivation.
• aktivácia prihlásenia uživateľa – po tom, čo administrátor povolí prihlásenie užíva-
teľovi, je mu odoslaná aktivácia. Pri dokončení aktivácie si užívateľ zvolí svoje heslo.
Táto aktivácia sa tiež používa pri strate hesla (heslo sa zmaže a vytvorí sa nová
aktivácia). Implementuje ju trieda PersonActivation.
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Obrázok 5.9: Životný cyklus úlohy vo fronte
+Type : ActivationType
+Tenant : Tenant
+Subject : Guid
+ValidThru : DateTime
+FromAddress : string
+ExpirationDays : int = 30
+ActivationCode : string
#ActivationBase(type : ActivationType, tenant : Tenant, subject : Guid, fromAddress : string)
#ActivationBase(type : ActivationType, tenant : Tenant, subject : Guid, validThru : DateTime)
+GetActivation(activationCode : string) : ActivationBase
+SendActivation(urlFormat : string) : void
+RemoveActivation(code : string) : void
+Activate() : bool
#EmailMessage(activationUrl : string) : string
#EmailSubject() : string
+RedirUrl() : string
#Check(activationCode : string) : void
ActivationBase
+TenantAccount : int = 1
+UserAccount : int = 2
<<enumeration>>
ActivationType
+TenantActivation(tenant : Tenant, administratorUser : Guid, fromAddress : string)
+TenantActivation(tenant : Tenant, subject : Guid, validThru : DateTime, code : string)
TenantActivation
+PersonLogin : string
+PersonActivation(tenant : Tenant, user : Guid, fromAddress : string)
+PersonActivation(tenant : Tenant, subject : Guid, validThru : DateTime, code : string)
PersonActivation
1
0..* type
Obrázok 5.10: Komponenta Activation
5.5.5 Komponenta DataModel
Táto komponenta poskytuje prístup k dátam. Využíva na to Entity Framework. Špeciálnym
prípadom sú podrobné dáta, ktorú sú implementované s použitím SQLite a Azure Storage.
Spoločné dáta
Tieto dáta obsahujú informácie o zákazníkoch a dáta, ktoré sú spoločné pre všetkých zá-
kazníkov, napr. anonymné informácie o procesoch. Tieto dáta sú uložené v SQL Azure a
obsahujú dve schémy:
• Common – obsahuje tabuľky zákazníkov, nastavení a informácie o vyťažení inštancií.
ERD je na obrázku 5.11.
• File – tabuľky obsahujúce anonymné informácie o procesoch. K týmto záznamom sa
s využitím SoftwareLibrary priraďujú produkty. Na tieto záznamy sú naviazané ako
aktívne okná, tak i procesy. ERD je na obrázku 5.12.
Programovým rozhraním k týmto dátam je trieda CommonContext.
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Id binary(128)
Name varchar(100)
DatabaseId integer(10)
DefaultLocaleId integer(10)
DefaultTimeZone varchar(100)
Blocked bit
Telephone varchar(100)
Created date
Activated date
Provider bit
Common.Tenant
Column integer(10)
Name varchar(100)
ConnectionString varchar(100)
DatabaseVersion integer(10)
IsTenant bit
IsMain bit
NewTenantsDatabase bit
Common.Database
TenantId binary(128)
Name varchar(100)
Value varchar(100)
Common.TenantPreference
Name varchar(100)
Value varchar(100)
Common.AppState
Id integer(10)
TenantId binary(128)
FileBlobId binary(128)
ComputerId binary(128)
InsertedTime date
LastTryTime date
NumberOfTries integer(10)
ErrorMessage varbinary(200)
Reported bit
Analysed bit
Resolution varchar(100)
Common.FailedFile
Id varchar(80)
AverageProcessTime double(10)
ProcessPerMinute double(10)
AverageProcessFileSize double(10)
ProcessedFiles bigint(19)
FailedFiles bigint(19)
Common.InstancePerformance
Obrázok 5.11: Schéma Common
FileId integer(10)
FileVersionMS integer(10)
FileVersionLS integer(10)
ProductVersionMS integer(10)
ProductVersionLS integer(10)
FIleFlagsMask integer(10)
FileFlags integer(10)
FileOS integer(10)
FileType integer(10)
FileSubtype integer(10)
FileDateMS integer(10)
FileDataLS integer(10)
File.FileVerInfo
FileId integer(10)
Language integer(10)
Codepage integer(10)
Comments varchar(100)
ComapanyName varchar(100)
FileDescription varchar(100)
FileVersion varchar(100)
InternalName varchar(100)
LegalCopyright varchar(100)
LegalTrademarks varchar(100)
OriginamFilename varchar(100)
ProductName varchar(100)
ProductVersion varchar(100)
PrivateBuild varchar(100)
SpecialBuild varchar(100)
File.FileStringInfo
Id integer(10)
Name varchar(100)
Extension varchar(100)
File.FIle
Obrázok 5.12: Schéma File
Zákaznícke dáta
Dáta špecifické pre zákazníka, ako aj informácie o sledovaných počítačoch, osobách a šta-
tistiky sú uložené ako zákaznícke dáta. Dáta všetkých zákazníkov môžu byť rozprestrené
do viacerých fyzických databáz. Platí ale, že jeden zákazník je limitovaný iba na jednu
databázu. Príklad takéhoto rozdelenia je na obrázku 5.13.
Na prístup k dátam sa používa Entity Framework. Ako SRBD je použitý SQL Azure.
Dáta sú rozdelené do niekoľkých schém:
• Swlib – tabuľky obsahujúce informácie o produktoch. ERD diagram je na obrázku
5.14.
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Obrázok 5.13: Rozdelenie dát na fyzické databázy
• Tenant – tabuľky obsahujúce dáta zákazníka. ERD diagram je na obrázku 5.15.
Id binary(128)
Uid integer(10)
TenantId binary(128)
Name varchar(100)
Web varchar(100)
TimeStamp date
Flags integer(10)
Valid bit
Swlib.Company
Id integer(10)
Swlib.ProductCategory
Id binary(128)
Uid integer(10)
TenantId binary(128)
Name varchar(100)
Version varchar(100)
Edition varchar(100)
Platform varchar(100)
LanguageId integer(10)
Description varchar(1024)
TimeStamp date
ProductCategoryId integer(10)
ProducedByCompanyId binary(128)
Swlib.Product
Obrázok 5.14: Schéma Swlib
Programovým rozhraním k týmto dátam je trieda TenantContext.
Podrobné dáta
Podrobné dáta o aktívnych oknách a procesoch sú uložené zvlášť v Azure Storage ako
SQLite databázy. Na prístup k dátam sa využíva externá knižnica System.Data.SQLite7,
ktorá implementuje štandardné rozhranie ADO.NET.
ERD je na obrázku 5.16. Tabuľka Process (FileId), ako aj ActiveWindow (ProcessFi-
leId), má asociáciu so záznamom v tabuľke File.File. Nejedná sa ale o klasický vzťah
z dôvodu rozdielnych SRBD, takže tieto vzťahy nie sú ani vynucované.
5.5.6 Komponenta DetailedData
Táto komponenta sa stará o prístup k dátam, ktoré sú rozdelené do niekoľkých súborov a
umiestnené v Azure Storage. Rozhraním kopíruje štandardné objekty typu DataAdapter.
7http://system.data.sqlite.org/index.html
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Id binary(128)
TenantId binary(128)
Name varchar(100)
LastAgentVersion varchar(100)
LastAgentDataTransmission date
LastAgentDataProcess date
ProcessLockTimeStamp date
ProcessLockTicket binary(128)
Edited date
Removed date
Notes varchar(1024)
LastErrorMessage varchar(255)
UploadSessionId binary(128)
UploadLastCall date
UploadFilename varchar(255)
UploadLastPart integer(10)
Tenant.Computer
Id binary(128)
TenantId binary(128)
Name varchar(100)
Password varchar(80)
AllowLogin bit
Admin bit
DefaultLocaleId integer(10)
Edited date
Hidden binary(1000)
Email varchar(100)
Removed date
Notes varchar(1024)
DefaultTimeZone varchar(100)
ComputerLogin varchar(100)
SuperiorId binary(128)
Tenant.Person
Id binary(128)
TenantId binary(128)
Day date
PersonId binary(128)
ComputerId binary(128)
ProductId binary(128)
DurationSeconds double(10)
InactivitySeconds double(10)
AvgCPUUtilizationSeconds double(10)
AvgMemoryUtilizationSeconds double(10)
Web varchar(100)
PrivateMode bit
Tenant.PrecomputedDay Id binary(128)
TenantId binary(128)
Name varchar(100)
Model varchar(100)
Edited date
Removed date
Tenant.Printer
Id binary(128)
TenantId binary(128)
Name varchar(100)
Pages integer(10)
Submitted date
SubmittedLocal date
PaperType varchar(100)
PrinterId binary(128)
PrintedOnComputerId binary(128)
PrintedByPersonId binary(128)
Tenant.PrintJob
Id binary(128)
TenantId binary(128)
Name varchar(100)
Extension varchar(100)
FileVersionMSLo integer(10)
FileVersionMSHi integer(10)
FileVersionLSLo integer(10)
FileVersionLSHi integer(10)
ProductVersionLSLo integer(10)
ProductVersionLSHi integer(10)
Language integer(10)
CodePage integer(10)
Comments varchar(100)
CompanyName varchar(100)
FileDescription varchar(100)
FileVersion varchar(100)
InternalName varchar(100)
LegalCopyright varchar(100)
LegalTrademarks varchar(100)
OriginalFilename varchar(100)
ProductName varchar(100)
ProductVersion varchar(100)
PrivateBuild varchar(100)
SpecialBuild varchar(100)
TimeStamp date
Valid bit
ProductId binary(128)
Tenant.ProductRule
Id binary(128)
TenantId binary(128)
PersonId binary(128)
ComputerId binary(128)
SessionStart date
SessionLocalStart date
SessionEnd date
Tenant.UserLogin
Manager
Obrázok 5.15: Schéma Tenant
V prípade, že aplikácia požaduje dáta, ktoré sú rozložené do viacerých súborov, tak
implementácia PartitionedDataAdapter:
1. Podľa identifikácie zákazníka určí kontajner, v ktorom sa súbory nachádzajú.
2. Určí, ktoré súbory obsahujú požadované dáta.
3. Postupne stiahne tieto súbory do dočasného úložiska, pripojí pomocou System.Data.SQLite
a vykoná požadovaný dotaz.
4. Jednotlivé čiastkové výsledky dotazov spája do jednej tabuľky (DataTable).
Komponenta implementuje aj zjednodušené transakcie, ktorá z ACID8 vlastností, spĺňa
len niektoré:
• Atomicita - pri zmene nie sú súbory nahrané späť do Azure Storage okamžite, ale až
pri potvrdení transakcie.
8ACID - Atomicity, Consistency, Isolation, Durability
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Id integer(10)
WindowLocalStart date
WindowLocalEnd date
UtcWindowStart date
Title varchar(100)
AverageCPUUsage double(10)
CPUOverloadSeconds double(10)
AverageMemoryUsage double(10)
MemoryOverloadSeconds double(10)
ProcessFileId integer(10)
PersonId binary(128)
ComputerId binary(128)
InactivitySeconds double(10)
PrivateMode bit
Url varchar(1024)
ProcessPID integer(10)
ProcessStart date
ProductId binary(128)
ActiveWindow
ProcessStart date
FileId integer(10)
Pid integer(10)
PersonId binary(128)
ComputerId binary(128)
Process
Obrázok 5.16: Podrobné dáta
• Konzistencia - rieši sa na úrovni databázového súboru, transakcia samotná sa týmto
nezaoberá.
• Izolácia - zamykanie sa rieši mimo transakcie, transakcia sa týmto nezaoberá.
• Durabilita - súbory sú uložené v Azure Storage.
5.5.7 Rola Portal
Jedna z dvoch Azure Compute rolí, ktorá obsahuje dve komponenty:
• WebService – webová služba, ktorá prijíma dáta od Agentov.
• Portal – webová aplikácia pre zákazníkov a poskytovateľa.
Jedná sa o multi-instance rolu. Požiadavky od klientov sú rovnomerne rozdelené medzi
jednotlivé fyzické inštancie. Táto rola je mimo cloud dostupná pomocou protokolov HTTP
a HTTPS.
5.5.8 Komponenta WebService
Táto komponenta obsiahnutá v roli Portál má na starosti príjem dát od Agentov. Tieto
dáta následne uloží do Azure Storage, vytvorí úlohu na ich spracovanie a vloží ju do fronty
TaskQueue. Rozhranie je definované na obrázku 5.18.
5.5.9 Komponenta Portal
Webová aplikácia, ktorá implementuje prípady použitia popísané v prílohách D a E. Jedná
sa o ASP.NET WebForms aplikáciu. Dizajn tejto aplikácie sa silne inšpiruje dizajnom Sha-
rePoint 2008. Aplikácia tak predstavuje pre cieľového užívateľa známe prostredie, čo zjed-
nodušuje prvotnú orientáciu. Na obrázku 5.19 je príklad dizajnu.
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+ClearBeforeFill : bool
+Tenant : Guid
+LocalStoragePath : string
+ActiveTransaction : Transaction
+BeginTransaction(tenantId : Guid, localTempPath : string) : Transaction
+Update(table : DataTable) : int
+Delete(toDay : DateTime) : void
#PrepareAdapter() : SQLiteDataAdapter
#UpdateHandler(computer : Guid, person : Guid, day : DateTime) : EventHandler <RowUpdatingEventArgs>
#DuplicateComparer() : IEqualityComparer <DataRow>
#TableName() : string
#CreateEmptyTable() : DataTable
PartitionedDataAdapter
+Active : bool
+TenantId : Guid
 Transaction(tempPath : string, tenantId : Guid)
+Begin() : void
+Commit() : void
+Rollback() : void
 GetFile(computer : Guid, person : Guid, day : DateTime) : DataFile
 MarkDownloaded(ﬁle : DataFile) : void
 MarkDeleted(ﬁle : DataFile) : void
 GetLocalFilePath(ﬁle : DataFile) : string
+PartitionedDataAdapter(tenant : Guid, localStoragePath : string)
Transaction
+LocalPath : string
+RemotePath : string
+Name : string
+TempPath : string
+State : FileState
+Computer : Guid
+Person : Guid
+Day : DateTime
+Tenant : Guid
+Changed : bool
+GetDataFile(computer : Guid, person : Guid, day : DateTime, tenant : Guid, tempPath : string) : DataFile
+GetDataFile(ﬁleName : string, tenant : Guid, tempPath : string) : DataFile
+DownloadLocal(createIfNotExist : bool) : void
+Save() : void
 Save(force : bool) : void
+Cleanup() : void
 DeleteLocal() : void
+DeleteRemote() : void
+DeleteRemote(force : bool) : void
DataFile
+Local : int = 1
+Remote : int = 2
<<enumeration>>
FileState
 GetAllWindowFiles : DataFile[]
 FillFromSpeciﬁcFile(table : DataTable, ﬁle : DataFile) : int
+FillByFiles(table : DataTable, ﬁleIds : int []) : int
+FillByUserComputer(set : DataSet, person : Guid [], computers : Guid [], fromDay : DateTime, toDay : DateTime) : int
+FillByUserComputer(dataTable : DataTable, person : Guid [], computer : Guid [], fromDay : DateTime, toDay : DateTime) : int
+Delete(personId : Guid, computerId : Guid, from : DateTime, to : DateTime) : int
+FillWindowsWithNoFile(table : DataTable) : int
+GetLastActiveWindow(personId : Guid) : DateTime
ActiveWindowDataAdapter
+FindFileId(processStart : DateTime, computer : Guid, pid : int) : int
+FillByComputerDay(table : DataTable, computer : Guid, dayStart : DateTime, dayEnd : DateTime) : int
+FillByComputerPersonDay(table : DataTable, computer : Guid, person : Guid, day : DateTime) : int
ProcessDataAdapter
0..1
0..*
0..1
Downloaded ﬁles
Active transaction
ology)
Obrázok 5.17: Komponenta DetailedData
+BeginUpload(computerName : string, authPassword : string) : Guid
+UploadDataPart(sessionId : Guid, partSequenceNumber : int, data : byte [], dataLen : int) : void
+EndUpload(sessionId : Guid, partsCount : int) : void
+CancelUpload(sessionId : Guid) : void
<<Interface>>
AgentWebService
Visual Paradigm for UML Standard Edition(Brno University of Technology)
Obrázok 5.18: Rozhranie AgentWebService
5.5.10 Rola DataProcess
Táto Azure Compute rola spracúva úlohy vo fronte, najmä spracovanie súborov z Agentov.
Táto rola je multi-instance a multi-tenant.
5.5.11 Komponenta FileProcessing
Táto komponenta (diagram na obrázku 5.21) je súčasťou DataProcess role a rieši samotné
spracovanie úlohy. Priebeh spracovania dát je popísaný na obrázku 5.20.
Keďže je rola multi-instance, je potrebné riešiť situácie konkurenčného zápisu detail-
ných dát. Tieto situácie sú riešené časovým zámkom na počítač (stĺpce ProcessLockTicket a
ProcessLockTimeStamp v tabuľke Tenant.Computer). Pred spracovaním dát komponenta
skontroluje tento zámok. Ak ho drží iná inštancia, úlohu preskočí. Zámok je časovo ob-
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Obrázok 5.19: Užívateľské rozhranie aplikácie
medzený aby sa predišlo problémom pri páde inštancie (zámok vlastní inštancia, ktorá už
nebeží).
5.5.12 Komponenta Statistics
Komponenta Statistics je súčasťou DataProcess role a implementuje vypočítavanie štatistík
z aktívnych okien. Pre deň, počítač, užívateľa, produkt a web spočíta:
• Dobu aktivity – počet sekúnd, kedy bol užívateľ aktívny (niečo robil).
• Dobu neaktivity – počet sekúnd, kedy uživateľ nič nerobil.
• Priemerné vyťaženie procesoru
• Priemerné vyťaženie pamäte
5.5.13 Komponenta SoftwareLibrary
Táto komponenta má na starosti napojenie na externú komponentu Swlib a poskytuje prira-
denie produktu na základe informácii o procese. Implementuje tiež lokálnu cache záznamov
z tabuľky File.File. Všetkým záznamom dopredu priradí produkt. Diagram tried tejto
komponenty je na obrázku 5.22.
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Obrázok 5.20: Spracovanie dát
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+ProcessFileWorker(task : ProcessFileTask, account : CloudStorageAccount)
+Process(fCache : FileCache, standardLibrary : ProductRecognition) : void
-LoadFromTask() : void
-GetComputerLock() : void
-CheckDataVersion() : void
-PreLoadData() : void
-LoadData() : void
-RemoveDuplicates() : void
-GetUserProducts() : void
<<Transaction>> -UpdateUsers() : void
<<Transaction>> -UpdatePrinters()
<<Transaction>> -SaveProcessDetailedData() : void
<<Transaction>> -AssignProductsToWindows() : Guid []
<<Transaction>> -InsertIntoDb() : void
<<Transaction>> -SaveDetailedData() : void
<<Transaction>> -InsertReferencedProducts(referencedProducts : Guid []) : vo...
<<Transaction>> -MarkLastProcess() : void
-ReleaseLock() : void
-RecomputeStats() : void
ProcessFileWorkerVisual Paradigm for UML Standard Edition(Brno University of Technology)
Obrázok 5.21: Komponenta FileProcessing
+LastVersion : DateTime
+StandardLibrary : bool
+Tenant : Tenant
+SwLib(url : string)
+SwLib(tenantId : Guid)
+InsertIntoTenantDb(ctx : TenantContext, productIds : Guid [], tenantId : Guid)
+UpdateWithCheck() : void
<<Interface>>
ProductRecognition
+CachedWithNoProduct : ProcessInfo[]
+FileCache(m : Matcher)
+Load() : void
+GetDatabaseId(process : ProcessInfo) : int
+ReMatch() : void
+GetFile(databaseId : int) : ProcessInfo
<<Interface>>
FileCache
+Matcher(swlib : ProductRecognition)
+Match(processes : ProcessInfo []) : void
+MatchWithReturn(processes : ProcessInfo []) : Dictionary <int, Guid?>
Matcher
+MFCArchive(stream : Stream)
+Read(l : double) : void
+Read(n : int) : void
+Read(dt : DateTime) : void
+Read(b : bool) : void
+Read(s : string) : void
MFCArchive
1
1
1
archive
Rules
Obrázok 5.22: Komponenta SoftwareLibrary
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Kapitola 6
Implementácia
V tejto kapitole budú popísané problémy, s ktorými som sa stretol pri implementácii apli-
kácie navrhnutej v predošlej kapitole, a ich riešenia. Väčšina problémov bola spojená s pa-
ralelnou podstatou multi-instance komponent a predchádzaniu race condition1.
Ďalší typ problémov sa vyskytoval pri implementácii webovej aplikácie, kedy každú
požiadavku v rámci jedného sedenia môže spracovať iná inštancia role.
6.1 Multi-instance portál
V tejto časti budú rozobraté problémy pri implementácii webovej aplikácie – portálu.
6.1.1 Správa sedenia
V ASP.NET aplikáciach je každé sedenie identifikované jednoznačným identifikátorom -
SessionID, ktoré je obsiahnuté v každej požiadavke, či ako cookie alebo ako súčasť URL.
Podľa tohoto identifikátora potom server načíta hodnoty uložené pre toto sedenie,
HttpContext.Current.Session.
Štandardne sú tieto hodnoty uložené v pamäti serveru. To poskytuje vysokú rýchlosť
a nevyžaduje žiadnu konfiguráciu. Problém nastáva v prípade, ak požiadavky na jednu
webovú aplikáciu spracúva viacej serverov. Vtedy môže nastať situácia popísaná na ob-
rázku 6.1. Pri druhej požiadavke sa síce klient preukáže SessionID, ale keďže informácie
o tomto sedení sú uložené v pamäti iného serveru, je vytvorené nové sedenie. Takto má uží-
vateľ vlastne pre každý server vytvorené izolované sedenie, čo ale prináša negatívny dojem
z aplikácie (nutnosť viacnásobného prihlásenia, náhodné odhlásenia a pod.).
Riešení existuje niekoľko:
• Sticky session – všetky požiadavky sedenia sú vždy spracované rovnakým serverom.
Je nutná spolupráca s load balancerom2, ktorý musí z každej požiadavky získať
SessionID a vybrať správnu inštanciu. To ale podkopáva základný koncept apliká-
cií v cloude – odolnosť voči výpadkom jednotlivých inštancií a podstatne zhoršuje
škálovateľnosť[3][7].
• Ukladanie hodnôt na jednom spoločnom mieste – namiesto ukladania hodnôt sedenia
do pamäte, ASP.NET podporuje dosadenie vlastnej implementácie ukladania hodnôt
1race condition – problém v aplikácii, kde výsledok je závislí na poradí alebo časovaní iných udalostí.
2load balancer – komponenta, ktorá rozhoduje o inštancii, ktorá spracuje prichádzajúcu požiadavku. Je
implementovaná tak, aby rovnomerne vyťažovala všetky inštancie.
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Obrázok 6.1: Sedenia v multi-instance prostredí. Zdroj [19].
– SessionStateProvider. Tieto hodnoty môžu byť uložené v SRBD, Azure Storage
alebo Azure AppFabric Cache. Jednotlivé prístupy sa líšia nielen cenou ale aj rých-
losťou a oficiálnou podporou zo strany Microsoftu[19].
Pri implementácii aplikácie MonOnline som vybral riešenie, kde hodnoty sedenia sa uk-
ladajú do SRBD, konkrétne do SQL Azure. Toto riešenie bolo vybrané pre svoju relatívnu
rýchlosť a nízku cenu (tabuľka s hodnotami sedenia je súčasťou používanej databázy). Nie je
možné ale použiť štandardnú implementáciu ukladania hodnôt, pretože SQL Azure nepod-
poruje všetky vlastnosti jazyka T-SQL. Našťastie Microsoft ponúka upravenú implementá-
ciu, ktorá má podporu pre SQL Azure, ktorú nazýva ASP.NET Universal Providers3. Stačí
nainštalovať balík a do konfigurácie webovej aplikácie sa pridá upravená implementácia
ukladania hodnôt. Táto komponenta ale musela byť ešte upravená aby načítala parametre
pripojenia k databáze z konfigurácie služby a nie z konfigurácie webovej aplikácie.
6.1.2 Komponenta na generovanie grafov
Na generovanie grafov v aplikácii sa používajú komponenty z knižnice Microsoft Chart
Controls. Toto generovanie prebieha v dvoch fázach:
1. vygenerovanie obrázku – na základe dát a nastavení je vygenerovaný obrázok grafu.
Ten je následne uložený v pamäti alebo na disku serveru (podľa konfigurácie). Do web
stránky je vygenerovaný odkaz na tento obrázok.
2. vykreslenie obrázku – klient na základe odkazu na obrázok zažiada server o tento
zdroj. Server vráti uložení obrázok (graf).
V multi-instance prostredí ale nastáva problém, keď každú z týchto fáz obsluhuje iná
inštancia. Nastáva potom situácia popísaná na obrázku 6.2, kedy jedna inštancia vygeneruje
graf, výsledok si uloží do svojej pamäte. Následne klient zažiada inú inštanciu o tento
obrázok. Táto inštancia ale tento obrázok nemá.
Riešením je ukladať vygenerované obrázky na miesto, kam majú prístup všetky inštan-
cie. Tu sa hneď ponúka Azure Storage, kde sa dočasne ukladajú vygenerované obrázky
medzi fázami. Na funkčnosť tohoto riešenia bolo potrebné implementovať rozhranie
IChartStorageHandler, ktoré ukladá súbory ako BLOB-y do Azure Storage[8]. Výsledné
riešenie je znázornené na obrázku 6.3.
3http://nuget.org/packages/System.Web.Providers
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Obrázok 6.2: Problém pri generovaní obrázkov grafov v multi-instance prostredí
Obrázok 6.3: Riešenie problému pri generovaní obrázkov grafov v multi-instance prostredí
6.2 Multi-instance spracovanie dát
Ďalšia oblasť problémov pri implementácii bola opäť spojená s paralelizmom. Aby bolo
možné aplikáciu dobre škálovať, inštancií role DataProcess môže byť niekoľko. Tieto role
postupne spracúvajú úlohy vo fronte. Problém ale nastáva pri konkurenčnom zápise podrob-
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ných dát. V prípade, že by dve inštancie zapisovali do jedného súboru, mohlo by dôjsť k po-
rušeniu konzistencie dát. Implementácia transakcie tento problém nerieši, preto je v tejto
implementácii použité zamykanie. Spracovanie sa zamyká na úrovni počítača, tzn. že dáta
z jedného počítača môže v jeden moment spracovávať najviac jedna inštancia. Tak sa za-
ručí, že do jedného súboru bude zapisovať najviac jedna inštancia. Toto riešenie ale zhoršuje
škálovateľnosť spracovania dát.
6.3 Podrobné dáta a SQLite
Na prístup k dátam v SQLite databáze je použitá knižnica System.Data.SQLite, ktorá sa
skladá z 2 častí:
• .NET knižnica – táto knižnica je nezávislá na architektúre. Je iba nadstavbou nad C
knižnicou SQLite a priamo prístupná z .NET aplikácií.
• C knižnice – knižnica obsahuje implementáciu SQLite rozšírenú o pomocné funkcie.
Nazýva sa tiež Interop knižnica. Táto knižnica je závislá na architektúre.
V prípade výberu architektúry problém odpadol, pretože všetky inštancie sú 64-bitové. Bolo
ale nutné myslieť na to, že prostredie inštancie neobsahuje knižnice SQLite, ani knižnice C.
6.4 Nasadenie do Windows Azure
6.4.1 Konfigurácia služby
Každá aplikácia v Windows Azure obsahuje súbor ServiceDefinition.csdef, v ktorom sú
popísané jednotlivé role, konfiguračné voľby a potrebné certifikáty. Tento súbor je súčasťou
balíku nasadenia.
Následne potom môže aplikácia obsahovať súbor typu cscfg, ktorý obsahuje hodnoty
definovaných konfiguračných volieb. Tento súbor nie je súčasťou balíku a môže byť zmenený
bez nutnosti nového nasadenia. Preto všetky nastavenia, ktoré ovplyvňujú beh aplikácie,
sú uložené ako konfiguračné voľby služby. Ukladanie nastavení v nastavení aplikácie by
znamenalo nové nasadenie pri každej zmene hodnoty.
6.4.2 Proces nasadenia
Pri finálnom nasadení, ako aj pri testovaní aplikácie v prostredí Windows Azure, bolo
nutné použiť proces, ktorý jednak umožní identifikovať verziu, ktorá je nasadená a taktiež
minimalizovať výpadky pre užívateľov.
Windows Azure ponúka dva typy nasadení:
• Staging – určené pre testovanie. Každé nasadenie má pridelenú jedinečnú URL, ktorá
obsahuje identifikáciu nasadenia.
• Production – ako už názov napovedá, jedná sa o finálne, produkčné, nasadenie, určené
pre zákazníkov. Toto nasadenie má stabilnú URL, pri nasadení sa mení len IP adresa.
Windows Azure Management Portal má navyše funkciu, ktorá dokáže za behu vymeniť
role medzi jednotlivými typmi nasadení. Toto sa dá využiť a nastaviť proces tak, aby mal
minimálny dopad na dostupnosť aplikácie:
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1. Nasadenie testovacej verzie ako Staging nasadenie. Názov nasadenia obsahuje dátum
a čas nasadenia.
2. Otestovanie funkčnosti nasadenia.
3. Zmena konfigurácie na produkčné hodnoty – testovacia konfigurácia má volnejšie ča-
sové limity a podrobnejšiu diagnostiku.
4. Povýšenie nasadenia na Production – inštancie sa presúvajú do produkčného nasade-
nia postupne, takže vždy je aspoň jedna inštancia, ktorá je pripravená spracovávať
požiadavky.
S nasadením v Azure súvisí aj garantovaná dostupnosť, tzv. SLA. Microsoft garantuje
99.95% dostupnosť inštancií, ak sú splnené nasledujúce podmienky[16]:
• V každej roli sú nasadené aspoň dve inštancie.
• Jednotlivé inštancie sú rozdielnych chybových doménach.
6.5 Testovanie
Keďže aplikácia pozostáva z niekoľkých samostatných častí, testovali sa tieto časti najprv
samostatne a následne sa testovala ich integrácia a celkový dojem pre koncového užívateľa.
6.5.1 Testovanie spracovania dát
Spracovanie dát z Agentov pozostáva z dvoch častí:
• príjem dát – túto časť zabezpečuje webová služba.
• spracovanie dát – túto časť zabezpečuje rola DataProcess.
Na testovanie spracovania dát boli nasadení Agenti na 3 testovacie počítače. Títo Agenti
v priebehu týždňa odosielali dáta o aktivite. Následne sa priamo s užívateľmi týchto počíta-
čov kontrolovali výsledné štatistky. Taktiež sa pri tomto teste monitorovali chybové hlásenia
systému.
Pri tomto teste sa testovalo správanie aplikácie v prostredí podobnom reálnemu nasade-
niu. Počas testovania bolo odhalených niekoľko chýb spojených najmä s použitými dátovými
typmi, respektíve v rozdielom rozsahu dátových typov SQL a .NET.
6.5.2 Testovanie škálovateľnosti a výkonu
Keďže prostriedky vo Windows Azure sú spoplatnené, bola snaha implementovať spraco-
vanie súborov čo najefektívnejšie. Rovnako tak bolo pre aplikáciu dôležitá dobrá škálo-
vateľnosť. Na testovanie škálovateľnosti bol vykonaný test, ktorý pozostával v spracovaní
10 súborov o priemernej veľkosti 1,4 MB. Spracovanie týchto súborov bolo zaradené do
fronty úloh na spracovanie. Následne bol testovaný čas potrebný na spracovanie tejto fronty
s rôznym počtom inštancií. Celý tento test bol vykonaný päťkrát a výsledné hodnoty boli
spriemerované. Výsledok je znázornený na obrázku 6.4.
Ako z výsledku vyplýva, grafom je exponenciála a rastúcim počtom inštancií klesá čas
potrebný na spracovanie dát, čo umožní spracovať väčší objem dát od viacerých zákazníkov.
Viacej inštancií nebolo použitých z dôvodu obmedzenia dočasného Windows Azure účtu.
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Obrázok 6.4: Závislosť medzi dobou spracovania testovacích dát na počte inštancií
6.5.3 Testovanie webového rozhrania
Na záver sa testovalo webové rozhranie a jeho celkový dojem pre koncového užívateľa.
Základom týchto testov boli prípady použitia popísané v prílohách D a E. Podľa nich boli
vytvorené scenáre, podľa ktorých postupovali užívatelia. Následne bola od nich zozbieraná
spätná väzba, a to najmä odpovede na otázky:
• Prebiehalo všetko podľa scenára? – akékoľvek odchýlenie od návrhu znamenalo buď
upravenie implementácie alebo prehodnotenie návrhu.
• Bol počet krokov na vykonanie určenej funkcie dostatočne nízky? – aplikácia sa snaží
nezaťažovať užívateľov. Pripomienky v tomto smere boli zapracované.
6.6 Zhodnotenie
Výsledná aplikácia implementuje všetky navrhnuté funkcie. Plne využíva výhody prostredia
Windows Azure a používa efektívne a doporučené postupy. Aplikácia má vysokú dostupnosť
(vďaka SLA) a škáluje na niekoľko stoviek zákazníkov. Sú ale oblasti, kde je možné aplikáciu
zlepšiť, či už z pohľadu funkcií alebo výkonu a škálovateľnosti.
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Kapitola 7
Záver
Táto kapitola obsahuje záverečné zhrnutie implementácie, poučenia ako aj načrtnutie ďa-
lšieho vývoja.
Pri návrhu a implementácie aplikácie MonOnline som sa podrobne zoznámil s plat-
formou Windows Azure a s vývojom cloud aplikácii. Aplikácie tohoto typu majú svoje
špecifiká, a to najmä v inom vývojovom cykle. Aktualizácie sú zvyčajne častejšie ako pri
klasických
”
krabicových“ aplikáciách, pretože zákazníka to nijako neobmedzuje a posky-
tovateľ spravuje celú infraštruktúru. Podľa môjho názoru sú aplikácie tohoto typu bud-
úcnosťou, pretože konsolidujú zdroje ako zákazníka (nemusí spravovať IT infraštruktúru a
aktualizácie), tak i poskytovateľa (odpadá nutnosť podpory pri nasadení u zákazníka).
7.1 Zhrnutie
Aplikácia MonOnline ukazuje, že platforma Windows Azure Platfom je vyspelá platforma,
ktorá vývojárom aplikácii ponúka všetko, čo potrebujú na rýchle nasadenie aplikácií. Celá
platforma sa snaží použiť otvorené štandardy všade, kde je to možné. Naviac výbornou
podpornou knižnicou a obsiahlou dokumentáciou uľahčuje vývojárovi život. Navyše táto
platforma nie je obmedzená len na .NET aplikácie.
7.2 Ďalší vývoj
Aplikácia je pripravená slúžiť zákazníkom, čo ale neznamená, že sa nedá množstvo vecí
vylepšiť alebo opraviť. Medzi hlavné zmeny v blízkej budúcnosti patrí prepísanie webo-
vej aplikácie z technológie ASP.NET WinForms na ASP.NET MVC 3. Sľubujem si od
toho prehľadnejší kód jednotlivých stránok, presné rozdelenie medzi jednotlivými vrstvami,
podporu modernejších technológií, jednoduchšiu údržbu a v neposlednom rade i možné
zrýchlenie. Užívateľom to prinesie modernejšie rozhranie.
7.2.1 Nevyriešené problémy
Z dôvodu nedostatku času neboli implementované niektoré, pre užívateľa zaujímavé, funkcie.
Medzi ne patrí:
• Definícia vlastných produktov a pravidiel – užívatelia používajú často vlastné apliká-
cie, ktoré boli vytvorené priamo pre nich. Takéto aplikácie síce MonOnline zaznamená,
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ale nie je schopný im priradiť produkt. Riešením bude rozšírenie webového rozhra-
nia o možnosť definície pravidiel pre vlastné produkty. Pri spracovaní sa potom na
procesy, ktoré nie sú pokryté štandardnými pravidlami, aplikujú pravidlá vlastných
produktov.
• Implicitná a explicitná obnova dát – v čase sa môže knižnica pravidiel a produktov
meniť. Čo ale s aktívnymi oknami, ktoré už majú priradený produkt podľa starých
pravidiel? Rola DataProcess by mala pravidelne aktualizovať toto priradenie podľa
aktuálnej knižnice. Táto aktualizácia sa môže dotýkať veľkého objemu dát. Rovnako
aj užívateľ by si mohol explicitne vyžiadať túto aktualizáciu, napríklad pri zmene
pravidiel na vlastné produkty.
• Optimalizácia – optimalizovať sa dajú najmä dátové operácie a dotazy. Keďže som sa
s technológiami LINQ a Entity Framework počas implementácie len zoznamoval, veľa
dátových dotazov sa dá zoptimalizovať.
• Dodatočné vkladanie súkromného režimu – súkromný režim označuje úsek času, kedy
užívateľ nechcel byť monitorovaný. Zachováva tak jeho súkromie, neznehodnocujú sa
štatistiky a zlepšuje sa vnímanie aplikácie. V prípade, že užívateľ zabudol zapnúť
súkromný režim, mal by mať možnosť vložiť ho dodatočne.
Taktiež je nutné vylepšiť implementáciu transakcie nad podrobnými dátami tak, aby
podporovala aj konkurenčný zápis.
7.2.2 Externalizovanie autorizácie
Webová aplikácia momentálne využíva formulárové prihlásenie. Ako bolo popísané v časti
3.7, externalizácia tejto funkčnosti umožní integráciu s inými poskytovateľmi identity, najmä
s LiveID.
7.2.3 Podpora poskytovateľa
Podpora poskytovateľa je v momentálnej implementácii iba základná. Spolieha sa na to, že
poskytovateľ rozumie administrácii Windows Azure Platfom, a veľa vecí si vie upraviť aj
mimo webové rozhranie. To zahŕňa zmenu počtu inštancií, podrobné štatistiky o zákazní-
koch a podobne.
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Příloha A
Špecifikácia rozhrania webovej
služby
Pomocou tohoto rozhrania posielajú Agenti informácie z monitorovania užívateľov. Formát
týchto dát je popísaný v prílohe B.
A.1 Výnimky
• AuthenticationFailedException – zlyhanie overenia pri BeginUpload.
• InvalidSessionIdException – neplatný identifikátor sedenia.
• NotLicensedException – počítač, z ktorého sú dáta posielané, nie je licencovaný.
• OutOfSquenceException – sekvenčné číslo je mimo poradia
A.2 BeginUpload
Parametre:
• computerName (String) – názov počítača.
• authPassword (String) – heslo.
Ak je volanie úspešné, vracia identifikátor (GUID) sedenia.
A.3 UploadDataPart
Odoslanie časti log súboru. Parametre:
• sessionId (GUID) – identifikátor sedenia.
• partSequenceNumber – poradové číslo časti.
• data (byte[])
• dataLen (int) – dĺžka dát
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A.4 EndUpload
Ukončenie odosielania dát. Po volaní tejto metódy je identifikátor sedenia neplatný a odo-
sielanie je úspešne ukončené. Parametre:
• sessionId (GUID) – identifikátor sedenia.
• partsCount (int) – počet častí. Musí sa zhodovať se skutočným počtom častí.
A.5 CancelUpload
Prerušenie odosielania dát. Po volaní tejto metódy je identifikátor sedenia neplatný a odo-
sielanie je ukončené. Parametre:
• sessionId (GUID) – identifikátor sedenia.
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Příloha B
Špecifikácia formátu dát od Agenta
Súbor so záznamami (ďalej len
”
log súbor“) je binárny súbor určený pre sekvenčné čítanie a
zápis na koniec súboru, do ktorého Agent ukladá záznamy o činnosti užívateľov na počítači.
V jednom súbore sú dáta len z jedného počítača. Súbor sa skladá s elementov - objektov.
Každý objekt sa začína jedinečným identifikátorom, 8B celé číslo bez znamienka, a potom
informáciami premenlivej dĺžky.
B.1 Objekty
Názov objektu Hodnota identifikátoru Poznámka
AgentStarted 0x01 Agent bol spustený.
AgentTerminated 0x02 Agent bol ukončený.
FileHeader 0x03 Hlavička log súboru. Musí byť
prvý objekt súboru.
ProcessTerminated 0x07 Ukončenie procesu.
UserLogin 0xBB Prihlásenie užívateľa.
ActiveWindow 0xB8 Informácie o aktívnom okne i
s URL stránky (ak to je je-
den z podporovaných prehlia-
dačov).
PrivateMode 0xBA Privátny mód – užívateľ expli-
citne nechcel aby bol monito-
rovaný.
ProcessStarted 0xB5 Spustenie procesu. Obsahuje
všetky informácie o procese.
FileHeaderEx 0xB6 Hlavička súboru. Musí byť
prvý objekt v súbore.
PrintJob 0xB9 Tlač.
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B.2 Dátové typy
V protokole sú definované dátové typy popísané v nasledujúcej tabuľke.
.NET dátový typ Dĺžka v log súbore (v B) Poznámka
Int32 32
byte 8
DateTime 64 Ukladá sa DateTime.Ticks
float 32
UInt32 32
Int64 64
String 32 + n Najskôr dĺžka v bajtoch
(UTF8 kódovanie), potom
UTF8 text
B.3 Objekty
Popis objektov protokolu verzie 5.
B.3.1 AgentStarted
Názov Dĺžka
Type byte
ProcessId Int32
Mode byte
User string
Version string
Start DateTime
ProcessId
PID procesu Agenta.
Mode
Typ spustenia Agenta. Možnosti sú:
• 0x0 – Windows služba
• 0x1 – skryté okno
• 0x2 – okno
• 0x3 – sledovanie procesov
Prakticky se používa iba 0x0 – Windows služba.
User
Meno užívateľa, pod ktorým bol Agent spustený.
54
Version
Verzia Agenta. Nemá presný formát, ale doporučuje se major.minor.build.
Start
Dátum a čas štartu Agenta.
B.3.2 AgentTerminated
Názov Dĺžka
Type byte
ProcessId Int32
End DateTime
User string
ProcessId
PID procesu Agenta.
End
Dátum a čas ukončenia Agenta.
User
Meno užívateľa.
B.3.3 FileHeader
Názov Dĺžka
Type byte
DataVersion Int32
AgentVersion String
Pre popis vlastností viz. FileHeaderEx.
B.3.4 ProcessTerminated
Názov Dĺžka
Type byte
ProcessId Int32
ExitTime DateTime
ExitCode Int32
StartTime DateTime
ProcessId
PID ukončeného procesu.
ExitTime
Dátum a čas ukončenie procesu.
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ExitCode
Návratová hodnota procesu.
StartTime
Dátum a čas spustenia ukončeného procesu.
B.3.5 UserLogin
Názov Dĺžka
Type byte
Name String
SessionStart DateTime
SessionStop DateTime
TimeZoneOffset float
Name
Meno užívateľa.
SessionStart
Dátum a čas prihlásenia užívateľa.
SessionStop
Dátum a čas odhlásenia užívateľa alebo ukončenia Agenta.
TimeZoneOffset
Rozdiel medzi lokálnym časom začiatku a časom v UTC.
B.3.6 ActiveWindow
Názov Dĺžka
Type byte
Title String
ProcessId Int32
ProcessStartTime DateTime
InactivityTime float
StartTime DateTime
EndTime DateTime
User String
CPUOverloadTime float
MemOverloadTime float
AverageCPUUsage float
AverageMemoryUsage float
Url String
TimeZoneOffset float
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Title
Nadpis aktívneho okna.
ProcessId
PID procesu, ku ktorému patrí aktívne okno.
ProcessStartTime
Dátum a čas spustenia procesu.
InactivityTime
Doba nečinnosti užívateľa. Nesmie byť väčšia než EndTime – StartTime.
StartTime
Začiatok aktivity okna.
EndTime
Koniec aktivity okna.
User
Meno užívateľa.
CPUOverloadTime a MemOverloadTime
Doba preťaženia CPU a pamäti. Za preťaženie se pokladá využitie väčšie než 75 %.
AverageCPUUsage a AverageMemoryUsage
Priemerné využitie CPU a pamäti v percentách.
Url
Url stránky, ak aktívne okno patrí niektorému z podporovaných prehliadačov.
TimeZoneOffset
Rozdiel medzi lokálnym časom začiatku a časom v UTC.
B.3.7 PrivateMode
Názov Dĺžka
Type byte
Start DateTime
End DateTime
User String
TimeZoneOffset float
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StartTime
Začiatok privátneho režimu.
EndTime
Koniec privátneho režimu.
User
Meno užívateľa.
TimeZoneOffset
Rozdiel medzi lokálnym časom začiatku a časom v UTC.
B.3.8 ProcessStarted
Názov Dĺžka
Type byte
ProcessId Int32
ProcessName String
PathName String
StartTime DateTime
User String
VersionInfo 0. .1
ProcessId
PID procesu, ktorý se začal.
ProcessName
Názov procesu.
PathName
Plná cesta k spustiteľnému súboru.
StartTime
Dátum a čas spustenia procesu.
User
Meno užívateľa.
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VersionInfo
Názov Dĺžka
Empty Int32
FileVersionMS UInt32
FileVersionLS UInt32
ProductVersionMS UInt32
ProductVersionLS UInt32
FileFlagsMask UInt32
FileOS UInt32
FileType UInt32
FileSubtype UInt32
FileDateMS UInt32
FileDateLS UInt32
StringInfoCount Int32
StringInfo 0. .n
Informácie podľa http://msdn.microsoft.com/en-us/library/windows/desktop/ms646997(v=
vs.85).aspx.
StringInfo
Názov Dĺžka
LanguageCodepage UInt32
Comments String
InternalName String
ProductName String
CompanyName String
LegalCopyright String
ProductVersion String
FileDescription String
LegalTrademarks String
PrivateBuild String
FileVersion String
OriginalFilename String
SpecialBuild String
Informácie podľa http://msdn.microsoft.com/en-us/library/windows/desktop/aa381049(v=
vs.85).aspx.
B.3.9 FileHeaderEx
Názov Dĺžka
Type byte
DataVersion Int32
AgentVersion String
ComputerName String
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DataVersion
Verzia protokolu. Aktuálne sa používa 5. Ďalší verzia musí byť spätne kompatibilná, tj.
nesmie meniť existujúce objekty. Spracovateľ musí odmietnuť log súbory s vyššou verziou
než podporuje.
AgentVersion
Verzia Agenta. Nemá presný formát, ale doporučuje se major.minor.build.
ComputerName
Názov počítača, z ktorého dáta pochádzajú.
B.3.10 PrintJob
Názov Dĺžka
Type byte
Printer String
User String
Submitted DateTime
Pages Int32
ColorPrint Int32
PrinterModel String
Name String
PaperType String
TimeZoneOffset float
Printer
Názov tlačiarne.
User
Meno užívateľa.
Submitted
Dátum a čas kedy bola tlač zadaná.
Pages
Počet strán. Nemusí zohľadňovať kópie.
ColorPrint
Farebnosť tlače. Možnosti sú:
• 0x0 – čiernobiela tlač
• 0x1 – farebná tlač
• 0x2 – farebnosť sa nepodarila zistiť (Windows XP)
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PrinterModel
Názov modelu tlačiarne.
Name
Názov tlače.
PaperType
Typ papieru (napr. A4).
TimeZoneOffset
Rozdiel medzi lokálnym časom začiatku a časom v UTC.
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Příloha C
Diagramy
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Obrázok C.1: Architektúra aplikácie
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Id binary(128)
TenantId binary(128)
Name varchar(100)
LastAgentVersion varchar(100)
LastAgentDataTransmission date
LastAgentDataProcess date
ProcessLockTimeStamp date
ProcessLockTicket binary(128)
Edited date
Removed date
Notes varchar(1024)
LastErrorMessage varchar(255)
UploadSessionId binary(128)
UploadLastCall date
UploadFilename varchar(255)
UploadLastPart integer(10)
Tenant.Computer
Id binary(128)
TenantId binary(128)
Name varchar(100)
Password varchar(80)
AllowLogin bit
Admin bit
DefaultLocaleId integer(10)
Edited date
Hidden binary(1000)
Email varchar(100)
Removed date
Notes varchar(1024)
DefaultTimeZone varchar(100)
ComputerLogin varchar(100)
SuperiorId binary(128)
Tenant.Person
Id binary(128)
TenantId binary(128)
Day date
PersonId binary(128)
ComputerId binary(128)
ProductId binary(128)
DurationSeconds double(10)
InactivitySeconds double(10)
AvgCPUUtilizationSeconds double(10)
AvgMemoryUtilizationSeconds double(10)
Web varchar(100)
PrivateMode bit
Tenant.PrecomputedDay Id binary(128)
TenantId binary(128)
Name varchar(100)
Model varchar(100)
Edited date
Removed date
Tenant.Printer
Id binary(128)
TenantId binary(128)
Name varchar(100)
Pages integer(10)
Submitted date
SubmittedLocal date
PaperType varchar(100)
PrinterId binary(128)
PrintedOnComputerId binary(128)
PrintedByPersonId binary(128)
Tenant.PrintJob
Id binary(128)
TenantId binary(128)
Name varchar(100)
Extension varchar(100)
FileVersionMSLo integer(10)
FileVersionMSHi integer(10)
FileVersionLSLo integer(10)
FileVersionLSHi integer(10)
ProductVersionLSLo integer(10)
ProductVersionLSHi integer(10)
Language integer(10)
CodePage integer(10)
Comments varchar(100)
CompanyName varchar(100)
FileDescription varchar(100)
FileVersion varchar(100)
InternalName varchar(100)
LegalCopyright varchar(100)
LegalTrademarks varchar(100)
OriginalFilename varchar(100)
ProductName varchar(100)
ProductVersion varchar(100)
PrivateBuild varchar(100)
SpecialBuild varchar(100)
TimeStamp date
Valid bit
ProductId binary(128)
Tenant.ProductRule
Id binary(128)
TenantId binary(128)
PersonId binary(128)
ComputerId binary(128)
SessionStart date
SessionLocalStart date
SessionEnd date
Tenant.UserLogin
Id binary(128)
Uid integer(10)
TenantId binary(128)
Name varchar(100)
Web varchar(100)
TimeStamp date
Flags integer(10)
Valid bit
Swlib.Company
Id integer(10)
Swlib.ProductCategory
Id binary(128)
Uid integer(10)
TenantId binary(128)
Name varchar(100)
Version varchar(100)
Edition varchar(100)
Platform varchar(100)
LanguageId integer(10)
Description varchar(1024)
TimeStamp date
ProductCategoryId integer(10)
ProducedByCompanyId binary(128)
Swlib.Product
Id integer(10)
WindowLocalStart date
WindowLocalEnd date
UtcWindowStart date
Title varchar(100)
AverageCPUUsage double(10)
CPUOverloadSeconds double(10)
AverageMemoryUsage double(10)
MemoryOverloadSeconds double(10)
ProcessFileId integer(10)
PersonId binary(128)
ComputerId binary(128)
InactivitySeconds double(10)
PrivateMode bit
Url varchar(1024)
ProcessPID integer(10)
ProcessStart date
ProductId binary(128)
ActiveWindow
ProcessStart date
FileId integer(10)
Pid integer(10)
PersonId binary(128)
ComputerId binary(128)
Process
Manager
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Příloha D
Web rozhranie pre zákazníkov -
prípady použitia
ID TUC1
Názov Registrácia zákazníka
Popis Registrácia účtu v MonOnline a vytvorenie užívateľa ako
administrátora. Na registráciu je potrebných čo najmenej
údajov aby zbytočne nezaťažovali užívateľa.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ má prístup k internetu.
Následné podmienky Užívateľ má vytvorený a aktivovaný účet v MonOnline a
môže sa prihlásiť.
Akcia pre spustenie Užívateľ si zobrazí stránku s registráciou
Hlavný scenár
1. Užívateľ vyplní všetky povinné polia.
2. Užívateľ potvrdí registráciu.
3. Systém odošle aktivačný e-mail.
4. Systém zobrazí správu o úspešnej registrácii.
5. Užívateľ si aktivuje účet podľa inštrukcií v aktivačnom
e-maile.
6. Systém odblokuje zákazníka.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Často
67
ID E1
Názov Zlyhanie systému
Popis Systém padne a nie je schopný reagovať na požiadavky uží-
vateľa.
Primárny aktér Systém
Sekundárni aktéri -
Predpoklady Systém nereaguje na požiadavky užívateľa.
Následné podmienky Systém je reštartovaný.
Akcia pre spustenie Kedykoľvek, keď systém prestane reagovať.
Hlavný scenár
1. Systém je pre užívateľa nedostupný.
2. Prostredie detekuje zlyhanie systému.
3. Prostredie reštartuje systém.
Alternatívne toky -
Výnimky -
Frekvencia Zriedkavo
ID TUC2
Názov Prihlásenie užívateľa
Popis Užívateľ sa prihlási do aplikácie.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je registrovaný (prípad použitia TUC1).
Následné podmienky Užívateľ je prihlásený.
Akcia pre spustenie Užívateľ si zobrazí stránku s prihlásením.
Hlavný scenár
1. Užívateľ vyplní svoj e-mail a heslo.
2. Užívateľ potvrdí prihlásenie.
3. Užívateľovi sa zobrazí stránka s analýzou monitorova-
nia.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Často
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ID TUC3
Názov Analýza aktivity
Popis Užívateľ si zobrazí analýzu aktivity tak, ako bola zazname-
naná na počítačoch zákazníka. Analýza obsahuje využitie
aplikácií (aj po kategóriách) a dobu aktivity počítačov a
užívateľov. Jednotlivé analýzy je možné filtrovať podľa časo-
vého úseku, užívateľa, počítača, aplikácie, kategórie a webu.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je prihlásený (prípad použitia TUC2).
Následné podmienky Užívateľ má zobrazenú analýzu aktivity.
Akcia pre spustenie Užívateľ si zobrazí stránku s analýzou.
Hlavný scenár
1. Užívateľ si zvolí časový úsek, za ktorý si chce zobraziť
analýzu.
2. Užívateľ si nastaví filter na užívateľa, počítač, apliká-
ciu a web, podľa svojich potrieb.
3. Užívateľ potvrdí filter.
4. Užívateľ si zvolí záložku, ktorá reprezentuje kritérium
zobrazenia analýzy (napr. zobrazenie podľa aplikácii,
užívateľov, počítačov alebo kategórii).
5. Užívateľovi sa zobrazí aktivita podľa zvoleného kritéria
a to vo forme grafu a tabuľky.
6. Užívateľ si môže meniť radenie dát.
Alternatívne toky -
Výnimky Zlyhanie systému, Nedostupnosť dátového zdroja
Frekvencia Často
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ID TUC4
Názov Zobrazenie analýzy tlačových úloh
Popis Zobrazenie zaznamenaných tlačových úloh.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je prihlásený (prípad použitia TUC2).
Následné podmienky Užívateľ má zobrazené tlačové úlohy podľa zvolených krité-
rií.
Akcia pre spustenie Užívateľ zvolí záložku
”
Prints“.
Hlavný scenár
1. Užívateľ si zvolí časový úsek, za ktorý si chce zobraziť
analýzu.
2. Užívateľ si nastaví filter na užívateľa, počítač podľa
svojich potrieb.
3. Užívateľ potvrdí filter.
4. Užívateľovi sa zobrazí tabuľa s informáciami o tlačo-
vých úlohách.
Alternatívne toky -
Výnimky Zlyhanie systému, Nedostupnosť dátového zdroja
Frekvencia Občas
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ID TUC5
Názov Zobrazenie časového vývoja aktivity
Popis Užívateľ si zobrazí vývoj aktivity v čase podľa zadaného
filtra. Užívateľ si môže zobraziť aktivitu až na detail hodiny.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je prihlásený (prípad použitia TUC2).
Následné podmienky Užívateľ má zobrazený časový vývoj aktivity v čase.
Akcia pre spustenie Užívateľ si zvolí záložku
”
Activity“.
Hlavný scenár
1. Užívateľ si zvolí časový úsek, za ktorý si chce zobra-
ziť aktivitu. Ak je časový úsek jeden deň, aktivita sa
zobrazuje po hodinách, inak sa zobrazuje po dňoch.
2. Užívateľ si nastaví filter na užívateľa, počítač, apliká-
ciu a web, podľa svojich potrieb. Musí ale vybrať filter
na jeden počítač alebo jedného užívateľa.
3. Užívateľ potvrdí filter.
4. Užívateľovi sa zobrazí graf, ktorý zobrazuje časový
vývoj aktivity, ktorý zobrazuje aktivitu, neaktivitu a
dobu súkromného režimu.
Alternatívne toky -
Výnimky Zlyhanie systému, Nedostupnosť dátového zdroja
Frekvencia Často
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ID TUCA1
Názov Povolenie prihlásenia užívateľa
Popis Systém automaticky vytvára užívateľov, ktorých objaví pri
spracovaní dát. Títo užívatelia ale nemajú povolené prihlá-
senie. Administrátor im môže povoliť prihlásenie.
Primárny aktér Užívateľ (administrátor)
Sekundárni aktéri Užívateľ2
Predpoklady Užívateľ je administrátorom aplikácie. Užívateľ2 nemá po-
volené prihlásenie.
Následné podmienky Užívateľ2 sa môže prihlásiť do aplikácie a zobraziť si analýzu
svojej aktivity a aktivity podriadených.
Akcia pre spustenie Užívateľ sa prihlási do aplikácie.
Hlavný scenár
1. Užívateľ zvolí v hlavnej ponuke Settings – Users.
2. V zozname vyhľadá Užívateľa2.
3. Užívateľ zvolí Edit.
4. V detaile užívateľa vyplní e-mail, ktorý bude použitý
ako prihlasovacie meno.
5. V detaile užívateľa zaškrtne Allow logon.
6. Užívateľ potvrdí zmeny.
7. Systém odošle aktiváciu prihlásenia na zadaný e-mail.
8. Užívateľ2 sa riadi inštrukciami v e-maile.
9. Užívateľ2 si zvolí svoje heslo.
10. Užívateľ2 sa môže prihlásiť do aplikácie.
Alternatívne toky -
Výnimky Zlyhanie systému, Duplicitný e-mail pri aktivácii prihlásenia
Frekvencia Občas
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ID TUCA1E1
Názov Duplicitný e-mail pri aktivácii prihlásenia
Popis E-mail, ktorý Užívateľ nastaví užívateľovi, už má iný užíva-
teľ v Systéme.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ potvrdil zmenu e-mailu užívateľa.
Následné podmienky Užívateľ je informovaný o konflikte. Zmeny sa neuložia.
Akcia pre spustenie Užívateľ uloží zmeny.
Hlavný scenár
1. Systém upozorní užívateľa, že zadaný e-mail už je pri-
delený inému užívateľovi.
2. Užívateľ môže zmeniť e-mail.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Zriedkavo
ID TUCA2
Názov Pridanie administrátora.
Popis Pridelenie administrátorských práv užívateľovi.
Primárny aktér Užívateľ
Sekundárni aktéri Užívateľ2
Predpoklady Užívateľ je administrátor.
Následné podmienky Užívateľ2 je administrátor.
Akcia pre spustenie Užívateľ sa prihlási do aplikácie.
Hlavný scenár
1. Užívateľ v hlavnej ponuke zvolí Settings – Users.
2. V zozname vyhľadá Užívateľa2.
3. Užívateľ zvolí Edit.
4. Užívateľ zaškrtne voľbu Administrator.
5. Užívateľ uloží zmeny.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Zriedkavo
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ID TUCA3
Názov Monitorovanie nového počítača
Popis Pridanie ďalšieho monitorovaného počítača.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je administrátor.
Následné podmienky Aktivita sa monitoruje na ďalšom počítači.
Akcia pre spustenie Užívateľ sa prihlási.
Hlavný scenár
1. Užívateľ v hlavnej ponuke zvolí Settings – Agents.
2. Užívateľ si stiahne a nainštaluje Agenta.
3. Počas inštalácie vloží zobrazené heslo.
4. Agent začne odosielať dáta
5. Užívateľ vidí v zozname počítačov nový počítač.
Alternatívne toky
Výnimky
Frekvencia
74
Příloha E
Web rozhranie poskytovateľa -
prípady použitia
ID PUC1
Názov Vyťaženie inštancií
Popis Poskytovateľ si zobrazí prehľad bežiacich inštancií DataPro-
cessing a ich vyťaženie
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je prihlásený a patrí k zákazníkovi, ktorý je ozna-
čený ako Poskytovateľ.
Následné podmienky Užívateľ vidí zoznam inštancií.
Akcia pre spustenie Užívateľ zvolí Performance z hlavnej ponuky.
Hlavný scenár
1. Užívateľovi sa zobrazí zoznam inštancií v aktuálnom
publikovaní. Pri každej inštancii sa zobrazujú infor-
mácie: počet spracovaných súborov, priemerný čas na
jedno spracovanie, priemerná veľkosť dát a počet spra-
covaní za minútu.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Občas
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ID PUC2
Názov Zopakovanie zlyhaného spracovania
Popis Poskytovateľ znovu zaradí zlyhané spracovanie do fronty ča-
kajúcich úloh.
Primárny aktér Užívateľ
Sekundárni aktéri -
Predpoklady Užívateľ je prihlásený a patrí k zákazníkovi, ktorý je ozna-
čený ako Poskytovateľ.
Následné podmienky Dáta sa opäť spracujú.
Akcia pre spustenie Užívateľ zvolí znovuspracovanie dát.
Hlavný scenár
1. Užívateľ si v zozname zlyhaných spracovaní vyhľadá
dáta, ktoré chce opäť dať spracovať (napr. po oprave
chyby, ktorá zlyhanie spôsobila).
2. Užívateľ zvolí znovuspracovanie dát.
3. Systém zaradí úlohu na spracovanie späť do fronty.
4. Systém sa opäť pokúsi spracovať dáta.
Alternatívne toky -
Výnimky Zlyhanie systému
Frekvencia Zriedkavo
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Příloha F
Obsah CD
Priložené CD obsahuje:
• Zložka Solution – táto zložka obsahuje zdrojové kódy aplikácie. Jedná sa o solution
určený pre Microsoft Visual Studio 2010.
• Súbor Readme.txt – textový súbor s krátkym popisom aplikácie, ktorý tiež obsahuje
zoznam softvéru, ktorý je potrebný na použitie zdrojových kódov.
• Súbor thesis.tar.gz – archív obsahujúci všetky súbory potrebné pre znovuvytvorenie
tejto textovej práce.
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