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1 Introdution
This paper enters a work programme onerning the development of two-sale numerial
methods to solve PDEs with osillatory singular perturbations linked to physial phenom-
ena. Reently, these methods have been tested on simple problems. For instane, in Ailliot,
Frénod and Monbet[1℄, suh a method is used to manage the tide osillation for long term
drift foreast of objets in the oean; in Frénod, Salvarani and Sonnendrüker[5℄, suh a
method is used to simulate a harged partile beam in a periodi fousing hannel.
The ultimate goal of this work programme is to propose eient numerial methods to
simulate plasmas submitted to strong magneti eld. Of ourse, simulations of magneti
onnement fusion are part of this ultimate goal.
Before going further towards this ultimate goal, several questions onerning the be-
haviour of the onerned methods in front of non-linearities and non-smooth solutions need
to be investigated. The eld of weakly ompressible 1D isentropi Euler equations oers a
relatively onfortable framework in order to takle these questions.
Indeed, the mathematial ontext established in Grenier[9℄, Klainerman and Majda[10,
11℄, Fortenbah, Frénod, Munz and Sonnendrüker[3℄, Frénod, Raviart and Sonnendrüker[4℄,
Frénod and Sonnendrüker[6, 7℄, Majda[14℄, Métivier and Shohet[16℄, Munz[17℄, Shohet[20,
21, 22, 23℄, oers a nie marked out way. This is the rst motivation of the present paper.
A seond motivation originates from the fat that robust numerial methods suh as
nite volumes set out in Godunov[8℄, LeVeque[12℄ and Roe[19℄ have been developped in
order to solve ompressible or inompressible Euler equations. Nevertheless, when they are
used to simulate the ow in an experiment with onditions induing a small Mah number,
the CPU time ost of these methods is too high for operational appliations beause of the
very small time step required in order to apture high speed travelling waves that appear
in this ase.
The preise aim of this paper is to develop a two-sale numerial method to solve
∂tu
ǫ +
1
2
∂x
(
(uǫ)2
)
+ ∂x
(
qǫ(ρǫ)
)
+
1
ǫ
∂xρ
ǫ = 0 ,
∂tρ
ǫ + ∂x(ρ
ǫuǫ) +
1
ǫ
∂xu
ǫ = 0 ,
uǫ|t=0 = u0 ,
ρǫ|t=0 = ρ0 ,
(1.1)
1
where (x, t) ∈ T1 × [0, T ). In this model, ǫ is the Mah number, uǫ = uǫ(x, t) is the
dimensionless speed of the uid, ρǫ = ρǫ(x, t) is linked to the dimensionless density ρ˜ǫ =
ρ˜ǫ(x, t) by the relation
ρǫ =
ρ˜ǫ − 1
ǫ
, (1.2)
and
qǫ(ρǫ) =
γ − 2
2
(ρǫ)2 + ǫ qǫ1(ρ
ǫ) , (1.3)
where γ is the adiabati oeient of the uid and qǫ1(ρ
ǫ) is regular. This form of the
isentropi Euler equations is set out in Grenier[9℄ (p. 494) and Métivier and Shohet[16℄.
Equation (1.1) is obtained from the lassial form of the 1D isentropi Euler equations
∂tu
ǫ + uǫ ∂xu
ǫ +
1
ǫ2 ρ˜ǫ
∂x
(
p(ρ˜ǫ)
)
= 0 ,
∂tρ˜
ǫ + ∂x
(
ρ˜ǫuǫ
)
= 0 ,
uǫ(x, 0) = u0(x) ,
ρ˜ǫ(x, 0) = 1 + ǫ ρ0(x) ,
(1.4)
where usually, pressure funtion is given by p(ρ˜ǫ) = (ρ˜
ǫ)γ
γ . Using the relation (1.2) between
ρǫ and ρ˜ǫ, we obtain
1
ǫ2 ρ˜ǫ
∂x
(
p(ρ˜ǫ)
)
=
1
ǫ2 (1 + ǫ ρǫ)
∂x
((1 + ǫ ρǫ)γ
γ
)
=
(1 + ǫ ρǫ)γ−2
ǫ
∂xρ
ǫ . (1.5)
Making and expansion of (1 + ǫ ρǫ)γ−2, we obtain
1
ǫ2 ρ˜ǫ
∂x
(
p(ρ˜ǫ)
)
=
1
ǫ
(∂xρ
ǫ)
(
1 + (γ − 2) ǫ ρǫ + ǫ2 qǫ1(ρǫ)
)
, (1.6)
where qǫ1(ρ
ǫ) is regular, and, by introduing this result in the rst equation of (1.4), we
dedue the rst equation of (1.1). In order to obtain the seond equation of (1.1), we
introdue the relation (1.2) in the seond equation of (1.4).
In order to ahieve this preise aim, inspired by two-sale onvergene theory devel-
opped in Nguetseng[18℄ and Allaire[2℄, we establish a homogenized model desribing the
mean behaviour of (uǫ, ρǫ). This homogenized model neither ontains nor generates high
frequeny osillations but only their mean ation. We also establish a way to reonstrut
the osillating solution (uǫ, ρǫ) from obtained mean behaviour. The homogenized model
and the reonstrution proedure involve an additional variable whih is a opy of the time
variable and whih allows the transfert of informations between the mean behaviour and
the high frequeny osillations.
2 Results
In this setion, we laim the mathematial results leading to the onstrution of our two-
sale numerial method.
After realling existene and properties of solutions of (1.1), we give a rst theorem
giving the homogenized model and onvergene properties. Then, we set out a numerial
approximation for this homogenized model based on Roe's nite volume method whih
2
is the two-sale numerial method that allows to solve (1.1). Finally, we give a theorem
giving some properties about the onvergene of the onsidered numerial sheme.
It is well known (see Grenier[9℄, Klainerman and Majda[10℄, Majda[14℄, Metivier and
Shohet[16℄, or Shohet[20, 22, 23℄) that, with initial data satisfying
u0, ρ0 ∈ Hs(T1) with s > 3
2
, (2.1)
there exists an existene time T > 0, independent of ǫ, suh that the system (1.1) admits
a unique solution (uǫ, ρǫ) in
(C(0, T ;Hs(T1)))2∩(C1(0, T ;Hs−1(T1)))2 for any ǫ > 0. Fur-
thermore, the sequene (uǫ, ρǫ)ǫ > 0 is bounded in
(C(0, T ;Hs(T1)))2∩(C1(0, T ;Hs−1(T1)))2
for the usual norm.
Having this existene result at hand, we an laim the following theorem giving the
homogenized model.
Theorem 1. If we x ǫ0 > 0 and s ≥ 2, there exists a onstant K > 0 suh that, for any
ǫ ∈ ]0, ǫ0], we have
(∫ T
0
∥∥∥uǫ(·, t)− U(·, t
ǫ
, t
)∥∥∥2
L2(T1)
dt
) 1
2
≤ Kǫ ,
(∫ T
0
∥∥∥ρǫ(·, t) −R(·, t
ǫ
, t
)∥∥∥2
L2(T1)
dt
) 1
2
≤ Kǫ ,
(2.2)
where U and R are dened by
U(x, τ, t) = F (x− τ, t) +B(x+ τ, t) + u
2π
,
R(x, τ, t) = F (x− τ, t)−B(x+ τ, t) + ρ
2π
,
(2.3)
with u =
∫
T1
u0(x) dx, ρ =
∫
T1
ρ0(x) dx, and F,B ∈ C
(
0, T ;Hs(T1)
)
satisfying
∫
T 1
F (x, t) dx =
∫
T1
B(x, t) dx = 0 ∀ t ∈ [0, T ) , (2.4)
and
∂tF + ∂x
(γ + 1
4
F 2 +
2u+ (γ − 1)ρ
4π
F
)
= 0 ,
∂tB + ∂x
(γ + 1
4
B2 +
2u− (γ − 1)ρ
4π
B
)
= 0 ,
F|t=0 =
1
2
(
u0 + ρ0 − u+ ρ
2π
)
,
B|t=0 =
1
2
(
u0 − ρ0 − u− ρ
2π
)
.
(2.5)
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A way to interpret this theorem is that if we an ompute some good approximations
Fh and Bh of the solutions F and B of (2.5), we are able to reonstrut some funtions Uh
and Rh in the same way as we reonstrut U and R in (2.3). Then the obtained funtions
(x, t) 7→ Uh(x, tǫ , t) and (x, t) 7→ Rh(x, tǫ , t) are good approximations of (x, t) 7→ uǫ(x, t)
and (x, t) 7→ ρǫ(x, t) respetively.
Based on this idea, we build our two-sale numerial method: rstly, we onsider a
uniform mesh on T
1 × [0, T ] with spae step h and time step k, and we use the notations
xi = ih and tn = nk. Then we build Fh and Bh suh that
Fh(x, t) = F
n
i and Bh(x, t) = B
n
i ∀ (x, t) ∈ [xi−1/2, xi+1/2[×[tn, tn+1[ , (2.6)
where Fni and B
n
i are omputed with Roe's nite volume approximation of (2.5):
Fn+1i = F
n
i −
k
2h
(
γ + 1
4
(
(Fni+1)
2 − (Fni−1)2
)
+
2u+ (γ − 1)ρ
4π
(Fni+1 − Fni−1)
−
∣∣∣γ + 1
4
(Fni+1 + F
n
i ) +
2u+ (γ − 1)ρ
4π
∣∣∣(Fni+1 − Fni )
+
∣∣∣γ + 1
4
(Fni + F
n
i−1) +
2u+ (γ − 1)ρ
4π
∣∣∣(Fni − Fni−1)
)
,
(2.7)
Bn+1i = B
n
i −
k
2h
(
γ + 1
4
(
(Bni+1)
2 − (Bni−1)2
)
+
2u− (γ − 1)ρ
4π
(Bni+1 −Bni−1)
−
∣∣∣γ + 1
4
(Bni+1 +B
n
i ) +
2u− (γ − 1)ρ
4π
∣∣∣(Bni+1 −Bni )
+
∣∣∣γ + 1
4
(Bni +B
n
i−1) +
2u− (γ − 1)ρ
4π
∣∣∣(Bni −Bni−1)
)
.
(2.8)
Finally, we ompute Uh and Rh by
Uh(x, τ, t) = Fh(x− τ, t) +Bh(x+ τ, t) + u
2π
,
Rh(x, τ, t) = Fh(x− τ, t)−Bh(x+ τ, t) + ρ
2π
,
(2.9)
and we have the following onvergene result.
Theorem 2. If s ≥ 2, then the approximations Uh(·, τ, ·) and Rh(·, τ, ·) onverge to
U(·, τ, ·) and R(·, τ, ·) in L1([0, T ) × T1) for any τ ∈ T1. Furthermore, if s ≥ 3, the
loal trunation errors of the numerial sheme (2.6)-(2.7)-(2.8) are rst order aurate.
Remark 3. The proof of the onvergene result (2.2) and of Theorem 2 do not work if
s ∈ ]32 , 2[. However, in this ase, the regularity is enough to get
uǫ − U(·, ·
ǫ
, ·) ⇀ 0 weakly − ∗ ,
ρǫ −R(·, ·
ǫ
, ·) ⇀ 0 weakly − ∗ ,
(2.10)
in L∞
(
0, T ;Hs(T1)
)
when ǫ→ 0, with U and R solution of (2.3)-(2.5).
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3 Constrution of the two-sale numerial method
3.1 Homogenized model
We present here the onstrution of the model (2.5). We reall that we start from the
weakly ompressible 1D isentropi Euler equations (1.1)-(1.3). Introduing the funtions
f ǫ, bǫ dened by
f ǫ(x, t) =
1
2
(
uǫ
(
x+
t
ǫ
, t
)
+ ρǫ
(
x+
t
ǫ
, t
)− u+ ρ
2π
)
,
bǫ(x, t) =
1
2
(
uǫ
(
x+
t
ǫ
, t
)− ρǫ(x+ t
ǫ
, t
)− u− ρ
2π
)
,
(3.1)
we an rewrite the system (1.1):
∂tf
ǫ(x, t) +
ǫ
2
∂x
(
qǫ1
(
f ǫ(x, t)− bǫ(x+ 2t
ǫ
, t
)
+
ρ
2π
))
+ ∂x
(
γ + 1
4
(
f ǫ(x, t)
)2
+
γ − 3
4
(
bǫ
(
x+
2t
ǫ
, t
))2
+
2u+ (γ − 1)ρ
4π
f ǫ(x, t)
+
(3− γ)ρ
4π
bǫ
(
x+
2t
ǫ
, t
)
+
3− γ
2
f ǫ(x, t)bǫ
(
x+
2t
ǫ
, t
))
= 0 ,
(3.2)
∂tb
ǫ(x, t) +
ǫ
2
∂x
(
qǫ1
(
f ǫ
(
x− 2t
ǫ
, t
) − bǫ(x, t) + ρ
2π
))
+ ∂x
(
γ + 1
4
(
bǫ(x, t)
)2
+
γ − 3
4
(
f ǫ
(
x− 2t
ǫ
, t
))2
+
2u− (γ − 1)ρ
4π
bǫ(x, t)
− (3− γ)ρ
4π
f ǫ
(
x− 2t
ǫ
, t
)
+
3− γ
2
f ǫ
(
x− 2t
ǫ
, t
)
bǫ(x, t)
)
= 0 ,
(3.3)
equipped with
f ǫ|t=0 = f0 =
1
2
(
u0 + ρ0 − u+ ρ
2π
)
, (3.4)
bǫ|t=0 = b0 =
1
2
(
u0 − ρ0 − u− ρ
2π
)
. (3.5)
Sine the sequenes (f ǫ)ǫ> 0 and (b
ǫ)ǫ > 0 are bounded in L
∞
(
0, T ;Hs(T1)
)
, there ex-
ist two funtions F and B in L∞
(
0, T ;Hs(T1)
)
suh that for some subsequenes always
denoted (f ǫ)ǫ > 0 and (b
ǫ)ǫ > 0, we have
f ǫ ⇀ F weakly-* in L∞
(
0, T ;Hs(T1)
)
, (3.6)
bǫ ⇀ B weakly-* in L∞
(
0, T ;Hs(T1)
)
, (3.7)
for ǫ→ 0.
A rst property of F and B is that their averages are equal to 0: to show this, we
integrate (3.2)-(3.3) with respet to x to obtain
∂t
(∫
T1
f ǫ(x, t) dx
)
= ∂t
(∫
T1
bǫ(x, t) dx
)
= 0 .
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Then we dedue that, for all t ∈ [0, T ), we have
∫
T1
f ǫ dx =
∫
T1
f0 dx = 0 ,
∫
T1
bǫ dx =
∫
T1
b0 dx = 0 . (3.8)
These results, ombined with the fat that f ǫ and bǫ weakly-* onverge to F and B re-
spetively, lead to the results (2.4).
Furthermore, usual ompatness results (for example Lions[13℄) yield that the fun-
tional spae
U =
{
g ∈ L∞(0, T ;Hs(T1)) : ∂tg ∈ L∞(0, T ;Hs−1(T1))} , (3.9)
provided with the usual produt norm, is ompatly embedded in L∞
(
0, T ;Hs−1(T1)
)
. As
a onsequene, sine (f ǫ)ǫ> 0 and (b
ǫ)ǫ > 0 are bounded in U , we have
f ǫ
ǫ→ 0−→ F strongly in L∞(0, T ;Hs−1(T1)) , (3.10)
bǫ
ǫ→ 0−→ B strongly in L∞(0, T ;Hs−1(T1)) . (3.11)
Sine f ǫ and bǫ are ontinuous in t, we an remark that F,B ∈ C(0, T ;Hs−1(T1)), so
the onvergene result (3.10)-(3.11) is also true in C(0, T ;Hs−1(T1)). Having now this
onvergene result at hand, we an look for the onstraint equations on F and B. For
that, we multiply the equations (3.2)-(3.3) by a regular funtion ϕ with ompat support
on T
1 × [0, T ) and we integrate with respet to x and t on T1 × [0, T ). We obtain
−
∫ T
0
∫
T1
f ǫ(x, t) ∂tϕ(x, t) dx dt −
∫
T1
f0(x)ϕ(x, 0) dx
−
∫ T
0
∫
T1
γ + 1
4
(
f ǫ(x, t)
)2
∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
2u+ (γ − 1)ρ
4π
f ǫ(x, t) ∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
γ − 3
4
(
bǫ
(
x+
2t
ǫ
, t
))2
∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
(3 − γ)ρ
4π
bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
3− γ
2
f ǫ(x, t) bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt
− ǫ
2
∫ T
0
∫
T1
qǫ1
(
f ǫ(x, t)− bǫ(x+ 2t
ǫ
, t
)
+
ρ
2π
)
∂xϕ(x, t) dx dt = 0 ,
(3.12)
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and
−
∫ T
0
∫
T1
bǫ(x, t) ∂tϕ(x, t) dx dt −
∫
T1
b0(x)ϕ(x, 0) dx
−
∫ T
0
∫
T1
γ + 1
4
(
bǫ(x, t)
)2
∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
2u− (γ − 1)ρ
4π
bǫ(x, t) ∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
γ − 3
4
(
f ǫ
(
x− 2t
ǫ
, t
))2
∂xϕ(x, t) dx dt
+
∫ T
0
∫
T1
(3− γ)ρ
4π
f ǫ
(
x− 2t
ǫ
, t
)
∂xϕ(x, t) dx dt
−
∫ T
0
∫
T1
3− γ
2
f ǫ
(
x− 2t
ǫ
, t
)
bǫ(x, t) ∂xϕ(x, t) dx dt
− ǫ
2
∫ T
0
∫
T1
qǫ1
(
f ǫ
(
x− 2t
ǫ
, t
)− bǫ(x, t) + ρ
2π
)
∂xϕ(x, t) dx dt = 0 .
(3.13)
Beause of (3.10) and (3.11), passing to the limit in the four rst terms of (3.12) and
(3.13) is straightforward. Beause of the fator
ǫ
2 in front of the last term of (3.12) and
(3.13), we dedue that these terms onverge to 0.
In order to nd the limit of
∫ T
0
∫
T1
bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt we rstly make a hange
of variables∫ T
0
∫
T1
bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt =
∫ T
0
∫
T1
bǫ
(
x, t) ∂xϕ
(
x− 2t
ǫ
, t
)
dx dt ,
then, we write
∫ T
0
∫
T1
bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt
=
∫ T
0
∫
T1
(
bǫ
(
x, t)−B(x, t)) ∂xϕ(x− 2t
ǫ
, t
)
dx dt+
∫ T
0
∫
T1
B
(
x, t) ∂xϕ
(
x− 2t
ǫ
, t
)
dx dt .
Then, using the Cauhy-Shwarz inequality, we show that
lim
ǫ→ 0
∫ T
0
∫
T1
(
bǫ
(
x, t)−B(x, t)) ∂xϕ(x− 2t
ǫ
, t
)
dx dt = 0 . (3.14)
If we dene ϕǫ(x, t) = ϕ˜(x, tǫ , t) where ϕ˜(x, τ, t) = ϕ(x − 2τ, t), the sequene (ϕǫ)ǫ > 0 is
bounded in L∞
(
0, T ;Hs(T1)). Then, there exists a funtion Φ in L∞
(
0, T ;L2(T1;Hs(T1))
)
suh that
lim
ǫ→ 0
∫ T
0
∫
T1
ψ
(
x,
t
ǫ
, t
)
ϕǫ(x, t) dx dt =
∫ T
0
∫
T1
∫
T1
ψ(x, τ, t)Φ(x, τ, t) dτ dx dt (3.15)
for any regular funtion ψ dened on T1 × T1 × [0, T ). As desribed in Allaire[2℄, Φ is
alled the two-sale limit of ϕǫ. Furthermore, following Marusi-Paloka and Piatnitski[15℄
and Allaire[2℄, sine ϕ˜ is regular and 2π-periodi in τ , it is an easy game to prove that
7
Φ = ϕ˜ in L∞
(
0, T ;L2(T1;Hs(T1))
)
. As a onsequene, we have Φ(x, τ, t) = ϕ(x − 2τ, t)
and
ϕǫ ⇀
∫
T1
ϕ(x− 2τ, t) dτ weakly-* in L∞(0, T ;Hs(T1)) . (3.16)
Using these results, we obtain
lim
ǫ→ 0
∫ T
0
∫
T1
B(x, t)∂xϕ
(
x− 2t
ǫ
, t
)
dx dt
= −
∫ T
0
∫
T1
∫
T1
(
∂xB(x, t)
)
ϕ(x− 2τ, t) dτ dx dt
= −1
2
∫ T
0
∫
T1
B(x, t)
(∫
T1
∂τ
(
ϕ(x− 2τ, t)) dτ
)
dx dt = 0 ,
(3.17)
and nally
lim
ǫ→ 0
∫ T
0
∫
T1
bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt = 0 . (3.18)
In the same way, we obtain
lim
ǫ→ 0
∫ T
0
∫
T1
f ǫ
(
x− 2t
ǫ
, t
)
∂xϕ(x, t) dx dt = 0 , (3.19)
lim
ǫ→ 0
∫ T
0
∫
T1
(
bǫ
(
x+
2t
ǫ
, t
))2
∂xϕ(x, t) dx dt = 0 , (3.20)
lim
ǫ→ 0
∫ T
0
∫
T1
(
f ǫ
(
x− 2t
ǫ
, t
))2
∂xϕ(x, t) dx dt = 0 . (3.21)
To nd the limit of
∫ T
0
∫
T1
f ǫ(x, t) bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt, we notie that
∫ T
0
∫
T1
f ǫ(x, t) bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt
=
∫ T
0
∫
T1
(
f ǫ(x, t)− F (x, t))B(x+ 2t
ǫ
, t
)
∂xϕ(x, t) dx dt
+
∫ T
0
∫
T1
F (x, t)
(
bǫ
(
x+
2t
ǫ
, t
)−B(x+ 2t
ǫ
, t
))
∂xϕ(x, t) dx dt
+
∫ T
0
∫
T1
(
f ǫ(x, t)− F (x, t)) (bǫ(x+ 2t
ǫ
, t
) −B(x+ 2t
ǫ
, t
))
∂xϕ(x, t) dx dt
+
∫ T
0
∫
T1
F (x, t)B
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt .
With Cauhy-Shwarz and Hölder's inequalities, we easily show that∫ T
0
∫
T1
(
f ǫ(x, t)− F (x, t))B(x+ 2t
ǫ
, t
)
∂xϕ(x, t) dx dt→ 0 , (3.22)∫ T
0
∫
T1
F (x, t)
(
bǫ
(
x+
2t
ǫ
, t
)−B(x+ 2t
ǫ
, t
))
∂xϕ(x, t) dx dt→ 0 , (3.23)∫ T
0
∫
T1
(
f ǫ(x, t)− F (x, t)) (bǫ(x+ 2t
ǫ
, t
)−B(x+ 2t
ǫ
, t
))
∂xϕ(x, t) dx dt→ 0 , (3.24)
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when ǫ → 0. If we dene the funtions Bǫ(x, t) = B(x + 2tǫ , t), we remark that the
sequene (Bǫ)ǫ > 0 is bounded in L
∞
(
0, T ;Hs−1(T1)
)
and then admits a two-sale limit B
in L∞
(
0, T ;L∞(T1;Hs−1(T1))
)
satisfying
B(x, τ, t) = B(x+ 2τ, t) ∀ (x, τ, t) ∈ T1 × T1 × [0, T ) , (3.25)
Bǫ ⇀
∫
T1
B(x+ 2τ, t) dτ = 0 weakly-* in L∞
(
0, T ;Hs(T1)
)
. (3.26)
This means that, for any funtion ψ ∈ C(0, T ;Hs−1(T1)), we have
lim
ǫ→ 0
∫ T
0
∫
T 1
Bǫ(x, t)ψ(x, t) dx dt = 0 . (3.27)
Setting then ψ = F ∂xϕ in (3.27), we obtain
lim
ǫ→ 0
∫ T
0
∫
T1
F (x, t)B
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt = 0 . (3.28)
Hene
lim
ǫ→ 0
∫ T
0
∫
T1
f ǫ(x, t) bǫ
(
x+
2t
ǫ
, t
)
∂xϕ(x, t) dx dt = 0 . (3.29)
The same method also gives
lim
ǫ→ 0
∫ T
0
∫
T1
bǫ(x, t) f ǫ
(
x− 2t
ǫ
, t
)
∂xϕ(x, t) dx dt = 0 . (3.30)
With these results, we an pass to the limit in (3.12)-(3.13) and get
−
∫ T
0
∫
T1
F (x, t) ∂tϕ(x, t) dx dt −
∫
T1
f0(x)ϕ(x, 0) dx
−
∫ T
0
∫
T1
(γ + 1
4
(
F (x, t)
)2
+
2u+ (γ − 1)ρ
4π
F (x, t)
)
∂xϕ(x, t) dx dt = 0 ,
(3.31)
and
−
∫ T
0
∫
T1
B(x, t) ∂tϕ(x, t) dx dt −
∫
T1
b0(x)ϕ(x, 0) dx
−
∫ T
0
∫
T1
(γ + 1
4
(
B(x, t)
)2
+
2u− (γ − 1)ρ
4π
B(x, t)
)
∂xϕ(x, t) dx dt = 0 .
(3.32)
Remembering the denition (3.4)-(3.5) of f0 and b0, we reognize here the weak formulation
of (2.5).
Under the hypothesis of Theorem 1 about the initial data in (2.5), we dedue that the
solution (F,B) belongs to
(C(0, T ;Hs(T1)))2 and is unique in this spae (we an apply
the Theorem 3.6.1 of Serre[24℄ for example). Finally, from uniqueness, we have all the
onvergene results above for the whole sequenes (f ǫ)ǫ > 0, (b
ǫ)ǫ> 0 and not only for some
subsequenes.
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3.2 Convergene of the homogenized model: proof of Theorem 1
In this setion, we will prove inequalities (2.2). Before going further, we remark that on-
vergene (3.6)-(3.7) is already proved and that, thanks to (2.3) and (3.1), these inequalities
are equivalent to the theorem below.
Theorem 4. For ǫ0 > 0 and s ≥ 2 xed, there exists a onstant K > 0 suh that
(∫ T
0
∥∥f ǫ(·, t)− F (·, t)∥∥2
L2(T1)
dt
) 1
2
≤ Kǫ , (3.33)
(∫ T
0
∥∥bǫ(·, t)−B(·, t)∥∥2
L2(T1)
dt
) 1
2
≤ Kǫ , (3.34)
for any ǫ ∈ ]0, ǫ0].
Proof of theorem 4: to prove this theorem, in the same spirit of Frénod, Raviart and
Sonnendrüker[4℄, we introdue the funtions γǫ and δǫ dened by
γǫ(x, t) =
1
ǫ
(
f ǫ(x, t)− F (x, t)) −W (x, t
ǫ
, t
)
,
δǫ(x, t) =
1
ǫ
(
B(x, t)− bǫ(x, t)) − V (x, t
ǫ
, t
)
,
(3.35)
with W and V dened on T1 × T1 × [0, T ) by
W (x, τ, t) = −γ − 3
4
∫ τ
0
∂x
((
B(x+ 2θ, t)
)2 − 2F (x, t)B(x + 2θ, t)
− ρ
π
B(x+ 2θ, t)
)
dθ ,
V (x, τ, t) =
γ − 3
4
∫ τ
0
∂x
((
F (x− 2θ, t))2 − 2F (x− 2θ, t)B(x, t)
+
ρ
π
F (x− 2θ, t)
)
dθ .
(3.36)
Conerning sequenes (γǫ)ǫ∈ ]0,ǫ0] and (δ
ǫ)ǫ∈ ]0,ǫ0], we have the property below.
Lemma 5. Under the hypothesis of theorem 4, there exists a ontant M > 0, independent
of ǫ ∈ ]0, ǫ0] and t ∈ [0, T ), suh that
∂t
(∥∥γǫ(·, t)∥∥2
L2(T1)
+
∥∥δǫ(·, t)∥∥2
L2(T1)
)
≤M
(3
2
+
√
2
)(∥∥γǫ(·, t)∥∥2
L2(T1)
+
∥∥δǫ(·, t)∥∥2
L2(T1)
)
+
√
2M ,
(3.37)
for any ǫ ∈ ]0, ǫ0] and t ∈ [0, T ).
Having this inequality at hand, we an apply Gronwall's lemma to nd a onstant
L > 0, independent of t and ǫ, suh that∥∥γǫ(·, t)∥∥2
L2(T1)
+
∥∥δǫ(·, t)∥∥2
L2(T1)
≤ L , ∀ (t, ǫ) ∈ [0, T )×]0, ǫ0] . (3.38)
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Finally, we dene the onstant K by
K =
√
T
[√
L+max
(
sup
t∈ [0,T )
τ ∈T1
∥∥W (·, τ, t)∥∥
Hs(T1)
, sup
t∈ [0,T )
τ ∈T1
∥∥V (·, τ, t)∥∥
Hs(T1)
)]
, (3.39)
and we obtain the inequalities (3.33)-(3.34), giving the theorem.
Now, to nish the proof of Theorem 4, we have to prove Lemma 5. Firstly, we notie
that ∂tγ
ǫ
and ∂tδ
ǫ
read
∂tγ
ǫ(x, t) =
(
− α(f ǫ(x, t) + F (x, t)) + ζB(x+ 2t
ǫ
, t
) − β+) ∂xγǫ(x, t)
+
(
− α∂x
(
f ǫ(x, t) + F (x, t)
)
+ ζ∂xB
(
x+
2t
ǫ
, t
))
γǫ(x, t)
+
ζ
2
(
B
(
x+
2t
ǫ
, t
)
+ bǫ
(
x+
2t
ǫ
, t
)− 2f ǫ(x, t)− ρ
π
)
∂xδ
ǫ
(
x+
2t
ǫ
, t
)
+
ζ
2
∂x
(
B
(
x+
2t
ǫ
, t
)
+ bǫ
(
x+
2t
ǫ
, t
)− 2f ǫ(x, t)) δǫ(x+ 2t
ǫ
, t
)
+ Γǫ(x, t) ,
(3.40)
∂tδ
ǫ(x, t) =
(
− α(B(x, t) + bǫ(x, t)) + ζF (x− 2t
ǫ
, t
)− β−) ∂xδǫ(x, t)
+
(
− α∂x
(
B(x, t) + bǫ(x, t)
)
+ ζ∂xF
(
x− 2t
ǫ
, t
))
δǫ(x, t)
+
ζ
2
(
f ǫ
(
x− 2t
ǫ
, t
)
+ F (x− 2t
ǫ
, t
)− 2bǫ(x, t) + ρ
π
)
∂xγ
ǫ
(
x− 2t
ǫ
, t
)
+
ζ
2
∂x
(
f ǫ
(
x− 2t
ǫ
, t
)
+ F (x− 2t
ǫ
, t
)− 2bǫ(x, t)) γǫ(x− 2t
ǫ
, t
)
+∆ǫ(x, t) ,
(3.41)
with α, β+, β−, ζ,Γ
ǫ(x, t) and ∆ǫ(x, t) dened by
α =
γ + 1
4
, β+ =
2u+ (γ − 1)ρ
4π
, β− =
2u− (γ − 1)ρ
4π
, ζ =
γ − 3
2
, (3.42)
Γǫ(x, t) =− α∂x
(
W
(
x,
t
ǫ
, t
)(
f ǫ(x, t) + F (x, t)
))− β+∂xW (x, t
ǫ
, t
)
− ζ∂x
(
f ǫ(x, t)V
(
x+
2t
ǫ
,
t
ǫ
, t
)−B(x+ 2t
ǫ
, t
)
W
(
x,
t
ǫ
, t
))
+
ζ
2
∂x
(
V
(
x+
2t
ǫ
,
t
ǫ
, t
)(
B
(
x+
2t
ǫ
, t
)
+ bǫ
(
x+
2t
ǫ
, t
)))
− ζρ
2π
∂xV
(
x+
2t
ǫ
,
t
ǫ
, t
)− 1
2
∂x
(
qǫ1
(
ρǫ
(
x+
t
ǫ
, t
)))− (∂tW )(x, t
ǫ
, t
)
(3.43)
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and
∆ǫ(x, t) =− α∂x
(
V
(
x,
t
ǫ
, t
)(
B(x, t) + bǫ(x, t)
)
− β−∂xV
(
x,
t
ǫ
, t
)
− ζ∂x
(
W
(
x− 2t
ǫ
,
t
ǫ
, t
)
bǫ(x, t)− F (x− 2t
ǫ
, t)V
(
x,
t
ǫ
, t
))
+
ζ
2
∂x
(
W
(
x− 2t
ǫ
,
t
ǫ
, t
)(
f ǫ
(
x− 2t
ǫ
, t
)
+ F
(
x− 2t
ǫ
, t
)))
+
ζρ
2π
∂xW
(
x− 2t
ǫ
,
t
ǫ
, t
)
+
1
2
∂x
(
qǫ1
(
ρǫ
(
x− t
ǫ
, t
)))− (∂tV )(x, t
ǫ
, t
)
.
(3.44)
Sine the sequenes (f ǫ)ǫ∈ ]0,ǫ0] and (b
ǫ)ǫ∈ ]0,ǫ0] are bounded in C
(
0, T ;Hs(T1)
)
with
s ≥ 2, F and B are in C(0, T ;Hs(T1)), and qǫ1 is regular, we an nd some onstants
Ci > 0 (i = 1, . . . , 8), independent of ǫ and t, suh that
2
∫
T1
(
− α(f ǫ(x, t) + F (x, t)) − β+ + ζB(x+ 2t
ǫ
, t
))
γǫ(x, t) ∂xγ
ǫ(x, t) dx
≤ C1
∥∥γǫ(·, t)∥∥2
L2(T1)
,
(3.45)
2
∫
T1
(
− α(bǫ(x, t) +B(x, t))− β− + ζF (x− 2t
ǫ
, t
))
δǫ(x, t) ∂xδ
ǫ(x, t) dx
≤ C2
∥∥δǫ(·, t)∥∥2
L2(T1)
,
(3.46)
2
∫
T1
(
− α∂x
(
f ǫ(x, t) + F (x, t)
)
+ ζ∂xB
(
x+
2t
ǫ
, t
)) (
γǫ(x, t)
)2
dx
≤ C3
∥∥γǫ(·, t)∥∥2
L2(T1)
,
(3.47)
2
∫
T1
(
− α∂x
(
bǫ(x, t) +B(x, t)
)
+ ζ∂xF
(
x− 2t
ǫ
, t
)) (
δǫ(x, t)
)2
dx
≤ C4
∥∥δǫ(·, t)∥∥2
L2(T1)
,
(3.48)
2
∫
T1
ζ
2
∂x
(
B
(
x+
2t
ǫ
, t
)
+ bǫ
(
x+
2t
ǫ
, t
)− 2f ǫ(x, t)) δǫ(x+ 2t
ǫ
, t
)
γǫ(x, t) dx
≤ C5
∥∥γǫ(·, t)∥∥
L2(T1)
∥∥δǫ(·, t)∥∥
L2(T1)
,
(3.49)
2
∫
T1
ζ
2
∂x
(
F
(
x− 2t
ǫ
, t
)
+ f ǫ
(
x− 2t
ǫ
, t
)− 2bǫ(x, t)) γǫ(x− 2t
ǫ
, t
)
δǫ(x, t) dx
≤ C6
∥∥γǫ(·, t)∥∥
L2(T1)
∥∥δǫ(·, t)∥∥
L2(T1)
,
(3.50)
2
∫
T1
Γǫ(x, t) γǫ(x, t) dx ≤ C7
∥∥γǫ(·, t)∥∥
L2(T1)
, (3.51)
2
∫
T1
∆ǫ(x, t) δǫ(x, t) dx ≤ C8
∥∥δǫ(·, t)∥∥
L2(T1)
. (3.52)
On the other hand, making in the rst integral the hange of variable x 7→ x + τ and in
the seond one x 7→ x − τ , rearranging the terms and using the denitions of γǫ and δǫ,
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we have
ζ
∫
T1
(
bǫ(x+ 2τ, t) +B(x+ 2τ, t) − 2f ǫ(x, t)− ρ
π
)
∂xδ
ǫ(x+ 2τ, t) γǫ(x, t) dx
+ ζ
∫
T1
(
f ǫ(x− 2τ, t) + F (x− 2τ, t)− 2bǫ(x, t) + ρ
π
)
∂xγ
ǫ(x− 2τ, t) δǫ(x, t) dx
= ζ
∫
T1
(
bǫ(x+ τ, t)−B(x+ τ, t))γǫ(x− τ, t) ∂xδǫ(x+ τ, t) dx
+ 2ζ
∫
T1
(
F (x− τ, t)− f ǫ(x− τ, t))γǫ(x− τ, t) ∂xδǫ(x+ τ, t) dx
− 2ζ
∫
T1
(
F (x− τ, t)−B(x+ τ, t) + ρ
2π
)
γǫ(x− τ, t) ∂xδǫ(x+ τ, t) dx
+ ζ
∫
T1
(
f ǫ(x− τ, t)− F (x− τ, t))δǫ(x+ τ, t) ∂xγǫ(x− τ, t) dx
+ 2ζ
∫
T1
(
B(x+ τ, t)− bǫ(x+ τ, t))δǫ(x+ τ, t) ∂xγǫ(x− τ, t) dx
+ 2ζ
∫
T1
(
F (x− τ, t)−B(x+ τ, t) + ρ
2π
)
δǫ(x+ τ, t) ∂xγ
ǫ(x− τ, t) dx
= ζ
∫
T1
ǫ
(
∂xγ
ǫ(x− τ, t)− ∂xδǫ(x+ τ, t)
)
γǫ(x− τ, t) δǫ(x+ τ, t) dx
+ ζ
∫
T1
ǫ∂xγ
ǫ(x− τ, t)(W (x− τ, τ, t) + 2V (x+ τ, τ, t)) δǫ(x+ τ, t) dx
− ζ
∫
T1
ǫ∂xδ
ǫ(x+ τ, t)
(
V (x+ τ, τ, t) + 2W (x− τ, τ, t)) γǫ(x− τ, t) dx
− 2ζ
∫
T1
ǫ∂xδ
ǫ(x+ τ, t)
(
γǫ(x− τ, t))2 dx
+ 2ζ
∫
T1
ǫ∂xγ
ǫ(x− τ, t)(δǫ(x+ τ, t))2 dx
+ 2ζ
∫
T1
R(x, τ, t)
(
δǫ(x+ τ, t)∂xγ
ǫ(x− τ, t)− γǫ(x− τ, t)∂xδǫ(x+ τ, t)
)
dx .
The sequenes (ǫγǫ)ǫ∈ ]0,ǫ0] and (ǫδ
ǫ)ǫ∈ ]0,ǫ0] are bounded in C
(
0, T ;Hs(T1)
)
, so we an nd
some onstants Ci > 0 (i = 9, . . . , 13), independent of ǫ and t, suh that
ζ
∫
T1
ǫ
(
∂xγ
ǫ(x− τ, t)− ∂xδǫ(x+ τ, t)
)
γǫ(x− τ, t) δǫ(x+ τ, t) dx
≤ C9
∥∥γǫ(·, t)∥∥
L2(T1)
∥∥γǫ(·, t)∥∥
L2(T1)
,
(3.53)
ζ
∫
T1
ǫ∂xγ
ǫ(x− τ, t)(W (x− τ, τ, t) + 2V (x+ τ, τ, t)) δǫ(x+ τ, t) dx
≤ C10
∥∥δǫ(·, t)∥∥
L2(T1)
,
(3.54)
ζ
∫
T1
ǫ∂xδ
ǫ(x+ τ, t)
(
V (x+ τ, τ, t) + 2W (x− τ, τ, t)) γǫ(x− τ, t) dx
≤ C11
∥∥γǫ(·, t)∥∥
L2(T1)
,
(3.55)
2ζ
∫
T1
ǫ∂xδ
ǫ(x+ τ, t)
(
γǫ(x− τ, t))2 dx ≤ C12∥∥γǫ(·, t)∥∥2L2(T1) , (3.56)
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2ζ
∫
T1
ǫ∂xγ
ǫ(x− τ, t)(δǫ(x+ τ, t))2 dx ≤ C13∥∥δǫ(·, t)∥∥2L2(T1) . (3.57)
For the last integral, we simply ompute:
2ζ
∫
T1
R(x, τ, t)
(
δǫ(x+ τ, t)∂xγ
ǫ(x− τ, t)− γǫ(x− τ, t)∂xδǫ(x+ τ, t)
)
dx
= 2ζ
∫
T1
∂τ
(
R(x, τ, t)
)
δǫ(x+ τ, t) γǫ(x− τ, t) dx
− 2ζ∂τ
(∫
T1
R(x, τ, t) δǫ(x+ τ, t) γǫ(x− τ, t) dx
)
= 2ζ
∫
T1
∂τ
(
R(x, τ, t)
)
δǫ(x+ τ, t) γǫ(x− τ, t) dx
= −2ζ
∫
T1
δǫ(x+ τ, t) γǫ(x− τ, t) ∂xU(x, τ, t) dx
≤ C14
∥∥γǫ(·, t)∥∥
L2(T1)
∥∥δǫ(·, t)∥∥
L2(T1)
(3.58)
for a onstant C14 > 0 independent of ǫ and t.
Having (3.45)-(3.58) at hand, we multiply (3.40) by γǫ(x, t) and (3.41) by δǫ(x, t) to
dedue
∂t
(∥∥γǫ(·, t)∥∥2
L2(T1)
+
∥∥δǫ(·, t)∥∥2
L2(T1)
)
≤M
(∥∥γǫ(·, t)∥∥2
L2(T1)
+
∥∥δǫ(·, t)∥∥2
L2(T1)
+
∥∥γǫ(·, t)∥∥
L2(T1)
+
∥∥δǫ(·, t)∥∥
L2(T1)
+
∥∥γǫ(·, t)∥∥
L2(T1)
∥∥δǫ(·, t)∥∥
L2(T1)
)
,
(3.59)
with M = max(C1 + C3 + C12, C2 + C4 + C13, C5 + C6 + C9 + C14, C7 + C11, C8 + C10).
Inequality (3.37) is diretly obtained from (3.59), ending the proof of lemma 5 and then
the proof of theorem 4. 
3.3 Properties of the nite volume sheme: proof of the Theorem 2
Thanks to (2.3) and (2.9), onvergene of
(
Uh(·, τ, ·), Rh(·, τ, t)
)
to
(
U(·, τ, ·), R(·, τ, t)) for
any τ ∈ T1 is equivalent to the onvergene of (Fh, Bh) to (F,B).
Furthermore, the equations satised by F and B are of the form
∂tq + ∂x
(
f(q)
)
= 0 , q(x, 0) = q0(x) ,
∫
T1
q(x, t) dx = 0 , ∀ t , (3.60)
with f(q) = αq2 + βq, α and β = β± dened in (3.42). In the same way, the numerial
method (2.6)-(2.7)-(2.8) is of the form
Qh(x, t) = Q
n
i ∀ [xi−1/2, xi+1/2[×[tn, tn+1[ ,
Qn+1i = Q
n
i −
k
h
(F(Qni+1, Qni )−F(Qni , Qni−1)) ,
F(Qi, Qi−1) = 1
2
(
f(Qi) + f(Qi−1)
)− 1
2
∣∣α(Qi +Qi−1) + β∣∣(Qi −Qi−1) ,
(3.61)
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with a spae step h =
2π
Nx + 1
and a time step k.
We notie that the CFL ondition at the n-th time step is given by
k
h
max
0≤ i≤Nx
∣∣α(Qni +Qni−1) + β∣∣ = ν ≤ 1 . (3.62)
With these notations, proving Theorem 2 is equivalent to proving the theorem below.
Theorem 6. If s ≥ 2, the approximation Qh onverges to the solution q of (3.60) in
L1
(
[0, T ) × T1) norm. Furthermore, if s ≥ 3, the loal trunation error of the numerial
sheme (3.61) is rst order aurate.
Proof of theorem 5: the total variation of a funtion q ∈ L1([0, T ) × T1) is dened by
TVT (q) = lim sup
η→ 0
1
η
∫ T
0
∫
T1
[∣∣q(x+ η, t)− q(x, t)∣∣ + ∣∣q(x, t+ η)− q(x, t)∣∣] dx dt . (3.63)
For an approximation Qh omputed with the numerial method (3.61), we have
TVT (Qh) =
T/k∑
n=0
[
k TV (Qn) + ‖Qn+1 −Qn‖1
]
, (3.64)
with TV (Q) and ‖Q‖1 dened by
TV (Q) =
Nx∑
i=0
|Qi −Qi−1| and ‖Q‖1 = h
Nx∑
i=0
|Qi| . (3.65)
Introduing the sets L and K dened by
L =
{
q ∈ L1([0, T )× T1) : ∫
T1
q dx = 0∀ t
}
, K = {q ∈ L : TVT (q) ≤ R} , (3.66)
where R is a onstant depending on q0, it is well known that K is a ompat subset of L.
Sine the numerial ux involved in (3.61) is ontinuous and satises
F(q, q) = f(q) ∀ q , (3.67)
the onsidered sheme is onsistent with the onservation law (3.60). Hene, applying
LeVeque[12℄, proving that Qh onverges to the solution q of (3.60) in L
1
(
[0, T )×T1) norm
for h→ 0 redues to prove that the sheme is TV-stable. In other words, we need to prove
that for h ∈ [0, h0], the approximation Qh lies in some xed set K where R only depends
on the initial data q0, the nal time T and the funtion f .
The TV-stability is the onsequene of two lemmas.
Lemma 7. The numerial method (3.61) is TVD (Total Variation Diminishing), i.e.
TV (Qn+1) ≤ TV (Qn) ∀n . (3.68)
15
Proof of the lemma 7: we develop Qn+1i+1 −Qn+1i :
Qn+1i+1 −Qn+1i = Qni+1 −Qni −
k
2h
(
f(Qni+2)− f(Qni )− f(Qni+1) + f(Qni−1)
− ∣∣α(Qni+2 +Qni+1) + β∣∣(Qni+2 −Qni+1)
+ 2
∣∣α(Qni+1 +Qni ) + β∣∣(Qni+1 −Qni )
− ∣∣α(Qni +Qni−1) + β∣∣(Qni −Qni−1))
= − k
2h
(
1− sg(α(Qni+2 +Qni+1) + β))(α(Qni+2 +Qni+1) + β)(Qni+2 −Qni+1)
+
(
1− k
h
∣∣α(Qni+1 +Qni ) + β∣∣)(Qni+1 −Qni )
+
k
2h
(
1 + sg
(
α(Qni +Q
n
i−1) + β
))(
α(Qni +Q
n
i−1) + β
)
(Qni −Qni−1) ,
where sg stands for the usual sign funtion. Using the CFL ondition (3.62), we write:
∣∣Qn+1i+1 −Qn+1i ∣∣ ≤ k2h
(
1− sg(α(Qni+2 +Qni+1) + β))∣∣α(Qni+2 +Qni+1) + β∣∣ |Qni+2 −Qni+1|
+
(
1− k
h
∣∣α(Qni+1 +Qni ) + β∣∣) |Qni+1 −Qni |
+
k
2h
(
1 + sg
(
α(Qni +Q
n
i−1) + β
)) ∣∣α(Qni +Qni−1) + β∣∣ |Qni −Qni−1| .
We dedue then
TV (Qn+1) =
Nx∑
i=0
∣∣Qn+1i+1 −Qn+1i ∣∣ ≤
Nx∑
i=0
∣∣Qni+1 −Qni ∣∣ = TV (Qn) (3.69)
giving the lemma. 
As a onsequene of this lemma, we dedue that there exists a onstant M1 > 0 whih
only depends on the initial data q0 and suh that
TV (Qn) ≤M1 ∀n . (3.70)
Lemma 8. For any n, we have
∥∥Qn+1 −Qn∥∥
1
≤ 2M1h.
Proof of lemma 8: we develop Qn+1i −Qni :
Qn+1i −Qni = −
k
2h
(
f(Qni+1)− f(Qni )−
∣∣α(Qni+1 +Qni ) + β∣∣(Qni+1 −Qni )
− f(Qni ) + f(Qni−1) +
∣∣α(Qni +Qni−1) + β∣∣(Qni −Qni−1))
= − k
2h
(
1− sg(α(Qni+1 +Qni ) + β))(α(Qni+1 +Qni ) + β)(Qni+1 −Qni )
+
k
2h
(
1− sg(α(Qni +Qni−1) + β))(α(Qni +Qni−1) + β)(Qni −Qni−1) .
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Then, using the CFL ondition, we obtain
∥∥Qn+1 −Qn∥∥
1
= h
Nx∑
i=0
∣∣Qn+1i −Qni ∣∣
≤ h
Nx∑
i=0
[
k
2h
∣∣α(Qni+1 +Qni ) + β∣∣ |Qni+1 −Qni |
]
+ h
Nx∑
i=0
[
k
2h
∣∣α(Qni +Qni−1) + β∣∣ |Qni −Qni−1|
]
≤ 2h
Nx∑
i=0
|Qni −Qni−1|
and we omplete the proof by applying lemma 7. 
End of the proof of theorem 5: ombining all these results, we nally have the inequality
TVT (Qh) ≤
(
1 +
2h
k
)
TM1 . (3.71)
Remarking that
h
k is bounded by a onstant M2 whih only depends on the initial data q0,
we nally obtain that there exists a onstant C > 0 whih only depends on q0 and T , and
suh that
TVT (Qh) ≤ C (3.72)
for any spae step h. We onlude that the numerial method (3.61) is TV-stable, yielding
the onvergene of Qh to q.
Now, we have to prove that, assuming that s ≥ 3, the loal trunation error is rst
order aurate. With the notation above, the expression of the loal trunation error reads
e(xi, tn) =
qni − qn+1i
k
− 1
2h
(
f(qni+1)− f(qni−1)−
∣∣α(qni+1 + qni ) + β∣∣(qni+1 − qni )
+
∣∣α(qni + qni−1) + β∣∣(qni − qni−1)) ,
(3.73)
where qni = q(xi, tn). Aording to the signs of α(q
n
i + q
n
i−1) + β and α(q
n
i+1 + q
n
i ) + β, we
distinguish four dierent ases.
• First ase: we assume that α(qni+1 + qni ) + β ≥ 0 and α(qni + qni−1) + β ≥ 0. Then,
the loal trunation error beomes
e(xi, tn) =
qni − qn+1i
k
− f(q
n
i )− f(qni−1)
h
. (3.74)
Sine s ≥ 3, q ∈ C2([0, T )× T1), so we an write
e(xi, tn) = −∂tq(xi, tn)− ∂x
(
f
(
q(xi, tn)
))
+O(k) +O(h) = O(h+ k) . (3.75)
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• Seond ase: we assume that α(qni+1 + qni ) + β ≤ 0 and α(qni + qni−1) + β ≤ 0. Then,
the loal trunation error beomes
e(xi, tn) =
qni − qn+1i
k
− f(q
n
i+1)− f(qni )
h
. (3.76)
Sine s ≥ 3, q ∈ C2([0, T ) × T1), so we an write
e(xi, tn) = −∂tq(xi, tn)− ∂x
(
f
(
q(xi, tn)
))
+O(k) +O(h) = O(h+ k) . (3.77)
• Third ase: we assume that α(qni+1 + qni ) + β ≥ 0 and α(qni + qni−1) + β ≤ 0. Then,
the funtion λ dened by
λ(x) = α
(
q(x, tn) + q(x− h, tn)
)
+ β (3.78)
admits a zero denoted x∗ in [xi, xi+1]. Sine s ≥ 3, λ is of lass C2 and veries
λ(xi) = λ(x∗) +O(xi − x∗) = O(h) ,
λ(xi+1) = λ(x∗) +O(xi+1 − x∗) = O(h) .
(3.79)
In the same way, we have
f ′(qni ) = 2αq
n
i + β = λ(xi+1) +O(h) = O(h) . (3.80)
The loal trunation error is of the form
e(xi, tn) =
qni − qn+1i
k
= −∂tq(xi, tn) +O(k) = f ′
(
q(xi, tn)
)
∂xq(xi, tn) +O(k) .
(3.81)
Then, using (3.80), we obtain
e(xi, tn) = O(h+ k) . (3.82)
• Fourth ase: we assume that α(qni+1 + qni ) + β ≤ 0 and α(qni + qni−1) + β ≥ 0. We
proeed as we did in the preedent ase, i.e. we dedue that the funtion λ dened
by (3.78) admits a zero x∗ ∈ [xi, xi+1], and then the result (3.80) is true. Hene,
e(xi, tn) =
qni − qn+1i
k
− f(q
n
i+1)− f(qni−1)
h
= −∂tq(xi, tn)− 2∂x
(
f
(
q(xi, tn)
))
+O(h+ k)
= −f ′(qni )∂xq(xi, tn) +O(h+ k)
= O(h+ k) .
(3.83)
We onlude that, in any ase, the loal trunation error is O(h + k), i.e. rst order
aurate. 
4 Numerial results
The rst goal of this setion is to numerially show that uǫ(x, t) − Uh(x, tǫ , t) = O(ǫ) and
ρǫ(x, t)−Rh(x, tǫ , t) = O(ǫ). Seondly, we will briey analyze the gain in term of CPU time
our two-sale numerial method brings when ompared with a lassial method onsisting
in solving diretly (1.1). Lastly, by using our method, we will explore the simulation of
experiments whih were not aessible before beause of too small Mah number.
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4.1 Convergene in ǫ
We onsider here the initial data u0 and ρ0 dened by
u0(x) = 1 +
cos(x)
2
and ρ0(x) = 1 +
sin(x)
2
, (4.1)
and we take a uniform mesh with Nx + 1 points denoted x0, . . . , xNx .
As illustrated in gures 1 and 2, the funtions Uh(x,
t
ǫ , t) and Rh(x,
t
ǫ , t) are very lose
to uǫ and ρǫ respetively. The numerial experiment showed in these gures is made with
ǫ = 0.05, γ = 1, and Nx = 1023, T = 2.5.
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Figure 1: Comparison of uǫ(·, t) and Uh(·, tǫ , t) at times t = 0 and t = 2.5.
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Figure 2: Comparison of ρǫ(·, t) and Rh(·, tǫ , t) at times t = 0 and t = 2.5.
In order to quantify this good auray of Uh(x,
t
ǫ , t) with u
ǫ
and Rh(x,
t
ǫ , t) with ρ
ǫ
, we
ompute the errors uǫ(x, t)− Uh(x, tǫ , t) and ρǫ(x, t)− Rh(x, tǫ , t) in Lp
(
[0, T ) × T1) norm
(p = 1, 2,∞), for several values of ǫ ranging in {0.01, 0.03, 0.05, 0.07, 0.1}, and we obtain
the gures and the array below:
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Figure 3: Error uǫ(x, t)− Uh(x, tǫ , t) in L1, L2 and L∞ norms.
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Figure 4: Error ρǫ(x, t)−Rh(x, tǫ , t) in L1, L2 and L∞ norms.
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Value Error uǫ(x, t)− Uh(x, tǫ , t) Error ρǫ(x, t)−Rh(x, tǫ , t)
of ǫ L1 norm L2 norm L∞ norm L1 norm L2 norm L∞ norm
0.1 0.2880016 0.1034517 0.1201132 0.3634635 0.1192177 0.1651374
0.07 0.2043288 0.0735498 0.1160378 0.2516643 0.0828920 0.1203342
0.05 0.1452756 0.0518309 0.0719549 0.1744198 0.0575395 0.0879887
0.03 0.0845621 0.0296311 0.0483544 0.0987818 0.0326775 0.0499608
0.01 0.0260695 0.0085251 0.0195340 0.0303524 0.0092954 0.0269734
Table 1: Errors uǫ(x, t)− Uh(x, tǫ , t) and ρǫ(x, t)−Rh(x, tǫ , t).
The results above show an error uǫ(x, t) − Uh(x, tǫ , t) in L1 norm dereasing when ǫ → 0
as K1ǫ with K1 ≈ 2.8893757, as K2ǫ with K2 ≈ 1.0358362 in L2
(
[0, T ) × T1) norm,
and and as K∞ǫ with K∞ ≈ 1.3792216 in L∞
(
[0, T ) × T1) norm. Conerning the error
ρǫ(x, t)−Rh(x, tǫ , t), we observe that it dereases when ǫ→ 0 as K ′1ǫ with K ′1 ≈ 3.5842834
in L1
(
[0, T ) × T1) norm, as K ′2ǫ with K ′2 ≈ 1.1780144 in L2([0, T ) × T1) norm, and and
as K ′∞ǫ with K
′
∞ ≈ 1.690496 in L∞
(
[0, T )× T1) norm.
4.2 CPU time ost
One of the motivations of the present paper is the high CPU time ost of lassial methods
when used with small Mah number, as we explained it in the introdution. For example, if
we apply Roe's nite volume sheme on the model (1.1), we must verify the CFL ondition
k
h
max
i , n
∣∣∣uˆni ±
√
P
n
i
ǫ
∣∣∣ ≤ 1 , (4.2)
where h is the spae step, k is the time step, uˆni and P
n
i are dened by
uˆni =
uni
√
1 + ǫρni + u
n
i−1
√
1 + ǫρni−1√
1 + ǫρni +
√
1 + ǫρni−1
,
P
n
i =
{
(1+ǫρn
i
)γ−(1+ǫρn
i−1
)γ
γ ǫ(ρn
i
−ρn
i−1
) if ρ
n
i 6= ρni−1 ,
(1 + ǫρni )
γ−1
else .
(4.3)
Hene, in order to garantee the stability of the sheme, the smaller ǫ is, the smaller
k must be (and the higher the CPU time ost will be). One advantage of our two-sale
numerial method is that its CFL ondition (3.62) does not depend on ǫ, so k does not
have to diminish with ǫ.
Value Roe's method Two-sale numerial method on (2.3)-(2.5)
of ǫ on (1.1) Computation of (Fh, Bh) Computation of (Uh, Rh)
0.1 24 m 34 s 36 3 m 45 s 31 42 s 79
0.07 32 m 55 s 44 3 m 45 s 22 42 s 93
0.05 44 m 7 s 21 3 m 45 s 38 42 s 74
0.03 1 h 10 m 15 s 3 m 45 s 34 42 s 80
0.01 3 h 20 m 53 s 78 3 m 45 s 12 42 s 91
Table 2: Comparison in terms of CPU time ost between Roe's method on (1.1) and the
two-sale numerial method on (2.3)-(2.5) with the initial data (4.1), Nx = 1023, γ = 1.
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The array above gives the omparison in terms of CPU time ost between Roe's method
applied on the non-homogenized model (1.1), and our two-sale numerial method. These
results have been obtained with the omputer harateristis below:
• proessor: Pentium © M 715,
• memory: 512 Mo DDR-RAM,
• operating system: SuSe © 9.1 Pro,
• ompiler: g 3.3.3-41.
In partiular, we distinguish the time ost for the omputation of Fh and Bh on one
hand, and the time ost for the reonstrution of Uh(x,
t
ǫ , t) and Rh(x,
t
ǫ , t) on the other
hand.
4.3 Numerial experiments with small Mah number
In this paragraph, we present some numerial results obtained with our two-sale numerial
method on simulations of experiments induing a very small Mah number. These results
are obtained with the initial data (4.1), Nx + 1 = 1024 points in x, and γ = 1.
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Figure 5: Uh(x,
t
ǫ , t) (left) and Rh(x,
t
ǫ , t) (right) with ǫ = 10
−4
at times t = 0, t = 1.
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Figure 6: Uh(x,
t
ǫ , t) (left) and Rh(x,
t
ǫ , t) (right) with ǫ = 10
−4
at time t = 2.
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Figure 7: Uh(x,
t
ǫ , t) (left) and Rh(x,
t
ǫ , t) (right) with ǫ = 10
−5
at times t = 0, t = 1, t = 2.
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Figure 8: Uh(x,
t
ǫ , t) (left) and Rh(x,
t
ǫ , t) (right) with ǫ = 10
−6
at times t = 0, t = 1, t = 2.
We an notie that these results have been obtained after a few minutes of omputation
just as desribed in the table below:
Value of ǫ Computation of (Fh, Bh) Computation of (Uh, Rh)
10−4 3 m 45 s 71 42 s 84
10−5 3 m 45 s 95 42 s 87
10−6 3 m 45 s 75 42 s 98
Table 3: CPU time osts.
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Furthermore, if we ontinue the simulation to nal time T ≈ 3.2 for ǫ ranging in
{10−1, 10−2, 10−3, 10−4, 10−5, 10−6}, we remark that disontinuities appear at time t ≈
3.11 independently of ǫ and that, for ǫ ranging in {0.01, 0.03, 0.05, 0.07, 0.1}, these dison-
tinuities also appear in the solution (uǫ, ρǫ) of (1.1) at the same time.
5 Conlusion
In this paper, we have developped a two-sale numerial method for the weakly ompress-
ible 1D Euler equations. By using two-sale onvergene tools from Nguetseng[18℄ and
Allaire[2℄, we have developped a new model independent of the Mah number ǫ. Then,
using a nite volume sheme on this model, we have obtained numerial approximations
that onverge to the solutions of the weakly ompressible 1D Euler equation when we rene
the mesh on T
1 × [0, T ] and when ǫ→ 0.
Furthermore, we have proved that this two-sale numerial method is rst order au-
rate in ǫ. One the other hand, numerial results have onrmed this auray in ǫ and also
have proved that, even with a very small Mah number, the two-sale numerial method
allows us to simulate experiments with a reasonable CPU time ost.
Motived by the behaviour of the two-sale method, we are now ready to develop suh
a method on a model whih desribes a plasma submitted to a strong magneti eld suh
as the Vlasov-Poisson model established in Frénod and Sonnendrüker [7℄. Furthermore,
we only studied the behaviour of the two-sale numerial method in front of smooth initial
data: it an be interesting to study the behaviour of the method on non-smooth initial data.
Conerning the periodiity, we have built our numerial method in a periodi framework
for mathematial reasons. However, it must be possible to extend this method to almost
periodi framework in order to study problems like the noise generated by the blades of a
turbine or a fan. If we go further, it an be interesting to improve the method in order to
use it for studying the noise generated by multidimensional strutures like ooling systems
for omputers or air onditioning, even if the links between time sales and spae sales
are not lear in this framework.
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