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Abstract
We consider self-affine arcs in R2 and prove that violation of ”in-
ner” weak separation property for such arcs implies that the arc is
a parabolic segment. Therefore, if a self-affine Jordan arc is not a
parabolic segment, then it is the attractor of some multizipper.
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1 Introduction
The idea of associated family of similarities for a system S = {S1, ..., Sm} of
similarities in Rd was initially proposed by C.Bandt and S.Graf [2] to analyse
the measure and dimension properties of the attractor K of the system S.
This approach was developed in [10] to result in Weak Separation Condition
[6, 9, 5, 15]. Violation of WSC results not only in the measure drop for K
[8, 14] in its dimension, but it also implies some special geometric properties
of K and rigidity phenomena for the deformations of self-similar structure
on K[4, 12, 13].
Though this scope of ideas and methods initially had self-similar sets as
its target, there always was an attractive idea to extend it to more general
classes of self-similar sets.
We consider how Weak Separation Condition (or its violation) applies to
self-affine Jordan arcs in plane and show that structure and rigidity theorems
for self-similar Jordan arcs [1, 11] have their self-affine analogues.
The main result of the current paper is the following
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?〈main〉?Theorem 1 Let γ be a self-affine Jordan arc in R2 whish is not a parabolic
segment. Then γ is a component of the attractor of some self-affine multi-
zipper Z
As a main step for this result we prove the following rigidity theorem for
a very general class of self-affine arcs, which need not be finitely generated:
〈gen〉Theorem 2 Let γ = γ(a0, a1) be a Jordan arc with endpoints a0, a1 in R
2
such that
(i) For any ε > 0 and for any non-degenerate subarc γ′⊂γ there is an affine
map S such that S(γ)⊂γ′ and LipS < ε
(ii) There is a sequence of affine maps fk converging to Id such that fk(γ)∩
γ = γ(f(a0), a1) and fix(fk) ∩ γ = ∅;
Then γ is a parabolic segment.
In finitely generated case this theorem becomes
〈fin〉Theorem 3 Let a Jordan arc γ⊂R2 with endpoints a0, a1 be the attractor
of a system S = {S1, ..., Sm} of contracting affine maps. Let F(S) be the
associated family for the system S. If there is a sequence fn ∈ F(S)\{Id}
such that fn → Id, and fn(γ) ∩ γ 6= ∅ then γ is a parabolic segment.
The proof of Theorems 2 and 3 uses the result of C. Bandt and A. S. Kravchenko
[3] that except for parabolic arcs and segments, there are no twice continu-
ously differentiable self-affine curves in the plane.
1.Definitions and notation.
Let S = {S1, . . . , Sm} be a system of contracting affine maps in R
d. The
unique nonempty compact set K = K(S) such that K =
m⋃
i=1
Si(K), is called
the attractor of the system S, or a self-affine set generated by the system S.
A system S is irreducible if, for every proper subsystem S′⊂S, the attractor
of S′ is different from the attractor of the system S.
By I = {1, 2, ..., m} we denote the set of indices, I∗ =
∞⋃
n=1
In is the set
of all multiindices i = i1i2...in, and we denote Si = Si1Si2 ...Sin . The set
of all infinite sequences I∞ = {α = α1α2 . . . , αi ∈ I} is the index space;
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and pi : I∞ → K is the index map, which maps a sequence α to the point
∞⋂
n=1
Kα1...αn .
The set F of all compositions S−1j Si, where i, j ∈ I
∗ and i1 6= j1 is called
the associated family of affine mappings for the system S. The system S has
the weak separation property (WSP) if and only if Id /∈ F \ Id.
If γ is a Jordan arc with endpoints a0, a1, we denote its subarc γ
′ with
endpoints x, y ∈ γ by γ(x, y). We order the points in γ putting a0 < a1 and
write x < y if y ∈ γ(x, a1). We denote the diameter of a set A by |A|.
2. Representing γ as a limit of ε-nets P (k, x).
Applying if necessary a coordinate change, we may suppose that the arc
γ lies in the unit disc D = {x2 + y2 ≤ 1}.
It follows from the condition (ii) that the subarcs σk,0 = γ \ fk(γ) and
σk,1 = fk(γ) \ fk
2(γ) are disjoint. Proceeding by induction we get a sequence
of subarcs
σk,n = f
n
k (σk,0) = f
n
k (γ) \ f
n+1
k (γ) (1) {?}
which have endpoints fnk (a0), f
n+1
k (a0) and have disjont interiors as long as
respective subarcs lie in γ. Since fk has no fixed points in γ, there is a
maximal number Nk for which
Nk−1⋃
n=0
σk,n = γ(a0, f
Nk
k (a0))⊂γ. Let σk,Nk =
fNkk (σk,0) ∩ γ = γ(f
Nk
k (a0), a1).
By the compactness of the arc γ for any ε > 0 there is such δ, that if
x1, x2 ∈ γ and d(x1, x2) < δ, then the diameter of the subarc γ(x1, x2) is less
than ε.
Therefore for any ε > 0 there is such N , that if k < N then ‖fk(x)−x‖ < δ
for any x ∈ γ, therefore the diameters of the subarcs σk,n are not greater than
ε.
For any k and for any x ∈ γ the point x lies in one of subarcs fnkk (σx,0).
Denote P (k, x) = {fnk (x),−nk ≤ n ≤ Nk − n0}. Then Hausdorff distance
between P (k, x) and γ is not greater than max{|σk,n|, 0 ≤ n ≤ Nk}.
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Therefore for any choice of the sequence xk ∈ γ the sequence of sets
P (k, xk) converges to γ in Hausdorff metrics.
3. Five types of affine maps and their associated vector fields.
Since the sequence fk converges to Id, we suppose that all fk are suf-
ficiently close to Id so that for any fk we can correctly define its power
f tk, t ∈ R, satisfying the conditions:
1. For any t1, t2 ∈ R, f
t1
k ◦ f
t2
k = f
t1+t2
k ; 2. f
0
k = Id and f
1
k = fk.
For that reason we divide the set of non-degenerate affine maps f(x) =
Ax + b on R2, where A is a non-degenerate matrix and b is a vector to five
following types, depending on the eigenvalues λ1 and λ2 of the matrix A and
on the translation vector b:
Type 1. If both eigenvalues λ1 and λ2 are not equal to 1, then the
map f(x) has unique fixed point x0 = (E −A)
−1b. By our assumptions,
‖A − E‖ < 1, therefore A = eB, where B =
∞∑
n=1
(−1)n+1
(A−E)n
n
is the
matrix logarithm of A. Since f(x) = A(x− x0) + x0, we put
f t(x) = eBt(x− x0) + x0 (2) bfor1
In this case for any x 6= x0, {f
t(x), t ∈ R} is an integral curve of au-
tonomous system x˙ = B(x− x0).
Types 2 and 3. If λ1 6= 1 and λ2 = 1 and e1, e2 are respective eigenvec-
tors, then the map f can be represented by f(x) = Ax+ ae1 + be2.
In this case the matrix logarithm B has eigenvalues log λ1 and 0 and the
equation
f t(x) = eBtx+ a
λt1 − 1
λ1 − 1
e1 + bte2 (3) {?}
defines some integral curve of the autonomous system
x˙ = Bx+
a log λ1
λ1 − 1
e1 + be2 (4) dyn2
We refer f to the Type 2 if b = 0. In this case the right side in (4) is
a multiple of e1, and integral curves are straight lines parallel to e1. If
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x =
a
1− λ1
e1 + te2, then Bx = −
a log λ1
λ1 − 1
e1, so the right side in (4) vanishes,
and L =
{
ae1
1− λ1
+ e2t, t ∈ R
}
is the line consisting of fixed points of f .
S is referred to Type 3 if b 6= 0. The system (4) has no fixed points in this
case. The right side of (4) on the line L is equal to be2, so L is the invariant
straight line. The vector field is invariant under translations by te2, t ∈ R,
and there is the minimal value for ‖x˙‖ which is equal to |b|‖e1‖| sinα12|,
where α12 is the angle between e1 and e2.
Type 4. It is the case when the eigenvalues of A are λ1 = λ2 = 1, and
A 6= Id, while f(x) = Ax + ae1, where e1 is the eigenvector for A. In this
case the matrix logarithm B is similar to degenerate Jordan cell. The lines
f t(x), t ∈ R are the integral curves for the autonomous system x˙ = Bx+ be1.
Since Bx is a real multiple of e1, the right side of the equation (4) is the
multiple of e1, so these curves are straight lines parallel to e1. The line
L = {−be2 + te1, t ∈ R} is the set of fixed points for f .
Type 5. This is the case when λ1 = λ2 = 1, A 6= Id, and f(x) =
Ax + ue1 + ve2, where e2 is the root vector for A and v 6= 0. In this case f
has no fixed points. One can see that the integral curves corresponding to f
are parabolas obtained from each other by parallel translations:
Notice that matrix logarithm of A is equal to B = A− E and B2 = 0.
Therefore the system x˙ = Bx + β with initial value x(0) = x0, has the
solution
x(t) = x0 + (Bx0 + β)t+B
t2
2
(5) {?}
Denoting ue1 + ve2 = b, we get β = (I −
B
2
) · b and x(t) = Bb
t2
2
+ (b −
1
2
Bb+Bx0)t + x0, while the vector field for f is
x˙ = Bx+ b−
1
2
Bb or x˙ = (A− I)x+
(
3
2
E −
1
2
A
)
b. (6) bfor5
Taking into account that for x = ξe1 + ηe2, Bx = ηe1, we see, that the
right side in(6) ηe1 + (u− v/2)e1 + ve2 does not depend on ξ and vanishes 0
if v = 0 and η = −u, which corresponds to Type 4.
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Therefore if f belongs to the Type 5 the vector field has no stationary
points and is preserved by translations by te1, so the minimal value of ‖x˙‖ is
|v| · ‖e2‖ · | sinα12|, where α12 is the angle between e1 and e2.
〈nofp〉Lemma 4 Suppose that under the conditions of Theorem 2, all the maps
fn belong to the Type 1. Then there is such sequence of non-degenerate
affine maps hn satisfying the conditions of Theorem 2 that their fixed points
yn = fix(hn) /∈ D.
If γ is not a straight line segment, there is such a ball B1 ⊂ D, that
γ ∩ B˙1 6= 0 and the set {n : fix fn⊂CB1} is infinite.
By the condition (i) of the Theorem 2 there is such affine map g, that
g(γ) ⊂ γ′ and g(B1) ⊂ D. Then, if fix fn = xn ∈ CB, then fix(g
−1 · f · g) =
g−1(xn) ∈ Cg
−1(B1) ⊂ CD.
Thus all the fixed points of the sequence of maps f ′n = g
−1 · fn · g lie in
the complement of D.
If y = Tx + C, then the fixed points yn of the map f
′
n(x) are given by
the equation yn = T
−1(xn − C) and the map f
′
n is given by the equation
f ′n(x) = T
−1AnT (x− yn) + yn.
At the same time the eigenvalues of the matrix A′n are the same as the
ones of An, and the sequence f
′
n → Id.
Notice that for sufficiently large n fn(g(a))⊂g(γ). Since fn has no fixed
points in γ, fn(g(γ)) ∩ g(γ) = γ(fn(g(a0), g(a1))).
Therefore f ′n(γ) ∩ γ = γ((f
′
n(a0), a1)) and the sequence f
′
n satisfies the
conditions of Theorem 2.
Proof of Theorem 2
Let fn be the sequence of maps satisfying the conditions (i),(ii) of the
Theorem 2.
Without loss of generality we may assume that all fk belong to one and
the same of the Types 1-5.
If all fk belong to the Type 2 or 4 then the set P (x, a0) lies on the seg-
ment lk = [a0, f
Nk
k (a0)], and the sequence lk converges to the segment [a0, a1],
therefore γ = [a0, a1].
Thus we need to prove the statement of the Theorem 2 for the case when
fn belong to Type 1,3 or 5.
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If fn belong to the Type 3 or 5, then the maps fn as well as their associated
vector fields have no fixed points.
If all fn belong to the Type 1, Lemma 4 allows us to assume that fixed
points of the maps fn lie outside of D.
Let Lk denote the set {f
t
k(a0), 0 ≤ t ≤ Nk}. Since P (k, a0)⊂Lk and
lim
k→∞
P (k, a0) = γ, we have γ ⊂ lim
k→∞
Lk.
The sets Lk are the subarcs of integral curves of linear dynamical systems
x˙ = Bkx+ bk, and the endpoints of Lk are a0 and f
Nk
k (a0).
Let mk = max{‖Bkx+ bk‖, x ∈ D}. If we replace the right sides Bkx+ bk
of respective equations 2,4,6 by B′kx + b
′
k, where B
′
k = Bk \ mk and b
′
k =
bk \mk, we obtain a sequence of linear dynamical systems in D, which have
no stationary points in D, and whose integral curves are the same as the ones
for the systems x˙ = Bkx + bk. At the same time max{‖B
′
kx + b
′
k‖, x ∈ D}
is equal to 1 and by convexity of the function ‖B′k(x) + b
′
k‖, is assumed at
some point x ∈ ∂D.
Denote gk(x) = B
′
k + b
′
k. The affine map gk sends D to some ellipse
gk(D)⊂D which is tangent to ∂D at some point and which does not contain
0. The sequence of maps gk satisfies the conditions of Arcela’s theorem and
one can find a subsequence gnk which converges uniformly on D to some
affine function g0(x).
By continuous dependence of solutions of differential equations on their
right sides, the solutions of the differential equations x˙(t) = gn(x), x(0) = a0
converge uniformly with all their derivatives to the solution of the equation
x˙(t) = g0(x), x(0) = a0, and the integral curves Lnk converge to the curve
L0. The curve L0 belongs to the class C
2 if ‖g0(x)‖ 6= 0 so we need to control
zero points of g0(x).
For that reason we consider the limit g0(D) of the sequence of ellipses
gn(D).
If g0(D) is a non-degenerate ellipse, then since g0(D) = lim gnk(D), and
gnk(D) /∈ 0, g0(D) can contain 0 only on its boundary. Since γ ⊂ D˙, g0(γ) /∈ 0
in this case.
If g0(D) – is a line segment, for which 0 is its inner point, then g
−1
0 (0)
is a chord Λ in the disc D. If γ⊂Λ then γ is a line segment. Otherwise γ
contains a subarc γ′, which is disjoint from Λ. By the condition (i) we may
assume that γ′ = S(γ) for some affine mapping S. The arc γ′ is contained
in the integral curve of the equation x˙ = g0(x), which starts at the point
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S(a0). Since ‖g0(x)‖ 6= 0 on γ
′, it belongs to the class C2. Therefore γ is
twice differentiable.
By Theorem of C.Bandt and A.S.Kravchenko [3, Theorem 3], γ is a seg-
ment of a parabola or straight line.
Proof of Theorem 3.
Let fn = S
−1
in
Sjn be the sequence converging to Id for which fn(γ) ∩ γ 6=
∅. Since fn is close to Id, the maps fn and f
−1
n preserve the orientation
on γ. Notice that for self-affine arcs the condition (i) of Theorem 2 holds
automatically. Therefore, following the argument of Lemma 4, the sequence
fn can be chosen in such a way that for any n, fix(fn) ∩ γ = ∅. Then up
to permutation of i and j we may suppose that for any n, Sin(γ) ∩ Sjn(γ) =
γ(Sjn(a0), Sin(a1)). Therefore fn(γ) ∩ γ = γ(fn(a0), a1) and we can apply
Theorem 2 to complete the proof.
Definition 5 Let γ1, γ2 be Jordan arcs in Rd. We say that γ1 and γ2 have
proper intersection if the set γ1 ∩ γ2 is a non-degenerate subarc in γ1 and γ2
and one of its endpoints is an endpoint of γ1 and the other is an endpoint of
γ2.
〈nine3〉Corollary 6 Let S be a system of non-degenerate contracting affine map-
pings with a Jordan attractor γ. Let Aδ(γ) be the set of subarcs α = h(γ)∩γ
such that |α| ≥ δ, h is an affine map, and the arcs h(γ) and γ have regular
intersection. If the set Aδ(γ) is infinite, then γ is a segment of parabola.
2 The partition to elementary subarcs.
〈T4〉Theorem 7 Let S = {S1, ..., Sm} be a system of contractive affine maps in
R
2 with Jordan attractor γ. If γ is different from a segment of a parabola
or straight line, there is a multizipper Z such that the arc γ is one of the
components of the attractor of Z.
Proof. We suppose the system S is irreducible. Let us order the maps
S1, ..., Sm so that γi ∩ γj 6= ∅ if and only if |i − j| = 1, while a0 ∈ γ1 and
a1 ∈ γm. For two points x, y ∈ γ we write, that x < y, if y ∈ γ(x, a1).
First we construct such finite set P⊂γ, whose points a0 = p0 < p1 < ... <
pN−1 < pN = a1 define a partition of γ to subarcs δi, i = 1, ..., N , satisfying
the conditions
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1. For any δi and any k = 1, ..., m there is δj such that Sk(δi)⊂δj ;
2. For any k1, k2 = 1, ..., m and for any δi1 , δi2, Sk1(δ˙i1) and Sk2(δ˙i2) are either
equal or disjoint.
Let G be the set of all affine mappings g such that the set γ∩g(γ) contains
a connected component which is a subarc γg ⊂ γ, whose endpoints are the
points g(ai) and aj, i, j ∈ {0, 1}. Let P be the set consisting of a0, a1 and of
points g(ai), where g ∈ G, i = 0, 1, and g(ai) ∈ γg ∩ γ˙. Let Pi be the set of
those p ∈ P ∩ γ˙, which are the endpoints of subarcs γg, that do not contain
a1−i. Thus, P = {a0, a1} ∪ P0 ∪ P1.
Notice two properties of P, which directly follow from its definition:
b1. Let g be affine map of R2 for which g(γ) ⊂ γ. Then P ∩ g˙(γ)⊂g(P).
b2. Let g1, g2 be two affine maps such that g1(γ), g2(γ) are subarcs of γ,
having proper intersection. Then the endpoint of the subarc g1(γ), contained
in g2(γ˙), lies in g2(P), and vice versa.
In the case when a Jordan arc γ is the attractor of a system of contracting
affine maps S, the conditions b1 and b2 imply the properties:
c1. For any j ∈ I, P ∩ γ˙j⊂Sj(P);
c2. For any 1 ≤ j ≤ m−1, Sj({a0, a1}∩γ˙j+1⊂gj+1(P) and Sj+1({a0, a1}∩
γ˙j⊂gj(P)
?〈l1〉?
Lemma 8 Let a Jordan arc γ⊂R2 with endpoints a0, a1 be the attractor of
irreducible system S = {S1, ..., Sm} of contracting affine maps, and γ is not
a segment of a parabola or a straight line. Then:
d1. The set of limit points of P is contained in {a0, a1}.
d2. There are such neighbourhoods Ui of the points ai, where i = 0, 1, that
P1−i ∩ Ui = ∅, and
d3. If for some k ∈ {1, m} and some i, j ∈ {0, 1}, Sk(ai) = aj, then Sk is a
bijection of Ui ∩ Pi to Sk(Ui) ∩ Pj.
Proof. First we show that the set P has no limit points in γ˙. Suppose
there is a c ∈ γ˙ ∩ P¯. Then for one of the endpoints of γ, say, for a0, there
is a sequence gn ∈ G, such that gn(a0) → c. It follows from Corollary 6,
that γ is a segment of a parabola, which contradicts the assumptions of the
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Lemma, so d1 is true. The same argument shows that a1 cannot be a limit
point of P0 and a0 cannot be a limit point of P1. Therefore there are such
neighbourhood Ui of the points ai, that P1−i ∩Ui = ∅. Moreover, we choose
U0, U1 in such a way that γ ∩ U0⊂γ1 and γ ∩ U1⊂γm.
To check d3, consider first the case when S1(a1) = a0. If p ∈ P0 ∩ U0
and p = g(ai), then S
−1
1 ◦ g ∈ G and S
−1
1 (p) ∈ P1 ∩ S
−1
1 (U0). Conversely, if
p ∈ P1∩U1, and p = g(ai), then S1◦g ∈ G and S1(p) ∈ P0∩S1(U1). Therefore
S1 defines a bijection P ∩ U0 ∩ S1(U1) to P ∩ U1 ∩ S
−1
1 (U0). Enumerating all
possibilities:
1.S1(a0) = a0, Sm(a1) = a1;
2.S1(a0) = a0, Sm(a1) = a0;
3.S1(a0) = a1, Sm(a1) = a1;
4.S1(a0) = a1, Sm(a1) = a0,
we find the desired pairs of neighborhoods for each of the cases. 
?〈l2〉?Lemma 9 The set P contains a finite subset P′, which also satisfies c1 and
c2.
Proof. For each of the points Sk(ai) ∈ γ˙, where k ∈ I and i = 0, 1
we denote by w(k, i) the connected component of the set γk\P, which has
Sk(ai) as its endpoint, whereas for Sk(ai) = aj we put w(k, i) = Uj. Let
Wi =
⋂
k∈I
S−1k (w(k, i)) ∩ Ui.
Let P′ = {a0, a1} ∪ P\(W0 ∪W1).
The set P′ is finite, so we denote its elements by a0 = p0 < p1 < ... <
PM = a1, and the subarcs γ(pk−1, pk)— by δk.
For any j ∈ I, Sj(P)⊂Sj(W0 ∪ W1) ∪ Sj(P
′). At the same time the
definition of P′ implies that Sj(W0 ∪W1) ∪ Sj(P
′) = Sj({a0, a1}). Therefore
P′ ∩ γj⊂Sj(P
′). Thus the set P′ satisfies the condition c1. The condition c2
directly follows from the definition of P′. 
?〈l3〉?Lemma 10 Each of the subarcs δi, i = 1, ...,M and γi, i ∈ I is an union of
subarcs Sj(δk) for some j ∈ I and some k ∈ {1, ...,M} whose interiors are
disjoint.
Proof. The system S is irreducible, therefore each subarc γj, 1 < j < m
intersects two adjacent subarcs γj−1, γj+1, so that γj \ (γj−1∪ γj+1) 6= ∅. For
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any subarc γ¯j = γj \ (γ˙j−1 ∪ γ˙j+1) its enpoints by c2 are contained in Sj(P
′);
let them be the points Sj(pkj), Sj(pKj). The arc γ¯j has unique representation
Kj−1⋃
i=kj
Sj(δi). For each of the subarcs γj∩γj+1 there are exactly two partitions:
first, to the subarcs Sj(δi) and second, to the subarcs Sj+1(δi); choose one of
them. Taking the union over all subarcs and renumerating all the points, we
get the desired partition for the whole γ. By the property c1, the partition
we obtained is at the same time a partition for each of the subarcs δk. 
Proof of the Theorem 7. Now we can construct a Jordan multizipper,
for which the components of the attractor will be the subarcs δj. Each of the
subarcs δj , j = 1, . . .M is a finite union of consequent subarcs Si(δk), which
form a partition of δj. Therefore we can create a graph G˜ whose vertices are
uj = δj and an edge eij is directed from ui to uj if there is such Sk, that
Sk(Uj)⊂δi. 
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