Abstract-To cope with the rapid growth of multimedia applications that requires dynamic levels of quality of service (QoS), cross-layer (CL) design, where multiple protocol layers are jointly combined, has been considered to provide diverse QoS provisions for mobile multimedia networks. However, there is a lack of a general mathematical framework to model such CL scheme in wireless networks with different types of multimedia classes. In this paper, to overcome this shortcoming, we therefore propose a novel CL design for integrated real-time/non-real-time traffic with strict preemptive priority via a finite-state Markov chain. The main strategy of the CL scheme is to design a Markov model by explicitly including adaptive modulation and coding at the physical layer, queuing at the data link layer, and the bursty nature of multimedia traffic classes at the application layer. Utilizing this Markov model, several important performance metrics in terms of packet loss rate, delay, and throughput are examined. In addition, our proposed framework is exploited in various multimedia applications, for example, the end-to-end real-time video streaming and CL optimization, which require the priority-based QoS adaptation for different applications. More importantly, the CL framework reveals important guidelines as to optimize the network performance.
I. INTRODUCTION
O NE of the major goals of the next generation of mobile communications and networks is to support high quality of services (QoS) for multimedia services such as mobile video applications. However, maintaining the diverse QoS provision for multimedia traffic in time-varying multipath fading channels is very challenging due to the scarce and expensive radio resources of shared radio networks. As opposed to wired communications, where the protocol stack is independently optimized, cross-layer (CL) design for wireless networks can utilize the mutual dependence among protocol layers to provide an efficient solution for the aforementioned problem [1] - [12] . Prior research on CL design in wireless networks has dealt with increasing the spectral efficiency by using adaptive modulation and coding (AMC) at the physical (PHY) layer to adapt suitable transmission parameters (e.g., signal constellation size and coding rate) and using an automatic repeat request (ARQ) technique at the data link layer to retransmit error packets [13] . This strategy is scalable to a larger network size with multiuser scheduling [14] , [15] . Such solution is to ensure different QoS requirements for multiple users. In the same CL approach by focusing on PHY and data link layers, the weighted sum throughput of the two users is maximized while guaranteeing the individual statistical delay requirement of QoS for each user [16] , and a CL relaying transmission framework is proposed to select the best source data transmission strategy for maximum effective capacity [17] .
However, these works do not support the dynamic priority properties of multimedia applications and traffic, i.e., different service classes have their own stringent constraints. Recent results on CL design for multimedia have shown that the incorporation between application layer and lower layers, e.g., PHY layer, has extensively improved the network performance given time-varying channel conditions [18] - [21] . Specifically, a channel assignment with dynamic priority adjustment to guarantee different QoS requirements has been proposed in [18] . The preemption between real-time and non-real-time multimedia services is regulated by assigning different traffic into a distinct number of reserved codes in code-division multiple access (CDMA) networks. Assuming that the base station (BS) knows the channel conditions of all users, to optimize power/rate and guarantee fairness among users, different traffic was designated a different detection order in multiuser's detection of uplink CDMA system [19] . In [20] , different traffic, e.g., voice or video, are designated certain AMC levels to guarantee given requirements of packet error rate (PER). Similar to [20] , by considering different traffic loads at the BSs, a CL algorithm is designed to maximize the downlink throughput at less feedback and lower complexity [21] .
A common disadvantage of these works, e.g., [18] - [20] , is that the CL design solely depends on the interaction between the PHY and application layers. In other words, by exploiting the time-varying nature of the PHY channel, real-time traffic is allocated a better channel over non-real-time traffic. This leads to suboptimal solution for CL optimization of multimedia networks, which ignores the importance of other layers, e.g., data link layer. In general, packets are stored in a buffer at the data link layer before being forwarded to the destination, which may cause a delay in delivering packets. For a multiuser spacedivision multiple access (SDMA)/time-division multiple access (TDMA) system, the effect of a queuing delay on CL design with multimedia traffic has been reported in [22] . However, this CL design, which combines the PHY layer with opportunistic scheduling taking into consideration of the queuing effect, has only been verified by simulations.
Although an extensive effort has been made in designing a CL scheme for multimedia services, there is a lack of an analytical framework in queuing theoretical performance analysis to investigate the bursty nature of multimedia traffic. In [23] , we have proposed a CL design to provide a diverse QoS guarantee for multiple traffic classes in wireless networks. In particular, we propose an analytical CL design framework that utilizes the interdependence between multiple protocol layers. In this extended version of our previous work [23] , we take a step further to propose the CL optimization scheme for multimedia traffic classes with a strictly preemptive mechanism for high-priority class over low-priority class. Our CL approach is formulated by a four-dimensional finite-state Markov chain, where key input parameters of application, data link, and PHY layers are jointly accumulated. The first and second dimensions of the Markov model are associated with two types of multimedia services at the application layer, namely, real-time and non-real-time traffic. Clearly, each traffic class requires its own QoS level. For example, the non-real-time traffic is sensitive to packet loss, whereas the real-time traffic has a stringent constraint on delay. To guarantee the dynamic priority requirements on QoS of such traffic mixtures, we assign an absolute priority to realtime traffic over non-real-time traffic. The third dimension is related to the buffer state at the data link layer. In practice, the finite-length buffer can be empty, although the PHY channel is available for packet delivery. By including the effect of buffer size, it is facilitated to calculate the packet loss rate, i.e., drop rate and error rate, caused by buffer overflow and transmission impairments, respectively. The fourth dimension is encapsulated by the channel condition at the PHY layer. By exploiting the random nature of considered fading channels, the transmission rate is efficiently adapted by using an AMC scheme. Specifically, based on the link quality of radio channel, a suitable modulation-coding mode is selected to increase the transmission rate while keeping satisfactory levels of QoS.
Solving the steady-state probability of the proposed Markov model, we can easily evaluate crucial performance metrics such as packet drop rate, PER, throughput, and packet transmission delay. The impact of our CL framework is illustrated through various numerical results carried out by analysis and Monte Carlo simulations in a representative system design scenario. Numerical results show that the proposed CL design can support QoS provision for different types of multimedia traffic classes. More importantly, our CL framework can be adopted to optimize the performance of mobile multimedia networks with stringent QoS constraints.
The rest of this paper is organized as follows. Related work is investigated in Section II. In Section III, the system model is first described, then AMC at the PHY layer is presented, followed by the traffic model; and finally, the queuing effect is introduced. Section IV shows our CL design by formulating the corresponding Markov chain. We analyze the performance of the CL scheme in terms of packet drop probability, packet error probability, throughput, and delay in Section V. In Section VI, we apply our CL design to optimize two representative scenarios: 1) general multimedia networks with low-and highpriority traffic; and 2) video streaming over wireless networks. In Section VII, numerical results are shown to validate our CL design. Finally, Section VIII concludes our paper.
II. RELATED WORK
Here, we first introduce the CL design, which has been widely applied to wireless networks. Then, detailed CL approaches with/without considering multimedia applications are investigated to make clear on the literature.
A. CL Design for Wireless Networks
Conventional solutions proposed by using independently single-layered optimization cannot meet adequate requirements of dense wireless networks with dynamically varying and unreliable channels. As opposed to single-layered optimization, CL design approaches have been proliferated and have become one of the most feasible methodologies to meet many challenges in wireless networks by utilizing the mutual dependence among layers in the protocol stack [1] - [5] .
In [1] , basic types with detailed examples of CL design have been shown so that designers can adopt CL interactions to specific objectives for high performance of wireless networks. The proposed CL design in [2] exploits the knowledge of information at PHY and Media Access Control layers, and then, shares it with higher layers to gain high throughput and low latency. Similar to [2] , but observing that many wireless CL optimization problems are very complicated to be solved, some optimization tools have provided for realistic and efficient solutions [3] . Aiming to find out optimal transmission strategies, a centralized middleware optimizer has been designed based on jointly combining application, MAC, and PHY layers [4] . The authors have further provided valuable issues about considering constraints at each layer and how to apply specific CL optimization to applications such as video streaming. However, it would be missing if we do not concern the negative consequences of CL design caused by architectural ramifications and/or unintended CL interactions. The authors in [5] provide us the whole picture of CL design that we should consider carefully to balance between performance and architecture.
B. CL Design Without Multimedia Traffic-Aware
Prior literature on CL design in wireless networks has mostly concerned PHY and data link layers, but not accommodated the varying characteristics of data traffic, i.e., non-real-time or real-time traffic such as multimedia services and applications. Using AMC at the PHY layer to match transmission parameters to time-varying conditions of channels or using truncated ARQ at the data link layer can improve the throughput performance.
However, separately deploying AMC or truncated ARQ cannot totally maximize the throughput. To this end, the authors in [13] have exploited the benefits and the mutual dependence of AMC and truncated ARQ to design a CL optimization, where the throughput or spectral efficiency is maximized under delay and error constraints. In keeping with PHY and data link layers, but for a larger size of the network, the authors have continued to propose CL scheduling algorithms to optimize bandwidth allocation while ensuring different QoS requirements, i.e., throughput, packet loss rate, and average packet delay, for multiple users [14] , [15] . In particular, combining AMC at the PHY layer and priority-based scheduler at the data link layer allows the spectral efficiency to be maximized. This can be achieved by selecting suitable modes of AMC related to the channel variation under predetermined requirements such as PER or delay.
The latest research on CL design by exploiting the mutual dependence between PHY layer and data link layer includes [16] and [17] . In [16] , given individual statistical delay QoS requirement at the data link layer for each user, the weighted sum throughput at the PHY layer of two users is maximized by finding the optimal transmission strategy. Importantly, optimal power and rate adaptation policies have been developed in the same problem to further improve the performance of the system. In [17] , a new CL-based relaying transmission framework has been proposed to maximize the effective capacity depending on the amount of QoS exponent. In addition, the authors have also introduced a CL-fixed power allocation algorithm under a given QoS exponent to maximize the effective capacity.
Although the aforementioned studies efficiently improve the performance of the system compared with conventional solutions without CL design, they do not consider the dynamic priority characteristics of users and of multimedia applications, services, and traffic, e.g., each video in video on-demand service has its own interpopularity according to the access rate of users, different services have their own stringent constraints, etc. As a result, the performance of multimedia system cannot be optimized for high user-perceived quality with low network resource consumption. These dynamic priority characteristics in the context of CL design are further discussed as follows.
C. CL Design With Multimedia Traffic-Aware
CL design for multimedia wireless networks has been studied well in the literature. In [6] , the authors have pointed out the challenges, principles, and new paradigms in their CL transmission strategy to improve multimedia performance, i.e., high quality and power saving. It should be noted that the CL design solution for high multimedia performance becomes more challenging from the perspective of users when high quality of experience (QoE) is required. The reason is that QoE is characterized by many subjective and complicated metrics perceived by the users, and it is difficult to deal with obtaining high QoE. The concepts and the challenges of QoE have been discussed and resolved, respectively, in [7] - [9] .
By categorizing video streaming in wireless sensor networks (WSNs) into two types, i.e., image and audio with different important levels, a context-aware CL optimized multipath multipriority transmission scheme has been proposed to maximize the information value while guaranteeing the delay, limited bandwidth, and energy consumption [10] . The authors have further taken into account the PHY layer together with network and transport layers to design a CL optimizationbased transmission radius and data rate adjustment for higher information gathering performance [11] . Interestingly in [12] , the characteristics of video are insightfully analyzed at the application layer. After that, subcarrier allocation, AMC, and transmit precoding at the PHY layer are optimally assigned based on channel conditions and different quality layers of different videos to maximize the average peak signal-to-noise ratio (PSNR) of received video streams.
The incorporation between application layer and lower layers of CL design shows that the performance of multimedia wireless networks is extensively improved, according to timevarying channel conditions [18] - [21] . Do et al. [18] have presented a channel assignment scheme with dynamic priority adjustment to guarantee different QoS requirements corresponding to the system states. Based on the fact that realtime classes have higher priorities than non-real-time ones, they are assigned to different traffic classes regulated by different distinct numbers of reserved codes in CDMA networks. Meanwhile, the non-real-time classes with restricted preemptive priorities are controlled by preemption-free code channels. As a result, the proposed scheme adaptively provides high QoS guarantee and channel utilization. In [19] , a CL optimization technique at the PHY and data link layers has been designed to maximize the overall weighted network throughput of multimedia communications with differentiated QoS requirements. In particular, by jointly choosing the detection order at the successive interference cancelation (SIC) receiver and the power/rate of each mobile terminal for different traffic, the power/rate control and the fairness guarantee among users in SIC for uplink CDMA system are optimized. Other efficient ways to provide QoS guarantees for multimedia traffic have been proposed in [20] by applying optimal unequal error protection at the application layer to different classes of multimedia traffic (i.e., video, voice, and data) based on certain AMC levels at the PHY layer. Similar to [20] , the authors in [21] have introduced a CL algorithm to maximize the throughput of downlink from the BSs. The basic idea of this algorithm is that different BSs, which have diverse traffic loads coming from different classes of multimedia traffic, are divided into two different types, i.e., master BSs with higher transmission priority and slave BSs with lower priority. Then, the cooperating BSs jointly select the best set of users for downlink scheduling and simultaneously create a set of beamforming vectors relying on the CSI at the users. To this end, the downlink throughput is maximized at less feedback and lower complexity.
However, the aforementioned designs still have their own drawbacks as follows. In [8] and [9] , the CL replication strategies may introduce longer latency due to a reencoding scheme at the application layer. Thus, they are not widely applied to various multimedia applications in large-scale networks. References [10] and [11] are feasibly used in only WSNs. The CL designs in [18] - [21] are solely based on the interaction between the PHY layer and application/data link layer. Bypassing the mutual dependence of other layers yields suboptimal results in CL optimization, e.g., ignoring a queuing scheme at the data link layer may cause delay, a crucial metric in multimedia streaming. The effect of delay on multimedia traffic has been studied in multiuser SDMA/TDMA system [22] . However, the missing parameters at the application layer make the proposed CL design less performing, and this design has only been investigated by simulations. These weaknesses are considered being solved in [23] and the extended version of this paper.
III. SYSTEM MODEL
We use some important notations in Table I to describe our system model, which is presented in detail as follows.
Our CL design incorporates the subsequent layers of the protocol stack, namely, application, data link, and PHY layers. In particular, we consider a TDMA downlink communication between BS and mobile users over a time-varying channel subject to Nakagami-m fading. All terminals are deployed with a single antenna. The channel is assumed to be quasi-static fading, i.e., it remains constant for the duration of a frame and changes independently for subsequent frames. We assume a discrete time model with infinite number of equal periods, in which each period spans a frame duration T f .
In contrast to classical data communications, we consider multimedia communications, where users with different traffic classes can be served at the same time by the BS. In particular, the application layer accommodates multimedia services with multiple classes of traffic classified by real-time and non-realtime services. The real-time class requires a stringent delay over the non-real-time class, which results in real-time packets having higher transmission priority over non-real-time packets. To characterize multimedia traffic, several models have been adopted such as Poisson, Bernoulli process, and fluid flow. In this paper, we assume that traffic characteristic follows a Markov-modulated Poisson process (MMPP), i.e., a frequently used class of traffic models [24] . To cater two types of traffic, at the data link layer, we propose a buffer partitioning mechanism elaborated in Section III-B. Then, multiple transmission rates are deployed at the PHY layer by adopting AMC. In the sequel, we will describe in detail all the three related layers.
A. Application Layer
In this paper, the non-real-time traffic (low-priority class, L) is modeled as a Poisson process with arrival rate λ L , whereas the real-time traffic (high-priority class, H) is modeled as multiplestate MMPP [24] . With this strategy, the real-time traffic is defined by a discrete Markov chain with N H states. An example of two-state MMPP is shown as
where P tr is the N H × N H state transition matrix and the (i, j)th element, P tr i,j , represents the transition probability from state i with arrival rate λ H,i to state j with arrival rate λ H,j .
Let us denote integer q A with A ∈ {H, L} as the number of packets of high-/low-priority traffic arriving in a discrete interval T f . Then, for simplicity, we assume that q A follows a Poisson distribution with parameter λ A T f , where λ A = λ L for non-real-time traffic and λ A = λ H,i for real-time traffic. Following the Poisson distribution, the probability that q A packets arrive during a frame duration T f is written as
Due to the finite buffer length, the overflow effect at the data link layer can be intrigued, i.e., when the buffer is full, the newly incoming packets are blocked. To illustrate this overflow effect, let us define P bl (q A |λ A ) as the probability that q A packets may arrive to fulfil the buffer free spot in a given period T f . Any additionally incoming packet, e.g., (q A + 1)th, (q A + 2)th, . . . , ∞, will be discarded at the buffer since it is already overrun. Using the total law of probability, the blocking probability P bl (q A |λ A ) can be given by
In (3), the first case is the one that makes the proposed CL optimization problem soluble. In this case, we can gain high optimization performance by optimally allocating different buffer lengths at the data link layer to high and low traffic depending on the arrival rate λ A of each traffic. On the contrary, the second case is associated with the buffer being entirely full, which certainly leads to no performance due to the blocking effect if there are any more packets arriving.
B. Data Link Layer
At the data link layer, the data are processed in the form of packets, each of which consists of multiple bits. A buffer is implemented at the BS with first-in first-out scheduling. The packets arriving from the application layer are stored in finitelength buffers with total size B. Assuming that there is an integration of low (L) and high (H) priority traffic, we impose that non-real-time and real-time services utilize buffer sizes of B L and B H , respectively, with
To guarantee the QoS requirement for both non-real-time and real-time traffic, we deploy the buffer-scheduling algorithm by adaptively allocating the buffer size to each traffic given the total buffer size B. B shall be fixed, whereas parameters B H and B L are expected to be flexibly varied according to system design objectives. For example, based on the arrival rate λ A of non-real-time and real-time traffic, B H and B L are optimally allocated to these both traffic classes so that the summation of their blocking probabilities given in (3) is minimized to reduce the total packet drop rate of the system. In our bufferscheduling model, the real-time traffic requiring lower delay has higher priority to be served by the PHY channel than non-real-time one. Hence, we deploy the strictly preemptive priority mechanism among two classes. This mechanism results in two cases depending on the PHY channel condition and the buffer-H state. In particular, buffer-L is only served if there is no high-priority data waiting in the buffer-H; and the channel is available for communication, i.e., the channel state n = 0. However, this approach can lead to a suboptimal result, in which the low priority may not be served, although the channel is still capable of delivering some more packets. The interesting problem is how to efficiently utilize the network resource. One way to answer this question is to apply a bufferscheduling mechanism by mixing both low and high priorities together given a certain channel condition. Specifically, when the number of high-priority packets is less than the total number of packets that the channel can offer, we can utilize some free slots and transmit both low and high-priority data. This operation will be explained in detail in the next section by constructing the transition matrix for the Markov chain.
C. PHY Layer
At the PHY layer, data are processed in frames, which consist of multiple packets from the data link layer. To exploit the timevarying nature of the PHY channel, AMC with adaptive modulation and convolutional codes is adopted from [26, Table 2 ]. As a result, depending on each specific transmission mode, one or more packets may constitute a frame. For example, the number of packets per frame is given by K n = R n /R 1 , where R n (bits/symbol) is the transmission rate for the nth mode, i.e., the nth state of the considered PHY fading channels for n = 1, 2, . . . , N AMC . This assumption, simplifying our analytical framework, is widely adopted in the literature, see, e.g., [14] , [15] , and [25] . Let us denote the instantaneous received signal-to-noise ratio (SNR) as γ. Since we investigate for a Nakagami-m fading channel with fading severity parameter m ∈ [1/2, ∞), the probability density function (PDF) of γ, f γ (γ), can be expressed as
where Ω = γ 0 /m, γ 0 is the average SNR, and Γ(·) is the Gamma function.
The objective of AMC is to maximize the spectral efficiency under the constraint that the PER is less than a given threshold P 0 . Let N AMC be the total number of transmission modes, where the nth mode corresponds to the nth convolutional code and M n -QAM modulation with a transmission rate R n . Hence, the SNR range is divided into N AMC + 1 nonoverlapping intervals. Each interval is characterized by two thresholds γ n and γ n+1 . Then, the nth transmission mode is selected when the instantaneous SNR γ falls into [γ n , γ n+1 ). It should be noted that mode 0 (n = 0), i.e., γ 0 ≤ γ < γ 1 , corresponds to the case when the system is in outage. As a result, no payload data are sent.
To calculate the thresholds, we utilize a similar approach as in [13] by introducing an approximation of PER when the transmission mode n is selected in additive white Gaussian noise as follows:
where parameters a n , g n ,γ n are deduced from employing least square curve-fitting on the plot of the exact PER, as shown in [25, Table 2 ]. The average PER of mode n over Nakagami-m fading channels, PER n , can be obtained by integrating (5) over the PDF of γ. Now, we can find the thresholds {γ n }
to satisfy the condition that PER n ≤ P 0 through the searching algorithm described in the sequel. We next adopt a finite-state Markov channel model to describe the transition probability among the channel states [26] . Accordingly, the channel can be considered as a Markov chain with N AMC + 1 states. To be specific, let us define P ch of size (N AMC + 1) × (N AMC + 1) as the state transition matrix of the PHY layer, including radio channel and AMC scheme. Assuming slow fading, consecutive state transitions occur only between two adjacent states. In other words, we have
and the transition probability between two adjacent states is
where Pr n is the probability that the nth mode is chosen, given by Pr n = γ n+1 γ n f γ (γ)dγ. Moreover, let LCR n be the level crossing rate of mode n, which can be written as
where f d is the Doppler frequency. The probability for mode n to remain unchanged is shown as
It is important to observe that we can minimize the average PER at the PHY layer to improve the performance of the system by taking (9) and PER n into account. In other words, N AMC n=1 P ch n,n PER n can be minimized by optimally allocating PER n , i.e., allocating switching threshold γ n , to corresponding value of P ch n,n .
IV. CL DESIGN: FOUR-DIMENSIONAL EMBEDDED MARKOV CHAIN
Here, we construct the embedded Markov chain given the system configuration in Section III. Particularly, we propose a four-dimensional Markov chain to model our CL design, which provides sufficient information to evaluate the system performance. We divide the time into equal intervals, each spans a one-frame duration T f . Let (n, i, q H , q L ) denote the state space of the system, where n ∈ [0, N AMC ] is the current channel state, i ∈ [1, N H ] is the state of real-time traffic, and
are the number of high-and lowpriority packets in buffer-H and buffer-L, respectively. It can be seen from (1) and (9) that the transition from the state
is Markovian, thus the queuing system can be described by an embedded Markov chain. Our objective is to generate the transition matrix, i.e., P s , of this Markov chain of the whole system. To do so, we need to compute all possible transition probabilities.
We proceed the construction of the system transition matrix P s by first looking at the real-time traffic and then consider the non-real-time traffic. In the following, we will discuss how to calculate the transition probability, i.e., P
A. Real-time Traffic
For real-time traffic, whenever the channel is available to deliver a packet, i.e., n = 0, and buffer-H is not empty, the data are ready to be transmitted to the destination. 1) Case 1 (initial state): the buffers are empty, i.e., q A = 0; thus, the only action is the incoming packets flowing from the upper layer to the buffer. When the buffer size is greater than the number of packets arriving, there is no buffer-overflow. In other words, if the buffers do not overflow, i.e., v
When buffer-H is full, anymore arriving packets will be discarded at the buffer. The associated probability is now represented by
When both buffers are full, additional packets cannot be stored.
2) Case 2: the channel is not in outage, and the number of packets in the buffer is greater than the channel can allow to transmit, i.e., n = 0 and q H ≥ K n . In this case, the PHY channel is available for exchanging packets between transmitter and receiver. Because the number of packets in buffer-H is greater than what the channel can offer, the only data in service belongs to the high-priority class. Thereby, the number of packets in buffer-H is now equivalent to q H − K n . If the number of incoming packets for both services does not exceed their own buffer size,
The other three remaining scenarios in Case 2 can be similarly interpreted as in Case 1:
3) Case 3: n = 0 and q H ∈ [1, K n −1]. In contrast to Case 2, the number of high-priority packets is less than the maximum number of packets that the current transmission mode at the PHY channel can allow. Therefore, we can exploit some free slots for transmitting low-priority data, but not exceeding K n − q H . It is noted that if the number of packets in buffer-L is higher than the one that channel can permit, i.e., q L ≥ K n − q H , the packets in buffer-L cannot be less than the total remaining packets after transmitting low-priority data,
The same explanation can be used for the reverse scenario, i.e., if q L < K n − q H , then v L can be any integer less than B L . As a result, we have the condition that 
4) Case 4: n = 0. In this case, the PHY channel is in the outage state, and hence, it is impossible to send any data. The only action occurring in the system is the arrival of packets. The state transition probabilities can be similarly calculated as in Case 1. However, there is a slight difference in computation since the buffer may not be empty as opposed to Case 1.
B. Non-Real-Time Traffic 1) Case 5: n = 0, q H = 0, and q L > 0. Since the preemptive priority mechanism is implemented in our CL framework, the low-priority data can fully utilize the PHY channel if there is no high-priority data in buffer-H, i.e., q H = 0. Similar to the interpretation in Case 3, we obtain
V. SYSTEM PERFORMANCE METRICS OF THE PROPOSED CL DESIGN From the transition matrix P s given in the previous section, several system performance metrics such as packet drop rate, PER, throughput, and delay can be found in closed-form expressions. To do so, we need to solve the steady-state probability of P s . Let (N AMC + 1)N H (B H + 1)(B L + 1) be the size of this matrix, i.e., the total number of states of the Markov chain, its steady-state probability vector π s can be obtained from the following linear equations:
By using some standard numerical techniques, e.g., Gauss elimination or Jacobi iteration approaches, to solve the aforementioned system of linear equations, we can obtain π s , as shown as
which readily enables us to derive the performance metrics of the considered CL scheme.
A. Packet Drop Rate
When the buffer is full, the arriving packets are dropped due to buffer overflow. To calculate the packet drop rate, we first compute the average arrival rate for the two considered types of traffic in the sequel. For the non-real-time traffic, it is easy to see that the average number of packets arriving is
However, since the real-time traffic is modeled as a multistate MMPP, the average arrival rate can be derived as follows. 
The average number of packets arriving of real-time traffic is
The packet drop rate for both traffic classes, P First, we investigate for high-priority data. Depending on the channel state, the number of transmitted packets will be different. For example, when the channel is in outage, i.e., n = 0, the number of packets transmitted over the PHY wireless link is zero. Let q H be the number of packets in the buffer at a certain time slot. If the number of packets arriving exceeds B H − q H , then buffer overflow will occur. In other words, the number of packets dropped when n = 0 can be computed as uP ar (u + B H − q H |λ H,i ), where u = 1, 2, . . . , ∞ is the number of packets being dropped during one time slot. Similarly, we can compute the number of packets dropped for the case when the channel is not in outage, i.e., n = 0. The computation is slightly different. The number of packets in the buffer after the transmission is equivalent to max(0, q H − K n ). As a result, the number of packets dropped when n = 0 can be given by uP ar (u + B H − max(0, q H − K n )|λ H,i ). By combining the two cases, the average number of packets dropped for highpriority data ζ H d is written as
Using a similar interpretation, we can compute the average number of packets dropped for low-priority data as follows:
The first summand in (36) corresponds to Case 5 in Section IV, where the low-priority data are readily delivered over the wireless channel, i.e., the channel is not in outage (n = 0). In addition, if the number of packets of low-priority data arriving is higher than B L − max(0, q L + q H − K n ), then the overflow of buffer-L will occur. The second summand is related to the case when only high-priority data are allowed to be transmitted. Finally, the third summand can be explained for the case when the channel is in outage, i.e., n = 0.
B. PER
Due to the uncertainty of the time-varying channel, a packet can arrive corrupted at the destination. We consider this kind of deleterious loss in service integrity as the PER defined as P A e = μ A e /T A , where μ A e is the average number of packets that are lost due to transmission errors, i.e.,
(38)
C. Throughput and Delay
The packet loss rate of each traffic consists of both packet drop rate and PER. Hence, the throughput is
Delay is an important system performance metric and is composed of two terms
where
is the delay incurred by enable transmission interval (ETI) and D A Q is the average queuing delay, which is the ratio of the average number of queuing packets Q A and the effective packet arrival rate
where Q A can be easily obtained as
VI. CL OPTIMIZATION PROBLEMS
We have thoroughly discussed the performance metrics of the CL design given in closed-form expressions. Here, utilizing these closed-form expressions, we first propose an optimization problem for mobile multimedia networks. Next, we will adopt the CL optimization to a particular application of video streaming.
A. Optimization Problem in Multimedia Applications
In this scenario, the two traffic classes are classified as real time, e.g., mobile video application, and non real time, e.g, data downloading application. Packet drop rate and PER are two important metrics due to their significant roles in the system performance. As can be observed from (39) and (41), the throughput and delay metrics are also functions with respect to packet loss rate P A d + P A e , i.e., summation of packet drop rate and PER. Thus, our objective is to minimize the packet drop rate P A d and PER P A e . To do so, we essentially formulate constrained linear optimization problems corresponding to these two metrics, i.e., two objective functions. As such, these problems are solved for optimal results of B L , B H , and PER n , which leads to the minimization of the packet loss rate.
1) Minimum Packet Drop Rate:
According to the relationship between packet drop rate, P 
where (44) is used to limit the packet drop rate and the delay of non-real-time streams by coefficients α ≥ 1 and β ≥ 1.
2) Minimum PER: Similarly, to minimum PER P A e , we will minimize the average number of packets that are lost due to transmission errors for both low and high-priority classes, i.e., (μ L e + μ H e ). The optimization can be formulated as follows:
In the aforementioned optimization problem, it is important to note that finding the optimal set of {PER n } N AMC n=0 is equivalent to computing the optimal set of switching thresholds of {γ n } N AMC n=0 . However, it is not trivial to directly obtain γ n . Instead, we find the optimal set of {PER n } N AMC n=0 first, and then, γ n can be obtained by solving the following set of equations:
(47)
B. Optimization Problem for Video Streaming
To comprehend the efficiency of the proposed CL approach, we investigate a particular case of mobile multimedia applications when a video is delivered to mobile users. In this paper, we assume that fine granularity scalability (FGS) encoded sequences following the MPEG-4 standard is used. According to FGS sequence [27] , [28] , the FGS-encoded sequence consists of two streams: a nonscalable base layer (BL) for basic reconstructed quality and a scalable enhancement layer (EL) for fine additional quality. Because the BL data plays a major role in reconstructed quality of video streaming, it should be transmitted as real-time stream in a priority manner. The EL data are thus classified as a non-real-time stream.
In such video streaming applications, we aim at minimizing an average reconstructed distortion of received video streaming. The average reconstructed distortion arises from source encoded distortion, transmission congestion and transmission error represented by packet drop rate and PER, respectively. In particular, let us consider a video streaming with M frames, the source distortion of the kth frame is
BL k is the distortion of only BL frame reconstructed, i.e., without additional quality from the EL frame, and d EL k (r k ) is the reduction in distortion if EL frame is encoded at rate r k . Assume that the kth BL frame has n BL k packets, and the kth EL frame has n EL k packets. Because of their small size and important role, BL frames are protected by forward error correction and correctly reconstructed at the receiver [8] , [29] . By taking into account transmission congestion and transmission error, the reconstructed distortion of the kth frame at the receiver can be formulated as
As such, the average reconstructed distortion of the received video stream is now computed by
where (49) is considered as the objective function in the optimization problem of video streaming applications which can be formulated as follows:
where B tot is the total buffer size. The fourth constraint is used to satisfy the continuous playback requirement with D th Q being the targeted delay. The continuous playback constraint is very important for this application since video streaming is very sensitive to delay. The last constraint is used for smooth playback of the received video stream for a given threshold δ. The main reason that motivates us to include the last constraint can be explained as follows. Because multiple frames of the desired video are often transmitted in different transmission modes of AMC at the PHY layer, their reconstructed distortion are thus very skewed. High-skewed characteristics cause the video streaming not to be played back smoothly. For a robust and efficient optimization problem, we have to limit this skewness to improve the smooth playback of received video.
VII. NUMERICAL RESULTS
Here, we present the numerical results to illustrate the effect of system parameters on the performance of the CL design. We first confirm the correctness of our proposal by showing the comparison between analysis and Monte Carlo simulations. Then, we apply the CL optimization in two representative applications: 1) the general application of multimedia traffic with high-and low-priority classes; and 2) video streaming over wireless networks.
A. Verification of Proposed CL Design
Let the packet length be N p = 1080 bit. The frame duration is T f = 2 ms. The Doppler frequency is selected as f d = 15 Hz. For the considered Nakagami-m fading, we choose the fading severity parameter m = 2 and the number of transmission modes N AMC = 4. The PER is P 0 = 0.01. The total buffer length is fixed at B = 12 packets and the buffers for the two traffic classes are equally partitioned with B H = 6 and B L = 6. For the multimedia traffic, we set λ L = 0.5λ for non-real-time traffic, where λ denotes the arrival rate in kilo-packets per second (kpkts/s). To demonstrate the multiple states of realtime traffic, the arrival rate vector is defined as λ H = [λ 0.1λ]
and transition matrix is P tr = 0.8 0.2 0.4 0.6 . Since the packet loss rate, i.e., the summation of packet drop rate and PER, is encapsulated in delay and throughput metrics as shown in (41) and (39), we only plot the delay and throughput performance to avoid dense figures. 
1) Dependence on the Arrival Rate of Multimedia Traffic:
Here, we present performance metrics for two types of traffic versus the packet arrival rate λ for fixed value of average SNR γ 0 = 15 dB. In particular, service integrity performance in terms of delay and throughput versus arrival rate λ are shown in Fig. 1(a) and (b) . It can be seen from these figures that the performance results obtained from the analytical framework in Section IV match very well with the simulations. Fig. 1(a) shows that real-time traffic outperforms non-realtime traffic in terms of delay. This is intuitive because realtime traffic has been given higher priority for its delivery compared with non-real-time traffic. Hence, the number of realtime packets in the buffer waiting to be served can be reduced. This effect consequently causes high-priority data to surpass low-priority data in terms of the throughput performance, as shown in Fig. 1(b) .
2) Dependence on the Average SNR: We fix the packet arrival rates for non-real-time and real-time traffic as λ L = 0.5 kpkt/s and λ H = [1 0.1] kb/s. Here, we demonstrate the impact of average SNR on the system performance by varying the average SNR γ 0 from 0 to 15 dB. The delay and throughput versus average SNR are plotted in Fig. 2(a) and (b) , respectively. Intuitively, we can see that the performance improves with an increase of the average SNR. As can be observed from the two figures, the performance in the low SNR regime is very poor since the low-rate transmission modes are frequently selected. For example, when γ 0 = 15 dB, a significant increase of approximately 200 kb/s can be obtained, as compared with the case γ 0 = 5 dB. As expected, the real-time traffic which is very sensitive to delay, communicates with much shorter average delay than the non-real-time one. In addition, real-time traffic results in higher throughput than the non-real-time one for the whole considered SNR range.
B. CL Optimization for Video Streaming Application
From the constrained optimization problem (43) and (44), the overall packet drop rate is minimized when B L and B H converge to five given the constraint of B tot = 10. The optimal results of B L and B H are then used in the constraint optimization problem in (45) and (46) to find the optimal values of PER n . Solving this optimization problem allows us to obtain the minimum PER. Clearly, the results of the minimum packet drop rate and the minimum PER in our proposed method show a better throughput compared with nonoptimization approach as shown in Fig. 3 . The system parameters are set different from the scenario in Section VI-A as follows: the fading severity parameter m = 1, the average SNR γ 0 = 15 dB, and the state transition matrix for real-time traffic P tr = 0.9 0.1 0.3 0.7 .
We will utilize our CL scheme to optimize performance of the video streaming. The MPEG-4 Reference Software Version 2.5 [30] supported by Microsoft is used to analyze the Foreman sequence in CIF (352 × 288) resolution, 30 fps, and 6 bitplanes. Due to diverse bandwidth requirements for multiple users, video may not be encoded with the full encoding rate. This strategy is usually applied to a dense network to save network bandwidth. The video is, in turn, frequently required by users whose receive bandwidth corresponds to 70% of the full encoding rate of the video. In this case, PSNR of the Foreman video is equivalent to 49.82 dB. To do so, the ratedistortion (RD) relationship/curve of each frame is generated by using [29] with the help of [30] . For each RD curve, the distortion of frame is obtained at 70% of the full encoding rate. Following the similar procedure for all RD curves, we can compute the average distortion to have equivalent value of PSNR. To evaluate the performance of video streaming applications, we take into account three important metrics that relate to the QoE perceived by users, e.g., minimum reconstructed distortion for high quality playback, continuous playback, and smooth playback [8] . Regarding the constraints in (51), we set the following parameters: B tot = 10, N AMC = 4, P 0 = 0.03, and D th Q = 4.5 ms. In addition, the smooth playback threshold δ in the last constraint of (51) is set to 10% of the total distortion of the original video, i.e.,
For quality playback evaluation, we use the PSNR metric by computing the mean squared error (MSE) between the original and the reconstructed video sequences, i.e., PSNR = 10 log 10 ((255 2 /MSE)). As shown in Fig. 4 , the PSNR is improved with CL optimization. However, it is observed that the optimization approach does not outperform the nonoptimization when the packet arrival rate λ becomes too high. This is because the higher packet arrival rate, the lower quality the user perceives due to higher packet drop rate. Consequently, when packet arrival rate is too high with respect to the buffer length B (in this example we set B = 10, and hence λ = 1 kpkt/s can be considered as too large for this buffer capacity), the buffer may overflow, which then yields the preemptive priority mechanism being inefficient. This results in the performance of the CL optimization approach decreasing and slowly converging to the nonoptimization approach when the packet arrival rate increases. This observation clearly indicates the significant impact of including the queuing analysis with finite buffer length in our CL optimization.
To evaluate the smooth playback metric, we calculate the standard deviation of PSNR for received frames as
where d Bk = 10 log 10 (255 2 /d k ) andd B = 10 log 10 (255 2 /d). It can be seen that the smooth playback can be improved, as described in Fig. 5, i. e., the proposed optimal method achieves smaller standard deviation of PSNR than the nonoptimal one. It is interesting to observe that together with improving the video performance in terms of quality playback and smooth playback, our proposed approach also satisfies the constraint of delay for continuous playback. As shown in Fig. 6 , the delay of the video streaming is below the targeted criteria D th Q = 4.5 ms for the whole considered range of packet arrival rate λ.
VIII. CONCLUSION
CL optimization has played an important role in QoS provision. We have proposed a general framework of CL design for multimedia applications, where the QoS-guaranteed requirement of real-time/non-real-time traffic is consolidated with the buffer scheduling at the data link layer and AMC at the PHY layer. The CL is characterized by a four-dimensional Markov chain, which readily allows us to mathematically obtain the closed-form expressions for packet drop rate, PER, delay, and throughput. Our analysis can be further utilized to optimize the performance for various multimedia applications. Our CL design has been applied for optimizing the performance of video streaming over wireless networks. We have shown that the proposed CL optimization has improved the system performance compared with a nonoptimization approach. More importantly, our proposed scheme can preserve some important QoS criteria, e.g., quality playback and smooth playback, in delivering a video stream over wireless networks. He is a Professor of teletraffic systems at Blekinge Institute of Technology (BTH), Karlskrona, Sweden. His research interests focus on modeling and analysis of quality of service and quality of experience (QoE) with particular interests in model identification, resource allocation, consumption and management, e.g., using cross-layer approaches. He has coedited five Special Issues and coorganized three Dagstuhl Seminars on QoE topics. He served as Future Internet Cluster Co-Chair (European Commission) in 2011-2012 and as the Swedish COST Domain Committee Member for ICT in 2013-2014, respectively.
