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In this paper, a new approach is proposed for solving the augmented systems. Based on
the modified homotopy perturbation method, we construct the new iterative methods
and derive the sufficient and necessary conditions for guaranteeing its convergence. Some
numerical experiments show that this method is more simple and effective.
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1. Introduction
The augmented system is of the form(
A B
BT 0
)(
x
y
)
=
(
b
q
)
, (1.1)
where A ∈ Rm×m is a symmetric and positive definite matrix, B ∈ Rm×n (m ≥ n) is a matrix of full column rank, and
BT is the transpose of matrix B, b ∈ Rm and q ∈ Rn are two given vectors. This class of problems appears in many
different fields of the scientific computing and engineering applications, such as the constrained optimization [1–3], the
finite element method or the finite volume method for solving the Navier–Stokes equations [4–8], and the constrained
least squares problems and the generalized least squares problems [9,10], etc. There have been a great deal of iterative
methods for solving the augmented system (1.1). Among them, the preconditioned iterative methods were provided firstly
by Santos and co-works in [11]. Several variants of the SOR method and the preconditioned conjugate gradient methods
were proposed for solving the general augmented system (1.1) arising from the generalized least squares problems by Yuan
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and co-workers in [9,10]. The preconditioned MINRES method, the QMR method, the preconditioned GMRES method, the
SOR-like methods and the generalized SOR-like methods were investigated respectively for solving the augmented system
arising from finite element approximations to the Stokes equations in [12,8,1,13–15]. Recently, an iterative method with
variable relaxation parameters [16,17], the generalized successive overrelaxation methods [18,19,10], the parameterized
inexact Uzawa methods [20–23] and the fast Uzawa algorithms [24,25] were studied for solving the augmented systems
and the generalized saddle point problems, respectively.
In this paper, we consider a new approach for solving the augmented system (1.1). Since the second diagonal blockmatrix
is null, we introduce a full-rank matrix Q with small parameter p ∈ [0, 1] and construct the new iterative methods by using
themodified homotopy perturbationmethod [26]. The sufficient and necessary conditions for guaranteeing its convergence
are derived. Four kinds of perturbation cases of the new approach are studied respectively. Finally, four special choices of the
full-rank matrix Q are considered for solving problem (1.1). Numerical experiments show that this method is more simple
and effective.
The outline of this paper is as follows. In Section 2, we replace the null block in problem (1.1) by some nonsingularmatrix
(1− p)αQ so that we can apply the modified homotopy perturbation method to the small parameter p. Moreover, we study
the convergence of the new iterativemethods for four special cases. In Section 3, wemake four special choices forQ and give
some numerical experiments for our algorithms. The numerical experiments show that our methods work well for problem
(1.1) arising from real problems. Finally, the conclusions are made in Section 4.
2. The construction of iterative methods
In order to find the solution of problem (1.1), we choose the following four different auxiliary systems.
2.1. Case one
The first auxiliary system is as follows(
A B
BT (1− p)αQ
) (˜
x
y˜
)
=
(
b
q
)
, (2.1)
where α 6= 0 is the accelerating parameter, Q ∈ Rn×n is a given matrix and needs to be non-singular and ‘‘easy’’ to invert,
p ∈ [0, 1] is an imbedding parameter. Hence, it is obvious that when p = 1, problem (1.1) is a degenerated form of problem
(2.1).
The changing process of p from 0 to 1 is just that of the solution of problem (2.1) from the solution of problem (1.1). In
topology, this is called deformation. Applying the homotopy perturbation technique [27], due to the fact that 0 ≤ p ≤ 1
can be considered as a small parameter, we can assume that the solution of problem (2.1) can be expressed as a series
in p (˜
x
y˜
)
=
(
x0
y0
)
+ p
(
x1
y1
)
+ p2
(
x2
y2
)
+ · · · + pn
(
xn
yn
)
+ · · · , (2.2)
when p→ 1, problem (2.1) corresponds to problem (1.1), and solution (2.2) becomes the approximate solution of problem
(1.1), namely(
x
y
)
= lim
p→1
(˜
x
y˜
)
=
(
x0
y0
)
+
(
x1
y1
)
+
(
x2
y2
)
+ · · · +
(
xn
yn
)
+ · · · . (2.3)
Substituting (2.2) into problem (2.1), and equating the coefficients of like powers of p, we obtain the following systems
p0 :
(
A B
BT αQ
)(
x0
y0
)
=
(
b
q
)
,
p1 :
(
A B
BT αQ
)(
x1
y1
)
=
(
0
αQy0
)
,
p2 :
(
A B
BT αQ
)(
x2
y2
)
=
(
0
αQy1
)
,
...
pk :
(
A B
BT αQ
)(
xk
yk
)
=
(
0
αQyk−1
)
,
...
(2.4)
From (2.4), we can see that if αQ − BTA−1B is a nonsingular matrix, then (x0, y0)T ∼ (xk, yk)T can be solved respectively
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x0
y0
)
=
(
A−1b− A−1By0
(αQ − BTA−1B)−1(q− BTA−1b)
)
,(
x1
y1
)
=
( −A−1By1
(αQ − BTA−1B)−1αQy0
)
,(
x2
y2
)
=
( −A−1By2
(αQ − BTA−1B)−1αQy1
)
,
...(
xk
yk
)
=
( −A−1Byk
(αQ − BTA−1B)−1αQyk−1
)
,
...
(2.5)
where A−1 denotes the inverse of matrix A. So, we get the exact solution of problem (1.1) from (2.5)(
x∗
y∗
)
=
 A
−1b− A−1By∗
∞∑
k=0
(I − (αQ )−1BTA−1B)−ky0
 , (2.6)
where I ∈ Rn×n is the n-by-n identity matrix and (I− (αQ )−1BTA−1B)0 = I . Hence we can obtain the n-order approximation
(xn, yn)T =∑nk=0(xk, yk)T for the exact solution of problem (1.1)(
xn
yn
)
=
 A
−1b− A−1Byn
n∑
k=0
(I − (αQ )−1BTA−1B)−ky0
 . (2.7)
It is pointed out that if α is a constant for all (xk, yk)T, (k = 1, 2, . . .), then the computational process is called stationary,
which is popular and simple in engineering applications. In this case, we only change the right-hand side terms and correct
the residual. Conversely, if α changes along (xk, yk)T, (k = 1, 2, . . .), then the computational process is called dynamical. If
we choose the different values of parameter α in every iteration step, we can increase the speed of convergence.
Next we study the convergence of the iterative scheme (2.7) for solving augmented system (1.1).
Lemma 2.1 ([8]). Suppose that A ∈ Rn×n, then the series∑∞k=0 Ak convergence if and only if the spectral radius of A less than 1.
Moreover, the following equality holds
∞∑
k=0
Ak = (I − A)−1.
Theorem 2.2. The iterates series (xn, yn)T =∑nk=0(xk, yk)T converge to the solution (x∗, y∗)T of problem (1.1) if and only if
ρ([I − (αQ )−1BTA−1B]−1) < 1,
where ρ(·) denotes the spectral radius of a matrix.
Proof. Under the assumption that ρ([I − (αQ )−1BTA−1B]−1) < 1, then (I − (αQ )−1BTA−1B)−k → 0 as k → ∞. By using
Lemma 2.1, we get
∞∑
k=0
(I − (αQ )−1BTA−1B)−k = [I − (αQ − BTA−1B)−1αQ ]−1.
So, from (2.6) we have
Ax∗ + By∗ = b− By∗ + By∗ = b;
BTx∗ = BTA−1b− BTA−1By∗
= BTA−1b− BTA−1B[I − (αQ − BTA−1B)−1αQ ]−1y0
= BTA−1b+ (αQ − BTA−1B)y0.
Since BTx0 + αQy0 = q and x0 = A−1b− A−1By0, we obtain
BTx∗ = BTA−1b+ (q− BTA−1b) = q.
Hence, we show that the solution (x∗, y∗)T satisfies problem (1.1). 
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Corollary 2.3. The iterates series (2.7) converge to the solution (x∗, y∗)T of problem (1.1) if and only if the modulus of all
eigenvalues for the matrix I − (αQ )−1BTA−1B are greater than 1.
Corollary 2.4. Assume that all eigenvalues µ of Q−1BTA−1B are real. Then the iterates series (2.2) converge to the solution
(x∗, y∗)T of problem (1.1) if and only if µ
α
< 0 or µ
α
> 2 for any eigenvalue µ of the operator Q−1BTA−1B.
Form Corollary 2.4, we can obtain that if µ > 0, then the choice of the accelerating parameter values are subjected to
α ∈ (−∞, 0) or α ∈ (0, µ2 ). Conversely, if µ < 0, then the choice of the accelerating parameter values are subjected
to α ∈ (0,+∞) or α ∈ (µ2 , 0). From Corollaries 2.3 and 2.4, we can see that µα → ∞ as α → 0. Therefore we have
ρ(I − (αQ )−1BTA−1B) 1 as α→ 0.
2.2. Case two
The second auxiliary system is as follows(
A pB
BT (1− p)αQ
) (˜
x
y˜
)
=
(
b
q
)
. (2.8)
The changing process of p from0 to 1 is just that of the solution of problem (2.8) from the solution of problem (1.1). According
to the same technique in Section 2.1, we substitute (2.2) into problem (2.8), and equate the coefficients of like powers of p.
Then we obtain
p0 :
(
A 0
BT αQ
)(
x0
y0
)
=
(
b
q
)
,
p1 :
(
A 0
BT αQ
)(
x1
y1
)
=
(−By0
αQy0
)
,
p2 :
(
A 0
BT αQ
)(
x2
y2
)
=
(−By1
αQy1
)
,
...
pk :
(
A 0
BT αQ
)(
xk
yk
)
=
(−Byk−1
αQyk−1
)
,
...
(2.9)
Since Q and A are nonsingular matrices, then (x0, y0)T ∼ (xk, yk)T can be solved respectively(
x0
y0
)
=
(
A−1b
(αQ )−1(q− BTA−1b)
)
,(
x1
y1
)
=
( −A−1By0
y0 + (αQ )−1BTA−1By0
)
,(
x2
y2
)
=
( −A−1By1
y1 + (αQ )−1BTA−1By1
)
,
...(
xk
yk
)
=
( −A−1Byk−1
yk−1 + (αQ )−1BTA−1Byk−1
)
,
...
(2.10)
So, we get the exact solution of problem (1.1) from (2.10)(
x∗
y∗
)
=
 A
−1b− A−1By∗
∞∑
k=0
(I + (αQ )−1BTA−1B)ky0
 , (2.11)
where (I + (αQ )−1BTA−1B)0 = I . Hence we can obtain the n-order approximation (xn, yn)T = ∑nk=0(xk, yk)T for the exact
solution of problem (1.1)(
xn
yn
)
=
(
A−1b− A−1Byn−1
y0 + (I + (αQ )−1BTA−1B)yn−1
)
. (2.12)
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It is noticed that the iteration matrix is a block lower triangular matrix from (2.9). Here, we firstly compute the vectors
xk and then compute the vectors yk. In the following we give the convergence of the iterative scheme (2.12) for solving
augmented system (1.1).
Theorem 2.5. The iterates series (xn, yn)T = ∑nk=0(xk, yk)T converge to the solution (x∗, y∗)T of problem (1.1) if and only if
ρ(I + (αQ )−1BTA−1B) < 1.
Proof. Under the assumption that ρ(I + (αQ )−1BTA−1B) < 1, then (I + (αQ )−1BTA−1B)k → 0 as k → ∞. By using
Lemma 2.1 and (2.11), we get
Ax∗ + By∗ = b− By∗ + By∗ = b;
BTx∗ = BTA−1b− BTA−1By∗
= BTA−1b− BTA−1B((αQ )−1BTA−1B)−1y0
= BTA−1b+ (q− BTA−1b) = q. 
Corollary 2.6. Assume that all eigenvalues µ of Q−1BTA−1B are real. Then the iterates series (2.12) converge to the solution
(x∗, y∗)T of problem (1.1) if and only if −2 < µ
α
< 0 for any eigenvalue µ of the operator Q−1BTA−1B.
Form Corollary 2.6, we can obtain that if µ > 0, then the choice of the accelerating parameter values are subjected
to −∞ < α < −µ2 . Conversely, if µ < 0, then the choice of the accelerating parameter values are subjected to
−µ2 < α < +∞. Moreover, we can see that ρ(I + (αQ )−1BTA−1B) 1 as µα →−1.
2.3. Case three
The third auxiliary system is as follows(
A B
pBT (1− p)αQ
) (˜
x
y˜
)
=
(
b
q
)
. (2.13)
The changing process of p from 0 to 1 is just that of the solution of problem (2.13) from the solution of problem (1.1).
According to the same technique in Section 2.1, we substitute (2.2) into problem (2.13), and equate the coefficients of like
powers of p. Then we obtain the following systems
p0 :
(
A B
0 αQ
)(
x0
y0
)
=
(
b
q
)
,
p1 :
(
A B
0 αQ
)(
x1
y1
)
=
(
0
αQy0 − BTx0
)
,
p2 :
(
A B
0 αQ
)(
x2
y2
)
=
(
0
αQy1 − BTx1
)
,
...
pk :
(
A B
0 αQ
)(
xk
yk
)
=
(
0
αQyk−1 − BTxk−1
)
,
...
(2.14)
Since Q and A are nonsingular matrices, then (x0, y0)T ∼ (xk, yk)T can be solved respectively(
x0
y0
)
=
(
A−1b− A−1B(αQ )−1q
(αQ )−1q
)
,(
x1
y1
)
=
(
A−1B(αQ )−1BTx0 − A−1By0
y0 − (αQ )−1BTx0
)
,(
x2
y2
)
=
(
A−1B(αQ )−1BTx1 − A−1By1
y1 − (αQ )−1BTx1
)
,
...(
xk
yk
)
=
(
A−1B(αQ )−1BTxk−1 − A−1Byk−1
yk−1 − (αQ )−1BTxk−1
)
,
...
(2.15)
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So, we get the exact solution of problem (1.1) from (2.15)(
x∗
y∗
)
=
(
x0 + A−1B(αQ )−1BTx∗ − A−1By∗
(αQ )−1(q− BTx∗)+ y∗
)
. (2.16)
Hence we can obtain the n-order approximation (xn, yn)T =∑nk=0(xk, yk)T for the exact solution of problem (1.1)(
xn
yn
)
=
(
x0 + A−1B(αQ )−1BTxn−1 − A−1Byn−1
y0 + yn−1 − (αQ )−1BTxn−1
)
. (2.17)
It is noticed that the iteration matrix is a block upper triangular matrix from (2.14). Here, we firstly compute the vectors
yk and then compute the vectors xk. This is different from (2.12). Next we give the convergence result of the iterative scheme
(2.17) for solving augmented system (1.1).
Theorem 2.7. The iterates series (xn, yn)T =∑nk=0(xk, yk)T converge to the solution (x∗, y∗)T of problem (1.1) if and only if the
modulus of all eigenvalues for the iterative matrix(
A−1B(αQ )−1BT −A−1B
−(αQ )−1BT I
)
are less than 1.
Corollary 2.8. Assume that B ∈ Rm×n (m = n) is a full rank matrix, then the real number 1 is not the eigenvalue of the above
iteration matrix.
2.4. Case four
The fourth auxiliary system is as follows(
A pB
pBT (1− p)αQ
) (˜
x
y˜
)
=
(
b
q
)
. (2.18)
The changing process of p from 0 to 1 is just that of the solution of problem (2.18) from the solution of problem (1.1).
According to the same technique in Section 2.1, we substitute (2.2) into problem (2.18), and equate the coefficients of like
powers of p. Then we obtain
p0 :
(
A 0
0 αQ
)(
x0
y0
)
=
(
b
q
)
,
p1 :
(
A 0
0 αQ
)(
x1
y1
)
=
( −By0
αQy0 − BTx0
)
,
p2 :
(
A 0
0 αQ
)(
x2
y2
)
=
( −By1
αQy1 − BTx1
)
,
...
pk :
(
A 0
0 αQ
)(
xk
yk
)
=
( −Byk−1
αQyk−1 − BTxk−1
)
,
...
(2.19)
Since Q and A are nonsingular matrices, then (x0, y0)T ∼ (xk, yk)T can be solved respectively(
x0
y0
)
=
(
A−1b
(αQ )−1q
)
,(
x1
y1
)
=
( −A−1By0
y0 − (αQ )−1BTx0
)
,(
x2
y2
)
=
( −A−1By1
y1 − (αQ )−1BTx1
)
,
...(
xk
yk
)
=
( −A−1Byk−1
yk−1 − (αQ )−1BTxk−1
)
,
...
(2.20)
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So, we get the exact solution of problem (1.1) from (2.20)(
x∗
y∗
)
=
(
A−1b− A−1By∗
(αQ )−1q+ y∗ − (αQ )−1BTx∗
)
. (2.21)
Hence we can obtain the n-order approximation (xn, yn)T =∑nk=0(xk, yk)T for the exact solution of problem (1.1)(
xn
yn
)
=
(
A−1b− A−1Byn−1
y0 + yn−1 − (αQ )−1BTxn−1
)
. (2.22)
It is noticed that the iteration matrix is a block diagonal matrix from (2.19). Here, we compute the vectors xk and yk at
the same time. Next we present the convergence result of the iterative scheme (2.22) for solving augmented system (1.1).
Theorem 2.9. The iterates series (xn, yn)T =∑nk=0(xk, yk)T converge to the solution (x∗, y∗)T of problem (1.1) if and only if the
spectral radius of iterative matrix(
0 −A−1B
−(αQ )−1BT I
)
less than 1.
Corollary 2.10. Assume that B ∈ Rm×n(m = n) is a full rank matrix, then the real number 1 is not the eigenvalue of the above
iteration matrix.
3. Numerical experiments
In this section, we perform some numerical experiments by the iterative schemes (2.7), (2.12), (2.17) and (2.22),
respectively. Our first example is a system of purely algebraic equations [23]. We consider the matrices A = (aij)m×m and
B = (bij)m×n (m ≥ n) in problem (1.1) as follows
aij =
{i+ 1, i = j,
1, |i− j| = 1,
0, otherwise;
bij =
{
j, i = j+ n−m,
0, otherwise.
The right-hand side vectors b and q are taken such that the exact solutions x and y are both vectors, with all components
being 1.
Now, we use the special choices of Q for solving problem (1.1) in the following:
Choice (1): Q = BTB. In this case, the eigenvalues of (BTB)−1BTA−1B are non-negative.
Choice (2): Q = BTA−1B. In this case, Q−1BTA−1B = I .
Choice (3): Q = I ∈ Rn×n. In this case, the eigenvalues of BTA−1B are non-negative.
Choice (4): Q = Â ∈ Rn×n and Â has the same structure with A ∈ Rm×m. In this case, the eigenvalues of Â−1BTA−1B are
non-negative.
Here, the stopping criterion is ‖(x
n−x,yn−y)T‖2
‖(x,y)T‖2 ≤ 10−6.
Let m = 50 and n = 40, and we consider the number of iteration steps of four schemes as α changes along different
iteration matrix, respectively. The numerical results are shown by Figs. 3.1–3.4.
Let m = 200 and n = 150, and we consider the number of iteration steps of four schemes as α changes along different
iteration matrix, respectively. The numerical results are shown by Figs. 3.5–3.8.
From Corollaries 2.4 and 2.6, we obtain the choice of parameter α ∈ (−∞, 0) or α ∈ (0, µ2 ) in case 1 and α ∈ (−∞,−µ2 )
in case 2. Since our example is a symmetric matrix, we have the choice of parameter α ∈ (−∞,−µ2 ) in case 3 from (2.14)
and (2.19). From the numerical experiments, we have the choice of parameter values α < 0 in case 4, less than the values
α in case 3.
Remark. It is pointed out that when the exact solution is not known, we can adopt the one of following stopping criteria:
(1) The absolute errors ‖(xn, yn)T‖2 ≤ 10−6;
(2) The relative errors ‖(x
n+1−xn,yn+1−yn)T‖2
‖(xn,yn)T‖2 ≤ 10−6;
(3) The relative errors ‖r
(n)‖2
‖r(0)‖2 ≤ 10
−6,where
r (n) =
(
b
q
)
−
(
A B
BT 0
)(
xn
yn
)
.
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Fig. 3.1. Comparison of iteration steps as parameter α increase, when Q = BTB ∈ R40×40 .
Fig. 3.2. Comparison of iteration steps as parameter α increase, when Q = BTA−1B ∈ R40×40 .
From a computational point of view, the best choice of matrix Q is Choice (3) for sufficiently small α. In this case, we
do not need A−1 or B. Choice (4) is the better choice of matrix Q because in this case, we only use the former results A−1.
For above algorithms, if it is not easy to invert A, and we can apply the inexact Uzawa method [4,8,23] instead of A−1.
Particularly, Hu and Zou proposed the nonlinear inexact Uzawa with mixed iteration method (Algorithm 2.2) in [23]. Let Aˆ
and Cˆ be two positive definite matrices, which are assumed to be the preconditioners of the matrices A and C = BTA−1B,
respectively. Now, we use Algorithm 2.2 instead of A−1 and choose the Jacobi preconditioner and the identity matrix to be
the preconditioner for A and the approximative Schur complement BTAˆ−1B, respectively. Here, we shall not have a detailed
discussion.
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Fig. 3.3. Comparison of iteration steps as parameter α increase, when Q = I ∈ R40×40 .
Fig. 3.4. Comparison of iteration steps as parameter α increase, when Q = Â ∈ R40×40 .
Our second example is the augmented linear system that was presented by Golub et al. for the Stokes equations in [8].
Here we consider A = (aij)m×m and B = (bij)m×n (m ≥ n) in problem (1.1) as follows
A =
(
I
⊗
T + T
⊗
I 0
0 I
⊗
T + T
⊗
I
)
∈ R2q2×2q2 ,
B =
(
I
⊗
F
F
⊗
I
)
∈ R2q2×q2
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Fig. 3.5. Comparison of iteration steps as parameter α increase, when Q = BTB ∈ R150×150 .
Fig. 3.6. Comparison of iteration steps as parameter α increase, when Q = BTA−1B ∈ R150×150 .
and
T = 1
h2
· tridiag(−1, 2,−1) ∈ Rq×q, F = 1
h
· tridiag(−1, 1, 0) ∈ Rq×q,
where
⊗
denotes the Kronecker product symbol, h = 1q+1 is the discretization mesh size and S = tridiag(a, b, c) is a
tridiagonal matrix with Si,i = b, Si−1,i = a and Si,i+1 = c for appropriate i. For this example, we set m = 2q2 and n = q2.
Hence, the total number of variables is m + n = 3q2. And we choose the same choices of Q and the stopping criteria in
the first example for numerical experiments. Here we take the multigrid preconditioner to be the preconditioner Aˆ and the
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Fig. 3.7. Comparison of iteration steps as parameter α increase, when Q = I ∈ R150×150 .
Fig. 3.8. Comparison of iteration steps as parameter α increase, when Q = Â ∈ R150×150 .
identity matrix to be the preconditioner Cˆ for the Schur complement C = BTA−1B. The approximation ΨA(φ) is taken to be
Aˆ−1φ for any φ in Algorithm 2.2 in [23]. And the approximationΨH(gi) is generated by two conjugate gradient iterations for
solving Hψ = gk = BTxk+1 − q, where H = BTAˆ−1B.
Let q = 9 and h = 0.1, thenm+ n = 243. Now we consider the number of iteration steps of four schemes as α changes
along different iteration matrix, respectively. The numerical results are shown by Figs. 3.9–3.12.
From Figs. 3.1–3.12, we can see there exists optimal value α0. If α > α0, the number of iteration steps increase rapidly
as α increase. But when α is greater than or equal to a real number, the above algorithms are completely divergent as α
increase. If α < α0, the number of iteration steps increase rapidly as α decrease. Moreover, the choice of parameter values
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Fig. 3.9. Comparison of iteration steps as parameter α increase, when h = 0.1 and Q = BTB.
Fig. 3.10. Comparison of iteration steps as parameter α increase, when h = 0.1 and Q = BTA−1B.
α decrease as the dimension m and n increase. The determination of optimum values of the parameters and the speed of
convergence of these algorithms need further study.
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Fig. 3.11. Comparison of iteration steps as parameter α increase, when h = 0.1 and Q = I .
Fig. 3.12. Comparison of iteration steps as parameter α increase, when h = 0.1 and Q = Â.
4. Conclusions
We have proposed four algorithms for solving the augmented systems in this paper. These algorithms have the following
advantages over the existing method:
• The new algorithm is computationally more efficient and stable since it is the residual correction.
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• The new algorithm yields very accurate approximate solutions using only few iterates. And the choice of initial values
(x0, y0) is fixed. This is different from the standard Uzawa method.
Some numerical experiments have been provided to illustrate that the present algorithms are successful in accuracy and
convergence speed.
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