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Let a(n) be the normalized Fourier coeﬃcient of a holomorphic
cusp form of weight k or a Maass cusp form with Laplacian
eigenvalue 14 + r2 for SL2(Z). We consider exponential sum of the
form
∑
nX a(n)e(αn
2 + βn) and obtain the upper bound X 78 +ε
which is uniformly in α,β ∈ R.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction of the main result
Let f (z) be a holomorphic cusp form of weight k for SL2(Z). Then f (z) has a Fourier expansion
f (z) =
∞∑
n=1
a(n)n(k−1)/2e(nz), for z > 0, (1.1)
where e(z) = e2π iz . For the Fourier coeﬃcients a(n) = a f (n) we have Deligne’s bound a(n)  f ,ε nε for
any ε > 0 (see [D]). Analogously, let u(z) be a Maass cusp form with Laplacian eigenvalue 14 + r2 for
SL2(Z), then u(z) has the Fourier expansion
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∑
n =0
a(n)Kir
(
2π |n|y)e(nx), (1.2)
where K denotes the K -Bessel function. Now Deligne’s bound for the Fourier coeﬃcients a(n) = au(n)
is known as the Ramanujan conjecture which is remained open. It has been an interest topic to study
oscillations of a(n) in average where a(n) is as appeared in (1.1) or (1.2). Let t(n) be a real function,
consider the exponential sum
∑
nX
a(n)e
(
t(n)
)
.
For t(n) being a linear function, the results in [W] and [I] tell us that uniformly in α ∈ R,
∑
nX
a(n)e(αn)  X 12 log X, (1.3)
where the implied constant depends only on the cusp form. In [P], Pitt considered the quadratic case
and proved that uniformly in α,β ∈ R,
∑
nX
a(n)e
(
αn2 + βn) X 1516+ε, (1.4)
where ε > 0 is arbitrary and the implied constant depends only on ε and the cusp form. In [S], Sun
proved that
∑
nX
a(n)e
(
αnθ + βn) X1− θ2+ε, (1.5)
for any α, β ∈ R and 0< θ  1/2, where the implied constant depends on α, θ , ε and the cusp form.
We remark that this result is not optimal when θ  1/3. Actually by partial summation and applying
(1.3) one easily obtains the bound X1/2+θ+ε . Therefore the exponential sum in (1.5) admits the bound
X5/6+ε . In [RY], Ren and Ye established estimates for
∑
nX
a(n)e
(
αnθ
)
with α ∈ R and 0< θ < 1, and proved that a resonance phenomenon happens when θ = 1/2, and the
main term is of size X3/4.
In this paper, we will focus on the quadratic case and improve on (1.4). Our main result is the
following.
Theorem 1.1. Let X  2 and a(n) be deﬁned as in (1.1) or (1.2). Then uniformly in α,β ∈ R we have
∑
nX
a(n)e
(
αn2 + βn) X 78+ε,
where ε > 0 is arbitrary and the implied constant depends only on ε and the cusp form in (1.1) or (1.2).
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sum
S(X;α,β) =
∑
X/2<nX
a(n)e
(
αn2 + βn). (1.6)
Following the idea in [P], we will use Dirichlet’s rational approximation to α. Let Q  1 be any
given number. By Dirichlet’s theorem, for any α ∈ R, there exists a reduced rational l/q with 1 
q Q such that
∣∣∣∣α − lq
∣∣∣∣ 1qQ . (1.7)
The estimate (1.4) is derived from the following estimates (see [P]).
Lemma 1.2. Let α satisfy (1.7). Then for any ε > 0, there holds
S(X;α,β)  f ,ε X 12+εq 12 + X 32+εQ − 12 , (1.8)
and
S(X;α,β)  f ,ε qε X 78+ε
(
X
q
+ q
X
) 1
2
. (1.9)
Choosing Q = X9/8, then for q  X7/8 the bound S(X;α,β)  X15/16+ε follows easily from (1.8),
while for X7/8 < q Q , the same bound is derived from (1.9). This gives the estimate in (1.4).
In this paper we will prove Theorem 1.1 by improving on (1.8). Precisely we will prove the follow-
ing result.
Proposition 1.3. Let α satisfy (1.7). Then for any ε > 0 we have
S(X;α,β)  X 78+ε + X 34+ε 
(
X
q
+ q
X
) 1
2
. (1.10)
Proof of Theorem 1.1. Choose Q = X5/4. If q X3/4 then (1.8) produces the bound
S(X;α,β)  X 78+ε.
For X3/4 < q Q , the above bound follows from (1.10). This proves Theorem 1.1. 
The rest of the paper will be dedicated to the proof of Proposition 1.3.
2. Decomposition of the problem
Let g(t) be a C∞ function on R which is supported on [ 14 X, 54 X], identically one on [ 12 X, X] and
has derivatives satisfying
g(ν)(t)  X−ν, ν = 0,1,2, . . . .
174 K. Liu, X. Ren / Journal of Number Theory 132 (2012) 171–181Then
S(X;α,β) =
∑
X/2<n1X
e
(
αn21 + βn1
)∑
n2
a(n2)g(n2)δ(n1 − n2), (2.1)
where
δ(n) =
{
1, if n = 0;
0, if n = 0.
Following [P], we use a decomposition of δ(n) by Duke, Friedlander and Iwaniec [DFI]. Let ω(t) be
a C∞ function on (0,∞), compactly supported on [X1/2,2X1/2] with derivatives satisfying
ω(ν)(t)  X− 12 (1+ν), ν = 0,1,2, . . . .
Further we normalize ω(t) by letting
∑∞
l=1ω(l) = 1. Write δl(t) = ω(l) − ω(|t|/l), then δ(n) =∑
l|n δl(n). Let S(m,n; c) be the classical Kloosterman sum
S(m,n; c) =
∑
u mod c
(u,c)=1
e
(
mu + nu¯
c
)
.
Since
1
l
∑
a mod l
e(an/l) = 1
l
∑
c|l
S(0,n; c) =
{
1, if l|n;
0, if l  n,
one has
δ(n) =
∞∑
l=1
δl(n)
1
l
∑
c|l
S(0,n; c) =
∞∑
c=1
S(0,n; c)
c(n), (2.2)
where

c(t) =
∞∑
r=1
(cr)−1δcr(t).
Let h(t) be a C∞ function supported on [−2X,2X] with h(0) = 1 and
h(ν)(t)  X−ν, ν = 0,1,2, . . . .
By (2.2) we obtain
δ(n) = δ(n)h(n) =
∞∑
c=1
S(0,n; c)
c(n)h(n).
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c(t) and δl(t), we
have 
c(n) = 0 for c > 2X1/2 and |n| 2X , which yields
δ(n) =
∑
c2X1/2
S(0,n; c)
c(n)h(n). (2.3)
Putting this in (2.1) we get
S(X;α,β) =
∑
c2X1/2
∑
X/2<n1X
e
(
αn21 + βn1
)
×
∑
n2
a(n2)g(n2)S(0,n1 − n2; c)
c(n1 − n2)h(n1 − n2). (2.4)
To continue the argument we ﬁrst suppose that a(n) is the Fourier coeﬃcients of a holomorphic
cusp form f of weight k for SL2(Z). Now we recall the Voronoi summation formula: If φ is compactly
supported on (0,∞), then
∑
n
a(n)φ(n)e(−dn/c) = 2π i
k
c
∑
m
a(m)e(d¯m/c)
∞∫
0
φ(t) Jk−1 
(
4π
√
mt
c
)
dt, (2.5)
where dd¯ ≡ 1 mod c and
Jν(x) = 1
π
π∫
0
cos(x sin θ − νθ)dθ
is the J-Bessel function of integral order ν . Hence (2.4) becomes
S(X;α,β) = 2π ik
∑
c2X1/2
c−1
∑
X/2<nX
e
(
αn2 + βn)
×
∑
m
a(m)S(m,n; c)H(m,n; c), (2.6)
where
H(m, x; c) =
∞∫
0
g(t)h(x− t)
c(x− t) Jk−1
(
4π
√
mt
c
)
dt. (2.7)
We remark that the function h(t) did not appear in [P]. Here we make a slight modiﬁcation, but
this brings no change to the following upper bound estimate of H(m, x; c) (see Section 3 of [P]): For
X/2< n X and any A > 0,
H(m,n; c)  X
c2
(
1+ mX
c2
)−A
.
Using this bound and taking A suﬃciently large, one can see that the summation over c  X1/2−ε or
m > Xε will contribute a small quantity in (2.6). Let Ĥ(m, y; c) be the Fourier transform of H(m, x; c).
By the Fourier inversion
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∞∫
−∞
Ĥ(m, y; c)e(−xy)dy,
we see that (2.6) becomes
S(X;α,β) = 2π ik
∑
mXε
a(m)
∞∫
−∞
∑
X1/2−ε<c2X1/2
c−1 Ĥ(m, y; c)
×
∑
X/2<nX
e
(
αn2 + βn − yn)S(m,n; c)dy + O (X−100). (2.8)
For estimate of Ĥ(m, y; c), we have the following result.
Lemma 2.1. Let m 1 and X1/2−ε  c  X1/2 , then we have
Ĥ(m, y; c)  Xmin(1+ |y|, (|y|X1−ε)−l)
for any ε > 0 and integer l 1.
Proof. By (2.7), we have
Ĥ(m, y; c) =
∞∫
−∞
H(m, x; c)e(xy)dx
=
∞∫
−∞
∞∫
0
g(t)h(x− t)
c(x− t) Jk−1
(
4π
√
mt
c
)
e(xy)dt dx
=
∞∫
0
g(t) Jk−1
(
4π
√
mt
c
)
e(yt)dt
∞∫
−∞

c(u)h(u)e(yu)du.
The integral over t is O (X), since Jν(x) ν (1+ x)−1/2. To estimate the integral over u, we ﬁrst note
that the integrand is compactly supported1 and so we can apply Corollary 20.19 in [IK] to f (u) =
h(u)e(yu) and then use (20.158) and (20.159) in [IK] with C2 = N = X to get
∞∫
−∞

c(u)h(u)e(yu)du = 1+ O
(
c−1X−
1
2
(
cX−
1
2 + |y|cX 12 )a) (2.9)
and
∞∫
−∞

c(u)h(u)e(yu)du 
(|y|cX 12 )−l + (|y|X)−l (2.10)
for any positive integers a and l. Let a = 1 in (2.9) we get the bound 1+|y|. Noting X1/2−ε  c  X1/2,
we see that the right-hand side of (2.10) is  (|y|X1−ε)−l . This proves Lemma 2.1. 
1 This is why we introduce the function h.
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X−1+2ε , by taking l suﬃciently large. Thus we may restrict the integration in (2.8) to |y|  X−1+2ε
up to a small error term and obtain
S(X;α,β)  X
∑
mXε
∫
|y|X−1+2ε
Σ(m, y)dy + X−100, (2.11)
where
Σ(m, y) =
∑
X1/2−ε<cX1/2
c−1
∣∣∣∣ ∑
X/2<nX
S(m,n; c)e(αn2 + (β − y)n)∣∣∣∣. (2.12)
Now we suppose that a(n) = au(n) is the Fourier coeﬃcients of a Maass cusp form u with Laplacian
eigenvalue 14 + r2 for SL2(Z). Replace (2.5) by the Voronoi-type formula (4.1) and (4.2) in [P] and then
use the decomposition 
c(n −m) = 
ec(n,m) + 
oc (n,m) where

ec(n,m) =

c(n −m) + 
c(n +m)
2
, 
oc (n,m) =

c(n −m) − 
c(n +m)
2
,
one will proceed to the inequality (2.11) by argument similar to the holomorphic case (see [P]).
3. Proof of Proposition 1.3
We start from (2.11). To deal with the inner sum over n in (2.12), we quote the following result
(see Section 2 in [P]).
Lemma 3.1. Let c1 be the largest square-free factor of c ∈ N such that c = c1c2 , (c1, c2) = 1. Then for any
ε > 0 and β ∈ R, we have
∑
1nX
S(m,n; c)e(αn2 + βn)ε (Xc) 12+ε + T 12 (3.1)
with
T = (m, c) 12 τ 2(c1)c
1
2
1 c2
∑
c=c3c4
c
1
2
4
∑
u mod c3
(u,c3)=1
∑
1h<X
min
{
X,
(
2
∥∥∥∥2αh + uc3
∥∥∥∥
)−1}
. (3.2)
Here ‖x‖ denote the distance from x to the nearest integer.
By usual treatment, the innermost sum in (3.2) is  (X/q+ 1)(X +q logq). Treating the remaining
sums in (3.2) trivially, and putting back to (3.1) and (2.12), then (1.9) follows from (2.11) (see Section 2
of [P]).
In the following argument we will treat (3.2) in a more delicate way and this will lead to the
estimate in (1.10).
Lemma 3.2. Let M  2. Then for any ε > 0, there exists a smooth function G(M, x), which is periodic with
period one and satisﬁes
min
(
M,‖x‖−1) G(M, x).
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G(M, x) =
∑
n
b(n)e(nx)
with coeﬃcients satisfying b(n)  logM and
∑
|n|>M1+ε
∣∣b(n)∣∣A,ε M−A
for any constant A > 0.
Proof. See Tolev [T], in which an explicit G(M, x) is constructed. 
Lemma 3.3. Let f (n) denote the largest square-free factor of n such that ( f (n),n/ f (n)) = 1. Then we have
∑
nX
f −
1
4 (n)  X 34 (3.3)
and
∑
nX
f −
1
2 (n)  X 12 log X . (3.4)
Proof. We ﬁrst prove (3.3). Let F1(s) =∑∞n=1 f −1/4(n)ns . By the multiplicity of f (n), for s > 1, we have
F1(s) =
∏
p
(
1+ 1
ps+1/4
+ 1
p2s
+ 1
p3s
+ · · ·
)
= ζ
(
s + 1
4
)
G1(s), (3.5)
where
G1(s) =
∏
p
(
1− 1
ps+1/4
)(
1+ 1
ps+1/4
+ 1
p2s
+ 1
p3s
+ · · ·
)
=
∏
p
(
1+ 1
p2s
− 1
p2s+1/2
+ 1
p3s
− 1
p3s+1/4
+ 1
p4s
− 1
p4s+1/4
+ · · ·
)
=
∞∑
n=1
g1(n)
ns
.
It is easy to see that the last Dirichlet series is absolutely convergent in s > 1/2. Comparing coeﬃ-
cients of the Dirichlet series in (3.5) we obtain
f −
1
4 (n) =
∑
kl=n
k−
1
4 g1(l).
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∑
nX
f −
1
4 (n) =
∑
klX
k−
1
4 g1(l) 
∑
lX
∣∣g1(l)∣∣ ∑
kX/l
k−
1
4  X 34
∑
lX
|g1(l)|
l3/4
 X 34 .
One can prove (3.4) in a similar way. Write F2(s) =∑∞n=1 f −1/2(n)ns . Then
F2(s) =
∏
p
(
1+ 1
ps+1/2
+ 1
p2s
+ 1
p3s
+ · · ·
)
= ζ
(
s + 1
2
)
ζ(2s)G2(s)
with
G2(s) =
∏
p
(
1− 1
ps+1/2
)(
1− 1
p2s
)(
1+ 1
ps+1/2
+ 1
p2s
+ 1
p3s
+ · · ·
)
=
∞∑
n=1
g2(n)
ns
.
The last series is absolutely convergent in s > 1/3. Thus
f −
1
2 (n) =
∑
kl2m=n
k−
1
2 g2(m),
and hence
∑
nX
f −
1
2 (n) =
∑
kl2mX
k−
1
2 g2(m) 
∑
mX
∣∣g2(m)∣∣ ∑
l2X/m
∑
kX/(ml2)
k−
1
2  X 12 log X . 
Now we are ready to prove Proposition 1.3. By (2.11) we need to estimate Σ(m, y) for m Xε and
y ∈ R. By (2.12) and (3.1), we have
Σ(m, y)  X 34+ε +
∑
X1/2−ε<cX 12
c−1T
1
2 ,
where T is deﬁned by (3.2). By Lemma 3.2 we have, for m  Xε ,
T  Xεc
1
2
1 c2
∑
c=c3c4
c
1
2
4
∑
1h<X
∑
u mod c3
G
(
X,2αh + u
c3
)
= Xεcc−
1
2
1
∑
c=c3c4
c
1
2
4
∑
1h<X
∑
u mod c3
{
b(0) +
∑
|n|1
b(n)e
(
2nαh + nu
c3
)}
 |T0| + |T1| + |T2| + X−100,
where c1, c2 are deﬁned as in Lemma 3.1, and
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1
2
1
∑
c=c3c4
c
1
2
4
∑
1h<X
∑
u mod c3
b(0),
T1 = Xεcc−
1
2
1
∑
c=c3c4
c
1
2
4
∑
1h<X
∑
u mod c3
∑
1nX1+ε
b(n)e
(
2nαh + nu
c3
)
,
T2 = Xεcc−
1
2
1
∑
c=c3c4
c
1
2
4
∑
1h<X
∑
u mod c3
∑
1nX1+ε
b(−n)e
(
−2nαh − nu
c3
)
.
Therefore
Σ(m, y)  X 34+ε +
2∑
i=0
∑
X1/2−ε<cX 12
c−1|Ti | 12 .
It is easy to see that
∑
X1/2−ε<cX1/2
c−1|T0| 12  X 12+ε
∑
X1/2−ε<cX1/2
c−
1
2 c
− 14
1
( ∑
c=c3c4
c3c
1
2
4
) 1
2
 X 12+2ε
∑
X1/2−ε<cX1/2
c
− 14
1  X
7
8+2ε,
by Lemma 3.3.
The contribution of T1 and T2 to Σ(m, y) can be estimated in a similar way. Using the orthogo-
nality of additive characters and the elementary estimate
∑
nX e(ξn)  min(X,‖ξ‖−1), we get
T1  Xεcc−
1
2
1
∣∣∣∣ ∑
c=c3c4
c3c
1
2
4
∑
1h<X
∑
1nX1+ε
c3|n
b(n)e(2nαh)
∣∣∣∣
= Xεcc−
1
2
1
∣∣∣∣ ∑
c=c3c4
c3c
1
2
4
∑
1kX1+ε/c3
b(c3k)
∑
1h<X
e(2c3kαh)
∣∣∣∣
 Xε(log X)c2c−
1
2
1
∑
c=c3c4
c
− 12
4
∑
1kX1+ε/c3
min
(
X,‖2c3kα‖−1
)
.
Hence by Cauchy’s inequality
( ∑
X1/2−ε<cX1/2
c−1|T1| 12
)2
 X2ε
( ∑
X1/2−ε<cX1/2
c
− 12
1
)
×
∑
X1/2−ε<c3c4X1/2
c
− 12
4
∑
1kX1+ε/c3
min
(
X,‖2αc3k‖−1
)
. (3.6)
By Lemma 3.3
∑
1/2−ε 1/2
c
− 12
1  X
1
4+ε.X <cX
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
∑
c4X1/2
c
− 12
4
∑
X1/2−ε/c4<c3X1/2/c4
∑
kX1+ε/c3
min
(
X,‖2αc3k‖−1
)

∑
c4X1/2
c
− 12
4
∑
lX1+ε
τ (l)min
(
X,‖2αl‖−1)
 X 14+ε
(
X1+ε
q
+ 1
)
(X + q logq)
 X 54+2ε(logq)
(
X
q
+ q
X
)
.
Therefore
∑
X1/2−ε<cX1/2
c−1|T1| 12  X 34+3ε
(
X
q
+ q
X
) 1
2
.
Similarly we have
∑
X1/2−ε<cX1/2
c−1|T2| 12  X 34+3ε
(
X
q
+ q
X
) 1
2
.
Collecting these estimates, for Σ(m, y) given by (2.12) with m Xε and y ∈ R , we obtain
Σ(m, y)  X 78+ε + X 34+3ε
(
X
q
+ q
X
) 1
2
.
Putting this back to (2.11) we ﬁnish the proof of Proposition 1.3.
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