A key role in inference is played by randomization, which has been extensively used in clinical trials designs. Randomization is primarily intended to prevent the source of bias in treatment allocation by producing comparable groups.
Introduction
The origin of randomization in experimental design can be dated back to its application in psychophysics research in the late nineteenth century. However, systematic studies on the role of randomization began with Ronald Aylmer Fisher (1890 Fisher ( -1962 , who is credited with the promulgation of the randomization principle as pointed out by the philosopher Ian Hacking (Hacking 1988) . In fact randomization was not widely recognized or accepted until Fisher applied it to agricultural research starting in the 1920's (Lee, Chen et al. 2012 ).
Much of the theoretical research related to randomization has been conducted in the domain of its application to clinical trials. The trial conducted by the (Medical Research Council 1948) to test the efficacy of streptomycin for the treatment of pulmonary tuberculosis is generally considered as the first application of randomization to clinical trials (Hall 2007) .
Since then, the clinical trial with randomization (i.e. randomized trial) has increasingly gained popularity. In the late nineties they became the methodological cornerstone of the evidence-based medicine movement (Sackett, Rosenberg et al. 1996) and systematic reviews of randomized trials were placed at the apex of the evidence pyramid (Rosner 2012 ).
Fisher's requirement of randomization (1935) initiated a methodological revolution in experimental research. In his view randomization accomplished two tasks, one essentially qualitative and the other more technical: it eliminated bias and it enabled a valid basis for inference.
In a clinical trial, properly implemented randomization promotes comparability of treatment groups by eliminating the (selection) bias that can be introduced by selecting specific patients to receive a specific treatment. Randomization, however, brings a high probability of comparability with respect to unknown important covariates as well. Fisher's second reason for requiring randomization was that it provided a firm probability base for statistical inference relying on the randomization itself rather than on assumptions concerning the data generating process. Because treatments are assigned to patients using random number generators, the rules of probability could be invoked, and the likelihood that the result is not due to chance could be evaluated.
The first principle of randomization, "comparing like with like" is largely uncontroversial (Cox 2009 ). The possibility of bias in treatment allocation, in implementation, and in assessment of outcomes arises in many contexts in which subjectivity is even marginally involved and randomization is often the most effective way of avoiding such biases. Failure to randomize properly opens the door for confounding to walk in and may fatally compromise a clinical trial.
The second principle of randomization is a matter of question according to which statistical framework is chosen, whether frequentist of Bayesian. In a nutshell: Bayesian statistics is about making probability statements whereas frequentist statistics is about evaluating probability statements (Gelman 2008 ).
The role for randomization was challenged from a Bayesian point of view by Savage (Savage 1962) and several arguments have been put forward to criticize the role of randomization is necessary for scientific validity (Urbach 1993; Worrall 2007) This paper aims to offer a view of randomization from the perspective of both frequentist and Bayesian statistics and discuss adaptive randomization as point of encounter for an ethical evaluation of clinical trials.
Randomization and inference

Frequentist
The concept of a population model most commonly underlies the development of a statistical test.
In an experimental setting, this model assumes that the sample of patients is representative of a reference population and that the patients' responses for the outcome variable are independent and identically distributed (i.i.d.) from a distribution dependent on unknown population parameters. In the population model, nE and nC patients are randomly drawn from an infinite population of patients on treatment E and treatment C, respectively. Then patients' responses can be regarded as i.i.d. according to some probability distribution.
The likelihood function is central to the process of estimating the unknown population parameters as it measures the support provided by the data for each possible value of the parameter.
Under complete or restricted randomization, the treatment assignments are independent of patient responses and consequently of the population parameter, say , of interest (this will not be the case for response-adaptive randomization presented in the next section). Furthermore, responses depend only on the treatment assigned and are i.i.d. under a population model (Lachin 1988) . Relying on these facts, it can be shown (Rosenberger and Lachin 2016) that the likelihood of the data after n patients randomized and evaluated for the outcome, Ln, reduces to where yi and ti are the realized treatment assignments and responses from the i-th patient.
Note that the likelihood is identical for any arbitrary sequence of treatment assignments, including non-random sequences.
Unfortunately, the assumption that patients are randomly drawn from an infinite population of patients on a given set of treatments (say, E and C) is hardly tenable in a clinical trial because patients are recruited from various sources by a non-random selection of sites and upon fulfilment of inclusion criteria and of requirement of informed consent. Therefore, the lack of a formal sampling basis does not justify the application of population models to clinical trials (Berger 2000) .
Another approach to inference is based on the so-called randomization model that considers the probabilities of treatment assignment and their dependencies, if any.
The main difference between the randomization model and the population model lies in how they treat the outcome variable of interest and the assignment to treatment: in the former model the outcome is fixed and the treatment assignments (design points) are random; in the latter, the outcome variable is random at fixed values of the design points (Rosenberger and Lachin 2016) .
Under the randomization model, assumption-free statistical tests for the equality of the treatments among the n patients actually enrolled, known as Fisher randomization tests (Fisher 1935) , may be used.
The null hypothesis of a randomization test is that the assignment of treatment E versus C has no effect on the responses of the n patients. This probability statement is very different from a null hypothesis under a population model, which is typically about the equality of parameters from known distributions. Under the null hypothesis of randomization test, a patient's observed response is what would have been observed regardless of whether treatment E or C had been assigned. Then the observed difference between the treatment arms depends only on the way in which the n patients were randomized. Thus, given a randomization sequence and the associated responses for the outcome variable, a randomization test of the treatment effect can be built by permuting the sequence in all possible ways according to the randomization mechanism underlying it.
As stated in (Lachin 1988) , statistical inference in a clinical trial must be viewed as a two-step process. The first step is to determine whether there is a difference between treatments and the randomization test provides an assumption-free test to answer this question. The second step is to ascertain the extent to which the observed results can be applied to the hypothetical population from which these patients arose. For this, it is necessary to invoke a population model. In this perspective, randomization-based inference may be seen as a useful alternative to, or complement
to, traditional population model-based methods.
However, it worth mentioning that even if randomization minimizes unmeasured confounding when comparing treatment groups this could be not the case when analysing post-randomization factors, such as mediation variables. In fact, randomization in principle could not preclude potential confounding of the mediation relationships between a non-randomized factor and the outcome (Holland 1986 ).
Bayesian
In the Bayesian framework, the interest is in the inductive or subjective probabilities, which are computed through the Bayes Theorem.
For drawing inference, if the assignment mechanism, i.e. the mechanisms used to select experimental units and assign treatments, is not ignorable, then it must be modelled itself. The explicit inclusion of the assignment mechanism as random variable is pivotal in the Bayesian framework (Rubin 1991) .
The distribution represents the probability of the treatment assignment given the data ( and it reflects the mechanisms that select the experimental units to assign to treatments. Thus is the joint probability density function of the observations given and is the conditional distribution of given the choice of the families of the models and .
For the sake of simplicity, here we consider the recording mechanism, i.e. the missing data-process, as ignorable. This is a choice justified by the fact that often unit labels, times of initiation of treatments and other aspects thought a priori to be uninteresting are not recorded. Such a priori decisions are completely specified, implying that the recording mechanism, i.e. which values are recorded for data analysis, is ignorable (Rubin 1978) .
Since the conditional distribution of given reflects a state of nature, the model is not under the researchers' control. However, the assignment mechanism in a context of clinical trials can be under the researchers' control, since they can assign treatments to the patients.
To be ignorable, the assignment mechanism must take the same known value for all the unknown values (Rubin 1978) . For example, in a sequential adaptive clinical trial, where the next patient receives the treatment based on past data, all values used in making the decision must be recorded. Similarly, in a randomized controlled clinical trial the distribution of the matching variables (i.e. age, sex etc.) must be recorded. On the contrary if the researchers assign the patients to a treatment according to their unrecorded clinical evaluation, or the patients select the treatment themselves, the assignment mechanism is not ignorable. Of course, the choice of the recording mechanism can make the assignment mechanism not ignorable, except in the case of a simple random sampling followed by a randomized experiment, i.e. when .
Even if non-ignorable assignment mechanisms can be incorporated into the model leading to valid
Bayesian inference, they pose greater problems then ignorable ones. In fact, it is common practice to choose vague prior distributions to reflect weak prior dependencies between parameters or to stretch out informative prior for computational reasons.
However, in general inference is very sensitive to prior specifications when the assignment mechanism is non-ignorable even with no imbalance in the distribution. Let's consider an example for explaining the role that randomization plays in the sensitivity of the posterior distribution.
Consider two treatments E and C and consider the estimation of an average treatment effect in a small sample using a non-informative prior on the distribution of outcomes under each of the two treatments. The mechanism of assignment to each treatment has an effect on the variance of the posterior distribution. In fact, assigning randomly half of the subjects to each treatment is generally better than assigning each subject independently to the treatment, for example by flipping a coin.
This happens because the expected posterior variance of the parameter of interest is smaller with balanced groups, i.e. equal number of subjects in each treatment group.
For example, compare the following two designs: assignment of the subjects to each treatment E or C at random or the systematic design ECECECCECECE. Both designs are ignorable given the covariates and thus a Bayesian inference of the outcome given the covariates is valid. However, the randomized design is ignorable even not given the covariates. Under the randomized design, the Bayesian analysis that pretends covariates are unknown is still valid, yielding a posterior predictive distribution . While pretending covariates are now observed, the posterior distribution can be updated to produce Since both analyses are correct given their respective states of knowledge, they are expected to be consistent with each other with more precise, i.e.
smaller variance, than . If this is not, then the modelling assumptions should be reconsidered.
This extra step of model examination cannot be carried out under the systematic design without explicitly averaging over the distribution of the covariates. Thus, a randomized design increases the capability of performing posterior predictive checks (Gelman, Carlin et al. 2014) .
Randomized allocation of patients to treatment has its own advantages, from a statistical point of view as well as from a clinical point of view since it allows for matching the trial groups. However, in the Bayesian framework the randomization, beyond being not necessary, is not even always the best mechanism of allocation of patients in the groups.
Adaptive randomization: point of encounter?
Clinical trials present a unique situation in which health-related interventions (i.e. drugs, biologics,
etc.) are being tested for safety and efficacy. Until an intervention is proven to be effective and adequately safe, or ineffective or harmful, or just ineffective, the physician is in a state of equipoise:
a state of genuine uncertainty about which experimental treatment is more effective (Hey and Truog 2015) . In principle, it is ethical to employ randomization in a state of true equipoise. However, clinical trials, as experiments on humans, fed a heated debate on the ethics of randomization (Saxman 2015) . The simplified key question is whether one should use equal randomization ratio (say 1:1 in case of two treatment groups) throughout the recruitment. Proponents of the application of equal randomization claim that equipoise should be retained until trial completion. Opponents advocate to vary the randomization ratio as trial data gets available. In other words, to specify randomization probabilities of treatment assignments conditional on the history of previous patients' treatment assignments, responses and/or covariates.
It is this ethical appeal that has motivated the research and application of adaptive randomization.
Adaptive randomization alters the probability of patient allocation to different arms in order to meet a variety of objectives, while protecting the study from bias and preserving inferential validity of the results (Rosenberger 2010) .
To motivate the use of adaptive randomization techniques in clinical practice, consider a two-arm clinical trial comparing an experimental treatment versus control. The most random procedure is the completely randomized design for which each subject is randomized between treatment arms with 0.5 probability and the assignments are mutually independent. This procedure balances treatment assignments asymptotically. However, it may likely result in large departures from balance in small samples (Cumberland and Royall 1988) and a randomization procedure which corrects such deviations is advisable. Furthermore, if accumulating trial data shows one treatment to be more promising, a randomization procedure which increases the probability of allocating patients to that treatment arm may be used.
In general, at the study start, all treatment arms have the same allocation ratio. As soon as information on outcomes is available, the randomization ratio can change to achieve a variety of objectives, including: i) correcting a chance deviation from the intended allocation ratio (i.e., restricted or treatment-adaptive randomization); ii) increasing the probability of assignment to the more effective or safe treatment (i.e., response-adaptive randomization); iii) balancing covariates (risk factors that modify the probability of an outcome) across different treatment arms (i.e., covariate-adaptive randomization). Some adaptive randomization procedures combine multiple methods such as the covariate-adjusted response-adaptive randomization.
Frequentist
We refer the reader to the book by (Rosenberger and Lachin 2016 ) for a technical survey of statistical methodologies for adaptive randomization.
Starting from the pioneering work of Efron's biased coin design (Efron 1971) , restricted randomization methods, have been suggested in the literature in order to sequentially force the assignment toward balance by taking into account the history of previous allocations. At each step, the biased coin designs randomize the assignment by means of the tossing of a biased coin that favours the treatment under-represented. The bias of the coin, p, represents a trade-off between balance and predictability.
(Wei and Durham 1978) were probably the first to discuss response-adaptive randomization. They proposed the so-called randomized play-the-winner rule which relies on the urn model and can be described as follows: at the outset, the figurative urn contains equal numbers of balls of each colour, with each colour associated to a different treatment group. Over time, the urn contains more and more balls with colours representing the arms with the more beneficial treatment, resulting in allocation of more patients to the most promising treatments.
This rule was used to design a paediatric trial of extracorporeal membrane oxygenation (ECMO), which compared the ECMO therapy versus the standard therapy (Bartlett, Roloff et al. 1985) .
Unfortunately, the trial provided very little information about survival rates of the two treatments.
Out of 12 patients, only one was assigned to the standard therapy and died, whereas all 11 infants who were randomized to ECMO treatment survived. The main reason for the failure of the ECMO trial was the trial's small sample size and the poor operating characteristics of the play-the-winner rule, in particular, the rule's high variability and dependence on the initial composition of the balls in the urn (Rosenberger and Lachin 1993) . Unfortunately, to this day, many investigators use the ECMO trial example as a reason to not to perform response-adaptive randomization at all.
The randomized play-the-winner is a heuristic procedure, while others exist based on optimal allocation targets. It must be noted that the adaptation of treatment allocation skews the treatment assignment and creates a dependency in collected data, thus reducing the statistical power to draw conclusions on treatment effect. Therefore, an optimal design of response-adaptive trials should consider both statistical power and the proportion of patients assigned to the more promising treatment. Several optimality criteria have been proposed to look for optimal allocations for response-adaptive designs in the consideration of statistical power. For example, the criterion proposed by Rosenberger, Stallard, Ivanova, Harper and Ricks (RSIHR) (2001) is to minimize the expected number of treatment failures while keeping the conditional variance of the Wald test statistic at a fixed level.
The techniques for achieving covariate balance (i.e. covariate-adaptive randomization methods) encompass stratified (block) randomization, minimization, and dynamic hierarchical randomization (Lin, Zhu et al. 2015) .
Bayesian
The natural capability of the Bayesian designs to deal with accumulated data as the trial progresses may be used for enabling dynamic allocation to experimental arms and dropping ineffective arms.
This flexibility results in a potentially more efficient trial framework by increasing the probability of enrolment to arms that show evidence of efficacy.
Suppose the trial objective is to compare two treatments and patients are enrolled in sequential groups. Assume is the response rate, is the number of responders, and is the total number of patients for treatment . Based on the standard binomial distribution, the distribution of the number of responders follows a Binomial distribution, and a conjugate beta prior distribution is usually chosen. In this scenario, the posterior distribution of is still a Beta distribution whose parameters are updated to the number of responders and the number of non-responders . A decision rule can be set to compare the response rate between the two treatments. For example, treatment 1 can be declared superior than treatment 2 if
The standard study design randomizes with ratio 1:1 between the two treatments and compare the result at the end of study. On the other hand, an adaptive randomized procedure assumes that patients are enrolled over time and the interim results to can be used to preferentially allocate more patients into the more effective arm with a probability of allocation to treatment 1 given by .
The case with corresponds to the scenario of equal randomization, whereas the case with becomes the play-the-winner design (Berry, Bradley et al. 2010 ).
The Patient Assisted Intervention for Neuropathy: Comparison of Treatment in Real Life Situations
(PAIN-CONTRoLS) is an illustrative trial of Bayesian adaptive randomization (Brown, Gajewski et al. 2016) . PAIN-CONTRoLS trial is aimed at identifying which drug is most effective in reducing pain in patients with cryptogenic sensory polyneuropathy (CSPN). Pain at 12 weeks after study enrollment is the primary endpoint. Study participants are randomized to one of four drugs and pain is measured at 4, 8 and 12 weeks. Each participant at each measurement time is rated as keeping taking the drug or quitting due to lack of efficacy or adverse events.
After an initial phase where 80 participants are randomized with ratio 1:1:1:1 to the four arms (20 participants for arms), forward patients are allocated to one of the arms according to the posterior probabilities obtained from the data collected on the previous participants.
One way to increase the study efficiency is to incorporate stopping rules. Based on the interim result, if there is convincing evidence that one treatment is better than another, there is no need to continue the study, allowing better treatments to be adopted earlier.
In the PAIN-CONTRoLS trial, at each update at the 12-week visit a decision is made on whether the best drug is identified according to the rule that the posterior probability of the most effective drug is at least 0.925. Furthermore, any arm with posterior probability of no more than 0.01 is designated as loser with no more patients allocated to that arm. On the contrary, under the frequentist setting, the sequential stopping and the response-adaptive randomization are typically carried out separately because of complications that arise from dependence among the observations, which makes it difficult to justify the asymptotic properties of the design.
By carefully calibrating the design parameters, the loss of the statistical power due to groups imbalance can be controlled. At this stage, a key role in the adaptive randomization process is played in fact by the prior distribution.
A simulation carried out to assess the operating characteristics of the PAIN-CONTRoLS trial showed that in the scenario of one best drug, the type I error is approximately 5% and the power is about 94% with an average of 266 patients enrolled, below the 400 patients foreseen, half of them receiving the best treatment.
Discussion
Each method of randomization has properties that are better suited to specific applications than others. Thus, the choice of a randomization procedure and its implementation depend in part on the design features of the study.
Frequentism fits naturally with the regulatory "gate-keeping" role, through its insistence on procedures that perform well in the long run regardless of the true state of nature. And indeed, frequentist operating characteristics (Type I error and power) are key elements to regulators.
Although the Bayesian framework yield only incremental improvements over the frequentist's counterparts, it provides a uniform way of setting up complex problems, parameter estimation, and inference making. Bayesian framework also allows more flexible study conduct, such as dropping ineffective treatments and adding new treatments, because the inference is based on the data (conformed with the likelihood principle) and does not depend on a fixed sampling plan.
Randomization and balance are conflicting requirements and a suitable trade-off between optimality and predictability is crucial, for stopping a clinical trial at any time under an excellent inferential setting. In fact, while complete randomization prevents the selection bias of patients, it may led to imbalance distribution of some known prognostic covariates across groups.
On the other hand, treatment assignment based on the knowledge of patients' covariates can introduce a bias arising from the predictability of treatment allocation.
Covariate-adapting allocation procedure are considered an acceptable alternative to random assignment for achieving a compromise between balance and selection bias..
The Bayesian approach is a natural way to incorporate available data as a prior for decision making and therefore is advocated in response-adaptive randomization for clinical trials (Biswas, Liu et al. 2009 ). As acknowledged by (Thall and Wathen 2007) there is a large body of literature on adaptive randomization methods, both frequentist and Bayesian. Nevertheless, actual application of these methods to conduct clinical trials has been quite limited.
The adaptive randomization addresses the conflict between the common practice of using randomization versus the decision theoretic setup that would assign to the patients the optimal treatment. Utility based decision theoretic approaches to clinical trials provides a useful framework for ethical evaluation of clinical trials. A decision theoretic model is made of the space of all potential decisions, a utility (or loss) function and a probability model (Spiegelhalter, Abrams et al. 2004 ).
In this setting, the Bayesian inference provides a natural context to perform a formal decision theoretical approach, considering as probability model the posterior predictive model conditional on historical data.
An important aspect of fully decision theoretic approaches is the implication about randomization.
Is a randomized decision justifiable for maximizing expected utility? As an extreme case, if a decision is equal in term of expected utility to decision then a random selection among them is justifiable, giving room to the frequentist inference, which does not require a model of outcomes but it does require a model of assignment (Christen, Muller et al. 2004; Lee et al. 2013) .
However, such justification lacks the main motivations that leads researchers to choose randomization, which is to avoid biases arising from confounding and lurking variables. (Berry and Kadane 1997) proposed a formal justification of randomization by considering the impact of unknown covariates.
The relative merit of the Bayesian and frequentist approaches continues to be the subject of debate in statistics and other scientific fields. Regarding the two paradigms, we agree with (Lee and Chu 2012 ) that Bayesian and frequentist approaches offer complementary views and the future will be cooperative at least on a practical level as recommended by (Little 2006 ) who suggests, based on the strengths and weaknesses of the two approaches, that inferences under a particular model should be Bayesian, but model assessment should involve frequentist ideas.
