The purpose of this research was to investigate the potential effectiveness of digital speech processing and pattern recognition techniques for the automatic recognition of gender from speech segments. In this paper "coarse" acoustic coefficients (autocorrelation, linear prediction, cepstrum, and reflection) were used to form test and reference templates for 
INTRODUCTION
Human listeners appear capable of extracting information from the acoustic signal beyond just the linguistic message. Listeners are generally able to identify clues about the speaker's personality, emotional state, gender, age, dialect, accent, and the status of his/her healthß Current automatic speech and speaker recognition systems are far less capable than human listeners. Computerized speech recognition and speaker verification can be accomplished but only under highly constrained conditions. Factors that limit automated speech and speaker recogmtlon systClll• 111ClUUC •JUl to identify acoustic features sensitive to the task and yet robust enough to accommodate speaker articulation differences, vocal tract differences, phonemic substitutions or deletions, prosodic variations, and other factors that influence our recognition ability. More insight and systematic study of intrinsically effective speaker discrimination features are neededß A series of small experiments should be done so that the experimental results will be mutually supportive and will lead to overall understanding of the combined effects of all the parameters that are likely to be present in actual situations (Rosenberg, 1976 ; Committee on Evaluation of Sound Spectrograms, 1979). One such problem is gender recognition or classification using acoustic features extracted from speech. An automatic gender recognition technique could assist the development of speaker-independent speech recognition systems, help identify acoustic features important for synthesizing male and female voices, and provide guidelines for identifying acoustic features related to dialect, accent, age, health, and other speaker idiosyncratic characteristics (Childers etal., 1987 (Childers etal., , 1988 ).
The differences between male and female voices depend upon many factors. Generally, there exist three types of parameters: physiological and acoustical, which can be measured objectively, and perceptual, which is subjective but can be assessed psychophysically. Many physiological parameters of the male and female vocal apparatus have been determined and compared. Fant (1976) showed that the ratio of about 0.87, and Hirano et al. (1983) showed that the ratio of the length of the female vocal fold to that of the male is about 0.8. Titze ( 1987 Titze ( , 1989 reported that, anatomically, the female larynx also differs from the male larynx in thickness, angle of the thyroid laminae, resting angle of the glottis, vertical convergence angle in the glottis, and in other ways.
The differences in physiological parameters can lead to differences in acoustical parameters. When comparing male and female formant patterns, the average female formant frequencies are roughly related to those of the male by a scaling factor that is inversely proportional to the overall vocal tract length. On the average, the female formant pattern is said to be scaled upward in frequency by about 20% compared to the average male formant pattern. Peterson and Barney (1952) measured the first three formant frequencies present in ten vowels spoken by men, women, and children. They reported that male formants were the lowest in fre-quency, women had a higher range, and children had the highest. Schwartz (1968) also demonstrated that the gender of an individual can be identified from voiceless fricative phoneroes such as [s] and If].
The higher speaking fundamental frequency (pitch) range of the female speaker is quite well known. There is general agreement that the fundamental frequency is an important factor in the identification of gender from voice (Carlson 1981 During the last few years, measuring the area of the glottis as well as estimating the glottal volume-velocity waveform have become research topics of interest (Cheng and Guerin, 1987; Holmberg et al., 1988) . It is well known that the shape of the glottal excitation wave is an important factor that can affect speech quality (Rothenberg, 1981; Childers and Wu, 1990 ). The wave shape produced by male subjects is typically asymmetrical and frequently shows a prominent hump in the opening phase of the wave (due to source-tract interaction), while the female waveform tends to be symmetric with no hump during the opening phase, indicating less or no source-tract interaction (Fant, 1979) . The closing portion of the wave generally occupies 20%-40% of the total period and there may or may not be an easily identifiable closed period (Monsen and Engebretson, 1977) . Holmberg et al. (1988) found statistically significant differences in male-female glottal waveform parameters. In normal and loud voices, female waveforms indicated lower vocal fold closing velocity, lower ac flow, and a proportionally shorter closed phase of the cycle, suggesting a steeper spectral slope for females. For softly spoken voices, spectral slopes are more similar to those of males.
The perceptual parameters or strategies used to make decisions concerning male/female voices are not delineated in the literature, although making this discrimination appears to be performed routinely by human listeners (O'Kane, 1987). It is hypothesized that a limited number of perceptual cues for classifying voices can be identified by listeners, and these cues may include some sociological factors such as cultural stereotyping. Singh and Murry (1978) and Murry and Singh (1980) investigated the perceptual parameters of normal male and female voices. They found that the fundamental frequency and formant structure of the speaker appeared to carry information that listeners used to assess voices. For example, effort, pitch, and nasality were the perceptual parameters used to characterize female voices while male voices were judged on the basis of effort, pitch, and hoarsehesS. The authors suggested that listeners may use different perceptual strategies to classify male voices than they use to classify female ones. Coleman (1976) also suggested that there was a possibility of a gender-specific listener bias for one acoustic characteristic or for one gender over the other.
Many researchers also believe melodic (intonation, stress, and/or coartieulation) cues are speech characteristics associated with female voices. Furthermore, the female voice is typically more breathy than the male voice (Klatt, 1987; Klatt and Klatt, 1990 ).
In summary, despite the fact that considerable knowledge is available in the literature about physiological, anatomical, and acoustical differences between male and female voice characteristics, only one attempt has been made to automatically classify male/female voices by objective feature measurements (Childers et aL, 1987 (Childers et aL, , 1988 . Previous research has used subjective listening tests to discriminate gender from speech. However, the results of the listening tests may depend on the gender distribution of the listening panel because males and females may use different judging strategies. Consequently, the conclusions reached from listening tests may be biased (Coleman, 1976; Carlson, 1981 ) . Objective gender recognition techniques may assist other speech and speaker recognition procedures, as mentioned above.
The purpose of this study was to determine the effectivehess of digital speech processing and pattern recognition techniques for eventually developing an automarie gender recognition system. Emphasis was placed on the investigation of various objective acoustic parameters and distance (6) The complete speech protocol consisted of 27 tasks, but this study was concerned only with ten sustained vowels, which for typing convenience we denote as/IY, I, E, AE, A, OW, U, OO, UH, ER/, five sustained unvoiced fricatives /H, F, THE, S, SH/, and four sustained voiced fricatives/V, TH, Z, ZH/. This notation is adopted from Rabiner and Schafer (1978) . The subjects were instructed to pronounce (and sustain) each vowel as it would be pronounced in the following words, respectively: beet, bit, bet, bat, Bob, b_o-ught, book, boot, but, Be_.
•. Similar instructions were given for the fricatives for which the cue words for the unvoiced and voiced fricatives, respectively, were hat, fix, thick, sat, ship, van, this, zoo, azure.
(7) The duration of each vowel and fricative approximated 2 s.
A detailed record was not obtained of each speaker's dialect. However, we did record the region, state, or country in which each speaker was raised. Five speakers were born in foreign countries but were raised in the U.S. from age 3-5. The majority of speakers (17) were raised in Florida; next was Ohio (5), Pennsylvania (4), Illinois (3), with others from the west coast, midwest, and the east coast. American English was the native language of all speakers except two; these two speakers were bilingual with no perceptible accent when they spoke English. A few of the U.S. born speakers were also bilingual having learned both Spanish and American English simultaneously; no accent was perceptible. Two colleagues in the University of Florida, Department of Speech, assisted in the data collection and describe the overall speaker's dialect as General American.
B. Analysis
Only the acoustic data were analyzed in this study. The LPC coefficient calculations used a total of six frames from the data record for each utterance. The first two frames were selected from near the voice onset of the utterance, the second two frames from the middle of the utterance, and the last two frames from near the voice offset of the utterance. The six sets of coefficients obtained from these six frames were averaged to give a template coefficient for each sustained utterance. The reason for this choice of data frame locations was to make the templates more robust so that we might determine their usefulness for use with continuous speech.
A possible automatic gender recognition system is shown in Fig. 1 . Aspects of this figure were used in our pilot study (Childers et al., 1987 (Childers et al., , 1988 and were used in this study.
One of the key issues in developing a recognition system is to identify appropriate feature vectors and distance measures for calculating the separation between feature vectors that will support good recognition performance. Several acoustic parameters were considered as feature vector candi- In addition we considered fundamental frequency and formant (FFF) information. This set of features consisted of frequencies, bandwidths, and amplitudes of the first, second, third, and fourth formants and the fundamental frequencies of vowels (but not of fricatives). Formant information was obtained by a peak-picking technique, using an FFT of the LPC coefficients. Fundamental frequency was calculated using a modified cepstral algorithm. The several distance measures we considered in the pilot study and considered here for assessing the separation between test and reference feature vectors are the Euclidean distance (EUC) (Furui, 1989) , the LPC log likelihood distance (LLD) (Itakura, 1975) , the cepstral distance (CD) (Nocerino et al., 1985) , the weighted Euclidean distance (WEUC) (Furui, 1989) , and the probability density function (PDF), which is given as
where X is the test vector, Wis the symmetrical covariance matrix ob•ined using a set of reference vectors (e.g., from a set of templates, which represent subjects of the same gender), and Yis the mean vector of this set of reference vectors. between-to-within gender variation ratio. In practice we should be able to achieve text-independent gender recognition prior to speech recognition or speaker verification, thereby potentially reducing the search space to as much as one-half.
The purpose for considering various test and reference template formation procedures was to verify the above hypothesis. Should the hypothesis prove correct we hoped to determine the amount of averaging necessary to accomplish gender recognition using only vowels, unvoiced fricatives, or voiced fricatives.
B. Test and reference template formation
The averaging procedures used to create test and reference templates for the present experiment employed a multilevel signal averaging approach as illustrated in some detail in Figure 3 (a) shows two reflection coefficient (RC) templates for vowels for the gender level in Fig. 2 for male and female speakers. The LPC filter order was 12, giving 12 elements for each template. Each template might be considered a "universal token" representing each gender. The data depicted in Fig. 3(a) indicate the mean +_ standard error (SE), which were calculated from the speaker level templates. Note that in some instances the SE is smaller than the dot (circle) used to indicate the mean value, and thus is not apparent in the figure. Later we will show that when these two tokens were used as reference templates for one of our recognition schemes with a Euclidean distance measure, a 100% correct gender recognition rate was achieved. This result is not unexpected since the data in Fig. 3(a) indicate that the within-gender variation for these reflection coefficients, as represented by SE, was small compared to the between-gender variation. Also note that elements 1, 4, 5, 6,  7, 8, 9 , and 10 of these reference templates account for the most between-gender variation, while elements 2, 3, 11, and 12 account for little between-gender variation and thus could be discarded to reduce the dimensionality of the vector. Figure 3(b) shows the spectra corresponding to these two "universal" reflection coefficient templates.
Similarly, Fig. 4(a) and (b) show two reflection coefficient templates from the gender level in Fig. 2 (with the same filter order of 12) and the corresponding spectra for unvoiced fricatives for male and female speakers. As for Fig. 3, the SE is smaller than the dot used to indicate the mean Value and thus is not visible in the figure. Later we show that when these two tokens were used as reference templates with the same recognition scheme with a Euclidean distance measure, an 80.8% correct gender recognition rate was achieved. Similarly, Fig. 5 (a) and (b) consists of two cepstral coefficient templates (with the same filter order of 12) and the corresponding spectra for voiced fricatives for male and female speakers. Later we show that when these two tokens were used as reference templates with the same recog- low-frequency portion of the spectrum, the energy for unvoiced fricatives is concentrated in the high-frequency portion of the spectrum, and the energy for voiced fricatives is more or less equally distributed.
C. Recognition schemes
To investigate the influence of the test and reference template averaging and to establish an objective procedure for gender recognition, several recognition schemes were designed, as summarized in Table I . Fig. 6(a) . In the training stage, one test template for each test utterance (the token level) and one reference template for each subject (the speaker level} were formed. The speaker level set constituted the reference elus- ter that included all speaker templates. During the testing stage, the distance measure between each token level template for all test speakers and the speaker level templates for each speaker was calculated to determine the minimum distance. The speaker's gender for the token level utterance was classified as male or female according to the speaker level reference template that gave the smallest distance measure. The gender was determined from the speaker's gender. Scheme TG is illustrated in Fig. 6(b) Scheme SS appears in Fig. 6(d) . In the training stage, only the speaker level templates were formed with each speaker being represented by a single template. In the testing stage, the leave-one-out or jacknile procedure was applied (see the next section). The distance measure between each speaker level template and the other speaker level templates was calculated to determine the minimum distance. The speaker's gender for the test template was classified as male or female according to the gender known for the reference template. These steps were repeated until all subjects were tested.
Scheme TS (Token template versus Speaker template} is illustrated in
In order to use the database effectively, the leave-oneout procedure (Lachenbruch, 1975; Childers, 1989 ) was adopted for the experiments. For comparison, the resubstitution procedure was also used in selected experiments.
III. EXPERIMENTAL RESULTS
We present the results for all recognition schemes in both tabular and graphical form for both the LPC log likelihood (LLD) measure (Table II and Fig. 7} and the cepstral distance (CD} measure (Table III and Fig. 8) . The results for only scheme SG are given for both the Euclidean (EUC) distance measure (Table IV and Fig. 9 ) and the probability density function (pdf) distance measure (Table V and 
A. Comparison of recognition schemes
The type of template forming and recognition scheme used was important for a high correct gender recognition rate. Template averaging appears critical since the highest recognition rates were obtained using schemes SG and SS, wherein the test and reference templates were formed by averaging all the utterances from the same speaker or the same gender. The acoustic feature vectors were extracted from different utterances and different speakers at different times. Consequently, we might reasonably deduce that the gender information we extracted is time invariant, phoneme independent, and speaker independent for a given gender. Averaging appeared to emphasize the speaker's gender information and increase the between-to-within gender variation ratio. This conclusion is consistent with the findings of Lass and Mertz (1978) , who decided that temporal cues appeared not to play a role in speaker gender identification. Furthermore, the use of a long-term averaging technique appeared useful for text-independent speaker recognition (Pruzansky, 1963; Markel etal., 1977) , which can be argued to include aspects of gender recognition.
Our results indicate that scheme SG and scheme SS are nearly the same in performance. However, from a practical point of view, scheme SG would be easier to implement in an automated system since only two reference templates are 
B. Comparison of acoustic features: LPC versus cepstrum
Although both LPC log likelihood and cepstral distance measures were effective tools in classifying male/female voices, the performance of the latter was better than the former. Figures 7 and 8 and Table VI show that the cepstrum coefficient features are superior to the LPC coefficients for gender discrimination, with the exception of voiced fricarives, where both sets of coefficients achieved a high of 98.1% correct recognition. The cepstral distance measure performed nearly equally well for both male and female groups, indicating that this measure has some "normalizing characteristics," while the LPC recognizer did not have these characteristics. 
C. Other acoustic parameters
The results of Figs. 9 and 10 and Table VI indicate that the overall performance using RC or CC was better than that achieved using ARC and LPC coefficients, when the EUC distance measure was used. The RC functioned well with sustained vowels, achieving a correct recognition rate of 100% for filter orders of 12, 16, and 20. The CC performed well with unvoiced fricatives, with the highest correct recognition rate being 84.6% with a filter order of 16. Both RC and CC worked well with voiced fricatives, regardless of the filter order. The LPC combined with pdf to achieve correct recognition rates of 98.1%, 86.5%, and 94.2%, for vowels, unvoiced fricatives, and voiced fricatives, respectively, with a filter order of 12. However, this scheme is sensitive to filter order. The results for the fundamental frequency and formant (FFF) parameters are discussed in detail in paper II.
D. Comparison of vowels, unvoiced fricatives, and voiced fricatives
The results of Figs. 7-10 and Table VI As mentioned earlier, the acoustic parameters used in this coarse analysis were derived using the LPC all-pole model that attempts to match the spectra of the data to that of the model. The LPC log likelihood and cepstral distance measures are directly related to differences of the power spectra of the test and reference signals. Consequently, the results indicate that the spectral characteristics were major factors for distinguishing the speaker's gender. Furthermore, gender recognition was achievable using unvoiced fri- E. Filter order Figure 9 indicates that for the Euclidean distance measure the filter order is not particularly sensitive and may range from 12-16. However, Fig. 10 is a different case, indicating that for pdf the overall trend for vowels was that recognition rates increased from a filter order of 8 to a peak at 12 and then decreased, with the exception of ARC, where the recognition rate reached its peak with a filter order of 16. All acoustic feature vectors (except for LPC) for voiced and 
F. Comparison of distance measures
The EUC distance measure has been generally considered as inferior to the pdf because EUC does not normalize the feature vector dimensions with the dimension with the largest value becoming the most significant. In contrast, the pdf approach does normalize the feature vectors with the covariance matrix. However, the palf approach did not work well in our experiments with the EUC outperforming the pdf, as indicated in Tables IV-VI To further confirm this conclusion the Wilcoxon signed-ranks test and the paired samples t test (Ott, 1984) were also performed (Wu, 1990 ). Both tests indicated that there do exist statistically significant differences between the male and female correct recognition rates.
H. Fisher's discriminant ratio criterion
We also analyzed the acoustic feature vectors using Fisher's discriminant ratio to determine the ability of a feature to separate genders using the distance between genders and the scatter within genders In summary, for a filter order of 12, the analytical inferences from Fisher's discriminant and the expected probabilities of error for the various acoustic feature vectors were comparable to the empirical results of the experiments with the pdf distance measure (Wu, 1990) . The implication of this result is that an analytical study using a discriminant function and expected probabilities of error to predict the performance of a feature vector for gender recognition generally agreed with experimental error rates calculated using the same feature vector.
V. CONCLUSIONS
Considering that only approximately 150 ms of the speech signal was used for the experiments, automatic gender recognition appears feasible.
Most of the LPC-derived feature vectors functioned well for gender recognition, with the RC vector combined with the EUC distance measure providing 100% correct recognition rate for sustained vowels. The CD measure for unvoiced fricatives achieved 90.4% correct gender recognition while several methods gave 98.1% correct gender recognition for voiced fricatives. The most effective feature vectors and distance measures are summarized in Table VI. ognizing the speaker's gender. Either vowels, unvoiced fricatives, or voiced fricatives could be used to classify the subject's gender objectively. The speaker's gender features were represented by only the speaker's vocal tract characteristics when unvoiced fricative data were used. When both source and tract characteristics were represented in the feature vectors (vowels or voiced fricatives) then gender discrimination improved.
Template forming techniques and recognition schemes were important for achieving high correct recognition rates. Recognition schemes SG and SS were better for gender discrimination than schemes TS and TG, indicating the importance of averaging techniques. In addition, averaging techniques seemed more useful than clustering techniques. To a great extent, averaging both test and reference templates eliminated the intrasubject variation within different vowels or fricatives for a given speaker and emphasized features representing the speaker's gender. We conclude that on the whole gender information appears to be time invariant, phoneme independent, and speaker independent for a given gender.
The performance of the CD measure was better than that of the LLD distance measure. Further, the CD measure performed equally well for males and females, indicating that this measure performed some data "normalization." The EUC distance measure was more effective than the pdf. Filter orders of 12-16 were the most appropriate for the majority of design options. The performance of various feature vectors combined with various distance measures for male subjects were generally better than for female subjects, indicating that female feature vectors had a higher variability than male feature vectors.
An analytical study of the feature vectors using discriminant analysis and expected probabilities of error provided comparable results to our experimental findings. Improvements in our results can undoubtedly be obtained, e.g., the number of data frames used to calculate templates can probably be reduced, especially for sustained vowels. The feature vector dimensionality can be reduced by eliminating those elements that account for little betweenclass variation. For example, Fig. 3(a) shows two "universal" reflection coefficient templates (gender level) for male and female speakers. Elements 2, 3, 11, and 12 of these reference templates accounted for little between-gender variation. Consequently, these elements could be discarded to reduce the dimensionality of the vector. Instead of using equal weighting factors in the averaging operation, different weighing factors could be applied to different phoneme feature vectors according to the probability of the phoneme appearance in a real speech situation. This would probably better approximate time averaging than was done in this study. A k th-order nearest neighbor (KNN) decision procedure could be developed to further improve the gender recognition rate.
