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中医健康状态辨识中的多标记分类方法研究 
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摘要：目的：探索中医健康状态辨识中的多标记分类方法。方法：采用多标记分类算法LIFT、ML-kNN、
RankSVM和单标记分类算法SVM、kNN对临床1 146例数据进行机器学习和测试。结果：平均精度从高到低依次为
LIFT[（84.90±1.28）%]、ML-kNN[（68.95±2.61）%]、RankSVM[（67.10±6.11）%]、SVM[（65.47±1.33）%]、
kNN[（34.08±2.28）%]；LIFT、RankSVM比SVM性能更优，ML-kNN比kNN性能更优。结论：多标记分类算法的
性能优于单标记分类算法，证明了多标记分类算法有助于解决中医健康状态辨识问题，且几种多标记分类算法中
LIFT算法性能最优。
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Abstract: Objective: To explore multi-label classification methods for the identification of health state in traditional 
Chinese medicine. Methods: Multi-label classification methods LIFT, ML-kNN, RankSVM and single-label classification 
methods SVM and kNN are utilized to conduct machine learning and test in 1146 clinical data. Results: The order of all the 
methods with respect to average precision is LIFT[(84.90±1.28)%], ML-kNN[(68.95±2.61)%], RankSVM[(67.10±6.11)%], 
SVM[(65.47±1.33)%], kNN[(34.08±2.28)%] among which LIFT has the best performance while kNN is the worst; LIFT and 
Rank SVM perform better than SVM, and ML-kNN is superior to kNN. Conclusion: The performance of multi-label classification 
methods is better than that of single-label classification methods. It proves that multi-label classification methods are helpful 
to solve the identification problem of health state in traditional Chinese medicine. In addition, LIFT algorithm has the best 
performance among several multi-tag classification algorithms.
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进入21世纪以来，人类医学的目的正在从“疾
病医学”向“健康医学”转变，中医学整体观念和辨
证论治的优势得到了世界医学和各级政府的高度重
视，为了更好发挥中医在健康医学中的作用，中医健
康管理应运而生[1]。在信息技术高速发展的今天，
人工智能、大数据和云计算给医学带来了颠覆性的
革命，其中不乏中医人工智能方面的研究，如智能诊
疗、辨证论治智能计算等。为了更好地实现中医健康
管理，研究者提出维护健康的核心是把握状态，状
态辨识是中医健康管理的核心技术[2]。
中医健康状态辨识与多标记分类算法
中医健康管理技术的运用如图1所示，状态辨识
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的基础是表征参数的采集，表征参数是指包括宏观、
中观、微观等多项与人体相关的参数，如出生日期、
地域气候、饮食、舌象、脉象等；采集完表征参数，再
对这些参数进行分类归纳，得出健康状态要素，健康
状态要素包括部位和性质两部分，如心、肝、脾、肺、
肾、寒、热、气虚、血虚等。根据状态辨识结果可以
进行干预方案、疾病风险等分析，最终形成一份完
整的健康档案。在中医健康状态辨识过程中，状态要
素的辨识尤其重要，不同的表征参数对应的状态要
素往往是一对多的关系，状态要素之间也常常是相
间错杂，这也增加了状态辨识的研究难度。为了解决
状态辨识中的兼夹性问题，本研究采用多标记分类
方法对其进行研究。
图1 中医健康管理技术运用示意图
多标记分类方法是机器学习中的一个重要研
究方向[3]，有利于解决多状态兼夹的问题，被广泛应
用在多语义的场景。例如，一篇文章可由多个章节组
成，按照内容对每个章节进行分类时，可以将其划分
为“娱乐”“体验”等多个类别。如果把文章的每个
章节看成一个示例，它所属的分类看成一个标记，那
么用一个示例和一个标记来表达一整篇文章显然过
于笼统，表达的结果也往往具有歧义性[4]。多标记学
习框架就是用来解决这个问题，目前多标记分类方
法已经成功应用于文本分类、图像分类和基因排序
等问题。在中医状态辨识的研究中，众多的表征参
数，其分类也属于多语义[5]，如腰膝酸软，含有肾、阳
虚、阴虚等多个状态要素。总而言之，在中医临床数
据中，这种情况非常普遍。
本研究采用的多标记分类算法包括基于类属
属性的多标记学习（multi-label learning with label-
specific features，LIFT）、多标记K最近邻（multi-
label learning k nearest neighbor，ML-kNN）、排序支
持向量机（rank support vector machines，RankSVM），
对比的单标记分类算法包括向量机（support vector 
machines，SVM）、K最近邻（K nearest neighbor，
kNN），分析几种多标记分类算法的性能，探索多标记
分类算法和单标记分类算法在中医健康状态辨识中
的分类性能，为中医健康状态辨识模型算法的建立和
优化提供参考。多标记分类算法的简介如表1所示。
表1 多标记分类算法简介
多标记
分类算法
算法简介
对应的单标
记算法
LIFT 一种改进的SVM，通过查询聚类结果来
进行训练和测试
SVM
RankSVM 一种基于排序损失优化的SVM算法 SVM
ML-kNN 一种源于kNN的多标记懒惰学习方法 kNN
LIFT[6]是一种利用标签类属属性进行多标记学
习的方法，通过对每个标记的正反面进行聚类分析
来构造每个标记特有的特征，然后通过查询聚类结
果来进行训练和测试。在健康状态辨识过程中，不
同的状态要素对应的表征参数也是有特定特征的，
比如表征参数里面的“食欲不振”“腹胀”“便溏”
在判断状态要素“脾”时有很好效果，而“嗳气”“恶
心”“呕吐”对于“胃”的判断有很好效果，LIFT算法
通过聚类分析来构造这些特定特征，从而得到比较
优化的分类结果。
RankSVM[7]是一种基于排序优化的SVM模型，其
目标是实现更合理的排序。这和传统的SVM算法在
样本的构造和标记意义上有所不同，并且RankSVM
与SVM共享许多共同的属性。在中医健康状态辨识
中，不同表征参数对应状态要素的关联性有强弱之
分，同样对应状态要素“肺”，表征参数中的“咳嗽”
要比“气短”关联更强，排序更优一些。
ML-kNN[8]是一种多标记懒惰学习方法，该方法
由传统的kNN算法扩展而来。其对于每个未见示例，
首先识别训练集中的k个最近邻居。之后，基于从这
些近邻的标记集合中获得统计信息，即属于每个可
能类的相邻实例的数量。最后，利用最大后验原理
来确定未见实例的标记集合。
SVM是一个二分类的分类模型，在解决小样本、
非线性及高维模式识别中具有特别的优势，并且
能够应用在函数拟合等其他机器学习的问题中（工
具包介绍：https://cn.mathworks.com/help/stats/fitcsvm.
html）。另外，kNN的基本思想是从训练数据中找到
和测试数据最接近的k条记录，根据这些记录的主
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表4 几种分类算法的实验结果（x-±s）
评价指标 LIFT RankSVM ML-kNN SVM kNN
汉明损失 0.047±0.002 0.074±0.013 0.078±0.004 0.050±0.004 0.093±0.008
排序损失 0.031±0.004 0.117±0.018 0.073±0.007 0.288±0.011 0.695±0.029
覆盖率 6.646±0.747 14.227±1.814 9.842±0.715 20.124±1.341 30.455±1.287
平均精度（%） 84.90±1.28 67.10±6.11 68.95±2.61 65.47±1.33 34.08±2.28
要类别来确定测试数据的类别（工具包介绍：https://
cn.mathworks.com/help/stats/fitcknn.html）。
实验部分
1. 数据集介绍
1.1 一般资料 选取2011年8月至2013年6月
就诊于福建省第二人民医院体检中心的患者。随
机收集1 146例包含疾病患者和健康人群，性别不
限，男性635例，女性511例，年龄21~72岁，平均年龄
（48.63±9.82）岁。
1.2 中医辨证标准 对中医临床信息的症状、体
征、舌脉信息参照《中医临床诊疗术语（证候部分）》[9]、 
《中医诊断与鉴别诊断学》[10]整理，制定表征参数
总共626项，包括气候、饮食、舌象、脉象及症状、体
征等信息，健康状态要素53项，为了保证数据的有效
性，每条数据均由2位副高职称以上医师分别进行审
核，对有异议的数据进行剔除。
1.3 纳入标准 ①男女不限；② 签署知情同 
意书。
1.4 排除标准 未签署知情同意书。
1.5 数据预处理 为了降低数据的稀疏性，提
高实验效果，对于频数为零的数据项进行剔除，并
对数据进行归一化处理，处理后的数据样例如表2
所示。其中，处理后的数据一部分为“四肢凉”“身
痛”“背痛”等涵盖中医四诊信息的461项表征信息，
另一部分为“寒”“热”“湿”等涵盖病位和性质的
状态要素43项，一个完整的记录包含表征参数及其
对应的状态要素。
2. 方法 实验环境为Matalab2017b，本实验采
用3种多标记分类算法和两种单标记分类算法进行
实验，多标记分类算法采用LIFT、RankSVM、ML-
kNN。对于每种算法，本次实验的参数配置为默认
参数，主要参数配置见表3。通过联合相应的单标记
算法SVM、kNN进行比较，分析不同算法模型对中医
健康状态辨识的分类学习性能。
表3 实验参数配置
算法 主要参数
LIFT 参数ratio为0.1，SVM核函数：线性核
RankSVM SVM核函数：线性核，最大迭代次数为100
ML-kNN 近邻数为10，光滑系数为1
为了保证实验结果的无偏性，本研究采用十折
交叉验证方法。具体地，把数据集随机分为10等份，
每次运行选取其中一份作为测试集，其余部分作为
训练集，重复该过程10次，最终得到的结果为10次结
果的均值。值得说明的是，测试集之间是互斥的，能
有效覆盖整个数据集。
3. 评价指标 评价指标采用多标记学习中常用
的4个衡量指标：汉明损失、排序损失、覆盖率、平均
精度[11]。
4. 结果  
4.1 结果1 从图2可以看出十折验证中每次实验
结果的平均精度，其中LIFT算法的平均精度最高，并
表2 中医健康状态数据样例
表征参数（461项） 状态要素（43项）
四肢凉 身痛 背痛 口臭 舌边红 …… 湿 热 暑 气滞 寒 气虚 ……
0 0 0 0 0 0 0 0 1 0 0
1 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 1
0 0 0 1 0 0 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0
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且明显高于其他几种算法，而kNN算法的平均精度最
低，其中RankSVM、ML-kNN和SVM 3种算法的平均
精度比较接近，甚至呈现胶着状态，不相上下。
图2 十折验证中各算法的平均精度
平
均
精
度
（
%
）
十折验证
4 . 2  结 果 2  表 4 中显 示 的 是 5 种 分 类 算 法
的 实 验 结 果，平均 精度 方 面，L I F T 最 高，达 到
（84.90±1.28）%，kNN最低，只有（34.08±2.28）%，
其他3种算法从高到低分别为ML-kNN（68.95%）、
RankSVM、SVM。在多标记和单标记分类算法对比
中，LIFT各项指标优于SVM，而RankSVM在汉明损
失上略差于SVM，平均精度、覆盖率、汉明损失的结
果均优于SVM；ML-kNN的各项指标均优于kNN。可
以看出，多标记分类算法相对于单标记分类算法总
体上性能要更优越。
讨论
多标记分类方法是人工智能一个重要研究方
向，其对于中医健康状态辨识中的多义性能有很好
的适应性，符合中医辨证思维，考虑到各种多标记分
类算法的性能差别比较多，探索不同多标记分类算
法很有意义。在本实验中LIFT算法的性能比其他几
种多标记分类算法更加优越。而在多标记和单标记
分类算法的比较中，LIFT与SVM、RankSVM与SVM、
ML-kNN与kNN，多标记分类算法性能总体上要比单
标记分类算法更加优越。LIFT算法在每个标记类属
属性上进行优化，这一特性符合中医的辨证思维，
不同的表征参数对于辨证结果的贡献度存在很大差
别。利用好这一特性，对于辨识结果的准确性有很
大的帮助。
综上所述，中医健康状态辨识是一个中医思维
的实现过程，其通过复杂的表征参数分析其中蕴含
的中医辨证信息，是一个典型的多标记分类学习问
题。对于这种中医思维过程，采用人工智能中的多标
记分类算法可以更好的进行解释与探索，使中医健
康状态辨识的系统实现更加具备可行性，可以推进
中医健康状态辨识的智能化研究，也为中医健康管
理技术平台的完善提供技术参考。在未来的研究中
可以对性能优越的分类算法做进一步优化，借助人
工智能技术为中医药的现代化发展做贡献。
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