Experiments with a solid Cu foam ($1.3 g/cm 3 ) sphere coated by a 20 lm CH ablator are performed on the GEKKO-LFEX laser facility to study the effect of hot electron preheat on the implosion performance. When the target is imploded by the GEKKO lasers ($1.2 Â 10 15 W/cm 2 in peak intensity), plenty of hot electrons are measured through the induced Cu Ka emission, indicating that the target could suffer strong preheat. This suffering of preheat is confirmed by the temporal evolution of the target self-emission, which is well reproduced by a 2D cylindrically symmetric radiative hydrodynamic code (FLASH) when a module handling the hot electron preheat is coupled. The results given by this benchmarked code indicate that, in the typical experiments with a small ($200 lm in diameter) solid sphere target conducted on the GEKKO-LFEX laser facility, the hot electron preheat greatly degrades the implosion performance, reducing the peak areal densities of a Cu foam sphere and a CD sphere by $20% and $35%, respectively. Published by AIP Publishing. https://doi
I. INTRODUCTION

Fast ignition (FI)
1 is a promising approach to realize inertial confinement fusion in laboratory since it relaxes the symmetry requirement of implosion while it has the potential to provide higher energy gains than the conventional central hot-spot scheme. 2 In this approach, the ignition is triggered by heating the compressed fuel with a "fast" ($MeV) electron beam, which is generated by a separate ultra-intense laser (UIL) either in a cone-in-shell concept 3, 4 or in a superpenetration concept. 5, 6 A high-density fuel core plays a key role in this approach, because it determines the number of the fast electrons that can be stopped in the core region and hence the energy of the UIL that can be effectively coupled.
Generally, the high-density fuel core is formed by uniformly irradiating nanosecond pulsed lasers onto a shell target. However, the conventional shell target suffers significant hydrodynamic instability under the current conditions of the GEKKO-XII (GXII) lasers, preventing the creation of a highdensity fuel core. 7, 8 Therefore, a mass-equivalent solid deuterated plastic (CD) sphere has been proposed on the GEKKO-LFEX laser facility recently. Although its implosition velocity ($5 Â 10 6 cm/s) is much smaller than that in the conventional shell target ($1.2 Â 10 7 cm/s), this solid CD sphere target is more hydrodynamically stable under the converging shock compression; as a result, it becomes increasingly attractive in the experiments where a high-density fuel core is expected. [7] [8] [9] However, due to the mass-equivalence, the diameter of this solid CD sphere ($200 lm) is much smaller than that of the conventional shell target ($500 lm). This decrease in the target size will lead to a corresponding decrease in the spot size of drive lasers and hence an increase in the laser intensity if the laser energy and pulse duration are fixed. In typical experiments with this solid CD sphere target, the peak intensity of the drive laser is above 10 15 W/cm 2 , indicating that a large number of "hot" (suprathermal) electrons could be produced through nonlinear laser-plasma interactions (LPIs), 10 such as stimulated Raman scattering (SRS) and two-plasmon decay (TPD). Therefore, hot electron preheat could play an important role in the implosion process.
In this article, we put forward a new type of target, consisting of a solid Cu foam ($1.3 g/cm 3 ) sphere coated with a CH layer, to explore the effect of hot electron preheat on the implosion process. Compared with the solid-density Cu sphere used by other researchers, 11 this Cu foam sphere has a density much closer to that of the CD sphere ($1.0 g/cm 3 ). Therefore, by imploding this Cu foam sphere in the same experimental configuration as that for the CD sphere, similar compression process and hence similar production of hot electrons are expected. When these hot electrons penetrate into the Cu foam, Cu Ka line will be stimulated, which provides a direct detection of the hot electrons. With the measured Cu Ka intensity, the number of hot electrons can be inferred. Additionally, by conducting the experiment in the super-penetration 5, 6 fast ignition scheme with a separate UIL (the LFEX laser), the implosion degree of the target at a) Electronic mail: habara@eei.eng.osaka-u.ac.jp b) Electronic mail: katanaka@eei.eng.osaka-u.ac.jp different times can be inferred from the additional Cu Ka emission induced by fast electrons created with the UIL beam. This implosion degree, together with the measured target self-emission, provides a good detection of the implosion process. All these advantages make the Cu foam target a good platform to study the effect of hot electron preheat on the implosion process.
In our experiments, strong Cu Ka emission is measured even without the intense LFEX laser beam, indicating that a large number of hot electrons are produced by the drive lasers and transported into the Cu foam. A rough estimation based on the measured Cu Ka intensities shows that more than 27.70 J (0.68% of the drive energy) is transported into the Cu region by the hot electrons, implying that the hot electron preheat could play an important role in the implosion process. The characteristics observed in the temporal evolution of target self-emission are well reproduced by a radiative hydrodynamic code (FLASH 12 ) in 2D-cylindrical geometry when a module handling the hot electron preheat is coupled. With the plasma parameters provided by the simulations, the Cu Ka emission induced by the fast electron beam is calculated, which agrees well with the experimental data. These results confirm that the hot electron preheat greatly degrades the implosion performance, reducing the peak areal densities of the Cu foam and the CD sphere targets by $20% and $35%, respectively. Due to its instinctive compression property, this Cu foam target is capable of providing a higher peak areal density than the CD sphere target, making it a good platform to study the energy coupling of a fast electron beam with a high-density core plasma.
The article is arranged as follows: Section II presents the experimental set-up and Sec. III introduces the module developed for handling the hot electron preheat and diagnostics in the simulation. The experimental data and the simulated results are shown and discussed in Sec. IV. Finally, a summary is drawn in Sec. V. Figure 1 shows the configuration of the experiments performed on the GEKKO-LFEX laser facility. A solid Cu foam sphere [see Fig. 1(b) ] with a density of 1.3 g/cm 3 and a diameter of 200 lm coated with a $20 lm thick polystyrene (CH) layer is placed at the target chamber center. Twelve GXII laser beams, each operating at a wavelength of 526 nm (2x) with an energy of $330 J, are used to uniformly irradiate the target. These lasers are focused with an F/3 lens, resulting in a focal spot of $160 lm in full width of half maximum (FWHM) at the target surface. The laser pulse shape is Gaussian with an FWHM of 1.3 ns, leading to a peak intensity of $1.2 Â 10 15 W/ cm 2 ; consequently, plenty of hot electrons can be produced. Around the time of peak compression, the short pulse (1.5 ps in FWHM) LFEX laser, which operates at a wavelength of 1054 nm (1x) with an energy of $1.4 kJ and a focal spot of 80 lm, is injected in the equatorial plane. Its focal position is 220 lm ahead of the target center [see Fig. 1(a) ], which corresponds to the critical density surface at the peak compression as predicted in simulations. With an intensity of !10
II. EXPERIMENTAL SET-UP
19 W=cm 2 , the LFEX laser is able to generate a forward moving fast electron beam, which provides a novel way to infer the implosion degree through the stimulated Cu Ka emission.
Three electron spectrometers (ESMs) 13 are applied to measure the LFEX generated fast electrons from different directions, 0 (on-axis), 21 and 42 with respect to the LFEX axis. A highly oriented pyrolytic graphite (HOPG) crystal spectrometer serves to measure the Cu Ka emission induced by both the GXII produced hot electrons and the LFEX produced fast electrons. Another X-ray streak camera (XSC) functions to monitor the target self-emission, which directly reveals the compression process.
Two types of experiments are performed. In the first type (GXII only shot), the LFEX laser is switched off, so that the measured Cu Ka emission provides an estimation of the number of hot electrons penetrating into the Cu foam region. While in the second type (joint shot) where the LFEX laser is injected at different times, the total Cu Ka emission is recorded. By subtracting the contribution of the hot electrons from the total emission, the fast electron induced Cu Ka emission can be obtained. The measured thickness of the CH layer (s CH ), total energy of the GXII lasers (E GXII ), energy of the LFEX laser (E LFEX ), delay of the LFEX laser relative to the peak of GXII laser pulse (Dt), and measured Cu Ka photons (I Ka ) for each shot are summarized in Table I . As will be shown later, the variation in the CH thickness leads to a large fluctuation in the hot electron induced Cu Ka emission, because the number of the hot electrons penetrating into the Cu foam is found to be well controlled by changing the thickness of the CH layer. The delay of the LFEX laser is obtained by combining the measured and the simulated XSC results, which will be introduced in Sec. IV.
III. PREHEAT MODULE AND DIAGNOSTICS IN THE SIMULATION
Simulations for our experiments are performed with the FLASH code 12 in 2 D-cylindrical geometry. The simulation domain is 0 r 500 lm; À500 lm z 500 lm. With the adaptive mesh refinement grid, the minimum spatial resolution is $1 lm. The Cu foam placed at (r ¼ 0, z ¼ 0) in the simulation is represented by a porous Cu sphere (solid-density granules with many voids) with an average density of 1.3 g/ cm 3 . The porous structure has been demonstrated to have little effect on the implosion performance by comparing with the case of a uniformly distributed low-density Cu sphere. The thickness of the CH layer and the energy of the drive laser for each shot are given by the measurements, as shown in Table I . 
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Phys. Plasmas 24, 112709 (2017) Thanks to the 3D-in-2D ray trace algorithm for the laser energy deposition in FLASH, the twelve GXII lasers are set up using the experimental conditions, including the incident direction, F-number, and spot size. A multigroup (6 groups) radiation diffusion model with tabulated opacity is applied for the radiation transport. The tabulated opacity and the tabulated multi-material equation of state in the simulation are given by IONMIX4. 14 The thermal conduction is calculated using a flux-limited model with the Larsen "square-root" flux limiter:
. Here, j FL is the fluxlimited conductivity, j SH is classical Spitzer-Harm conductivity, q FS is the free streaming heat flux, and T e is the local electron temperature. f is the flux limiter for artificially inhibiting the free streaming heat flux, which is chosen to be 0.06 in our simulations.
To explore the effect of hot electron preheat on the implosion process, a preheat module is developed to couple with the FLASH simulation. Two diagnostics are also developed to synthesize the target self-emission and the fast electron induced Cu Ka emission, so that the simulation can be compared with the experiments.
A. Preheat module
Although hot electrons can be produced in many processes, we focus ourselves on the TPD and SRS processes here. These hot electrons are generated at the n c =4 surface (n c % 4 Â 10 21 cm À3 for the 2x GXII lasers) by each of the drive lasers and then propagate inward. Their energy spectrum at time t is described by a Maxwellian distribution function,
hot ðtÞ Â exp ½E=T hot ðtÞ, where E is the electron energy. The temperature T hot and the energy flux q hot for the TPD and the SRS produced hot electrons are estimated by the following scaling laws:
Here, n TPD ¼I=I 2 are the threshold intensities for TPD and SRS, respectively, in an inhomogeneous plasma. T keV and L lm are the local plasma temperature in keV and the local density scale length in lm, respectively. k lm is the laser wavelength in lm. m e is the electron mass and v ph is the phase velocity of the local electron plasma wave. These scaling laws are obtained either from extensive PIC simulations (for TPD) or from experimental estimates (for SRS). Details can be found in Ref. 15 and references therein. The plasma parameters and the laser intensity (I) at the n c =4 surface are used in these scaling laws. Only when the laser intensity exceeds the threshold intensity for TPD or SRS, the hot electrons are present; otherwise, they are absent. The electron energy E starts from a cutoff energy E c , at which point the energy flux of the hot electrons equals to that of the local thermal electrons.
For simplicity, the transport and deposition of hot electrons are solved in spherically symmetric geometry in our preheat module. At each time step when hot electrons are present, the plasma parameters from the FLASH simulation are poloidally averaged. Then, the energy fluxes of hot electrons produced by the 12 drive lasers are averaged at the n c =4 surface (r LPI ),
LPI Þ, where q beam is the energy flux of hot electrons produced by each beam, and A beam is the beam area. With this average energy flux, the initial spectrum of hot electrons f(E, t) is also obtained, which satisfies
Here, f ðE; tÞ dN=ðdtdAdEÞ is defined as the hot electrons produced per unit time per unit area per unit energy, with a unit of s À1 cm À2 keV À1 in our simulations. The hot electrons move radially inward from the n c =4 surface and lose their energy through binary collision as well as exciting plasma waves. The reflective boundary condition is applied at r ¼ 0 (the target center) to take into account the hot electrons coming from the opposite direction, while the outflow boundary condition is used at the outer boundary, neglecting the refluxing. Since the temperature of hot electrons is just several tens of keV, the electrons surviving at the outer boundary are actually negligible.
The transport of the hot electrons is described by the stopping powerS ðE; rÞ Here, S(E) is the stopping power along the direction of initial electron velocity, as defined by Eq. (22) in Ref. 16 . It is derived by taking into account the energy loss through binary collisions and excitation of plasma waves as well as the effect of scattering of energetic electrons. r e is the classic electron radius, and c is the speed of light in vacuum. Z and n i are respectively the charge number and density of ions.
, and hx p is the plasmon energy. hcos hi is the angular moments of the hot electron distribution function, which is introduced due to the scattering effect. 16 Generally, the LPI produced hot electrons have a large initial divergence angle, 11, 15, 17 which means that they deposit more quickly along the target radius than a wellcollimated electron beam does. To take into account this quick energy deposition, we introduce a parameter, g SP (>1), in our model. This parameter determines the energy distribution deposited by the hot electrons inside the target. It is the only free parameter in our simulations and will be constrained by the experimental data.
The produced hot electrons are first divided into multiple groups (200 groups in our simulations) with different energies. Then, Eq. (6) is solved for each group from r LPI to r ¼ 0. The solution gives the final energy E 0 ðE; rÞ at position r for a group with an initial energy of E. If E 0 is below the local plasma temperature (T e ), this group is treated as completely stopped. For the surviving groups (E 0 > T e ) at r, they form the local spectrum of hot electrons, f À ðE 0 ; rÞ. The subscript (À) represents that these electrons are moving inward. Similarly, solving Eq. (6) from r ¼ 0 to the outer boundary for the surviving groups, one obtains the spectrum of outward moving (þ) hot electrons, f þ ðE 0 ; rÞ. By summing up the inward and outward moving components, the total spectrum is obtained as follows:
Here, a factor r 2 LPI =r 2 is introduced to consider the convergence/divergence in the spherical geometry, so that the energy flux is conserved.
Then, the power deposited per unit volume at r can be calculated from the following formula:
The divergence of P d at r ¼ 0 will not affect the simulation, because the deposited energy around the center is finite. Numerically, P d ðr ¼ 0; tÞ is calculated by extrapolation, whose validity has been confirmed by the simulated results. At each simulation step, the deposited energy P d Dt (with Dt being the current time step) is added up to the internal energy of the plasmas. We note that the energy converted to the hot electrons is not removed from the laser energy in our model. In the simulations discussed here, the peak power and the total energy of the hot electrons are, respectively, $4:3% and $2:6% of those of the drive lasers; therefore, this extra energy in the drive lasers affects little on the simulated results. In our model, all the hot electrons are supposed to move inward from the point of generation. However, in reality, some of the hot electrons could be scattered out of the inner region before arriving at the target center.
11 Therefore, the energy deposition in our model might be overestimated. This energy deposition can be improved in the future by measuring the production of hot electrons through the stimulated hard X-ray bremsstrahlung emission. Additionally, the free parameter, g SP , can also be constrained by the 2D Cu Ka image in future experiments.
B. Target self-emission
A key observable characterizing the implosion performance in our experiment is the target self-emission measured by the XSC, which records the X-rays from 1 keV to 10 keV. To compare with the experimental XSC data, a diagnostic is developed in the simulation to synthesize the target selfemission. In our simulations, the bulk of the Cu foam is not ablated (as will be shown later in Fig. 5) , and the target selfemission is primarily produced by the fully ionized CH plasmas. Therefore, the local thermodynamic equilibrium (LTE) is assumed in the calculation of target self-emission, so that the emission coefficient satisfies jðÞ ¼ qj Bð; TÞ. Here, is the photon energy, q is the local mass density, j is the opacity, and Bð; TÞ is the vacuum black body spectral radiance at temperature T. By taking into account the target opacity and 3D geometry, the intensity of the self-emission recorded by the detector at time t is
where the z axis is along the normal direction of the detecting plane. y 1 and y 2 are determined by the position of the camera slit projected onto the target. 1 (¼ 1 keV) and 2 (¼ 10 keV) are the lower and upper limits of the photon energy detectable by the detector, respectively. j p is the Planck mean opacity of the plasmas (Cu, or CH, or their mixture) in the energy range from 1 to 2 , which can be obtained by the TOPS code.
18 P 2 1
Bð; TÞd.
C. Fast electron induced Cu Ka emission
Compared to the low-energy (several tens of keV) hot electrons, the fast electrons have much higher energies ($MeV); as a result, the assumption of moving in a straight line for the fast electrons would be more reasonable. Besides, their energy spectrum and angular divergence can be inferred from the experimental data measured by ESMs. Therefore, reliable Cu Ka emission induced by the fast electrons can be synthesized with the plasma parameters provided by the simulations. In our calculation, the energy spectra of the fast electrons are obtained by fitting the experimental data with exponential functions, while their angular divergence is estimated by comparing the populations in different directions with an assumption of Gaussian distribution. These fast electrons propagate through the target in a straight line from the point of generation at the critical density surface (n c;1x % 10 21 cm À3 for the 1x LFEX laser). Their transport is governed by dE=dx 0 ¼ SðEÞ þ S R ðEÞ, where x 0 is along the direction of initial electron velocity, and S(E) is the stopping power mentioned above. Another stopping power S R ðEÞ is introduced to take into account the radiative energy loss for these high-energy ($MeV) electrons. It is calculated by linearly interpolating from the National Institute of Standards and Technology (NIST) tables.
19 Solving this transport equation in a similar way as for the hot electrons, one obtains the energy spectra of the fast electrons in the whole space at the time when the LFEX laser is injected, f fast ðE 0 ;rÞ. Then, the Cu Ka photons emitted per unit volume per unit solid angle can be derived
Here, H Ka represents the number of Cu Ka photons produced by an electron moving per unit length. x K ¼ 0:44 is the fluorescence yield, P Ka ¼ 0:88 is the probability that a Ka photon will be produced. 20, 21 n Cu is the number density of the Cu atoms. r K is the K-shell ionization cross section. 22, 23 Projecting this emission onto the detecting plane with the consideration of target opacity and 3D geometry, one obtains the detected Cu Ka image, i Ka ðx; yÞ, which can be compared with experimental data from the Cu Ka imager in future experiments. By spatially integrating i Ka ðx; yÞ in the detecting plane, the total intensity of the Cu Ka emission I fast Ka is obtained, which corresponds to the data recorded by the HOPG spectrometer and will be discussed below. Because the ESMs used in our experiment are not absolutely calibrated, we focus ourselves in this article on the relative Cu Ka intensities in different shots. Figure 2 shows the time-integrated X-ray spectra measured in the experiment, which include the Cu Ka emission, the Cu Hea emission, as well as the continuum spectrum from the thermal emission. The Cu Hea emission is produced because some Cu plasmas have penetrated into the hot coronal region during the implosion due to hydrodynamic instabilities. With a thicker (20.7 lm) CH layer in shot #39865, fewer Cu plasmas are able to penetrate into the coronal region, resulting in weaker Cu Hea emission than that in shot #39863. The fewer Cu plasmas in the coronal region in shot #39865 also explain its weaker continuum spectrum.
IV. RESULTS AND ANALYSIS
Since the Cu Ka emission can be stimulated not only by the energetic electrons but also by the energetic photons from the radiation in the coronal region, we need to examine the contribution from the later process. This radiation pumped Cu Ka emission can be calculated through the integral I R ¼ Ð i c ðEÞx K P Ka ðE Ka =EÞdE, where E is the photon energy, i c ðEÞ is the continuum spectrum as shown in Fig. 2 , and E Ka is the Cu Ka photon energy. 24 The integral extends upwards from the K edge ($9 keV). By comparing the calculated intensity with the total measured Cu Ka intensity (with background subtracted), the contribution of the radiation pumped Cu Ka emission can be obtained. Relative intensity of the spectrum is enough for this calculation. For the two shots shown in Fig. 2 , the calculation indicates that the radiation pumped Cu Ka intensities are 1.22% (#39863) and 0.76% (#39865), respectively, of their corresponding total Cu Ka intensities. Therefore, the measured Cu Ka emission in our experiment is dominated by the contribution from the energetic electrons.
Subtracting the background continuum spectra from the original ones and taking into account the calibration factor 2:01 Â 10 10 630% ph=ðsr Á PSLÞ, one obtains the absolute Cu Ka spectra, as shown in Fig. 3 . The spectrally integrated intensities are summarized in Table I . As can be seen, the Cu Ka intensities in the GXII only shots are comparable within a factor of 2 with those in the joint shots, which indicates that a large number of hot electrons driven by the GXII lasers have penetrated into the Cu foam region during the implosion. To roughly estimate the total energy of hot electrons, we neglect the effect of target opacity and assume that the Cu Ka intensity induced by the hot electrons can be approximated by I À3 cm according to the NIST tables. 19 For the Cu Ka intensities measured in the two GXII only shots (see Table I ), the estimated total energies of hot electrons are 43:98 J (#39863) and 27:70 J (#39865), which correspond to 1.06% and 0.68% of their drive energies, respectively. Note that this estimated total energy is for the hot electrons that have penetrated into the Cu region. In fact, most of the hot electrons are deposited before penetrating through the CH layer. Therefore, their total energy at the point of generation is much larger. This large amount of energy is deposited along   FIG. 2 . The X-ray spectra measured by the HOPG spectrometer in the two GXII only shots.
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Another feature in the Cu Ka spectra is the large fluctuation of the intensities between the two GXII only shots (black solid and dashed lines in Fig. 3 ). Since this Cu Ka emission is induced by the hot electrons that have penetrated through the CH layer, the fluctuation could result from the variation in the laser energy (E GXII ), which determines the hot electron production, as well as in the CH thickness (s CH ), which determines the decay of hot electron population along the target radius. This sensitive dependence of the penetrated hot electrons on E GXII and s CH indicates that the hot electron induced Cu Ka emission needs to be carefully excluded from the results of joint shots when the fast electron induced Cu Ka emission is being calculated. Given this fact, we assume that the total (spectrally integrated) Cu Ka intensity induced by the hot electrons satisfies I hot Ka ¼ c 1 E GXII exp ðÀc 2 s CH Þ. The coefficients c 1 and c 2 are derived from the results of the two GXII only shots. Then, the net Cu Ka intensity induced by the fast electrons (I fast Ka ) is obtained by subtracting this formula from the total intensity in the joint shots. The result for each of the joint shots will be shown later in Fig. 8 .
The target preheat implied by the strong Cu Ka emission is confirmed by the target self-emission. Figure 4(a) shows a typical result detected by the XSC, in which both the selfemission and the LFEX induced spike are recorded. As can be seen, the width of the self-emission is almost the same as the initial diameter of the Cu foam (200 lm) and does not converge as time proceeds. This "non-converging" feature and the temporal duration (t D ¼ 1:07 ns in FWHM) can be well reproduced by the FLASH simulation (t D ¼ 1:10 ns) when the target preheat (g SP ¼ 6) is included, as shown in Fig. 4(b) . For comparison, the simulated result without the target preheat is presented in Fig. 4(c) , in which both a converging behavior and a shorter duration (t D ¼ 0:94 ns) can be observed. The weak emission in the central region results from the large opacity of the target.
The effect of hot electron preheat on the implosion process can be found in the power density deposited by the hot electrons (see Fig. 5 ) and the temporal evolution of plasma parameters (see Fig. 6 ). The hot electrons are produced from 0:73 ns to 2:22 ns, during which period the drive laser intensity exceeds the thresholds of the LPI processes. With a temperature of $40 keV, most of the hot electrons are deposited in the CH layer (right side of the blue line in Fig. 5) ; as a 
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Gong et al. Phys. Plasmas 24, 112709 (2017) result, only a few of them (with high energies) are capable of penetrating into the Cu region. This fact could explain the above-mentioned sensitive dependence of hot election induced Cu Ka intensity on the thickness of the CH layer. Figure 5 also shows that the bulk of the Cu foam is not ablated during the implosion, which demonstrates the validity of the LTE assumption in the calculation of target selfemission. The increase in the power density around the center (r ¼ 0) results from the spherical convergence. Compared with the case without preheat (dashed blue and dashed red lines in Fig. 6 ), the hot electron preheat leads to a slight temperature increase (solid red) and a clear density expansion (solid blue) in the shocked region. This density expansion is responsible for the "non-converging" feature observed in the target self-emission [see Fig. 4(b) ]. The hot electron preheat also increases the temperature in the inner unshocked region [see red solid lines in Fig. 6(b) ]. At almost the same density as that in the case without preheat, this temperature increase results in a larger shock velocity (function of ffiffiffiffiffiffiffiffi ffi P=q p , with P being the pressure), 15 as shown by the solid lines in Fig. 6(b) . Although the hot electron preheat could increase the shock pressure, it also decreases the shock strength by raising the local sound velocity; 15, 17 consequently, a smaller peak areal density (0:191 g=cm 2 ) is achieved compared with that (0:238 g=cm 2 ) in the case without preheat (see Fig. 7 ), corresponding to a decrease by 19.8% (or 0:047 g=cm 2 ). The increase in the shock velocity due to the hot electron preheat is also reflected by the earlier enhancement in the areal density, as shown by the red line in Fig. 7 . We note that the oscillation of the density in Fig. 6 originates from the porous structure of the Cu foam target. As the compression proceeds, this oscillation disappears because the voids are occupied by plasmas gradually.
The good agreement of the target self-emission between the simulations (with preheat) and the experiments gives us great confidence to estimate the delay of the LFEX laser relative to the peak of the GXII laser pulse (Dt LFEX!GXII ). There is no other way to measure this time delay in the 
where Dt LFEX!XSC and Dt XSC!GXII represent the time differences of the peak self-emission relative to the LFEX laser and to the peak of GXII laser pulse, respectively. The uncertainty of the delay is obtained by varying the best Gaussian fit within the noise of the experimental data.
With the delays of the LFEX laser (see Table I ), the fast electron induced Cu Ka intensities are obtained as shown by the red stars in Fig. 8 , which match the experimental data (blue squares) within the error bars. The experimental data are the net Cu Ka intensities induced by the fast electrons, which are derived by the above-mentioned method. The calculated results are normalized by the measurement in shot #39869. The energy spectra and angular divergence of the fast electrons used in the calculation are obtained by fitting the experimental data shown in Fig. 9 . By comparing the spectrally integrated intensities at 0 and 42 , the divergence angles (in FWHM) of the fast electrons are estimated, which are 29:9 (#39866), 40:9 (#39869), 34:7 (#39870), and 37:4 (#39871), respectively. Generally, the fast electron induced Cu Ka emission is inversely related to the areal density. This is because the target opacity increases while the emission area decreases with the growth of the areal density. The abnormally high intensity in shot #39869 results from its large production of the fast electrons, as shown by the green lines in Fig. 9 . This good agreement of the Cu Ka emission between the experimental data and the simulated results again validates the reliability of our simulation. The peak areal density of 0.191 g/cm 2 predicted by the simulation means that a high-density ($100 g/cm 3 ) core is achieved by the inward moving shock waves. This high-density core is also supported by the energy deposition of the fast electrons passing through the core. When the LFEX laser is injected around the peak compression (#39871, see Fig. 8 ), a clear reduction around 8 MeV in the on-axis (0 ) energy spectra of fast electrons is observed, as shown by the red line in Fig.  9(a) . While in the energy spectra at 42 , which correspond to electrons passing through the coronal plasmas [see the inset in Fig. 9(a) ], such reduction is not observed, as shown in Fig.  9(b) . Similar results were also reported by Yabuuchi et al. 25 The benchmarked simulation code is also applied to the CD sphere target. The simulation configurations are the same as those for shot #39869, except that the inner Cu foam sphere is replaced by a uniformly distributed CD sphere with the same average density (1.3 g/cm 
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Gong et al. Phys. Plasmas 24, 112709 (2017) are shown in Figs. 10 and 11 . Similar to what is observed in the Cu foam target, the hot electron preheat in the CD sphere target also leads to a "non-converging" feature in the target self-emission (see Fig. 10 ), which agrees very well with the data measured by Sawada et al. 9 in an experiment with similar configurations. Because of the hot electron preheat, the peak areal density drops by 35.3% (or 0.053 g/cm 2 ) from 0.150 g/cm 2 to 0.097 g/cm 2 . The latter is favorably consistent with the result ($0.07 g/cm 2 ) reported by Fujioka et al. 8 in their experiments, where a solid CD sphere ($1.0 g/cm 3 , 200 lm in diameter, without CH layer) is imploded by only nine GXII laser beams. All these results demonstrate that the hot electron preheat plays an important role in the implosion process, greatly degrading the implosion degree. Therefore, in order to achieve a higher peak areal density, efforts need to be made to suppress the production of hot electrons. Potential methods include decreasing the intensity of drive lasers 26 by elongating the pulse duration and raising the thresholds of LPI processes by doping the ablator with high-Z elements. 27 The hot electron preheat leads to a greater decrease of peak areal density (35.3% or 0.053 g/cm 2 ) in the CD sphere target than that (19.8% or 0.047 g/cm 2 ) in the Cu foam target, because the adiabat increase in the inner region of the former target is larger due to the longer deposition range of hot electrons in this lower-Z material. Whether the hot electron preheat is considered or not, the peak areal density in the Cu foam target is larger than that in the CD sphere target (see Figs. 7 and 11 ). This is due to their different Hugonoit curves (or equations of state); the material with a higher solid density can be compressed to a higher convergence ratio from a fixed initial density. Therefore, this Cu foam target could be a good platform to study the energy coupling of a fast electron beam with a high-density core plasma. Experiments will be performed in the near future.
This benchmarked simulation code will also be used in the design of our future experiments with a Cu doped CH sphere target. Compared with the Cu foam target, the Cu doped CH sphere target has a smaller opacity for the Cu Ka photons; consequently, the transport of fast electrons inside the target could be detected by the Cu Ka imager. 28, 29 This transport would benefit the estimation of the energy coupling efficiency from the short pulse laser to the compressed fuel core.
V. SUMMARY
A novel target, consisting of a Cu foam sphere coated by a CH layer, is applied on the GEKKO-LFEX laser facility to study the effect of hot electron preheat on the implosion performance. Strong Cu Ka emission induced by the drive lasers is measured in the experiments, indicating that a large number of hot electrons are produced during the implosion. The measured target self-emission and the fast electron induced Cu Ka intensities are well reproduced by the 2D FLASH code when the hot electron preheat is considered, which confirms that the hot electron preheat greatly degrades the implosion performance, reducing the peak areal density in the Cu foam (or CD sphere) target by $20% (or $35%). Due to its capability of providing a high peak areal density ($0.2 g/cm 2 ), the Cu foam target used in this experiment could be a good platform for exploring the energy coupling of a fast electron beam with a high-density core plasma. The benchmarked simulation code will play an important role in the design of our future experiments.
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