We study anisotropic surface diffusion of curves with a small corner energy regularization. The regularization allows the use of nonconvex free energy densities and turns the evolution law into a 6th order geometric equation. Using a semi-implicit time discretization, we present a variational formulation of this equation for parametric curves, leading to a discretization based on linear finite elements. The resulting linear system is shown to be uniquely solvable. Numerical examples include the convergence of closed curves to the Wulff shape and the evolution of a thermodynamically unstable surface into a hill-valley structure and its subsequent coarsening.
Introduction
Surface diffusion plays a crucial role in various fields of materials science. Applications include the spinodal decomposition and subsequent coarsening of a thermodynamically unstable crystal surface and the self-organization of nanostructures. If the crystal surface is driven by thermodynamics and is essentially independent of the bulk, surface diffusion is the dominant mass transport mechanism and determines the dynamics of the surface morphology. The evolution will tend to minimize the surface free energy and approach an equilibrium shape. In the following, we will consider a two-dimensional approximation of a crystal. The equilibrium shape ("Wulff shape") of a crystal in two dimensions is defined as the shape of minimum surface free energy F = Γ γ ds under the constraint of fixed area [18] . The surface free energy density γ = γ (θ ) depends on the local orientation θ of the surface normal, reflecting the anisotropy of the material. According to the Wulff theorem [27] , the equilibrium shape may be constructed as follows: Draw at each point of the polar plot of γ (θ ) a straight line perpendicular to the normal direction; the inner envelope of the resulting family of lines is geometrically similar to the equilibrium shape. Depending on the details of γ the equilibrium shape may contain flat sides ("facets") and corners. Facets occur when γ has cusps. Here we will concentrate on smooth free energy densities γ leading to corners, which occurs if the stiffness γ = γ + γ becomes negative for some orientations. In this case it is energetically favourable to exclude high energy orientiations, i.e. the Wulff shape has missing orientations. As shown in [5] , for positive stiffness, the Wulff shape may be parametrized as x(θ) = γ (θ) cos(θ) + γ (θ) sin(θ ), y(θ ) = −γ (θ ) sin(θ ) + γ (θ ) cos(θ ).
(1) If the stiffness becomes negative for some orientations, the above parametrization has unphysical "ears"-see Fig. 1 . In this case, the Wulff shape is obtained simply by removing these ears, as shown in [6] . While the equilibrium problem is well understood, modelling the dynamics can create severe difficulties in the case of strong anisotropy. In order to construct a dynamic model, the normal velocity v of the surface is related to the chemical potential µ, which is given as the variational derivative of the surface free energy F , namely µ = δF /δΓ =γ κ, withγ = γ + γ being the surface stiffness, with the convention that the curvature κ is positive for a convex curve, and the normal is pointing outward. Depending on the dominant mass transport mechanism two models are considered: For attachment kinetics one assumes that
i.e. the dynamics is described by anisotropic mean curvature flow. If surface diffusion is the dominant mass transport mechanism, the evolution law for v is anisotropic surface diffusion
with ν = ν(θ) being the mobility of atoms diffusing along the surface and ∂ s denoting differentiation with respect to arclength s. If the surface stiffnessγ turns negative for certain angles both models become backward parabolic and therefore ill posed.
Small corner energy regularization
One way to overcome the resulting inherently unstable behaviour of the dynamic problem is to regularize the equation by adding a curvature dependent term to the surface free energy density. This has already been proposed on physical grounds in [17] , and later mathematically introduced in [11] . In two dimensions the penalized interfacial energy density reads
The basic idea for introducing a curvature dependent term is to penalize sharp corners. The corners get rounded on a small length scale given by 1/2 . Thus, minimizing the surface energy F = Γ γ ds will be a compromise between the two competing energy terms, which determines the rounding of the corner: a large curvature at the corner increases the regularization term, whereas a small curvature at the corner leads to orientations where γ is large. The effect of the regularization on the equilibrium shape has been analysed in detail in [24] . In particular it is shown by asymptotic analysis that the equilibrium shapes for > 0 converge to the sharp corner ( = 0) equilibrium shape as → 0.
The regularized surface energy (4) leads to the chemical potential
Thus, in the case of attachment kinetics as the dominant mass transport mechanism one obtains the 4th order parabolic geometric evolution law
In the case of surface diffusion being the dominant mass transport mechanism the dynamics is described by the 6th order parabolic geometric evolution law
Note that if we setγ = 0 and = 1, then (6) is known as Willmore flow. In this paper we will present a numerical scheme for (7) in a parametric formulation.
Small slope approximation
Before we describe our numerical approach, let us discuss a small slope approximation, which connects equations (6) and (7) to the well known Cahn-Hilliard equation. Here we closely follow [26] , where the small slope approximation is derived for (6) with an additional driving force. Assume the planar front θ = 0 to be thermodynamically unstable, i.e.γ (0) < 0. Moreover assume there exists a pair of stable orientations θ ∼ ±η with 0 < η 1. In this case, a small slope approximation can be employed by expanding (6) and (7) in powers of η as follows: Let y = h(x, t) be the graph defining the surface; then ∂ x h = tan(θ ), where −π/2 < θ < π/2, is the surface slope. The projected energy is V (∂ x h) := γ (θ )/cos(θ ) and the second derivative of V (∂ x h) yields V (∂ x h) = cos 3 (θ)γ (θ). If we define the rescaled energy W (∂ x h/η) := V (∂ x h) and expand
Therefore we obtain for (6) and (7) in leading order
respectively. Differentiating (8) and (9) with respect to x and setting q = ∂ x h 1 yields
respectively. Equation (10) 2 and the analog to the surface free energy density γ (θ) is given by the rescaled projected energy W (q).
To further demonstrate the connection we choose an example where a small slope approximation may be employed. Consider a surface energy density of the form
Thus, choosing a > (32 2 − 1) −1 leads to a Wulff shape with 32 corners. Fig. 2 presents the equilibrium shape and the projected energy V for a = 10(32 2 − 1) −1 . The corner orientations of the uppermost corner are determined by locating the smallest orientations θ ± , where the curve (x(θ ), y(θ)) as given in Eq. (1) crosses itself, and are taken as the stable orientations ±η. For a = 10(32 2 − 1) −1 one obtains θ ± = ±0.089201. In Fig. 3 (left) the equilibrium shape of the uppermost corner is depicted for different values of the anisotropy strength a, and Fig. 3 (right) shows the corresponding rescaled projected energies W with η = 0.089201. It clearly demonstrates the convex structure of W ifγ (θ) is nonnegative and the double-well structure of W if the Wulff shape has missing orientations or equivalently ifγ (0) becomes negative. Note that even in this case, the Cahn-Hilliard equations can model only a small part of the phenomena of the full geometric evolution. Equations (10) and (11) are intensively studied to describe the dynamics of crystal surfaces [25, 19] . For both models thermodynamically unstable crystal surfaces undergo spinodal decomposition into a hill-valley pattern with stable orientations. These models attracted wide attention due to their role in self-organization of nanostructures. However, for such applications the long wave approximations are questionable because the small slope assumption on which they are based is not fulfilled. Therefore we will deal with the full nonlinear geometric evolution laws (6) and (7) . The restriction to one-dimensional surfaces should be seen as a preliminary study to a full threedimensional theory. A finite element discretization for (6) has already been described in [16] . Here we will concentrate on a numerical solution of (7).
Numerical approaches to surface diffusion
Algorithms for surface diffusion are already discussed in the literature but are mainly restricted to the isotropic case. A level set method for isotropic surface diffusion was introduced in [8] . A semi-implicit discretization for the isotropic case is considered in [23] and for the anisotropic case in [9] . A graph formulation of (7) has been addressed recently in [4] . Starting with the analytic work of [7] , which shows the formal convergence for vanishing interfacial thickness of a CahnHillard equation 1 with an increased mobility to the equation for motion by surface diffusion, several phase field approximations have been applied to study surface diffusion. The isotropic case is considered in [3, 20] and an anisotropic version is addressed in [13] . This approach also allows for a nonconvex surface free energy. Instead of the above described regularization here nonconvex angle intervals are simply excluded, which does not allow describing the formation of corners nor can it describe the nucleation of facets. A graph formulation for isotropic surface diffusion is addressed by finite elements in [1] . Weakly anisotropic surface diffusion in this context has been considered in [10] . In the parametric case finite element discretizations are introduced in [2] for the isotropic case and extended to the weakly anisotropic situation in [15] . Furthermore, several explicit finite difference schemes are applied to study surface diffusion, in the isotropic and anisotropic setting. A discretization of (7) in the parametric case has not been addressed with either method.
Variational formulation and finite element discretization
Following the ideas of [2] , we start by writing the 6th order equation (7) as a system of 2nd order equations as follows: we introduce the position vector x, the curvature vector κ = κ n, the weighted curvatureκ, the variable l and the velocity vector v = v n, and use the geometric expression κ = −∂ ss x; then equation (7) becomes equivalent to the following system of equations for κ, κ,κ, l, v, and v:
Let Γ (t) denote the interface at time t. Now split the time interval by discrete time instants 0 = t 0 < t 1 < · · · and define time steps τ m := t m+1 − t m . We represent the next interface Γ m+1 = Γ (t m+1 ) in terms of Γ m = Γ (t m ) by updating the position vector
In the time discretization, all geometric quantities such as n and ∂ s are evaluated on the current interface Γ m . In contrast to the geometric quantities, the unknowns κ, κ,κ, l, v, and v are treated implicitly, with the exception of the nonlinear term κ 3 which is treated semi-implicitly, i.e. κ 3 = κ m+1 (κ m ) 2 . In particular, in view of (18), we define
Variational formulation
To derive a weak formulation, we proceed similarly to [12, 2] : multiply (13), (14), (15), (16), (17), and (19) by test functions ψ ∈ H 1 (Γ ) and ψ ∈ H 1 (Γ ), and use integration by parts. For simplicity, we have hereafter dropped the superscript m + 1 for the unknowns κ m+1 , etc. Furthermore, using the notation ·, · for the L 2 inner product over the current interface Γ m , we arrive at the following set of semi-implicit equations:
Now the discretization in space is straightforward: Consider a polygonal curve Γ m h approximating Γ m . The polygonal segments are thought of as finite elements. Also for the polygonal curve, we denote by n the outer unit normal to Γ m h , which may be discontinuous across inter- 
∈ R L , and define the mass, stiffness, and normal matrices:
where the index ranges are 1 k, l L and 1 q, r 2, δ qr = e q · e r is the Kronecker symbol, and n q = n · e q is the q-th spatial component of the normal. The matrix form of the discretized Problem 1 reads:
A simple Gauß elimination now leads to
which is equivalent to
and gives rise to the final Schur complement equation for V ,
Once the scalar velocity V is obtained by solving (20) , the unknown V is easily computed by solving M V = N V , and then X is updated through
Solvability of the linear system
In order to show uniqueness of the discrete system it is sufficient to show that if
then ( κ h , κ h ,κ h , l h , v h , v h ) = 0. This is shown by subsequently testing the above identities with the unknowns and using the inverse inequality
where h is a lower bound on the lengths of the segments of Γ m h and C is a generic constant. In the following · denotes the
Next, choosing ψ h = v h in (26) yields v h v h . Plugging this identity into (28) leads to
Now we choose ψ h = v h in (25) to get
where we assume |ν| C. Dividing by v h yields
Choosing ψ h = l h in (24) gives
where we assume (κ m h ) 2 C. This implies
Finally, setting ψ h = κ h in (22) yields κ h κ h and choosing ψ h =κ h in (23) implies κ h C κ h , where we assume |γ | < C. These inequalities together with (30) and (31) imply
Inserting the last inequality into (29) finally leads to κ h = 0, provided that
with C depending on ν, κ m h andγ . Now, equations (30, 31, 32) may be used to show that also the other unknowns are identically zero.
The time step restriction (33) indicates that the parameters , τ m and h may not be chosen independently of each other and the way in which they are related will certainly influence the stability of the scheme. In our model is a small parameter and √ is setting the length scale of the rounded corners (see Section 3 for a numerical verification). In order to resolve this length scale we therefore need h 2 ∼ . This means that in practice we have a time step restriction τ m ∼ h 4 , instead of h 6 for an explicit scheme. Such a restriction on the time step is also observed in the numerical results (see Section 3).
Numerical results
In this section we present numerical results for the anisotropic regularized surface diffusion as defined in (7) . The numerical method is implemented using ALBERT, an adaptive finite element software for scientific computation [22] . We use an area preserving local mesh regularization as described in [2] to keep the mesh size approximately constant during the simulation. If not stated otherwise, we use the nonconvex anisotropy function
which exibits a four-fold symmetry (see Fig. 1 ). We investigate the convergence of a circle to the Wulff shape and also the influence of the value of the regularization parameter . Furthermore, the evolution of a thermodynamically unstable crystal surface into a hill-valley structure and its subsequent coarsening are analysed.
Convergence to the equilibrium shape
Since the chemical potential is constant along the equilibrium shape, the equilibrium shape is a stationary solution of (7). Therefore it is assumed that a closed curve which is close to the equilibrium shape will converge to this shape under (regularized) anisotropic surface diffusion. To verify this assumption, the evolution of a circle of radius r = 5 is simulated (see Fig. 4 ). The parameter takes the values 1.0, 0.25 and 0.1. For = 1.0, 0.25, the number of grid points is n = 256 and the time step is τ = 10 −5 . For = 0.1, n = 512 and the time step is chosen adaptively depending on the maximal normal velocity, where the maximal time step is τ = 10 −5 . In all three cases, the closed curve converges to a stationary shape. Note that for = 0.1 a hill-valley structure emerges at the early stage at the four unstable orientations θ = 0, π/2, π, 3π/2. The resulting hillvalley patterns coarsen, which finally leads to a stationary shape. This behaviour will be analysed in more detail in Section 3.2. For the stationary shape, we expect the length scale of the rounded corner to be ∼ 1/2 , which is in agreement with the numerical results (see Fig. 5 ). A fundamental property of motion by surface diffusion is conservation of area of the enclosed region, which is also satisfied by the regularized anisotropic surface diffusion, since
Also, starting from a circular shape, the curve length is expected to increase while approaching the stationary shape. Figure 6 shows the enclosed area and the length of the curve over time. The simulation results clearly show the approach of a stationary solution. The area is conserved within (7) with different values of : (left) area conservation, (right) curve length over time and curve length of the Wulff shape for = 0.
0.05% and the length of the curve approaches the length of the equilibrium shape with sharp corners (i.e. = 0) as decreases. In order to analyse the resulting stationary shapes in more detail, we compare the numerical solutions with the asymptotic solutions for the equilibrium shapes as given in [24] . Here the idea is to take the sharp corner equilibrium shape ( = 0) as the outer solution and to derive an inner solution for the equlibrium shape near the corner as an expansion in 1/2 , which rounds the corner. Let us briefly review the derivation of the inner solution as given in [24] : First recall that an equilibrium shape is a solution of (5) with constant chemical potential µ . Now let s be the arclength with s = 0 at the corner of the outer solution and Θ(S) := θ (s/ 1/2 ) the rescaled local orientation. Expanding Θ(S) = Θ 0 (S) + 1/2 Θ 1 (S) + · · · and using the identity κ = dθ/ds one obtains from (5) in leading order
Moreover, to match the outer solution, the following boundary conditions have to be fulfilled:
where θ ± c are the corner orientations of the outer solution. Passing to the new variable Q(Θ 0 ) := 1 2 (dΘ 0 /dS) 2 , one obtains from (35) the linear problem
with boundary conditions
Thus, recalling thatγ = γ + γ , a particular solution is just Q = γ and the general solution is
Sticking to the symmetric case, i.e. θ c := θ + c = −θ − c , one obtains B = 0 and
Finally, S(Θ 0 ) is obtained by integration as
Inverting S(Θ 0 ) yields Θ 0 (S). As shown in [24] , if the outer solution has a corner, the inner solution exists and is uniquely determined by the corner orientations θ ± c . The composite solution in the neighborhood of a corner with inner solution θ inner is then given by
where (assuming s = 0 at the corner) θ match = θ + c (resp. θ match = θ − c ) for s > 0 (resp. s < 0). In Fig. 7 , the outer and the composite solution for the equilibrium shape with surface energy given in (34) is depicted for the uppermost corner. The outer solution, i.e., the sharp corner solution, has a discontinuity at the corner and the composite solution smoothes the jump over a transition layer of thickness O( 1/2 ). One should note that the shape defined by the composite solution has a slightly smaller area then the sharp corner equlibrium shape. (7) at t = 10) at a rounded corner for different numbers of grid points n. Simulations for = 1.0. Right: zooming in.
We now compare our stationary solution (numerical solution of (7) at t = 10) with these asymptotic solutions. As presented in Figs. 8 and 9 , the numerical solution approaches the asymptotic solution for decreasing grid size h. (7) at t = 10) at a rounded corner for different numbers of grid points n. Simulations for = 0.25. Right: zooming in.
To investigate how the regularization affects the equilibrium shape if the stiffnessγ is strictly positive, we have performed simulations with a convex surface energy γ = 1 + 0.03 * cos(4θ ) and for different values of . Starting from a circle of radius r = 5, the curves evolve to a stationary shape. Plots of the local angle versus arclength of the solutions at t = 10 for 0 θ π/4 are depicted in Fig. 10 . Comparing with the equilibrium solution for = 0, it can be seen that the curvature dependent higher order term in equation (7) has a very small effect on the equilibrium shape if is small, as long as there are no corners in the Wulff shape, which justifies neglecting higher order terms if weak anisotropies are considered. (7) at t = 10) for 0 θ π/4. The initial curve is a circle with radius r = 5. Surface energy is γ = 1 + 0.03 * cos(4θ).
Spinodal decomposition of a thermodynamically unstable surface
As a second example we analyse the unstable behaviour observed in Figure 4 for = 0.1 in more detail. The observed structure for t = 0.1 and 1.0 results from the unstable orientations θ = 0, π/2, π and 3π/2. We concentrate on the unstable orientation θ = 0 and perform simulations on an interval [0, L] with periodic boundary conditions. Fig. 11 shows the evolution of a randomly perturbed plane surface, which undergoes spinodal decomposition into a hill-valley structure. At the first stage a hill-valley structure with rapidly growing amplitudes emerges. At a second stage, the evolution of the surface is governed by the nonlinear interaction of the hills and valleys. The average distance to neighbouring hill increases due to the annihilation of hills and valleys. This coarsening dynamics is similar to the one-dimensional coarsening observed in the higher order Cahn-Hilliard equation (11) [19, 21] . Let us analyse the emerging of the hill-valley pattern in more detail. Setting ν = 1 and linearizing (9) around the unstable plane solution θ = 0 one obtains
This equation has plane wave solutions h k (x, t) given by
Unstable modes k obeying ω(k) > 0 are given by k < |W (0)|/ . The maximal growth rate is obtained for
Thus, the most unstable wave length is given by λ max = 2π 3 /2|W (0)|. Fig. 12 shows the dependence of the most unstable wave length and the maximal growth rate on the regularization parameter . Left: most unstable wave length depending on the regularization parameter . Right: maximal growth rate versus (log-log plot). In both cases, γ (θ ) = 1.0 + 0.5 cos(4θ), which yields W (0) = −6.5. For a periodic domain of length L = 2 and a regularization parameter = 0.1, the dominant unstable wave length is λ 2 = 1. Fig. 13 presents the numerical solution of (7) starting from a randomly perturbed straight line. As theoretically predicted a periodic solution according to the most unstable wave length λ 2 = 1 develops rapidly. We numerically compute the growth rate from the amplitude A(t) of the numerical solution as ω(t) = 1 τ (ln A(t) − ln A(t + τ )).
The result is shown in Fig. 14 . The maximal growth rate obtained is 3971 and coincides very well with the value ω(2π ) = 3978 predicted by (44).
Conclusion
We studied anisotropic surface diffusion with a small corner energy regularization. The introduced regularization rounds corners in the corresponding Wulff shape and sets a new length scale describing the width of the corner. The regularization is the next higher order term in an expansion of the surface free energy density, if γ = γ (θ, ∂ s θ ) is assumed to depend not only on the angle θ but also on its derivative ∂ s θ. A connection to a higher order Cahn-Hilliard equation is drawn, which can be derived from a long wave approximation of the full geometric problem. A discrete scheme for the nonlinear 6th order evolution law is derived for one-dimensional parametric surfaces. The discretization allows the use of linear finite elements.
The convergence of a circle to the Wulff shape of the regularized problem is demonstrated and the evolution of a thermodynamically unstable surface into a hill-valley pattern and its subsequent coarsening is analysed.
In order for the model to be applicable to describe surface modulations of solid films, twodimensional surfaces need to be considered. The theory for the small corner energy regularization in this situation is described in [14] . A numerical algorithm which can deal with parametric surfaces still has to be developed.
Note added in proof.
A different parametric discretization of (6) was introduced by M. Siegel, M. J. Miksis and P. W. Voorhees, "Evolution of material voids for highly anisotropic surface energy", J. Mech. Phys. Solids 52 (2004), 1319-1353.
