The higher flows of harmonic maps by Gagliardo, Michael Sebastian, 1976-
Copyright
by
Michael Sebastian Gagliardo
2007
The Dissertation Committee for Michael Sebastian Gagliardo
certifies that this is the approved version of the following dissertation:
The Higher Flows of Harmonic Maps
Committee:
Karen Uhlenbeck, Supervisor
Dan Freed
Lorenzo Sadun
Chuu-lian Terng
David Ben-Zvi
The Higher Flows of Harmonic Maps
by
Michael Sebastian Gagliardo, MA, BS
Dissertation
Presented to the Faculty of the Graduate School of
The University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the Degree of
Doctor of Philosophy
The University of Texas at Austin
May 2007
to Izzy
Acknowledgments
While the work done for my dissertation is my own, there are many people who
I would like to acknowledge that helped me during my time at the University of
Texas.
Of course, I would like to thank my advisor Karen Uhlenbeck for the oppor-
tunity to be her student as well as the guidance she provided. Additionally, I would
like to thank her for the advice she gave me on returning to graduate school. A
small piece of advice and some kind words helped me change the direction of my
life. Thank you.
I would like to thank my committee members Dan Freed, Lorenzo Sadun and
David Ben-Zvi. Also, I would like to thank committee member Chuu-Lian Terng. I
have spent the last 2 and a half years reading your papers and feel as though you
were an integral part of my education.
Nine years have passed since I started graduate school and I have been in-
fluenced by far too many great and interesting people to list them all. I would like
to thank all of my friends in graduate school and elsewhere. I cannot express how
much you all mean to me. I must also thank Nancy Lamm, who has always been
there to lend assistance. She always goes above and beyond any expectation.
I would like to thank my parents, Barbara and Sebastian Gagliardo. Without
their support, everything would have been much more difficult. Finally, I dedicate
this thesis to my girlfriend, Elizabeth. I would have never thought I could be so
v
happy while in graduate school.
Michael Sebastian Gagliardo
The University of Texas at Austin
May 2007
vi
The Higher Flows of Harmonic Maps
Publication No.
Michael Sebastian Gagliardo, Ph.D.
The University of Texas at Austin, 2007
Supervisor: Karen Uhlenbeck
This thesis relates the AKNS-hierarchy of flows, called positive flows, to the hierar-
chy of flows that include the harmonic map equation, called negative flows. I show
that these two hierarchies are actually part of one large hierarchy of commuting
flows. This is done by looking at the loop group of two circles into a Lie group and
determining the projections in a algebra splitting. The projections are then applied
to the action of the Virasoro algebra.
vii
Contents
Acknowledgments v
Abstract vii
List of Figures x
Chapter 1 Introduction 1
Chapter 2 The Harmonic Map Equation 3
Chapter 3 Loop Groups and Loop Algebras 6
Chapter 4 The Positive Flows 10
Chapter 5 The Negative Flows 17
Chapter 6 Loop Groups: Revisited 20
Chapter 7 Loop Algebras: Revisited 25
Chapter 8 The Higher Flows 29
Chapter 9 The Harmonic Gauge 36
Chapter 10 Classes of Harmonic Maps 42
viii
Chapter 11 Application to the Virasoro Action 46
Bibliography 51
Vita 53
ix
List of Figures
6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
7.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
x
Chapter 1
Introduction
The motivating example for this thesis is the harmonic map equation for maps
φ : R1,1 → G, where R1,1 is the Lorentz space and G is a real matrix Lie group. The
case of maps φ : R2 → G has been thoroughly studied, where as the Lorentz case
has not received the same attention. This is partially due to the nature of the reality
condition that arises in the loop group in the elliptic case. The reality condition
gives a true factorization of the loop group into two subgroups. This was shown by
McIntosh in [3]. Unfortunately, this is not known to be true in the Lorentz case.
In a different gauge, the harmonic map equation can be seen as a flow on
a solution space. It is actually the first in a hierarchy of flows, called the negative
flows. This hierarchy is indexed by the negative integers, of which, the harmonic
map flow is the −1 flow. The question still remained to be asked, ”Do these flows
commute?”
There is also a hierarchy of positive flows called the AKNS hierarchy. This
hierarchy is known to contain the Non-linear Shro¨dinger equation, the mKdV equa-
tion and the n-wave equation. It is also known that these flows arise from a right
dressing action and they commute with each other. There is also a way to fit the
−1 flow into the hierarchy of positive flows.
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Both the positive and negative flows use the same loop group formulation and
factorization of LG into L+G, the subgroup of maps that extend holomorphically
around 0, and L−G, the subgroup of maps that extend holomorphically around ∞.
Following the work of Uhlenbeck in [10], Guest uses the loop group denoted as LG
to treat the elliptic harmonic map equation in the original gauge in [2]. However,
Guest uses different techniques than Uhlenbeck and Terng.
In this this thesis, I determine the Lie algebra projections in the factorization
of LG. I then use the techniques of Uhlenbeck and Terng to show that the nega-
tive and positive flows are actually part of one large hierachy and all of the flows
commute. This all can be done in the harmonic gauge.
Finally, I apply the projections on the loop sub-algebras to a paper of Uhlen-
beck and Vajiac [11]. The indirect half-Virasoro action on the extended harmonic
map is seen to be equivalent to the direct half-Virasoro action on the scattering data
for v(λ) = λk, k ≥ 2.
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Chapter 2
The Harmonic Map Equation
Let φ : R1,1 → G be a smooth map from Lorentz space to a compact Lie group.
While the results of this paper hold for any compact real Lie group, all proofs are
for SUn. Define the functional
E(φ) =
1
2
∫ ∣∣φ−1φx∣∣+ ∣∣φ−1φt∣∣dxdt.
The Euler-Lagrange equation for E is
∂
∂t
(φ−1φt)− ∂
∂x
(φ−1φx) = 0,
and its solutions are said to solve the harmonic map equation. A change to char-
acteristic coordinates, ξ = t + x and η = t − x, gives the following differential
equation
∂
∂η
(φ−1φξ) +
∂
∂ξ
(φ−1φη) = 0. (2.1)
The goal is to have a Lax pair formulation of the harmonic map equation. Let
A = φ−1φξ and B = φ−1φη. Equation (2.1) is equivalent to
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Aη +Bξ = 0.
Next, given A,B : R1,1 → g, we can ask, when does there exist a φ : R1,1 → G
such that φ−1φξ = A and φ−1φη = B? The answer is in the following well known
theorem.
Proposition 2.1. [2] Let G be a Lie group. Let α = Adξ + Bdη, where A,B :
R1,1 → g. The following statements are equivalent:
(∗) α satisfies the equation dα+ 1
2
[α ∧ α] = 0 i.e., Aη −Bξ = [A,B]
(∗∗) There exists a map F : R1,1 → G such that α = F−1dF
Therefore, the harmonic map equation is equivalent to the following pair of
equations:
Aη +Bξ = 0
Aη −Bξ = [A,B]
(2.2)
Let λ ∈ C∗ and let Aλ = (1−λ
−1)
2 A and Bλ =
(1−λ)
2 B. Equation (2.2) is
equivalent to
(Aλ)η − (Bλ)ξ = [Aλ, Bλ], for all λ ∈ C∗. (2.3)
This is seen by comparing the coefficients of λi, i = −1, 0, 1 in equation (2.3):
λ1 : Aη =
1
2
[A,B]
λ−1 : Bξ =
1
2
[B,A]
λ0 : Aη −Bξ = [A,B]
(2.4)
If A,B ∈ g, then Aλ, Bλ ∈ g⊗C. If G is a real Lie group, we need to enforce
a reality condition on Aλ and Bλ. In order that Aλ, Bλ ∈ g, it is required that
c(Aλ) = Aλ and c(Bλ) = Bλ, where c(X) is conjugation with respect to g. For
G = SUn, c(X) = −X∗ and we need −A∗λ = Aλ and −B∗λ = Bλ. This implies if
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λ = λ¯, then Aλ, Bλ ∈ g.
Equation (2.3) is the Lax pair formulation of the harmonic map equation.
To see this, by proposition (2.1), if equation (2.3) holds for some A,B ∈ g, then
there exists a function F : C∗ × R1,1 → G such that
F−1Fη = Aλ,
F−1Fξ = Bλ.
(2.5)
If we evaluate F at λ = −1, we have
F−1Fη = A,
F−1Fξ = B,
and by equation (2.2), F (ξ, η,−1) is harmonic. If we start with a harmonic map φ,
then there exists an F : R1,1×C∗ → GC with F (ξ, η,−1) = φ(ξ, η). In the following
chapters, we will determine a loop group formulation of the harmonic map equation.
This will allow us to use loop group techniques to find a hierarchy of commuting
flows for the harmonic map equation.
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Chapter 3
Loop Groups and Loop Algebras
This section sets up the necessary notation and concepts involving loop groups.
Definition 3.1. Let G be a matrix Lie group (real or complex). Define the loop
group LG as follows:
LG = {γ | γ : S1 → G, γ is smooth}. (3.1)
In words, it is the group of all smooth maps from the circle S1 to the group
G. Loop groups can consist of more than just smooth maps. Presley and Segal
treat many cases of loop groups in [4]. They also treat the ∞-dimensional manifold
properties and representation theory of loop groups, all of which will not be needed
here.
The Riemann-Hilbert problem will be of fundemental interest to us.
Definition 3.2. Reimann-Hilbert problem. Let Γ be a (not necessarily con-
nected) simple closed contour in the Riemann sphere C ∪ ∞. Let F be a smooth
matrix-valued function on Γ. When can we find matrix-valued functions F+, F−
such that
1. F = F−|ΓF+|Γ
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2. F+(F−) is holomorphic on the interior (exterior) of Γ?
In our first example, let γ = {|λ| = 1}. We define the interior to be Ω+ =
{λ ∈ C | |λ| ≤ 1} and the exterior is Ω− = {λ ∈ C ∪∞ | |λ| ≥ 1}. The Riemann-
Hilbert problem can be restated by making the following definitions:
L+G = {γ ∈ LG | γ extends holomorphically to Ω+},
L−G = {γ ∈ LG | γ extends holomorphically to Ω−}.
The Riemann-Hilbert problem now asks, ”Given a function F ∈ LG, when can
we find functions F− ∈ L−G and F+ ∈ L+G such that F = F−F+ on γ = S1?”
If G = GLnC then this can be done for generic F ∈ LGLnC since the product
L−GLnC ? L+GLnC is an open dense subset of LGLnC.
Another, more complex, Riemann-Hilbert problem is obtained by setting
Γ = γ1 ∪ γ2, where γ1 = {λ | |λ| = ²} and γ2 = {λ | |λ| = ²−1}
for small ². This loop group consists of smooth maps from γ1 ∪ γ2 into a Lie
group G and is denoted LG (in this paper only). Following the notation in [2], we
define the exterior of γ to be ΩE = {λ ∈ C | ² ≤ |λ| ≤ ²−1} and the interior as
ΩI = {λ ∈ C ∪∞ | |λ| ≤ ² and |λ| ≥ ²−1}. Then, the two loop groups needed for
factorization are
LEG = {f ∈ LG | f extends holomorphically to ΩE},
LIG = {f ∈ LG | f extends holomorphically to ΩI}.
The factorization of LG is more complicated than that of LG. For GC a complex-
ification of a real Lie group GR, we look at the subgroup LRGC and require the
reality condition f∗(λ¯−1) = f(λ)−1, then in [3] McIntosh shows that there is a true
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factorization
LRGC = LRI GCL
R,1
E GC.
The superscript 1 implies that f(1) = I for all f ∈ LR,1E GC. Variations of this loop
group will be used later in the paper.
The next step is to define the dressing actions. Let G = G1G2 where
G1 ∩G2 = Id, then we can define the left dressing action of G2 on G1.
Definition 3.3. Let G,G1, G2 be as above and let g1 ∈ G1, g2 ∈ G2. Define the left
dressing action of G2 on G1 as follows:
g2 ∗ g1 = g˜1, where g2g1 = g˜1g˜2,
for g˜1 ∈ G1 and g˜2 ∈ G2.
Just to explain further, we know that any element g ∈ G can be written
uniquely as g = h1h2 for hi ∈ Gi. Therefore, we take g = g2g1 and ”write it in the
other order”. Then, let g˜1 be the part that is in G1. The dressing action is a group
action, i.e., (g2h2) ∗ g1 = g2 ∗ (h2 ∗ g1).
Along with a left dressing action, there is a right dressing action of G1 on
G2. As usual, right actions involve inverses. Again, the right dressing action is a
group action.
Definition 3.4. Let G,G1, G2, g1, g2 be as above. The right dressing action of G1
on G2 is defined as:
g2 ∗r g1 = g˜2 where g−12 g1 = g˜1g˜2−1.
Another useful technique is to expand an element f ∈ LG in a power series.
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For instance, a general f ∈ LG will have the form
f = · · ·+A−2λ−2 +A−1λ−1 +A0 +A1λ1 +A2λ2 + · · · =
∞∑
−∞
Aiλ
i,
where Ai ∈Mn. Some other loop group expansions are as follows:
L+G = {f = A0 +A1λ+ · · · =
∞∑
i=0
Aiλ
i},
L−G = {f = · · ·+A−1λ−1 +A0 =
∞∑
i=0
Aiλ
−i},
L∞−G = {f = · · ·+A−2λ−2 +A−1λ−1 =
∞∑
i=1
Aiλ
−i}.
The expansions for LG and its subgroups will be discussed later.
Just as finite dimensional Lie groups have Lie algebras, the infinite dimen-
sional loop groups have Lie algebras, called loop algebras.
Definition 3.5. The Lie algebra to a loop group LG is defined to be
Lg = {f : S1 → g | f is smooth}.
It should be noted that a splitting of loop algebras does not necessarily lead to
a true factorization of Lie groups. For instance, Lg = L+g⊕L∞− g, but as mentioned
before, L+G ∗ L∞−G is only a dense open subset of LG. When our group does not
have a true factorization our calculations are only true where the factorization exists.
This is the norm rather than the exception in this paper. However, the subset of the
loop groups which admits a factorization is open. Hence the infinitesimal formulas
are always valid.
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Chapter 4
The Positive Flows
The following treatment of the positive flows can be found in [5]. First, assume
a ∈ slnC is a diagonal matrix with distinct eigenvalues. Define the following spaces:
slnCa = {y ∈ slnC | [a, y] = 0},
slnC⊥a = {ξ ∈ slnC | < ξ, y >= 0 ∀y ∈ slnCa}.
If we define < x, y >= tr(xy) as the bilinear form on slnC, then slnCa is the space
of all diagonal matricies in slnC and slnC⊥a is the space of all off diagonal matricies
in slnC.
The following theorem and its proof can be found in [5]. The theorem is
originally attributed to Ablowitz-Kaup-Newell–Segur for n = 2 in [1], and for all n
by Satinger in [7].
Theorem 4.1. [1][5][7] Let a ∈ slnC be as above. Then for each b ∈ slnCa. there
exists a sequence of smooth functions Qb,j satisfying the following conditions:
1. Qb,0 = b,
2. (Qb,j)x + [u,Qb,j ] = [Qb,j+1, a], where u = Qa,1,
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3. the asymptotic expansion
tr
 ∞∑
j=0
Qb,jλ
−j
k ∼ tr(bk)
for all 1 ≤ k ≤ n.
Moreover, Qb,j, can be solved using 1− 3 and is a polynomial in u, dxu, . . . , dj−1x u.
Since Qb,j is a polynomial in u and its dervatives, we make the following
definition.
Definition 4.1. The jth-flow equation on C(R, slnC⊥a ) defined by b is:
ut = (Qb,j)x + [u,Qb,j(u)] = [Qb,j+1(u), a] (4.1)
The jth-flow has a Lax pair:
[
∂
∂x
+ u,
∂
∂t
+Qb,j
]
= 0. (4.2)
In certain cases, the jth-flows can be computed.
Example: Take n = 2 and a =
 i 0
0 −i
, then
sl2C⊥a =

 0 q
r 0
 ∣∣∣∣ q, r ∈ C
 .
Also, if we write
Qn =
 An Bn
Cn −An
 ,
we can use part 2 of theorem (4.1) to determine the entries of Qn. First, look at the
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off diagonal entries of
(Qn)x + [u,Qn] = [Qn+1, a].
We get
Bn+1 =
i
2
((Bn)x − 2Anq),
Cn+1 = − i2((Cn)x + 2Anr).
(4.3)
The first few terms are given by the assumptions. Q0 = diag(i,−i) and A1 = 0, B1 =
q, C1 = r. Plugging these into equation (4.3), we get
B2 =
i
2
qx, C2 = − i2rx.
We use condition 2 in theorem (4.1) to get A2:
tr((a+ uλ−1 +Q2λ−2 + · · · )2) ∼ tr(a2).
From the coefficient of λ−2 we obtain
tr(2aQ2 + u2) = 0
or A2 = i2qr. Thus, the first three Qi’s are:
Qa,1(u) = u =
 0 q
r 0

Qa,2(u) =
i
2
 qr qx
−rx −qr

Qa,3(u) =
1
4
 qrx − rqx −qxx + 2q2r
−rxx + 2qr2 −qrx + rqx
 .
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Therefore the first three flows in the SL2C hierarchy defined by a are
qt = qx, rt = rx
qt =
i
2
(qxx − 2q2r), rt = i2(−rxx + 2qr
2),
qt =
1
4
(−qxxx + 6qrqx), rt = 14(−rxxx + qrrx).
Notice, if we restrict to u ∈ su⊥(2)a; i.e. r = −q∗, then the second flow is the
Non-linear Schro¨dinger equation and the third flow is the modified KdV equation.
We are finally ready to show that the positive flows arise from a right dressing
action. This concept is fundamental to the rest of the paper. The factorization will
use the subgroups L∞− SLnC and L+SLnC. Let a, b be as before. We will consider
the right dressing action of eaλx+bλ
jt ∈ C∞(R1,1, L+SLnC) on f ∈ L∞− SLnC. Define
M(x, t, λ) as the right dressing action:
M(x, t, λ) ≡ f ∗r eaλx+bλjt.
If we write down M(x, t, λ) using the definition of a right dressing action
(definition 3.4), we have
f−1eaλx+bλ
jt = F (x, t, λ)M(x, t, λ)−1 (4.4)
where F (x, t, λ) ∈ C∞(R1,1, L+SLnC). Next, expand M(x, t, λ) around λ = ∞ to
get
M(x, t, λ)(λ) = I +m1(x, t)λ−1 +m2(x, t)λ−2 + · · ·
M(x, t, λ)−1 = I −m1(x, t)λ−1 + · · ·
(4.5)
Also, for X ∈ slnC (later, X will be a or b) we have
M−1XM = I + ξX,1λ−1 + ξX,2λ−2 + · · · (4.6)
13
where ξX,1 can be expicitly computed to be ξX,1 = [X,m1(x, t)]. The following
theorem by Terng in [5] shows that this dressing action gives rise to the positive
flows.
Theorem 4.2. [5] Let a, b, F,m, u and ξb,j be as above. Then
1. ξb,j = Qb,j as constructed in Theorem (4.1)
2. the map u(x, t) = [a,m1(x, t)] is a solution of the jth flow.
While the proof is illuminating, we will only briefly discuss the steps here.
In particular, part one is proved by showing the ξb,j satisfy the same differential
equation as Qb,j , namely, (ξb,j)x + [u, ξb,j ] = [ξb,j+1, a]. By uniqueness, ξb,j = Qb,j .
Part 2 is proved by showing the connection
θλ = (aλ+ u)dx+
(
j∑
i=0
Qb,j−i(u)λj−i
)
dt
is flat for all λ ∈ C and using the following theorem.
Theorem 4.3. [5] Let O be an open subset of R1,1, and u : O → slnC⊥a a smooth
map. Then u is a solution of (4.1) if and only if
θλ ≡ (aλ+ u)dx+ (bλj +Qb,1(u)λj−1 + · · ·+Qb,j(u))dt
is a flat connection for all λ ∈ C.
Finally, Terng shows that the jth flow is generated by the element bλj and
that the flows commute. Let A be the space of all diagonal matricies in slnC.
We look at the action of L+A on the phase space C(R, slnC⊥a ) of the flows in the
SLnC-hierarchy. Given f ∈ L−SLnC, define
Mf (x, λ) = f ∗r eaλx.
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Expand Mf (x, λ) around λ =∞ to get
Mf (x, λ) = I + (mf )1(x)λ−1 + · · · .
The dressing action is only a local map, so we need to introduce C∞0 (R, slxC⊥a ), the
space of germs of smooth maps from R to slnC⊥a at 0. Define the map
Ψ : L−SLnC→ C0(R, slnC⊥a )
to be
Ψ(f) = [a, (mf )1].
The following proposition says that Im(Ψ) is the homogenous space L−SLnC/L−A.
Proposition 4.1. [5]
1. If f ∈ L−SLnC, then Ψ(f) = 0 iff f ∈ L−A.
2. If f, g ∈ L−SLnC, then Ψ(f) = Ψ(g) iff fg−1 ∈ L−A.
Now, h ∈ L+A acts on Im(Ψ) by
h ∗Ψ(f) = Ψ(f ∗r h).
If we let Xb,j denote the vector field on Im(Ψ) defined by bλj , then theorem (4.2)
implies
Xb,j = (Qb,j)x + [u,Qb,j ].
Therefore, the flow is the jth flow. We also get that the flows commute since L+A
is abelian.
A quick note on the notation. It is unfortunate, but in the literature, x
and t are used for characteristic coordinates. This notation will be used here to
15
avoid confusion with other papers. Therefore, for the rest of the paper, x = η and
t = ξ. Since we will not use laboratory coordinates again, this should not cause any
confusion.
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Chapter 5
The Negative Flows
The negative flows, which include the harmonic map equation, are induced from a
local left dressing action. The negative flows are not differential equations in u and
its derivatives as are the positive flows. Terng and Uhlenbeck treat the decay case
of the negative flows in [6]. The following will be a formulation of the negative flows
in the asymptotically constant case.
Definition 5.1. Let a be a diagonal element in sun. Define
Ua = {y ∈ sun | [y, a] = 0}
U⊥a = {z ∈ sun | < z,Ua >= 0}.
Definition 5.2. Given a Vector space V, define S(R, V ) to be the space of all maps
from R to V that are in the Schwartz class.
Let A : R→ L+g be defined as A(x)(λ) = aλ+u(x) where u(x) ∈ S(R, sun).
Definition 5.3. The frame of A = aλ + u(x) normalized at x = 0 is the smooth
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solution F (A) : R→ L+SU(n) of
F−1Fx = A lim
x→−∞F (x, λ)e
−aλx = I,
F (0, λ) = I.
Given b ∈ sun which commutes with a, we can expand the expression
F−1bF ∈ L+g around λ = 0 to get
F−1bF = ξ0 + ξ1λ+ ξ2λ2 + · · · .
Using the definition of F , we see that
(F−1bF )x + [A,F−1bF ] = 0. (5.1)
Comparing the coefficients of λi in equation (5.1) we get
{ (ξ0)x + [u, ξ0] = 0
(ξi)x + [u, ξi] + [a, ξi−1] = 0.
We can solve the ξi’s explicitly in terms of a and u. Let g : R → GLn(C) be the
solution to { g−1gx = u
lim
x→−∞ g(x) = I.
(5.2)
Then
ξ0 = g−1bg
ξi(x) = −g−1(x)
(∫ x
−∞
g(y)[a, ξi−1]g−1(y)dy
)
g(x).
(5.3)
We can form a Lax pair for this system as follows
[
∂
∂x
+A,
∂
∂t
+ (F−1bλ−mF )−
]
= 0. (5.4)
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In order for (5.4) to be true, we need the following to hold
da
dt
= 0,
du
dt
= [a, ξm−1].
(5.5)
Equation (5.5) is called the -m-flow. The −1-flow is the harmonic map equa-
tion as we see from the following proposition.
Proposition 5.1. [6] Fix diagonal elements a, b of sun. Suppose u(x, t) is a solution
of the -1-flow. There is a unique solution F (x, t, λ) for
F−1Fx = aλ+ u,
F−1Ft = λ−1g−1bg,
Fλ(0, 0) = I.
Set s(x, t) = F (x, t,−1)F (x, t, 1)−1. Then s : R1,1 → SUn is a harmonic
map, i.e. (
s−1sx
)
t
+
(
s−1st
)
x
= 0.
19
Chapter 6
Loop Groups: Revisited
In order to put the positive and negative flows in the same framework, we introduce
a more complex loop group. This is the loop group usually associated with harmonic
maps and consists of maps from two circles into a (real or complex) Lie group G. The
factorization of this loop group combines the positive and negative flow equations.
Let 0 < ²¿ 1, γ1 = {λ ∈ C | |λ| = ²} and γ2 = {λ ∈ C | |λ| = ²−1}. Define
Γ = γ1 ∪ γ2 and
LG = {f : Γ→ G | f is smooth}.
We use the following factorization: Let E = {λ ∈ C | ² ≤ |λ| ≤ ²−1} and
I = I1 ∪ I2 where I1 = {λ ∈ C | |λ| ≤ ²} and I2 = {λ ∈ C | |λ| ≥ ²−1}. This set up
can be seen in figure 6.1 on the next page.
Returning to loop groups, we have
LEG ={f ∈ LG | f extends holomorphically to E}
LIG ={f ∈ LG | f extends holomorphically to I}.
The group LEG will play the role of the positive group from the previous
sections. However, the terms ”positive” and ”negative” become misleading as both
20
Figure 6.1: .
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LEG and LIG have positive and negative powers of λ in the power series expan-
sion. For this reason, we will refer to LEG as the ”E” group and LIG as the ”I”
group. Also, the terms ”positive” and ”negative” will always refer to our original
factorization.
As stated before, the reality condition for the elliptic harmonic map,
f∗(λ¯−1) = f−1(λ),
gives a true factorization as shown by McIntosh [3]. This is a consequence of the map
λ 7→ λ¯−1 which takes γ1 7→ γ2. McIntosh uses this and the previous factorization
used in chapter (3) to prove the factorization for loop groups with the elliptic reality
condition.
Unfortunately, we cannot take advantage of this factorization when using the
wave harmonic map reality condition f∗(λ¯) = f−1(λ). Therefore, all computations
are formal, i.e. they are true only where the factorization exists.
When the reality condition is introduced, we switch to the complexication,
GC, of the real Lie group.
We now have
LRGC = {f ∈ LG | f∗(λ¯) = f−1(λ)},
LREGC = {f ∈ LEGC | f∗(λ¯) = f−1(λ)},
LRI GC = {f ∈ LIGC | f∗(λ¯) = f−1(λ)}.
A quick word on notation. First, the reality condition allows us to work with
complex Lie groups and Lie algebras. A restriction on λ will force the functions to
remain in the real Lie group. For instance, if g ∈ LRESLnC, and F is the extension
of g to E, then F (λ) ∈ SUn for all λ ∈ R∗ ∩ E.
Second, A map g ∈ LRGC is actually two maps g(λ) = (g1(λ), g2(λ)) where gi
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is defined on γi. The multiplication is component wise, so if h(λ) = (h1(λ), h2(λ)),
then
(gh)(λ) = (g1(λ)h1(λ), g2(λ)h2(λ)).
A map M(λ) ∈ LRI GC also consists two maps M = (M1,M2) where M1 extends
holomorphically to I1 and M2 extends holomorphically to I2. Finally, a map F ∈
LREGC is technically two maps F = (F1, F2). Since it is holomorphic over a connected
region, the expansion of F1 is equal to the expansion of F2. This means we can write
(F1, F1) = F . This distinction is very important when multiplying group elements
(M1,M2)F ≡ (M1,M2)(F, F ) = (M1F,M2F ).
Also, when writing an element M = (M1,M2) in the I group, we notice that
the function M1 extends holomorphically to a neighborhood around zero and hence
has positive powers of λ. Also, M2 extends around∞ and has negative powers of λ.
In order to delineate the coefficients of λ for an element in the I group, the following
notation will be used:
M = (M1,M2) = (ξ0+ + ξ1+λ+ ξ2+λ2 + · · · , ξ0− + ξ1−λ−1 + ξ2−λ−2 + · · · ).
Just to reiterate, the number in the subscript refers to the power of λ and the ±
refers to the sign of its power.
The right and left dressing actions are defined in the same way as before.
However, this time the E group has a right action on the I group, and the I group
has a left action on the E group. Let M,f ∈ LR,∞I GC and e, F ∈ LREGC, then
f ∗r e =M where f−1e = FM−1
f ∗ e = F where fe = FM.
In the next section, we will work out the explicit formulas for the Lie al-
gebra projections. First, we will do a little exercise that gives some insight to a
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surprising feature of the projections. Let (a, b) ∈ LRGC and (g, 1) ∈ LR,∞I GC. If the
factorization exists, we have
(c, d)(g, 1) = (e, e)(f1, f2),
for (e, e) ∈ LREG and (f1, f2) ∈ LR,∞I G. This gives the following equations
cg = ef1,
d = ef2.
We notice that if the map (c, d) is fixed, then varying g forces f2 to vary. Informally,
this shows the ”bottom cap” and the ”top cap” affect each other. We will see this
phenomenon explicitly at the Lie algebra level.
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Chapter 7
Loop Algebras: Revisited
For this section, GC = SLnC and gC = slnC. The ”I” group that will be used in
the formulation of the positive and negative flows is
LR,∞I GC = {f = (f1, f2) ∈ LRI GC | f2(∞) = Id}.
Let LR,∞I gC be the Lie algebra of L
R,∞
I GC and L
R
EgC be the Lie algebra of
LREGC. We can write the power series expansions as:
e =
∑
i∈Z
Aiλ
i = · · ·+A−2λ−2 +A−1λ−1 +A0 +A1λ1 +A2λ2 + · · · ∈ LREg
f = (f1, f2) = (
∞∑
i=0
Bi+λ
i,
∞∑
i=1
Bi−λ−i)
= (B0+ +B1+λ+B2+ + · · · , B1−λ−1 +B2−λ−2 + · · · ) ∈ LR,∞I g.
The reality condition demands that Ai = −A∗i and Bi± = −B∗i±.
In order to apply the techniques of the positive flows we need to determine the
projections onto LR,∞I gC and L
R
EgC. This is done using Cauchy’s integral formula,
which picks out the holomorphic part of a function over the region integrated. Given
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g = (g1, g2) ∈ LRgC we define the projections gE and gI = (f1, f2) as follows:
λ ∈ E : gE(λ) = 12pii
∫
Γ
g(z)
z − λdz,
λ ∈ I1 : f1(λ) = − 12pii
∫
Γ
g(z)
z − λdz,
λ ∈ I2 : f2(λ) = − 12pii
∫
Γ
g(z)
z − λdz.
First, some notation:
Definition 7.1. Let h = (h1, h2) ∈ LRgC. Then h is of the form
h = (
∑
i∈Z
Aiλ
i,
∑
j∈Z
Bjλ
j).
Define
h1+ ≡
∞∑
i=0
Aiλ
i h1− ≡
∞∑
i=1
Aiλ
−i,
h2+ ≡
∞∑
j=0
Bjλ
j h2− ≡
∞∑
j=1
Bjλ
−j .
The explicit projections are as follows:
Theorem 7.1. If g = (g1, g2) ∈ LRgC, then
gE = g1− + g2+
gI = (g1+ − g2+ , g2− − g1−).
Proof. The general idea will be to break up the integrals until we can reduce to the
previous splitting in the ± case.
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For λ ∈ E and Γ = γ1 ∪ γ2:
gE =
1
2pii
∫
γ1∪γ2
g(z)
z − λdz
=
1
2pii
∫
γ1
g(z)
z − λdz +
1
2pii
∫
γ2
g(z)
z − λdz
=
1
2pii
∫
γ1
g1(z)
z − λdz +
1
2pii
∫
γ2
g2(z)
z − λdz
= g1− + g2+ .
For λ ∈ I1, we get:
gI1 = −
1
2pii
∫
γ1∪γ2
g(z)
z − λdz
= −
(
1
2pii
∫
−γ1
g(z)
z − λdz +
1
2pii
∫
γ2
g(z)
z − λdz
)
= −
(
1
2pii
∫
−γ1
g1(z)
z − λdz +
1
2pii
∫
γ2
g2(z)
z − λdz
)
= g1+ − g2+ .
Finally, for λ ∈ I2, we have:
gI1 = −
1
2pii
∫
γ1∪γ2
g(z)
z − λdz
= −
(
1
2pii
∫
γ1
g(z)
z − λdz +
1
2pii
∫
−γ2
g(z)
z − λdz
)
= −
(
1
2pii
∫
γ1
g1(z)
z − λdz +
1
2pii
∫
−γ2
g2(z)
z − λdz
)
= g2− − g1− .
The overall minus sign in the gI integral is from looking at the limiting case
in figure 7.1 on the next page. Notice that the I region is the exterior of one large
loop, and hence gets a minus sign in its Cauchy Integral.
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Figure 7.1: .
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Chapter 8
The Higher Flows
Again in this section, we let GC = SLnC and GR = SUn. We use the more
complicated loop LRSLnC and the subgroups LR,∞I SLnC, L
R
ESLnC. Let f(λ) ∈
LR,∞I SLnC and a, b be diagonal elements in sun ⊂ slnC. The the right action of
eaλx+bλ
jt on f(λ) for j 6= 0 is defined as
f(λ) ∗r eaλx+bλjt =M(x, t, λ).
Here
f(λ)−1eaλx+bλ
jt = F (x, t, λ)M(x, t, λ)−1,
with F ∈ C∞(R1,1,LRESLnC) and M ∈ C∞(R1,1,LR,∞I SLnC). We notice that this
loop group factorization allows negative powers of λ in the ”E” group. This is in
contrast to the positive group of the previous factorization.
By switching to the more complex loop group, we will see that both the
positive and negative flows arise from the dressing action of LRESLnC on L
R,∞
I SLnC.
This will also be used to show that the positive and negative flows commute.
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Following the techniques of the positive flows, calculate F−1Fx and F−1Ft:
F−1Fx = (M−1e−aλx−bλ
jtf)(f−1eaλx+bλ
jtM)x
= (M−1e−aλx−bλ
jtf)(f−1aλeaλx+bλ
jtM + f−1eaλx+bλ
jtMx)
=M−1aλM +M−1Mx
= (M−1aλM)E ,
where the last line is true because F−1Fx ∈ LREslnC. An identical computation for
F−1Ft gives
F−1Ft = (M−1bλjM)E .
If we write
M(x, t, λ) = (m0+ +m1+λ+m2+λ2 · · · , I +m1−λ−1 +m2−λ−2 · · · ),
then the first few terms of M(x, t, λ)−1 are
M(x, t, λ)−1 = (m−10+ −m−10+m1+m−10+λ+ · · · , I −m1−λ−1 + · · · ).
The general form for M−1bM is
M−1bM = (ξ0+ + ξ1+λ+ ξ2+λ2 · · · , b+ ξ1−λ−1 + ξ2−λ−2 · · · ). (8.1)
However, we can do better and write it in terms of M :
M−1XM = (m−10+Xm0+ − [m−10+m1+,m−10+Xm0+]λ+ · · · , X + [X,m1−]λ−1 + · · · ).
Next, we compute the projections (M−1aλM)E and (M−1bλjM)E for j > 0.
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(M−1aλM)E =(m−10+am0+λ− [m−10+m1+,m−10+am0+]λ2 + · · · , aλ+ [a,m1−] + · · · )E
=aλ+ [a,m1−]
=aλ+ u.
Here we define u ≡ [a,m1−] as before. Also, we have
(M−1bλjM)E =(ξ0+λj − ξ1+λj+1 + · · · , bλj + ξ1−λj−1 + · · · )E
=bλj + ξ1−λj−1 + · · ·+ ξ(j−1)−λ+ ξj−.
This new technique reproduces the positive flows. It still needs to be checked
that each ξi+ satisfies the appropriate differential equations. This is done in the same
manner as before.
(M−1bM)x = [M−1bM,M−1Mx]
= [M−1bM,F−1Fx −M−1aλM ]
= [M−1bM, aλ+ u−M−1aλM ]
= [M−1bM, aλ+ u], since [a, b] = 0.
(8.2)
Expanding M−1bλjM and comparing the coefficients of λi gives the differ-
ential equations for the positive flows:
(ξi−)x = [ξ(i+1)−, a] + [ξi−, u].
As stated before, eaλx+bλ
−jt, j > 0 is now a valid element of the ”E” group.
Repeating the same computations as before we get the equations:
F−1Fx = (M−1aλM)E .
F−1Ft = (M−1bλ−jM)E .
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By equation (8.1), we have
(M−1bλ−jM)E = (ξ0+λ−j − ξ1+λ−j+1 + · · · , bλ−j + ξ1−λ−j−1 + · · · )E
= ξ0+λ−j − ξ1+λ−j+1 + · · ·+ ξ(j−1)+λ−1.
Finally, to get the differential equations of the negative flows, we do the same
computation as before and look at the terms that show up for M−1bλ−jM . ie
(M−1bM)x = [M−1bM, aλ+ u]. This yields the negative flows:
(ξ0+)x = [ξ0+, u],
(ξi+)x = [ξ(i−1)+, a] + [ξi+, u].
As with the original derivation of the negative flows, we have ξ0+ = m−10+bm0+
and m−10+(m0+)x = u.
We have just proved the following theorem:
Theorem 8.1. Let a, b, f, E,M, and ξi± be as above and j > 0. Recall that m1− is
the coefficient of λ−1 in M , then
1. the right dressing action of eaλx+bλ
jt on f gives
(a) ξi− = Qb,i from theorem (4.1)
(b) u = [a,m1−] is a solution to the jth flow
2. the right dressing action of eaλx+bλ
−jt on f gives
(a) ξi+ = ξi from equation (5.5)
(b) u = [a,m1−] is a solution to the −jth flow
Theorem 8.2. Each jth flow commutes with the others. In particular, the negative
flows commute.
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The proof is similar to the discussion at the end of chapter 4. The idea is to
show that the right dressing action of LREA on L
R,∞
I SLnC induces an action on the
phase space of the positive and negative flows (A is the space of diagonal matricies
in SLnC). The proof differs from Terng’s [5] due to the complex nature of the loop
groups.
The phase space of the positive and negative flows is C∞0 (R, slnC⊥a ) in the
SLnC hierarchy. Take f ∈ LR,∞I SLnC, define
mf (x) = f ∗r eaλx.
On a technical note, we look at the space of all germs of smooth maps from R to
slnC⊥a and denote it C0(R, slnC⊥a ). Define the map
Ψ : LR,∞I SLnC→ C∞0 (R, slnC⊥a )
by
Ψ(f) = [a, (mf )1−],
where mf (x) = ((mf )0+ + (mf )1+λ+ · · · , I + (mf )1−λ−1 + · · · ). To show that the
right dressing action of LREA on L
R,∞
I SLnC induces an action on Im(Ψ), we first
show that Im(Ψ) is the homogenous space LR+SLnC×LR,∞− SLnC/LR+SLnC×LR,∞− A.
The first part of the product is defined on I1 and the second on I2.
Proposition 8.1. 1. If f ∈ LR,∞I SLnC, then Ψ(f) = 0 if and only if
f ∈ L+SLnC× L−A.
2. If f, g ∈ LR,∞I SLnC, then Ψ(f) = Ψ(g) if and only if fg−1 ∈ LR+SLnC ×
LR,∞− A.
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Proof. (1) If f = (f1, f2) ∈ LR+SLnC× LR,∞− A then
(f−11 , f
−1
2 )(e
aλx, eaλx) = (f−11 e
aλx, f−12 e
aλx)
= (f−11 e
aλx, eaλxf−12 )
= (eaλx, eaλx)︸ ︷︷ ︸
E
(e−aλxf−11 e
aλx, f−12 )︸ ︷︷ ︸
m−1
.
The decomposition is unique, so we now look at (mf )1−(x) and since f2a = af2
we get Ψ(f) = 0. Conversely, if Ψ(f) = 0 then by theorem (4.1), (mf )j− = 0
for all j. This implies that (m−11 am1,m
−1
2 am2) = (m
−1
1 am1, a) for m = (m1,m2).
Since a has distinct eigenvalues, m2(x) must be diagonal for all x, in particular, for
f2 = m2(0). Therefore, f ∈ LR+SLnC× LR,∞− A.
(2) Suppose Ψ(f) = Ψ(g) = u and f−1eaλx = E(x)m−1(x), g−1eaλx =
F (x)n−1(x). If we expand m and n in λ, we get
m(x)(λ) = (m0+ +m1+λ+ · · · , I +m1−λ−1 + · · · ),
n(x)(λ) = (n0+ + n1+λ+ · · · , I + n1−λ−1 + · · · ).
Therefore, u = [a,m1−] = [a, n1−]. From the proof of (8.1), E and F satisfy
E−1Ex = aλ+ u, F−1Fx = aλ+ u.
However, E(0, λ) = F (0, λ) = I. So E and F solve the same ODE and agree at a
point and therefore E = F . More importantly, we have
F = f−1eaλxm = g−1eaλxn.
Rearranging the terms, we get
fg−1eaλx = eaλxmn−1.
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Finally, we compute the (mn−1)1− term to be m1− − n1−. This can be seen by
recalling the expansion for m and n in equation (8) and that (mn−1)1− is the
coefficient of λ−1 in mn−1. This allows us to compute
Ψ(fg−1) = [a,m1− − n1−] = [a,m1−]− [a, n1−] = Ψ(f)−Ψ(g) = 0.
By part (1), we have fg−1 ∈ LR+SLnC× LR,∞− A.
One consequence of the proposition is that LREA acts on Im(Ψ). This action
is induced by the right dressing action as follows: Let h ∈ LREA and f as above,
then
h ∗Ψ(f) ≡ Ψ(f ∗r h).
If we let h = ebλ
jt for j ∈ Z − {0}, then by theorem (8.1), u = ebλjt ∗ Ψ(f)
is a solution to the jth flow. Since LREA is abelian, the flows commute and theorem
(8.2) is proven.
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Chapter 9
The Harmonic Gauge
In the previous chapter, we saw that the right action of eaλx+bλ
jt on f ∈ LR,∞I G
induces a solution to the jth flow. If we set j = −1 and letH = F (x, t, λ)F (x, t, 1)−1,
then H(x, t, λ) is a solution to the harmonic map equation (2.3). This is the same
technique used in chapter (5). This is a gauge change which normalizes the extended
harmonic map to be the identity at λ = 1, i.e. H(x, t, 1) = Id. We call this the
harmonic map gauge.
In this section, we will start in the harmonic map gauge and show that the
techniques of the last section give rise to the harmonic map flow and its higher flows.
Since, 1 ∈ E, we must use the groups LRI GC and LR,1E GC where
LR,1E GC = {f ∈ LREGC | f(1) = Id}.
Just as before, we will need to determine the explicit form of the splitting
at the Lie algebra level. Given f = (f1, f2) ∈ LRgC, we use the following modified
formulas:
36
λ ∈ E : fE(λ) = 12pii
∫
Γ
g(z)
z − λdz −
1
2pii
∫
Γ
g(z)
z − 1dz,
λ ∈ I1 : fI1(λ) = −
1
2pii
∫
Γ
g(z)
z − λdz +
1
2pii
∫
Γ
g(z)
z − 1dz,
λ ∈ I2 : fI2(λ) = −
1
2pii
∫
Γ
g(z)
z − λdz +
1
2pii
∫
Γ
g(z)
z − 1dz.
Theorem 9.1.
fE = f1− + f2+ − (f1−(1) + f2+(1))
fI =
(
f1+ − f2+ + (f1−(1) + f2+(1)), f2− − f1− + (f1−(1) + f2+(1))
)
Proof. The only new quantity that needs to be calculated is the following term:
1
2pii
∫
Γ
g(z)
z − 1dz
=
1
2pii
∫
γ1
g(z)
z − 1dz +
1
2pii
∫
γ2
g(z)
z − 1dz
=f1−(1) + f2+(1).
This new projection moves the elements constant in λ to the I algebra. For
instance, let g = (C,D), where C and D are constant in λ. Then by theorem (9.1)
we have
gE = (C,D)E = (D −D,D −D) = (0, 0)
gI = (C,D)I = (C −D +D,D) = (C,D).
Again, let G = SLnC and a, b ∈ sun ⊂ slnC be regular diagonal elements.
Let f(λ) ∈ LRI SLnC, then
f(λ) ∗r ea(λ−1)x+b(λ−j−1)t =M(x, t, λ)−1 where,
f(λ)−1ea(λ−1)x+b(λ
−j−1)t = F (x, t, λ)M(x, t, λ)−1.
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Where F ∈ LR,1E SLnC,M ∈ LRI SLnC and j > 0. The next step is to compute
the equations:
F−1Fx =(M−1a(λ− 1)M)E ,
F−1Ft =(M−1b(λ−j − 1)M)E .
(9.1)
We can simplify (9.1) by writing
M = (m0+ +m1+λ+m2+λ2 + · · · , m0− +m1−λ−1 +m2−λ−2 + · · · )
and applying theorem (9.1) to (M−1aM)E . We get
(M−1aM)E = (m−10+am0+ + · · · ,m−10−am0− + · · · )E
= (m−10+am0+ −m−10+am0+,m−10−am0− −m−10−am0−)
= 0.
Therefore, (9.1) reduces to
F−1Fx =(M−1aλM)E ,
F−1Ft =(M−1bλ−jM)E .
(9.2)
In order to compute the flows in equation (9.2), we will make use of the
following notation:
M−1XM = (ξX0+ + ξ
X
1+λ+ ξ
X
2+λ
2 + · · · , ξX0− + ξX1−λ−1 + ξX2−λ−2 + · · · ).
For X = aλ or bλ−j , we get:
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F−1Fx = (M−1aλM)E
= (ξa0+λ+ ξ
a
1+λ
2 + ξa2+λ
3 + · · · , ξa0−λ+ ξa1− + ξa2−λ−1 + · · · )E
= ξa0−λ− ξa0−
= ξa0−(λ− 1).
F−1Ft = (M−1bλ−jM)E
= (ξb0+λ
−j + ξb1+λ
−j+1 + · · · , ξb0−λ−j + ξb1−λ−j−1 + · · · )E
= ξb0+λ
−j + ξb1+λ
−j+1 + · · ·+ ξbj−1λ−1 − ξb0+ + ξb1+ + · · ·+ ξbj−1
= ξb0+(λ
−j − 1) + ξb1+(λ−j+1 − 1) + · · ·+ ξbj−1(λ−1 − 1).
(9.3)
If j = 1 then equation (9.2) reduces to the harmonic map equation. Also, this can
be done for −j > 0 to give the positive flows in the harmonic gauge.
Now we have two ways to obtain a solution in the harmonic gauge. The first
is to use the methods of the last chapter, the loop groups LREG and L
R,∞
I G, and to
make a gauge change. The second is to start in the harmonic map gauge by using
the loop groups LR,1E G and L
R
I G.
One question might be, ”Are these flows the same?”. In other words, are
the flows obtained by applying the right dressing action of eaλx+bλ
jt onf ∈ LR,∞I
the same as the flows obtained by the right dressing action of ea(λ−1)x+b(λj−1)t on
f ∈ LR,∞i ? All that needs to be shown is that F˜ (x, t, λ) = F (x, t, λ)F (x, t, 1)−1.
Here F˜ is obtained from the harmonic gauge and F is obtained from the techniques
of chapter (8). This is shown below.
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LR,∞I G︷︸︸︷
f−1
LREG︷ ︸︸ ︷
eaλx+bλ
jt =
LREG︷ ︸︸ ︷
F (x, t, λ)
LR,∞I G︷ ︸︸ ︷
M(x, t, λ)−1
⇔
f−1ea(λ−1)x+b(λ
j−1)teax+bt = F (x, t, λ)F (x, t, 1)−1F (x, t, 1)M(x, t, λ)
⇔
f−1︸︷︷︸
LRIG
ea(λ−1)x+b(λ
j−1)t︸ ︷︷ ︸
LR,1E G
= F (x, t, λ)F (x, t, 1)−1︸ ︷︷ ︸
LR,1E G
F (x, t, 1)M(x, t, λ)eax+bt︸ ︷︷ ︸
LRIG
.
Therefore, since the factorization is unique when it exists, the flows are the same.
Some final remarks about this method. First, if we want to recreate the
exact form of our connections Aλ, Bλ from chapter 2, we only need to apply the
right action of e
1
2
a(1−λ)x+ 1
2
b(1−λ−j)t, for j = 1 instead of ea(λ−1)x+b(λ−1−1)t.
Second, it is possible to obtain equations for the coefficients of λ in
M−1b(λ− 1)M = (ξb0+λ−j + ξb1+λ−j+1 + · · · , ξb0−λ−j + ξb1−λ−j−1 + · · · )
just as we did for the negative flows in equation (5.3). First, by equation (8.2)
(which still holds in the harmonic gauge) we have
(M−1bM)x = [a(λ− 1),M−1bM ]. (9.4)
This gives the following equations:
(ξb0+)x + [ξ
b
0+, a] = 0
(ξbi+)x + [ξ
b
i+, a] + [a, ξ
b
(i−1)+] = 0,
(ξbi−)x + [ξ
b
i−, a] + [a, ξ
b
(i+1)−] = 0.
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Next, we have
ξ0+ = h−1bh, where
h−1hx = a.
Finally, we get that
ξbi+(x) = −h−1(x)
(∫ x
∞
h(y)[a, ξb(i−1)+]h
−1(y)dy
)
h(x),
ξbi−(x) = −h−1(x)
(∫ x
∞
h(y)[a, ξb(i+1)−]h
−1(y)dy
)
h(x).
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Chapter 10
Classes of Harmonic Maps
In this chapter we try to expand the classes of harmonic maps that are included
in the −1-flow theory. The goal will be to replace constants a and b with smooth
functions α(x) and β(t). The claim is this change does not affect the theory and we
obtain a substantially larger set of harmonic maps.
Let α(x) ∈ A for all x and β(t) ∈ A for all t. Recall that A is the set of all
diagonal matricies in sun. Next, we look at the right action of eα(x)λ+β(t)λ
−1
on f .
f ∗r eα(x)λ+β(t)λ−1 =M(x, t, λ) where,
f−1eα(x)λ+β(t)λ
−1
= F (x, t, λ)M(x, t, λ)−1.
Next, we calculate F−1Fx and F−1Ft.
F−1Fx = (M−1e−α(x)λ−β(t)λ
−1
f−1)(fα′(x)eα(x)λ+β(t)λ
−1
M
− feα(x)λ+β(t)λ−1M−1MxM−1
=M−1α′(x)λM −MxM−1
= (M−1α′(x)λM)E
= α′(x)λ+ [α′(x),m1−].
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F−1Ft = (M−1e−α(x)λ−β(t)λ
−1
f−1)(fβ′(t)eα(x)λ+β(t)λ
−1
M)
− feα(x)λ+β(t)λ−1M−1MtM−1
=M−1β′(t)λM −MxM−1
= (M−1β′(t)λM)E
= g−1β′(t)gλ−1.
Theorem 10.1. φ(x, t) ≡ F (x, t,−1)F−1(x, t, 1) is a harmonic map.
Proof. The proof is a straight forward calculation. We must check that φ satisfies
(φ−1φx)t + (φ−1φt)x = 0.
This is done by substituting the definition of φ into the equation. Let F1 = F (x, t, 1)
and F−1 = F (x, t,−1). Then we have
(φ−1φx)t =
(
(F1F−1−1 )(F−1xF
−1
1 − F−1E−11 F1xF−11 )
)
t
= (F1((u− α′)− (u+ α′))F−11 )t
= −2(F1α′F−11 )t
= −2(F1tα′F−11 − F1α′F−11 F1tF−11 )
= −2F1(g−1β′gα′ − α′g−1β′g)F−11
= 2F1([α′, g−1β′g])F−11 .
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(φ−1φt)x =
(
(F1F−1−1 )(F−1tF
−1
1 − F−1F−11 F1tF−11 )
)
x
= (F1(−g−1β′g − g−1β′g)F−11 )x
= −2(F1g−1β′gF−11 )x
= −2(F1xg−1β′gF−11 + F1(−g−1gxg−1β′g + g−1β′gx)F−11
− F1g−1β′gF−11 F1xF−11 )
= −2F1
(
(α′ + u)g−1β′g + [g−1β′g, u]− g−1β′g(a+ u))F−11
= −2F1[α′, g−1β′g]F−11 .
Next, recall that given a harmonic map φ, we have the lax pair:
(Aλ)η − (Bλ)ξ = [Aλ, Bλ],
where φ−1φξ = A, φ−1φη = B, Bλ = 1−λ
−1
2 B, and Aλ =
1−λ
2 A. One question is,
”What do A and B look like when we make a gauge transformation from aλ+u→ Aλ
and g−1bg → Bλ?”
If we let h(x, t) be our gauge change, then we have
h
(
∂
∂ξ
+ aλ+ u
)
h−1 =
∂
∂ξ
+ hah−1λ+ huh−1 − hxh−1.
To normalize at λ = 1, we need
hxh
−1 = huh−1 − hah−1
or
h−1hx = u− a.
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Regardless of how we write it, we get A = −hah−1 and B = −hg−1bgh−1. This
says that φ−1φξ resides in the class of a for all η and ξ. Also, we have that φ−1φη
resides in the conjugacy class of b for all η and ξ.
From the theory of Lie groups, we know that every element of a compact Lie
algebra can be conjugated into the Lie algebra of the maximal torus. However, we
have been assuming that a and b have distinct eigen-values.
Also, if we use the theory from the beginning of this chapter, we get that
A = −hα(ξ)h−1 and B = −hg−1β(η)gh−1. This means if we restrict to SUn, we
obtain all harmonic maps that do not intersect conjugacy classes of torus elements
with non-distinct eigenvalues.
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Chapter 11
Application to the Virasoro
Action
In this chapter, we examine how changes to f ∈ LR,∞I GC (traditionally called the
scattering data) affect the term A = aλ + u. Once this is determined it can be
applied to various actions on the regions I1 and I2.
Theorem 11.1. δA = [A, (F−1f−1δfF )I ]E .
Proof. First, we note that
f−1eaλx+bλ
jt = FM−1
A =F−1Fx.
By taking the differential of each equation with respect to a change in f we get
−f−1δff−1eaλx+bλjt = δFM−1 − FM−1δMM−1
δA = −F−1δFF−1Fx + F−1δ(Fx).
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The first equation can be manipulated to get
−F−1f−1δfF = F−1δF −M−1δM,
which gives
(−F−1f−1δfF )E = F−1δF. (11.1)
Finally, we have
δA = −F−1δFF−1Fx + F−1(δF )x
= (F−1f−1δfF )EA+ F−1(F (−F−1f−1δfF )E)x
= (F−1f−1δfF )EA+ F−1(Fx(−F−1f−1δfF )E + F ((−F−1f−1δfF )E)x)
= [(F−1f−1δfF )E , A] + [A,F−1f−1δfF ]E
= [A, (F−1f−1δfF )I ]E .
The last line is due to the fact that
[XE , A] + [A,X]E = [XE , A] + [A,XE ]E + [A,XI ]E
= [XE , A]I + [A,XI ]E ,
and the first term of the last equation is zero.
This result can be applied to the paper of Uhlenbeck and Vajiac [11]. In this
paper, the derived action of the half-Virasoro algebra on the E group is examined.
As before, we use the wave reality condition F (λ)−1 = (F (λ¯))∗. Also, we use the
harmonic gauge and the associated factorization of LRGC used in chapter 9.
The Virasoro algebra is the infinitesimal generators of diffeomorphisms of
the circle. The basis of the Virasoro algebra are elements Lj = λj+1 ∂∂λ . With this
notation, we have the formula [Lj , Lk] = (k − j)Lj+k.
47
In the case of LRGC, there are two circles to act on. Let
w(λ)
∂
∂λ
∈ V+R,0 = spanR {L0, L1, . . . , Li, . . . } ,
v(λ)
∂
∂λ
∈ V−R,∞ = spanR {. . . , L−i, . . . , L−1, L0} .
In [11], The derived action of the element V = (w(λ) ∂∂λ , v(λ)
∂
∂λ) on an extended
harmonic map F (x, t, λ) is shown to be
V #Fλ =
1
2pii
Fλ
[ ∫
|γ|=²
F−1γ w(γ)
∂
∂γFγ(λ− 1)
(λ− γ)(γ − 1) dγ
+
∫
|γ|=²−1
F−1γ v(γ)
∂
∂γFγ(λ− 1)
(λ− γ)(γ − 1) dγ
] (11.2)
However, in order to switch to the notation used in this paper, we use the
method of partial fractions to rewrite the integrals. Also, we integrate around Γ,
which is the union of the circles of radius ² and ²−1. Thus, equation (11.2) becomes
V #Fλ =
1
2pii
[ ∫
Γ
F−1γ (w(γ)
∂
∂γFγ , v(γ)
∂
∂γFγ)
(γ − λ) dγ
−
∫
Γ
F−1γ (w(γ)
∂
∂γFγ , v(γ)
∂
∂γFγ)
(γ − 1) dγ
] (11.3)
By theorem (9.1), we get
V #F = F
(
F−1(w(λ)
∂
∂λ
F, v(λ)
∂
∂λ
F )
)
E
= F
(
F−1V (F )
)
E
.
To reiterate the notation, an element F ∈ LR,1E GC is actually two maps and is more
carefully written as F = (F, F ).
Next, the direct Virasoro action of V on an element H = (H1,H2) ∈ LRGC
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is defined as
V (H(λ)) = (w(λ)
∂
∂λ
H1(λ), v(λ)
∂
∂λ
H2(λ)).
Theorem 11.2. For w(λ) = λk and v(λ) = λ−j, k ≥ 2, j ≥ 0 the formula for
the derived Virasoro action equal to equation (11.1), where δf is the direct Virasoro
action on f ∈ LRI GC. In other words,
F−1V #F = (−F−1f−1δfF )E .
Proof. From equation (11.1) we have
F−1δF = (−F−1f−1V (f)F )E
= (−F−1f−1V (fF ) + F−1f−1fV (F ))E
= (M−1e−(aλx+bλ
−1t)V (eaλx+bλ
−1tM) + F−1V (F ))E
= (M−1(aλkx− bλk−2t, aλ−jx− bλ−j−2t)M+
+M−1V (M) + F−1V (F ))E
We need to show that the first two terms of the last equation are zero for k ≥ 2.
(The restriction j ≥ 0 is satisfied because v(λ) ∂∂λ ∈ V−R,∞) First,
M−1V (M) =M−1(λk
∂
∂λ
, λ−j
∂
∂λ
)(M1,M2)
=M−1(λk
∂
∂λ
, λ−j
∂
∂λ
)(m0+ +m1+λ+ · · · ,m0− +m1−λ−1 + · · · )
=M−1(m1+λk + 2m2+λk+1 + · · · ,−m1−λ−j−2 − 2m2−λ−j−3 + · · · ).
Therefore, (M−1V (M))E = 0 as long as k ≥ 0.
Next, we look at the term
P = (P1, P2) =M−1(aλkx− bλk−2t, aλ−jx− bλ−j−2t)M.
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Notice if k ≥ 2, there are no terms with negative powers of λ in P1 and there are
no terms with positive powers of λ in P2 for j ≥ 0. Therefore, we have that
F−1δF = F−1V #F,
which proves the theorem.
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