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Abstract
Let R be a prime ring with extended centroid C. If a non-nilpotent q-skew σ -derivation is
C-algebraic, we prove that its automorphism σ must also be C-algebraic.
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0. Introduction
Throughout the paper, R is always a prime ring in the sense that, for any a, b ∈ R,
aRb = 0 implies a = 0 or b = 0. We let Q stand for the symmetric Martindale quotient ring
of R (see [1] for its definition). The center C of Q is called the extended centroid of R. By
a σ -derivation of R, where σ is an automorphism of R, we mean a map δ :R → R such that
(x + y)δ = xδ + yδ and (xy)δ = xδy + xσyδ for x, y ∈ R. Generally, we call σ -derivations
skew derivations. For b ∈ R, the map adσ (b) :x → xσ b − bx defines a σ -derivation of R.
Following [11], we must work in a more general context as follows: We topologize Q
by endowing x ∈ Q with the neighborhood system consisting of x plus a nonzero two-
sided ideal of R. An automorphism σ of Q is called bi-continuous if both σ and σ−1 are
continuous maps from Q into Q. Equivalently, there exist nonzero ideals I and J of R
such that J ⊆ Iσ ⊆ R. Let A(R) be the set of bi-continuous automorphisms of Q. Let
σ ∈ A(R). By a continuous σ -derivation of R we mean a σ -derivation δ of Q such that
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σ ∈A(R),
L(R) def= the set of continuous σ -derivations of R.
A continuous σ -derivation of R is called X-inner if it is of the form adσ (b) for some b ∈ Q.
Otherwise, it is said to be X-outer. All skew derivations considered here are continuous.
We will study the following properties:
Definition. We let RF denote the left Martindale quotient ring of R. A continuous
σ -derivation δ of R is said to be left RF -algebraic, if, for all x ∈ R,
b0x
δn + b1xδn−1 + b2xδn−2 + · · · + bn−1xδ = 0,
where b0 = 0, b1, . . . , bn−1 ∈ RF . We say that δ is C-algebraic if all bi ∈ C. The left
RF -algebraicity and C-algebraicity for a bi-continuous automorphism σ of Q are defined
analogously.
But here we restrict our interest to the following interesting special class:
Definition. A continuous σ -derivation δ of R is called q-skew, where q ∈ C, if qσ = q ,
qδ = 0, and σδσ−1 = qδ.
Our main aim is to prove that the automorphism σ of a C-algebraic q-skew σ -derivation
must also be C-algebraic, unless the skew derivation is nilpotent. In some recent results on
C-algebraic q-skew derivations, our result is useful in removing the assumption on the
C-algebraicity of the associated automorphism. This work will be taken up somewhere
else.
Our work here is strongly motivated by Leroy’s work [12], where the following is
shown:
Under the assumption that σ is left RF -algebraic, a σ -derivation δ satisfying σδ = δσ
is left RF -algebraic if and only if it is C-algebraic [12, Theorem 6].
On the other hand, Leroy and Matczuk constructed a q-skew derivation which is
left RF -algebraic but which is not C-algebraic [13, Example 3.3]. In this example, the
associated automorphism of the q-skew derivation is not C-algebraic. It is thus natural to
ask whether the C-algebraicity of a q-skew σ -derivation implies the C-algebraicity of σ .
It is easy to construct nilpotent q-skew σ -derivations with σ not C-algebraic. It turns out
that nilpotent q-skew derivations are the only exception. We actually prove the following
generalization of Leroy’s result:
For a non-nilpotent continuous q-skew σ -derivation δ of R, the C-algebraicity of δ
is equivalent to the left RF -algebraicity of δ plus the C-algebraicity of σ (Theorem 4
below).
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organized as follows: In Section 1, we examine K-polynomials for q-skew derivations.
In Section 2, we characterize left RF -algebraicity of q-skew derivations in terms of
K-polynomials. In Section 3, we prove our main result.
1. Minimal K-polynomials
Our basic tools here are K-polynomials introduced in [3]. Let us recall some notions
there. Let δ be a continuous σ -derivation of R. A direct expansion shows that
(xy)δ
n =
n∑
i=0
xDi,n−i yδ
n−i
,
where Di,n−i denote the sum of all distinct products with i δ’s and n− i σ ’s. Suppose that
δ is q-skew. We have the identity [6, p. 11]:
Di,n−i =
(
n
i
)
q
δiσ n−i ,
where we define (
n
i
)
q
def= (n!)q
(i!)q((n − i)!)q
with (0!)q def= 1 and, for j > 0,
(j !)q def= (1)(1 + q) · · ·
(
1 + q + · · · + qj−3 + qj−2)(1 + q + · · · + qj−2 + qj−1).
By [5, Lemma 6.1], if we regard q as an indeterminate, then (n
i
)
q
is a polynomial in q
and hence is always well-defined for any q . But we only need the following: Let n be the
least integer such that qn = 1. If n > 1, then 1 + q + · · · + qn−1 = (qn − 1)/(q − 1) = 0
and 1 + q + · · · + qi−1 = (qi − 1)/(q − 1) = 0 for i < n. So (n!)q = 0 and, (i!)q = 0
for 0 < i < n. This implies, for 0 < i < n,
(
n
i
)
q
= 0 and hence Di,n−i = 0. So (xy)δn =
xδ
n
y+xσnyδn for x, y ∈ Q. Thus δn defines a σn-derivation. Also, σδnσ−1 = (σδσ−1)n =
(qδ)n = qnδn = δn. So σnδn = δnσn. We formulate this well-known fact in the following
lemma.
Lemma 1. Let δ be a continuous q-skew σ -derivation of R. If ν is the least positive integer
such that δν = 1, then qν defines a σν -derivation satisfying σνδν = δνσ ν .
We need a simple number theoretic result in the proof of Theorem 1.
Lemma 2. Let p be a prime  2. Then
(
pnk
n
)≡p k for positive integer k.p
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Note that (1 + t)pn = 1 + tpn . Using this, we have (1 + tpn)k = (1 + t)pnk . The assertion
follows by comparing the coefficients of tpn in their expansions. 
Given t ∈ Q, we let r(t), (t) denote respectively the right and the left multiplication
by t :
r(t) :x → xt and (t) :x → tx for x ∈ Q.
The following notion given in [3] provides the most important tool of this paper.
Definition [3]. Given a continuous σ -derivation δ of R, let Ds,t , where s, t  0, denote the
sum of all distinct products with s δ’s and t σ ’s. By a K-polynomial of δ with δ-order m,
we mean an expression of the form:
ψ(x) = xδm +
m−1∑
j=1
tj x
δm−j ,
where t1, . . . , tm−1 ∈ Q, m 1, satisfy
Dk,m−k +
k−1∑
j=1
Dk−j,m−k(tj ) = σmr(tk) − σm−k(tk) for k = 1, . . . ,m − 1.
By the minimal K-identity of δ, we mean an identity of the form
ψ(x) = xσmtm − tmx,
where tm ∈ Q and ψ(x) is a K-polynomial with the minimal possible δ-order m 1. We
also call the corresponding ψ(x) the minimal K-polynomial of δ.
Note that xδ is the K-polynomial of δ with δ-order 1. By [3, Lemma 1], any
K-polynomial ψ(x) of δ-order m must define a σm-derivation µ of Q. If µ happens
to be X-inner and if the δ-order m of ψ(x) happens to be the minimum among such
K-polynomials, then by the definition above, ψ(x) is called the minimal K-polynomial
of δ. An X-inner σ -derivation surely has the minimal K-polynomial, namely xδ . But an
X-outer σ -derivation δ may or may not have the minimal K-polynomial. Theorem 1 of [3]
asserts the following: Let ϕ(zijk) be a GP in distinct indeterminates zijk , where 0 j < m
in case that δ has the minimal K-polynomial of δ-order m. If ϕ(xδ
jgk
i ), where gk are
mutually outer and xi are distinct indeterminates, is an identity of R, then so is ϕ(zijk).
By this result, a left RF -algebraic skew derivation must have the minimal K-polynomial.
Also, the minimal K-polynomial, if it exists, must be unique. In order to apply this here,
we investigate minimal K-identities for q-skew derivations, which assume a particularly
simple form:
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the minimal K-identity
xδ
m + t1xδm−1 + · · · + tm−1xδ = xσmtm − tmx,
where t1, . . . , tm ∈ Q. Then the following hold:
(1) There exists the least integer ν  1 such that qν = 1 and for this ν, δν is a σν -
derivation such that δνσ ν = σvδv .
(2) In the case of charR = 0, we have m = ν and t1 = · · · = tm−1 = 0.
(3) In the case of charR = p > 0, m and m − j for 1 j m − 1 with tj = 0 are of the
form νpn for some integer n  0, and each nonzero tj is a unit defining the X-inner
automorphism σj . Moreover, for 1 j m − 1, tσj = tj and, unless q = 1 and σ is
X-inner, tδj = 0 also.
This theorem is best understood in terms of ∂ def= δν , where ν is the least integer  1
such that qν = 1. The minimal K-polynomial of δ comes from the minimal K-polynomial
of ∂ by substituting δν for ∂ . In the case of charR = 0, the minimal K-polynomial of ∂ is
just x∂ , that is, ∂ is X-inner. In the case of charR = p > 0, the minimal K-polynomial of
∂ assumes the form
x∂
ps +
s∑
i=1
t ′i x∂
ps−i
,
where each nonzero t ′i is a unit defining the X-inner automorphism σν(p
s−ps−i )
. Also all t ′i
are constants of σ and, unless q = 1 and σ is X-inner, all t ′i are also constants of δ.
An interesting consequence is the following: In case of charR = 0, if δ is a left
RF -algebraic 1-skew σ -derivation, that is, if δσ = σδ, then δ = δν must be X-inner. This
is Proposition 1 of Leroy [12].
Proof of Theorem 1. We will often use the basic fact: If aQ = Qa for some 0 = a ∈ Q,
then a is a unit. The proof is completed by a series of claims. By the definition of
K-polynomials, for each 1 i m − 1,
xDi,m−i + t1xDi−1,m−i + · · · + ti−1xD1,m−i = xσmti − tixσm−i (1.1)
for x ∈ Q. This is actually an identity only in δ in view of the equality σδ = qδσ .
Theorem 1 in [3] asserts that any identities of δ-order < m must be trivial. So (1.1) is
trivial in the sense that, for each j = 0, . . . , i − 1, either tj = 0 or Di−j,m−i = 0, where
t0
def= 1.
Fix tj = 0, where 0 j m− 2. We first examine (1.1) for i = m− 1: The triviality of
(1.1) says that
Dm−1−j,1 =
(
1 + q + · · · + qm−1−j )δm−1−j σ = 0.
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then qm−j = 1 surely holds. So qm−j = 1 always. There thus exists ν  1 such that qν = 1.
Let ν be the least such integer. Then ν divides m − j . Write m− j = nν. By Lemma 1, δν
is a 1-skew δν -derivation. So we have
(xy)δ
m−j = (xy)δnν =
n∑
k=0
(
n
k
)
xδ
ν(n−k)σ kν yδ
kν
.
By [3, Theorem 1], comparing this with the expansion
(xy)δ
m−j =
m−j∑
s=0
xDm−j−s,s yδ
s
,
we have
Dm−j−kν,kν = D(n−k)ν,kν =
(
n
k
)
δν(n−k)σ kν .
For 0 < k < n, Dm−j−kν,kν = D(n−k)ν,kν occurs in (1.1) for i = m−kν with the coefficient
tj = 0. Thus D(n−k)ν,kν = 0 and so
(
n
k
) = 0 for all 0 < k < n. In the case of charR = 0,
this implies n = 1. Therefore m − j = ν and this is the only nonzero tj . This nonzero tj
must be t0 = 1. So m = ν and all tj = 0 for j = 1, . . . ,m − 2. Also, m must be > 1, for
otherwise, δ would be X-inner. In the case of charR = p > 0, n must be a power of p by
Lemma 2. Let us summarize what we have shown:
Claim 1. Let ν be the least integer  1 such that qν = 1 (this ν must exist). In the case of
charR = 0, m = ν and all t1 = · · · = tm−2 = 0. In the case of charR = p > 0, if tj = 0,
where 0 j m − 2, then m − j assumes the form m − j = νpn for some integer n 0.
In particular, qm = 1.
Yet, nothing has been said about tm−1, which occurs in the left side of (1.1) only for
i = m. We remedy this in Claims 4 and 5 below. Again, let us explore the triviality of (1.1)
for i = 1, . . . ,m − 1.
Claim 2. If tj = 0, where 0 j m − 1, then xσj = tj xt−1j for x ∈ Q.
The triviality of (1.1) for i = j gives xσmtj = tj xσm−j for x ∈ Q. In particular,
tjQ = Qtj . So tj is a unit and xσj = tj xt−1j for x ∈ Q.
Claim 3. If a unit u ∈ Q is such that xσ i = uxu−1 for x ∈ Q, then uσ = qiu and ν divides
i2. Furthermore, if σ is X-outer, uδ = 0.
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qiuxδu−1 = qixδσ i = xσ iδ = (uxu−1)δ = uδxu−1 + uσ xδu−1 − uσ xσ (uσ )−1uδu−1.
Since δ is X-outer, we have uσ = qiu. Therefore, uσ i = qi2u. But uσ i = uuu−1 = u. So
qi
2 = 1 and hence ν divides i2. Also, uδxu−1 − uσ xσ (uσ )−1uδu−1 = 0 implies uδ = 0 if
σ is X-outer.
One might speculate on the divisibility of i above by ν. But this is not always the case.
Claim 4. If tm−1 = 0, then q = 1 and charR = p > 0.
Assume tm−1 = 0. By Claim 2, xσm−1 = tm−1xt−1m−1 for x ∈ Q. By Claim 3, ν divides
(m − 1)2 = m2 − 2m + 1. But ν also divides m by Claim 1. So ν = 1 and hence q = 1. If
charR = 0, then, by Claim 1 m = ν = 1 and δ is inner, absurd. So charR = p > 0.
With this, the case of charR = 0 is proved. We assume charR = p > 0 from now on.
Claim 5. For 1 j m − 1, we have tσj = tj and if σ is not X-inner, then tδj = 0.
The assertions hold trivially if tj = 0. So suppose tj = 0. By Claim 2, tj defines the
inner automorphism σj . By Claim 3, tσj = qj tj . Since ν divides j for j = m − 1 by
Claim 1 and q = 1 for j = m − 1 by Claim 4, we have qj = 1 always and hence tσj = tj .
If σ is not X-inner, then tδj = 0 by Claim 3 again.
Our proof is completed by the final observation.
Claim 6. If σ is X-inner, then q = 1.
Set i = 1 in Claim 3. Then uσ = qu. But uσ = uuu−1 = u. So q = 1 follows. 
The following provides a useful reduction for the X-inner case.
Lemma 3. Every q-skew X-inner σ -derivation δ has the form adσ (b) for some b ∈ Q
satisfying either bσ = b/q , or bσ = b + u, where, in the latter case, q = 1 and u ∈ Q is
a unit such that xσ = uxu−1 for x ∈ Q.
Proof. Say xδ = xσ b − bx , where b ∈ Q. Since δ is q-skew,
xσbσ
−1 − bσ−1x = xσδσ−1 = qxδ = q(xσ b − bx).
So (bσ−1 − qb)x = xσ (bσ−1 − qb) for x ∈ Q. If bσ−1 − qb = 0, then bσ = b/q . We are
done in this case. Suppose that u def= bσ−1 − qb = 0. Then σ is the inner automorphism
defined by u and bσ−1 = qb + u. If q = 1, then bσ = b + (−u). Since xσ = (−u)x(−u)−1
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We see that b′ def= b + u/(q − 1) also defines the same σ -derivation δ and satisfies
(b′)σ−1 = bσ−1 + u
q − 1 = qb + u +
u
q − 1 = qb +
qu
q − 1 = q
(
b + u
q − 1
)
= qb′.
Replacing b by b′, we have bσ = b/q , as asserted. 
The following fact is related to [7, Lemma 2.3 and Corollary 3.2]:
Corollary. Let δ ∈ Lσ (R) be q-skew and left RF -algebraic of degree n. If qν = 1 for all
integers ν  1, then δ is X-inner and δ4n−1 = 0. Moreover, δ = adσ (b) for some b ∈ Q
satisfying b2n = 0 and bσ = b/q .
Proof. Let δ be a q-skew σ -derivation left RF -algebraic of degree n. Say,
a0x
δn + a1xδn−1 + · · · + an−1xδ = 0 (1.2)
holds for all x ∈ R, where ai ∈ RF and a0 = 0. Suppose towards a contradiction that δ
is X-outer. If δ has no the minimal K-identity, then applying [3, Theorem 1] to (1.2) we
have a0x1 + a1x2 + · · · + an−1xn = 0 for all xi ∈ R. In particular, a0R = 0 and so a0 = 0,
absurd. Thus δ has the minimal K-identity. Since qν = 1 for all ν  1, δ must be X-inner
by Theorem 1. This contradiction proves δ to be X-inner.
In view of Lemma 3, we may write δ = adσ (b) for some b ∈ Q with bσ = b/q . So
(bs)σ = bs/qs for any s  0. By [12, Proposition 1], we may choose a0 = 1. A simple
induction on k  1 shows that
(
bs
)δk = ( 1
qs
− 1
)(
1
qs+1
− 1
)
· · ·
(
1
qs+k−1
− 1
)
bs+k = γs,kbs+k,
where
γs,k
def=
(
1
qs
− 1
)(
1
qs+1
− 1
)
· · ·
(
1
qs+k−1
− 1
)
.
Since qν = 1 for ν  1, γs,k = 0 for all s, k  1. By [3, Theorem 2], (1.2) holds on RF . In
particular, setting x = bs in (1.2), we obtain
γs,nb
s+n + γs,n−1a1bs+n−1 + · · · + an−1γs,1bs+1 = 0. (1.3)
But the n by n matrix (γs,t ) with the (s, t)-entry γs,t is nonsingular. (See Appendix A
for a proof.) It follows from (1.3) that b2n = 0. Since bσ = b/q , we have δ4n−1 = 0 as
asserted. 
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As explained at the beginning of Section 1, a left RF -algebraic continuous skew
derivation always has the minimal K-polynomial by [3, Theorem 1]. But the reverse
implication is false in general, since, for instance, an X-inner derivation always has the
minimal K-polynomial but is not necessarily RF -algebraic. Our aim here is to characterize
left RF -algebraic q-skew derivations. The first theorem below gives a characterization of
left RF -algebraic skew derivations in terms of their minimal K-polynomials. Note that this
result holds not only for q-skew derivations but for any skew derivations:
Theorem 2. A continuous skew derivation is left RF -algebraic if and only if its minimal
K-polynomial defines a left RF -algebraic X-inner skew derivation.
To prove Theorem 2, we need the following lemma, which summarizes a step in
applying Theorem 1 and the results in [3].
Lemma 4. If ψ = δm +∑m−1i=1 δm−i(ti) defines a K-polynomial
xψ = xδm + t1xδm−1 + · · · + tm−1xδ,
then we have the following expression for xδn :
xδ
n =
∑
km+sn; 0s,k; s<m
uk,s
(
xδ
s )ψk
,
where uk,s ∈ Q and uk,s = 1 in case of n = mk + s.
Proof. We proceed by induction on n. Assume that xδn has been so expressed as above.
Replacing x by xδ , we have
xδ
n+1 =
∑
km+sn; 0s,k; s<m
uk,s
(
xδ
s+1)ψk
.
Since km + s  n, we have km + (s + 1) n + 1. If s + 1 < m, the term uk,s(xδs+1)ψk is
still in the right form. Assume s + 1 = m. We have
xδ
s+1 = xδm = xψ − t1xδm−1 − · · · − tm−1xδ.
So
(
xδ
s+1)ψk = (xδm)ψk = (xψ − t1xδm−1 − · · · − tm−1xδ)ψk
= xψk+1 − (t1xδm−1)ψk − · · · − (tm−1xδ)ψk .
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Using this, the above expression of (xδs+1)ψk can be expanded into the asserted form. 
Proof of Theorem 2. Let δ ∈ Lσ (R). We may assume that δ is X-outer, for otherwise
there is nothing to prove. If the X-inner skew derivation defined by the minimal K-
polynomial of δ is left RF -algebraic, then obviously so is δ. Conversely, assume that δ
is left RF -algebraic of degree n, say. By [3, Theorem 1], there exists the K-polynomial
xψ of δ with minimal order m > 1 which defines an X-inner σm-derivation adσm(b). By
Lemma 4, we may rewrite the left RF -algebraic dependence of δ in the form
∑
km+sn; 0k,s; s<m
uk,s
(
xδ
s )ψk = 0 for x ∈ R.
Suppose that n = k¯m+ s¯, where k¯  0 and 0 s¯ < m. Substitute adσm(b) for ψ and apply
[3, Theorem 1] to the resulted expression by replacing xδs¯ by a new indeterminate z and all
other xδs by 0. Since uk¯,s¯ = 0, we thus obtain a left RF -algebraic dependence for adσm(b),
as asserted. 
To use Theorem 2, we still have to characterize RF -algebraicity of X-inner q-skew
σ -derivations. We need the following form of the well-known Martindale’s lemma [14].
Lemma 5. Let ai, bi ∈ RF , 1  i  n. Then
∑n
i=1 aixbi = 0 for all x ∈ R if and only if∑n
i=1 ai ⊗ bi = 0 in RF ⊗C RF .
Theorem 3. Let adσ (b), where σ ∈A(R) and b ∈ Q, be q-skew. Then adσ (b) is left RF -
algebraic if and only if either
(i) bσ = b/q and b is nilpotent, or
(ii) there exist the least l  1 and a unit u ∈ Q such that xσ l = uxu−1 for x ∈ R and such
that u−1bl is C-algebraic.
Proof. Since adσ (b) is q-skew, we have
xσ
(
b − qbσ )= (b − qbσ )x for all x ∈ Q. (2.1)
If bσ = b/q and b is nilpotent, then adσ (b) is nilpotent and hence left RF -algebraic. So
we assume that bσ = b/q or b is not nilpotent. Our argument is divided into two cases
according as b − qbσ = 0 or b − qbσ = 0.
Case 1 (b − qbσ = 0). That is, bσ = b/q . In this case, b is not nilpotent. We may write
xadσ (b)
k = γkxσkbk + γk−1bxσk−1bk−1 + · · · + γ1bk−1xσb + γ0bkx
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γkx
σkbk comes from xσkbσk−1 · · ·bσ b and so
γk = 1
qq2 · · ·qk−1 = q
− k(k−1)2 = 0.
Suppose that adσ (b) is left RF -algebraic. By [12, Proposition 1], adσ (b) is RF -integral.
Say,
xadσ (b)
n + a1xadσ (b)n−1 + · · · + an−1xadσ (b) = 0,
where ai ∈ RF . Using the above expansion of xadσ (b)k , we can write this in the form
n∑
k=1
k∑
i=0
ak,ib
k−ixσ i bi = 0, (2.2)
where ak,i ∈ RF . Observe that an,0 = (−1)n and an,n = q−n(n−1)/2 = 0.
If 1, σ, σ 2, . . . , σ n are mutually outer, then by [8, Proposition 1], an,nxσnbn = 0 and
hence bn = 0, absurd. So there exists the least integer l  1 such that σ l is X-inner. Say,
xσ
l = uxu−1, where u is a unit in Q. Replace xσ i by usxσr u−s , where i = ls + r and
0  r < l. We thus transform (2.2) into a linear GPI with 1, σ, . . . , σ l−1. Suppose that
n = ls¯ + r¯ , where 0 r¯ < l. There is only one term involving σn, namely, an,nxσnbn. This
term gives rise to the term
an,nu
s¯xσ
r¯
u−s¯ bn = an,nus¯xσ r¯ u−s¯bs¯l+r¯ .
All other terms with xσ r¯ come from xσ i with i < n and hence assume the form
Bsu
sxσ
r¯
u−sbsl+r¯ ,
where Bs ∈ RF and where i = sl + r¯ < n = s¯l + r¯ , that is, s < s¯. Therefore, the sum of
terms with xσ r¯ assumes the following form:
an,nu
s¯xσ
r¯
u−s¯bs¯l+r¯ +
∑
0s<s¯
Bsu
sxσ
r¯
u−sbsl+r¯ = 0.
This gives a trivial linear GPI by [8]. If u−s¯ bs¯l+r¯ did not fall in the C-linear span of
u−sbsl+r¯ , 0 s < s¯, then an,nus¯ = 0. This is absurd, since 0 = an,n ∈ C and u is a unit. So
u−s¯ bs¯l+r¯ is a C-linear combination of u−sbsl+r¯ . Say,
u−s¯ bs¯l+r¯ +
∑
αsu
−sbsl+r¯ = 0,0s<s¯
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hand side by bl−r¯ . We have
u−s¯−1b(s¯+1)l +
∑
0s<s¯
αsu
−s−1b(s+1)l = 0.
Using ubu−1 = bσ l = b/ql , we have u−sbsl = γ (u−1bl)s for some 0 = γ ∈ C. So the
above equality gives the asserted C-algebraicity of u−1bl .
Conversely, suppose that u−1bl is C-algebraic. Let us write
xadσ (b)
k = γk,kxσkbk + γk,k−1bxσk−1bk−1 + γk,k−2b2xσk−2bk−2 + · · · + γk,0bkx,
where γk,i ∈ C. Note that γk,0 = (−1)k and γk,k = q−k(k−1)/2 = 0.
Let j be the largest integer, if there exists any, such that 1 < j < k and such that
γk,j = 0. Observe that
xadσ (b)
k − γk,j
γj,j
bk−j xadσ (b)j = γk,kxσkbk + γ ′k,j−1bk−j+1xσ
j−1
bj−1 + · · · + γ ′k,0bkx,
where γ ′i ∈ C. Continue in this manner. We see that there exists uniquely βi ∈ C such that
xadσ (b)
k −
k−1∑
j=1
βjb
k−jxadσ (b)j = γk,kxσkbk + γ ′k,kbkx
for some γ ′k,k ∈ C. For brevity, we set γ˜k def= γk,k γ˜ ′k def= γ ′k,k and
ψk(x)
def= xadσ (b)k −
k−1∑
j=1
βjb
k−jxadσ (b)j . (2.3)
We then have, for s  1,
ψsl(x) = γ˜slxσ sl bsl + γ˜ ′slbslx = γ˜slusxu−sbsl + γ˜ ′slbslx
= us(γ˜slxu−sbsl + γ˜ ′slu−sbslx).
Thus we have
u−sψsl(x) = γ˜slxu−sbsl + γ˜ ′slu−sbslx.
Since ubu−1 = bσ l = b/ql , we see that u−sbsl = µs(u−1bl)s for some 0 = µs ∈ C. Since
u−1bl is C-algebraic, u−sbsl , s = 1,2, . . . , are C-dependent. Thus the subset
{
1 ⊗ γ˜slu−sbsl
∣∣ s = 1,2, . . .} ∪ {γ˜ ′slu−sbsl ⊗ 1 ∣∣ s = 1,2, . . .}
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γ˜slu
−sbsl + γ˜ ′slu−sbsl ⊗ 1 | s = 1,2, . . .
}
generates a finite-dimensional C-subspace. Say,
for some αs ∈ C and m 1,
(
1 ⊗ γ˜mlu−mbml + γ˜ ′mlu−mbml ⊗ 1
)+ m−1∑
s=1
αs
(
1 ⊗ γ˜slu−sbsl + γ˜ ′slu−sbsl ⊗ 1
)= 0.
Then, by Lemma 5,
u−mψsm(x)+
m−1∑
s=1
αsu
−sψsl(x) = 0.
By (2.3), this gives the asserted left RF -algebraicity of adσ (b).
Case 2 (b−qbσ = 0). Set u def= b−qbσ . By (2.1), u is a unit in Q such that xσ = uxu−1 for
all x ∈ Q. We thus have l = 1 and must show the equivalence of the left RF -algebraicity
of adσ (b) and the C-algebraicity of a
def= u−1b. If q = 1, then b′ def= b + u
q−1 satisfies
b′ − q(b′)σ = 0. If b′ is nilpotent, say, (b′)n = 0, then we compute
0 = (b′)n =
(
b + u
q − 1
)n
=
(
u
(
a + 1
q − 1
))n
= un
(
aσ
−(n−1) + 1
q − 1
)(
aσ
−(n−2) + 1
q − 1
)
· · ·
(
aσ
−1 + 1
q − 1
)(
a + 1
q − 1
)
.
But aσ−1 = u−1bσ−1 = u−1(u + qb) = 1 + qu−1b = qa + 1 and hence
aσ
−k = qka + qk−1 + qk−2 + · · · + 1 = qka + q
k − 1
q − 1 .
Substitute these expressions of aσ−k in the above and note that u is a unit. We obtain
(
qn−1a + q
n−1
q − 1
)(
qn−2a + q
n−2
q − 1
)
· · ·
(
a + 1
q − 1
)
= 0
or equivalently (a + 1
q−1 )
n = 0. This shows the C-algebraicity of a, as asserted. So we
assume that b′ is not nilpotent. Applying the previous case, we have the equivalence of
the left RF -algebraicity of adσ (b′) and the C-algebraicity of u−1b′. But ada(b′) = adσ (b).
Also, since u−1b′ = u−1b + 1
q−1 , the C-algebraicities of u
−1b′ and of u−1b are the same.
It follows the equivalence of the left RF -algebraicity of adσ (b) and the C-algebraicity of
u−1b.
We hence assume q = 1. So bσ = b − u. We compute
xadσ (b) = xσb − bx = uxu−1b − bx = u(xu−1b − u−1bx)= u(xa − ax).
14 C.-L. Chuang, T.-K. Lee / Journal of Algebra 282 (2004) 1–22Set d def= ad(a). Note that ud = ua − au = u(u−1b) − (u−1b)u = b − u−1bu =
b−bσ−1 = −u. With this and by a simple induction, we see that adσ (b)k = (uk)d(d−1) · · ·
(d − k + 1), where (uk) denotes the left multiplication by uk . Let us write
xadσ (b)
k = uk
(
xd
k +
k−1∑
j=1
αjkx
dj
)
(2.4)
for some αjk ∈ C. Note that xdj = ∑ji=0 (ji)(−a)j−ixai . Assume that adσ (b) is left
RF -algebraic. Say, for all x ∈ R,
xadσ (b)
n + a1xadσ (b)n−1 + · · · + an−1xadσ (b) = 0,
where ai ∈ RF . With the above expansion of xadσ (b)k in terms of u and d , this equality can
be expressed in the form
unxan + (·)xan−1 + · · · + (·)xa + (·)x = 0,
where (·) denote elements in RF . If 1, a, . . . , an−1, an are C-independent, then particularly
un = 0, absurd. So 1, a, . . . , an−1, an are C-dependent. Their dependence relation gives the
asserted C-algebraicity of a.
Conversely, suppose that a is C-algebraic. Then so is d def= ad(a). Say,
xd
n + γ1xdn−1 + · · · + γn−1xd = 0
for some γi ∈ C. With (2.4), a simple induction shows that
xd
k = u−kxadσ (b)k +
k−1∑
j=1
βjku
−j xadσ (b)j
for some βjk ∈ C. In the C-algebraic dependence of d , we replace each dk by its expression
in terms of adσ (b) given above. The left RF -algebraicity of adσ (b) follows as asserted. 
3. C-algebraicity
We first observe an easy characterization of C-algebraic automorphisms.
Lemma 6. For σ ∈A(R) the following statements are equivalent:
(1) σ is C-algebraic.
(2) σ is RF -algebraic.
(3) There exist n  1 and an invertible element u ∈ Q such that xσn = uxu−1 for x ∈ R
and such that u is C-algebraic.
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Proposition 1] and Martindale’s theorem for linear identities [14, Theorem 2]. (See also
[1, Theorem 7.9.10].) We have come to the main result.
Theorem 4. Let δ be a continuous q-skew σ -derivation of a prime ring R. Assume that δ
is not nilpotent. The following are equivalent:
(1) δ is C-algebraic.
(2) δ and σ are both left RF -algebraic.
We need two more lemmas.
Lemma 7. Let adσ (b) be an inner q-skew σ -derivation, where b ∈ Q satisfies bσ = 1q b. If
ν  1 is the least integer such that qν = 1, then adσ (b)ν = (−1)ν−1 adσν (bν).
Proof. Write adσ (b) = σr(b) − (b), where r(b) and (b) denote respectively the right
and the left multiplications by b. Set X def= σr(b) and Y def= (b). For any z ∈ Q, we have
zYX = (bz)σ b = bσ zσ b = 1
q
bzσb = 1
q
zσr(b)(b) = 1
q
zXY .
So YX = 1
q
XY and we have
adσ (b)ν =
(
σr(b) − (b))v = (X − Y )ν = ν∑
i=0
(
ν
i
)
1/q
Xi(−Y )n−i = Xν + (−Y )v,
since
(
ν
i
)
1/q = 0 for all i = 1, . . . , ν − 1. But
Xν = (σr(b))ν = σνr(bσν−1bσν−2 · · ·bσ b)= (1/q)(ν−1)+(ν−2)+···+1σνr(bν)
= (1/q)ν(ν−1)/2σνr(bν).
If ν is odd, then ((1/q)ν)(ν−1)/2 = 1. If ν is even, say ν = 2k, then 1 = qν = q2k implies
qk = −1 and hence (1/q)ν(ν−1)/2 = (1/q)k(2k−1) = (−1)2k−1 = −1. It follows that
adσ (b)ν = (−1)ν−1σνr
(
bν
)+ (−1)ν(bν)= (−1)ν−1 adσν (bν),
proving the lemma. 
Lemma 8. If a bi-continuous automorphism σ of Q is defined by a unit u in the maximal
left quotient ring of R, then u ∈ Q.
Proof. Suppose that u is a unit in U , the maximal left quotient ring of R, such that
xσ = uxu−1 for all x ∈ Q. The aim is to prove u ∈ Q. Using the continuity of σ−1, there
16 C.-L. Chuang, T.-K. Lee / Journal of Algebra 282 (2004) 1–22exists a nonzero ideal J of R such that J σ−1 ⊆ R. Thus J ⊆ uRu−1, that is, Ju ⊆ uR.
Choose a dense left ideal λ of R such that λu ⊆ R. Then λJu ⊆ λuR ⊆ R, implying
u ∈ RF . By the continuity of σ , there exists a nonzero ideal K of R such that Kσ ⊆ λJ .
Thus uK = Kσu ⊆ λJu ⊆ R. This proves u ∈ Q, as asserted. 
We are now ready to give the
Proof of Theorem 4. (2) ⇒ (1). Let δ be a continuous q-skew σ -derivation which is left
RF -algebraic of degree n 1. If q = 1, then σδ = δσ and the C-algebraicity of δ follows
from [12, Theorem 6]. So we assume q = 1. By the Corollary to Theorem 1, qν = 1 for
some ν  1 since δ is not nilpotent. Let ν be the least such integer. By Lemma 1, δν is a
σν -derivation and δνσ ν = σνδν .
We claim that δν is also RF -algebraic: If δ is X-outer, then, by [3, Theorem 1], its
minimal K-polynomial xψ exists and defines a left RF -algebraic X-inner σm-derivation
by Theorem 2. By Theorem 1 and the remark following, the minimal K-polynomial xψ of δ
comes from the minimal K-polynomial of ∂ def= δν by substituting δν for ∂ . So the minimal
K-polynomial of ∂ def= δν also defines a left RF -algebraic X-inner skew derivation and
hence is left RF -algebraic by Theorem 2 again. If δ is X-inner, by Lemma 3 we may write
δ = adσ (b), where b ∈ Q satisfies bσ = b/q . By Lemma 7, δν = (−1)ν−1 adσν (bν). Since
δ is not nilpotent, b is also not nilpotent. Since adσ (b) is RF -algebraic, by Theorem 3
there exist the least l  1 and a unit u ∈ Q such that xσ l = uxu−1 for x ∈ R and such that
u−1bl is C-algebraic. But ubu−1 = bσ l = b/ql; this implies ubl = blu/ql2 . Thus u−νbνl
is C-algebraic and xσνl = uνxu−ν for x ∈ Q. Theorem 3 implies that adσν (bν) is left
RF -algebraic and so is δν , as claimed.
We have thus shown that δν is left RF -algebraic. Since σ is left RF -algebraic, by
Lemma 6 we see that σ and hence σν also are C-algebraic. We now apply [12, Theorem 6]
to δν and obtain the C-algebraicity of δν . The C-algebraicity of δ follows immediately
from that of δν .
(1) ⇒ (2). Assume that δ is C-algebraic. Then δ is surely left RF -algebraic. So it
suffices to show that σ is left RF -algebraic or equivalently C-algebraic by Lemma 6. By
the corollary to Theorem 1, qν = 1 for some ν  1 since δ is not nilpotent. Let ν be the
least such integer. By Lemma 1, δν is a σν-derivation satisfying δνσ ν = σνδν . We show
the C-algebraicity of δν : Let n be the minimal integer  1 such that
xδ
n + β1xδn−1 + · · · + βn−1xδ = 0 (3.1)
holds for all x ∈ R, where βi ∈ C. So δ, . . . , δn−1 span C-linearly δn. Note that (3.1) still
holds for all x ∈ Q by [3, Theorem 2]. Replacing x by xδ ∈ Q, we see that δ2, . . . , δn
span C-linearly δn+1 and hence δ, . . . , δn−1 also span C-linearly δn+1. Continuing in this
manner, we see that δ, . . . , δn−1 span C-linearly all powers of δ. This implies that the
infinite set {δν, δ2ν, . . .} is C-linearly dependent. So some δkν is a C-linear combination
of δν, δ2ν, . . . , δ(k−1)ν . This gives a C-algebraic dependence of δν . It suffices to show the
C-algebraicity of σν , which obviously implies the C-algebraicity of σ . Replacing δ by δν
and σ by σν , we may assume that δσ = σδ from the start.
C.-L. Chuang, T.-K. Lee / Journal of Algebra 282 (2004) 1–22 17Case 1 (δ = ad(b)(u), where u,b ∈ Q and u is a unit such that ub = bu). Substitute the
expansion
xad(b)
k = xbk +
(
k
1
)
(−b)xbk−1 + · · · +
(
k
k
)
(−b)kx
into (3.1). Collect terms according to right coefficients 1, b, . . . , bn and pay special
attention to terms with bn, which is contributed only by unxad(b)n :
unxbn + (−nunb + · · ·)xbn−1 + · · · + (un(−b)n + · · ·)x = 0, (3.2)
where dots denote sum of terms with uj , j < n. The left coefficients 1, b, . . . , bn in
(3.2) are C-dependent, for otherwise the left coefficient un of xbn would be 0 by [14].
Let 1  s  n be the maximal integer such that 1, b, . . . , bs−1 be C-independent. Then
bs = α1bs−1 + · · · + αs for some α1, . . . , αs ∈ C. The minimal polynomial of b over C is
thus equal to p(X) = Xs − α1Xs−1 − · · · − αs−1X − as . Let C be the algebraic closure
of C. The minimal polynomial of b over C remains to be p(X). Work in Q def= Q ⊗C C.
By [4, Theorem 3.5], the extended centroid of Q is exactly C. Let d also denote the inner
derivation of Q defined by b. The linear GPI (3.2) holds on Q by [2, Theorem 2] and hence
on Q by linearity. Let λ ∈ C be a root of p(X). Obviously, 1, b − λ, . . . , (b − λ)s−1 are
C-independent and C-linearly span all powers of b−λ. Since ad(b) = ad(b−λ) on Q, we
also have
unx(b − λ)n + (nun(λ − b)+ · · ·)x(b − λ)n−1 + · · · + (un(λ − b)n + · · ·)x = 0.
Express all (b − λ)k in the right coefficients as C-linear combinations of 1, b − λ, . . . ,
(b−λ)s−1. In the resulted expression, the corresponding left coefficients of x, x(b−λ), . . . ,
x(b − λ)s−1 must be all vanishing by [14, Theorem 2]. Suppose that
(b − λ)n = µ0 + µ1(b − λ) + · · · + µs−1(b − λ)s−1,
where µi ∈ C. Since d is not nilpotent, neither is b − λ. So µi = 0 for some i . Let us fix
such an i . For this particular i with µi = 0, the left coefficient of x(b − λ)i assumes the
form
un
(
µi + µ′i (b − λ) + · · · + µ(n)i (b − λ)n
)+ un−1(·) + · · · + u(·),
where µ′i , . . . ,µ
(n)
i ∈ C and where (·) denote polynomials in b − λ. Let
fλ(X)
def= µi + µ′i (X − λ) + · · · + µ(n)i (X − λ)n ∈ C[X].
We then have fλ(λ) = µi = 0 and unfλ(b)+un−1(·)+ · · ·+u(·) = 0. Let λ range over all
distinct roots λ1, λ2, . . . ∈ C of the minimum polynomial p(X) of b. Write fj (X) for the
corresponding fλj (X). For each j , we have an equality of the form
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where (·) denote polynomials in b − λj . Since fi(λj ) = 0, p(X),f1(X),f2(X), . . . have
no nontrivial common factors in C[X]. There exist gj (X) ∈ C[X] such that
g1(X)f1(X) + g2(X)f2(X) + · · · ≡ 1 modulo p(X)C[X].
This implies 1 = g1(b)f1(b) + g2(b)f2(b) + · · · . Multiply (3.3) above by gj (b) from the
right and add them up. It follows that
un + un−1(·) + · · · + u(·) = 0,
where (·) are polynomials in b over C. Since [b,u] = 0 and b is C-algebraic, this implies
that u is C-algebraic and hence C-algebraic. Thus σ is thus C-algebraic by Lemma 6.
Case 2 (δ = d(u), where d is an X-outer derivation and where u ∈ Q is a unit such that
ud = 0). In this case, the associated automorphism σ of δ is defined by xσ = uxu−1 for
x ∈ Q. To prove the C-algebraicity of σ , it suffices to show the C-algebraicity of u in
view of Lemma 6. By Kharchenko’s theorem [9], charR = p > 0 and there exists the least
m 0 such that d, dp, . . . , dpm−1 are C-independent modulo X-inner derivations and such
that
dp
m + dpm−1(α1) + · · · + d(αm) = ad(b)
for some αi ∈ C and b ∈ Q. By the minimality of m, we verify easily that αdi = 0 and
bd ∈ C. Denote g(X) def= Xpm + α1Xpm−1 + · · · + αmX. Then xg(d) = [x, b] = xad(b) for
x ∈ R. We may write, for each j  0,
Xj =
kj∑
i=0
γji(X)g(X)
i ,
where the degree of each γji(X) is < pm and γjkj = 0 for each j . Note that all coefficients
of each γji(X) are constants of d . We thus have
xd
j =
kj∑
i=0
(
xγji(d)
)ad(b)i
.
Applying these to (3.1), we see that
un
kn∑(
xγni(d)
)ad(b)i + n−1∑βn−j uj
kj∑(
xγji (d)
)ad(b)i = 0. (3.4)
i=0 j=1 i=0
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γn0(X) = 0. Suppose that γn0(X) = µnXe + · · ·, where 0 = µn ∈ C and where dots denote
a sum of terms of degree < e. For j < n, we write
γj0(X) = · · · + µjXe + · · ·
and for i > 0,
γji(X) = · · · + µjiXe + · · · ,
where µj ,µji ∈ C. Sinc e < pm, we may, in view of [10, Theorem 2], replace xde by
a new indeterminate y and xdt by 0 for all e = t < pm in (3.4). We conclude:
un
(
µny +
∑
i1
µniy
ad(b)i
)
+
n−1∑
j=1
βn−j uj
(
µjy +
∑
i1
µjiy
ad(b)i
)
= 0
for all y ∈ R and so for all y ∈ Q ([2, Theorem 2] or [1, Theorem 6.4.1]). Setting y = 1,
we see that µnun +∑n−1j=1 βn−jµjuj = 0, as desired.
Suppose next that g(X) divides Xn. Then g(X) = Xpm and so xg(x) = [x, b] for all
x ∈ R. For 1  j  n, write j = pmsj + tj , where sj  0 and 0  tj < pm. Note that
sn  1, since n  pm by the minimality of n. Then Xj = (Xpm)sjXtj and so xdj =
(xd
tj
)ad(b)
sj for all x ∈ R. We rewrite (3.1) as
un
(
xd
tn )ad(b)sn + n−1∑
j=1
βn−j uj
(
xd
tj )ad(b)sj = 0
for all x ∈ R. Apply Kharchenko’s theorem [10, Theorem 2] by replacing xdtn with a new
indeterminate y and xd
tj
with 0 for tj = tn in the above. We see that
unyad(b)
sn +
n−1∑
j=1, tj=tn
βn−j ujyad(b)
sj = 0.
Write uj = (upm)sj utj for each j :
(
up
m)sn
utnyad(b)
sn +
n−1∑
j=1, tj=tn
βn−j
(
up
m)sj utj yad(b)sj = 0.
Cancelling utn , we have
(
up
m)sn
yad(b)
sn +
n−1∑
j=1, t =t
βn−j
(
up
m)sj yad(b)sj = 0,
j n
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C-algebraic. Applying Case 1, we conclude that upm is C-algebraic and so is u, unless
ad(b) is nilpotent. But if ad(b), which is equal to dpm , is nilpotent, then so is d , a
contradiction. This proves the case.
Case 3 (General). Consider the skew polynomial ring S = Q[t;σ ] with the multiplication
rule: tv = vσ t for all v ∈ Q. Note that S is still a prime ring. We denote by Qs(S) the
symmetric Martindale quotient ring of S and by F the extended centroid of S. Since
tS = St , t is invertible in Qs(S). The inner automorphism x → txt−1 of Qs(S) extends
σ and will be also denoted by σ . We extend δ to S (and hence to Qs(S) also) by the rule:
(
∑
i0 ri t
i )δ =∑i0 rδi t i for ri ∈ S. We verify easily that δ is a σ -derivation of S such
that tδ = 0 and σδ = δσ . The minimality of n in (3.1) then implies that βσi = βi for each i .
By [3, Theorem 2], (3.1) holds for all x ∈ Q. We verify easily that (3.1) holds for all x ∈ S
and so for all x ∈ Qs(S). Since βσi = βi , we have βi ∈ F , the extended centroid of S by
[15, Theorem 3.3]. Since δ is not nilpotent on R, neither is δ on S. In S, σ is the inner
automorphism defined by t . By Cases 1 and 2, σ is F -algebraic. That is, there exist µi ∈ F
such that for x ∈ RF ,
xσ
 + µ1xσ−1 + · · · + µ−1xσ = 0. (3.5)
Let Cσ
def= {x ∈ C | xσ = x}. We divide our argument into two subcases:
(I) All σj , j > 0, are outer in T , the left Martindale quotient ring of Q. By [15,
Proposition 2.3 and Theorem 3.3], F is the quotient field of Cσ . Since Cσ ⊆ C, F ⊆ C.
So µi ∈ F ⊆ C for each i and σ is C-algebraic, as asserted.
(II) Some σj , j > 0, is inner in T . By [15, Proposition 2.3], there exists the least integer
e  1 such that σe is an inner automorphism of T defined by a σ -invariant unit
b ∈ T . Denote by U the maximal left quotient ring of R. Then R ⊆ Q ⊆ T ⊆ U . In
particular, b ∈ U . It follows from Lemma 8 that b ∈ Q. By [15, Theorem 3.3], F is the
quotient field of Cσ [bte]. Multiplying (3.5) by a common multiple of denominators
of µ1, . . . ,µl−1, we have λ0xσ
 + λ1xσ−1 + · · ·+ λ−1xσ = 0 for all x ∈ RF , where
λi ∈ Cσ [bte]. Say, λ0 = c0(bte)j + · · ·, where 0 = c0 ∈ Cσ . For each i  1, we write
λi = · · ·+ ci(bte)j + · · ·, where ci ∈ Cσ . Since the sum Q+Qt +Qt2 + · · · is direct,
so is the sum Q+Qbte +Q(bte)2 +· · · . We have c0xσ +c1xσ−1 +· · ·+c−1xσ = 0
for x ∈ Q. This proves the C-algebraicity of σ . So (1) implies (2). 
Appendix
The proof of the following lemma is due to Professor Gerard J. Chang, who kindly
agreed to let us include it here.
C.-L. Chuang, T.-K. Lee / Journal of Algebra 282 (2004) 1–22 21Lemma. Let C be a field and let an = βn − 1 for n 1, where β ∈ C. For n, i  1, let An,i
denote the following n × n matrix:


1 ai · · · aiai+1 · · ·ai+n−2
1 ai+1 · · · ai+1ai+2 · · ·ai+n−1
...
...
. . .
...
1 ai+n−1 · · · ai+n−1ai+n · · ·ai+2n−3

 .
Then det(An,i) = βi+(i+1)+···+(i+n−2)a1a2 · · ·an−1 det(An−1,i+1). In particular,
det


a1 a1a2 · · · a1a2 · · ·an
a2 a2a3 · · · a2a3 · · ·an+1
...
...
. . .
...
an anan+1 · · · anan+1 · · ·a2n−1

= an1an−12 · · ·anβn(n2−1)/3.
Proof. We note first that if t > s, then at − as = βiat−s . For 1  j  n, we denote by
Bj the j th row of the matrix An,i . By replacing the j th row in An,i for 2  j  n with
Bj − Bj−1, we see that
det(An,i) = det


1 ai · · · aiai+1 · · ·ai+n−2
0 βia1 · · · βian−1ai+1 · · ·ai+n−1
...
...
. . .
...
0 βi+n−2a1 · · · βi+n−2an−1ai+n−1 · · ·ai+2n−2


= det


βia1 βia2ai+1 · · · βian−1ai+1 · · ·ai+n−1
βi+1a1 βi+1a2ai+2 · · · βi+1an−1ai+2 · · ·ai+n
...
...
. . .
βi+n−2a1 βi+n−2a2ai+n−1 · · · βi+n−2an−1ai+n−1 · · ·ai+2n−2


= βi+(i+1)+···+(i+n−2)a1a2 · · ·an−1 det(An−1,i+1),
as asserted. The latter case can be easily derived from this formula. 
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