Due to the extensive requirement of memory and speed for direct numerical simulation (DNS) of channel turbulence, people can only perform DNS at moderate Reynolds number before. With the fast development of supercomputers, it has become more and more approachable for researchers to perform DNS of turbulence at high Reynolds number This makes it imperative to consider the development of tera-scalable DNS codes that are capable offully exploiting these massively parallel machines. In order to achieve this, three parallel models (ID, 2D and 3D domain decompositions) have been implemented and benchmarked. All these models have been successfully ported on BlueGenelL. We have benchmarked these models on BG/L at ANL and BGW at IBM Watson center Details of these models have been described, discussed andpresented in this paper The optimized model can be used to perform DNS at high Reynolds number in the near future. [3, 12] . This is a highly competitive field and results at higher Reynolds number are expected to be reported soon.
Background
Turbulence remains one of the unsolved physical problems in 20th century. It has great importance in fluid dynamics, as turbulence nearly exists in all areas of fluids. After many years of research, turbulence still remains open challenge to the scientific and engineering communities. People have tried to solve turbulence in theory for centuries. However, due to its extremely complexity of nonlinearity, it is very difficult to understand turbulence in theory. people become more interested in solving it through computer simulation. In 1973, Steven Orszag performed the first DNS on a 323 mesh at NCAR on a CDC7600 computer with only 50 Mbytes memory. This is a 3D homogeneous turbulence with periodic boundary conditions in all three directions. Since it uses Fourier series as expansion bases, the speed is relatively faster. Direct Numerical Simulation of Turbulence by a Fourier Spectral Method on the Earth Simulator has been reported on SC2002 with 20483 mesh. However, turbulence in wall bounded region is more difficult to perform DNS. Usually it is more time consuming than the 3D homogeneous case. In 1987, Kim, Moin and Moser (KMM) published their first paper on DNS of channel turbulence [8] . After that, interests on DNS greatly increased. However, as the cost of channel turbulent DNS is proportional to Re3, and the limit of computer speed and memory, people can only perform DNS at moderate Reynolds number(< ReT = 600). Recently with the supercomputer speed becomes faster and faster, there is a revised interest on high Reynolds number DNS. In 1999, Robert Moser has reported his results at ReT = 595, which is the highest Reynolds number at that time. In 2003 and 2005, Japanese researchers have reported DNS results at ReT = 1152 and ReT = 2320, using 512 and 2048 processors on Earth Simulator, respectively. Right now many researchers are working on the optimization of parallel models for DNS of turbulent channel flows [3, 12] . This is a highly competitive field and results at higher Reynolds number are expected to be reported soon.
Our simulation method is similar to that of Kim, Moin and Moser [9] . The computational domain is a plane channel with periodic boundary conditions in streamwise (x) and spanwise (z) directions. The difference of the discretization is in the wall normal (y) direction, where we use spectral element expansion instead of the Chebyshev polynomials in one element. In the streamwise and spanwise directions, we use Fourier series as the expansion bases, which is same as KMM's.
As the cost of channel turbulent DNS is proportional to Re3 (Rem = Urn * H/v, Urn is the mean velocity of fluid, H is the channel height and v is the kinetic viscosity), it remains very challenging to do channel turbulence DNS at high Reynolds number. Since DNS is time and memory consuming at high Reynolds number, we need to design tera-scalable models for the simulation of turbulent channel flow that allows efficient scaling on tens of thousands of processors. In order to do this, we have implemented three different parallel models. The first model uses domain decomposition in the streamwise direction (model A), and it is the simplest one among these three models. However, this model has the inherent limitation on the maximum number of processors that can be used. As we need to have at least two planes allocated to each processor in order to do de-aliasing in the nonlinear step, therefore this model is limited by the total mesh points in the streamwise direction. In order to overcome this bottleneck, the other two parallel models were implemented. In the second model (model B), the domain is decomposed in both streamwise and spanwise directions. In the third model (model C), the domain is decomposed in all three directions (streamwise, spanwise and wall-normal direction 
Numerical Method
The discretization is similar to that of Kim, Moin and Moser [8] . The difference is in the wall normal direction, where we use a spectral element expansion instead of the Chebyshev polynomials. In the streamwise and spanwise directions, we use a Fourier series as the expansion bases, which is the same as KMM's. Under this framework, the velocity can be expressed in the following form within an element:
ii(T, p, n, t)e-iamxc-iOnz¢, (y) Where p (y) are spectral modes in each spectral element. The mapping between global coordinate y and local element e, local coordinate ( (-1 < ( < 1) can be expressed as following:
The modal expansions adopted in this work are Jacobi polynomials, PP' O (x) [7] . Jacobi polynomials are the family of polynomial solutions to a singular Sturm-Louiville problem and for 1 < x < 1, can be written as 
where Pp (y) are the standard Jacobi Polynomials (Pp, (y)) with a = /3 1 (Legendre Polynomial) in the form.
Using this method, we can choose the position of an element boundary, so that we can control the number of points in the near wall region. According to [4] , the DNS simulation usually needs at least 13 points in the first 10 wall units, so that it is enough to resolve the smallest turbulent structure in the near wall region.
The velocity field V(x, y, z, t) of incompressible flow satisfies _Vp + vV2WV at +V VV V V=7 0 (6) Where v is the fluid viscosity and p is the pressure. We use the high-order time splitting method of Karniadakis, Israeli, Orszag (1991) [6] to do the time integration.
(1) 1. At Ji, Je are orders, scheme.
2. Pressure step:
Jl 1 E /3qN(V s-q) q=O and aq ,/3q are coefficients in splitt tion, and it is the simplest model for channel flow solver. The domain is divided in streamwise direction, therefore the Fast Fourier Transform (FFT) can not be performed directly in this direction. In order to complete FFT, we need to do transpose of whole data in (x, z) plane. The interpolation and extrapolation in model A for dealiasing have been performed by shifting data to its next neighbor. This need to be performed between each processor and its succeeding processor for N times (N is the total number of processors). That means each time the data is shifted from one processor to its subsequent processor, and after (7) N times, the data is returned to its original position, i.e. O ->1 -> 2 -> ... -> N 1 -> 0. During this process, each processor can compute to decide which portion of the ting data should be copied. After one turn, all processors have the data they need for interpolation or extrapolation. (8) rections (Model Bi, B2 and B3) (9) Je-1 ( 1 1) In order to eliminate the aliasing error generated in nonlinear step, we perform the nonlinear step in physical space using 3/2 rule. This means that we expand the mesh by 3/2 times larger in both streamwise and spanwise directions. After evaluating the nonlinear terms, we transform them back to the normal mesh. In Figure. 1 (left), we present the sketch of model A. The domain has been decomposed only in the streamwise direcIn Figure. 1 (middle), we present the sketch of model B. The domain has been decomposed in both streamwise and spanwise directions. Since we decomposed the domain in both streamwise and spanwise directions, we cannot perform a FFT directly at any direction. We can not apply transpose in (x, z) plane either, since both of them are divided into different processors. In order to do a FFT, we implemented two different methods. divided. In order to perform interpolation and extrapolation for the dealiasing, we have implemented three different methods. The first approach (referenced as model B 1) is to redistribute data on all processors, as shown in Figure. 2 (left). In the case of 16 processors shown in Figure. 1 (middle), 16 processors have redistributed the data to 16 blocks, and each block has several planes of original data. After that the data on each plane can be expanded to 3/2 in both x and z directions. In the end, the dealiased data are redistributed back to the original processors. The second approach (referenced as model B2) is to transpose separately in (y, z) and (y, x) planes as we do for the FFT step. The interpolation and extrapolation for dealiasing have been performed separately in x and z directions, processors which have different x location need to perform MPIkAlltoall in different communication group. After the operation in one direction is finished, all processors start the operation in the other direction. The third approach (referenced as model B3) is to send data from all processors to their 6 neighboring processors. In the preprocessing, we need to decide for each processor: on the outbound, the amount of data it needs to send and to which processor it should send those data; and on the inbound, how many data it needs to receive from its peer processor(s). Since the mesh after interpolation is 3/2 the original one in both x and z direction, the maximum number of peer processors that one processor will communicate with can be estimated. Each processor can receive data from at most 6 different processors. This has been done in the preprocessing. We will compare all these three dealiasing models in details later.
As with model A, model B 1 also has limitations. When the total mesh points in the wall normal direction is more than the total number of processors, Model B1 usually can achieve similar performance as Model B2. Detailed results of comparison will be shown later. However, when the total mesh points in the wall normal direction is less than the total number of processors, not every processor can have one plane of data for interpolation or extrapolation. For example, when we use 1024 processors, and the total number of mesh points in wall normal direction is only 257, then using Model B 1, only 257 processors can perform 2D inter- Domain decomposition in two directions has greatly improved the performance and scalability, and this inspired us to do domain decomposition in three directions. In addition, the spectral element method has inherent characteristics of local element, therefore we have divided the domain in y direction to the same number of elements (model C). As shown in Figure. 1 (right), model C has the domain decomposition in both streamwise, spanwise and wall normal directions. This model increases the number of possible combination of (N, Ny:, N ) for three directions, where Nx, Ny and N, are the processor numbers in x, y and z directions, respectively. In model C, the total number of processors in y direction, Ny is equal to the total number of elements in the wall normal direction. In addition to the global communication group MPIKCOMM-WORLD, we have generated additional three communication groups (comx, comy and comz), which have all processors at the same x, y and z location. Since BlueGene/L also has 3D torus network structure, this model has potential to fit each processor into its corresponding position in 3D network. This may achieve the best performance. Figure. 3 (left) shows the Helmholtz matrix solved at the viscous step, which is solved globally in models A and B. In order to do domain decomposition in y direction, we transform the matrix into the form shown in Figure. 3 (right), which put all coupled boundary modes together on the top, and separate the interior modes from different elements. On each processor, we keep a copy of boundary boundary matrix and boundary interior matrix of its own. Each processor will first solve the boundary modes, which includes its own boundary. Then we use Shur complement method to subtract the contribution of its boundary modes, and solve its own interior modes in the end.
The spectral element method we used is based on C0 bases, which means it can only guarantee the continuity When the number of elements in the y direction is small, these two methods have similar performance. However as the number of elements in the y direction becomes large, the second method will need to transfer much more data than the first one. Therefore the first method is a better choice.
Implementation

Direct and Iterative Solver
To solve Helmholtz and Laplacian matrices, we applied a direct solver in our models. We will implement iterative solvers and compare them with direct solvers in a future work.
Memory
As the Reynolds number increases, the number of mesh points needs to increase in a cubic fashion, as shown in Table. 1. At high Reynolds number, the mesh size should be smaller than the smallest scale of vortices. However, this estimate is based on Chebyshev polynomials in one element. Since we are using the spectral element method, the smallest mesh size in y direction is much larger than that of the Chebyshev polynomial-based method. So the time step At can be much larger, and the total time needed for our simulation should be much less than the above estimation. We examine running on the BlueGene system in our benchmark results later.
Factorization
In order to speedup the simulation, we need to employ factorization techniques. On the other hand, we need to use a larger mesh for DNS at higher Reynolds number. This is a contradiction, and we need to balance the memory and speed requirements. If using factorization technique for the global Helmholtz matrix, the increment of the total number of matrices is P, where P is the total mesh number in the y direction. For example, if P=769, then we need 769 more 3D arrays to save factorization matrices. This is almost impossible, as the total arrays needed for the DNS without factorization is only 25. If we transform the global matrix to separate the boundary matrix and interior matrices, and do the factorization of each local matrix, then the memory requirement will be much lower, as shown in Figure. Table 2 . Time ratio of nonlinear step for model B1 Figure 4 . Comparison of model B and C Table 3 . Time ratio of nonlinear step for model C Since the matrix is local, the maximum bandwidth is the number of spectral modes in each element. Furthermore, if we check the structure of Helmholtz matrix more carefully, we can see it is actually a tridiagnal matrix. That means by using factorization technique for banded matrices, the total number of additional 3D arrays needed is only 6. Speedup of pressure and viscous steps will be twice as fast, as a result. 5 Benchmark Results on BG/L at ANL
Dealiasing in Nonlinear
Step Table. 2 and 3 show the results for the same grid number in y direction, but with increasing numbers of processors and mesh size for model B 1 and C. The percentage of total time spent on the nonlinear step remains relatively constant across increasing numbers of processors because the data transferred through all processors commensurately increases. In addition, when using a very large mesh, most of the simulation time is spent on the nonlinear step (approximately 76%) during each time step. Because we need to scale the "pre-de-aliased" mesh, in preparation of de-aliasing, by a factor of 9/4, we need to exchange a large amount of data between different processors for high Reynolds number simulation. This is the major bottleneck that resulted in the poor performance.
For example, overall we have 64 processors, and we have 16 elements in y direction. So we have 16 processors allocated to y direction for model C, then the total number of processors in (x, z) plane is 4. As we use the same number of processors and same mesh, the total processors used in (x, z) plane of model B is 64. The data allocated to each processor in (x, z) plane of model B is 16 times less than that of model C, but is 16 times larger in y direction than that of model C. So each processor will transfer the same size of data for models B and C. Because there are only 4 processors in the (x, z) plane for model C, while there are 64 processors for model B, the transpose in model C is much quicker than model B. The ratio of nonlinear step drops to about 56%.
As shown in Table. 4, we can verify the assumption that model B1 and B2 will perform differently under different conditions. As the total number of grid points in y direction is more than the total number of processors, these two models will have similar performance. However, as the total number of grid points in y direction is less than the total number of processors, model B2 will have better performance. For 16, 64, 256, 512 and 1024 processors, B 1 and B2 do have similar performance for nonlinear step. However, for 2048 processors, model B2 is 25% faster than model B 1 for the nonlinear step. There is also some difference between model B2 and B3. B3 has better performance than B2 at small mesh and small number of processors. However, they have similar performance for 2048 processors, as more time will be spent on copying data in and out of the communication buffers.
Scalability
Figure. 4 (left) shows the scaling of each model on mesh 256 x 257 x 256. We can see from the plot that all models have relatively good scaling. The solid line in the plot is the ideal speedup. Model B2 and B3 are a little bit better than B 1. Model C is the best model among all these. The encouraging thing is that the nonlinear step in model C occupies half the time of that in the other models. This contributes to the overall speedup of about 40%.
Comparison of Model B and C
We also compared different models using the same mesh and the same number of processors. The mesh is still 512 x 257 x 512, with 8 elements in the wall normal direction and 33 points per element. Since there are 8 elements in the y direction, when we use model C, we have 8 processors in the y direction. Then we can test model C with varying combinations of N, and N . Figure. Table. 6 compares the mesh and parameters used by different researchers for ReT = 1000, The first two cases have been done by Moser [10] , and the third case has been done by Iwamoto [4] . This last case is our DNS result [12] . We 
Summary
We have developed and benchmarked several parallel models for DNS of channel turbulent flow. We investigated each parallel model in detail. All these models have shown good scaling up to thousands of processors. The parallel model with 3D domain decomposition has the best performance. Three models based on 2D domain decomposition have similar performance, where the nonlinear step has relatively poor scaling because large data transfers are needed for dealiasing. The viscous step has the best scaling among all three steps. The viscous step in model C is slower than in other models. However, the nonlinear step is much faster than the others. The overall performance of model C is about 40% faster than other models. We also present our recent benchmark result on BGW at IBM Watson center, which show great scalability and prospect to perform higher Reynolds number DNS in the future. At last, some simulation results at high Reynolds number (ReT = 1000) has been given.
