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AN OPTIMAL GAUSS-MARKOV APPROXIMATION FOR A
PROCESS WITH STOCHASTIC DRIFT AND APPLICATIONS
GIACOMO ASCIONE∗, GIUSEPPE D’ONOFRIO∗∗, LUBOMIR KOSTAL†,
AND ENRICA PIROZZI∗
Abstract. We consider a linear stochastic differential equation with stochastic
drift. We study the problem of approximating the solution of such equation through
an Ornstein-Uhlenbeck type process, by using direct methods of calculus of varia-
tions. We show that general power cost functionals satisfy the conditions for exis-
tence and uniqueness of the approximation. We provide some examples of general
interest and we give bounds on the goodness of the corresponding approximations.
Finally, we focus on a model of a neuron embedded in a simple network and we
study the approximation of its activity, by exploiting the aforementioned results.
Stochastic differential equations; Optimality conditions; Shot noise; Neuronal models
1. Introduction
Since the beginning of the previous century stochastic differential equations (SDEs)
play a key role in the description of fluctuating phenomena belonging to different areas
of applied mathematics ( [20, 29]). Here, we consider the following SDE which drift is
characterized by a stochastic process z(t) independent of W (t):
(1.1) dX(t) = [a(t)X(t)+z(t)]dt+σdW (t).
These equations are of interest in many applications. In mathematical finance stochastic
volatility is used to model option pricing to account that volatility varies with respect
to strike price and expiry ( [10], [27]). In the time series analysis the stochastic trend
is used in the difference equation, discrete counterpart of the SDE (1.1)( [18]). In
computational neuroscience they are used to model networks of interacting neurons in
presence of random synaptic weights ( [13], [15], [30]). The present work also stems from
neuronal modeling (see [3], [12], [23], [24], [31], [35], [36]): one can model the membrane
potential of a neuron through a stochastic process V (t) solving
dV (t) =
(
−V (t)−VR
θ
+z(t)
)
dt+σdW (t), V (0) =v0
where VR is the resting potential, θ is the characteristic time constant of the neuron
(seen as an RC circuit) and z(t) is a process representing the collection of the stimuli
the neuron under consideration receives from other neurons or from its own activity.
In the first part of this paper we study some features of the solution X(t) of Equation
(1.1). In particular, we comment on the solution process and we calculate its expected
value and its autocovariance function.
Since the process X(t) depends on z(t), it can be non Markov and/or non Gaussian.
This work is mainly focused on obtaining an optimal (in a sense that will be specified
later) Gauss-Markov approximation of the process X(t). This approximation strategy
enables us to use the extensive theoretical results on GM processes (see for instance
[4, 5, 14]). To find the proper GM process we look for the minimizer of a general cost
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functional J among all Ornstein-Uhlenbeck type processes. To do that we solve the
minimization problem in a very general setting. Using direct methods of calculus of
variations, we show that the minimizer exists and is unique inside the aforementioned
class, requiring relatively mild conditions. Moreover, the Euler-Lagrange equation and
the trasversality condition of the approximation problem are obtained. In particular we
consider, in the familiy of all suitable cost functionals, power costs that are shown to
satisfy the mentioned assumptions.
In this way a bound in the L2 distance between the solution process and its ap-
proximation is given. The bounds are evaluated explicitely in the cases where z(t) is a
step function, a Poisson process, a compound Poisson process, a shot noise, a Brownian
motion or an Ornstein-Uhlenbeck process. Finally, we propose a stochastic neuronal
model for the description of the firing activity of a neuron subject to the inputs coming
from other neurons. This corresponds to the case in which z(t) is a shot noise, that is to
say z(t) =
∑M
i=1βiR(t−T i) where T i are i.i.d. random variables, distributed as a given
variable T with P(T <0) = 0, independent of W (t), βi are i.i.d. random variables inde-
pendent of (T i)i∈N and W (t) and R is the response function, such that R(t) = 0 ∀t<0.
The stochastic nature of the drift in the model equation is due to the stochastic behav-
ior of the inputs received from the other neurons that occur randomly in time and in
space (see for instance [6, 7, 11, 36]). In a theoretical context, we can adopt a specified
distribution function for τi and βi whereas in the application context the distribution
function constitutes the unknown of the problem. We stress that, although used here in
the neuronal modeling context, the results obtained about the approximation are com-
pletely general for equations such (1.1). Our approach is in the spirit of the stochastic
averaging (see for instance [25]) but, in our case, the involved processes do not need to
be ergodic.
The paper is structured as follows:
• In Section 2 we introduce the target equation and the approximation problem;
• In Section 3 we describe the problem in a more general setting and prove some
sufficient and necessary conditions for existence and uniqueness of the approxi-
mation;
• In Section 4 we provide some examples of general interest;
• In Section 5 we construct a simple neuronal model and we use the previous
results to find the approximating Gauss-Markov process for the membrane po-
tential;
• Finally, in 6 we resume the work and we give some concluding remarks.
2. The linear equation and the OU class
2.1. The linear equation. Let (Ω,F ,P) be a probability space endowed with the
(completed) natural filtration {Ft}t≥0 of the standard Brownian motion {W (t),t≥0}.
Let us consider the following stochastic differential equation in the time interval [0,T ]
(2.1) dX(t) = [a(t)X(t)+z(t)]dt+σdW (t), X(t) =x0
with z(t) stochastic process adapted to {Ft}t≥0 such that its sample paths belong to
L1([0,T ]), a∈L1([0,T ]) and σ>0. Let us denote by L0(Ω,{Ft}t≥0;L1([0,T ])) the space
of the stochastic processes adapted to {Ft}t≥0 with sample paths a.s. in L1([0,T ]) and
with Lp(Ω,{Ft}t≥0;L1([0,T ])) the space of the stochastic processes adapted to {Ft}t≥0
with sample paths a.s. in L1([0,T ]) such that E[|z(t)|p]<+∞. For simplicity we will
consider z(t) to be independent from W (t).
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Since Eq.(2.1) is a linear equation, one can ensure the existence of a unique strong
solution (see for instance [20]). In particular one has the following result:
Proposition 2.1. The map S :L0(Ω;L1([0,T ]))→L0(Ω) given by
S z(t) =eA(t)x0 +σeA(t)
∫ t
0
e−A(s)dWs+eA(t)
∫ t
0
z(s)e−A(s)ds,
where A(t) =
∫ t
0
a(s)ds, is a bijection that associates z∈L0(Ω,{Ft}t≥0;L1([0,T ])) to the
unique strong solution of Equation (2.1).
Given a generic z(t)∈L0(Ω;L1([0,T ])), we can split the process X(t) =S z(t) in two
parts. Indeed, if we set
Y (t) =eA(t)x0 +σe
A(t)
∫ t
0
e−A(s)dWs, Z(t) =eA(t)
∫ t
0
z(s)e−A(s)ds
we have
X(t) =Y (t)+Z(t).
In particular Y (t) is an Ornstein-Uhlenbeck process. Its mean and covariance are given
by
E[Y (t)] =eA(t)x0, Cov(Y (t),Y (s)) =σ2eA(t)+A(s)
∫ min{t,s}
0
e−2A(u)du.
In general X(t) could be a very general process. Indeed if z(t) is not Gaussian, then
also X(t) is not Gaussian. If z(t) is Gaussian, then also Z(t) is Gaussian (being the
integral of a Gaussian process) and, since z(t) and W (t) are independent, also Z(t) and
Y (t) are independent. Thus, being X(t) sum of two independent Gaussian processes,
it is a Gaussian process. However, without further assumptions on z(t), the Markov
property is not guaranteed to hold. Let us show this easy Lemma.
Lemma 2.2. Let z∈L1(Ω,{Ft}t≥0;L1([0,T ])) such that E[z(t)]∈L1([0,T ]). Then
(2.2) E[Z(t)] =eA(t)
∫ t
0
E[z(s)]e−A(s)ds.
Moreover, if z∈L2(Ω,{Ft}t≥0;L1([0,T ])) is such that D[z(t)] =E[(z(t)−E[z(t)])2]∈
L1([0,T ]), then
(2.3) Cov(Z(t),Z(s)) =eA(t)+A(s)
∫ t
0
∫ s
0
Cov(z(u),z(v))e−A(u)−A(v)dudv.
Proof. Let us observe that A(t) is a continuous function (being the integral of an
L1([0,T ]) function). Hence there exists a constant M>0 such that e−A(t)≤M for
any t∈ [0,T ]. Thus we have
E[z(t)]e−A(t)≤ME[z(t)]
where, by hypothesis, ME[z(t)]∈L1([0,T ]). Thus we can use Fubini’s theorem to
achieve Equation (2.2).
Now let us observe that
Z(t)−E[Z(t)] =eA(t)
∫ t
0
(z(u)−E[z(u)])e−A(u)du
and then
Cov(Z(t),Z(s)) =eA(t)+A(s)E
[∫ t
0
∫ s
0
(z(u)−E[z(u)])(z(v)−E[z(v)])e−A(u)−A(v)dudv
]
.
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Now let us recall, by Ho¨lder inequality, that
Cov(z(u),z(v))e−A(u)−A(v)≤M2
√
D[z(u)]D[z(v)]
where the right-hand side is in L1([0,T ]2), being the product of two L2([0,T ]) functions.
Hence we can use Fubini’s theorem to achieve Equation (2.3). 
This Lemma, together with the independence of Z(t) and Y (t), gives us the following
Proposition.
Proposition 2.3. If z∈L2(Ω,{Ft}t≥0;L1([0,T ])) is such that D[z(t)]∈L1([0,T ]) then
E[X(t)] =eA(t)
(
x0 +
∫ t
0
E[z(s)]e−A(s)ds
)
.
and, for s≤ t
Cov(X(t),X(s)) =eA(t)+A(s)
[
σ2
∫ s
0
e−2A(u)du+
∫ t
0
∫ s
0
Cov(z(u),z(v))e−A(u)−A(v)dudv
]
.
2.2. The OU(a,σ,x0) class. A particular solution of (2.1) is achieved when z(t) is a
degenerate stochastic process. Indeed, for a function f ∈L1([0,T ]) let us consider the
equation
dXf (t) = [a(t)Xf (t)+f(t)]dt+σdW (t), X(0) =x0.
The solution map S can be still used, since we can consider f to be a degenerate
stochastic process in L0(Ω,{F t}t≥0;L1([0,T ])). Thus we have that
Xf (t) =S f(t) =eA(t)x0 +σeA(t)
∫ t
0
e−A(s)dWs+eA(t)
∫ t
0
f(s)e−A(s)ds.
This process is actually a drifted Ornstein-Uhlenbeck process, thus, in particular, it is
a Gauss-Markov process with mean and covariance (for s<t) given by
E[Xf (t)] =eA(t)
(
x0 +
∫ t
0
f(s)e−A(s)ds
)
, Cov(X(t),X(s)) =σ2eA(t)+A(s)
∫ s
0
e−2A(u)du.
In particular we say that a process Xf (t) belongs to the Ornstein-Uhlenbeck class
OU(a,σ,x0) if there exists a function f ∈L1([0,T ]) such that Xf (t) =S f(t).
As already mentioned in the introduction, Gauss-Markov processes are easier to handle,
with respect to processes of the form S z(t), and many existing tools and results about
these processes can be exploited. Thus it is interesting to understand how can we best
approximate a general solution of (2.1) with a process Xf ∈OU(a,σ,x0).
2.3. The approximation problem. Let us consider a process z(t)∈
L0(Ω,{Ft}t≥0;L1([0,T ])) and let us introduce a cost functional J on the class
OU(a,σ,x0), defined as
J [Xf ] =E
[∫ T
0
J(t, |X(t)−Xf (t)|)dt+Φ(|X(T )−Xf (T )|)
]
for some functions J(t,x) and Φ(x), where X=S z. The cost functional J represents
the mean cost we are going to pay by approximating the process X with a process
Xf ∈OU(a,σ,x0). The function J will be used to represent the running cost of the
approximation, while Φ is the final cost. To find the best approximation means that we
want to find a process X˜ ∈OU(a,σ,x0) such that
J [X˜] = min
Xf∈OU(a,σ,x0)
J [Xf ].
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By using the definition of the solution map S one obtains
|X(t)−Xf (t)|= |Z(t)−F (t)|
where
F (t) =eA(t)
∫ t
0
f(s)e−A(s)ds.
This means that actually
J [Xf ] =E
[∫ T
0
J(t,|Z(t)−F (t)|)dt+Φ(|Z(T )−F (T )|)
]
.
Now let us consider the map I :L1([0,T ])→A={F ∈AC([0,T ]) : F (0) = 0} such that
I f(t) =eA(t)
∫ t
0
f(s)e−A(s)ds.
This map is a bijection between L1([0,T ]) and A since the map actually associates f to
the unique solution of a Cauchy problem. Indeed, if we multiply the previous relation
by e−A(t) we get
e−A(t)I f(t) =
∫ t
0
f(s)e−A(s)ds
and then we can differentiate to obtain
−a(t)e−A(t)I f(t)+e−A(t) d
dt
I f(t) =f(t)e−A(t).
Thus, the map I associates to any f ∈L1([0,T ]) the unique Caratheodory solution [8]
F of the Cauchy probelm{
F ′(t) =a(t)F (t)+f(t) t∈ (0,T ),
F (0) = 0.
Then we can define a new functional on A (that we will still denote with J ) that is the
composition of the functional J , the solution map S, and the map I−1 and is given by
J [F ] =E
[∫ T
0
J(t,|Z(t)−F (t)|)dt+Φ(|Z(T )−F (T )|)
]
.
We can study such kind of cost functionals as particular cases of the more general cost
functional
J [F ] =E
[∫ T
0
J(t,Z(t),F (t))dt+Φ(Z(T ),F (T ))
]
.
In particular, we want to find a F˜ ∈A such that
J [F˜ ] = min
F∈A
J [F ].
In the following section we will reformulate the problem in this more general setting
and then we will study some necessary optimality conditions.
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3. Optimality conditions and existence of the solution of the
approximation problem
3.1. Setting the problem. Now let us state the problem in its full generality. Let
us consider the stochastic process Z(t)∈L0(Ω,{Ft}t≥0;L1([0,T ])) with a.s. continuous
paths and let us define the probability measure flow µt=L[Z(t)] where L[X] denotes the
law of a random variable X. Fix T ≥0 and define RT = [0,T ]×R. For any measurable
set A⊆RT define the section At={x∈R : (t,x)∈A}. Then let us define the measure µ
as follows
µ(A) =
∫ T
0
µt(At)dt ∀A⊆Ω measurable .
Let us recall that for any measurable function f : Ω→R we have∫
Ω
f(t,z)µ(dzdt) =
∫ T
0
∫
R
f(t,z)µt(dz)dt=
∫ T
0
E[f(t,Z(t))]dt.
Consider now the functions J : (t,z,x)∈RT ×R 7→J(t,z,x) and Φ : (z,x)∈R×R 7→
Φ(z,x)∈R and define the functional J :AC([0,T ])→R as
J [F ] =E
[∫ T
0
J(t,Z(t),F (t))dt+Φ(Z(T ),F (T ))
]
.
We want to solve the following problem
(P) min
F∈A
J [F ]
where the admissible set is defined as
A={F ∈AC([0,T ]) : F (0) = 0}.
3.2. Necessary optimality conditions. Let us fix the following assumptions during
this whole section:
A1 There exists a function F ∈A such that J [F ]<+∞;
A2 J(t,z,x) and Φ(z,x) are non-negative for any (t,z,x)∈RT ×R;
A3 For fixed (t,z)∈RT the map x 7→J(t,z,x) is in C1;
A4 For any compact set K⊆R there exists a function ΨK(t,z)∈L1(RT ;µ) such
that ∣∣∣∣∂J∂x (t,z,x)
∣∣∣∣≤ΨK(t,z) ∀x∈K;
A5 For fixed z∈R the map x 7→Φ(z,x) is in C1;
A6 For any compact set K⊆R there exists a function ΘK(z)∈L1(R;µT ) such that∣∣∣∣∂Φ∂x (z,x)
∣∣∣∣≤ΘK(z) ∀x∈K;
Thus we have the following optimality conditions, by means of the Euler-Lagrange
equation and the trasversality condition.
Theorem 3.1. Let F ∗∈A be a solution of the problem (P). Then
(EL) E
[
∂J
∂x
(t,Z(t),F ∗(t))
]
= 0 ∀t∈ (0,T )
and
(TC) E
[
∂Φ
∂x
(Z(T ),F ∗(T ))
]
= 0.
GAUSS-MARKOV APPROXIMATIONS OF PROCESSES WITH STOCHASTIC DRIFT 7
Proof. Let us first observe that if F ∗∈A, then J [F ∗]<+∞. In particular
E
[∫ T
0
J(t,Z(t),F ∗(t))dt
]
<+∞
and thus
∫ T
0
J(t,Z(t),F ∗(t))dt<+∞ almost surely. In particular we can use Fubini’s
theorem to obtain
J [F ∗] =
∫ T
0
E[J(t,Z(t),F ∗(t))]dt+E[Φ(Z(T ),F ∗(T ))]
=
∫ T
0
∫
R
J(t,z,F ∗(t))µt(dz)dt+
∫
R
Φ(z,F ∗(T ))µT (dz)
=
∫
Ω
J(t,z,F ∗(t))µ(dzdt)+
∫
R
Φ(z,F ∗(T ))µT (dz).
First of all, let us fix ϕ∈C∞c ((0,T )) and define F ∗ε (t) =F ∗(t)+εϕ(t). Since ϕ(T ) = 0,
then we have that
J [F ∗ε ] =E
[∫ T
0
J(t,Z(t),F ∗(t)+εϕ(t))dt+Φ(Z(T ),F ∗(T ))
]
.
Now observe that since ϕ∈C∞c ((0,T )), then F ∗ε →F ∗ uniformly. In particular let us
consider a tubular neighbourhood of F ∗
Qδ ={(t,x)∈ [0,T ]×R : x∈ [F ∗(t)−δ,F ∗(t)+δ]}
and a compact set K⊂R such that Qδ⊆ [0,T ]×K. Then there exists a ε0 such that
for ε∈ (−ε0,ε0) the couples (t,F ∗(t)+εϕ(t))∈Qδ and then F ∗(t)+εϕ(t)∈K. Hence we
have
|J(t,Z(t),F ∗(t)+εϕ(t))|≤ |J(t,Z(t),F ∗(t)+εϕ(t))−J(t,Z(t),F ∗(t))|+ |J(t,Z(t),F ∗(t))|
≤ΨK(t,Z(t))|ϕ(t)|+ |J(t,Z(t),F ∗(t))|.
Taking the mean and then integrating with respect to time in the right hand side we
have, by definition of µ,∫ T
0
E[|ΨK(t,Z(t))||ϕ(t)|+ |J(t,Z(t),F ∗(t))|]dt
≤ ‖ϕ‖L∞(0,T )
∫
Ω
|ΨK(t,z)|µ(dzdt)+
∫
Ω
|J(t,Z(t),F ∗(t)|µ(dzdt)<+∞.
In particular we can use Fubini’s theorem to obtain
E
[∫ T
0
|ΨK(t,Z(t))||ϕ(t)|+ |J(t,Z(t),F ∗(t))|dt
]
<+∞
and then ΨK(t,Z(t))ϕ(t)+J(t,Z(t),F
∗(t)) is almost surely in L1(0,T ). This implies
that J(t,Z(t),F ∗(t)+εϕ(t)) is almost surely in L1(0,T ) and in particular
J [F ∗ε ] =
∫
Ω
J(t,z,F ∗(t)+εϕ(t))µ(dzdt)+
∫
R
Φ(z,F ∗(T ))µT (dz).
Consider the function g :ε∈ (−ε0,ε0) 7→J [F ∗ε ] and observe that it admits a minimum in
ε= 0. Let us show that g is in C1. To do this, let us consider the function
h : (t,z,ε)∈Ω×(−ε0,ε0) 7→J(t,z,F ∗(t)+εϕ(t))
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such that
g(ε) =
∫
Ω
h(t,z,ε)µ(dzdt)+
∫
R
Φ(z,F ∗(T ))µT (dz)
and observe that, being J(t,z,x) a C1 function in x, we have
∂h
∂ε
(t,z,ε) =
∂J
∂x
(t,z,F ∗(t)+εϕ(t))ϕ(t)
and in particular ∣∣∣∣∂h∂ε (t,z,ε)
∣∣∣∣≤‖ϕ‖L∞ΨK(t,z)
thus we have a uniform (with respect to ε) L1 bound on the derivative of h. By
differentiation under integral sign we have that g∈C1 and
g′(ε) =
∫
Ω
∂J
∂x
(t,z,F ∗(t)+εϕ(t))ϕ(t)µ(dzdt)
=
∫ T
0
E
[
∂J
∂x
(t,Z(t),F ∗(t)+εϕ(t))
]
ϕ(t)dt.
Now, by Fermat’s theorem, we know that g′(0) = 0 and then, by the fact that we arbi-
trarily chose ϕ∈C∞c (0,T ),∫ T
0
E
[
∂J
∂x
(t,Z(t),F ∗(t))
]
ϕ(t)dt= 0, ∀ϕ∈C∞c ((0,T ))
that, by Fundamental Lemma of Calculus of variation, leads to
E
[
∂J
∂x
(t,Z(t),F ∗(t))
]
= 0 ∀t∈ (0,T ).
Now let us chose ϕ∈C∞c ((0,T ]). As done before, let us introduce the function g(ε) =
J [F ∗ε ] and this time let us define the function
k(z,ε) = Φ(z,F ∗ε (T ))
to obtain
g(ε) =
∫
Ω
h(t,z,ε)µ(dzdt)+
∫
R
k(z,ε)µT (dz).
Now let us show that g is in C1(−ε0,ε0). To do that, we only need to work with k. We
have
∂k
∂ε
(z,ε) =
∂Φ
∂x
(z,F ∗(T )+εϕ(T ))ϕ(T )
and then ∣∣∣∣∂k∂ε (z,ε)
∣∣∣∣≤ϕ(T )ΘK(z).
Thus we can differentiate under integral sign, obtaining
g′(ε) =
∫ T
0
E
[
∂J
∂x
(t,Z(t),F ∗(t)+εϕ(t))
]
ϕ(t)dt+E
[
∂Φ
∂x
(Z(T ),F ∗(T )+εϕ(T ))
]
ϕ(T ).
By using Fermat’s Theorem, we have g′(0) = 0 and then∫ T
0
E
[
∂J
∂x
(t,Z(t),F ∗(t))
]
ϕ(t)dt+E
[
∂Φ
∂x
(Z(T ),F ∗(T ))
]
ϕ(T ) = 0.
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However, we already proved that E
[
∂J
∂x (t,Z(t),F
∗(t))
]
= 0, hence, since we have arbi-
trarily chosen ϕ∈C∞c ((0,T ])
E
[
∂Φ
∂x
(Z(T ),F ∗(T ))
]
ϕ(T ) = 0, ∀ϕ∈C∞c ((0,T ])
from which we finally obtain
E
[
∂Φ
∂x
(Z(T ),F ∗(T ))
]
= 0.

3.3. Existence of a minimizer for a relaxed problem. From now on we will split
the functional J in two parts
I1[F ] =E
[∫ T
0
J(t,Z(t),F (t))dt
]
I2[F ] =E[Φ(Z(T ),F (T ))]
such that J [F ] =I1[F ]+I2[F ].
Here we will study the weak lower semi-continuity of J and the existence of a minimizer
of a relaxed version of (P).
Let us start with the lower semi-continuity. The next proof mimics the one of [9,
Theorem 3.20].
Theorem 3.2. Consider p≥1 and suppose we have a sequence Fn∈Lp(0,T ), a function
F ∈Lp(0,T ) such that Fn⇀F in Lp. If x 7→E[J(t,Z(t),x)] is convex ∀t∈ (0,T ), then
liminf
n
I1[Fn]≥I1[F ].
Proof. First of all, let us observe that since J is continuous in x, then if Fn→F in Lp
we have, by Fatou’s Lemma,
liminf
n
I1[Fn] = liminf
n
E
[∫ T
0
J(t,Z(t),Fn(t))
]
≥ E
[∫ T
0
liminf
n
J(t,Z(t),Fn(t))
]
=I1[F ]
so in particular I1 is strong lower semicontinuous.
Now, if liminfnI1[Fn] = +∞ the theorem is trivial. Suppose then liminfnI1[Fn] =C<
+∞ and suppose we are working with a subsequence (that, for the ease of the reader,
we will still call Fn) such that limnI1[Fn] =C. Fix ε>0 and observe that there exists a
νε such that for n≥νε we have I1[Fn]≤C+ε. Now, by Mazur’s Theorem [9, Theorem
3.9] we know that there exists a sequence of integers {mµ}µ∈N with mµ≥νε and for
each µ∈N a vector aµ∈Rmµ−νε with
∑mµ−νε
i=1 a
i
µ= 1 such that, if we pose
Gµ=
mµ∑
i=1
aiµFi+νε ,
we have Gµ→F in Lp. However, by convexity of E[J(t,Z(t),x)] in x (by also using
Fubini’s theorem) we have
I1[Gµ]≤
mµ∑
i=1
aiµI1[Fi+νε ]≤C+ε.
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Taking the liminf on µ, from the strong lower semi-continuity, we have
I1[F ]≤ liminf
µ→+∞I1[Gµ]≤C+ε
Finally, we can send ε→0 to conclude. 
Now we are ready to relax the problem (P). To do that let us define the relaxed
admissible set
A˜p={(F,a)∈Lp(0,T )×R}
and the relaxed functional
J˜ [(F,a)] =I1[F ]+I2[a]
for (F,a)∈A˜p. Then the relaxed problem is given by
(RP) min
(F,a)∈A˜p
J˜ [(F,a)].
Theorem 3.3. Suppose that
A7 For any fixed t∈ [0,T ], the map x 7→E[J(t,Z(t),x)] is convex;
A8 There exists two constants α,M >0, a function h∈L1([0,T ]) and an exponent
p>1 such that E[J(t,Z(t),x)]≥α(h(t)+ |x|p) for any t∈ [0,T ] and |x|>M ;
A9 The map x 7→E[Φ(Z(T ),x)] is proper.
Then the problem (RP) admits a solution.
Proof. If inf(F,a)∈A˜p J˜ [(F,a)] = +∞, the solution is trivial. Thus let us suppose
inf(F,a)∈A˜p J˜ [(F,a)] =L≥0. Let us then consider a sequence (Fn,an)∈A˜p such that
limn J˜ [(Fn,an)] =L. In particular we can suppose that
J˜ [(Fn,an)]<L+1, ∀n∈N .
First of all, we have that
I1[Fn] =E
[∫ T
0
J(t,Z(t),Fn(t))dt
]
<L+1.
By Fubini’s Theorem we have that∫ T
0
E[J(t,Z(t),Fn(t))]dt<L+1.
Now let us define Mn={t∈ [0,T ] : |Fn(t)|>M}. By using hypothesis A8 we have
α
(∫
Mn
h(t)dt+
∫
Mn
|Fn(t)|pdt
)
≤
∫
Mn
E[J(t,Z(t),Fn(t))]dt≤
∫ T
0
E[J(t,Z(t),Fn(t))]dt<L+1
and then
(3.1)
∫
Mn
|Fn(t)|pdt< L+1
α
−
∫
Mn
h(t)dt≤ L+1
α
+‖h‖L1([0,T ]) .
At the same time we have
(3.2)
∫
[0,T ]\Mn
|F (t)|pdt≤TMp.
Thus we have, by summing Equations (3.1) and (3.2)
‖Fn‖pLp(0,T )<
L+1
α
+‖h‖L1([0,T ]) +TMp ∀n∈N
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and then, by Banach-Alaoglu theorem (and the fact that Lp is reflexive), there exists a
F ∈Lp(0,1) such that (up to a subsequence) Fn⇀F in Lp.
Moreover, by the weak lower-semicontinuity of I1 we have
I1[F ]≤ liminf
n
I1[Fn].
Now, we also have that
E[Φ(Z(T ),an)]≤L+1, ∀n∈N
thus, since x 7→E[Φ(Z(T ),x)] is a proper map, there exists M>0 such that |an|≤M .
Thus there exists a∈R such that (up to a subsequence) an→a. Moreover, we have that
for any n∈N, posing K= [−M,M ]
Φ(Z(T ),an)≤2MΘK(Z(T ))+Φ(Z(T ),a1)
hence we can use dominated convergence theorem to conclude that
lim
n
I2[an] =I2[a].
Finally, we have that
J˜ [(F,a)] =I1[F ]+I2[a]≤ liminf
n∈N
I1[Fn]+lim
n
I2[an] = liminf
n
J˜ [(Fn,an)] =L.

Remark 3.4. Let us observe that we can replace hypothesis A9 with
A9* The map x 7→E[Φ(Z(T ),x)] is constant;
which is a degenerate case. Even if the map is not proper, the term in Φ is actually a
dummy term and it is useless in the minimization problem.
Let us also recall that, with the exact same proof as before, we can show the following
necessary optimality conditions for the minima of the relaxed problem.
Theorem 3.5. Let (F ∗,a∗)∈A˜1 be a solution of the problem (RP). Then
(rEL) E
[
∂J
∂x
(t,Z(t),F ∗(t))
]
= 0 for almost all t∈ (0,T )
and
(rTC) E
[
∂Φ
∂x
(Z(T ),a∗)
]
= 0.
3.4. Gain of regularity. Now let us substitute condition A7 with
A7’ For any fixed t∈ [0,T ], the map x 7→E[J(t,Z(t),x)] is strictly convex, decreasing
as x→−∞ and increasing as x→+∞;
A10 the map x 7→E[Φ(Z(T ),x)] is convex.
We can now show a first gain of regularity and uniqueness result.
Proposition 3.6. There exists a unique F ∗∈Lp(0,T ) and a unique interval I⊆R such
that for any a∗∈ I the couple (F ∗,a∗)∈A˜p is solution of the problem (RP). Moreover
F ∗ admits a continuous modification in [0,T ] for which the equation (rEL) holds for
any t∈ [0,T ].
Proof. Since the map x 7→E[Φ(Z(T ),x)] is convex, we know that
argminx∈RE[Φ(Z(T ),x)] must be a convex set, hence, being non-empty by the
previous theorem, it must be an interval I. Moreover the strict convexity of the
map x 7→E[J(t,Z(t),x)] ensures that the minimizer F ∗∈Lp(0,T ) (that exists by the
previous theorem) is unique.
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Concerning the continuity, fix t0∈ [0,T ] and consider tn→ t0 such that tn are points for
which the necessary condition is verified. We obviously have
lim
n→+∞E
[
∂J
∂x
(tn,Z(tn),F
∗(tn))
]
= 0.
Now observe that there exists a subsequence of F ∗(tn) that converges to liminfnF ∗(tn).
In particular, taking the limit on such subsequence, we have
E
[
∂J
∂x
(t0,Z(t0),liminf
n
F ∗(tn))
]
= 0.
In the same way, we also have
E
[
∂J
∂x
(t0,Z(t0),limsup
n
F ∗(tn))
]
= 0.
Now, since x 7→E[J(t,Z(t),x)] is strictly convex for any t∈ [0,T ], we know that x 7→
E
[
∂J
∂x (t,Z(t),x)
]
is injective, thus for any t∈ [0,T ] the equation
(3.3) E
[
∂J
∂x
(t0,Z(t0),x)
]
= 0
admits a unique solution and then liminfnF
∗(tn) = limsupnF
∗(tn). We have shown that
limnF
∗(tn) is well-defined. Now let us observe that being x 7→E[J(t,Z(t),x)] decreasing
as x→−∞ and increasing as x→+∞, limnF ∗(tn) 6=±∞. Thus we have limnF ∗(tn)∈
R. Now let us distinguish two cases. If t0∈ [0,T ] is one of the point in which the
necessary condition (rEL) is already satisfied, we have, by uniqueness of the solution of
Equation (3.3), F ∗(t0) = limnF ∗(tn) and then F ∗ is continuous in t0.
If t0 is not one of these points, we can consider modify F
∗ on t0 in such a way that
F ∗(t0) = limnF ∗(tn). Being the set of t0∈ [0,T ] for which the necessary condition is not
satisfied a zero-measure set, we can conclude that F ∗ admits a continuous modification
in [0,T ]. 
However, we want F to be absolutely continuous. Let us then give a sufficient con-
dition for that. To do this, let us add the hypothesis
A11 The function
(t,x) 7→E[J(t,Z(t),x)]
is a C2 function except for a finite set of points N such that
∂2
∂x2
E[J(t,Z(t),x)]>0
for any (t,x) 6∈N .
Now we are ready to show the following Proposition.
Proposition 3.7. Let (F ∗,a∗) be a solution of (RP). Suppose that the function (defined
for all t except for a finite number of points Z)
η(t) =−
∂2
∂x ∂t E[J(t,Z(t),F
∗(t))]
∂2
∂x2 E[J(t,Z(t),F ∗(t))]
is in L1(0,T ). Then F ∈AC[0,T ].
Proof. By the implicit function theorem we know that η(t) is actually the derivative of
F ∗(t) where it is defined. In particular let us denote Z={t1,. ..,tn}, t0 = 0, tn+1 =T
and Ij = (tj−1,tj) for j= 1,. ..,n+1. For any j= 1,. ..,n+1 and t∈ Ij we have η(t) =
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F ′(t) and, being η continuous in such interval, F ∈C1(Ij) for any j= 1,. ..,n+1. Fix a
j∈{1,. ..,n+1}. Let us observe that for any ε>0∫ tj−ε
tj−1+ε
η(s)ds=F (tj−ε)−F (tj−1 +ε)
thus, by dominated convergence theorem (being η in L1) and continuity of F we have,
by taking ε→0, ∫ tj
tj−1
η(s)ds=F (tj)−F (tj−1).
Moreover, if we consider t∈ Ij we can show in the same way that∫ t
tj−1
η(s)ds=F (t)−F (tj−1).
Now let us consider t∈ [0,T ]. If t= tj for some j={1,. ..,n+1} we have∫ tj
0
η(s)ds=
j∑
k=1
∫ tk
tk−1
η(s)ds=
j∑
k=1
F (tk)−F (tk−1) =F (tj)−F (0).
Otherwise there exists j∈{1,. ..,n+1} such that t∈ Ij and we have∫ t
0
η(s)ds=
j−1∑
k=1
∫ tk
tk−1
η(s)ds+
∫ t
tj−1
η(s)ds=
j−1∑
k=1
F (tk)−F (tk−1)+F (t)−F (tj−1) =F (t)−F (0).
Thus, for any t∈ [0,T ], we have
F (t) =F (0)+
∫ t
0
η(s)ds
concluding the proof. 
3.5. Existence and uniqueness of the solution of (P). Now let us make the last
two hypotheses:
A12 It holds true that
E
[
∂J
∂x
(0,Z(0),0)
]
= 0.
A13 Given a∗ the unique solution of
E
[
∂J
∂x
(T,Z(T ),x)
]
= 0
then also
E
[
∂Φ
∂x
(Z(T ),a∗)
]
= 0.
Finally we have the following Corollary, whose proof follows easily from all the Propo-
sition we stated.
Corollary 3.8. The problem (P) admits a unique solution F ∈A.
Proof. Let us consider first the relaxed problem. Thus we have that there exists a unique
function F ∈Lp(0,T ) and an interval I⊆R such that for any a∈ I the couple (F,a)∈A˜p
is solution of (RP). By Proposition 3.6 we know that F ∈C0([0,T ]). Moreover, by
Proposition 3.7 we know that F ∈AC([0,T ]). By hypothesis A12 and uniqueness of the
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solution of equation (3.3) we have that F (0) = 0, hence F ∈A. Finally, we have that
F (T ) is the unique solution of (3.3) for t=T and then, by hypothesis A13,
E
[
∂Φ
∂x
(Z(T ),F (T ))
]
= 0.
Being the map x 7→E[Φ(Z(t),x)] convex, the map x 7→E[∂Φ∂x (Z(T ),x)] is increasing and
then F (T )∈ I. Thus the couple (F,F (T )) is solution of the relaxed problem (RP) and
then F is solution of the problem (P). 
3.6. Summarizing the results. Let us give the whole result of existence and unique-
ness of the solution of (P).
Theorem 3.9. With the previously stated notation let us consider the following as-
sumptions:
A1 There exists a function F ∈A such that J [F ]<+∞;
A2 The functions J(t,z,x) and Φ(z,x) are non-negative for any (t,z,x)∈RT ×R;
A3 For fixed (t,z)∈RT the map x 7→J(t,z,x) is in C1;
A4 For any compact set K⊂R there exists a function ΨK(t,z)∈L1(RT ;µ) such
that ∣∣∣∣∂J∂x (t,z,x)
∣∣∣∣≤ΨK(t,z), ∀x∈K;
A5 For fixed z∈R the map x 7→Φ(z,x) is in C1;
A6 For any compact set K⊂R there exists a function ΘK(z)∈L1(R;µT ) such that∣∣∣∣∂Φ∂x (z,x)
∣∣∣∣≤ΘK(z) ∀x∈K;
A7 For any fixed t∈ [0,T ], the map x 7→E[J(t,Z(t),x)] is strictly convex, decreasing
as x→−∞ and increasing as x→+∞;
A8 There exist two constants α,M >0, a function h∈L1([0,T ]) and an exponent
p>1 such that for any t∈ [0,T ] and x∈R such that |x|>M
E[J(t,Z(t),x)]≥α(h(t)+ |x|p);
A9 The map x 7→E[Φ(Z(T ),x)] is proper or constant;
A10 The map x 7→E[Φ(Z(T ),x)] is convex;
A11 The function (t,x) 7→E[J(t,Z(t),x)] is a C2 function, except at most for a finite
set of points N , and is such that
∂2
∂x2
E[J(t,Z(t),x)]>0
for any (t,x) 6∈N ;
A12 It holds
E
[
∂J
∂x
(0,Z(0),0)
]
= 0;
A13 Given a∗ the (unique) solution of
E
[
∂J
∂x
(T,Z(T ),x)
]
= 0
then it also holds
E
[
∂Φ
∂x
(Z(T ),a∗)
]
= 0.
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Then there exists a function F ∈C0([0,T ]) such that (F,F (T ))∈A˜p is solution of the
relaxed problem (RP). Moreover, if the function
η(t) =−
∂2
∂x ∂t E[J(t,Z(t),x)]
∂2
∂x2 E[J(t,Z(t),x)]
defined for t∈ [0,T ]\Z, where Z is at most a finite set, belongs to L1(0,T ), then F ∈A
and it is the unique solution of (P). Finally, in such case, F is the unique solution of
the Equations (EL) and (TC).
3.7. An example of cost function. Let us give a practical example. We want to
solve the approximation problem of Section ?? for some particular cost functions. Let
us consider p≥2 and suppose that
• The process z∈Lp(Ω,{Ft}t≥0;L1([0,T ]));
• The function t 7→E[|z(t)|p] belongs to L1(0,T ).
Fix Φ≡0 and consider
Jp(t,|X(t)−Xf (t)|) = |X(t)−Xf (t)|p.
As function of (t,z,x)∈RT ×R we have
Jp(t,z,x) = |z−x|p.
Let us also denote the respective functional as J p. By definition of Z(t) and Jensen’s
inequality we have
E[|Z(t)|p]≤epA(t)
∫ t
0
E[|z(t)|p]e−pA(s)ds
and in particular, since the right-hand side is continuous, we have that E[|Z(t)|p]∈
L1([0,T ]). Let us now check the hypotheses of Theorem 3.9.
A1 This is verified for F ≡0, since J p[F ] =
∫ T
0
E[|Z(t)|p]dt<+∞;
A2 This hypothesis is verified by definition of Jp and Φ;
A3 For any fixed (t,z)∈RT the map x 7→Jp(t,z,x) belongs to C1 and
∂Jp
∂x
(t,z,x) =p|x−z|p−2(x−z);
A4 Consider x∈ [−K,K] and observe that∣∣∣∣∂Jp∂x (t,z,x)
∣∣∣∣=p|x−z|p−1≤p2p−2(Kp−1 + |z|p−1) =: ΨK(z).
Since E[|Z(t)|p−1] is well defined and belongs to L1([0,T ]) (by Ho¨lder’s inequal-
ity), we have that ΨK(z)∈L1(RT ;µ).
A5,A6 These are obvious since Φ≡0;
A7 The map x 7→E[J(t,Z(t),x)] is strictly convex, decreasing as x→−∞ and in-
creasing as x→+∞ since so it is the function J(t,z,x);
A8 Observe that we have
|x|p= |x−z+z|p≤2p−1(|x−z|p+ |z|p)
hence
|x−z|p≥21−p|x|p−|z|p≥21−p|x|p.
Thus we can conclude that
E[Jp(t,Z(t),x)]≥21−p|x|p.
A9,A10 These hypotheses are obviously verified by Φ≡0;
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A11 Let us observe that
∂2
∂x2
Jp(t,z,x) =p(p−1)|x−z|p−2.
Let us fix x0∈R, δ>0 and distinguish three cases. If p≥3 then p−2>1 and
we have
p(p−1)|x−z|p−2≤p(p−1)2p−2(|x|p−2 + |z|p−2)
≤p(p−1)2p−2(max{|x0−δ|p−2, |x0 +δ|p−2}+ |z|p−2) ∀x∈ [x0−δ,x0 +δ].
If 2<p<3 we have if xz≥0 (since the function |x|p−2 is concave if restricted
to (−∞,0] or [0,+∞))
|z|p−2 = |z−x+x|p−2≥2p−3(|x−z|p−2 + |x|p−2)
thus in this case
p(p−1)|x−z|p−2≤p(p−1)(23−p|z|p−2−|x|p−2)≤p(p−1)23−p|z|p−2
If xz<0 then we can suppose x>0 and z<0. In such case
p(p−1)|x−z|p−2 =p(p−1)|x+ |z||p−2
≤p(p−1)(|x|+ |z|)p−2
≤2p−2p(p−1)max{|x|, |z|}
≤2p−2p(p−1)max{|x0−δ|, |x0 +δ|, |z|} ∀x∈ [x0−δ,x0 +δ].
The same holds for x<0 and z>0. Finally, for p= 2 we have p(p−1)|x−
z|p−2 = 2. By using these estimates and the estimate in hypothesis A4, we can
differentiate under the integral sign, obtaining
∂2
∂x2
E[Jp(t,Z(t),x)] =p(p−1)E[|x−Z(t)|p−2]≥0.
However, we can suppose that evaluated in the solution Fp of (EL) this deriv-
ative cannot be 0 (except at most in 0). Indeed, in this case, equation (EL) is
given by
E
[|x−Z(t)|p−2(x−Z(t))dt]= 0.
If, for instance, z(t)>0 for any t∈ [0,T ] almost surely, Z(t)>0 for any t in (0,T ]
almost surely. Moreover, in such case, Fp(t) cannot be negative for all t∈ [0,T ]
thus maxt∈[0,T ]Fp(t)>0. Then we have
0 =E
[|Fp(t)−Z(t)|p−2(Fp(t)−Z(t))dt]<E[|Fp(t)−Z(t)|p−2Fp(t)dt]
< max
t∈[0,T ]
Fp(t)E
[|Fp(t)−Z(t)|p−2dt] .
Another obvious case is given by p= 2. Indeed, in such case
∂2
∂x2
E[J2(t,Z(t),x)] = 2>0.
A12 Since Z(0) = 0 we have
E
[
∂Jp
∂x
(0,0,0)
]
= 0.
A13 This hypothesis is obviously satisfied since Φ≡0.
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In particular we have that the couple (Fp,Fp(T )), where Fp(t) is the unique solution of
(EL) for any t∈ [0,T ], belongs to A˜p and is solution of the problem (RP). Moreover, let
us observe that
∂2
∂x ∂t
E[Jp(t,Z(t),x)] =p
∂
∂t
E[|x−Z(t)|p−2(x−Z(t))]
If we have that ∂∂t E[|x−Z(t)|p−2(x−Z(t))] is continuous in t∈ [0,T ], we can observe
that the function
ηp(t) =
∂
∂t E[|Fp(t)−Z(t)|p−2(Z(t)−Fp(t))]
(p−1)E[|Fp(t)−Z(t)|p−2]
is continuous in [0,T ], thus is in L1([0,T ]) and Fp∈A is the unique solution of (P).
An explicit case is given by p= 2. Indeed we have,
∂
∂x
E[(x−Z(t))2] =−2E[Z(t)]+2x
thus the unique solution of (EL) is given by
F2(t) =E[Z(t)]
where, by Fubini’s theorem
E[Z(t)] =eA(t)
∫ t
0
E[z(s)]e−A(s)ds.
Thus we have, since F2(t) =e
A(t)
∫ t
0
f2(s)e
−A(s)ds,
f2(s) =E[z(s)]
which is uniquely defined since the map I is a bijection.
The couple (E[Z(·)],E[Z(T )]) is then solution of (RP). Moreover, we have
d
dt
E[Z(t)] =a(t)E[Z(t)]+E[z(t)]
and then
∂2
∂x ∂t
E[(x−Z(t))2] =−2(a(t)E[Z(t)]+E[z(t)]).
Thus
η(t) =a(t)E[Z(t)]+E[z(t)]
and since E[Z(t)] is continuous and thus in L∞([0,T ]), then η(t)∈L1([0,T ]) and
E[Z(·)]∈A is the unique solution of (P).
The previous example shows that our result includes, as a special case, the well-known
fact that the expected value minimizes the mean squared error. Moreover, in this case
it is easy to obtain a bound on the minimum. Indeed we have
J 2[E[Z(t)]] =E
[∫ T
0
(Z(t)−E[Z(t)])2dt
]
=
∫ T
0
D[Z(t)]dt.
However we have by Jensen’s inequality
D[Z(t)]≤e2A(t)
∫ t
0
D[z(s)]e−2A(s)ds=:d2(t)
thus we have
J 2[E[Z(t)]]≤
∫ T
0
d2(t)dt.
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Moreover, one can obtain also a point-wise estimate on the distance between the pro-
cesses, given by
E[|X(t)−Xf (t)|2]≤d2(t).
We can show in the same way that Jp(t,z,x) = |z−x|p and Φp(z,x) = |z−x|p verify the
aforementioned assumptions. Moreover, the minimizers are still the Fp(t) functions we
found before.
4. Examples
In order to provide some examples, let us consider Eq. (2.1) with a(t)≡−θ for some
θ>0. Let us study the optimal approximation for some particular choices of z(t). In
particular we will denote with X(t) the original process and with Xp(t) the optimal
Gauss-Markov approximation with respect to the cost functional J p.
4.1. A single shot as a drift. Let
z(t) =
{
0 t<T
1 t≥T
where T ∼Exp(λ) with λ 6=θ,2θ. By using Prop. 2.1 we have
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+
(1−e−θ(t−T ))
θ
χ[T ,+∞)(t),
where χ[T ,+∞)(t) is the indicator function of the (stochastic) interval [T ,+∞). Observe
that
E[z(t)] = 1−e−λt,
hence we obtain X2(t) by replacing E[z(t)] with z(t) (since f2(t) =E[z(t)]):
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+
1−e−θt
θ
− e
−λt−e−θt
θ−λ .
Recalling that
D[z(t)] = (1−e−λt)−(1−e−λt)2
we have
d2(t) =
e−λt((λ−2θ)e−λt+2θ−2λ)+λe−2θt
2(θ−λ)(2θ−λ) .
If we want to evaluate X4(t), we will need F4(t). F4(t) is defined for each t∈ [0,T ] as
the solution of
F4(t)
3−3F4(t)2E[Z(t)]+3F4(t)E[Z(t)2]−E[Z(t)3] = 0.
In Figure 1 we show plots of F2(t) and F4(t) in comparison.
4.2. A Poisson process as drift. Let z(t) =N(t) be the stochastic drift process with
N(t) a Poisson process with parameter λ. In this case one has E[z(t)] =λt and D[z(t)] =
λt. From Proposition 2.1 we have that
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+e
−θt
∫ t
0
N(s)eθsds
=e−θtx0 +σe−θt
∫ t
0
eθsdWs+
+∞∑
i=1
1−e−θ(t−T i)
θ
χ[T i,+∞)(t),
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Figure 1. The plots of F2(t) (dashed line) and F4(t) (solid line) for
θ= 1 and λ= 5 in the single shot case.
where last equality follows from N(t) =
∑+∞
i=1 χ[T i,+∞)(t) with T i the jump times of the
process N(t).
The process X2(t) is obtained by substituting λs to N(s), obtaining
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+
λt
θ
− λ
θ2
(1−e−θt).
Concerning the upper bound for the punctual L2 distance, we have
d2(t) =
λt
2θ
− λ
4θ2
(1−e−2θt).
4.3. A Compound Poisson process as drift. Let z(t) =
∑N(t)
i=1 Ji be the stochastic
drift process where N(t) is a Poisson process with parameter λ>0 and {Ji}i∈N is a
sequence of i.i.d. random variables, distributed as a given variable J ∈L2(P), which are
also independent from N(t). By Proposition 2.1 we have
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+e
−θt
∫ t
0
z(s)eθsds
=e−θtx0 +σe−θt
∫ t
0
eθsdWs+
+∞∑
i=1
Ji
1−e−θ(t−T i)
θ
χ[T i,+∞)(t)
where T i are the jump times of the process z(t).
The process X2(t) is then obtained by substituting λsE[J ] to z(s):
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+
λtE[J ]
θ
− λE[J ]
θ2
(1−e−θt).
Moreover, since D[z(t)] =λtE[J2], we have
d2(t) =
λE[J ]t
2θ
− λE[J
2]
4θ2
(1−e−2θt).
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4.4. A Shot Noise as drift. Let M be a L2(P) random variable with positive integer
values, {βi}i∈N i. i. d. L2(P) random variables independent of M and distributed as β
and {T i}i∈N i.i.d. positive absolutely continuous random variables distributed as T and
independent of the βi and M . Moreover, let us consider a function R(t) (called response
function) such that R(t) = 0 for any t<0. Let us denote by pT (t) the probability density
function of T . Let us consider the stochastic process z(t) =∑Mi=1βiR(t−T i) as drift
process. The process X(t) is given by
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+e
−θt
M∑
i=1
βi
∫ t
0
R(s−T i)eθsds.
Now let us recall that
E[z(t)] =E[M ]E[β]ϕ(t),
where
ϕ(t) =E[R(t−T )] =
∫ t
0
R(t−s)pT (s)ds= (R∗pT )(t).
Substituting this function to z(t) we obtain
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+e
−θtE[M ]E[β]
∫ t
0
ϕ(s)eθsds.
Finally, since
D[z(t)] =E[β]2ϕ2(t)(D[M ]−E[M ])+E[M ]E[β2]Ψ(t),
where
Ψ(t) =E[R2(t−T )] = (R2 ∗pT )(t),
we obtain
(4.1)
d2(t) =e
−2θtE[β]2(D[M ]−E[M ])
∫ t
0
ϕ2(s)e2θsds+E[M ]E[β2]e−2θt
∫ t
0
Ψ(s)e2θsds.
Let us observe that if M is distributed as a Poisson random variable with parameter λ,
then D[M ]−E[M ] = 0 and we have
d2(t) =λE[β2]e−2θt
∫ t
0
Ψ(s)e2θsds.
An interesting case is given by R(t) =e−
t
τ 1[0,+∞)(t). Indeed, if T admits a moment
generating function GT with domain DT and 1τ ∈DT , then, in the neuronal modeling
context, a process z(t) of this kind goes under the name of shot noise. It plays a key
role in the description of neuronal networks dynamics as described in the next section.
4.5. A Brownian motion as drift. Let z(t) =W˜ (t)+λt where W˜ (t) is a Brownian
motion independent of W (t) and λ≥0. By Prop. 2.1 we have
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+
λt
θ
− λ
θ2
(1−e−θt)+e−θt
∫ t
0
W (s)eθsds.
Since E[z(t)] =λt we have
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+
λt
θ
− λ
θ2
(1−e−θt).
GAUSS-MARKOV APPROXIMATIONS OF PROCESSES WITH STOCHASTIC DRIFT 21
Note that it is the same as the approximant we obtain in the Poisson case. However,
since D[z(t)] = t, we have
d2(t) =
t
2θ
− 1−e
−2θt
4θ2
which is independent of λ>0. Thus if λ>1, X2(t) is better approximating X(t) with
the Brownian drift instead of the Poisson one; vice-versa if λ<1.
4.6. An Ornstein-Uhlenbeck process as drift. Let z(t) =U(t) be the stochastic
drift process (cf. [20]) with U(t) the OU process solution of the following SDE
dU(t) =−Θ(U(t)−UR)dt+σUdW, U(0) = 0
where UR, σU , Θ∈R with Θ 6=θ.
In this case, by Prop 2.1, we have
X(t) =e−θtx0 +σe−θt
∫ t
0
eθsdWs+e
−θt
∫ t
0
U(s)eθsds
=e−θtx0 +σe−θt
∫ t
0
eθsdWs+
UR
θ
(1−e−θt)
+
UR
θ−Θ(e
−Θt−e−θt)+σUe−θt
∫ t
0
e−Θs
(∫ s
0
eθudWu
)
ds.
Recalling that
E[z(t)] =UR
(
1−e−Θt)
we have X2(t) as
X2(t) =e
−θtx0 +σe−θt
∫ t
0
eθsdWs+
UR
θ
(1−e−θt)+ UR
θ−Θ(e
−Θt−e−θt).
Since we also have
D[z(t)] =
σ2U
2Θ
(
1−e−2Θt)
we obtain
d2(t) =
σ2U
4Θθ
(1−e−2θt)+ σ
2
U
4Θ(θ−Θ)(e
−2Θt−e−2θt).
Let us observe that in such case the mean cumulative error of approximation is asymp-
totically bounded by a constant, i.e.
J 2[X2(t)]
T
≤ σ
2
U
4Θθ
+
σ2(θ−Θ)
8Θ2θ2T
+
σ2U (2θ−Θ)
8Θθ2(θ−Θ)
e−2θT
T
− σ
2
U
8Θ2(θ−Θ)
e−2ΘT
T
=:D2(T ),
where limT→+∞D2(T ) =
σ2U
4Θθ .
5. A model of a neuron embedded in a neuronal network
In this section we will focus on an application to neuronal modeling of the linear
Equation (2.1) and its corresponding approximation.
In particular, we are interested in the dynamics of a neuron embedded in a network
of M ∈N neurons. We assume that the neuron under study receives impulses from
the other neurons, whenever they fire for the first time. We say that a neuron fires
when its membrane potential exceeds a critical value: after the crossing, the value
of the membrane potential is reset to its resting state and the dynamics starts anew.
This process generates an electrical impulse that is transferred to the neurons that are
connected to it. For this reason the membrane potential can be modelled as a leaky RC
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Figure 2. Schematization of the neuronal model in Section 5
circuit with a drift characterizing the input stimuli. The membrane potential of each
neuron of the network is then modelled by the following stochastic differential equation:
(5.1) dVi=
(
−Vi
θ
+µi
)
dt+σidWi Vi(0) =v0, (i= 1,. ..,M),
where θ>0 is the characteristic time of the membrane, µi is a constant injected stimulus
and σi determines the amplitude of the baseline noise.
Concerning the embedded neuron, we assume that the stimuli it receives can be
described by a function that is exponentially decreasing in time, with a characteristic
time τ >0 (suppose for simplicity that τ 6=θ). The initial amplitude of each stimulus is
stochastic, represented by a family of i.i.d. random variables {βi}i≤M . The stochastic
differential equation that describes the dynamics of this neuron is the following:
(5.2) dV =
−V
θ
+
M∑
i=1
βie
− t−T i
τ χ[0,+∞)(t−T i)
dt+σdW, V (0) =v0,
where T i is the first firing time of the i-th neuron of the network. In Figure 2 we have a
schematization of this model. Equations (5.1) and (5.2) are the classical Itoˆ stochastic
differential equation for the stochastic diffusion Leaky Integrate and Fire (LIF) model
(see, for instance, [11,33,36]). In particular, Equation (5.2) admits a stochastic drift of
the form
z(t) :=
M∑
j=1
βie
− t−T i
τ χ[0,+∞)(t−T i),
where we suppose that {βi}i≤M and {T i}i≤M are i.i.d. and independent of each other.
With such assumption we are supposing that the M neurons described by the processes
{Vi}i≤M are not communicating. This is a reasonable assumption: such physiological
behaviour is common in the synaptic organization of the sensory neurons. An example
of such behaviour is given by the sensory neurons of the olfactory bulb: such neurons
are homogeneous and, neglecting eventual ephaptic coupling (which in general is insuf-
ficient to stimulate an action potential), independent from each other until their axons
form a spherical structure named glomerulus, which carries all of such stimulus and is
connected to the mitral cell [1, 28, 34]. Another example of this behaviour is given by
the photoreceptors of the retina, which are independent from each other and only linked
to the retinal horizontal cell [21, 34].
Let us observe that z(t) falls in the case of the shot noise with response function given
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by
R(t) =e−
t
τ χ[0,+∞)(t).
If the variables T i admit moment generating function GT (t), then we can easily evaluate
ϕ(t) and Ψ(t) as
ϕ(t) =E[e−
t−T
τ ] =e−
t
τGT
(
1
τ
)
, Ψ(t) =E
[
e−
2(t−T )
τ
]
=e−2
t
τGT
(
2
τ
)
.
In this case the approximant process V˜ (t) is given by
V˜ (t) =e−
t
θ v0 +σe
− tθ
∫ t
0
e
s
θ dWs+ME[β]GT
(
1
τ
)
τθ
τ−θ (e
− tτ −e− tθ ).
The point-wise upper bound for the error can be obtained by Eq. (4.1), achieving
d2(t) =
Mτθ
2(τ−θ) (e
− 2tτ −e− 2tθ )
(
E[β2]GT
(
2
τ
)
−E[β]2GT
(
1
τ
)2)
.
Setting
C=
Mτθ
2(τ−θ)
(
E[β2]GT
(
2
τ
)
−E[β]2GT
(
1
τ
)2)
we obtain that the cumulative mean error is given by
J 2[V˜ ]
T
≤ C
2T
(
θ(e−
2T
θ −1)−τ(e− 2Tτ −1)
)
where the right-hand-side goes to 0 as T→+∞.
In the following examples, let us consider βi as degenerate random variables (hence
βi=β∈R almost surely). Now we consider some choices for the distribution of the first
firing times T i, as proposed in literature.
5.1. The Exponential Case. Let us suppose that T is an exponential random variable
(see, e.g., [4]) with parameter α. By using that GT (t) = αα−t for t<α we obtain, if τ >
2
α ,
V˜ (t) =e−
t
θ v0 +σe
− tθ
∫ t
0
e
s
θ dWs+ME[β]
τα
τα−1
τθ
τ−θ (e
− tτ −e− tθ )
and then
d2(t) =
Mτθ
2(τ−θ) (e
− 2tτ −e− 2tθ )
(
E[β2]
ατ
ατ−2−E[β]
2 α
2τ2
(ατ−1)2
)
.
5.2. The Gamma Case. Gamma distribution is also a popular choice for the interspike
interval distribution (see, e.g., [23]), so let us consider T ∼Γ(α,ν) where α,ν >0. Thus,
since GT (x) =
(
1
1−νx
)α
for x< 1ν , we obtain, if τ >2ν,
V˜ (t) =e−
t
θ v0 +σe
− tθ
∫ t
0
e
s
θ dWs+ME[β]
(
τ
τ−ν
)α
τθ
τ−θ (e
− tτ −e− tθ )
and then
d2(t) =
Mτθ
2(τ−θ) (e
− 2tτ −e− 2tθ )
(
E[β2]
(
τ
τ−2ν
)α
−E[β]2
(
τ
τ−ν
)2α)
.
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6. Concluding remarks
In this work we studied the problem of approximating solutions of linear SDEs with
stochastic drift by using Ornstein-Uhlenbeck type processes, as introduced in Section 2.
In particular, in Section 3, we showed sufficient and necessary conditions for existence
and uniqueness of an optimal approximation (with respect to a suitable, but general,
cost functional).
In Section 4, these results have been applied to some examples that are of interest in
the classical literature. Some specific features of the approximations are highlighted
in such examples. For instance, for the simplest example in Subsection 4.1, we were
able to plot not only the approximating function (for the drift) related to the quadratic
cost, but also the one related to the fourth power cost, showing that they lead to
different approximations (see 1). The examples in Subsections 4.2, 4.3 and 4.5 exhibit
the same (eventually up to some constant) approximating process with respect to the
quadratic cost, highlighting the exclusive dependence on the mean of the drift in such
case. However, the performance of the approximation is strictly related to the variance
of the processes describing the drift. In Subsection 4.6 we also provided an upper bound
for a temporal-mean of the mean-square error, showing in this case that such mean is
bounded by a constant. It is actually easy to show that this behavior appears every time
the function d2(t) is in L
∞(R), equivalently if the drift process concentrates around its
asymptotic mean.
Finally, the example in Subsection 4.4 is of interest in the frame of neuronal modeling.
Indeed, we provide a model for a single neuron embedded in a neuronal network in
Section 5. In such case, we specialize the response function of the shot noise process
and we study the approximation of the membrane potential process. It is interesting
to observe that the temporal-mean of the mean-square error vanishes asymptotically,
implying that, on the long run, the goodness of the approximation is improved in terms
of relative error.
Our approach is in the spirit of the stochastic averaging (see for instance [25]) or of
the diffusion approximation of the drift ( [19], [22]). The novelty of our findings is that
in our case no hypotheses of ergodicity of the process is asked, nor we use slow-fast
dynamic techniques ( [2], [26]), nor we increase asymptotically the number of neurons
as in the mean field theory approach ( [13], [32], [15], [16], [17]).
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