INTRODUCTION
The appropriate prediction of IPR curves is considered as a significant influence in determining the reservoir performance. Thereby, determination of pressure drop value, flow rate measurements into the reservoir and should be taken into the consideration in the reservoir optimization. Artificial neural networks have been widely developed in the coming decades by the administration and implying the structure of neural networks according to the implantation of life body by the purpose of modeling the reservoir characteristics by these artificial networks. The use of artificial neural network is a new technique in the oil industry. These networks can be used to identify patterns, data gatherings, recover the discrepancies, and filtering the occurred noises. Artificial neural network design is a simple and accurate way to estimate important reservoir characteristics, including porosity, from well charts data. Shippen et.al (2001) applied a neural network model to predict fluid holdup in two phase flow in the horizontal direction, and subsequently, the proposed analytical modeling demonstrated the better performances in this issue [1] . Zambrano (2002) used a neural network model to predict dew point pressure for retrograde gases which is illustrated that the provided model was better estimation techniques for the existed correlations [2] . Incompatible results state again by Camacho and Raghavan; it was noted that the predicted IPR by Vogel indicates the definition of flow efficiency should also represent quadratic forms of the depression equation rather than the definition of the righthand side of the reflection [3] [4] [5] . Furthermore, they concentrated on the utilization of a numerical simulation to investigate the effect of the skin on the well production by solution gas drive. Subsequently, they showed that the effect of the delineation curve on the skin effects does not change the quadratic equation in a linear state [6] . Clins (2004) analyzed the results of a non-IPR curve and concluded that the curve of the IPR was affected by the effect of the skin. The proposed model investigated the factors of affecting the dimensionless IPR function and hence, the bubble pressure point and pressure of reservoir drainage had a significant influence on the differentiations of IPR curves [7] . Thereby, the purpose of this study was to determine the performance of IPR curves and optimize this graph using genetic algorithm network [8] [9] [10] [11] [12] [13] [14] [15] .
MATERIALS AND METHODS
The simulation carried out in this paper was based on the studies by Huppert et.al (1982) and the data which was used to propose the model was extracted from the Weinstein et.al (1986) [16] . Furthermore, IPR curves were simulated in the Black oil model in Eclipse software to provide an analytical comparison with the artificial neural network techniques in which the utilization of genetics algorithm should be trained to the system. It should be noted that the IPR curves were generally plotted the bottom hole pressure versus flow rate at a stable reservoir pressure or used as a specific recycling rate. In this study, the average reservoir pressure was used in the simulation processes to identify the well operation. To do this, different reservoir pressure values (3000, 2500, 2000, 1500 psia) were considered which is relatively close to the initial reservoir pressure of 3600 psia. On the other hand, the purpose of IPR curves is to detect the relationship between the well flow pressure (Pwf) and the flow rate(Qo), hence, the set of statistic wells with the pressures of 14.7, 250, 500, 750, 1000, 1500 psia are taken into the consideration. Figures 1 and 2 show an example of how to find the time in the FPR curves and its relationship with the FOPR curves.
Figure1. Calculated pressure at the pressure of 2500 psia for the studied reservoir
As it is shown in Figure 1 , at an average reservoir pressure of 2500 psia, the FPR value is considered equally as the average reservoir pressure and in the next stages the time is observed and recorded. To be more accurate and virtually eliminate the occurred errors, Eclipse software are being used to control the discrepancies. It should be noted that in the most of the 24 survey modes, there was a need for a double-checking because by minimizing the steps of the program's performances, it was not possible to fit the corresponding numbers into specific time.
Figure2. The relationship between FPR and FOPR at the pressure of 2500 psia for the studied reservoir
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By determining the time to reach the field pressure to the average reservoir pressure, the corresponding discharge at the measurement time was obtained. Figure 2 illustrates an example of 24 different modes (different flow conditions and compression conditions) of the implementation of the Eclipse. As indicated by the black lines, the FOPR output can produce the amount of daily flow from the field. It should be noted that for this purpose, the report of the Eclipse is required. In Figures 3-6 , a set of IPR curves were obtained according to the above method. The above set of points for different values of reservoir pressure and bottom hole pressures can be used for training and testing of artificial neural networks and thus the accuracy of artificial neural network for reproduction of different data is investigated. Figure 3 shows how the IPR curve changes for an average reservoir pressure of 1500 psia. As it is evident, we were able to plot the IPR curve by reading 5 points for each reservoir average pressure. However, increasing the number of points and checking a higher state leads to a rise in the accuracy of the curvature of the concavity in terms of mathematical rules. It should be noted that the straight line of the curve in Figures 3 and 4 depicted that the production of the reservoir in these conditions is made over the bubble point pressure. Figure 3 is the value of AOF. As a result, regarding the increase in the average reservoir pressure, the amount of produced gas is also increased, and one of the things that can be found is that the production rate is at the pressure of 14.7 psia. Figure 5 shows the IPR curve for an average reservoir pressure of 2500 psia. As can be seen from Figure 5 , the average reservoir pressure increase of 500 units (compared to the previous state, with the 2000 psia average reservoir pressure) has increased the AOF by 1300 barrel per day. Therefore, the average reservoir pressure will play a significant role in the alterations of IPR curves.
Figure3. IPR curves at the pressure of 1500 psia for the studied reservoir
Figure6. IPR curves at the pressure of 3000 psia for the studied reservoir
As it is clarified in Figures 3-6 , the average reservoir pressure is higher than the bubble pressure, the gas was not released from the fluid, however, regarding the gas release, the slopes of the curves are increased. Moreover, as it is clear, for different average reservoir pressures, the gradient and constituent points of IPR curves are different. In general, the well productivity has decreased gradually with the increase of reservoir drainage. The reason for this is the decrease of reservoir pressure and the gas saturation rise, which caused to increase the oil flow resistance. In this study, by the simulation analysis with Eclipse Software in the pressure of 14.7 psia, the flow rate is being calculated by the absolute open flow rate. For a more comprehensive review of the relationship between inputs data (average reservoir pressure, well pressure and absolute open flow) on the target output (oil flow rate), the artificial neural network of multilayered perceptron is trained by the genetic algorithm. The related data which is used in the artificial neural network are summarized in Table 1 . 
Table1. Artificial neural network parameters in the optimization procedures
RESULTS AND DISCUSSION
Artificial Neural Network Predictions
By the Utilization of 24 datasets which is obtained from the implementation of the Eclipse simulation model in different conditions and applied the toolbox artificial neural network in Matlab software by a little change in the written codes, the perceptron artificial neural network structure of the multi-layers is being analyzed. In respect of the way, the genetics algorithm is considered as the optimization algorithm. To do this, the number of hidden network layers was assumed to be between 2 and 3 variable layers, and the neurons of each of the layers changed from 3 to 8. Therefore, to achieve the optimum oil flow rate function in the neural network, the conditions for the improvement of the network structure were implemented to the system and subsequently an optimum network was selected which is contained the lowest RMSE for the dataset. Moreover, the condition for reaching the end of the network was assumed the certain number of courses (100 courses). The related information on the selection of neural networks is statistically explained in 
Oil Production Rate Network
Figure7. Training normalized data for the target and output data of cumulative oil production (scenario#1)
According to the Figure 7 , the actual data (derived from the implementation of the Eclipse model) and the result of an artificial neural network for training data are depicted and for the total number of training data which is 19, the simulator results represent a 2% acceptable error for the data in the training section. It should be noted that the normalized data (between -1 and 1) is used to eliminate the effect of different data scales. In addition, it is worth noting that the data are randomly selected for the training and testing section of the network to test the accuracy and reliability of the network which is caused to reduce the probability of data overtraining. Figure 8 shows that the artificial neural network, in which input data was used randomly for training and testing data, has been able to predict test data in a proper way. Although the number of data related to network training was low (19 trials), the results of the RMSE error of the test data is about 4% which indicates that the network has been able to predict the flow data and output behavior of the network to make a negligible error offer. Furthermore, the network in spite of having a limited number of data in the test section (5 random data), it is correctly identified the relationship between different parameters. Therefore, it would be able to perform appropriately for different input values.
Figure8. Training normalized data for the target and output data of cumulative oil production (scenario#2)
Figure9. Regression Curves for the target data (by Eclipse software) and output data (neural network)-R=0.99676
As it is schematically demonstrated in Figure 9 , the linear regression between the target data (derived from the simulation of the black oil model in Eclipse) and the output data (derived from the perceptron artificial neural network of the multilayer perceptron) was plotted. The more adaptation of the data with each other are depicted the reliability of the proposed model with the results of neural network. In addition, the regression coefficient for this correlation number is about 100 percent, which indicates that the relationship between actual data and network output for highly linear training data is proper and the network has been able to perform adequately.
Figure10. Regression Curves for the target data (by Eclipse software) and output data (neural network)-R=0.99443
As it is evident in Figure 10 , there is a linear correlation between actual data and network output for cumulative flow test data as same as figure 9 . Moreover, the regression coefficient is about 99%, which is a proper relation with the outputs of the test data and regarding the low number of provided available data has been successfully applicable in predicting the IPR curves. This precise accuracy of the randomized test data indicates that the artificial neural network is able to be used instead of the reservoir simulator. Therefore, in general, the multi-layered perceptron artificial neural network would be successfully implemented by the genetic algorithm.
CONCLUSION
This study clarify that the genetic algorithm plays a fundamental and precise role in regulating weights, biases, number of hidden layers and neurons of each layer. Hence, it significantly reduces the error of the training and root data in this precision. A significant error of 2% in training data and 4% in test data is evidence of this accuracy. Furthermore, the following results are the major conclusions of this comprehensive study;
