Let D be a subdomain of a bounded domain Í2 in R" . The conductivity coefficient of D is a positive constant k ^ 1 and the conductivity of Cl\D is equal to 1. For a given current density g on 9Í2, we compute the resulting potential u and denote by / the value of u on dii. 
Introduction
For any two domains D\, D2 in R" denote by d{D\, D2) the Hausdorff distance between them. Let fi be a bounded domain in R" (n > 2) and let D and Dh (for any 0 < h < ho, ho small) be subdomains of Q with closure in Q such that cxh < d{D, Dh) <c2h, as the monotone case. When the assumption (1.6) is dropped, we speak of the nonmonotone case. We shall always assume that dD is piecewise smooth, and that dDh has the representation (1. 7) dDh:x = fts) + hoh(sMs) a.e.
where v(s) is the normal to dD, wherever it exists, and |o)¡(s)| < C; 5 is an (n -1)-dimensional local parameter. Notice that dD is given by x -f(s). Bellout and Friedman [1] established (1.5) in the monotone case, provided dD and dDh are in C2,a (uniformly in h) ; their proof actually requires only C1,1 smoothness. An earlier proof of (1.5) for « = 2, due to Friedman and Gustafsson [5] , also required the same smoothness. For n = 2 Bellout and Friedman [1] have established (1.5) for the nonmonotone case provided 3D is analytic and certain finite number of "orthogonality" conditions are satisfied; it is however not easy to verify such conditions even, for instance, if the Dh are translates of D.
In §4 we shall extend the stability result (1.5) of Bellout and Friedman to the monotone case when dD is only piecewise C1 > ' ; the proof requires some new ideas and technical estimates which are developed in § §2, 3. Our interest in the piecewise C11 case and in particular in polyhedra stems from a recent uniqueness theorem due to Friedman and Isakov [6] . They proved that if D and D' are any convex polyhedra in il such that the solution w0 of ( 1.1 ) and the corresponding solution up for D' satisfy: ud = «d-on an open nonempty portion r of dil, then D = D'. They needed to assume that either Q is a half-space or D and D' are not "too close" to dtl. They also established (1.5), but only when Q is a half-space and under some severe restrictions on D.
In §5 we consider the case n = 2 and dD analytic, but drop the monotonicity assumption (1.6). We establish the stability estimate (1.5) for appropriately chosen function g.
Finally in §6 we extend the results of §5 to the case where D is a convex polygon or, more generally, piecewise analytic.
The behavior of Vu near a vertex of 3D
Throughout this paper we assume that Q is a bounded domain in R" (n > 2) with C1q boundary. Let We shall be interested in the behavior of Vu near a point xq € dD where dD is not smooth. For simplicity we first consider the case when n = 2, Xo = 0 and, for some ball Bro = Bro(xo), dD n Bro consists of line segments (2.5) /, = {(r, 6); 0<r< r0, 0 = 0}, and l2 = {(r,e);0<r<r0,d = ß}, 0 < ß < n.
Consider first the case / = 0 and set ue = uq\D , u' = uq .
Lemma 2.1. The following expansion holds for 0 < r < r\ (r\ = ro/2) : ue = ue(0) + J2r?i (Aejcos y ie + bj sin yjO) > u' = u'(0) + J2rh (A'jcos ?j0 + B)sin yfi) ; ;=i the series are convergent with their first derivatives, absolutely and uniformly for 0 < r < r\. Here, the sequence y¡ is monotone increasing, (2.7) 0 < ci < fjlj <c2<oo for all j, and (2.8) yx>\.
Proof. Denote by S{ the unit circle and define on Sl (k ifO<0</?, a{e) = \l ifß<6<2n.
Introduce the function spaces Ll(Sl), H*(S1) with norms \\nLUs>) = y**a\v(6)\2dd\ The function u satisfies, for 0 < r < r0 ,
Multiplying (2.15) by avj (6) and integrating over Sl we get, after using (2.10), (2.20) [°\h'j(r)\2rdr<M.
Jo
It follows that Dj = 0 and, consequently, from (2.14), (2.21) u(r, 6) = u{0) + Y,Cjry>Vj (6) and / au2(r, 6)dd = u2{0) + J2Cjr2yj (0<r<r0).
Since ur G Ll(Sl) for r = ro, we actually even have / au2(r, d)dd = J2 Cfy2r2^-V < oo for r = r0 , so that oo (2.22) £c?y?r02,,;<oo.
7=i
We next estimate the y;. We can write vej = Re{aje^e}, v) = Re{bje^e}.
The refraction conditions at 6 = 0 and 0 = /? then become (for a = a¡,b = bj,y = yj) (2.23) a + a = beiy2n + be~iy2n , (2.24) aeiyß + ae~iyß = beiyß + be~iyß and (2.25) k{a-ä) = beiy2n -be~iy2n, (2.26) k{aeiyß -ae~iyß) = beiyß -be~iyß .
Taking k times (2.23) and adding to (2.25), we get (2.27) 2ka = (k + 1 )beiy2n + (k -1 )be-'y2n .
Similarly, taking k times (2.24) and adding to (2.26), we get (2.28) 2ka = {k + 1 )b + (k -1 )be-2iyß .
Comparing (2.27) with (2.28) we find that (2.29) {k + \)b{eiy2n -\) = (k-l)b{e-2iyß -e-2,yK).
We need to consider two cases Case (i). eliyn ± 1.
Since \b/b\ = 1, we conclude that
and it is easy to see that this equation has an infinite sequence of solutions y¡ satisfying (2.7). We claim that the smallest one, yx , satisfies y\ > \. Indeed, if 7i < 2 tnen 2tï7i < i and 0 < 2yxß < 2ny\ < n. But then U2i>,jr _ e2iy,ßi < ig2iyi7[ __ ji a contradiction to (2.30).
Case (ii). e2''"1 = 1.
Then y = y;-= n for some integer n, and from (2.29) we see that ßy/n is also an integer; consequently (2.32) ß = -n, q and m are relatively prime positive integers. m We easily see that all the additional solutions y, in this case, are multiples of m . Thus the asserted expansion (2.14) still holds, but one has to include the additional sequence of multiples of m into the sequence of the y/s. Finally, using (2.22) it is easily seen that the series expansion of u{r, 6) and its gradient are absolutely uniformly convergent for 0 < r < ro/2.
We shall now extend Lemma 2.1 to the case / ^ 0, assuming that / € L4/3(Q). the fact that D¡ = 0 follows by using (2.19) as before, noting that e¡ = 0(r2), e'j = 0{r). Observe that the first integral on the right-hand side of (2.34)
is from rn/2 to r (the integral from 0 to r will not converge if y¡ > 2). We have, 0) is convergent in L2(5'1) and therefore 53 C)r2yi < oo, 0 < r < r0.
This implies the absolute uniform convergence of the series (2.37) for 0 < r < ro/2 ; in particular, (2.38) |«(r,0)-«(0)| <Cr>\ yx>\.
We now consider the function
for k small and x in 5, = {^ < \x\ < 4}. Let B0-{\< \x\ < \). Clearly div(aWx)=A2f(kx), \Vi\<CX».
Let Ix be any line in B = {1 < \x\ < 3} with endpoints on dB. Then, by the trace imbedding (of WI2{B) -» L2(//l)), Sobolev's imbedding [7, p. 27] and LP elliptic estimates, |ji \Vvx\2 dx} < C\vx\W2.vHBq) <C I \X2f(Xx)\4'3 dx + G A» .
Making the substitution Xx = y we find that ¡\Vu\2<c(f \f\A Extension of this result to piecewise smooth domain in any number of dimension will be discussed in §4.
An auxiliary estimate
Let D be a polygon in R2 with edges r,, T2, ... , Tn and vertices s\, s2, ... , Spj such that Sj = r7nry+i, TN+i -F[ . Let Dh (0 < h < ho) be a family of polygons with edges Ti (h), T2(h), ... , TN(h) and vertices s\(h), ... , Sn(h) such that Sj{h) = Tj(h) n Tj+i(h), TN+i(h) = Ti(h). We assume that We are interested in estimating the "quotient difference"
Lemma 3.1. For any 0 < e < 2 there is a constant C such that (3.8) [\Uh\2+e<C \fO<h<h0.
Ja
For e = 0 and dD e C1 • ' this was proven by Bellout and Friedman [1] .
Proof. Multiplying the difference of the equations (3.2), (3.4) by a function v in Hx (Q.) and integrating over Q., we easily get
We introduce the solution w^ to the diffraction problem Ja Ja Substituting v = wh in (3.9) and adding the result to (3.12), we find that
Jdad Ja Ja Ja Substituting v = wh in (3.9) and adding to (3.19), we find that (3.20) [\Uhf+' = !íZÍ f Vu-VWh, Ja n Jdh\d and using the estimates (3.14), (3.18), we get
Ja where C is a constant independent of h , or (since e -1/2) \uh\2+l/2<c, L which is an improvement of (3.16). More generally, assuming that (3.8) holds for e = em the above proof shows that (3.8) will then hold for e = em+\ where 4 = 2 + em 3 1+ em+i and since em î 2 if m î oo, the lemma follows.
Stability in the monotone case
For simplicity we begin with the case where n = 2 and D, /)/, are polygonal domains as in §3, satisfying (3.1), and D is convex. and the right-hand side is equal to zero by (4.8) . This completes the proof of (4.11).
Set
Next we observe that, by (4.7),
We finally evaluate the last integral on the left-hand side of (4.5). Let 7) be the intersection of Dh\D with a square of side S centered at the vertex Sj of dD. We can trace 7) by two families of intervals /^-(A), l2j(X), where the We now take h -0 in (4.5) and use (4.19), (4.17), (4.11) and (4.10); we obtain 
L dD
Recalling (4.20) we deduce that Vu' = 0 on some arc on dD and hence, by harmonic continuation, u = const in Q. This implies, in particular, that g = due/dn = 0, which is a contradiction.
As we shall see below, Theorem 4.1 can be extended to general piecewise smooth domains D, Dh . holds.
The proof is similar to the proof of Theorem 4.1. The main difference occurs in the estimates near a vertex. Here we first perform a local diffeomorphism so as to make D locally a sector, and then proceed as before, with minor changes.
We now proceed to the case of dimension n > 2. Let D be a piecewise C11 bounded domain in R" (n > 2), and let Zb e bounded domains in R" , uniformly piecewise C11 . Assume that dDh is given by The proof is similar to the proof of Theorems 4.1 and 4.2. In fact, once we can prove it for the case where D, Dh are polyhedra, the proof for the general case follows by using the same estimates after performing local diffeomorphism about points of the set S.
In proving the theorem for polyhedra D, Dh, the main new effort is in extending Lemma 2.2 (upon which Lemma 3.1 depends). Here we can probably again apply eigenfunction expansion to Çu where Ç is a cut-off function. We shall not attempt to carry it out since a proof of Lemma 2.2, which is valid in fact for any Lipschitz domain D (f is assumed to belong to L2"/("+I)), was recently given by Escauriaza and Fabes [2] . We note however that Lemma 2.1 (used in the proof of Lemma 2.2) will be needed in §6; it is mainly for this reason that we have included in this paper our original proofs of Lemmas 2.1 and 2.2.
We finally remark that if n > 3 we only need to use (3.8) for e = 0. Indeed, for « = 2 (3.8) with e > 0 was used only in establishing (4.11). In the present case of n > 3, the trace theorem [7, p. 37] allows p = 2 in (4.13), (4.14) and (4.15); thus (4.11) follows by using (3.8) with e = 0. The proof is similar to the proof of (4.21) for polygonal domains in the monotone case; for C1,1 domain the theorem was already proved in [1] . The main difference in the proof for the piecewise C1 • ' case occurs in establishing (4.19); it is here that the assumption (5.1) is needed (cf. [1] , following the proof of Lemma 3.3).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use In the remaining part of this section we assume that (5.5) n = 2 and dD is analytic.
This implies that ue is analytic on dD. We shall prove that, for appropriately chosen g, the stability property (4.2) holds. In addition to (5.5) we shall assume that In order to establish (5.11 ) we shall rely on the index theory for the RiemannHilbert problem as exposed in [8] .
We recall (see [8, §40, (40.8) Since u' is analytic in D, it has analytic extension into a neighborhood N+ of D ; we denote it by u' and note that u' is harmonic in N+ . Similarly ue has analytic (and harmonic) extension into an Q-neighborhood N~ of Q\Z).
We shall now make a special choice of g as follows:
Definition of g . Let z = z(t) be a C1 Q parametrization of 9Q (0 < t < 2n) and let f(z(t)) be a Cla function such that f{z(t)) has a unique maximum at t = 0, a unique minimum at some point í = to, and lLf(z(t))<0 if0<t<t0, lLf(z(t))>0 ift0<t<2n.
Let « be the solution of the diffraction problem holds.
Proof of Lemma 5.5. From the transmission conditions (5.16) one can easily show that u cannot take minimum or maximum at points on dD. Therefore u attains its maximum at z(0) and its minimum at z(t0) and, by the maximum principle, du/dv ^ 0 at these two points. At all other points of <9Q we also have du/dx / 0 (by the choice of /). Consequently Vue ^ 0 on <9Q. Since further the tangential components of Vue have the same sign on (0, to) and (the reverse sign) on (t0, In), it can be seen that (5.25) K(Vue;dQ) = 0.
The vector field Vu' has a finite number of zeros z\, ... , zm in D and similarly (since Vue ^ 0 in an Q-neighborhood of <9Q) the vector field Vue has a finite number of zeros in zm+\, ... , za in Q\Z>. On dD, Vu' and Vue have common zeros (if any); we denote them by z/+1, z/+2, ... , zm .
Let Le be the Jordan curve formed by the arcs of the dB{z¡ ; e) (/ + 1 < j < m) which are contained in Q\Z> and by dD\ \JJ=i+\ B(zj ; e) • We claim Lemma 5.7 . If e is sufficiently small then (5.26) Vm^Il, is homotopic to Vu'\Le. Proof. If e is sufficiently small then Vu ± 0 in a neighborhood of m Ye = dD\\jB(zj;e). i+i
Let Vue = ueNN + uexx. Then ueN and uez do not vanish simultaneously on Ye.
We define, for 0 < 6 < 1, (5.27) v{e)=(\-^-^-e\tfNÑ + tfxx onYe.
Then V(0) = Vue, V(l) -Vu' and V(6) is continuous in 9; moreover, V{6) /Oonfc.
We next wish to define V(6) on any arc dB{z¡ ; e)\D of LE. To do this we introduce a conformai mapping of the lower half-plane onto D which maps 0 into Zj. By analytic continuation, the mapping is conformai in a neighborhood of 0. Since the refraction conditions (5.16) are invariant under conformai mapping, we may assume from the start that z = 0 and that D, near z = 0, coincides with the lower half-plane. Expanding ue, u' near z = 0 into series Ue -53 r"(an COS n(P + K Sin n<P) > u' = 53r"(a«COSM0' + b'"sinn<p) and using the refraction conditions, we obtain (5.28) aî = an, K = kb'n.
We now define (in the variables {r, tp) of the conformai mapping) V(8) = Vu{9) where u{6) = 53 r" ( an cos n9 + ( !--j-6 ) K sin n<p j .
Then, by (5.28), u(0) = ue, w(l) = u' so that
Further, VV{6)¿0 on dB(zj-e) and V(6) continuously fits with (5.27) at the two points of dYe n dB(Zj<; e).
We have thus constructed a homotopy V(0) of Vu' along Le ; this establishes the assertion (5.26). 
The nonmonotone case with piecewise analytic dD
In this section we continue to consider the nonmonotone case for n = 2, but assume that dD is piecewise analytic with a finite number of vertices This result for analytic dD was proved in [1] . We now wish to estimate the index k for the special choice of g made in §5.
From the results of [9, p. 201] it follows that the solution u of the diffraction problem (3.2) cannot take local maximum (or local minimum) at a vertex of dD. So as in the proof of (5.25):
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Observe that Vw£ ^ 0 at Çj, n¡ for all e, and that Vuee, Vu'e are analytic across Ye\{Çi, r¡\, ... , Çn , nN} . Therefore Vuee and Vu'e have only a finite number of zeros. Since also k(Vüs ; <9Q) = 0, we can repeat an argument used in §5 and deduce that Vüe£(x)¿0 inQ\f£, (6.9) Vü'E(x)¿0 inD£ur£.
We now suppose that Vue(xo) = 0 for some xo £ Q\Z), Xo ^ vertex. If Xo £ dD then we choose the ¿;;, r\j above so that xo lies on one of the line segments of r£. Then (whether xo £ dD or xo £ dD) there exists a small disc Bs(xo) suchthat ue and u\ are analytic in Bó(xq) and Vue ^ 0 on dBs(x0).
From (6.8), (6.9) we then deduce that 0 = K(Vüee ; x0) = k(Vü¡ ; dBs(x0)) = ic(VKe ; O5á(x0)) = tc(Vue ; x0) if e is small enough, which is a contradiction.
Similarly one can prove that Vu'{x) / 0 if x £ D, x ^ vertex. Denote by ff smooth curves in Q\Z) such that Ye£ coincides with dD outside e-neighborhood of each Sj, and such that f| connects a point in Yj to a point in r,+i by an arc <tJ £ which "approximately" lies on \z -s¡\ = e ; by "approximately" we mean that we make Y\ smooth as it intersects dD, by slightly modifying the arc \z -sj\ = t. Similarly we define curves Y\ and the approximate arcs aj e in D.
By Lemma 2.1, near s¡, VÏF = Ae.{z-s,)y'-{{\+o{\)), (6. then, since 7; > 3 , the right-hand side of (6.16) is nonpositive and smaller than 1 in absolute value; since the index is an integer, it must then be equal to zero).
Repeating the above argument at each vertex 5, and recalling (6.15) we deduce Lemma 6.5. k(Vu' ; dD) > 0.
To compute k(Vü ; dD) we deform Vu' into V«. Consider first the case where Vü is obtained by replacing Vu' by Vue on a single closed arc a . If a lies inside one edge Yj then k(V«' ; dD) -k(Vü ;dD) = ^-+ ^-n n where Xk is the difference in the arguments of V«1 and Vue at an endpoint of a . Since the index is an integer whereas \Xk\ < n/2, it follows that (6.17) K(Vui;dD)-K(Vu;dD) = 0.
Suppose next that a contains a vertex s, and its endpoints lie inside Yj and IV,. Then, by (5.14), -=7--and ---agree at s¡ ± 0 B< VW Be Vue 6 J so that the left-hand side of (6.18) is equal to zero. By continuously deforming Ae we deduce that (6.17) holds in the general case.
Finally, a similar argument shows that (6.17) holds if a lies in Yj and one of its endpoints is a vertex of dD.
By deforming Vu' step-by-step a finite number of times so as to obtain Vü , and applying (6.17) at each step, we deduce that (6.17) is valid for general Vü. Consequently, by Lemma 6.5, (6.19) K(Vu;dD)>0.
