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Bulk modes (BM) are basis solutions to the Schro¨dinger equation and they are useful in a number of physical
problems. In the present work, we establish a complete set of BMs for graphene ribbons at arbitrary energy. We
derive analytical expressions for these modes and systematically classify them into propagating or evanescent
mode. We also demonstrate their uses in efficient electronic transport simulations of graphene-based electronic
devices within both the mode-matching method and the Green’s function framework. Explicit constructions of
Green’s functions for infinite and semi-infinite graphene ribbons are presented.
I. INTRODUCTION
Graphene, which is an atomically thick carbon sheet, and
its nanostructures such as graphene nanoribbons continue to
attract immense interest in the past decade due to their pe-
culiar properties.1–15 Numerous electronic devices16 based on
them, such as p-n junctions, field effect transistors and mem-
ory devices as well as electro-optical wave guides, have been
studied extensively from both the theoretical17–21 and experi-
mental point of view.22–24
Theoretically, quantum transport simulations play an im-
portant part in understanding the behaviors of nano-devices.25
Such simulations are generally based on Landauer-Bu¨ttiker
picture26–28 and can be implemented using either mode-
matching29–31 or Green’s function approaches.32–34 As shown
by Khomyakov et al.,35 these approaches are equivalent and
their key quantities can be expressed in terms of the bulk
modes (BMs), which are basis solutions (without satisfying all
boundary conditions) to the Schro¨dinger equation and hence
characteristic of the underlying Hamiltonian. However, a sys-
tematic exposure of such BMs for graphene structures has so
far been wanting in the literature.
In the present paper, we systematically derive and classify
the BMs (as either propagating or evanescent depending on
their far-field behaviors) for graphene and graphene ribbons
at arbitrary energy. Evanescent modes are known as the ex-
ponentially decaying or growing modes, which are induced at
the edge surface or scattering center. We present those results
for both armchair and zigzag ribbons. For graphene and arm-
chair graphene ribbons (AGRs), the transverse (perpendicu-
lar to ribbon direction) and longitudinal (along ribbon direc-
tion) electronic motions are decoupled and hence analytical
expressions for BMs can be obtained at arbitrary energy.36,37
For zigzag graphene ribbons (ZGRs), these motions are not
decoupled and analytical expressions are generally not avail-
able.6,38 However, we derive a simple polynomial equation,
which can be easily solved numerically, for locating the BMs
of ZGRs. At low energies, simple analytical expressions are
found to this equation.
A complete set of BMs is suitable for solving electron
scattering problem of graphene nanostructures.29,31,35,39 We
demonstrate this by studying a graphene point contact in the
mode-matching approach and by explicit construction of lat-
tice Green’s functions, which are essential in transport sim-
ulations of nano-devices,34,40–42 for infinite and semi-infinite
ribbons.
This paper is organized as follows. In the next section, we
introduce the representation and derive the BMs for graphene.
Then, in section III, we construct the BMs for ZGRs and thor-
oughly analyze their properties. Section IV is devoted to var-
ious applications as mentioned above. In Appendix A, we
present results for AGRs. In Appendix B, we derive a useful
formula for calculating group velocity of any mode.
II. BULK MODES OF GRAPHENE
Graphene has a honeycomb lattice structure of carbon
atoms as shown in Fig. 1 (a). The x (y)-axis is taken along
(perpendicular to) zigzag chains. For the purpose of this pa-
per, we construct a supercell for the translational operation
along x-axis, which is indicated as the rectangle region con-
taining a single armchair chain in the figure. Since the honey-
comb lattice is AB-bipartite, the atomic site on the n-th zigzag
chain in the m-th supercell can be specified by three indices,
(m, n, ν), where ν =A, B. For convenience, we define the sub-
lattice index ν¯ to have the relations ¯A =B and ¯B =A. Through-
out this paper, we choose the unit of length to be the lattice
constant a, which is 0.142 nm.
We employ the nearest-neighbor tight-binding model to de-
scribe the electronic states of graphene. The Hamiltonian is
written as
H = −γ0
∑
〈m,n,ν,m′,n′〉
|m, n, ν〉〈m′, n′, ν¯|, (1)
where the summation is taken only for the pairs of nearest-
neighbor carbon sites. γ0 is the nearest-neighbor hopping en-
ergy which is approximately 2.7 eV. The Schro¨dinger equation
for a given energy E is written as
H|F〉 = E|F〉 (2)
with a generic solution |F〉, which can be decomposed as
|F〉 =
∑
m,n,ν
Fν(m, n)|m, n, ν〉. (3)
The equation of motion for Fν(m, n) is given by
εFν(m, n) =
∑
m′,n′
Fν¯(m′, n′), (4)
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FIG. 1: (a) Schematic of graphene lattice. In the x-direction, the
lattice is viewed as repetition of the supercell (numbered by m) indi-
cated by the shaded rectangle. In the y-direction, the lattice is a col-
lection of zigzag chains, which are labeled by n. A supercell extends
from n = −∞ to n = ∞. Each lattice site is specified as (m, n, ν),
where ν = A, B refers to the sublattices. (b) By a transformation ex-
pressed in Eq.(6), the supercell is transformed into a diatomic chain.
The effective hopping energies between adjacent sites are either Λ or
1, depending on whether the sites sit in the same zigzag chain or not.
where ε = −E/γ0 is the dimensionless energy. Thus, Fν(m, n)
is given by the summation of its nearest-neighbors’ Fν¯(m′, n′).
Since Eq. (4) is linear, any Fν(m, n) can be resolved by
a complete set of BMs. To obtain the BMs at arbitrary en-
ergy, we make use of the fact that the coefficients in Eq. (4)
are independent of the supercell index m. Therefore, Bloch-
esque ansatz29,35 can be applied to Eq. (4), according to which
Fν(m, n) is related to Fν(m − 1, n) by the Bloch factor (a com-
plex parameter) λ, i.e.,
Fν(m, n) = λFν(m − 1, n) = λmFν(0, n). (5)
Note that within a supercell the relative position between the
n-th A site and the n-th B site depends on the parity of n. To
remove this dependence, we adopt the following transforma-
tion (with coordinates chosen in such a way that in the zigzag
chain n = 1 the A site is to the left of the B site, see Fig. 1;
otherwise, the following ˆM matrix has be to replaced by its
inverse),
ˆf (n) = ˆM−1 ˆF(0, n), ˆM =
λ
(−1)n
4 0
0 λ− (−1)
n
4
 (6)
where we have defined the spinors
ˆF(m, n) =
(
FA(m, n)
FB(m, n)
)
, ˆf (n) =
( fA(n)
fB(n)
)
. (7)
After this transformation, the equation of motion for graphene
is reduced to that for a diatomic linear chain as shown in
Fig. 1(b). Substituting Eqs. (5) and (6) in Eq. (4), we arrive at
ε fA(n) = fB(n − 1) + Λ fB(n),
ε fB(n) = fA(n + 1) + Λ fA(n), (8)
where
Λ =
√
λ +
√
1/λ. (9)
Now we can apply a similar Bloch ansatz regarding n, namely,
fν(n) = σn fν, (10)
where fν ≔ fν(n = 0) and σ is another Bloch factor. Inserting
Eq. (10) in (8), we get
ε
( fA
fB
)
=
(
0 Λ + 1
σ
Λ + σ 0
) ( fA
fB
)
, (11)
which is solved to yield
( fA
fB
)
= N
s
√
Λ + σ−1√
Λ + σ
 ≕ ˆfλσs, (12)
and
ε2 = (Λ + σ)(Λ + 1
σ
). (13)
Here N is a normalization factor and s = ± indicates the sign
of ε. Note that ε is symmetric with respect to λ and λ−1, also
with respect to σ and σ−1. Thus, once we obtain the wave-
function for diatomic chain system for a given energy ε, the
BMs for graphene can be obtained as a function of λ, σ and s
through the following relation:
ˆF(m, n; λ, σ, s) = λmσn ˆM ˆfλσs. (14)
Although these modes are linearly independent of each other,
they are not all orthogonal, because the square matrix in
Eq. (11) is not hermitian in general. Note that Eq. (14) is ob-
tained independent of boundary conditions and follows solely
from the homogeneity (as embodied by the Bloch ansatz) and
linearity of Eq. (4).
The boundary conditions for graphene are encoded in the
translational symmetry along x- and y-directions, which re-
quire |λ| = |σ| = 1, i.e., λ = eik and σ = eip, where k and p
denote wave numbers in the range (−π, π]. The energy spec-
trum is then obtained as
ε = s
√
1 + 2gk cos(p) + g2k , (15)
where gk := 2 cos(k/2). The celebrated Dirac points are lo-
cated at k = ± 2π3 and p = π.
III. MODE DECOMPOSITION OF ZIGZAG GRAPHENE
RIBBONS
A. Derivation of basic equations
In this section we derive a complete set of BMs for ZGRs.
These BMs can be classified as either propagating or evanes-
cent, as described below. We assume that the ZGR has Nz
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FIG. 2: (a) Schematic of ZGR lattice. The symbol “x” means that the wave function should be zero at this site. (b) Energy band structure
of ZGR for Nz = 9. Shaded region represents the spectrum of graphene. (c) Distribution of roots of Eq. (24) in the complex σ-plane for the
energy region 0 < |ε| ≤ εc. In this plot, the energies are taken as ε = 0.01, 0.04, 0.07, 0.10. The arrows indicate the direction of increasing
energy. None of the roots (except when |ε| = εc; note εc = 1/(Nz + 1) = 0.1 for Nz = 9.) sit on the unit circle. (d) Same as (c) for the energy
region of εc ≥ |ε| ≤ 1. In this plot, the energies are taken as ε = 0.1, 0.4, 0.7, 1.0. (e) Same as (c) for the energy region of 1 ≤ |ε|. In this plot,
the energies are taken as ε = 1.0, 1.5, 2.0, 2.5, 3.0. Some of the circles are overlapping because of the tiny shift. Here all roots lie on the unit
circle (dashed curve), i.e., |σ| = 1 and the resulting p are real.
zigzag chains in the region 0 < n < Nz + 1. Let ψν(m, n)
denote the BMs together with its spinor representation:
ˆψ(m, n) =
(
ψA(m, n)
ψB(m, n)
)
. (16)
The boundary conditions then require ψB(m, 0) = 0 and
ψA(m, Nz + 1) = 0. Since the energy ε is invariant under
σ → 1
σ
, ψν(m, n) can be simply derived from the linear com-
bination of ˆF(m, n; λ, σ, s) and ˆF(m, n; λ, σ−1, s), i.e.,
ˆψ(m, n; λ, σ, s) = λm ˆM(βσn ˆfλσs − β′σ−n ˆfλσ−1 s). (17)
Here β and β′ are coefficients to be determined by the
boundary conditions. Note that the ˆψ(m, n; λ, σ, s) and
ˆψ(m, n; λ, σ−1, s) represent the same BM.
By imposing the boundary conditions to Eq. (17), we obtain z − 1z
Λ + σ −
(
Λ +
1
σ
)
(
β
β′
)
= 0, (18)
where z = σNz+1. Non-zero solutions exist if
z2 =
Λ + σ
Λ +
1
σ
. (19)
Together with Eq. (13), this equation determines the allowed
values of (λ, σ) at fixed energy ε.
By plugging it in Eq. (17), we find
ˆψ(m, n; λ, σ, s) = λm ˆΦ(n; λ, σ, s), (20)
where
ˆΦ(n; λ, σ, s) ≔ N ′ ˆM
(
S Nz+1−n(σ)
s(−1)QS n(σ)
)
. (21)
Here N ′ is a normalization factor and
S n(σ) = 12i
σn −
(
1
σ
)n . (22)
Q is an integer dictating the parity of the mode. Explicitly, we
have43
(−1)Q = z−1
√
Λ + σ
Λ + σ−1
. (23)
See that σ = ±1 lead to S n ≡ 0, which must be excluded.
These relations, S n(σ−1) = −S n(σ), S n(−σ) = (−)nS n(σ),
generally hold.
4B. Energy spectrum and number of modes
In this subsection we will show that the derived set of equa-
tions can correctly reproduce the energy band structure of
ZGRs. To facilitate further analysis, we combine Eqs. (13)
and (19) to get a polynomial equation of degree 4Nz for σ,GNz (σ2) − σ
Nz
ε
 ·
GNz (σ2) + σ
Nz
ε
 = 0. (24)
Here GNz (x) = 1 + x + x2 + ... + xNz and we have already
excluded one pair of the unwanted roots σ2 = 1. In addition,
the Λ is derived from σ using the following relation
Λ = − S Nz (σ)
S Nz+1(σ)
. (25)
The energy spectrum for ZGR can be obtained if we assume a
conventional Bloch phase for λ = exp(ik), which immediately
gives Λ = 2 cos(k/2) ≕ gk. Then we arrive at
gk = −
S Nz (σ)
S Nz+1(σ)
. (26)
This relation was derived by one of us and is confirmed to re-
produce the energy spectrum,15 if we solve this equation under
the condition that σ is either real or pure phase (see details in
next subsection) for given k-values. The obtained energy band
structure for Nz = 9 is shown in Fig. 2(b).
For convenience, let us define several energy scales.
(i) εmax: The top of the highest conduction band. This also
gives the bottom of the lowest valence band as −εmax. For
graphene, εmax = 3. For finite Nz, we have44 ε2max ≈ 5 +
4 cos
(
3π
3Nz+2
)
. For large Nz, we obtain εmax ≈ 3[1− ( π3Nz )2]. As
we can see from Fig. 2(b), there is no propagating mode, i.e.
only evanescent modes, for |ε| > εmax.
(ii) ∆: The energy that gives the range of the single-channel
region, in which |ε| ≤ ∆.
(iii) ∆0: The energy for the lowest conduction subband at k =
0. As can be seen from Fig. 2(b), there are only propagating
modes (in total 2Nz: Nz left-going and Nz right-going modes),
i.e. no evanescent mode, in the energy range of 1 ≤ |ε| < ∆0.
C. Propagating and evanescent modes
For a given energy ε, once we obtain Λ using Eqs. (24) and
(25), a pair of λs are obtained through the following relation:
λ± =
1
2
{
Λ
2 − 2 ±
√
Λ2(Λ2 − 4)
}
. (27)
If 0 < Λ2 < 4, λ takes complex values with |λ| = 1, which
gives rise to propagating modes in the x-direction. Otherwise,
|λ| , 1 and evanescent modes will appear instead. We shall
use λ(+) to denote right-going (propagating or decaying to the
right) modes and λ(−) = λ−1(+) for left-going (propagating
or decaying to the left) modes. Note that one value of σ is
accompanied by a pair of BMs represented by λ(±).
Equation (24) contains 4Nz roots of σ for a given energy
ε. However, we show that these roots are four-fold redun-
dant and there are actually only Nz physically distinguishable
roots, which obtain 2Nz BMs (counting both left- and right-
going modes, i.e., λ(±)) as expected on general grounds.29,35
To this end, we observe that Eq. (24) obeys two symme-
tries: invariance under σ → 1
σ
and under σ → −σ. There-
fore, if σ is a root, then 1
σ
and −σ as well as − 1
σ
must
also be roots. Nevertheless, the BMs represented by these
roots are physically identical (up to an irrelevant phase fac-
tor). In fact, we have ˆψ(m, n; λ±, σ−1, s) = − ˆψ(m, n; λ±, σ, s)
and ˆψ(m, n; λ±,−σ, s) = (−1)Nz+1 ˆψ(m, n; λ±, σ, s), as can be
deduced from Eqs. (20)-(23). Thus, in spite of that Eq.(24)
contains 4Nz roots, we have only Nz physically distinguish-
able roots (and hence 2Nz BMs) owing to these symmetries.
Below we analyze the roots of Eq. (24) in detail. The results
are summarized in Table I. In general, σ is a complex value,
i.e. σ = eip with p = φ + iη. According to above analysis, p
and −p as well as p + π give the same mode. It then suffices
to focus on the domain where η > 0 and 0 ≤ φ < π, which
contains a complete set of BMs for ZGRs. No multiple roots
exist for Eq. (24) at any ε , 0, 1.45
When σ is real, i.e., φ = 0 (or equivalently π), then
0 < Λ2 < 1, always leading to propagating modes. Actu-
ally, p = iη corresponds to the edge states that exist at very
low energies. Indeed, Eq. (24) gives
|ε| = e
−ηNz
GNz (e−2η)
, (28)
The right-hand side of this equation is monotonically decreas-
ing for η ≥ 0, whose maximum appears at η = 0 and its value
is 1Nz+1 . This means that the edge states exist only if |ε| ≤ εc,
where
εc =
1
Nz + 1
. (29)
The |Λ| at εc can be obtained as |Λ| = NzNz+1 by taking the limit
of η → 0 for Eq. (25). Using λ = eik for propagating modes,
the wavenumber corresponding to εc is then given by
2 cos
(
kc
2
)
=
Nz
Nz + 1
, (30)
according to Eq. (9). Thus, the condition of real value for σ
determines the region for the edge states, i.e. |k| ≥ kc. This
result is consistent with previously reported results.15
Next we consider when σ is a pure phase factor, i.e., η =
0. In this case, Λ = − sin(Nzφ)
sin[(Nz+1)φ] [as inferred from Eqs. (22)
and (25)] is real and both propagating and evanescent modes
can appear depending on whether |Λ| ≤ 2 or not. Actually,
for φ close to the nodes of sin(Nzφ), we find small |Λ| and
hence propagating modes; whereas for φ close to the nodes of
sin[(Nz + 1)φ], large |Λ| results and we get evanescent modes.
Within the range of 0 ≤ φ ≤ π, there are Nz − 1 solutions of
p = φ satisfying Eq. (25) if |Λ| < 1, whereas Nz solutions if
|Λ| > 1. The missing solution corresponds to the edge state
discussed in previous paragraph.15
5TABLE I: Classification of the roots of Eq. (24): σ = eiφ−η; ’phase’: |σ| = 1; ’complex’: Im(σ) , 0; ’N.S.C.’: no special constraints. εmax is
given in the main text. The first two columns express necessary and sufficient conditions, but the conditions in the last four columns may not
be sufficient. We distinguish edge states from extended states, which both are propagating modes.
Type |λ| Λ2 σ φ η |ε|
Edge = 1 ∈ [0, 1] real 0, π N.S.C. < 1Nz+1
Extended = 1 ∈ [0, 4] phase ∈ (−π, π) 0 < εmax
Evanescent , 1 < [0, 4] complex , 0, π N.S.C. < [1,∆0]
Another special limit is σ → 0, in which Λ ∼ −σ → 0.
This then corresponds to k → π, the completely localized
edge state, whose energy is exactly zero by Eq. (13). Now
Eq. (24) becomes simply σ2Nz → 0, which has 2Nz identi-
cal roots σ → 0. The only BM is the completely localized
edge state, whose wave function vanishes everywhere except
on the zigzag edges. Thus, the interior of the ZGR becomes
completely irrelevant. We expect this picture to be reasonable
even for small but non-vanishing ε. This observation has been
recently utilized to account for a parity effect46,47 occuring in
ZGR p-n junctions.48
Since propagating modes carry the flux of current, they are
directly involved in scattering and transport problems. In band
structure, these modes are usually labeled by wave numbers k
together with p and s, namely,
ˆψ(m, n; k, p, s) := eikm ˆΦ(n; k, p, s), (31)
and the corresponding energy is denoted by εps(k). The group
velocity is given as
vps(k) = ∂
∂kεps(k). (32)
Right-going (left-going) propagating modes therefore have
vps(k) > 0 (vps(k) < 0). In Appendix B, we give a differ-
ent expression for vps(k), which is more useful in numerical
computations.
D. Numerical analysis for σ
Figures 2 (c)-(e) show the distribution of roots of Eq. (24) in
the complexσ-plane for some specific energies. Here we have
numerically evaluated the roots of Eq. (24) using the Durant-
Kerner-Aberth method.49,50 The corresponding Λ2 are calcu-
lated according to Eq. (25) to characterize the nature (propa-
gating or evanescent) of the roots. The behaviors of the roots
depend on the energy region.
1. For 0 < |ε| < εc, none of the roots sit on the unit cir-
cle, see Fig. 2(c). The elevation of energy (along the
arrows) shifts the roots toward the circle. In the plot,
the energies are taken as ε = 0.01, 0.04, 0.07, 0.10 for
the case of Nz = 9. Note that ε = 0.10 ≡ εc for Nz = 9.
2. In the range εc ≤ |ε| < 1, only those roots which rep-
resent propagating modes are located on the unit cir-
cle, see Fig. 2(d). In this plot, the energies are taken as
ε = 0.1, 0.4, 0.7, 1.0. The arrow indicates the direction
of increasing energy.
3. In the region of 1 ≤ ε ≤ ∆0, all roots give rise to prop-
agating modes and they lie on the unit circle. In the
region of |ε| ≥ ∆0, the roots still sit on the circle but
their phases get shifted and some of them are converted
into evanescent modes, see Fig. 2(e). In this plot, the
energies are taken as ε = 1.0, 1.5, 2.0, 2.5, 3.0.
E. Analytical expressions for low-energy roots
The foregoing analysis renders analytical expressions for
all the roots at |ε| ≪ 1. To see this, we at first look at |ε| ≤
εc. In such case, all roots have |σ| , 1 and they come in
pairs, (σ, σ−1). It suffices to find out those lying inside the
unit circle, i.e., |σ| ≤ 1. We denote such roots by xr, where
r = 0, ..., Nz − 1. Since |xr | < 1, the expression GNz (x) in
Eq. (24) may be approximated as GNz (x) ≈ 1 and hence, we
obtain xNzr ≈ |ε|. From this, we find
xr ≈ |ε|
1
Nz e
i πNz r, (33)
and then the complete set of roots is given as
{x0, x−10 , x1, x−11 , ..., xNz−1, x−1Nz−1}, for |ε| < εc. (34)
The pair that gives the edge state is (x0, x−10 ).
By increasing |ε| above εc but below ∆, the edge state be-
comes an extended state, i.e., the pair (x0, x−10 ) is displaced
onto the unit circle: (x0, x−10 ) → (eiφ0 , e−iφ0). Here φ0 is the
phase angle to be worked out later. On other hand, all other
roots can still be well described by (xr, x−1r ), as is clear in
Fig. 2(d). Thus, we find the complete set of roots to be
{eiφ0 , e−iφ0 , x1, x−11 , ..., xNz−1, x−1Nz−1}, for |ε| ∈ [εc,∆). (35)
To obtain φ0, we substitute σ = eiφ0 in Eq. (24) and find∣∣∣∣∣∣ sinφ0sin(Nz + 1)φ0
∣∣∣∣∣∣ = |ε|, (36)
whose solution always lies in (0, πNz+1 ) for any |ε| ∈ (εc,∆).
For |ε| slightly above εc, φ0 is very small and we can then
expand the left-hand side of this equation to get
φ0 ≈ 1Nz + 1
√
6(|ε|/εc − 1)
|ε|/εc − (Nz + 1)−2 . (37)
Although this expression has been derived by assuming that
|ε| be close to εc, it can actually describe the solution very
6accurately in the whole regime (εc,∆). In the limit Nz → ∞,
we find φ0 →
√
6
Nz+1 for fixed |ε|, very close to the exact value
of πNz+1 .
By analogy with Eq. (35), one can write down sets of roots
for even higher energy, but analytical expressions for the roots
(more than one) on unit circles [i.e., of Eq. (36)] become
impossible. The results contained in (34) and (35), supple-
mented by Eqs. (33) and (36), provide a complete founda-
tion for studying e.g. quantum transport in a variety of ZGR
junctions in the single-channel regime. There is no need to
numerically search for the roots of Eq. (24) any more. The
interrelation [Eq. (19)] between σ and λ becomes effectively
dissolved.
IV. APPLICATIONS
This section is devoted to a few examples which illus-
trate common applications of the BMs we derived so far for
graphene and graphene ribbons. A straightforward example is
shown in the following subsection, where the electronic struc-
ture of bearded ZGRs is derived. Bearded ZGRs51,52 are ZGRs
with extra sites attached to one of its zigzag edges and they
may be realized by chemical modifications. In another ex-
ample presented in the second subsection we study quantum
transport through a graphene aperture53 using mode-matching
method.29 The BMs are then directly used in obtaining the
transmission matrix. With the analytical prescriptions of the
BMs, we can easily simulate ZGRs of width of hundreds of
zigzag chains. Finally, in the third example considered in
the third subsection, we relate the BMs to the core quanti-
ties of the widely employed nonequilibrium Green’s function
method34 in transport simulations. We explicitly construct the
Green’s functions in terms of BMs.
A. Electronic structure of singly bearded ZGRs
Here we shall show that our approach correctly describes
the energy spectrum and wave functions of singly bearded
ZGRs. The lattice structure and energy band structure are
shown in Figs. 3 (a) and (b), respectively. Since the system
has the translational invariance along x-direction, we may as-
sume that λ = eik. The boundary conditions requires for the
wave functions can be written as ψB(m, 0) and ψB(m, Nz + 1).
For ε , 0, the σ can be shown to be a phase factor due to
the boundary conditions. Thus, we put σ = eip. In analogy
with Eq. (17), we can easily derive the wave functions to be
ˆψ(m, n; k, p, s) ∝ eikm ˆM
s · sin(pn − θ)
sin(pn)
 , (38)
where θ is the phase angle of γ(k, p) ≕ gk + eip and p =
π
Nz+1 · r, with r = 1, 2..., Nz. The energy of this state is given
by εkps = s|γ(k, p)|, by Eq. (13). Note that p does not depend
on k, differing from the case with ZGR and doubly bearded
ZGR.51
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FIG. 3: (a) The lattice structure of singly bearded ZGR. (b) Energy
band structure for Nz = 10. The central flat subband extends through-
out the 1BZ.
For ε = 0, we have σ = −gk according to Eq. (13). The pos-
sibility that σ = −g−1k is excluded by the boundary conditions.
Denote the zero state by ˆψ0(m, n) and we find
ˆψ0(m, n) ∝ eikm ˆM
(−2 cos k2 )n0
 . (39)
Here k can take any value between −π and π, because n =
1, 2, ..., Nz + 1 is finite. Expectedly, these states are localized
about the bearded edge if |k| < 2π3 but on the unbearded edge
if |k| > 2π3 .
Figure 3(b) shows the energy band structure for Nz = 10.52
The central subband is completely flat, separated from the ad-
jacent subbands by a gap of sin( πNz+1 ) that is reached near the
Dirac point.
B. Resonant transport through an aperture
In this subsection, we employ the BMs of ZGR to study
electronic transport through a graphene aperture [see Fig. 4
(a)]. This type of aperture was studied by us53 and it was ana-
lytically shown that peculiar low-energy resonant states could
form due to the presence of edge states. In what follows, we
revisit this phenomenon by a mode-matching approach. We
perform numerical computations, on the basis of Eq. (24), to
obtain the conductance through the aperture.
As clear from the energy band structure shown in Fig. 2(b),
at a given ε, a propagating mode is specified by its k, which
takes on discrete values k1, ¯k1, ..., kNp , ¯kNp . Here we reserve
ki for the i-th right-going mode while ¯ki = −ki for the core-
sponding left-going mode. In general, we have 2Np propagat-
ing modes, where factor 2 arises due to the fact that left-going
and right-going modes come together. Accordingly, there are
Ne = Nz − Np pairs of evanescent modes. In particular, for
|ε| < ∆, we have Np = 1.
The size of the transmission matrix tˆ(ε) is Np × Np. Thus,
let us denote the transmission coefficient from ki to k j mode
as t ji(ε) := tk j ,ki(ε), where i, j = 1, ..., Np. The conductance G
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FIG. 4: (a) Structure of a graphene aperture connecting two graphene nanoribbons (width Nz), where the aperture consists of Nc connecting
bonds. We use nL and nR to label the zigzag chains for the left and right nanoribbons, respectively. The local wave functions vanish on crossed
sites while they match on the sites on connecting bonds marked by black and white circles. (b) The energy dependence of dimensionless
conductance g for Nz = 115 and various Nc. (c) For Nc ≪ Nz, the g shows a resonance of width Γ that scales as N−3z . The ∆ is indicated in
Fig. 2 (b).
is given by the Landauer-Bu¨ttiker formula:
G = 2e
2
h
Np∑
j=1
Np∑
i=1
|t ji|2 ≕ 2e
2
h g, (40)
where g is the dimensionless conductance.
Suppose an electron is injected upon the aperture from left
at energy ε > 0 and with wave number ki. It will be par-
tially reflected into a mode of wave number ¯ki′ with amplitude
ri′i and partially transmitted into a mode of wave number k j
with amplitude t˜ ji. Simultaneously, evanescent modes decay-
ing away from the aperture will be excited. On the left-hand
side to the aperture, the wave function can then be written as
ˆΨ
L(m, nL; ki) = eikim ˆΦ(nL; ki)
+
Np∑
i′=1
ri′ie
i¯ki′m ˆΦ(nL; ¯ki′) +
Ne∑
I=1
CLIiλ
m
I
ˆΦ(nL; I),
(41)
where ˆΦ(n; ki) := ˆΦ(n; ki, pi,+) [see Eq. (31)], ˆΦ(n; I) :=
ˆΦ(n; λI , σI ,+) and CLIi denotes the amplitudes for the I-th
evanescent mode. Moreover, we require vpi+(ki) > 0 and
vpi+(¯ki) < 0 as well as |λI | > 1. Similarly, on the right-hand
side, the wave function is given by
ˆΨ
R(m, nR; ki) =
Np∑
j=1
t˜ jieik jm ˆΦ(nR; k j) +
Ne∑
J=1
CRJiλ
m
J
ˆΦ(nR; J).
(42)
Here we must have |λJ | < 1. The nL/R in Eqs. (41) and (42)
are defined in Fig. 4 (a). The t˜i j can be related to ti j as follows,
t ji =
√
vp j+(k j)
vpi+(ki)
· t˜ ji. (43)
It should be noted that if the number of total connecting bonds
(Nc) is even, the matrix ˆM defined via Eq. (6) has to be re-
placed by its inverse in calculating ˆΨR(m, nR; ki).
The amplitudes ri′i and t˜ ji are uniquely determined by the
matching conditions appropriate for the aperture shown in
Fig. 4 (a). Firstly, the ˆΨL(m, nL; ki) must vanish on all the
crossed sites lying on m = 1, i.e.,
Ψ
L
A
(
1, Nc + 2r + mod(Nc, 2) + 1; ki) = 0,
Ψ
L
B
(
1, Nc + 2(r + 1) − mod(Nc, 2); ki) = 0. (44)
Besides, the ˆΨR(m, nR; ki) must vanish on all crossed sites ly-
ing on m = 0. Thus,
Ψ
R
A (0, Nc + 2r + 1; ki) = 0,
Ψ
R
B
(0, Nc + 2(r + 1); ki) = 0. (45)
In the above, r = 0, ..., [Nz − Nc − mod(Nz − Nc, 2)]/2 − 1.
Secondly, the ˆΨL(m, nL; ki) and ˆΨR(m, nR; ki) must be equal
to each other on all the sites linked by the connecting bonds.
Namely, we have
Ψ
L
A
(0, 2(w + 1); ki) = ΨRA (0, Nc + 1 − 2(w + 1); ki) ,
Ψ
L
B (0, 2w + 1; ki) = ΨRA (0, Nc − 2w; ki) ,
Ψ
L
A (1, 2w + 1; ki) = ΨRA (1, Nc − 2w; ki) ,
Ψ
L
B
(
1, 2(w + 1); ki) = ΨRB (1, Nc + 1 − 2(w + 1); ki) , (46)
where w = 0, ..., [Nc−mod(Nc, 2)]/2−1. Altogether, Eqs. (44)
- (46) produce 2Nz independent conditions, which uniquely
determine the 2Nz unknowns, ri′i, t˜ ji, CLIi and CRJi.48
We have numerically calculated the Landauer conductance
for a variety of structural parameters for the aperture. Since
we know the analytic form of BMs, we can easily reach the
relatively larger system over Nz = 100 with very little com-
putation time. Fig. 4(b) shows the energy dependence of di-
mensionless conductance g for Nz = 115 with various Nc.
8The decrease of Nc causes the reduction of conductance. In
the region of Nc ≪ Nz, the resonances appear in the low en-
ergy region. The origin of these resonances is attributed to
the formation of quasi-bound states near the aperture due to
the interference of edge states.53 A typical behavior of lowest-
energy resonance for Nc ≪ Nz is displayed in Fig. 4(c) Its
width at the maximum is scaled with Nz following a power
law, Γ−1 ∼ N3z , in agreement with our analytical treatment.53
C. Green’s functions of ZGR electrodes
In preceding subsection, the utility of BMs has been eluci-
dated with the mode-matching method29 and the conductance
G of a graphene aperture was computed. In the literature,
however, this conductance is more frequently evaluated by
an apparently different method based on Green’s functions.34
The equivalence between the mode-matching and the Green’s
function methods have been demonstrated in Ref.35. In what
follows we explain how to obtain the Green’s functions in
terms of the ZGR BMs.
We consider a general two-probe experimental setup as por-
trayed in Fig. 5, where a conducting channel or scattering re-
gion (represented by Hs) is connected to two electrodes via
VL and VR, respectively. Both electrodes are represented by
semi-infinite ZGRs. The left electrode extends from m = 0
to m = −∞, whereas the right one from m = 1 to m = ∞.
The VL (VR) couples only the supercell m = 0 (m = 1) to the
channel. We shall write the Hamiltonian for the left electrode
as HL =
∑−∞
m=0(Hmm ⊕ Hm−1m ). Similarly, for the right electrode,
HR =
∑∞
m=1(Hmm ⊕ Hmm+1). Here Hmm couples sites in the same
supercell, while Hm
m+1 couples sites in the m-th supercell to
those in the (m + 1)-th one (see Fig. 5). Since the block ma-
trice Hm
m±1 are independent of m, we then put V ≡ Hmm−1 and
V† ≡ Hm
m+1. Further, we define a global block Green’s func-
tion as Gm,m′(ω) = 〈m|(ω − Hs − HL − HR)−1|m′〉, where ω is
a complex parameter and Hs has included both VL and VR by
definition. Now the conductance of the setup can be evaluated
as34,54
g =
2e2
h Tr[ΓRG
r
ΓLGa], (47)
where Gr = G1,0(ε + i0+), Ga = G0,1(ε − i0+). In addition, the
broadening functions ΓR/L are given by
ΓR/L = i(ΣR/L − Σ†R/L). (48)
Below we prescribe the expressions for the self-energies ΣR/L
in terms of the BMs.
At given energy ε, s is fixed and there are in total Nz val-
ues of σ, i.e., σ1, ..., σNz . For each σu, where u = 1, ..., Nz,
there is a pair of λs [see discussions following Eq.(27)], λu(+)
and λu(−) = λ−1(+) standing for right-going and left-going
modes, respectively. We define a number of column vectors
by Eq. (21),
Φu(±) := [ΦA(1; u),ΦB(1; u), ...,ΦA(Nz; u),ΦB(Nz; u)]T ,
(49)
-1 0 m
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FIG. 5: A generic setup in two-probe transport measurements. The
conducting channel, represented by the Hamiltonian Hs, is connected
to the left electrode and the right electrode via couplings VL and VR,
respectively. Both electrodes are represented by semi-infinite ideal
ZGRs each consisting of Nz zigzag chains.
where Φν(n; u) := Φν(n; λu(±), σu, s). Further, we introduce
Nz pairs of dual vectors, ˜Φu(±), uniquely defined by
˜Φ
†
u(±)Φu′(±) = δuu′ , Φ†u(±) ˜Φu′(±) = δuu′ . (50)
Finally, we need the following 2Nz × 2Nz matrix,
K r(±) =
Nz∑
u=1
λru(±)Φu(±) ˜Φ†u(±), (51)
with r being an integer. For completeness, we sketch how
to find the ˜Φu(±) from Φu ≡ [Φu(+),Φu(−)]. Let us define
a 2Nz × 2Nz matrix, L, whose elements are given by Lij =
Φ
†
j(i), and a number of 2Nz × 1 column vectors, D j(±), whose
elements are given by D j(+, i ≤ Nz) = δi j, D j(+, i > Nz) = 0,
D j(−, i ≤ Nz) = 0 and D j(−, i > Nz) = δi−Nz, j. Then, from
Eq. (50), we get ˜Φu(±) = L−1Du(±).
With the above definitions, the self-energies can then be
obtained as,35
ΣL = VK−1(−), ΣR = V†K1(+). (52)
We remark that the Gr/a in Eq. (47) can be simplified by using
these self-energies34. Additionally, the block Green’s function
for the left semi-infinite ZGR can be written as
GLm,0(ε) ≡ 〈m|
1
ε + i0+ − HL
|0〉
= Km(−)g(ε + i0+), m < 0, (53)
with g(ε + i0+) being the surface Green’s function given by
g(ε + i0+) = K−1(−)(V†)−1. (54)
Analogously, for the right semi-infinite ZGR, we have
GRm,1(ε) ≡ 〈m|
1
ε + i0+ − HR
|1〉 = Km(+)V−1, m ≥ 1. (55)
9Moreover, the retarded Green’s function for an infinite ideal
ZGR, G0m,m′ (ε), can also be easily obtained using the bulk
modes. We have35
G0m,m′(ε) = {θ(m − m′)Km−m
′ (+) + θ(m′ − m)Km−m′(−)}
·
{
V†[K(−) − K(+)]
}−1
, (56)
where θ(x) denotes the Heaviside step function.
V. SUMMARY
We have obtained complete sets of BMs for graphene and
graphene ribbons (both ZGR and AGR) at arbitrary energy
ε. These modes are presented in a representation that is par-
ticularly suitable for studying the electronic conduction of
graphene nanostructures. Their properties have been thor-
oughly analyzed and analytical expressions for low-energy
ZGR BMs have been prescribed. At fixed energy, each BM
can be specified by a single parameter σ (while the λ is deter-
mined from σ and therefore not a free parameter), which (in
ZGR) is shown to satisfy a simple polynomial equation that
can be efficiently solved with existing numerical techniques.
The utility of the BMs is illustrated in a few examples, by
which we demonstrated that they could be used to construct
the electronic band structure of graphene nanostructures, to
calculate the transmission matrix of graphene devices and
to evaluate the Green’s functions of both infinite and semi-
infinite graphene ribbons. These Green’s functions play an
important role in modern mesoscopic transport theory. We
also note that the BMs can be used to construct the transfer
matrix in the so-called transfer-matrix method,55–57 which is
basically a variation of the mode-matching method.
Moreover, exploring the feature of the wave functions for
BMs may offer intuitive understanding of some otherwise per-
plexing phenomena, as demonstrated in the case of transmis-
sion through bends and polygons37 and current blocking effect
in ZGR p-n junctions.48
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Appendix A: Bulk Modes and Green’s functions of Armchair
Graphene Ribbons
1. Bulk Modes
We consider an AGR extended in the y-direction but con-
fined between m = 0 and m = Na + 1, as depicted in Fig. 6.
We may include only the left half of the (Na + 1)-th supercell.
In close analogy with Eq.(17), we write the bulk modes as
ϕˆ(m, n; λ, σ, s) ≔ σn
(
βλm ˆM − β′λ−m ˆM−1
)
ˆfλσs, (A1)
a
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FIG. 6: Lattice structure of armchair graphene ribbons.
where β and β′ are coefficients to be determined using the
boundary condition. Here we have used that ˆfλσs = ˆfλ−1σs as
well as M(λ−1) = M−1(λ). ϕˆ(m, n; λ, σ, s) is a spinor, which is
defined as
ϕˆ(m, n; λ, σ, s) =
 ϕA(m, n; λ, σ, s)
ϕB(m, n; λ, σ, s)
 . (A2)
In the following, we simply write ϕˆ(m, n) and ϕν(m, n) (ν =
A,B) instead of ϕˆ(m, n; λ, σ, s) and ϕν(m, n; λ, σ, s), respec-
tively, if there is no ambiguity. The B.C. for AGR is written
as
ϕA(0, 2l − 1) = 0, ϕB(0, 2l) = 0,
ϕA(Na + 1, 2l − 1) = 0, ϕB(Na + 1, 2l) = 0,
(A3)
where l is any integer (see Fig. 6). Note that if the left half of
the (Na + 1)-th supercell is excluded, the latter two conditions
have to be changed to
ϕB(Na + 1, 2l − 1) = 0, ϕA(Na + 1, 2l) = 0. (A4)
Nevertheless, basically the same results occur and hence we
here ignore this case. From these conditions, we find
βλ1/4 − β′λ−1/4 = 0,
βλ1/4λNa+1 − β′λ−1/4λ−(Na+1) = 0. (A5)
It immediately follows that
λ2(Na+1) = 1, (A6)
which demands λ to be a simple phase factor. Thus, we may
put λ = λ j = eik j , with k j = πNa+1 · j, where j = 1, ..., Na + 1,
leading to (Na + 1) pairs of subbands. From this, the σ = σ j
is then determined by Eq.(13), which yields
σ j ≔
1
2
{
ζ2j − 2 ±
√
ζ2j (ζ2j − 4)
}
, (A7)
where ζ j =
ε2−1−g2k j
gk j
with gk = 2 cos(k/2). We shall use σ j(+)
[σ j(−) = σ−1j (+)] to denote the left- (right-) going modes.
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Now we obtain
ϕˆ js(m, n) ≔ ϕˆ(m, n; λ j, σ j, s) = σnj
×
sin[k j(m − (−1)
n
+1
4 )] 0
0 sin[k j(m + (−1)
n−1
4 )]
 ˆfλ jσ j s
(A8)
where an irrelevant factor has been absorbed in the normaliza-
tion factor of fλ jσ j s.
2. Green’s functions
We proceed to establish the Green’s functions of AGR by
the BMs. To this end, we need to adapt Eq.(A8) into a form
that fits the AGR unit cell as defined by the underlying trans-
lational symmetry. An AGR unit cell, indexed by l, consists
of two adjacent zigzag chains, n = 2l and n = 2l + 1, instead
of one. Let us consider the unit cell l = 0, which contains
the 0-th and 1-st zigzag chains. We may arrange the values of
ϕˆ js(m, 0) into a 2(Na + 1) column vector Φ0j , defined as
Φ
0
j := [ϕA(1, 0; j), ϕB(1, 0; j), ..., ϕA(Na, 0; j), ϕB(Na, 0; j),
ϕA(Na + 1, 0; j), 0]T , (A9)
where ϕν(m, n; j) := ϕν(m, n; λ j, σ j, s). Similarly, we define
Φ
1
j := [ϕA(1, 1; j), ϕB(1, 1; j), ..., ϕA(Na, 1; j), ϕB(Na, 1; j),
ϕA(Na + 1, 1; j), 0]T . (A10)
Now we merge Φ0j and Φ1j in a single 4(Na + 1) × 1 column
vector,
Φ j :=
Φ
0
j
Φ
1
j
 , (A11)
which is no more than the wave function of the j-th mode for
the unit cell l = 0. For an arbitrary unit cell, the wave function
can also be written as a 4(Na + 1) × 1 column vector, ϕ j(l),
which isrelated to ϕ j(l = 0) = Φ j as follows,
ϕ j(l) = σ˜ljΦ j, (A12)
where σ˜ j = σ2j . Following scrupulously Ref.[34], we here-
after write Φ j(±) in regard to σ˜ j(±) = σ2j(±). Now we define
the vectors ˜Φ j(±) which are dual to Φ j(±),
˜Φ
†
j(±)Φ j′(±) = δ j, j′ , Φ†j(±) ˜Φ j′(±) = δ j, j′ . (A13)
These ˜Φ j(±) can be written as a merger of two 2(Na + 1) × 1
vectors, [ ˜Φ>j (±), ˜Φ<j (±)]T , where ˜Φ<j can be determined from
˜Φ
>
j , due to the fact that Φ j(i) and Φ j(i+ 2(Na + 1)) are related,
as is clear from Eq. (A8). Finally, the vectorsΦ j(±) and ˜Φ j(±)
are used to construct the K matrice,
K r(±) =
2(Na+1)∑
j=1
σ˜rj(±)Φ j(±) ˜Φ†j(±), (A14)
with r being an integer. Finally, with Eq. (A14), the Green’s
functions for infinite and semi-infinite AGRs can be written
down in exactly the same form as Eqs. (52)-(56), except that
one replaces m by l and V by the coupling between adjacent
AGR unit cells.
Appendix B: Alternative Expressions for Group Velocity
It is essential to calculate the group velocity of each mode
in evaluating the transmission matrix. Although this velocity
can be computed using Eq. (32), we feel it more convenient
to adopt an alternative expression in numerical simulations.
Below we derive this expression. We shall first lay down the
formulation for general lattices and then specify it to ZGRs.
Consider a general Bravais lattice, each site of which is la-
belled by the corresponding position vector ~R. Let the Hamil-
tonian be
ˆH =
∑
~R,~R′
H(~R, ~R′)|~R〉〈~R′|. (B1)
We write the position operator of an electron as
xˆ =
∑
~R
~R|~R〉〈~R|. (B2)
The velocity operator is then defined to be
ˆV = ˙xˆ = −i[~x, ˆH] =: ~v(~R, ~R′)|~R〉〈~R′|, (B3)
with
~v(~R, ~R′) = −i
∑
~R,~R′
(~R − ~R′)H(~R, ~R′). (B4)
Now the group velocity of any state |ψ〉 is given by
~vg = 〈ψ| ˆV |ψ〉 = −i
∑
~R,~R′
ψ∗(~R)(~R − ~R′)H(~R, ~R′)ψ( ~R′), (B5)
where ψ(~R) denotes the wave function of the state.
Now we apply Eq. (B5) to ZGRs. We replace ψ(~R) by
Eq. (31) and after some algebra, we obtain the group veloc-
ity (in the x-direction) assigned to the mode ˆψ(m, n; k, p, s) as
follows,
vps(k) ∝ −s(−1)Q sin
(
k
2
)∑
n
sin
(
p
(
Nz + 1 − n
))
sin
(
pn
)
,
(B6)
up to an irrelevant constant. This expression does not involve
a derivative and is hence more convenient in numerical com-
putations. The group velocity vanishes in the y-direction ex-
pectedly.
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