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Abstract
We show how the threshold level of affine fusion, the fusion of Wess-Zumino-
Witten (WZW) conformal field theories, fits into the Schubert calculus in-
troduced by Gepner. The Pieri rule can be modified in a simple way to
include the threshold level, so that calculations may be done for all (non-
negative integer) levels at once. With the usual Giambelli formula, the mod-
ified Pieri formula deforms the tensor product coefficients (and the fusion
coefficients) into what we call threshold polynomials. We compare them with
the q-deformed tensor product coefficients and fusion coefficients that are re-
lated to q-deformed weight multiplicities. We also discuss the meaning of the
threshold level in the context of paths on graphs.
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†
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1. Introduction
Gepner found geometrical and topological interpretations of the fusion rings of Wess-
Zumino-Witten (WZW) conformal field theories [1]. He described them using a Schubert
calculus, a “quantum version” of the classical Schubert calculus that is fundamental in the
geometry and topology of complex manifolds (see [2], e.g.).
Gepner also pointed out a correspondence between the WZW fusion rings and the
chiral rings of N = 2 superconformal theories. These two observations have been seminal.
For example, their relation was clarified in [3], where the new Schubert calculus was shown
to describe the quantum cohomology of Grassmannians. Also, the N = 2 interpretation
led to new realisations of WZW fusion rings in topological theories [4][5][6].
We study the Schubert calculus of WZW fusion rings. Our initial motivation was
computational. In Gepner’s approach, a fusion potential is introduced whose derivatives
give the fusion constraints to be implemented. The fusion potential, and so the fusion
constraints, are level dependent. Therefore a significant part of any computation must
be re-done whenever the level is changed. By the depth rule [7], however, the results are
simpler than this procedure indicates. A threshold level exists for each coupling [8][9]; in
any fusion product of two fixed fields, a third appears in the decomposition for all integer
levels greater than or equal to a characteristic one†. Therefore, finding the threshold levels
for a fixed product amounts to finding the fusion rules for all levels at once.
We show how to incorporate the notion of threshold level into Gepner’s Schubert
calculus for WZW fusion. This is done in section 3, after a review is given in section 2,
where the notation is also established.
Another motivation for this work emerges in section 2: it is convenient to encode
the threshold levels in generating polynomials, dubbed threshold polynomials. These are
then polynomial deformations of tensor product coefficients and fusion coefficients. Similar
objects, the quantum group (q-)deformations of tensor product coefficients [10][11][12][13]
and fusion coefficients [14][15] have been studied previously. Most importantly to us,
the q-deformed coefficients are related to the q-deformed weight multiplicities defined by
Lusztig [16]. In section 4 we compare our deformations with the q-deformations. We
show that the new deformations are related in a similar way to deformations of the weight
multiplicities, that are natural from the point of view of a conjectured refinement [9][17][18]
of the Gepner-Witten depth rule [7].
† To the best of our knowledge, however, a completely rigorous demonstration of the existence
of threshold levels is still lacking.
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As we have argued, the threshold level has computational advantages over the use
of fusion potentials, and the relations derived from them. But again, the connection
with geometry, topology and N = 2 superconformal theories was the point of [1], not
computation. There the fusion potential played a central role. But one can’t have it both
ways: we indicate at the end of section 3 that a deformed fusion potential that incorporates
the threshold levels cannot be written. Nevertheless, one might hope to give the threshold
level a somewhat deeper motivation, perhaps through its meaning in the many different
realisations of WZW fusion rings. In section 5 we make a very small start in this direction;
we discuss the meaning of the threshold level in the context of paths on graphs (see [19][20],
and references therein).
Section 6 is a short conclusion.
2. WZW fusion, threshold level, and threshold polynomials
Let us first establish notation. For the most part, we restrict attention to the simple
Lie algebras Ar and the affine algebras A
(1)
r that are the untwisted central extensions of
their loop algebras. When the level k is fixed, we denote the affine algebra by Ar,k. How-
ever, we use a notation that is easily adapted to any untwisted affine Kac-Moody algebra
X
(1)
r (or Xr,k) based on a simple Lie algebra Xr, and expect that such generalisation is
straightforward.
The set of roots of Xr will be written as R, and the set of positive (negative) roots as
R> (R<). If α ∈ R is a root, then the corresponding co-root is defined as α
∨ := 2α/(α, α).
Let F = {Λ1, . . . ,Λr} denote the set of fundamental weights of Xr, and
P := {λ =
r∑
i=1
λiΛi | λi ∈ Z } (2.1)
the set of integral weights. The set of dominant integral weights,
P≥ := {λ =
r∑
i=1
λiΛi | λi ∈ Z≥ } , (2.2)
is the set of highest weights for irreducible integrable modules of Xr.
Let M(λ) denote an irreducible module of Xr, of highest weight λ ∈ P≥. The set of
weights of M(λ) will be denoted P (λ).
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The irreducible integrable modules of Xr,k have highest weights that project to the
following set of dominant weights of Xr:
P k≥ := {λ =
r∑
i=1
λiΛi | λi ∈ Z≥,
r∑
i=1
λia
∨
i ≤ k } . (2.3)
The a∨i are the co-marks, defined by a
∨
0 = 1, and
θ∨ = θ =
r∑
i=1
a∨i α
∨
i , (2.4)
where θ (θ∨) denotes the highest (co-)root of Xr. We normalise (θ, θ) = 2.
The Weyl group of Xr will be denoted by W , and the shifted action of w ∈ W on a
weight λ by w.λ = w(λ + ρ) − ρ, where ρ =
∑r
i=1 Λi =
∑
α∈R>
α/2 is the Weyl vector.
W k will indicate the projection of the affine Weyl group, the Weyl group of Xr,k, onto
the horizontal weight space, the weight space of Xr. W is generated by the primitive
reflections ri, i = 1, . . . , r, with action
riλ = λ − (λ, α
∨
i )αi (2.5)
on any weight λ. In order to enlarge W to W k, we adjoin r0 to the generating set. Its
shifted action is
r0.λ = rθ.λ+ (k + x)θ , (2.6)
where x is the dual Coxeter number of Xr. Notice the k-dependence of the action of W
k
on P , coming from that of r0.
We write the decomposition of the tensor product of two irreducible integrable Xr-
modules as
M(λ)⊗M(µ) =
⊕
ν∈P≥
T νλ,µM(ν) . (2.7)
We will call the T νλ,µ ∈ Z≥ tensor product coefficients. We indicate the affine fusion of two
modules of Xr,k by writing the truncated tensor product of the corresponding modules
M(λ) and M(µ) of Xr:
M(λ) ⊗k M(µ) =
⊕
ν∈Pk
≥
(k)T νλ,µM(ν) . (2.8)
The fusion coefficients obey
(k)T νλ,µ ≤
(k+1)T νλ,µ , (2.9)
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and furthermore
lim
k→∞
(k)T νλ,µ = T
ν
λ,µ . (2.10)
We can encode the fusion products for all levels by including the threshold levels t as
subscripts in the tensor product decomposition [8][9]. If we denote by St the operator that
includes these subscripts, we can write
St [M(λ)⊗M(µ)] =
⊕
ν∈P≥
⊕
t∈Z≥
T
ν(t)
λ,µ M(ν)t . (2.11)
Then
(k)T νλ,µ =
k∑
t=0
T
ν(t)
λ,µ . (2.12)
We call the fixed-threshold-level coefficients T
ν(t)
λ,µ , the threshold coefficients. For example,
we can modify the A2 tensor product to
St
[
M(1, 1)⊗2
]
= M(2, 2)4 ⊕M(3, 0)3 ⊕M(0, 3)3 ⊕ 2M(1, 1)2,3 ⊕M(0, 0)2 , (2.13)
encoding the corresponding fusions at all levels. HereM(a, b) :=M(λ), with λ = aΛ1+bΛ2,
and pM(a, b)t1,...,tp :=M(a, b)t1 ⊕ · · · ⊕M(a, b)tp.
From the notational point of view, the threshold levels are unnecessarily large num-
bers, since
T
ν(t)
λ,µ 6= 0 ⇒ t ≥ (ν, θ) . (2.14)
Consequently, one could also define the threshold delay d by
d := t − (ν, θ) . (2.15)
Writing the delays as superscripts, the right-hand side of (2.13) is replaced by
M(2, 2)2 ⊕M(3, 0)0 ⊕M(0, 3)0 ⊕ 2M(1, 1)0,1 ⊕M(0, 0)2 . (2.16)
This is a minor point, so we’ll stick to using the threshold levels. In section 4, however,
(2.15) will reappear.
As (2.13) makes clear, we need to consider N -tuples of threshold levels. It is convenient
to encode them in threshold polynomials, defined by
T νλ,µ[ℓ] :=
∑
t∈Z≥
ℓ t T
ν(t)
λ,µ . (2.17)
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Then
Lt [M(λ)⊗M(µ)] =
⊕
ν∈P≥
T νλ,µ[ℓ]M(ν) (2.18)
is equivalent to (2.11). For example, the A2 tensor product (2.13) is rewritten as
Lt
[
M(1, 1)⊗2
]
= ℓ4M(2, 2)⊕ ℓ3M(3, 0)⊕ ℓ3M(0, 3)⊕ (ℓ2 + ℓ3)M(1, 1)⊕ ℓ2M(0, 0) .
(2.19)
The threshold polynomials can be regarded as deformations of the tensor product coeffi-
cients, since
T νλ,µ[1] = T
ν
λ,µ , (2.20)
so that the tensor product (2.7) is recovered when ℓ = 1. Furthermore, we define the
deformation of the fusion coefficient as
(k)T νλ,µ[ℓ] :=
k∑
t=0
ℓtT
ν(t)
λ,µ . (2.21)
So (k)T νλ,µ[ℓ] is the degree≤ k part of the polynomial T
ν
λ,µ[ℓ], and
(k)T νλ,µ[1] =
(k)T νλ,µ . (2.22)
(2.10) is deformed to
lim
k→∞
(k)T νλ,µ[ℓ] = T
ν
λ,µ[ℓ] , (2.23)
by construction.
From (2.17), we see that the threshold polynomials are the generating functions for
the threshold coefficients. Consequently, they are related to the generating functions for
fusion rules studied in [8], where the threshold level was first introduced (but named later
in [9]). For completeness, we indicate the relation here.
The generating function for fusion rules is defined as
G(L,M,N ; d) :=
∑
λ,µ,ν∈P≥
∞∑
k=0
(k)Tλ,µ,ν d
k LλMµNν , (2.24)
where the dummy variables L,M,N satisfy LλLλ
′
= Lλ+λ
′
, etc. Here (k)Tλ,µ,ν :=
(k)TCνλ,µ,
where Cν is the highest weight of the module conjugate to M(ν). Using (2.12) and
switching the order of summations, we arrive at
G(L,M,N ; d) = (1− d)−1
∑
λ,µ,ν∈P≥
LλMµNν Tλ,µ,ν [d] . (2.25)
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Here Tλ,µ,ν [d] =
∑∞
t=0 d
t TCνλ,µ[d]; see (2.21) and (2.23). Hence the only difference between
the generating functions for deformed tensor product coefficients and fusion rules is (1−
d)−1, a factor characteristic of the existence of a threshold level [8].
For successive fusions, we need a memory of the threshold levels. For example, suppose
we need to calculate St
[
M(φ)⊗ (M(1, 1)⊗2)
]
. Then using (2.13), we would encounter
products like St [M(φ)⊗M(1, 1)3]. So (2.11) is only a special case of what we need.
Abusing notation slightly, we attach threshold levels to the factor modules in the tensor
products, and write
M(λ)r ⊗M(µ)s =
⊕
ν∈P≥
⊕
t∈Z≥
T
ν(t)
λ(r),µ(s)M(ν)t . (2.26)
For example, we have
M(1, 1)2⊗M(1, 1)3 = M(2, 2)4⊕M(3, 0)3⊕M(0, 3)3⊕ 2M(1, 1)3,3⊕M(0, 0)3 . (2.27)
(2.11) is recovered from (2.26) by setting r = (λ, θ) and s = (µ, θ).
Again using polynomials to carry the N -tuples of threshold levels, we write
Lt [M(λ)r ⊗ M(µ)s] =
⊗
ν∈P≥
T νλ(r),µ(s)[ℓ]M(ν) . (2.28)
Comparing (2.27) with (2.13), for example, shows that there is a simple relation between
the coefficients T
ν(t)
λ(r),µ(s) and T
ν(t)
λ,µ . To write it in polynomial form, we define
ℓa ◦ ℓb := ℓmax{a,b} . (2.29)
and extend bilinearly (so that two polynomials can be multiplied). Then we have
T νλ(r),µ(s)[ℓ] = ℓ
r ◦ ℓs ◦ T νλ,µ[ℓ] . (2.30)
We see that the polynomials T νλ,µ[ℓ] are fundamental, and so we will concentrate on them
henceforth.
The definition (2.29), however, is natural from the point of view of threshold polyno-
mials. With it, we can generalise the crossing symmetry of the tensor product coefficients,
∑
ζ∈P≥
T ζλ,µ T
ν
ζ,ϕ =
∑
ζ∈P≥
T νλ,ζ T
ζ
µ,ϕ , (2.31)
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to ∑
ζ∈P≥
T ζλ,µ[ℓ] ◦ T
ν
ζ,ϕ[ℓ] =
∑
ζ∈P≥
T νλ,ζ [ℓ] ◦ T
ζ
µ,ϕ[ℓ] . (2.32)
Furthermore, the crossing symmetry for the fusion coefficients
∑
ζ∈Pk
≥
(k)T ζλ,µ
(k)T νζ,ϕ =
∑
ζ∈Pk
≥
(k)T νλ,ζ
(k)T ζµ,ϕ (2.33)
deforms to ∑
ζ∈Pk
≥
(k)T ζλ,µ[ℓ] ◦
(k)T νζ,ϕ[ℓ] =
∑
ζ∈Pk
≥
(k)T νλ,ζ [ℓ] ◦
(k)T ζµ,ϕ[ℓ] . (2.34)
3. Schubert calculus, threshold level, and threshold polynomials
The Schubert calculus is based on the Pieri and Giambelli formulas. For discussions
of them emphasising the geometric context see [2][1]. More relevant to us is their use in
representation theory; consult [21], e.g.
The Pieri formula is
T νλ,Λ =
{
1 , if ν − λ ∈ P (Λ) ;
0 , otherwise ,
(3.1)
where Λ is a fundamental weight, i.e. Λ ∈ F . Here we are specialising to the algebras Ar,
although the formulas for other algebras are only slightly more complicated.
Adapted to include threshold polynomials, the Pieri formula simply becomes
T νλ,Λ[ℓ] =
{
ℓ (λ,θ) ◦ ℓ (ν,θ) , if ν − λ ∈ P (Λ) ;
0 , otherwise .
(3.2)
Fundamental monomials
M(Λµ) := M(Λ1)
⊗µ1 ⊗M(Λ2)
⊗µ2 ⊗ · · · ⊗M(Λr)
⊗µr =
r⊗
i=1
M(Λi)
⊗µi , (3.3)
with all Λi ∈ F , are easily decomposed using the Pieri formula (3.1). The decompositions
are triangular in the irreducible highest-weight modules M(σ), σ ∈ P≥:
M(Λλ) =
⊕
P≥∋σ≤λ
Ωλ,σM(σ) . (3.4)
Here σ ≤ λ means that λ−σ is a non-negative integer linear combination of positive roots,
i.e. λ− σ ∈ Z≥R>. So Ωλ,σ is a triangular matrix.
7
The polynomial deformation of this, encoding the threshold levels, is just
Lt
[
M(Λλ)
]
=
⊕
P≥∋σ≤λ
Ωλ,σ[ℓ]M(σ) . (3.5)
Some A2 examples (to be used shortly) will make this clear. We find:
St
[
M(Λ(2,2))
]
= M(2, 2)4⊕M(3, 0)3⊕ 4M(1, 1)2,2,2,3⊕M(0, 3)3⊕ 2M(0, 0)1,2 , (3.6)
or
Lt
[
M(Λ(2,2))
]
= ℓ4M(2, 2)⊕ ℓ3M(3, 0)⊕ (ℓ3 + 3ℓ2)M(1, 1)
⊕ ℓ3M(0, 3)⊕ (ℓ+ ℓ2)M(0, 0) ;
(3.7)
and
St
[
M(Λ(1,1))
]
= M(1, 1)2 ⊕M(0, 0)1 , St
[
M(Λ(0,0))
]
= M(0, 0)0 , (3.8)
or
Lt
[
M(Λ(1,1))
]
= ℓ2M(1, 1)⊕ ℓ1M(0, 0) , Lt
[
M(Λ(0,0))
]
= M(0, 0) . (3.9)
From (3.4), the highest-weight modules can be expressed as polynomials in the fun-
damental weights:
M(σ) =
⊕
P≥∋µ≤σ
(Ω−1)σ,µM(Λ
µ) . (3.10)
That is, M(σ) can be written as a direct sum of fundamental monomials M(Λµ). This is
the Giambelli formula, in the non-determinantal form that can be applied to all simple Lie
algebras, not just Ar. Notice that the inversion of Ω is greatly simplified by its triangularity,
and its inverse is also triangular. A simple A2 example of (3.10) is
M(1, 1) = M(Λ(1,1))⊖M(Λ(0,0)) . (3.11)
The characters of Xr form an algebra with structure constants equal to the tensor
product coefficients. The Giambelli formula (3.10) gives rise to a polynomial realisation
of this character algebra. One simply replaces M(Λµ) with
∏r
i=1 x
µi
i =: x
µ. The resulting
polynomial
Sσ(x) :=
∑
P≥∋µ≤σ
(Ω−1)σ,µ x
µ , (3.12)
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is known as a Schur polynomial, a type of Schubert polynomial [22]. For example, x1x2−1
is the Schur polynomial of the A2 module M(1, 1), by (3.11). With the addition and
subtraction of polynomials, the character algebra extends to a ring.
Is there a useful threshold-level version of the Giambelli formula? The inverse Ω−1[ℓ]
of the matrix Ω[ℓ] in (3.5) has entries that are negative powers of ℓ. These are difficult to
interpret in the context of threshold level. We conclude that the normal, ℓ-independent
matrix Ω−1 should be used. We can write useful formulas for the threshold polynomials
in terms of Ω−1, and its deformed inverse Ω[ℓ]:
T νλ,µ[ℓ] = ℓ
(λ,θ) ◦ ℓ(µ,θ) ◦
∑
α,β∈P≥
(Ω−1)λ,α (Ω
−1)µ,β (Ω)α+β,ν[ℓ] . (3.13)
We’ll illustrate this formula on the A2 example with M(λ) = M(µ) = M(1, 1), using the
subscript notation. First, the required matrix elements of Ω−1 are provided by
M(1, 1)⊗2 =
[
M(Λ(1,1))⊖M(Λ(0,0))
]⊗2
= M(Λ(2,2))⊖ 2M(Λ(1,1))⊕M(Λ(0,0)) .
(3.14)
Substituting the fundamental monomials (3.6) and (3.8), described by Ω[ℓ], we get
Lt
[
M(1, 1)⊗2
]
= ℓ2 ◦
{
ℓ4M(2, 2)⊕ ℓ3M(3, 0)⊕ (3ℓ2 + ℓ3)M(1, 1)⊕ ℓ3M(0, 3)
⊕ (ℓ+ ℓ2)M(0, 0)⊖ 2
[
ℓ2M(1, 1)⊕ ℓM(0, 0)
]
⊕M(0, 0)
}
= ℓ4M(2, 2)⊕ ℓ3M(3, 0)⊕ ℓ3M(0, 3)⊕ (ℓ2 + ℓ3)M(1, 1)⊕ ℓ2M(0, 0) ,
(3.15)
the correct result.
The deformed Pieri formula (3.2) makes straightforward the calculation of decompo-
sitions involving fundamental monomials, like M(Λβ). We write
Lt
[
M(λ) ⊗ M(Λβ)
]
=
⊕
ν∈P≥
T νλ,Λβ [ℓ]M(ν) . (3.16)
Then the threshold polynomials may also be calculated from the simpler polynomials
T ν
λ,Λβ [ℓ]:
T νλ,µ[ℓ] = ℓ
(µ,θ) ◦
∑
β∈P≥
(Ω−1)µ,β T
ν
λ,Λβ [ℓ] . (3.17)
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Using (3.11), an A2 example is
Lt
[
M(1, 1)⊗2
]
= ℓ2 ◦ Lt
[
M(1, 1)⊗
(
M(Λ(1,1))⊖M(Λ(0,0))
) ]
= ℓ4M(2, 2)⊕ ℓ3M(3, 0)⊕ (2ℓ2 + ℓ3)M(1, 1)⊕ ℓ3M(0, 3)⊕ ℓ2M(1, 1)
⊖ ℓ2M(1, 1) .
(3.18)
This is again the correct result (see (3.15)).
Finally, we can also multiply two Schur polynomials for M(λ) and M(µ) together,
using the coefficients T νΛα,Λβ , defined in the obvious way:
T νλ,µ[ℓ] = ℓ
(λ,θ) ◦ ℓ(µ,θ) ◦
∑
α,β∈P≥
(Ω−1)λ,α (Ω
−1)µ,β T
ν
Λα,Λβ [ℓ] . (3.19)
To conclude this section, we note that in our deformed Schubert calculus, there is no
analogue of the fusion potential that was so important in [1]. We argue that a deformed
potential that incorporates the threshold levels cannot be written. Gepner could write
a fusion potential because at fixed level k, the fusion rules are truncations of the tensor
product rules. The truncated parts can be set to zero by fusion constraints, that can be
derived from the potential. On the other hand, when the threshold level is incorporated
into a tensor product, as in (3.5) vs. (3.4), there is no truncation. Instead of constraints,
one could only hope to find replacements that would change the right-hand side of (3.4)
into that of (3.5), for example. But that is exactly what we do: (3.5) is obtained from (3.4)
by replacing Ω with Ω[ℓ]. A minimal set of such replacements would be those obtained by
replacing the right-hand side of the undeformed Pieri rule (3.1) with that of the deformed
one (3.2).
Incidentally, we have seen that the Pieri rule with threshold level (3.2) contains the
same information as the fusion potentials of Gepner, for all (non-negative integer) levels.
So does the generating function for the fusion potentials [1]. It might be interesting to
make this more precise.
4. Deformed tensor product coefficients and weight multiplicities
The threshold polynomials (2.17) and (2.21) are deformations of the tensor product
coefficients and affine (WZW) fusion coefficients, respectively. It is interesting to compare
them with the q-deformations of these objects studied previously.
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WZW fusion coefficients are alternating affine-Weyl (W k) sums of tensor product
coefficients [23][24][25][26]. In [14] (see also [15]), the corresponding q-fusion coefficients
(for affine Ar) are defined in similar fashion in terms of the q-tensor product coefficients
[10][11][12][13]. Since the ordinary (undeformed) tensor product coefficients are also al-
ternating Weyl sums of the weight multiplicities of Lie algebras, the fusion coefficients
can also be expressed in that way. In the q-deformed case, the tensor product and fusion
coefficients are related to Lusztig’s q-deformed weight multiplicities [16], in turn related to
the famous Kazhdan-Lusztig polynomials [27].
Let us start with an example, taken from [14]. They find, for the q-deformation of the
A3 tensor product M(1, 1, 0)
⊗3, the following decomposition:
(q3+q6)M(0, 0, 3)⊕ (2q4 + 3q5 + 2q6 + q7)M(0, 1, 1)⊕ (q2 + 2q3 + q4)M(0, 3, 1)
⊕ (q5 + 2q6 + q7)M(1, 0, 0)⊕ (q2 + 2q3 + 3q4 + 2q5)M(1, 1, 2)
⊕ (2q3 + 3q4 + 3q5 + q6)M(1, 2, 0)⊕ (q + q2)M(1, 4, 0)
⊕ (q3 + 3q4 + 3q5 + 2q6)M(2, 0, 1)⊕ (q + 2q2 + 2q3 + q4)M(2, 2, 1)
⊕ (q2 + 2q3 + q4)M(3, 0, 2)⊕ (q2 + 2q3 + 2q4 + q5)M(3, 1, 0)
⊕ M(3, 3, 0)⊕ (q + q2)M(4, 1, 1)⊕ (q3)M(5, 0, 0) .
(4.1)
This should be compared with the threshold-level version of the same tensor product:
Lt
[
M(1, 1, 0)⊗3
]
= (2ℓ3)M(0, 0, 3)⊕ (ℓ2 + 7ℓ3)M(0, 1, 1)⊕ (4ℓ4)M(0, 3, 1)
⊕ (2ℓ2 + 2ℓ3)M(1, 0, 0)⊕ (8ℓ4)M(1, 1, 2)
⊕ (4ℓ3 + 5ℓ5)M(1, 2, 0)⊕ (2ℓ5)M(1, 4, 0)
⊕ (5ℓ3 + 4ℓ4)M(2, 0, 1)⊕ (6ℓ5)M(2, 2, 1)
⊕ (4ℓ5)M(3, 0, 2)⊕ (4ℓ4 + 2ℓ5)M(3, 1, 0)
⊕ (ℓ6)M(3, 3, 0)⊕ (2ℓ6)M(4, 1, 1)⊕ (ℓ5)M(5, 0, 0) .
(4.2)
From this example, we see no clear relation between the q-deformations and the ℓ-
deformations, except that they coincide at q = ℓ = 1.
In order to define the q-tensor product coefficients, one introduces the q-deformed
Kostant partition function K(β; q):
∏
α∈R>
(1− qeα)−1 =:
∑
β∈Z≥R>
K(β; q)eβ . (4.3)
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From this we see that the powers of q count the number of positive roots in a decomposition
of an element of Z≥R>. The q-deformed weight multiplicities are
multλ(µ; q) :=
∑
w∈W
(detw)K(w.λ− µ; q) , (4.4)
and we get the q-deformed tensor product coefficients as
T νλ,µ(q) :=
∑
w∈W
(detw)multµ(w.ν − λ; q) . (4.5)
Notice we use different brackets to distinguish the different deformations: T νλ,µ(q) vs.
T νλ,µ[ℓ]. Finally, the q-fusion coefficients [14] can be found from
(k)T νλ,µ(q) :=
∑
w∈Wk
(detw)Tw.νλ,µ (q) . (4.6)
It would be interesting to define the threshold polynomial versions of the q-Kostant
partition function, and the q-multiplicities. The relation between the q-tensor product
coefficients and the threshold polynomials might then be extracted. We have not succeeded
in finding the “ℓ-Kostant partition function”. But the ℓ-multiplicities may be defined using
a conjectural refinement [9][17] of the Gepner-Witten depth rule [7]:
(k)T νλ,µ = dim
{
v ∈M(µ; ν − λ) | (fi)
νi+1v = 0, ∀i ∈ {0, 1, . . . , r}
}
. (4.7)
HereM(µ; ν−λ) is the subspace of weight ν−λ of the moduleM(µ), so that dimM(µ; σ) =
multµ(σ). The fi are the lowering operators corresponding to the simple roots of the
simple Lie algebra Xr ⊂ Xr,k, for i = 1, . . . , r. f0 is identified with eθ, the raising operator
corresponding to the highest root θ of Xr. Recall that the depth of a vector v (in a
module M(µ), say) is defined as the non-negative integer d such that (eθ)
d v 6= 0, while
(eθ)
d+1 v = 0. The relation between (4.7) and the Gepner-Witten depth rule is then clear.
By (4.7), we see that the subspaces
M(µ; σ|d) := { v ∈M(µ; σ) | (eθ)
1+d v = 0, (eθ)
d v 6= 0 } (4.8)
of the spacesM(µ; σ) are relevant. Because of their relation to the depth, the multiplicities
that are the dimensions of these spaces,
multµ(σ|d) := dimM(µ; σ|d) , (4.9)
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were dubbed “profundities” in [18]. They have the same relation to the threshold coeffi-
cients (see (2.12)) that the the usual multiplicities have to the tensor product coefficients:
T
ν(t)
λ,µ =
∑
w∈W
(detw)multµ (w.ν − λ | t− (ν, θ)) , (4.10)
where t ≥ (ν, θ). Substituting this into (2.17) gives
T νλ,µ[ℓ] := ℓ
(ν,θ)
∑
w∈W
(detw)multµ(w.ν − λ; ℓ) , (4.11)
with ℓ-deformed multiplicities
multµ(σ; ℓ) :=
∑
d∈Z≥
ℓ dmultµ(σ|d) . (4.12)
So the only complication is the overall factor ℓ (ν,θ), and the ℓ-deformed multiplicities are
generating functions for the profundities.
Incidentally, in deriving this last result, we used the relation
d = t − (ν, θ) (4.13)
between the depth d and the threshold level t of a fixed “coupling”. Notice that this
is identical to (2.15). Hence the threshold delay of a coupling equals the depth of the
corresponding vector in (4.7).
5. Fusion paths and the threshold level
Paths on fusion graphs are important in certain integrable lattice models that are
related to conformal field theory (see [19][20], and references therein). These graphs may
also have a more fundamental significance, indicated by the correspondence between A1
modular invariants and the A−D −E graphs [28].
If we restrict to the case Xr,k = Ar,k, then the points of the relevant graphs correspond
to the weights of P k≥. There is a distinct directed graph
(k)Gi for each fundamental weight
Λi ∈ F . The edges of the graph
(k)Gi are encoded in its incidence matrix
(k)Gi, which is
not necessarily symmetric. ((k)Gi)λ,µ is the number of edges joining node λ with node µ.
The fusion graph is defined by ((k)Gi)λ,µ =
(k)T νΛi,λ, or
(k)Gi =
(k)TΛi , hence the name.
One can also define a graph (k)G with incidence matrix (k)G :=
∑r
i=1
(k)Gi.
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A fusion path is a path on a fusion graph. Such paths parametrise the Hilbert space
of certain integrable two-dimensional lattice models. The basic construction is a repre-
sentation of a (quotient of a) Hecke algebra on this space. It guarantees that the models’
Boltzmann weights satisfy the Yang-Baxter equation, ensuring integrability.
Due to (2.9),(2.10), and since P k≥ ⊂ P
k+1
≥ ⊂ · · · ⊂ P≥, we can think of the graphs
(k)Gi
and (k)G in the infinite-level limit as tensor product graphs. (Here we restrict consideration
to paths involving weights that do not increase with the level.) Such paths on P≥ will also
be paths on all (k)G, for all levels k greater than a certain threshold level t. This threshold
level, is just the maximum height ht(λ) := (λ, θ) of the weights λ ∈ P≥ on the path.
Key to the modified Schubert calculus described above were the fundamental mono-
mials, and their decompositions (3.4). But the fundamental monomials M(Λµ) generate
paths in P≥: to every module M(σ) in the decomposition (3.4) there corresponds a path
on P≥ that begins at the weight 0 and ends at λ. To each factor M(Λ), Λ ∈ F , in the
monomial corresponds a segment of the path that connects nodes of the graph that differ
by some ϕ ∈ P (Λ).
The threshold level is included by modifying (3.4) to (3.5), using the ℓ-Pieri rule. From
(3.2), we see that the threshold level is the maximum height of a path on the (infinite)
tensor product graph of Ar. This is the main point of this section.
We should emphasise, however, that the correspondence between the fundamental
monomials and tensor product paths is not one-to-one. The polynomial realisation (3.12)
of the fusion ring is possible because M(Λ)⊗M(Λ′) = M(Λ′) ⊗M(Λ), for all Λ,Λ′ ∈ F .
But the order of tensor product factors M(Λ) changes the path. This can be made clear
by writing a generating matrix for fundamental monomials:
Φ :=
∑
µ∈P≥
eµ Tµ1Λ1 · · ·T
µr
Λr
=
r∏
i=1
[
1− eΛi TΛi
]−1
. (5.1)
Here eµ denotes a formal exponential, satisfying eµeν = eµ+ν . Φλ,µ will equal the sum over
all fundamental monomials that when tensored with M(λ), include M(µ) in the decom-
position, multiplied by the formal exponential of the monomial weight of each. Putting
eµ → 1 then gives the number of such monomials. On the other hand, to generate all
paths connecting nodes λ and µ, we need Θλ,µ instead, where
Θ :=
[
1−
r∑
i=1
eΛiTΛi
]−1
. (5.2)
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The deformations of these two generating matrices are simple to write. One only
needs to replace the tensor product matrices TΛi with their ℓ-deformations, and insist that
they are multiplied in the manner of (2.32). So we get
Φ[ℓ] =
r∏
i=1
{
1− eΛi TΛi [ℓ]
}(◦−1)
, (5.3)
where the notation (we hope) is clear, and a similar formula analogous to (5.2).
6. Conclusion
Our main result is a Schubert-type calculus for affine fusion that incorporates the
threshold level. At fixed level, fusion constraints are natural because a fusion rule is a
truncation of a tensor product decomposition. Thus fusion potentials that generate con-
straints are possible, if not necessary. On the other hand, in the threshold level formalism
one doesn’t truncate a tensor product, but rather replaces it with a deformed version.
So, instead of using a fusion potential to generate constraints, one just deforms the ten-
sor products and then all (non-negative integer) levels are treated on equal footing. The
deformations are generated by the deformed version of the Pieri rule, (3.2).
In summary then, to include the threshold levels in a calculus of Schubert type, use
the undeformed Giambelli formula (3.10), and the deformed Pieri formula (3.2). Then the
threshold polynomials can be calculated by (3.13),(3.17), or (3.19).
Another result is the comparison in section 4 of the threshold polynomials with the
q-deformed tensor product and fusion coefficients. In particular, we found the analogue of
the q-deformed weight multiplicities in our ℓ-deformation.
We also discussed the interpretation of the threshold level for the decomposition of
fundamental monomials, as in (3.5). In the corresponding path on a tensor product graph,
the threshold level is just the maximum height of weights on that path.
To close, let us mention a few possible directions from this work.
One could hope to make the connection between the q-deformations and ℓ-deformations
more precise, extending our section 4. We also expect that one could define a q-Schubert
calculus for the q-tensor product coefficients (4.5), in a straightforward way. In contrast
with the ℓ-deformed case, both Ω(q) and Ω−1(q) should be important. It might be of inter-
est to introduce q-analogues of the fusion constraints and potentials of Gepner’s calculus,
for the q-fusion-coefficients.
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The ℓ-deformed Schubert calculus is relevant to the search for a Littlewood-Richardson
rule for affine fusion [29]. In the present context, the usual Littlewood-Richardson rule for
tensor products is related to (3.17), at ℓ = 1. This formula involves the tensor product
of two modules M(λ), M(µ), where one is expressed in terms of fundamental monomials
by (3.10): M(µ) =
∑
β(Ω)
−1
µ,βM(Λ
β). The rule gives a way of avoiding the cancellations
inherent in (3.17) (see (3.15), e.g.). It identifies a choice of a part of the decompositions
of the M(Λβ) in (3.17) that leads directly to the result. Unfortunately, the deformed Pieri
rule applied to that choice gives incorrect threshold levels (one finds 2M(1, 1)2,2 instead
of the 2M(1, 1)2,3 of (3.15), e.g.). Calculations of the type (3.17), however, show us all
the parts. And so we can hope that more in-depth analysis will reveal the appropriate
modification.
Finally, if it exists, a motivation other than computational for the threshold level
should be found. It might be revealed by finding the meaning of the threshold level in the
many different physical and mathematical realisations of affine fusion.
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