Abstract. This paper presents necessary and sufficient conditions for the existence of common cyclical features in Vector Autoregressive (VAR) process integrated of order 0, 1, 2, where the common cyclical features correspond to codependence (CD), serial correlation common features (CS), or commonality in the final equations (CE). The results are based on polynomial rank factorizations of the reversed AR polynomial around the poles of its inverse. All processes with CS structures are found to present also CE structures and vice versa. The presence of CD structures, instead, implies the presence of both CS and CE structures, but not vice versa. Characterizations of the CS, CE, CD linear combinations are given in terms of linear subspaces defined in the polynomial rank factorizations.
Introduction
Several macroeconomic theories predict the presence of common dynamic components in economic time series. For example, the life-cycle hypothesis and permanent income hypothesis relate current consumption to (the present value of) life-income or real wealth, hence implying common trends and cycles between these variables, see Hall (1978) and Campbell and Mankiw (1990) . Similarly co-movements among national consumption aggregates are predicted by international risk-sharing, see Cavaliere, Fanelli, and Gardini (2008) and reference therein. Other economic theories with similar implications include: international equalization of interest rates, see Kugler and Neusser (1993) , present value models, see Campbell and Shiller (1987) , and balanced growth models, see King, Plosser, Stock, and Watson (1991) .
In several of these models, commonality in dynamic behavior is implied by the first order conditions of optimizing agents. Let X t denote a vector of observable time series, and let X t−1 t−k := (X t−k , . . . , X t−1 ); optimization usually implies that some function y t := g(X t , X t−1 t−k ) has zero expectation conditional on information available at time t − 1, which includes X t−1 t−k ; this implies that y t is unpredictable and hence it does not contain any cyclical component. A leading special case is when g is a linear function, which corresponds to the notion of common features introduced by Vahid and Engle (1993) and Engle and Kozicki (1993) .
Special cases of common features are common trends and common cycles. Common trends are associated with the notion of cointegration (CI) introduced in Engle and Granger (1987) . The relation between CI and the existence of common trends is the subject of Granger's representation theorem, which was proved by Johansen for VAR processes integrated of order 1 and 2, I(1) and I(2). Cointegration has generated a vast literature, see Johansen (2009) for a recent summary.
Common cycles have also received considerable attention, usually within systems which also display common trends, see e.g. Kugler and Neusser (1993) , Lippi and Reichlin (1994) , Vahid and Issler (2002) , Urbain (2002, 2006) , Paruolo (2003 Paruolo ( , 2006 , Schleicher (2007) and Cubadda, Hecq, and Palm (2009) .
Several notions of common cycles have been proposed in the literature. Engle and Kozicki (1993) and Cubadda and Hecq (2001) proposed the notion of (polynomial-) serial correlation common features, here indicated as CS(d); these correspond to common factors in the AR representation, and d indicates the degree of the AR polynomial of the CS linear combination. Alternatively, Gourieroux and Peaucelle (1988) and Vahid and Engle (1997) formalized the notion of co-dependence, which requires commonality in the MA representation, i.e. collinearity in the impulse responses; we indicate it with CD(d), where d is the degree of the MA polynomial of the CD linear combination. Yet another form of common dynamics requires common factors in the set of final equations (FE), see eq. (2.7) in Zellner and Palm (1974) and Cubadda, Hecq, and Palm (2009) ; we refer to this notion as CE(d), where d refers to the degree of the MA polynomial in the FE of the CE linear combination.
Several aspects of the relationships among these notions for VAR processes have been investigated in the literature. Engle and Kozicki (1993) and Vahid and Engle (1993) considered implications of CI on the existence of CS(0). They noted that I(1) VARs with CI are compatible with CS(0) in the growth rate of the process, and a necessary condition for this is that the CS(0) linear combinations must belong to the orthogonal complement of the space spanned by the adjustment coefficients in the error correction term. Cubadda and Hecq (2001) and Hecq, Palm, and Urbain (2006) defined and discussed the case of CS(d) in CI I(1) VARs, where the CS linear combinations always load the contemporaneous growth rate of the process. Paruolo (2003 Paruolo ( , 2006 gave extensions to cases of I(1) and I(2) systems with CS(d) linear combinations that possibly involve both or either the growth rates and deviations from equilibria.
Some implications of CD(d) on VAR processes were discussed in Kugler and Neusser (1993) , who noted that CD(d) implies the orthogonality between the CD linear combinations and some (implicitly defined) function of the AR coefficients that one encounters in the recursive calculation of the MA coefficients. Finally Cubadda, Hecq, and Palm (2009) considered the implications of CS and CI on the FE representation of VAR processes, en route to obtain the orders of the univariate ARMA(p, q) representations of single component time series. In particular they derived the implications of CS(d) on p, q for d ≥ 0, both for stationary and CI VAR processes with I(1) variables.
This paper provides a comprehensive and unified discussion of the relationships among CS, CD, CE. We present necessary and sufficient conditions for CS, CD, CE and their possible joint occurrence for the case of I(0), I(1) and I(2) VARs. These results extend and complement the results available in the literature cited above, as discussed in details below.
We present two types of propositions, one which concerns the existence and the other one that concerns the characterization of the common features linear subspaces, both of which are based on algebraic relations between a matrix polynomial and its determinant and adjoint. The existence results consist of necessary and sufficient conditions for CS, CD, CE in terms of the order of the pole at 0 of the inverse of the reversed AR matrix polynomial. Some implications of the existence results are the following. Cubadda, Hecq, and Palm (2009) showed that CS implies CE; the existence results also give the reverse implication, i.e. that CE implies CS. In addition existence results show that CD implies CS and CE, but that the converse does not hold.
The characterization results consist of necessary and sufficient conditions that a CS, CD, CE linear combinations need to satisfy, such as belonging to certain linear subspaces, associated with the expansion of the inverse of the AR polynomial around its poles; see Franchi and Paruolo (2009) . The conditions are always translated also in terms of the subspaces directly related to the VAR polynomial. These conditions consist typically in some orthogonality conditions (which can be formulated as reduced rank conditions), plus a full rank condition.
Reduced rank restrictions on VAR coefficient matrices have been proposed in the time series literature as a way to obtain parameter parsimony; special cases are the index models (IM) of Reinsel (1983) and the nested reduced rank specification (NRR) of Ahn and Reinsel (1988) . The rank conditions derived here are more complicated than the ones in IM and NRR; they are motivated not by parameter parsimony but as the restrictions corresponding one-to-one to commonality in cyclical features of the system. However, in characterizing CS structure below, we show a connection between IM and NRR and CS, observing that both IM and NRR imply CS, but they are not implied by it.
The versions of the characterization conditions based on the VAR coefficient matrices will hopefully allow to devise explicit formulations of restricted VARs with CS, CD, CE features. This will then permit to conduct inference on the presence of CS, CD, CE features in VARs by likelihoodbased methods. Inference aspects, however, fall outside the scope of the present paper, which focuses on the characterization of CS, CD, CE constraints. For reasons of simplicity, also the extensions of the present results to the case of VARMA processes will not be pursued here.
VAR processes with rank restrictions are a special case of observable factor models. As an example, the VAR(1) process X t = AB X t−1 + t with A and B full column rank matrices of dimension p × r, r < p can be interpreted as a factor model X t = AF t + t where the r factors F t := B X t−1 are observable linear combinations of the past of the process. One can hence hope that the results of the paper could find application also in the analysis of the larger class of dynamic factor models.
The rest of the paper is organized as follows: Section 2 introduces notation and defines of structures of interest, Section 3 and Section 4 collect the existence and the characterization results for stationary VARs. Section 5 extends results to I(1) and I(2) systems, while Section 6 presents a numerical example. Section 7 reports conclusions. Appendices contain proofs.
In the following we employ the following notational conventions: R and C indicate real and complex numbers, |z| indicates the modulus of z, a := b and b =: a indicate that a is defined by b. For any full column rank matrix γ ∈ C p×r , γ * indicates the p × r matrix of complex conjugates and γ the conjugate transpose of γ; in case γ is real, γ reduces to the transpose. We indicate by col(γ) the linear span of the columns of γ with coefficients in the field C or R if γ is complex or real, respectively. γ ⊥ indicates a basis of col ⊥ (γ), the orthogonal complement of col(γ),γ := γ(γ γ) −1 so that P γ :=γγ = γγ denotes the orthogonal projector matrix onto col(γ) and M γ := I − P γ the orthogonal projector matrix onto col ⊥ (γ). For a matrix A we often employ a rank factorization of the type A = −αβ where α and β are bases of col(A) and col(A ), and the negative sign is chosen for convenience in the calculations.
Any sum b n=a · where b < a is defined equal to 0. For any matrix polynomial γ(z) := d γ n=0 γ n z n , z ∈ C, γ n ∈ C p×r where 0 < r ≤ p, we indicate its degree by d γ , i.e. d γ := deg γ(z) and 0 < d γ < ∞; when γ n ∈ R p×r we say that γ(z) has real coefficients. The representation of γ(z)
is the indicator function equal to 1 if j = k and 0 otherwise.
Setup and definitions
In this section we introduce notation and state the autoregressive (AR), moving average (MA) and final equations (FE) representation of a VAR system. We consider the vector autoregressive process (VAR) of finite order
where Π n ∈ R p×p , Π 0 = I and t is a p-dimensional martingale difference sequence (with respect to the natural filtration generated by X t ) with positive definite conditional covariance matrix Ω. A leading example of this is when t are Gaussian i.i.d. random vectors. Deterministic components D t are omitted from (1) for ease of exposition; they could be included by replacing X t with X t − D t or by replacing t with t + D t .
Indicate the AR polynomial in (1) by Π(z) : Some of the factors in k(z) could be common to K(z); we state the cancellation of their common factors as the following lemma, for ease of later reference. The same lemma gives also the order of the pole of inv Π(z) at z = z u , labeled m u .
Lemma 2.1 (Co-prime polynomials G(z), g(z) and orders m u ). One has
where G(z) has real coefficients,
has real coefficients, and inv Π(z) has a pole of order m u at z = z u .
We remark here that G(z) and g(z) also have real coefficients, because if a complex root is common, so is its complex conjugate. Using this notation, we introduce the final equations (FE) Zellner and Palm (1974) , Cubadda, Hecq, and Palm (2009) ; eliminating the common factors as in Lemma 2.1 one obtains
which we refer to as the FE form of the VAR. The power series representation of inv Π(z) has real coefficients, see (2), and it is written as
It is well known (see e.g. Brockwell and Davis, 1987, page 408 ) that if Π(z) has stable roots, i.e. ρ > 1, then C(z) is holomorphic on a disk larger than the unit disk, and the moving average (MA) form
corresponds to a linear process with second moments. In order to define the common structures of interest we introduce matrix polynomials γ( γ n z n , z ∈ C, γ n ∈ R p×r , be a full column rank matrix polynomial; then
and we say that X t displays common serial correlation features in the AR representation (1) of order d γ ;
and we say that X t displays commonality in the FE representation (4) of order d γ ;
and we say that X t displays co-dependence in the MA representation (5) of order d γ .
We observe that this definition encompasses several special cases: serial correlation common features as introduced in Engle and Kozicki (1993) correspond to the case CS(0) = CD(0). CD(d γ ) was introduced in Gourieroux and Peaucelle (1988) , who considered finite-order moving averages d C < ∞. CD(1) structures were studied in Vahid and Engle (1997) , see also the scalar component models in Tiao and Tsay (1989) . Special cases of CS are given by the following notions: polynomial serial correlation common features, defined in Cubadda and Hecq (2001) and discussed in Cubadda, Hecq, and Palm (2009) ; weak and strong form reduced rank structures, see Hecq, Palm, and Urbain (2006) ; unpredictable combinations, defined in Paruolo (2006) . Finally CE structures are considered in Cubadda, Hecq, and Palm (2009) .
A central role in what follows is played by reversed polynomials, which we now introduce. For any polynomial A(z) we define the † and ‡ operators as
n is the reversed polynomial, i.e. the polynomial with the same coefficients of A(z) in reversed order. In the following, the representation of
z n is often used to describe the stability of the VAR system (see e.g. Fuller, 1996, page 77) . We note here the connection of the † operator (and a fortiori also of the ‡ operator) with the transformation z → 1/z which maps each point into its reciprocal, so that ∞ is mapped into 0 and 0 into ∞, see Greene and Krantz (1997) , Section 4.7. In particular this implies that the roots of det Π ‡ (z) are w u , the reciprocals of the roots z u of the characteristic polynomial k(z) := det Π(z), plus a root at w 0 := 0 which is present when Π d Π is singular, as shown in Theorem 3.1 in the next section.
Existence results
In this section we present existence results in Theorem 3.2, which link the degrees of the polynomials Π(z), g(z) and G(z) with existence of CS, CE and CD. The necessary and sufficient conditions for existence in Theorem 3.2 involve the index
which is shown in the following Theorem 3.1 to equal to order of the pole at z = 0 of the reversed AR polynomial Π ‡ (z).
Theorem 3.1. Let the ‡ operator be as in (6), w 0 := 0 and
where G ‡ (0), g ‡ (0) = 0 and hence m 0 in (7) is the order of the pole of inv Π ‡ (z) at z = 0.
The mapping z → 1/z associated with the ‡ operator reveals all the points of rank-deficiency of Π(z), finite or at ∞; these correspond to poles of order m u in inv Π ‡ (z) at z = w u , for u = 0, . . . , q. Moreover, because Π(0) = I, the poles of inv Π ‡ (z) have all finite modulus. We are now in the position to formulate the existence results for CS, CE and CD structures in terms of the order m 0 in (7) and (8). 
Theorem 3.2 states that a CS (or a CE) structure of some degree exists whenever m 0 > 0, i.e. when the last coefficient matrix of Π(z) is singular. Moreover, CS and CE structures always coexist; this gives a converse to Cubadda, Hecq, and Palm (2009, Proposition 8) , who show that CS implies CE. In addition, Theorem 3.2ii) shows that a CD structure of some degree exists only if m 0 ≥ d Π ; because d Π > 0, this implies that if a CD structure exists, then also CS (and CE) structures exist. The converse does not hold. Further one has that
, and it reveals the highest reduction that can be achieved by a CS relation. When this difference is negative the inequality d Π − m 0 ≤ d γ is trivially satisfied because d γ ≥ 0 and it does not provide any relevant information regarding the AR part. However,
and it reveals the highest order of a CD relation. A similar interpretation applies to CE structures in i.4). Hence the difference between the degrees of the adjoint and of the determinant of Π(z) plays and important role in distinguishing cases with only CS and CE structures from the cases where also CD are present.
Characterization of CS, CD and CE linear combinations
In this section we characterize CS, CD and CE linear combinations; the main results are contained in The relevant subspaces are found through the 'polynomial rank factorization' of a matrix polynomial at a given point; it consists in a sequence of m u rank factorizations on the matrices in eq. (10) below. This definition also includes the matrices Π (u) s,j,k which turn out to be useful in the analysis of CE, CD structures. 
n (z − w u ) n and define α u,0 and β u,0 of dimension p × r u,0 , where 0 < r u,0 < p, from the matrix rank factorization
n=0 r u,n and define α u,j and β u,j of dimension p × r u,j , where 0 ≤ r u,j < r max u,j for j = m u and 0 < r u,m u = r max u,m u , from the matrix rank factorization
The polynomial rank factorization in Definition 4.1 gives a characterization of the set of reduced rank restrictions that are satisfied by the coefficients of a matrix polynomial whose inverse function has a pole of given order at a specific point. That is, if Π ‡ (z) and its derivatives at z = w u satisfy those conditions, then inv Π ‡ (z) has a pole of order m u at the same point; the converse is also true, i.e. if inv Π ‡ (z) has a pole of order m u at z = w u then Π ‡ (z) and its derivatives at z = w u satisfy the rank restrictions of the polynomial rank factorization at that point. Hence the polynomial rank factorization is a one to one and onto map from the structure of the matrix polynomial to the nature of the singularity of its inverse function. This result is based on the recursive algorithm developed in Franchi (2009) and further analyzed in Franchi and Paruolo (2009) . The following additional remarks are in order: Remark 1. Eq. (9), (10) define α u,j , β u,j up to a conformable change of bases of the row and column spaces; this indeterminacy does not affect the results, in the sense that the latter do not depend on the particular choice of the pair 
are orthogonal projectors which successively eliminate subspaces until the terminal condition of full rank is met. In fact for , n ≥ j,ᾱ u, M a u,j =ᾱ u, −ᾱ u, P a u,j =ᾱ u, and M b u,jβ u,n =β u,n so that
Remark 4. For w u = 1, and m u = 1, m u = 2 these conditions were derived by Johansen (1992) and are called the I(1) and I(2) conditions. Remark 5. There is a duality between the polynomial rank factorizations of Π ‡ (z) and G ‡ (z). That is, let α u,j , β u,j and ξ u,j , η u,j be respectively defined by the polynomial rank factorizations of
where h u := g ‡,u (w u ) = 0 is a scalar and g ‡ (z) =: (z − w u ) mu g ‡,u (z), see Franchi and Paruolo (2009) for the proof. This can be seen as a generalization of Proposition 8 in Cubadda, Hecq, and Palm (2009) about the presence of a factor structure in the adjoint under CS.
We are now in the position to give a characterization of the common structures of interest, starting from CS structures. 
where ϕ 0 a 0, ⊥ Π dγ has full row rank and
Theorem 4.2 gives three equivalent characterizations of the CS structure, whose definition is reproduced in i). In ii) one sees that once γ 0 is selected, then γ(z) can be determined from the equality γ (z) = γ 0 Π(z), i.e. as γ n = γ 0 Π n , n = 1, . . . , d γ , and γ 0 Π dγ has full row rank. In iii) one sees that γ 0 is a basis of the orthogonal complement of col(Π d γ +1 : · · · : Π d Π ) and satisfies a terminal full rank condition. The former orthogonality conditions can be expressed also
, which is implied by the nested reduced rank specification of Ahn and Reinsel (1988) and by the index models of Reinsel (1983) . We observe here that iii) does not imply col(Π j ) ⊃ col(Π j+1 ), which corresponds to nested reduced rank specifications, or Π(z) = I + α(z)β (z) in an obvious notation, which characterizes index models. Theorem 4.2 iv) gives a characterization of γ 0 in terms of the coefficients of the polynomial rank factorization of Π ‡ (z) at 0; first it shows that γ 0 belongs to the space spanned by the columns of a 0, ⊥ := (α 0, : · · · : α 0,m 0 ) where :
, the smaller is the linear space in which γ 0 can be chosen.
This condition that γ 0 belongs to the given linear space is, however, only necessary and not sufficient in order to obtain CS; the additional condition a 0,
and completes the characterization of γ 0 . The case of CE structures is considered in the next theorem. 
where one of the following equivalent sets of conditions holds: iv.1) ϕ 0 b 0, G dγ has full row rank and 
The conditions Theorem 4.3 iv.1) are stated in terms of the coefficients of the reduced adjoint G(z), while in Theorem 4.3 iv.2) the characterization is given in terms of the polynomial rank factorization of Π ‡ (z) at w 0 = 0. The latter characterization involves blocks of the Π (u) s,j,k matrices introduced in Definition 4.1. Also these conditions involve some reduced rank conditions and a full rank condition.
Finally we turn to CD structures. 
where one of the following equivalent sets of conditions holds: iv.1) ϕ 0 b 0, G d g +d γ has full row rank and
and for u = 0, ϕ u β u,0 G u,d G −mu has full row rank and 
, has full row rank and
Theorem 4.4 has the same structure as Theorems 4.2 and 4.3. Three equivalent formulations of the CD structures as defined in Theorem 4.4 i). The equality in Theorem 4.4 ii) has, however, an important difference from its counterpart of ii) in Theorems 4.2 and 4.3. In fact, see Lemma 2.1, inv Π(z) has poles at the characteristic roots while γ (z) = γ 0 inv Π(z) is a matrix polynomial and hence it has no poles; this can be the case if and only if γ 0 cancels the principal part of inv Π(z) so that γ (z) = γ 0 R(z), see (37) in the Appendix. Because R(z) is a matrix polynomial of degree (7), this gives an alternative explanation of why CD structures
Next we turn to Theorem 4.4 iii) and recall that the principal part of inv Π(z) in (37) in the Appendix is As in the preceding theorems, in Theorem 4.4 iv.2) we translate the conditions on left null spaces of the G coefficients into their counterpart in terms of the coefficients introduced in Definition 4.1 and, as in Theorem 4.4 iv.1), the conditions are given by a reduced rank and a full rank condition.
I(1) and I(2) systems
In this section we show how the results given for stationary VARs can be directly extended to VAR systems with I(1) and I(2) variables. The main idea is that Johansen's representation theorems for I(1) and I(2) VAR systems (see Johansen, 1996 , Chapter 4) imply that one can transform the original system variables into a stationary VAR process of the same dimension. The results of the previous sections then apply to the transformed system.
Consider first an I(1) VAR(d
1,1 M b 1 = −α 1 β 1 with α 0 , β 0 and α 1 , β 1 of full column ranks equal to r and p − r respectively. The stationary transformation of system Y t in (15) for I(1) systems can be found in Johansen (1996) pages 50-53, and it has been used in Paruolo (2003) in the context of CS(d). We re-state it for ease of reference in the following lemma. 1 , with α 0 , β 0 and α 1 , β 1 of full column ranks equal to r and p − r respectively, and define (15) above, as proved in Theorem 3 in Paruolo (2006) , to which we refer for a proof. We reproduce here a part of its statement in the present notation.
A similar result applies to the I(2) VAR(d
A ) process A(L)Y t = u t in
Lemma 5.2 (I(2) VAR). Let A(L)Y t = u t be a VAR(d
, with α 0 , β 0 , and α 1 , β 1 and α 2 , β 2 of full column ranks equal to r 0 and r 1 and p − r 0 − r 1 respectively, and define
1,1β 2 where X t is still of dimension p × 1; then X t follows a VAR process Lemmas 5.1 and 5.2 show that the results in Sections 3 and 4 apply to the systems X t derived from the original variables Y t . The transformations from Y t to X t depend only on CI coefficients, and they do not alter the stationary roots of the system, which are the ones associated with cycles.
We observe that this allows to have CS, CD, CE structures both in the ∆Y t and in β 0 Y t in I(1) systems. This enlarges a common tenet that all CS must involve ∆Y t ; here they may involve only β 0 Y t . Similarly CS, CD, CE structures are here defined for I(2) systems in ∆ 2 Y t , β 1 ∆Y t and β 0 ∆Y t + δβ 2 ∆Y t . This type of enlargement was suggested by Paruolo (2003 Paruolo ( , 2006 for CS systems in I(1) and I(2) systems, and it is applied here also to CD and CE structures.
We note that Π d Π in Lemmas 5.1 and 5.2 are singular, and hence Theorem 3.2 i.1) implies that all I(1) and I(2) VAR processes at least present CS and CE; obviously, all remaining characterizations can be further applied, possibly leading also to CD structures. , so that only the knowledge of Π(z) is needed. Note that the two processes are indistinguishable from the perspective of the column spaces of the VAR coefficients, i.e. the intersection of their left null spaces does not fully determine the types of commonality in the process. Next we illustrate the duality result in (14); first we compute
A numerical example
, and (7) one immediately gets
and similar results holds for = ψ and for the other roots, see the comment on the presence of a factor structure in the adjoint in Cubadda, Hecq, and Palm (2009) , Section 2.4.
Conclusion
The present paper characterizes the restrictions on the VAR coefficients that correspond 1-to-1 to the presence of common dynamic features of the CS, CD and CD type. These characterizations are associated with the polynomial rank factorizationof the reversed AR polynomial around its characteristic roots. The given characterizations equally apply to stationary VAR and VARs with I(1) and I(2) variables. These conditions extend and complement the ones that are already available in the literature.
The approach adopted is an algebraic one, based on properties of a matrix polynomial and its adjoint and determinant. The duality results employed here may have a separate interest for other contexts where the inversion of matrix polynomials have application. 
det Π(z) and G(z u ), g u (z u ) = 0 one has the last statement. This completes the proof.
Proof of Theorem 3.1. Consider a characteristic root z u ; because Π ‡ (1/z) = z −d Π Π(z) and Π(z u ) is singular, then z = w u := 1/z u is a point of rank-deficiency for Π ‡ (z), i.e. w u is a root of det Π ‡ (z). Because the same holds for any characteristic root, one then finds the factor
singular then 0 is the point of rank-deficiency for Π ‡ (z) which corresponds to the point of rank-deficiency at ∞ for Π(z). This shows that
where a 0 > 0 and adj 
and because inv Π(z) =
, one also has
Equating (16) and (17) 
; comparing degrees of the l.h.s. and the r.h.s. one has
comparing degrees of the l.h.s. and the r.h.s. one has 
This completes the proof.
In Lemma A.1 below we present a result that will be used in the proof of Theorem 4.2.
Lemma A.1 (Π-Cancellations). Let the ‡ operator be as in (6), w 0 := 0 and
j,k be as in Definition 4.1; then for 0 ≤ n ≤ m u − 1, the following statements are equivalent:
n+1,1 has full row rank; iii.2) ϕ u a u,n+1⊥ (Π 
We proceed by induction, assuming that v u Π 
by the induction assumption; hence
,1 = 0 and this completes the proof by induction. Because 
This completes the proof of sufficiency. Next assume
n+1,1 of full row rank. This completes the proof.
iii.1) ⇔ iii.2). We proceed by induction, assuming that
j b u,j = 0 for j = 0, . . . , − 1 and proving it for j = , where 1 ≤ ≤ n. Consider (11) for j = , k = 1 and note that (20)
by the induction assumption; hence v u Π and γ(z) has full column rank. We map z into z −1 and write the last equation 
Proof of Theorem 4.2. One has X t ∈ CS(d γ ) if and only if
n (z − w u ) n and let a u,j , b u,j be as in Definition 4.1; then for 0 ≤ n ≤ m u − 1, the following statements are equivalent:
has full row rank.
Proof. Replace Π with G in the proof of Lemma A.1 and use the duality result in (14). This completes the proof.
Proof. See Franchi and Paruolo (2009) .
Proof. First we show that (23) holds for t = 1; let n ≤ m u − 1, n − j = 1 in (21) to get
substitute for G β u,j ϕ u,j . Next we proceed by induction, assuming that (23) holds for t = 1, . . . , − 1 and proving it for t = , where 1 ≤ ≤ n. For s − j = 1, (22) gives
follows from (25), (26) is then rewritten as
where (×) depends on j, t. This implies
From the counterpart of (20) for G (u) ·,· and the duality result in (14) one has v u G (u)
t+1 ; moreover, the induction assumption implies
i.e. (23) for t = . This completes the proof.
s,j,k be as in Definition 4.1 and assume
Proof. Assume that for = 1, . . . , κ, one has
then for = κ, one has
Next we show that (29) holds. Let t + s − 1 ≤ m u − 1, s − j = κ + 1 in (22), pre-multiply by ϕ u,j and sum over j to get where v a j (z j )D j (z j ) = 0 and a u (z j )D u (z j ) = 0 for u = j. Hence we reach a contradiction and conclude that there cannot be such j. This completes the proof of (34) 
