Abstract-A common approach for defining a reward function for Multi-objective Reinforcement Learning (MORL) problems is the weighted sum of the multiple objectives. The weights are then treated as design parameters dependent on the expertise (and preference) of the person performing the learning, with the typical result that a new solution is required for any change in these settings. This paper investigates the relationship between the reward function and the optimal value function for MORL; specifically addressing the question of how to approximate the optimal value function well beyond the set of weights for which the optimization problem was actually solved, thereby avoiding the need to recompute for any particular choice. We prove that the value function transforms smoothly given a transformation of weights of the reward function (and thus a smooth interpolation in the policy space). A Gaussian process is used to obtain a smooth interpolation over the reward function weights of the optimal value function for three well-known examples: Gridworld, Objectworld and Pendulum. The results show that the interpolation can provide very robust values for sample states and action space in discrete and continuous domain problems. Significant advantages arise from utilizing this interpolation technique in the domain of autonomous vehicles: easy, instant adaptation of user preferences while driving and true randomization of obstacle vehicle behavior preferences during training.
I. INTRODUCTION
Reinforcement learning (RL) is a machine learning technique that provides the basis for decision-making, where a reward provided by the environment leads the agent to behave in a manner so as to maximize the cumulative sum of rewards. The reward function of RL problems often requires optimization of multiple, often conflicting objectives [1] . For example, in the domain of autonomous vehicles, driving preferences have to be balanced between time to goal, comfort and safety [2] , which are correlated and its unclear how they influence each other. These conflicting objectives do not yield a single optimal solution, but rather a set of trade-off solutions which balance the objectives [3] . The easiest way to solve the multi-objective problem is to use a linear scalarization function [4] that transforms the given problem into a standard single-objective using a weighted sum of the parameters.
Sutton's reward hypothesis states "that all of what we mean by goals and purposes can be well thought of as maximization of the expected value of the cumulative sum of a received scalar signal (reward)". Thus, the inference being that any given multi-objective problem can always be transformed into a single objective reward function. The most obvious problem in this case is that that the weights used during training are a design parameter and dependent on the preference of the person designing the RL problem. Thus, the trained RL has a set optimal policy (and optimal value function) which is dependent on the weights provided. Having a fixed set of weights can be detrimental to the possibility of adaptation to different user experiences whereby for every instance of change of weights, the process of training (which is tedious and time intensive) needs to be repeated.
A question which arises is: Given a small sparse group of optimal value functions under variable reward functions given by different weights, is it possible to interpolate through the entire space of the reward functions to provide exact estimates of optimal value functions at all possible states and actions?
To the best of our understanding, prior research works focusing on value function interpolation have been used to show convergence of RL algorithms for countable and uncountable spaces. Ref. [5] proposed multilinear interpolation techniques on coarse grid to solve various RL paradigms. Ref. [6] provided convergence of RL algorithms combined with value function interpolation while providing convergence of Q-learning [7] for uncountable spaces. Although it is fairly obvious that changing the reward function would effect the value function directly, we have not found any research work which investigates the relationship and predicts it for weights not previously seen during training.
The majority of MORL approaches consist of singlepolicy algorithms in order to learn Pareto optimal solutions [8] . Ref. [9] provides a modification of RL to learn all the optimal policies for all linear preference assignments by incorporating the convex hull of the value function. Ref. [10] uses Monte-Carlo Tree Search (MCTS) along with multiobjective indicator by the way of a hypervolume indicator to define action-selection criterion. Ref. [3] , which uses multiobjective optimization techniques within a RL framework, creates a multi-policy algorithm that learns a set of Pareto dominating policies in a single run of the algorithm which they call Pareto Q-learning. While our proposed approach is useful for MORL problems, we do not aim to create a different MORL approach in this paper. Rather our research formulation is different than the existing MORL approaches in that we seek to derive value functions at unseen reward weights (in the training phase) from the neighboring interpolations.
Through this research, we aim to interpolate through the space of the value functions as a result of changing the weights of the reward function using Gaussian Process (GP). The change in weights may be non-uniform, which makes the process highly nonlinear. Thus, it becomes a supervised learning problem where with the increase in the number of objectives, the weight space increases and data points becomes extremely sparse. Finding accurate value function values across problem space would be extremely beneficial for machine learning in general and autonomous vehicles in particular. GP provides flexible function approximators, capable of learning intricate structure through their covariance kernels [11] . Utilizing the predictive power of GPs to interpolate through the high-dimensional input space should yield accurate value functions at all points of the large state space. This paper is organized as follows: Section II provides a preliminary background of RL and GP, Section III provides the claim along with the mathematical reasoning, Section IV gives the results of the methodology on various standard RL examples, and Section V gives the discussions and conclusions.
II. BACKGROUND

A. Reinforcement learning
In the RL task, at time t, the agent observes a state, s t ∈ S, which represents the environmental model of the system. It takes an action, a t ∈ A. The agent receives an immediate scalar reward r t and moves to a new state s t+1 . The environment's dynamics are characterized by state transition probabilities p(s t+1 |s t , a t ). This can be formally stated as a Markov Decision Process (MDP) where the next state can be completely defined by the previous state and action (Markov property) and receive a scalar reward for executing the action [12] .
The goal of the agent is to maximize the cumulative reward (discounted sum of rewards) or value function:
where 0 ≤ γ ≤ 1 is the discount factor and r t is the reward at time-step t. In terms of a policy π : S → A, the value function can be given by Bellman equation as:
Using Bellman's optimality equation, we can define a policy π which is greater than or equal to any other policy π , if value function V π (s t ) ≤ V π (s t ) for all s t ∈ S. This policy is known as an optimal policy (π * ) and its value function is known as optimal value function (V * ). For continuous state space problems, such as arising in control of nonlinear dynamical systems, a common approach to solve the problem is using value function approach [13] . Value-function approach estimates a value function for each action and chooses the "greedy" policy (policy having highest value function) at each time-step. Thus, the value function is updated until it converges to the optimal value function.
B. Gaussian process regression
A stochastic process is a collection of random variables of functions, { f (x) : x ∈ X }, where the variables are collected from a set X . A GP is a special form of stochastic process, where any finite subset of the random variables has a multivariate Gaussian distribution [14] . In particular, a collection of random variables { f (x) : x ∈ X } is said to be drawn from a GP with mean function m(·) and covariance function k(·, ·), if for any finite set of elements {x 1 , · · · , x n } ∈ X , the associated finite set of random variables
. . .
While any real-valued function is suitable for mean function m(·), the kernel function k(·, ·) needs to guarantee positivesemidefiniteness.
Let P = {(x(i), y(i))} n i=1 be a training set of i.i.d. examples from some unknown distribution. In the Gaussian process regression model,
where the ε(i) are i.i.d. "noise" variables with independent N (0, σ 2 ) distributions. We assume a zero-mean Gaussian process prior, f (·) ∼ GP(0, k(·, ·)) with a covariance function k(·, ·). The marginal distribution over any set of input points belonging to X must have a joint multivariate Gaussian distribution. Therefore, for testing points Q = {x * (i), y * (i), the marginal distribution is given as where ε * (i) are i.i.d. "noise" variables with independent N (0, σ 2 ) distributions. We derive the test outputs from Equation 9 as:
where
III. METHODOLOGY A. Value function interpolation
In this section, we focus on providing mathematical justifications for the interpolation of value function based on the weights of the objectives of reward function.
For initial analysis, we wish to prove that given a simple, linear transformation of weights, the value function can be interpolated in an accurate manner. Intuitively, we are trying to derive the intermediate optimal value function giving the optimal policy for some MDP, where the reward is the weighted combination of various different objectives.
Theorem 1: For a reward function R composed of n different objectives, each associated with weight w i , with the full set given by w = {w 1 , w 2 , ..., w n }, such that for a given state s t ∈ S and a given action a t ∈ A, the reward function is R(s t , a t ) = w 1 r 1 (s t , a t )+w 2 r 2 (s t , a t )+...+w n r n (s t , a t ). (11) where r 1 , r 2 , ..., r n are normalized reward functions at a given state s t and action a t , respectively, the gradient of the statevalue function with respect to the weights exists.
Proof: The optimal value at a state is given by the state-value function
where R(s t ) = max π R(s t , a t ). Given a particular set of weights, we substitute (11) into (12) to obtain
However, note that for a different set of weights w = w 1 , . . . , w n , the optimal state-value function is
Subtracting (13) from (14) yields
Using the property max(b) − max(a) ≤ max(b − a) yields
Equation (16) can be written in a matrix form as
where ∆w = w − w and
Since, ∆ ∆ ∆w w w is constant for all states and actions, (17) can be rearranged as
which gives the approximate gradient of the value function with respect to the i th weight. If all the rewards at the current state and action is finite, then the gradient will exist for that given state of the MDP. Thus, the linear interpolation of weights in reward function leads to smooth interpolation of state-value function. Corollary 1.1: Under linear transformation of weights in reward function, the gradient of the action-value function with respect to the weights exists Proof: For a optimal state-value function V * (s) that gives the best value at that particular state, the optimal action-value function (optimal value of a state and action combination) is
Given two different set of weights, the difference in q-value functions can be written as:
Replacing ∆V * from (17) gives
Therefore the gradient of Q * with respect to the i th weight is given as:
The shaped reward function is a specific case of the MORL reward function, whereby, the reward function is augmented using an indicator function where a positive reward is given if the next state is closer to the goal and can be presented as:
where G is the goal state. Assuming that the goal state is constant across the different weights of the reward function, the added shaped reward remains constant for the given state across weights. Thus, the reward shaping does not pose any problems for interpolating reward functions.
IV. RESULTS
We use three different example tasks with various degrees of complexity to test the validity of our approach. These example tasks have multiple objectives which need to be optimized simultaneously using the RL framework. We change the weights of these objectives and intend to predict the resulting value function using GP regression.
A. Gridworld
The gridworld [7] is a discrete N ×N grid with four actions per state (corresponding to steps in each direction) and each action has a 10% chance of randomly changing direction. If the agent hits a wall, then it stays in the same position. The goal states corresponds to a large terminal reward and there is a living cost (negative reward) for each of the other states, which incentivises the agent to reach the goal as fast as possible. There is a walled state in the (2, 2) position. The default terminal rewards are +1 and −1 in the two states and the default living reward is −0.02.
The GP regression from Scikit in Python [15] is used to determine the interpolated value function, where the input vector X corresponds to a state vector augmented with the discrete action and the weights of the reward function, and the scalar target y corresponds to the value function. The Matern kernel is utilized for training the GP with default parameters in all the cases. We used other kernels, but we did not find sufficient difference between choice of different kernels.
For the various different experiments, we vary the living cost and terminal rewards. Two kinds of metrics are reported: the mean squared error between the actual value function and predicted value function over all states and all actions and the the median value of the standard deviation at the query points. Two different query points are reported, one interpolated and another extrapolated, which are presented as representative samples.
1) Changing the living reward:
We vary the living reward of all states except the terminal states to vary the optimal policy (and by virtue the optimal state value function) in such a way that the variability is nonlinear. The living reward is varied from 0 to -0.4 by steps of -0.1. Two evaluation living rewards are then used (−0.23 [interpolation] and 0.5 [extrapolation]), as given in Table I . The interpolation result is shown to be accurate to the fourth decimal place while the extrapolation is within a feasible error bound. The state-value function for different living rewards are shown in Figure 1 which shows that the variability exists in the third decimal place of the predicted value function (Figure 1(e) ) and actual value function (Figure 1(f) ) for all states;thus proving the accuracy of the interpolation for the entire state space. 2) Changing the negative terminal reward: The negative terminal reward was varied from −1 to −5 with steps of −0.5. The evaluations are given in the Table II. Again, both interpolation (−2.2) and extrapolation (−6) evaluation cases were considered. Note that with an increase increase in magnitude of the negative terminal reward, the value function in other states is not influenced and thus, the mean squared error is minimal. 3) Changing the positive terminal reward: The positive terminal reward is changed from 1 to 5 with steps of 0.5 and evaluated at two random points 2.2 (interpolation) and 6 (extrapolation) given in Table III . The results clearly show that, in both interpolation and extrapolation, the GP is able to track the value functions very well. 
B. Objectworld
Objectworld [16] is an extension of gridworld that features random objects placed in the grid (Figure 2(a) ). The objects are assigned a random outer and inner color (out of C colors) with the state vector being composed of the Euclidean distance to the nearest object with a specific inner or outer color. The true reward is positive in states that are both within 3 cells of outer color 1 and 2 cells of outer color 2, negative within 3 cells of outer color 1, and zero otherwise. Inner colors and all other outer colors are distractors. In the given example, we use two colors, blue and red. Fifteen different objects are placed randomly within the 10 × 10 grid with randomly chosen inner and outer color. The positive reward is varied from 0.5 to 1 with the 0.6 point being predicted.
The formulation for GP regression is similar to the ones used in Gridworld. Figure 2(b) shows the actual value function while Figure 2 (c) provides the predicted value function. Table IV provides the statistics for the given prediction. The interpolation is not accurate as in gridworld due to the nonlinearity of the reward with respect to the states, but GP can still recover provide values relatively close to the actual values, especially in the positive reward region. 
C. Pendulum
The pendulum environment [17] is an well-known problem in the control literature in which a pendulum starts from a random orientation and the goal is to keep it upright while applying the minimum amount of force. The state vector is composed of the cosine (and sine) of the angle of the pendulum, and the derivative of the angle. The action is the joint effort as 5 discrete actions linearly spaced within the 
where w 1 , w 2 and w 3 are the reward weights for the angle θ , derivative of angleθ and action a respectively. The optimal reward weights given by OpenAI are [1, 0.1, 0.001] respectively. An episode is limited to 1000 timesteps. A deep Q-network (DQN) has been proposed by [18] that combines deep neural networks with RL to solve continuous state discrete action problems. DQN uses a neural network with gives the Q-values for every action and uses a buffer to store old states and actions to sample from to help stabilize training. The pendulum environment is solved using the DQN approach for various w 3 = {0.1, 0.01, 0.001, 0.0001} with the evaluation performed at w 3 = 0.001. Since this is a continuous state problem, we utilize the trained evaluation model to transition to the next state.
Since there may be outliers present, we utilize a robust Student-t likelihood using the GP regression in GPFlow package [19] . The boxplots for the difference in values for 5 sample evaluation episodes are provided in Figure 3 . Utilizing a DQN provides no guarantees that the states seen during testing have been visited during training, which can lead to outliers. Thus, we use these boxplots to show the value difference as a fraction of the actual value at that state and action. The boxplots show that the GP is able to recover a value close to the actual value (with zero being no difference and >1 meaning that the predicted value is not able to recover the actual value at all) for the majority of the episodes for continuous state domain problems.
V. CONCLUSIONS This paper shows a direct relationship between the weights of the reward function and the optimal value function for scalarized MORL. This helped us in interpolating through a space of optimal value functions generated using the sparse set of reward functions to estimate the value functions at sample states. The specific example problems were chosen to understand the value function hypersurface as a function of the reward function. Using GP to interpolate between value functions help us to benefit from prior work in GP regression. Utilizing this relationship would be very beneficial in high-dimensional problems where the instant adaptation of optimal value functions (and thus optimal policies) would save time and cost required for retraining.
The scalarization approach of MORL is restrictive in that it cannot work with objectives where Pareto fronts are nonconvex or have discontinuities [20] . It is an area of active research which uses algorithms borrowed from the multiobjective optimization literature. However, our paper deals with problems which have a defined convex Pareto front and provides a very simple technique in determining optimal value functions at different weights.
Future work will focus on developing transfer learning of specific behaviors in multi-agent environments with different reward functions based on different weights.
