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INVARIANCE UNDER BOUNDED ANALYTIC FUNCTIONS
AJAY KUMAR, NITEESH SAHNI, AND DINESH SINGH
Abstract. In a recent paper, M. Raghupathi has extended the famous theo-
rem of Beurling to the context of subspaces that are invariant under the class
of subalgebras of H∞ of the form IH∞, where I is an inner function. In this
paper, we provide analouges of the above mentioned IH∞ related extension
of Beurling’s theorem to the context of uniform algebras, on compact abelian
groups with ordered duals, the Lebesgue space on the real line and in the set-
ting of the space BMOA. We also provide a significant simplification of the
proof of the Beurling’s theorem in the setting of uniform algebras and a new
proof of the Helson-Lowdenslager theorem that generalizes Beurling’s theorem
in the context of compact abelian groups with ordered duals.
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1. Introduction and statement of main theorem (Theorem C)
The results carried in this article stem from the famous and fundamental theorem
of Beurling, [2], related to the characterization of the invariant subspaces of the
operator of multiplication by the coordinate function z-also known as the shift
operator-on the classical Hardy space H2 of the open unit disk. This invariance is
also equivalent to invariance under multiplication by each element of the Banach
algebra H∞ of bounded analytic functions on the disk, see [16, Lemma, p. 106].
The impetus for this article is the recent extension (on the open disk) of Beurling’s
theorem to the problem of characterizing invariant subspaces on H2 where the
invariance is under the context of multiplication by each element of the subalgebra
IH∞ of H∞ where I is any inner function i.e. I has absolute value 1 almost
everywhere on the boundary T of the open unit disk. Such an extension has had
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important applications to interpolation problems and related issues for which we
refer to [1], [3], [7], [11], [17], [18] and [19].
Our principal objective in this paper is to prove versions of the above mentioned
extension of Beurling’s theorem in the setting of the Hardy spaces on uniform al-
gebras, on compact abelian groups, on the real line and in the context of BMOA.
Along the way we first present a new, much simplified and elementary proof of
Beurling’s theorem on uniform algebras [9, p. 131]. We do this by eliminating, in
the context of the Hardy spaces of uniform algebras, the use of a deep result of
Kolmogoroff’s on the weak 1-1 nature of the conjugation operator and also by elim-
inating the complicated technicalities of uniform integrability. Later on, in section
4, we also present a new proof of the Helson-Lowdenslager version of Beurling’s
theorem on compact abelian groups [12].
With the purpose of making things clearer we state below Beurling’s theorem
on the open unit disk and two other connected theorems that are relevant to the
rest of this paper. All three theorems below are in the setting of the Hardy spaces
of the open unit disk. At appropriate places we shall state the relevant versions of
these theorems in the context of various Hardy spaces (mentioned above) and on
BMOA. Our key objective is to show in the rest of the paper that the Theorem C
below has valid versions in various Hardy spaces and on BMOA. It is this theorem
that has been proved important in interpolation problems of the open disk.
Let D denote the open unit disk and let T be the unit circle in the complex plane
C. We use Hp(D), 1 ≤ p <∞ to denote the classical Hardy space of analytic func-
tions inside the unit disk D and H∞(D) is the space of bounded analytic functions
on D. For 1 ≤ p ≤ ∞, Lp denotes the Lebesgue space on the unit circle T and Hp
stands for the closed subspace of Lp which consists of the functions in Lp whose
Fourier coefficients for the negative indices are zero. Due to the fact that there
is an isometric isomorphism between Hp(D) and Hp, on certain occasions we will
identify Hp(D) with Hp without comment (see [16]).
The shift operator S on the Hardy space H2, as mentioned above, is defined as
(Sf)(z) = zf(z), for all z ∈ T and all f in H2. The same definition extends to
all Hardy spaces and S is an isometry on all of them. In fact, the operator S is
well defined on the larger Lebesgue spaces Lp of which the Hardy spaces are closed
subspaces and it is an isometry here as well. The space L2 is a Hilbert space under
the inner product
〈f, g〉 =
∫
T
f(z)g(z)dm
where dm is the normalized Lebesgue measure. A proper non-trivial closed sub-
space M of a Banach space X is said to be invariant under a bounded linear
transformation (operator) T acting on X if T (M) ⊆ M. Invariant subspaces and
their characterization play an import role in operator theory and have numerous
applications.
Note: All further necessary terminology and notation are given within the rel-
evant sections that shall follow. Throughout the text, closp stands for the closure
in p-norm (weak-star when p =∞) and [ . ] for the span.
Theorem A (Beurling’s Theorem, [2]). Every non-trivial shift invariant subspace
of H2 has the form φH2, where φ is an inner function.
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Theorem B. (Equivalent version of Beurling’s Theorem, [16, Lemma, p. 106]).
A closed subspace of H2 is shift-invariant iff it is invariant under multiplication by
every bounded analytic function in H∞.
Theorem C. (Extension of Beurling’s Theorem, [23, Theorem 3.1]). Let I be an
inner function and let M be a subspace of Lp, 1 ≤ p ≤ ∞ that is invariant under
IH∞. Either there exists a measurable set E such that M = χELp or there exists
a unimodular function φ such that φIHp ⊆M ⊆ φHp. In particular, if p = 2, then
there exists a subspace W ⊆ H2 ⊖ IH2 such that M = φ(W ⊕ IH2).
2. A brief preview
In section 3, we present a simplification of the proof of Beurling’s theorem and
an analouge of Theorem C in the setting of uniform algebras. In section 4, we
produce a new and simple proof of the Helson-Lowdenslager analogue of Beurling’s
theorem and a version of Theorem C on compact abelian groups with ordered duals.
Section 5 describes an avatar of Theorem C for the Lebesgue space of the real line.
In section 6, we present an analouge of Theorem C in the setting of the space
BMOA.
3. Theorem C in the setting of uniform algebras
Let X be a compact Hausdorff space and let A be a uniform algebra in C(X), the
algebra of complex valued continuous functions on X . Here, by a uniform algebra
we mean a closed subalgebra of C(X) which contains the constant functions and
separates the points of X , i.e. for any x, y ∈ X , x 6= y, ∃ a function f ∈ A such
that f(x) 6= f(y). For a multiplicative linear functional ϕ in the maximal ideal
space of A, a representing measure m for ϕ is a positive measure on X such that
ϕ(f) =
∫
fdm, for all f ∈ A. We shall denote the set of all representing measures
for ϕ by Mϕ. Let W be a convex subset of a vector space V , an element x ∈ W is
said to be a core point of W if whenever y ∈ V such that x+ y ∈W , then for every
sufficiently small ǫ > 0, x− ǫy ∈W . A core measure for ϕ is a measure which is a
core point of Mϕ.
For 1 ≤ p < ∞, Lp(dm) is the space of functions whose p-th power in absolute
value is integrable with respect to the representing measure m and Hp(dm) is
defined to be the closure of A in Lp(dm). L∞(dm) is the space of m-essentially
bounded functions and H∞(dm) is the weak-star closure of A in L∞(dm). Let A0
be the subalgebra of A such that
∫
fdm = 0, for all f ∈ A. Hp0 (dm) is the closure
of A0 in L
p(dm). The real annihilator of A in LpR, 1 ≤ p ≤ ∞, is the space Np
which consists of functions w in LpR such that
∫
wfdm = 0, for all f ∈ A. The
conjugate function of a function f in ReH2(dm) is the function f∗ in ReH20 (dm)
such that f + if∗ ∈ H2(dm). The conjugation operator is the real linear operator
which sends f to f∗.
We call a function I in H∞(dm) inner if |I| = 1 m-almost everywhere. A
subspaceM of Lp(dm) is said to be invariant under A if AM⊆M or equivalently
A0M⊆M. We sayM is simply invariant if A0M is not dense in M. We refer to
[9] for more details.
Our purpose in the theorem given below is to demonstrate that the Theorem 6.1
in [9], which is the key result that essentially characterizes the invariant subspaces
on uniform algebras, can actually be proved without the use of Kolmogoroff’s theo-
rem on the
(
Lp, L1
)
boundedness of the conjugation operator (0 < p < 1) as defined
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above on uniform algebras and used in [9] for observing convergence in measure for
the conjugate of a sequence of L1 functions. We also eliminate the use of uniform
integrability.
Theorem 3.1. Suppose the set of representing measures for ϕ is finite dimensional
andm is a core measure for ϕ. Then there is a 1-1 correspondence between invariant
subspaces Mp of Lp (m) and closed (weak star closed if q =∞) invariant subspaces
Mq of Lq (m) such that Mq =Mp ∩ Lq(dm) and Mp is the closure in Lp(dm) of
Mq, (0 < p < q ≤ ∞).
Proof. It is enough to consider the case q = ∞ since the other values of q will
have an identical proof. Let Mp be an invariant subspace of Lp(dm). Put M =
Mp∩L∞(dm). By the Krein-Schmulian criterion, M is weak-star closed. We show
M (in Lp(dm)) is equal to Mp. Let us choose any f ∈ Mp. Let P
(
|f | p2
)
be the
projection in L2R of |f |
p
2 onto N2 (note N1 = N∞ = N2, see [9, p. 109]). So
h = |f | p2 − P
(
|f |p2
)
∈ ReH20 . Let hn = exp
(
− (h+ ih
∗)
n
)
where ∗ denotes the
conjugation operator. Then hn ∈ H∞(dm) and hnf ∈ M ∩ L∞(dm). Further,
hnf → f in Lp(dm) since hn → 1 boundedly and pointwise. This proves Mp ∩
L∞(dm) is dense in Mp.
Now suppose that M is a weak-star closed invariant subspace of L∞(dm) and
let Mp be the closure of M in Lp(dm). We must show that Mp ∩ L∞(dm) = M .
Clearly Mp ∩ L∞(dm) is weak-star closed in L∞(dm). Assume that M  Mp ∩
L∞(dm). Then there exists g ∈ ⊥M such that g /∈ ⊥Mp∩L∞(dm) (g ∈ L1(dm)).
We may assume without loss of generality that g ∈ L∞(dm). This can be done by
considering g exp

−
(
|g| 12 + P
(
|g| 12
))
− i
(
|g| 12 + P
(
|g| 12
))∗
n

. Then for each
f ∈ Mp, there is a sequence (fn) ⊂M such that∫
X
gfndm→
∫
X
gfdm.
But
∫
X
gfndm = 0 so that
∫
X
gfdm = 0. This contradiction implies that Mp ∩
L∞(dm) = M .

Let I be an inner function in H∞(dm), then IH∞(dm) is a subalgebra of
H∞(dm). The following theorem is the version of Theorem C in the setting of
uniform algebras i.e. we characterize the subspaces of Lp(dm), 1 ≤ p ≤ ∞, which
are invariant under IH∞(dm).
Theorem 3.2. Let I be an inner function and M be a subspace of Lp(dm), 1 ≤
p ≤ ∞, invariant under IH∞(dm) such that ∫
X
fdm 6= 0, for some f in M, then
I.qHp(dm) ⊆M ⊆ qHp(dm)
where q is a m-measurable function such that |q| = 1 m-a.e. When p = 2,
M = q (W ⊕ IHp(dm))
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for some subspace W of H2(dm).
Proof. Let us take M1 = closp[H∞(dm)M], where the closure (weak-star when
p =∞) is taken in Lp(dm), then
(3.1) IM1 = I.closp[H∞(dm)M] = closp[IH∞(dm)M]
Since H∞(dm) is a Banach algebra under sup-norm, A0M1 ⊆M1. This implies
M1 is an invariant subspace of Lp(dm). AlsoM⊆M1, so by hypothesis it follows∫
X
fdm 6= 0, for some f in M1, and hence A0M1 is not dense in M1. Therefore,
M1 is simply invariant. Thus M1 = qHp(dm) for some L∞(dm) function with
|q| = 1. So, (3.1) becomes
I.qHp(dm) ⊆M ⊆ qHp(dm)
When p = 2, then there exists a subspace W ⊂ H2(dm) such that W ⊕
IH2(dm) ⊆ H2(dm). Then we have
(3.2) M = q(W ⊕ IH2(dm))
and the proof is complete. 
When X = T the unit circle, then the algebra A becomes the disk algebra
and Lp(dm) = Lp, and we obtain the following part of Theorem 3.1, in [23], as a
corollary.
Corollary 3.3. Let I be an inner function and M be a subspace of Lp, 1 ≤ p ≤ ∞,
invariant under IH∞ but not invariant under H∞, then there exists a unimodular
function q such that I.qHp ⊆M ⊆ qHp. When p = 2, there exists W ⊆ H2⊖ IH2
and M = q(W ⊕ IH2).
4. Theorem C for compact abelian groups
We use K to denote a compact abelian group dual to a discrete group Γ and σ
to denote the Haar measure on K which is finite and normalized so that σ(K) = 1.
For each λ in Γ, let χλ denote the character on K defined by χλ(x) = x(λ), for all
x in K. Lp(dσ), 1 ≤ p < ∞ denotes the space of functions whose pth- power in
absolute value is integrable on K with respect to the Haar measure σ. L∞(dσ) is
the space of essentially bounded functions w.r.t. the Haar measure σ. For p = 2,
the space L2(dσ) is a Hilbert space with inner product
〈f, g〉 =
∫
K
f(x)g(x)dσ, ∀ f, g ∈ L2(dσ)
and the set of characters {χλ}λ∈Γ forms an orthonormal basis of L2(dσ). Every f
in L1(dσ) has a Fourier series in terms of {χλ}λ∈Γ i.e.
f(x) ∼
∑
λ∈Γ
aλ(f)χλ(x), where aλ(f) =
∫
K
f(x)χλ(x)dσ.
Suppose Γ+ is a semigroup such that Γ is the disjoint union Γ+ ∪ {0} ∪ Γ−, where
0 denote the identity element of Γ and Γ− = −Γ+. We say the elements of Γ+ are
positive and those of Γ− are negative. The group Γ induces an order under these
conditions. Details can be found in [24].
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For a subspaceM of Lp(dσ), we setMλ = χλ.M andM− = closp
[ ⋃
λ>0
χλ.M
]
.
We say a function in L2(dσ) is analytic if aλ(f) = 0 for all λ < 0. H
2(dσ) is the
subspace of L2(dσ) consisting of all analytic functions in L2(dσ). For each λ ∈ Γ,
χλ is an isometry on H
2(dσ) and the adjoint operator of χλ is
χ∗λf(x) = Pχ−λf(x)
where P is the orthogonal projection of L2(dσ) on H2(dσ).
A closed subspace M of a Hilbert space H is said to be an invariant subspace
under {χλ}λ∈Γ0 if χλM⊂M for all λ in Γ0, where Γ0 ⊆ Γ such that Γ0∩Γ−10 = {0}
and Γ0Γ
−1
0 = Γ. M is said to be doubly invariant if χλM ⊂ M and χ∗λM ⊂ M
for all λ in Γ0, where χ
∗
λ denote the adjoint operator of χλ. We call a semigroup
{χλ}λ∈Γ0 of operators unitary if χλ is a unitary operator for each λ ∈ Γ0 and
quasi unitary if the closure of [
⋃
λ/∈Γ−1
0
χλ(H)] = H. A semi group {Ts}s∈Γ0 is called
totally non-unitary if for any doubly invariant subspaceM for which {Ts|M}s∈Γ0
is quasi-unitary, we have M = {0}.
First we present a new proof of the Helson-Lowdenslager generalization of Beurl-
ing’s theorem in the setting of compact abelian groups. The statement of this
theorem, in [12], runs as follows:
Theorem 4.1. [12, Theorem 1]. Let M be an invariant subspace larger than M−.
Then M = q.H2, where q is measurable on K and |q(x)| = 1 almost everywhere.
Our proof relies on the Suciu decomposition for a semigroup of isometries as
stated below.
Theorem 4.2. (Suciu’s Decomposition, [29, Theorem 2]). Let {Ts}s∈Γ0 be a semi-
group of isometries on a Hilbert space H. The space H may be decomposed uniquely
in the form
H = Hq ⊕Ht
in such a way that Hq and Ht are doubly invariant subspaces, {Ts|Hq}s∈Γ0 is quasi-
unitary and {Ts|Ht}s∈Γ0 is totally non-unitary.
Theorem 4.3. Let M be a closed subspace of L2(dσ) and M− ( M. If M is
invariant under the semigroup of characters {χλ}λ≥0 (i.e. λ ∈ Γ+ ∪ {0} ), then
M = ϕH2(dσ)
where ϕ is a σ-measurable function and |ϕ(x)| = 1 almost everywhere.
Proof. M is a Hilbert space being a closed subspace of L2(dσ) and each χλ in the
semigroup {χλ}λ≥0 is an isometry on M. By Theorem 4.2, we can write
(4.1) M = L⊕
∑
λ≥0
χλ(N )
where N is the orthogonal complement of closure of [ ⋃
λ>0
χλ(M)] in L2(dσ) and L
is a quasi unitary subspace of L2(dσ). Clearly N is non-zero otherwise M− =M.
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Let ϕ be an element in N . We claim that ϕ is non-zero almost everywhere.
From equation 4.1, we have
〈χδϕ, χλϕ〉 =
∫
K
χλ−δϕϕ¯dσ = 0 for all δ, λ ∈ Γ+.
This means ∫
K
χγ |ϕ|2dσ = 0 for each non-zero γ ∈ Γ.
and thus ϕ is constant almost everywhere. If we choose ϕ such that ‖ϕ‖ = 1, then
|ϕ| = 1 a.e.
Next we assert that N is one dimensional. To see this assume the existence of a
ψ in N which is orthogonal to ϕ. Then we have
〈χδϕ, χλψ〉 = 0 for all δ, λ ≥ 0.
which implies ∫
K
χδ−λϕψ¯dσ = 0
and thus ∫
K
χγϕψ¯dσ = 0, γ ∈ Γ
Therefore, every Fourier coefficient of ϕψ¯ is zero and hence ϕψ¯ = 0 a.e., which is
possible only when ψ is zero almost everywhere, because ϕ is non-vanishing almost
everywhere. So N is one dimensional and equation (4.1) can be written as
(4.2) M = L ⊕
∑
λ≥0
χλϕ
Since L is invariant under {χλ}λ≥0, for any f in L, we have
〈χδf, χλϕ〉 = 0 for all δ, λ ≥ 0.
A similar computation which we did above shows that f = 0 a.e., which in turn
implies L is zero and equation (4.2) becomes
(4.3) M =
∑
λ≥0
χλϕ
Now multiplication by ϕ is isometry on L2(dσ), so equation 4.3 takes the form
M = ϕH2(dσ)
which completes the proof. 
Now we present an analouge of Theorem C in the setting of compact abelian
groups with ordered duals.
Theorem 4.4. Let M be a closed subspace of Lp(dσ), 1 ≤ p ≤ ∞ and M˜ =
closp
[∪λ≥0χλ.M]. If M˜− ( M˜ and for a fixed inner function I, χλ.IM ⊆ M,
for each λ ≥ 0, then
IϕHp(dσ) ⊆M ⊆ ϕHp(dσ)
where ϕ is measurable on K and |ϕ| = 1 σ-almost everywhere. When p = 2, there
exists a subspace W ⊆ H2(dσ) such that M = ϕ(W ⊕ IH2(dσ)).
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Proof. Since multiplication by I is an isometry on Lp(dσ) and M⊆ M˜, we have
I.M˜ = I.closp

⋃
λ≥0
χλ.M

 = closp

⋃
λ≥0
χλ.IM

 ⊆M
and thus we have
(4.4) I.M˜ ⊆M ⊆ M˜
For δ > 0 in Γ
⋃
δ>0
χδ.M˜ =
⋃
δ>0
χδ.closp

⋃
λ≥0
χλ.M

 = closp
[⋃
λ>0
χλ.M
]
⊆ M˜
Now M˜ is invariant and M˜ is larger than M˜−, by Theorem 1′, [12, p. 13],
M˜ = ϕHp(dσ), where ϕ is a σ-measurable function and |ϕ| = 1 σ-a.e. Thus
equation (4.4) becomes
I.ϕHp(dσ) ⊆M ⊆ ϕHp(dσ)
When p = 2, there exists a closed subspace V of M such that
M = V ⊕ IϕH2(dσ).
But V ⊆M ⊆ H2(dσ), so V = ϕW , where W is a closed subspace of H2, because
ϕ is unitary. Therefore
(4.5) M = ϕ(W ⊕ IH2(dσ)).

When I = χλ0 , for some λ0 in Γ+, we obtain the following as a corollary to
Theorem 4.4.
Corollary 4.5. Let M be a closed subspace of Lp(dσ), 1 ≤ p ≤ ∞ and M˜ =
closp
[∪λ≥0χλ.M]. If M˜− ( M˜ and for a fixed positive element λ0 in Γ, χλ.M⊆
M, for each λ ≥ λ0, then
χλ0 .ϕH
p(dσ) ⊆M ⊆ ϕHp(dσ)
where ϕ is measurable on K and |ϕ| = 1 σ-almost everywhere.
We observe that Theorem 1.3, in [6], becomes a special case of Corollary 4.5,
when p = 2. If we take Γ = Z and λ0 = 2, then χλ0 = z
2 and χλM⊆M, ∀ λ ≥ λ0
means invarince under H∞1 .
Corollary 4.6. [6, Theorem 1.3]. Let M be a norm closed subspace of L2 which is
invariant for H∞1 , but is not invariant for H
∞. Then there exist scalars α, β in C
with |α|2+ |β|2 = 1 and α 6= 0 and a unimodular function J , such that M = JH2αβ.
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5. Theorem C for the Lebesgue space of the real line
Let L2(R) denote the space of square integrable functions on the real line R.
We consider H2(R) a closed subspace of L2(R) which consists of functions whose
Fourier transform
F (λ) =
∞∫
−∞
f(x)e−iλxdx
is zero almost everywhere for every λ < 0. A subspace M of L2(R) is said to be
invariant if eiλxM ⊆ M, for all λ > 0 and simply invariant if eiλxM ( M, for
λ > 0. If eiλxM = M for all real λ, then we call M doubly invariant. We say a
function I ∈ H2(R) is inner if |I(x)| = 1 almost everywhere.
In this section, we give an extension along the lines of [6] and [23] of the Beurling-
Lax theorem, [16, p. 114] for the Lebesgue space L2(R) of the real line.
Theorem 5.1. Let M be a closed subspace of L2(R). If I is an inner function and
eiλxIM ⊆ M, for all λ ≥ 0, then either there exists a measurable subset E of R
such that M = χEL2(R) or
M = q (W ⊕ IH2(R))
where q is measurable function on the real line and |q(x)| = 1 almost everywhere.
Proof. Consider the subspace
N = clos2

⋃
λ≥0
eiλxM

 .
Our consideration of N implies that M is a subspace of N and eiλxN ⊆ N , for
all λ > 0. Since multiplication by I is an isometry on L2(R) and M is a closed
subspace of L2(R), eiλxIM⊆M, for λ ≥ 0. So
IN = Iclos2

⋃
λ≥0
eiλxM

 = clos2

⋃
λ≥0
eiλxIM

 ⊆M
Thus we obtain the inclusion
(5.1) IN ⊆M ⊆ N
If eiλxN = N , for some λ and hence for all λ, then by [16, Theorem, p. 114],
N = χEL2(R), for some fixed measurable subset E of the real line. Thus, IN = N
and by the inclusion in (5.1), we have M = χEL2(R).
On the other side, if eiλxN ( N , then again by [16, Theorem, p. 114], N =
qH2(R), where q is a measurable function on the real line and |q(x)| = 1 almost
everywhere. So
I.qH2(R) ⊆M ⊆ qH2(R)
Now we see that
M⊖ IqH2(R) ⊆ qH2(R)⊖ I.qH2(R)
= q
(
H2(R)⊖ IH2(R))
So there exists a subspace W ⊆ H2(R)⊖ IH2(R) such that
qW =M⊖ IqH2(R)
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or we can write
M = q (W ⊕ IH2(R))
This completes the proof. 
6. Theorem C in the context of BMOA
Let f ∈ H1, then we say that f ∈ BMOA if
sup
I
1
|I|
∫
I
|f − fI |dθ <∞
where I is a subarc of T and fI =
1
|I|
∫
I
fdθ.
The space BMOA is a Banach space and the dual of H1. The duality is due to
a famous theorem of C. Fefferman which we state below.
Fefferman’s theorem (disk version), [8, p. 261]. Each f ∈ BMOA is a linear
functional on H1 and its action is given by
f(g) = lim
r→1−
∫
T
f(reiθ)g(reiθ)dθ, for all g ∈ H1.
This duality induces the weak-star topology on BMOA. The weak star closed
subspaces of BMOA invariant under the operator of multiplication by the coordi-
nate function z are well known, see [4], [25] and [26]. It is also easy to see that the
appropriate version of Theorem B is valid in this context i.e. the shift invariant
subspaces are identical to those that are invariant under multiplication by each ele-
ment of the algebra of multipliers of BMOA which we call as the multiplier algebra
of BMOA and will be denoted by Mbmoa. In a way similar to sections 3, 4 and
5, we characterize the weak-star closed subspaces of BMOA which are invariant
under B(z)Mbmoa, where B(z) is a finite Blaschke factor. The reason why we do
not use an arbitrary inner function instead of a finite Blaschke factor B is that the
only inner functions that multiply BMOA are finite Blaschke factors. The collec-
tion Mbmoa is well known through the work of Stengenga [28]. This enables us to
present here the appropriate version of Theorem C in the setting of BMOA.
Our proof will make use of the following description of an orthonormal basis for
H2 in terms of a finite Blaschke factor B(z) of order n:
Theorem 6.1 (Singh and Thukral, [27]). Let α1, . . . , αn ∈ D, and B(z) =
n∏
i=1
z−αi
1−αiz
be a Blaschke factor of order n. We assume that α1 = 0. Define ej,0 =
√
1−|αj |2
1−αjz
j∏
i=1
z−αi
1−αiz
.
Then {ej,0B(z)m : m = 0, 1, 2, . . .} is an orthonormal basis for H2.
Theorem 6.2. Let B(z) be a finite Blaschke factor and M be a weak-star closed
subspace of BMOA which is invariant under B(z)Mbmoa. Then, there exists a
finite dimensional subspace W of BMOA and an inner function ϕ such that
M = ϕ (W ⊕B(z)BMOA) ∩BMOA.
Proof. First, we shall show that M has non-empty intersection with H∞. Using
the fact that {ej,0B(z)m : m = 0, 1, 2, . . .} is an orthonormal basis, in Theorem 6.1,
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any f ∈M can be written as
(6.1) f(z) = e00f0(B(z)) + · · ·+ en−1,0fn−1(B(z)),
for some f0(z), . . . , fn−1(z) in H
2. For i = 0, 1, . . . , n− 1, we define functions
g(i)(z) = exp (−|fi(z)| − i|fi(z)|∼) ,
where ∼ stands for the harmonic conjugate. Consider the function
h(z) = g(0)(B(z)) . . . g(n−1)(B(z)).
It is easy to see that B(z)h(z)f(z) ∈ H∞. Define ht(z) = h(tz) for t ∈ (0, 1).
For each such fixed t, ht(z) is a multiplier of BMOA (see [28, Corollary 2.8]),
so ht(z)f(z) ∈ BMOA. By Lemma 2, in [5], ht(z)f(z) ∈ [f ], where [f ] =
wek-star closure of span{fp}, for all polynomials p. Since M is weak-star closed
in BMOA and invariant under B(z)Mbmoa, so ht(z)f(z) ∈ M. Again following
the arguments of Lemma 2, in [5], ht(z)f(z) converges weak-star to h(z)f(z), so
h(z)f(z) also belongs to M, and hence B(z)h(z)f(z) belongs to M. This estab-
lishes the claim that M∩H∞ is non-empty.
The spaceM∩H∞ is a weak-star closed subspace of H∞ and is invariant under
the algebra BH∞, so by Theorem 3.1 in [23], there exists an inner function ϕ such
that
(6.2) ϕB(z)H∞ ⊆M∩H∞ ⊆ ϕH∞.
It has been established in Theorem 4.1, in [25] that IH∞ = IBMOA∩BMOA for
any inner function I. Therefore,
(6.3) ϕB(z)BMOA ∩BMOA ⊆M∩H∞ ⊆ ϕBMOA ∩BMOA.
The bar in (6.3) denotes weak-star closure in BMOA.
We claim that M∩H∞ =M. Consider the decomposition 6.1 for any f ∈ M.
For each i = 0, 1, . . . , n− 1, define a sequence ofH∞ functions
g(i)m (z) = exp
(−|fi(z)| − i|fi(z)|∼
m
)
.
Define
Om(z) = g
(0)
m (B(z)) . . . g
(n−1)
m (B(z)).
It can be seen that Om(z)f(z) ∈ H∞, and Om(z)→ 1 a.e..
As seen above, for each fixed m, Om(tz)f(z) ∈ M. Also, Om(tz)f(z) converges
weak-star to Om(z)f(z) in BMOA, so Om(z)f(z) ∈M and hence in M∩H∞.
Now, Om(z)f(z)→ f(z) a.e. and ‖Om(z)f(z)‖∞ ≤ K, for some constant K. By
Dominated Convergence Theorem, for every ǫ > 0,∫
T
|Om(z)f(z)− f(z)| < ǫ for sufficiently large m.
This means that for each polynomial p ∈ H1 with upper bound Mp, we can find
sufficiently large m,n such that∫
T
|Om(z)f(z)−On(z)f(z)| < ǫ|Mp| .
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So ∫
T
|Om(z)f(z)p(z)−On(z)f(z)p(z)| =
∫
T
|Om(z)f(z)−On(z)f(z)||p(z)|
<
ǫ
|Mp| .|Mp| = ǫ.
Thus (Omf) (p) is a Cauchy sequence for each polynomial p in H
1. Moreover,
‖Om(z)f(z)‖BMOA ≤ K. By Ex. 13, in [24, p. 76], {Om(z)f(z)} converges weak-
star to some h(z) in BMOA.
We claim that h(z) coincides with f(z). Note that (Omf)(k) converges weak-
star to h(k), for each k in H1. So (Omf)(kz0) converges weak-star to h(kz0), where
kz0 =
1
1−z¯0z
is the reproducing kernel in H1, and z0 is an arbitrary but fixed element
of D. Therefore, Om(z0)f(z0) = (Omf)(kz0) converges weak-star to h(z0) = h(kz0).
Since z0 was arbitrarily chosen, so Om(z)f(z) converges weak-star to h(z), for each
z ∈ D. But Om(z)f(z) converges to f(z) a.e., so h = f a.e.
This proves thatOmf converges to f weak-star in BMOA, and henceM∩H∞ =
M. The inequality (6.3) now reads
(6.4) ϕB(z)BMOA ∩BMOA ⊂M ⊂ ϕBMOA ∩BMOA.
Let M stand for the closure of M in H2. Taking closure in H2 throughout (6.4)
we get
(6.5) ϕB(z)H2 ⊂M ⊂ ϕH2.
From (6.5), we see that M ⊖ ϕB(z)H2 ⊂ ϕ(H2 ⊖ B(z)H2). So, there exists
a subspace W1 of H
2 ⊖ B(z)H2 such that M ⊖ ϕB(z)H2 = ϕW1. Moreover,
dimW1 ≤ n. Therefore
M = ϕW1 ⊕ ϕB(z)H2.
Since M⊂M , we have the following form for M:
(6.6) M = ϕW ⊕ ϕB(z)N ;
where W is a subspace of W1, and N is a subspace of H2.
Now H2 ⊖B(z)H2 = {e0,0, e1,0, . . . , en−1,0} ⊂ H∞ and consequently W ⊂ H∞.
Thus in equation (6.6) we have W ⊂ BMOA, and because ϕB(z) is inner, we also
have N ⊂ BMOA.
In light of (6.4) we see that ϕB(z)BMOA ∩ BMOA ⊂ ϕB(z)N . But N ⊂
BMOA. So ϕB(z)N = ϕB(z)BMOA ∩ BMOA. This completes the proof of the
theorem. 
If we take B(z) = 1, then invariance under Mbmoa is equivalent to invariance
under the operator S of multiplication by coordinate function z on BMOA, and the
results in [4, Theorem 3.1], [25, Theorem 4.3] and [26, Theorem C] can be derived
as corollaries of the above theorem.
Corollary 6.3. Let M be a weak star closed subspace of BMOA invariant under
S. Then there exists a unique inner function ϕ such that M = ϕBMOA∩BMOA.
Replacing B(z) with z, we obtain common invariant subspaces of S2 and S3 and
Theorem 3.1 in [25] is received as corollary of Theorem 6.2.
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Corollary 6.4. Let M be weak star closed subspace of BMOA which is invariant
under S2 and S3 but not invariant under S. Then there exists an inner function I
and constants α, β such that
M = IBMOAα,β ∩BMOA.
Proof. The result follows by taking B(z) = z andW as subspace of span{1, z}. 
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