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We derive the full perturbative equations of motion for the most general background solutions
in ghost-free bimetric theory in its metric formulation. Clever field redefinitions at the level of
fluctuations enable us to circumvent the problem of varying a square-root matrix appearing in the
theory. This greatly simplifies the expressions for the linear variation of the bimetric interaction
terms. We show that these field redefinitions exist and are uniquely invertible if and only if the
variation of the square-root matrix itself has a unique solution, which is a requirement for the
linearised theory to be well-defined. As an application of our results we examine the constraint
structure of ghost-free bimetric theory at the level of linear equations of motion for the first time.
We identify a scalar combination of equations which is responsible for the absence of the Boulware-
Deser ghost mode in the theory. The bimetric scalar constraint is in general not manifestly covariant
in its nature. However, in the massive gravity limit the constraint assumes a covariant form when
one of the interaction parameters is set to zero. For that case our analysis provides an alternative
and almost trivial proof of the absence of the Boulware-Deser ghost. Our findings generalise previous
results in the metric formulation of massive gravity and also agree with studies of its vielbein version.
I. INTRODUCTION
The study of massive spin-2 fields and nonlinear in-
teractions between massless and massive spin-2 fields
at the classical level has seen a vital resurgence in re-
cent years. The subject has an interesting history which
started already in 1939 with the work of Fierz and Pauli
[1], who first obtained the consistent linear equations for
both massless and massive spin-2 fields propagating on
a Minkowski background. It is now known that nontriv-
ial nonlinear interactions between massless spin-2 fields
are forbidden on quite general grounds [2]. On the other
hand, the main theoretical obstacle to nonlinear theories
of massive spin-2 fields or, equivalently, to generalising
Fierz-Pauli theory to other than Einstein backgrounds,
was the generic presence of a ghost-like scalar excitation.
This fatal instability was discovered in 1972 and has be-
come known as the Boulware-Deser ghost [3]. Its discov-
ery hampered the theoretical interest in massive spin-2
theories for a long period of time.
It should be noted that, in the metric formulation,
any theory of a massive spin-2 field contains two sym-
metric rank-2 tensors (henceforth referred to as metrics
with an obvious abuse of language) since no (by defi-
nition non-derivative) Lorentz invariant mass term can
be constructed out of only one metric. This means that
any theory of a massive spin-2 field naturally falls into
the realm of bimetric theories. In the remainder of this
work, by “massive gravity” we will mean a theory where
one of these metrics is treated as non-dynamical whereas
by “bimetric” we will mean a theory where both metrics
have full dynamics.
After observations confirmed the accelerated expan-
sion of the universe [4, 5] and the cosmological constant
problem [6] started to put increasing pressure on field
theorists, much theoretical effort was spent on studying
various modifications of gravity to address these issues.
This included extra-dimensional scenarios such as the
Dvali-Gabadadze-Porrati (DGP) model [7] and gener-
alisations thereof, geared mainly towards accomplishing
self-accelerating solutions [8, 9] or a filtering of the vac-
uum energy (see e.g. [10]). It can actually be realised that
any model responsible for filtering out, or degravitating,
a long wavelength mode such as a cosmological constant
can effectively be described as a theory of massive grav-
ity (with non-constant mass in general) [11]. This, along
with results [12] confirming that the DGP model actu-
ally realised the long conjectured Vainshtein mechanism
[13] (for a recent review on the Vainshtein mechanism
see [14]) led to an increased interest in revisiting the the-
ory of massive spin-2 fields. Based on the Yang-Mills in-
spired intuition proposed in [15] and the subsequent anal-
ysis of [16, 17], in 2010 a major breakthrough in the de-
velopments was achieved when de Rham, Gabadadze and
Tolley (henceforth dRGT) decided to repeat the analysis
of [16], corrected a simple sign mistake of that work[69]
and were able to find a nonlinear action which was de-
void of the Boulware-Deser ghost in a decoupling limit
regime of the parameters, where only the longitudinal
mode of the massive spin-2 field is considered [18, 19].
As expected, the dRGT theory correctly linearised to
the Fierz-Pauli form for a massive spin-2 fluctuation on
Minkowski backgrounds.
The decoupling limit analysis was an important first
step towards finding a consistent nonlinear theory of a
massive spin-2 field since it provided a consistency check
for a necessary but not sufficient criterion for any consis-
tent theory to fulfil.
The short-comings of the decoupling limit analysis of
dRGT were however soon criticized (see e.g. [20, 21]
2but also [22, 23] for counter arguments). The next ma-
jor breakthrough developments came when Hassan and
Rosen managed to demonstrate via a nonlinear ADM
analysis that the theory initially suggested by dRGT only
propagated 5 degrees of freedom when the non-dynamical
metric was taken to be flat [24, 25] (in line with the struc-
ture suggested by [18, 19])
Due to the powerful nature of the reformulation by
Hassan and Rosen they shortly managed to extend their
proof to the case when the non-dynamical metric was
taken to be completely arbitrary [26] (see also [23]). Sub-
sequently they also showed that the proof could be ex-
tended to the bimetric case where both metrics are dy-
namical and that the theory then propagated the 2+5 =
7 degrees of freedom of a massless spin-2 field interact-
ing nonlinearly with a massive spin-2 field [27, 28]. From
a field theoretical perspective this increase in degrees of
freedoms makes perfect sense since the bimetric exten-
sion is fully covariant under the diagonal group of com-
mon diffeomorphisms of the two metrics and there should
be a massless spin-2 field associated to this gauge invari-
ance. This theory provides a very interesting, and from
a theoretical perspective minimal, extension of Einstein’s
theory of general relativity. The dynamical nature of the
theory is quite restrictive and also seems to imply that
it avoids many of the potential drawbacks present in its
massive gravity version, see e.g. [29–32].
In the present work we start out from the ghost-free bi-
metric theory obtained by Hassan and Rosen (see [33] for
a recent review). In the metric formulation the theory
contains a square-root matrix and is difficult to handle
in general and in particular when considering perturba-
tions. While there exist a vielbein formulation of the the-
ory [34] which avoids the presence of a square-root ma-
trix the two theories are in general not equivalent with-
out further restrictions [35–37]. In fact, exactly when
the vielbein theory does not have a metric description it
seems to be again plagued by a ghost [38]. In this work
we shall only work within the metric formulation of the
theory. In the recent works [39, 40] three of us managed
to resolve the problem of computing the variation of the
square-root matrix explicitly for the first time within the
massive gravity context but for general backgrounds. In
these works it was found that the backgrounds had to
meet a certain criterion in order for the variation of the
square-root to have a unique solution and hence allow for
a well-defined linearised problem (to wit: the spectrum
of eigenvalues of the square-root matrix and its negative
must not intersect). This was then used to obtain, for a
subset of dRGT massive gravities linearised on an arbi-
trary background, a fully covariant constraint responsible
for the removal of the Bouware-Deser ghost. We hence
provided the first complete and covariant form of a theory
for a massive graviton propagating on a totally arbitrary
background metric with 5 (or less) polarisations. The
obtained theory involves a complicated mass term which
depends on the curvature of the background in a highly
non trivial way. Here we first extend these results to
provide the explicit linearised equations of motion in the
fully dynamical bimetric theory for general backgrounds.
In doing so, we consider field redefinitions at the level of
perturbations which allow us to circumvent the difficulty
of linearising the square-root matrix. These redefinitions
are shown to be uniquely invertible exactly when the vari-
ation of the square-root matrix exists and the linearised
problem is well-defined to start with.
The field redefinitions and the expressions we provide
can be of use for any perturbative analysis within the
bimetric framework. In this work, as an immediate ap-
plication of having obtained the linearised field equations
in a simplified form, we study for the first time the struc-
ture of the Lagrangian constraints of the bimetric equa-
tions, extending our work [39, 40] on massive gravity.
We are able to find a scalar constraint responsible for
the removal of the Boulware-Deser ghost mode. For gen-
eral parameters, the constraint we find is not of a man-
ifestly covariant form, in the sense that it is not devoid
of second-order covariant derivatives. Rather, one has
to closely examine the component form in order to see
that the expression we derive in fact does constitute a
constraint on the dynamical variables. In the massive
gravity limit of the theory, where one of the metrics is
taken to be non-dynamical, a similar conclusion holds
for the general case. However, if a certain interaction
parameter is set to zero then for arbitrary values of the
remaining parameters the constraint becomes manifestly
covariant. This conclusion agrees with previous studies
of the massive gravity version of the theory in the viel-
bein formulation [41, 42] and in the metric formulation
[39, 40], and with our analysis we shed more light on
these results.
The remainder of this article is organised as follows.
In section II we review the basic structure of ghost-free
bimetric theory and its cousin massive gravity. We also
discuss some general aspects of linearisation of the the-
ory and the problems that arise. In section III we moti-
vate and introduce a redefined set of fluctuation variables
which are tailored towards overcoming the main obstacles
of linearisation. Utilising these variables we then obtain
the simplified linearised equations of motion in section
IV. As an application we first restrict to massive grav-
ity and perform a covariant constraint analysis in section
V, which both confirms and generalises previous results.
Afterwards we return to the general bimetric case and
discuss the constraint analysis in that setup. We end by
discussing our results in section VI.
a. A note on notation: We warn the reader that the
presence of two metrics and expressions with many in-
dices will sometimes force us to use different metrics to
raise and contract indices. In order to avoid confusion,
we will always move indices of quantities appearing in
the field equations of the metric gµν (respectively of the
metric fµν) with the metric gµν (respectively with the
metric fµν). Moreover, we will use a ∼ on top of quan-
3tities that are defined with respect to fµν to distinguish
them from quantities defined with respect to gµν . For
example V µν will mean gµρgνσVρσ , while V˜
µν will mean
fµρfνσV˜ρσ etc. Whenever any confusion may arise we
will avoid such index raisings and contractions and keep
our expressions explicit. Curvatures are defined accord-
ing to the rule [∇µ,∇ν ]ωρ = R σµνρ ωσ and Rµν = R
σ
µσν
with respect to the covariant derivatives of either metric.
II. REVIEW OF BIMETRIC THEORY &
MASSIVE GRAVITY
The ghost-free bimetric theory is defined by the action
[27]
S = m2g
∫
d4x
[√
|g|R(g) + α2
√
|f |R(f)
− 2m2
√
|g|V (S;βn)
]
, (1)
wheremg is the generalised ”Planck mass scale”, α
2 mea-
sures the relative kinetic strengths for the two metrics
and m sets the scale of the spin-2 mass. In addition, the
theory contains 5 dimensionless interaction parameters
βn, where β0 and β4 act as bare cosmological constants
for gµν and fµν , respectively, and hence encode nonlinear
self-interactions while β1, β2, β3 measure proper nonlin-
ear interactions between the metrics. The precise form
of the interaction potential V is determined by demand-
ing absence of the Boulware-Deser ghost and is given
by [19, 27]
V (S;βn) =
4∑
n=0
βnen(S) , (2)
where the en(S) are the elementary symmetric polyno-
mials defined in terms of the eigenvalues of the matrix S.
They can be constructed iteratively through the recursive
relation (starting from e0(S) = 1)
en(S) = −
1
n
n∑
k=1
(−1)kTr[Sk]en−k(S) , n ≥ 1 . (3)
Here Tr[Sk] = Sµ1µ2S
µ2
µ3
· · ·Sµkµ1 is understood as the ma-
trix trace of the kth power of the tensor S considered as
a matrix. Note that e4(S) = det(S) and en(S) = 0 for all
n > 4. Finally, the matrix argument S is a square-root
matrix defined through the relation SρσS
σ
ν = g
ρµfµν .
Whenever the inverse S−1 exists,[70] the identity
en(S
−1) =
e4−n(S)
e4(S)
, (4)
can be used to see that the theory treats gµν and fµν
in a completely symmetric fashion. In fact, in the ab-
sence of matter couplings the theory is invariant under
the discrete interchanges
α−1gµν ↔ αfµν , α
4−nβn ↔ α
nβ4−n . (5)
This has often been used to set α = 1 by scaling e.g. fµν
together with the βn, which can be done consistently if
fµν does not couple to any source. As pointed out in [32],
care should be taken when one considers a perturbative
expansion after such a rescaling.
The variation of the en(S), under δS of S, as defined
in (3) is given by[71]
δen(S) = −
n∑
k=1
(−1)kTr[Sk−1δS] en−k(S) , n ≥ 1 ,
(6)
with δe0(S) = 0 (since e0(S) = 1). Using this to-
gether with 2Tr[Sk−1δS] = Tr[Sk−2δS2] and[72] δS2 =
−g−1δgS2 + g−1δf (which follows from S2 = g−1f) it is
straightforward to derive the vacuum field equations of
the theory
Eµν ≡ Gµν +m
2Vµν = 0 , Vµν ≡ −
2√
|g|
∂(
√
|g|V )
∂gµν
(7a)
E˜µν ≡ G˜µν +
m2
α2
V˜µν = 0 , V˜µν ≡ −
2√
|f |
∂(
√
|g|V )
∂fµν
.
(7b)
Here Gµν = Rµν −
1
2gµνR is the Einstein tensor com-
puted with respect to gµν and G˜µν = R˜µν −
1
2fµνR˜ is the
Einstein tensor computed with respect to fµν . Note that
the second line can be obtained directly from the first by
making use of the interchange symmetry (5). The inter-
action contributions are matrix polynomials in S and are
given explicitly by
Vµν = gµρ
3∑
n=0
(−1)nβnY
ρ
(n) ν(S) , (8)
V˜µν = fµρ
3∑
n=0
(−1)nβ4−nY
ρ
(n) ν(S
−1) , (9)
where the tensors Y(n)(S) are defined as
Y ρ(n) ν(S) =
n∑
k=0
(−1)kek(S)[S
n−k]ρν . (10)
For example, written out in full we have that
Vµν = gµρ
[
β0δ
ρ
ν − β1 (S
ρ
ν − e1δ
ρ
ν)
+ β2
(
[S2]ρν − e1S
ρ
ν + e2δ
ρ
ν
)
− β3
(
[S3]ρν − e1[S
2]ρν + e2S
ρ
ν − e3δ
ρ
ν
)]
.
(11)
We note that Vµν and V˜µν as written in (8) are symmetric
in their indices, albeit not manifestly. Let us define gS as
the covariant tensor (gS)µν = gµρS
ρ
ν , similarly fS
−1 as
4(
fS−1
)
µν
= fµρ(S
−1)ρν and denote the matrix transpose
operation by T . Then indeed we have that (gS)T = gS =
fS−1 = (fS−1)T, along with similar identities showing
that S and S−1 are in fact symmetric whenever their
indices are raised or lowered using either of gµν or fµν .[73]
General covariance of the theory under the diagonal
group of common diffeomorphisms implies the divergence
identities (see e.g. [45])
√
|g| gµρ∇ρVµν = −
√
|f | fµρ∇˜ρV˜µν , (12)
as well as the algebraic identities [31] (see also [46, 47])
√
|g| gρµVµν +
√
|f | fρµV˜µν −
√
|g|V δρν = 0 , (13)
where V is the interaction potential (2) appearing in the
action (1). We stress that these identities are a direct
consequence of covariance and are of little use if one does
not treat both metrics dynamically (clearly V˜µν is of no
relevance if fµν is not treated dynamically). The identi-
ties (13) can be used together with the bimetric equations
(7) to prove that if either one of the metrics describes
an Einstein space then the other one must also be an
Einstein space [31] (see also [48]), a conditional identity
which is lost in the massive gravity version of the theory
where one usually considers the fixed metric to be either
flat or of constant curvature while the other one is not.
A. The massive gravity limit
For later reference we discuss briefly the massive grav-
ity limit of bimetric theory at the level of the equations
of motion [31, 46]. Since the theory treats the two met-
rics symmetrically we must of course make a choice in
what we mean by a massive gravity limit. Here we will
mean the limit in which the equations for gµν becomes
the equations for a nonlinear massive spin-2 field. Fur-
thermore, since we will generically be studying the vac-
uum equations we consider a restricted limit here with no
matter sources for either metric.[74] The massive grav-
ity limit can then be achieved by considering the limit
α→∞. From the bimetric equations of motion
Gµν +m
2Vµν = 0 , G˜µν +
m2
α2
V˜µν = 0 , (14)
it is clear that, if we want to keep nontrivial interactions
in the gµν equations after this limit is taken, the only
βi parameter that can be rescaled in an α dependent
way while taking the limit α→∞ is β4. This is because,
while β1, β2, β3 and β4 all appear in V˜µν , only β4 does not
appear in Vµν . Hence any scalings of β1, β2 or β3 are not
allowed since this would cause Vµν to diverge. Assuming
therefore that none of the other βn are affected by this
limit and taking β4 = α
2Λf/m
2, then α→∞ implies
Gµν +m
2Vµν = 0 , G˜µν + Λffµν = 0 . (15)
Hence fµν is a constant curvature solution while gµν
obeys the equations obtained from a nonlinear massive
gravity action[75] (incidentally the bimetric action (1)
with α = 0 and fµν treated as non-dynamical). As dis-
cussed in [31] the massive gravity limit of the bimetric
theory is quite subtle and requires some care, but at
least a subset of bimetric solutions do admit such a limit,
whether the limit is taken in the equations of motion
as here or directly in the action. At the level of lin-
ear fluctuations around such well-behaved backgrounds
one can then consider canonically normalised fluctuations
δgµν/mg and δfµν/(αmg) such that also the linear theory
coincides with the standard treatment of massive gravity,
where fµν is kept fixed and its fluctuations are ignored.
Later on when we discuss covariant constraints of the
massive gravity equations we do so at the level of linear
perturbations and therefore we will ignore potential non-
linear problems that may arise in taking the limit and
simply treat the equations as well-defined at the level we
work with them.
As remarked upon in the introduction of this subsec-
tion, completely analogous statements can of course be
made in the limit α → 0 where instead fµν will obey
the nonlinear equations of massive gravity and gµν is a
constant curvature metric with β0 scaled appropriately.
B. Linearised theory of fluctuations
We will now turn to the general problem of linearising
the field equations (7). To this end we expand the two
metrics around some background solutions of the equa-
tions of motion as follows
gµν → gµν + δgµν , fµν → fµν + δfµν , (16)
where, as our notation suggests, we retain the label gµν
and fµν for the background solutions to avoid unneces-
sary clutter. The equations of motion for the perturba-
tions then read, schematically,
δEµν = δGµν +m
2δVµν = 0 , (17a)
δE˜µν = δG˜µν +
m2
α2
δV˜µν = 0 . (17b)
The kinetic terms of the equations of motion are straight-
forward to obtain as they are simply the linearised Ein-
stein tensors. In the gµν equations they read
δGµν = E
ρσ
µν δgρσ +
1
2
[
gµνR
ρσ − δρµδ
σ
νR
]
δgρσ , (18)
where, for later considerations, we have defined the ex-
plicit 2-derivative operator
E ρσµν δgρσ ≡−
1
2
[
δρµδ
σ
ν∇
2 + gρσ∇µ∇ν − δ
ρ
µ∇
σ∇ν
− δρν∇
σ∇µ − gµνg
ρσ∇2 + gµν∇
ρ∇σ
]
δgρσ .
(19)
5Observe that in the above expressions we have used gµν to
raise and contract indices. As mentioned already in the
introduction, in order to avoid unnecessarily lengthy ex-
pressions we will sometimes adopt this convention when-
ever an expression only contains quantities defined with
respect to gµν and its equations as above. Analogously
we will use fµν to raise and contract indices in expres-
sions only containing quantities defined with respect to
fµν and its equations, as in the following expressions.
Whenever any confusion may arise we will keep all in-
dices and their placings explicit. In the fµν equations
the kinetic contributions similarly read
δG˜µν = E˜
ρσ
µν δfρσ +
1
2
[
fµνR˜
ρσ − δρµδ
σ
ν R˜
]
δfρσ , (20)
where analogously
E˜ ρσµν δfρσ ≡−
1
2
[
δρµδ
σ
ν ∇˜
2 + fρσ∇˜µ∇˜ν − δ
ρ
µ∇˜
σ∇˜ν
− δρν∇˜
σ∇˜µ − fµνf
ρσ∇˜2 + fµν∇˜
ρ∇˜σ
]
δfρσ ,
(21)
The linearisation of the interaction contributions (8) re-
quires some further work but using (6) together with (us-
ing matrix notation within the square brackets)
δ
[
Sn−k
]ρ
ν
=
n−k−1∑
m=0
[
SmδS Sn−k−m−1
]ρ
ν
, (22)
which is a direct consequence of applying the chain rule,
it is a simple matter of algebra to arrive at the following
intermediate results
δVµν = g
ρσVσνδgµρ − gµρ
3∑
n=1
(−1)nβn
n∑
k=1
(−1)k
{[
Sn−k
]ρ
ν
k∑
m=1
(−1)mek−m(S)
[
Sm−1δS
]σ
σ
+ ek−1(S)
n−k∑
m=0
[
SmδSSn−k−m
]ρ
ν
}
, (23)
and
δV˜µν = f
ρσV˜σνδfµρ + fµρ
3∑
n=1
(−1)nβ4−n
n∑
k=1
(−1)k
{[
Sk−n
]ρ
ν
k∑
m=1
(−1)mek−m(S
−1)
[
S−m−1δS
]σ
σ
+ ek−1(S
−1)
n−k∑
m=0
[
S−m−1δSSm+k−n−1
]ρ
ν
}
. (24)
These expressions should be symmetrised over the µν in-
dices, but when evaluated on any background solutions,
the full equations of motion will actually be symmet-
ric even with the given form when the above expres-
sions are combined with the kinetic terms. We note
that the first terms of these expressions, i.e. gρσVσνδgµρ
and fρσV˜σνδfµρ, come from the variation of the vol-
ume element. For the proportional background solutions,
fµν = c
2gµν , they encode purely cosmological contri-
butions (i.e. non-mass contributions). Using the back-
ground relations Gσν+m
2Vσν = 0 and α
2G˜σν+m
2V˜σν = 0
these can be added up to the corresponding terms from
the kinetic operators in (18) and (20), respectively. The
terms contained within the sums on the other hand con-
stitute the non-minimal interactions which render a com-
bination of the fluctuations massive.
In these sums the last terms, on the second lines,
present a technical problem[76] since they contain the
variation of a square-root matrix, i.e. δS = δ
√
g−1f .
This variation had been computed in some simple ex-
amples, e.g. for black holes and in a cosmological con-
text [51–54], but it was only recently in [39, 40] that the
general variation was computed for the first time (see
also [55] which was however not fully general). These
works utilised that the problem could be stated, in ma-
trix notation,
SδS + δSS = δS2 , (25)
6where the variation δS2 = −g−1δgS2 + g−1δf is known.
The realisation that this is a type of Sylvester matrix
equation allows to use results known from the mathe-
matical literature [56] to obtain the solution as[77]
δS =
1
2
X
−1
4∑
k=1
k−1∑
m=0
(−1)me4−k(S)S
k−m−2δS2Sm , (26)
where X = e3(S)1 + e1(S)S
2. This solution, which we
stress is exact and linear in δS2, exists and is unique
if and only if the spectrum σ(S) of S (i.e. the set of
eigenvalues of S) and the spectrum of −S do not inter-
sect, i.e. σ(S) ∩ σ(−S) = ∅, which is in fact equivalent
to the statement that X is invertible [40]. This implies
that unless one imposes this external condition the the-
ory cannot be unambiguously linearised. This condition
is generically satisfied for physically interesting solutions
of the theory (for example if S has distinct or only posi-
tive eigenvalues) so we will assume that the background
solutions are such that this condition is not violated.[78]
When X is invertible one can use the Cayley-Hamilton
theorem (cf. (73)) to show that it can be obtained by the
expression
X
−1 =
(e3 − e1e2)1 + e21S − e1S
2
e21e4 + e
2
3 − e1e2e3
, (27)
where all the en are now functions of S (see [40] for de-
tails).
In principle it is now possible to combine all of the
results of this section and obtain the equations of mo-
tion for the perturbations on any given set of background
solutions. The resulting expressions are however quite
lengthy and not always easy to analyse in practise, mostly
because the solution (26) typically contain 10 different
terms multiplying X−1. Later on, in section III, we will
therefore make use of field redefinitions to simplify the
problem and show that these field redefinitions exist and
are invertible precisely under the same conditions for
which the variation δS exists and is unique. Before doing
so we will continue to review some further aspects of the
theory which will be useful for later purposes.
1. Einstein solutions & Mass eigenstates
With the linearised equations of motion at hand we can
verify our results so far for a particularly simple set of
background solutions, namely the proportional solutions
for which fµν = c
2gµν . Inserting this ansatz into the
background equations (7), these equations reduce to two
copies of the vacuum Einstein equations
Gµν + Λggµν = 0 , Gµν + Λfgµν = 0 , (28)
where Λg = m
2
(
β0 + 3cβ1 + 3c
2β2 + c
3β3
)
and Λf =
m2
α2c2
(
cβ1 + 3c
2β2 + 3c
3β3 + c
4β4
)
. Consistency of these
equations of course requires that Λg = Λf , a condition
which can be written as a quartic polynomial equation
for c with coefficients dependent on α and βn and hence
determines c = c(α, βn). This condition then completely
specifies the backgrounds in terms of the parameters of
the theory. For these backgrounds we also have the sim-
ple relations
Sρν = c δ
ρ
ν , en(S) = c
n
(
4
n
)
,
2c δSρν = g
ρµ
(
δfµν − c
2δgµν
)
, (29)
where
(
4
n
)
= 4!/n!(4− n)! is the standard binomial coef-
ficient. The kinetic terms (18) and (20) then become
δGµν = E
ρσ
µν δgρσ +
Λg
2 [gµνg
ρσδgρσ − 4δgµν ] , (30)
and
δG˜µν =
1
c2
E ρσµν δfρσ +
Λf
2c2 [gµνg
ρσδfρσ − 4δfµν ] , (31)
while the linearised interaction terms (23) and (24) re-
duce to
δVµν =
Λg
m2
δgµν
+
(
β1 + 2cβ2 + c
2β3
) (
gµνδS
ρ
ρ − gµρδS
ρ
ν
)
,
(32)
and
δV˜µν =
α2Λf
c2m2
δfµν
−
1
c2
(
β1 + 2cβ2 + c
2β3
) (
gµνδS
ρ
ρ − gµρδS
ρ
ν
)
.
(33)
Using the consistency condition Λg = Λf ≡ Λ we
then find, by considering the linear combination δEµν +
α2c2δE˜µν of the equations of motion (17), that the com-
bined field δGµν = δgµν + α
2δfµν satisfies the linearised
Fierz-Pauli equations of a massless spin-2 field
E ρσµν δGρσ − Λ
(
δGµν −
1
2
gµνg
ρσδGρσ
)
= 0 . (34)
Similarly, by considering the linear combination
(c/2)δE˜µν−(c/2)δEµν we find that δMµν = gµρδS
ρ
ν sat-
isfies the Fierz-Pauli equations of a massive spin-2 field
E ρσµν δMρσ − Λ
(
δMµν −
1
2
gµνg
ρσδMρσ
)
+
m2FP
2
(δMµν − gµνg
ρσδMρσ) = 0 , (35)
where m2FP = m
2
(
1+α2c2
α2c2
) (
cβ1 + 2c
2β2 + c
3β3
)
. This
of course agrees with the analysis of [43] (see also [58, 59])
and mostly serves as a simple consistency check of our
results up to this point but also illustrates the mass
spectrum of the theory around constant curvature back-
grounds.
7III. REDEFINED FLUCTUATION VARIABLES
As outlined in section II B, the computation of the lin-
earised equations of motion around general background
solutions is complicated due to the presence of the square-
root matrix S =
√
g−1f . The variation δS can be ob-
tained explicitly using either the Sylvester form given in
(26) or by using the Cayley-Hamilton theorem [40], but
the resulting expressions are lengthy and difficult to anal-
yse analytically. Here we will employ a clever redefinition
of the dynamical variables in a spirit similar to that of
[60]. This allows us to avoid evaluating the variation of
the square-root matrix explicitly and to study the lin-
earised equations in a more compact form.
In order to replace say δgµν by a new fluctuation vari-
ables δg′µν which simplifies the expressions for the lin-
earised equations, we define (the important issue of the
invertibility of this definition is discussed below)
δgµν ≡
δgµν
δ(S−1)ρσ
∣∣∣∣
f
fραSλαS
β
σδg
′
βλ
=
(
δλµS
σ
ν + δ
λ
νS
σ
µ
)
δg′σλ . (36)
Here,
δgµν
δ(S−1)ρσ
|f denotes the variation of gµν =
fµα[S
−2]αν with respect to [S
−1]ρσ taken at constant fµν .
The new variables are designed such that we obtain a sim-
ple expression for the variation of the inverse square-root
matrix,
δ(S−1)ρσ
δgµν
∣∣∣∣
f
δgµν = f
ραSλαS
β
σδg
′
βλ , (37)
which can be used to obtain the variation of the square-
root (from δS = −SδS−1S)
δSρσ
δgµν
∣∣∣∣
f
δgµν = −(S
2)βσg
ρλδg′βλ . (38)
In this last form we can shed some more light on this
field redefinition. Consider the general variation of the
squared matrix δS2, using matrix notation,
δS2 = δgS
2 + δfS
2 = −g−1δgS2 + g−1δf , (39)
where δgS
2 and δfS
2 denote the variations with fµν and
gµν held fixed respectively (i.e. the subscript labels the
field which is to be varied and in terms of the above
notation we have that δgS
2 = δS
2
δg
∣∣∣
f
δg) and we have used
the defining relation S2 = g−1f . Focussing on the δgS
2
part, the redefined fluctuations are taylored such that the
expression for δgS in terms of δg
′ has exactly the same
form as δgS
2 in terms of δg (to wit: δgS
2 = −g−1δgS2),
i.e. we can equivalently define the redefinition through
(cf. (38))
δgS ≡ −g
−1δg′S2 . (40)
Using δgS
2 = SδgS + δgSS we then obtain
g−1δg = Sg−1δg′ + g−1δg′S . (41)
This expression has two immediate virtues. Firstly, by
considering the component form we straightforwardly ar-
rive at the right hand side of the definition (36) (using
that (gS)T = gS). Secondly, we recognise this as a
Sylvester equation of exactly the same form as in (25)
and therefore deduce that δg′µν can be uniquely deter-
mined in terms of δgµν if and only if the spectra of eigen-
values for S and −S do not intersect, i.e. exactly when
the variation of the square-root exists and has a unique
solution in terms of δgµν and δfµν . This means that un-
der these quite general conditions we are assured that
the field redefinition is invertible and well defined and
whenever this is not the case even the original problem
of linearisation is ill-defined.
Motivated by the interchange symmetry (5), we rede-
fine the δfµν fluctuations mirroring the previous discus-
sion. This leads us to the definition
δfS
−1 ≡ −f−1δf ′S−2 , (42)
from which it follows that
f−1δf = S−1f−1δf ′ + f−1δf ′S−1 . (43)
This is again a Sylvester equation which implies that a
unique solution exist and the transformation is uniquely
invertible if and only if the spectra of eigenvalues of S−1
and −S−1 do not intersect, which is of course equivalent
to the statement that σ(S) ∩ σ(−S) = ∅. In components
this redefinition amounts to
δfµν =
(
δλµ[S
−1]σν + δ
λ
ν [S
−1]σµ
)
δf ′σλ . (44)
Finally we can combine these fluctuations as δS = δgS+
δfS,
δS = −g−1δg′S2 + S−1g−1δf ′S−1 , (45)
with a corresponding expression for the inverse δS−1 =
−S−1δSS−1
δS−1 = −f−1δf ′S−2 + Sf−1δg′S , (46)
which, due to our definitions, can also be obtained from
δS by interchanging gµν and fµν . This kind of symmet-
ric redefinition is useful because it allows us to study
one set of the equations of motion separately, e.g. the
gµν equations, and immediately deduce the correspond-
ing results in the fµν equations due to the interchange
symmetry present in the theory. We stress that i) these
redefinitions are tailored such that they are interchange
symmetric but also exist and are uniquely invertible un-
der the exact same conditions for which the linearised
problem is well-defined to start with and ii) the varia-
tion of the square-root is reduced to at most two terms
(i.e. one term for massive gravity and two terms when
8both metrics are dynamical) when using these redefined
fluctuations as compared to the more than 30 terms (or
even twice that if we consider bimetric theory) when us-
ing the original fluctuations. This last point makes many
problems analytically tractable and is therefore poten-
tially very important as we discuss further in section VI.
IV. LINEAR EQUATIONS AROUND GENERAL
BACKGROUNDS
The virtue of the field redefinitions (36) and (44) is
easy to understand since they circumvent the necessity
of dealing with the large number of terms contained in
the general solution for δS given in (26). In fact, we can
directly insert the expression (45) in the expansions (23)
and (24) without any further work and simply expand
the sums in these terms.
Of course, a slight drawback is that, by performing the
above redefinitions, we introduce extra contributions to
the kinetic terms since the kinetic operators now act on
the background fields appearing in the redefinitions. Al-
though this might appear as an obstacle at first sight,
for most applications the background is known and it
usually presents no problem to compute its derivatives.
Moreover, such derivatives will play no role in the subse-
quent analysis of constraints since the latter only depend
on the terms generated by derivatives acting on the lin-
ear perturbations. In those cases, the extra terms will
not cause any difficulties and these terms are far less in
number and can presumably be dealt with much more
easily than the variation of the square-root in the origi-
nal variables. For analysing the constraint structure the
redefinitions certainly prove very useful, as we will see in
section V.
In the remainder of this section we will simply collect
all the relevant linearised expressions in terms of the re-
defined fluctuations.
A. The linearised Einstein tensors
Recalling the expressions (18)-(21) for the linearised
Einstein tensors we trivially find that in terms of the
redefined fluctuations (36) and (44) these now read
δGµν =−
1
2
[
δρµδ
σ
ν∇
2 + gρσ∇µ∇ν − δ
ρ
µ∇
σ∇ν
− δρν∇
σ∇µ − gµνg
ρσ∇2 + gµν∇
ρ∇σ
+ δρµδ
σ
νR− gµνR
ρσ
][(
δαρ S
β
σ + δ
α
σS
β
ρ
)
δg′αβ
]
,
(47)
where the operator in the left bracket acts on all terms
in the right bracket. Moreover, from the nonlinear equa-
tions of motion (7) we can derive the following back-
ground relation, expressing the above combination of cur-
vatures in terms of S (with an analogous expression for
R˜µν in terms of V˜µν),
δρµδ
σ
νR− gµνR
ρσ = m2
(
δρµδ
σ
ν g
λωVλω + gµνV
ρσ
− 12gµνg
ρσgλωVλω
)
. (48)
Using this to replace the curvature terms in (47) by in-
teraction contributions we find that,
δGµν = E
ρσ
µν
[(
δαρ S
β
σ + δ
α
σS
β
ρ
)
δg′αβ
]
+ m
2
4
[
gµνg
ρσgλωVλω − 2gµνV
ρσ
− 2δρµδ
σ
ν g
λωVλω
](
δαρ S
β
σ + δ
α
σS
β
ρ
)
δg′αβ . (49)
Similar manipulations lead to a corresponding expression
for the variation of the fµν Einstein tensor,
δG˜µν = E˜
ρσ
µν
[(
δαρ [S
−1]βσ + δ
α
σ [S
−1]βρ
)
δf ′αβ
]
+ m
2
4α2
[
fµνf
ρσfλωV˜λω − 2fµν V˜
ρσ
− 2δρµδ
σ
ν f
λωV˜λω
](
δαρ [S
−1]βσ + δ
α
σ [S
−1]βρ
)
δf ′αβ .
(50)
As we already mentioned in the beginning of this section,
the only possible drawback of these field redefinitions is
the fact that the kinetic operators now act on both the
fluctuations and the background fields.
Before ending this exposition of the linearised Einstein
tensors we provide the linearised identities implied by the
conservation of the Bianchi identities, i.e.,
δ (gµρ∇ρGµν) = 0 , δ
(
fµρ∇˜ρG˜µν
)
= 0 . (51)
These imply the following linear identities
gµρ∇ρδGµν = δgµρ∇
ρGµν + G
σ
ν∇
ρδgσρ
− 12g
λρGνσ∇
σδgλρ +
1
2G
σµ∇νδgµσ , (52)
and similarly
fµρ∇˜ρδG˜µν = δfµρ∇˜
ρG˜µν + G˜
σ
ν∇˜
ρδfσρ
− 12f
λρG˜νσ∇˜
σδfλρ +
1
2 G˜
σµ∇˜νδfµσ . (53)
Switching to the new fluctuation variables and using the
background equations (7) to replace the Einstein tensors
by interaction contributions on the right-hand side, we
can write these identities as
∇µδGµν =
m2
2
[
gµρVνσ∇
σ − V µρ∇ν − 2V
µ
ν∇
ρ
− 2(∇µV ρν)
] [(
δαρ S
β
µ + δ
α
µS
β
ρ
)
δg′αβ
]
, (54)
∇˜µδG˜µν =
m2
2α2
[
fµρV˜νσ∇˜
σ − V˜ µρ∇˜ν − 2V˜
µ
ν∇˜
ρ
− 2(∇˜µV˜ ρν)
] [(
δαρ [S
−1]βµ + δ
α
µ [S
−1]βρ
)
δf ′αβ
]
,
(55)
9where again operators in the leftmost brackets act on all
objects within the rightmost brackets. We note that ∇µ
acts also on V ρν in the last terms of the leftmost brack-
ets. These expressions will be required later on when we
analyse the constraint in section V. We remind the reader
that in these expressions indices are raised using gµν in
e.g. (49), (52) and (54) while they are raised using fµν
in (50), (53) and (55). This reminder is purely for the
readers convenience and is consistent with our remarks
in the introduction.
B. The linearised interaction contributions
The linearised interaction contributions are obtained
by simply inserting (36), (44) and (45) into (23) and (24).
This results in
δVµν = g
ρσVσν
(
δαρ S
β
µ + δ
α
µS
β
ρ
)
δg′αβ
− gµρ
3∑
n=1
(−1)nβn
n∑
k=1
(−1)k
{[
Sn−k
]ρ
ν
k∑
m=1
(−1)mek−m(S)
[
Sm−1δS
]σ
σ
+ ek−1(S)
n−k∑
m=0
[
SmδSSn−k−m
]ρ
ν
}
, (56)
and
δV˜µν = f
ρσV˜σν
(
δαρ [S
−1]βµ + δ
α
µ [S
−1]βρ
)
δf ′αβ
− fµρ
3∑
n=1
(−1)nβ4−n
n∑
k=1
(−1)k
{[
Sk−n
]ρ
ν
k∑
m=1
(−1)mek−m(S
−1)
[
S−m+1δS−1
]σ
σ
+ ek−1(S
−1)
n−k∑
m=0
[
S−mδS−1Sm+k−n
]ρ
ν
}
, (57)
where now δS and δS−1 are given by
δS = −g−1δg′S2 + S−1g−1δf ′S−1 , (58)
δS−1 = −f−1δf ′S−2 + Sf−1δg′S . (59)
Combining these expressions with the kinetic terms (49)
and (50) it is now straightforward to write down the full
perturbative equations (17). These can then be used for
any analysis concerning linear fluctuations around some
background solution of the bimetric theory.
V. CONSTRAINT ANALYSIS
In this section we discuss the nature of constraints of
bimetric theory and massive gravity at the Lagrangian
level, or at the level of equations of motion. In order
to do this in a self-consistent manner we first review the
methodology of a covariant constraint analysis in the La-
grangian formalism within the bimetric setup. This helps
to summarise the steps involved and to set up some no-
tation for later purposes. A detailed analysis along these
lines was performed in a subset of massive gravity mod-
els in [40] and is summarised in [39]. We will see that
the method developed in the first part of the paper in
order to simplify the linearised equations will turn out to
be very useful in order to extract the constraints we are
after.
A. Constant curvature backgrounds
First, let us remind how the constraint analysis works
out for the massive Fierz-Pauli equations on constant
curvature backgrounds, i.e. Einstein spacetimes. Note
that this can equally be viewed as a bimetric analysis re-
stricted to the proportional backgrounds of section II B 1.
There we obtained one equation, i.e. (34), describing the
propagation of a massless spin-2 field and the counting of
degrees of freedom there proceeds as in linearised general
relativity and gives the standard 2 polarisations. We also
obtained the equation (35) which exactly coincides with
the massive Fierz-Pauli equation, namely
δEµν = E
ρσ
µν δMρσ − Λ
(
δMµν −
1
2
gµνg
ρσδMρσ
)
+
m2FP
2
(δMµν − gµνg
ρσδMρσ) = 0 ,
(60)
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where we recall that (with ∇µ associated to the back-
ground field gµν)
E ρσµν δMρσ ≡ −
1
2
[
δρµδ
σ
ν∇
2 + gρσ∇µ∇ν − δ
ρ
µ∇
σ∇ν
− δρν∇
σ∇µ − gµνg
ρσ∇2 + gµν∇
ρ∇σ
]
δMρσ .
(61)
Due to the Bianchi identities obeyed by the Einstein ten-
sor (including the Λ terms) a divergence of these field
equations yields
∇µδEµν =
m2FP
2
(∇µδMµν − g
ρσ∇νδMρσ) , (62)
∇µδMµν = g
ρσ∇νδMρσ , (63)
where the last equality is deduced from the first on-shell
and constitute 4 non-dynamical constraint equations for
δMµν . Taking a second divergence of the equations yields
∇µ∇νδEµν =
m2FP
2
(
∇µ∇νδMµν − g
ρσ∇2δMρσ
)
. (64)
Tracing instead the field equations (60) we get
gµνδEµν = g
µν∇2δMµν −∇
µ∇νδMµν
+
(
Λ−
3m2FP
2
)
gµνδMµν . (65)
Hence we find that the linear combination
2∇µ∇νδEµν +m
2
FPg
µνδEµν
=
m2FP
2
(
2Λ− 3m2FP
)
gµνδMµν , (66)
constitutes another on-shell scalar constraint,[79]
gµνδMµν = 0, which then furthermore using (62) implies
∇µδMµν = 0. Together these non-dynamical equations
correspond to 5 constraints which can be used to remove
5 degrees of freedom from the original 10 components of
the symmetric tensor perturbation δMµν . Implementing
the constraints, the field equations can thus be reduced
to the equivalent system of equations,(
∇2 −m2FP
)
δMµν +
2Λ
3 δMµν = 0 ,
∇µδMµν = 0 , g
µνδMµν = 0 . (67)
In particular, in flat spacetime this is simply the Klein-
Gordon equation for a transverse and traceless tensor
field. This brief analysis shows that the massive Fierz-
Pauli equation propagates 5 degrees of freedom and it
follows that, for the proportional backgrounds, the bi-
metric theory propagates 2 + 5 = 7 degrees of freedom.
B. Constraint analysis on general backgrounds
In principle, we would now like to mimic the proce-
dure outlined in the previous subsection in the case of
general background solutions, i.e. away from the propor-
tional backgrounds. In particular, we seek to obtain a
scalar constraint from the bimetric equations which gen-
eralises the tracelessness condition gµνδMµν = 0.
We start by outlining the general procedure for obtain-
ing such a constraint in the full bimetric theory. This
follows closely the methodology of the massive gravity
analysis of [39, 40], with some straightforward generali-
sations to extend that analysis to the bimetric case. We
will then make use of the fact that the bimetric theory
has a massive gravity limit and that the constraint should
survive this limit.[80] This allows us to reduce the full
problem by first restricting to the massive gravity limit
and searching for the constraint there. As we will see the
existence of the constraint in this limit is enough to de-
termine the structure of a would be constraint in the full
bimetric theory. Once we have determined this structure
we return to the bimetric case and check whether it is ac-
tually a constraint or not. On the other hand, we stress
from the onset that the existence of such a constraint
in covariant form (i.e. without doing a 3 + 1 split) is a
sufficient but not necessary condition for proving that
the theory propagates the correct number of degrees of
freedom.
1. General form of the constraint in bimetric theory
Consider again the linearised bimetric equations
(cf. (17))
δEµν = E
ρσ
µν δgρσ +
1
2
[
gµνR
ρσ − δρµδ
σ
νR
]
δgρσ
+m2δVµν = 0 , (68)
δE˜µν = E˜
ρσ
µν δfρσ +
1
2
[
fµνR˜
ρσ − δρµδ
σ
ν R˜
]
δfρσ
+
m2
α2
δV˜µν = 0 . (69)
In this case we start out with a priori 10 + 10 = 20
degrees of freedom in the symmetric fluctuations δgµν
and δfµν . General covariance then allows us to remove
2 × 4 degrees of freedom, being gauge redundancies or
first class constraints a` la Dirac. In addition, the Bianchi
identities satisfied by the Einstein tensors allow us to
find 4 vector constraints by taking a divergence of either
equation (there are only 4 because of the identity (12)
which relates the divergences of the interaction terms),
by which we can remove an additional 4 degrees of free-
dom. This leaves us with 20 − 2 × 4 − 4 = 8 degrees of
freedom. In order to demonstrate covariantly that the
theory only propagates 2 + 5 = 7 degrees of freedom of
a massless (2) and a massive (5) spin-2 field we need to
find an additional scalar constraint in analogy with the
previous section. However, we emphasise again that find-
ing a covariant constraint in the Lagrangian formalism is
a sufficient but not necessary condition for the theory to
propagate 7 degrees of freedom.
Following [40] we conveniently introduce the equality
symbol ∼ by which we will mean that two expressions
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are equal (off-shell) modulo terms that contain strictly
less than two derivatives. For example, in this notation
we can write the above equations (68) and (69)
δEµν ∼ E
ρσ
µν δgρσ , δE˜µν ∼ E˜
ρσ
µν δfρσ , (70)
since the interaction terms do not contain any deriva-
tives. We then consider the following generalised traces
of the field equations, tracing with powers of the tensor
S
Φgk ≡[S
k]νρ g
ρµδEµν ∼ [S
k]νρ g
ρµE ρσµν δgρσ , (71)
Φfk ≡[S
k]νρ f
ρµδE˜µν ∼ [S
k]νρ f
ρµE˜ ρσµν δfρσ . (72)
Here it is enough to consider k = 0, 1, 2, 3 and still
cover all possible independent traces that can be formed.
This can be realised by taking into account the Cayley-
Hamilton theorem, which for any 4× 4 matrix S can be
stated as,
S4 − e1(S)S
3 + e2(S)S
2 − e3(S)S + e4(S)1 = 0 . (73)
This theorem allows us to express any powers of the ma-
trix greater than 3 in terms of a linear combination of
terms with all positive but at most 3 powers of the ma-
trix. This includes any inverse powers of the matrix since
the inverse (provided that it exists) can be computed as
a polynomial from (73). Note that the case k = 0 above
corresponds to the ordinary metric traces. The definition
fµν = gµρS
ρ
σS
σ
ν means that tracing with the metrics in-
terchanged is also included in the above cases. Further-
more, the background relations Gµν + m2Vµν = 0 and
G˜µν +
m2
α2
V˜µν = 0 are linear in the curvatures and can
therefore be used to solve for Rµν and R˜µν as polyno-
mials in S. Since the metrics, the curvatures and the
square-root matrix are the only covariant objects avail-
able to trace with, this shows that the above list is indeed
exhaustive.
Along similar lines we consider the generalised diver-
gences of the field equations
Ψgk ≡[S
k]νρ∇
ρ∇µδEµν , (74)
Ψfk ≡[S
k]νρ∇˜
ρ∇˜µδE˜µν . (75)
For the same reasons as outlined above we only need to
consider k = 0, 1, 2, 3 to exhaust all possible indepen-
dent terms. Here we should note that in principle it is
possible to consider different combinations of covariant
derivatives, e.g. a term like ∇˜ν∇µδEµν . We have omit-
ted these since the covariant derivatives are equal up to
lower order terms, i.e. ∇µ ∼ ∇˜µ, the difference only con-
taining derivatives of the background fields.
Having now defined all possible scalars that can be con-
structed from the field equations, we consider a general
linear combination,
C ≡
3∑
k=0
(
ugkΦ
g
k + v
g
kΨ
g
k + u
f
kΦ
f
k + v
f
kΨ
f
k
)
, (76)
where the 16 coefficients {ug,f , vg,f} are scalar functions
of the background fields. The aim then is to determine
15 of these, since one of them can be scaled away without
any loss of generality, such that C ∼ 0. If this is possible
then on-shell the equation C = 0 will provide the sought
after covariant scalar constraint since it is a nontrivial,
non-dynamical equation with no double time derivatives
appearing.
2. General form of the constraint in massive gravity
Due to the linearity of the problem at hand and the
interchange symmetry (5) of the theory it is useful to
split the problem into separate parts and first study only
one of the bimetric equations. In more detail, consider
the gµν equations written in the form
δEµν = δgGµν +m
2δgVµν +m
2δfVµν = 0 , (77)
where the subscripts on the variations denote variations
with respect to the corresponding field, e.g. δgVµν =
∂Vµν
∂gρσ
δgρσ with fµν held fixed etc. We know from previous
studies that a constraint does exist for these equations
in the massive gravity limit (i.e. for δfµν → 0 and the
last term is absent) when one uses the vielbein formal-
ism [41, 42] as well as, for non vanishing β1, in the metric
formalism [39, 40]. The generalised Stu¨ckelberg analysis
of [64] also implied the absence of the Boulware-Deser
ghost in full generality within the metric formulation.[81]
As discussed briefly in section IIA we know that there ex-
ist bimetric solutions with a well-behaved massive gravity
limit even at the linearised level. It is thus perfectly rea-
sonable to assume that the constraint must survive the
massive gravity limit in the metric formalism and in the
most general case. In order to be able to obtain a bimet-
ric constraint with this behaviour we can then clearly
focus only on the first two terms in (77), which are lin-
ear in δgµν and do not contain δfµν . In other words, we
first study the gµν equations δEµν and set the fµν per-
turbations to zero in that analysis. This is equivalent to
considering the constraint analysis in the strict massive
gravity limit α → ∞. Interchange symmetry (c.f. (5))
then allows us to deduce corresponding conclusions for
the fµν equations δE˜µν with the δgµν fluctuations set
to zero. Finally we combine and extend our results to
discuss the outcome of the analysis in the full bimetric
theory.
Considering only the gµν equations, with δfµν = 0
momentarily, we set out to find a scalar constraint of the
form (cf. (76))
Cg ≡
3∑
k=0
(ugkΦ
g
k + v
g
kΨ
g
k) . (78)
where the {ug, vg} are scalar coefficients to be determined
such that Cg ∼ 0, i.e. contains only terms with less than
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two derivatives acting on the fluctuations. We also recall
the definitions (71) and (74)
Φgk ≡[S
k]νρ g
ρµδEµν ∼ [S
k]νρ g
ρµE ρσµν δgρσ , (79)
Ψgk ≡[S
k]νρ∇
ρ∇µδEµν , (80)
where here and for the rest of this subsection we use gµν
to raise indices everywhere. It is worth pointing out that
(79) also holds true in the case of nonzero δfµν since
the 2-derivative parts of the traces only come from the
kinetic operator. We proceed to give the expressions of
these generalised traces and divergences in full detail.
3. The generalised traces
From the definition of E in (19) it is straightforward to
find that, in general
Φgk ∼ −
[
[Sk+1]ρσgκµ + Sρσ[Sk]κµ
− Sσκ[Sk]ρµ − [Sk+1]σµgρκ
− [Sk]λλS
ρσgκµ + [Sk]λλg
ρκSσµ
]
∇κ∇µδg
′
ρσ .
(81)
The relevant ones for our purposes are given explicitly by
Φg0 ∼ −2
[
gρκSσµ − Sρσgκµ
]
∇κ∇µδg
′
ρσ , (82a)
Φg1 ∼ −
[
[S2]ρσgκµ + SρσSκµ
− SσκSρµ − [S2]σµgρκ
− e1S
ρσgκµ + e1g
ρκSσµ
]
∇κ∇µδg
′
ρσ , (82b)
Φg2 ∼ −
[
[S3]ρσgκµ + Sρσ[S2]κµ − Sσκ[S2]ρµ
− [S3]σµgρκ −
(
e21 − 2e2
)
Sρσgκµ
+
(
e21 − 2e2
)
gρκSσµ
]
∇κ∇µδg
′
ρσ , (82c)
Φg3 ∼ −
[
[S4]ρσgκµ + Sρσ[S3]κµ − Sσκ[S3]ρµ
− [S4]σµgρκ −
(
e31 − 3e1e2 + 3e3
)
Sρσgκµ
+
(
e31 − 3e1e2 + 3e3
)
gρκSσµ
]
∇κ∇µδg
′
ρσ ,
(82d)
where, for brevity, we have suppressed the functional de-
pendence on S in all of the en(S) appearing here. We
note that all of the β3 terms, i.e. the Φ
g
3 terms, in general
contain 4 powers of S in various forms. In particular, we
observe that there are two terms which directly involve
the 4th power of S. These could in principle, from the
Cayley-Hamilton theorem (cf. (73)), be reduced to lower
orders by using S4 = −
∑4
n=1(−1)
nen(S)S
4−n. We will
refrain from doing this for now since, as we will find out
later, it is in fact not necessary.
The traces Φfk from the fµν equations can be obtained
directly from these expressions by the following formal
replacements[82]
Sρν → [S
−1]ρν , en(S)→ en(S
−1) ,
gµν → fµν , δg
′
µν → δf
′
µν , (83)
and correspondingly considering all index raisings to be
done with respect to fµν (the covariant derivatives need
not be replaced since when acting on the fluctuations
they differ only by terms ∼ 0).
At this level the field redefinition (36) has not sim-
plified the expressions as compared to using the original
fluctuation fields δgµν . In fact, each individual Φ
g
k con-
tains as many terms and even an extra power of S. More-
over, as we saw in section VA, around the proportional
backgrounds, fµν = c
2gµν , the two-derivative terms in
the trace of the linearised equations (65), which cancelled
out against the two-derivative terms in the double diver-
gence (64), were of the form (gµν∇2 − ∇µ∇ν)δgµν . On
the same backgrounds, we have that Sµν = c δ
µ
ν and hence
all of the Φgk above simply reduce to functions propor-
tional to (gµν∇2 − ∇µ∇ν)δgµν . From this observation
we deduce that all of the Φgk could potentially contribute
to the constraint. In the next section we identify the cor-
rect combination of generalised traces through examining
the double divergences Ψgk which involve the variation of
the square-root matrix. In this context, the advantage
of working with the redefined fluctuations will become
evident.
4. The generalised divergences
In order to treat the generalised divergences systemat-
ically we first define and compute the tensor
Ψλν ≡ ∇
λ∇µδEµν . (84)
The generalised divergences Ψgk are then simply obtained
by tracing this with powers of S, i.e. Ψgk = [S
k]νλΨ
λ
ν .
Using the explicit expansion of δVµν provided in eq. (56),
together with the linearised Bianchi identity given in (54)
we find that Ψλν can be written on the form
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Ψλν ∼ m
2
{
β1
[
gµρ[S2]σν − S
ρσSµν
]
+ β2
[
Sµν [S
2]ρσ + Sρσ[S2]µν − g
µρ[S3]σν − S
µρ[S2]σν + e1g
µρ[S2]σν − e1S
ρσSµν
]
+ β3
[
gµρ[S4]σν − S
µ
ν [S
3]ρσ − Sρσ[S3]µν + S
µρ[S3]σν + [S
2]µρ[S2]σν − [S
2]µν [S
2]ρσ
+ e1S
µ
ν [S
2]ρσ + e1S
ρσ[S2]µν − e1g
µρ[S3]σν − e1S
µρ[S2]σν
+ e2g
µρ[S2]σν − e2S
ρσSµν
]}
∇λ∇µδg
′
ρσ , (85)
where all the en are functions of S. By simple inspection
of this expression we make a couple of immediate and
important observations:
• The β1 terms are quite simple and generically a 2nd
order polynomial in S. Additionally, there is always
a loose index on one of the S appearing in these
terms so that they can immediately be brought to
the same form as Φg0 by tracing Ψ
λ
ν with the inverse
of S, i.e. by considering Ψ¯ ≡ [S−1]νλΨ
λ
ν . This fol-
lows since the covariant derivatives commute up to
terms ∼ 0 and means that by mere inspection we
can derive the constraint for the β1 model (with
β2 = β3 = 0) as given by Cg =
1
2β1Φ
g
0 +
1
m2
Ψ¯ ∼ 0.
This constraint is exactly the same as the one
identified in [39, 40], as can easily be seen by us-
ing the Cayley-Hamilton theorem (73) to evaluate
S−1 = 1
e4
(e31 − e2S + e1S2 − S3). The simplifica-
tion of the analysis performed here should however
not be underestimated. To reiterate, in order to
find a constraint for the β1 model, here we only
needed to match two expressions, each containing
two independent terms, by simple inspection.
• Secondly, after considering the first point above and
realising that also all of the β2 terms have a loose
index on one of the S appearing in these terms,
it is immediately recognised that if we now trace
Ψλν with the inverse of S in the general case, the
β2 terms become proportional to Φ
g
1. We can thus
infer, again by simple inspection, that the same
contraction of Ψλν , i.e. [S
−1]νλΨ
λ
ν , will enter the
scalar constraint in the case when only β3 = 0.
• Thirdly, the β3 terms contain various contributions
which are generically 4th power in S but they can
also all be reduced one order by tracing with S−1.
It is, however, not obvious if one can cancel the re-
maining terms against any of the traces Φgk. In fact,
a computer-supported analysis shows that this is
not possible and hence that a covariant constraint
cannot be obtained when β3 6= 0. In more detail, we
have constructed syzygies (independent algebraic
identities) along the lines of [40] and performed a
computer based analysis to check whether by im-
plementing these it is possible to cancel the two-
derivative terms of Φgk against those of Ψ¯ (or in
fact any other contraction of Ψλν). This analysis
reveals that this is not possible.
Considering all of the above points it is quite obvious
that the only possible scalar contraction of Ψλν we need
to consider is Ψ¯ ≡ [S−1]νλΨ
λ
ν . The detailed expression
for this contraction can be written,
Ψ¯ ∼ m2
{
β1
[
gρκSσµ − Sρσgµκ
]
+ β2
[
gµκ[S2]ρσ + SρσSµκ − gρκ[S2]σµ − SµρSσκ + e1g
ρκSµσ − e1g
µκSρσ
]
+ β3
[
gρκ[S3]µσ − gµκ[S3]ρσ − Sρσ[S2]µκ + Sµρ[S2]σκ + [S2]µρSσκ − Sµκ[S2]ρσ
+ e1g
µκ[S2]ρσ + e1S
ρσSµκ − e1g
µρ[S2]σκ − e1S
µρSσκ
+ e2g
µρSσκ − e2S
ρσgµκ
]}
∇κ∇µδg
′
ρσ , (86)
where again all the en are functions of S. We note that,
using the Cayley-Hamilton theorem (73) to re-express
S−1, this can equivalently be expressed as a linear com-
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bination of the contractions Ψgk given by
Ψ¯ =
1
e4
(e3Ψ
g
0 − e2Ψ
g
1 + e1Ψ
g
2 −Ψ
g
3) . (87)
We now simply have to assemble the observations made
above and identify the linear combination of the equa-
tions (82) and (86) which becomes the scalar constraint.
5. The scalar constraint in massive gravity
Guided by the observations made in the previous sub-
section, we divide the discussion on the nature of the
constraint into two separate cases, depending on whether
the parameter β3 is vanishing or not.
a. Models with β3 = 0: As stated above, for the
models with β3 = 0 it is a simple matter of inspection of
the expressions in (82) and (86) to find that the particular
combination
Cg =
1
2β1Φ
g
0 + β2Φ
g
1 +
1
m2
Ψ¯ ∼ 0 . (88)
Consequently, the on-shell condition Cg = 0 constitutes
a scalar constraint since no terms with two covariant
derivatives appear in this combination of equations of
motion. For the case β2 = 0, this combination exactly
coincides with the expression obtained in [39, 40], which
can be seen by using the form (87) for Ψ¯ (note that the
Ψk of those works differ by a factor of 1/2 from the defi-
nition used here). We have also verified that for the pro-
portional backgrounds, fµν = c
2gµν , this reduces to the
form (66) and therefore truly is the generalisation of that
constraint which implies that perturbations on constant
curvature backgrounds are traceless. This check verifies
that the constraint we have found is not simply a trivial
combination of the vector constraints and equations of
motion.
b. Models with β3 6= 0: For the models with nonzero
β3 it is not as simple as mere inspection but the problem
is still manageable analytically and we find that the best
we can accomplish is to reduce the expression to the form
Cg =
1
2
β1Φ
g
0 + β2Φ
g
1 − β3
(
Φg2 − e1Φ
g
1 +
1
2
e2Φ
g
0
)
+
1
m2
Ψ¯
∼ β3
(
[S2]µρSσκ − Sµκ[S2]ρσ
)
∇κ∇µδg
′
ρσ . (89)
Here, for the β3 terms, we have removed as many two
derivative terms as possible by adding various gener-
alised traces Φgk in order to maximally simplify the
expression.[83] At first sight then, the on-shell condition
Cg = 0 does not seem to constitute a constraint in this
case, at least not a covariant one, since we are left with
a term proportional to β3 which contains two covariant
derivatives acting on the fluctuations. This result seems
at first to contradict the conclusions of [64] which, by
using a generalised Stu¨ckelberg analysis, claimed to see
the absence of the Boulware-Deser ghost in a covariant
way for any values of the βn parameters. As pointed
out already in our footnote A, the analysis of [64] re-
lied on background configurations for which S could be
taken to be diagonal, so their conclusions are strictly only
valid for such configurations. On the other hand, the fact
that (89) does not vanish in a covariant way is fully con-
sistent with the results of [41, 42], who also found that
there is no covariant constraint when β3 6= 0 in the viel-
bein formulation of massive gravity. In [42] it was how-
ever argued that the combination they constructed still
constituted a constraint, and we would like to see what
the corresponding statement is in our metric analysis.
In order to examine more closely the remaining two
derivative expression in (89),(
[S2]µρSσκ − Sµκ[S2]ρσ
)
∇κ∇µδg
′
ρσ , (90)
it is convenient to go back to the original fluctuations
δgµν and do a 3 + 1 split a` la ADM [65] of these fluc-
tuations. The reason for this is simply that, in order to
separate the dynamical from the non-dynamical terms, a
time direction has to be chosen. In the original equations
of motion the Einstein operator in the kinetic terms acts
very simply on the lapse and shifts of δgµν keeping these
non-dynamical, revealing that only the spatial compo-
nents δgij have dynamical equations. We provide a more
detailed discussion of this standard result in appendix A.
On the other hand, the lapse and shifts of δg′µν have es-
sentially been rotated by S through the field redefinition
(36). In order to directly connect to standard results and
avoid a discussion on possible configurations of S which
may generically mix up all of the components and ob-
scure the standard 3 + 1 treatment of the fluctuations
it is therefore convenient to convert back to the original
fluctuations and do the ADM split there. This conversion
can be done quite straightforwardly utilising the power
of the ∼ symbol, since the covariant derivatives commute
under this symbol.[84] It is simply a matter of commut-
ing one power of S through the covariant derivatives in
(90) and then symmetrising to see that(
[S2]µρSσκ − Sµκ[S2]ρσ
)
∇κ∇µδg
′
ρσ
∼
(
SµλSσκ − SµκSλσ
)
∇κ∇µ
(
Sρλδg
′
ρσ
)
∼ 12 (S
µρSσκ − SµκSρσ)∇κ∇µδgρσ . (91)
Now we can safely do a 3+1 split, choosing the 0 compo-
nents to represent the time direction. Keeping only the
terms with two time derivatives the above can then be
written,
Cg ≈
β3
2
(
S0iS0j − S00Sij
)
∂20δgij , (92)
where latin indices denote spatial components and the
symbol ≈ means equality up to terms with strictly less
than two times derivatives (including e.g. second deriva-
tives, one with respect to time and the other with respect
to space direction). Thus neither δg00 (that we will call
here ”lapse” with some abuse of terminology) nor the
components δg0i (that we will call here ”shift”) of δgµν
appear with two time derivatives in this expression.
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Let us explain why this observation is in fact sufficient
to demonstrate the existence of a constraint. As fol-
lows from the (3+1) decompositions of the kinetic terms
given in appendix A, the equations of motion δEµν = 0
do not contain any double time derivatives on δg00 and
δg0i. Hence, they completely determine the accelerations
∂20δgij and can be used to express the latter in terms of
quantities with less than two time derivatives. Now the
above equation, Cg = 0, has also been shown to contain
no second time derivatives of δg00 or δg0i. It can therefore
be combined with the equations of motion to eliminate
all occurrences of one of the ∂20δgij . The remaining dy-
namical equations contain only double time derivatives
on five out of the six spatial components δgij . In this
sense the equation Cg = 0 provides a constraint on the
dynamical fields.
Note that the fact that bimetric theory possesses inter-
actions with a structure which makes it possible to find
a scalar combination of this nature is highly non-trivial.
In other words, generic non-derivative interaction terms
would produce two time derivatives of either lapse and
shifts or some combination thereof, thereby exciting an
additional degree of freedom in the dynamical fields δgij .
6. The scalar constraint in bimetric theory
In the previous section we managed to find a scalar
constraint in the massive gravity limit of the theory,
where we took the fluctuations δfµν → 0 and focussed
exclusively on the gµν equations. We can rephrase the
results of the previous section in the following way. By
fixing the values
ug0 =
1
2
(β1 − β3e2(S)) , u
g
1 = β2 + β3e1(S) ,
ug2 = −β3 , u
g
3 = 0 ,
vg0 =
e3(S)
m2e4(S)
, vg1 = −
e2(S)
m2e4(S)
,
vg2 =
e1(S)
m2e4(S)
, vg3 = −
1
m2e4(S)
, (93)
we found that the linear combination
Cg =
3∑
k=0
(ugkΦ
g
k + v
g
kΨ
g
k) , (94)
did not contain any terms with two time derivatives act-
ing on the lapse and shifts of δgµν . Making use of the
interchange symmetry (5) we can mirror those arguments
for δgµν → 0 to deduce that for the values (this has been
explicitly verified as well)
uf0 =
1
2
(β3 − β1e2(S
−1)) , uf1 = β2 + β1e1(S
−1) ,
uf2 = −β1 , u
f
3 = 0 ,
vf0 =
α2e3(S
−1)
m2e4(S−1)
, vf1 = −
α2e2(S
−1)
m2e4(S−1)
,
vf2 =
α2e1(S
−1)
m2e4(S−1)
, vf3 = −
α2
m2e4(S−1)
, (95)
the linear combination
Cf =
3∑
k=0
(
ufkΦ
f
k + v
f
kΨ
f
k
)
, (96)
does not contain any terms with two time derivatives
acting on the lapse and shifts of δfµν . This means that
the combination
C = Cg + Cf =
3∑
k=0
(
ugkΦ
g
k + v
g
kΨ
g
k + u
f
kΦ
f
k + v
f
kΨ
f
k
)
,
(97)
is completely determined in terms of the above values for
the coefficients {ug,f , vg,f}. We then only need to check
wether imposing C = 0 actually constitutes a constraint
or not in the general case, i.e. when none of the fluc-
tuations δgµν or δfµν are vanishing. The fact that the
massive gravity limit did not always allow for the con-
straint to be manifest in a covariant language makes it
a priori unlikely that it will be manifestly covariant in
the bimetric case and already hints to the fact that the
analysis may be less than straightforward.
Since we already know that most of the terms that
appear in (97) are not problematic (because the massive
gravity analysis already revealed that these terms do not
contain second time derivatives), the only left over terms
to be studied are
[S−1]νκg
κλgµσ∇λ∇σδfVµν + S
ν
κf
κλfµσ∇˜λ∇˜σδgV˜µν .
(98)
The first term here is simply the part of the interac-
tion terms δVµν which contains the fluctuations δfµν
(i.e. δfVµν ), which we ignored in the massive gravity
analysis of the previous section. The second term is
correspondingly the part of V˜µν which contains the fluc-
tuations δgµν (i.e. δgV˜µν). Both terms have been con-
tracted with the appropriate derivatives and powers of
S which were deduced from the massive gravity analysis.
These two contributions are completely independent, one
containing only δgµν and the other one containing only
δfµν , and hence any cancellation in between these terms
is generically impossible. This implies that they must
both be absent of two time derivatives separately. We
will now demonstrate that this is indeed the case.
The remaining two-derivative contributions to the con-
straint coming from the δfµν variations, i.e. the first term
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of (98), namely Ψ¯f ≡ [S−1]νκ∇
κ∇µδfVµν , are given by
Ψ¯f ∼ −β1S
µ
ρ
[
fραfβκ − fρκfαβ
]
∇κ∇µδf
′
αβ
−β2S
µ
ρ
[
Sρλf
λκfαβ + Sαλf
λβfρκ
− Sρλf
λαfβκ − Sβλf
λκfρα
+ e1
(
fραfβκ − fρκfαβ
)]
∇κ∇µδf
′
αβ
−β3S
µ
ρ
[
− [S2]ρλf
λκfαβ + [S2]ρλf
λαfβκ
+ [S2]βλf
λκfρα − [S2]αλf
λβfρκ
+ Sρλ
(
Sβσf
λαfσκ − Sασf
λκfσβ
)
+ e1
(
Sρλf
λκfαβ + Sαλf
λβfρκ
− Sρλf
λαfβκ − Sβλf
λκfρα
)
+ e2
(
fραfβκ − fρκfαβ
)]
∇κ∇µδf
′
αβ .
(99)
If, in analogy with the previous section, we consider the
original fluctuations defined by
δfµν = (S
−1)ρµδf
′
ρν + (S
−1)ρνδf
′
ρµ , (100)
we may rewrite the above expression in the form
Ψ¯f = Ψ¯
′
1 + Ψ¯
′
2 + Ψ¯
′
3 , (101)
where the different βi-dependent pieces are given by
Ψ¯′1 ∼ −
1
2β1
[
(S−1)µα(S−1)βκ
− (S−1)µκ(S−1)αβ
]
∇κ∇µδfαβ , (102)
Ψ¯′2 ∼ −
1
2β2
[
gµκ(S−1)αβ + (S−1)µκgαβ − 2(S−1)βκgαµ
+ e1(S
−1)µα(S−1)βκ
− e1(S
−1)µκ(S−1)αβ
]
∇κ∇µδfαβ , (103)
and
Ψ¯′1 ∼ −
1
2β3
[
− Sµκ(S−1)αβ + 2Sµα(S−1)κβ
− Sαβ(S−1)µκ + gµαgβκ − gµκgαβ
+ e1
(
gµκ(S−1)αβ + (S−1)µκgαβ
− (S−1)βκgαµ − (S−1)αµgβκ
)
+ e2(S
−1)µα(S−1)βκ
− e2(S
−1)µκ(S−1)αβ
]
∇κ∇µδfαβ . (104)
Here all indices are raised and contracted using gµν .
Again choosing the 0 component as the time direction
it is now straightforward to write down all time deriva-
tives. For simplicity, we start by considering the double
time derivatives only in the β1 term,
Ψ¯′1 ≈ −
1
2β1
[
(S−1)0α(S−1)β0 − (S−1)00(S−1)αβ
]
∂20δfαβ
≈ − 12β1
[
(S−1)0i(S−1)j0 − (S−1)00(S−1)ij
]
∂20δfij .
(105)
This contains no double time derivatives on the lapse
or shifts of δfµν . Since this term appears with a factor
e1(S) in the β2 contribution of (101), those terms do not
contain double time derivatives on δf00 and δfi0 either.
In the β2 term, we therefore only need to consider,
Ψ¯′2 ≈ −
1
2β2
[
g00(S−1)αβ + (S−1)00gαβ
− 2(S−1)β0gα0
]
∂20δfαβ
≈ − 12β2
[
g00(S−1)ij + (S−1)00gij
− 2(S−1)i0gj0
]
∂20δfij . (106)
Again this has no double time derivatives on the lapse
and shifts of δfµν . In the β3 term, the contributions
proportional to e1(S) and e2(S) are of the same form as
the β1 and β2 terms and the only terms left to consider
are,
Ψ¯′3 ≈ −
1
2β3
[
− S00(S−1)αβ + 2S0α(S−1)0β
− Sαβ(S−1)00 + g0αgβ0 − g00gαβ
]
∂20δfαβ
≈ − 12β3
[
− S00(S−1)ij + 2S0i(S−1)0j
− Sij(S−1)00 + g0ig0j − g00gij
]
∂20δfij .
(107)
This shows that Ψ¯f = [S
−1]νκ∇
κ∇µδfVµν does not con-
tain any double time derivatives acting on δf00 and δfi0.
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A completely analogous calculation (or a simple argu-
ment based on the interchange symmetry (5)) shows that
Ψ¯g = S
ν
κf
κλfµσ∇˜λ∇˜σδgV˜µν does not contain any dou-
ble time derivatives on δg00 or δgi0.
Now the arguments for the existence of a constraint are
entirely analogous to our discussion of the non-covariant
constraint in massive gravity at the end of section VB5.
The condition C = 0 can therefore be used to solve for one
(or one combination) of the 12 dynamical fields, i.e. δgij
or δfij . This will reduce the number of dynamical fields
in the equations of motion by one to 11 and using linear
diffeomorphisms we may further reduce this by four to
the 7 degrees of freedom of a massless and a massive
spin-2 field. We have thus established that although the
equation C = 0 does not constitute a manifestly covariant
constraint in the bimetric case (or even in the massive
gravity limit for a non-zero β3 parameter) it does still
provide the required constraint in the sense that it is an
equation which contains no double time derivatives of the
lapse and shifts of the original variables and can therefore
be used to eliminate one of the dynamical variables.
VI. SUMMARY & DISCUSSION
We started by deriving the full perturbative equations
of motion (17) in the ghost-free bimetric theory, with
the relevant expressions provided in (18), (20), (23) and
(24). Analysing these expressions analytically is however
quite cumbersome due to the presence of a perturbative
expansion of the square-root matrix S. Strikingly, this
perturbative expansion can be written on a closed and
finite polynomial form as given in (26), but the resulting
expression contains many terms. The existence of this
finite polynomial expression also crucially depends on the
existence of a certain matrix inverse (27). The condition
that this inverse exists is equivalent to the condition that
the square-root matrix S and its negative−S do not have
any common eigenvalues. Thus, in order for the bimetric
equations to have a well-defined perturbative limit, this
condition must be imposed on the theory externally. The
perturbative problem is only well-defined for background
configurations such that this condition is satisfied, but
the full physical significance of this condition is yet to be
fully understood.
In order to simplify the perturbative treatment we con-
sidered field redefinitions of the fluctuations, defined by
(40) and (42). These redefinitions were tailored such
that i) they reduced the perturbative expression for the
square-root down to a single term, ii) they were inter-
change symmetric between the metrics and iii) they were
uniquely invertible under the exact same condition for
which the perturbative expression for the square-root was
well-defined. These three properties all have their virtues
since they simplify many problems and guarantee the ex-
istence and invertibility of the field redefinitions. Util-
ising these or similar field redefinitions may potentially
be of use to simplify a number of perturbative problems
which arise in the bimetric theory.
In the second part of this work we studied the na-
ture of constraints at the level of equations of motion
for the first time. Considering first the massive grav-
ity limit of the theory we found that the power of the
field redefinitions discussed above allowed us to confirm
and generalise previous results in an almost trivial man-
ner. By mere inspection we were able to find a covariant
scalar constraint (88) responsible for the absence of the
Boulware-Deser ghost on any background when β3 = 0.
This analysis therefore provides a clean and very sim-
ple alternative consistency proof for nonlinear massive
gravity. In general, for non-zero β3, we found that no
covariant constraint exists in massive gravity. A compo-
nent analysis in a 3 + 1 split however revealed that the
covariant expression (89) still constituted a constraint on
the dynamical variables, albeit explicitly non-covariant in
nature. This conclusion agrees well with previous studies
of massive gravity in its vielbein formulation. We then
generalised these results to the full bimetric theory for the
first time and found that, similarly to the massive gravity
case with non-zero β3, no manifestly covariant constraint
exists. Again however, a component analysis in a 3 + 1
split confirmed that the expression (97), with coefficients
given by (93) and (95), was indeed a constraint on the
dynamical variables.
It is interesting to compare our results for the massive
gravity limit to those of reference [66], which constructed
the equations of motion for a massive spin-2 field coupled
to gravity in a weak-curvature regime. Our expressions
for the linearised equations in the massive gravity limit
can be shown to precisely agree with the ones given in
that reference (in terms of our δgµν). To make this com-
parison one needs to express the background values of
S in terms of curvatures. This can be done via a cur-
vature expansion along the lines of [67] and truncate to
first order in curvature. It should be noted however that
this matching can only be done directly for δgµν and
not for the redefined δg′µν . The reason for this is that
the redefinition involves a power of S and hence becomes
a curvature dependent field redefinition in this scenario.
Since the analysis of [66] only went to linear order in cur-
vature there is a field redefinition ambiguity at the level
of fluctuations so the expressions found in [66] are in fact
not unique.
Note that while this work was being completed,
Ref. [68] appeared on the arXiv which also studies the
linearisation of bimetric theory in a quite general way.
However the expressions provided in our work are ob-
tained using a different method which is manifestly co-
variant. We furthermore have a careful discussion on the
permissibility of linearisation, provide field redefinitions
which drastically simplify all computations and we dis-
cuss the structure of constraints, such that the overlap
with Ref. [68] is not substantial.
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Appendix A: Non-covariant constraint analysis,
kinetic terms
Here we provide some details concerning the standard
general relativistic result that the Einstein-Hilbert ki-
netic operator does not contain any two time deriva-
tives of the lapse δg00 and shift components δg0i but
only provide dynamical equations for the spatial com-
ponents δgij of the fluctuations δgµν . We recall that, for
any background configuration gµν , the terms with two
derivatives contained in the Einstein-Hilbert kinetic op-
erator are given by
E ρσµν δgρσ ≡ −
1
2
[
gρσ∇ρ∇σδgµν + g
ρσ∇µ∇νδgρσ
− gρσ∇ρ∇νδgµσ − g
ρσ∇ρ∇µδgνσ
− gµνg
ρσgαβ∇α∇βδgρσ
+ gµνg
αβgρσ∇α∇ρδgβσ
]
, (A1)
and similarly of course for δfµν . We now do a 3 + 1
split and choose the 0 component to represent the tem-
poral direction, while latin indices will represent spatial
components. Dropping all terms with less than two time
derivatives we then obtain
E ρσµν δgρσ ≈ −
1
2
[
g00∂20δgµν + g
ρσ∂µ∂νδgρσ
− g0σ∂0∂νδgµσ − g
0σ∂0∂µδgνσ
− gµνg
ρσg00∂20δgρσ
+ gµνg
0βg0σ∂20δgβσ
]
. (A2)
It is now straightforward to see that the double time
derivatives in the 00-component of these equations are
given by
E ρσ00 δgρσ ≈ −
1
2
[
gij − g00g
ijg00 + g00g
0ig0j
]
∂20δgij .
(A3)
For the 0i-components we have
E ρσ0i δgρσ ≈ −
1
2
[
− g0jδki − g0ig
jkg00 + g0ig
0jg0k
]
∂20δgjk .
(A4)
Finally, the double time derivatives contained in the ij-
components are,
E ρσij δgρσ ≈ −
1
2
[
g00δliδ
k
j − gijg
klg00 + gijg
0lg0k
]
∂20δglk .
(A5)
We see that none of (A3), (A4) and (A5) contain terms
with double time derivatives on δg00 or δg0i. This is of
course simply equivalent to the statement that the lapse
and shifts of δgµν enter as non-dynamical variables when
the kinetic operator is that of general relativity. For any
theory where the kinetic operator is the standard gen-
eral relativistic Einstein-Hilbert operator it is therefore
only the spatial components δgij which receive dynamical
equations.
Note that when doing a 3 + 1 split in such a theory it
is useful to consider the original variables, on which the
Einstein-Hilbert operator acts, in order to simplify the
problem. One may still consider field redefinitions which
keep the structure of lapse and shifts intact, i.e. dilates
the lapse and rotates the shifts, without complicating
the analysis. But any field redefinition which does not
preserve this structure inevitably obscures an analysis in
this language.
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