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The purpose of this thesis is to present a survey on some major 
resul ts in the recent study of the positive solutions of the following 
semi linear e l l i p t i c problem 
f Au + f (u) = 0 in [R
n
 , 
( 1 ) \ 
[ u ( x ) —^  0 as |x| oo , 
n 
where A is the Laplace operator , A = J] d 2 / d x 2 , on the n—dimensional 
i =1 
Euclidean space R . This problem arises naturally from many areas in 
mathematical physics including astrophysics,statistical mechanics etc. . 
For example, in search for soli tary wave solutions of " standing wave " 
type for the non-linear Klein-Gordon equation, 
0 t t - M> + a
2
0 = f ( 0 ) , 
where 0 is complex-valued on (x, t) e R
n
 x IR and f ( re
1 0
) = f ( r )e
1 0
, one 
takes <p to be of the form e l W tu(x) , where w e R and u is real-valued . 
Then the function u sa t i s f ies 
2 2 n 
-Au + mu = f(u) , m = a - w , in R . 
The Lagrangian for e
1 W t
u(x) becomes 







where Vu denotes the gradient of u and F is a primitive function of f . 
For physical reasons » i t is desirable that the Lagrangian of u to be 
f in i t e . Hence one naturally requires that u vanishes at infinity . On 
the other hand, solutions of these standing waves are often obtained by 
minimizing S over some suitable function spaces (e.g. the Sobolev space 
H^R
11
) ). In many situation, e.g. , f is an odd function , the minimium 
solution must be positive. This motivates one to study (1). Following 
1 
physical terminology we shall cal l entire positive solutions of (1) as 
ground s ta tes . 
Equation in (1) also appears in many other context . In the study 
of react ion-diffusion equation 
- A0 = f(0) , t^O , x€lR
n
 , 
A ground s ta te represents equilibrium sta te of the equation. Physically 
中 often represents density ( of chemical , or of population ) . Hence 
positive solutions are preferred. 
For physical problem leading to (1) we refer to the papers [1],[6】， 
[7], [20]. 
The symmetric property of the term Au in (1) and the spatial 
independence of f motivate us to look for radial solutions of problem 
(1). That is , the solution u(x) only depends on the radial coordinate 
r (= |x | ) about some point. Letting y(r) = u(x) , r = |x| , (1) becomes 
f r + ¥ y' + f (y) = o , y > o , 
( 2 ) .
 r 
(0) = 0 , y(0) = C > 0 and y —> 0 as r — oo . 
In fact , by the method of moving planes developed since Gidas, Nif and 
Nirenberg [9]，[10] , one can show that ground s ta tes are necessarily 
rad ia l ly symmetric (with respect to some point in IR
n
 ) for very general 
f . 
The existence of the solution of the problem (1) can be proved by 
several methods. These methods consist of variational approach , "ODE" 
approach and topological approach. In th is paper, we shall use the ODE 
method . Based on the shooting method , we shall find some C such that 
(2) has a solution. Other approach can be found in [2] and the 
references therein. 
2 
As to be explained in Chapter 2， one necessarily requires that the 
nonlinear term f(u), feC^O,^) for simplicity, to sa t i s fy 
(i) f(0) = 0 , 
( i i ) there exists a constant a>0 such that f(u)<0 for ue(0,a), 
f(u)>0 for u€(a,oo), 
( i i i ) there exists a constant 玲 e ( a , o o ) such that 
F(^) = f f (s) ds = 0 . 
J
o 
Then, under some growth assumption of f (in case f tends to Infinity as 
u becomes large ) one can show that ground states exist . However, the 
solutions may not be unique under these conditions on f . In order to 
have uniqueness of ground states,some additional assumptions concerning 
the behaviour of f beyond 13 are needed . In the past years , uniqueness 
resul ts have been established for two type of nonlinearity . Roughly 
speaking , the f i r s t type nonlinearity allows f(u) becomes convex for 
u ^ , where a typical example is f(u) = u
p
 - u, 1 < p < ~ - . The other 
n-2 
type nonlinearity is in some sense complementary to the f i r s t one . It 
is required that f becomes concave beyond or more precisely, sa t i s f ies 
a "starlike" condition beyond A typical example is the nonlinearity 
f(u) = u( 1-u) (u-^r) , ^ > 2 , which arises from the logistic model for 
population models. 
Concerning the f i r s t type nonlinearity, Coffman [4] made the f i r s t 
3 
progress by establishing uniqueness for f(u) = u - u in n = 3 . The 
result for the problem (1) on the whole of R is deduced from that of 
the corresponding problem on a f in i t e interval [0,b], The main part of 
the proof is a study of the zeros of the function w(x)= ^ ( x ) , where 
u is considered as a function of both r ( = |x| ) and the in i t i a l value 
^ = u(0) • Very clever identi t ies were used to show that w(x) changes 
3 
sign exactly once in [0,b], The desired conclusion then follows . But 
these ident i t ies do not hold again in the extension of other choice of 
n or other powers of u in f . Improving on Coffman's method, K. McLeod 
and J. Serrin [17] were able to establish a rather general result that 
includes Coffman’s. In particular, for the general form f(u) = u
p
 - u, 
P>1, uniqueness holds for 
p < oo ( 1 ^ n ^ 2 ) , 
” ( 2 < … ） ， 
P < - ( 4 < n < 8 ) . 
n 
Finally , Kwong [ 13] proved the uniqueness for a l l p e a n d any 
values of n. The approach used in [13] is basically the same as that 
of Coffman. But Sturm comparison technique In the oscillation theory of 
linear second order differential equations is used instead of Kolodner-
type ident i t ies . This technique can also be applied to the study of 
the Emden - Fowler equation . The ingenious idea of the proof in M. K. 
一 r u , ( r * ) 
Kwong [ 13] is introducing G(r)= u ⑷ and investigating i t s behaviour. 
But the proof is very complicated and hard to adapt to include more 
general functions . M.K. Kwong and L, Zhang [15] gives a shorter proof 
for the uniqueness result and generalizes the nonlinear term including 
f (u) = u
p
 - V c u
q
i with q <p . Further works have been done by C.C. 
_ i i 
Chen and C.S. Lin [4] and E.Yanagida [21]. 
On the other hand , for the nonlinear term satisfying the starl ike 
condition, that means the region D = { (u,v) € R : u>/3 ， 0<v<f(u) } is 
" s t a r 一 shaped 11 with respect to the point 0 , 0 ) , L. A. Peletier and 
J. Serrin [18] established the uniqueness result for the problem (1) • 
The crucial step of the proof in [18] is to show that the two different 
solution graphs (r,u) and (r,v) of the problem (1) must intersect at 
4 
some point (R,U) with U > 卩 ’ while the starlikeness condition gives the 
opposite fact • Hence the conclusion follows. Further improvement and 
generalisation were obtained by Peletier and Serrin [19] and H.G. Kaper 
and M. K. Kwong [12] . 
/ 
Among other things , we give the detailed proof of existence and 
uniqueness of ground states including the following 
T h e o r e m For f ( u ) = u P - u , K p < ^ | or f ( u ) = u(l-u)(u-y),飞>2 , (1) 
h a s a
 radia』Jy symmetric solution u O X | x-x。| )where xQ€lRn and y' (r)<0 
for re(Of co). Morever, all ground states are given by u(x+x ), x €lRn. 
l l 
This thesis is organized into four chapters. In the following we 
outline the content of each chapter . In Chapter One, we establish the 
radial symmetry of positive solutions of the problem (1) , where the 
nonlinear term f(u) is quite general, using the method of moving planes 
developed since Gidas, Ni and Nirenberg. 
In Chapter Two, we establish the existence of a ground state of 
the problem (1) . The approach we adapt is based on the analysis of an 
in i t ia l value problem of the corresponding ordinary differential 
equation. The rationale behind this approach is that ground states are 
very often necessarily radially symmetric . The main tool here is the 
shooting method; for different ini t ia l value, we classify the solutions 
+ 一 
of the equation in (1) into three different types, I , I and G ={ (0, oo) 
\ ( I
+
 u I~) : I r\ I = 0 } (ground state). We prove that G is non-empty 
+ 一 
by showing that both I and I are non-empty and open. 
In Chapter Three, we prove the uniqueness of a ground state 
solution of the problem (1) for f(u) = u
p
 - u . In addition to looking 
at the problem (2), we consider a corresponding variational problem. We 
5 
study the zeros of the function w(r,C) and show that the second zero 
cannot occur at infinity. Sturm comparison theorem and Pohozaev,s type 
ident i t ies are the main tools in the proof. 
In Chapter Four, we prove the uniqueness result of a ground state 
solution of the problem (1) when the nonlinearity sa t i s f ies a s tar- l ike 
condition. We study the horizontal separation of two different solution 
graphs and show that these graphs must intersect higher than horizontal 
line u唯 However, by the s tar- l ike condition we draw a contradiction. 
Throughout this thesis we assume The cases for n 二 1， 2 have 
been fu l ly discussed in Peletier and Serrin [19] and will be omitted . 
6 
CHAPTER ONE RADIAL SYMMETRY OF GROUND STATES 
Radial symmetry of posit |ve sqfutions of nonlinear e l l ip t i c and 
parabolic equatpons were invest|gated systematically by Gidas, Ni and 
Ifirenberg in [9] and ； | 1 0 ] • They proved such results by the method of 
moving planes which was originally invented by A.D.Aleksandrov in the 
context of different ial geometry. In this chapter, we shall establish 
the radial symmetry for ground states under quite general assumption on 
the nonlinearity. Basically, we shall follow the idea in [10] , taking 
account into some simplification and generalization due to C.M. Li[16]. 
T h e o r e m 1 . 1 Let u be a C 2 - s o l u t i o n of 
厂 Au + fTu) = 0f u > 0 , in Rn, 
(1.1) \ 
I u,(x) —> 0 as 丨 X CO , 
where f € and f f ( 0 ) < 0. Then u(x) is r a d i a l l y symmetric with 
respect to some point in R n and u^ < 0 f o r r > 0, where r is the r a d i a l 
coordinate about t h i s p o i n t . 
R e m a r k 1 . 2 
The theorem was previously proved by Gidas ， Ni and Nirenberg in 
2 2 
[10] under the stronger assumption that f(u)= -m u+g(u) where m =-f
7
(0), 
g is continuous and |g(u) |=0(u ), a>l near u=0. Furthermore, on the 
interval O^s^u =max n, i t is assumed that g(s) = g (s) + g (s) with e 
o 1 2 2 
• ： i 
non,increasing and g eC satisfying, for some c>0, p>l, O^u, v^u， 
|g i(u)-g (V)丨彡 c |u ,v | / ( log min(u,v))p. 
~ i •• iMcw^w^aOTtjHOTHawMPMati: 
The proof of Theorem 1.1 is based on a special form of the strong 
maximum principle, which is contained in the following two lemmas. 
Lemma 1 . 3 ( H o p f ' s Lemma) 
o 
L e t u be a C - s o l u t i o n of Lu = (A+c)u = 0 in n c R n f where c is a 
bounded f u n c t i o n in Q. Let x edQ be such that 
o 
( i ) u i s continuous at x . 
o 
( i i ) u(x)>u(x )=0 f o r a l l xeQ. 
o 
( H i ) dQ s a t i s f i e s an i n t e r i o r ball c o n d i t i o n at x , i . e . t there 
o 
e x i s t s a ball BcQ with x edB. 
o 
Then the outer normal d e r i v a t i v e of u at x ( i f e x i s t s ) s a t i s f i e s 
o 
^ ( x ) < 0 , 
dv o 
P r o o f 
Let BR(y) = {xe!R
n： |x-y|<R} c Q and XQ€aBR . For a fixed p, 0<p<R, 
consider an auxiliary function on A = B^(y)\B^(y) = {xelR
n
 : p< |x-y |<R}, 
—a I x- v 12 - odR<2 + 























-2na + ( c - c
+
) ] 
Hence, for a suff ic ient ly large, (L-c+)v ^0 in A . Since u(x)>0 
on dB (y), there exists e>0 such that u(x)-ev(x)^0 on dB (y). On the 
P P 
other hand, i t is clear that u(x)-ev(x)^0 on 5B_.(y). As (L-c ) (u-ev)^O, 
K 
by the weak maximum principle u(x)-ev(x)^0 in A. But U ( X q ) - e v ( x Q ) = 0 . 
Q 
As a resul t , TT— [ U ( X ) - G V ( X ) ] ^ 0 at x = x , where v is the outer unit 
dv o 
normal at x . Then 
o 
8 
9 u , 、 dv 
) < o. 
dv o 
• 
Lemma 1 . 4 ( S t r o n g m a x i m u m p r i n c i p l e ) 
L e t n be a non-negative ( f - s o l u t i o n of Ln=(L+c)u=0 in QcR n. If u=0 
at some i n t e r i o r p o i n t s , then u=0 in n. 
P r o o f 
Let Z={xeQ： U ( X ) = 0 } . If Z 3? n, then we can choose a point z €Q/Z 
o 
such that i t i s closer to Z than to dQ and there exists a largest ball 
BCQ/Z having z as i t s center. Then u>0 in B and yet u(z )=0 for some 
o i 
point z^SB. By Hopf' s Lemma, ^•(zi)<0, contradicting the necessary 
condition that at an inter ior minimum z one must have Vu(z )=0. • 
i l 
P r o o f o f T h e o r e m 1 . 1 
Denote by S(入）the region {xeR n： x=(x ,x , . , , x ) ， x <A> for AelR. 
% 2 n 1 
Define the functions v (x) = u(2A-x ，x ，...，x ) and w(x,入)=vA(x) 
1 2 n 
-u(x) in Z(X) for AelR. 
Our proof consists in proving that there exists 入 0 € 沢 such 
that w(x,X) >0 in S(A) for a l l 入 a n d w(x, 
I t i s divided into two steps ： (i) In i t ia t ion . 
( i i ) Continuation . 
( i) In i t i a t ion 
By assumption on f and the fact that u tends to zero uniformly as 
|x| goes to inf ini ty , we can find R such that f (u(x) )<0 for | x 12:R. We 
9 
•國 一 •••讀,,MjiiivamAWKutovBwrabK 





 w ( x
'
A ) < 0
 , then let W Q ( X , A ) = inf {w(x, A) :X€S(A)> . Observe the 
infinum is attained since w tends to zero at inf ini ty . We have 
w
(xo,入)=vX(xo)_u(xo)<0 and Aw = - ( f (v入)-f (u)) = - f ' (。w , 
where ？ l i e s between u(x ) and v入(x )• Since w(x ,X) = vX(x )_u(x )<0 
• 0 0 0 0 ' 
we know f ' (?)<0. However, th i s implies Aw(x )<0, contradicting that w 
a t ta ins minimum at x . 
o 
( i i ) Continuation 
As A is moved up, since v (x)tu(x)>0 in 2(A) and u—> 0 as oo, 
入 cannot be oo . We must stop at some f i n i t e A at which the inequality 
w(x,A ) >0 no longer holds. 
The def ini t ion of 入〇 implies that there exist two sequences 
{x
k








). Certainly, we may 
assume that w(x ,A
k




If {x > has no limit points, then u(x )—> 0, and as can be seen in 
the previous step , A w ( x
k
, + f'(专)w(xk,入)> 0, which is impossible, 
k — 
Therefore, without loss of generality, we may assume x —^  and 
Vw(x,Aq)=0. 
We claim that w(x,X )=0, Since w(x,入)=v (x)-u(x)^0 for 入 < 入 and 
o o 
A 
X€S(A). By continuity, w ( x , )
= v
 (x)-u(x)^0 in ). If w ( x , d o e s 
入 
not vanish identically, by maximum principle, w ( x , ) = v (x)-u(x) > 0 
Q\j 
in A ), and by Hopf' s Lemma,
 <
 0 on {x =X >. On the other hand , 




’入k) < 〇 for X k e S ( 入 k ) ’ then W ( X , A Q ) ^ 0 . If x € 犯 ( 入 0 ) , then 
contradicting Vw(殳’入）=0. So 殳 € 2 ( 入 ） . B u t then by Lemma 1.4, 




 _,"••••••• _••• ••丨【•••uMMMEwiroKi^qmawqareiMWTa^ 
W ( X , X Q ) = 0 . Since w(x,X)>0 for 入 , by Hopf's Lemma, < 0 on {x =A} 
° ox i 
l 
for A<A Therefore >O i n Z(A ). 
u OX o 
1 







e a t i n
g this argument in x x . ,x -directions, we conclude 
^ n 
that u is symmetric with respect to (n-1) many other hyperplanes of 
the form x =x.， j=2,3..n. Denote i t s common intersection point as z 
j j o' 
we claim that u i s radial symmetric with respect to z • For, taking 
any direction by the same argument as above, u is symmetric with 
respect to some hyperplane with normal Since = 0 on this plane 
a n d
 _ 实 0 elsewhere, then _(Z〇)=J]、|H(Zq)=O and hence z l ies on 
^ i Xi 0 
th is hyperplane. Now giving two points x and y satisfying |x |= |y | , they 
are reflected points of each other with respect to the hyperplane with 
normal x - y • Hence u(x) = u(y) and we conclude that u is radially 
symmetric. • 
We shall also use the following f in i t e version of radial symmetry 
in the next chapter . 
2 
T h e o r e m 1 . 5 Let u be a C 一 s o l u t i o n of 
n 2 ) f tiU + f ( u ) = 0t u > 0t in B R T 
u = 0 at 3Bd ， 
H 
1 
where f 它 C [0, m). Then u is r a d i a l l y symmetric wi th respect to the 
o r i g i n . 
P r o o f 
Denote by D(X) the set {x€B_.: x=(x ,x , , . , x ), x < 入 } for -R<A<0 with 
K 1 2 n 1 
respect to the hyperplane x =X. 
Define the functions vk(x)=u(2入-x ,x ’..x ) and w(x,A)=v (x)-u(x) 
1 2 n 
11 
—•••mm.m.mmwmmummmmmmniWi •• •nomnnGM^WlABSaKniaWyHMXBift 
in D(X) for X, -R<X<0. 
「 w(x,X)>0 in D(A). 
Let (*) be the conditions i n 
[ ^ <0 on BR n {xi=A> • 
l 
The proof is similar to that in Theorem 1.1. That means, we claim 
that ( 来 ) h o l d s for 入 < 0 and w(x,0)=0. 
( i ) In i t i a t ion 
We show that (*) holds for A close to -R. The equation (1.2) can 
be rewritten as By Hopf's Lemma,蒜 <0 on dB Since at 




 on BRn{X : | X - Z Q |<6 > where z =(-R, 0, “，0). For A close to -R, 
l 
D(X) c BRn{x :|X-Zq|<5> and hence (*) holds. 
(ix) Continuation 
As A is moved up from -R’ we must stop at a f i r s t point Aq<0 
入 入 
for which (*) no longer holds. Then w(x,Aq) = v °(x)-u(x)= v °(x)>0 on 
aD(AQ)\{xi=Ao> and w(x,入•) = 0 on BR n {xi=Xo> . Since (*) holds for 
A 
入 < 入 ， b y continuity, w(x,A )^0 in D(A ). If v (x) - u(x) • 0 at some 
o o o 
X 
inter ior point in D ( 入 b y strong maximum principle, w(x,入）=v (x)-
u(x)=0 in D(X ), contradicting to w(x, A ) > 0 on 3D(入)\{x =入}. Hence 
o o 0 1 0 
3u 
w(x, X )>0 in D(X ). By Hopf' s Lemma, we also have >0 on B„n{x =X }. 
o o dx R i o 
l 
Therefore, (*) holds for 入 = 入 • 
o 
On the other hand, the defini t ion of 入 。 i m p l i e s that there exist 
two sequences { 入 ） • 山 入 ， { x such that w(x , 入 f o r x eD(A ). Hence 
k 0 k k k Ic 
W ( X , X q ) ^ 0 for X € D ( A q ) . AS W ( X , A q ) > 0 in D(Aq) and on 5D(入q)\{乂1=入0> , x 
12 
must belong to BRn{xi=AQ}. By the mean value theorem , we have 
A 
o 芒 v 、 \ ) - 气 ) 5 u r 、 
where l ies on the line segment connecting x and (x (x being 
k k k 
the ref lec t ion point of x入 with respect to the hyperplane {x =A > . As 
1 k “ 
k — « 
x —> X e BR n {Xi=Aq> and by continuity, we have — (x)^0 contradicting 
l 
(*). 
Now, we claim that w(x,0)=0. Since w(x,A) > 0 for x€D(A) and A<0, 
by continuity, w(x,0) > 0 in D(0). In other words , u(-x, 0)5:u(x, 0) for 
X € B
R , Likewise we can move the hyperplane {x = A} from A=R down 
to X=0 to conclude u(-x,0) < u(x,0) for xeBD, x >0. So u(-x,0)=u(x, 0). 
K 1 
Arguing as in the f inal part of the proof of Theorem 1.1 , we draw the 
desired conclusion. • 
13 
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CHAPTER TWO EXISTENCE OF A GROUND STATE 
There are several approaches for the existence of ground s ta tes . 
In th i s chapter, we shall describe an approach by ordinary d i f ferent ia l 
equations developed in Berestycki-Lions-Peletier [3] which is based on 
the shooting method of ODE, For f€C[0,oo), we consider the in i t i a l 
value problem 
n-1 
r u" + —— u ' + f(u) = 0 for r€(0,oo), 
(2 .1 ) J
 r 
L u'(0) = 0, u(0) = u > 0 . 
O 
Under the assumption on f as stated in Theorem 1.1 , ground s ta tes of 
(1.1) are positive solutions of (2.1) which tends to zero at inf ini ty . 
T h e o r e m 2 . 1 For let f be a f u n c t i o n in C^IO,^) s a t i s f y i n g 
( 2 . 2 ) f ( 0 ) = 0; 
( 2 . 3 ) oc = inf {C,>0f f ( O 0 } > 0 ； 
A 
( 2 . 4 ) 13 三 inf {‘>0,厂(^)=」0 f ( s ) d s > 0 }< m ； 
( 2 . 5 ) Let y 三 inf f(X)=0} , if ^ = +m f then lim = 0 f o r 
S~^oo p 
^ n+2 
P < TF2 ； 
( 2 . 6 ) f(u)>0 f o r ue(cc,/3j and 
( 2 . 7 ) lim > 0. 
s""“s-a 
Then t h e r e e x i s t s such that ( 2 . 1 ) has a p o s i t i v e s o l u t i o n 
which s t r i c t l y decreases to zero as r goes to i n f i n i t y . 
We shall see that conditions (2,2)-(2,4) are almost necessary for 
the existence of ground s ta tes , and (2.5) guarantees certain decay 




technical conditions for th is approach. In fact , using variational 
method , i t was proved in [2] that the same conclusion holds without 
(2.6) and (2.7) (but then (2.3) is strengthened to lim f(s) <0). 
E x a m p l e 2 . 2 
One can verify that ei ther one of the following two classes of 
nonlinearity s a t i s f i e s the assumptions of Theorem 2.1 ： 
( i ) f(s)=As -ms， with A,m>0, 1 < p < . 
r i - 2 
P Q 
( i i ) f(s)=入s -/isH-ms, with A, /n, m>0, l<p<q . 
In t he following, we analyse the necessity of the assumptions 
(2.2), (2.3) and (2.4). 
Firs t of a l l , i t is easy to see from the equation in (2.1) that 
f(0)=0 i s necessary for the existence of ground s ta tes . For, if on the 
contrary, f(0)>0 or f(0)<0. By continuity, there exists R such that 
o 
|f (u(r)) | ^ ： 6 > 0 V Let u be a ground s ta te . We write the equation 




u ' ( r ) - s
n _
V ( s ) = I - t
n _ 1
f ( u ( t ) ) dt. 
J
s 
In case u is not eventually monotone decreasing , we can find s^R such 
that u'(s)=0. Then 
r
n _
V ( r ) = J - t
n - 1
f ( u ( t ) ) dt for r^s , 
n - 1 , T \ . 5 F II n、 n - 1 ” 、 、 n 、 
r u (r) <- - (r - s ) or r u (rj > - (r -s ) , 
n n 
Dividing both sides by r n and le t t ing r—^ oo, we get |u' (r) |—> oo, 
which is impossible. Therefore, we may assume that u' (r)^0 af ter 
15 






8 w h i c h i s
 also impossible. We conclude that f(0) = 0 is 
necessary for the equation (2.1) to admit a ground state . 
Condition (2.3) says f cannot be positive near 0. We shall show 
i t cannot be s ignif icant ly relaxed. We claim that if lim
 f ( s )
> Q then 
s ' 
no ground s ta te exists . Let v(r) = u(r) r
( n
"
1 ) / 2
 ’ then by a direct 
computation, v(r) s a t i s f i e s 
n - l 




Now, f (u( r ) ) > 5u(r) for r^R » 6>0. When r is large enough, v"(r) < 0. 
So v ' ( r ) is decreasing and i t converges to some L , which must be non-
negative. But then v( r )个> 0. If /3 > 0, then v"(r) < /3, which is 
impossible for large r. Hence /3=0 and vsQ. 
Finally, for the necessity of condition (2.4) , we multiply u' to 




( R ) + F(u(R)) + f ( ^ i ) u
/ 2
( r ) d r = F(u (0 ) ) , 
o 
「 u 
where F(u)= f(s)ds. 
J
o 
Let u be a ground s ta te solution . As R ~> oo , the above identity 
00 
becomes 0 < I (-——)u' (r)dr = F(u ). 
J o r o 
Now we turn to the proof of Theorem 2. 1. After proving some preliminary 
+ — 
lemmas , we shall introduce the mutually disjoint sets I , I and G = 
(a, y) \ (1+ u I") , so that in i t i a l values uq taken in G produce ground 
s ta tes . Then the existence of ground states will be shown by proving 
both 1+ and I" are open and non-empty. 
16 
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Lemma 2 . 3 
(2.1) admits a unique solution on some interval [0,r ), r >0. 
o o 
P r o o f 
We express (2.1) in integral form as follows ： 
r s 








i u€C[0,r ] ： |u(r)-u i u > by 
o I o 丨 2 o 






 t ^ f i u i t ) ) dt ) ds . 
0 0 
We claim that for suff ic ient ly small r , T is well-defined and in fact 
is a contraction (in sup-norm), Then the assertion of the lemma follow 
from the contraction mapping principle. First , we have 
|(Tu)(r) - u j ^ M ^ , 
Second, 
2 
l(Tu)Cr) - (Tu)(r )I ^ L , 1
 o 丨 2n 




]丨：1 u ^ 
1 1
 2 o 2 o ^ I v - w I 2 o 
3 
v, w ^ — U q > . Hence the desired conclusion follows if we take r 彡 min 
l/nu v^ iu 
J 0 o x { , - ~ >. • 
Vm VL 
Lemma 2 . 4 
The maximal interval of existence for the solution u ( r ) , ' y ] , 
of (2.1) is [0,cx>). 
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P r o o f 
We f i r s t claim that u(r,Uq)<u(0,UQ)=Uq for a l l r . Multiply u ' to 
both sides of (2.1) and integrate i t over [0,r] , we have 
F(u(0,C))=F(C)=F(u(r,C))+ | u '
2
( r ) , f l ^ M ^ m ds, 
o 
So F(u(r,C)) < F(C). We conclude that u(r,uQ)<u since F is increasing 
on [a,y]. 
We now extend f to [R by sett ing f ( t ) = 0 for t 彡 0. So , if there 
exis ts r >0 such that u(r )=0 and u ' ( r )<0, then for r^r 
u
 0 0 o 
U" + ( ^ ) u
7
 = 0. 
r 
Integrate i t over the interval [r , r ] , we have 
n- l . ( x n-1 , , 、 , 
r u ' ( r ) = r u ' ( r ) and 
o o 
r 
u ' ( r ) = ( _ V
_
V ( r ) > u ' ( r ). 
r o o 
Therefore, u remains bounded for r and the maximal interval is [0, oo). • 
Lemma 2.5 
If for some u € (a, oo), there exists a solution u(r. u ) such that 
o o 
u(rtO>0 and u f (r,i;)<0 for all r^0f then TJ = lim u(r,u ) satisfies the 
r~>oo 0 
equation f ( i ) ) = 0 and T^OL. 
P r o o f 
First of a l l , from the identity 
p 
F(u(s))-F(u(r)) = | u '
2
( r ) - | u '
2
( s ) + J ( 罕 ) u ' 2 ( t ) dt , 
s 
00 . 
r n— 1 2 
we take s=0 and let r~> co to see that (—j—)u
7





r 1 2 
Consequently for any e>0, (—r—)u' (t) dt < e for suff ic ient ly large 
18 
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s’t. From th i s ident i ty we see that lirn^ u ' ( r ) exists . By Lemma 2.4’ 




( r ) = _f
(”）< Since u' (r) is bounded, so lim u"(r) = 0 and 
r ~ 
hence f(^)=0. 
We claim that Suppose on the contrary that i)=oc. Let 
i 、 ( n - 1 ) / 2 r , 、 , 





) ( n - l ) ( n - 3 ) , 
v — L — — 一 J v. 
2 
4r 
_p F 、 
Since lim > 0, for suf f ic ient ly large R , 
s山a 
r f(u) ( n - l ) ( n - 3 ) , 。 … ^ 




(r)^-6v(r) for r^R . Multiply both side of th is inequality by 
by v ' ( r ) and then integrate to get 
• 2 2 
( I ” ^ ( I ) ' ， 
v
/ 2
( r ) - v
, 2




(s) for r > s. 
So v '
2
( r ) >： 8 > 0 for large r . But th is is in conflict with the 
l 
boundedness of v. We conclude that ^ a . • 
Now l e t ' s introduce notations ： 
I = {C€(a,y),u'(ro)=0 for some rQ and u(r)>0 for r€[0,rQ]>, 
I = {Ce(a,y),u(r )=0 for some r and u
7
(r)<0 for r€(0,r ]}, 
^ ' " ' 0 o o 
G = (a,y)\(I+ u I*). 
From the above lemmas, we see that u(r, u q) is a ground s ta te if and 
only if u € G. In the following we shall show that G is non-empty. 
° o 
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Lemma 2 . 6 
P r o o f 
If there is u we take r = r n at which u(r ,u )=0, we have 
u
 0 0 0 
Y* 
0 > F ( U Q ) = I u '
2
( r o ) + J
 0
 ( ^ I ) U '
2
( S ) ds > 0 , 
o 
which i s impossible. 
If uQ€(a,^]nG, then u(r,uQ)>0 and u' (r,uQ)<0 for a l l r . By Lemmas 
2.4 and 2.5’ 7/=1 im^ufr, ¢)=0. Again le t t ing r 一 oo in 
p 
F(uo) = F(u(r,uQ)) + | u '
2
( r ) + f ( ^ l i ) u '
2
( s ) ds, 
o 
we get a contradiction • 
Lemma 2 . 7 
1 is non-empty. 
P r o o f 
We shall establ ish th is lemma by an indirect argument . First we 
modify f to f by se t t ing f(u) = 0 for u ^ y when y is f i n i t e . Next we 
rsj 
extend f as an odd function in the whole real line. Consider the 
following minimization problem 
I = i n f { J |Vu |
2
 : F F(u) = l , u e H ^ ( B R ) > , 
pU ^ 1 
when F(u) = f ( t ) dt is an even function and H (Q) is the completion 
i 
space of C -functions which vanish on 5B under the inner product 
K 




sequence of I, that is, J | | —^  I as k —> oo. In view of Kondrachov 
compactness theorem [GT] and the growth assumption (2.5), we can 
extract a subsequence of {u }, which is s t i l l denoted by {u >, 
k k 
20 
converging to some ueH (^B ) in L
p
-norm for some p, 1 < p < , Hence 
0 n
 n-2 
J 尹 ( u ) = 1. By the convexity of u ~~> J |Vu|2 we have 
1




 - J | v u |
2
. 
So we conclude that u is a minimizer of I . By a standard argument ， u 
is a solution of the equation Au+Af(u)=0 for some Lagrange multiplier X. 
By standard e l l i p t i c regularity (notice that f€C°'
1
 [0, oo) ) , we know that 





 f o r a 1 1 a
,
 0 < a < 1
- Furthermore, since |V|u| | s |Vu| and F is 
even, we may also assume u is non-negative, It follows from the strong 
maximum principle that u is positive in BD. By Theorem 1.5, we conclude 
that u is radial ly symmetric. Let 's write y(r) = u(|x丨），r = |x丨.So 
y'(r)<0 for r€(0,R]. 
Next, we observe that max y(r) = y(0) < r , For, if y (0 )^ , then 
y(r)=0 by the uniqueness assertion in Lemma 2.3. Consequently, u solves 
the equation Au + 入 f(u) = 0 in BD . 
R 
Finally, we claim A>0, In case on the contrary 入 S O , at r=0, Au(0) 
^0 . It implies f(u(0))<0 . So 0^y(r)^y(0)<a . But, as f<0 in (0,a), 
r〜 r 
we have 0> F(u) =1; contradiction holds. Letting z(r)=y( ), one can 
J
 A 




 f ( w )
 =
 0 i n B
R/VA • 
[ w = 0 on . 
In other words, z(0)=y(0)el . • 
Lemma 2 . 8 
I and I are d i s j o i n t and open. 
P r o o f 
We claim that I
+
 and i" are open . For the former , taking f i r s t 
21 
point r=rQ at which u ' ( r )=0 in (2.1) , we have u"(r )+f( u ( r ))=0 • If 
u
 0 0 
u〃(ro)=0 , then u(rQ)=a and hence by the uniqueness theorem of ordinary 
d i f fe ren t i a l equation, u(r)=a, contradicting u(r )€(cc,y). If u '^r )^0 
o o ' 
then for r€(0,rQ), we have u' (r)<0 and hence u"(r )>〇• Therefore, there 
ex is t s r ^ ^ such that u(r)>u(r。）for r e C r ^ r J . If u。el + , b y continuity, 
for v su f f i c ien t ly close to u q , u(r,v)>u(r and v >u(r,7j) >0 for re 
( 0 , r i ] . Hence neP. 
For U q€I ， there exists r i >r Q such that u(r,UQ)<0. By continuity, 
for 7/ su f f i c i en t ly close to u q , u(r,T7)<0 and since 刀 = u ( 0 , 刀 ） > 0, by 
intermediate value theorem , there exists r such that u(r ,T?) = 0 and 
2 2 
u' (r,T7)<0 for re(0，r ]. Hence t)el~. • 
P r o o f o f Theo r em 2 . 1 
By the above lemmas, we know that I and I~ are non-empty and open 
in the interval (a, . Obviously 1+ and I~ are mutually disjoint . As 
a resu l t , G=(a, |3)\( I
+
u I~) is non-empty. 
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CHAPTER THREE UNIQUENESS OF GROUND STATE I 
As we have discussed in the Introduction,the uniqueness problem of 
(2.1) for various classes of f(u) has been investigated by many authors, 
including Coffman [5], McLeod and Serrin [17], and Kwong [13]. A recent 
result of Kwong and Zhang [15] contains most previous results . A main 
result asserts uniqueness when f(u) sa t i s f i es the following conditions： 
(3. 1) f €0^0,00). 
(3.2) There exists a constant a>0 such that f(u)<0 for u<a and f(u)>0 
for u>a. In order to have the ground state solution , we require 
in addition that f(0)=0 and f '(u)^0 in a neighborhood of u=0. 
(3.3) Let 13 be the f i r s t point defined by f f(u)du = 0. In [ |3 ,oo) , the 
J
o 
function is non-increasing and converges to a f in i t e 
limit A l^ as u-^ co • In [a,/3), G(u)2:G(卩),and in [0,a), G(u)^A ’ 
but i t need not be monotone in either interval. 
In th is chapter , we shall give a detailed proof for the special 
case that f (u) = u
p
-u, where l<p<^|- . Following Kolodner and Coffman, 
instead of considering directly the following boundary value problem, 
‘u"(r) + — u ' ( r ) + u
p
(r) - u(r) = 0 for r>0, 
(3.4) \
 r 
^ u'(0) = 0, u(r) —> 0 as r oo , 
we look at u as the solution of an in i t i a l value problem,(3.4) together 
with the in i t i a l conditions , u(0)=《>0 and u'(0)=0 , where ^ acts as a 
parameter. To investigate the uniqueness of this in i t ia l value problem, 
we consider the linearized problem for , 
23 
n — 1 
f





 ~ w'+ (pu
p - 1
- l )w = 0 for re(0’b), 
v. o • O J — 
L w(0) = 1, w'(0) = 0. 
The main ingredient of the proof is to show that w must change 
sign one and only one time . More precisely , we show that w(b(<),<)<0 
for CeN , where b(C) is the f i r s t zero of the solution u(r,<). We also 
claim that w(r,C) and w' (r,<) — ~oo as r —⑴ for • Using this fact 
then i t is not hard to show that P=[0,<), <>1 and N = ( < , o o ) . So G={《}. 
Define the energy functional as 
i 9 ru(r) 
E(r) = _ u
/ 2
( r ) + J (s
p
-s) ds ， 
_ 1 ,2, . , 1 p+1, 、 1 2 , . 
= 2







Denote the f i r s t zero of the solution u(r,¢) as b(C). We 
par t i t ion the set of solutions into the following: 
N = { ¢€(0,00), b(<) exists}， 
G = { C€(0,CX,)-N, U ( R , C ) — 0 as r —> oo}, 
P = (0,oo)\(NuG). 
We sometimes abuse notation by saying that u(r,<)GN(G.P) instead 
of C€N(G,P). 
T h e o r e m 3 . 1 
n+2 




Lemma 3 . 2 
If then 《eP. 
P r o o f 
Multiply u' to both sides of (3.4), we get 
E '(r) = - ( ^ ) u
/ 2
( r ) < 0. 
r 
Hence, for ¢€(0,1], 
E(r) < E(0) = - < 0. 
p+1 2 
If u(r) cuts the r-axis at some point r , then E(r ) = i u
, 2
( r ) > 0 
o o 2 o ' 
contradicting E(r)<0 for al l r>0. If ^eG, then lim u(r) = 0 and we can 
R~^CO 
take a suitable sequence {r } such that lim u ' ( r )=0. Then lim E(r)=0 
j r , ~ j r ~ 
j 
and thus E(r)^0 for a l l r, also violating E(r)<0. • 
Lemma 3 . 3 
If C^P and the curve u(V,¢) has two sequences of local minima 
f r J and maxima { r n s } r e s p e c t i v e l y . And u(r )<u(r )<. . <1 and u(r )> 
^ J 2 j +1 0 2 1 
u(r )>..>1 ， where r is the absolute minimum point of P. 
3 0 ^ 
P r o o f 
First of a l l , from the proof of Lemma 3.2 we see that u(r,¢) is 
bounded away from zero provided We claim that i t oscil lates around 
u=l . To see this ， we let v=u-l and write the equation (3.4) into an 
equation for v : 




where Q(r) = T 之 p for some positive p by our assumption . By the 
u — 1 
一 1 2 - n 
change of variable s=(2-n) r , the equation is transformed into 
25 
d 2 y Hi^ Zil 
+ [ ( N - 2 ) s ] (
2 _ n )
 Q(r)v = 0, S G ( 0 , O O ) . 
ds 
Observing that Q has a positive lower bound and
 2
\ T } \ < -2 , by Sturm 
V 乙一I ) 
comparison theorem , v has more zeros than any non-trivial solution of 
the equation 
„ 2 ( n - l ) ^ 
d
2
w + , 广 ） n 
~ - + (n-2) p k w = 0, 
ds 
for some 6>0, in (0,1/k). 
(n-l) 1 







( 1 + 5 )
 s ] has 
indefini tely many zeros in (0,1/k) when k increases to inf in i ty , This 
means u intersects u = 1 inf in i te ly many times as r — oo . 
Since u is s t r i c t l y decreasing for small r , at the f i r s t r ， u ' ( r , 
o o, 
¢)=0, u must be a s t r i c t local minimum and u(r • The la t t e r fact 
can be seen from the equation i t se l f . On the other hand , observe that 
p + l 2 
the function 0(u) = —^ - is s t r i c t l y decreasing from 0 to 1 and 
then s t r i c t l y increasing from 1 to oo. It is easy to see from the energy 
inequality E(u(r)) < E(u(s)), for r>s , that in fact r is the absolute 
o 
minimum of u in (0, oo). 
By the same reasoning, the next c r i t i ca l point r must be a s t r i c t 
l 
local maximum and u(r i ,C)>1 . We can use the same argument to show the 
existence of a l l other local extremal points , whereas the inequality 
sign is due to the fact that E'(r)<0. 
• 
Lemma 3 . 4 
N and P are open sets. 
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P r o o f 
N is open due to the fact that u(r,<) is continuous in ¢. Suppose 
A 
<€N and u(T7,C)<0 . Then for < sufficiently close to C , u(r,C)<0 for r 
A 
suff ic ient ly close to i). Hence ^eN. 
Let C€P . Suppose r〇 is the absolute minimum of u(r,<) . For \ 
八 
suff ic ient ly close to C,u(r,<) has a local minimum r close to r which 
I O 
A 
i s also the f i r s t local minimum of u(r,C). From the shape of the 
p + l 2 
function — - — we see that 、 is the absolute minimum of u(r,<). 
A 
Hence a 
Lemma 3 . 5 
For ^eGuN, \i' (r)<0 for all r. 
P r o o f 
As u'(r)<0 near r=0 ’ we may suppose on the contrary that there is 
a f i r s t r^O such that u' . If uCr^  )>1 , from the equation (3.4) 
one infers that r^ is a local maximum , contradicting on choice of r . 
So 11(1^  )<1 ( clearly u( r i )^1 ) . But then u
7,
(r )>0 . So the energy 
inequality implies E(u(r))^E(u(r i))<0 and hence , contradicting our 
assumption. • 
Lemma 3 . 6 
For C > 1, the function w(rf C) = - ^ ( r , C) has at least one zero in 
d、 
[ 0 , T ) where T is the f i r s t point at which U(T)=1. 












V ] ' + 广 1 [ p i ! ” 1 一l]w = o . 
Multiplying the f i r s t equation by w , the second by (u-1) and then 
substracting them, we get 
[ r
n _ 1




 - p U
p - 1
 + l] = r
n _ 1
w[h(u)], 




 + 1 sa t i s f ies h(u) > h(l) = 0 for u > 1. 
Integrating both side of the above identity over [0,T], yields 
T
n一V(T)W(T) = f rn一1w h(u( r ) ) dr >0 . 
J
o 
Since u'(T)<0, i t implies that w cannot be positive in [0,X). • 
Lemma 3 . 7 
G is non-empty and closed. 
P r o o f 
By Lemmas 3.2, 3.4 and 2.7, P and N are both non-empty and open, 
hence G 窝(0, o o ) \ ( N u P ) is non-empty and closed. • 
Lemma 3.7 is also contained in Theorem 2. 1. 
来 
In the following we let ^ = man { ^ ： > . 
Lemma 3 . 8 
来 
wf r，< ) has exactly one zero in (0,m) • 
P r o o f 来 
Suppose on the contrary that w(r,《)has more than one zero in 
来 来 
(0, oo). For ^ < ^ but sufficiently close to C , u(r, ¢) intersects 
来 来 
u(r, C ) at least twice. Since u(r,^ ) is s t r i c t ly decreasing, i t cuts 
the constant solution u(r, 1) = 1 once. As a result, when C, decreases from 
28 
来 
( to 1 , the second intersection point will disappear to infini ty or 
merge to the f i r s t intersection point when i t approaches some cr i t ica l 
value. We are going to show that the both cases are impossible. In the 
f i r s t case, there exists a cr i t ica l value ¢ € ( 1 , a t which the second 
intersection point disappears to infinity. However,by the definition of 
* — _ 
( ,
w e
 know C e P , and u(r,C) has an absolute minimum point say at r , 
u(r,C)>u(rQ,C) >0 for a l l r . But at the second intersection point r , 
一 * 
u(r ¢) = u(r C ) —> 0, contradicting u(r ,C) > u(r , 0 > 0 
2 0 
In the second case, we have u(r ,C)=u(r ,<*) and u(r ,C)=u(r C*) 
1 1 2 2
 9 
where r ^ r ^ O , i = l’2,.. sat isfy ( 〜 - 、 ） （ 《 ） — 0 as C ^ ^ . By the mean 
value theorem, there exist points r and r
7
 in (r , r ) such that 
3 3 1 2 
u ' ( r ¢) = u'(r； Hence u ' (? , C ) = u ' a n d u(? r | l = u(? ,<*) 
° ° 0 0 0 0 
where r =lim r (¢). By the uniqueness theorem of ordinary differential 
一 来 
equation, we conclude u(r,<)=u(r,C )’ which is also impossible. 
• 
Lemma 3 . 9 
Let CeG and let w(rt C,) be a solution of ( 3 , 5 ) which is eventually 
negative. Then either 
l - n 
(a.) w(rf C,) ’ w' ( r , C,) = o(r ) as r oo ； or 
(b) w(r, C,) and w 1 ( r , C,) ~ > -co as r ~ > oo. 
P r o o f 
p _ i 
We may assume that w(r, ¢) < 0 and (pu -1) <0 for r 之 r。. By 









Then i t is easy to see that ei ther w is eventually monotonic increasing 




o ) ^ r s K
1






=)(-w(r))’ <r is a positive constant. 
So w(r)r
n




 (r) > 0 Bv 
r~>co . ‘  
integrating w' we have, for e>0, there exists r such that 
L 
T R 、 、 6 - G 2-N 
-w(r) > - r 
n-2 
for a l l r^r . This forces 6=0. 
I 
On the other hand, in the second case,the right hand side of (3.6) 
is bounded above by -Cr
n
 for some positive C. Hence w ' (r) < - C ' r — -co 
as r ~> oo. 
_ 
Lemma 3 . 1 0 
来 来 来 
For C = min G, w(rf C 入 w ' ) —> -<» as r ^ oo. 
P r o o f 
In view of Lemma 3.9, i t suffices to exclude (a). From 
(3.7) ( r
n




- u ) = 0， 
(3.8) ( r
n -














































Integrating both sides of the above equation with respect to r over 
30 










— 0 as r w oo, we have 
-00 
厂 n - 1 p , 
r w u dr = 0 . 
J
o 
Similarly , from (3.8) and (3.9), we also have 
[ r
n _ 1
( ( r u ' ) ' w - w ' ( r u ' ) ) ] ' = -2(u
p
-u)wr








dr = CL 
J
O 








(T )u ( r ) ]wr
n _ 1
dr = 0, 
J
o 
where T is the f i r s t zero of w(r,C*), Since u(r)[u
p一1(r)-UP一1(T)] and 












 dr > 0 , 
J
O 
contradicting the previous resul t . • 
Lemma 3.11 
* 来 
For « but sufficiently close to C, , 
Proof 
来 * 
By the previous lemma, w(r, ^ ) and w' (r, ^ ) ~> -oo as r > oo. Let e 
P — I * 
be such that 1-pe >0. We can find r。 such that for 《>《 suf f ic ient ly 
来 
close to C,，the following conditions hold : 
w(r,C*) < 0, w'(r,C*) < 0; 
u(rQ,C) < u(rQ,C*), 
u(r,C*) < e 
31 
for a l l r 2： r Q . We claim <eN. Suppose on the contrary CeGuP. Letting 
v(r)=u(r,C)-u(r,C*), v sa t i s f i e s 
v〃 + D^l v ' + ( p < p p - 1 ( r ) - l ) v = 0, 
where (p{r) l i e s between u(r,C) and u(r,C*). By assumption there exists 
r
!
( o r ⑴ ） s u c h t h a t u(r <)=u(r C#) and u(r, C)<u(r, on (r , r ). Let 
1 1
 0 1 
the function h sat isfying 
XI-1 
h〃+ h' = 0, h(r^)=v(r ) and h ' ( r )=v'(r ). 
r
 0 0 0 0 
By comparison, we get v^h on (1^,1^). But h is given expl ici t ly by 
v ' ( r ) 
h=v(r )+ V - ( 丄 - 丄 ） < 〇. 











Hence v ( r i )<h(r i )<0 contradicts the fact that uCr^O^Cr ,《*). • 
Lemma 3 . 1 2 
For C,€Nf the endpoint b(C,) cannot be the second zero of w(r, 
P r o o f 
Suppose on the contrary that is the second zero of w(r) . As 











































 dr < 0 , 
Jo 




 ( r ) - u
p _ 1
 (T) ] and 




( r ) 一 u p - 1 (T )u ( r ) ]wr n _ 1 dr > 0 , 
J
o 
contradicting the previous resul t . • 
Lemma 3 . 1 3 
Let ¢€^ and suppose that w(b(i^)) < 0. Then b(^) is a s t r i c t l y 
decreasing function in a neighborhood of ¢. 
P r o o f 
Firs t of a l l , from the continuous dependence on parameter C, i t is 
easy to see that b(^) is a continuous function of ¢. Now we claim that 
b(C) is actually different iable in C, and b, (()<0 for C in N satisfying 
w(b(<))<0. Consider, for e>0 small 
0 = i [u(b(C+e),C+e)-u(b(C),C)] 
= ^ [u(b(C+e),C+e)-u(b(C+e),C)] + - [u(b(C+e),C)-u(b(C), O ] 
=w(b(C+e),C) + , where C l ies between 
〜 
( and C+e and b l ies between and b(^+e). Using the fact that 
| ^ (b (O ,O<0 we see that 
ab… w(b(C),C) ^ n 
= 一 o - - - < 0 as e 0. • 
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P r o o f o f Theo r em 3 . 1 
We now follow ^ as i t increases from 0. By Lemma 3.1, As 《 
increases to For C€(C*,C%e), e small, by Lemmas 3.11 and 3.12, 
a n d w
(
r
’¢) has exactly one zero in [a,b(<)J and w(b(<),<) < o. By 
Lemma 3. 13, b(^) is a s t r i c t l y decreasing function of ¢. Hence as C, 
increases, the point b(C) moves toward i t s lef t hand side. Then for al l 
来 
, C€N. Therefore, we have shown the uniqueness of (2.1). • 
D i s c u s s i o n a n d F u r t h e r D e v e l o p m e n t 
Independent of the work [15] , Chen and Lin [4] observed that some 
key resul ts in [13] proved by comparison technique can be deduced from 
Pohozaev's identity. Using this observation they proved the uniqueness 




 -2u ， 
1 < q < P
~ n ^ .
 A U
hough there is overlap with [15] , neither one contains 
the other , Yanagida [21] also used a version of Pohozaev's identity to 





)=0. Subsequently his method was modified by Kwong and Li 
[14] to treat the equation y" + (n-l)yVr + f(u) + g(r)u = 0. When g=-l, 
their result gives a much shorter proof of the uniqueness of Au + u - u
p 
= 0 as in [13]. 
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CHAPTER FOUR UNIQUENESS OF GROUND STATE I I 
In th i s chapter, we discuss the uniqueness of ground s ta tes when 
f s a t i s f i e s the second type of nonlinearity. We shall give a complete 
account of the main result in Pelet ier-Serrin [18]. Further discussion 
on fur ther development will be found af te r the proof. 
Now we s ta te 
T h e o r e m 4 . 1 Let u and v be two s o l u t i o n s of 
f  + ^― u ' ( r ) + f ( u ) = 0 f u > 0 , f o r reCO^), 
(4.1) J  r 
[ ^ ( 0 ) = 0 , u —> 0 as r oo . 
Let f be a f u n c t i o n in C [0,m) s a t i s f y i n g 
( 4 . 2 ) = -m < 0 ; 
u—$0 u ’ 
( 4 . 3 ) 卩 = i n f { C>0,FCC； = F f ( t ) d t > 0 } < m and 
J0 
•f f U y) 
C4 . 4 ) the f u n c t i o n u i s non-increasing on the subset of C/3, oo； where 
f ( u ) > 0 . 
Then u=v. 
Condition (4.4) is called a "star-shaped" condition in [18]. 
Geometrically, th i s means that the set { (u, z) ： 口 < u < o o , 0<z<f (u) } is 
star-shaped with respect to the point ( 序 ， 0 ) , 
E x a m p l e 4 . 2 
One can verify that the following 
f(u) = - u ( u - l ) ( u i ) , 
s a t i s f i e s the "staishaped" condition. 
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The proof of Theorem 4.1 d i f fe r s substantial ly from the proof of 
Theorem 3.1. It involves a detailed study of the intersection of two 
ground s ta tes . F i rs t , i t will be shown that ground s ta tes are s t r i c t l y 
decreasing and the graphs of two ground s ta tes have at most f i n i t e l y 
many intersections. If one denotes the positive horizontal distance d 
between two points of intersection, then i t will be shown that d has at 
most one c r i t i c a l point which ， if exists , must be a s t r i c t maximum . 
Here we let d(u) = r(u)-s(u) where r(u), s(u) are the inverse of ground 
s ta tes u and v respectively . Furthermore , beyond the last point of 
intersection, d is s t r i c t l y decreasing. Using this knowledge about d , 





P to th i s point, (4.4) is not needed. In fact , the role of (4.4) 
is to exclude intersection above 玲 . T h u s , the two grounds cannot have 
any intersection, but again th is is impossible by the property of d. 
Lemma 4 . 2 
Let u ( r ) be a solution of (4.1), then u'(r)<0 for all r>0. 
P r o o f 
Suppose on the contrary that there exists an inter ior c r i t i ca l 
point r If f (u( r ) ) = 0 , Lemma 2.3 and theorem of ODE, u(r) = u(r ) 
0 0 0 
contradicting u —> 0 at co. From the equation (4.1), we see that r must 
O 
ei ther a s t r i c t maximum or minimum . If r is a s t r i c t maximum , since 
O ' 
u'(0) = 0, then there exists a point r €[0,r ) such that u ' ( r ) = 0 and 
1 0 1 
0<u(r )<u(r ) . Since u— 0 as r—^ oo , there exists a point r e(r , oo) 
1 0 2 0 
such that u( r 2 ) = u ( r i ) . Multiplying u' to both sides of (4.1) and 
1 2 
integrating i t over [、，r2], w e get - (u ' [r^)) <0. Contradiction holds. 
If r i s a s t r i c t minimum, since u ~> 0 as r ~> oo, there exists a local 
O 
maximum in (r。，co)» This reduces to the f i r s t case. • 
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Lemma 4 . 3 
AnY s o l u t i o n u ( r ) of (4.1) decays exponential』y. 
P r o o f 
Consider the function w(r) = = ^ 1 > 0 . By a direct computation 
a n d 时 （ 4 . 1 ) ’ w e have w' = w2- ( ^ i )w + Since for r suff ic ient ly 
l a r g e ( t a k e r > ? ) , < a n d > - ( m + l ) . C o n s i d e r t h e v e c t o r 
f i e l d i n t h e ( r , w ) p l a n e f o r t h e e q u a t i o n w ' = w
2
- ( ^ l l ) w +
 f
i f 
r u ‘ 
the integral curve enters the region r s： r , w 之 2i/m+I , we have 





w-2v^n+l) ( W+V^HT) , the curve will blow up at a f i n i t e r , which 
is impossible. Hence, w(r) s 2V&T for r€(0，oo). Since 
lim = l i m ( ^ ) = l i m _ = m 
R-^00 U R—^OO U R^OO
 L
 R U ， 
J i i L , ^ • Hence, for r suff ic ient ly large, (— )2: i/JPe where e>0. 
Integrate i t and then the desired result is obtained. • 
Lemma 4 . 4 
Let u ( r ) and v ( r ) be two d i f f e r e n t solutions of ( 4 . 1 ) . Then the 
number of i n t e r s e c t i o n points of u ( r ) and v ( r ) are f i n i t e . 
P r o o f 
We f i r s t claim that the number of intersection points are 
countable • Let w(r) = u(r) - v(r) . If the intersection points has a 
f i n i t e limit point r ， then w(r ) = 0 and w'(r )=0. By the uniqueness 
o o o 
theorem of ODE, u(r)=v(r). So the intersection points are isolated and 
we can enumerate the intersection points by 〜 < 〜 < 〜 < • * • • We 
now prove that there are f in i t e ly many p ‘. Taking two successive 
i 
intersection points p and p such that u(p ) < inf {C>0, f(<)>〇}, we 
i i +1 i 
may then assume that f (u(r)) < 0 for r e (p. »P.+1) • Without loss of 
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generality, we also assume that u(r) > v(r) for r€(p.’p. ) • Multiply 
2 ( n - l ) , , i i + l 
r U to both sides of (4.1) and integrate i t over [p , p ] w e 
i i +1 ’ 
have 




 ( 、 + 1 ) - 。 u ( P i ) = - 2 1 r 2 ( n " ( U ) f ( u ) I I ' d r 
P . 1 
ru(p ) 
= 2 [ i 严 - 1 ) ⑷ f(u) du ’ 
where r(u) denotes the inverse of u(r). 
Similarly for v(r), 




 (〜+1)一〜 v ( 〜 ） s 2| s 2 ( n ^(U) f(u) dU , 
u(p ) 
i + 1 
where s(u) denotes the inverse of v(r). Substracting the above two 




 [ r 2(n-D ( u ) _ s 2(n- l ) ( u ) ] f ( u ) ^ 
Since the former side of the above equation is greater than zero but 
the l a t t e r side is smaller than zero, contradiction. • 
Lemma 4 . 5 
Let r ( u ) and s(u) be the inverse of u ( r ) and v ( r ) r e s p e c t i v e l y . If 
d(u)=r(u)-s(u)>0 on some interval I , then d(u) has at most one maximum 
on I . 




Since u = 一 and u = —^ . By a direct substitution in (4. 1 ) , 









f ( u )
 = °
 a n d S




f(u) = 0. 
UU O U U 
Substracting the above two equations, we see that at a critical point 
of d, we have r = s and 
U U 
( r - s ) = (n - 1 ) ( 丄 — I ) r 2 < 0. 
uu r s u 
We conclude that any cr i t ica l point must be a s t r i c t maximum. So there 
is at most one. a 
Lemma 4 . 6 
If d(u)>0 for u near to zero, then d'(u)<0. 
P r o o f 
. r 
T J. -w ., 一 e , -w, i ww 
Let u=e , then u = — and u = e ( - + _ - ) • Therefore, we 
r r r r 2 3 
w r r 
w w 
have 






+r s + s
2
 ) ] 
WW w r w w w w w 
=(n- l )s
2
( i - i) < 0. 
w r s 
Since lim (-^-) = — and lim = -m ’ the value in square 
r~>00 u, r.~>00 U ^ 
bracket is smaller than -1 for u sufficiently small. By Lemma 4.5, 
we have that d'(u) > 0 or d'(u) < 0 for u sufficiently small. If 
d'(u)>0, i . e . ( r - s ) <0, then from the above inequality, we get (r-s) <0. 
w WW 
Now we have the situation (r-s)>0, (r-s) <0 and (r-s) <0. The last 
W WW 
two conditions imply that (r-s) is eventually negative, contradicting 
the f i r s t condition. So d'(u)<0 for u sufficiently small. • 
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Lemma 4 . 7 
Jf d(u)>0 for ue(OfU) , where (RtU) is the last i n t e r s e c t i o n point 
o f and v ( r ) . Then d'(u)<0 on (OfU). 
P r o o f 
By Lemma 4.5, three cases arises, (i) d(u) increases on (0,U)；(ii) 
d(u) increases for small u and then decreases; ( i i i ) d(u) decreases on 
(0,U) . By Lemma 4.6 , case (i) and ( i i ) are excluded . So d'(u)<0 on 
(0,U). u 
Lemma 4 . 8 
L e t ( R , u ) be the last i n t e r s e c t i o n point of u ( r ) arid v ( r ) and 
d(u)=r(u)-s(u)>0 on ( 0 , U ) f then f / > / 3 . 
P r o o f 
2(N—1) 
Multiply r 一 u' to both sides of (4.1) and integrate it over 
[R, oo), we get 
,, U 
1 r ( n - l ) , 、 , T 2 100 「 2 ( n - l ) , 、 … 、 
2 [
r
 (11)11,] | r = I r
 v
 (u) f(u) du . 
0 
Since u is exponentially decaying ’ r(u) is logarithmically increasing 
as u-^0 and F(u) is quadratic in u as u —> 0 . We perform integrating 
by parts on the right hand side of this equality to get 
^ " - ^ u ' ^ R ) = H—《F_ - f 2(n-l)r 2 n- 3(u) r ' (u) F(u) du . 
Similarly, 
4H











( u ) s ' ( u ) F(u) du . 
J
o 
Substracting these two equations, gives 
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|
R 2 C n _ 1 )
[
u , 2
^ ) - v
/ 2








(u)s ' (u) ]F(u)du. 
J
o 




(R) and hence the le f t hand side of 
the above equation is smaller than zero. On the right hand side, 
r
2 n _ 3
( u ) r ' ( u ) - s
2 n _ 3














If U</3, then F(u) < 0 on (0,U) and hence the right hand is greater than 
zero, contradiction. • 
Lemma 4 , 9 
I f (4.4) is s a t i s f i e d , then (/ < /3 , where (R，U) is the last 
intersection point of two d i f f e r e n t solutions u ( r ) and v ( r ) of 
(4.1). 
P r o o f 
Without loss of generality, let u(r)>v(r) for r>R. Suppose on the 
contrary that U>/3, then there exists a point and e>0 such that 
v(?)=^+e<U. Let U = u - ( ^ + e ) , v=v-(/3+e) and A = inf{ T>0 , XU>v on ( 0 , 0 . 
Since u(r) < v(r) for r suf f ic ient ly close to R but smaller than i t , we 
have that A>1, 
Define an auxil iary function h(r)=入G(r)-v(r). From the definit ion 
of A, there exis ts a point such that h(7?)=0, h'(^)=0 and 
Since 
(Au)" + (—)(Au) ' + Af(u) = 0 and 
r 
(v)" + + f(v) = 0 , 
r 
Substracting these two equations, gives f(v) _ Af(u)之 0 at r=n7. Since 
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[ = W > 0 at r=V> we obtain > and hence 
V U 
f(v) ^ f(u) 
v-(/3+e) ~ u-(|3+e) 
for O+e) < u < v < v(0), contradicting the condition (4.4). • 
P r o o f o f Theo r em 4 . 1 
By Lemmas 4.8 and 4.9，we know that the two different solutions 
u(r) and v(r) cannot intersect at a l l . Let d(u) = r(u) - s(u) > 0 on 
(0,v(0)). As u — v(0), d(u) increases due to the fact that v , ( r ) —> 0 
as r —> 0. As u — 0, by Lemma 4.6, d(u) also increases. Hence, there 
exis ts a local minimum, contradicting Lemma 4.5. • 
D i s c u s s i o n a n d F u t u r e D e v e l o p m e n t 
In a sequel to [19], L. A. Peletier and J. Serrin generalized their 
uniqueness result by weakening some assumptions in [18] . While (4.3) 
and (4.4) are maintained, (4.2) Is replaced by the assumptions 
(4.5) a = inf { u>0 : f(u)>0 } > 0; and 
(4.6) f(0)=0. 
They also gave an example which sa t i s f i e s (4.5) and (4.6) but not (4.2). 
Due to Gurtin and MacCamy [11]，a model describing the spread of the 
biological population is given by 
〜=A(u m ) + u(1-u)(u-a), m>l, 0<a<l, 
where u is the density of the population . Let u be an steady state of 
th is equation . Then v=u
m
 sa t i s f i e s Av + f(v) = 0 with f(v) = -av
( 1 / m ) 
near v=0, and hence sa t i s f i e s (4.5) and (4.6) but not (4.2). 
In Kaper and Kwong [12], the authors continue the work of Peletier 
42 
and Serrin by generalizing the result of problem (4.1) and weakening 
the assumptions considered in the problem. The term — u , in equation 
in (4.1) is replaced by a more general term g(r)u ' ( r ) , where g(r) is a 
s t r i c t l y positive and monotonic decreasing function. The condition (H*) 
in [19] is replaced by 
(F2) 玲 > 0 for any values of n. 
This condition in [12] is obviously weaker than the old condition (H*). 
The type of boundary value problem 
f u" + g(r)u, + f(u) = 0, r>0, 
( 2 ) i 
u'(0) = 0, lim u(r) = 0, 
r~>oo 
considering in [12] is often appeared in the form 
f Au + a( |x| )f (u) = 0, xe(R
n
, 
[ u ( | x | ) — 0 a s | x | ~ ^ o o . 
That means , the nonlinearity in the equations can be resolved into two 
parts , one contains spatial variable r (=|x|) while the other contains 
the dependent variable u. The desired uniqueness result of the problem 
(2) is obtained in [12]. 
In B. Franchi, E. Lanconelli and J. Serrin [8], the problem (2) is 
further generalized to the following quasi linear e l l ip t ic equation, 
f [A( |u ' I )u ' ] ' + g(r)A( |u ' | )u ' + f(u) = 0, r>0, 
I u
7
(0) = 0, lim u(r) = 0, 
、 r~~>oo 
where the real-valued continuous function A is such that the product 
pA(p) is s t r i c t l y increasing on [0, oo). Problem of this type arise 
frequently in the study of the semi linear e l l ip t ic equation 




where D is the divergent operator . The problem of the existence and 
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