For the newsvendor inventory control problem with ambiguous demand, Liyanage and Shanthikumar [13] show that integrating parameter estimation and optimization using operational statistics leads to a better solution compared with the traditional approach. However, they leave open the question of finding the optimal operational statistic. We use Bayesian analysis and a non-informative prior to derive the optimal operational statistic.
Introduction
Most of the inventory management literature assumes that demand distributions are specified explicitly. However, in many practical situations, the true demand distributions are not known, and the only information available may be a time-series of historic demand data.
Roughly there are two classes of papers in the literature that deal with inventory management problems with unknown demand distribution. The first class assumes that the demand distribution belongs to a parametric family of distributions. Azoury [1] , Eppen and Iyer [5] , Haksoz and Seshadri [7] , Karlin [9] , Scarf [15] and many others use Bayesian approach by assuming the demand process is characterized by a prior distribution on the unknown parameter. The second class makes no assumption regarding the parametric form of the unknown demand distribution. Based on the available demand data, either the empirical distribution (e.g., see [13] ) or the bootstrapping method (e.g., see [3] ) is applied to obtain an inventory control policy. Asymptotic optimality of inventory control policies without the prior knowledge of the demand distribution and their rates of convergence are studied in recent papers by Levi, Roundy and Shmoys [11] and Huh and Rusmevichientong [8] .
Another line of research assumes that the decision maker knows the moments of the unknown demand distribution. When the unknown demand distribution is characterized by the first two moments, Scarf [16] derives a robust min-max inventory control policy. Further development and review of this model are given in [6] and [14] . However, one can argue that it is very difficult, if not impossible, for the decision maker to know the true demand parameters (e.g., mean and/or variance).
Liyanage and Shanthikumar [13] propose a new approach -operational statistics -to find a decision rule that maximizes the performance uniformly for all possible values of the unknown demand parameters. No prior knowledge on the parameter value is assumed in their model. They show that operational statistics outperforms the approach that separates estimation and optimization for the newsvendor inventory control problem when the unknown parameter is a scalar.
However, in their analysis, Liyanage and Shanthikumar obtain the optimal operational statistic by restricting the form of operational statics considered to a small class of functions that included the standard statistical estimators. Hence, it is not clear whether this is the best one can do in terms of achieving the maximum expected profit. It is also not clear how to apply operational statistics to other general problems. Therefore, one central question in operational statistics is how to find a class of operational statistics (that contains the standard statistical estimators and) within which one can find an operational statistic that maximizes the expected profit uniformly for all possible values of the unknown parameter (see Lim, Shanthikumar and Shen [12] for a formal definition of this to more general problems).
In this paper, we propose a Bayesian analysis to find the optimal operational statistic.
The objective of a Bayesian analysis is to find an optimal value for the given sample data over possible values of the unknown parameter, which is quite different from the objective of operational statistics -to find an operational statistic that maximizes the expected profit over all possible samples for each fixed value of the unknown parameter. Nevertheless, by specifying a non-informative prior, we show the relationship between the objective values in operational statistics and in the Bayesian analysis, and show that for each possible sample data, the Bayesian analysis derives the value of the decision variable that is an optimal operational statistic.
The remainder of the paper is organized as follows. In Section 2, we present the formal model for operational statistics for the newsvender inventory control problem when the unknown parameter is a scalar. In Section 3, we specify the non-informative prior and propose the Bayesian analysis that leads to the optimal mapping. In Section 4, we extend the results in Sections 2 and 3 to the case when both the location and the scale parameters of the demand distribution are unknown. Section 5 illustrates the solution procedure via two examples.
Model for Operational Statistics
Liyanage and Shanthikumar [13] propose the concept of operational statistics and apply it to a single period newsvendor inventory control problem. In this problem, items are purchased at c per unit and sold at s (s > c) per unit. 
If the order quantity is y(≥ 0) units, then the profit can be calculated as (s min{D, y} − cy), and the expected profit is φ(y,
In operational statistics, we assume no knowledge on the unknown parameter θ, and wish to find the optimal order quantity y based on data X = (X 1 , X 2 , · · · , X n ). For ease of exposition, we assume that {X 1 , X 2 , · · · , X n } is the historic demand data, where X 1 , X 2 , · · · , X n and D are i.i.d. random variables. Note that the joint density function of X is then
The goal is to find an operational statistic g(X) of the data X so that if we set the order quantity y = g(X) then the expected profit
is maximized for all θ.
If we did not restrict the class of functions (operational statistics) from which g is chosen,
but not for other values of θ. In fact, this function may work very poorly when θ is far away from θ 0 .
Liyanage and Shanthikumar [13] consider the case of exponentially distributed demand with an unknown mean θ. For this case, they find the operational statistic g that maximizes the expected profit E θ [φ(g(X), θ)] for all θ by restricting the operational statistic to a class of linear statistics. Specifically they allow g to be of the form 
x i maximizes the expected profit over all θ for exponentially distributed demand.
We will now consider a much larger class of operational statistics. Later we will show that we can find the optimal operational statistics within this class that maximizes the expected profit over all θ. Suppose we decide to order g(x) units when we observe a demand vector x. It is then very intuitive that if we observe a demand vector αx that is α times the earlier demand vector, then we should order αg(x). Hence we restrict the operational statistics to the class of degree one homogeneous functions H + 1 defined by
Note that the class of functions considered in [13] is a small subset of the class of degree one homogeneous functions. Next we show that if we restrict the operational statistics to degree one homogeneous functions, then a single statistic will maximize the expected profit 
Proof: Substituting v = αv one finds that
That is φ(y, θ) is a degree one homogeneous function. Then substituting z i = x i θ into Equation 2 and using the degree one homogeneous property of φ, we get
and vice versa.
Lemma 1 shows that the degree one homogeneous function g that maximizes
is the optimal operational statistic for our problem. Observe that the above integration over {z : z ≥ 0} can be converted to the path integral over {z
The optimal operational statistic can now be found for each x by maximizing
As we will see in the next section, the optimal solution to this can be found using a Bayesian analysis of the inventory problem with a non-informative prior.
Solving Operational Statistics via a Bayesian Analysis
In this section, we illustrate how to find the optimal degree one homogeneous function g that maximizes the expected profit via a Bayesian analysis.
To apply the Bayesian analysis, we need to specify two things: the objective function and the prior likelihood of the unknown parameter Θ.
• For the objective function, we choose Φ(y, Θ) =
Note that the objective function is not a function of data x because all the sample information is summarized in the posterior likelihood function of Θ and we are only trying to find a single point solution y for given data x. We choose this objective function since it is normalized for the scale effect of the demand.
• For the prior, we choose Jeffrey's non-informative prior π(θ) = 1 θ (e.g., see [10] ). The joint likelihood of data x and the parameter under this prior is
Compare this to the joint density function of X in Equation 1.
Intuitively, the ignorance of information about a scale parameter should be expressed as a flat prior on the log-scale. 
where
is integrable and strictly positive for almost all x. Integrability follows from the observation:
Almost sure positivity follows from the observation:
)dθ = 0; x ≥ 0}. This prior and the posterior ultimately provide the optimal solution for the original operational statistics problem.
The objective function for a given data x is then
Since η(x) is independent of y the objective function can be restated as
Therefore, given x, we find a (point) solution y that maximizes E[Φ(y, Θ)|X = x]. Let this Bayesian solution be
and define h * (x) = y * for each x. Comparing Equations 3 and 4 we see that if h * is a degree one homogeneous function (as the next Lemma shows), then h * is the optimal operational statistic.
Lemma 2 If
then h * is a degree one homogeneous function.
Proof: Observe that
Substituting θ = αθ in the above equation and using the homogeneous order one property of φ we get
Comparing Equations (5) and (6), it is immediate that
The following theorem is now obvious:
by the Bayesian analysis maximizes E θ [φ(g(X), θ)] for all θ among all order one homogeneous functions g.
In Section 5 we provide two examples to the application of this result. In the next section we will extend this result to demand distributions with unknown location and scale parameters.
Extension -Demand Distribution with Two Unknown Parameters
In this section, we extend the analysis of Sections 2 and 3 to demand distributions with unknown location and scale parameters. We assume that we know the form of f D up to a location parameter τ and a scale parameter θ. That is, we assume that Z = D−τ θ has a known density function f Z though we do not assume any prior information on τ and θ. We will explicitly write f D (·|τ, θ) instead of f D etc., to highlight its dependence on the
Define the expected profit
As before let {X 1 , X 2 , · · · , X n } be the historic demand data, where X 1 , X 2 , · · · , X n and D are i.i.d. random variables. Note that the joint density function of X is then
The goal is to find an operational statistics g(X) of the data X so that if we set the order quantity y = g(X) then the expected profit
is maximized for all τ and θ.
We will now consider the following class H e 1 of operational statistics. This class is chosen based on the observation made in Section 2 and the following observation: Suppose we decide to order g(x) units when we observe a demand vector x. It is then very intuitive that if we observe a demand vector x − δe (where e = (1, 1, . . . , 1) ), we should order g(x) − δ.
Therefore we set
Next we show that if we restrict the operational statistic to H e 1 , then a single statistics will maximize the expected profit E τ,θ [φ(g(X), τ, θ)] for all τ and θ. Formally, we have:
Hence from the above equation we see that
Then substituting z i = , we get
Since E[φ(g(Z), 0, 1)] is independent of θ, it is easy to see that
Lemma 3 shows that the function g ∈ H e 1 that maximizes
is the optimal operational statistics for our problem. Observe that the above integration over {z : z ∈ R n } can be converted to the path integral over {z = rx − te : 
As we will see next, the optimal solution to this can be found using a Bayesian analysis of the inventory problem with a non-informative prior. For this , −∞ < τ < ∞; θ > 0 (e.g., see [10] ). The joint likelihood of data x and the parameter under this prior is
More importantly, this prior, though not proper, leads to a proper posterior distribution. It is
is integrable and strictly positive for almost all x (can be verified using observations similar to those for the scale parameter case). This prior and the posterior ultimately provides the optimal solution for the original operational statistics problem.
Therefore, given x, we find a (point) solution y that maximizes E[Φ(y, Γ, Θ)|X = x]. Let this Bayesian solution be
and define h * (x) = y * for each x. Comparing Equations 9 and 10 we see that if h * ∈ H e 1 (as the next Lemma shows), then h * is the optimal operational statistic.
Lemma 4 If
Proof: Observe that
Substituting τ = α(τ − δ) and θ = αθ in the above equation and using the property of φ we
Comparing Equations (11) and (12), it is immediate that
The following theorem is now obvious: 
Examples
In this section, we solve the newsvendor inventory control problem using Bayesian analysis for two demand distributions: exponential and uniform distributions with unknown scale parameter θ.
Exponential Distribution
In this section we consider the case f Z (v) = exp{−v}, v ≥ 0. It is then easy to compute
x i θ }, θ > 0, the objective function is then (see Equation 4 )
The optimal value of y that maximizes the above objective is y * = (( The solution of this example shows that the solution in [13] is in fact optimal among all degree one homogeneous operational statistics.
Uniform Distribution
In this section we consider the case f Z (v) = 1, 0 ≤ v ≤ 1. It is then easy to compute that φ(y, θ) = s(y − 
