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Re´sume´
On pre´sente une formule explicite pour la constante de Sobolev logarithmique correspondant a`
des diffusions re´elles ou a` des processus entiers de vie et de mort, sous l’hypothe`se que certaines
quantite´s, naturellement associe´es a` des ine´galite´s de Hardy dans ce contexte, approchent leur
supremum au bord de leur domaine de de´finition. La preuve se rame`ne au cas de la constante de
Poincare´, a` l’aide de comparaisons exactes entre entropie et variances approprie´es. Malheureuse-
ment, cette de´marche n’a pas permis de retrouver la constante de Sobolev logarithmique relative a`
la distribution gaussienne, bien que certains indices sugge`rent qu’elle rele`ve aussi des phe´nome`nes
observe´s ici.
Abstract
An explicit formula for the logarithmic Sobolev constant relative to real diffusions or to birth
and death integer-valued processes is presented, under an asymptotical assumption for quantities
naturally associated to Hardy’s inequalities in this context. Taking into account exact comparisons
between entropy and appropriate variances, the proof comes back to Poincare´’s inequality situation.
Unfortunately, this approach did not enable to recover the famous logarithmic Sobolev constant of
Gaussian distribution, but a conjecture will be given in this direction.
Mots cle´s : ine´galite´s de Sobolev logarithmiques, ine´galite´s de Poincare´, ine´galite´s de Hardy,
comparaisons entre entropies et variances, diffusions re´elles, processus entiers de vie et de mort.
MSC2000 : premie`rement : 46E35, secondairement : 37A30, 60E15, 94A17, 49R50.
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1 Introduction
Des estime´es tre`s pre´cises de constantes optimales associe´es a` des ine´galite´s fonctionnelles sont
parfois importantes pour l’obtention de proprie´te´s fines de convergence de processus de Markov.
On pre´sente dans ce papier des circonstances dans lesquelles un calcul exact est possible pour
la constante de Sobolev logarithmique correspondant a` des diffusions re´elles. Les donne´es du
proble`me sont une probabilite´ invariante pour un ge´ne´rateur markovien, lequel sera lui-meˆme com-
mode´ment fournit sous forme d’une mesure (par le biais de la the´orie des formes de Dirichlet dans
des cas re´guliers). Ce contexte peut sembler tre`s restrictif, il apparaˆıt toutefois fre´quemment lors
de re´ductions de proble`mes sur des espaces d’e´tat a priori plus complique´s.
Plus pre´cise´ment, soient µ et ν une probabilite´ et une mesure (positive) sur R muni de sa tribu
bore´lienne R. On s’inte´resse a` la meilleure constante C(µ, ν) ∈ R¯+ telle que pour toute fonction f
appartenant a` L2(µ), tout en e´tant absolument continue de de´rive´e faible f ′, l’ine´galite´ de Sobolev
logarithmique suivante soit satisfaite
Ent(f2, µ) ≤ C(µ, ν)ν[(f ′)2]
ou` le membre de gauche de´signe l’entropie de f 2 par rapport a` µ, qui vaut µ[f 2 ln(f2)]−
µ[f2] ln(µ[f 2]), cette quantite´ e´tant toujours bien de´finie a` valeurs dans R¯+ pour f ∈ L2(µ).
Dans un article tre`s novateur [3], Bobkov et Go¨tze ont propose´ une estimation de C(µ, ν) valable
a` des facteurs universels pre`s : soit m une me´diane de µ et notons
D¯−(µ, ν,m) B sup
x<m
∫ m
x
(
dν
dλ
)−1
dλµ(]−∞, x]) ln(1/µ(]−∞, x]))
D¯+(µ, ν,m) B sup
x>m
∫ x
m
(
dν
dλ
)−1
dλµ([x, +∞[) ln(1/µ([x, +∞[))
ou` dν/dλ de´signe la de´rive´e de Radon-Nikodym de ν par rapport a` la mesure de Lebesgue λ.
Comme d’habitude, la convention 0 · ∞ = 0 sera toujours sous-entendue, sauf mention contraire.
Dans R¯+, on est alors assure´ de l’encadrement
(D¯−(µ, ν,m) ∨ D¯+(µ, ν,m))/150 ≤ C(µ, ν) ≤ 2880(D¯−(µ, ν,m) ∨ D¯+(µ, ν,m))
(Bobkov et Go¨tze n’avaient conside´re´ que la situation ou` ν = µ, mais leur approche base´e sur des
ine´galite´s de Hardy s’e´tend au cas ge´ne´ral, pour les constantes nume´riques ci-dessus, voir aussi le
livre [1] de Ane´, Blache`re, Chafa¨ı, Fouge`res, Gentil, Malrieu, Roberto et Scheffer).
Re´cemment, Barthe et Roberto [2] ont ame´liore´ cette estime´e en prouvant que
D˜−(µ, ν,m) ∨ D˜+(µ, ν,m) ≤ C(µ, ν) ≤ 4(D̂−(µ, ν,m) ∨ D̂+(µ, ν,m))
avec, toujours pour une me´diane m de µ donne´e (s’il existe plusieurs me´dianes, on choisira la plus
avantageuse pour chacune des bornes),
D˜−(µ, ν,m) B sup
x<m
∫ m
x
(
dν
dλ
)−1
dλµ(]−∞, x]) ln(1 + 1/(2µ(] −∞, x])))
D̂−(µ, ν,m) B sup
x<m
∫ m
x
(
dν
dλ
)−1
dλµ(]−∞, x]) ln(1 + e2/µ(]−∞, x]))
et des expressions similaires et syme´triques dans leur formulation par rapport a` m pour D˜+(µ, ν,m)
et D̂+(µ, ν,m).
Notre objectif ici est de donner, sous certaines conditions, une expression exacte pour C(µ, ν)
du meˆme type que celles ci-dessus, comme nous l’avons fait pre´ce´demment [9] pour la constante
2
de Poincare´. De manie`re plus de´taille´e, soient M−µ ∈ R t {−∞} et M+µ ∈ R t {+∞} l’infimum et
le supremum du support de µ. On conside`re e´galement l’application
Φ : R+ 3 t 7→
√
t ln(t)√
t− 1 ∈ R+
(que l’on aura prolonge´ par continuite´ en 1 : Φ(1) = 2). Puis on pose, pour tout m appartenant a`
]M−µ ,M
+
µ [ (plus ne´cessairement une me´diane de µ),
D−(µ, ν,m) B sup
x<m
∫ m
x
(
dν
dλ
)−1
dλµ(]−∞, x])Φ(1/µ(] −∞, x]))
D+(µ, ν,m) B sup
x>m
∫ x
m
(
dν
dλ
)−1
dλµ([x, +∞[)Φ(1/µ([x, +∞[))
D(µ, ν,m) B D−(µ, ν,m) ∨D+(µ, ν,m)
Notre principal re´sultat s’e´nonce alors
The´ore`me 1 Supposons, pour un m ∈ ]M−µ ,M+µ [ donne´, soit que µ({M−µ }) = 0 et
lim
x→M−µ +
∫ m
x
(
dν
dλ
)−1
dλµ(]−∞, x])Φ(1/µ(] −∞, x])) = D(µ, ν,m)
soit que µ({M+µ }) = 0 et
lim
x→M+µ −
∫ x
m
(
dν
dλ
)−1
dλµ([x, +∞[)Φ(1/µ([x, +∞[)) = D(µ, ν,m)
Alors on a
C(µ, ν) = 4D(µ, ν,m)
Par syme´trie du proble`me, on se rame`ne de´sormais a` ne conside´rer que la seconde alternative
dans les conditions ci-dessus. Du fait que µ({M +µ }) = 0, et par conse´quence limx→M+µ − µ([x, +∞[)
Φ(1/µ([x, +∞[)) = 0, cette hypothe`se e´quivaut a`
∀ y ∈]M−µ ,M+µ [, lim
x→M+µ −
∫ x
y
(
dν
dλ
)−1
dλµ([x, +∞[)Φ(1/µ([x, +∞[)) = D(µ, ν,m)
du moins si D(µ, ν,m) < +∞ (ceci n’est plus ne´cessairement vrai pour tout y ∈]M−µ ,M+µ [
seulement s’il existe un segment compact I ⊂]M−µ ,M+µ [ tel que
∫
I 1/(
dν
dλ ) dλ = +∞, auquel cas
D(µ, ν,m) = +∞). Ne´anmoins, par de´finition, la constante D(µ, ν,m) continue a` de´pendre du
choix de m, qui peut eˆtre crucial comme le montre l’exemple suivant : prenons pour µ la probabi-
lite´ de´finie par
∀ x ∈ R, µ(dx) B   ]−∞,−1](x) exp(−
(x + 1)2
2
)
dx√
2pi
+
 
[1,+∞[(x) exp(−
(x− 1)2
2
)
dx√
2pi
L’ensemble des me´dianes correspondantes est [−1, 1]. Choisissons ν  λ ve´rifiant dν/dλ = 1 sur
[−1, 1] et
∀ x < −1,
∫ 0
x
(
dν
dλ
)−1
dλµ(]−∞, x])Φ(1/µ([x, +∞[)) = 1
2
Φ(2)
∀ x > 1,
∫ x
0
(
dν
dλ
)−1
dλµ([x, +∞[)Φ(1/µ([x, +∞[)) = 1
2
Φ(2)
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Cet ajustement est bien possible car l’application ]0, 1/2] 3 t 7→ tΦ(1/t) est strictement croissante.
Par rapport a` la me´diane m = 0, il apparaˆıt que D(µ, ν, 0) = 1/2Φ(2) et le the´ore`me 1 s’applique
pour fournir que C(µ, ν) = 1/2Φ(2). Par contre le choix d’une autre me´diane que 0, ou d’un point
m ∈ R qui n’en soit pas une, conduit a` une constante D(µ, ν,m) strictement supe´rieure a` 1/2Φ(2)
et ainsi les conditions du the´ore`me ne sont pas remplies !
On pensait que le the´ore`me 1 permettrait de retrouver l’exemple le plus ce´le`bre d’ine´galite´ de
Sobolev logarithmique (duˆ a` Gross [6]), qui dit que C(γ, γ) = 2, ou` γ est la distribution gaussienne
standard. Mais ceci est faux, car bien que
C(γ, γ) = lim
x→+∞
∫ x
0
(
dγ
dλ
)−1
dλ γ([x, +∞[)Φ(1/γ([x, +∞[))
on a D(γ, γ, 0) > 2 (par syme´trie de ce proble`me, 0 est le meilleur choix possible pour m, c’est
e´galement la seule me´diane de γ).
De manie`re plus e´vasive encore, le cas des ine´galite´s de Sobolev logarithmiques associe´es aux
ope´rateurs de Laguerre de petit parame`tre (voir par exemple [7, 8]) ne peut pas non plus se
retrouver a` partir des arguments de´veloppe´s ici. Il s’agit meˆme en quelque sorte d’une situation
inverse : la constante de Sobolev logarithmique y de´pendait surtout de certains comportements au
voisinage d’un point interne (la moyenne de la distribution gamma sous-jacente), alors que dans le
the´ore`me 1 cette constante est dicte´e par “ce qui se passe en l’infini” (roˆle joue´ par M −µ ou M
+
µ ).
Ainsi, meˆme en dimension un, certains aspects des ine´galite´s de Sobolev logarithmiques restent a`
mieux appre´hender, avec d’e´ventuelles conse´quences concernant d’autres ine´galite´s fonctionnelles,
en particulier les ine´galite´s de Sobolev logarithmiques modifie´es. Ces perspectives ont constitue´ la
motivation premie`re de cette e´tude.
Le plan du papier est comme suit : dans la section suivante on reprendra une condition asymp-
totique obtenue dans [9] pour calculer des constantes de Poincare´ dans un contexte syme´trique
et on en profitera pour donner quelques renseignements supple´mentaires sur certaines fonctions
“presque maximisantes”. On verra ensuite dans la section 3 comment supprimer l’hypothe`se de
syme´trie. Ces pre´liminaires permettront dans les sections 4 et 5 de prouver respectivement les
bornes C(µ, ν) ≤ 4D(µ, ν,m) et C(µ, ν) ≥ 4D(µ, ν,m) sous les hypothe`ses du the´ore`me 1. Nous
reviendrons sur les limitations de cette approche pour le cas µ = ν = γ dans la section 6. Enfin
nous nous inte´resserons a` un e´quivalent discret du the´ore`me 1 lors de la dernie`re section.
2 Rappel d’une condition asymptotique syme´trique
Dans [9], une condition asymptotique a e´te´ obtenue pour le calcul exact de la constante de
Poincare´ dans un contexte syme´trique. Nous allons voir comment elle permet de restreindre le
domaine fonctionnel sur lequel est pris le supremum de´finissant cette constante, ce qui illustre le
fait que dans ce type de situation, les “points a` l’infini” de´terminent la constante de Poincare´.
Rappelons que la constante de Poincare´ A(µ, ν) associe´e a` µ et ν, une probabilite´ et une mesure
comme dans la section pre´ce´dente, est de´finie par
A(µ, ν) B sup
f∈C
Var(f, µ)
ν[(f ′)2]
ou` C de´signe l’ensemble des fonctions f absolument continues (de de´rive´e faible note´e f ′) et ou` la
variance d’une fonction mesurable f par rapport a` une mesure µ est de´finie a` valeurs dans R¯+ par
Var(f, µ) B
1
2
∫
(f(y)− f(x))2 µ(dx)µ(dy)
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Ici nous supposerons que µ et ν sont syme´triques par rapport a` 0 :
∀ R ∈ R,
{
µ(R) = µ(−R)
ν(R) = ν(−R)
Ainsi on a M−µ = −M+µ et on de´finit
∀ x ≥ 0, bµ,ν(x) B
∫ x
0
1
ν
dλµ([x, +∞[)
ou` l’on de´signe de´sormais de la meˆme manie`re la mesure ν et sa densite´ par rapport a` la mesure
de Lebesgue (laquelle est bien λ-p.p. de´finie a` valeurs dans R¯+, meˆme si ν n’est pas σ-finie, voir
par exemple [9]). Puis on pose
B(µ, ν) B sup
x≥0
bµ,ν(x)
(on n’a pas conside´re´ ici les autres choix possibles de m, car parmi eux, outre d’eˆtre le plus naturel,
0 est celui qui fournit la constante B(µ, ν,m) la plus petite).
Proposition 2 Sous l’hypothe`se que µ({M+µ }) = 0 et B(µ, ν) = limx→M+µ − bµ;ν(x), on a A(µ, ν) =
4B(µ, ν).
Ce re´sultat a e´te´ montre´ dans [9], en se basant sur l’observation plus inte´ressante suivante.
Soit F−1µ l’inverse ge´ne´ralise´ de la fonction de re´partition de µ,
∀ u ∈ ]0, 1[, F−1µ (u) B inf{x ∈ R : µ(]−∞, x]) > u}
On de´finit ensuite
∀ u ∈ ]1/2, 1[, b˜µ,ν(u) B
∫ F−1µ (u)
0
1
ν
dλ
pour pouvoir e´noncer la
Proposition 3 La constante A(µ, ν) ne de´pend que de (b˜µ,ν(u))1/2<u<1 et c’en est une fonction-
nelle croissante.
Malheureusement, en l’absence de syme´trie pour la constante de Poincare´ et dans le cas ge´ne´ral
pour celle de Sobolev logarithmique, nous n’avons pas trouve´ de re´arrangement des donne´es µ et
ν similaire a` celui de la proposition ci-dessus qui conduise a` un re´sultat de monotonicite´. Celui-
ci serait pourtant tre`s pratique pour obtenir des estimations des constantes e´tudie´es, comme on
l’expliquera dans la section 6. Nous n’avons pu qu’e´tendre la proposition 2, d’ailleurs en ne se
basant que sur elle.
L’hypothe`se de la proposition 2 semble signifier que les “infinis” −M +µ et M+µ jouent un roˆle
pre´ponde´rant dans la de´termination de A(µ, ν). Nous allons maintenant justifier cette assertion.
Pour 0 < η < 1/2, notons Mµ(η) B F
−1
µ (1 − η) et introduisons F(η) l’ensemble des fonctions
impaires de C qui sont nulles sur [−Mµ(η),Mµ(η)].
Lemme 4 Sous les hypothe`ses de la proposition 2 et si B(µ, ν) < +∞, on a pour tout 0 < η < 1/2,
A(µ, ν) = sup
f∈F(η)
Var(f, µ)
ν[(f ′)2]
Preuve
Pour 0 < η < 1/2 fixe´, soit l  λ la mesure dont la densite´ vaut +∞ sur [−Mµ(η),Mµ(η)] et 0
ailleurs (i.e. telle que pour tout R ∈ R, l(R) = 0 ou +∞ suivant que λ(R ∩ [−Mµ(η),Mµ(η)]) = 0
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ou λ(R ∩ [−Mµ(η),Mµ(η)]) > 0) et conside´rons ν˜ B ν + l. Cette mesure reste syme´trique par
rapport a` 0, on a bµ,ν˜ ≤ bµ,ν , et sous les hypothe`ses de la proposition 2,
B(µ, ν˜) = lim
x→M+µ −
bµ,ν = B(µ, ν)
Ceci permet d’appliquer cette proposition, pour obtenir
A(µ, ν˜) = 4B(µ, ν˜) = A(µ, ν)
Cependant pour f ∈ C, on a ν˜[(f ′)2] = +∞ de`s que f ′ n’est pas λ-p.p. nul sur [−Mµ(η),Mµ(η)],
c’est-a`-dire de`s que f n’y est pas constante. Il n’est donc pas utile de conside´rer de telles fonctions
dans le supremum de´finissant A(µ, ν˜) et par suite aussi dans celui de´finissant A(µ, ν).
Par ailleurs, remarquons que de manie`re ge´ne´rale, si µ et ν sont syme´triques par rapport a` 0,
on a
A(µ, ν) = sup
f∈Ci
Var(f, µ)
ν[(f ′)2]
ou` Ci est l’ensemble des fonctions impaires de C. En effet, de´composons f ∈ C en ses parties impaires
et paires de´finies par
∀ x ∈ R,
{
f˜(x) = (f(x)− f(−x))/2
f̂(x) = (f(x) + f(−x))/2
Pour f ∈ L2(µ) (on pourrait se restreindre dans la de´finition de la constante de Poincare´ a` des
fonctions borne´es), on calcule que
Cov(f˜ , f̂) = µ[f̂(f˜ − µ[f˜ ])]
= µ[f̂ f˜ ]
= 0
du fait que f˜ et f̂ f˜ sont impaires et que par syme´trie de µ, pour toute fonction impaire g, on a
µ[g] = 0. Il apparaˆıt ainsi que
Var(f) = Var(f˜) + Var(f̂)
De meˆme, on obtient que ν[f˜ ′f̂ ′] = 0, d’ou` ν[(f ′)2] = ν[(f˜ ′)2] + ν[(f̂ ′)2]. Il en de´coule que
A(µ, ν) ≤ max
(
sup
f∈Ci
Var(f, µ)
ν[(f ′)2]
, sup
f∈Cp
Var(f, µ)
ν[(f ′)2]
)
ou` Cp de´signe l’ensemble des fonctions de C qui sont paires.
Remarquons qu’en de´signant par C(R+) l’ensemble des fonctions absolument continues sur R+ et
en posant µ+ B (µ({0})/2)δ0 +   R∗+ ·µ et ν+ B
 
R∗+
· ν (si g est une fonction positive, on note g ·µ
la mesure admettant g pour densite´ par rapport a` µ), on a par syme´trie,
sup
f∈Ci
Var(f, µ)
ν[(f ′)2]
= sup
f∈C(R+)
µ+[f
2]
ν+[(f ′)2]
sup
f∈Cp
Var(f, µ)
ν[(f ′)2]
= sup
f∈C(R+)
µ+[(f − 2µ+[f ])2]
ν+[(f ′)2]
or pour tout f ∈ C(R+), on constate que
µ+[(f − 2µ+[f ])2] = µ+[f2]− 4(µ+[f ])2 + 4(µ+[f ])2µ+(   )
= µ+[f
2]− 2(µ+[f ])2
≤ µ+[f2]
6
d’ou` en fin de compte
A(µ, ν) ≤ sup
f∈Ci
Var(f, µ)
ν[(f ′)2]
≤ A(µ, ν)
L’e´galite´ de ces termes combine´e a` la premie`re partie de la preuve permet de se convaincre qu’il
suffit de conside´rer dans le supremum de de´finition de A(µ, ν) des fonctions impaires qui s’annulent
sur [−Mµ(η),Mµ(η)].

Posons pour tout 0 < η < 1/2, F+(η) l’ensemble des fonctions de C qui s’annulent sur ]−∞,Mµ(η)].
En conside´rant les restrictions des fonctions a` R+, la preuve pre´ce´dente montre que
A(µ, ν) = sup
f∈F+(η)
µ[f2]
ν[(f ′)2]
= sup
f∈F+(η)
Var(f, µ)
ν[(f ′)2]
Evidemment on dispose d’un re´sultat syme´trique en −M +µ .
En particulier, toujours sous les conditions du lemme pre´ce´dent, on a
A(µ, ν) = lim
η→0+
sup
f∈F+(η)
Var(f, µ)
ν[(f ′)2]
et il suffit donc de se placer au voisinage de M+µ pour calculer A(µ, ν). Cette proprie´te´, qui re´sulte
directement de la proposition 2, jouera un roˆle important dans la suite du papier.
Pour une interpre´tation heuristique plus probabiliste, supposons que l’on puisse associer un proces-
sus de Markov a` la forme de Dirichlet syme´trique obtenue par restriction naturelle de L2(µ)∩ C 3
f 7→ ν[(f ′)2] ∈ R¯+ (ce qui peut eˆtre effectue´ dans des cas suffisamment re´guliers, voir par exemple
le livre [5] de Fukushima, O¯shima et Takeda), les “points” −M+µ et M+µ seront alors parmi ceux
qui retardent le plus sa convergence L2 a` l’e´quilibre µ.
3 Ine´galite´s de Poincare´ non syme´triques
On va e´tendre la condition asymptotique de calcul de la constante de Poincare´ vue dans la
section pre´ce´dente au cas ge´ne´ral d’une probabilite´ µ et d’une mesure ν sur la droite.
On reprend les notations M−µ et M
+
µ de l’introduction et m de´signera un e´le´ment fixe´ de
]M−µ ,M
+
µ [. On s’inte´resse ensuite aux fonctions b
−
µ,ν,m et b
+
µ,ν,m de´finies respectivement sur ]M
−
µ ,m]
et [m,M+µ [ par
∀ M−µ < x ≤ m, b−µ,ν,m(x) B
∫ m
x
1
ν
dλµ(]−∞, x])
∀ m ≤ x < M+µ , b+µ,ν,m(x) B
∫ x
m
1
ν
dλµ([x, +∞[)
qui nous conduisent a` la quantite´
B(µ, ν,m) B max
(
sup
M−µ <x≤m
b−µ,ν,m(x), sup
m≤x<M+µ
b+µ,ν,m(x)
)
Le re´sultat suivant est bien connu et duˆ a` Bobkov et Go¨tze [3], qui n’avaient conside´re´ que le cas
ou` m est une me´diane, mais leur preuve s’e´tend imme´diatement au cas ge´ne´ral.
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The´ore`me 5 Quelque soit le choix de m ∈ ]M−µ ,M+µ [, on a A(µ, ν) ≤ 4B(µ, ν,m).
Notons Cm l’ensemble des fonctions f ∈ C telles que f(m) = 0, Bobkov et Go¨tze commencent par
constater que
A(µ, ν) = sup
f∈Cm
Var(f, µ)
ν[(f ′)2]
≤ sup
f∈Cm
µ[f2]
ν[(f ′)2]
= sup
f∈Cm
µ−[f
2
−] + µ+[f
2
+]
ν−[(f ′−)
2] + ν+[(f ′+)
2]
≤ max
(
sup
f∈Cm
µ−[f
2
−]
ν−[(f ′−)
2]
, sup
f∈Cm
µ+[f
2
+]
ν+[(f ′+)
2]
)
avec µ− B (µ({m})/2)δm +   ]−∞,m[ · µ, µ+ B µ − µ−, ν− B
 
]−∞,m[ · ν, ν+ B
 
]m,+∞[ · ν,
f− B
 
]−∞,m[f et f+ B
 
]m,+∞[f . Le re´sultat voulu de´coule ensuite de l’application aux couples
(µ−, ν−) et (µ+, ν+) de l’ine´galite´ de Hardy pre´sente´e par Muckenhoupt [11].
De manie`re alternative, on pourrait se ramener a` la situation syme´trique (auquel cas le the´ore`me 5
peut e´galement eˆtre obtenu comme une conse´quence de la proposition 3, voir [9]), en syme´trisant
µ−, µ+, ν− et ν+ par rapport a` m, en normalisant µ− et µ+ et en tenant compte du fait (mentionne´
dans la section pre´ce´dente) que dans les situations syme´triques, on peut se contenter de conside´rer
des fonctions impaires par rapport au point de syme´trie dans le domaine du supremum de la
constante de Poincare´. Cette re´duction au cas syme´trique sera utilise´e dans la preuve de la
Proposition 6 Supposons, soit que µ({M−µ }) = 0 et B(µ, ν,m) = limx→M−µ + b−µ,ν,m(x), soit que
µ({M+µ }) = 0 et B(µ, ν,m) = limx→M+µ − b+µ,ν,m(x). La borne du the´ore`me pre´ce´dent est alors
atteinte :
A(µ, ν) = 4B(µ, ν,m)
Preuve
Par syme´trie, il suffit de traiter le cas de la deuxie`me hypothe`se. Notons µ˜+ le re´sultat des ope´rations
envisage´es sur µ+ avant l’e´nonce´ ci-dessus ; avec S la syme´trie par rapport a` m, on a
µ˜+ B
µ+ + S(µ+)
2µ+([m, +∞[)
Soit e´galement ν˜+ B ν+ + S(ν+).
L’hypothe`se de la proposition implique que
B(µ˜+, ν˜+,m) = lim
x→M+
µ˜+
−
bµ˜+,ν˜+,m(x)
=
1
2µ([m, +∞[) limx→M+µ −
bµ,ν,m(x)
=
B(µ, ν,m)
2µ([m, +∞[)
ainsi d’apre`s la section pre´ce´dente, on a
A(µ˜+, ν˜+) = 4B(µ˜+, ν˜+,m)
= lim
η→0+
sup
f∈F+(η)
µ˜+[f
2]
ν˜+[(f ′)2]
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ou` F+(η) est l’ensemble des fonctions qui s’annulent sur ] −∞,M +µ (η)], pour 0 < η < 1/2, avec
M+µ (η) B inf{x ∈ R : µ(]−∞, x]) > 1− η} (a priori il aurait fallu remplacer M +µ (η) par M+µ˜+(η),
mais cela ne change rien a` la limite quand η tend vers 0+).
Remarquons que pour 0 < η < 1/2 et f ∈ F+(η), on a par l’ine´galite´ de Cauchy-Schwarz
(µ[f ])2 ≤ µ[{f 6= 0}]µ[f 2] ≤ ηµ[f 2]
d’ou` Var(f, µ) ≥ (1 − η)µ[f 2]. Cependant, pour 0 < η < µ([m, +∞[) et f ∈ F+(η), on a µ[f 2] =
µ+[f
2] = 2µ([m, +∞[)µ˜+[f2] et on dispose aussi de ν[(f ′)2] = ν˜+[(f ′)2]. Ainsi en prenant le
supremum sur de telles fonctions et en passant a` la limite quand η tend vers 0+, on se convainc
que
A(µ, ν) ≥ 2µ([m, +∞[)A(µ˜+, ν˜+)
= 8µ([m, +∞[)B(µ˜+, ν˜+,m)
= 4B(µ, ν,m)
Le the´ore`me 5 nous permet ensuite de conclure a` l’e´galite´ escompte´e.

Comme pour le cas de la constante de Sobolev logarithmique pre´sente´ dans l’introduction, le choix
de m ∈ ]M−µ ,M+µ [ est souvent crucial pour appliquer cette proposition. Il faut e´videmment chercher
celui qui minimise la quantite´ B(µ, ν,m). Remarquons e´galement que meˆme si µ est syme´trique, ce
meilleur m n’est pas force´ment la me´diane de µ. Ainsi conside´rons l’exemple ou` µ est la distribution
exponentielle syme´trise´e et ou` ν est construit de sorte que b+µ,ν,1 vaut 1 sur [2, +∞[ et est strictement
croissant sur [1, 2[ (avec b+µ,ν,1(1) = 0), b
−
µ,ν,1 vaut 1 sur ]−∞, 0] et est strictement de´croissant sur
]0, 1] (avec b−µ,ν,1(1) = 0). La proposition 6 s’applique alors uniquement avec m = 1, puisque
pour m 6= 1, on ve´rifie sans difficulte´ que B(µ, ν,m) > B(µ, ν, 1). On obtient pour cet exemple
A(µ, ν) = 4.
4 Majoration de la constante de Sobolev logarithmique
Nous pre´sentons ici une majoration valable sans hypothe`se (de type asymptotique), comparable
au the´ore`me 5 pour la constante de Poincare´. En reprenant les notations de l’introduction, notre
objectif est donc de de´montrer la
Proposition 7 Pour toute probabilite´ µ, toute mesure ν et tout m ∈ ]M−µ ,M+µ [, on a
C(µ, ν) ≤ 4D(µ, ν,m)
La preuve de cette ine´galite´ va ne´cessiter les deux re´sultats techniques suivants.
Lemme 8 La fonction Φ de´finie dans l’introduction est concave sur R+.
Preuve
Conside´rons d’abord la fonction Ψ de´finie sur R+ par
∀ t ≥ 0, Ψ(t) B t ln(t)
t− 1
(avec la convention Ψ(1) = 1, ce qui correspond au prolongement par continuite´ en 1). On calcule
que
∀ t ∈ R∗+ \ {1}, Ψ′′(t) =
ϕ(t)
(t− 1)3
9
avec
∀ t > 0, ϕ(t) = −t + 1
t
+ 2 ln(t)
Une de´rivation nous donne que ϕ est strictement de´croissante, car
∀ t > 0, ϕ′(t) = −(t− 1)
2
t2
Comme ϕ(1) = 0, pour t ∈ R∗+ \ {1}, ϕ(t) est du signe de 1− t et par suite Ψ′′(t) est ne´gatif. Pour
obtenir la concavite´ de Ψ, il suffit donc de ve´rifier que Ψ′ peut eˆtre prolonge´ par continuite´ en 1,
ce qui est bien le cas puisque
∀ t ∈ R∗+ \ {1}, Ψ′(t) =
1
t− 1 −
ln(t)
(t− 1)2
qui admet 1/2 pour limite en 1.
Notons que limt→+∞ Ψ
′(t) = 0 ainsi Ψ′ est valeurs positives et est de´croissant sur R∗+.
Ceci permet de conclure que Φ est concave sur R∗+, car
∀ t ∈ R∗+, Φ(t) = 2Ψ(
√
t)
ainsi
∀ t ∈ R∗+, Φ′(t) =
Ψ′(
√
t)√
t
(avec Φ′(1) = Ψ′(1) = 1/2), d’ou` il ressort que Φ′ est de´croissant sur R∗+.

Une autre e´tude de fonction permet de voir que l’application [0, 1] 3 t 7→ tΦ(1/t) est croissante,
fait que nous avons utilise´ dans un exemple de l’introduction.
On cherche ensuite a` re´duire le domaine sur lequel est pris le supremum dans la de´finition de
C(µ, ν). Quitte a` e´creˆter les fonctions par des valeurs de plus en plus grandes, on peut les prendre
borne´es, car l’entropie et l’e´nergie s’approchent bien sous cette proce´dure. Puis par homoge`ne´ite´, il
est possible d’imposer que µ[f 2] = 1. On va introduire une condition supple´mentaire obtenue par
optimisation d’une constante additive.
Lemme 9 Soit B l’ensemble des fonctions borne´es de C qui ve´rifient µ[f 2] = 1 et µ[f ln(f 2)] = 0.
On a alors
C(µ, ν) = sup
f∈B
Ent(f2, µ)
ν[(f ′)2]
Preuve
Soit f ∈ C borne´e et satisfaisant ν[(f ′)2] < +∞, on de´finit
∀ t ∈ R, F (t) B Ent((f + t)2, µ)
Il est bien connu (voir par exemple le livre de Ane´ et al. [1]) que
lim
|t|→+∞
F (t) = 2 Var(f, µ)
On ve´rifie que l’application F est de´rivable partout et on calcule que
∀ t ∈ R, F ′(t) = 2µ
[
(f + t) ln
(
(f + t)2
µ[(f + t)2]
)]
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En effectuant un de´veloppement limite´ pour |t| grand, on obtient que
F ′(t) = − 1
3t2
µ[(f − µ[f ])3] + o
(
1
t2
)
Ainsi si µ[(f − µ[f ])3] 6= 0, par exemple si µ[(f − µ[f ])3] > 0, alors en +∞ (respectivement −∞)
F (t) tend vers 2Var(f, µ) par valeurs strictement supe´rieures (resp. infe´rieures). Par de´rivabilite´ de
F , ceci implique qu’il existe T ∈ R tel que F (T ) = maxR F et F ′(T ) = 0. On en de´duit notamment
que
Ent(f2, µ)
ν[(f ′)2]
≤ Ent((f + T )
2, µ)
ν[((f + T )′)2]
µ
[
(f + T ) ln
(
(f + T )2
µ[(f + T )2]
)]
= 0
Par ailleurs, si µ[(f − µ[f ])3] = 0 et du moins si µ n’est pas une masse de Dirac (dans ce dernier
cas l’e´galite´ du lemme ci-dessus est triviale), on ve´rifie sans difficulte´, par un calcul variationnel
autour de f pour la fonctionnelle g 7→ µ[(g − µ[g])3], qu’il existe une suite (fn)n∈N de fonctions de
C qui approchent f au sens ou`
lim
n→∞
‖f − fn‖∞ +
√
ν[(f ′ − f ′n)2] = 0
et telle que pour tout n ∈ N, µ[(f − µ[f ])3] 6= 0. On se rame`ne ainsi a` la situation pre´ce´dente, ce
qui permet d’obtenir que
C(µ, ν) = sup
f∈B˜
Ent(f2, µ)
ν[(f ′)2]
avec B˜ l’ensemble des fonctions borne´es de C qui ve´rifient µ[f ln(f 2/µ[f2])] = 0. Le re´sultat annonce´
en de´coule par homoge´ne´ite´.

Il existe d’autres re´ductions possibles du domaine sur lequel est pris le supremum pour la constante
de Sobolev logarithmique. Le plus connu consiste a` ne conside´rer que des fonctions positives, du
fait que pour f ∈ C donne´, on a λ-p.p. |f ′| ≥ ∣∣|f |′∣∣. Dans [10], on a aussi vu que l’on pouvait se
contenter de fonctions monotones. Mais ces restrictions ne seront pas utiles ici et nous disposons
de´sormais de tous les ingre´dients ne´cessaires a` la
Preuve de la proposition 7
Soit f ∈ B, on pose g = Φ(f 2) qui est une fonction a` valeurs positives. Elle ne peut eˆtre nulle µ-p.s.
que si f l’est aussi, ce qui est impossible puisque µ[f 2] = 1. On peut donc conside´rer la probabilite´
µg de´finie par µg = (µ[g])
−1g · µ. L’e´tape principale de la de´monstration consiste a` observer que
Ent(f2, µ) = µ[g]Var(f, µg)
En effet, en inte´grant l’e´galite´
g(f − 1) = f ln(f 2) (1)
il apparaˆıt que µ[g](µg[f ] − 1) = 0 d’ou` µg[f ] = 1. En multipliant alors l’e´quation (1) par f puis
en inte´grant par rapport a` µ, on obtient
Ent(f2, µ) = µ[g]µg[f(f − 1)]
= µ[g]µg[(f − 1)2]
= µ[g]Var(f, µg)
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Cependant d’apre`s le the´ore`me 5, on a pour tout m ∈ ]M−µg ,M+µg [,
Var(f, µg) ≤ 4B(µg, ν,m)ν[(f ′)2]
Or par de´finition de B+(µg, ν,m), il apparaˆıt que
µ[g]B+(µg, ν,m) = sup
m≤x<M+µg
∫ x
m
1
ν
dλµ[g]µg([x, +∞[)
= sup
m≤x<M+µg
∫ x
m
1
ν
dλµ[Φ(f 2)
 
[x,+∞[]
Ceci ame`ne a` s’inte´resser a` µ[Φ(f 2)
 
[x,+∞[), par exemple pour x < M
+
µ donne´. On utilise alors
l’ine´galite´ de Jensen pour les fonctions concaves pour obtenir
µ[Φ(f2)
 
[x,+∞[]
µ([x, +∞[) ≤ Φ
(
µ[f2
 
[x,+∞[]
µ([x, +∞[)
)
≤ Φ
(
1
µ([x, +∞[)
)
ou` l’on a tenu compte de l’ine´galite´ µ[f 2
 
[x,+∞[] ≤ µ[f2] = 1 et de la croissance de Φ e´galement
vue dans la preuve du lemme 8.
Par conse´quence, on a montre´ que
µ[g]B+(µg, ν,m) ≤ D+(µ, ν,m)
et comme on dispose d’une ine´galite´ analogue a` gauche de m, il en de´coule que µ[g]B(µg, ν,m) ≤
D(µ, ν,m) puis que
Ent(f2, µ) ≤ 4D(µ, ν,m)ν[(f ′)2]
Le re´sultat voulu s’en suivrait, si ceci e´tait valable pour tout f ∈ B et tout m ∈ ]M−µ ,M+µ [, mais
nous ne l’avons prouve´ que sous la restriction que m ∈ ]M−µg ,M+µg [. On peut contourner cette
maladresse technique de deux manie`res diffe´rentes. D’une part en notant que le the´ore`me 5 est
e´galement valable pour m ∈ R quelconque, comme on peut s’en convaincre par la preuve rappele´e
(en pratique les cas ou` m 6∈ ]M−µ ,M+µ [ ne sont pas inte´ressants, car ils conduisent a` des constantes
B(µ, ν,m) plus mauvaises que celles obtenues pour m ∈ ]M−µ ,M+µ [). D’autre part, on pourrait
e´galement tirer parti du fait que l’ensemble B̂ des fonctions f ∈ B satisfaisant M−
f2·µ
= M−µ et
M+
f2·µ
= M+µ (ve´rifiant par conse´quent M
−
µΦ(f2)
= M−µ et M
+
µΦ(f2)
= M+µ ) est suffisament dense
dans B pour le calcul de C(µ, ν), au sens ou`
C(µ, ν) = sup
f∈B̂
Ent(f2, µ)
ν[(f ′)2]

Dans la preuve pre´ce´dente, l’utilisation de la fonction g = Φ(f 2) peut sembler e´trange a priori.
Pour terminer cette section, nous allons la justifier heuristiquement, en espe´rant que cette approche
pourra s’e´tendre a` certaines ine´galite´s de Sobolev logarithmiques modifie´es. La de´marche consiste
a` se ramener aux ine´galite´s de Poincare´, mieux comprises, et donc de tenter de comparer l’entropie
a` une variance. On cherche ainsi une densite´ g par rapport a` la probabilite´ µ telle que
∀ f ∈ L2(g · µ), Ent(f 2, µ) ≤ Var(f, g · µ) (2)
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Cette ine´galite´ est aussi de Sobolev logarithmique, mais pas du genre conside´re´ ici, car “la structure
de plus proches voisins sur R” ne se retrouve pas dans l’e´nergie Var(f, g ·µ), qui est plutoˆt de type
“champ moyen”. En ge´ne´ral une telle ine´galite´ n’est pas satisfaite, notamment elle ne l’est jamais
si µ est diffuse (pour s’en convaincre il suffit de conside´rer des indicatrices d’ensembles mesurables
de masses de plus en plus petites pour µ et inclus dans {g ≤ 2}). Mais elle le sera si µ est une
combinaison convexe finie de masses de Dirac. Plac¸ons-nous dans cette situation et supposons de
plus qu’il existe une fonction maximisante f pour (2), pour laquelle 1 est effectivement la constante
de Sobolev logarithmique associe´e. Par un calcul variationnel, on montre qu’elle satisfait
f ln
(
f2
µ[f2]
)
= (f − µ[gf ])g
Si l’on a pris soin de choisir g > 0, de normaliser f par µ[f 2] = 1 et s’il existe x tel que f 2(x) = 1,
on obtient alors µ[gf ] = 1 et l’on retrouve la relation g = Φ(f 2). Or a` f ∈ C fixe´, il est assez
naturel de chercher g de´pendant de f tel que f soit maximisant dans (2), d’ou` l’introduction de
g = Φ(f2). Ensuite il est souvent possible d’e´tendre des re´sultats tels que la proposition 7 obtenue
pour des probabilite´s µ de support fini au cas ge´ne´ral a` l’aide de proprie´te´s de continuite´ de C(µ, ν)
en la variable µ (voir par exemple [9], ou` cela a e´te´ effectue´ pour la constante de Poincare´ A(µ, ν)
en introduisant se´pare´ment des convergences ade´quates en µ et ν). Une justification alternative
des conside´rations ci-dessus dans le cas ge´ne´ral consisterait a` ne s’inte´resser a` (2) que pour des
fonctions f monotones (ce qui permet de re´introduire “l’ordre de R” dans cette ine´galite´, qui est
alors beaucoup plus facile a` satisfaire), puisque l’on sait d’apre`s [10] que l’on peut se restreindre a`
de telles fonctions pour le calcul de constantes de Sobolev logarithmique du type C(µ, ν).
5 Minoration de la constante de Sobolev logarithmique
Nous allons maintenant ve´rifier que sous la condition asymptotique donne´e dans le the´ore`me 1
(que l’on supposera remplie en M+µ ), la borne obtenue dans la section pre´ce´dente est atteinte, ce
qui terminera la preuve de ce the´ore`me 1.
A nouveau l’argument sous-jacent va consister a` se ramener au cas de la constante de Poin-
care´. Supposons µ, ν et m fixe´s comme dans l’e´nonce´ du the´ore`me 1. On construit une nouvelle
probabilite´ µ˜ de la manie`re suivante. On commence par poser
∀ x ≥ m, µ˜([x, +∞[) B
(
µ([x, +∞[)Φ
(
1
µ([x, +∞[)
))
∧ 1
ce qui de´finit bien une mesure sur les bore´liens de [m, +∞[, car l’application
Ψ : ]0, 1] 3 u 7→ uΦ(1/u) (3)
est strictement croissante et continue. On prolonge par continuite´ cette fonction en 0 en posant
Ψ(0) = 0. Pour comple´ter la sous-probabilite´ obtenue sur ([m, +∞[,R∩[m, +∞[) en une probabilite´
µ˜ sur (R,R), soit a = (1− µ˜([m, +∞[))/µ(]−∞,m[) et imposons que µ˜ soit e´gal a` aµ sur ]−∞,m[.
On remarque de´ja` que M+µ˜ = M
+
µ , par contre l’e´galite´ M
−
µ˜ = M
−
µ est e´quivalente a` a > 0, mais
celle-ci ne sera ni toujours ve´rifie´e, ni importante. L’inte´reˆt principal de µ˜ provient du
Lemme 10 Sous l’hypothe`se du the´ore`me 1 en M +µ , on est assure´ de
A(µ˜, ν) = 4 B(µ˜, ν,m) = 4 D(µ, ν,m)
Preuve
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La de´monstration du lemme 8 permet de voir que Φ est croissante sur R+ (ne serait-ce que parce
qu’elle est concave et que sa de´rive´e tend vers 0 en +∞), ainsi pour tout u ∈ [0, 1], on a Ψ(u) ≥
Φ(1)u = 2u. Il en de´coule notamment que a ≤ 1 puis que
B−(µ˜, ν,m) B sup
x<m
∫ m
x
1
ν
dλ µ˜(]−∞, x])
≤ sup
x<m
∫ m
x
1
ν
dλµ(]−∞, x])
≤ 1
2
sup
x<m
∫ m
x
1
ν
dλµ(]−∞, x])Φ
(
1
µ(]−∞, x])
)
=
1
2
D−(µ, ν,m)
De manie`re plus imme´diate encore, on a
B+(µ˜, ν,m) B sup
x>m
∫ x
m
1
ν
dλ µ˜([x, +∞[)
≤ D+(µ, ν,m)
et du fait que par hypothe`se le supre´mum est approche´ pour x tendant vers (M +µ )−, on est assure´ de
l’e´galite´ B+(µ˜, ν,m) = D+(µ, ν,m). Puisque l’on a aussi D(µ, ν,m) = D+(µ, ν,m) ≥ D−(µ, ν,m),
on en de´duit que
B(µ˜, ν,m) = B−(µ˜, ν,m) ∨B+(µ˜, ν,m)
= D(µ, ν,m)
De plus le supre´mum apparaissant dans B(µ˜, ν,m) est notamment approche´ en M +µ˜ −, ce qui nous
place dans le contexte de la proposition 6, pour obtenir que A(µ˜, ν) = 4B(µ˜, ν,m).

Pour prouver le the´ore`me 1, il reste a` se convaincre que
A(µ˜, ν) ≤ C(µ, ν) (4)
Pour ceci nous aurons besoin du re´sultat technique suivant pour lequel on commence par remarquer
que µ˜ est absolument continu par rapport a` µ. En effet, ceci provient de la formule de changement
de variable dans l’inte´grale de Stieltjes (voir par exemple la formule (92.1) de l’ouvrage [4] de
Dellacherie et Meyer) et la densite´ ϕ B dµ˜/dµ est donne´e explicitement par
∀ x ∈ ]M−µ ,M+µ [, ϕ(x) =

a , si x < m
Ψ′(µ([x, +∞[)) , si x ∈ [m,M+µ [\D
Ψ(µ([x, +∞[))−Ψ(µ(]x, +∞[))
µ({x}) , si x ∈ D
ou` D B {x ∈ [m,M+µ [ : µ({x}) > 0} est le lieu des masses de Dirac incluses dans µ restreint a`
[m,M+µ [. On dispose alors de l’estime´e suivante.
Lemme 11 Pour tout 0 <  < 1, on a∫
exp((1 − )ϕ) dµ < +∞
Preuve
On peut e´videmment se contenter de conside´rer l’inte´grale ci-dessus sur [m, +∞[ et le re´sultat
annonce´ de´coule de l’existence d’une constante universelle 0 < c < +∞ telle que pour tout x > m,∫
[m,x[
exp((1 − )ϕ) dµ ≤ exp(c(1− ))

(µ([m, +∞[)− µ([x, +∞[))
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Par la formule de changement de variable dans l’inte´grale de Stieltjes, il suffit pour cela de se
convaincre que
∀ 0 < u < 1, exp((1 − )Ψ′(u)) ≤ exp(c(1− ))u−1
∀ 0 < u < v < 1, (v − u) exp
(
(1− )Ψ(v)−Ψ(u)
v − u
)
≤ exp(c(1− ))

(v − u)
En effet, la premie`re (respectivement la seconde) ine´galite´ permet de dominer la partie diffuse
(respectivement a` saut) de la mesure exp((1 − )ϕ) · dµ par celle de − exp(c(1 − ))dµ([x, +∞[).
On remarque qu’il suffirait de prouver la seconde ine´galite´, la premie`re s’en suivant en conside´rant
“u et v infiniment proches”. Pourtant commenc¸ons par nous inte´resser a` la premie`re, car elle sera
utile pour la seconde. Elle revient a` trouver une constante c finie telle que pour tout 0 < u < 1,
Ψ′(u) ≤ ln(1/u) + c. On calcule que
∀ 0 < u < 1, Ψ′(u) = ln
(
1
u
)
+ R(u)
avec
∀ 0 < u < 1, R(u) B
√
u
2(1 −√u)2 ln
(
1
u
)
− 1
1−√u
On a clairement limu→0+ R(u) = 0 et un de´veloppement d’ordre 2 en 1− montre que limu→1− R(u) =
1/2. Par continuite´ de R sur ]0, 1[, on en conclut a` la finitude de c B sup0<u<1 R(u). Traitons main-
tenant la seconde borne ci-dessus, en e´crivant que pour tous 0 < u < v < 1,
exp
(
(1− )Ψ(v)−Ψ(u)
v − u
)
= exp
(
(1− )
v − u
∫ v
u
Ψ′(s) ds
)
≤ exp
(
(1− )
v − u
∫ v
u
c− ln(s) ds
)
= exp((1 − )c) exp
(
1
v − u
∫ v
u
ln(s−1) ds
)
≤ exp((1 − )c) 1
v − u
∫ v
u
s−1 ds
=
exp((1 − )c)

(v − u)
ou` l’on a tenu compte de l’ine´galite´ pre´ce´dente et de celle de Jensen pour l’application exponentielle.

La preuve de l’ine´galite´ (4) sous l’hypothe`se du the´ore`me 1 en M +µ est maintenant assez simple.
Pour tout 0 <  < 1 et toute fonction f mesurable et borne´e sur R, on e´crit que
(1− )Var(f, µ˜) ≤ (1− )µ[ϕf 2]
≤ Ent(f 2, µ) + Kµ[f2]
avec
K B ln
(∫
exp((1− )ϕ) dµ
)
< +∞
Pour m ≤ y < M+µ , notons F(y) l’ensemble des fonctions borne´es de C qui sont nulles sur ]−∞, y],
d’apre`s les preuves de la proposition 6 et du lemme 10, on sait que
A(µ˜, ν) = sup
f∈F(y)
Var(f, µ˜)
ν[(f ′)2]
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Ainsi il apparaˆıt que pour tout 0 <  < 1 et tout m ≤ y < M +µ ,
(1− )A(µ˜, ν) ≤ C(µ, ν) + K sup
f∈F(y)
µ[f2]
ν[(f ′)2]
(5)
Cependant les ine´galite´s de Hardy pre´sente´es par Muckenhoupt [11] montrent que
sup
f∈F(y)
µ[f2]
ν[(f ′)2]
≤ 4 sup
y<x<M+µ
∫ x
y
1
ν
dλµ([x,M+µ [)
expression qui tend vers 0 quand y s’approche de M +µ par valeurs infe´rieures, du moins sous
l’hypothe`se que D(µ, ν,m) < +∞. Mais si D(µ, ν,m) = +∞, (4) est une e´galite´ qui de´coule
directement du lemme 10, d’ailleurs dans cette situation le the´ore`me 1 est valable sans condition
de type asymptotique, comme on peut le voir a` partir des estime´es de Bobkov et Go¨tze [3] ou de
Barthe et Roberto [2] rappele´es dans l’introduction. Pour la fin de cette section, plac¸ons-nous donc
de plus sous la condition que D(µ, ν,m) < +∞, qui implique, en passant a` la limite dans (5) quand
y tend vers (M+µ )−, que pour tout 0 <  < 1 on est assure´ de
(1− )A(µ˜, ν) ≤ C(µ, ν)
Le re´sultat annonce´ s’obtient ensuite en faisant tendre  vers 0+.
Remarquons que les arguments ci-dessus montrent plus pre´cise´ment que
A(µ˜, ν) ≤ lim
y→(M+µ )−
sup
f∈F(y)
Ent(f2, µ)
ν[(f ′)2]
d’ou` en fait aussi
C(µ, ν) = lim
y→(M+µ )−
sup
f∈F(y)
Ent(f2, µ)
ν[(f ′)2]
si la condition donne´e dans le the´ore`me 1 est ve´rifie´e en M +µ . On est a` nouveau en pre´sence d’une
situation ou` la constante de Sobolev logarithmique est notamment dicte´e par le comportement de
µ et ν au voisinage (infe´rieur) de M+µ . Mais cela ne signifie pas que les autres points du support
de µ ne jouent aucun roˆle, comme nous allons le voir dans la section suivante.
6 Contre-exemple de la distribution gaussienne
L’exemple le plus ce´le`bre d’ine´galite´ de Sobolev logarithmique est celui de la distribution gaus-
sienne standard γ, Gross [6] ayant e´te´ le premier a` montrer que C(γ, γ) = 2. Nous allons constater
ici que cette e´galite´ ne peut pas se de´duire du the´ore`me 1 sous sa forme actuelle, bien que nous
pensions qu’il devrait eˆtre possible de l’affiner pour rendre compte de ce re´sultat.
En effet, il est bien connu que pour x grand,
γ([x, +∞[) ∼ exp(−x
2/2)
x
√
2pi
et que ∫ x
0
1
γ
dλ ∼
√
2pi exp(x2/2)
x
Il en de´coule aise´ment que
lim
x→+∞
∫ x
0
1
γ
dλ γ([x, +∞[)Φ(1/γ([x, +∞[)) = 1
2
(6)
16
Ainsi si l’on savait que D(γ, γ, 0) est “atteint en l’infini”, c’est-a`-dire si l’on avait
D(γ, γ, 0) = lim
x→+∞
∫ x
0
1
γ
dλ γ([x, +∞[)Φ(1/γ([x, +∞[))
on retrouverait que C(γ, γ) = 2 = 4D(γ, γ, 0).
Malheureusement, un de´veloppement limite´ plus pre´cis montre que la limite (6) est approche´e par
valeurs supe´rieures et l’e´galite´ ci-dessus n’est donc pas ve´rifie´e. Toutefois, nous imaginons que ceci
provient du fait que l’application Φ n’est pas assez fine : il existerait une fonction Ψ˜ : [0, 1] → R+
plus petite que Ψ : [0, 1] 3 u 7→ uΦ(1/u), telle que le the´ore`me 1 reste valable si l’on remplace dans
son e´nonce´ toutes les apparitions de Ψ par Ψ˜ et telle que le crite`re asymptotique correspondant
soit satisfait avec (µ, ν,m) = (γ, γ, 0).
Ces proprie´te´s de´terminent en fait Ψ˜ (sur [0, 1/2]), car ne´cessairement on aura
∀ x > 0,
∫ x
0
1
γ
dλ Ψ˜(γ([x, +∞[)) = 1
2
En effet, s’il existait un x > 0 tel que le membre de gauche soit strictement plus petit que 1/2,
alors en perturbant un peu γ au voisinage de x, on obtiendrait des mesures ν telles que le triplet
(γ, ν, 0) continuerait a` ve´rifier les conditions d’asymptoticite´ avec la meˆme limite (en −∞ et +∞),
d’ou` C(γ, ν) = C(γ, γ) pour ces petites perturbations. Mais ceci est interdit par le fait que les
applications exponentielles (R 3 x 7→ exp(αx), pour tout α ∈ R∗ fixe´) sont maximisantes dans la
de´finition de C(γ, γ) (voir par exemple le livre [1] de Ane´ et al.), de sorte qu’il existe des petites
modifications de γ en ν au voisinage de x qui induisent imme´diatement des changements de la
constante de Sobolev logarithmique. C’est en ce sens que nous disions a` la fin de la section 5 que
tous les points de R contribuent a` C(γ, γ). Remarquons que pour e´tablir que la fonction Ψ˜ de´crite
pre´ce´demment convient, un re´sultat analogue a` la proposition 3 pour les ine´galite´s de Sobolev
logarithmiques pourrait se re´ve´ler tre`s e´clairant.
La principale raison qui nous incite a` conjecturer dans cette direction est que C(γ, γ) peut effec-
tivement s’obtenir par des calculs asymptotiques, malgre´ la pre´sence des fonctions maximisantes
pre´ce´dentes. Plus pre´cise´ment, notons,
∀ y ∈ R, C(y) B {f ∈ C : f ≡ 0 sur ]−∞, y]}
alors pour tout y ∈ R, on a
C(γ, γ) = sup
f∈C(y)
Ent(f2, µ)
ν[(f ′)2]
Ainsi C(γ, γ) s’obtient aussi “asymptotiquement” comme limite du membre de droite quand y tend
vers +∞. Pour se convaincre de l’e´galite´ ci-dessus a` y ∈ R fixe´, il suffit de conside´rer les fonctions
R 3 x 7→ (exp(αx)− exp(αy))+ avec α > 0 de plus en plus grand.
7 Situation discre`te
Elle correspond aux processus de vie et de mort sur Z. On se donne une probabilite´ µ˜ sur Z
et une mesure ν˜ sur l’ensemble de ses areˆtes (non oriente´es) aux plus proches voisins. Si f est une
fonction de´finie sur Z, sa “de´rive´e” f ′ est construite sur l’ensemble de ses areˆtes par
∀ n ∈ Z, f ′({n, n + 1}) B f(n + 1)− f(n)
Avec ces notations, on cherche a` estimer
C˜(µ˜, ν˜) = sup
f∈L2(µ˜)
Ent(f2, µ˜)
ν˜[(f ′)2]
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Soit m ∈ Z donne´, on pose
∀ n ∈ Z \ {m},

d−µ˜,ν˜,m(n) B
∑
n≤p<m
1
ν˜({p, p + 1})
∑
q≤n
µ˜(q)Φ
(
1∑
q≤n µ˜(q)
)
, si n < m
d+µ˜,ν˜,m(n) B
∑
m≤p<n
1
ν˜({p, p + 1})
∑
q≥n
µ˜(q)Φ
(
1∑
q≥n µ˜(q)
)
, si n > m
puis
D˜(µ˜, ν˜,m) B max
(
sup
n<m
d−µ˜,ν˜,m(n), sup
n>m
d+µ˜,ν˜,m(n)
)
On dispose alors de l’analogue discret du the´ore`me 1
Proposition 12 Supposons, pour un m ∈ Z donne´, soit que le support de µ˜ n’est pas borne´
infe´rieurement et que
D˜(µ˜, ν˜,m) = lim
n→−∞
d−µ˜,ν˜,m(n)
soit que le support de µ˜ n’est pas borne´ supe´rieurement et que
D˜(µ˜, ν˜,m) = lim
n→+∞
d+µ˜,ν˜,m(n)
on a alors,
C˜(µ˜, ν˜) = 4D˜(µ˜, ν˜,m)
Ce re´sultat se de´duit en fait directement du the´ore`me 1, en conside´rant µ B
∑
n∈Z µ˜(n)δn et
ν B
∑
n∈Z ν˜({n, n + 1})λ]n,n+1[, ou` λ]n,n+1[ est la restriction de la mesure de Lebesgue a` ]n, n + 1[.
En effet, on ve´rifie sans difficulte´ que C˜(µ˜, ν˜) = C(µ, ν) et que pour tout m ∈ Z, D˜(µ˜, ν˜,m) =
D(µ, ν,m).
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