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Abstract
We study the problem of determining whether a given 5 × 5 matrix is completely positive,
by investigating the number of negative entries of a Schur complement of A. We show that if
this number is not 4, then A is completely positive, and present some sufficient conditions for
A to be cp when this number is 4. We also show that the complete positivity of an elementwise
positive doubly nonnegative 5 × 5 matrix is equivalent to the complete positivity of a related
5 × 5 doubly nonnegative matrix that is not elementwise positive.
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1. Introduction
A matrix A is completely positive if it can be decomposed as A = BBT, where
B is a (not necessarily square) elementwise nonnegative matrix. Clearly, if A is
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completely positive, then it is doubly nonnegative, i.e., positive semidefinite and
(elementwise) nonnegative (when we refer to a matrix as positive or nonnegative,
we will always mean elementwise positive and elementwise nonnegative). This
necessary condition is also sufficient for matrices of order n  4, but not for
n  5, e.g., [8]. Qualitative analysis of when the necessary conditions are suf-
ficient is done in [1,3,4,6]. This is done by associating with an n× n real matrix
A, a graph G(A) with vertex set V = {v1, v2, . . . , vn} and edge set E(G(A)) =
{{vi, vj } | aij /= 0, i /= j}. If A is completely positive, the smallest number of col-
umns of B such that A = BBT, B  0 is called the ‘cp-rank’ of A. For n 
4, cp-rank(A)  n. If A is a 5 × 5 completely positive matrix with some zero
entries, then cp-rank(A)  6, [7]. A recent reference on applications and prop-
erties of completely positive matrices and on ‘cp-rank’ is [5]. We shall use cp,
dnn, psd and pd as short notations for completely positive, doubly nonnegative,
positive semidefinite and positive definite, and denote by CPn, DNNn, PSDn and
PDn, respectively, the sets of all the cp, dnn, psd, pd matrices of order n. We
also use the notation [n] for the set {1, 2, . . . , n}, In for the identity matrix of
order n, and Rn+ for the nonnegative orthant of Rn. For an n× n matrix A and
α ⊆ [n], we denote the principal submatrix of A indexed by α, by A[α]. We also
denote A[[n]\α] by A(α). We use the notation Eij for a matrix of all zero entries
except in the position (i, j) that is 1.
For any n× n matrix A, partitioned in the form
[
A11 A12
A21 A22
]
,
where A11, A22 are square, with A22 nonsingular, we denote by A/A22 the Schur
complement of A22, i.e., A/A22 = A11 − A12A−122 A21.
In this paper we give conditions for a 5 × 5 dnn matrix to be cp. The case in
which A has at least two zeros above the main diagonal was studied in [9]. Here we
first study the case when A has at least one zero above the diagonal by considering
the number of negative entries of the Schur complement A/A22. In Section 2, we
present some observations concerning complete positivity of A. In Section 3 we
show that if a45 = 0 and the number of negative entries above the main diagonal
of the Schur complement C = A/A[{4, 5}], denoted by µ(C), is not 2, then A is
cp. In Section 4 we study in detail the case µ(C) = 2, and obtain some sufficient
conditions for A to be cp. In Section 5, we reduce A to the cases with at least 4 zero
entries in the case µ(C) = rank(C) = 2. In Section 6, we show that the complete
positivity of a positive dnn 5 × 5 matrix is equivalent to the complete positivity of
a related 5 × 5 dnn matrix which is not positive. We conclude the paper by sum-
marizing the sufficient conditions that we have presented for complete positivity of
a given 5 × 5 real matrix, and by suggesting conjectures concerning the unsettled
cases.
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2. Some observations
Let A be a 5 × 5 dnn matrix with at least one zero entry above the diagonal. We
want to determine ifA is cp. Since both double nonnegativity and complete positivity
are not affected by nonnegative scaling, A→ DAD, where D is a nonnegative diag-
onal matrix, or by permutation similarity, A→ P TAP , where P is a permutation
matrix, and since aii = 0 implies that both the ith row and the ith column are zero,
we can assume that
A =
[
A11 A12
A21 A22
]
=
A11 α1 α2αT1 1 0
αT2 0 1
 , (2.1)
where A11 is a 3 × 3 dnn matrix, A22 is a 2 × 2 identity matrix, A12 = [α1, α2],
A21 = AT12, and α1, α2 ∈ R3+.
Throughout the paper we shall assume that A is a 5 × 5 dnn matrix in form (2.1).
Theorem 2.1. A is cp if and only if there exist two dnn matrices B1, B2 such that
A11 = B1 + B2 (2.2)
and [
Bi αi
αTi 1
]
∈ DNN4 (2.3)
for i = 1, 2.
Proof. “If ” Let
A1 =
B1 α1 0αT1 1 0
0 0 0
 (2.4)
and
A2 =
B2 0 α20 0 0
αT2 0 1
 . (2.5)
Then
A1 =
[
B1 α1
αT1 1
]
⊕ [0],
and A2 is permutation similar to[
B2 α2
αT2 1
]
⊕ [0].
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Since for n = 4 complete positivity is equivalent to double nonnegativity, A1 and A2
are cp, and so A = A1 + A2 is also cp.
“Only if ” Suppose A is cp. We have to find 3 × 3 dnn matrices B1, B2 that sat-
isfy (2.2) and (2.3). Since A is cp, there exist m ( 6, by [7]) nonnegative vectors
b1, b2, . . . , bm ∈ R5+ such that
A = b1bT1 + · · · + bmbTm. (2.6)
For each i in [m], partition bi as
bi =
b˜ici
di
 ,
where b˜i ∈ R3+, and ci, di are nonnegative numbers.
Since A22 = I2, ci /= 0 for at least one index i, di /= 0 for at least one index i,
and cidi = 0 for all i = 1, 2, . . . , m; so without loss of generality we may assume
that
ci > 0, di = 0; i = 1, . . . , r,
ci = 0, di > 0; i = r + 1, . . . , p,
ci = 0, di = 0; i = p + 1, . . . , m,
where p ( m) may be equal to m. By denoting B1 =∑rj=1 b˜j b˜Tj , B2 =∑mj=r+1
b˜j b˜
T
j , we readily get
b1b
T
1 + · · · + brbTr =
B1 α1 0αT1 1 0
0 0 0
 ∈ CP5
and
br+1bTr+1 + · · · + bmbTm =
B2 0 α20 0 0
αT2 0 1
 ∈ CP5.
It is easy to check that (2.2) and (2.3) are both satisfied. 
The next result gives another sufficient condition for A to be cp.
Theorem 2.2. If
aij  ai4aj4, 1  i, j  3, (2.7)
or
aij  ai5aj5, 1  i, j  3, (2.8)
then A is cp.
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Proof. Suppose that (2.8) holds. We consider S5 := A/[a55], the Schur complement
of [a55] in A. Then
S5 = [sij ] = A({5})−
[
α2
0
]
[αT2 , 0]. (2.9)
Therefore we have
sij = aij − ai5aj5, 1  i, j  4, (2.10)
where a45 = a54 = 0. From the hypothesis, we know that sij  0 (1  i, j  4) and
S is also positive semidefinite (see, for example, [1]). Thus S5 is dnn and hence cp,
i.e., there exists some 4 × 4 nonnegative matrix F such that S5 = FF T. By setting
B =
[
F α′2
0 1
]
,
where α′2 =
[
α2
0
]
, we get A = BBT. Consequently we have A ∈ CP5. The proof
in the case that (2.7) holds is similar. 
Let C be the Schur complement of A22 in A, that is,
C = [cij ] = A/A22 = A11 − A12AT12. (2.11)
Since A is psd, C is also psd (e.g., [1,5]). Nonnegativity is not inherited by Schur
complements, so C may have negative entries. Let µ = µ(C) denote the number of
negative entries above the diagonal of C. In the following section we will show that
if µ /= 2, then A is cp, and in Section 4 we study the case µ = 2.
Proposition 2.3. Let A = [aij ] ∈ DNN5 be in form (2.1). Then
(a) There exists a nonnegative number d such that A˜ := A− dE11 is dnn and sin-
gular.
(b) A is cp if A˜ is cp.
(c) A is singular if and only if C = A/A22 is singular.
Proof. (a) If A is singular, then we choose d = 0. If A is nonsingular, then it is pd
and so are all its principal submatrices. For
S =
[
I3 0
−AT12A−111 I2
]
,
SAST = A11 ⊕
(
I2 − AT12A−111 A12
)
.
Since A ∈ PD5 implies A11 ∈ PD3, it follows that
a11 > [a12, a13]A[2, 3]−1
[
a12
a13
]
.
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Let
d = a11 − [a12, a13]A[2, 3]−1
[
a12
a13
]
,
then d > 0 and A˜ := A− dE11 ∈ DNN5.
(b) A = A˜+ diag(d, 0, 0, 0, 0).
(c) This follows from the formula rank(A) = rank(C)+ 2 (Theorem 1.17 of
[5]). 
Proposition 2.3 will be used to deal with a subcase (Subcase 3) in the proof of
Theorem 3.1, and before Theorem 4.2.
The following theorem gives a sufficient condition for a nonsingular matrix A in
form (2.1) to be completely positive.
Theorem 2.4. Let A = [aij ] ∈ DNN5 be in form (2.1), where A11 is nonsingular.
Then A is cp if
αT1A
−1
11 α1 + αT2A−111 α2  1. (2.12)
Proof. Choose λ1, λ2 ∈ R such that
1. λi  αTi A
−1
11 αi , i = 1, 2.
2. λ1 + λ2 = 1.
and denote Bi = λiA11 and
Ai =
[
A11 αi
αTi λi
]
, i = 1, 2. (2.13)
It is easy to see that Bi ∈ DNN3, and Ai ∈ DNN4 for i = 1, 2. Furthermore, we have
Bi − αiαTi = λiA11 − αiαTi
= λi(A11 − αiλ−1i αTi )
= λi(Ai/[λi]) ∈ CP3,
where (Ai/[λi]) is the Schur complement of λi in Ai . Therefore (2.2) and (2.3) are
both satisfied by B1, B2. By Theorem 2.1, A is cp. 
When C is not entrywise nonnegative, we define λ4, λ5 as
λk = min
1i<j3
{
aikajk
−cij : cij < 0
}
. (2.14)
It is obvious that λk  0 for k = 4, 5. We conclude the section by
Theorem 2.5. If C is not entrywise nonnegative and
λ4 + λ5  1, (2.15)
then A is cp.
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Proof. Denote
C(1) = α1αT1 + λ4C = [c(1)ij ], C(2) = α2αT2 + λ5C = [c(2)ij ].
Then
c
(1)
ij = ai4aj4 + λ4cij , c(2)ij = ai5aj5 + λ5cij , (2.16)
where i, j ∈ {1, 2, 3}. By the definition of λ4, λ5, we have
c
(k)
ij  0, i, j ∈ {1, 2, 3}, k = 1, 2. (2.17)
Being psd, C(k) is dnn, and since it is a 3 × 3 matrix, it is cp. By appropriate decreas-
ing of λ4, λ5, we may assume λ4 + λ5 = 1, while keeping λ4, λ5  0 with (2.17)
being satisfied. Consequently, we have
A11 = C(1) + C(2), (2.18)
so by Theorem 2.1, A is cp. 
3. The case µ =/ 2
In this section, we show
Theorem 3.1. If µ /= 2, then A is cp.
Proof. We consider the following three subcases according to the value of µ:
Subcase 1: µ = 0. In this case C is entrywise nonnegative. Since A is psd, we
know that C is also psd, and thus C ∈ DNN3 because C is entrywise nonnegative.
But DNN3 = CP3, so we have an entrywise nonnegative matrix of order 3, say D1,
such that C = D1DT1 . By setting
B1 = α1αT1 , B2 = [α2,D1]
[
αT2
DT1
]
,
we get (2.2). It is easy to check that (2.3) is also satisfied.
Subcase 2: µ = 1. We may assume that the only negative entry above the main
diagonal of C is cij where 1  i < j  3. Then by (2.14) we have
λ4 + λ5 = ai4aj4 + ai5aj5
ai4aj4 + ai5aj5 − aij  1.
It follows from Theorem 2.5 that A is cp.
Subcase 3: µ = 3. In this case C is a Z-matrix, and therefore it is an M-matrix
(since it is also psd). We may assume that C is singular since otherwise we may de-
crease the first diagonal entry of A11 to make A, and consequently C, singular, with-
out changing the complete positivity of A (e.g., Proposition 2.3) and the off-diagonal
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entries of C. Therefore we may find some positive vector v = (v1, v2, v3)T ∈ R3+
such that Cv = 0. Denote
b
(1)
ij =
aij ai4aj4
ai4aj4 + ai5aj5 , b
(2)
ij =
aij ai5aj5
ai4aj4 + ai5aj5 , i /= j, (3.1)
and for i = j ∈ {1, 2, 3}, we define
b
(1)
ii = a2i4 +
3∑
j=1,j /=i
vj
vi
(
ai4aj4 − b(1)ij
) (3.2)
and
b
(2)
ii = a2i5 +
3∑
j=1,j /=i
vj
vi
(
ai5aj5 − b(2)ij
)
. (3.3)
Simple calculation shows that B1 = [b(1)ij ], B2 = [b(2)ij ] are both dnn, and also Bi −
αiα
T
i ∈ PSD3 for i = 1, 2. It is not difficult to check that both (2.2) and (2.3) are
satisfied, and this completes the proof. 
It is worth mentioning that cp-rank(A)  5 when µ = 0. As a matter of fact, if
we set β1 = [αT1 , 1, 0]T and A1 = β1βT1 , we have
A2 = A− A1 =
B2 0 α20 0 0
αT2 0 1
 ∈ CP5.
Since cp-rank(A2)  4 (see, for example, [7]), we have cp-rank(A)  5. Moreover,
cp-rank(A) = 5 when C is pd (or equivalently, A is pd).
4. The case µ = 2
Since µ = 2, we may always assume in the following, by some suitable permuta-
tion, that
c12 > 0, c13 < 0, c23 < 0.
Proposition 4.1. Let µ = 2. If
λ4 + λ5 < 1, (4.1)
then either
a14
a24
<
c13
c23
<
a15
a25
(4.2)
or
a15
a25
<
c13
c23
<
a14
a24
. (4.3)
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Proof. Suppose (4.1) holds. Suppose also that
λ4 = a14a34−c13 , (4.4)
or equivalently,
a14a34
−c13 
a24a34
−c23 . (4.5)
If a34 = 0, then λ4 = 0. It follows from the definition of λ5 that
λ5 = ai5aj5
ai5aj5 − aij  1
for some 1  i < j  3, a contradiction to (4.1). If the equality in (4.5) holds, then
we have
λ4 = a14a34−c13 =
a24a34
−c23 ,
which implies (2.15), contradicting (4.1). Therefore, we may rewrite (4.5) as
a14
a24
<
c13
c23
. (4.6)
We can also apply a similar argument to λ5 while keeping (4.1) in mind to get
c13
c23
<
a15
a25
. (4.7)
Thus (4.2) is proved. In the case
λ4 = a24a34−c23 (4.8)
we can prove (4.3) in a similar way. 
Note that the converse of Proposition 4.1 is not necessarily true, as the following
example shows.
Example 4.1. Let
A =

6 5 5 1 2
5 6 5 2 1
5 5 9 2 2
1 2 2 1 0
2 1 2 0 1
 .
An easy computation yields
C =
 1 1 −11 1 −1
−1 −1 1
 ; λ4 = λ5 = 2,
but (4.2) holds.
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Now suppose A is singular. By Proposition 2.3, C is also singular. Since µ = 2
implies C /= 0, rank(C) = 1 or 2. The following theorem settles the case
rank(C) = 1.
Theorem 4.2. Suppose µ(C) = 2 and rank(C) = 1. Then A ∈ CP5 if and only if
(2.15) holds.
Proof. Suppose (2.15) holds. Since λ4, λ5  0, there exists some real number λ
such that 0  λ  1 and 1 − λ5  λ  λ4. By the definition of λk , we get(
a14a34 − a13
a24a34 − a23
)
 λ
(−c13
−c23
)

(
a14a34
a24a34
)
, (4.9)
which implies
a34
(
a14
a24
)
+ λ
(
c13
c23
)
 0 (4.10)
and
a35
(
a15
a25
)
+ (1 − λ)
(
c13
c23
)
 0. (4.11)
Denote
B1 = α1αT1 + λC, B2 = α2αT2 + (1 − λ)C. (4.12)
It follows from (4.11) and (4.12) that B1, B2 are dnn. Furthermore, we have (2.2)
and (2.3). Consequently, A ∈ CP5 by Theorem 2.1.
We now prove the necessity. Suppose A ∈ CP5, then by Theorem 2.1, there exist
B1, B2 ∈ DNN3 such that both (2.2) and (2.3) are satisfied. Denote
Ci = Bi − αiαTi , i = 1, 2.
Then by (2.3) Ci is psd for i = 1, 2. It is easy to check that
C = C1 + C2. (4.13)
We want to prove the following assertion:
C has a decomposition (4.13) with C1, C2 being psd if and only if there exists
some real number λ : 0  λ  1 such that C1 = λC,C2 = (1 − λ)C.
In fact, since rank(C) = 1 and C,C1, C2 are all psd, we know that the asser-
tion is true because any psd matrix of rank 1 is obviously an extreme vector of the
cone PSD3. If we denote Bi = Ci + αiαTi , i = 1, 2, then B1, B2 ∈ DNN3. From
the proof of the sufficiency, we get (4.10) and (4.11) (since B1, B2 are entrywise
nonnegative),which is followed by (4.9). But (4.9) is identical to (2.15). The proof is
completed. 
Before we state the following result, let us define some notations. LetM be an n×
nmatrix. Let 1  i1 < i2  n, 1  j1 < j2  n. We shall denote byM[i1, i2|j1, j2]
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the submatrix of M lying in rows i1, i2 and columns j1, j2, and M[i1, i2] the subm-
atrix M[i1, i2|i1, i2]. For convenience, we define detM[i, i] to be 0.
The following theorem gives a sufficient condition for A to be cp, where
rank(C) = µ(C) = 2. For simplicity, we assume in the theorem, without loss of
generality, that c12 > 0 (otherwise, we may use some appropriate similarity permu-
tation).
Theorem 4.3. Let rank(C) = µ(C) = 2, and suppose that the only positive element
above the main diagonal of C is c12. Then A ∈ CP5 if
detC[1, 2|1, 3]  0. (4.14)
Proof. Denote the adjoint matrix of C by adjC. Then we have
rank(adjC) = 1 (4.15)
since rank(C) = 2. Hence any 2 by 2 submatrix of adjC is singular. Also we have
cii > 0 for all i ∈ {1, 2, 3} since otherwise µ(C) /= 2. Furthermore, adjC is psd (in
fact, adjC = vvT for some nonzero vector v ∈ R3). Denote
β1 =
[√
detC[1, 1]
c11
,
√
detC[1, 2]
c11
,
√
detC[1, 3]
c11
]T
, (4.16)
β2 =
[
c11√
c11
,
c12√
c11
,
c13√
c11
]T
(4.17)
and let Bk = αkαTk + βkβTk , k = 1, 2. Observe that the first entry of β1 is 0. It is
not difficult to see that B1 is dnn while B2 is psd (but is not necessarily dnn since
µ(C) = 2 implies c13 < 0, c23 < 0).
In fact, if B2 is dnn, i.e., it is also nonnegative, then
b
(2)
13 = a13 − a14a34  0,
which is followed by a13  a14a34, and
0  b(2)23 = a25a35 + c12c13/c11  a25a35 + c23 = a23 − a24a34,
[note that c12c13/c11 = c23 − detC[1, 2|1, 3]/c11  c23 due to (4.14)] which fol-
lows from a23  a24a34. Consequently we get (2.7) (since c12 > 0 implies a12 
a14a24), and thus A is cp by Theorem 2.2.
So we need only to consider the case when B2 is not nonnegative. From the above
discussion, this is equivalent to say that either
a13 < a14a34 (4.18)
or
a23 < a24a34 + detC[1, 2|1, 3]
c11
. (4.19)
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We observe that
B1 + B2 = α1αT1 + α2αT2 + β1βT1 + β2βT2 = C˜ + A12A21, (4.20)
where
C˜ = β1βT1 + β2βT2 = [c˜ij ] = CT1 C1,
with C1 = [β1, β2]T ∈ R2×3 (note that C1 is not necessarily entrywise nonnegative).
We want to prove that C˜ = C so that (2.2) is satisfied. As a matter of fact, we have
c˜1j = c˜j1 = c1j = cj1 for all j = 1, 2, 3. For any i /= 1, j /= 1, we have
c˜ij = 1
c11
(c1ic1j +
√
detC[1, i] detC[1, j ]). (4.21)
By (4.16) we get
0 = det adjC[1, i|1, j ]
= detC[1, i] detC[1, j ] − (detC[1, i|1, j ])2, (4.22)
which implies (c11cij − c1ic1j )2 = detC[1, i] detC[1, j ]. Thus we have c˜ij = cij
for any i, j ∈ {1, 2, 3}. Therefore (2.2) is satisfied. Now we denote
β ′1 = β1 cos θ + β2 sin θ, β ′2 = β2 cos θ − β1 sin θ,
and
B(k) = [b(k)ij ] = β ′kβ ′kT + αkαTk , k = 1, 2. (4.23)
Then it is easy to check that
A11 = C + A12A21 = B(1) + B(2).
It suffices to find a θ (− 2 < θ < 2 ) such that both B(1) and B(2) are nonnegative,
i.e., 0  B(1)  A11 (X  Y implies xij  yij for all i, j when the two matrices
X, Y are of the same order). This can be rewritten in detail as
− ai4aj4  1
c11
(
c1i sin θ+
√
detC[1, i] cos θ)(c1j sin θ+√detC[1, j ] cos θ)
 aij − ai4aj4 (4.24)
for 1  i < j  3. Now we denote t = tan θ and
λk =
√
detC[1, k]
c1k
for k = 1, 2, 3 (note that λ1 = 0, λ2 > 0, λ3 < 0). We can rewrite (4.24) as
− a14a24  c12t (t + λ2)
t2 + 1  a12 − a14a24, (4.25)
− a14a34  c13t (t + λ3)
t2 + 1  a13 − a14a34, (4.26)
− a24a24  c12c13
c11
(t + λ2)(t + λ3)
t2 + 1  a23 − a24a34. (4.27)
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By some elementary (however tedious) calculations, while keeping the hypotheses
(4.14), (4.19) and (4.20) in mind, we know that there exists some θ in (− 2 , 2 ) such
that (4.25)–(4.27) hold. The proof is completed by choosing such a θ so that (2.2)
and (2.3) are satisfied by B(1), B(2). 
Theorem 4.3 states that (4.14) is a sufficient condition. The question whether it is
also necessary is still open. We think that it is and state it as a conjecture at the end
of the paper.
5. The reduction of A to the cases with more than 2 zeros
In this section, we will deal with the case when µ(C) = rank(C) = 2 and neither
(2.7) nor (2.8) holds. In this case, there exist two pairs of indices, (i1, j1), (i2, j2)
such that 1  it < jt  3, t = 1, 2 and
ait jt < ait ,(3+t)ajt ,(3+t), t = 1, 2. (5.1)
We consider two subcases:
Subcase 1: (i1, j1) /= (i2, j2). Since c12 > 0, we may assume that (i1, j1) = (1, 3),
(i2, j2) = (2, 3). In this case, (5.1) is equivalent to
ai3 < ai,(3+i)a3,(3+i), i = 1, 2. (5.2)
Write µi3 = ai3a3,(3+i) and Si3 = I5 − µi3Ei(3+i), i = 1, 2. Simple calculation yields
Â := (S23S13)A(S23S13)T =

a′11 a′12 0 a′14 a15
a′21 a′22 0 a24 a′25
0 0 1 a34 a35
a′41 a42 a43 1 0
a51 a′52 a53 0 1
 , (5.3)
where
a′ii = 1 + µ2i3 − 2ai,3+iµi3, i = 1, 2, (5.4)
and
a′12 = a′21 = a12 −
a13a24
a34
, (5.5)
a′i,3+i = a′3+i,i = ai,3+i −
ai3
a3,(3+i)
, i = 1, 2. (5.6)
It follows from (5.2)–(5.6) that Â ∈ DNN5. The graph G(Â) is an example of a book
graph (e.g., [2,5]). For a book graph G it is known how to determine if a dnn n× n
matrix A, with G(A) = G, is cp or not. If Â is cp, then A is also cp.
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Subcase 2: (i1, j1) = (i2, j2), and there exists no other pair of indices such that
(5.1) holds. Since c12 > 0, we may assume that (i1, j1) = (i2, j2) = (1, 3), i.e.,
a13
a1,(3+j)
< a3,(3+j) 
a23
a2,(3+j)
, j = 1, 2. (5.7)
By setting S24 = I5 − a24E24, we readily get
A˜ := S24AST24 =

1 a′12 a13 a14 a15
a′21 a′22 a′23 0 a25
a31 a′32 1 a34 a35
a41 0 a43 1 0
a51 a52 a53 0 1
 , (5.8)
where
a′22 = 1 − a224, (5.9)
a′12 = a′21 = a12 − a14a24, (5.10)
a′23 = a′32 = a23 − a24a34. (5.11)
It follows from (5.7)–(5.11) that A˜ ∈ DNN5. The graph G(A˜) is also a book graph,
and here too, A is cp if A˜ is cp.
It is not clear yet how to determine if A is completely positive when Â (or A˜) is
not cp.
6. Positive dnn matrices
A matrix A˜ is called an edge-deleted matrix of A ∈ DNNn if there exists some
positive number ν and some index pair (i, j) with i /= j, 1  i, j  n such that A˜ :=
SAST ∈ DNNn and G(A˜) is a subgraph of G(A) obtained by deleting at least one of
its edges (V [G(A˜)] = V [G(A)]), where S = In − νEij (see [9]).
We first show that a positive matrix A ∈ DNN5 is cp if and only if there exists an
edge-deleted matrix of A, which is cp.
Theorem 6.1. Let A = [aij ] ∈ DNN5, and G(A) = K5 (i.e., aij > 0 for all i, j).
Then A is cp if and only if there exists an edge-deleted matrix of A, A˜, which is cp.
Proof. “Sufficiency” Since A˜ ∈ CP5, we have A˜ = BBT for some 5 ×m (m =
cp-rank(A)) entrywise nonnegative matrix B, and thus
A = S−1A˜(S−1)T = (S−1B)(S−1B)T.
Note that since S−1 is entrywise nonnegative, we know that A is cp.
“Necessity” Suppose A = [aij ] ∈ CP5 with G(A) = K5. We may assume that
aii = 1 for all i = 1, . . . , 5. Then we have some unit vectors α1, . . . , α5 ∈ Rm+ (where
m = cp − rank(A)) such that A = Gram(α1, . . . , α5), that is,
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(αi, αj ) = aij , 1  i, j  5. (6.1)
If there is some aij = 1 for some i /= j , we may assume that i < j . Then we have
αi = αj . In fact, the equality in
(αi, αj )
2  (αi, αi)(αj , αj ) (6.2)
holds if and only if αi = cαj for some real number c. Furthermore, we have c = 1
from ‖αi‖ = ‖αj‖ = 1. Therefore, αi = αj . By setting S = I5 − Eij , A˜ = SAST,
we easily get G(A˜) = K4 ∪ {i}, showing that A˜ is truly an edge-deleted matrix of
A. On the other hand, A˜ is permutation similar to the matrix 0 ⊕ A(i|i), which is
obviously cp. Thus we need only to consider the case 0 < aij < 1 for all i, j =
1, . . . , 5, i /= j . The following discussion is based on this assumption.
We now define
θij = arccos aij , 1  i, j  5. (6.3)
Then we have 0 < θij < /2 for all i, j = 1, . . . , 5, i /= j . Next we denote
θ = max {θij , i, j = 1, . . . , 5}. (6.4)
Obviously 0 < θ < /2. We may suppose, without loss of generality, that θ = θ12.
We may use a unitary rotation, if necessary, such that α2 lies in a coordinate hyper-
plane. Now we fix α2, α3, α4, α5 and rotate α1 to the position α′1 such that
(1) α′1, α1, α2 are in the same hyperplane, denoted by H ,
(2) α′1 is perpendicular to the vector α2.
Now we let Â = Gram(α′1, α2, . . . , α5). Then Â is cp. It suffices to prove the matrix
Â is an edge-deleted matrix of A, i.e., there exists some positive number δ and a
pair of indices (i, j) with i /= j, 1  i, j  5 such that Â := SAST where S = I5 −
δEij . By denoting
ν = min
{
a1j
a2j
: 1  j  5
}
, (6.5)
we have ν = a12 since otherwise we have ν = a1ta2t for some t ∈ {3, 4, 5}, and a12 >
a1t
a2t
> a1t , contradicting the hypothesis. Therefore we have ν = a12. By setting S =
I5 − νE12, A˜ = SAST = [a˜ij ], we need only to prove that Â = A˜, that is,
a˜ij = (α′i , α′j ), i, j = 1, . . . , 5.
For 2  i, j  5, it is obvious that
a˜ij = aij = (αi, αj ) = (α′i , α′j ).
For i = 1, since α′1, α2 are orthogonal, and α1 lies in the hyperplane, the angle
between α1 and α2 is θ12 = θ . Simple geometric observation yields
α1 = α′1 sin θ12 + α2 cos θ12, (6.6)
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which can be equivalently expressed as
α′1 =
α1 − α2 cos θ12
sin θ12
. (6.7)
Thus we have
(α′1, α′j )= (α′1, αj )
= a1j − a12a2j√
1 − a212
= a1j − νa2j√
1 − 2a12ν + ν2
= a˜1j .
Therefore we have Â = A˜, and the proof is completed. 
7. Summary
Let A = [aij ] be any dnn 5 × 5 matrix. If A is positive, then we can replace A
by Â, defined in the proof of Theorem 6.1. Then A is cp if and only if Â is cp. If A
is dnn but not positive, we can put it in form (2.1), using permutation similarity and
nonnegative diagonal scaling, if necessary. So it suffices to consider the case when
A is a dnn matrix in form (2.1). We have the following sufficient conditions for A to
be cp in this case:
1. If (2.7) holds, then A is cp (Theorem 2.2).
2. If (2.8) holds, then A is cp (Theorem 2.2).
3. If neither (2.7) nor (2.8) holds, and Â defined in Section 5 is cp, then A is cp.
4. If neither (2.7) nor (2.8) holds, and A˜ defined in Section 5 is cp, then A is cp.
5. If A11 is nonsingular, and (2.12) holds, then A is cp (Theorem 2.4).
6. If µ(C) /= 2, where C is given by (2.11) and µ = µ(C) is the number of negative
entries above the diagonal of C, then A is cp (Theorem 3.1).
7. If µ(C) = rank(C) = 2 and (4.14) holds, then A is cp (Theorem 4.3).
8. If µ(C) = 2, rank(C) = 1 and λ4 + λ5  1, where λ4 and λ5 are defined by
(2.14), then A is cp (in fact, in this case, λ4 + λ5  1 is also necessary) (Theorem
4.2).
Open Problems. The characterization of CP5 will be completed if the following two
conjectures could be proved:
• Conjecture 1: If A ∈ DNN5 satisfies µ(C) = rank(C) = 2, then A is cp if and
only if (4.14) holds (the ‘only if’ part remains open).
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• Conjecture 2: A nonsingular dnn matrix A in form (2.1) can always be reduced, by
decreasing some of the diagonal entries of A11, to a singular dnn matrix A˜, such
that A is cp if and only if A˜ is cp (the ‘if’ part is true by Proposition 2.3).
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