Abstract. We investigate the similarities and differences between the module of symmetric tensors TS 
Introduction
Let A be a commutative ring with unit element. The module of symmetric tensors TS n A (M) for an A-module M is defined as the submodule of elements of M ⊗ A · · ·⊗ A M invariant under the natural action of the symmetric group S n . When A is a field of characteristic zero these objects have been studied since the nineteenth century (see e.g. [Jun93] ).
More recently a related object has been introduced, the module of divided powers Γ n A (M) [Rob63] . This module is not defined as intuitively as TS Finally we show in Section 6 that if the module M has the property that the canonical map fails to be injective/surjective, then the symmetric algebra S A (M) will also have this property. Thus the examples are extended from modules to graded algebras.
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Definitions and first properties
For the convenience of the reader we present some definitions and results concerning symmetric tensors and divided powers. All information in this section can be found in [Rob63] or [Fer98] .
For the remainder of this section, fix a commutative ring A with unit element, an A-module M and an integer n. For the rest of the paper all rings will be assumed to be commutative with identity unless otherwise specified. 
Definition 1.2 (Shuffle product). Consider the direct sum TS
We have a product × on TS A (M) called the shuffle product which makes TS A (M) into a commutative graded ring. The product is defined as follows:
where S k,l is the subset of elements σ ∈ S k+l such that σ(1) < σ(2) < . . . < σ(k) and σ(k + 1) < σ(k + 2) < . . . < σ(k + l).
Definition 1.3 (Polynomial laws). Let N be an A-module. A polynomial law from M to N is defined as follows: Let F M : A-Alg → Sets be the functor defined by
In other words, for each morphism of A-algebras g :
where the horizontal maps are maps of the underlying sets, and not homomorphisms of modules in general. The polynomial law F is called homogeneous of degree n if
Definition 1.4 (Divided powers). For an A-module M there exists a commutative graded algebra Γ A (M) = n≥0 Γ n A (M) with multiplication ×, together with set maps γ n : M → Γ n A (M) such that for each a ∈ A, x, y ∈ M and n, m ∈ N we have
If (x i ) i∈I is a family of elements of M, and ν = (ν) i∈I is a multiindex of finite support, then we write
We have that γ ν (x) ∈ Γ n A (M) where n = |ν| = i∈I ν i . 1.5 (Functoriality). The application M → Γ A (M) is a functor from A-modules to graded A-algebras [Rob63, Ch. III §4, p. 251].
(Base change). For each morphism
. This polynomial law is homogeneous of degree n. 
The canonical map
In this section we define the canonical map Γ n A (M) → TS n A (M) and give critera for when this map is injective or surjective.
Definition 2.1. Let A be a ring, n an integer and M an A-module. There is a homogeneous polynomial law of degree n from M to TS n A (M) defined by sending an element x ∈ M to x ⊗n ∈ TS n A (M). By (1.7) this polynomial law gives rise to an A-module homomorphism Γ 2.3 (Factorization of the canonical morphism). Let A be a ring and M an A-module with presentation 
Then N is stable under the action of S n . Furthermore, the functor (·)
Sn is left exact so the exact sequence
. Also, we note that K ⊆ N Sn , and so we have a surjection TS To show the last part of (b), suppose that {e i } i∈I is a basis for F and that F → M maps e i to m i for all i ∈ I. Then the corresponding elements e ν := × i∈I e Example 3.1. This short example of non-injectivity is due to David Rydh [Ryd06] . Let k be a field of characteristic 2, and let
is not injective.
Example 3.2. This example gives a morphism of rings
Let k be a field of characteristic 2, and let A = k[s, t] be the polynomial ring in two variables s, t. Moreover, let A ′ be the algebra
Consider the free module F = A 2 with generators e 1 , e 2 and let M = F/ n , where n = se 1 + te 2 . Let m 1 , m 2 be the images of e 1 , e 2 in M and denote by
By Proposition 2.4 we thus need to check that K = N S 2 , where K is the kernel of
. By (2.3) we have that K = n × e 1 , n × e 2 , n ⊗2 = n ⊗ e 1 + e 1 ⊗ n, n ⊗ e 2 + e 2 ⊗ n, n ⊗ n .
To compute N S 2 we first note that N is generated by the elements
Choose an element u ∈ N S 2 = N ∩TS 2 (F ) and let σ :
A (F ) be the homomorphism defined by σ(e i ⊗ e j ) = e j ⊗ e i for i, j = 1, 2. We write u as
We have u + σ(u) = u + u = 0, and so
Using that n = se 1 + te 2 and cancelling terms we obtain
and we conclude that s|(a + b). Hence a + b = f s for some f ∈ A, and from (3.2.1) we obtain (c + d)s = f ts and so c + d = f t. We conclude that b = a + f s and d = c + f t and so u can be written as
Thus N S 2 is generated by the elements {(n ⊗ e 1 + e 1 ⊗ n), (n ⊗ e 2 + e 2 ⊗ n), n ⊗ n}
and denote by N ′ the kernel of T
Assume, to obtain a contradiction, that v ∈ K ′ . We have by (2.3) that K ′ = n ⊗ e 1 + e 1 ⊗ n, n ⊗ e 2 + e 2 ⊗ n, n ⊗ n and we see that we can choose generators as K ′ = t(e 2 ⊗ e 1 + e 1 ⊗ e 2 ), s(e 1 ⊗ e 2 + e 2 ⊗ e 1 ), s 2 e 1 ⊗ e 1 + t 2 e 2 ⊗ e 2 .
We have by [Bou59,
is a free A ′ -module of rank 3 generated by the elements f 1 = e 1 ⊗ e 1 , f 2 = e 2 ⊗ e 2 , f 12 = e 1 ⊗ e 2 + e 2 ⊗ e 1 .
With this notation we have
be the polynomial ring and let G = B 3 be a free module with basis f 1 , f 2 , f 12 . Then the fact that v ∈ K ′ is equivalent to
where the above are elements of B 3 . Thus
Collecting terms, we obtain
Comparing the terms on each side, we conclude that (3.2.2) zs = cs 2 + dz(s + t).
From this we have z | cs 2 and so z | c. By the same reason we have that s | d. Hence the polynomial on the right hand side of (3.2.2) is either zero or has degree ≥ 3, a contradiction. We conclude that v / ∈ K ′ , and thus the inclusion
Surjectivity of the canonical map
In this section we give two lemmas which give special cases where the map Γ n A (M) → TS n A (M) is surjective. We also give an algorithmic method of checking surjectivity, and finally we provide two examples showing that the canonical map need not be surjective in general. 
A (M) be any element. This element can be written as
with a ij ∈ A. We write
It is clear from the above that the element (a 12 − a 21 )m 1 ⊗ m 2 is in TS 2 A (M), so we are done if we show that this element is a linear combination of the three elements (4.1.1).
Let a = a 12 − a 21 , and denote by F the free module A 2 generated by the basis elements e 1 , e 2 . Then M is isomorphic to a quotient F/N where N ⊆ F is generated by elements {f i e 1 − g i e 2 } i∈I with f i , g i ∈ A. The isomorphism is given by e i → m i for i = 1, 2.
Let
where N ′ is the module generated by the elements {n i ⊗ e 1 , n i ⊗ e 2 , e 1 ⊗ n i , e 2 ⊗ n i } i∈I .
Since the element am 1 ⊗m 2 −am 2 ⊗m 1 is zero in M ⊗ A M we conclude that ae 1 ⊗ e 2 − ae 2 ⊗ e 1 ∈ N ′ and we therefore have (4.1.2) ae 1 ⊗e 2 −ae 2 ⊗e 1 = i∈I (x i n i ⊗e 1 +y i n i ⊗e 2 +z i e 1 ⊗n i +w i e 2 ⊗n i )
where the elements x i , y i , z i , w i are in A and only a finite number of these elements are non-zero. Inserting n i = f i e 1 − g i e 2 in (4.1.2) and comparing the coefficients of e 1 ⊗ e 2 we obtain
Since
This shows that am 1 ⊗ m 2 is a linear combination of the elements (4.1.1).
Lemma 4.2. Let A be a UFD and let M be a module of the form 
Let N denote the kernel of the map T
To show the linear independence of {m i ⊗ m j } i,j≤k−1 we assume that we have an element e ∈ N that is a linear combination of {e i ⊗ e j } i,j≤k−1 , and we need to show that e = 0. We have
and a i and b i satisfy the equations
When i = k we obtain a k f k = −b k f k and so b k = −a k . Further, the fact that gcd(f k , f i ) = 1 for 1 ≤ i ≤ k − 1 gives us f i | a i for all i. Thus a i = c i f i for all i, for some c i ∈ A and we thus have
and so c i = c k for all i. Hence
. We need to show that m is generated by the elements (4.2.1). We may assume that m is of the form
where x i , y i ∈ A. We thus obtain the equalities a ij = x i f j + y j f i for 1 ≤ i < j ≤ k. We can then write m as
Now the first two terms of (4.2.3) is in L S 2 , so these are linear combinations of the elements (4.2.2). This shows that m is a linear combination of the elements (4.2.1).
(Determining surjectivity algorithmically). Let A be a ring and
M an A-module of finite presentation, given as the cokernel of a map A l → A m . Denote by F the free module A m , and let e 1 , . . . , e m be a basis for F .
Then we can algorithmically determine whether the map TS . . , σ k for the symmetric group S n , which we may view as A-module homomorphisms
For each homomorphism σ j we construct the homomorphism u j = 1 T n A (F ) − σ j , and we let K j = Ker u j ⊆ T n A (F ). We now have by definition Suppose that the ring A is a quotient ring of the form A = R/I where R is a polynomial ring in finitely many variables over Q or Z/(p) for a prime p ≥ 2, and I is an ideal. Then the submodules K j , N and L as well as the intersection (4.3.1) and the relation (4.3.2) can be explicitly calculated with computer algebra software such as Macaulay2. with generators e 1 , e 2 and the module M = F/K, where K is the submodule generated by the element se 1 − te 2 ∈ F .
It is clear that we have an inclusion
We wish to show that the natural map TS Consider the element u = se 1 ⊗ e 1 ⊗ e 2 ∈ T 3 A (F ). Let m i denote the image of e i in M. We wish to show that the elementū = sm 1 ⊗m 1 ⊗m 2 is in TS
This demonstrates thatū is invariant under the action of S 3 .
Assume now thatū is the image of an element v ∈ TS where w ∈ N. Let n = se 1 − te 2 ∈ F . Then N is generated by the elements {n ⊗ e i ⊗ e j , e i ⊗ n ⊗ e j , e i ⊗ e j ⊗ n} i,j=1,2
and so w is a sum of the form
where i, j = 1, 2 and
where σ is the homomorphism corresponding to the permutation (1 2 3) ∈ S 3 . Then
Also, (4.4.1) f (u) = s(e 1 ⊗ e 1 ⊗ e 2 + e 1 ⊗ e 2 ⊗ e 1 + e 2 ⊗ e 1 ⊗ e 1 ) and
where d ij = a ij + b ij + c ij . Since n = se 1 − te 2 , the coefficient in front of e 1 ⊗ e 1 ⊗ e 2 in (4.4.2) is −td 11 − sd 12 and the coefficient in front of e 1 ⊗ e 2 ⊗ e 2 is td 12 + sd 22 . 
is not surjective. Let k be a field of characteristic 2 and let x 2 , x 3 , y 1 , y 2 , y 3 , z 1 , z 2 , z 3 ] be the polynomial ring in 9 variables. Consider the free module F = A 3 with basis e 1 , e 2 , e 3 and let n = z 1 e 1 + z 2 e 2 + z 3 e 3 ∈ F . Define the Amodule M = F/ n . Then the map Γ Consider the ideal I ⊆ A generated by the coefficients of
This ideal is then generated by the elements
We have a surjection F ′ → M ′ mapping the basis {e 1 , e 2 , e 3 } to a set of generators
is not surjective, or equivalently by Proposition 2.4 that TS
Consider the element
and letū = (x 1 z 2 + y 2 z 1 )m 1 ⊗ m 2 ∈ T 2 A ′ (M ′ ) be the image. By the construction of the ideal I ⊆ A we have that
Our aim is to show thatū is not the image of an element in TS
where
+σ, where σ(e i ⊗e j ) = e j ⊗e i . Then applying f to the equation u = v + w and using the fact that f (v) = 0 we obtain f (u) = (x 1 z 2 + y 2 z 1 )(e 1 ⊗ e 2 + e 2 ⊗ e 1 ) = 
We now introduce a multigrading of the polynomial ring A by mdeg(x i ) = mdeg(y i ) = mdeg(z i ) = (1, i), i = 1, 2, 3.
With respect to this multigrading the ideal I ⊆ A is homogeneous, and so the grading carries over to the ring A ′ . Since the right hand side of (4.5.1) is homogeneous of multidegree (2, 3) we may assume that c 1 , c 2 , c 3 are homogeneous of multidegrees (1, j 1 ), (1, j 2 ) and (1, j 3 ) for some j 1 , j 2 , j 3 ∈ {1, 2, 3}.
Considering the first equation of (4.5.1) we conclude that c 2 cannot have a term of multidegree lower than (1, 2), and so we have mdeg(c 2 ) ≥ (1, 2). By the third equation of (4.5.1) we then conclude that c 2 cannot have a term of multidegree (1, 3). Thus c 2 is homogeneous with mdeg(c 2 ) = (1, 2). In the same manner we conclude that mdeg(c i ) = (1, i) for i = 1, 2, 3.
We have obtained
We will now show that the equations (4.5.1) lead to a contradiction. When working in the ring A ′ = A/I we will make the following reductions of binomials:
Now consider an integer i ∈ {1, 2}. We work out the last two equations of (4.5.1) as follows:
. The first equation of (4.5.1) now becomes c 1 z 2 + c 2 z 1 = β 3 x 1 z 2 + α 3 y 1 z 2 + γ 3 z 1 z 2 + β 3 x 2 z 1 + α 3 y 2 z 1 + γ 3 z 2 z 1 = = β 3 x 1 z 2 + α 3 (x 1 z 2 + x 2 z 1 + y 2 z 1 ) + β 3 x 2 z 1 + α 3 y 2 z 1 = = (α 3 + β 3 )(x 1 z 2 + x 2 z 1 ) = x 1 z 2 + y 2 z 1 and this is the desired contradiction. The conclusion is that the element
is not the image of an element of TS
is not surjective.
Symmetric tensors and base change
In this section we give examples to show that the functor TS of symmetric tensors does not commute with base change in general. 
inducing a canonical map Proof. To show (i) and (ii) we consider the commutative diagram
where the top horizontal map is the inverse to the map (1.6), the bottom horizontal map is the base change morphism and the vertical maps are the canonical maps of Definition 2.1. By (1.6) the top horizontal map is an isomorphism and by Proposition 2.2 both vertical maps are isomorphisms. Hence the bottom horizontal map is an isomorphism. To show (iii), let σ 1 , . . . , σ k be generators of S n regarded as morphisms σ i : T 
The fact that flat base extension commutes with finite inverse limits shows that the canonical map
is an isomorphism. + t) ). We have the canonical commutative diagram
where the top horizontal map is an isomorphism by (1.6) and the bottom horizontal map is the base change morphism. By Example 3.2 the map Γ
is injective, and since M is generated by 2 elements the map Γ Example 5.4. Here we give an example where the base change map is not surjective. Let the morphism of rings A → A ′ and the A-module M be as in Example 4.5. That is, k is a field of characteristic 2, the ring A = k[x 1 , x 2 , x 3 , y 1 , y 2 , y 3 , z 1 , z 2 , z 3 ] is the polynomial ring and A ′ = A/I where I is the ideal generated by the elements
The module M is defined as M = A 3 / z 1 e 1 + z 2 e 2 + z 3 e 3 , where {e 1 , e 2 , e 3 } is the natural basis of A 3 . Then we have the canonical commutative diagram
where the top horizontal map is an isomorphism by (1.6) and the bottom horizontal map is the base change morphism. By Example 4.5 the leftmost vertical map is surjective while the rightmost vertical map is not surjective. Thus the bottom horizontal map cannot be surjective. Specifically, Example 4.5 shows that the element
From modules to algebras
In the previous sections we have given examples of modules M such that the canonical map is not an isomorphism and such that the symmetric tensors do not commute with base change. Here we extend the previous examples to algebras. If the map ϕ R :
is injective (resp. surjective), where R 1 denotes the first graded piece of R.
Proof. We have a canonical inclusion map R 1 → R with a section R → R 1 given by the projection onto the first factor. Applying the functors F and G to the sequence R 1 → R → R 1 gives a commutative diagram
of A ′ -modules. The composition of the left and right top horizontal arrow gives the identity, and likewise for the bottom horizontal arrows. Thus the left horizontal arrows are injective and the right are surjective.
Suppose that ϕ R is injective. Then one concludes from the leftmost square that ϕ R 1 is injective. Next, if ϕ R is surjective we conclude from the rightmost square that also ϕ R 1 is surjective.
Remark 6.2. Note that Proposition 6.1 is valid with the same proof when R 1 is replaced by any graded piece R k . It is not hard to show that the algebra T 
