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Abstract
In [1] new discretizations of the Euler top have been found. They
can be discribed with a Lax pair with a spectral parameter on an
elliptic curve. This is used in this paper to perform a finite gap inte-
gration.
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1 Introduction
The motion of a rigid body which is not submitted to gravitational force, this
is known as the Euler case, is one of the few tops which are completely inte-
grable. These systems have been studied by lots of famous mathematicians
like Jacobi and Klein to mention only two.
A new approach to integrable systems in general (finite and infinite di-
mensional) is provided by the method of finite gap integration which uses
Lax pairs with a spectral parameter. This has been introduced by the work
of Novikov, Dubrovin, Matveev, Its, Kriechever, and others. Once such a Lax
pair is found, one can start to use algebro-geometric methods to describe the
system. Accounts of what has been acheived up to now can be found in [2].
In the last ten to twenty years completely integrable discrete systems
gained more and more attention. Among the early works in this field I only
mention [5], [6], [7], [8]. A collection of new articles relevant within this
context is [9]. [7] is especially important for the present paper, since it is the
first one to give a description of the discrete Euler top with the help of a Lax
pair. Here the spectral parameter varies on CP 1. The ideas put down there
where elaborated further in [10] and [11].
In [1] we studied another Lax pair for the discrete Euler top where the
spectral parameter varies on an elliptic curve. This makes the finite gap
integration more difficult. To my knowledge the first solution of such a
system was given by A.I. Bobenko in [12]. The present paper can be seen
as an addendum to [1]. It describes the finite gap integration for the system
introduced there.
2 A Discrete Euler Top
In [1] a discrete version of the Euler top was studied. These notes now are
concerned with the finite gap integration of this system. Let’s recall the
notation:
The top itself is given by the inertia tensor (in diagonal form):
I = diag(A,B,C) , A > B > C > 0. (1)
The vectors M,Ω denote the angular momentum and the angular velocity
respectively. That is M = IΩ and the continuous Euler top is given by the
well known Euler equation in R3:
2
M˙ =M×Ω. (2)
The discrete version of the Euler top mentioned above is given by a Lax pair
depending on a spectral parameter varying on a torus. Let:
w1(u) = ρ
1
sn(u, κ)
,
w2(u) = ρ
dn(u, κ)
sn(u, κ)
, (3)
w3(u) = ρ
cn(u, κ)
sn(u, κ)
.
Here sn, cn, dn are the Jacobi elliptic functions and the parameter ρ and the
module κ are defined by
ρ2 =
C −A
AC
,
κ2 =
C(A−B)
B(A− C) . (4)
Next letV = (V1, V2, V3)
t be a vector in R3, σk(k = 1, 2, 3) the Pauli matrices
and finally let u0 be such that
w1(u0) = A
− 1
2 , w2(u0) = B
− 1
2 , w3(u0) = C
− 1
2 , (5)
(such a point exists because of the special choice of the parameters ρ, κ ).
Now we can define the Lax-pair:
M =
1
2i
3∑
k=1
Mkwk(u)σk ,
V = 1+ h
2i
3∑
k=1
Vkwk(u0 − u)σk . (6)
The discrete evolution is given by the Lax-equation
Mn+1(u) = Vn(u)Mn(u)V−1n (u) , (7)
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which will sometimes also be written as
Mˆ(u) = V(u)M(u)V−1(u) . (8)
These are the compatibility conditions for the following system:
∣∣∣∣∣ MΦ = Φµ˘Φˆ = VΦ
∣∣∣∣∣ (9)
Here µ˘ = diag(µ1, µ2) where µ1 and µ2 are the eigenvalues. In [1] it has been
shown that (7) is equivalent to a discrete Euler top given by
Mˆ −M = γh
4
(M + Mˆ)× I−1(M + Mˆ). (10)
Here h is the discrete parameter and γ a real number which tends to 1 when
h tends to zero. See [1] for more considerations on γ (e.g. how γ has to
look like so that the discrete map becomes a Poisson map). This paper is
concerned with finding explicit solutions for this system with the help of
Prym theta functions and abelian differentials. The methods used here are
similar to those in [2].
3 The Spectral Curve
To perform the finite gap integration, we first have to get the spectral curve.
From (7) it is clear that for each fixed u the eigenvalues of M(u) are inde-
pendent of n. So the solutions of
det(M(u)− µ1) = 0 (11)
are constant. Using the identities
w22 − B−1 = w21 − A−1 ,
w23 − C−1 = w21 − A−1 , (12)
(11) is equivalent to
µ2 =
−1
4
(M2w21 + E − A−1M2), (13)
where E =
M21
A
+
M22
B
+
M23
C
.
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Let’s denote the torus on which the Jacobi elliptic functions are defined
by T (the two generators for the lattice of the torus are given by 4K and
4iK ′ where K is the complete elliptic integral of the modulus κ and K ′ is
the complete elliptic integral of the complementary modulus; both are real
in this case). Furthermore let
λ : T→ T, u→ u+ 2K (14)
ǫ : T→ T, u→ u+ 2iK ′. (15)
If u is a point on the torus the set {u, λu, ǫu, λǫu} will be denoted by 〈u〉.
Next, w21 is invariant w.r.t. λ and ǫ, so the set of solutions of (13) is invariant
w.r.t. (u, µ)→ (u+ 2K,µ) and (u, µ)→ (u+ 2iK ′, µ) which henceforth will
also be denoted by λ and ǫ respectively.
Lemma 1 The set of solutions of(13) can be made into a Riemann surface.
Proof: Everywhere except at the points 〈ub〉 with µ2(ub) = 0 and at the
points 〈0〉 , u is a chart. At the branch points 〈ub〉
µ2 = [−M
2
2
w1(ub)w
′
1(ub)](u− ub) + . . . , u→ ub (16)
Now let’s presume for the moment that w1(ub)w
′
1(ub) 6= 0. Then µ is obvi-
ously a chart.
Next, delete the line {(0, z)|z ∈ C} from T×C, obtaining, say, (T×C)o.
Let B be a small disk in C centered at zero, Bo the punctured disk, and glue
B ×C to (T×C)o via the following map m:
m : Bo ×C→ (T×C)o, (t, ν)→ (u, µ) = (t, ν
t
) (17)
In the new coordinates the curve (13) is given by
ν2 =
−1
4
t2(M2w21(t) + E − A−1M2)
=
−1
4
M2ρ2 +O(t), t→ 0. (18)
Thus, adding two points at (t = 0, ν = ±M2ρ2
4
), the set of solutions of (13)
is compactified to a compact Riemann surface with u a chart at the points
〈0〉. qed.
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This compact curve is called the spectral curve and will be referred to by
the symbol C. It is invariant w.r.t. λ and ǫ. The exchange of sheets will be
denoted by π:
π : C → C, (u, µ)→ (u,−µ). (19)
For each of the maps λ, ǫ, and π we have natural maps to the belonging
quotient spaces, which are all compact Riemann surfaces, too, and these
maps will be denoted by prλ, prµ, prπ, respectively. At times, we will also
make use of the following map:
χ : C → C, (u, µ)→ (−u,−µ). (20)
Next, the locations of the branch points have to be described better. They
are given by:
− w21 + A−1 −
E
M2
= 0 (21)
Using the definition of ρ, κ, and of sn as the inverse of the first elliptic
integral, we arrive at the following situation: There are eight branch points,
two of them (ub1 and ub2) in the small torus T/λ/ǫ (the others are obtained
applying the maps λ, ǫ, and λǫ). For E
M2
> 1
B
they are situated on the line
K → K + 2iK ′, where u¯b1 = ub2. For EM2 < 1B they are situated on the line
iK ′ → 2K + iK ′ and are symmetric over the point K + iK ′. When E =
M2
C
(this corresponds to the stable fix points (0, 0,±|M |)), the eight branch
points degenerate to four points given by 〈K〉. For E = M2
A
(corresponding
to the stable fix points (±|M |, 0, 0)) we get 〈iK ′〉 and finally for E = M2
B
(corresponding to the separatrix of the unstable fix points (0,±|M |, 0)) we
arrive at 〈K + iK ′〉. Next we find the appropriate cuts. Using the new
coordinates (t, ν) at u = 0 shows that on a path on C which projects to
a straight line through u = 0 the function µ changes sign, i.e. starting at
(u, µ) we end up at (u,−µ) (C is invariant w.r.t. the map (u, µ)→ (−u, µ)).
Thus, going from, say, iK ′ to 3iK ′ and from K to 3K, an odd number of cuts
should be crossed. Hence an appropriate picture of C/λ/ǫ would be figure
(1).
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Figure 1: from left to right: E
M2
> B−1 and E
M2
< B−1
4 The Divisors Of The Baker-Akhiezer Func-
tions
The eigenvectors of the matrices Mn (see (9)) can be understood as func-
tions on the spectral curve: just attach to the point (u, µ) the eigenvector φ
of Mn(u) with eigenvalue µ (they are, of course, determined only up to mul-
tiplication by an arbitrary function on C, so an appropriate normalization
will be introduced (see e.g. [3])).
The idea of finite-gap integration is to find as many information as possi-
ble about the divisors of the eigenvector functions φn and then to reconstruct
these functions and from them finally the matrices Mn and the vectors Mn.
The reason why this is possible is that the considered functions are meromor-
phic on a compact Riemann surface, hence strong tools like the Riemann-
Roch theorem can be used.
First we consider the eigenvector function φ0(u, µ) of the matrix Mn=0 on
the spectral curve. It is defined at each point up to a multiplicative number
and so it is possible to take the normalized vector function:
φ0(u, µ) =
(
1
φ02
)
. (22)
To find the zeros and poles of φ02 we introduce the following abbreviations:
M0(u) =
(
α β
δ −α
)
, (23)
µ2 = α2 + βδ. (24)
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Lemma 2 Let u˘ ∈ T be such that β(u˘) = 0. Then define
P (u˘) := (u˘, α(u˘)) + λ(u˘, α(u˘)) + χ(u˘, α(u˘)) + λχ(u˘, α(u˘)). (25)
With this notation the pole divisor of φ02 is given by P (u˘) and the zero divisor
by ǫP (u˘), i.e.:
(φ02) = ǫP (u˘)− P (u˘). (26)
Proof: We have
φ02 =
µ− α
β
, (27)
which is a meromorphic function on C. It can only have poles where β = 0
or µ − α = ∞. Over u˘ we have µ = ±α, so there is exactly one pole over
u˘ at (u˘,+α) (µ = α = 0 only in the uninteresting case E = M
2
C
, since
(α)zero = (ω3)zero = K+λK+ ǫK+λǫK.) Now the functions wk (k = 1, 2, 3)
have first order poles at the points 〈0〉. Hence β has four poles and thus also
four zeros in T. This gives four poles for φ02 in C. Recalling the periodicity
of the wk:
w1(λu) = −w1(u), w1(ǫu) = w1(u),
w2(λu) = −w2(u), w2(ǫu) = −w2(u),
w3(λu) = w3(u), w3(ǫu) = −w3(u),
(28)
and the fact that all wk are odd, i.e φ02(p) = φ02(χp), we see that these four
poles are given by P (u˘). The function µ − α can only have poles over the
points 〈0〉 where all wk have a pole, i.e. β too, so the four poles above are
the only ones.
Accordingly, φ02 has four zeros given by δ = 0 (see(24)). From (28) it
follows that β(u + 2iK ′) = δ(u) and α(u + 2iK ′) = −α(u), thus the zero
divisor is given by ǫP (u˘). qed.
The next step is the discription of the discrete evolution. We will, for
every n ∈ N, find enough properties of φn = Vn−1 . . .V0φ0, which define this
n-th eigenvector function uniquely.
The divisors of φn1, φn2 are given as follows:
Proposition 3 Let U be a small neighborhood of u0 in T such that pr
−1
π (U)
consists of two nonempty open sets called “the sheets near u0”. Further, let
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φ0 be the initial eigenvector with (φ02) = ǫP (u˘) − P (u˘) given by the initial
data. For h small enough, there exist for each n ∈ N a point u˜n in T and
two points pn1 and pn2 on C, pn1, pn2 ∈ pr−1π U , with the following properties:
− ℑ(prπ pn1) = ℑ(prπ pn2) = ℑ(u0)
− prπ pn1 = 2u0 − prπ pn2
− pn1 and pn2 lie in different sheets,
(29)
from which the divisors of φn1, φn2 are constructed as follows:
(φn1) =
n∑
l=1
Bl − P (u˘) + P (u˜n), (30)
(φn2) =
n∑
l=1
Bl − P (u˘) + ǫP (u˜n), (31)
Bn := En + λEn + ǫEn + λǫEn, (32)
En := −(u0, µ)− (u0,−µ) + pn1 + pn2 . (33)
If h tends to zero, we get limh→0 prπ pnk = u0 (k = 1, 2). See figure (2).
Conversely, for each given set of divisors {Bn|n ∈ N, n > 0}, of the form
(32) with prπ pn1 − u0 small, there is a sequence of vector functions φn with
divisors (30), (31), which satisfy (9).
Proof: First we note that multiplication with V0 adds eight poles to each
component of φ0, one pole at each point over each element of 〈u0〉. We prove
this for the coefficient φ01 , for the second the procedure is similar.
Recall that
±µ− α
β
(u0) =
± i
2
√
E − 1
2i
M3√
C
1
2i
(M1√
A
)− iM2√
B
)
, (34)
and
Vkwk(u0 − u) = (ρVk)(u0 − u)−1 +O(1), u→ u0, (k = 1, 2, 3), (35)
and for h→ 0 we have V→ (M1√
A
, M2√
B
, M3√
C
)t (see [1]).
Hence, if no new poles appear, we must have:
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zeros on zeros on
sheet two
pole of order two at
both points over u0
zero at zero at
zero at
(u˜, µ) (u˜+ 2K, µ)
zero at
(−u˜,−µ)(−u˜ + 2K,−µ)
pole at
(u˘ + 2K, µ)
pole atpole at
pole at
(−u˘,−µ)
(u˘, µ)
sheet one
(−u˘ + 2K,−µ)
Figure 2: possible divisor of φ21 (to get the divisor of φ22 use ǫ on the four
“separate” (away from 〈u0〉) zeros
M3√
C
+ (
M1√
A
− i M2√
B
)
± i
2
√
E − 1
2i
M3√
C
1
2i
(M1√
A
)− iM2√
B
)
= 0
⇐⇒
√
E = 0,
which happens only in the uninteresting case M = 0.
Thus each component of φ1 has 4+8 poles: four poles given by the initial
data (the poles of φ02) and the eight poles just considered. But we know that
the divisor of
φ12
φ11
is given by
(
φ12
φ11
) = ǫP (u˜1)− P (u˜1) (36)
for some u˜1 (the same proof as for φ02, see above). Whence, since all poles
coincide, eight of the 12 zeros of φ11 coincide with eight zeros of φ12 . At those
points detV0 must be zero.
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Now:
detV = 0
⇐⇒ w21(u0 − u) = V−2(
−4
h2
+ A−1V2− < V, I−1V >). (37)
w21(u0 − u) is a well defined function on T/λ/ǫ and having there only one
pole of order two, it has also two points u11, u12 where (37) is satisfied, thus
in T (37) is true at the points 〈u11〉 ∪ 〈u12〉, i.e. there are 16 possible sites
for the eight zeros of φ1. Since V is a real vector and for small h the right
hand side of (37) converges to −∞, we get (recall the definition of w1):
ℑ(u11) = ℑ(u12) = ℑ(u0), (38)
and since w1 is odd:
u11 + u12 = 2u0, (39)
and for h → 0 : u11, u12 → u0. Next, V0 6= 0 for all u, which means that
there is exactly one zero over each element of 〈u11〉 ∪ 〈u12〉.These zeros are
invariant w.r.t. λ and ǫ:
First note that:
M(λu) = σ3M(u)σ3 ⇒ φ0(λp) = σ3φ0(p),
M(ǫu) = σ1M(u)σ1 ⇒ φ0(ǫp) = φ−102 (p)σ1φ0(p),
V(λu) = σ3V(u)σ3,
V(ǫu) = σ1V(u)σ1.
(40)
Thus, if
V0(prπ p)φ0(p) = 0, (41)
then
V0(λprπ p)φ0(λp) = V0(ǫprπ p)φ0(ǫp) = 0. (42)
Let p11 , p12 be the two zeros with prπ p1i = u1i, (i = 1, 2). We now show that
p11 and p12 lie in different sheets: Let W0(u) := V0(u) − 1, then V0(u12) =
V0(u11) − 2W0(u11), since all wk are odd. Next, let V0(u11)φ0(u11 , µ) = 0.
Then:
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V0(u12)φ0(u12, µ) = (V0(u11)− 2W0(u11))(φ0(u11, µ) +O(h))
= −2W0(u11)φ0(u11, µ) +O(h)
= 2φ0(u11 , µ) +O(h), h→ 0, (43)
using the definition of W0(u). Since φ0(u11 , µ) doesn’t vanish, the second
zero of φ1 must lie on the other sheet.
Exchanging the sheets for p11 and p12 obviously means changing the sign
of h. It is clear that further multiplications with the matrices Vn(u) lead
to the increase of the order of the poles over 〈u0〉 and to further pairs of
zeros pn1, pn2 common to φn1 and φn2 near the points 〈u0〉. The proof that
(
φn2
φn1
) = ǫP (u˜n)− P (u˜n) for some u˜n is the same as for φ02 .
Conversely, given a set of divisors {Bn|n ∈ N, n > 0} with the above
properties we only have to vary hγ for each step to arrive at a sequence of
angular momentum vectors Mn which belong to eigenvector functions with
divisors given by the prescribed set of Bn divisors. qed.
Below we will also need the following properties:
φn(λp) = σ3φn(p), (44)
since (Vn−1 · · · V0φ0)(λu) = (σ3Vn−1σ3 · · ·σ3V0σ3σ3φ0)(p) = σ3φ0(p). Simi-
larly:
φn(ǫp) = φ
−1
02
(p)σ1φn(p). (45)
Also recall that the four “separate” zeros of φn1 and φn2 have the symmetry
χ:
χP (u˜n) = P (u˜n). (46)
Proposition 4 If ψn and φn are two holomorphic vector functions on the
spectral curve which both have divisors as in proposition (3) and satisfy (44),
(45), and (46), then φn = cψn, c ∈ C∗.
Proof: Let φn1, ψn1 be the first coefficients of the vector functions. Then
φn1
ψn1
is a function on the torus C/λ with two poles at D = p + χp for some
12
p. Two of the three holomorphic differentials on this compact curve are du
and du
µ
(here u is the pullback of the chart u from T to C). Its values in the
chart u at the poles are given by:
du du
µ
p 1 µ−1
χp 1 −µ−1
(47)
for some µ 6= 0. The rank of this matrix is two, thus the index of speciality
of D is 1. From the Riemann-Roch formula it follows that the space of
holomorphic functions f with (f)+D being integral is one. But the constant
functions satisfy this condition, so they are the only ones. Hence
φn1
ψn1
= c =
const. .
But from (45) we see that also
φn2
ψn2
= c = const. (the same constant c as
for the first coefficients). Thus φn = cψn. qed.
5 The Prym Theta Function
In this section the construction of a Prym theta function is described. This
will then be used in the formulas for φn.
Consider the Riemann surface C/λ. We will first investigate the case
E
M2
> B−1. The homology basis is chosen as in figure (3).
That is
πa1 = −a3 , πb1 = −b3,
πa2 = −a2 , πb2 = −b2, (48)
The corresponding normalized cohomology basis will be denoted by vk, (k =
1, 2, 3): ∫
ak
vl = 2πiδkl . (49)
A Prym differential for the projection π is given by
ω := v1 + v3 . (50)
We then have
π∗ω = π∗(v1 + v3) = −v3 − v1 = −ω (51)
13
a1
a3
a2
b2
b3
b1
Figure 3: appropriate homology basis for E
M2
> B−1
(For a thorough discussion of Prym differentials and Prym varieties see [4].
In our particular case the differential ω can be given explicitly by ω = 2πi
c
du
µ
where c :=
∫
a1
du
µ
, but this fact won’t be used.)
Lemma 5 We have
∫
a1
ω =
∫
a3
ω = 2πi,
∫
a2
ω = 0, (52)∫
b1
ω =
∫
b3
ω =: τ, (53)∫
b2
ω = 2πi. (54)
Proof: The assertions (52) are obvious from the definition of ω. Further:∫
b3
ω =
∫
−πb1
ω = −
∫
b1
π∗ω =
∫
b1
ω. (55)
Finally, to prove (54), first note that
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b2 + ǫb2 b2 + ǫb2 = a1 + a3
Figure 4: in the homology group: b2 + ǫb2 = a1 + a3
b2 + ǫb2 = a1 + a3, (56)
(see figure (4)).
Moreover
ǫ∗ω = ω. (57)
This is true, since the a-periods of ǫ ω and ω coincide:
ǫ a1 = a1, (58)
ǫ a3 = a3, (59)
so the a1- and a3-periods coincide. Because of
a2 + ǫ a2 = 0, (60)
(see figure (5)),
we also have:
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a2 + ǫa2
a2 + ǫa2 = a1 − a1 = 0
Figure 5: In the homology group a2 + ǫa2 = 0
∫
a2
ǫ∗ω = −
∫
ǫ a2
ǫ∗ω = −
∫
a2
ω = 0, (61)
so indeed ǫ∗ω = ω. Finally, using (56) and (57) it follows
∫
b2
ω =
1
2
(
∫
b2
ω +
∫
ǫ b2
ǫ∗ω) =
1
2
∫
a1+a3
ω = 2πi. (62)
qed.
Next, the torus given by the two generators (2πi, τ) will be denoted by
J . Let p0 be an arbitrary point on C/λ, then
A(p) :=
∫ p
p0
ω (63)
is a well defined map from C/λ to J because of lemma (5). The theta function
on J is defined by:
θ(z, τ) :=
∑
m∈Z
exp(
1
2
m2τ +mz). (64)
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The periods of θ(z, τ) are given by (e ∈ J , arbitrary):
θ(z + e+ 2πi) = θ(z + e) (65)
θ(z + e+ τ) = exp(−τ
2
− z − e)θ(z + e), (66)
from which the periods of the pullback θ(A(p)+ e) of θ(z+ e) to C/λ follow.
Proposition 6 The function θ(A(p) + e) has two zeros in C/λ and if p˘ is
one of them, then χ p˘ is the other.
Proof: The proof that θ(A(p) + e) has two zeros in C/λ follows the
standard procedure: just cut C along the homology basis and then integrate
dθ(z+e)
θ(z+e)
along the image of that cut in J .
To prove the second part of the proposition, first note, that χ∗ω = ω:
this follows from:
χa1 = a3,
χa2 = −a2. (67)
So let’s choose p0 to be one of the points over u = 0. Let p˘ be a zero of
θ(A(p)+ e) and ζ a path from p0 to p˘, i.e. χ ζ is a path from p0 to χp˘. Then:
A(p˘) =
∫
ζ
ω =
∫
χζ
χ∗ω =
∫
χζ
ω = A(χ p˘), (68)
which proves the second part. qed.
For the case E
M2
< B−1 we choose the homology basis given in figure (6).
With this choice, everything works as in the other case above.
6 The Baker-Akhiezer Function
Now we formulate the main theorem. Let’s recall the notations:
Let M0 ∈ R3 be an initial value for the discrete Euler top, C the spec-
tral curve defined by M0 and let P (u˘) be the pole divisor of φ02 (φ0 is the
eigenvector function of M0 with φ01 = 1). ω and θ will still denote the Prym
differential and theta function described above, and
17
a1
b1
a3
b3
a2
b2
Figure 6: appropriate homology basis for E
M2
< B−1
e := −
(∫ (u˘,α(u˘))
ω
)
+ πi+
τ
2
. (69)
Further, to each n ∈ N we associate the divisors Bn, En as in (32) and (33).
On the curve C/λ/ǫ let dΩn be the third kind abelian differential with zero
a-periods (the a-cycles on C/λ/ǫ (let’s denote them by a˜) are defined by:
2a˜1 = prǫ a1 (70)
2a˜2 = prǫ a3) (71)
and only single poles with residues given by the divisor En
respdΩ = En(p), p ∈ C/λ/ǫ. (72)
Finally,
Vn =
∫
b1
dΩn. (73)
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In what follows, pullbacks of differentials are usually denoted with the same
symbol as the original differentials and it will be clear from the context which
one is meant.
Theorem 7 The functions:
φn1(p) :=
θ(
∫ p ω +∑nk=1 Vk + e)
θ(
∫ p ω + e) exp(
∫ p n∑
k=1
dΩk) (74)
φn2(p) :=
θ(
∫ p ω +∑nk=1 Vk + πi+ e)
θ(
∫ p ω + e) exp(
∫ p n∑
k=1
dΩk) (75)
are well defined on C and are the coefficient functions of an eigenvector
function of Mn.
Proof: We first prove that φn1 and φn2 are functions on C. Let’s consider
C/λ. The a-cycles cause no problems. For the b2-cycle, note that
∫
b2
dΩk =
1
2
(
∫
b2
dΩk +
∫
ǫb2
ǫ∗dΩk) =
1
2
∫
a1+a3
dΩk = 0. (76)
Next we show that
∫
b1
dΩk =
∫
b3
dΩk. Since dΩk is a normalized abelian
differntial of the third kind, we have the Riemann-Roch relations:
∫
b1
dΩk =
∫
En+ǫEn
v1, (77)∫
b3
dΩk =
∫
En+ǫEn
v3, (78)
Now v1 − v3 = 2πi4iK ′du, since they obviously have the same a-periods. But∫
En+ǫEn
du = 0 (79)
and thus the b1- and b3-periods of dΩk are the same. Hence φn1 does not
change w.r.t. any cycle in C/λ while φn2 changes sign when going around b1
and b3 in C/λ, i.e. on C it is single valued too.
Now we proceed to show that φn = (φn1, φn2)
t is indeed an eigenvector
function of Mn. Recall that we have to show the following facts:
(i) both φn1 and φn2 have four poles given by P (u˘) (determined by the initial
value),
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(ii) both φn1 and φn2 have poles and zeros given by the divisor
∑n
k=1Bk,
(iii) the remaining four zeros in the divisors of φn1 and φn2 are not the same
but in both cases they are symmetric w.r.t. the involution χ,
(iv) φn(u+ 2K,µ) = σ3φn(u, µ),
(v) φn(u+ 2iK
′, µ) = φ−102 (u, µ)σ1φn(u, µ).
The fact (i) follows from the appropriate choice of the point e in the torus
J . φn1 and φn2 thus both have a pole at (u˘, α(u˘)). From proposition 6 and
the behaviour of θ when shifted by τ , we find that θ(A(p) + e) has zeros at
P (u˘).
Point (ii) is provided by the exponential terms.
Next, we know already that the second coefficient of an eigenvector func-
tion of a matrix M of the form φ = (1, φ2)
t has a divisor symmetric w.r.t.
the involution χ. Now the pole and zero divisors of φn = (1, φn2)
t are given
by the four zeros of φn1 and φn2 respectively, which proves (iii).
(iv) follows immediately from the periodic behaviour of θ.
Finally, since ω as well as dΩk are pullbacks via the quotient map C/λ→
C/λ/ǫ, and a1- and a3-periods for ω are 2πi and for dΩk zero, we get:
φn1(u+ 2iK
′, µ) =
=
θ(
∫ (u,µ) ω +∑Vk + πi+ e)
θ(
∫ (u,µ) ω + πi+ e) exp(
∫ (u,µ)∑
dΩk), (80)
φn2(u+ 2iK
′, µ) =
=
θ(
∫ (u,µ) ω +∑Vk + 2πi+ e)
θ(
∫ (u,µ) ω + πi+ e) exp(
∫ (u,µ)∑
dΩk). (81)
Hence:
φn(u+ 2iK
′, µ) =
θ(
∫ (u,µ) ω + e)
θ(
∫ (u,µ) ω + πi+ e) σ1φn(u, µ)
= φ−102 (u, µ)σ1φn(u, µ), (82)
which proves (v). qed.
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7 Solutions For The Angular Momentum
To get M from the Baker-Akhiezer functions, we consider (9) at the point
u = 0. Here the asymptotics of Mn and µ are given by
Mn = (
ρ
2i
∑
Mkσk)u
−1 +O(1), u→ 0, (83)
µ = ±( ρ
2i
|M |)u−1 +O(1), u→ 0, (84)
Using as base p0 for the integrals a point with prπ p0 = 0, we see that the
two eigenvectors at u = 0 can, after multiplication with appropriate factors,
be written as
Φn(p0) =

 1 1θ(πi+∑ Vk+e)
θ(
∑
Vk+e)
θ(d+πi+
∑
Vk+e)
θ(d+
∑
Vk+e)

 =:
(
1 1
A B
)
, (85)
where d :=
∫ πp0
p0
ω. Using this, (9) leads to
(
M3 + (M1 − iM2)A M3 + (M1 − iM2)B
M1 + iM2 −M3A M1 + iM2 −M3B
)
=
(
M −M
AM −BM
)
. (86)
This finally yields
M1 = M
θ(
∑
Vn+e)θ(d+
∑
Vn+e)−θ(πi+
∑
Vn+e)θ(d+πi+
∑
Vn+e)
θ(πi+
∑
Vn+e)θ(d+
∑
Vn+e)−θ(
∑
Vn+e)θ(d+πi+
∑
Vn+e)
M2 = iM
θ(πi+
∑
Vn+e)θ(d+πi+
∑
Vn+e)+θ(
∑
Vn+e)θ(d+
∑
Vn+e)
θ(πi+
∑
Vn+e)θ(d+
∑
Vn+e)−θ(
∑
Vn+e)θ(d+πi+
∑
Vn+e)
M3 = M
θ(πi+
∑
Vn+e)θ(d+
∑
Vn+e)+θ(
∑
Vn+e)θ(d+πi+
∑
Vn+e)
θ(
∑
Vn+e)θ(d+πi+
∑
Vn+e)−θ(πi+
∑
Vn+e)θ(d+
∑
Vn+e)
.
(87)
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