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Introduccio´n
Una aplicacio´n distribuida esta´ compuesta por un conjunto de procesos. Los procesos pueden
cooperar para realizar una tarea o competir por la utilizacio´n de un recurso.
Un proceso cooperativo es aquel que puede afectar o ser afectado por otros procesos que se
encuentran en ejecucio´n en el sistema. Los procesos cooperativos pueden directamente compartir
un espacio de direccio´n lo´gico (esto es, datos y co´digo), o solamente comparte los datos a trave´s
de archivos.
El acceso concurrente a los datos compartidos puede resultar en un inconsistencia de los
mismos. Se necesitan mecanismos para asegurar un ordenamiento en la ejecucio´n de los procesos
cooperativos que comparten un espacio de direccionamiento lo´gico, tal que la consistencia en los
datos sea respetada.
Los mecanismos para asegurar el ordenamiento en la ejecucio´n de procesos son: sincronizacio´n,
exclusio´n mutua en las secciones cr´ıticas, alocacio´n de recursos.
El proyecto en estudio esta´ basado en el ana´lisis, comparacio´n y bu´squeda de nuevas alter-
nativas de algoritmos distribuidos que se pueden aplicar para soportar la exclusio´n mutua o
cooperacio´n entre los procesos.
Exclusio´n Mutua
La exclusio´n mutua maneja el problema de acceder a un u´nico e indivisible recurso (como por
ejemplo una impresora) que solamente puede soportar a un usuario a la vez, entre n usuarios U1
.. Un, o los conflictos resultantes de varios procesos compartiendo recursos.
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Alternativamente se puede pensar e´ste como el problema de asegurar que ciertas secciones de
co´digo de programa sean ejecutadas en forma estrictamente exclusiva.
Un usuario con acceso al recurso es modelado estando en la regio´n cr´ıtica, la cual es simple-
mente un subconjunto de sus estados posibles.
Cuando un usuario no esta´ involucrado de ninguna manera con el recurso, se dice que esta´
en la regio´n resto. Para obtener la admisio´n a la regio´n cr´ıtica, un usuario ejecuta un protocolo
de entrada (trying), despue´s que utiliza el recurso, se ejecuta un protocolo de salida (exit). Este
procedimiento puede repetirse, de modo que cada usuario sigue un ciclo, desplaza´ndose desde la
regio´n resto (R ), a la regio´n de entrada (T), luego a la regio´n cr´ıtica (C ) y por u´ltimo a la regio´n
de salida (E), y luego vuelve a comenzar el ciclo en la regio´n resto.
Condiciones de un Correcto Algoritmo
Para una dada coleccio´n de usuarios y para un sistema de memoria compartida A resolver el
problema de exclusio´n mutua significa satisfacer las siguientes condiciones:
• Buena Formacio´n: en cualquier ejecucio´n, para cualquier i, la sub-secuencia que describe la
interaccio´n entre Ui y A esta´ bien formada para i.
• Exclusio´n Mutua: no se alcanza un estado del sistema en el cual ma´s de un usuario se
encuentra en la regio´n cr´ıtica C.
• Progreso: en cualquier punto de una ejecucio´n imparcial:
1. (progreso para la regio´n de entrada): si al menos un usuario esta´ en T y ningu´n usuario
en C, en un punto posterior en el tiempo algu´n usuario entra a C.
2. (progreso para la regio´n de salida): si al menos un usuario esta´ en E, en un punto
posterior en el tiempo algu´n usuario entre a R.
La diferencia es que las condiciones de buena formacio´n y exclusio´n mutua son propiedad de
seguridad, mientras que la condicio´n de progreso es una propiedad de vivacidad.
Un algoritmo regular/bueno de exclusio´n mutua deber´ıa satisfacer:
1. Libre de Interbloqueo: cuando la seccio´n cr´ıtica (regio´n cr´ıtica) esta´ disponible, los procesos
no deben esperar indefinidamente y alguno pueda entrar.
2. Libre de inanicio´n: cada requerimiento a la seccio´n cr´ıtica deber´ıa ser eventualmente garan-
tizado.
3. Imparcialidad: los requerimientos sera´n otorgados basados en ciertas reglas de imparcialidad.
T´ıpicamente, esta´ basado en los requerimientos de tiempo determinados por relojes lo´gicos.
Inanicio´n e imparcialidad esta´n relacionados con lo que se denomina una condicio´n fuerte.
En la realidad, inanicio´n e imparcialidad pueden no ser cr´ıticas, en muchas situaciones en que
se utiliza exclusio´n mutua, la contencio´n entre los usuarios es poco frecuente y un usuario puede
permitirse esperar hasta que todos los usuarios en conflicto obtengan un turno. La importancia de
estas condiciones depende del grado de contencio´n del recurso, como as´ı tambie´n de la criticidad
individual del programa usuario.
Tipos de Algoritmos de Exclusio´n Mutua segu´n el Modelo de Memoria Compartida
Existen diferentes tipos de algoritmos de acuerdo a las propiedades que presentan, por ejemplo:
algoritmos de exclusio´n mutua ra´pidos, algoritmos adaptive (adaptivos), algoritmos de exclusio´n
mutua basados en el tiempo, algoritmos nonatomic.
En los algoritmos de exclusio´n ra´pidos, existe una gran diferencia en la complejidad de tiempo
(complexity time) entre casos que esta´n libres de contencio´n y en los que se presenta contencio´n.
En los algoritmos de exclusio´n mutua adaptive, el incremento en la complejidad de tiempo en la
contencio´n es ma´s gradual, esta´ en funcio´n del nu´mero de procesos en contencio´n. Los algorit-
mos de exclusio´n mutua basados en el tiempo sirven para mantener un grado de sincronizacio´n.
No necesariamente todos los algoritmos de exclusio´n mutua que utilizan el modelo de memoria
compartida pertenecen a las categor´ıas mencionadas.
Las nociones de contencio´n, para el caso de los algoritmos adaptivos, que se han considerado
en la literatura son las siguientes:
• intervalo de contencio´n (interval contention)
• punto de contencio´n (point contention)
Estas nociones esta´n definidas con respecto a la historia H. El intervalo de contencio´n sobre H
es el nu´mero de procesos que esta´n activos en H, i.e, que se ejecuta fuera de su seccio´n non-cr´ıtica
en H (o sea esta´n en una seccio´n diferente a la de resto). El punto de contencio´n sobre H es el
nu´mero ma´ximo de procesos que esta´n activos en el mismo estado en contencio´n.
Medidas en la Complejidad del Tiempo
Las consideraciones para las medidas en la complejidad de tiempo pueden ser varias:
• Complejidad en un paso remoto (referencias de memoria remota) de un algoritmo es el
nu´mero ma´ximo de operaciones de memoria compartida requeridas por un proceso para
ingresar y salir de su seccio´n cr´ıtica, asumiendo que cada sentencia await es contabilizada
como un u´nica operacio´n
• El tiempo de respuesta del sistema es el intervalo de tiempo entre entradas a la seccio´n
cr´ıtica
Otro factor importante para determinar la velocidad de un algoritmo es la cantidad de tra´fico
de interconexio´n que el genera. En funcio´n de este otro para´metro se define a la complejidad
de tiempo de un algoritmo de exclusio´n mutua a ser el peor caso en el nu´mero de referencias de
memoria remotas por un proceso en orden para ingresar y salir de su seccio´n cr´ıtica.
Extensiones de Exclusio´n Mutua
El problema de la exclusio´n mutua tradicional se lo puede considerar como el caso 1-exclusio´n, en
el cual un so´lo proceso puede acceder a la seccio´n cr´ıtica en un determinado instante de tiempo.
El concepto de exclusio´n mutua se puede utilizar para sincronizar tareas en las cuales varios
procesos pueden compartir un recurso, o un espacio. Por este motivo se comienza con el estudio
de extensiones del concepto de exclusio´n mutua a κ-exclusio´n y exclusio´n mutua para grupos.
κ-exclusio´n
El problema de la κ-exclusio´n fue impulsado por Fischer, como una generalizacio´n al problema de
exclusio´n mutua en el cual hasta κ procesos pueden estar al mismo tiempo en la seccio´n cr´ıtica.
La propiedad de libre inanicio´n es modificada para garantizar progreso en la fase incremento
hasta k-1 (“face up to k-1”)fallas indetectables de parada de procesos. Esto significa que hasta
k-1 procesos fallan por parada (halting), cualquier proceso que no falla en su seccio´n de entrada
eventualmente ingresa en la seccio´n cr´ıtica. En el caso que un proceso se para no inicializa ninguna
de sus variables a los valores por defecto.
Exclusio´n Mutua para Grupos
Es otra generalizacio´n del problema de la exclusio´n que permite que mu´ltiples procesos ejecuten
su seccio´n cr´ıtica simulta´neamente. En este problema, los procesos se asocian para ejecutarse con
una o ma´s sesiones. Mu´ltiples procesos pueden simulta´neamente ejecutarse dentro de la misma
sesio´n, pero diferentes sesiones no pueden estar activas en el mismo instante de tiempo.
Trabajo Futuro
Se esta´ trabajando actualmente en el ana´lisis y bu´squeda de variaciones al problema de exclusio´n
mutua tradicional para n procesos en un ambiente de memoria compartida distribuida, teniendo
en cuenta para su implementacio´n que las variables sean de multi-lectura y simple-escritura, ya
que facilitan la misma. Algunos de los algoritmos que se han estudiado y analizado son Peterson
para 2 procesos, Peterson para n procesos, Tournament, del Panadero.
Los resultados obtenidos sobre el problema inicial se han empezado a extender a la pro-
blema´tica de exclusio´n mutua para grupos, presentando un algoritmo para exclusio´n mutua para
grupos sobre la base de una variacio´n del algoritmo de Tournament. Se esta´n preparando diferen-
tes tipos de pruebas para realizar sobre distintas arquitecturas y sistemas operativos (PC, Sun,
Alpha).
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