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Abstract
Suppose Ax = b is a system of linear equations where the matrix A is symmetric positive deﬁnite and consistently ordered.
A bound for the norm of the error εk =x−xk of the USAORmethod in terms of the norms of k =xk −xk−1 and k+1 =xk+1 −xk
and their inner product are derived.
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1. Introduction
In order to solve linear systems
Ax = b, (1.1)
where A is an n × n real nonsingular matrix, the unsymmetric accelerated over-relaxation (USAOR) method was
proposed (c.f. [2]). If the diagonal elements of the matrix A are nonzero, let the matrix A be split as
A = D − CL − CU ,
whereD,CL andCU are nonsingular diagonal, strictly lower triangular and upper triangular parts ofA. LetL=D−1CL
and U = D−1CU . The iterative scheme of the USAOR method is deﬁned by
xk+1/2 = L1,1xk + 1(1 − 1L)−1D−1b,
xk+1 = U2,2xk+1/2 + 2(1 − 2L)−1D−1b,
i.e.,
xk+1 = S1,1;2,2xk + f, k = 0, 1, 2, . . . , (1.2)
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where
S1,1;2,2 = U2,2L1,1 ,
L1,1 = (I − 1L)−1[(1 − 1)I + (1 − 1)L + 1U ],
U2,2 = (I − 2U)−1[(1 − 2)I + (2 − 2)U + 2L],
f = (I − 2U)−1[(1 + 2 − 12)I + 2(1 − 1)L
+ 1(2 − 2)U ](I − 1L)−1D−1b,
and i ,i (i = 1, 2) are real parameters.
Let x be the solution of (1.1) and denote the “error vector” by k = x − xk , i.e., the difference between the kth iterate
and the exact solution. For the difference between the kth and (k − 1)st iterates, we use the inner error
k = xk − xk−1.
It is easy to show that
k+1 = S1,1;2,2k ,
k+1 = S1,1;2,2k ,
k = (I − S1,1;2,2)−1S1,1;2,2k .
Assume that the matrix A satisﬁes the two conditions:
A1. A is symmetric and positive deﬁnite.
A2. A is consistently ordered.




















{i}, −= max1 in{i}.
Obviously, if A is positive deﬁnite, then i are real, and  = −. Now we state some results for the USAOR method:
Lemma 1.1 (Zhang [6]). If a matrix A is consistently ordered, symmetric and positive deﬁnite, then theUSAORmethod
converges if the parameters i , i (i = 1, 2) satisfy
(1) 0<i < 2,
(2) i − (2 − i )/1 < i <i + (2 − i )/1,where 1 is the spectral radius of the associated Jacobi iterative
matrix B of A.
Lemma 1.2 (Zhang [6]). If a matrix A is consistently ordered and its diagonal elements are nonzero, let eigenvalues
of S1,1;2,2 and the associated Jacobi iterative matrix B be {} and {}, respectively, then
[ − (1 − 1)(1 − 2)]2 = {[ − (1 − 1)(1 − 2)][11(1 − 2) + 22(1 − 1)
+ 12(1 + (1 − 1)(1 − 2))] − 12(1 − 1)(2 − 2)2
+ [1(1 − 2) + 2(1 − 1)(1 − 2)][2(1 − 1) + 1(1 − 2)(1 − 1)]}2.
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2. Eigenvalues and eigenvectors of S1,1;2,2
In this section, we suppose that the assumptions A1 and A2 are satisﬁed and the USAOR method is convergent.
Further, without loss of generality, we can assume that S in (1.3) is a nonsingular matrix of order m = n/2. From [1,5],
it is known that the eigenvalues of B are related by











, i = 1, 2, . . . , m




i are vectors of the length m which consist of the ﬁrst m








, i = 1, 2, . . . , m
are the eigenvectors of B corresponding to −i .
Lemma 2.1 (Hatcher [1]). Suppose assumptionsA1 andA2 are satisﬁed by a matrix A. Let zi be the unit eigenvector
of the associated Jacobi matrix B corresponding to the eigenvalue i > 0. If z(1)i , z(2)i are deﬁned as above, then
〈z(1)i , z(1)i 〉 = 〈z(2)i , z(2)i 〉 = 12 , i = 1, 2, . . . , m
and
〈z(1)i , z(1)j 〉 = 〈z(2)i , z(2)j 〉 = 0, i = j, i, j = 1, 2, . . . , m.
In this case, we have
S1,1;2,2 = (1 − 1)(1 − 2)I + T ,
T =
[





a = 2[2(1 − 1) + 1(1 − 1)(1 − 2)],
b = 1[2 + 1(1 − 2)],
c = 1(1 − 2) + 2(1 − 1)(1 − 2),
d = 12[2 + 1(1 − 2)],
e = 2(1 − 1) + 1(1 − 2)(1 − 1).
By Lemma 1.2, we have i = (1 − 1)(1 − 2) + i , i = (1 − 1)(1 − 2) + i , where
i = 12 [(a + b)2i +
√
Ri], i = 12 [(a + b)2i −
√
Ri],
Ri = {(a + b)24i − 4[(ab − ed)2i − ce]2i }.























if Ri = 0 (2.1)
























if Ri = 0, (2.2)
where 	i = (i − a2i )/(ci + d3i ), 	i = (i − a2i )/(ci + d3i ), i = 1, . . . , m.
After some algebra, it is easy to prove the following statements.
Lemma 2.2. For j = 1, . . . , m, there hold
S1,1;2,2Uj = jUj , S1,1;2,2Vj = jVj if Rj = 0
or
S1,1;2,2Uj = jUj , S1,1;2,2Vj = jVj + mjUj if Rj = 0,
where mj = (cj + d3j )/2	j .
Lemma 2.3. Let Uj and Vj (j = 1, . . . , m) be same as those in (2.1) and (2.2). Then the set of vectors {Uj , Vj } (j =
1, 2, . . . , m) is a basis for Cn. Furthermore,
〈Ui,Uj 〉 = 〈Ui, Vj 〉 = 〈Vi, Uj 〉 = 〈Vi, Vj 〉 = 0, if i = j ;
if Rj > 0, then
〈Uj ,Uj 〉 = 1 + 	2j , 〈Vj , Vj 〉 = 1 + 	2j ,
〈Uj , Vj 〉 = 〈Vj , Uj 〉 = 1 + 	j	j ;
if Rj = 0, then




〈Uj , Vj 〉 = 〈Vj , Uj 〉 = 12 ;
if Rj < 0, then
〈Uj , Vj 〉 = 1 + 	2j , 〈Vj , Uj 〉 = 1 + 	2j ,
〈Uj ,Uj 〉 = 〈Vj , Vj 〉 = 1 + 	j	j .
Proof. By (2.1), (2.2) and using Lemma 2.1, it is easy to show that those results are true. 
Lemma 2.4. Let Uj and Vj (j = 1, . . . , m) be deﬁned as above in (2.1) and (2.2). If ajUj + bjVj and cjUj + djVj
are real vectors, then
〈aiUi + biVi, cjUj + djVj 〉 = 0 if i = j ;
also, if Rj = 0,
〈ajUj + bjVj , cjUj + djVj 〉 = aj cj (1 + 	2j ) + bjdj (1 + 	2j ) + (aj dj + bj cj )(1 + 	j	j ); (2.3)
and if Rj = 0,





(aj dj + bj cj ). (2.4)
Proof. The result for the case when i=j is obvious. By single computation and using Lemma 2.3, we can get (2.4) for
Rj = 0 and (2.3) for Rj > 0.
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In the case whenRj < 0,Uj andVj are complex conjugates, and it follows that bj and dj must be complex conjugates
of aj and cj , respectively. Thus
〈ajUj + bjVj , cjUj + djVj 〉 = aj cj 〈Uj ,Uj 〉 + ajdj 〈Uj , Vj 〉 + bj cj 〈Vj , Uj 〉 + bjdj 〈Vj , Vj 〉
= ajdj 〈Uj ,Uj 〉 + aj cj 〈Uj , Vj 〉 + bjdj 〈Vj , Uj 〉 + bj cj 〈Vj , Vj 〉
= ajdj (1 + 	j	j ) + aj cj (1 + 	2j ) + bjdj (1 + 	2j ) + bj cj (1 + 	j	j )
= aj cj (1 + 	2j ) + bjdj (1 + 	2j ) + (aj dj + bj cj )(1 + 	j	j ). 
Now we expand k , k , etc., in terms of the basis {Uj , Vj }, j = 1, . . . , m. That is, for some real numbers aj and bj ,





























Aj , 〈k, k+1〉 =
m∑
j=1
Bj , ‖k+1‖22 =
m∑
j=1










j‖22, Ej = ‖(I − S1,1;2,2)−1S1,1;2,2
j‖22. (2.5)
3. An error bound





jAj − 2jjBj + Cj .
Proof. Case 1: For Rj = 0,
Aj = 〈ajUj + bjVj , ajUj + bjVj 〉
= a2j (1 + 	2j ) + b2j (1 + 	2j ) + 2ajbj (1 + 	j	j ),
Bj = 〈ajUj + bjVj , ajjUj + bjjVj 〉
= a2j j (1 + 	2j ) + b2jj (1 + 	2j ) + ajbj (j + j )(1 + 	j	j ),
Cj = 〈ajjUj + bjjVj , ajjUj + bjjVj 〉
= a2j 2j (1 + 	2j ) + b2j
2
j (1 + 	2j ) + 2ajbjjj (1 + 	j	j ),
Ej =







(1 − j )2(1 − j )2
[a2j 2j (1 + 	2j )(1 − j )2 + b2j
2
j (1 + 	2j )(1 − j )2
+ 2ajbjjj (1 − j )(1 − j )(1 + 	j	j )].
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Hence, it follows that
EjD
2
j = a2j 2j (1 + 	2j )(1 − j )2 + b2j
2
j (1 + 	2j )(1 − j )2
+ 2ajbjjj (1 − j )(1 − j )(1 + 	j	j )
= a2j (1 + 	2j )[2j (1 − j )2] + b2j (1 + 	2j )[
2
j (1 − j )2]
+ ajbj [2jj (1 − j )(1 − j )](1 + 	j	j )
= ajbj [22j2j − 2jj (j + j ) + 2jj ](1 + 	j	j )
+ a2j (1 + 	2j )(2j
2
j − 22jj + 2j )
+ b2j (1 + 	2j )(2j
2
j − 22jj + 2j )
= 2j2jAj − 2jjBj + Cj .
Case 2: For Rj = 0, in this case,




Bj = 〈ajUj + bjVj , (ajj + bjmj )Uj + bjjVj 〉





(2ajbjj + b2jmj ),
Cj = ‖(ajj + bjmj )Uj + bjjVj‖22





+ (ajj + bjmj )bjj ,
Ej =
∥∥∥∥∥[(ajj + bjmj )(1 − j ) + bjmjj ] 1(1 − j )2Uj +
bjj




= [(ajj + bjmj )(1 − j ) + bjmjj ]2
1 + 	2j






4(1 − j )2	2j
+ [(ajj + bjmj )(1 − j ) + bjmjj ] bjj
(1 − j )3
.
Since Rj = 0, j = j . Then Dj = (1 − j )2; it follows that
EjD
2
j = [(ajj + bjmj )(1 − j ) + bjmjj ]2(1 + 	2j ) + b2j2j (1 − j )2
1
4	2j
+ [(ajj + bjmj )(1 − j ) + bjmjj ]bjj (1 − j )
= 4jAj − 22jBj + Cj . 
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By Lemma 3.1, we can get the following result for the error bound.
Theorem 3.2. Let assumptions A1 and A2 be satisﬁed by a matrix A, then the error vector k of the USAOR method




{[(1 − 1)2 + |1(1 − 1)|21]2[(1 − 2)2 + |2(2 − 2)|21]2‖k‖22
+ 2[(1 − 1)2|2(2 − 2)|21 + (1 − 2)2|1(1 − 1)|21
+ |12(1 − 1)(2 − 2)|41]‖k‖2‖k+1‖2
− 2(1 − 1)2(1 − 2)2ef t〈k, k+1〉 + ‖k+1‖22}, (3.1)
where 	 = min{Dj, j = 1, 2, . . . , m.}, and Dj, k, k , k+1 are as deﬁned above, 1, 2,1,2 are the relaxation
parameters.
Proof. By Lemma 1.2, it is easy to verify
jj = [(1 − 1)2 + 1(1 − 1)2j ][(1 − 2)2 + 2(2 − 2)2j ],
then it follows by Lemma 3.1 that
EjD
2
j = [(1 − 1)2 + 1(1 − 1)2j ]2[(1 − 2)2 + 2(2 − 2)2j ]2Aj
− 2[(1 − 1)2 + 1(1 − 1)2j ][(1 − 2)2 + 2(2 − 2)2j ]Bj + Cj .
Note that Dj = (1 − j )(1 − j ), where j , j are the eigenvalues of S1,1;2,2 . It is known that |j |< 1, |j |< 1
for all the j when the USAOR method is convergent, thus
if Rj < 0, then (1 − j ) is the complex conjugate of (1 − j ), Dj = |1 − j |2 > 0;
if Rj = 0, then j = j , Dj = (1 − j )2 > 0;
if Rj > 0, then j , j are both real, and note that |j |< 1, |j |< 1, thus Dj > 0.
So we have proved that Dj > 0 when the iterative matrix S1,1;2,2 is convergent. Hence, 0< 	Dj for all j.











+ 2[(1 − 1)2|2(2 − 2)|21 + (1 − 2)2|1(1 − 1)|21













Note that Bj = 〈
j , S1,1,2,2
j 〉,
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{[(1 − 1)2 + |1(1 − 1)|21]2[(1 − 2)2 + |2(2 − 2)|21]2‖k‖22
+ 2[(1 − 1)2|2(2 − 2)|21 + (1 − 2)2|1(1 − 1)|21
+ |12(1 − 1)(2 − 2)|41]‖k‖2‖k+1‖2
− 2(1 − 1)2(1 − 2)2 〈k, k+1〉 + ‖k+1‖22}. 




[(1 − 1)4(1 − 2)4‖k‖22
− 2(1 − 1)2(1 − 2)2〈k, k+1〉 + ‖k+1‖22].




{(1 − )8‖k‖22 − 2(1 − )4〈k, k+1〉 + ||k+1‖22}.




{[(1 − )2 + |( − )|21]2‖k‖22 − 2(1 − )2〈k, k+1〉
+ 2|( − )|21‖k‖2‖k+1‖2 + ‖k+1‖22}.
4. Numerical example
As a numerical example we consider a difference approximation to Laplace equation, which is a special case of
the Dirichlet problem. Laplace equation is approximated in a square by the usual ﬁve-point difference scheme on a
10 × 10 grid. Boundary values were taken to be unity. A pointwise red-black ordering is used by the interior mesh
point numbering. The discretized equation is Ax =b, where the matrix A satisﬁes assumptionsA1 andA2. The spectral
radius of B is
1 = 9.710296892239050e − 001.
Using the USAOR method with different parameter pairs (1,1;2,2) to solve this equation, Table 1 gives the results
comparing ‖k‖2 with the error bounds given by Theorem 3.2 and the error bounds for the AOR method given by [4].
Remark 2. From the numerical results clearly demonstrate the proximity of the error bound for the USAOR method
to the true error, which is better than the one for the AOR method.
Table 1
1 1 2 2 k USAOR ‖k‖2 AOR
0.99 1.2 1.5 0.9 275 4.562864834726817e−07 4.175687568538851e−07 7.030022350131875e−06
1.3 2.0 0.5 1.6 230 8.548713993828373e−14 3.580223964182954e−14 2.560990448237342e−01
0.2 1.7 1.0 0.8 499 5.177437859301898e−11 5.177111053894035e−11 1.327145128449853e−05
1.2 1.9 0.2 −0.6 268 3.566144090684456e−14 2.511657232075921e−14 1.028173302215121e−09
1.5 1.6 0.3 0.2 200 7.371379425504348e−12 5.952908897174283e−12 4.076538891100024e−11
0.6 0.2 0.5 0.7 588 2.868180387838899e−09 2.763164421181086e−09 6.161513470158428e−03
0.8 0.4 1.0 0.9 232 1.491448744457110e−05 1.404441460045449e−05 3.632163103372477e−01
1.1 1.0 1.1 1.2 376 4.309815724460862e−09 4.300465960581338e−09 5.628336818100190e−08
1.3 0.8 0.5 0.2 365 1.800147541850170e−10 1.519421739852382e−10 7.245047480102821e−09
0.4 0.8 1.0 0.6 450 9.115138356444106e−10 9.115093104118227e−10 2.215241045700328e−01
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