画像による聴取者センシングを用いた3次元聴覚ディスプレイの研究 by 伊藤  敦郎
画像による聴取者センシングを用いた3次元聴覚デ
ィスプレイの研究




































































































第 1章 序論 1
1.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 研究背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 音像定位能とその手掛かり . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 3次元聴覚ディスプレイとその分類 . . . . . . . . . . . . . . . . 6
1.2.3 3次元聴覚ディスプレイのアクティブ聴取化へ向けての課題 . . 13
1.3 研究目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
第 2章 本研究で用いる基盤技術 17
2.1 3次元聴覚ディスプレイミドルウェア SiFASo. . . . . . . . . . . . . . . 17
2.2 ステレオビジョンによる画像の 3次元復元 . . . . . . . . . . . . . . . . 18
2.2.1 カメラキャリブレーション . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 位相限定相関法に基づく画像マッチングと 3次元復元 . . . . . 22
2.3 パーティクルフィルタによる状態推定 . . . . . . . . . . . . . . . . . . . 24
2.4 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
第 3章 ステレオビジョンによる高精度頭部運動追跡法 29
3.1 頭部運動追跡アルゴリズムの実装 . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 頭部の 3次元形状モデルの事前登録 . . . . . . . . . . . . . . . . 29
3.1.2 初期化部 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.3 追跡部 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 高精度頭部運動追従法の提案 . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 運動モデルの適応的生成 . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 尤度関数の重み付け . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 追跡精度の定量的評価 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 実験結果と考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 頭部運動の追跡精度の評価 . . . . . . . . . . . . . . . . . . . . . . . . . 52
v
3.4.1 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.2 実験結果と考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
第 4章 3次元聴覚ディスプレイへのステレオ画像聴取者センシングの導入 59
4.1 3次元聴覚ディスプレイミドルウェア SiFASoへの導入 . . . . . . . . . 59
4.1.1 SiFASoの基本クラス構成 . . . . . . . . . . . . . . . . . . . . . . 59
4.1.2 頭部姿勢情報の更新 . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 3次元聴覚ディスプレイシステムの構築 . . . . . . . . . . . . . . . . . . 62
4.2.1 システムアーキテクチャ . . . . . . . . . . . . . . . . . . . . . . 62
4.2.2 システム遅延の検証 . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.3 システム遅延低減のための今後の課題 . . . . . . . . . . . . . . 64
4.3 音像定位実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.1 音像定位実験プログラム . . . . . . . . . . . . . . . . . . . . . . 65
4.3.2 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.3 実験結果と考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
第 5章 結論 81
付録 A 室内残響がトランスオーラル型聴覚ディスプレイの再生音精度に及ぼす影
響 85
A.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.2 クロストークキャンセラ設計方法 . . . . . . . . . . . . . . . . . . . . . 85
A.3 反射音成分による影響の検討 . . . . . . . . . . . . . . . . . . . . . . . . 87














































が両耳に到達するまでの両耳間時間差 (interaural time difference, ITD），両耳間レベル
















































ルの概形を模したものを用いて音像定位実験を行い，2 ∼ 3 kHz以上においては大局
的な周波数特性が重要であることを示している．また，5 ∼ 10 kHz付近の帯域とその
前後の帯域との相対レベルが仰角知覚の手がかりとなる可能性を示唆している．さら












短い時間の信号の場合，時間領域で考えると ITDや ILD の意味は明確であり，またこ
れらの両耳間差を知覚手掛かりとして水平面内の音像定位を行っていると考えられる．








に基づいた人間の聴覚モデルである時間領域両耳聴モデル (time domain binaural model,
TDBM)[10]に対して，IPD, ILDを用いることで周波数領域をベースとした周波数領域
両耳聴モデル (frequency domain binaural model, FDBM)を提案している．
そこで，ITDや IPD，ILD，スペクトラルキューなどの情報を包括する音響伝達特性



































































































































とした一連の方法である．Berkhoutet al. [26] は，波動の物理的な伝搬を表現する
Huygens-Fresnelの原理を数学的に記述したKilchhoff-Helmholtz積分方程式に基づいて
































































































environment for acoustic 3D software)を開発した．これはHRTFを音源信号に畳み込む
だけでなく，虚像法による 1次反射，部屋の壁面の材質による吸収，ドップラ効果な
どといったような様々な音空間レンダリングが可能である．また，表 1.2に示すよう
に，SiFASoは 40 msという低遅延量で動作する．木村ら [40]は聴覚ディスプレイ聴取
時のシステム遅延の検知限について検討をしており，その検知限は 80-90 msであると










































































































































































































































































































































































































































































































































































































































































































































感応型聴覚ディスプレイミドルウェア SiFASo (Simulative environment for acoustic 3D
software)である．SiFASoは，頭部伝達関数 (head-related transfer function, HRTF)の時
間領域表現である頭部インパルス応答 (head-related impulse responce, HRIR)を音源に
畳み込むことで 3次元音空間情報を提示する，伝達関数合成型聴覚ディスプレイミド
































































図 2.2のようなレンズ中心Cを基準とするC− XYZ 座標系 (カメラ座標系)を持つピ
ンホールカメラモデルについて考える．点Cから焦点距離 f の位置にある仮想画像平
面 I へ垂線を伸ばしたとき，これと画像平面との交点を画像中心とする．ここで画像


















f 0 0 0
0 f 0 0








sm̃ = PM̃c (2.4)
ここで，m̃及び M̃cは，画像平面上の点 m = [x, y]T 及び 3次元カメラ座標系の点






Mc = RMw + t (2.5)
ここで Rは回転を表す 3× 3の行列，tは平行移動を表す 3× 1のベクトルである．こ
れら Rおよび tは世界座標系の 3次元座標におけるカメラの位置関係を表す変数であ
り，カメラの外部変数という．
2.2.1.2 内部変数














• ディジタル画像座標系における画像中心の座標 (u0, v0)
• 焦点距離 f と画素サイズの u軸，v軸の単位長との積 αu，αv











P = A[R t] (2.7)
以上により，3次元世界座標 M = [X,Y,Z]Tから 2次元座標 m= [x, y]Tへの射影は，




位相限定相関法 (phase-only correlation, POC)は画像の振幅情報は用いず位相情報の
みに着目した画像マッチング手法であり，2つの画像の平行移動量をサブピクセル精度







元画像信号の離散空間インデックスを便宜上，n1 = −M1, · · · ,M1及びn2 = −M2, · · · ,M2



































振幅スペクトルであり，θF(k1, k2)及び θF(k1, k2)は位相スペクトルである．このとき，
F(k1, k2)とG(k1, k2)の正規化相互パワースペクトルを次式で与える．
R(k1, k2) =
F(k1, k2)G(k1, k2)∣∣∣∣F(k1, k2)G(k1, k2)∣∣∣∣
= exp{ j(θF(k1, k2) − θG(k1, k2))} (2.11)
22
ここでG(k1, k2)はG(k1, k2)の共役複素を表す．以上より，位相限定相関関数 (POC関
数) r(n1, n2)を，正規化相互パワースペクトルの二次元逆離散フーリエ変換 (inverse dis-












以下では，画像 g(n1, n2)が画像 f (n1,n2)をサブピクセルレベルの微小量 (δ1, δ2)だけ


















式 2.13は，画像が (δ1, δ2)だけ微小に平行移動した場合の POC関数の一般形を表して
いる．αは相関ピークの高さを表現するために導入されたパラメータであり，画像に対
して無相関なノイズが加わると αの値が減少するため，実際には α ≤ 1である．POC
関数のピークの高さ αを推定することで 2つの信号の類似度を，相関ピークの位置座
標 (δ1, δ2)を推定することで 2つの信号の平行移動量を求めることができる．
2.2.2.2 ステレオ画像による 3次元復元
位相限定相関法を用いることで，2つの画像間の対応関係をサブピクセル精度で求
めることができる．対応点 m = [u, v]T及び m′ = [u′, v′]Tが求まれば，式 2.8を用いて
下記の方程式を立てることができる．
sm̃ = PM̃ (2.14)
s′m̃′ = P′M̃ (2.15)
ここで P，P′は，二つのカメラそれぞれの内部変数と外部変数を含む射影行列である．
これらの式から，次式が導かれる．




up31− p11 up32− p12 up33− p13
vp31− p21 vp32− p22 vp33− p23
u′p′31− p′11 u′p′32− p′12 u′p′33− p′13








である．pi j，p′i j はそれぞれ P，P
′の i行 j列の要素である．よって，3次元座標 Mは
























































































































{ }Niit 1)( =π
図 2.4:パーティクルフィルタのアルゴリズムの概念図
ら，逐次的にサンプル集合を生成する．図 2.4はサンプル集合の生成の概念図である．
Step 0: i = 1, · · · ,Nについて s(i)0|0 ∼ p0(x)を生成する．ただし，p0(x)はあらかじめ与
えられた初期分布である．





1. i = 1, · · · ,Nについて，l次元の乱数としてシステムノイズ v(i) ∼ q(v)を生成
する．ただし，q(·)はあらかじめ設定したシステムノイズ vの分布である．
2. 時刻 tと時刻 t − 1との状態変化を表す状態遷移関数 ft(xt, vt)で表されるシ
































Step 3: St|t−1 =
{


































































































状の 3次元復元を行う．初期化時に入力されるステレオ画像を図 3.2(a)と図 3.2(b)に，
それを基に復元された 3次元点群を図 3.2(c)に示す．
続いて，事前に計測した聴取者の顔形状モデルと，POCを用いて復元した 3次元点











y⃗ = arg min
x∈X
∥x⃗− p⃗∥ (3.2)
とし，各データ点 p⃗について求めた y⃗の集合を Yとする．この操作は，最近傍点を求
める演算子 Cを用いて，





















図 3.2:初期化時の入力画像と POCを用いた顔形状の 3次元復元結果
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入力: データ形状 P，モデル形状 X，初期位置合わせ q⃗0，収束判定 τ
Step 0: P0 = q⃗0(P), d0 = ∞, k = 0
Step 1: 最近傍点の計算： Yk = C(Pk,X)
Step 2: 位置合わせ： ( ⃗qk+1, dk+1) = Q(P,Yk)
33
Step 3: 位置合わせの適用： Pk+1 = ⃗qk+1
























pt = (x, y, z, ϕ, θ, ψ) (3.11)






























































t−1 + vt−1 + ω (3.12)









で正規化相互相関 (normalized cross correlation, NCC)に基づくテンプレートマッチング



















次に，このテンプレートマッチングによって得られた NCCスコア c(i)t を合計が 2Kに

















































時刻 t − 1における左カメラからの入力画像 IL,t−1と時刻 tにおける左カメラからの入
力画像 IL,tに対して POCを適用し，IL,t−1に対する IL,t上の対応点を探索する．ここで
得られた対応点をもとに，今度は IL,tと時刻 tにおける右カメラからの入力画像 IR,tと
の対応点を探索する．これによって，前後フレームにおける画像の対応関係から復元
した 3次元点群 M ′を取得することができる．この M ′と，時刻 t − 1における 3次元
点群 M t−1との間における回転行列を R′，並進ベクトルを t′とすると，速度ベクトル v
は，並進の速度ベクトル vTと回転の速度ベクトル vRを用いて以下の式で得ることが
できる．




vT = R′ tt−1 + t′ − tt−1 (3.16)
vR = T (R′Rt−1) − T (Rt−1) (3.17)
ここで，T (R)は回転行列 Rの roll，pitch，yaw表現である．R′及び t′は，2つの 3次



















θ = 0 [rad]のとき，この特徴点はカメラに対して正面を向いているため，最大の重
みをとる．θの絶対値が大きくなるにつれて視線から特徴点は見えづらくなっていき，






























































CPU Intel Core i7 Extreme 3960X (3.3 GHz, 6 cores, 12 threads)
Memory DDR-3-1600 2GB×2
OS Windows7 Professional 32bit
Programming C++
Compiler Visual C++ 10.0 Compiler




画像サイズ 1,280× 960 [pixels]












(yi − xi)2 (3.20)
3.3.2 実験結果と考察
実験結果を図 3.6から図 3.13に示す．図 3.6から図 3.8の上段 (a)は回転運動追跡時
の軌跡，下段 (b)は各フレームにおける推定値の誤差を示している．図 3.9はそのとき



























































































図 3.6: roll 方向の運動追跡実験結果
44

































































































































































































































































































x y z ϕ θ ψ
Conventional method 2.21 0.30 0.40 0.25 1.76 1.47
Proposed method 1 0.93 0.29 0.40 0.14 0.57 0.47
Proposed method 2 0.98 0.29 0.38 0.15 0.59 0.47
























































RMS Error = 1.83 [deg.]
(a)磁気センサの計測結果と提案法による推定結果の軌跡


















RMS Error = 1.83 [deg.]
(b)フレームごとの磁気センサ計測値との差分
図 3.14: roll 方向の運動追跡実験結果
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RMS Error = 1.43 [deg.]
(a)磁気センサの計測結果と提案法による推定結果の軌跡











































RMS Error = 1.96 [deg.]
(a)磁気センサの計測結果と提案法による推定結果の軌跡








































































































































































































3次元聴覚ディスプレイミドルウェア SiFASo (Simulative environment for acoustic 3D





















+SetHRTF(LPCSTR HRTFfolder) : bool
+SetOutputMethod(int method) : bool
+SetOutputParam() : bool
+Update(SPos *xyz, SAngle *aer) : bool
+Attach(LPVOID lpvadsoundobj) : bool


































+Load(LPCSTR filename) : int
+GetWave(int WAVE_ID) : LPVOID
+GetSize(int WAVE_ID) : int






+SetPos(SPos *xyz) : bool




+GetPos(SPos *pos) : bool
+SetStartEnd(SPos *start, Spos *end) : bool




+GetPos(SPos *pos) : bool
+SetPosList(CList *poslist) : bool






















頭部角度の水平角 AZ (yaw)，仰角 EL (pitch)，かしげ角ROLL (roll )を指定する
ための構造体．
• REnv (反射情報指定用構造体)












































CPU AMD Phenom II X6 1100T (3.30 GHz)
Memory DDR-3 4 GB
OS Windows7 Professional 32 bit









が，カメラのキャプチャ時に生じる遅延である．現在は Point Grey Research社の提供







う，いわゆるFIFO (first in, first out)として動作する．この遅延の蓄積により，システム
全体の遅延が膨大になることが懸念される．初期状態では，バッファに蓄積される画
像は 9枚から 10枚であり，現在，パーティクルフィルタによる運動追跡は毎フレーム








































































(a)実験プログラム実行時 (b)動作命令ボタン (図 4.3(1)を実行)
(c)追跡命令ボタン (図 4.3(3)を実行) (d)実験繰り返し選択ボタン
図 4.2:実験プログラム操作画面
















(1)  : 1001
(2)  : 1002
(3)  : 1003
(4) (0~360 [deg]), 
 (-1000~1000 [cm]) !
(5) "# : 1004










提示方向 12方向 (0◦ ∼ 330◦，30◦間隔)
試行回数 180回 (12方向 × 5 × 3セッション)




































り，運動条件では提示角度と回答角度に強い正の相関 (r = 0.77, p < .01)が見られた．
しかし前後誤り率については，静止条件の 0.37に対して運動条件では 0.33とわずかな































(a)頭部静止条件 (r = 0.55, p < .01)


























(b)頭部運動条件 (r = 0.77, p < .01)
図 4.5:音像定位実験結果 (聴取者 I)
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(a)頭部静止条件 (r = −0.33, p < .01)


























(b)頭部運動条件 (r = −0.27, p < .01)
図 4.6:音像定位実験結果 (聴取者 II)
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(a)頭部静止条件 (r = −0.35, p < .01)


























(b)頭部運動条件 (r = −0.68, p < .01)






















り，その最大フレームレートは 120 Hz，すなわち 8.3 ms間隔でデータが更新される．
また音源データと頭部伝達関数の畳み込みは，約 0.59 msごとに行っている．頭部の動



























































































図 4.8:聴取者 Iの 90◦方向におけるHRIR及びHRTFの左右差
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図 4.9:聴取者 Iの 270◦方向におけるHRIR及びHRTFの左右差
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図 4.10:聴取者 II の 90◦方向におけるHRIR及びHRTFの左右差
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図 4.11:聴取者 II の 270◦方向におけるHRIR及びHRTFの左右差
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図 4.12:聴取者 III の 90◦方向におけるHRIR及びHRTFの左右差
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り表される．式 A.4は式 A.3を簡略化したものである． yL
yR
 =  h1L h2Lh1R h2R









hiD(0) 0 0 · · · 0
hiD(1) hiD(0) 0 · · · 0






hiD(N − 1) hiD(N − 2) hiD(N − 3) · · · 0
0 hiD(N − 1) hiD(N − 2) · · · hiD(0)
0 0 hiD(N − 1) · · · hiD(1)











































グ周波数 48 kHzの TSP信号であり，タップ長は 8192サンプルである．ダミーヘッド
（高研製SAMRAI）とスピーカの距離は 1.5 mとし，スピーカの開き角度は 30度，45








































(20log10|P( f )| − 20log10|P̂( f )|)2 (A.9)
SDを比較した結果を図A.8に示す．図A.8から，クロストーク成分のSD値が直接
88









































































































































































































































































































































































































































































Left speaker to left ear
Left speaker to right ear
Right speaker to left ear
Right speaker to right ear
図 A.8:無響室と防音室における室伝達特性の SD値 (spectral distortion)
音成分のSD値よりも高くなることが，どのスピーカ位置についても共通して言えるこ
とが分かる．これは，クロストーク成分のほうが伝達経路が長いため，両耳間レベル


















































































































氏，Cesar Daniel Salvador Castaneda氏とは，共に研究を進める友人として多くの苦楽
を共にし，互いに励まし合いながら
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