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Abstract:
We consider Metropolis-based systematic scan algorithms for generating
Birman-Murakami-Wenzl (BMW) monoid basis elements of the BMW al-
gebra. As the BMW monoid consists of tangle diagrams, these scanning
strategies can be rephrased as random walks on links and tangles. We
translate these walks into left multiplication operators in the corresponding
BMW algebra. Taking this algebraic perspective enables the use of tools
from representation theory to analyze the walks; in particular, we develop
a norm arising from a trace function on the BMW algebra to analyze the
time to stationarity of the walks.
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1. Introduction
Studying the convergence of random walks on finite groups, and in particu-
lar the problem of generating group elements according to a fixed probability
distribution has a long history [CSST08, Dia88, DSC95, SC04]. Of particular
interest for the purposes of this paper is the important work of Diaconis and
Ram [DR00], who compare systematic scanning techniques with random scan-
ning techniques in the context of generating elements of a finite Coxeter group
W using the Metropolis algorithm.
First introduced by Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller
[MRR+53], the Metropolis algorithm gives a method for sampling from a prob-
ability distribution pi by modifying an existing Markov chain to produce a new
chain with stationary distribution pi. This proves particularly useful for simulat-
ing configurations of particles with an associated energy (e.g., the influence that
neighboring particles exert on each other). Later applications of the Metropolis
algorithm include the simulation of Ising models, initially developed to model a
ferromagnet but (surprisingly) also of use in image analysis and Gibbs sampling
[Cai02, Fis96]. See [Liu08] for additional applications. The Metropolis algorithm
has the advantage of being straightforward to construct and implement; how-
ever, in analyzing the rate of convergence to pi (the mixing time) rigorous bounds
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are often dependent on the specific situation (see [Ped08] for a review of the ex-
isting literature for spin systems alone). Further, these methods are most often
examples of random scan Markov chains in that the process involved is that of
selecting a site or set of sites to update at random. A more intuitively appealing
and often more frequently used method in experimental work is that of a sys-
tematic scan Markov chain: a method to cycle through and update the sites in
a deterministic order. While such scanning strategies may seem intuitive for use
in sampling from pi, they have proven difficult to analyze in many situations.
In [DR00] Diaconis and Ram use the Metropolis algorithm construction to
produce Markov chains M1,M2, . . . , Mn−1 corresponding to multiplication by
the generators r1, · · · , rn−1 of a Coxeter group W . These Markov chains provide
systematic scanning strategies for multiplying by generators ofW (for an explicit
description of Mi and the corresponding random walk see Section 4). Diaconis
and Ram [DR00] show that convergence of the short systematic scan occurs in
the same number of steps as that of a random scan.
The key insight that allows for analysis of the Metropolis scans is the transla-
tion of the Markov chains Mi into left multiplication operators in the Iwahori-
Hecke Algebra corresponding to W . Hecke algebras arise naturally in the ex-
tension of Schur-Weyl duality to general centralizer algebras. More relevant for
this paper is an alternative definition of the Hecke algebra in terms of braids.
The thesis [Gij05] gives a thorough introduction to braids and their relationship
with the Hecke algebra.
Let b1, . . . , bn ∈ R with b1 < · · · < bn. An n-strand braid is a disjoint union of
n smooth curves in R3 connecting the points {(b1, 1, 0), (b2, 1, 0), . . . , (bn, 1, 0)}
with {(b1, 0, 0), (b2, 0, 0), . . . , (bn, 0, 0)} so that they intersect each parallel plane
y = t as t ranges between 0 and 1 only once. A braid can be represented by
its 2-dimensional projection, its braid diagram, and connecting the top strands
to the bottom strands of a braid diagram gives rise to a link. Two links are
isotopic if they are related by a sequence of Reidemeister moves (defined in
Section 3.3), and, in fact, every isotopic oriented link can be represented by
the closure of a braid [Gij05]. The braid group has a presentation in terms of
generators Tr1 , . . . , Trn−1 corresponding to certain braid diagrams. Remarkably,
adding a quadratic relation to this presentation yields the Hecke algebra.
Under this definition of the Hecke algebra there is a natural generalization
to the Birman-Murakami-Wenzl (BMW) algebra. By now allowing any two
points in {(b1, 1, 0), (b2, 1, 0), . . . , (bn, 1, 0)} ∪ {(b1, 0, 0), (b2, 0, 0), . . . , (bn, 0, 0)}
to be connected, we have the definition of an n-tangle, which gives rise to the
idea of a tangle diagram by considering its two-dimensional projection. We de-
fine tangle diagrams in detail in Section 3.3. As with the algebra associated
to braid diagrams, an algebra is associated to these tangle diagrams. Defined
independently as the Kauffman tangle algebra by Murakami [Mur87] and alge-
braically by Birman and Wenzl [BW89], it was shown in an unpublished paper
by Wasserman [MW00] that these two notions are equivalent, giving rise to the
single BMW algebra.
In [DR00], Diaconis and Ram consider the problem of systematically gener-
ating elements of a finite Coxeter group W . In terms of the group algebra C[W ],
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this problem is equivalent to generating elements of the basis W of C[W ]. We
extend these ideas to the BMW algebra. The Metropolis algorithm in this con-
text gives rise to systematic scanning strategies for generating basis elements
via multiplication of generators. As the diagrams forming the BMW monoid
basis of the BMW algebra are tangles, scanning strategies for generating BMW
monoid elements have applications arising in physics: random generation of links
and tangles has been of use in [DEZ05, Ma13, ZJ05]. As in [DR00], our algo-
rithm gives rise to a natural random walk, in this case on the BMW and Brauer
monoids, defined in Section 4. We translate the random walk into multiplica-
tion in the BMW algebra: for Tri ,Tei left multiplication operators in the BMW
algebra.
Theorem 1.1. The chain Ki arising from the Metropolis algorithm is the same
as the matrix of left multiplication by
θTri + (1− θ)Tei .
The main tool used in the analysis in [DR00] is Proposition 4.6, which trans-
lates the total variation norm into an inner product on the Iwahori-Hecke algebra
H arising from a trace on H. Plancherel’s theorem then allows for bounds using
the dimensions and characters of representations of H.
We extend the natural trace function on the Hecke algebra to the BMW
algebra to provide an analogue of Proposition 4.6 (Theorem 1.2). We develop
a trace form 〈, 〉BMW to study the walk, similarly enabling the use of tools
from representation theory to analyze the time to stationarity of such walks.
We consider submatrices Kˆ of Ki with respect to a shifted basis. Let pˆi denote
the stationary distribution of Kˆ.
Theorem 1.2.
‖[Kˆn/pˆi]x − 1‖22 ≤ ‖[Kˆn]x − 1‖2BMW .
Thus, studying the time to stationarity of Kˆ can be achieved by studying
‖[Kˆn]x − 1‖2BMW . This opens up representation theoretic tools—in particular
the dimensions and traces of representations of the BMW algebra—for studying
the random walk.
We begin in Sections 2 and 3 with the preliminaries needed from the proba-
bility theory and the representation theory of semisimple algebras. We also give
a presentation of the Brauer and BMW algebras. In Section 4 we describe the
random walk arising from the Metropolis algorithm, and prove Theorem 1.1.
We continue in Section 5 with analysis of the walk, recasting it in terms of a
translated basis, constructing a trace form to bound the time to stationarity,
and proving Theorem 1.2.
2. Preliminaries: Probability Theory
Background on Markov chains can be found in many standard probability texts
(see eg [Fel68]). The book of Levin, Peres, and Wilmer [LPW09] gives a partic-
ularly thorough introduction to Markov chains, including classification of states
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and the Metropolis algorithm, while [DR00] gives a concise introduction to the
probabilistic background needed. We will follow the notation and outline of
[DR00].
2.1. Markov Chains
A finite Markov chain with state space X is a process that moves among states
in X such that the conditional probability of moving from state x to state y is
independent of the preceding sequence of states. More formally:
Definition 2.1. A Markov chain on a finite set X is a matrix K = (K(x, y))x,y∈X
such that K(x, y) ∈ [0, 1] and for all x ∈ X,∑
y∈X
K(x, y) = 1.
We call X the state space.
Note that K(x, y) gives the probability of moving from x to y in one step,
while Km(x, y) gives the probability of moving from x to y in m steps.
Definition 2.2. A Markov chain K is irreducible if for each x, y ∈ X, there
exists an integer m such that Km(x, y) > 0. Let T (x) denote the minimum t
such that Kt(x, x) > 0. Then K is aperiodic if
gcd
x
(T (x)) = 1.
Note that if K is irreducible and aperiodic, there exists an integer r such that
Kr(x, y) > 0 for all x, y ∈ X [LPW09, Proposition 1.7].
Definition 2.3. A Markov chain is reversible if there exists a probability dis-
tribution pi : X → [0, 1] such that for all x, y ∈ X,
pi(x)K(x, y) = pi(y)K(y, x).
We call pi the stationary distribution of K.
An irreducible, aperiodic, reversible Markov chain K converges to its station-
ary distribution:
lim
m→∞K
m(x, y) = pi(y).
The Metropolis construction introduced in Section 2.2 produces a reversible
Markov chain with a chosen stationary distribution. Our interest is in the time
to stationarity of such chains.
Definition 2.4. Let Kmx denote the probability distribution K
m(x, ·). The total
variation distance from Kmx to pi is
|Kmx − pi|TV := max
A⊆X
|
∑
y∈A
Km(x, y)− pi(y)|.
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For L2(pi) the space of functions f : X → R, equipped with the inner product
〈f, g〉2 =
∑
f(x)g(x)pi(x),
the total variation distance is bounded by the L2(pi) norm:
Lemma 2.5. [DR00, Lemma 2.3] For f ∈ L2(pi),
|f |2TV ≤
1
4
‖f/pi‖22,
where f/pi(x) = 0 if pi(x) = 0.
2.2. The Metropolis Algorithm
Given a symmetric Markov chain P and a probability distribution pi, the Metropo-
lis algorithm modifies P to produce a reversible Markov chain M with stationary
distribution pi:
M(x, y) =

P (x, y) if x 6= y and pi(y) ≥ pi(x),
P (x, y)
pi(y)
pi(x)
if x 6= y and pi(y) < pi(x),
P (x, x) +
∑
pi(z)<pi(x)
P (x, z)
(
1− pi(z)
pi(x)
)
if x = y.
While M(x, y) is reversible with stationary distribution pi, irreducibility and
aperiodicity are not guaranteed. In particular, the Markov chains we consider in
Section 4 are aperiodic but not irreducible. To analyze these chains we consider
their closed communication classes.
Definition 2.6. Let K be a Markov chain with state space X. For x, y ∈ X, y
is accessible from x, denoted x → y, if x can reach y in finitely many steps.
We say x communicates with y, denoted x ↔ y, if x → y and y → x. The
equivalence classes under the relation ↔ are the communication classes of
K. A communication class C is closed if for x ∈ C and for all y /∈ C, y is not
accessible from x.
Note that studying the time to stationarity of a reversible, aperiodic Markov
chain K reduces to studying the time to stationarity of the closed communica-
tion classes of K.
2.3. Systematic Scans
The Metropolis algorithm, in the context of generating elements of a group,
provides systematic and random scanning strategies. For example, for each gen-
erator ri = (i i+ 1) of Sn, let
Pi(x, y) =
{
1 if y = rix,
0 else.
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Then for lS the length function on words in Sn, let pi be the probability distri-
bution
pi(x) =
θ−lS(x)∑
w∈Sn
θ−lS(w)
.
The Metropolis algorithm construction then produces Markov chainsM1,M2, . . . ,
Mn−1 corresponding to multiplication by the generators r1, · · · , rn−1. For an ex-
plicit description see Section 4.
A choice of infinite sequence {il}∞l=1 gives a scanning strategy:
· · ·MilMil−1 · · ·Mi1 .
For Mi reversible, each with stationary distribution pi, the following systematic
scans produce reversible Markov chains with stationary distribution pi (see, eg
[DR00]):
1
n− 1
n−1∑
i=1
Mi (random scan),
M1M2 · · ·Mn−1Mn−1 · · ·M2M1 (short systematic scan),
(M1 · · ·Mn−1Mn−1 · · ·M1) · · · (M1M2M2M1)(M1M1) (long systematic scan).
While such scanning strategies may seem intuitive for sampling from pi, they
have proven difficult to analyze in many situations. In the context of generation
of Coxeter group elements, Diaconis and Ram [DR00] show that convergence of
the short systematic scan for the distribution pi above, with lS replaced by the
length function on the Coxeter group coming from writing words as a product
of simple reflections, occurs in the same number of steps as that of a random
scan, i.e., choosing a random sequence of indices {i`}∞`=1. However, results for
different scanning techniques or probability distributions remain open. In the
context of graph colorings, Dyer et al. compare systematic scans with random
scans for sampling proper q-colorings of paths for q ≥ 4, in which a vertex is
assigned a new color c only if none of its neighbors are colored by c [DGJ06].
However, results for more general graphs have resisted analysis.
Fishman [Fis96] gives an overview of scanning strategies, while Diaconis and
Saloff-Coste’s survey [DSC98] provides further applications of the Metropolis
algorithm.
3. Preliminaries: Semisimple Algebras
3.1. Fourier Inversion and Plancherel
Random walks on groups are frequently studied using Fourier analysis. For
example, for a group G and a function Q : G → C, let Qˆ denote the Fourier
transform of Q.
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Theorem 3.1 (Diaconis, [Dia88]). For G a group, Q a probability distribution
on G, and U the uniform distribution on G,
|Q− U |2TV ≤
1
4
∑
ρ
dρ Tr(Qˆ(ρ)Qˆ(ρ)
∗),
where ∗ denotes conjugate transpose and the sum is over all nontrivial irreducible
representations ρ of G.
The Fourier transform of a complex valued function on a finite group arises
as a special case of Fourier transforms on semisimple algebras. Here we review
the basic concepts and definitions. For more background on the representation
theory of semisimple algebras see [Ram91].
Definition 3.2. A matrix representation of a C-algebra A is an algebra
homomorphism
ρ : A→Md(C),
where Md(C) denotes the complex algebra of d × d matrices with entries in C.
We call d the dimension of ρ.
An algebra A is simple if A ∼= Mn(C) for some n ≥ 1 and semisimple if it
decomposes as a direct sum of simple algebras:
A ∼=
⊕
λ∈Λ
Mλ(C),
for a finite index set Λ.
Definition 3.3. Let A be a semisimple algebra, {ai}i∈I a basis for A and f =∑
i∈I
f(ai)ai ∈ A.
(i) Let ρ be a matrix representation of A. Then the Fourier transform of
f at ρ, denoted fˆ(ρ), is the matrix sum
fˆ(ρ) =
∑
i∈I
f(ai)ρ(ai).
Definition 3.4. For A a semisimple algebra, a trace function on A is a C-
linear function τ : A→ C such that for all a, b ∈ A,
τ(ab) = τ(ba).
Note by linearity that the usual trace function on Md(C) is unique up to mul-
tiplication by a constant. Hence, for any trace τ on A and set R of inequivalent
irreducible representations of A, there exist constants tρ ∈ C such that:
τ =
∑
ρ∈R
tρTρ,
where for a ∈ A, Tρ(a) = Tr(ρ(a)).
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A trace function τ gives rise to a symmetric bilinear form 〈·, ·〉τ : A×A→ C
by letting
〈a, b〉τ = τ(ab),
for a, b ∈ A.
Both Theorem 3.1 and the results of [DR00] require the notion of Fourier
inversion and Plancherel’s Theorem.
Theorem 3.5 (Fourier Inversion, Plancherel). Let A be a semisimple algebra
with basis {ai} and τ a nondegenerate trace on A. Let {a∗i } be the dual basis
to {ai} with respect to the trace form 〈·, ·〉τ . Then for f, f1, f2 complex-valued
functions on A,
f(ai) =
∑
ρ
tρ Tr(fˆ(ρ)ρ(a
∗
i )), (1)
〈f1, f2〉τ =
∑
ρ
tρ Tr(fˆ1(ρ)fˆ2(ρ)). (2)
3.2. The Brauer Algebra
Elements of the Brauer monoid, Brn, are realized as generalized symmet-
ric group diagrams: consider diagrams on 2 rows of n points each, with edges
connecting pairs of points regardless of row and each point part of exactly one
edge. Multiplication is realized as concatenation of diagrams. Note that in some
cases, concatenation introduces a closed loop. For a parameter q and two dia-
grams x, y ∈ Brn, let c denote the number of closed loops in the multiplication
xy and let z be the diagram of this product with the closed loops removed. Then
xy = qcz.
=
x
y
q z
Fig 1: xy = q1z
Two Brauer diagrams d1 and d2 are equivalent if they differ only in the
number of closed loops, i.e., if when q = 1, d1 = d2. For example, for x, y, z
as in Figure 1, the product xy is equivalent to z. The Brauer monoid, Brn
consists of the set of equivalence classes of such diagrams and is generated by
{ri, ei | 1 ≤ i ≤ n − 1} (see Figure 2). The symmetric group Sn, generated by
the transpositions {ri | 1 ≤ i ≤ n− 1}, sits inside of Brn. As in the symmetric
group, a natural length function lBr : Brn −→ N exists for the Brauer monoid:
for w ∈ Brn, define lBr(w) to be the minimum number of generators ({ri, ei})
needed to express w.
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. . . . . .
i i + 1
ri
. . . . . .
i i + 1
ei
Fig 2: ri, ei ∈ Brn
The Brauer algebra, Brn, is the C(q)-algebra with basis Brn. Equivalently
(see, for example [BRS98]), Brn has algebraic presentation given by generating
set
{ri, ei | 1 ≤ i ≤ n− 1},
along with relations:
(B1) r2i = 1, (B2) rirj = rjri, riej = ejri, eiej = ejei,
|i− j| > 1
(B3) e2i = qei, (B4) eiri = riei = ei,
(B5) riri+1ri = ri+1riri+1, (B6) eiei+1ei = ei, ei+1eiei+1 = ei+1,
(B7) riei+1ei = ri+1ei, (B8) ei+1eiri+1 = ei+1ri.
3.3. The BMW Algebra
Elements of the BMW monoid are realized as generalized Brauer diagrams called
tangles. A tangle is again a diagram on 2 rows of n points each with edges
connecting pairs of points regardless of row and each point part of exactly one
edge. At each crossing of two edges we distinguish which edge passes above and
which passes below (see Figure 3). As in the Brauer monoid, multiplication is
concatenation of diagrams and two tangles are equivalent if they differ only in
their number of closed loops.
Fig 3: A Tangle
Further, two tangles are equivalent if they are related by a sequence of Rei-
demeister moves of type II and III:
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RII :
RIII :
←→
←→
Fig 4: Reidemeister Moves II and III
Consider the elements Tri , T
−1
ri , and Tei of Figure 5.
. . . . . .
i i + 1
Tri
. . . . . .
i i + 1
Tei
. . . . . .
i i + 1
T−1ri
Fig 5: Tri , Tei , T
−1
ri
A tangle is reachable if it can be obtained as a finite product of elements
from {Tri , Tei , T−1ri | 1 ≤ i ≤ n − 1}. The BMW monoid, BMWn, consists of
the set of equivalence classes of reachable tangles on 2n points.
For m, `, q parameters satisfying q = (`− `−1)(m−m−1)−1 + 1, the BMW
algebra, BMWn, is the C(q,m, `)-algebra with basis BMWn and the following
untangling relations:
= +m −m
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Fig 6: Untangling Relations
Equivalently (see, for example [GH06]), the BMW algebra has algebraic pre-
sentation given by generating set {Tei , Tri , T−1ri | 1 ≤ i ≤ n − 1}, along with
relations:
(A1) T 2ei = qTei , (A2) TeiTri = TriTei = `
−1Tei
(A3) TeiTei±1Tei = Tei , (A4) TeiTri±1Tei = `Tei ,
(A5) TriTri+1Tri = Tri+1TriTri+1 , (A6) TriTri±1Tei = Tei±1Tei = Tei±1TriTri±1 ,
(A7) Tri = T
−1
ri +mTid −mTei (A8) TriTrj = TrjTri , TriTej = TejTri ,
TeiTej = TejTei , |i− j| > 1,
for q = (` − `−1)(m − m−1)−1 + 1 and Tid the identity element. For all that
follows we let l = 1.
We map an element of the BMW monoid to the Brauer monoid by ‘forgetting’
crossing information. Denote this map by φ : BMWn −→ Brn.
Example 3.6. For x the tangle of Figure 3, φ(x) has form:
Fig 7: φ(x)
Further, each element of the Brauer monoid lifts to the BMW algebra: for
d ∈ Brn, the BMW image of d, Td, realizes d as a tangle by redrawing the
edges of d from right to left across the first dn2 e points in the bottom row, lifting
the pen when crossing an edge that has already been drawn, then moving to the
top row of points and drawing all horizontal edges in this row, again lifting the
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pen when crossing an edge that has already been drawn, and finally drawing
the remaining edges of d from right to left across the bottom row of points.
Example 3.7. For d the Brauer diagram of Example 3.6, the BMW image of
d is:
Fig 8: Td
Note that when ` = 1 the BMW image of d has a simple algebraic description.
Definition 3.8. For d ∈ Brn and si ∈ {ri, ei}, a reduced expression for d is
a minimum length expression d = si1si2 · · · sik that has no occurrence of ei+1ri.
Then the BMW image of d, Td, realizes d as a tangle by setting
Td := Tsi1Tsi2 · · ·Tsik ,
for d = si1si2 · · · sik a reduced expression
Definition 3.9. For d ∈ Brn and e(d) the number of ei terms in a reduced
expression for d, The BMW length of Td L : Tn −→ N is given by
L(Td) = l
′
Br(d) + e(d),
where l′Br(d) gives the minimum number of generators needed for a reduced
expression of d.
Note 3.10. The relations in the Brauer algebra together with the definition of
reduced expression ensure that e(d) is well defined. See Table 4 in [CFW09] for
the possible rewrites in the Brauer algebra.
Example 3.11. Let d = r3e2e1r3. Then Td = Tr3Te2Te1Tr3 and L(Td) =
l′Br(d) + 2 = 6. An alternate reduced expression for d is d = r3e2r3e1, which has
the same BMW image by BMW relation (A8):
Tr3Te2Tr3Te1 = Tr3Te2Te1Tr3 .
An additional expression for d is d = r2e3r2e1. However, to have a reduced
expression we must replace e3r2:
d = r2e3r2e1 = r2e3e2r3e1,
but then using Brauer relation (B7), d = r3e2r3e1, as before.
Theorem 3.12 of [HR95] shows that the BMW images of the Brauer monoid
elements form a basis for BMWn. Denote this basis by Tn := {Td | d ∈ Brn}.
We consider generation of elements in Tn via random walks on Tn and trans-
late these walks into left multiplication in the BMW algebra.
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4. The Random Walk
In the finite group case, left multiplication by a generating set gives rise to a
random walk on the group. For example, for each generator ri of Sn, consider
the probability distribution
Pi(x, y) =
{
1 if y = rix,
0 else.
Then for lS the length function on the symmetric group and pi given by
pi(x) =
θ−lS(x)∑
w∈Sn
θ−lS(w)
,
the Metropolis algorithm construction yields a chain which interpreted as a
random walk on Sn is given by (see [DR00]):
From x ∈ Sn multiply by ri. If the length increases, move to
rix. If the length decreases, flip a θ-coin and if heads move
to rix. If tails, remain at x.
(∗)
We generalize this walk to the basis of tangles Tn of the BMW algebra. For
Td ∈ Tn and L the length function on Tn defined in Section 3.3, let
pi(Td) =
θ−L(Td)∑
w∈Tn
θ−L(w)
,
and for y ∈ Tn let
P ′i (Td, y) =
{
1 y = Trid
0 else.
Then the Metropolis algorithm applied to P ′ with probability distribution pi
yields:
Ki(Td, y) =
 1 if y = Trid and L(y) ≥ L(Td),θ if y = Trid and L(y) < L(Td),
1− θ if y = Td.
Remark 4.1. Recall that Sn ⊆ Brn and note that for d ∈ Sn, L(Td) = l′Br(d) =
lBr(d) = lS(d), where L, lBr, and lS denote the length functions on Tn,, Brn,
and Sn. Then the submatrix of Ki corresponding to states {Td | d ∈ Sn} is
exactly the chain Mi of [DR00].
Interpreted as a random walk on Tn, the chain Ki describes the process:
From Td ∈ Tn consider d ∈ Brn and multiply by ri. If the
length of the BMW image Trid increases, move to it. If the
length decreases, flip a θ-coin and if heads move to Trid. If
tails, remain at Td.
(†)
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In light of Proposition 4.2 below, this walk can be rephrased as:
From Td ∈ Tn multiply by Tri . If the result is an element of
Tn, move to TriTd. Else, flip a θ-coin and if heads move to
T−1ri Td. If tails, remain at Td.
(††)
Rephrasing in this way yields the equivalent corresponding Markov chain:
Ki(x, y) =
 1 if y = Trix,θ if y = T−1ri x,
1− θ if y = x.
An example of Ki can be found in Appendix A.
Proposition 4.2. For Td ∈ Tn,
L(Trid) < L(Td) ⇐⇒ TriTd /∈ Tn.
Further, if TriTd /∈ Tn, then T−1ri Td = Trid ∈ Tn, while if TriTd ∈ Tn, then
TriTd = Trid.
Proof. First write Td = Tsi1Tsi2 · · ·Tsik , for si1 · · · sik a reduced expression for
d with maximum number of e terms. Then
TriTd = TriTsi1Tsi2 · · ·Tsik ,
which, after possibly rearranging using BMW relations (A5) and (A8), has one
of the following forms, for some 1 ≤ j ≤ k − 2:
1. TriTd = Tsi1Tsi2 · · ·Tsij TriTsiTsij+2Tsij+3 · · ·Tsik
2. TriTd = Tsi1Tsi2 · · ·Tsij TriTsi±1TsiTsij+3 · · ·Tsik ,
3. TriTd = TriTsi1Tsi2 · · ·Tsik , |i1 − i| > 1.
The proof reduces to checking each possible case. For example, if in case (1)
with sisij+2 = riei±1,
TriTd = Tsi1Tsi2 · · ·Tsij TriTriTei±1Tsij+3 · · ·Tsik .
Since TriTri /∈ Tn, we see that TriTd /∈ Tn. Further, since BMW relations (A5)
and (A8) hold in the Brauer monoid,
rid = risi1 · · · sik = si1si2 · · · sijririei±1sij+3 · · · sik ,
which by Brauer relation (B1) gives
rid = si1 · · · sijei±1sij+3 · · · sik ,
a reduced expression for rid. Thus l
′
Br(rid) = k − 1. By Note 3.10 all reduced
expressions have the same number of e terms, so e(rid) = e(d). Hence,
L(Trid) < L(d).
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For the second statement, note that
T−1ri Td = Tsi1Tsi2 · · ·Tsij T−1ri TriTei±1Tsij+3 · · ·Tsik = Trid.
The remaining cases are checked similarly.
In [DR00], Diaconis and Ram translate the Markov chain arising from (∗)
into left multiplication by Hecke algebra elements on a suitably chosen basis.
Similarly, we translate the chains Ki arising from the Metropolis construction
into left multiplication by BMW algebra elements on the basis Tn.
Define Tri ,Tei : Tn −→ BMWn as follows: for x ∈ Tn,
Tri(x) = Trix
Tei(x) =
{
Teix if Trix /∈ Tn,
Trix else.
Theorem 4.3. [Theorem 1.1] Let Brn be the Brauer monoid and BMWn(m, l)
the BMW algebra with basis Tn = {Td | d ∈ Brn}. Let m = (1 − θ)(θ)−1 and
` = 1. Then the chain Ki is the same as the matrix of left multiplication by
θTri + (1− θ)Tei ,
with respect to the basis Tn of BMWn.
Proof. Let x ∈ Tn and consider left multiplication by Tri . If Trix ∈ Tn,
(θTri + (1− θ)Tei)x = θTrix+ (1− θ)Trix = Trix.
If Trix /∈ Tn then by BMW Relation (A7),
Trix = (T
−1
ri +mTid −ml−1Tei)x = T−1ri x+ (1− θ)(θ)−1x− (1− θ)(θ)−1Teix.
By Proposition 4.2, T−1ri x ∈ Tn, and
(θTri + (1− θ)Tei)x = θT−1ri x+ (1− θ)x.
The chains Ki provide scanning strategies for generating elements of the
BMW and Brauer monoids:
1
n− 1
n−1∑
i=1
Ki (random scan),
K1K2 · · ·Kn−1Kn−1 · · ·K2K1 (short systematic scan),
(K1 · · ·Kn−1Kn−1 · · ·K1) · · · (K1K2K2K1)(K1K1) (long systematic scan).
Theorem 4.3, coupled with the results of Section 5, allows for the study of the
rate of convergence of the systematic scans arising from the chains Ki using
Fourier analysis on the BMW algebra.
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5. Analysis of the Walk
Let K denote the matrix corresponding to any of the three scans (random, short
systematic, long systematic), as the results of this section hold true for all three
scans.
Note that K is Markov and recall that a communication class C of a Markov
chain is closed if for each state x ∈ C and for all y /∈ C, y is not accessible
from x. We determine the closed communication classes of K and analyze the
stationary distribution of each closed communication class.
The communication classes of K depend on the number of lower horizontal
edges in the tangle diagrams for the states.
Definition 5.1. Let x ∈ Tn. An edge of x is lower (respectively, upper)
horizontal if it connects two points that are both on the bottom (respectively,
top) row of the diagram of x.
Example 5.2. In Figure 9, E3 is the only lower horizontal edge and E1 is the
only upper horizontal edge.
E1
E2
E4
E3
Fig 9
Note that left multiplication by Tri , T
−1
ri does not affect existing lower hor-
izontal edges in a tangle diagram, nor can it create new ones. As K is deter-
mined by left multiplication by Tri , T
−1
ri , the communication classes of K consist
of states with common lower horizontal edges. For xi ∈ Tn, let Xi denote its
communication class:
Xi := {y ∈ Tn | lower horizontal edges of y the same as those of xi}.
For each communication class Xi, let [K]i denote the corresponding subma-
trix of K. Note that the communication class for x0 := Tid consists of the states
{Td | d ∈ Sn}. Then by Remark 4.1, [Ki]0 = Mi, and so [K]0 can be analyzed
using the methods of [DR00]. For the remainder of the paper we consider the
remaining communication classes of K.
To analyze the time to stationarity of the submatrix [K]1 corresponding to
a communication class X1, we pair X1 with a communication class, X2, whose
states have the same number of lower horizontal edges as those in X1. For
w ∈ X1, let w∗ denote the element of X2 with the same upper configuration as
w. Define the matrix:
K˜(x, y) =

K(x, y) if x, y ∈ X1 ,
K(x, y) if x = w∗, y = z∗ for w, z ∈ X1,
1 if x = y, x /∈ X1 ∪X2,
0 else.
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Example 5.3. For T3 ⊆ BMW3, let x1 = Te1 and x2 = Te1Tr2 , so X1 =
{Te1 , Tr2Te1 , Te2Te1} and X2 = {Te1Tr2 , Tr2Te1Tr2 , Te2Te1Tr2}. Note that T ∗e1 =
Te1Tr2 , while Tr2T
∗
e1 = Tr2Te1Tr2 and Te2T
∗
e1 = Te2Te1Tr2 .
Then for K = 12 (K1 +K2),
2[K]1 =

Te1 Tr2Te1 Te2Te1
1 θ 0
1 1− θ θ
0 1 2− θ
,
2[K]2 =

Te1Tr2 Tr2Te1Tr2 Te2Te1Tr2
1 θ 0
1 1− θ θ
0 1 2− θ
.
Then K˜ = [K]1
⊕
[K]2
⊕
I9, for I9 the 9× 9 identity matrix.
Let pi denote the stationary distribution of K˜ and for Tx ∈ Tn let [pi]x denote
the column of pi corresponding to Tx:
[pi]x :=
∑
Ty∈Tn
pix(y)Ty.
Note that pix(y) represents the probability of ending at state Ty after starting
at Tx. To analyze the time to stationarity of K˜ we consider the total variation
norm:
|K˜mx − pi|TV . (3)
We bound the total variation norm using a trace norm on BMWn.
Definition 5.4. Define τ˜ : Tn → C as follows: for x ∈ Tn,
τ˜(x) =
{
1 if x = Tid,
0 else,
The restricted trace, τ : BMWn → C, is the linear extension of τ˜ to BMWn.
Proposition 5.5. For Tx, Ty ∈ Tn, τ(TxTy) =
{
1 if x = y−1,
0 else.
Corollary 5.6. τ is a trace function on BMWn.
Proof of Proposition 5.5. Let Tx, Ty ∈ Tn. Then Tx = Tsj1 · · ·Tsjk , where for
each 1 ≤ j ≤ k, Tsij ∈ {Tri , Tei | 1 ≤ i ≤ n − 1}. First note by the BMW
relations (A1)-(A8) that if for some 1 ≤ i ≤ n − 1, Tei is a factor of Tx, then
each term of the product TxTy has at least one Tei factor. Hence, no term in
the product TxTy is the identity, so τ(TxTy) = 0. Similarly, τ(TyTx) = 0.
Thus, if Tsjl = Tei for some 1 ≤ l ≤ k, 1 ≤ i ≤ n − 1, then τ(TxTy) =
τ(TyTx) = 0 for all Ty ∈ Tn. Equivalently, τ(TxTy) = 0 for all x ∈ Brn − Sn,
y ∈ Brn.
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Next note that Tx ∈ Tn has an inverse iff x ∈ Sn ⊂ Brn. Hence we need show
for x, y ∈ Sn that
τ(TxTy) =
{
1 if x = y−1,
0 else.
But note that τ |Sn is just a scalar multiple of the trace function ~t on the
Iwahori Hecke algebra of Sn (See e.g. [DR00][Section 3]).
Thus τ is a trace function on BMWn with τ(TxTy) = 0 for all x, y ∈ Brn−Sn.
In fact, τ extends the natural trace function of the Hecke algebra, Hn, viewing
Hn as a subalgebra of BMWn. We analyze K˜ using the bilinear form arising
from τ , which reformulates questions about the time to stationarity in terms of
the representation theory of the underlying Hecke subalgebra of BMWn.
Recall that K˜ consists of two submatrices corresponding to two communica-
tion classes X1 and X2 of K. Note that for each Tx ∈∈ X1 ∪X2, x ∈ Brn−Sn.
Thus, τ(TxTy) = 0 for all Ty ∈ Tn. In order for τ to be nontrivial on the
communication classes of K˜, we rewrite K˜ with respect to a shifted basis for
BMWn.
Definition 5.7. Let pi denote the stationary distribution of K˜. To each Tx ∈
X1, associate a distinct sx ∈ Sn such that sx 6= s−1y for all Ty ∈ X1 and sx has
order greater than 2. For Tx ∈ X1 and for Ty /∈ X1 ∪X2, let
Tˆx := Tx + pix(x)
− 12Tsx ,
Tˆx∗ := Tx∗ + pix(x)
− 12Tsx−1 = Tx∗ + pix∗(x
∗)−
1
2Tsx−1 ,
Tˆy := Ty.
(4)
Note 5.8. By construction, pix(x) = pix∗(x
∗) for all x ∈ X1.
Note 5.9. In Appendix B we show that Sn contains enough distinct elements
to make the associations of Definition 5.7 for all communication classes corre-
sponding to elements with at least two lower horizontal edges. The remaining
communication classes are analyzed separately through techniques discussed in
Appendix B.
For the remainder of this section let X1 be a communication class whose
elements contain at least two lower horizontal edges.
Lemma 5.10. Tˆn := {Tˆx | x ∈ Brn} is a basis for BMWn.
Now let 〈 , 〉BMW denote the trace form of Section 3.1
Lemma 5.11. For Tx ∈ X1 ∪X2 and y ∈ Brn,
〈Tˆx, Tˆy〉BMW =

pix(x)
−1 if y = x∗,
pix(x)
− 12 if y = (sx)−1,
0 else,
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while
〈Tˆsx , Tˆy〉BMW =
 pix(x)
− 12 if y = x∗,
1 if y = (sx)
−1,
0 else.
Proof. Follows from Proposition 5.5 and the linearity of trace.
Let Kˆ be the matrix of K˜ with respect to Tˆn. Note that time to stationarity
is invariant under change of basis.
Lemma 5.12. For Tˆx ∈ Tˆn,
1. If Tˆx ∈ Xˆ1,
Kˆ(Tˆx, Tˆy) =

K(Tx, Ty) if Tˆy ∈ Xˆ1 ∪ Xˆ2,
(1−K(Tx, Tx))pix(x)− 12 if y = sx,
−K(Tx, Ty)piy(y)− 12 if y = sz, z 6= x, z ∈ X1
0 else,
and similarly for Tˆx ∈ Xˆ2.
2. If Tˆx /∈ Xˆ1 ∪ Xˆ2,
Kˆ(Tˆx, Tˆy) =
{
1 if y = x,
0 else.
Proof. Follows from definition of Kˆ and Tˆn.
Lemma 5.12 shows that Kˆ is a direct sum Kˆ1
⊕
Kˆ2
⊕
Imˆ, where for i = 1, 2,
the matrix Kˆi corresponds to {Tˆx, Tˆsx | Tx ∈ Xi}, and mˆ = |Tn| − 4|X1|.
Further,
Kˆ(Tˆx, Tˆy) = K˜(Tx, Ty) = K(Tx, Ty),
for all Tx, Ty ∈ X1 ∪X2.
Recall that pi denotes the stationary distribution of K˜. For Tx /∈ X1 ∪X2,
pix(y) = 0 for all Ty 6= Tx, and so
[pi]x = Tx. (5)
Further, for Tx ∈ X1, pix(y) = 0 for all Ty /∈ X1, and so
[pi]x =
∑
Ty∈X1
pix(y)Ty, (6)
and similarly for X2.
Let pˆi denote the stationary distribution of Kˆ and [pˆi]x the stationary distri-
bution of Kˆ corresponding to column Tˆx. Let Xˆi = {Tˆx | Tx ∈ Xi}.
Lemma 5.13. Let pi be the stationary distribution of K˜ and pˆi the stationary
distribution of Kˆ.
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1. For Tˆx ∈ Xˆ1,
[pˆi]x =
∑
Tˆy∈X1
(pix(y)Tˆy − pix(y) 12 Tˆsy ) + pix(x)−
1
2 Tˆsx ,
and similarly for Tˆx ∈ Xˆ2.
2. If Tˆy /∈ Xˆ1 ∪ Xˆ2, [pˆi]y = Tˆy
Proof. Part (2) follows from Lemma 5.12. To prove (1), note that for Tˆx ∈ Xˆ1,
[pˆi]x = [pi]x + pix(x)
− 12 [pi]sx . Then by equations (5) and (6),
[pˆi]x = [pi]x + pix(x)
− 12 [pi]sx
=
∑
Ty∈X1
pix(y)Ty + pix(x)
− 12Tsx
=
∑
Ty∈X1
(
pix(y)(Ty + piy(y)
− 12Tsy )− pix(y)piy(y)−
1
2Tsy
)
+ pix(x)
− 12Tsx .
=
∑
Tˆy∈Xˆ1
(
pix(y)Tˆy − pix(y) 12 Tˆsy
)
+ pix(x)
− 12 Tˆsx .
For Tx ∈ X1∪X2, Lemma 5.13 shows that pix(y) = pˆix(y) for all Ty ∈ X1∪X2.
However, pix(sy) = 0, but pˆix(sx) = pix(x)
− 12 − pix(x) 12 and for y 6= x, pˆix(sy) =
−pix(y) 12 .
Let Sˆ := {Tˆsx | sx ∈ S}. Consider the L2(pˆi)-norm restricted to the subspace
generated by Xˆ1 ∪ Xˆ2 ∪ Sˆ:
Definition 5.14. For functions f, g : Xˆ1 ∪ Xˆ2 ∪ Sˆ → C, let
〈f, g〉2 :=
∑
Tˆx∈Xˆ1∪Xˆ2∪Sˆ
f(x)g(x)pˆix(x).
For m ∈ N, let [Kˆm]x denote the column of Kˆm corresponding to Tˆx:
[Kˆn]x =
∑
Tˆxi∈Xˆ1∪Xˆ2∪Sˆ
Knx (xi)Tˆxi .
To find the time to stationarity of Kˆ (and hence K˜ and K), we analyze ‖[Kˆm]x−
[pˆi]x‖2.
Lemma 5.15. Let f, g be complex-valued functions on Xˆ1 ∪ Xˆ2 ∪ Sˆ and let
∗ : Xˆ1 ∪ Xˆ2 ∪ Sˆ → Xˆ1 ∪ Xˆ2 ∪ Sˆ be the involution that sends Tˆx to Tˆx∗ for
Tˆx ∈ Xˆ1 ∪ Xˆ2, and Tˆsx to Tˆs−1x for Tˆsx ∈ Sˆ. Then for 〈 , 〉BMW the bilinear
form arising from the trace τ ,
〈f/pˆi, g/pˆi〉2 = 〈f, g∗〉BMW −
∑
Tˆsx∈Sˆ
f(x)g(s−1x ) + f(s
−1
x )g(x
∗)
pˆix(x)
1
2
.
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Proof. By Lemma 5.11,
〈f/pˆi, g/pˆi〉2 =
∑ f(x)g(x)
pˆix(x)
=
∑
Tˆx∈Xˆ1∪Xˆ2∪Sˆ
f(x)g(x)〈Tˆx, (Tˆx)∗〉BMW
=
∑
Tˆx,Tˆy∈Xˆ1∪Xˆ2∪Sˆ
f(x)g(y)〈Tˆx, (Tˆy)∗〉BMW −
∑
Tˆsx∈Sˆ
f(x)g(s−1x )
pˆix(x)
1
2
−
∑
Tˆsx∈Sˆ
f(s−1x )g(x
∗)
pˆix(x)
1
2
= 〈f, g∗〉BMW −
∑
Tˆsx∈Sˆ
f(x)g(s−1x ) + f(s
−1
x )g(x
∗)
pˆix(x)
1
2
.
Corollary 5.16. For Tˆx ∈ Xˆ1,
〈[Kˆm/pˆi]x, [Kˆm/pˆi]x〉2 = 〈[Kˆm]x, [Kˆm]x〉BMW −
∑
Tˆy∈X2
Kˆmx (s
−1
y )Kˆ
m
x (y
∗)
pˆiy(y)
1
2
.
K is Markov, so there exists N ∈ N with Kˆmx ≥ 0 for all m > N . Further,
pˆi is the stationary distribution of a Markov chain, so pˆiy(y) ≥ 0. We can thus
bound the time to stationarity by the BMW trace.
Theorem 5.17 (Theorem 1.2). For Tˆx ∈ Xˆ1 ∪ Xˆ2,
〈[Kˆn/pˆi]x, [Kˆn/pˆi]x〉2 ≤ 〈[Kˆn]x, [Kˆn]x〉BMW .
Hence,
‖[Kˆn/pˆi]x − 1‖22 ≤ ‖[Kˆn]x − 1‖2BMW .
Thus, studying the time to stationarity of Kˆ can be achieved by studying
‖[Kˆn]x − 1‖2BMW .
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Appendix A: Example of Walk in BMW3
Example A.1. In BMW3,
B3 = R ∪E1 ∪E2 ∪E3,
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for
R = {Tid, Tr1 , Tr2 , Tr1Tr2 , Tr2Tr1 , Tr1Tr2Tr1}, E1 = {Te1 , Tr2Te1 , Te2Te1},
E2 = {Te2 , Tr1Te2 , Te1Te2}, E3 = {Te1Tr2 , Tr2Te1Tr2 , Te2Te1Tr2}.
The Markov chain K1 has form
R
⊕
E1
⊕
E2
⊕
E3,
for
R =

id r1 r2 r1r2 r2r1 r1r2r1
id 0 θ 0 0 0 0
r1 1 1− θ 0 0 0 0
r2 0 0 0 θ 0 0
r1r2 0 0 1 1− θ 0 0
r2r1 0 0 0 0 0 θ
r1r2r1 0 0 0 0 1 1− θ
,
E1 =

e1 r2e1 e2e1
e1 1 0 0
r2e1 0 0 θ
e2e1 0 1 1− θ
, E2 =

e2 r1e2 e1e2
e2 0 θ 0
r1e2 1 1− θ 0
e1e2 0 0 1
,
E3 =

e1r2 r2e1r2 e2e1r2
e1r2 1 0 0
r2e1r2 0 0 θ
e2e1r2 0 1 1− θ
.
Appendix B: Symmetric Group Elements
Lemma B.1. Let X1 be a communication class of K whose elements have at
least two lower horizontal edges. Then there exist enough sx ∈ Sn with s2x 6= id
to associate a distinct sx to each x ∈ X1 such that sx 6= s−1y for any y ∈ X1.
Proof. The size of a communication class is determined by the number of lower
horizontal edges of its elements. Let Xi be the communication class of an element
xi with m lower horizontal edges. Then a simple counting argument gives:
|Xi| = (n− 2m)!
m−1∏
j=0
(
n− 2j
k
)
.
In particular, for xi, xj ∈ Bn,
|Xi| > |Xj | ⇐⇒ xi has fewer lower horizontal edges than xj .
Note that if xi has exactly one lower horizontal edge,
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|Xi| = n!
2
=
|Sn|
2
,
and so Sn cannot contain enough elements of order greater than 2 to make the
associations required by the lemma, as we need 2|Xi| elements of order greater
than 2.
Now let xi have exactly two lower horizontal edges. Then for all xj ∈ Bn with
at least two lower horizontal edges,
|Xj | ≤ |Xj | = (n− 4)!
(
n
2
)(
n− 2
2
)
=
n!
8
=
|Sn|
8
,
and so
2|Xj | ≤ |Sn|
2
. (7)
Let Tn be the set of elements of Sn of order 2. Then by Equation 7 we need
show |Sn|
2
≤ |Sn| − |Tn|,
in other words, that |Tn| ≤ |Sn|2 .
But
|Tn| =

n
2∑
k=1
n!
(n− 2k)!k!2k if n even ,
n−1
2∑
k=1
n!
(n− 2k)!k!2k if n odd ,
and so |Tn| < |Sn|2 for n > 4. As the only communication classes when n < 4
correspond to elements with fewer than 2 lower horizontal edges, this proves the
lemma.
Finally, for xi with exactly one lower horizontal edge, while Xi contains too
many elements to make the associations of Lemma B.1, note that each y ∈ Xi
can be viewed as an element, y′ of Bn+1 by adding a verticle edge to the end of
the diagram. Then to analyze [K]i, let X
′
i = {y′ | y ∈ Xi} and let K ′ be the
matrix of K with respect to Bn+1. Then since [K ′]i = [K]i, we can analyze this
case by considering K ′.
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