Analytical expressions for the average bit error rate in the reverse link of a DS-CDMA system with coexisting fast and slow power controlled users are presented. The combined effects of a frequency selective Nakagami fading channel with an arbitrary multipath intensity profile, the power control error and the use of a cell selection process based on a minimum attenuation criterion are considered.
Introduction: In a DS-CDMA system there might be users using different power control strategies. Slow power control (SPC) can be used by mobile stations (MSs) sending transmission requests or short data packets while fast power control (FPC) can be used by MSs with reserved resources that include a downlink control channel carrying power control commands. In this Letter we derive analytical expressions for the average bit error rate (BER) when considering different interference scenarios with a mixture of users using both SPC and FPC strategies. Unlike previous works tackling a similar situation [1] , our contribution is based on more realistic channel and physical layer models including: a versatile frequency selective Nakagami fading channel with arbitrary multipath intensity profile (MIP), non-ideal power control loops and a cell selection process based on a minimum attenuation criterion.
System model: The reverse link of an asynchronous DS-CDMA cellular system based on a two-dimensional layout of hexagonal cells with a base station (BS) located at the centre of every cell is considered. A central reference BS (BS0) surrounded by rings of interfering cells is considered and MSs are assumed to be randomly located at points (x, y) over the cellular layout. Assuming that the bit duration (T b ) is smaller than the channel coherence time then the lowpass equivalent impulse response of the bandpass channel for the link between user k and BS q in the time interval nT b t (n þ 1)T b can be modelled as
, where d kq (x, y) is the distance between user k and BS q, m denotes the power distance loss index, x kq $ N(0, s sh kq 2 ) is a random variable used to model the lognormal shadowing, and w kq,ln ¼ a kq,ln e jckq,ln , where {c kq,ln } l¼0 Lkq À1 are independent random variables uniformly distributed over [0, 2p) and {a kq,ln } l¼0
LkqÀ1 are independent Nakagami random variables with arbitrary MIP. G c is a constant, T c denotes the chip duration and L kq denotes the number of resolvable paths. The transmitted lowpass equivalent signal corresponding to MS k in cell q is given bỹ
where the term
LkqÀ1 a kq,ln 2 if MS k uses FPC, i.e. superscripts s and f stand for SPC and FPC, respectively, S represents the nominal received signal power, D k (t) is the data waveform, c k (t) is the code sequence waveform, t k accounts for the user asynchrony, l k denotes the power control error (PCE) for MS k, which is assumed to follow a lognormal distribution [2, 3] , and thus, it can be written as l k ¼ 10 xk=10 where x k ¼ N(0, s e k 2 ) and, finally, f k ¼ y k À o c t k , where y k is the carrier phase and o c is the carrier frequency. We consider also that MS k connects to the BS in the set Y k of the Q c nearest BSs the pilot of which is received with the highest average power level [2, 3] . We denote as S 0 the region containing all the points (x, y) having the reference BS (BS0) included among the Q c nearest BSs, and as S 1 the region not having BS0 within these Q c BSs. The lowpass equivalent signal received at BS0 is given by r(t)
where K s and K f are the number of MSs using SPC and FPC, respectively, ñ(t) is a zero-mean lowpass equivalent AWGN process with single-sided power spectral density N 0 andr
Assuming perfect channel estimation, the output of the correlation receiver of the target MS (q ¼ 0, k ¼ 1) corresponding (without loss of generality) to the transmitted bit in the time interval 0 t T b can be expressed as where, without loss of generality, we have assumed that f 1 ¼ 0 and
, where D 10 denotes the first transmitted data symbol, and four noise components. The first noise component is due to self-interference from the multipath waveform of the reference signal and it can be neglected [2] , the second and third noise components are due to multiple access intracell interference from the users connected to BS0 and users connected to surrounding interfering BSs, respectively, and the fourth component is due to AWGN (Z 0,th ¼ N(0, T b N 0 F 10 f )). Taking into account that different MSs experience independent fading, independent PCE and independent geometric location then, conditioned on the PCE of the target MS, Z 0,ma a and Z 0,mc are sums of independent random variables that through the application of the central limit theorem can be assumed to be asymptotically Gaussian. Furthermore, assuming long spreading sequences, a normalised MIP with E{F kq } ¼ 1 and E{1=F kq } ¼ 4 R, and using E{l k } ¼ e f , denote the number of MSs using SPC and FPC, respectively, that are located in S 0 and are not connected to BS0, similarly M S 1 s and M S 1 f denote the number of MSs located in S 1 using SPC and FPC, respectively, and $ S w ¼ 4 E{U k (x, y)} k 2 Sw represents the average interference produced by an MS located in S w and must be obtained by numerical integration over the area of interest [2] . The variance of Z 0,ma a can be expressed as
, with e s ¼ 1 and e f ¼ R. Now, putting the pieces together, the instantaneous SNIR at the output of the receiver of the target MS can be written as g b s ¼ C s l 1 F 10 f when using SPC or as g b f ¼ C f l 1 when using FPC, where
, and E b ¼ 2ST b . As the random variable F kq is a sum of gamma variables, the Moschopoulos theorem [4] can be used to find out its PDF and to calculate R ¼ E{F kq
À1
}. Assuming the use of BPSK modulation with coherent demodulation, the conditional BER can be expressed as
Given that F 10 f is a sum of L 10 gamma random variables with parameters {m l } l¼0 L10À1 and {b l } l¼0
L10À1
, we can use again the Moschopoulos theorem [4] to obtain its PDF and then calculate P b s (l 1 ) as [2]
where 2 F 1 (Á) denotes the hypergeometric function, S p ¼ P l¼0 L10À1 m l þ p, b min ¼ min l {b l }, and the coefficients {d p } p¼0 1 can be recursively obtained as in [4] . Now, using (7) and (8) and taking into account that l 1 is a lognormal random variable, the expansion of differences proposed in [5] can be used to obtain a good approximation to the average BER in a mixed type interference environment as 
