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Abstract
We show several inequalities for intersection numbers of distance-regular graphs. As an
application of them we characterize the Odd graphs and the doubled Odd graphs with a few of
their intersection numbers. In particular, we prove that the diameter d of a bipartite distance-regular
graph of valency k and girth 2r + 2 ≥ 6 is bounded by d ≤ [ k+22 ]r + 1 if it is not the doubled Odd
graph.
© 2006 Published by Elsevier Ltd
1. Introduction
One of the main open problems for distance-regular graphs is to show that for fixed
integer k ≥ 3 there are only finitely many distance-regular graphs of valency k. This
problem is equivalent to the construction of a diameter bound for distance-regular graphs
in terms of valency k. The first step for this problem is to bound the diameter in terms of
valency k and girth g. Secondly we shall bound the girth g in terms of k, or absolutely
constant.
The first step has been done for the bipartite case by Terwilliger [13], and for the general
case by Ivanov [8].
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Let us recall Terwilliger’s result in [13,14]. Let Γ be a bipartite distance-regular graph
of valency k ≥ 3, diameter d ≥ 3 and
r = r(Γ ) := |{i | (ci , ai , bi ) = (c1, a1, b1)}|.
Then the girth g of Γ , that is the length of the shortest circuit in Γ , is equal to 2r + 2.
Terwilliger showed that the intersection numbers of Γ satisfy the inequalities








≤ cd−1 ≤ k − 1.
Thus we obtained the diameter bound
d ≤ (k − 1)r + 1
for bipartite distance-regular graphs. This bound is tight. The hypercubes and the doubled
Odd graphs satisfy d = (k − 1)r + 1 with r = 1, 2, respectively. Moreover their sequences
(ci )1≤i≤d are (1, 2, . . . , k − 1, k) and (1, 1, 2, 2, . . . , k − 1, k − 1, k), respectively. They
satisfy cq+r = cq + 1 for all 1 ≤ q ≤ d − r and ctr = t for all 1 ≤ t ≤ k − 1.
Next let us recall Koolen’s result. Let Γ be a distance-regular graph of diameter d ≥ 3,
valency k ≥ 3 and r = r(Γ ). In [9] Koolen showed that if ce > ce−1, then ci + ce−i ≤ ce
holds for all 1 ≤ i ≤ e − 1. Moreover, if ae−1 = 0 and ci + ce−i = ce hold for all
1 ≤ i ≤ e − 1, then Γ has a bipartite distance-regular subgraph Δ of diameter e, valency
ce and the ci ’s of Δ are the same as those of Γ . Using this result he showed that Γ is
bipartite with d = (k − 1)r + 1 if and only if Γ is either the hypercube or the doubled Odd
graph. Moreover, if r ≥ 2 and Γ is bipartite and is not the doubled Odd graph, then






where [n] denotes the maximal integer m such that m ≤ n.
We remark that the doubled Odd graph satisfies that c2t+1 > c2t and ci + c2t+1−i =
c2t+1 hold for all 1 ≤ i ≤ 2t ≤ d − 1. Moreover the doubled Odd graph has sequences of
geodetically closed subgraphs. (See [5, Section 2].)
In this paper we investigate the cases where the equalities hold for Terwilliger’s
inequalities and Koolen’s inequalities. Our purpose is to characterize the doubled Odd
graphs and the Odd graphs with those equalities.
Theorem 1.1. Let Γ be a distance-regular graph of diameter d, valency k ≥ 4 and
r = |{i | (ci , ai , bi ) = (c1, a1, b1)}| ≥ 2. Suppose one of the following conditions holds.
Then Γ is either the Odd graph, or the doubled Odd graph.
(i) There exists an integer m with r ≤ m ≤ d − r − 1 such that am+r = 0 and
1 + cm = cm+r ≤ k − 2.
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(ii) There exists an integer m with r ≤ m ≤ d − r − 1 such that am = 0 and
2 ≤ bm+r = bm − 1.
(iii) There exist integers m and t with 2r ≤ m ≤ d − 1 and r ≤ t ≤ m − r such that
cm−1 < cm, a1 = · · · = am = 0 and ct + cm−t = cm.
(iv) There exist integers m and t with 2r ≤ m ≤ d − r and r ≤ t ≤ m − r such that
ct < ct+1, a1 = · · · = am = 0 and ct + cm−t = cm.
Moreover we prove the following improvement of the diameter bound for bipartite
distance-regular graphs.
Theorem 1.2. Let Γ be a bipartite distance-regular graph of diameter d, valency k ≥ 4







Distance-regular graphs of valency k = 3 have been classified by Ito [7] and Biggs
et al. [2]. The classification shows that these theorems are also true for distance-regular
graphs of valency k = 3.
So in this paper we only consider distance-regular graphs of valency at least 4.
This paper is organized as follows. We recall the definition and collect several known
results in Section 2. In Section 3 we show the generalizations of Terwilliger’s inequalities,
and re-prove Koolen’s inequalities. We consider the cases where the equalities hold in those
inequalities and show that the equalities hold inductively under the special conditions. We
prove our main results in Section 4.
2. Preliminaries
All graphs considered are undirected finite graphs without loops or multiple edges. Let
Γ be a connected graph with the usual shortest path distance ∂ . We identify Γ with the set
of vertices. A connected graph Γ is called bipartite if its vertex set can be partitioned into
two classes Γ+ and Γ− such that there are no edges in Γ+ and Γ−, respectively.
The diameter of Γ , denoted by d , is the maximal distance of two vertices in Γ . The
girth of Γ , denoted by g, is the length of a shortest circuit in Γ .
Let u ∈ Γ . We denote by Γ j (u) the set of vertices which are at distance j from u. Put
Γ−1(u) = Γd+1(u) = ∅. For two vertices u and x in Γ at distance i , let
Ci (u, x) := Γi−1(u) ∩ Γ1(x),
Ai (u, x) := Γi (u) ∩ Γ1(x),
Bi (u, x) := Γi+1(u) ∩ Γ1(x).
A connected graph Γ is said to be distance-regular if ci = |Ci (u, x)|, ai = |Ai (u, x)|
and bi = |Bi (u, x)| depend only on i = ∂(u, x) rather than individual vertices. The
numbers ci , ai and bi are called the intersection numbers of Γ . In particular, k := b0
is called the valency of Γ .
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The following are basic properties of the intersection numbers which we use implicitly
in this paper:
(1) k = b0 ≥ b1 ≥ · · · ≥ bd−1 > bd = 0.
(2) 1 = c1 ≤ c2 ≤ · · · ≤ cd−1 ≤ cd ≤ k.
(3) ci + ai + bi = k for all 1 ≤ i ≤ d.
(4) ci < b j if i + j ≤ d.
The reader is referred to [1,3] for more detailed descriptions of distance-regular graphs.
Let m be a positive integer and let X be a set of size 2m +1. We denote by Xi the family
of all i elements subsets of X .
The Odd graph Om+1 is the graph whose vertex set is Xm such that two vertices are
adjacent if and only if they are disjoint. Then the Odd graph Om+1 is distance-regular of
diameter m and valency m + 1 with ai−1 = 0 and ci = [ i+12 ] for all 1 ≤ i ≤ m.
The doubled Odd graph 2Om+1 is the bipartite graph whose vertex set is Xm ∪ Xm+1
such that y ∈ Xm and α ∈ Xm+1 are adjacent if and only if y ⊆ α. Then the doubled Odd
graph 2Om+1 is distance-regular of diameter 2m+1 and valency m+1 with c2i−1 = c2i = i
for all 1 ≤ i ≤ m.
More information for these graphs can be found in [3, Section 9.1.D] and [5].
Throughout this paper Γ denotes a distance-regular graph of diameter d , valency k ≥ 4
and the intersection numbers ci , ai , bi (1 ≤ i ≤ d).
We collect several known results.
Lemma 2.1. Let j be an integer with 1 ≤ j ≤ d − 1. Then the following hold:
(1) If a j+1 = 0 < a j , then b j ≤ a j .
(2) If a j = 0 < a j+1, then c j+1 ≤ a j+1.
(3) If ad− j = · · · = ad−1 = 0, then a1 = · · · = a j = 0.
Proof. These follow from Proposition 5.5.4 and Proposition 5.5.7 in [3]. 
As a direct consequence we have the following result.
Lemma 2.2. Let q and s be integers with 1 ≤ q < s ≤ d.
(1) If as = 0 and cs − cq < bs−1, then aq = · · · = as = 0.
(2) If aq = 0 and bq − bs < cq+1, then aq = · · · = as = 0.
Proof. (1) Suppose a j > 0 for some j with q ≤ j ≤ s − 1. Let m be such a maximal
index. Then we have am+1 = 0 < am . It follows, by Lemma 2.1(1), that
bm ≤ am = k − bm − cm ≤ k − bm+1 − cm = cm+1 − cm .
This is a contradiction as bs−1 ≤ bm and cm+1 − cm ≤ cs − cq .
(2) Suppose a j > 0 for some j with q + 1 ≤ j ≤ s. Let n be such a minimal index. Then
we have an−1 = 0 < an . It follows, by Lemma 2.1(2), that
cn ≤ an = k − cn − bn ≤ k − cn−1 − bn = bn−1 − bn.
As cq+1 ≤ cn and bn−1 − bn ≤ bq − bs we have a contradiction. The lemma is
proved. 
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From now on we assume
r = r(Γ ) := |{i | (ci , ai , bi ) = (c1, a1, b1)}| ≥ 2.
To close this section we introduce the following result.
Proposition 2.3. If c1 = · · · = cr = 1, cr+1 = · · · = c2r = 2 and a1 = · · · = a2r−1 = 0,
then Γ is either the Odd graph or the doubled Odd graph.
This result for the case r = 2 was proved by Ray-Chaudhuri and Sprague [12],
Cuypers [4, Theorems 4.6–4.7] and Koolen [10, Theorem 16]. In [6, Corollary 3] the author
proved the general case by reducing the case of r = 2.
3. Several inequalities
In this section we first prove generalizations of Terwilliger’s inequalities in
Lemmas 3.1–3.3, and re-prove Koolen’s inequalities in Lemmas 3.4 and 3.5. Next we
investigate the cases where the equalities hold for these inequalities in Lemmas 3.6–
3.10. Finally we prove that the equalities hold inductively under the special conditions
in Lemmas 3.11–3.15.
First we generalize Terwilliger’s inequalities in [13,14].
Lemma 3.1. Let q be an integer with 1 ≤ q ≤ d − 1. Suppose cq < cq+1 and
aq ≤ cq+1 − cq . Then cq + ci ≤ cq+i for all 1 ≤ i ≤ d − q. Moreover if aq < cq+1 − cq,
then the following conditions are equivalent:
(i) cq + ci = cq+i .
(ii) For any u, v,w ∈ Γ with ∂(u, v) = i , ∂(v,w) = q, ∂(u, w) = q + i and for any z ∈
Cq+i (u, w) \ Cq(v,w) we have z ∈ Bq(v,w) and Cq+1(z, v) \ Cq (w, v) ⊆ Ci (u, v).
(iii) There exist u, v,w ∈ Γ with ∂(u, v) = i , ∂(v,w) = q and ∂(u, w) = q + i such that
for any z ∈ Cq+i (u, w)\Cq (v,w) we have z ∈ Bq(v,w) and Cq+1(z, v)\Cq (w, v) ⊆
Ci (u, v).
Proof. Let u, v and w be vertices of Γ with ∂(u, v) = i , ∂(v,w) = q and ∂(u, w) = q + i .
Let Y := Ci (u, v) and Z := Cq+i (u, w) \ Cq(v,w). We count the size of the set
Ω = {(y, z) ∈ Y × Z | ∂(y, z) = q}
in two ways.





|Z ∩ Γq(y)| = |Y |(cq+1 − cq).
Let Z B := Z ∩ Bq(v,w) and Z A := Z ∩ Aq(v,w). Then Z = Z B ∪ Z A is a disjoint union.





|Y ∩ Γq(z)| ≤ |Z B|(cq+1 − cq) + |Z A|aq ≤ |Z |(cq+1 − cq).
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Since |Y | = ci and |Z | = cq+i − cq , the first assertion is proved.
Suppose aq < cq+1 − cq . The proof of the first assertion implies that the equality holds
if and only if for any z ∈ Z we have z ∈ Z B and Y ∩ Γq(z) = Cq+1(z, v) \ Cq(w, v).
Hence the conditions (i)–(iii) are equivalent. 
Lemma 3.2. Let q be an integer with 1 ≤ q ≤ d − 1. Suppose cq < cq+1 and
aq ≤ cq+1 − cq . Then cq + bq+i ≤ bi for all 0 ≤ i ≤ d − q. Moreover if aq < cq+1 − cq ,
then the following conditions are equivalent:
(i) cq + bq+i = bi .
(ii) For any u, v,w ∈ Γ with ∂(u, v) = i , ∂(v,w) = q, ∂(u, w) = q + i and for any z ∈
Bi (u, v)\Cq (w, v) we have z ∈ Bq(w, v) and Cq+1(z, w)\Cq (v,w) ⊆ Bq+i (u, w).
(iii) There exist u, v,w ∈ Γ with ∂(u, v) = j , ∂(v,w) = q and ∂(u, w) = q + i such that
for any z ∈ Bi (u, v) \ Cq(w, v) we have z ∈ Bq(w, v) and Cq+1(z, w) \ Cq(v,w) ⊆
Bq+i (u, w).
Proof. Let u, v and w be vertices of Γ with ∂(u, v) = i , ∂(v,w) = q and ∂(u, w) = q + i .
Let Y := Bq+i (u, w) and Z := Bi(u, v) \ Cq (w, v). By counting the size of the set
{(y, z) ∈ Y × Z | ∂(y, z) = q}
in two ways, we have an assertion similar to the proof of Lemma 3.1. 
For the case i = d − q in the previous lemma, we remark that Y = Bq+i (u, w) = ∅,
but the statement also holds.
Lemma 3.3. Let q be an integer with 1 ≤ q ≤ d − 1. Suppose bq < bq−1 and
aq ≤ bq−1 − bq. Then bq + ci ≤ bq−i for all 1 ≤ i ≤ q − 1. Moreover if aq < bq−1 − bq,
then the following conditions are equivalent:
(i) bq + ci = bq−i .
(ii) For any u, v,w ∈ Γ with ∂(u, v) = q, ∂(u, w) = i , ∂(v,w) = q − i and for any z ∈
Bq−i (w, v) \ Bq(u, v) we have z ∈ Cq (u, v) and Bq−1(z, u) \ Bq(v, u) ⊆ Ci (w, u).
(iii) There exist u, v,w ∈ Γ with ∂(u, v) = q, ∂(u, w) = i , ∂(v,w) = q − i such that for
any z ∈ Bq−i (w, v) \ Bq(u, v) we have z ∈ Cq(u, v) and Bq−1(z, u) \ Bq(v, u) ⊆
Ci (w, u).
Proof. Let u, v and w be vertices of Γ with ∂(u, v) = q , ∂(u, w) = i , ∂(u, w) = q − i .
Let Y := Ci (w, u) and Z := Bq−i (w, v) \ Bq(u, v). By counting the size of the set
{(y, z) ∈ Y × Z | ∂(y, z) = q}
in two ways, we have an assertion similar to the proof of Lemma 3.1. 
Remark. The previous lemmas are proved under the condition that there is no quadruple
(α, β, γ, δ) of vertices such that ∂(α, β) = ∂(γ, δ) = 1, ∂(α, δ) = q + 1 and ∂(α, γ ) =
∂(β, γ ) = ∂(β, δ) = q , instead of aq ≤ cq+1 − cq , or aq ≤ bq−1 − bq .
The following two inequalities were proved by Koolen [9,11]. We re-prove these results
in order to investigate the cases where the equalities hold.
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Lemma 3.4. Let e be an integer with 2 ≤ e ≤ d such that ce−1 < ce. Then ci + ce−i ≤ ce
for all 1 ≤ i ≤ e − 1. Moreover the following conditions are equivalent:
(i) ci + ce−i = ce.
(ii) For any u, v, x ∈ Γ with ∂(u, v) = e, ∂(u, x) = i , ∂(x, v) = e − i and for any
z ∈ Ce(u, v) \ Ce−i (x, v) we have Ce(v, u) \ Ce−1(z, u) ⊆ Ci (x, u).
(iii) There exist u, v, x ∈ Γ with ∂(u, v) = e, ∂(u, x) = i and ∂(x, v) = e − i such that
Ce(v, u) \ Ce−1(z, u) ⊆ Ci (x, u) for any z ∈ Ce(u, v) \ Ce−i (x, v).
Proof. Let u, v and x be vertices of Γ with ∂(u, v) = e, ∂(u, x) = i and ∂(x, v) = e − i .
Let Y := Ci (x, u) and Z := Ce(u, v) \ Ce−i (x, v). We count the size of the set
Λ = {(y, z) ∈ Y × Z | ∂(y, z) ≥ e − 1}
in two ways. For any y ∈ Y we have {z′ ∈ Z | ∂(y, z′) ≥ e − 1} = Ce(u, v) \ Ce−1(y, v).
For any z ∈ Z we have {y ′ ∈ Y | ∂(y ′, z) ≥ e − 1} ⊆ Ce(v, u) \ Ce−1(z, u). It follows that
|Y |(ce − ce−1) = |Λ| ≤ |Z |(ce − ce−1).
Then the first assertion follows from |Y | = ci and |Z | = ce − ce−i . The equality holds
if and only if Ce(v, u) \ Ce−1(z, u) ⊆ Y holds for any z ∈ Z . The desired result is
proved. 
Lemma 3.5. Let e be an integer with 1 ≤ e ≤ d − 1 such that be+1 < be. Then
ci + be+i ≤ be for all 1 ≤ i ≤ d − e. Moreover the following conditions are equivalent:
(i) ci + be+i = be.
(ii) For any u, v, x ∈ Γ with ∂(u, v) = e, ∂(u, x) = i , ∂(x, v) = e + i and for any
z ∈ Be(v, u) \ Ci (x, u) we have Be(u, v) \ Be+1(z, v) ⊆ Be+i (x, v).
(iii) There exist u, v, x ∈ Γ with ∂(u, v) = e, ∂(u, x) = i and ∂(x, v) = e + i such that
Be(u, v) \ Be+1(z, v) ⊆ Be+i (x, v) for any z ∈ Be(v, u) \ Ci (x, u).
Proof. Let u, v and x be vertices of Γ with ∂(u, v) = e, ∂(u, x) = i and ∂(x, v) = e + i .
Let Y := Be+i (x, v) and Z := Be(v, u) \ Ci (x, u). By counting the size of the set
{(y, z) ∈ Y × Z | ∂(y, z) ≤ e + 1}
in two ways, we have the desired result, similarly to the proof of Lemma 3.4. 
Next we consider the cases where the equalities hold in the previous five lemmas.
Lemma 3.6. Let q be an integer with 1 ≤ q ≤ d − 1 such that cq < cq+1 and
aq < cq+1 − cq . Suppose cq + ch = cq+h for some 2 ≤ h ≤ d − q. Then one of the
following holds:
(i) cq + ch−1 = cq+h−1.
(ii) bq+h−1 ≤ ah−1.
(iii) bq+h−1 ≤ ch − ch−1 and bq+h−1 ≤ bh−1 − bh.
Proof. Let x, v,w ∈ Γ with ∂(x, v) = h −1, ∂(v,w) = q and ∂(x, w) = q +h −1. Set Z
:= Cq+h−1(x, w) \ Cq (v,w) and let u ∈ Bq+h−1(w, x) ⊆ Bh−1(v, x). Apply Lemma 3.1
to (u, v,w). Then for any z ∈ Z we have z ∈ Cq+h(u, w) \ Cq(v,w) ⊆ Bq(v,w) and
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Cq+1(z, v) \ Cq (w, v) ⊆ Ch(u, v). If Cq+1(z, v) \ Cq(w, v) ⊆ Ch−1(x, v) for any z ∈ Z ,
then we have (i) by applying Lemma 3.1 to (x, v,w). We may assume that there exist z ∈ Z
and y ∈ Cq+1(z, v) \ Cq(w, v) such that y 
∈ Ch−1(x, v). Take any u′ ∈ Bq+h−1(w, x).
Apply Lemma 3.1 to (u′, v,w). Then y ∈ Cq+1(z, v) \ Cq(w, v) ⊆ Ch(u′, v) and
∂(u′, y) = h − 1.
If y ∈ Ah−1(x, v), then u′ ∈ Ah−1(y, x). Thus Bq+h−1(w, x) ⊆ Ah−1(y, x). We
have (ii).
If y ∈ Bh−1(x, v), then u′ ∈ Ch(y, x) \ Ch−1(v, x) and u′ ∈ Bh−1(v, x) \ Bh(y, x).
Hence we have Bq+h−1(w, x) ⊆ Ch(y, x)\Ch−1(v, x) and Bq+h−1(w, x) ⊆ Bh−1(v, x)\
Bh(y, x). We have (iii). The desired result is proved. 
Lemma 3.7. Let q be an integer with 1 ≤ q ≤ d − 1 such that cq < cq+1 and
aq < cq+1 − cq . Suppose cq + bq+h = bh for some 0 ≤ h ≤ d − q − 1. Then one
of the following holds:
(i) cq + bq+h+1 = bh+1.
(ii) ch+1 ≤ aq+h+1.
(iii) ch+1 ≤ cq+h+1 − cq+h and ch+1 ≤ bq+h − bq+h+1.
Proof. Let x, v,w ∈ Γ with ∂(x, v) = h + 1, ∂(v,w) = q and ∂(x, w) = q + h + 1. Set
Z := Bh+1(x, v) \ Cq(w, v) and let u ∈ Ch+1(v, x) ⊆ Cq+h+1(w, x). For any z ∈ Z we
have z ∈ Bh(u, v) \ Cq (w, v) ⊆ Bq(w, v) and Cq+1(z, w) \ Cq(v,w) ⊆ Bq+h(u, w) by
applying Lemma 3.2 to (u, v,w). If Cq+1(z, w)\Cq (v,w) ⊆ Bq+h+1(x, w) for any z ∈ Z ,
then we have (i) by applying Lemma 3.2 to (x, v,w). We may assume that there exist z ∈ Z
and y ∈ Cq+1(z, w) \ Cq (v,w) such that y 
∈ Bq+h+1(x, w). Take any u′ ∈ Ch+1(v, x).
By applying Lemma 3.2 to (u′, v,w) we have y ∈ Cq+1(z, w) \ Cq(v,w) ⊆ Bq+h(u′, w)
and thus ∂(u′, y) = q + h + 1.
If y ∈ Aq+h+1(x, w), then Ch+1(v, x) ⊆ Aq+h+1(y, x), and we have (ii).
If y ∈ Cq+h+1(x, w), then Ch+1(w, x) ⊆ Cq+h+1(w, x) \ Cq+h(y, x) and
Ch+1(w, x) ⊆ Bq+h(y, x) \ Bq+h+1(w, x). We have (iii). The desired result is
proved. 
Lemma 3.8. Let q be an integer with 1 ≤ q ≤ d − 1 such that bq < bq−1 and
aq < bq−1 − bq. Suppose bq + ch = bq−h for some 2 ≤ h ≤ q − 1. Then one of the
following holds:
(i) bq + ch−1 = bq−h+1.
(ii) cq−h+1 ≤ ah−1.
(iii) cq−h+1 ≤ ch − ch−1 and cq−h+1 ≤ bh−1 − bh.
Proof. Let u, v, x ∈ Γ with ∂(u, v) = q , ∂(u, x) = h − 1 and ∂(x, v) = q − h + 1.
Set Z := Bq−h+1(x, v) \ Bq(u, v). The assertion is proved by Lemma 3.3, similarly to the
proofs of Lemmas 3.6 and 3.7. 
Lemma 3.9. Let e be an integer with 2 ≤ e ≤ d such that ce−1 < ce. Suppose
ch + ce−h = ce for some 1 ≤ h ≤ e − 1. Then one of the following holds:
(i) ch−1 + ce−h+1 = ce.
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(ii) ce−h+1 ≤ ah−1.
(iii) ce−h+1 ≤ ch − ch−1 and ce−h+1 ≤ bh−1 − bh.
Proof. Let u, v,w ∈ Γ with ∂(u, v) = e, ∂(u, w) = h − 1 and ∂(w, v) = e − h + 1.
If Ce(v, u) \ Ce−1(z, u) ⊆ Ch−1(w, u) for any z ∈ Ce(u, v) − Ce−h+1(w, v), then
we have (i) by applying Lemma 3.4 to (u, v,w). We may assume that there exist z ∈
Ce(u, v) \ Ce−h+1(w, v) and y ∈ Ce(v, u) − Ce−1(z, u) such that y 
∈ Ch−1(w, u).
Take any x ∈ Ce−h+1(v,w) ⊆ Bh−1(u, w). We have z ∈ Ce(u, v) \ Ce−h(x, v) and
y ∈ Ce(v, u) \ Ce−1(z, u) ⊆ Ch(x, u) by applying Lemma 3.4 to (u, v, x). This implies
∂(x, y) = h − 1.
If y ∈ Ah−1(w, u), then Ce−h+1(v,w) ⊆ Ah−1(y, w). We have (ii).
If y ∈ Bh−1(w, u), then Ce−h+1(v,w) ⊆ Ch(y, w) \ Ch−1(u, w) and Ce−h+1(v,w) ⊆
Bh−1(u, w) \ Bh(y, w). Hence we have (iii). The assertion is proved. 
Lemma 3.10. Let e be an integer with 1 ≤ e ≤ d − 2 such that be+1 < be. Suppose
ch + be+h = be for some 1 ≤ h ≤ d − e − 1. Then one of the following holds:
(i) ch+1 + be+h+1 = be.
(ii) ch+1 ≤ ae+h+1.
(iii) ch+1 ≤ ce+h+1 − ce+h and ch+1 ≤ be+h − be+h+1.
Proof. Let u, v,w ∈ Γ with ∂(u, v) = e, ∂(u, w) = h + 1 and ∂(w, v) = e + h + 1. The
assertion is proved by Lemma 3.5, similarly to the proof of Lemma 3.9. 
Next we prove that for inequalities in Lemmas 3.1–3.5 the equalities hold inductively
under some assumptions.
Lemma 3.11. Let q be an integer with 1 ≤ q ≤ d − 2 such that cq < cq+1 and
aq < cq+1 − cq . Suppose a1 = · · · = as−1 = 0, cs ≤ bq+s−1 and cq + cs = cq+s
for some 1 ≤ s ≤ d − q. Then cq + ci = cq+i for all 1 ≤ i ≤ s.
Proof. We prove the assertion by induction on s − i . The case s − i = 0 is immediate. Let
2 ≤ h ≤ s and assume cq + ch = cq+h holds. Since ah−1 = 0 and
ch − ch−1 < cs ≤ bq+s−1 ≤ bq+h−1,
we have cq + ch−1 = cq+h−1 from Lemma 3.6. The desired result is proved. 
Lemma 3.12. Let q be an integer with 1 ≤ q ≤ d − 2 such that cq < cq+1 and
aq < cq+1 − cq . Suppose aq+s+1 = · · · = ad−1 = 0, bq+s ≤ cs+1 and cq + bq+s = bs for
some 1 ≤ s ≤ d − q − 1. Then cq + bq+ j = b j for all s ≤ j ≤ d − q − 1. Moreover if
ad = 0 and bd−1 < cd−q , then cq = bd−q.
Proof. We prove the assertion by induction on j . The case j = s is immediate. Let
s ≤ h ≤ d − q − 2 and assume cq + bq+h = bh holds. Since aq+h+1 = 0 and
bq+h − bq+h+1 < bq+s ≤ cs+1 ≤ ch+1,
we have cq + bq+h+1 = bh+1 from Lemma 3.7. Hence the first assertion is proved.
Similarly the second assertion is proved by Lemma 3.7. 
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Lemma 3.13. Let q be an integer with 3 ≤ q ≤ d − 1 such that bq < bq−1 and
aq < bq−1 −bq. Suppose a1 = · · · = as−1 = 0 and bq +cs = bq−s for some 2 ≤ s ≤ q+12 .
Then bq + ci = bq−i for all 1 ≤ i ≤ s.
Proof. We prove the assertion by induction on s − i . The case s − i = 0 is immediate. Let
2 ≤ h ≤ s and assume bq + ch = bq−h holds. We remark that ah−1 = 0 and
ch − ch−1 < ch ≤ cq−h+1
as 2h − 1 ≤ 2s − 1 ≤ q . Then bq + ch−1 = bq−h+1 by Lemma 3.8. The lemma is
proved. 
Lemma 3.14. Let e be an integer with 3 ≤ e ≤ d such that ce−1 < ce. Suppose
a1 = · · · = as−1 = 0 and cs + ce−s = ce for some 1 ≤ s ≤ e+12 . Then ci + ce−i = ce for
all 1 ≤ i ≤ s.
Proof. The assertion is proved by induction on s − i and Lemma 3.9, similarly to the proof
of Lemma 3.13. 
Lemma 3.15. Let e be an integer with 1 ≤ e ≤ d − 1 such that be+1 < be. Suppose
ae+s+1 = · · · = ad−1 = 0, be+s ≤ cs+1 and cs + be+s = be. Then c j + be+ j = be for all
s ≤ j ≤ d − e − 1. Moreover if ad = 0 and bd−1 < cd−e, then cd−e = be.
Proof. The assertion is proved by induction on j and Lemma 3.10, similarly to the proof
of Lemma 3.12. 
4. The proof of the theorems
In this section we prove our main results.
Throughout this section Γ denotes a distance-regular graph of diameter d , valency k ≥ 4
and r = r(Γ ) = |{i | (ci , ai , bi ) = (c1, a1, b1)}| ≥ 2. We start with a lemma.
Lemma 4.1. Suppose d ≥ 2r + 1. Then the following hold:
(1) If c2r = 2 and a2r = 0, then Γ is either the Odd graph or the doubled Odd graph.
(2) If bd−2r = 2 and ad−2r = 0, then Γ is the doubled Odd graph.
(3) If there exists an integer m with r ≤ m ≤ d − r − 1 such that am = · · · = am+r = 0,
cm ≤ bm+r−1 and 1 + cm = cm+r , then Γ is either the Odd graph or the doubled Odd
graph.
(4) If there exists an integer m with r ≤ m ≤ d − r − 1 such that am = · · · = am+r = 0,
bm+r−1 < cm and 2 ≤ bm+r = bm − 1, then Γ is the doubled Odd graph.
Proof. (1) As c2r −c1 = 1 < b2r ≤ b2r−1, we have a1 = · · · = a2r = 0 by Lemma 2.2(1).
Then the assertion follows from the definition of r and Proposition 2.3.
(2) As bd−2r − bd−1 < cd−2r ≤ cd−2r+1; we have ad−2r = · · · = ad−1 = 0 by
Lemma 2.2(2). Then a1 = · · · = a2r = 0 by Lemma 2.1(3). Hence we obtain c2r = 2
from c2r ≤ bd−2r . Since bd−2r = 2 does not occur for the Odd graphs, the assertion
follows from (1).
256 A. Hiraki / European Journal of Combinatorics 28 (2007) 246–257
(3) Since cm−c1 < cm ≤ bm+r−1 ≤ bm−1, we have a1 = · · · = am = 0 by Lemma 2.2(1).
Put (q, s) = (r, m) in Lemma 3.11. We have 1 + ci = cr+i for all 1 ≤ i ≤ m. In
particular, c2r = 2 and a2r = 0. The desired result follows from (1).
(4) As bm+r − bd ≤ bm+r−1 < cm ≤ cm+r+1, we have am+r = · · · = ad = 0
by Lemma 2.2(2). Then we have a1 = · · · = ar+1 = 0 from Lemma 2.1(3). Put
(q, s) = (r, m) in Lemma 3.12. Then 1 + br+i = bi for all m ≤ i ≤ d − r − 1, and
bd−r = cr = 1. Since bd−r = 1 < 2 ≤ bm+r , we have m + r < d − r . Thus we obtain
bd−2r = 1 + bd−r = 2 and ad−2r = 0. The desired result follows from (2). 
Proof of Theorem 1.1. (i) As cm+r −cm = 1 < bm+r−1, we have am = · · · = am+r = 0
by Lemma 2.2(1). It follows that 2 ≤ bm+r = bm −1. Hence the desired result follows
from Lemma 4.1(3)(4).
(ii) We have am = · · · = am+r = 0 by Lemma 2.2(2) as bm − bm+r = 1 < cm+1.
It follows that 1 + cm = cm+r ≤ k − 2. Hence the desired result follows from
Lemma 4.1(3)(4).
(iii) Let q := min{t, m − t}. Then we have r ≤ q ≤ m2 and hence ci + cm−i = cm for all
1 ≤ i ≤ q from Lemma 3.14. In particular, 1 + cm−r = cm and thus bm−r = 1 + bm .
We may assume that cm = k − 1 as otherwise the assertion follows from (i).
Then bm = · · · = bd−1 = 1 and am = · · · = ad = 0. Put (q, s) = (r, m − r)
in Lemma 3.12. Then 1 + b j+r = b j for all m − r ≤ j ≤ d − r . Since
cm−r = · · · = cm−1 = k − 2, we have bm−r = · · · = bm−1 = 2. It follows that
bm = · · · = bm+r−1 = 1 and m + r = d . Hence bd−2r = 2 and ad−2r = 0. The
assertion follows from Lemma 4.1(2).
(iv) Suppose cm−t ≤ bm−1. Put (q, s) = (t, m − t) in Lemma 3.11. Then ct + ci = ct+i
for all 1 ≤ i ≤ m − t . In particular, ct +1 = ct+r . We may assume ct+r = k −1 from
(i). Since t +r ≤ m ≤ d −r and cd−r−1 ≤ br+1 ≤ k −2, we have t +r = m = d −r .
Thus cd−2r = ct = k − 2, ad−2r = 0 and bd−2r = 2. The assertion follows from
Lemma 4.1(2).
Suppose cm−t > bm−1. Put (q, s) = (m, d) in Lemma 2.2(2). Then am = · · · =
ad = 0.
Since ct + bm = bm−t , we have ct + bt+ j = b j for all m − t ≤ j ≤ d − t − 1, and
ct = bd−t by putting (q, s) = (t, m − t) in Lemma 3.12. This implies that ct + c j = ct+ j
for all m − t ≤ j ≤ d − t − 1 and ct + cd−t = k. Let s := min{t, d − t}. Then r ≤ s ≤ d2
and ci +cd−i = cd for all 1 ≤ i ≤ s from Lemma 3.14. Hence cd−r = · · · = cd−1 = k−1.
Since 2 ≤ cr+1 ≤ bd−r−1, we have cd−r−1 < cd−r and ct + cd−r−t = cd−r . Then the
assertion follows from (iii). The theorem is proved. 
To prove Theorem 1.2 we need the following lemma.
Lemma 4.2. Let Γ be a bipartite distance-regular graph of diameter d and r := r(Γ ) ≥ 2
which is not the doubled Odd graph. Let m and t be positive integers.
(1) If r ≤ m ≤ d − 2r , then cm+r ≥ cm + 2.
(2) If tr + 1 ≤ d − r , then ctr+1 ≥ 2t . Moreover if the equality holds, then c jr+1 = 2 j for
all 1 ≤ j ≤ t .
Proof. (1) We have 1 + cm ≤ cm+r by putting (q, i) = (r, m) in Lemma 3.1.
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If 1 + cm = cm+r ≤ k − 2, then we have a contradiction from Theorem 1.1(i).
If 1 + cm = cm+r = k − 1, then cm = k − 2. Then bd−2r = 2 as 2 ≤ c2r ≤ bd−2r ≤
bm = 2. This contradicts Lemma 4.1(2). The assertion is proved.
(2) The desired result is proved by induction on t and (1). 
Proof of Theorem 1.2. Let t := [ k+22 ] − 1. Suppose (t + 1)r + 2 ≤ d to derive a
contradiction. Then tr + 1 ≤ d − r − 1. Thus we have btr+1 ≥ bd−r−1 ≥ cr+1 ≥ 2,
and ctr+1 ≥ 2t from Lemma 4.2(2). It follows that
2t + 2 ≤ ctr+1 + btr+1 = k ≤ 2t + 1.
This is a contradiction. The theorem is proved. 
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