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A B S T R A C T
We describe offline event reconstruction for the CEBAF Large Acceptance Spectrometer at 12 GeV (CLAS12),including an overview of the offline reconstruction framework and software tools, a description of thealgorithms developed for the individual detector subsystems, and the overall approach for charged and neutralparticle identification. We also present the scheme for data processing and the code management procedures.
1. Introduction
This paper describes the software framework, tools, and algorithmsthat were developed in support of event reconstruction and analysisof the CLAS12 (CEBAF Large Acceptance Spectrometer at 12 GeV)experiment at Jefferson Lab (JLab) [1]. Installed in experimental Hall B,CLAS12 is a large acceptance spectrometer based on two supercon-ducting magnets and multiple detector subsystems that provides largecoverage for the detection of charged and neutral particles producedby the interaction of an electron beam from the JLab CEBAF ac-celerator with a target located at the center of the spectrometer. Asix-coil torus magnet defines the six-sector structure of the so-calledForward Detector that is outfitted with Drift Chambers [2] for chargedparticle tracking and multiple detector systems for particle identifica-tion. These detectors include threshold Cherenkov Counters [3,4] andRing-Imaging Cherenkov Counters [5], scintillator-based time-of-flighthodoscopes [6], and electromagnetic calorimeters [7]. In the targetregion, a 5 T superconducting solenoid surrounds a central trackerbased on silicon and Micromegas detectors [8,9], and subsystems forparticle identification that include a time-of-flight scintillation counterbarrel [10] and a neutron detector [11], forming the so-called CentralDetector.
∗ Corresponding author.E-mail address: ziegler@jlab.org (V. Ziegler).
Fig. 1 shows a model representation of the CLAS12 spectrometeridentifying the Forward and Central Detectors. In between the centraland forward region, the CLAS12 Forward Tagger [12] extends thekinematic coverage for the detection of electrons and photons at polarangles from 2◦ to 5◦ (see Fig. 2). The Forward Detector covers thepolar angle range from 5◦ to 40◦, while the Central Detector coversthe polar angle range from roughly 35◦ to 125◦. The total number ofreadout channels of CLAS12 is larger than 100k. Typical trigger ratesare 15 kHz. In 2018, data rates of 500 MB/s with a live time of >95%were achieved. A total of ∼2 pB of data was accumulated in 2018.The CLAS12 offline reconstruction and analysis framework was de-veloped to cope with the complexity of the spectrometer and the relateddata volumes. It consists of an extensive library of software tools,of detector reconstruction packages, and a framework to chain thereconstruction and analysis applications for data processing. Softwaretools have been designed to support and standardize event recon-struction including detector calibration and monitoring, data analysis,I/O functionality, database access, detector geometry, and to handlemagnetic field based calculations. Detector reconstruction packages aredesigned to extract from the raw data the relevant information for
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Fig. 1. Model representation of the CLAS12 spectrometer in Hall B at JeffersonLaboratory. The electron beam is incident from the left side of this figure. The CLAS12detector is roughly 20 m in scale along the beam axis. The CLAS12 Forward and CentralDetectors are identified.
Fig. 2. Model representation of the CLAS12 Forward Tagger that is positioned justupstream of the torus magnet along the beam axis. Attached to the upstream face ofthe detector is the Møller electron shielding cone.
particle reconstruction, such as tracks, hits, or clusters. These are theinput information for the CLAS12 Event Builder, which sifts throughthe reconstructed detector output to identify particles and form thereconstructed event. The reconstruction components are deployed ina service-oriented platform (see Section 2), which provides the func-tionalities for data processing for both event reconstruction and thesubsequent analysis. While the software framework supports multipleprogramming languages, the CLAS12 reconstruction packages and toolscurrently in use are developed in Java.This paper is organized as follows. The CLAS12 software frame-work and tools are described in Section 2. The raw and reconstructeddata formats are presented in Section 3. The monitoring, calibration,and event display applications are described in Sections 4 and 5.Section 6 provides a detailed description of the detector and eventreconstruction packages, including selected results from reconstructionof simulated data that have been used to develop and validate thealgorithms. The reconstruction performance on beam data is presentedin Ref. [1]. Finally, Sections 7 and 8 present the data processing andcode management procedures adopted for CLAS12.
2. Software framework and tools
Nuclear and particle physics data processing applications must guar-antee a long lifetime, larger than the multi-year duration of the corre-sponding experiment. The ability to upgrade and adapt technologies istherefore essential, so these applications should be organized in a waythat easily permits upgrades of aged software components and inclusionof new ones, without need for major redesign or structural changes.Support for software evolution and diversification (e.g. compatibilitywith heterogeneous hardware structures, such as FPGAs and GPGPUs)is important to accommodate more efficient and robust data-processingapplications in the future.
Fig. 3. Scaling of the CLAS12 full event reconstruction application as implemented inthe CLARA framework. Tests were conducted on a Intel Xeon node (E5-2697A v4 @2.6 GHz). Comparison with Amdhal’s law indicates 99.5% parallel efficiency over the32 physical cores of the machine.
Following these principles, CLAS12 reconstruction and analysis re-lies on a data-stream processing framework called CLARA [13–16],which provides a service-oriented architecture in which to build therelevant software applications. Such applications are composed of inter-locking building blocks called micro-services, which are linked togetherby data-stream pipes. The technology (e.g. a high-level programminglanguage or hardware deployment details), as well as the algorithmicsolutions used to process data, are encapsulated. The scope of a specificsoftware application implemented in CLARA is determined by themicro-services that are included and by the order of their execution.A micro-service receives input data, processes it, and producesoutput data, where the I/O is organized into tabular structures called‘‘banks’’ whose structure is configured by the specific service developer.A micro-service reacts to an input data stream, processes it, and passesprocessed data to the next micro-service in the data-flow path. As aresult, the CLAS12 data processing application is versatile and flexible,since the application building blocks can be improved individuallyand replaced with no need for structural changes in the framework.The CLAS12 micro-services are extensions of an abstract reconstructionengine, which includes common components such as initialization andevent processing methods. This approach reduces and simplifies thedevelopment of an individual micro-service and enforces a commonstructure.The CLARA data-stream pipe is a data bus based on the xMsgmessaging system that supports various protocols such as MPI, pub-sub,p2p, inproc, and shared memory. The CLARA orchestrator, i.e. the pro-cess level workflow management system, controls the overall processexecution.The framework enables execution of software applications in multi-threaded mode. This is implemented via event-level parallelizationfor the CLAS12 reconstruction. The framework is specifically designedto do thread-based parallelization on multi-core machines, therebyallowing the simultaneous reconstruction of multiple events having asmany active threads as the cores on the system. Fig. 3 shows the resultsof a scaling test on an Intel Xeon node (E5-2697A v4 @ 2.6 GHz).Comparison with Amdhal’s law indicates 99.5% parallel efficiency overthe 32 physical cores of the machine.The CLARA framework provides service interface implementationsin Java, C++, and Python languages. At present, all of the CLAS12 re-construction services deployed using the CLARA framework are writtenin Java.
2.1. Common tools
The offline software of the CLAS12 project aims to provide tools thatallow design, simulation, and data analysis to proceed in an efficient,
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repeatable, and understandable way. Most software engineering detailsare hidden from users, allowing them to concentrate on the algorithmsand physics. To facilitate code development for the detector subsystemsof CLAS12, the software was designed to provide libraries that arecommonly used by all of the reconstruction packages. These libraries,referred to as ‘‘common tools’’, contribute to software maintainabilityby avoiding code replication, which facilitates code maintainability.The common tools consist of various packages, each having a spe-cific purpose and functionality. Below we discuss the main packagesused in the reconstruction software.
2.1.1. GeometryDue to the complexity of the geometry of the CLAS12 detectorsubsystems, an interface was developed to provide classes and softwaretools that are used to describe the geometry of all subsystems ina unified way. A library of primitives provides geometrical objectsneeded to represent all detector subsystems (these include lines, planes,and various shapes such as cubes, trapezoids, etc.) and to provide thenecessary transformations to accommodate misalignments and distor-tions. Furthermore, geometry tools provide methods to track particlesthrough volumes for evaluation of track trajectories, such as line-to-surface intersections, ray tracing through objects, and evaluation of thedistance of closest approach to a line or surface.The CLAS12 geometry library is initialized from a database contain-ing key geometry parameters and their variations for every detector.This maximizes flexibility, supports time-dependent experiment ge-ometry conditions, and ensures consistency between the simulation,reconstruction, and event visualization packages.To facilitate development of new detector geometries, visualizationcapabilities are included in the geometry library. Fig. 4 shows a viewof part of the CLAS12 spectrometer using this functionality.
2.1.2. DatabasesThe Calibration Constant Database (CCDB) software package wasdeveloped at Jefferson Lab for the GlueX experiment in Hall D [17].CCDB provides the functionality for storing and accessing structuredtables in MySQL-based and SQLite portable databases. The CLAS12 re-construction packages use the CCDB application programming interfaceto create and access tables that contain detector geometry and cali-bration constants, as well as maps used for decoding raw data. At thedecoding stage, signals are converted from hardware notation (crate,slot, channel) into the CLAS12 notation (sector, layer, component).The constants in CCDB tables are linked to specific runs (using timestamps), so that different variations of constants are stored depend-ing on run conditions. CLAS12 software tools employ an ApplicationProgramming Interface (API) that parses database tables and createsstructured maps of constants stored in memory by detector sector,layer, and component. This allows fast retrieval of the constants.The CLAS12 database access tools have been developed to avoidbottlenecks that might result from multiple multi-threaded servicesaccessing the database to retrieve constants. An interface has beendesigned to fetch the constants on demand and cache them for furtherrequests. In this approach each service will request the constants itrequires on one thread and each subsequent request by a new threadaccesses the cached values.
2.1.3. Plotting and analysis toolsFor ease of integration with the reconstruction software tools andpackages, the plotting tools used for data calibration, monitoring, andanalysis were developed in the Java programming language.The plotting software, called groot, developed at Jefferson Lab forCLAS12 is tailored to have a programming interface similar to the CERNdata analysis package, ROOT, and provides the necessary functionali-ties for histogram and graph creation, filling, and manipulation, as wellas for fitting using the Java-based MINUIT library available from the
Fig. 4. Visualization of part of the CLAS12 spectrometer via the geometry package.From left to right, the Central Neutron Detector (CND) in magenta, the Drift Chambers(DC) in blue, the Forward Time-of-Flight (FTOF) in red, and the ElectromagneticCalorimeter (ECAL) in yellow are shown. (For interpretation of the references to colorin this figure legend, the reader is referred to the web version of this article.)
JHEP repositories. This has been the base for the development of thedetector monitoring and calibration suites (see Section 4).These same tools can also be used for physics analysis. An additionalanalysis package containing classes for four-vector manipulations al-lows computation of event kinematics (e.g. 𝑄2 and 𝑊 ), Lorentz boosts,etc.
2.1.4. Magnetic field packageThe magnetic field package, magfield, used by the CLAS12 recon-struction creates binary field maps from engineering models of theCLAS12 torus and solenoid [18]. It employs a common self-describedbinary format, with a header containing meta-data describing the pedi-gree of the field, its grid coordinate system, and the coordinate systemof the field components. For example, the CLAS12 torus has a cylin-drical grid but Cartesian field components. The same magfield packageprovides the trilinear interpolation of the field (a method of multivari-ate interpolation on a 3-dimensional regular grid). Given that the fieldis often requested at a sequence of points all contained within a singlegrid cell, magfield uses time-saving software ‘‘probes’’ to cache nearestneighbors.
2.1.5. Swimmer packageThe swimmer package, in conjunction with the magfield package,is used in the CLAS12 reconstruction to propagate charged particlesthrough the CLAS12 solenoid and torus fields. It uses a fourth-order(with fifth-order corrections) adaptive step-size Runge–Kutta integratorwith single-step advancement that is achieved through a configurableButcher tableau advancer. There are a number of convenience methodsfor swimming to a plane, to the closest point on a line, and to a specifiedvalue of a given (𝑥, 𝑦, 𝑧) coordinate. For forward swimming in CLAS12,performance is improved by reducing the dimensionality of the trackstate vector that contains the main track parameters (Section 6.2.4),by changing the independent variable from the path length to thecoordinate along the beamline, which defines the nominal CLAS12
𝑧-axis.
3. Data formats
EVIO (Event Input–Output) [19] is a data format designed andmaintained by the JLab Data Acquisition Group, and is the data formatof the raw data. For event reconstruction and analysis, the CLAS12
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Fig. 5. Representative subsystem calibration GUIs for the Electromagnetic Calorimeter (ECAL) [7] (upper left), Drift Chambers (DC) [2] (upper right), Forward Time-of-Flight(FTOF) [6] (lower left), and Forward Tagger (FT) [12] (lower right).
data format was designed to provide a flexible data container structure,with features that minimize disk access for the most common tasksperformed in data analysis. The High Performance Output (HIPO) for-mat developed for CLAS12 was designed to provide data compression,using LZ4 (the fastest compression algorithm currently available), andrandom access.HIPO stores data in separate records (with adjustable size), with tagsassociated with each record. Each record is compressed and a pointer tothe record is kept in the file’s index table. This feature allows separatingevents during reconstruction based on the content of the event, suchas the number of reconstructed particles. Users can read portions ofthe file depending on the final states to be analyzed. The metadata ofthe file, describing detector and beam conditions, are common for allanalyses.The HIPO library has both Java and C++ implementations. On thebasis of the C++ implementation, a library was developed extendingROOT base classes to allow for HIPO files to be read from ROOTframeworks. Additional tools are available to allow users to produceplots using native ROOT syntax.
4. Monitoring and calibration suites
4.1. Framework
A calibration framework was developed to implement visualiza-tion software tools needed for all detector systems. Standard viewswere developed using the Java Swing application to visualize detectorcomponents and to provide call-back mechanisms necessary to displaydetector-component specific information. These software tools providefunctionality for data fitting, plotting, and displaying using a GraphicalUser Interface (GUI) environment.
The calibration framework makes use of the other CLAS12 libraries(the geometry and plotting packages, as well as database utilities) andprovides a uniform GUI for all calibration applications. The frameworkprovides a data-processing interface and a calibration constant databaseinterface used for online and offline data analysis.A common data-streaming interface is implemented with software-level abstraction that allows the calibration and monitoring codes torun on all of the supported data formats used in CLAS12, includingdata read in real-time from the CLAS12 DAQ system [20].
4.2. Calibration and monitoring suites
The software programs used for the CLAS12 detector subsystemmonitoring, as well as the energy and time calibrations, are Java-based suites that employ the framework discussed in Section 2.1. Thesoftware tools provided by the framework facilitate the developmentof detector-specific suites. Fig. 5 shows representative views of theCLAS12 subsystem calibration suites.The calibration applications take as input raw or reconstructed datafiles (from either beam data or Monte Carlo simulations) in eitherEVIO or HIPO data formats. They display and fit the various quantitiesand histograms relevant to the extraction of the calibration constants.The calibration analysis parameters are saved into ASCII files with thesame structure as the tables defined in CCDB. The constants are thenreviewed and uploaded to the database using CCDB commands.
5. CLAS12 event display
The CLAS12 Event Display (ced) is a diagnostic graphical applica-tion for displaying CLAS12 events. The primary element of ced is the
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Fig. 6. Views from ced of charged particle tracks in the DC showing cut-views to highlight different pairs of sectors of the CLAS12 Forward Detector. The colored detector elementsare the registered hits and the orange lines are the result of track reconstruction using the hits in the DCs. The colored areas about the detectors represent the regions of magneticfield from the torus and the solenoid. In these views the beam is incident from the left and the target is located in the middle of the solenoid (at the left edge of the image). (Forinterpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
‘‘view’’, i.e. a graphical representation of CLAS12 in its entirety or asubset of its detector subsystems. For a given event, the primary pur-pose is to display the detector components that have recorded a signal,and, if available, the reconstructed tracks, to provide a visualization ofthe particle passage through the detector. In addition, ced can displayinformation about the event such as the data banks, or informationabout the detector, such as the magnetic fields. Available views areboth 2- and 3-dimensional with the possibility of disabling the latterfor faster execution.An illustration of views in ced is shown in Fig. 6, where a section ofCLAS12 is displayed in a cut-view with a specific focus on the ForwardDetector. The colored areas in the space around the detectors indicateregions where a significant magnetic field intensity is present fromeither the solenoid or torus; reconstructed tracks are shown by theorange lines. Similarly, Fig. 7 shows views of the Central Detector andof the Forward Tagger. Fig. 7(left) shows two tracks originating fromthe target as reconstructed from the fit of the available central trackerhits in correlation with signals in the outer detectors. Here, the colorscale is representative of the recorded signal intensity. Fig. 7(right)shows a front view of the Forward Tagger calorimeter for an eventwhere three clusters were recorded. ced is designed to be operatedoffline, reading either raw EVIO or HIPO events from a file, or online,reading events from the CLAS12 DAQ system [20] to allow for real-timemonitoring of the detector during data taking.
6. Event reconstruction
The event reconstruction software has been designed and developedwithin the CLARA framework. As discussed in Section 2, the reconstruc-tion of events for CLAS12 is separated into micro-services that executedata processing algorithms.The data reader services access the detector decoded data stored inbanks (see Section 2). Each entry for the decoded detector hits is a rowin a bank. A row includes detector element identifiers (sector, layer,component, and order), and digitized detector data, such as signalcharge, amplitude, time, or pedestal, depending on the specific system.Similar bank structures are created at the decoding stage for the variousquantities needed for event reconstruction, such as hits, clusters, tracks,
etc. The micro-services that implement the reconstruction algorithmspertaining to the CLAS12 subsystems fill these banks, which are sub-sequently appended and written out to a file by a data-persistencymicro-service.The services running the reconstruction algorithms access the vari-ous banks (transient data) as input and produce output banks neededfor the subsequent algorithms in the reconstruction chain. The orderin which the services are chained reflects the overall CLAS12 eventreconstruction sequence and subsystem dependencies. First, chargedparticle tracks are reconstructed in both the Central and ForwardDetector tracking systems based on the position of the recorded hitsin the different detectors (i.e. using strip positions or wire locations).This procedure is referred to as ‘‘hit-based’’ tracking. In parallel, hitsrecorded in the other detectors are processed to reconstruct the energyand time of the associated particle interaction. These are matched tothe reconstructed tracks by the Event Builder service, based on hitposition and time information; unmatched hits are retained as neutralparticle candidates. At this stage, the Event Builder can reconstructthe event ‘‘start time’’, i.e. the time of the interaction between thebeam and target, and identify the reconstructed particles. Once theevent start time is determined, a second iteration of forward trackingcan be performed to implement the so-called ‘‘time-based’’ tracking(which also incorporates the drift times in the Drift Chambers). SeeSection 6.2.1 for more details on hit-based and time-based tracking.The improved particle tracks from time-based tracking are the inputfor a second pass of the Event Builder, which leads to the final eventreconstruction. Given this sequence, some services can run in parallel,while others need the reconstruction output provided by the precedingsteps. For instance, hit-based tracking for the Central Vertex Tracker(CVT) using the CVT service and for the Drift Chambers using theDCHB service (‘‘HB’’ is for hit-based) can run in parallel, while time-based tracking for the Drift Chambers using the DCTB service (‘‘TB’’is for time-based) must come after the first execution of the EventBuilder service. An overview of the reconstruction application servicecomposition detailing these dependencies is shown in Fig. 8.
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Fig. 7. Views from ced of the Central Detector (left) and the Forward Tagger (right) from a view looking down the beamline. In the Central Detector view (left), two tracksoriginating from the target are shown as reconstructed from the fit of the available central tracker hits in correlation with signals in the outer detectors (Central Time-of-Flight(CTOF) and Central Neutron Detector (CND)). Here the color scale is representative of the recorded signal intensity. The right figure shows a front view of the Forward Taggercalorimeter for an event where three clusters were recorded.
Fig. 8. Graphical representation of the CLAS12 interdependencies between services and banks. The I/O service reads events from the input file and distributes them to thereconstruction services chain for processing. Each service reads the relevant banks, applies the reconstruction algorithm, and provides output banks that are passed to the nextservice in the chain. The Event Builder (EB) service is executed as last in the chain; it collects the relevant banks from all CLAS12 subsystems services and produces event, particle,and detector response banks that are written to the output file.
6.1. Tracking overview
Charged particle tracking is the key element of the CLAS12 eventreconstruction. It is separated into the reconstruction of tracks in thecentral tracker system (comprised of the Silicon Vertex Tracker — SVT[8] and the Barrel Micromegas Tracker — BMT [9]; together the SVTand BMT comprise the Central Vertex Tracker — CVT) and the forwardtracking system (comprised of the Forward Micromegas Tracker —FMT [9] and the Drift Chambers — DCs [2]). In the forward regiona torus magnet bends charged particles inward toward the beamline oroutward away from the beamline depending on their charge. At fullnominal current the ∫ 𝐵𝑑𝑙 varies from roughly 2 Tm at 5◦ to 0.5 Tm at40◦. In the central region a 5 T solenoidal magnetic field bends chargedtracks into helices. A view of the field intensities in the (𝑧, 𝑥) plane andoverlap region for the torus and solenoid fields is shown in Fig. 6.
For both systems, track reconstruction comprises algorithms forpattern recognition and track fitting. Hit objects, corresponding to thepassage of a particle through a particular detector component, requirethe transformation of an electronic signal into a location of the track’sposition in the detector subsystem geometry. A hit is defined as adetector element represented by a geometric object, for example, a linerepresenting a strip in the central tracker. These objects then form theinput to the pattern recognition algorithms. This first step involves theidentification of clusters of hits and the determination of the spatialcoordinates and corresponding uncertainties for the hits and clustersof hits. At the pattern recognition stage, hits that are consistent withbelonging to a trajectory (i.e. a particle track) are identified. This setof hits is then fit to the expected trajectory with their uncertainties,incorporating the knowledge of the detector material and the detailedmagnetic field map.
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Fig. 9. Illustration of time-based tracking through a portion of a DC superlayer usingthe determined distance of closest approach to each sense wire indicated by the circlesabout the sense wires.
6.2. Forward tracking
6.2.1. Hit reconstructionThe Drift Chamber (DC) wire [2] hit information is given by the wiregeometrical location and the drift time to the wire. Track-dependentcorrections to the hit, such as the left–right ambiguity (to determineon which side of the sense wire the track passed) and time-walk (toaccount for the shift in time as a function of signal strength) must thenbe performed. Pattern recognition for the DCs is initially done usingonly wire position information and searching for groups of hits thatform clusters. This portion of the algorithm is called hit-based tracking.In hit-based tracking, a hit is defined as a wire with a recorded signal.No timing information is incorporated at the preliminary stage of thereconstruction. After a hit-based track has been found, corrections tothe raw times of the hits on the track resulting from the propagationtime along the hit wire, the particle time of flight, the event start time,and the cable delays are applied to determine the corrected hit time.A distance of closest approach (DOCA) to the hit wire is estimatedfrom the time. At this stage the tracking is redone using the calculatedDOCAs in order to fit the track (see Fig. 9). This portion of the DCreconstruction phase is called time-based tracking. The calibrationparameters entering in the function used to convert time to distance(see Ref. [2]) are extracted from the distance of local fits to the DOCAsusing a linear function to the wire position.In hit-based tracking, uncorrelated hit noise in the DCs is identifiedby a Simple Noise Removal (SNR) algorithm. Hits that are identifiedas noise are discarded from the list of hits passed on to the clusteringalgorithm. There are 112 sense wires in each of the 36 layers in eachof the six Forward Detector sectors. The SNR stores all 112 wires fora given layer bit-wise in an extended 128-bit word, with ‘‘set’’ bitscorresponding to hits. The extended words are objects that providenormal bit-wise operations on words of arbitrary (multiple of 64)length. The algorithm is configured through parameters specifying themaximum tilt of a track segment and the number of missing layersallowed in the formation of a segment. Using bit-wise operations onthe extended words, the algorithm essentially operates as a parallel
processor on all 112 sense wires in a layer. This parallelism precludesthe need of a wire for-loop, which enables the algorithm to run ina negligible fraction of the total time for reconstruction. More to thepoint, the SNR actually saves time by reducing the combinations thatmust be explored in the pattern-recognition phase of the ensuing track-finding. An illustration of the SNR hit categorization in the DC is shownin Fig. 10.
6.2.2. Hit clusteringWithin each of the six sectors of the CLAS12 Forward Detector, thereare three sets of DCs that are referred to as Region 1 (R1) upstreamof the torus, Region 2 (R2) within the torus coils, and Region 3 (R3)downstream of the torus (see Fig. 6). Each of the three detectors ineach sector, R1, R2, and R3, consists of two so-called ‘‘superlayers’’,each containing six layers of 112 drift cells (or 6 wire layers). The hitsremaining after the SNR algorithm are grouped into clusters. Clustersare made up of adjacent hits within the wire layers of a given DCsuperlayer. There can be at most two neighboring hits within a singlewire layer, forming a ‘‘double-hit’’.1 However, up to two wire layerscan be missing within a superlayer when attempting to form a cluster.This is to reduce tracking inefficiencies resulting from possible wiremalfunctions or intrinsic inefficiencies. It was found that requiring 4out of 6 wire layers within a superlayer to form a cluster is sufficientto determine the cluster shape, which is subsequently used to find thetrack trajectory.Additional ‘‘noise rejection’’ algorithms are applied to the clustersto remove spurious hits that do not come from a real track. So-called ‘‘curler’’ patterns as shown in Fig. 11 are typical for low-energyelectrons in the DC. Therefore, a pruning algorithm was designed toremove them at an early stage of the reconstruction. The algorithm isa counting method of the number of contiguous hits within a singlewire layer of a superlayer. In Figs. 11 and 12 we also see anothertypical noise pattern that looks like horizontal ‘‘strings’’ of hits along awire layer. An algorithm was developed following the observation thathigh-momentum tracks from hadrons typically cross the superlayers ata large angle, while ‘‘curlers’’ from low-momentum background followcurling trajectories, with a significant part of the pattern lying withina single wire layer. Subsequent algorithms are employed for resolvingoverlapping segments.Overlapping segments are produced when the trajectories of twotracks cross each other or when the tracks are almost parallel and veryclose to each other in a given region. A Hough Transform is employedto find hits on a line in the cluster, which allows the cluster to besplit into segments. The resulting trimmed clusters are then fit to astraight-line hypothesis, and those hits with acceptable residuals arekept and identified collectively as a ‘‘track segment’’. An illustration ofthe Hough Transform cluster selection algorithm is shown in Fig. 13.Subsequent hit pruning algorithms are employed at the time-basedlevel. Fig. 14 illustrates the selected hits belonging to a cluster (orange)and the hits rejected by the noise-finding algorithms. In the zoomedview displayed in this figure, the cluster shown on the first superlayerillustrates the hit pruning algorithm and the remaining segment, whilethe rejected hits in the second superlayer are an example of a ‘‘looper’’identified by the looper search algorithm.
6.2.3. Pattern recognitionFits to the segments with a linear function are a preliminary step toestimating a track trajectory. The track parameters are estimated in thelocal coordinate system of the DCs from this trajectory.Using the wire direction in a given superlayer along with the line fitto a segment in that superlayer, a plane can be constructed. Thus pairs
1 An additional hit in a layer is due to noise coming either from an out-of-time hit that has a drift time that when converted to a drift distance exceedsthe cell size, or hits not belonging to the track.
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Fig. 10. Illustration of DC hits categorized by the SNR algorithm. This plot of wire layer vs. wire number shows three DC superlayers. The black hits are identified as noiseand discarded and the red hits are saved for further evaluation by the subsequent hit selection algorithms. The orange hits are saved noise (false alarms) and the shaded areascorrespond to possible clusters. The darker shades correspond to a higher quality factor, hence a higher probability for hits on a track.
Fig. 11. Illustration of typical curler noise patterns in a single six wire layer superlayerin the DC displayed as seen using the CLAS12 Event Display ced. The hits shown arefrom a Monte Carlo electron event.
Fig. 12. Illustration of hits rejected by the pattern recognition pruning algorithm in aMonte Carlo electron event. The circles superimposed on top of the DC cells indicatethe DOCAs computed from the fully corrected times. The group of hits encircled isremoved by the pruning algorithm.
of segments in neighboring superlayers within one chamber (with su-perlayers of ±6◦ stereo angle) represent the intersection of two planes,which is a line whose coordinates are evaluated midway between the
Fig. 13. Illustration of selected clusters (left-most selected hits with superimposedlines) using a Hough Transform. Two track segments cross each other. The right-mostgroup of hits are selected using the nominal clustering algorithm. The hits are separatedinto cluster candidates and fit using a local coordinate system as a function of layerand wire number. The selection is done without employing timing information.
two superlayers, and is a 6-dimensional object (𝑥, 𝑦, 𝑧, and 3 angles)that we call a ‘‘cross’’. A segment slope coincidence algorithm is usedto match neighboring segments in a region (see Fig. 14). Selection cutsare subsequently applied on the reconstructed cross to ensure that it iswithin the detector fiducial volume within resolution.There are instances when an entire superlayer can be missing fromthe list of hits available to fit a track. This can happen when inbendingtracks are produced at low angle and miss the last superlayer of thechamber or when a segment has fewer than four valid (not out-of-time)hits. Therefore, in order to compensate for tracking inefficiencies dueto this, an additional pattern recognition algorithm was designed. Thealgorithm matches segments within the even and odd numbered super-layers in a given sector, respectively. The matching algorithm returnsan estimate of where the missing superlayer’s hits should be and forms a‘‘pseudo-segment’’ from the wire locations corresponding to these hits.Subsequently a ‘‘pseudo-cross’’ is formed using the pseudo-segment andthe neighboring reconstructed segment in that region.The first stage of pattern recognition consists of finding a trackcandidate from a set of 3 crosses (one each in R1, R2, and R3) thatare fit to a parabolic functional form to give a ‘‘track candidate’’. Usingthe parameters of the parabolic function between the first and the thirdcross and obtaining the magnetic field intensity at each step along thistrajectory, we obtain an estimate for ∫ 𝐵𝑑𝑙. From the local angles ofthe crosses in the 𝑥–𝑧 plane for R1 (𝜃1) and R3 (𝜃3), we estimate thetrack momentum (𝑝) in GeV and the particle charge (𝑞) as:
𝑞
𝑝
=
𝜃3 − 𝜃1
𝑣 ∫ 𝐵𝑑𝑙 , (1)where the angles are in radians, the magnetic field intensity (𝐵) isin Tesla, and the path length (𝑑𝑙) is in cm. The conversion factor
𝑣 = 0.002997924580 (GeV/c) T−1cm−1 corresponds to the speed of light.The cross position and angles in DC R1, together with the momentumand the charge, provide all of the necessary information to define the
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Fig. 14. Illustration of rejected hits (red hexagons) and accepted hits (orange hexagons)by the forward tracking pattern recognition algorithm using Monte Carlo data. Thefilled circle between the superlayers of a given region (R1, R2, or R3) represents the3D point (called a ‘‘cross’’) obtained from the local fits to the DOCAs taking into accountthe direction along the wires. The track trajectory is projected at the 𝑦 = 0 plane in this2D view. The fitted track trajectory is represented by the orange line. The upper figureis a zoomed view into the track trajectory in R1. (For interpretation of the referencesto color in this figure legend, the reader is referred to the web version of this article.)
track parameters at a given location in the detector, and therefore tostart the track fitting.
6.2.4. Track fittingThe output of the pattern recognition is a seed with initial param-eters used to start the track propagation from one measurement siteto the next in the fit. The track fitting uses a Kalman Filter methodwith a 5-parameter track representation (𝑥, 𝑦, 𝑡𝑥, 𝑡𝑦, 𝑄) called thetrack state vector, defined in a local coordinate system with the 𝑧-axis perpendicular to the DC wire planes. Here, 𝑄 = 𝑞∕𝑝 (with 𝑞corresponding to the track charge), 𝑡𝑥 = 𝑝𝑥∕𝑝𝑧, 𝑡𝑦 = 𝑝𝑦∕𝑝𝑧, and 𝑝𝑥,
𝑝𝑦, and 𝑝𝑧 represent the (𝑥, 𝑦, 𝑧) components of the track momentumin the local coordinate system. In the analysis frame the state vectorand the measurement are defined at each layer for which there is ahit on a track. Hence, as in Ref. [21], we can express the equationsof motion of the track in the torus field and the propagation of thestate vector covariance matrix as derivatives with respect to 𝑧. In theDC, the magnetic field components are mostly along the 𝑦 coordinate(along the wires) in the analysis frame. The trajectory of the particle inthe analysis frame is given by:
𝑑𝑥∕𝑑𝑧 = 𝑡𝑥,
𝑑𝑦∕𝑑𝑧 = 𝑡𝑦,
𝑑𝑡𝑥∕𝑑𝑧 = 𝑄 ⋅ 𝑣 ⋅
√
1 + 𝑡𝑥2 + 𝑡𝑦2
⋅ [𝑡𝑦 ⋅ (𝑡𝑥𝐵𝑥 + 𝐵𝑧) − (1 + 𝑡𝑥2)𝐵𝑦],
𝑑𝑡𝑦∕𝑑𝑧 = 𝑄 ⋅ 𝑣 ⋅
√
1 + 𝑡𝑥2 + 𝑡𝑦2
⋅ [−𝑡𝑥 ⋅ (𝑡𝑦𝐵𝑦 + 𝐵𝑧) + (1 + 𝑡𝑦2)𝐵𝑦],
𝑄 = 𝑄0, (2)where the initial values at the starting point 𝑧 = 𝑧0, corresponding tothe measurement vector 𝑧-component at a give measurement site, are
𝑥 = 𝑥0, 𝑦 = 𝑦0, 𝑡𝑥 = 𝑡𝑥0, 𝑡𝑦 = 𝑡𝑦0, and 𝑄 = 𝑄0. The state vector isinitialized at the first measurement layer.The above equations are solved numerically using a fourth-orderRunge–Kutta integration method in order to propagate the state vectorfrom the DC plane at 𝑧0 to the next one at 𝑧. The state vector covariancematrix is propagated along with it by computing the Jacobian matricesas in Ref. [21], again solving using a fourth-order Runge–Kutta method.The Jacobian matrix terms contribute to the propagator matrix used tocompute the Kalman gain. The propagated covariance matrix takes intoaccount multiple scattering through the known material layers of theDC tracking volume.
The non-zero components of the multiple scattering matrix are:
𝐶𝑜𝑣(𝑡𝑥, 𝑡𝑥) = (1 + 𝑡𝑥2) ⋅ (1 + 𝑡𝑥2 + 𝑡𝑦2) ⋅ 𝜃02,
𝐶𝑜𝑣(𝑡𝑦, 𝑡𝑦) = (1 + 𝑡𝑦2) ⋅ (1 + 𝑡𝑥2 + 𝑡𝑦2) ⋅ 𝜃02,
𝐶𝑜𝑣(𝑡𝑥, 𝑡𝑦) = 𝑡𝑥𝑡𝑦 ⋅ (1 + 𝑡𝑥2 + 𝑡𝑦2) ⋅ 𝜃02, (3)where,
𝜃0 =
13.6
𝛽𝑝𝑐
√
𝑙
𝑋0
√
1 + 𝑡𝑥2 + 𝑡𝑦2 (4)
×
[
1 + 0.038 ln
(
𝑡
𝑋0
√
1 + 𝑡𝑥2 + 𝑡𝑦2
)]
as given by the Highland-Lynch-Dahl formula [22]. The radiationlength 𝑋0 is computed as an effective radiation length corresponding tothe gas mixture in the DC wire layer. Air is assumed outside of the DCvolumes. The term 𝑙 represents the path length traversed by the track.At each plane the state vector is mapped onto a measurement, whichcorresponds to the drift distance to the wire in a given DC plane. Ininstances where there are two hits associated with the track in a givenwire layer (i.e. the track goes in between the wires), the informationfrom both hits is included in the fit. The measurements used in the fittake into account the left/right position of the track with respect to thewire.After the times are corrected, the drift distance is computed usingtabulated distance-to-time multi-dimensional arrays. The drift distancesare computed using a multi-dimensional interpolation method usingthe segment local angle (i.e. the entrance angle of the track in thecell), the value of the magnetic field at the location of the hit, andthe corrected times. The Kalman fit is redone at the time-based levelusing the hits with corrected times and the computed drift distances.A graphical representation of tracks in ced is shown in Fig. 6. This is atypical event for the nominal running conditions of CLAS12.After the last iteration of the Kalman fit that propagates the statevector to the initial site (corresponding to the first layer in which thereis a hit), the track parameters are transformed into the lab frame andthe track is swam through both the torus and the solenoid fields tothe distance of closest approach to the beamline. The track parametersdefined in the lab frame (𝑥, 𝑦, 𝑧, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧) are reported at thislocation. A final track propagation from the reconstruction vertex pointat the distance of closest approach to the beamline is performed toobtain the trajectory of the track as a series of points and path lengthscorresponding to its intersection with all the detector surfaces. This isused for subsequent matching of the track to the detector responses.In order to improve the accuracy of the vertex reconstruction atthe distance of closest approach to the beamline, another trackingdevice was placed just downstream of the solenoid. This device is theForward Micromegas Tracker (FMT) [9], which consists of 6 layersof Micromegas detectors and covers the polar angle range from 5◦to 35◦. Integration of this system in the reconstruction is currentlyongoing. The reconstruction algorithms in place consist of clusteringof Micromegas hits corresponding to active adjacent strips, taking intoaccount the Lorentz angle correction and energy weighting, and ofmatching of the clusters to tracks found in the DC. The challengingaspect of this reconstruction task is the combining of the track repre-sentation in two different frames for the DC (tilted sector frame) andthe natural frame of the FMT, which is the frame where the FMT disksare perpendicular to the beam axis.
6.3. Central tracking
Tracks whose polar angle is between 35◦ and 125◦ are reconstructedby the Central Vertex Tracker (CVT). The CVT consists of twelve cylin-drical layers of tracking detectors, numbered from 1 for the innermostlayer to 12 for the outermost layer. The subset of tracking detectorsforming layers 1 to 6 are silicon strip sensors within the CLAS12 SiliconVertex Tracker (SVT) [8]. Layers 7 to 12 are made of Micromegas
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Fig. 15. Event display view of the CVT detector showing the 3 inner double layersof the SVT (in red) and the 3 innermost BMT layers (in gray). The red lines in theupper left of the SVT in this view represent active SVT strips corresponding to hits ona track. (For interpretation of the references to color in this figure legend, the readeris referred to the web version of this article.)
tiles within the Barrel Micromegas Tracker (BMT) [9]. The entire CVTsurrounds the target and sits in the 5 T solenoid field. The SVT is madefrom 3 concentric rings of double-layer silicon sensors with a gradedstrip stereo angle from 0◦ to 3◦ (with 0◦ along the beamline 𝑧-axis) anda readout pitch of 156 μm. The BMT consists of 3 cylindrical detectorswith strips along the 𝑧-axis (called the BMT-Z layers) and 3 cylindricallayers with circular layers with circular strips perpendicular to the 𝑧-axis (called the BMT-C layers). Each layer is divided into three 120◦sectors.The revolution axis of the CVT coincides with the ideal beam axis,which defines the 𝑧-axis of the CVT. The 𝑦-axis points upward in thelaboratory frame and the 𝑥-axis is defined to form a right-handedcoordinate system. The origin of the CVT coordinate system matchesthe center of the nominal CLAS12 target center. An illustration of theCVT detector with ced is shown in Fig. 15.
6.3.1. Hit clusteringThe first step of the tracking algorithm is the formation of clustersfrom the raw hits. A cluster is a collection of contiguous hit strips. Itscentroid, calculated using charge weighting, is either given by spatialinformation (a 𝑧-coordinate for the BMT-C detectors in which strips arearcs at constant 𝑧 or 𝑥𝑦-coordinates for the BMT-Z detectors in whichstrips are parallel to the 𝑧 axis) or strip numbers for the SVT. Chargeweighting is done by averaging the relevant strip information using themaximum of the ADC pulse for the Micromegas strips or the equivalentdeposited charge for the SVT. The time information associated witheach hit is currently not used.Before feeding all of the CVT clusters to a pattern recognitionalgorithm, spatial coordinates must be associated with the SVT clusters.As described in Ref. [8], the six SVT layers are mechanically pairedand consequently form three regions. The readout strips of the innerand outer layer of each region make a 3◦-stereo angle. By associatingone cluster of the inner layer with one cluster of the outer layer, andby assuming that an infinite momentum track perpendicularly crossedthe two layers, a preliminary assignment for the (𝑥, 𝑦, 𝑧) coordinatesof the particle between the two layers is derived for this cluster pair.This pairing is performed over all clusters of the inner layer with allclusters of the outer layer. Pairs whose (𝑥, 𝑦, 𝑧) coordinates are outsideof the physical SVT sensor space are automatically removed from thelist of candidates. If one of the two layers of a region has no hit thatcan be associated with a track, then the information of the active layeris simply ignored for the remainder of the reconstruction process.
6.3.2. Pattern recognitionThe trajectory of a charged particle in a solenoidal magnetic field isan helix. Because the BMT detectors offer either 𝑥𝑦- or 𝑧-coordinatesbut never both, the pattern recognition cannot be performed in 3dimensions. For particles of large enough momentum (perpendicularmomentum 𝑝⟂ > 0.25 GeV for a 5 T solenoidal magnetic field), the 𝑥𝑦-projection of a helix is a circle, and the 𝑟𝑧-projection is a straight line(where 𝑟 = √𝑥2 + 𝑦2). Therefore, a first pattern recognition algorithmis run in the 𝑥𝑦-plane to look for circles and then a second patternrecognition algorithm is run in the 𝑟𝑧-plane to search for straight lines.The two pattern recognition algorithms are a modified version of thecellular automaton (CA) algorithm developed by the HERA-B Collabo-ration [23]. Here, the elementary cell of the CA is defined as a segmentthat connects two 2D points. In the (𝑥, 𝑦) plane, cells are formed withSVT and BMT-Z 𝑥𝑦-information. Two 𝑥𝑦-clusters form a cell if theangular distance between them is lower than a defined threshold. Thisthreshold has been derived by maximizing the reconstruction efficiencyon a single track Monte Carlo simulation merged with backgroundextracted from the data. Two clusters cannot form a cell if they areseparated by more than one layer. Finally, the CA is run sector-by-sector in the BMT and, as a consequence, a cell cannot be formed withtwo clusters residing in different BMT sectors.The subsequent step is the ‘‘neighbor’’ finding. Cell ‘‘a’’ is a neighborof cell ‘‘b’’ if they share one cluster and if the layer numbers in ‘‘b’’ arehigher than those in ‘‘a’’. Tuned on single-track Monte Carlo simulationdata without background, cuts on the dot product between the celldirections are applied as neighbor-forming criteria. Once the neigh-borhood of a cell is defined, the CA is evolved over an 𝑁-evolutionstage. For evolution stage 𝑛, the state of all cells is updated accordingto 𝑆𝑛 = 𝑚𝑎𝑥(𝑆𝑗𝑛−1)+1, where 𝑆𝑗𝑛−1 is the state of the 𝑗th-neighbor of theconsidered cell at evolution time 𝑛−1. Therefore, at evolution stage 𝑁 ,the cells with the highest state are further outward than the cells witha smaller state.Track candidates in the (𝑥, 𝑦) plane are then formed starting fromthe highest state cells and following the neighbor chain with 𝛥𝑆 = 1.In case of multiple neighboring cells with the same state, the one thathas the smaller dot product with the original cell is chosen.Since the 𝑧-resolution of the BMT clusters is significantly better thanthe uncorrected (i.e. prior to obtaining a track direction) SVT 3D points,the search for candidates in the (𝑟, 𝑧) plane is performed by only usingthe BMT-C information. The CA algorithm returns the track segments oftwo or three BMT-C clusters. Due to the orthogonality of the BMT-C andBMT-Z readout, all of the (𝑟, 𝑧) segments of a BMT sector are combinedwith the (𝑥, 𝑦) candidates in the same sector. A line is fit to the BMT-Chits and its intersections with the three SVT regions are computed. Ifthe distance between the expected intersection and the preliminary 3Dpoint in the SVT region is greater than two millimeters, then the twoSVT clusters forming this preliminary point are removed from the trackcandidate.
6.3.3. Track fittingEach track candidate is then passed to a Kalman filter. The state vec-tor to describe a helix is formed by five parameters (𝜑0, 𝑑0, 𝜅, 𝑧0, tan 𝜃𝑑𝑖𝑝),where:
• 𝑑0 is the (𝑥, 𝑦) distance of closest approach to the CVT revolutionaxis;
• 𝜑0 = atan(𝑝𝑦∕𝑝𝑥) at closest approach angle to the CVT revolutionaxis;
• 𝜅 = 𝑞∕𝑝⟂ and 𝑞 is the electric charge of the particle and 𝑝⟂ =√
𝑝2𝑥 + 𝑝2𝑦 is the transverse momentum;
• 𝑧0 is the distance along the 𝑧 axis to the CVT center;
• 𝜃𝑑𝑖𝑝 is the polar angle between the track and the 𝑥𝑦-plane.
To initialize the Kalman Filter, a first estimate of these parametersis obtained from:
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Fig. 16. Momentum resolution vs. momentum of simulated protons in the CVT withoutbackground.
• a circle fit in the 𝑥𝑦-plane with preliminary SVT 3D points andBMT 𝑥𝑦-clusters for 𝑑0, 𝜑0, and 𝜅. To improve the initializationof the fit, the point (0,0) (on the ideal beam 𝑧-axis) is included inthe fit with an accuracy of 100 μm.
• a line fit in the 𝑟𝑧-plane using only the 𝑧-clusters of the Mi-cromegas to initialize 𝑧0 and 𝜃𝑑𝑖𝑝.
The covariance matrices of the two fits are merged into a 5 × 5 ma-trix to initialize the covariance matrix for the Kalman filter. Followingthe transport equations in Ref. [24], the state vector is propagated fromthe CVT revolution axis to the outermost layer of the CVT, filtering ateach measurement composing the track candidate. Once the last mea-surement is reached, the state vector and covariance matrix are broughtback to the CVT revolution axis as they are and the transport/filteringprocess is re-run. A maximum of five iterations is performed to makesure of the convergence of the filtering process.
6.4. Tracking performance
The momentum resolutions in the central and forward trackers as afunction of momentum are shown in Figs. 16 and 17, respectively. Thedistributions are fit with a function of the form√𝑎 + 𝑏𝑥2 + 𝑐∕(1 + 𝑑∕𝑥2).In both distributions, the worsening of the resolution at low momentumis due to multiple scattering effects. The resolution also worsens asa function of momentum after a minimum is reached due to poorertrack curvature resolution. The resolutions achieved are well withinthe design specifications and the difference in magnitude between thecentral and the forward trackers is due to the intrinsic resolutions ofthese systemsFor central tracking, an average CVT reconstruction efficiency of87.3% is obtained from a simulated proton sample with momenta in therange from 0.5 to 2.5 GeV. A slight drop of efficiency is observed fortracks with momenta less than 600 MeV. The higher curvature of small
𝑝⟂ tracks results in an increase in inefficiency due to acceptance effects.The dominant source of inefficiency is the gaps between the sensitivevolumes for the BMT and the SVT. These effects can be observed in theefficiency plots of Fig. 18.For the forward tracking, the momentum resolution in the DC isevaluated using tracks simulated at 𝜃 = 15◦ ± 5◦ and at 𝜙 = 0 ± 5◦(sample 1), to ensure that most tracks are within the sensitive volume.Furthermore, the DC momentum resolution is correlated with the polarangle since the track curvature is determined from the magnetic fieldintensity, which is higher at lower angles in the torus field, as can beseen from Fig. 19, corresponding to tracks simulated at 𝑝 = 4 ± 1 GeV,
10◦ ≤ 𝜃 ≤ 25◦, and 𝜙 = 0 ± 5◦ (sample 2).These resolutions are obtained from a Monte Carlo sample thatdoes not include out-of-time backgrounds or misalignments of the
Fig. 17. Momentum resolution vs. momentum in the DC evaluated using pionssimulated at 𝜃 = 15◦ ± 5◦ and at 𝜙 = 0 ± 5◦ without background.
Fig. 18. Reconstruction efficiency vs. momentum (top) and azimuthal angle (bottom)of simulated protons in the CVT without background from a sample of simulatedprotons.
tracking volumes. A dedicated study that involves merging randombackground data with low-luminosity data is described in Ref. [1]. Thetracking efficiency for inbending (negatively charged) and outbending(positively charged) pions in the torus field calculated from sample 1is shown in Fig. 20 for tracks at 𝜃 = 15◦ ± 5◦. Inbending trackssuffer from a loss in tracking efficiency for momenta generated below1.8 GeV at the time-based level due to lack of matching with theouter detectors. These tracks miss the sensitive volumes of the ForwardTime-of-Flight (FTOF) system, which is required to extract the time-correction information needed for time-based tracking. The tracks dohowever pass the hit-based tracking requirement. The efficiency loss
11
V. Ziegler, N.A. Baltzell, F. Bossù et al. Nuclear Inst. and Methods in Physics Research, A 959 (2020) 163472
Fig. 19. Momentum resolution vs. polar angle in the DC evaluated using pionssimulated at 𝑝 = 4 ± 1 GeV, 10◦ <≤ 𝜃 ≤ 25◦, and 𝜙 = 0 ± 5◦ without background.
due to the aforementioned effect can be seen by comparing the (light)blue to the (dark) red distributions. In the momentum range from 1.8to 7.5 GeV, the time-based tracking efficiency is 98%, while in therange from 1.4 to 7.5 GeV, the hit-based tracking efficiency is 99%. Foroutbending tracks (see Fig. 20(bottom)), both the hit-based and time-based tracking efficiencies are flat as a function of momentum and onthe order of 99%.The polar angular dependence of the DC tracking efficiency ob-tained from sample 2 is shown in Fig. 21. The green histogram corre-sponds to outbending tracks. The efficiency is flat in the angular rangefrom 10◦ to 25◦ for outbending tracks, while there is a loss of tracksbelow 15◦ for the inbending tracks (shown in orange). As discussedabove, this is due to tracks missing the outer detectors.The vertex resolutions of reconstructed tracks from a sample ofsimulated semi-inclusive deep inelastic scattering events are shown inFig. 22. The vertex is obtained for positively and negatively chargedtracks reconstructed in the Central and Forward Detectors, respectively.The vertex resolutions for the Central Detector (blue histogram) isabout 3 mm and for the Forward Detector (red histogram) is about5 mm.
6.5. Electromagnetic calorimeters
The Electromagnetic Calorimeters (ECAL) [7] of the CLAS12 For-ward Detector downstream of the torus and the FTOF are lead-scintillator strip sampling calorimeters used for the detection of elec-trons, photons, and neutrons. A pre-shower calorimeter (PCAL) ispositioned in front of the EC calorimeter, which consists of two parts,EC-inner (ECIN) and EC-outer (ECOU). The ECAL reconstruction serviceprovides a fast and efficient algorithm for grouping scintillator stripswith hits into multiple peaks and clusters within the three submodules,PCAL, ECIN, and ECOU, for each of the six ECAL modules, while leavingcluster matching and particle identification to the Event Builder service.Within the ECAL reconstruction service, these various elementsexist as objects with methods, structures, and data members designedfor calibration, pattern recognition, diagnostics, and serial output. Forexample, the service applies run-dependent calibration corrections forconversion of the raw ADC and TDC digitized data to energy and time,and also provides formatted output banks used by external services.Energy thresholds and cluster identification criteria can also be config-ured to optimize the reconstruction efficiency, suppress backgrounds,and avoid false or duplicate clusters arising from fluctuations at thefringes of the electromagnetic showers.The cluster finding algorithm makes use of the unique geometryand stereo readout features of the ECAL. As discussed in Ref. [7], eachtriangular scintillator layer in the ECAL lead:scintillator sandwich is
Fig. 20. DC tracking efficiency as a function of momentum evaluated using (top)negatively and (bottom) positively charged pions simulated at 𝜃 = 15◦ ± 5◦ and at
𝜙 = 0 ± 5◦. The (light) blue and (dark) red distributions correspond to the hit- andtime-based tracking efficiencies, respectively. (For interpretation of the references tocolor in this figure legend, the reader is referred to the web version of this article.)
transversely divided into strips, with the shortest strip at the corners.The slice direction rotates by 120◦ for each successive layer, providingthree views labeled 𝑈 , 𝑉 , and 𝑊 . For each strip within a view, layersare optically ganged together into a stack. Individual photomultipliertube (PMT) readout of each PCAL, ECIN, and ECOU stack provides apulse proportional to the summed energy deposited in the stack.The algorithm begins by finding collections of contiguous stackshaving signals above a user-defined threshold for each of the threeviews. These groupings are called peaks and their member stacks arereferred to as hits. Peak objects may be further subdivided based on thehit energy profile of the groupings. Each peak object is associated withone or more stacks of strips that belong to it, and the three-dimensionalgeometry of each stack is stored along with the peak data. The serviceuses this geometry data to determine which collection of peaks belongto clusters.
6.5.1. Cluster positionThe criterion for defining a cluster requires the spatial intersectionof three peaks, one from each of the 𝑈 , 𝑉 , and 𝑊 views. Candidatepeaks for a cluster search are based on a user-defined threshold for thesummed peak raw energy. Each peak is represented geometrically asa directed line segment determined by the energy-weighted average
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Fig. 21. DC tracking efficiency as a function of polar angle evaluated using pionssimulated at 𝑝 = 4±1 GeV, 10◦ ≤ 𝜃 ≤ 25◦ and 𝜙 = 0±5◦. The green histogram correspondsto outbending tracks in the torus field and the orange histogram corresponds toinbending tracks. (For interpretation of the references to color in this figure legend,the reader is referred to the web version of this article.)
Fig. 22. The 𝑧 (along the beamline) vertex resolutions of reconstructed tracks froma sample of simulated semi-inclusive deep inelastic scattering events. The vertex forpositively and negatively charged tracks reconstructed in the Central and Forward De-tectors is represented by the blue and red histograms, respectively. (For interpretationof the references to color in this figure legend, the reader is referred to the web versionof this article.)
of the mid-lines of each member strip. The degree of intersection ofeach 𝑈 , 𝑉 , and 𝑊 peak triplet is determined by calculating the lineof closest distance between a 𝑈 and 𝑉 peakline, followed by the lineof closest distance between the midpoint of the 𝑈𝑉 line and the 𝑊peakline. A user-defined cut on this final 𝑈𝑉 -𝑊 distance identifiesthe cluster, and the midpoint of the 𝑈𝑉 -𝑊 line defines the transverse
(𝑥′, 𝑦′) coordinates of the cluster in the local coordinate frame (with the
𝑧′ axis perpendicular to the ECAL planes). The longitudinal coordinate
𝑧′ is set to coincide with the layer of maximum energy deposition tominimize parallax effects for tracks that are not perpendicular to thedetector surface [7]. As the cluster reconstruction is performed beforethe matching with the other CLAS12 detectors that can provide particleidentification, the same algorithm is applied to clusters originating fromcharged or neutral particles.
6.5.2. Cluster energyOnce the cluster is localized, the path from the cluster position tothe PMT readout end is calculated for each 𝑈 , 𝑉 , 𝑊 peakline andthe peak energies are corrected for scintillator light attenuation. Forisolated clusters, the cluster energy is then defined as the sum of thecorrected energy from each of the 𝑈 , 𝑉 , and 𝑊 peaks that define thecluster.More complicated scenarios arise from the triangular geometry ofthe ECAL hodoscope, which creates the possibility of a single peak inthe 𝑈 , 𝑉 , or 𝑊 view that shares the summed energy from two or moreclusters. For these cases, the energy in each cluster that shares thatpeak is assumed to be proportional to the relative partial energies of themultiple clusters as measured in the other views. For example, if thereare two clusters, both of which share the same 𝑈 peak, the summedenergy 𝑉 +𝑊 is determined for each of the clusters, and the ratio ofthese summed energies determines how much of the 𝑈 peak energy isassigned to each of the two clusters.Finally, the clusters to be reported to external services are selectedwith a user-defined energy cut, and these clusters are sorted accordingto energy. Typical software thresholds applied at the stacks, peak, andcluster level are 1, 3, and 10 MeV, respectively.
6.5.3. Cluster timeOnce the cluster is localized, the path from the cluster position tothe PMT readout end is calculated for each 𝑈 , 𝑉 , 𝑊 peakline and thepeak timing is corrected for the propagation delay of the light, usingthe effective velocity of light determined for each scintillator from thecalibration procedure. For isolated clusters, the cluster timing is thentaken from the 𝑈 , 𝑉 , or 𝑊 peak with the largest uncorrected raw ADCvalue. This minimizes the effect on the timing resolution from both thetime-walk correction (i.e. the signal amplitude dependence of the hittime) and the photoelectron statistical fluctuations.
6.6. Threshold Cherenkov counters
The CLAS12 Forward Detector includes two threshold Cherenkovdetectors for particle identification. The High Threshold CherenkovCounter (HTCC) [4] is located upstream of the torus and is usedfor identification of the scattered electron in conjunction with theECAL. The Low Threshold Cherenkov Counter (LTCC) [3] is positionedupstream of the FTOF and is used mainly to identify pions. Boththe HTCC and LTCC are large gas-filled volumes (CO2 for the HTCC,C4F10 for the LTCC) with mirrors that direct light collection to thePMTs. The goal of the HTCC and LTCC reconstruction algorithms isto calculate the signal strength, time, and position from the raw ADCsignals (read out with flash ADC boards — FADCs). The algorithmtakes into account the properties of the HTCC and LTCC geometries,namely, the possibility for the signal from a single charged track tosplit into up to four mirrors. Hence, up to four separate signals (orhits) are produced. The final signal reconstruction is done in threesteps: decoding, hit reconstruction, and cluster reconstruction. For eachhit, the signal strength (𝑛𝑝ℎ𝑒ℎ𝑖𝑡 — the number of photoelectrons) isdetermined from the pedestal-subtracted integral of the FADC pulse andthe associated time (𝑡ℎ𝑖𝑡) is determined from a fit of the position of theFADC signal threshold crossing time.At the hit reconstruction stage, individual signals in terms of theADC channels are converted into the number of photoelectrons (𝑛𝑝ℎ𝑒ℎ𝑖𝑡)for each hit using gain constants derived from the detector calibrationand stored in CCDB:
𝑛𝑝ℎ𝑒ℎ𝑖𝑡 =
𝐴𝐷𝐶
𝑔𝑎𝑖𝑛
. (5)
Geometry information on the PMT location is used to associate theangular coordinates (𝜃ℎ𝑖𝑡, 𝜙ℎ𝑖𝑡) to the hit.In order to reconstruct the real signal strength (𝑛𝑝ℎ𝑒𝑐), split signals(hits) have to be combined into a single cluster. The algorithm startsby selecting the hit with the largest 𝑛𝑝ℎ𝑒ℎ𝑖𝑡, which is used as a seed
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for the cluster. Adjacent hits within a certain time window are thensearched iteratively and, if found, added to the cluster. The total signalstrength is determined as the sum of the individual signals, and thesignal time is determined as the average between the individual signaltimes, weighted by the corresponding number of photoelectrons. Thecluster angular coordinates are determined as the average between theindividual hits forming the cluster. The cluster quantities are definedby:
𝑛𝑝ℎ𝑒𝑐 =
∑𝑁
𝑖=1 𝑛𝑝ℎ𝑒ℎ𝑖𝑡
𝑁
𝑡𝑐 =
∑𝑁
𝑖=1𝑁 ∗ 𝑡ℎ𝑖𝑡∑𝑁
𝑖=1 𝑛𝑝ℎ𝑒ℎ𝑖𝑡
𝜃𝑐 =
∑𝑁
𝑖=1 𝜃ℎ𝑖𝑡
𝑁
𝜙𝑐 =
∑𝑁
𝑖=1 𝜙ℎ𝑖𝑡
𝑁
. (6)
The clustering algorithm is run iteratively until the full list of 𝑁 hitsis exhausted.In the HTCC, the cluster coordinates, required for the matchingof the hit with the reconstructed track in the Event Builder, are re-constructed by projecting (𝜃𝑐 , 𝜙𝑐) of the cluster on the surface ofthe ellipsoidal mirror of the detector. In the LTCC, an estimated clus-ter position is calculated based on a parameterization extracted fromMonte Carlo simulations. The track that passes the closest to the clusterposition is then chosen as the match for this cluster.
6.7. RICH detector
The CLAS12 Ring Imaging Cherenkov Counter (RICH) [5] presentlyreplaces one LTCC counter in the Forward Detector (with a secondRICH to be installed in the future replacing a second LTCC counter).When charged particles traverse the aerogel radiator in the RICHvolume, Cherenkov radiation is emitted with a characteristic cone anglerelated to the particle velocity. These photons are distributed in aring pattern that can be reconstructed by collecting the photons usingmirrors and PMTs (see Fig. 23 for an example RICH event). The goalof the RICH reconstruction is to provide an estimate of the Cherenkovangle for each detected photon and intercepted particle track, to allowsubsequent particle identification. This requires input from the ForwardDetector tracking service, which defines the trajectory of particle tracksinside the detector and, in particular, the track intersection pointand direction within the aerogel radiator and the photodetector planecomposed of multi-anode PMTs (MaMPTs).In the first phase, the RICH reconstruction identifies the clusterof hits produced by the charged particle in the sensor plane. In thesecond phase, the cross-talk signals are identified by means of anamplitude analysis (based on the time-over-threshold information) inconjunction with geometrical constraints, taking into account that across-talk hit should be in the proximity of a genuine hit. Finally, hitsneither belonging to a cluster nor flagged as cross-talk are consideredas Cherenkov photon candidates.The photon path inside the RICH is reconstructed in two comple-mentary ways, taking the middle point of the hadron trajectory insidethe radiator as the emission point, and the hit pixel coordinates as thedetection point. The first method uses an analytic formula that takesinto account the refraction at the aerogel face and is only valid fordirectly detected photons. It provides an exact solution. The secondmethod uses a ray-tracing algorithm that also takes into account themirror reflections. It provides a numeric solution based on an iterativeprocedure. Both methods return the reconstructed Cherenkov angle inconjunction with the corresponding aerogel refractive index, which canvary slightly with respect to the nominal value due to the chromaticdependence on the unknown photon energy.The relevant RICH components (aerogel, mirrors, MaPMT plane)are converted into ray-tracing planes or spheres where the photon can
Fig. 23. Example of a reconstructed RICH event from beam data. Small points indicatethe trial pattern expected for an electron, as identified by CLAS12. The dashed linesshow examples of ray-traced photon paths from the common emission point (in theradiator) to the detected hit: two direct photons emitted upwards and two reflectedphotons emitted downwards. The open circles are the detected RICH hits. The circlesare filled in the case that a viable traced solution has been found. The central clusteris generated by the track impact on the MaPMT plane.
undergo refraction, reflection, or detection. Each ray-tracing elementcan be independently aligned. The alignment procedure uses as abenchmark the Cherenkov signal generated by electrons, as identifiedby the HTCC and ECAL. For these particles, the expected Cherenkovangle is given by the known particle momentum (from DC tracking)and mass. The position and orientation of the MaPMT plane is definedby minimizing the average distance that matches the RICH clustersto the charged tracks extrapolated to the MaPMT plane. Any otherRICH component can be aligned with respect to the MaPMT plane byselecting the sub-sample of photons passing through that component.The alignment is done by minimizing the average distance betweenthe ray-traced detection point (RdP) and the corresponding measuredMaPMT hit over the selected sub-sample of photons.For each hadron track, the ray-tracing algorithm progresses asdescribed in the following. A trial photon is a hypothetical photon as-sumed to originate from the emission point at a Cherenkov angle 𝜃𝑇 andan azimuthal angle 𝜙𝑇 , with the corresponding RdP 𝑇 (𝜃𝑇 , 𝜙𝑇 ) definedby the ray-tracing algorithm. A limited ensemble (on the order of 100)of trials is initially traced having 𝜃𝑇 defined by a particle hypothesis,i.e. electron for a particle identified as an electron in CLAS12, pionotherwise, and 𝜙𝑇 uniformly distributed around the charged particletrajectory, see Fig. 23. For each MaPMT measured hit, the closesttrial RdP is taken to be the starting point of the iterative ray-tracingprocedure for that hit.To initiate the iterative procedure, the closest trial RdP is requiredto stay at a distance from the hit smaller than 10 cm, which is twicethe typical distance between the initial trial RdPs on the MaPMT plane.At each step, the closest trial is re-traced by varying its angles by theexpected Cherenkov angle resolution 𝜎 to define the correspondingdisplaced RdPs 𝑇𝜃(𝜃𝑇 + 𝜎, 𝜙𝑇 ) and 𝑇𝜙(𝜃𝑇 , 𝜙𝑇 + 𝜎). The distance vectors
⃖⃖⃖⃖⃖⃖⃗𝑇 𝑇𝜃 and ⃖⃖⃖⃖⃖⃖⃖⃗𝑇 𝑇𝜙, connecting each rotated trial RdP to the initial trial RdP,naturally define a reference system in the MaPMT plane, see Fig. 24.The distance vector ⃖⃖⃖⃖⃖⃖⃗𝑇𝐻 between the measured hit 𝐻 and the closesttrial RdP position 𝑇 is projected onto the reference vectors to get anestimate of the next angular step. In particular, the scale factor 𝑓 of thepolar angle step 𝛥𝜃 = 𝑓𝜎 is defined by projecting the distance vector
⃖⃖⃖⃖⃖⃖⃗𝑇𝐻 onto the reference vector ⃖⃖⃖⃖⃖⃖⃗𝑇 𝑇𝜃 : 𝑓 = (⃖⃖⃖⃖⃖⃖⃗𝑇𝐻 ⋅ ⃖⃖⃖⃖⃖⃖⃗𝑇 𝑇𝜃)∕| ⃖⃖⃖⃖⃖⃖⃗𝑇 𝑇𝜃|2. The factor
𝑓 can be either positive or negative, depending on if the rotated point
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Fig. 24. Example of iteration of the ray-tracing photon path reconstruction in theRICH (𝑥, 𝑦) plane. The emission polar 𝜃𝑇 and azimuthal 𝜙𝑇 angles of the closest trialphoton are varied by the expected Cherenkov angle resolution 𝜎 to extrapolate thecorresponding displacements of the detection point. The distance between the measuredand the trial hit is projected onto such displacements to quantify the next angular stepin units of 𝜎. See text for details.
moves toward or away from the measured hit. The same is done for theazimuthal angle 𝜙.The angles of the trial photon are modified by the calculated 𝛥𝜃and 𝛥𝜙 angular shifts, and the procedure is repeated. At each step,the trial RdP gets closer to the measured hit, but an exact solutioncannot be found as the procedure uses a linear approximation relatingthe distances in the MaPMT plane with the angular rotations in the 3Dspace. The iterative procedure stops when the distance of the trial RdPfrom the measured hit is smaller than a fraction of the MaPMT pixelsize, i.e. the RICH detector spatial resolution. The convergence is fast,typically within a few steps, so that the average reconstruction time ofa RICH event is negligible, at the level of few tens of microseconds.For each photon hit in the event, the RICH reconstruction procedureprovides a measurement of the Cherenkov angle that does not dependon a given particle hypothesis, having as input only the emissionpoint, the hit position, and the detector geometry. The initial particlehypothesis is only instrumental to define the starting ensemble of trials.As soon as a trial closer than 10 cm to the hit is found, the iterativeprocedure re-calculates the angles using only geometrical informationand neglecting any previous assumption on the particle type.As there is no a priori knowledge on which particle has emitted agiven photon, the procedure is repeated for any charged particle inter-cepting the RICH radiator. The ensemble of such measured Cherenkovangles represents the basic experimental information provided by theRICH. Any particle identification method, from the most simple averageat the track level to the most complicated likelihood using the full eventinformation, can be derived from it.
6.8. Time-of-flight systems
The time-of-flight (TOF) detectors for CLAS12 include the ForwardTime-of-Flight system (FTOF) [6] and Central Time-of-Flight system(CTOF) [10]. The FTOF consists of planes of scintillator counters lo-cated between the RICH/LTCC and the ECAL. Two parallel counterarrays in each Forward Detector sector are employed to achieve thedesired time resolution in the polar angle range from 5◦ to 35◦. Thearrays are referred to as panel-1b (closer to the target) and panel-1a(farther from the target). A third set of counter arrays referred to apanel-2 covers polar angles from 35◦ to 45◦. The different FTOF arrayscan be seen in Fig. 6. The CTOF consists of a barrel of scintillatorcounters located just outside of the CVT within the solenoid.The raw data from the detector PMTs read out during data acqui-sition include an ADC charge and hit time from a fitted flash ADC(FADC) waveform and a TDC time. The ADC and TDC informationis read out and recorded only for those channels that are above the
∼1 MeV hardware readout threshold for the FADCs and discriminatorsof both systems.As the FTOF and CTOF counters employ double-ended PMT readout,the calibration procedures for these systems (described in detail inRefs. [6,10]) allow the reconstruction to report accurate hit times anddeposited energy associated with both PMT signals above threshold.At this point the event reconstruction combines the PMT hit times andenergies to give a hit time and energy deposition associated with thescintillation counter. In a second phase, hits in adjacent counters, dueto particles that pass through multiple counters in the FTOF and CTOFsystems (so-called ‘‘corner clippers’’), are combined into clusters withan associated time, coordinate, and deposited energy. The algorithmsfor the hit and cluster definitions are detailed in the next sections.
6.8.1. Raw counter hitsRaw hits for the TOF systems are defined by matching the ADC andTDC information reported for each counter. This matching is based onthe comparison of the TDC time with the time from the FADC waveformanalysis. The latter is derived from fitting the leading edge of the FADCpulse shape during data decoding. Due to the choice of fast timingPMTs for the detector readout and the use of 250 MHz FADCs, thenumber of samples on the leading edge of the PMT pulses is only 3 to4, hence the FADC timing resolution is only ∼1 ns. The FADC and TDCtimes are then required to be within a selected window. The windowsparameters, position, and width, as well as all other constants usedby the reconstruction package, are loaded at run time from CCDB.Currently the window width used is 10 ns, which was found to besufficient to reduce the probability of a mismatch of the ADC and TDCdata for a given scintillation bar hit. This is especially important forthe FTOF as the ADC value of the hit is used to compute the time-walkcorrection.
6.8.2. Reconstructed counter hitsRaw hits are processed to determine reconstructed hits with energy,time, and position information. The reconstructed hit times from theindividual PMTs need to account for the time delays along the readoutpath that include the PMT signal transit time, the signal propagationtimes through the signal cables and the electronics, and any time-walk effects associated with the readout discriminators. For the FTOFreadout, leading-edge discriminators are employed, while for the CTOFreadout, constant fraction discriminators are employed and no externaltime-walk corrections are required. The hit times reconstructed by theTDC readout of the PMTs at the ends of each scintillation bar (referredto generically here as 1 and 2) are given by:
𝑡1∕2 = (𝐶𝑂𝑁𝑉 ⋅ 𝑇𝐷𝐶1∕2) − 𝑡𝑤𝑎𝑙𝑘1∕2
∓
𝐶12
2
+ 𝐶𝑅𝐹 + 𝐶𝑝2𝑝, (7)
where 𝐶𝑂𝑁𝑉 is the TDC channel-to-time conversion factor(0.024 ns/bin), 𝑇𝐷𝐶 is the measured PMT TDC value relative to thetrigger signal, 𝑡𝑤𝑎𝑙𝑘 is the time-walk correction that accounts for thepulse amplitude dependence of the crossing times of the discriminatorthreshold (used only for FTOF), 𝐶12 is a time offset to center thePMT TDC difference distribution about 0, and 𝐶𝑅𝐹 and 𝐶𝑝2𝑝 are thetime offsets to align all of the counter hit times with respect to theaccelerator RF time and to each other, respectively. The paddle-to-paddle time offsets 𝐶𝑝2𝑝 mainly account for the signal delays along thecable lengths from the PMT output to the readout electronics.The FTOF and CTOF particle hit times relative to the trigger signalcan be determined separately from the times 𝑡1 and 𝑡2 measured by thePMTs of a given scintillation bar using:
𝑡1∕2ℎ𝑖𝑡 = 𝑡1∕2 −
𝑑1∕2
𝑣𝑒𝑓𝑓
, (8)
where 𝑑1∕2 represents the distances along the bar from the hit point tothe PMT given by:
𝑑1∕2 = 𝐿∕2 ± 𝑦, (9)
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with 𝑦 the hit coordinate along the bar (determined from forwardtracking for the FTOF and central tracking for the CTOF) and 𝐿 is thecounter length. The average counter hit time is given by:
𝑡ℎ𝑖𝑡 =
1
2
(𝑡1ℎ𝑖𝑡 + 𝑡
2
ℎ𝑖𝑡) =
1
2
[
𝑡1 + 𝑡2 −
𝐿
𝑣𝑒𝑓𝑓
]
, (10)
where 𝑣𝑒𝑓𝑓 is the effective speed of light in the scintillation bar.Using the timing information from the PMTs at the ends of each bar,the hit coordinate along the bar with respect to the center of the barcan be defined from the FTOF or CTOF information alone using:
𝑦 =
𝑣𝑒𝑓𝑓
2
(𝑡1 − 𝑡2 − 𝐶12). (11)
It is this coordinate determination that is compared against theprojected coordinate from tracking to determine if the time-of-flight hitmatches to a projected track.The algorithm detailed above and currently in use requires goodADC and TDC information for the PMTs at both ends of the counter tobe available. However, if one of the PMTs of a counter is malfunction-ing, Eq. (8) shows that the hit time recorded from the working PMTalone can be used to reconstruct the particle hit time using trackinginformation to correct for the light propagation delay along the counter.The loss of one PMT involves a √2 worse timing resolution for thecounter. Algorithms to address these cases are already implemented inthe reconstruction service but are presently disabled.The reconstructed energies from the ADC values of the PMTs (1 and2) for a given scintillator bar are given by:
𝐸1∕2 = (𝐴𝐷𝐶1∕2 − 𝑃𝐸𝐷1∕2)
⎡⎢⎢⎢⎣
(
𝑑𝐸
𝑑𝑥
)
𝑀𝐼𝑃
⋅ 𝑡
𝐴𝐷𝐶𝑀𝐼𝑃
⎤⎥⎥⎥⎦ , (12)where (𝐴𝐷𝐶−𝑃𝐸𝐷) is the measured pedestal-subtracted ADC integral,
𝐴𝐷𝐶𝑀𝐼𝑃 is the ADC value for normally incident minimum-ionizingparticles (MIPs) at the center of the scintillation bar, ( 𝑑𝐸𝑑𝑥 )𝑀𝐼𝑃 is theenergy loss for MIPs in the scintillation bars (2.001 MeV/cm), and 𝑡is the scintillation bar thickness. The deposited energy is computed asthe geometric mean of the deposited energy as determined from thetwo counter PMTs as:
𝐸𝑑𝑒𝑝 =
√
𝐸1𝐸2. (13)
6.8.3. Hit clustering and matchingIf there are multiple scintillation bar hits associated with a singleincident charged particle track, a hit cluster can be defined. Theseclusters have associated with them a hit coordinate, deposited energy,and hit time. Hits are assigned as part of a cluster in either the FTOF orCTOF if their hit positions and hit times fall within selected matchingwindows. The clustering algorithm looks to define hit clusters matchedto tracks separately in each of the counter arrays.With hit clusters defined, the associated cluster coordinate along thecounter length is defined as the energy-deposited weighted average ofthe reconstructed 𝑦 coordinate from Eq. (11) as:
𝑦𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
𝑁∑
𝑖=1
𝑦𝑖 ⋅ 𝛥𝐸𝑖. (14)
Note that in both the FTOF and CTOF systems, the maximum clustersize is practically limited to 𝑁 = 2. For the coordinate transverse tothe counter length along the counter width, the coordinate is definedas the average of the coordinates associated with the middle of the bar.The assigned cluster energy is the sum of the deposited energies inthe counters associated with the defined cluster,
𝐸𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
𝑁∑
𝑖=1
𝐸𝑖𝑑𝑒𝑝. (15)
In the FTOF when there is a defined hit or a defined cluster in bothpanel-1b and panel-1a, a second cluster matching algorithm is applied
to determine if the hit or cluster in panel-1b and the hit or cluster inpanel-1a are associated with the same incident track matched to thepanel-1b hit or cluster. If they are associated, a corrected FTOF hit timebased on the panel-1a and panel-1b cluster times is computed using atime resolution weighting according to the counter in each cluster withthe largest energy deposition using:
𝑡𝑐𝑜𝑟𝑟 =
𝑡𝑐𝑙𝑢𝑠𝑡𝑒𝑟1𝑏
𝛿1𝑏
+
(𝑡𝑐𝑙𝑢𝑠𝑡𝑒𝑟1𝑎 − 𝛥𝑟∕𝛽𝑐)
𝛿1𝑎(
1
𝛿1𝑏
+ 1
𝛿1𝑎
) . (16)
Here 𝛿1𝑎,1𝑏 are the effective time resolutions measured for the coun-ters determined during the FTOF calibration procedure and 𝑡𝑐𝑙𝑢𝑠𝑡𝑒𝑟1𝑎,1𝑏are the cluster hit times in panel-1a and panel-1b. The term 𝛥𝑟∕(𝛽𝑐)accounts for the path length difference between the panel-1b clusterhit coordinate and the panel-1a cluster hit coordinate and comes fromforward tracking information. As 𝛽 depends on the FTOF time, it isassumed that it is based on the panel-1b time information (the arraywith the better timing resolution).Given the effective FTOF counter resolutions, the overall FTOF hittime resolution is improved by 15%–20% when combining the timesfrom panel-1b and panel-1a in this manner. Of course, if the trackinteracts with only panel-1a or with only panel-1b due to the slightlydifferent solid angles of coverage of the arrays, then only the singleplane hit time is used in the event reconstruction.Note that employing the cluster times has not yet been fully val-idated in the event reconstruction but is currently under test usingMonte Carlo data samples. While this validation is in progress, theinformation passed from the time-of-flight systems to the Event Builderis based on reconstructed hits.
6.9. Central neutron detector
The Central Neutron Detector (CND) [11] is used to detect 0.2 to1 GeV neutrons in the Central Detector. The CND consists of a barrelof three layers of scintillators coupled at their downstream ends withU-turn light guides and read out on their upstream ends with PMTs.The light readout from the scintillation bar in which a particle interactsis called ‘‘direct’’, while the light that travels through the U-turn intothe neighboring bar and read out in the coupled counter is called‘‘indirect’’.The reconstruction of the CND is done in five steps:
• the choice of the direct and indirect paddle, by comparing the twoPMT times (referred to as the left and right times) of a coupledpair of counters, after correcting them for relative and absoluteoffsets determined in the calibration procedure and accountingfor light propagation times [11];
• the reconstruction of the deposited energy;
• the reconstruction of the time and position of the hit in thepaddle;
• the matching of CND hits with CVT tracks coming from theinteraction vertex;
• the clustering of multiple hits.
6.9.1. Energy reconstructionFor direct hits in the left paddle at a position 𝑧 along the paddle,the two associated ADCs can be written as:
𝐴𝐷𝐶𝐿 =
𝐸𝐿
𝐸0
⋅𝑀𝐼𝑃𝐷 ⋅ 𝑒
−𝑧
𝐴𝐿 , (17)
𝐴𝐷𝐶𝑅 =
𝐸𝑅
𝐸0
⋅𝑀𝐼𝑃𝐼 ⋅ 𝑒
−(𝐿−𝑧)
𝐴𝐿 .
Here 𝑀𝐼𝑃𝐷 (𝑀𝐼𝑃𝐼 ) is the ADC-to-energy constant for direct (in-direct) minimum-ionizing particles (MIPs), 𝐸𝐿∕𝑅 is half the energydeposited by the particle in the left/right paddle, 𝑧 is the distance along
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the left counter to the left PMT, 𝐿 is the length of each paddle, and 𝐴𝐿is the coupled counter pair attenuation length. 𝐸0 is given by:
𝐸0 =
ℎ ⋅ 2.001
2
MeV, (18)
where ℎ is the thickness of each scintillator. In the case of direct hitsin the right paddle, the applicable equations are obtained by switchingthe 𝐿∕𝑅 indices. The energy reconstruction for each coupled paddle isobtained inverting Eq. (17). The total energy of the hit is then given bythe sum of 𝐸𝐿 and 𝐸𝑅.
6.9.2. Hit position and time reconstructionThe reconstruction of the time and position of a hit will be shownfor the case of a hit in the left paddle. In case of a hit in the right paddle,the applicable equations are obtained by switching the 𝐿∕𝑅 indices.Starting from 𝑡𝐿 and 𝑡𝑅, defined as
𝑡𝐿 = 𝑡𝑡𝑜𝑓 +
𝑧
𝑣𝑒𝑓𝑓𝐿
+ 𝑡𝑆 + 𝑡𝑜𝑓𝑓 + 𝑇𝐷𝐶𝑗 , (19)
𝑡𝑅 = 𝑡𝑡𝑜𝑓 +
𝐿 − 𝑧
𝑣𝑒𝑓𝑓𝐿
+ 𝐿
𝑣𝑒𝑓𝑓𝑅
+ 𝑢𝑡 + 𝑡𝑆 + 𝑡𝑜𝑓𝑓 + 𝑇𝐷𝐶𝑗 ,
and subtracting the time offsets obtained from the calibration (𝑡𝑜𝑓𝑓 ),the start time (𝑡𝑆 ), and the time jitter (𝑇𝐷𝐶𝑗), one can define thepropagation times 𝑡𝐿𝑝𝑟𝑜𝑝 and 𝑡𝑅𝑝𝑟𝑜𝑝 to the left and right PMTs of thecoupled pair as:
𝑡𝐿𝑝𝑟𝑜𝑝 = 𝑡𝑡𝑜𝑓 +
𝑧
𝑣𝑒𝑓𝑓𝐿
, (20)
𝑡𝑅𝑝𝑟𝑜𝑝 = 𝑡𝑡𝑜𝑓 −
𝑧
𝑣𝑒𝑓𝑓𝐿
+ 𝐿
𝑣𝑒𝑓𝑓𝐿
+ 𝐿
𝑣𝑒𝑓𝑓𝑅
+ 𝑢𝑡,
where 𝑣𝑒𝑓𝑓𝐿∕𝑅 is the effective light velocity in the left/right paddle and
𝑢𝑡 is the propagation time of light to travel in the U-turn. Both of thesequantities are obtained from CND calibration (see Ref. [11] for details).The position of the hit 𝑧 is obtained from the difference of the leftand right propagation times:
𝑧 =
𝑣𝑒𝑓𝑓𝐿
2
(
𝑡𝐿𝑝𝑟𝑜𝑝 − 𝑡𝑅𝑝𝑟𝑜𝑝
)
+
𝑣𝑒𝑓𝑓𝐿
2
(
𝐿 ⋅
(
1
𝑣𝑒𝑓𝑓𝐿
+ 1
𝑣𝑒𝑓𝑓𝑅
)
+ 𝑢𝑡
)
. (21)
The 𝑥 and 𝑦 coordinates of the hit are obtained from the radiusand the azimuthal angle of the hit, which are, in turn, determinedby knowing the layer, sector, and component (left or right) of thehit. Finally, the time of flight of the particle that produced the hit isobtained from the sum of the left and right propagation times:
𝑡𝑡𝑜𝑓 =
1
2
(
𝑡𝐿𝑝𝑟𝑜𝑝 + 𝑡𝑅𝑝𝑟𝑜𝑝
)
− 1
2
(
𝐿 ⋅
(
1
𝑣𝑒𝑓𝑓𝐿
+ 1
𝑣𝑒𝑓𝑓𝑅
)
− 𝑢𝑡
)
. (22)
6.9.3. Hit/track matchingTracks from charged particles crossing the CVT are associated withhits in the CND. This allows the position of each CND hit to be com-puted from the track extrapolated beyond the CVT to the location of thehit counter. This information is used in the detector calibration [11].CVT tracks are extrapolated to radii corresponding to the entry point,midpoint, and exit point of the track in the paddle. These points aredefined as the intersections between the helix of the track and cylindersof radii corresponding to the distances between the beamline and thethree CND layers. A CVT track and a CND hit are matched if thehit coordinates and the extrapolated coordinates are within a user-selected distance. The path traveled by the particle in the paddle isapproximated as the distance between the entry and exit points. Thepath length between the vertex and the hit is obtained from the helixparameters.
6.9.4. ClusteringThe clustering of CND hits is based on the geometrical space–timedistance between them. The determination of the maximal distance forclustering two hits together takes into account the measured resolutionsfor position and timing of the CND counters [11].The algorithm uses standard hierarchical clustering [25]. A scan ofall hits in an event is performed and only hits with a deposited energygreater than 1 MeV are considered for clustering. The two closest hitsare combined into a single hit with associated energy defined as thesum of the energies of both hits. The position and timing of the clusterhit are defined as those of the hit with the highest energy, i.e. theseed hit. The same algorithm is recursively run on the remaining hits.Finally, the leftover hits that are relatively far from each other arecalled clusters. The sector, layer, and component of each cluster arethose of the seed hit.
6.10. Forward tagger
The Forward Tagger (FT) [12] is placed between the HTCC and thetorus magnet along the beamline and is designed to detect electrons andphotons in the polar angular range from 2◦ to 5◦. The FT is composedof an electromagnetic calorimeter based on PbWO4 crystals (FT-Cal), atwo-layer scintillator hodoscope (FT-Hodo), and a Micromegas tracker(FT-Trk) similar in design to the FMT [9]. The FT reconstruction serviceis designed to provide efficient algorithms to determine the energy,time, and positions of the signals associated with the incident particle.The reconstruction matches this information to determine the type andthree-momentum of the particle. The package consists of four services,one for each of the sub-detectors and a global service that builds theparticle information from the output of the detector reconstruction. Inthe following, we describe each of the FT services and their algorithms.
6.10.1. The FT-Cal reconstruction serviceThe calorimeter service has the role of reconstructing clusters asso-ciated with the incident particles from the detector raw information.These include the charge and time recorded by the FADC boardsthat read out the crystal signals. A cluster is defined as a contiguousensemble of crystals within the calorimeter, in which a signals above aminimum energy threshold (10 MeV) are found within a selected timewindow (10 ns) from each other.The first step to build a cluster is to reconstruct the energy andtime of the individual crystal hits from the raw FADC information.For this purpose, the charge and raw time of the recorded pulse areconverted to energy and time using calibration constants derived fromdata. A linear relationship between energy and charge is assumed. Thehit time is defined from the raw time by applying an offset and acharge-dependent correction that accounts for time-walk effects.Reconstructed hits are then ordered by energy and, starting fromthe maximum energy hit, subsequent crystals are associated with itbased on their relative positions and time differences. Once all hitsare associated with a cluster, the overall cluster energy, time, andpositions are computed. The cluster energy 𝐸𝑡𝑜𝑡 is calculated as thesum of the individual hit energies, 𝐸𝑟𝑒𝑐 , plus a global correction toaccount for the hit thresholds and for shower leakages due to the finitelength of the crystal and the overall calorimeter size. This correction isparameterized as a function of the measured cluster energy based onfull Geant4 simulations of the detector response [12]. The cluster timeis computed as the energy-weighted average of the individual hit times.Finally, the cluster position in the 𝑥–𝑦 plane (transverse to the beam
𝑧-axis) is computed as the logarithmic energy-weighted hit coordinates
(𝑥𝑖, 𝑦𝑖), i.e. the crystal position with the following functional form [26]:
𝑥𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
∑𝑁
𝑖=1𝑤𝑖𝑥𝑖∑𝑁
𝑖=1𝑤𝑖
, (23)
𝑦𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
∑𝑁
𝑖=1𝑤𝑖𝑦𝑖∑𝑁
𝑖=1𝑤𝑖
,
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where the index 𝑖 runs over the 𝑁 crystals in the cluster and theweighting factors 𝑤𝑖 are defined as:
𝑤𝑖 = 𝑚𝑎𝑥
(
0, 𝑤0 + 𝑙𝑛(𝐸𝑖∕𝐸𝑟𝑒𝑐 )
)
. (24)
The parameter 𝑤0 was fixed to 3.45 after optimization based onGeant4 simulations. The 𝑧 coordinate of the cluster is set to a constantdepth from the crystal upstream face that was optimized based onMonte Carlo studies.The resulting clusters are finally selected by applying cuts to excludeinstances where the total and seed energies are less than a definedthreshold or where the number of crystals in the cluster is below adefined limit.2 All of these selection parameters, as well as the otherconstants used in the cluster reconstruction, are set at run time byreading the CLAS12 calibration constants database, CCDB.The final list of clusters is saved to an output HIPO bank that ispassed to the global FT reconstruction service for the particle recon-struction. The intermediate hit information is also saved to a HIPO bankfor debugging purposes.
6.10.2. The FT-hodo reconstruction serviceThe FT-Hodo is used to discriminate photons and electrons. Thesystem consists of two layers of plastic scintillator tiles read out withsilicon photomultipliers. The FT-Hodo reconstruction service, which issimilar to that for the FT-Cal, has the role of reconstructing hits andassociating matching hits in the two layers of the detector to formclusters.Hits are defined from the raw FADC information as the energyand time of the signals associated with the incident particles. Theseare computed assuming a linear relation for the charge-to-energy con-version and an additive offset between the raw and reconstructedtime. The constants necessary for these conversions are derived foreach individual detector component based on beam-data calibrationsas discussed in Ref. [12] and set at run time by reading the values fromCCDB. The reconstructed hits are then selected by applying a minimumenergy threshold that was optimized based on data analysis.The selected hits are then matched to form clusters consisting ofscintillator tiles in the two detector layers, matched in space andtime. The position matching distance is defined by the largest tilesize, i.e. 3 cm, while the time matching parameter was optimizedbased on Geant4 simulations and is set conservatively to 8 ns. Theresulting cluster parameters are the cluster size, position, total energy,and time. The cluster energy is calculated as the sum of the individualhit energies, while both the position in the 𝑥–𝑦 plane and time arecalculated as the energy-weighted average of the corresponding hitparameters. The resulting information is saved to a HIPO bank that ispassed to the global FT service. As for the calorimeter, the intermediatehit information is also saved to a HIPO bank for debugging purposes.
6.10.3. The FT-Trk reconstruction serviceThe FT-Trk is used to measure the angle of the scattered electron. Itconsists of two double-layers of Micromegas and is positioned upstreamof the FT-Hodo. The FT-Trk reconstruction service is currently in thedevelopment stage and will be described in detail in a future publi-cation, while here we discuss only the general principles. Algorithmsfor the conversion of the raw Micromegas detector information to hitsand for matching hits to form clusters follows those developed for theCLAS12 BMT that are discussed in Section 6.3. All combinations ofclusters identified in the 𝑥–𝑦 layers of each of the two sub-detectorsare then built to form crosses. Finally, the crosses found in the twosub-detectors are matched based on their position and saved as inputfor the global FT service.
2 Note that the seed crystal is the one with the largest signal.
6.11. The FT global service
The final step of the FT reconstruction is the matching of the infor-mation resulting from the three sub-detectors. Specifically, hodoscopeand calorimeter clusters are matched to distinguish charged particleshaving a cluster in the hodoscope from neutrals that have a low proba-bility of creating a signal in that detector. The matching is based on therelative position of the calorimeter and hodoscope clusters in the 𝑥–𝑦plane and on their time difference. The position matching parameteris determined by the hodoscope component size, while the timing cutis set to 10 ns, similar to the cut value used in the lower levels ofthe FT reconstruction. The output of the matching is an FT particle,whose energy and position at the detector are determined from thecalorimeter cluster parameters, while its charge is set by the presenceof a hodoscope cluster. The particle three-momentum at the target forcharged particles is then computed accounting for the bending in thesolenoid field, while for neutrals it is computed assuming a straightpath from the CLAS12 target center to the FT. When available, thetracker information will be used to refine the determination of theparticle impact point on the FT front face and, therefore, to improvethe reconstruction of the angles at the vertex. The resulting particleinformation is saved to a HIPO bank for use in the CLAS12 EventBuilder service.
6.12. Event builder
The Event Builder is the last service in the reconstruction algorithm,and performs a series of functions:
• collects information from the upstream services;
• correlates information from the sub-detectors into particles;
• performs a general particle identification scheme;
• organizes the resulting information into a standardized, persistentdata bank structure.
The service is run twice with identical algorithms, once using hit-based tracks, and later with time-based tracks, where the results of thehit-based Event Builder are used to initialize time-based tracking.
6.12.1. Forming particlesIn defining a reconstructed charged particle in CLAS12, the EventBuilder assumes that an assignment will be made for each reconstructedtrack in both the Forward Detector and the Central Detector. Theassociated calorimeter, scintillator, and Cherenkov detector responsesare then assigned to that particle based on geometric coincidencesbetween the detector responses and the track, with matching criteriacorresponding to the resolution of a given detector. The geometricmatching is based on the distance of closest approach between the trackand the response, where an example is shown in Fig. 25.A similar procedure is followed for creating neutral particles, exceptthe seeding is presently with unassociated ECAL (for the ForwardDetector) and CND (for the Central Detector) responses instead oftracks.
6.12.2. Event start timeA start time is assigned to the entire event and serves as our mostprecise reference time on which all time-based particle identificationrelies. This is based on the optimal charged particle candidate in theForward Detector with an associated FTOF timing response. The EventBuilder assigns the start time based on the highest energy electron inthe ECAL. If there is no electron in the ECAL, it next looks for a positronin the ECAL. If there is no lepton, the next track in the priority list isa forward-going positive track (assumed to be a 𝜋+). Finally, if there isno forward-going positive track, it looks for a forward-going negativetrack (assumed to be a 𝜋−). When looking for 𝜋+ or 𝜋− tracks, only thecandidate with the highest momentum in each group is considered.
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Fig. 25. Example of the geometric matching criteria showing the distance of closestapproach between a charged track from the DC extrapolated to the ECAL and thecluster positions in the ECAL.
A parallel event start time is determined from the FT to facilitatephysics analyses and triggers where the primary scattered electron isat very forward angles in the FT. In this case, all combinations ofcharged particles in the FT and the Forward Detector are considered.The particle in the FT is assumed to be an electron, whereas all hadronmass hypotheses are considered for the Forward Detector tracks. Thecombination with the best time coincidence is chosen. The timing ofthe resulting FT electron is then used to assign the start time.A correction to the start time is then performed using the RF signalfrom the accelerator, combined with the reconstructed event vertexposition. This effectively aligns the event start time to our best measureof the beam-bunch arrival time at the target.The uncorrected, measured vertex time of a particle, 𝑡𝑣, can bewritten as
𝑡𝑣 = 𝑡 −
𝑃𝐿
𝛽𝑐
, (25)
where 𝑡 is the measured time response (e.g. in a scintillator), 𝑃𝐿 is thepath length between the primary interaction vertex and that response,and 𝛽𝑐 is the speed of the particle. We can then construct a correctionto align this time with the closest beam bunch time at the target:
𝛥𝑡𝑅𝐹 = 𝑡𝑣 + (𝑧0 − 𝑧𝑣)∕𝑐 − 𝑡𝑅𝐹 −𝑁∕(2𝑓𝑅𝐹 ), (26)
𝛥𝑡′𝑅𝐹 = 𝑚𝑜𝑑(𝛥𝑡𝑅𝐹 , 1∕𝑓
𝑅𝐹 ) − 1∕(2𝑓𝑅𝐹 ),where 𝑓𝑅𝐹 is the frequency of the accelerator, 249.5 MHz or 499 MHz,corresponding to 2.004 ns or 4.008 ns bunch spacings, 𝑡𝑅𝐹 is the mea-sured, calibrated RF time for the event, and 𝑧0 is the target center andenters due to its use as a position calibration reference. The resultingRF- and vertex-corrected start time for the event is then given as
𝑡′𝑣 = 𝑡𝑣 − 𝛥𝑡
′
𝑅𝐹 . (27)
6.12.3. Particle identificationThe next stage is a basic particle identification scheme. This is in-tended to be loose to accommodate a variety of physics analyses, whilepersisting the necessary information to easily tighten and improve thecriteria later.For charged particles, first calorimetry and Cherenkov informationis used to positively identify 𝑒−∕𝑒+ candidates in the Forward Detector.If the measured energy deposition is consistent with the expectedsampling fraction of the ECAL, and the photoelectron response from theHTCC is consistent with 𝛽 ∼ 1, the particle is assigned as an 𝑒− or 𝑒+depending on sign of the curvature of the track from forward trackingwith the DCs through the torus magnetic field.The remaining charged particles are then assumed to be hadronsand assigned an identity based solely on timing information, wherethe 𝑝∕𝐾∕𝜋 candidate giving the smallest time residual is assigned. Thistime residual is computed from the difference between the measured
Fig. 26. Particle 𝛽 vs. momentum from simulation data for positively charged trackswith their start time from an electron in the Forward Detector (top plot) or in the FT(bottom plot).
particle flight time and that computed for a given mass hypothesis.Fig. 26 shows reconstructed 𝛽 vs. momentum distributions from beamdata for forward-going positively charged hadrons using informationfrom the FTOF and DC subsystems, where the electron is reconstructedeither in the Forward Detector (Fig. 26(top)) or in the Forward Tag-ger (Fig. 26(bottom)). The computed curves for the different masshypotheses are overlaid.Identification of neutral particles assumes only neutrons and pho-tons, differentiated only by timing and topological information. Forthe Forward Detectors this is based on the ECAL, while for the Cen-tral Detector it is based on the CND, and their reconstructed clusterpositions are used to compute the particle travel path from the eventvertex, assuming a straight-line trajectory. If the resulting measured
𝛽 is close to 1, the particle is assigned as a photon, otherwise itis assigned as a neutron. For photons in the Forward Detector, themomentum is determined from its deposited energy and ECAL samplingfraction [7]. For neutrons, the momentum is assigned based on themeasured 𝛽, assuming the neutron mass. Fig. 27 shows an example of 𝛽reconstructed for neutrals in the Forward Detector showing separationof photons and neutrons.A particle identification quality factor in the form of a signed-
𝜒 , or pull, is assigned based on the individual contributing detectorsubsystem responses and their resolutions. For 𝑒−∕𝑒+ identificationthe resolution-normalized distance from the expected ECAL samplingfraction is used, while for charged hadrons the resolution normal-ized time-difference is used. The resulting information is organizedinto standardized output bank structures for physics analysis, see Sec-tion 7.2. This includes the particle four-vectors, the associated detectorresponses, and global event information such as beam RF and helicityinformation.
6.12.4. Particle identification performanceThe accuracy of the particle identification algorithm that is cur-rently implemented can be estimated from Monte Carlo simulations
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Fig. 27. 𝛽 distribution for neutral particles as measured by the ECAL from simulationdata, showing a sharp peak at 𝛽 = 1 from photons and a broader, slower distributionfrom neutrons.
Table 1Particle identification matrix for the CLAS12 Forward Detector based on simulatedhadrons and photons with momentum between 1 and 2.5 GeV, and electrons up to9 GeV. The diagonal elements are correctly identified, while the off-diagonal elementsare misidentified. Detector inefficiencies are included.Truth
𝑒 𝜋 𝐾 𝑝 𝑛 𝛾
𝑒 0.98
𝜋 0.93 0.10 0.00
𝐾 0.03 0.80 0.00
𝑝 0.03 0.02 0.98
𝑛 0.66 0.01
𝛾 0.14 0.95
Table 2Particle identification matrix for the CLAS12 Central Detector based on simulatedhadrons with momentum between 0.3 and 1.1 GeV. The diagonal elements are correctlyidentified, while the off-diagonal elements are misidentified. Detector inefficiencies areincluded. Truth
𝜋 𝐾 𝑝 𝑛
𝜋 0.84 0.14 0.00
𝐾 0.11 0.80 0.01
𝑝 0.03 0.04 0.95
𝑛 0.11
𝛾 0.00
where the assigned particle identification can be compared to the trueone. Tables 1 and 2 show the particle identification matrix for theForward and Central Detectors, respectively. The values are based onsimulations of electron–hadron or electron–photon pairs with hadronand photon momenta in the range from 1 to 2.5 GeV and electronmomenta in the range from 1 to 9 GeV. The diagonal elements cor-respond to the cases where the particle is correctly identified and theoff-diagonal elements to the cases where the particle is misidentified.Future improvements are anticipated and discussed in Section 9.3.Another measure of the particle identification performance for neu-trals is given by the reconstruction of 𝜋0 decays to two photons. Fig. 28shows the 𝛾𝛾 invariant mass reconstructed from the ECAL and from theForward Tagger.
7. Data processing
7.1. Workflow
The raw data from the detector subsystems is currently first pre-processed in what is called the decoding stage. This is an I/O-heavy,single-threaded process and involves extracting hits from waveforms,translating data-acquisition/hardware nomenclature (associated with
Fig. 28. Reconstructed 𝜋0 → 𝛾𝛾 candidates using photons detected in the ECAL (topplot) and the FT (bottom plot). The plots are based on simulations of semi-inclusivedeep inelastic scattering events generated based on the PYTHIA event generator [27].
crate/slot/channel labels) into physical detector objects, performingspecial analyses dependent on serial event access, and converting fromthe input EVIO format to the HIPO data format. This phase includesregistering beam helicity state changes and special scaler events, andpopulating their results into special tagged HIPO events to facilitatelater analysis. The result is a factor of ∼5 reduction in size and a fileformat optimized for I/O.The second data processing stage is a CPU-heavy reconstructionphase, including all of the tracking, clustering, calorimetry, time-of-flight, and event building described in the previous sections. It runsmulti-threaded in the CLARA framework and can be configured tooutput various data schema depending on the purpose, see Section 7.2,during full-scale data processing, or larger, special-purpose banks dur-ing preliminary calibration phases.The final stage of data processing involves the running of I/O-heavyanalysis trains that perform event skimming (e.g. filtering out specificfinal state event topologies), and accommodate various correctionsand common analysis plugins. It splits the data into multiple outputfiles based on different event selections, each optimized for a groupof physics analyses. An example schematic is shown in Fig. 29. Thisstage is designed to be run repeatedly as selection criteria and physicsanalyses mature. The reduction factor of the input file size generated bythe analysis trains depends directly on the applied filtering conditionsfor the specific output. Selecting events with an electron identified inthe ECAL provides a reduction factor of ∼0.3, while for events with anelectron in the ECAL and a positive hadron in CLAS12, the reductionfactor is ∼0.1. A typical 2 GB EVIO file gets reduced to a 200 MB HIPOdata file with banks for physics analysis (see Section 7.2).
7.2. Data summary tapes
The final data output is provided by the Event Builder in the formof data summary tapes (DSTs), a standardized selection of HIPO banksfor physics analysis. The trains mentioned above are run on input DSTfiles to produce skimmed output DSTs. These include:
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Fig. 29. Schematic flow of analysis trains. The example shows a train composed of a plugin to correct the ECAL sampling fraction (SF) and several analysis filters for differentfinal states. Events from a HIPO file are read by the IO service and processed through the analysis chain that applies the selected corrections and labels them according to thedifferent filters. The labeled events are written to the corresponding output file.
• global event information, e.g. run number and event time stamp,integrated beam charge, beam helicity state, event start time;
• particle information, e.g. momentum four-vector and vertex posi-tion, particle type and identification quality, and status words thatencode information on the sub-detectors involved in the particleformation;
• high-level detector response information associated with eachparticle, e.g. detector identifier, response position and time, andtrack trajectory in each detector layer.
The DST banks are organized such that the large detector informa-tion banks can easily be dropped to leave only the data essential for ahigh-level physics analysis, without leaving unassociated references orunnecessary information.3
7.3. Computing resources
Reconstruction of all CLAS12 data is performed on Jefferson Lab’sbatch computing system [28]. It currently consists of about 400 com-puting nodes of various types, with a total of about 21,000 availablejobs slots and half as many cores. The input raw data and analyzedoutput data are stored on JLab’s tape silo [29], which provides suffi-cient cold storage for all of JLab’s activities. Data for physics analysisare also stored live on JLab’s Luster filesystems [30], which currentlyamounts about 2 PB of disk, but will be increased to almost 7 PB inthe near future. Analysis of the reconstructed data is performed onthe JLab batch and interactive farm nodes, and also exported to otherinstitutions for final physics analysis. CLAS12 currently has 450 TBavailable on different file systems, and a fair share computing resourceof 36M core-hr/yr.
8. Code management
8.1. Repositories
The software is managed in a github repository [31], and branchesand forks are utilized to accommodate parallel development by severalgroups. Two main branches, master and development, are utilized tostore code ready for production and for validation, respectively. Forthe main branches, all modifications are made through pull requestsafter passing the automated tests described in Section 8.3 and requireapproval by a designated CLAS12 software expert.
3 Currently all DST banks are saved to a file.
8.2. Releases
There are three reconstruction code release types: test, validation,and production. A tagging scheme has been implemented to indicatethe type of change with respect to previous releases. Test releases,identified by the letter ‘‘c’’, are tagged from branches other than themaster or development branches and are intended to validate a specificcode change or algorithmic improvement. Usage of these releases istypically limited to the developers. Validation releases, identified bythe letter ‘‘b’’, are tagged from the development branch to test codeupdates before merging to the master branch. Production releases aretagged from the master branch after code updates for production dataprocessing.The release designator scheme uses the format 𝑋(𝑏∕𝑐).𝑌 .𝑍, whereincrements of 𝑋, 𝑌 , or 𝑍 are applied in the following cases:
• 𝑋: introduction of new technology, major algorithmic improve-ments, or changes that are not backward compatible;
• 𝑌 : extension of interfaces, new implementations, or major bugfixes;
• 𝑍: minor bug fixes.
8.3. Code tests and validation
In addition to automatic builds, the software includes both basicunit tests and advanced tests for several packages. These are designed toverify the correctness and reproducibility of the reconstruction outputfor a specific package or for the overall event, respectively. Unit testsinvolve, for example, reconstructing a simulated track or particle hit ina specific detector and comparing the result to the truth information.Advanced and extended tests are run on either a Monte Carlo or beamdata sample, comparing to the Monte Carlo truth information in thefirst case or to the results obtained in previous releases in the secondcase. A portion of the tests are run automatically at build time, using theTravisCI system linked to the github repository. These automatic teststake about 30 min to run and have proven invaluable in overseeingsoftware development.In addition to unit and advanced tests, every new release is subjectto extensive validation on both Monte Carlo and beam data. Samples ofMonte Carlo and beam events for different beam energies and detectorconfigurations were chosen to test event reconstruction over the entiredetector acceptance. Reconstruction of these samples is performed andresults are compared to previous code releases. The comparison focuseson several parameters, from processing time, to momentum resolution,to particle reconstruction efficiency. A new release is accepted forproduction only if it results in globally improved event reconstructionperformance.
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9. Ongoing developments
The software framework and event reconstruction described in theprevious sections are based on the code that is currently being utilizedfor data processing or will be deployed in the near future in anupcoming release. Nevertheless, as CLAS12 data are being analyzed,several potential improvements have been identified and are either inthe process of being implemented or planned for the near future. In thissection, we discussed the most relevant developments.
9.1. Artificial intelligence assisted forward tracking
Recent progress in the field of machine learning offers a promisingalternative to conventional algorithmic tracking methods. While theconventional methods provide algorithms that are well understood andwell studied, there are some algorithms in the data reconstructionprocess that can be substituted with neural networks to reduce dataprocessing times. For CLAS12, tracking is the most time-consumingaspect of experimental data processing. Tracking in the DC takes up to
∼90% of the total data processing time, which includes finding trackcandidates and iterating through track-forming segments to find thebest combinations of segments that can form a track. This time in-creases with luminosity as the number of noise segments increases andcan ultimately lead to processing time degradation. We have started toaddress this issue by employing machine learning techniques to findthe best track candidates in each event and to reduce the number ofcombinatorics.With increased luminosity, the number of potential DC cross can-didates increases. This implies that the Kalman Filter fitting algorithmmust be run for all possible combinations of crosses.Reconstructed track segments from both positive and negativetracks from the currently reconstructed data samples are used to trainthe neural network. We are currently testing three types of neu-ral networks: boosted decision tree [32], multilayer perceptron [33],convolutional [34].Preliminary results indicate that the convolutional neural networkperformed competitively with the multilayer perceptron with about97% accuracy and 3% false positives.The hits identified as on-track by the neural network are saved in abank and the DC reconstruction package was adapted to read these dataas an input to hit-based tracking. Benchmark results of reconstructionspeed for hit-based tracking show a factor of ∼5 improvement.Implementing the neural network software into the CLAS12 recon-struction workflow is under development. The second stage of themachine learning project will concentrate on efficiency improvementsusing artificial intelligence assisted tracking.
9.2. Improvements to event reconstruction
The CLAS12 detector began beam operations for physics in early2018 after a several month commissioning phase. Since that time theevent reconstruction code has continued to improve to meet issues asthey have arisen. However, the code and the framework are alreadyperforming well enough for advanced physics analysis of the collecteddata to proceed. A broad survey of reconstruction results using thecurrent CLAS12 software framework and event reconstruction codeare presented based on beam data in Ref. [1]. As might be expected,there are still areas where development, testing, and validations arein progress in order to continue improvements. In this section, severalareas of ongoing work are highlighted.
9.2.1. Improvements to central trackingImprovements to tracking in the CVT are currently being studied.These include:
• improvements to the tracker geometry implementation and fittingalgorithm — the combination of these code modifications is ex-pected to improve the fit residuals, which are indicative of a biasin the current version of the code as seen through systematic shiftsin their distributions;
• implementation of geometrical distortions derived from detectoralignment;
• the use of the beam offset information (relative to the nominalbeam 𝑧-axis) in the track fit initialization;
• the use of SVT clusters instead of crosses in the seeding.
These updates aim at enhancing the robustness of the trackingalgorithm and improving resolution and efficiency.
9.2.2. Improvements to time-of-flight reconstructionAs discussed in Section 6.8, the output of the time-of-flight recon-struction are hits that are used as input to the Event Builder algorithms.The use of clusters for particles that go through two adjacent TOFpaddles (either in the FTOF or CTOF systems) is expected to yieldimproved timing resolution, as is combining the hit times in FTOF fortracks that go through both forward counter hodoscopes as discussedin Section 6.8.3. A quantitative estimate of the timing resolution im-provements and a validation of the clustering algorithm are currentlyongoing using on Monte Carlo simulations.
9.3. Improvements to the event builder
The matching of tracks to detector responses is currently based onthe distance of closest approach between the tracks and the responsecoordinates. Improvements to this matching may be obtained usingtrack trajectories, i.e. intersections of the track with the relevant detec-tor planes where the responses are reported, potentially reducing theuncertainty on the path length determination that relies on the responsecoordinates. Additionally, the use of timing information in matchingwill reduce the effect of accidentals in high rate detectors such as theHTCC.In the future, the particle identification scheme will be improvedby exploiting additional detector information. This includes the ECALshower profile to improve electron–pion separation for momenta above
∼4.9 GeV where the HTCC becomes sensitive to charged pions, andRICH responses to improve charged-particle identification in the for-ward direction.
10. Conclusions
We have presented the software framework and event reconstruc-tion algorithms that are currently being utilized for the processing ofdata collected by the CLAS12 experiment in Hall B at Jefferson Lab.The framework was developed to allow processing of CLAS12 data forreconstruction and analysis based on a service-oriented architecture.The specific software applications leverage an extensive set of commonlibraries for handling I/O, geometry, databases, and magnetic field thatare designed to support data monitoring, calibration, reconstruction,and analysis.Full event reconstruction is implemented in the framework as achain of micro-services that perform reconstruction of the individualCLAS12 subsystems and whose output information is collected bythe Event Builder service to form and identify particles. While thecurrent reconstruction chain already supports reconstruction of allsubsystems and the creation of full events with performance consistentwith expectations, upgrades to the existing software implementationand algorithms are under study. However, the current status of eventreconstruction based on data collected during the first production data
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runs with CLAS12 with the electron beam are reported and discussed indetail in Ref. [1] that show the efficacy of the developed reconstructionframework, common tools and detector calibration applications, andthe associated algorithms required for event reconstruction.
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