Dlab's theorem and tilting modules for stratified algebras  by Frisk, Anders
Journal of Algebra 314 (2007) 507–537
www.elsevier.com/locate/jalgebra
Dlab’s theorem and tilting modules
for stratified algebras
Anders Frisk
Department of Mathematics, Uppsala University, Box 480, SE-75106, Uppsala, Sweden
Received 21 July 2004
Available online 27 March 2007
Communicated by Leonard L. Scott, Jr.
Abstract
In the first part of the paper we give a characterization for an associative algebra to be standardly stratified
in the sense of Cline, Parshall and Scott, generalizing a theorem of V. Dlab. In the second part of the
paper we construct characteristic tilting modules for standardly stratified algebras and use them to estimate
the finitistic dimension of such algebras. These tilting modules give rise to the Ringel duality concept
for stratified algebras. We also define and investigate a generalization of the notion of properly stratified
algebras to the above setup.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to study the most general notion of standardly stratified algebras in-
troduced by [CPS]. Standardly stratified algebras have appeared in many different situations, for
example, in the study of Schur algebras and singular categories (see [CPS]); in parabolic gener-
alizations of the category O for semi-simple complex Lie algebras in [M]; in the typical blocks
of the category O for the queer Lie superalgebra in [F1]; in the study of Alperin’s weight con-
jecture and EI categories (see [We]). The class of [CPS]-standardly stratified algebras contains a
smaller subclass studied in [AHLU1,ADL] under the same name. The difference between these
two classes is that the one defined in [CPS], corresponds to a choice of a partial pre-order on the
E-mail address: frisken@math.uu.se.0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
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the same set. Both classes contain as a subclass the class of all quasi-hereditary algebras which
correspond to linear orders [DR1]. A central concept in the theory of quasi-hereditary algebras
is the notion of the Ringel duality, associated with a special tilting module, called the character-
istic tilting module. This concept was extended in [AHLU1] to their more restrictive notion of
standardly stratified algebras. The main aim of the present paper is to extend and investigate the
analogous concept to the most general notion of standardly stratified algebras (that is in the sense
of [CPS]).
We proceed in several steps, with the first step being a characterization of standardly strati-
fied algebras in terms of certain filtrations of (left or right) projective modules, generalizing the
corresponding theorem of V. Dlab. Further, following the ideas of V. Dlab, we define the class
of weakly properly stratified algebras, generalizing properly stratified algebras. As for properly
stratified algebras we have: an algebra A is weakly properly stratified if and only if the opposite
algebra Aopp is. Then, following [AHLU1] we prove the usual homological properties of stan-
dard and proper costandard modules for standardly stratified algebras (see Section 4), which we
use in Section 4.2 to define the characteristic tilting module for standardly stratified algebras and
in Section 5 to define the Ringel dual of a standardly stratified algebra.
In Section 6 we find an upper bound for the (projectively defined) finitistic dimension of
a standardly stratified algebra in terms of the finitistic dimension of certain “locally” defined
algebras. Moreover, in the case when the algebra A is weakly properly stratified we estimate the
finitistic dimension in terms of the projective dimension of the characteristic tilting module T ,
the injective dimension of the characteristic cotilting module C, and the finitistic dimension
the corresponding “locally” defined endomorphism algebras of certain direct sums of standard
modules. Using the technique from [MO] we obtain that twice the projective dimension of T
gives a lower bound of the finitistic dimension of A in the case when A has a simple preserving
duality and T ∼= C. We finish the paper with several examples in Section 8.
2. Various stratified algebras
Throughout this paper the algebra A is assumed to be a finite-dimensional associative algebra
with identity element over an algebraically closed field k. We assume that A is basic and we
will only consider finite-dimensional A-modules. Denote by A-mod the category of all finite-
dimensional left A-modules. If more then one algebra will be around, we will use the notation
M(B) to indicate that M is a left module over the algebra B .
Let M be an A-module. Define the top of M , denoted by top(M), to be M/ rad(M), where
rad(M) is the radical of M . Set soc(M) to be the socle of M . Denote also by JH(M) the set of
all isomorphism classes of simple subquotients of M and by [M : L] the number of composition
factors of M isomorphic to L. If N is another A-module we define the trace TrM(N) of M in N
as the sum of images of all A-homomorphisms from M to N .
Denote by Λ an index set for the isomorphism classes of simple A-modules, which we denote
by L(λ), λ ∈ Λ. We write P(λ) for the projective cover and I (λ) for the injective hull of L(λ).
Let  be a partial pre-order on Λ. For λ,μ ∈ Λ we will write λ ≺ μ provided that λ  μ and
μ  λ; and λ ∼ μ provided that λ  μ and μ  λ. We define the set Λ = {λ | λ ∈ Λ} as the
collection of all equivalence classes under the equivalence relation ∼. Thus, by the definition,
λ ∈ λ for all λ ∈ Λ, and the partial pre-order  on Λ induces in a natural way a partial order 
on Λ. For λ ∈ Λ set Pλ =⊕μλ P (μ), Pλ =⊕μλ P (μ), Iλ =⊕μλ I (μ) and Iλ =
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μλ I (μ). For each λ ∈ Λ we define the standard module Δ(λ) as the maximal quotient of
P(λ) such that [Δ(λ) : L(μ)] = 0 for all λ ≺ μ. Thus
Δ(λ) = P(λ)/TrPλ
(
P(λ)
)
.
We define the proper standard module Δ(λ) as the maximal quotient of P(λ) satisfying
[radΔ(λ) : L(μ)] = 0 for all λ μ. Thus
Δ(λ) = P(λ)/TrPλ
(
rad
(
P(λ)
))
.
Dually, we define the costandard module ∇(λ) as the maximal submodule of I (λ) such that
[∇(λ) : L(μ)] = 0 for all λ ≺ μ. Thus
∇(λ) =
⋂
f : I (λ)→Iλ
Kerf.
We finally define the proper costandard module ∇(λ) as the maximal submodule of I (λ) satis-
fying [∇(λ)/ soc∇(λ) : L(μ)] = 0 for all λ μ. Thus ∇(λ) is the pre-image of
⋂
f : I (λ)/ soc(I (λ))→Iλ
Kerf
under the canonical epimorphism I (λ) → I (λ)/ soc(I (λ)).
The pair (A,) is called a standardly stratified algebra, [CPS], if the following two condi-
tions are satisfied for all λ ∈ Λ:
(SS1) the kernel of the canonical epimorphism P(λ)Δ(λ) has a filtration with subquotients
Δ(μ), λ ≺ μ;
(SS2) the kernel of the canonical epimorphism Δ(λ) L(λ) has a filtration with subquotients
L(μ), μ λ.
Different definitions of standardly stratified algebras appeared in several papers. The class of
all standardly stratified algebras, studied in [K], was defined as above but with respect to a par-
tial order . This class is called the class of strongly standardly stratified algebras or simply
SSS-algebras in [FM]. An even smaller class of algebras was studied under the same name in
[AHLU1,ADL]. This one consists of all algebras which are standardly stratified in the sense of
the above definition and for which  is assumed to be a linear order. In fact, for a given stan-
dardly stratified algebra (A,) we can always assume that the induced partial order on Λ is
linear keeping the standard modules (see [F2, Lemma 8]).
The concept of strongly standardly stratified (or SSS) algebras is not left–right symmetric.
The corresponding left–right symmetric subclass was called properly stratified algebras and first
defined in [D1] under the assumption that is a linear order. In [M] this was extended to a partial
order. We generalize these two subclasses as follows: The pair (A,) is called a weakly properly
stratified algebra if both (SS1), (SS2) and the following conditions are satisfied for all λ ∈ Λ:
(wPS3) the kernel of the canonical epimorphism Δ(λ) L(λ) has a filtration with subquotients
L(μ), μ ≺ λ;
(wPS4) Δ(λ) has a filtration with subquotients Δ(μ), μ ∼ λ.
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for which  is a partial order.
It is easy to show (see [D1]) that the algebra A, standardly stratified in the sense of [AHLU1,
ADL], is properly stratified in the sense of [D1] if and only if Aopp is standardly stratified in the
sense of [AHLU1,ADL] as well. In particular, the algebra A is properly stratified in the sense of
[D1] if and only if Aopp is. We will show that this property can be generalized to weakly properly
stratified algebras in Section 3.
Let A be an algebra and let C be a subclass of objects from A-mod. We define F(C) as
the full subcategory of A-mod which consists of all modules M having a filtration, whose
subquotients are isomorphic to modules from C. If A is assumed to be standardly (or weakly
properly) stratified, then we denote by F(Δ) the category F(C), where C = {Δ(λ) | λ ∈ Λ},
and define F(Δ), F(∇) and F(∇) similarly. For each λ ∈ Λ define F(Δ(λ)) as the category
F(C), where C = {Δ(μ) | μ ∈ λ}, and similarly define F(Δ(λ)), F(∇(λ)) and F(∇(λ)). Put
also L(λ) =⊕μ∈λ L(μ) and define P(λ), I (λ), Δ(λ), Δ(λ), ∇(λ) and ∇(λ) similarly.
For an algebra A and a given A-module M we define add(M) to be the full subcategory of
A-mod containing all modules N isomorphic to direct summands of Mk , k  0.
We denote by D the usual duality functor D(−) = Homk(−,k). Recall also that the algebra
A has a simple preserving duality if there exists an exact contravariant equivalence ◦ :A-mod →
A-mod which preserves the isomorphism classes of simple modules.
3. A characterization of stratified algebras
Assume for a moment that  is a linear order. Then we know from [ADL,D2,L] that for the
pair (A,) the following conditions are equivalent:
(i) (A,) is a [AHLU1,ADL]-standardly stratified algebra;
(ii) D(Aopp) ∈F(∇(A)).
In this section we generalize this theorem to all standardly stratified algebras. However, the
generalization is not obvious, as illustrated by the example in Section 8.
Theorem 1. Let (A,) be given. For all λ,μ ∈ Λ the conditions
(i) the kernel of the canonical epimorphism P (A)(λ)Δ(A)(λ) has a filtration whose subquo-
tients are Δ(A)(μ) with λ ≺ μ; and
(ii) the kernel of the canonical epimorphism Δ(A)(λ)L(A)(λ) has a filtration whose subquo-
tients are L(A)(μ) with μ λ; are equivalent to the conditions
(iii) the kernel of the canonical epimorphism P (Aopp)(λ) Δ(Aopp)(λ) has a filtration whose
subquotients are Δ(A
opp)
(μ) with λ μ; and
(iv) the kernel of the canonical epimorphism Δ(Aopp)(λ) L(Aopp)(λ) has a filtration whose
subquotients are L(Aopp)(μ) with μ ≺ λ.
In particular (A,) is standardly stratified if and only if both the conditions (iii) and (iv) are
satisfied.
Proof. (i) and (ii) ⇒ (iii) and (iv):
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Then the standard modules are projective and the proper standard modules are simple.
Step 1. Choose λ = {λ1, . . . , λk} ∈ Λ maximal. Choose idempotents e1, . . . , ek correspond-
ing to λ1, . . . , λk such that P (A)(λi) = Aei . Now we have Δ(A)(λi) = P (A)(λi) = Aei and
Δ
(Aopp)
(λi) = eiA/(ei radA)eA, with e = e1 + · · · + ek . For each μ ∈ Λ the projective mod-
ule P (A)(μ) has a standard filtration,
0 = P (A)0 ⊂ P (A)1 ⊂ · · · ⊂ P (A)n = P (A)(μ), (1)
with subquotients P (A)i /P
(A)
i−1 isomorphic to Δ(A)(νi), such that νn = μ and νi  μ for i < n.
Lemma 2. Ext1A(Δ
(A)(λ),Δ(A)(μ)) = 0 if λ ≺ μ.
Proof. We have the following short exact sequence
0 → U(A)(λ) → P (A)(λ) → Δ(A)(λ) → 0 (2)
and if we apply HomA(−,Δ(A)(μ)) to (2) we obtain the exact sequence
0 → HomA
(
Δ(A)(λ),Δ(A)(μ)
)→ HomA(P (A)(λ),Δ(A)(μ))
→ HomA
(
U(A)(λ),Δ(A)(μ)
)→ Ext1A(Δ(A)(λ),Δ(A)(μ))→ 0.
Assume that Ext1A(Δ
(A)(λ),Δ(A)(μ)) = 0, then HomA(U(A)(λ),Δ(A)(μ)) = 0. From (i) it fol-
lows that the top of U(A)(λ) contains only simples L(A)(η), with λ ≺ η, and from (ii) it follows
that η μ. So we get λ ≺ μ. 
Using Lemma 2 we can change the filtration (1) such that we obtain the short exact sequence
0 → K(A) → P (A)(μ) → M(A) → 0, (3)
where K(A) ∈ F(Δ(A)(λ)) and M(A) ∈ F({Δ(A)(ν) | ν /∈ λ}). It follows immediately that
K(A) ⊂ TrP (A)(λ)(P (A)(μ)). To show the inclusion K(A) ⊃ TrP (A)(λ)(P (A)(μ)) we apply
HomA(P (A)(λ),−) to (3) and obtain the exact sequence
0 → HomA
(
P (A)(λ),K(A)
)→ HomA(P (A)(λ),P (A)(μ))→ HomA(P (A)(λ),M(A))→ 0.
Since HomA(P (A)(λ),Δ(A)(ν)) = 0 for ν /∈ λ by (ii), we get HomA(P (A)(λ),M(A)) = 0, so
K ⊃ TrP (A)(λ)(P (A)(μ)) and therefore K(A) = TrP (A)(λ)(P (A)(μ)).
Hence it follows that (AeA)(A) ∈F(Δ(A)(λ)). Thus (AeA)(A) is projective and therefore the
multiplication map
Ae ⊗eAe eA → AeA (4)
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potent such that P (Aopp)(μ) = fA and P (A)(μ) = Af . We multiply (4) by f from the left and
obtain the isomorphism
fAe ⊗eAe eA → fAeA.
Lemma 3. Let e be an idempotent of an algebra A. If (AeA)(A) is projective, then eAe(eA) is
projective and thus the functor − ⊗eAe eA : (eAe)opp-mod → Aopp-mod is exact.
Proof. The proof follows from [CPS, Remark 2.1.2(b)]. 
Consider a composition series,
(fAe)(eAe
opp) = M(eAeopp)m ⊃ M(eAe
opp)
m−1 ⊃ · · · ⊃ M(eAe
opp)
1 ⊃ M(eAe
opp)
0 = 0,
where the subquotients (M(eAe)
opp
j )/(M
(eAe)opp
j−1 ) = L(λij )(eAe
opp) for j = 1, . . . ,m. Note that
[(fAe)(eAe)opp : L(eAe)opp(λi)] = dimk fAei = [P(λi)(A) : L(A)(μ)] for each i = 1, . . . , k since
A is basic. Using Lemma 3 we get a filtration of fAe ⊗eAe eA ∼= fAeA given by
fAe ⊗eAe eA = Mm ⊗eAe eA ⊃ Mm−1 ⊗eAe eA ⊃ · · · ⊃ M1 ⊗eAe eA ⊃ M0 ⊗eAe eA = 0
with subquotients (Mj ⊗eAe eA)/(Mj−1 ⊗eAe eA) = L(λij )⊗eAe eA. Since
(
L(λij )
)(eAe)opp = eij Ae/eij (radA)e
we obtain L(λij )⊗eAe eA = eij A/eij (radA)eA = Δ(A
opp)
(λij ). Thus TrP (Aopp)(λ)(P
(Aopp)(μ)) =
fAeA ∈F(Δ(Aopp)(λ)) and for each i = 1, . . . , k we have
[
TrP (Aopp)(λ)
(
P (A
opp)(μ)
) : Δ(Aopp)(λi)]
= [(fAe)(eAe)opp : L(eAe)opp(λi)]= [P(λi)(A) : L(A)(μ)].
In the case when TrP (Aopp)(λ)(P
(Aopp)(μ)) = 0 we also have μ λ by (ii).
We also need to show that Δ(A
opp)
(λi), i = 1, . . . , k, have correct subquotients in compo-
sition series. It is enough to show that [(eA)(Aopp) : L(Aopp)(μ)] = 0 implies μ ≺ λ or μ ∈ λ.
Assume that [(eA)(Aopp) : L(Aopp)(μ)] = 0. Then eAf = 0 and therefore Ae⊗eAe eAf ∼= AeAf =
TrP (A)(λ)(P
(A)(μ)) = 0. Since λ is maximal this implies that some Δ(A)(λi) occurs in a standard
filtration of P (A)(μ). From this and (i) we conclude that μ ≺ λ or μ ∈ λ.
Step 2. From Step 1 we can conclude that for each μ ∈ Λ we have
0 → K(Aopp) → P (Aopp)(μ) → P (Aopp)(μ)/K(Aopp) → 0,
where K(Aopp) = TrP (Aopp)(λ)(P (A
opp)(μ)) ∈ F(Δ(Aopp)(λ)). If μ ∈ λ we even have that
P (A
opp)(μ) ∈ F(Δ(Aopp)(λ)) (giving (iii)) and the kernel of the canonical epimorphism
A. Frisk / Journal of Algebra 314 (2007) 507–537 513Δ
(Aopp)
(μ) L(Aopp)(μ) has a filtration whose subquotients are L(Aopp)(ν) with ν ≺ μ (giv-
ing (iv)). In the case when K(Aopp) = 0, we can always conclude that μ  λ. To proceed by
induction let J be the ideal in A generated by the idempotents e1, . . . , ek as in Step 1. We con-
struct the pair (A/J,Λ \ λ). From Step 1 we get for arbitrary μ ∈ Λ \ λ the short exact sequence
0 → K(A) → P (A)(μ) → P (A)(μ)/K(A) → 0,
where K(A) = TrP (A)(λ)(P (A)(μ)) ∈ F(Δ(A)(λ)). Moreover, we obtain also P (A/J )(μ) =
P (A)(μ)/K(A) ∈ F({Δ(A)(ν) | ν /∈ λ}). Since Δ(A/J )(μ) = Δ(A)(μ) the kernel of the canon-
ical epimorphism P (A/J )(μ) Δ(A/J )(μ) has a filtration whose subquotients are Δ(A/J )(ν)
with μ ≺ ν. Also the kernel of the canonical epimorphism Δ(A/J )(μ) L(A/J )(μ) has a filtra-
tion whose subquotients are L(A/J )(η) with η  μ. Hence the pair (A/J,Λ \ λ) satisfies both
conditions (i) and (ii) so we can choose a maximal element in Λ \ λ and apply induction. This
completes the proof of the implication (i) and (ii) ⇒ (iii) and (iv).
(iii) and (iv) ⇒ (i) and (ii): Proof by induction. Induction basis: the statement is clear if
Λ = {λ} for some λ ∈ Λ. Then the standard modules are projective and the proper standard
modules are simple.
Step 1. Choose λ ∈ Λ maximal, λ = {λ1, . . . , λk}, and choose idempotents e1, . . . , ek corre-
sponding to λ1, . . . , λk such that P (A)(λi) = Aei . Now we have Δ(A)(λi) = P (A)(λi) = Aei and
Δ
(Aopp)
(λi) = eiA/(ei radA)eA, with e = e1 + · · · + ek .
By (iii), for each μ ∈ Λ the projective module P (Aopp)(μ) has a standard filtration,
0 = P (Aopp)0 ⊂ P (A
opp)
1 ⊂ · · · ⊂ P (A
opp)
m = P (A
opp)(μ),
with subquotients P (A
opp)
i /P
(Aopp)
i−1 isomorphic to Δ
(Aopp)
(νi) such that νm = μ and νi  μ, for
i < m.
Lemma 4. Ext1Aopp(Δ
(Aopp)
(λ),Δ
(Aopp)
(μ)) = 0 if λ  μ.
Proof. Applying the functor HomAopp(−,Δ
(Aopp)
(μ)) to the short exact sequence
0 → K(Aopp) → P (Aopp)(λ) → Δ(Aopp)(λ) → 0,
where K(Aopp) has a filtration with subquotients Δ(A
opp)
(η), η λ, we get the exact sequence
0 → HomAopp
(
Δ
(Aopp)
(λ),Δ
(Aopp)
(μ)
)→ HomAopp(P (Aopp)(λ),Δ(Aopp)(μ))
→ HomAopp
(
K(A
opp),Δ
(Aopp)
(μ)
)→ Ext1Aopp(Δ(Aopp)(λ),Δ(Aopp)(μ))→ 0.
Assume that Ext1Aopp(Δ
(Aopp)
(λ),Δ
(Aopp)
(μ)) = 0, then HomAopp(K(Aopp),Δ(A
opp)
(μ)) = 0.
From (iii) it follows that the top of K(Aopp) contains only L(Aopp)(η) such that η  λ and from
(iv) it follows that η ≺ μ or η = μ, so we obtain λ μ. Hence the lemma is proved. 
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0 → K(Aopp) → P (Aopp)(μ) → M(Aopp) → 0, (5)
where K(Aopp) ∈F(Δ(Aopp)(λ)) and M(Aopp) ∈F({Δ(Aopp)(ν) | ν /∈ λ}).
It follows immediately that K(Aopp) ⊂ TrP (Aopp)(λ)(P (A
opp)(μ)). To show K(Aopp) ⊃
TrP (Aopp)(λ)(P
(Aopp)(μ)) we apply HomAopp(P (A
opp)(λ),−) to (5) and obtain the exact sequence
0 → HomAopp
(
P (A
opp)(λ),K
)→ HomAopp(P (Aopp)(λ),P (Aopp)(μ))
→ HomAopp
(
P (A
opp)(λ),M
)→ 0.
By (iv) HomAopp(P (Aopp)(λ),Δ(A
opp)
(ν)) = 0 for ν /∈ λ, so we get HomAopp(PA(λ),M) = 0, and
hence K(Aopp) ⊃ TrP (Aopp)(λ)(P (A
opp)(μ)). Thus K(Aopp) = TrP (Aopp)(λ)(P (A
opp)(μ)).
Consequently (AeA)(Aopp) ∈F(Δ(Aopp)(λ)).
Fix now some proper standard filtration of (AeA)(Aopp). For this filtration we have
dimk(AeA)(A
opp) =
k∑
i=1
dimk
(
Δ
(Aopp)
(λi)
)[
(AeA)(A
opp) : Δ(Aopp)(λi)
]
.
Using (iv) we obtain
[
(AeA)(A
opp) : Δ(Aopp)(λi)
]= [(AeA)(Aopp) : L(Aopp)(λi)]
= dimkAeAei = dimkAei = dimkΔ(λi)(A).
In particular, this implies that [(AeA)(Aopp) : Δ(Aopp)(λi)] does not depend on the chosen filtra-
tion.
Therefore
dimk(AeA)(A
opp) =
k∑
i=1
dimkΔ(A)(λi)dimkΔ
(Aopp)
(λi).
Consider AeA as a left A-module. We have an epimorphism
k⊕
i=1
(
P(λi)
ni
)(A) (AeA)(A), (6)
where ni = [(AeA)(A)/(radA)eA : L(A)(λi)]. Note that
ni =
[
(AeA)(A)/(radA)eA : L(A)(λi)
]
= [(AeA)(A) : L(A)(λi)]− [(radA)eA : L(A)(λi)]= dimk(eiAeA)− dimk (ei(radA)eA)
= dimk
(
(eiAeA)/
(
ei(radA)eA
))= dimk (Δ(Aopp)(λi)).
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dimk
(
k⊕
i=1
(
P(λi)
ni
)(A))= k∑
i=1
dimk
(
Δ(A)(λi)
)
dimk
(
Δ
(Aopp)
(λi)
)= dimk(AeA)(Aopp)
and conclude that (6) is an isomorphism, in particular, (AeA)(A) is projective.
Let μ ∈ Λ be again arbitrary and let f be the idempotent such that P (A)(μ) = Af
and P (Aopp)(μ) = fA. Multiplying AeA from the right with f we get TrP (A)(λ)(P (A)(μ)) ∈
F(Δ(A)(λ)).
Projectivity of (AeA)(A) implies again that the multiplication map (4) is an isomorphism.
Thus we multiply (4) by f from the right and obtain the isomorphism
Ae ⊗eAe eAf → AeAf
of left A-modules. If TrP (A)(λ)(P (A)(μ)) = AeAf = 0, it follows that eAf = 0. In this case we
have L(Aopp)(μ) ∈ JH(P (Aopp)(λ)), which implies that μ < λ or μ ∈ λ.
Assume now that L(μ) ∈ JH(Δ(A)(λ)). Multiplying (4) from the left by f we obtain the
isomorphism
fAe ⊗eAe eA → fAeA
of right A-modules. Since fAe = 0 it follows that TrP (Aopp)(λ)(P (A
opp)(μ)) = fAeA = 0 and
thus every proper standard filtration of P (Aopp)(μ) contains a subquotient isomorphic to some
Δ
(Aopp)
(λj ), where 1 j  k. Hence (iii) gives μ λ.
Step 2. From Step 1 we conclude that for each μ ∈ Λ we have
0 → K(A) → P (A)(μ) → P (A)(μ)/K(A) → 0,
where K(A) = TrP (A)(λ)(P (A)(μ)) ∈F(Δ(A)(λ)). If μ ∈ λ we even have P (A)(μ) = Δ(A)(μ) and
the kernel of the canonical epimorphism Δ(A)(μ) L(A)(μ) has a filtration whose subquotients
are L(A)(ν) with ν  μ. In the case when K(A) = 0, we can always conclude that μ < λ or μ ∈ λ.
To proceed by induction let J be the ideal in A generated by the idempotents e1, . . . , ek as in
Step 1. We construct the pair (A/J,Λ \ λ) and from Step 1 we get for arbitrary μ ∈ Λ \ λ the
short exact sequence
0 → K(Aopp) → P (Aopp)(μ) → P (Aopp)(μ)/K(Aopp) → 0,
where K(Aopp) = TrP (Aopp)(λ)(P (A
opp)(μ)) ∈ F(Δ(Aopp)(λ)) and also we get P ((A/J )opp)(μ) =
P (A
opp)(μ)/K(A
opp) ∈ F({Δ(Aopp)(ν) | ν /∈ λ}). Since Δ((A/J )opp)(μ) = Δ(Aopp)(μ) the kernel of
the canonical epimorphism P ((A/J )opp)(μ)Δ((A/J )
opp)
(μ) has a filtration, whose subquotients
are Δ
((A/J )opp)
(ν) with μ  ν. Also the kernel of the canonical epimorphism Δ((A/J )
opp)
(μ)
L((A/J )
opp)(μ) has a filtration whose subquotients are L((A/J )opp)(η) with η ≺ μ. Hence the pair
(A/J,Λ \ λ) satisfies both conditions (iii) and (iv) so we proceed by induction. This completes
the proof of the implication (iii) and (iv) ⇒ (i) and (ii) and thus of the theorem. 
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Corollary 5. Let (A,) be a standardly stratified algebra and choose λ = {λ1, . . . , λk} ∈ Λ
maximal. Denote by e1, . . . , ek the corresponding primitive idempotents and put e = e1+· · ·+ek .
Then the module eA(eAe) is projective.
For a standardly stratified algebra we can derive some homological facts about standard and
proper costandard modules. We summarize these facts, which are proved by standard arguments,
in the following generalization of [AHLU1, Lemma 1.2] (see also [DR2, Lemma 1.2, 1.3]):
Lemma 6. Let (A,) be a standardly stratified algebra. Suppose that λ,μ ∈ Λ and i  1. Then
the following statements hold:
(i) HomA(Δ(λ),Δ(μ)) = 0 if λ  μ;
(ii) ExtiA(Δ(λ),Δ(μ)) = 0 if λ ≺ μ;
(iii) HomA(∇(λ),∇(μ)) = 0 if μ ≺ λ and μ = λ;
(iv) ExtiA(∇(λ),∇(μ)) = 0 if λ  μ;
(v) HomA(Δ(λ),∇(μ)) =
{
k if λ = μ,
0 if λ = μ.
In [D1] it is shown that an algebra A is properly stratified if and only if the opposite algebra
Aopp is properly stratified. This property of left–right symmetry of properly stratified algebras
can be generalized to weakly properly stratified algebras.
Proposition 7. Assume that we are given the pair (A,). Then the following conditions are
equivalent:
(i) (A,) is a weakly properly stratified algebra.
(ii) Both (A,) and (Aopp,) are standardly stratified algebras.
Proof. (i) ⇒ (ii): Assume that (A,) is a weakly properly stratified algebra. Then, by the prop-
erties (SS1) and (wPS4), for each λ ∈ Λ the kernel of the canonical epimorphism P(λ) → Δ(λ)
has a filtration with subquotients isomorphic to Δ(μ), where μ  λ. Moreover, from the prop-
erties (SS2) and (wPS4), for each λ ∈ Λ the kernel of the canonical epimorphism Δ(λ) → L(λ)
has a filtration whose subquotients are L(μ), with μ ≺ λ. Hence we conclude from Theorem 1
that (Aopp,) is standardly stratified. This completes the proof of the implication (i) ⇒ (ii).
(ii) ⇒ (i): Assume that both (A,) and (Aopp,) are standardly stratified algebras. For each
λ ∈ Λ we have the short exact sequence
0 → K(A) → P (A)(λ) → Δ(A)(λ) → 0,
where K(A) = TrPλ(P (λ)). Moreover, from Theorem 1 and Lemma 6 we obtain a filtration
0 = P (A)0 ⊂ P (A)1 ⊂ · · · ⊂ P (A)k = P (A)(λ)
and an integer 0  l < n such that P (A)i /P
(A)
i−1 ∼= Δ
(A)
(μ) with μ  λ if i  l, and μ ∼ λ if
l < i  n. We will show that K(A) = P (A). Since Pl has a filtration whose subquotients arel
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(μ) where μ  λ, it follows directly that P (A)l ⊂ K(A). To prove K(A) ⊂ P (A)l we consider
the short exact sequence
0 → P (A)l → P (A)(λ) → P (A)(λ)/P (A)l → 0.
Apply HomA(Pλ,−) and obtain the exact sequence
0 → HomA
(
Pλ,P (A)l
)→ HomA(Pλ,P (A)(λ))→ HomA(Pλ,P (A)(λ)/P (A)l )→ 0.
From HomA(Pλ,Δ
(A)
(λ)) = 0 and P (A)(λ)/P (A)l ∈ F(Δ(A)(λ)) we can conclude that
HomA(Pλ,P (A)(λ)/P (A)l ) = 0. Thus K(A) ⊂ P (A)l and therefore we get K(A) = P (A)l . Hence
Δ(A)(λ) = P (A)(λ)/K(A) = P (A)(λ)/P (A)l ∈ F(Δ(A)(λ)) which completes the proof of the im-
plication (ii) ⇒ (i). 
From Proposition 7 we immediately have the following corollary:
Corollary 8. Let (A,) be given. Then (A,) is a weakly properly stratified algebra if and only
if (Aopp,) is a weakly properly stratified algebra.
4. Homological properties of F(Δ) and F(∇)
In this section we assume that (A,) is a standardly stratified algebra. We are going to show
that the homological properties of F(Δ) and F(∇), which were obtained in [AHLU1] for SSS-
algebras, extend to the case of standardly stratified algebras. This allows one to define the concept
of tilting modules and later on also the Ringel dual. We start by showing that the categories F(Δ)
and F(∇) are Ext-orthogonal to each other.
4.1. Ext-orthogonality
Theorem 9. ExtiA(Δ(λ),∇(μ)) = 0 for all λ,μ ∈ Λ and all i  1.
Proof. Let λ,μ ∈ Λ. First we assume that λ is maximal. Then Δ(λ) = P(λ), so ExtiA(Δ(λ),
∇(μ)) = 0 for all i and μ. Assume now that λ is not maximal, but μ is maximal. From Theorem 1
and the usual duality we obtain the short exact sequence
0 → ∇(μ) → I (μ) → Coker → 0, (7)
where Coker ∈ F(∇(μ)) by maximality of μ. We apply HomA(Δ(λ),−) to (7) and obtain the
exact sequence
0 → HomA
(
Δ(λ),∇(μ))→ HomA(Δ(λ), I (μ))→ HomA(Δ(λ),Coker)
→ Ext1A
(
Δ(λ),∇(μ))→ 0 → Ext1A(Δ(λ),Coker)→ Ext2A(Δ(λ),∇(μ))→ 0 → ·· · . (8)
Now, since λ = μ, we get from Lemma 6 that
HomA
(
Δ(λ),∇(μ))= HomA(Δ(λ), I (μ))= HomA(Δ(λ),Coker)= 0.
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sion shift ExtiA(Δ(λ),Coker) = Exti+1A (Δ(λ),∇(μ)) since Coker ∈ F(∇(μ)) it follows that
ExtiA(Δ(λ),∇(μ)) = 0 for all i  1. Hence we have shown that the statement holds if either λ
or μ is maximal. Assume now that neither λ nor μ is maximal. Choose ν ∈ Λ maximal and
let ν = {ν1, . . . , νk}. We choose also idempotents e1, . . . , ek corresponding to ν1, . . . , νk and
let J to be the ideal in A generated by e1, . . . , ek . Then A/J is a stratified algebra with in-
dexing set Λ \ ν, i.e. Λ \ {ν1, . . . , νk}. The modules Δ(λ),Δ(μ) are also A/J -modules since
JΔ(λ) = JΔ(μ) = 0.
Lemma 10. For all X,Y ∈ A/J -mod and all m 0 we have ExtmA/J (X,Y ) = ExtmA(X,Y ).
Proof. The proof is given in [CPS, Chapter 2.1]. 
By induction we finally get ExtiA(Δ(λ),∇(μ)) = 0 for all λ,μ and all i  1. Hence the theorem
is proved. 
Let B be an algebra and C a subclass of objects from B-mod. Let ⊥C and C⊥ to be the
following full subcategories of B-mod
⊥C = {M ∈ B-mod ∣∣ Ext1B(M,C) = 0 for all C ∈ C}
and
C⊥ = {M ∈ B-mod ∣∣ Ext1B(C,M) = 0 for all C ∈ C}.
From Theorem 9 we get
Corollary 11.
(i) For all i  1 we have ExtiA(F(Δ),F(∇)) = 0.
(ii) F(Δ) ⊂ ⊥F(∇).
(iii) F(∇) ⊂F(Δ)⊥.
By standard arguments (see for example [DR2]) we have the following lemma which we will
use later on.
Lemma 12. Let X ∈F(Δ) and λ ∈ Λ. Then
(i) the number [X : Δ(λ)] of subquotients isomorphic to Δ(λ) in a standard filtration of X is
well-defined (i.e. does not depend on the choice of standard filtration);
(ii) [X : Δ(λ)] = dimk HomA(X,∇(λ));
Let X(Aopp) ∈F(Δ(Aopp)) and λ ∈ Λ. Then
(i) the number [X(Aopp) : Δ(Aopp)(λ)] of subquotients isomorphic to Δ(Aopp)(λ) in a proper stan-
dard filtration of X(Aopp) is well-defined;
(ii) [X(Aopp) : Δ(Aopp)(λ)] = dimk HomAopp(X(Aopp),∇(Aopp)(λ)).
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module M there exists a right C-approximation, i.e. a homomorphism fM :CM → M , where
CM ∈ C, such that for any homomorphism g :C → M , where C ∈ C, there is a homomorphism
h :C → CM such that fM ◦ h = g. Note that, if such a right C-approximation exists of a mod-
ule M , we can choose the homomorphism fM such that fM restricted to any non-zero direct
summand of CM is non-zero. For this choice the right C-approximation is called minimal. Recall
also that a full subcategory C of A-mod is called resolving if it is closed under taking direct sum-
mands, isomorphism, extensions, kernels of epimorphism in C and contains all projectives. The
notions of covariantly finite and coresolving are defined dually. A full subcategory C of A-mod
is called functorially finite if it is both contravariantly finite and covariantly finite. We refer the
reader to [AR,R] for details.
Now we can extend [AHLU1, Theorem 1.6] to standardly stratified algebras:
Theorem 13.
(i) F(Δ) is functorially finite and resolving in A-mod;
(ii) F(∇) is contravariantly finite and coresolving in A-mod;
(iii) F(Δ) = {M ∈ A-mod | ExtiA(M,∇) = 0 for all i  1} = ⊥F(∇);
(iv) F(∇) = {M ∈ A-mod | ExtiA(Δ,M) = 0 for all i  1} =F(Δ)⊥.
To prove this theorem we need some lemmas.
Lemma 14. F(∇) = {M ∈ A-mod | Ext1A(Δ,M) = 0}.
Proof. The first part of the proof follows the proof of [R, Theorem 4] closely. Since the second
part of the proof requires new arguments we kept the first part for completeness.
Assume that X ∈ A-mod and Ext1A(Δ(λ),X) = 0 for all λ ∈ Λ. We will prove that X ∈F(∇)
by induction on the order of Λ.
If |Λ| = 1, then Δ(λ) = P(λ) and ∇(λ) = L(λ). Hence the statement follows from F(∇) =
A-mod.
Assume by induction that the statement is true if |Λ| l − 1. Let A be such that |Λ| = l and
take a maximal λ in Λ. Let λ = {λ1, . . . , λk} and choose idempotents e1, . . . , ek corresponding to
λ1, . . . , λk . Denote by J the ideal in A generated by e1, . . . , ek . We define X′ to be the maximal
A/J -submodule of X, i.e. X′ =∑Z, where Z ⊂ X is a submodule with the property JZ = 0.
Hence we have the short exact sequence
0 → X′ → X → X′′ → 0. (9)
But the socle of X′′ is
⊕k
j=1 L(λj )nj , so the injective hull I (X′′) of X′′ belongs to F(∇(λ))
giving the short exact sequence
0 → X′′ → I (X′′) → Y → 0, (10)
where Y is the corresponding cokernel. Apply now HomA(Δ(μ),−) to (10), where μ = λ, and
we get
0 → HomA
(
Δ(μ),X′′
)→ HomA(Δ(μ), I (X′′))
→ HomA
(
Δ(μ),Y
)→ Ext1A(Δ(μ),X′′)→ 0. (11)
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Moreover, we have
HomA
(
Δ(μ),Y
)= Ext1A(Δ(μ),X′′). (12)
Applying also HomA(Δ(μ),−) to (9) we get
0 → HomA
(
Δ(μ),X′
)→ HomA(Δ(μ),X)
→ HomA
(
Δ(μ),X′′
)→ Ext1A(Δ(μ),X′)→ Ext1A(Δ(μ),X)→ ·· · . (13)
From the assumption we know that Ext1A(Δ(μ),X) = 0, and from HomA(Δ(μ),X′′) = 0, we
get Ext1A(Δ(μ),X
′) = 0 (for all μ = λ). From Lemma 10 it follows that Ext1A/J (Δ(μ),X′) = 0
for all μ = λ. Hence, by induction, we conclude that X′ ∈F(∇(A/J )) ⊂F(∇(A)). Now we show
that X′′ ∈F(∇(λ)). We apply again HomA(Δ(μ),−) to (9) and get the exact sequence
· · · → Ext1A
(
Δ(μ),X′
)→ Ext1A(Δ(μ),X)→ Ext1A(Δ(μ),X′′)→ Ext2A(Δ(μ),X′)→ ·· · .
Since X′ ∈F(∇) we have Ext2A(Δ(μ),X′) = 0, and, by assumption, Ext1A(Δ(μ),X) = 0. Hence
Ext1A(Δ(μ),X
′′) = 0 and from (12) we obtain HomA(Δ(μ),Y ) = 0 for all μ = λ. Thus the socle
of Y contains only simples L(ν), ν ∈ λ, so we obtain, by applying D, the projective presentation
P
(
D(Y)
)(Aopp) → P (D(X′′))(Aopp) → D(X′′)(Aopp) → 0
of D(X′′)(Aopp). Here both P(D(Y ))(Aopp) and P(D(X′′))(Aopp) belong to add(P (Aopp)(λ)).
Set e = e1 + · · · + ek . Let B(e) be the full subcategory of Aopp-mod, which consists of all
M(A
opp) having a projective presentation
P
(Aopp)
1 → P (A
opp)
0 → M(A
opp) → 0,
where P (A
opp)
0 ,P
(Aopp)
1 ∈ add(P (A
opp)(λ)).
Lemma 15. The functor − ⊗eAe A = − ⊗eAe eA from (eAe)opp-mod to B(e) is an exact equiva-
lence.
Proof. The proof follows from [A, 5.1, 5.4 and 5.6] and Lemma 3. 
By the same arguments as in Step 1 of the proof of Theorem 1, together with Lemma 15 we
conclude that B(e) ⊂F(Δ(Aopp)(λ)). Since D(X′′)(Aopp) ∈ B(e) it follows that X′′ ∈F(∇(A)(λ))
and thus X ∈F(∇(A)). This proves the lemma. 
Lemma 16. F(Δ) is functorially finite and resolving.
Proof. Let n = |Λ|. Take a maximal element in Λ and denote it by λn. From Λ \ {λn} choose
a new maximal element and denote it by λn−1. Continue in this way and, from Lemma 6, we
get Ext1 (Δ(λj ),Δ(λi)) = 0, for j  i. Hence [R, Theorem 1] implies that F(Δ) is functoriallyA
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epimorphisms. Let X,Y ∈ F(Δ) and let f :X → Y be a epimorphism. Denote by K the kernel
of f . Let Xi =∑λ∈λj , j>i TrP(λ)(X) and similarly define Yi . Put Ki = K ∩Xi .
It follows that f (Xi) = Yi for all i  0 Hence, using [DR1, Lemma A.2.2], we have the
following commutative diagram
0 Ki+1 Xi+1
f
Yi+1 0
0 Ki Xi
f
Yi 0,
where the vertical maps are just inclusions. From the diagram and the Snake lemma we obtain
the short exact sequences
0 → K(i) → X(i) → Y(i) → 0, (14)
where K(i) = Ki/Ki+1, X(i) = Xi/Xi+1 and Y(i) = Yi/Yi+1. Now it follows that X(i) and
Y(i) are direct sums with direct summands Δ(λ), λ ∈ λi . Moreover, K(i) has only compositions
factor L(μ), with μ  λ. Since Ext1A(Δ(λ),L(μ)) = 0 for λ < μ, using Theorem 9 we conclude
that the sequence (14) splits. Thus K(i) is a direct sum with direct summands Δ(λ), λ ∈ λi . From
the filtration K = K0 ⊃ K1 ⊃ · · · ⊃ Kn = 0 with subquotients Ki/Ki+1 = K(i) it follows that
K ∈F(Δ). Hence the lemma is proved. 
Proof of Theorem 13. From Lemma 16 we obtain (i). From Lemma 14 we get (iv) and by
Lemma 16 and [AR, Proposition 1.10] we can also conclude that (iii) holds. From [AR, Propo-
sition 3.3] we finally get (ii). Hence the theorem is proved. 
4.2. Tilting modules
From Theorem 13 we can conclude that the category F(Δ) ∩ F(∇) is closed under taking
direct summands. The modules in F(Δ) ∩F(∇) are called tilting modules and we will see that
the indecomposable tilting modules are indexed by λ ∈ Λ in a natural way.
Theorem 17. For each λ ∈ Λ there is a unique (up to isomorphism) tilting module T (λ) with a
short exact sequence
0 → Δ(λ) → T (λ) → U → 0, (15)
where U has a filtration with subquotients isomorphic to Δ(μ), μ ≺ λ.
Proof. The proof is analogous to the corresponding statement in [KK] or [R]. 
Proposition 18. For each λ ∈ Λ we have the following short exact sequence
0 → V (λ) → T (λ) → ∇(λ) → 0, (16)
where V (λ) has a filtration with subquotients isomorphic to ∇(μ) with μ λ.
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0 = T0 ⊂ T1 ⊂ · · · ⊂ Tk = T (λ) (17)
where the subquotients are proper costandard modules. From the short exact sequence (15) and
the property (SS2) it follows that each such subquotient Ti/Ti−1 ∼= ∇(μ) has μ  λ. Since
[T (λ) : Δ(λ)] = 1 it follows from Lemma 12 that there is a non-zero homomorphism f :T (λ) →
∇(λ). Let r = max{j | Tj ⊂ ker(f )}. If we restrict f to Tr+1 we obtain a non-zero homomor-
phism Tr+1/Tr ∼= ∇(μ) → ∇(λ). Assume μ = λ. Since λ ≺ μ it follows from Lemma 6 that
HomA(∇(μ),∇(λ)) = 0 which is a contradiction. Thus μ = λ. From EndA(∇(λ)) = k it follows
that Tr+1/Tr ∼= ∇(λ) and f is surjective. Let T ′ be the factor module T (λ)/Tr and denote by
f¯ :T ′ → ∇(λ) the induced map from f . We obtain from (17) the short exact sequence
0 → ∇(λ) i→ T ′ → T ′′ → 0, (18)
where T ′′ ∼= T (λ)/Tr+1. Since f¯ ◦ i = id∇(λ) the short exact sequence (18) splits. Hence T ′ ∼=
∇(λ) ⊕ T ′′ and thus we can rearrange the filtration (17) such that Tk/Tk−1 ∼= ∇(λ). This gives
us the short exact sequence in the statement and therefore the proposition is proved. 
Recall that a module M over an associative algebra B is called a (generalized) tilting module
if the following three conditions are satisfied:
(i) ExtiB(M,M) = 0, i > 0;
(ii) p.d.(M) < ∞;
(iii) there is an exact sequence 0 → BB → M0 → M1 → ·· · → Mk → 0, where k  0 and
Mi ∈ add(M).
If C is a subclass of objects from B-mod we define Cˇ to the full subcategory of B-mod con-
taining those X having a finite C-coresolution, i.e. such that there is an exact sequence
0 → X → C0 → C1 → ·· · → Ck → 0,
where Ci ∈ C for all 0 i  k.
Corollary 19. Let T =⊕λ∈Λ T (λ). Then
(i) T is a basic (generalized) tilting module;
(ii) F(Δ) ∩F(∇) = add(T );
(iii) F(∇) = {M ∈ A-mod | Ext1A(T ,M) = 0};
(iv) F(Δ) = ˇadd(T ).
Proof. From Lemma 16 we know that F(Δ) is contravariantly finite and resolving, and from
Theorem 9 we have F(∇) = {M ∈ A-mod | Ext1A(Δ,M) = 0}. Hence, we get F(Δ) ∩F(∇) =
add(K), where K is a (generalized) tilting module [PR, Section 5]. From Theorem 17 it follows
that K = T . Moreover, from [PR, Section 5] we have F(∇) = {M ∈ A-mod | Ext1A(T ,M) = 0}
and F(Δ) = ˇadd(T ). Hence the proof is completed. 
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(i) HomA(T (λ),∇(μ)) = 0 if both λ = μ and μ ≺ λ;
(ii) dimk HomA(T (λ),∇(λ)) = 1;
(iii) HomA(Δ(λ),T (μ)) = 0 if λ  μ.
Proof. Follows from Lemma 12, Theorem 17 and Proposition 18. 
Remark. In [AHLU1] it is shown that, in the case when B is properly stratified, the category
F(Δ(B))∩F(∇(B)) is closed under taking direct summands, and that the indecomposable mod-
ules in this category are indexed by λ ∈ Λ in a natural way. If we assume that A is weakly
properly stratified we can, by applying the usual duality, obtain an analogous result. The objects
of the category F(Δ) ∩ F(∇) are called cotilting modules. For λ ∈ Λ we denote by C(λ) the
indecomposable object in F(Δ)∩F(∇) whose any costandard filtration ends with ∇(λ). We set
C =⊕λ∈Λ C(λ) and call C the characteristic cotilting module.
5. The Ringel dual
Let (A,) be a standardly stratified algebra. Following [AHLU1] we can define the Ringel
dual R via R = EndA(T ). Denote by F the Ringel duality functor F :A-mod → R-mod, defined
by
F(−) = HomA(T ,−).
Following [AHLU1] we have:
Theorem 21. Let (A,) be a standardly stratified algebra and R be its Ringel dual. Define R
to be the order on Λ, which is opposite to . Then
(i) F(∇(A)(λ)) = Δ(R)(λ);
(ii) the functor F restricts to an exact equivalence between F(∇(A)) and F(Δ(R));
(iii) (Ropp,R) is standardly stratified;
(iv) the opposite of the Ringel dual of Ropp is isomorphic to A as standardly stratified algebra.
Proof. To prove (i) we need the following lemma
Lemma 22. Let (A,) be an algebra and assume that a set, {D(λ) | λ ∈ Λ} ⊂ A-mod, satisfies
the following properties:
(i) top(D(λ)) = L(λ);
(ii) [radD(λ) : L(μ)] = 0 for all μ λ;
(iii) P(λ) ∈F({D(μ) | μ λ}).
Then D(λ) = Δ(λ).
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0 → K → P(λ) → D(λ) → 0,
where K has a filtration with subquotients isomorphic to D(μ), μ λ. The multiplicity condi-
tion (ii) implies that the homomorphism P(λ)D(λ), given by (i), factors through Δ(λ), and
therefore we get the following commutative diagram
0 K P(λ) D(λ)
id
0
0 K¯ Δ(λ) D(λ) 0.
Now if K¯ = 0, there is an index μ  λ such that HomA(K¯,L(μ)) = 0. Consequently,
HomA(K,L(μ)) = 0, which contradicts the fact that K ∈ F({D(μ) | μ  λ}) and that
HomA(D(η),L(μ)) = 0 for all η λ. Hence K¯ = 0 and the lemma is proved. 
The functor F :A-mod → R-mod sends the indecomposable tilting module T (A)(λ) to the
indecomposable projective P (R)(λ) = F(T (A)(λ)). Moreover, F is exact on F(∇(A)) by Theo-
rem 9. From the short exact sequence (16) we get
0 → F (V (A)(λ))→ P (R)(λ) → F (∇(A)(λ))→ 0,
where F(V (A)(λ)) has a filtration with subquotients isomorphic to F(∇(μ)(A)) with μ R λ.
We will show that Δ(λ)(R) = F(∇(μ)(A)). We immediately obtain top(F (∇(λ)(A))) = L(R)(λ).
Moreover, since F , restricted to F(∇(A)), is an equivalence (by the general tilting theory, see
[H2, Chapter III]), we get
[
F
(∇(λ)(A)) : L(R)(μ)]= dimk HomA(P (R)(μ),F (∇(λ)(A)))
= dimk HomA
(
F
(
T (A)(μ)
)
,F
(∇(λ)(A)))
= dimk HomA
(
T (A)(μ),∇(λ)(A)). (19)
From Corollary 20 we conclude that
(i) [F(∇(λ)(A)) : L(R)(μ)] = 1 if μ = λ;
(ii) [F(∇(λ)(A)) : L(R)(μ)] = 0 if μ = λ and μ ≺R λ.
Hence it follows from Lemma 22 that Δ(λ)(R) = F(∇(λ)(A)) for all λ ∈ Λ so we have proved
(i), and (ii) follows easily. From Theorem 1 we can conclude that Ropp is a standardly stratified
algebra with respect to the opposite order R , so we proved (iii).
Finally, we prove (iv): Let λ ∈ Λ. From the short exact sequence
0 → ∇(A)(λ) → I (A)(λ) → Coker(A) → 0,
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short exact sequence
0 → Δ(R)(λ) → F (I (A)(λ))→ F (Coker(A))→ 0,
where F(Coker(A)) has a filtration with subquotients Δ(R)(μ), μ R λ. Since I (A)(λ) is injec-
tive, we have
ExtiA
(
Δ
(R)
(μ),F
(
I (A)(λ)
))= ExtiA(∇(R)(μ), I (A)(λ))= 0,
for all i  1 and all μ ∈ λ. Thus, using the usual duality D, we obtain D(F(I (A)(λ))) ∈
F(Δ(Ropp))∩F(∇(Ropp)). Since
[
D
(
F
(
I (A)(λ)
)) : Δ(Ropp)(λ)]= dimk HomRopp(D(F (I (A)(λ))),∇Ropp(λ))
= dimk HomR
(
Δ
(R)
(λ),F
(
I (A)(λ)
))
= dimk HomR
(∇(A)(λ), I (A)(λ))> 0, (20)
there is, by Lemma 6, a short exact sequence
0 → Δ(Ropp)(λ) → D(F (I (A)(λ)))→ Coker(Ropp) → 0,
where Coker(Ropp) ∈ F(Δ(Ropp)). From the uniqueness of the indecomposable tilting module
T (R
opp)(λ), we have D(F(I (A)(λ))) = T (Ropp)(λ). Hence D(F(I (A))) = T (Ropp) is the charac-
teristic tilting module. Now we calculate the Ringel dual of Ropp:
EndRopp
(
T (R
opp))= EndRopp(D(F (I (A))))= EndR(F (I (A)))opp
= EndA
(
I (A)
)opp = EndA(D(AA))opp = EndA(AA) = Aopp. (21)
Hence the theorem is proved. 
Using the same arguments as in [FM, Section 7] we obtain
Proposition 23. Let (R,R) be the Ringel dual. Then the functor J :A-mod → R-mod, defined
by
J (−) = D ◦ HomR
(
−, T (R)
)
,
has the following properties:
(i) J (Δ(A)(λ)) = ∇(R)(λ);
(ii) the functor J restricts to an exact equivalence between F(Δ(A)) and F(∇(R)).
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In this section we will estimate the finitistic dimension of a standardly stratified algebra. We
will estimate the finitistic dimension in terms of the finitistic dimension of “locally” defined
algebras. The aim is to generalize [AHLU2, Theorem 3.1] (respectively [AHLU1, Corollary 2.7])
to standardly stratified algebras (see Theorem 24 (respectively Theorem 31) below).
For an algebra B we denote by P<∞(B) the full subcategory of B-mod, consisting of all
B-modules of finite projective dimension; and by I<∞(B) the full subcategory of B-mod, con-
sisting of all B-modules of finite injective dimension.
Let B be an algebra. The (projectively defined) finitistic dimension of A is
fin.dim(A) = sup{p.d.(M) ∣∣M ∈ A-mod, p.d.(M) < ∞}.
Dually, we define the (injectively defined) finitistic dimension and denote it by fin.codim(A).
The first result is an application of the ideas developed in [CPS,H1]. For an algebra (B,) we
define, for each λ ∈ Λ, the endomorphism algebra B(λ) = EndB(Δ(B)(λ)). Until the end of this
section we assume that (A,) is a standardly stratified algebra. To begin with, we prove that the
finitistic dimension of Aopp is finite if all the algebras Aopp(λ) have finite finitistic dimension.
Theorem 24.
fin.dim
(
Aopp
)

∑
λ∈Λ
fin.dim
(
Aopp(λ)
)+ 2|Λ| − 2.
Proof. Let M(Aopp) ∈ A-mod and assume that k = p.d.(M(Aopp)) < ∞. Let m = |Λ|. If k 
2m− 2 we are done, so assume this is not the case. Take a projective resolution of M(Aopp),
0 → P (Aopp)k
fk−→ · · · f2−→ P (Aopp)1
f1−→ P (Aopp)0
f0−→ M(Aopp) → 0. (22)
From the sequence (22) we obtain, for each j = 1, . . . , k, the short exact sequence
0 → M(Aopp)j → P (A
opp)
j−1 → M(A
opp)
j−1 → 0, (23)
where M(A
opp)
j = imfj . We apply HomA(−,∇) to (23) and obtain the dimension shift
ExtiA(M
(Aopp)
j ,∇(A
opp)) = Exti+1A (M(A
opp)
j−1 ,∇(A
opp)) for all i  1 and all j .
Lemma 25. For each λ ∈ Λ we have p.d.(Δ(λ)) p.d.(Δ) |Λ| − 1 |Λ| − 1.
Proof. We prove the statement by induction on k = |Λ|. Induction basis: if k = 1, then Λ = {λ}.
Thus, for all μ ∈ Λ, we have Δ(μ) = P(μ) and p.d.(Δ(μ)) = 0 = |Λ| − 1.
Induction step: choose λ = {λ1, . . . , λk} maximal and denote by ei the idempotent corre-
sponding to λi . Put J = AeA, where e = e1 +· · ·+ ek . Then the pair (A/J,Λ\λ) is a standardly
stratified algebra so by induction it follows that p.d.(Δ(A/J )(μ)) |Λ\{λ}|−1 for all μ ∈ Λ\λ.
From [AHLU2, Lemma 2.7] we obtain p.d.(Δ(A)(μ)) |Λ| − 1 for all μ ∈ Λ \ λ. This proves
the induction step and hence the proof of the lemma is completed. 
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opp)
n−1 ,∇(A
opp)) = 0.
Hence M(A
opp)
m−1 ∈F(Δ
(Aopp)
) by Theorem 13. Moreover, p.d.(M(A
opp)
m−1 ) = k − (m− 1).
Lemma 26. If M(Aopp) ∈F(Δ(Aopp)) and p.d.(M(Aopp)) < ∞, then
p.d.
(
M(A
opp))∑
λ∈Λ
fin.dim
(
Aopp(λ)
)+ |Λ| − 1.
Proof. Let M(Aopp) ∈ F(Δ(Aopp)) and assume that k = p.d.(M(Aopp)) < ∞. Take a projective
resolution of M(Aopp),
0 → P (Aopp)k
fk−→ · · · f2−→ P (Aopp)1
f1−→ P (Aopp)0
f0−→ M(Aopp) → 0. (24)
Sequence (24) gives, for each j , the short exact sequence
0 → M(Aopp)j → P (A
opp)
j−1 → M(A
opp)
j−1 → 0,
where M(A
opp)
j = im fj , j = 0, . . . , k. Now choose λ ∈ Λ maximal and assume λ = {λ1, . . . , λs}.
Note that P (Aopp)(λi) = Δ(Aopp)(λi) for each i.
Lemma 27. The class F(Δ(A
opp)
) is closed under kernels of epimorphisms.
Proof. This follows immediately from Theorem 13 and the usual duality. 
Lemma 28. Let (B,) be such that (Bopp,) is a standardly stratified algebra. Suppose λ ∈ Λ
is maximal and let 0 → X → Y → Z → 0 be a short exact sequence of modules in F(Δ). Then
0 → TrP(λ)(X) → TrP(λ)(Y ) → TrP(λ)(Z) → 0
is exact with TrP(λ)(X),TrP(λ)(Y ),TrP(λ)(Z) ∈ F(Δ(λ)). Moreover, using the notation K =
K/TrP(λ)(K) for a B-module K , we have the following short exact sequence:
0 → X → Y → Z → 0,
where X,Y ,Z ∈F({Δ(μ) | μ ∈ Λ \ λ}).
Proof. Suppose we have the short exact sequence
0 → X f−→ Y g−→ Z → 0,
where X,Y,Z ∈F(Δ). Restricting g to TrP(λ)(Y ) we obtain
0 → K → TrP(λ)(Y ) → TrP(λ)(Z) → 0,
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TrP(λ)(Y ),TrP(λ)(Z) ∈F(Δ(λ)). From Lemma 27 it follows that K ∈F(Δ) and by uniqueness
of Δ-multiplicities by Lemma 12 we conclude that K ∈ F(Δ(λ)). Moreover, we have, for each
μ ∈ λ, that
[
X : Δ(μ)]= [TrP(λ)(X) : Δ(μ)]= [K : Δ(μ)],
which proves that TrP(λ)(X) and K have the same dimensions. Thus K = TrP(λ)(X) and from
the Snake lemma we obtain the short exact sequence
0 → X → Y → Z → 0,
where X,Y ,Z ∈F({Δ(μ) | μ ∈ Λ \ λ}). The lemma is proved. 
Now, for each j , the modules TrP (Aopp)(λ)(Mj ), TrP (Aopp)(λ)(Pj ) and TrP (Aopp)(λ)(Mj−1) belong
to F(Δ(A
opp)
(λ)). Hence we get, for all j , the short exact sequence
0 → M(Aopp)j → P (A
opp)
j−1 → M(A
opp)
j−1 → 0.
Let ei be the idempotent corresponding to λi , e = e1 + · · · + es , and A = A/AeA. Then the
module P (A
opp)
j is projective over (A)opp. Observe that P (A
opp)
j is mapped into the radical of
P
(Aopp)
j−1 . Thus, applying · to (24), we get a minimal projective resolution of M(Aopp). Hence
p.d.(M(Aopp)) < ∞ and from the fact that M(Aopp) ∈F(Δ(A)opp) we conclude by induction that
p.d.
(
M(A
opp)
)
D =
∑
μ∈Λ\{λ}
fin.dim
(
Aopp(μ)
)+ ∣∣Λ \ {λ}∣∣− 1.
This implies that for all j  D + 1 we have P (Aopp)j = 0 and thus for such j the module
P
(Aopp)
j ∈F(Δ(λ)) is a direct sum of some P(μ) with μ ∈ λ.
If k D+1 we are done, so assume k > D+1. Then we can construct from (24) the minimal
projective resolution
0 → P (Aopp)k
fk−→ · · · → P (Aopp)D+1
fD+1−−−→ M(Aopp)D+1 → 0
and thus p.d.(M(A
opp)
D+1 ) = k − (D + 1). Set B = EndAopp(P (A
opp)(λ)) and let G be the functor
from Aopp-mod to B-mod defined via G(−) = HomAopp(P (Aopp)(λ),−). Since G is exact and the
module G(P (Aopp)(λi)) is projective in B-mod for each i, we obtain a finite projective resolution
of G(M(A
opp)
D+1 ). Hence
p.d.
(
M
(Aopp)
D+1
)
 fin.dim
(
Aopp(λ)
)
.
Finally, using the inductive assumption, we get
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 fin.dim
(
Aopp(λ)
)+ (D + 1)
 fin.dim
(
Aopp(λ)
)+ ∑
μ∈Λ\{λ}
fin.dim
(
Aopp(μ)
)+ ∣∣Λ \ {λ}∣∣
=
∑
μ∈Λ
fin.dim
(
Aopp(μ)
)+ |Λ| − 1.
The lemma is proved. 
Hence from Lemma 26 we obtain
k = k − (m− 1)+m− 1 = p.d.(M(Aopp)m−1 )+m− 1∑
λ∈Λ
fin.dim
(
Aopp(λ)
)+ 2|Λ| − 2.
This completes the proof of the theorem. 
Corollary 29. fin.dim(Aopp) < ∞ if for all λ ∈ Λ we have fin.dim(Aopp(λ)) < ∞.
If we also assume that (Aopp,) is standardly stratified (i.e. (A,) is weakly properly strati-
fied), then the following statement holds:
Corollary 30. Let A be weakly properly stratified. Then fin.dim(A) < ∞ if and only if for all
λ ∈ Λ we have fin.dim(A(λ)) < ∞.
Proof. (⇐): The implication follows from Corollary 29 applied to (Aopp,).
(⇒): We prove the statement by induction on k = |Λ|. Induction basis: if k = 1, then Λ = {λ}
and A(λ) ∼= A so the statement follows.
Induction step: choose λ = {λ1, . . . , λk} maximal and denote by ei the idempotent correspond-
ing to λi . Put J = AeA, where e = e1 + · · · + ek . Then the pair (A/J,Λ \ λ) is a standardly
stratified algebra so by induction it is enough to show that both A/J and A(λ) have finite finitis-
tic dimension.
Let M ∈ A/J -mod. Then p.d.(M(A/J ))  p.d.(M(A)) by Lemma 10, and, by [AHLU2,
Lemma 2.7], we have p.d.(M(A))  p.d.(M(A/J )) + 1 if p.d.(M(A/J )) < ∞. Hence it follows
that p.d.(M(A/J )) < ∞ if and only if p.d.(M(A)) < ∞. Thus
fin.dim(A/J ) fin.dim(A) < ∞.
From Lemma 15, applied to (Aopp,), the functor
F := − ⊗eAoppe eAopp :
(
eAoppe
)opp
-mod →F(Δ(A)(λ)) (25)
is an exact equivalence. Since A(λ) = (eAoppe)opp and for a module M ∈ A(λ)-mod it is easy to
see that p.d.(M(A(λ))) = p.d.(FM(A)) we obtain
fin.dim
(
A(λ)
)
 fin.dim(A) < ∞.
This proves the induction step and hence the proof of the corollary is completed. 
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fin.dim(A)
∑
λ∈Λ
fin.dim
(
R(λ)
)+ 2|Λ| − 1.
Proof. Let X be an A-module with d = p.d.(X) < ∞. We can assume that d  m, where
m = |Λ|.
Since F(Δ) is contravariantly finite and resolving by Lemma 16 we can apply Wakamatsu’s
lemma (see [AR,Wa]) and obtain a short exact sequence
0 → KX → FX → X → 0, (26)
where FX ∈ F(Δ) and KX ∈ F(∇). From Lemma 25 we conclude that p.d.(FX)  m − 1.
The short exact sequence (26) shows that KX has finite projective dimension and, applying
HomA(−,L) to (26), we also get k = p.d.(KX) d − 1.
We apply the Ringel duality functor F to KX and let P0 be the projective cover of F(KX) in
R-mod. Thus we obtain the short exact sequence
0 → K → P0 → F(KX) → 0. (27)
Since both P0 and F(KX) are contained in F(Δ(R)) we conclude that K ∈ F(Δ(R)) using that
Ropp is standardly stratified. Apply now the functor F−1 to (27) and obtain the short exact se-
quence
0 → K0 → T0 → KX → 0,
where F(T0) = P0, F(K0) = K and K0 ∈ F(∇). Repeating the arguments above we obtain a
add(T )-resolution of KX :
· · · f2−→ T1 f1−→ T0 f0−→ KX → 0. (28)
Set Mj = imfj for j = 0, . . . , l and note that M0 = KX . Then, for each j , we have a short exact
sequence 0 → Mj → Tj−1 → Mj−1 → 0, and, applying HomA(−,∇), we obtain the dimension
shift ExtiA(Mj ,∇) = Exti+1A (Mj−1,∇) for all i  1 and all j . Since p.d.(M0) = k we obtain
Ext1A(Mk,∇) = 0 from the dimension shift. Therefore Theorem 13 and the construction of (28)
implies that Mk is a tilting module. Hence we can truncate (28) and get a tilting resolution
0 → Tk → ·· · → T1 → T0 → KX → 0,
where we have renamed Mk to Tk . Hence there is a minimal tilting resolution of KX ,
0 → Tr → ·· · → T1 → T0 → KX → 0, (29)
where r  k < ∞.
Applying the Ringel duality functor to (29) we obtain a projective resolution of F(KX). Hence
it follows that r = p.d.(F (KX)). By Lemma 26, Ropp is standardly stratified and from the fact
that F(KX) has a proper standard filtration it follows that
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∑
λ∈Λ
fin.dim
(
R(λ)
)+ |Λ| − 1.
Thus, applying a similar argument to the dimension shift above, we get
k  p.d.(T )+ r m− 1 +
∑
λ∈Λ
fin.dim
(
R(λ)
)+ |Λ| − 1
=
∑
λ∈Λ
fin.dim
(
R(λ)
)+ 2|Λ| − 2.
The statement now follows from d − 1 k, which completes the proof. 
Remark. The estimate of the finitistic dimension of A in Theorem 31 is in terms of the finitistic
dimensions of “local algebras” corresponding to the Ringel dual. It is not known to the author if
there is a direct generalization of [AHLU1, Corollary 2.7] which avoids these “local algebras.”
7. The finitistic dimension of a weakly properly stratified algebra
The weakly properly stratified algebras are generalizations of properly stratified algebras. In
this section we will extend the results in [MP] to weakly properly stratified algebras in terms
of the finitistic dimensions of the “locally” defined algebras A(λ). In this section we assume
that (A,) is a weakly properly stratified algebra. To begin with, we define the filtration dimen-
sions following [MP]. We say that M has a Δ-resolution (respectively Δ-resolution) of (possibly
infinite) length l if there is a resolution,
0 → Xl → Xl−1 → ·· · → X1 → X0 → M → 0,
where all Xi ∈F(Δ) (respectively F(Δ)). Dually, we say that M has a ∇-coresolution (respec-
tively ∇-coresolution) of (possibly infinite) length l if there is a coresolution
0 → M → X0 → X1 → ·· · → Xl−1 → Xl → 0,
where all Xi ∈ F(∇) (respectively F(∇)). Since projectives have standard and proper standard
filtrations and injectives have costandard and proper costandard filtrations, every module has both
Δ-resolution, Δ-resolution, ∇-coresolution and ∇-coresolution. Thus we can define Δ-filtration
dimension of M , denoted by dimΔ(M), as the minimal length of a finite Δ-resolution, provided
that such resolution exists. In the case when no such resolution exists we put dimΔ(M) = ∞.
Similarly we define dimΔ(M). Dually we define the ∇-filtration dimension of M , denoted by
codim∇(M) and codim∇(M).
Set dimΔ(A) = sup{dimΔ(M) | M ∈ A-mod}, and similarly for dimΔ(A), codim∇(A) and
codim∇(A). We also put fin.dimΔ(A) = sup{dimΔ(M) | M ∈ A-mod with dimΔ(M) < ∞} and
similarly for fin.dimΔ(A), fin.codim∇(A) and fin.codim∇(A).
Lemma 32. Let M ∈ A-mod. Then
(i) dimΔ(M) = sup{d | ExtdA(M,∇) = 0};
(ii) dimΔ(M) = sup{d | Extd (M,∇) = 0};A
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(iv) codim∇(M) = sup{d | ExtdA(Δ,M) = 0}.
Proof. The proof of (iii) (respectively (ii)) follows easily from (i) (respectively (iv)) by the usual
duality. Also (iv) is proved by dual arguments to those used in the proof of (i). Hence we prove (i).
Proof of (i): Let M be given. Assume l = dimΔ(M) < ∞. We choose a minimal length Δ-
resolution of M
0 → Xl fl−→ Xl−1 fl−1−−→ · · · f2−→ X1 f1−→ X0 f0−→ M → 0,
and set Mi = imfi for i = 0, . . . , l. Note that Ml = Xl and M0 = M . Then, for each j , we have
a short exact sequence,
0 → Mj → Xj−1 → Mj−1 → 0,
and, by application of HomA(−,∇), we obtain the following dimension shift ExtiA(Mj ,∇) =
Exti+1A (Mj−1,∇) for all i  1 and all j . Moreover, we have Ext1A(Ml−1,∇) = 0 by minimal-
ity and Theorem 13. Since ExtiA(Ml,∇) = 0, for i  1, we can now conclude l = sup{d |
ExtdA(M,∇) = 0}. Hence, if dimΔ(M) < ∞, we obtain the equality dimΔ(M) = sup{d |
ExtdA(M,∇) = 0} < ∞.
On the other hand, assume sup{d | ExtdA(M,∇) = 0} < ∞. Then ExtiA(M,∇) = 0, i K , for
some K  0. We choose a projective resolution of M ,
· · · f2−→ P1 f1−→ P0 f0−→ M → 0, (30)
and get, for j  0, the short exact sequences
0 → Mj → Pj−1 → Mj−1 → 0,
where Mj = imfj . Hence we can apply HomA(−,∇) to the short exact sequences and obtain
the dimension shift ExtiA(Mj ,∇) = Exti+1A (Mj−1,∇) for all i  1 and all j . From the dimension
shift and the fact that ExtiA(M,∇) = 0, i  K , we get ExtiA(MK−1,∇) = 0, i  1. Therefore,
from Theorem 13 we conclude that MK−1 ∈F(Δ). Thus we can truncate (30) to the Δ-resolution
0 → MK−1 → PK−2 → ·· · → P1 → P0 → M → 0,
which proves that dimΔ(M)K − 1 < ∞. Hence the proof of (i) is complete. 
Corollary 33.
(i) codim∇(A) = p.d.(Δ) = p.d.(T ).
(ii) dimΔ(A) = i.d.(∇) = i.d.(C).
Proof. Proof of (i): From Lemma 32 we have codim∇(A) = p.d.(Δ). It is clear that p.d.(T )
p.d.(Δ). To prove p.d.(T ) p.d.(Δ) we use the short exact sequence
0 → Δ → T → Coker → 0, (31)
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the exact sequence
ExtkA(T ,L) → ExtkA(Δ,L) → Extk+1A (T ,Coker) = 0.
Since ExtkA(Δ,L) = 0 we get ExtkA(T ,L) = 0, so we have p.d.(T )  p.d.(Δ). Hence (i) is
proved. (ii) follows from (i) by the usual duality. 
Lemma 34. We have
fin.dimΔ(A) dimΔ(A) +
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1 (32)
and
fin.codim∇(A) codim∇(A) +
∑
λ∈Λ
fin.dim
(
Aopp(λ)
)+ |Λ| − 1. (33)
Proof. Proof of (32): Suppose now m = dimΔ(M) < ∞, choose a minimal length Δ-resolution
of M ,
0 → Xm fm−−→ Xm−1 fm−1−−−→ · · · f2−→ X1 f1−→ X0 f0−→ M → 0,
and set Mi = imfi for i = 0, . . . ,m. Note that Mm = Xm and M0 = M . Then, for each j , we
have a short exact sequence,
0 → Mj → Xj−1 → Mj−1 → 0,
and, applying HomA(−,∇), we obtain ExtiA(Mj ,∇) = Exti+1A (Mj−1,∇) for all i  1 and all j .
Let n = dimΔ(M)m. From Lemma 32 we conclude that ExtiA(M,∇) = 0, i > n, and by the
dimension shift we get Ext>0A (Mn,∇) = 0. Hence Mn ∈F(Δ) by Theorem 13, and therefore the
truncated exact sequence
0 → Mn → Xn−1 fn−1−−−→ · · · f2−→ X1 f1−→ X0 f0−→ M → 0
is a minimal Δ-resolution of M . Moreover, we also have the minimal finite Δ-resolution
0 → Xm fm−−→ Xm−1 fm−1−−−→ · · · fn+1−−−→ Xn fn−→ Mn → 0
of Mn. Hence, by Lemma 26, we have
m = m− n+ n = dimΔ(Mn)+ dimΔ(M)
 p.d.(Mn)+ dimΔ(A)
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1 + dimΔ(A).
This completes the proof of (32) and the proof of (33) follows using D. 
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fin.dim(A) fin.dimΔ(A) + codim∇(A)
 dimΔ(A)+ codim∇(A) +
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1
= p.d.(T )+ i.d.(C) +
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1.
Proof. Let M be a A-module with finite projective dimension p.d.(M) = k < ∞. Assume by
contradiction that k > fin.dimΔ(A) + codim∇(A). The module M has a finite Δ-filtration di-
mension and so it has a finite Δ-resolution
0 → Xl fl−→ Xl−1 fl−1−−→ · · · f2−→ X1 f1−→ X0 f0−→ M → 0,
where l = dimΔ(M) fin.dimΔ(A). We set Mi = imfi for i = 0, . . . , l. Note that Ml = Xl and
M0 = M . Put K = codim∇(A) = p.d.(Δ). Then, for each j , we have a short exact sequence,
0 → Mj → Xj → Mj−1 → 0,
and, applying HomA(−,L), we obtain ExtiA(Mj ,L) = Exti+1A (Mj−1,L) for all i > K and all j .
Since k − l > K it follows that p.d.(Ml) = k − l and from the fact that Ml = Xl we also
have p.d.(Ml)K . Thus k − l K which is a contradiction. Hence p.d.(M) fin.dimΔ(A) +
codim∇(A) and thus the inequality fin.dim(A) fin.dimΔ(A)+codim∇(A) is proved. The other
inequalities follow from Corollary 33 and Lemma 34. 
We remark that in [MP, Theorem 1] a better bound for the finitistic dimension of properly
stratified algebras can be found. We also have the following generalization of [MO, Theorem 1].
Proposition 36. Assume that A has a simple preserving duality and that every tilting A-module
is also cotilting. Then
2 p.d.(T ) fin.dim(A) 2 p.d.(T )+
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1.
Proof. From Theorem 35 we have the inequality
fin.dim(A) 2 p.d.(T )+
∑
λ∈Λ
fin.dim
(
A(λ)
)+ |Λ| − 1.
To prove that 2 p.d.(T ) fin.dim(A) we use the same arguments as in the proof of [MO, Theo-
rem 1] except that we apply Corollary 19 instead of [AHLU1, Proposition 2.2]. 
A. Frisk / Journal of Algebra 314 (2007) 507–537 5358. Examples
8.1. An algebra which is not standardly stratified and has injective proper costandard modules
This example shows that the characterization of SSS-algebras in the beginning of Section 3
cannot be extended to standardly stratified algebras.
Let A be the path algebra of the following quiver.
•1
α
•2
Let Λ = {1,2} be ordered with the trivial order, i.e. an element is only comparable with itself.
Then the projectives, injectives, standard and proper costandard modules are:
P(1)
1
α
2
and Δ(1) = ∇(2) = P(1) = I (2), Δ(2) = P(2) = L(2) and ∇(1) = I (1) = L(1). Since the
condition (SS2) is not satisfied it follows that A is not standardly stratified. On the other hand,
the injectives are filtered by proper costandard modules.
8.2. An example illustrating Theorem 35
In the case of a properly stratified algebra the finitistic dimensions is less than or equal to the
sum of the projective dimension of the characteristic tilting module and the injective dimension
of the characteristic cotilting module. This example shows that this property is no longer true for
the more general class of weakly properly stratified algebras.
Let the algebra A be given by the quotient of the path algebra of the following quiver
•1
α1
•2
α2
β1
•3
β2
with relations α1β1 = α2β2 = α2α1 = β1β2 = 0. Let Λ = {1 ∼ 2 ≺ 3}. Then the projectives,
standard and proper standard modules are:
P(1)
1
α1
2
β1
1
P(2)
2
β1 α2
1 3
β2
2
P(3)
3
β2
2
Δ(2)
2
β1
1
536 A. Frisk / Journal of Algebra 314 (2007) 507–537and Δ(1) = P(1), Δ(3) = Δ(3) = P(3), Δ(1) = L(1), Δ(2) = L(2). We see that A is a weakly
properly stratified algebra. Since A has a simple preserving duality (defined by αi → βi and
βi → αi ) we obtain p.d.(T ) = p.d.(Δ) = 1 and i.d.(C) = i.d.(∇) = 1. Moreover, the “locally”
defined algebras are A(1¯) and A(3¯), where A(1¯) is given by the quotient of the path algebra of
•1
α1
•2
β1
with relations α1β1 = 0 and A(3¯) = k. We also have fin.dim(A(1¯)) = 2 and fin.dim(A(3¯)) = 0.
From Theorem 35 we obtain fin.dim(A)  5. Actually, by an easy computation we get
fin.dim(A) = 4 (which equals the global dimension, because all modules have finite projective
dimension).
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