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ABSTRACT
Despite many recent advances for the design of dia-
logue systems, a true bottleneck remains the acquisi-
tion of data required to train its components. Unlike
many other language processing applications, dialogue
systems require interactions with users, therefore it is
complex to develop them with pre-recorded data. Build-
ing on previous works, on-line learning is pursued here
as a most convenient way to address the issue. Data
collection, annotation and use in learning algorithms are
performed in a single process. The main difficulties are
then: to bootstrap an initial basic system, and to control
the level of additional cost on the user side. Considering
that well-performing solutions can be used directly off
the shelf for speech recognition and synthesis, the study
is focused on learning the spoken language understand-
ing and dialogue management modules only. Several
variants of joint learning are investigated and tested
with user trials to confirm that the overall on-line learn-
ing can be obtained after only a few hundred training
dialogues and can overstep an expert-based system.
Index Terms— on-line learning, adversarial bandit,
reinforcement learning, zero shot learning, spoken dia-
logue systems
1. INTRODUCTION
While a new avenue of research on end-to-end deep-
learning-based dialogue systems has shown promising
results lately [1, 2], a major hindrance remains the need
of a huge quantity of data for these models to be trained
efficiently. So far, in this case, it is not clear how can
This work has been partially carried out within the Labex BLRI
(ANR-11-LABX-0036).
some initial (low cost) knowledge be leveraged for a
warm start of the system development followed by on-
line training with users as describe in [3, 4].
In the experiments reported here our underlying goal
is to develop a system intended to be used in a neuro-
science experiment. From inside a fMRI, users interact
with a robotic platform, vocally powered by our system,
which is live-recorded and displayed inside the head-
antenna. It is then crucial to have it develop in French.
Therefore not only it is not possible to use the publicly
available corpora as the vast majority is in English [5, 6].
But also because a new task is targeted (see section 5) for
which no data is available yet. Likewise crowdsourcing
to realise large-scale data collection is not affordable,
as not platform (AMT or others) offers enough NLP-
skilled French-speaking workers.
As a consequence in this work we still refer to a
classical architecture, with proven capabilities, for goal-
directed vocal interaction. It is basically a pipeline of
modules dealing with the audio information from the
user downstream; progressive treatments aims to first
extract the content (speech recognition), then the mean-
ing (semantic parsing, SP), to finally combine it with
previous information (including grounding status) from
the dialogue history (belief tracking) so that a policy can
decide upon this dialogue state representation the next
best action to perform according to some global criteria
(generally dialogue length and success in reaching the
goal). This step of dialogue management (DM) is then
followed by processings to convey back the information
upstream to the user: conversion of the dialogue man-
ager action into natural language (NLG) followed by
speech synthesis. The HIS architecture [7] offers such a
setup encompassing a global statistical framework to ac-
count for the relations between the data handled by the
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main modules of the system, allowing a reinforcement
learning of the DM policy. In this system could have
been implemented the most sample-efficient learning al-
gorithms [8], from which on-line learning with direct
interactions with the user could have been proposed [9].
More recently on-line learning has been generalized to
the input/output modules, SP and NLG, with protocols
to control the cost of such operations during the sys-
tem development (as in [10, 11, 12]). In this work it
is our first attempt to combine the on-line learning of
SP and DM in a single phase of development. Not only
it is expected to help speed-up and simplify the process,
but also to benefit from intertwined improvements of the
modules.
In dialogue systems, SP extracts a list of semantic
concept hypotheses from an input sentence transcription
of the user’s query. This list is generally expressed as
a sequence of Dialogue Acts (DAs) of the form act-
type(slot=value) and transmitted to the Dialogue Man-
ager (DM) to make decision on the future action to per-
form. State-of-the-art SPs are based on probabilistic
approaches and trained with various machine learning
methods to tag the user input with these semantic con-
cepts [13, 14, 15]. Dealing with supervised machine
learning techniques requires a large amount of annotated
data which are domain dependent and hardly available.
To deal with this limitation, Dauphin et al. [16]
proposed a zero-shot learning algorithm for Semantic
Utterance Classification (SUC). This method tries to
find a sentence-wise link between categories and ut-
terances in a semantic space. A deep neural network
can be trained on a large amount of non-annotated and
unstructured data to learn this semantic space. In the
same line, in [10] was presented a zero-shot learning
method for SP (ZSSP) based on word embeddings [17].
This approach requires neither annotated data nor in-
context data. Indeed, only the ontological description of
the target domain and generic word embedding features
(learned from freely available and general purpose data)
are required to initiate the model. On top of that an
active learning strategy based on an adversarial bandit
has been proposed [11] in order to train ZSSP with a
light and controlled supervision from the users.
In the same line of ideas, thanks to the sample-
efficient RL algorithm KTD [18], an active learning
scheme has also been proposed for the DM training
which uses reward shaping [19] to take into account
local (turn-based) rewards from the user to offer a better
Fig. 1: Basics of the ZSSP Model
control over the learning process and speed it up [9].
Since solutions exist for active on-line learning of
both SP and DM sub-systems, we now consider their
joint application to address the issue of the overall train-
ing of the system. First a direct application of existing
techniques is presented and tested. Both modules remain
separated and the parameters of their on-line trainings
are kept disjoint (a bandit algorithm for SP, a Q-learner
for DM). Then a new possibility with shared parameters
in a single Q-learner is also introduced and evaluated.
The reminder of this paper is organized as follows.
After presenting the basis of the on-line learning ver-
sions of SP in Section 2 and DM in Section 3, we define
the joint on-line learning strategies in Section 4. Sec-
tion 5 provides an experimental study with human eval-
uations of the proposed approaches. And we conclude
in Section 6.
2. ON-LINE LEARNING FOR ZERO-SHOT SP
The SP model concerned by this study is the ZSSP
model presented in [11] and illustrated in Fig 1. This
latter makes use of a semantic knowledge base K and
a semantic feature space F . K contains some exam-
ples of lexical chunks associated with each targeted
DA and F is a word embeddings learnt with neural
network algorithms on large non-annotated open do-
main data [17, 20]. The SP composes a scored graph
of hypotheses from user utterances. All possible con-
tiguous chunks are considered in the graph and a dot
product between the k-most similar vectors and their
corresponding assignment coefficients in the K matrix
is computed to attribute to each chunk a list of scored se-
mantic hypotheses. A best-path decoding is performed
in order to find the best semantic tags hypothesis for the
considered user utterance.
An on-line adaptation strategy is adopted, as pre-
sented in [11] and briefly recalled here. In this approach,
at each dialogue iteration, the system chooses an adap-
tation action it ∈ I and uses the user feedback to update
K.
The system gain g(it), the user effort φ(it) and the
loss function l(it) for performing each action are defined
and can be estimated during on-line training.
Three possible actions are considered:
• Skip: Skip the adaptation process for this turn
(φ(skip) = 0).
• AskConfirm: A yes/no question is presented to
the user about the correctness of the selected DAs
in the best semantic hypothesis. If the whole
sentence is accepted, φ(YesNoQuestions) = 1.
Otherwise, φ(YesNoQuestions) is equal to 1+
the number of DA in the best semantic hypothesis
(one yes/no confirmation request per DA).
• AskAnnotation: the user is asked to re-annotate
the whole utterance. φ(AskAnnotation) = 1 if the
sentence is accepted straight away. Otherwise, the
user will first inform the system about the word
boundaries of the concept he plans to annotate
(+1), and then the system will sequentially ask
for acttype, slot and value if necessary (+1 per
interim question) for each DA.
An adversarial bandit algorithm is used in order to
find i1, i2, . . . , such that for every t, the system mini-
mizes the loss l(it). The loss function l(i) ∈ [0, 1] is
calculated as follows:
l(i) := γg(i)︸ ︷︷ ︸
system improvement
+ (1− γ) φ(i)
φmax︸ ︷︷ ︸
user effort
,
where γ ∈ [0, 1] balances the importance of information
improvement and user effort for the system and φmax ∈
N+ is the maximum number of exchanges between the
system and the user (in a same turn/round). In this work,
γ has been set to 0.5 for example.
3. ON-LINE LEARNING FOR RL DIALOGUE
MANAGER
The dialogue manager used in this paper adapts a system
presented in [9]. It is based on a POMDP-based dialogue
Greet Greet user
Bye End the dialogue
BoldRQ Bold query request
TentRQ Tentative query request
Confirm Confirm an ungrounded piece of information
FindAlt Find alternative database entity
Split Distinguish two hypotheses
Repeat Repeat
Offer Offer a database entity
Inform Give info about current offer
QMore Query if the user wants more information
Table 1: Descriptions of the dialogue manager’s sum-
mary acts
management framework, the Hidden Information State
(HIS) [7]. In this setup, the system maintains a distribu-
tion over possible dialogue states (the belief state) and
uses it to generate an adequate answer. A reinforcement
learning (RL) algorithm is used to train the system by
maximizing an expected cumulative discounted reward.
At each turn, the dialogue manager generates several
possible answers, depending on its belief state. It gen-
erates 11 dialogue acts, matching the 11 summary acts
described in Table 1. Some can be deemed impossible
at some point if no conversion to full action is possible
(for instance inform if no entity is selected yet).
The dialogue manager then chooses the best sum-
mary act according to the given context. To learn this
policy, a RL approach is used: the KTDQ learning al-
gorithm [21], derived from a Kalman-based Temporal
Differences (KTD) framework. At each turn, the pol-
icy select a summary act to answer the user, then feed-
back is given by the users to score the response and up-
date the policy. There are two types of feedback. The
global feedback is given at the end of the dialogue by
asking the user if the entire dialogue is a success or
not. The social feedback si is given at each turn i to
score the last response only. It is composed of two parts,
the score given by the user to this last response (named
additional-feedback ai) minus a Ψ function (to limit the
influence of the additional-feedback to their turn), and
the turn cost which allow to penalise too long dialogues
by adding a negative score to each turn taken (named
feedback fi).
si = fi + (θai −Ψ)
Here Ψ = is the previous turn’s additional-feedback
ai−1 and θ = 0.95. At the end of the dialogue, the pol-
icy is updated according to all the collected feedbacks.
In this work, the global feedback value is set to 20
in case of success, 0 otherwise. The feedback fi is set
to -1 for each turn and the additional-feedback ai ∈
{−1,−0.5, 0, 0.5, 1}.
4. JOINT ON-LINE LEARNING
In order to effectively learn on-line the dialogue system,
the user needs to be able to both improve the SP model
and the dialogue manager. Two different joint learning
protocols are proposed to achieve it.
The first one, referred to as BR hereafter, directly
juxtaposes the bandit to learn the ZSSP and the Q-
learner RL approach to learn the dialogue manager
policy. An adversarial bandit algorithm as described in
Section 2 is applied for learning ZSSP and a Q-learner
as described in Section 3 is used to learn the DM policy.
The knowledge base of the ZSSP as well as the DM
policy are adapted after each dialogue turn.
The second protocol, referred to as RR hereafter,
directly adds the ZSSP learning actions to the dialogue
manager RL policy, and therefore combines the two
learning process into one single policy.
This variant of joint learning merges both policies
in a single Q-learner. In that purpose the DM summary
state vector has been augmented with a ZSSP-related di-
mension. Only one has been added so as to avoid dis-
persion of the policy which could arise from a larger in-
crease in state size.
This new dimension has been evaluated based on
compound indices of the requirements for correction
of the current annotation from the ZSSP. On a 3-point
scale, three features have been used:
1. confidence: confidence score of the semantic
parser in [0, 1]
2. fertility: ratio of concepts on the utterance word
length in [0, 1]. As ZSSP tends to produce an over-
segmentation of the incoming utterances with in-
serted concepts.
3. rare: binary presence of rare concepts in the
annotation. Rare concepts are ”help”, ”repeat”,
”restart”, ”reqalts”, ”reqmore”, ”ack” or ”thankyou”,
and are generally wrongly annotated.
From these features, an inform zssp feature is com-
puted as:
0 all clear: confidence >= 0.6 and fertility <= 0.2
and rare = 0
1 average condition: confidence >= 0.5 and fertil-
ity <= 0.7 and rare = 0 and (confidence < 0.6 or
fertility > 0.2)
2 alarming: confidence < 0.5 or fertility > 0.7 or
rare = 1
At the same time the two ZSSP-annotation actions
(Askconfirm and Askannotation, see previous section)
are included in the list of summary actions dealt with
by the dialogue policy and can be picked up by it. In
such case the user is presented with the appropriate an-
notation window in the system’s graphical interface and
can correct the current annotation. Purely vocal inter-
actions for this process are under study. Yet feasible
it remains a challenging task which could introduce er-
rors of its own, so it seemed more appropriate to eval-
uate the whole process first with a graphical interface
and no input errors. Once done, the turn is updated
(i.e. the annotation process has taken the place of the
normal user audio response) and the dialogue is pur-
sued. Even though it might be possible to have the pol-
icy learn it by itself we chose to inhibit two Ask actions
in a row (they are tagged as impossible in the next turn).
This two ZSSP-annotation actions have a specific social-
feedback: the feedback fi uses the loss function de-
scribed in Section 2, which is rescaled to obtain a score
∈ [−1, 1] : fi = (1.0− li) ∗ 2− 1.
5. EXPERIMENTAL STUDY
5.1. Task Description
Experiments presented in this paper concern a chit-chat
dialogue system framed in a goal-oriented dialogue task.
In this context, users discuss with the system about an
image (out of a small predefined set of 6), and they tried
jointly to discover the message conveyed by the image,
as described in [22]. In order to use a goal-oriented
system for such a task, the principle which has been
followed was to construct, as the system’s back-end, a
database containing several hundreds of possible combi-
nations of characteristics of the image, each associated
with a hypothesis of the conveyed message. During its
interaction with the system, the user by progressively
giving elements from the image matching entities in the
database will make the system select a small subset of
possible entities from which it can pick both additional
characteristics to inform the user with or ultimately a
pre-defined message to give as a plausible explanation
for the image’s purpose. This would allow the user to
speak rather freely about the image for several tens of
seconds before arguing briefly about the message. No
argumentation is possible from the system’s side, it can
only propose a canned message and the discussion is ex-
pected to last only around one minute at most.
The task-dependent knowledge base used in the ex-
periments is derived from INT task description [22], as
well as from a generic dialogue information. The se-
mantics of the task is represented by 16 different act
types, 9 slots and 51 values. The lexical forms (53) used
to model act types were manually elaborated.
5.2. Results
The evaluation of the two joint learning approaches is
presented here. Two complementary systems are pro-
posed in comparison: ZH is a baseline system without
on-line learning using the initial ZSSP and a handcrafted
dialogue manager policy, whereas the system BH com-
bines the bandit on-line learning for ZSSP and the hand-
crafted dialogue manager policy.
For each system, two expert users communicated
with the system to train two separate models. Then a
group of (mostly) naive users tested each model. At the
end of each session, the users were asked to give a rating
on a scale of 0 (worst) to 5 (best) to the understanding
and generation qualities of the system. The number of
training dialogues, as well as the number of test sets for
each configuration are given in Table 2.
The dialogue success rate is calculated and the av-
erage cumulated reward is estimated for each protocol.
Figure 2 presents the learning curve for the BH, BR and
RR systems. The curves are smoothed out by a 20-
point sliding window with a 5-point shift. Regarding
BH, we can observe that both trainings tend to initially
have a high success rate while the expert users validate
the baseline system. Then they started to diversify their
inputs, thus quickly and temporarily degrading the re-
sults. Within fifty training dialogues, they achieved a
higher success score. BR and RR start from scratch
and initially have a very low success rate. At the be-
ginning of the learning process, the expert is inclined
to use simple dialogues to build and efficient dialogue
manager policy, leading to a large increase of the suc-
cess rate. Then, when the system starts to be usable,
more sophisticated dialogue development are tested to
teach more adaptability to the system. During the train-
ing, it drifts towards a decrease of the reward and suc-
cess rates. The integration of the ZSSP learning actions
to the dialogue manager RL policy presents some dif-
ficulties. Those actions are difficult to reward despite
the social reward, since the most profitable ones usually
happen during unsuccessful dialogues. Thus, they tend
to quickly disappear during the learning and so to limit
the ZSSP learning for RR systems. This can explain the
lower scores of the RR systems during user tests dis-
cussed below.
For the BR model, it can be observed with Train2
that this protocol can reach very good performances
(94% success rate) with less than a hundred fifty train-
ing dialogues. Yet this performance seems to suffer of
great variability, depending on the choices made by the
expert. The experts may have the same tools at their dis-
posal they still have a large margin of action in how they
train their system: for instance they can decide to lo-
cally reward only the good actions, or reversely only the
bad ones (or ideally, but more costly, both). They also
have a large leeway on which kind of inputs they train
the system with: either to stay very simple to ensure
a steady learning curve or very realistic to try to reach
immediately the interesting regions of the policy’s state
space. This is what can be observed in the differences
between BR-Train1 (62% succ rate) and BR-Train2
(94%). However it is worth noticing that in both cases,
the system performance is increasing with time, and
so a system can be further improved to a certain level.
Unfortunately, since these experiments are extremely
expensive in time and require expert users to train the
models, larger scale experiments are not affordable to
statistically estimate the variance of performance of the
resulting models over quite different experts applying
different strategies.
The user trials of the two training trials for each pro-
tocol are given in Table 2. The results show that the
different configurations of the system displays accept-
able performance. The difference in performance be-
tween the ZH and the two BH models (+48% absolute
for Train1 and +42% absolute for Train2) shows the im-
pact of the ZSSP adaptation on the overall success of
Model Train Test Success Avg cum. Sys. Underst. Sys. Gener.
(#dial) (#dial) (%) Reward Rate Rate
ZH 0 94 31 -1.7 1.3 4.1
BH - Train1 80 48 79 9.1 3.2 4.7
BH - Train2 80 48 73 9.1 2.4 4.5
BR - Train1 140 48 62 7.0 2.9 4.4
BR - Train2 140 48 94 11.7 2.8 4.6
RR - Train1 140 48 58 1.7 2.2 4.3
RR - Train2 140 48 67 4.4 2.5 4.8
Table 2: Evaluation of the different configurations of on-line learning
Fig. 2: (a) Average cumulated reward for different models (b) Average cumulated success for different models
the conversation, along with a better understanding (1.3
for ZH vs. 3.2 for BH-Train1 and 2.4 for BH-Train2).
The average cumulated reward rate on the test is directly
correlated to the success rate and comes in confirmation
of the previous observations. Also, due to a well-tuned
template-based generation system, the system genera-
tion rate is high (> 4) for all configurations.
The RR protocol offers smaller success rates com-
pared to BH and BR (58% for Train1 and 67% for Train2
to be compared with 94% for the best BR case). After
analysing the training logs it seems to be related to the
very low triggering level of the ZSSP learning actions
after the exploration steps during RR w.r.t the use of the
bandit (in BH and BR). To remedy this the policy state
space should be modified to take a better account of the
situations favorable to ZSSP actions, while preserving
its capacities of discrimination for the dialogue actions.
Anyhow this approach remains to be developed further
and improved as it is based on a unique framework for
joint learning, which simplifies the system elaboration
from a programming point of view.
6. CONCLUSION
After proposing methods to interactively train both se-
mantic parsing and dialogue management on-line, this
paper proposed and evaluated ways to combine them in
a joint learning process. Experiments have been carried
in real conditions and are therefore scarce. Yet it has
been possible to show that joint learning can be oper-
ated, and that after only a hundred dialogues the perfor-
mance of the various configurations tested were gener-
ally good enough compared to a handcrafted system.
Based on these results, we now investigate the possi-
bility of merging the resulting policies between trials, so
as to be able to pile up trainings coming from different
users and save even more time to the system developers.
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