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INTRODUCTION 
The practice of anesthesia contributes 3 basic 
functions to the surgical procedure. The primary function 
is the alleviation of pain. Without the benefit of 
anesthesia, the pain which would accompany surgical proce­
dures could result in death. The neuromuscular reflexes of 
the patient must be suppressed during surgery. This func­
tion allows the practice of surgery to be executed 
efficiently. The first 2 functions are achieved by 
inhibiting the central nervous system (CNS). In the 
unanesthetized patient the CNS is responsible for regulating 
the processes which establish the environment of the cells 
in the patient. In the anesthesized patient, the anesthe­
siologist assumes this responsibility. Therefore, the third 
function of the anesthesiologist is to sustain the life of 
the patient. Failure of the third function represents the 
risk of anesthesia. 
In a complex organism, the life of each cell is 
maintained by a transport system. The transport system is 
responsible for the distribution of the nutrient and waste 
products as well as the chemical and thermal environment of 
each cell. The administration of a general anesthetic 
inhibits the processing elements of the systems regulators. 
These regulators are components of the central and periph­
eral nervous system. 
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The anesthesiologist has the ability to place the 
patient in a rich oxygen environment, increase the flow of 
gases in and out of the lungs, introduce buffers and sugars 
into the blood stream, and elevate or lower the skin temper­
ature. These procedures may partially compensate for the 
deficiencies of the transport system caused by the anesthetic 
agent. However, the environment of each cell still depends 
on adequate control of the transport system by the nervous 
system. Therefore the following balance must be achieved 
during anesthesia. The neural communications must be inhib­
ited to a degree which eliminates pain and prevents 
neuromuscular reflexes. However, the neuromuscular reflexes 
must be maintained to a degree which provides for the control 
of the transport systems in order to preserve the integrity 
of each cell. The anesthesiologist achieves this balance 
through the selection of the dose of the anesthetic. This is 
not simple, particularly during long surgical procedures. 
The difficulty is because of the complex dynamics involved in 
the distribution of the anesthetic agent throughout the body. 
The dynamics are often referred to as the uptake and 
distribution of the anesthetic agent. They are dependent on 
several factors as described by Bischoff and Brown (I962), 
Seagrave et al. (1974), Papper and Kitz (I963), and Middleman 
(1972). The factors are 1) the solubility of the agent in 
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blood and other tissues, 2) the flow of blood between 
organs, and 3) the capacity of each organ for the agent. 
The nonlinear aspect of the system is described by the 
following conditions. 
The blood flow to an organ is influenced by the 
concentration of the anesthetic in the organ and also by 
mechanical or chemical stimuli which result from the 
surgical procedures. The organ may influence the blood flow 
to other organs or may serve as a reservoir for a large 
quantity of the anesthetic agent. 
The overall system is characterized by long-term 
drifting of the gases. This change may be the response to a 
change in the administration of the anesthetic or in the sur­
gical procedure. The response may elicit the re-distribution 
of the stored gases throughout the body. An unintentional 
concentration of depressant may be established in the brain. 
This may result in irreversible damage to the brain cells or 
an undesirable modification of the condition of anesthesia. 
In order to minimize the risk of anesthesia, the fol­
lowing classification of depth has been adopted. As 
described by Goodman and Gilman (1956), the degree of 
depression has been defined in terms of stages and planes. 
The stages are related to observable conditions of the 
patient. The first stage is analgesia. It begins with the 
administration of the anesthetic agent and ends when the 
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patient loses consciousness. The second stage is excitement 
or delirium. It is characterized by an increase in muscle 
tone, dilation of pupils, and irregular respiration. The 
second stage ends with the onset of regular breathing. 
Stage 3, surgical anesthesia, is divided into 4 planes. The 
third stage ends with the cessation of respiration. The 
fourth stage is a premortum state. This stage ends with 
circulatory collapse. 
The planes of anesthesia in stage 3 represent a gradual 
decrease in muscle tone, loss of thermal regulation, reduc­
tion of metabolism, a transition to diaphragmatic breathing, 
dilation of the pupils and a decrease in their response to 
light, and an increase in the pulse rate. Each patient 
reacts differently to every drug. Therefore, no single 
indicator is sufficient to estimate the plane of anesthesia. 
The anesthesiologist must utilize all his resources. He 
must observe the patient on a regular basis to determine the 
gradual changes which occur. He must be aware of the 
patterns which are normally expected. And, he may use the 
response to a change in the anesthetic dose in order to 
estimate the plane of anesthesia. 
A means to compare the potency of anesthetic drugs was 
proposed by Saidman et al. (I967). They introduced the 
concept of minimal alveolar concentration (MAC). This factor 
in conjunction with the solubility of the agent in blood 
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provides for the comparison of various agents. 
The practice of anesthesia would be improved with the 
availability of a monitor which indicates the depth of 
anesthesia. This task requires an understanding of the EEG 
parameters which reflect the CNS concentration of the 
anesthetic. Development of the monitor would lead to the 
automatic regulation of anesthesia. This task requires an 
understanding of the dynamics of the uptake and distribution 
of the depressant. 
General anesthesia is intended to depress the activity 
of the central nervous system. The interruption of the 
neuronal activity is thought to occur at the synapse. 
Experiments using isolated nerve fibers indicate that general 
anesthetic agents are capable of producing depolarization of 
the nerve membrane. The concentration of anesthetic required 
to produce this effect is greater than the normal anesthetic 
dose. The significance of this problem is reduced by a 
technical complication. Since there is practical difficulty 
in isolating a synapse in the brain the experiments are 
performed on peripheral nervous system tissue. The studies 
described by Lichtiger and Moya (197^) indicate that the 
primary action is at the post-synaptic terminal. The effect 
is an increase in the synaptic threshold which is required 
for propagation and a decrease in the rate at which 
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the membrane repolarizes. 
Since the anesthetic inhibits central nervous system 
control, the electroencephalogram (EEG) appears to be a 
logical means to estimate the degree of depression. Its 
practical advantages are that it is a noninvasive measure­
ment and it may predict irreversible brain damage. The EEG 
also has several practical disadvantages. It is a random 
signal similar in magnitude to the noise present at the input 
of an electronic amplifier. This makes the EEG difficult to 
distinguish from the amplifier noise. Mechanical motion of 
the electrodes or their leads develop potentials greater 
than the normal EEG activity. The motion is related to 
breathing and normal surgical procedures. In addition, a 
component of the electrocardiogram (EGG) may be present at 
the EEG electrode location. The EGG component will interfere 
with the interpretation of the EEG activity. The disadvan­
tages described above are significant if the level of 
anesthetic is derived from the EEG solely by electronic 
processing. If the EEG is to be a useful indicator of the 
degree of anesthesia it must be conditioned by a system 
which is sensitive to those characteristics which reflect 
depression and ignore the remaining components. As described 
by Carlson (1968), the field of engineering communications 
offers 2 means toward this goal. 
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The energy generated by the random components can 
be reduced by minimizing the frequency bandwidth of the sig­
nal processor. Ideally, the signal processor bandwidth is 
selected to maximize the signal-to-noise ratio. This is 
achieved by locating the primary information band and 
narrowing the signal processor frequency window to a point 
which does not compromise the signal energy level. 
Another technique may be applied in the time domain, to 
reduce the effect of artifacts on the signal processor. A 
parallel signal path is established, which has a wider 
bandwidth than the primary information band, and consequently 
has a shorter delay time. An energy level detector is incor­
porated at the end of the "fast" pathway. If an energy level 
greater than normally expected is detected, the narrow-band 
signal path is inhibited. This scheme prevents the signal 
processor from responding to signals during a period which is 
likely to represent a poor signal-to-noise ratio. 
Realization of a monitor which incorporates the elements 
described above requires a knowledge of the measurable 
parameters of the EEG. Ideally these parameters should be 
specified in terms of the stages and planes of anesthesia. 
The first parameter which must be defined is the frequency 
band which contains energy proportional to the depth of 
anesthesia. Other parameters are a measure of the typical 
energy level, the degree of random activity, and the time 
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delay of a response. Aspects of the cardiovascular and 
respiratory function are known to respond to changes in the 
degree of anesthesia. The rate parameters of those 
functions may provide a "basis for determination of the 
significance of the EEG. 
The objective of this investigation was to develop and 
test a system for the determination of the parameters 
described ahove. The system contained an anesthesia machine, 
an EEG spectrum analyzer, a spectral contourgram display, 
and a multichannel recorder. The performance of the system 
was verified by electronic simulation of signal inputs and 
animal experiments. Since a quantitative measure of the 
planes of anesthesia is not available the parameters were 
studied with respect to changes in the input concentration 
of the anesthetic agent. A computer simulation provided a 
vehicle for relating the changes in the input concentration 
to an estimate of the CMS concentration of agent. In 
addition, an attempt was made to monitor the end-tidal 
concentration of the expired agent. 
The information component of the data was separated 
from the random component through an application of numerical 
analysis. The numerical tools used were 1) linear, exponen­
tial, logarithmic, and power regression analysis, 2) discrete 
Fourier transform, and 3) discrete cross-correlation. 
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PRIOR WORK 
The effects of an anesthetic agent on the EEG have been 
known for many years. Martin et al. (1959) provides the 
original references in a review article, which are 
summarized below. 
Prior to the nineteenth century von Marxow noted the 
effects of chloroform anesthesia on brain waves. In 1929» 
Hans Berger demonstrated that electrical potentials could be 
recorded from electrodes on the surface of the head. He also 
demonstrated that chloroform anesthesia had an effect on the 
brain potentials of humans. 
Derbyshire et al. (1936) indicated differences in the 
EEG produced by volatile anesthetics when compared with non­
volatile anesthetics. Later, Gibbs et al. (1937) indicated 
the practical application of these effects in the practice of 
anesthesia. They suggested that the EEG should be displayed 
during surgical operations, and that the display might serve 
as a measure of the depth of anesthesia. 
Investigations continued in 2 general areas. In 1 
area, cortical and sub-cortical EEGs were recorded as a means 
to develop theories of the mechanisms of anesthesia. The 
remaining area concerned studies that were closely related to 
surgical needs. These studies were basically a description 
of the changes which occurred in the electrical activity of 
the cortex during the process of anesthesia. 
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In 19^0, Rubin and Freeman considered changes in the 
EEG during the light planes of surgical anesthesia. Cortin 
et al. (1950) began studies during surgical operations. 
They classified the changes produced by ether. Kiersay 
et al. (1951) and Possati et al. (1953) followed with 
thiopental and cyclopropane, respectively. The effects 
which were described from 1951 through 1953 were measured 
during a variety of surgical procedures. Effects of the 
surgical procedure on the EEG were not studied. 
In the clinical environment, the classification of 
patterns was considered to be of primary importance rather 
than the electrode configuration. Generally, recordings 
were made from cortical electrodes. Changes were reported 
to be more apparent in the frontal areas rather than the 
occipital region. 
The interpretation of the EEG activity during anesthesia 
was considered to be simpler than the evaluation of other 
EEGs encountered in a clinical environment. This was attrib­
uted to an "ironing out" process, which reduced the 
variation in wave patterns seen in the normal EEG. The 
ironing out process was also apparent with the disappear­
ance of local differences in cortical electrical activity. 
Generally the effects were described in terms of a set 
of specific patterns which were derived from the EEG 
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waveforms. The elements of the patterns were average 
frequencies and voltage levels. The general changes in the 
EEG during the process of anesthesia are described in the 
following paragraph. 
During the analgesic stage the alpha activity was 
replaced by higher frequency waves, on the order of 20 to 30 
Hz. The excitement stage reduced the frequencies to 1 to 5 
Hz. The low frequency activity was reported to be from 50 
to 300 microvolts. Increases in the depth of anesthesia 
were accompanied by an increase in the complexity of the 
waveform. This was characterized by a combination of waves 
from 5 "fco ? Hz and bursts of very low frequency activity. 
Further increases in the depth of anesthesia resulted in 
burst suppression. The degree of burst suppression was 
described as early (approximately 50^) to late (less than 
20%). As both the period of anesthesia and the depth of 
anesthesia increased the cortical activity was eliminated 
entirely. 
Each of the agents was reported to have a different 
effect on the EEG activity. Consequently, each agent 
required a unique set of fundamental patterns. As few as 3 
and as many as 7 patterns were selected to establish the 
fundamental set. 
In 1952, Faulkoner correlated the occurrence of specific 
patterns with the concentration of ether in arterial blood. 
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He obtained a nearly linear relationship from 225 observa­
tions on 31 patients. A similar procedure was followed by 
Gain and Paletz (1957)• They selected 7 specific EEG 
patterns, and attempted to correlate these EEG patterns with 
conventional clinical signs during the administration of 
halothane anesthesia. This procedure did not produce a 
significant index of correlation. Consequently, they did 
not recommend halothane for clinical use. Galla et al. 
(1962) correlated the arterial concentration of halothane 
with the inspired concentration of halothane. They obtained 
a linear relationship in the range from 0.5 to 4.00 of the 
inspired halothane. 
In addition, Galla et al. (1962) attempted to document 
the 7 cortical EEG patterns described by Gain and Paletz 
(1957)• Galla indicated that only 2 patterns existed during 
the course of halothane anesthesia. They also commented 
that since the depression of reflex activity could be 
obtained without suppression of EEG activity, halothane had 
a greater effect on the peripheral nervous system than on 
the CNS. They further recommended the use of respiratory 
patterns rather than SEG patterns as a more reliable index 
of the depth of anesthesia. 
Clark and Rosner (1973) summarized the changes in EEG 
activity, which occur with increasing depths of anesthesia. 
During induction, the cortical EEG activity, which persists 
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through the loss of consciousness, is primarily in the 10 to 
20 Hz range. Around MAC the dominant frequencies are 10 to 
15 Hz, although 20 Hz spindles may be recorded. As the 
concentration of halothane is increased the EEG slows to 1.0 
to 3-0 Hz. Further increases in the concentration provokes 
suppressions. The changes were reported to begin frontally 
and spread toward the occiput. The EEG activity was 
recorded with scalp electrodes. 
Gibbs and Grass (19^7) and Bellville and Artusio (1956) 
reported on the use of electronic filters for the spectral 
analysis of fronto-central cortical EEGs during anesthesia. 
The band from 1.5 to 30 Hz was analyzed at 24 frequencies 
with an adjustable resonator. The activity in each 0.5 Hz 
band was averaged for lO-seconds. The data was plotted in 3 
dimensions. The voltage was displayed with respect to both 
frequency and an estimate of the depth of anesthesia. 
Kleiner et al. (1970) and Dumermuth et al. (1970) 
developed numerical programs for analysis of the EEG. They 
recorded multiple leads simultaneously on a magnetic tape 
recorder. The data was converted to a digital format with 
12-bit resolution at a sample rate of 1.0k Hz. Epochs of 
4-0 seconds were used to generate auto-spectrums and cross-
spectrums. 
A comparison of the spectral activity of 4 anesthetic 
agents was made by Bart et al. (1971). They reported on 
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nethoxyflurane, fluroxene, enilurane, and halothane. 
Methoxyflurane produced a pattern of high frequency activity 
with a peak at 11 to 15 Hz at all concentrations. Fluroxene 
caused a pattern of low frequency activity at all concentra­
tions . Enflurane led to an overall power increase at all 
frequencies as the concentration was increased, which 
resulted in the development of appreciable high frequency 
activity at high anesthetic concentrations. Halothane 
produced 10 to 12 Hz activity during light anesthesia. 
Increases in the concentration of halothane shifted the 
activity down to 5-0 Hz. 
Turbes et al. (197^) obtained spectral contourgrams, 
from frontal, parietal, and occipital leads, on dogs and 
cats during anesthesia. They compared contourgrams taken 
from normal dogs with contourgrams taken from dogs with 
epileptic seizures. They also studied the effects of 
extra-neural interference, ie., muscle potentials and ECG 
artifact. They reported that these variations were respon­
sible for frequency and power shifts in the spectrograms. 
As a result they recommended the use of "ongoing" 
(real time) spectral analysis. This provides a reliable 
means for the identification of artifact frequency components 
from direct observations of the raw EES and the subjects. 
Power spectral analysis of transtemporal EEG leads 
was performed on immature and adult dogs undergoing 
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anesthesia. In response to step changes of halothane, Hanks 
and Gasteiger (1976) reported that the puppies responded 
more quickly than the adults. The response to sinusoidal 
changes in input was less regular and produced an additional 
frequency band from l4.5 to 16.0 Hz in the immature dogs. 
Klein (1976) has developed a waveform analyzer for 
interrogation of the raw EEG. The analyzer contains 2 
differentiators. The signals which are processed are the 
raw EEG, and the first- and second-order differentials of the 
raw EEG. The analyzer contains 2 processors. One processor 
accumulates the number of zero-axis crossings. The accu­
mulation period was not given. Another processor determines 
the average rectified amplitude. The time constant of the 
averager is adjustable from 0.50 to 100 seconds. The 
analyzer is currently being applied to the study of EEG 
changes which occur under clinical anesthesia. 
The "Atlas of electroencephalography" (Gibbs and Gibbs, 
19^1) is a catalog of patterns intended for use in the 
evaluation of EEGs. These patterns can be recognized by a 
human intepreter. Spectral analysis, achieved through the 
use of electronic filters or numerical programs do not have 
the capability of pattern recognition. As a result the 
value of the analysis of EEG data via machine has been 
questioned. Isaksson and Wennberg (1975) compared the 
results of visually evaluated EEGs with the power spectral 
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analysis of EEGs. They found a linear regression between 
the degree of visually evaluated slow activity and the 
bandwidth and power of delta and alpha power spectral comp-
nents. They also found that muscle activity could influence 
any spectral component, thereby providing it with a strongly 
increased bandwidth. 
The use of a digital computer to estimate the level of 
anesthetic was tested via an application of Bayes's decision 
rule by McEwen et al. (1975)' The computer provided 
estimates based on separate time-domain and frequency-domain 
analysis programs. The a priori probability of the level of 
anesthesia was estimated by experienced anesthetists. They 
also reported that the automatic processor could "be expected 
to correctly estimate the level of anesthesia between 51«1 
and 94.10 of the time". McEwen also points out, from a study 
by Volavka et al. (1975), that only 56^ agreement can be 
expected among experienced clinical observers. 
In 1972, Lopes da Silva et al. introduced the concept 
of applying step and sine changes in the input concentration 
of halothane. Spectral analysis of cortical activity during 
these changes yielded information concerning the dynamics of 
uptake and distribution. The time constant of a first-order 
approximation to the decay of the 2.0 to 3*0 Hz EEG activity 
was 120 seconds. The sinusoidal input produced a nonlinear 
response in the EEG activity. A nonlinear model of the 
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uptake and distribution of halothane was formulated by Zwart 
et al. (1972). The model consisted of 21 compartments. The 
relationship between the blood flow through each compartment 
and the concentration of halothane resulted in the nonlinear 
aspects of the model. The data for the model was obtained 
via animal experiments as described by Ty Smith, Zwart, and 
Beneken (1972). Realization of the model via an analog com­
puter required 27 multipliers and 57 amplifiers. 
Continuation of the studies utilizing step and sine 
changes in the input concentration of halothane were 
described by Zwart and van Dieren (197^)• They detected 
rapid changes in 2 variables in response to step input 
concentrations of halothane. The variables were 1) the 
halothane concentration in the venous drainage of the brain, 
and 2) the 2.0 to 3-0 Hz band of EEG power. These rapid 
changes were in excess of similar changes described by the 
model. As a result they focused on studies of brain per­
fusion. They introduced a bolus of ^^^Xe as an input. The 
input was administered via the left internal carotid artery, 
left vertebral artery, and left supreme intercostal artery. 
They monitored the left vertebral artery as an output. 
Oscillations in the washout curves, which were similar to 
Traube-Hering-Mayer waves, were recorded. These waves were 
described by Ganong (1973). 
The brain compartment of the model was modified to 
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produce the oscillations in the washout curves. In the 
simulation the grey matter compartment and the white matter 
compartment were interconnected with an oscillating coupler. 
The phenomenon is expected to be realized physiologically via 
the transport of the agent "either by diffusion or by blood 
through existing anastomoses in an oscillatory fashion". 
Attempts at the automatic control of anesthesia have 
already been made. In 1950, Bickford developed an instrument 
to control the dose of a thiobarbiturate based on EEG poten­
tials. The amplified EEG was rectified and integrated. As 
the plane of anesthesia lightened, the EEG activity 
increased, resulting in an accumulated output of the inte­
grator. Eventually the integrator output reached a threshold 
sufficient to trigger a stepping relay. Each step of the 
relay resulted in the discharge of a measured dose of agent 
to the patient. 
The device was tested on animals for periods up to 70 
hours. It was also tested on 50 human patients undergoing 
surgery. The unit appeared to have 2 disadvantages. One 
disadvantage was attributed to the sensitivity of the unit 
to electrical noise and artifacts as well as the depth of 
anesthesia. These false signals triggered the administration 
of an excessive amount of anesthesia. 
Another disadvantage can be attributed to the design of 
the integrator. The integrator was not regularly reset. 
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This means that the measure of the depth of anesthesia did 
not depend on the rate of burst energy. So the apparatus 
described above tended toward the total depression of 
electrical activity. As a result, the device operated at a 
deep level of anesthesia. 
Bellville et al. (1954) developed an improved version 
of the servoanesthetizer. Frequency selection of the EEG 
was provided by a bandpass network. The output of the filter 
was rectified and used to drive a potentiometric servo. The 
servo controlled the valves or pumps which were necessary to 
administer the anesthetic. The device was reported to main­
tain a more precise level of anesthesia than the Bickford 
instrument. It was not intended to replace the anesthesiol­
ogist, but considered an important asset in the pharmacology 
laboratory. In clinical anesthesia, the anesthesiologist's 
judgement was necessary to consider factors other than 
anesthetic agents which could depress the cerebral electrical 
output. These factors were not discussed. 
Mean arterial pressure has also been used to control 
the depth of anesthesia. Ty Smith and Schwede (1972) have 
developed and tested a feedback system of this type. They 
have reported that "the response of the closed-loop system 
was similar to the actions performed by an anesthesiologist 
during comparable situations". 
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METHOD OF INVESTIGATION 
Naturally occurring electrical activity of the cerebral 
cortex was analyzed in the presence of changes in the depth 
of anesthesia. These conditions were established during 
experiments on animals.^ 
The changes in the depth of anesthesia were assumed to 
be the result of changes introduced in the concentration of 
the inspired anesthetic agent. These changes were considered 
to be the input to the system. The agent used in these 
2 investigations was halothane. 
The electrical activity was separated into frequency 
bands. The average power of the EEC, in each band, was 
recorded with respect to frequency and time. 
Subsequent to the experiments, the data was averaged to 
separate the random components from the modulation compo­
nents. The modulation component was assumed to be the power 
changes which were similar to and the result of concentration 
changes in the inspired agent. The modulation component 
was considered to be the output of the system. 
The procedure described above required the investiga­
tion of 4 areas. The areas were 1) the selection of a 
suitable input, 2) a means to separate and record the 
^ISU Canine Genetic Research Colony. 
2 
Fluothane, Ayerst Laboratories Inc., N.Y., N.Y. 
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frequency bands of the EEG activity, 3) a set of programs to 
average the recorded data, and U) a means to estimate the 
cerebral concentration of halothane. Before these areas are 
discussed the characterization of the EEG activity, to he 
utilized in this study, is described. 
The unstimulated activity of the EEG may be represented 
by an ensemble of generators. The number of generators in a 
spectrum, i.e., the 0.5 to 30 Hz band, is assumed to be 
large. In addition, the output of each generator is governed 
by a random process. If the EEG activity responds to the 
variations which are introduced at the input, an additional 
component is governing the output of each generator. This 
component will be referred to as the modulation component. 
The significance of the activity in a particular band of 
the EEG spectrum was considered on the basis of power. The 
power in the band was determined with respect to the total 
power of the band. Power is determined by sequentially 
squaring and averaging the signal voltage. 
Several measures of significance could have been used. 
The peak-to-peak value, the rectified peak value, the average 
value, or the RIVB value are possibilities in addition to 
power. Power provides several simultaneous advantages. 
Power is a measure of the strength of a signal. It 
provides a measure, other than 0.0, for the average value of 
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the strength of a symmetrical signal. To a greater extent 
than a linear process, the determination of power enhances 
the strong components and diminishes the weak components. In 
addition, the linear sum of the power in all the bands of a 
frequency spectrum is equal to the total power in the 
spectrum. 
The concepts outlined above follow accepted principles 
for describing stochastic systems (Carlson, I968). 
The input concentration of halothane was varied in the 
form of a sine wave which represents a fundamental input to 
the system. The response of an ideal linear system to a 
sinsuoidal input will always be a single frequency sinsuoidal 
output. The generation of additional frequencies in the 
output of an unknown system can be attributed to nonlinear-
it ies or generators within the system. 
Nonlinearities will produce a set of odd harmonics. The 
power of these harmonics will decrease as a function of the 
order of the harmonic. Even harmonics may develop if the 
nonlinearities are unsymmetrical. In either case, the total 
power of the harmonics is a measure of the output due to the 
s ine wave input. 
Generators within the system may produce outputs sponta­
neously or may be stimulated by the input. These generators 
represent random processes occurring in the system. The 
distribution of energy with respect to frequency in the 
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system may assume any pattern. However, the random energy 
which is produced in many natural systems in the 0.5 to 30 
Hz band usually diminishes as a function of an increase in 
frequency. 
The total energy measured at the output of the system 
studied in this investigation was assumed to contain these 2 
components, i.e., 1) the energy changes due to the modulation 
frequency and its harmonics and 2) the energy of the random 
processes. Therefore, a measure of the significance of any 
particular band of the EEG, for example 2 to 3 Hz, was 
described by the ratio of the total energy of the modulation 
frequency and its harmonics to the total energy in the EEG 
band. 
In order to maintain the animal in a surgical plane of 
anesthesia, the average level of the input concentration was 
1.5%' The changes in this level were between 0.0 and J.Ofo. 
These changes represented the maximum range which could be 
introduced around 1.5% without the production of a nonlinear 
input. 
The period of the modulation was selected from a com­
promise of several factors. The factors depend on the 
purpose of the modulation and the uptake and distribution 
dynamics of the agent in the experimental animal. The 
modulations were intended to introduce changes in the 
cerebral concentration of halothane. This decision was the 
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result of 2 assumptions : 1) the cerebral concentration of the 
agent was assumed to be a measure of the depth of anesthesia; 
and 2) the cortical activity was assumed to be responsive to 
the cerebral concentration of agent. Therefore it was 
desirable to produce changes which were slow enough to be 
followed by the dynamics associated with the cerebral 
concentration of agent. It was also desirable to introduce 
changes that were fast enough to allow the completion of a 
reasonable number of cycles, which would aid in the recogni­
tion of cyclic patterns at the output. 
Modulation experiments were carried out on a dog under 
anesthesia. It was determined that periods in excess of l6 
minutes would not allow more than 2 complete cycles. The 
dog returned to the second stage of anesthesia as the second 
cycle was being completed. The period selected was 8 min­
utes. This allowed the completion of 3 to 5 cycles in a 
reasonable time frame. 
The sinsuoidal variations in the concentration of 
halothane were obtained by manually adjusting the anesthesia 
machine.^ To avoid continous adjustment of the flow meters, 
the adjustments were made in 8 discrete steps. The 
introduction of steps was responsible for the generation of 
^Long Island College Model, The Foregger Co., 
Smithtown, N.Y. 
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harmonies at the input. The significance of these harmonics 
was determined from a Fourier analysis of the discrete wave 
form. The period of the transition of each adjustment was 
assumed to be 6 seconds or I/80 of the total period of each 
complete sine wave. The energy contained in the harmonics 
was determined to be less than 6% of the total energy of the 
spectrum. 
Several means exist for the separation of the individual 
frequency components of the voltages detected by the EEG 
electrodes. If an extensive computer facility is available, 
the raw data may be recorded on magnetic tape for subsequent 
processing, or a mini-computer may be programmed for on-line 
processing, or a hardwired spectrum analyzer may be devel­
oped. In situations with similar processing functions, the 
incorporation of a computer results in a more complex system. 
This may have impact on economics, reliability, potential for 
moaification, and the availability of the equipment. McEwen 
et al. (1975) has indicated that an independent system, 
dedicated to the monitoring of anesthesia, would be a 
necessary constraint for use in a hospital. 
The utilization of any system less than an extensive 
computer facility represents a sub-optimal compromise in the 
performance of the system. The hardwired spectrum analyzer 
is a feasible approach to a clinically based monitor or 
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servo controller. The hardwired analyzer was incorporated 
during the formative stages of this project. This was done 
in the pursuit of problems which otherwise would not be 
apparent until the final product was tested. This advantage 
must be weighed against the loss of fundamental information. 
Other investigators, i.e., McEwen et al. (1975) and Turbes 
et al. (1976) are using large scale computer facilities. 
Therefore, the incorporation of a hardwired system represents 
an alternate approach to these studies. 
The spectral information was recorded graphically. 
Individual spectral components were obtained from a rectan­
gular frequency window. The window was provided by an 
electronic filter. The window as 1 Hz wide. The corners of 
the window were rounded to prevent undesirable oscillations 
in the output. The output of the filter was converted to 
power. The center frequency of the window was automatically 
shifted from 0.0 to 30 Hz. As a result, in a period of 1 
minute the analyzer scanned the entire band and within 7 
seconds returned to 0 Hz and repeated the process. 
The graphical presentation was in the form of a spectral 
contourgram. The horizontal axis was linear with respect to 
frequency and the vertical axis was linear with respect to 
power. The contourgram was produced from a sequential series 
of spectrograms. As the analyzer scans the frequency band, a 
gradual displacement was added to the vertical axis. 
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Therefore, the most recent energy versus frequency contour 
appears at the top of the display, and the oldest informa­
tion appears at the bottom. By slowly scanning, the 
continous spectral activity for a 20-minute period can be 
conveniently displayed on an 8.5 x 11 inch page. 
The EEG signal was subjected to special filtering prior 
to spectral analysis. The filtering was referred to as 
equalization. The large components which predominately 
occur at the lower frequencies of the band were reduced with 
respect to the higher frequency components. This was imple­
mented to decrease the total range of power to be displayed, 
allowing smaller spacing between scans, and subsequently 
increased information on the page. The equalization reduced 
the power at 1 Hz by a factor of 4, at 2 Hz by a factor of 
1-7 and at 5 Hz by a factor of 1.1. 
Whenever a complex method of data reduction is employed 
in the presence of noise and artifact, the process may not 
be unique. That is, more than one input condition may be 
responsible for a particular output. The process of spectral 
analysis is no exception. As a result, in addition to the 
contourgrams, the raw EEG, the total power of the EEG, the 
EGG, and the breathing waveform were all simultaneously 
recorded. 
The spectrogram is intended to provide, through the use 
of a machine, an indication of the energy of specific 
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frequencies. It is obtained via an electronic or mathemat­
ical model of a resonant system, which has the property of 
oscillating at its natural frequency whenever it is 
stimulated by a rapidly changing input. Therefore, an 
impulse, which is not necessarily related to the desired 
information, may develop an energy output. As an example, 
a band of harmonics may be produced by any uniformly time-
spaced artifact. These errors may be the result of the EGG 
combined with the EEG, a large respiratory artifact, spike 
potentials generated by an epileptic seizure, periodic 
saturation of an overdriven or otherwise faulty amplifier, 
or intermittent noise produced by a faulty recording 
electrode, lead, or connector. 
The frequency location of the error harmonics will 
depend on the phase relationship between the spike potential 
and the scanning window in a continous analyzer or the 
sample period in a discrete analyzer. The suppression of 
the error harmonics on the basis of the contourgram alone 
would not be reliable. 
The sample data points, which were obtained from the 
recorders were manually listed and keyed into a calculator 
for analysis. The manual procedure may appear to be tedious, 
and it was. However, the tedium was somewhat compensated for 
by the ease of applying several different procedures to data 
sets which have complex formats. Obtaining end-tidal 
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halothane concentrations or the fundamental band edge from 
the contourgram would require complex automatic schemes. 
The time required to develop these schemes is justified only 
after they have been proven to be a reliable measure of the 
depth of anesthesia. Therefore, with these practical 
considerations in mind, a set of 5 programs were developed 
for use on a programmable pocket calculator.^ 
The process of listing the data points was a manual 
quantizing procedure. Similar errors could be expected from 
the manual process as would be found in the machine-quantized 
data. Therefore a digital filter program was developed to 
reduce the effects of these errors. 
Portions of the experiments were conducted with a 
constant level of halothane as an input. In these instances, 
a histogram provided insight into 2 parameters of the system. 
The primary EEG energy level in any portion of the 0.5 to 30 
Hz band could be determined. The remaining parameter was an 
indication of the degree of random activity. This was deter­
mined from the ratio of the energy in the primary level with 
respect to the total energy. 
The remaining portion of the experiments were conducted 
with an expected time-dependent change in the cerebral 
^HP-67/97f Hewlett-Packard, Cupertino, Calif. 
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concentration of halothane. The following programs were 
formulated for those situations. The programs were 1) a 
regression analysis, 2) a discrete spectral analysis, and 
3) a cross-correlation analysis. 
The regression analysis provided a means of obtaining 
trends of the EEG activity, which were the result of step 
changes in the output of the anesthesia machine. The pro­
gram yielded constants which described the shape of 4-
geometrical curves. The curves were linear, exponential, 
logarithmic, or power curves. The program also provided 
correlation coefficients as a measure of the degree of "fit" 
of each curve. This coefficient also reflects the signifi­
cance of random component of the EEG activity. 
Spectral analysis provided a measure of the degree of 
random activity and the linearity of the system. The random 
activity is related to the ratio of the energy in the 
modulation component and its harmonics to the total energy 
in the spectrum. The linearity is related to the energy in 
the modulation component with respect to the energy in the 
harmonics. 
Cross-correlation provided a means to compare the EEG 
spectral energy with respect to the concentration selected 
on the anesthesia machine. This is equivalent to a 
comparison of the output with respect to the input of the 
system. As a result, the time delay, phase shift, gain, and 
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linearity of the system at the modulation frequency could be 
estimated. 
A computer model of the uptake and distribution dynamics 
yielded an estimate of the cerebral concentration of 
halothane. The model was incorporated in this research as a 
means to utilize, in a quantitative manner, the results 
obtained by Zwart et al. (1972). The inputs to the model 
were the desired halothane concentrations which were selected 
via adjustments on the anesthetic machine. In return, the 
model provided a measure of the concentration of several body 
compartments. 
The original scheme was a nonlinear 21-compartment 
analog system. Since the devices which were used to realize 
the model in its original form were not available at this 
institution, the system was reduced to 5 compartments and 
implemented on the programmable pocket calculator. This 
process, required the conversion of the original differential 
equations to an equivalent set of difference equations. 
Realization of the model in terms of difference equa­
tions improved the flexibility of the model. During 
execution of the program, the time scale may be changed 
following the completion of each step. This allows the user 
to employ a time step size which is appropriate to each phase 
of anesthesia. The induction and termination phase may be 
solved with a step size of 1 minute. Following each of these 
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phases, the step size may be increased to 10 minutes or 
1 hour without restarting the simulation from the beginning. 
The input to the model may also be changed following 
the completion of each step. This allows irregular 
sequences of the input concentration of halothane to be 
administered at any point in the program. 
An attempt was made to monitor the end-tidal concentra­
tion of halothane. The fabrication and testing of an 
experimental monitor was part of these studies. 
The commercially available halothane monitors are 
sensitive to changes in the concentration of carbon dioxide 
as well as changes in the concentration of halothane. 
Therefore, these devices are not suitable for measurements 
on the intact animal. 
The analyzer fabricated for these studies was derived 
from an instrument described by Cullen (1957)• This unit 
provided a clinical means to calibrate anesthesia machines. 
Cullen pointed out that halothane may be monitored, to the 
exclusion of all other normal anesthetic gases, by utilizing 
an ultraviolet (UV) light source. The absorption edge for 
O 
halothane is 2700 A. Oxygen, carbon dioxide, and water 
O 
vapor absorb radiation below 2000 A. 
The fundamental instrumentation principal, which was 
used, is an application of Beer's Law. This law involves 
the energy absorption properties of gas molecules. In an 
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approximate form, the law relates the energy loss in the gas 
as being proportional to the product of the path length and 
the concentration of the molecules. The principle is real­
ized by determining the optical density of the gas. The 
density may be determined electronically by passing a beam 
of light through the gas and measuring the remaining light 
intensity. 
The development of a halothane"analyzer in this manner 
is based on several desirable features. The measurement is 
noninvasive, occurs in real time, and is capable of a 
continous output. Another scheme described by Roberts et al. 
(1975) required arterial catheterization. Use of a conven­
tional spectrophotometer would require discrete samples of 
cerebral spinal fluid. 
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EXPERIMENTAL PROCEDURE 
In order to obtain effects primarily attributed to 
halothane, a minimum dosage of additional depressants was 
injected into the experimental animals. The drugs used were 
1 2 
atropine sulfate and thiamylal sodium. 
Halothane is known to induce sinus bradycardia. This 
condition was controlled by injecting 0.04 mg (kg of body 
weight)"^ of atropine sulfate. The intramuscular injection 
was given 20 minutes prior to induction. 
Intubation was carried out following the injection of an 
ultrashort acting barbiturate. Initially, 22 mg (kg of body 
weight)"^ of thiamylal sodium was injected in a intra­
venous solution during this procedure. Additional thiamylal 
sodium was required, in some cases, to complete the procedure. 
Immediately following intubation, a kfo concentration of 
halothane, mixed only with oxygen, was administered. The 
oxygen flow rate was set to 1.0 1 min~^ for dogs up to 25 kg, 
and 1.5 1 min~^ for dogs between 25 and ko kg. The 4^ 
halothane concentration was maintained for approximately 5 
minutes. Subsequently, the concentration was reduced to 2fa 
for 3 minutes. A maintenance dose of from 0.5 to 1.5^ was 
selected to produce a breathing rate of approximately 15 
^Atropine sulfate, Wolins, Melville, N.Y. 
^urital,*® Parke-Davis, Detroit, Mich. 
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"breaths min ^ and a heart rate of approximately 120 beats 
min"^. 
Throughout the procedure the respiratory rate, heart 
rate, palpebral reflexes, and pedal reflexes were considered 
prior to each readjustment of the halothane concentration. 
Modification of the maintenance dose was made following 
noticeable changes in heart rate or long-term changes in 
respiratory rate. In a few cases the sporadic loss of 
several heart beats was noticed; this was considered normal 
and no corrective measures were attempted. 
The step modulation was accomplished by selecting a 
dose of 2% for 15 minutes, followed by a dose of Vfo for 20 
minutes. Following the 20-minute period, the maintenance 
dose was re-established. 
The sine modulation was carried out with a sequence 
dose of 1.5, 2.5, 3*0, 2.5, 1.5, 0.5, 0.0, 0-5^ each cycle. 
Each adjustment was executed during the retrace of the 
contourgram recorder. In all cases, 3 complete cycles of 
modulation were completed. 
The halothane concentration was established in a copper 
kettle vaporizer, which was part of the anesthesia machine. 
The gas mixture was fed into a circle breathing apparatus, 
which was also part of the anesthesia machine. The COg 
absorption canister contained barium hydroxide 
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lime crystals.^ 
The circle "breathing apparatus was eliminated in the 
last 2 procedures. The output of the Forreger mixing valve 
was fed to the inspiratory valve in parallel with a noncol-
lapsible bellows, as illustrated by Schreiber (1972). The 
output of the expiratory valve was directed to the building 
ventilation system, which subsequently vented into the 
atmosphere external to the building. 
The noncollapsible bellows, and the connection to the 
building ventilation system was fabricated with 4-inch 
household dryer vent pipe material. A counter weight was 
provided for the bellows with a pair of pulleys, cotton cord, 
disposable cup, and a lead weight. 
The experimental procedures which followed the initial 
7 subjects were carried out with the benefit of a lactated 
ringers intravenous solution and an electric blanket. The 
intravenous solution contained 3•75 gr 1~^ of sodium 
bicarbonate.^ The rectal temperature did not fall below 35*C 
during the 4-hour experimental period. 
Basically, three electrode schemes were utilized to 
obtain the EEG throughout the course of the experiments. 
^Carbon dioxide gas absorbent, Chemetron Medical 
Products, Chicago, 111. 
% odium bicarbonate, Abbott, North Chicago, 111. 
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Initial subjects were fitted with conventional pin 
electrodes,^ and with chronically implanted screw electrodes. 
Nine subjects in subsequent experiments provided data while 
simultaneously undergoing surgery for cardiovascular 
research. These subjects required special electrode prepara­
tion to reduce motion artifact from breathing and the 
surgical procedure. Attempts were made to mechanically 
isolate the electrode lead wires from the surgery table and 
to secure them to the animals scalp. Although temporary 
improvements were realized, the artifact was not sufficiently 
diminished over long monitoring periods. Therefore, the 
following procedure was adopted during the cardiovascular 
experiments : 
1. Make a midline incision, approximating the mid- . 
sagittal suture. 
2. Bluntly retract, and laterally reflect the under­
lying muscles approximately 2 cm. 
3. Elevate the external periosteal tissue. 
4. Pre-drill electrode holes with a #80 bit, at 
moderate speed, to a depth of approximately 5 mm. 
5. Insert platinum pin electrodes. 
Since the subjects of these experiment were terminated prior 
^E2 platinum needle electrode, Grass Instrument Co., 
Quincy, Mass. 
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to recovery from anesthesia, the wound was not closed 
following removal of the electrodes. 
A 10-kg "beagle was chronically implanted with screw 
electrodes, according to the procedure outlined below 
1. Mount the head in a stereotaxic instrument. 
2. Make a midline incision, extending from approx­
imately 1 cm above the level of the orbital bones 
to 1 cm above the inion. 
3. Bluntly retract, and lateraly reflect the under­
lying muscles approximately 2 cm. 
4. Elevate the external periosteal tissue. 
5. Pre-drill electrode holes, with a #25 bit, by 
manual rotation, with frequent examination of the 
depth to prevent puncture of the meninges. 
6. Insert 3/8 X 10-24 stainless steel screws, 
premeasured to locate them on the surface of the 
meninges. The lead wires, should be soldered to the 
screws prior to the procedure. 
7. Twist the screw lead wires and the connector lead 
wires to establish an electrical connection. 
8. Test electrical continunity with respect to the 
reference electrode and each independent electrode 
from a connector mated with the connector to be 
implanted. 
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9- Arrange the lead wires between the pins and pot the 
1 
entire assembly with dental acrylic. 
10. Test for the presence of electrical activity. 
The muscles and the skin were allowed to establish a natural 
position on the surface of the acrylic mold. The wound was 
not formally closed with suture. 
Several days following surgery the animal with the 
implanted electrodes, acquired a cerebral infection and 
edema. This was exhibited by abnormal locomotion, i.e., 
excessive circular patterns favoring a particular direction. 
The edema was corrected by a daily administration of 
mannitol. A dose of 2.2 mg in a 20% solution was given 
intravenously. 
A set of 4 electrodes were attached to each subject. 
The leads were designated as ground, reference, channel 1, 
and channel 2. The ground was connected to the ground plane 
of the input-amplifier, and the remaining leads were 
connected to the input of separate amplifiers. In order to 
establish channel 1 and channel 2, the output of the refer­
ence amplifier was subtracted from the output of the 2 
remaining input-amplifiers. 
The electrode arrangement described above established 
an impedance on the reference electrode equal to the impe­
dance of each of the channel electrodes. The impedance of 
^Hygienic Cold-Cure, Hygienic Dental Mfg. Co., Akron, 
Ohio. 
2 Osmitrol, Travenol Laboratories, Inc., Dexter, 111. 
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the reference lead would have been reduced with the addition 
of each channel if a separate amplifier was not provided for 
that lead. 
The reference and ground electrodes were located on the 
midline of each subject in the frontal region. The remain­
ing leads were connected at various locations in order to 
compare the signal-to-noise ratio with respect to electrode 
position. Throughout the course of the experiments these 
electrodes were placed 1) in the frontal region within 1 cm 
of the midline, 2) in the frontal region 2 cm from the mid­
line, 3) in the mid-parietal region, 4) in the mid-temporal 
region, and 5) 2 cm from the midline in the occipital region. 
Breathing parameters were monitored by inserting sensors 
between the inspiratory-expiratory flow control valves, and 
the endotracheal tube. Indirect respiratory flow was derived 
from thermal changes in excess of 0.05 Hz. Prior to each 
experiment a 1.5% concentration of halothane derived from the 
anesthetic machine flow and temperature meters was used to 
balance and calibrate the halothane monitor. The end-tidal 
halothane concentration was taken at the peak of the 
breathing waveforms. The complete breathing system is 
illustrated schematically in Appendix A, utilizing symbols 
selected by Schreiber (1972). 
The EGG was recorded with 20-gauge needle electrodes in 
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a conventional lead II configuration. The amplifier 
bandwidth ranged from 0.5 to 100 Hz, with a 4o dB notch 
filter at 6o Hz. The EGG was combined, by summation, with 
the thermal respiratory flow measurement. The comparative 
magnitudes of each waveform were chosen with a balance 
control and displayed on the lowest chart recorder channel 
without regard to an absolute magnitude calibration. 
The sequence of experimental procedures is listed in 
Table I. The table includes the primary agent, the electrode 
type, and the extent of the instrumentation. 
TABLE I. Experimental procedures 
S equence Agent Electrode Instrumentation 
3,4 
5.6 
7-16 
18,19 
20 ,21  
sodium- . pin 
pentobarbital 
sodium-
pentobarbital screw 
sodium-
thiamylal screw 
halothane screw 
halothane pin 
natural sleep screw 
halothane screw 
raw EEG recorder 
continunity test for 
implant procedure 
breathing, EGG, Spectrogram 
breathing, EGG, Contourgram 
breathing, EGG, Gontourgram 
Spectrogram 
halothane analyzer, EEG, 
Gontourgram 
1 ® Napental, Beechan-Massengill, Bristol, Tenn. 
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INSTRUMENTATION AND PROCESSOR DEVELOPMENT 
Hardware Development 
The electrical potential developed at the EEG electrode 
interface is fed into an input-amplifier. The input-
amplifier is a low-noise, high-impedance device located 8 
inches from the electrode site. The DC voltage gain is 0.5-
The midband gain is 37 and its bandwidth is 0.05 Hz to 
2.0 kHz. 
The input-amplifier is a conventional differential 
amplifier biased with an emitter current source and loaded 
with a current mirror, emitter follower combination. The 
low-noise is achieved by l) selection of the differential 
amplifier pair^ and 2) selection of the emitter bias current. 
The criteria for achieving a low-noise design is described by 
Rheinfelder (1964) and Motchenbacher and Fitchen (1973)* 
To reduce the noise picked up by the cable to the main 
processor, the line impedance is reduced to 100 Ohms and a 
differential configuration is maintained to the processor 
board. The subtraction process which is required to achieve 
common-mode rejection and a differential lead configuration 
is incorporated in the first stage of the main processor. 
An indication of a lead fault is obtained by monitoring 
the quiescent bias of each input-amplifier. In this system. 
'2N3904, Motorola, Phoenix, Arizona 
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a lead fault is the loss of electrical continuity to ground. 
A lead shorted to ground will result in a "normal" indica­
tion. A fault condition is indicated if the amplifier output 
is "below 0 Volts. An output in excess of 8 Volts indicates 
electrical continuity and saturation of the amplifier. The 
amplifier will remain saturated until the low-frequency, 
high-pass filters re-charge. This requires approximately 
15 seconds. 
The preprocessing-amplifiers on the main processor 
increase the gain to a factor of 60,000 and increase the low-
frequency band edge to 0.5 Hz. Subsequent filters reduce the 
high frequency edge to 30 Hz, and provide for the equalized 
response. The 30 Hz edge is achieved by an 8-pole Chebyshev 
network with 0.1 dB pass-band ripple. The 30 Hz edge 
prevents aliasing in a mixer which is part of the subsequent 
signal processing. A 2-pole high-pass resonator with a -3 dB 
frequency of 1.55 Hz and a Q of 1 provides equilization. 
Several fixed low-frequency filters are required in the 
instrumentation of this project. Graphs of the normalized 
gain and phase parameters of these filters are given in 
Zverev (196?). Weinberg (1975) provides formulas and tables 
of the pole values required by these networks. The pole 
values are realized by cascading 2-pole resonators which 
may be implemented with integrated circuit operational 
amplifiers. The design of these amplifiers is described by 
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Gefie (1968). 
The stability of the characteristics of these filters 
depends on the configuration of the resonator. Geffe (1970) 
provides an analytical basis for the comparison of the many 
resonator configurations which have been proposed. These 
criteria may be easily applied to the transfer function of 
any resonator that the designer is considering. 
The automatic frequency-scanning feature of the spectrum 
analyzer is obtained with a variable bandpass filter. The 
bandpass filter in this device is an 8-pole commutator 
filter. A commutator filter is a hybrid system, possessing 
the frequency stability of a digital filter without the need 
for A to D conversion. The transfer function for these 
filters has been derived by Ranks and Sandberg (i960), 
Visel (1973) discussed their practical capability and Feller 
(197^) considered the realization of commutator filters via 
modern integrated circuit components. 
The commutator filter is sensitive to its resonant 
frequency and all the harmonics of that frequency. Therefore 
the harmonics of the resonant frequency must be removed in 
order to select a single frequency. If the harmonics are to 
be removed by a fixed low-pass filter and the base band to be 
scanned is greater than one octave, the base band must be 
translated to a higher frequency before processing. In this 
system, the base band is translated up to a range of l4o to 
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170 Hz. The translation is realized by a mixer which is 
driven by a square-wave fixed oscillator tuned to l4o Hz. 
The fixed harmonic rejection filter is an 8-pole Chebyshev 
network tuned to 170 Hz. 
Selection of the oscillator frequency represents a 
compromise depending on the complexity of the fixed filters 
and the maximum Q of the commutator filter. As the oscil­
lator frequency is increased, the commutator filter must 
achieve a higher Q in order to provide a 1 Hz bandwidth. As 
the oscillator frequency is reduced, the shape factor of the 
fixed filters must be reduced, which requires a more complex 
fixed filter. The spectral energy distribution at the output 
of the mixer is shown in Figure 1. Figure 1 (a) represents 
the system as it was tuned for these experiments. Figure 1 
(b) represents a 6o Hz base band capability, which could be 
achieved by retuning the existing circuits. 
The commutator filter requires a clock input which is 8 
times its resonant frequency. This clock is a voltage-
controlled oscillator (VCO) which is driven by a 1-minute 
ramp generator. The ramp generator also provides the drive 
for the horizontal axis of the contourgram recorder. The 
output of the commutator filter undergoes additional filter­
ing to remove clock frequency components introduced into the 
signal by the commutator filter. The components interfere 
with proper operation of the squaring circuit, which is part 
OdB 
(a) system tuned for a 30 Hz base band 
relative energy 
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Figure 1. Spectral energy distribution at the output of the mixer. A denotes the 
base band ; B denotes the commutator filter resonant frequency band; 
C denotes the harmonic frequency bandd of the commutator filter; 
D denotes the bands which are eliminated by the harmonic rejection 
filter. 
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of the power conversion process. After squaring the power is 
obtained from a 28 Hz Bessel filter. The power output is 
summed with a 20-minute ramp generator to drive the vertical 
axis of the contourgram recorder. 
Figure 2 is a block diagram of the spectrum analyzer 
electronics. Appendix B contains detailed schematic diagrams 
of the corresponding circuits. Detailed development criteria 
tuning procedures, and test specifications are available in a 
previous thesis (Valenta, 1975). This thesis also contains a 
detailed description of the zero-crossing detector, the total 
power channel, the ECG monitor, and the respiratory monitor. 
The circuit design of the mixer, fixed oscillator, VCO, 
and the ramp generator follow the principles which are 
described by Strauss (i960) and Tobey et al. (1971)• The 
squaring circuit is a modification of the AC configuration 
designed by Sevin (19^5)• DC stability, i.e., isolation from 
supply voltage changes, is achieved by biasing the input 
differential amplifier and the field effect transistor 
amplifier from a common source. 
The spectral window is 1 Hz wide, has a range of 27 dB, 
and a shape factor of 7^ dB octave"^. The gain of the 
entire system is given by: 
e^ - 18*10^ e.^ , 
o 1 
where e^ and e^ are the respective input and output voltages. 
The analyzer output is scaled to indicate 1 volt femtowatt"' 
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Figure 2. Spectrum analyzer electronics 
VCO 
Squarer Bessel Filter 
X-Y 
Recorder 
Commutator 
Filter 
Input 
Amplifiers 
EEG 
Electrodes 
2o-minute 
Ramp 
Generator 
1-minute 
Ramp 
Generator 
Clock 
Rejection 
Filter 
Preprocessing 
Amplifiers 
Harmonic 
Rejection 
Filter 
Fixed 
Translation 
Oscillator 
Anti-aliasing & 
Equilization Filters 
50 
of input power. The output power, P, in femtowatts is 
related to the input voltage by 
P = 0.018 e^^ 
where the input voltage is expressed in^Volts. Conversely, 
the input voltage is given by 
e. = 7.45/T . 
The halothane analyzer requires a UV light source, a UV 
photodetector, and electronic amplification and filtering. 
The change in light intensity is determined by electronically 
subtracting the output from a reference and a sample 
phototube. The reference phototube viewed the light source 
directly. 
Since the total energy exposed to both phototubes is 
relatively large, in comparison to the energy difference, the 
phototube noise is significant. This noise is predominately 
very low frequency drift. The drift of the phototubes is 
recorded along with the halothane concentration by period­
ically exposing both phototubes to a reference light path. 
The light path is automatically modified every 20 seconds for 
a period of 1 second, through the use of a mirror and a 
motorized shutter. The reference condition appears on the 
record as a regularly spaced level bracketed by narrow 
spikes. 
AC components which are introduced by the light source, 
require electronic filtering. The filter was realized with 
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2 first-order low-pass sections, a second-order low-pass 
resonator, and a notch filter. The first-order sections 
were incorporated into the subtracting amplifier at 0.38 and 
20 Hz. The resonator and notch were located at 7-5 and 15Hz, 
respectively. 
The halothane analyzer is diagrammed in Figure 3- The 
sensitivity at the output of the filter is 10 my 
{fo halothane)"^ after passing the gas mixture through a 0.5-
inch diameter sample-tube. A schematic diagram of the 
halothane analyzer electronics is included in Appendix C. 
Stimson (1974) describes the design considerations 
which must be allowed in order to transmit the UV light. 
The mercury vapor light source is housed in a dual envelope. 
The inner envelope is quartz, which passes short wavelength 
energy, and the outer envelope is glass, which is not. 
Therefore, since the tube is intended for use in a UV 
system, the outer envelope must be carefully removed with a 
diamond saw. The tubes which carry the unknown gas through 
the UV light path must be made of quartz, and the reference 
mirror must be silvered on the front surface. In addition, 
the phototubes are housed in a special envelope which is 
characterized with an S-5 spectral response. This system 
does not contain lenses. If a lens system is to be developed 
quartz lenses must be utilized. 
UV Photo-
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Figure 3- Halothane analyzer diagram 
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Data Programs 
The programs accept data read directly from the 
recorder in mm. In order to conserve calculator memory the 
data is limited to 2 significant figures ranging from -4-9 to 
50. Data from 00 to 50 is stored without modification; 
however, data from -4-9 to -01 is stored from 51 to 99 by 
adding 100 to the original value. A set of 5 data points is 
loaded into each calculator register. As a result, 125 data 
points may be simultaneously loaded into the calculator. 
Once loaded, these data points may be permanently recorded 
on magnetic cards. 
In order to store and recall the compact data sets, the 
calculator must derive the memory register and data position 
within the register from the data address. The register 
information is used to locate the set of 5 data points, and 
the position is used to derive the 2-digit value from the 10-
digit register value. The following formulas describe this 
process. 
Register, 
I = Int(n/5) ; 
Position, 
P = 5(Frac(n/5)) ; 
Sum stored value, 
X = [int(d)]. io(8+2P) . 
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Recalled data value. 
d = Int [Frac(X/lO^^° 100 
where 
I = register address, 
P = data position, 
n = data address, 
X = 10-digit value stored in I, 
d = 2-digit data value. 
The data conditioner program is a means of reducing 
errors associated with the sampling and quantizing process. 
Specifically, routines are incorporated which allow trans­
lation, magnification, filtering, integration, and 
differentiation of the data. A set of 50 data points is 
nondestructively conditioned from the primary registers to 
the secondary registers. The nonrecursive process utilized 
in the conditioner routines are formalized as follows; 
Translation, 
d(nT) = K ^ d(nT) ; b y 
Magnification, 
d^(nT) = d^(nT) ^  Kd^(nT) ; bp p 
Filtering, 
Integration, 
n 
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Differentiation, 
dg(rfr) = dp(nT) - dp[(n + 1)T] ; 
where 
dg = data in the secondary registers, 
d = data in the primary registers, 
n = data address, 
T = time, 
K = a fixed constant. 
The schemes are similar to those incorporated in a 
commercially-availble data conditioner. 
A histogram of the 2-digit data in the primary registers 
is accumulated in 50 addresses of the secondary registers in 
the second program. This histogram is a discrete probability 
density function of width 2, for the data which ranges from 
-^9 to 50. These functions are described in Winkler and 
Hays (1975) .  
The number of data points in each range is obtained by 
recalling the primary data, and using half the data value as 
the secondary address for sum storing a value of unity. The 
output of the histogram program is obtained by sequentially 
recalling the data which is in the secondary address of the 
calculator. A graphical presentation may be secured by 
manually plotting the values. 
"Model 1070, Nicholett Inst. Corp., Madison, Wis. 
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The histogram program also determines the mean and 
standard deviation of the primary data according to these 
conventional formulas: 
d(n) = data value at address n, 
N = total number of data points. 
The formula for the mean and standard deviation are also 
discussed in Winkler and Hays (1975)• 
The third program is a modification of a commercially 
available curve-fit program.^ The program fits up to 69 
2-digit data values to a straight line or an exponential, 
logarithmic, or power curve. The data address is taken as 
the independent variable and the data value as the dependent 
variable. The zeroth address is reserved for the number of 
data points. The modification involves the sequential 
recall of the 2-digit data values. The regression formulas 
provide the coefficients which specify the curve. 
Mean, N-1 
Standard deviation, 
where X = mean 
^HP-67 Standard Pac, Hewlett-Packard, Cupertino, Calif. 
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The regression formulas are given below for convenience 
Regression coefficients, 
a = ^[[d(n) - b[n 
b = lm~^ 
r^ = m"^ ^ ^ d(n) -1 N 
where 
1 = E" d(n) - i • 
" = ' 
n = data address, 
d(n) = data value, 
N = number of data points, 
2 
r = coefficient of determination. 
The linear curve fit, y = a + bx , is obtained from 
the formulas by direct substitution. 
"bx The exponential curve fit, y = ae , is found by 
obtaining the natural logarithm of the data value prior to 
substitution into the linear regression formula. In addition 
a is replaced by exp a. 
The logarithmic curve fit, y = a + b In x , is deter­
mined from linear sums of the data values and logarithmic 
sums of the data address. 
The power curve fit, y = a x^ , is derived from 
logarithmic sums of both the data value and the data address. 
It is also necessary to replace a by exp a for this fit. 
The Fourier analysis program is realized via the 
rectangular-to-polar conversion function on the calculator 
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according to the following formula: 
N-1 
d(n) /2 nkN"^ , 
where a^ = twice the average value, 
= peak value of the AC component, 
9^ is such that the cos component is referenced to 
the zero-time data point, 
k = frequency harmonic, 
n = data address, 
N = number of data points. 
This implementation of the direct Fourier transform is 
obtained via an application of Euler's identity, i.e., polar-
to-rectangular conversion, to the formula for the discrete 
transform which is given in Gold and Rader (1969). 
Implementation of the formula requires that all the data 
be manipulated for each frequency. As a result, execution of 
the program requires approximately 5 minutes for each com­
ponent desired. The program will yield the harmonic number, 
the frequency or period of the harmonic, the phase, and the 
linear or power of the vector for up to 45 components. In 
this case the data must be recorded after each component is 
derived. If only the harmonic number and the magnitude of 
each component is desired, the calculator may be allowed to 
compute the entire spectrum for up to 50 data points, or 
25 harmonics, before removing the data from the machine. 
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The final program in the data pack computes the cross-
correlation function of the stored 2-digit data. The 
discrete form of the cross-correlation function is given "by 
N-1 
c(T) = X [(n + r)T] y(nT) , 
n=0 
where c(r) = cross-correlation function, 
r = time delay, 
x(nT) = reference data, 
y(nT) = output data. 
The formula is discussed in Gold and Rader (19^9)• 
The program will compute the cross-correlation function 
for up to 32 output data points. Source data must be care­
fully loaded. The output data, y[(0)T]| through y[(N-1)T| 
must be loaded in address zero through (N-1) followed by 
the input data x[-(N-l)TJ through x[^(N-l)Tj . The cross-
correlation function is stored in reverse order in the 
secondary registers. The reversed condition is the result 
of maximizing the memory capacity of the program. Provision 
is made for sequentially displaying the program output to 
reduce errors associated with plotting the data in its 
confused condition. 
The programs described above were all tested with 
ideal functions and with ideal functions combined with 
additive noise. A set of user instructions and a program 
listing for each routine is available in Appendix D. 
6o 
Model 
Each compartment of the model assumed the properties 
of a constant volume, well-mixed, single-input and single-
output system, as illustrated in Figure 4. The compartmental 
data of the original system was obtained from Table 2 of 
Zwart et al. (1972). The compartments were combined 
according to the formula 
ÏJ = -r AgVg + + . . . - _ 
Selection of the elements of each compartment was dependent 
upon minimizing the range of equivalent gas volume flow 
rates. That is, 
^i " ^blood ^ i (^i^i) ^  
was computed for each of the original compartments. Subse­
quently adjacent values of were combined in the 5-
compartment model. 
The lung compartment accounted for the pulmonary 
functional residual capacity plus the blood and tissue volume 
of the lungs. The second compartment represented the vena 
cava, the arterial blood volume, the skin shunt, and the 
blood and tissue volume of the well-perfused organs. The 
blood and tissue volumes of the heart, poorly-perfused 
organs, the organs drained by the portal and hepatic 
circulation (splanchnic), and the skeletal muscle comprised 
the third compartment. A separate compartment was provided 
for the fat, since k^ deviated from the other compartments 
6i 
c = AQV~^ (c^ - c^) , 
Cq = c . 
where 
c = dc/dt , 
c = equivalent gas volume fraction of the agent in the 
compartment expressed as a percent, 
c^ = percent of the agent entering the compartment, 
Q = volume flow rate of the agent through the compartment, 
= coefficient which converts the liquid fraction to 
the equivalent gas fraction, 
V = total compartmental equivalent gas volume. 
* 
Stirrer represents the assumption of a well mixed 
compartment. 
Figure 4. Single compartment model 
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by several orders of magnitude. The fifth compartment com­
bined the blood and tissue volume of the white and grey 
matter of the brain. Figure 5 is a representation of the 
reduced model in block form along with the development of 
the differential equations of state. The procedure for 
obtaining these equations from the block diagram is out­
lined in Derusso et al. (1965)• 
The nonlinear aspects of the system were accommodated 
through the use of a piecewise approximation. Table 3 of 
Zwart et al. (1972) provided the volume flow rates for 2 
levels of halothane. These levels were divided into 4 equal 
ranges, and the flow parameters were linearly interpolated 
at the midpoint of each range. This resulted in 4 sets of 
coefficients for the state differential matrix. 
The system of equations, for each of the halothane 
levels, was solved for 3 "basic periods. This yielded a 
5x5 state transition matrix and a 1 x 5 state input matrix 
for each concentration and each period, or a total of 3^0 
constants. These constants were loaded into a set of 
difference equations. The equations may be stepped through 
any sequence of the basic periods of 1, 10, or 6o minutes. 
The flow conditions, compartmental volumes, and the resulting 
matrix constants are tabulated in Appendix E. 
The differential equations were solved with an 
application of Mason's formula, which is described by 
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Figure 5* Diagram of the model and the differential 
equations of state 
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Saucedo and Schiring (1968). is a method which yields the 
impulse response of each integrator output with respect to 
every integrator input. In terms of the state transition 
matrix, element a^^ represents the output of the i"^^ 
variable in response to an initial condition on the 
integrator. Therefore a system of equations may be solved 
according to the following procedure. 
The differential form of the system must be programed 
on either a digital or an analog computer. Then an initial 
condition of unity is applied to the first integrator and the 
system is allowed to run for the basic period. The out­
put of the integrators represent the first column of the 
difference equation matrix. The next column is found by 
applying the unity initial condition to the second integra­
tor. The process is continued until the entire matrix is 
determined. The solution to the input matrix is found in a 
similar fashion, except that a continous unity input is 
applied to the input of the differential system. The output 
of each of the integrators, after the basic period has 
lapsed, represents the difference equation column matrix 
for the input to the system. 
Integration of the differential equations was achieved 
with the Euler Predictor form of numerical analysis. This 
method of integration is described by Jennings (1964). 
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The process is represented by the formula 
X^k + l)Tj = X(kT)+TX(kT) , where T is the 
period of each increment, and the maximum k is the number of 
increments required to complete the basic period. One-
hundred steps were used for the 1- and 10-minute periods and 
4oo steps were required to obtain a stable solution for the 
6o-minute period. The Euler predictor method is a first-
order linear approximation to the solution of the 
differential equation. As indicated by the formula, the 
value following each increment is equal to the sum of the 
previous value (integrating aspect) and the linear predictor, 
which is the increment size times the slope. 
The procedure which is programed in order to solve the 
difference equations is described by Smith (1975). 
Each procedure of the model program was tested with a 
simple idealized input condition. In addition a second-order 
system was solved analytically and numerically using the 
procedure described above. The user instructions and the 
program listings for the model are given in Appendix E. 
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EXPERIMENTAL RESULTS 
The experiments provided a wide range of situations, 
some intentional and others not intentional. A few of the 
conditions were easily interpreted, due to the gross 
responses which followed. In one case, early in the course 
of the experiments, a gradual increase in heart rate was 
noticed. Subsequently, the animal returned to a very 
shallow plane of anesthesia. In another case the animal 
was subjected to a continous k-fa dose of halothane. After a 
period of 30 minutes a new band of EEC- activity appeared in 
the region from 19 to 26 Hz. The kettle was turned off and 
the activity subsided. After a short period the kettle was 
reinstated and a 2% mixture was administered. This resulted 
in the return of the 19 to 26 Hz activity at a reduced 
strength. 
Several experiments were performed on a 10 kg beagle 
which had permanently implanted electrodes. If the animal 
had not been subjected to anesthesia for several months, it 
would recover from anesthesia in 15 minutes. If the previous 
experiment was only 2 weeks earlier, the recovery period 
would be 2 to 3 times longer. No other gross changes in the 
record, taken during anesthesia, were noted. It became 
evident that the time required to recover from anesthesia was 
dependent upon the period which had lapsed since the previous 
anesthesia experiment. 
6? 
The beagle also provided good records of the recovery 
period, since it was reasonably quiet during the transition 
stages. The shift from delta to alpha activity was easily 
recogonized in both the raw data and the contourgram. 
Following induction, a level of halothane could usually 
be found which resulted in a heart rate of approximately 
110 beats min"^ and a respiration rate of approximately 12 
breaths min~^. Following a period of an hour or 2, the 
amplitude of the EEG and the respirations both diminished by 
a factor greater than 4. The respiratory rate typically 
increased to 20 or beyond. If the halothane was cut off the 
animal returned to a lighter plane of anesthesia. However, 
the initial amplitude of the EEG and respirations were main­
tained for periods up to 4 hours if a buffer was infused 
intravenously during the experiment. These facts suggest 
that the blood chemistry should be maintained if the EEG, 
respiration, and heart rate are to provide a reliable 
indication of the depth of anesthesia. 
Figure 6 is a reproduction of 3 raw EEGs. These frontal 
lead recordings were made as the beagle was recovering from 
anesthesia. They were recorded 10 minutes apart. The trace 
at the top of the page was made after the animal had 
regained consciousness. The recording at the bottom of the 
page was made during stage 3 of anesthesia. The center trace 
represents a transition stage. 
Awake 
Transition stage 
100 ywVolts 
Figure 6. Raw EEG recordings which were obtained during 
the termination of anesthesia 
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The awake recording consists primarly of low-amplitude 
high-frequency alpha activity. The recordings made during 
anesthesia contain larger-amplitude desynchronized activity. 
The stage 3 trace has strong low-frequency components. 
The primary source of data for the analytical interpre­
tations of these experiments was the contourgrams. An 
example of a recording which was produced during the 
termination of anesthesia is shown in Figure ?• Each line 
represents the average energy as a function of frequency. 
The first scan began at the bottom of each page. As time 
increases, the scans were stacked until the page was full. 
The contourgram shown in Figure 7 may be used to verify 
the ability of the spectral output to respond to the changes 
in the plane of anesthesia. The initial contours were 
recorded during the third stage of anesthesia. They indicate 
strong low-frequency activity. The bandwidth of the EEG was 
reduced as the animal entered the second plane of anesthesia. 
The transition into the second stage and the first stage was 
indicated by the progression of reflex activity. The eye 
reflex was followed by a significant shift of energy to the 
higher frequencies. The jaw reflex was accompanied by 
excessive motion and the loss of the integrity of the 
electrical cables. 
Several methods were considered in an effort to obtain 
a table of data from the contourgram. Each output was 
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cross-correlated with its respective modulated input, i.e., 
the concentration of halothane which was adjusted on the 
anesthesia machine. Naturally the method with the strongest 
correlations, or the smallest random variable, was selected. 
One other consideration was incorporated: particular 
attention was given to those methods which could be most 
easily implemented with a machine. 
The most successful determination of the band of 
maximum correlation depended on a tedious but straight­
forward approach. Vertical lines were drawn on the 
contourgram which divided the spectrogram into 30 equal 
bands. The maximum level in each band was tabulated as a 
function of time. Each data point represents a sample of 
the peak energy in a specific band. The duration of each 
sample was 1.77 seconds, and the repetition rate of the 
sample process was 1 minute. 
A plot of the data which was obtained from a sine-
modulated experiment is shown in Figure 8. The data repre­
sents the peak energy samples from the 0 to 1 Hz band of the 
EEG. The band with the smallest random variable was 
determined by a comparison of the data from all of the EEG 
bands. The comparison was based on the discrete spectral 
analysis of the peak energy data. The results of this 
analysis, for 3 EEG bands is given in Figure 9« 
The spectrograms in Figure 9 were based on the data 
2.5 femtowatts of Power 
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Figure 8. Data obtained from a sine-modulated contourgram 
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which was recorded during the last 2 cycles of a sine-modu-
lation experiment. Therefore the total sample period for the 
spectrogram was l6 minutes. This places the fundamental 
component of the 8-minute modulation frequency at the second 
harmonic of the spectrogram. Similarly, the harmonics of the 
modulation frequency are located at the fourth and sixth 
components of the spectrogram. 
The combined energy of the modulation frequency compo­
nents with respect to the total energy in the spectrogram is 
48^ for the 0 to 1 Hz band, 28^ for the 3 to 4 Hz band, and 
JiJ)% for the 6 to 7 Hz band. Since the total energy of these 
components is related to the modulation process, the 0 to 
1 Hz band is the most favorable. 
A similar procedure may be used on the step response 
data. In this case the regression program provides an 
acceptable average. Figure 10 illustrates the fit which was 
obtained from 3 bands of the contourgram of a step response 
experiment. The coefficient of determination indicates that 
the best fit occurred in the 6 to ? Hz band. 
The instrumentation provided several parameters which 
were cross-correlated with sine-modulated data. The data 
were averaged for a period of 1 minute in order to provide a 
uniform time scale for all the records. Figure 11 is 
intended to provide a basis for understanding and comparing 
the results of the cross-correlation. 
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Figure 10. Logarithmic curve fits obtained from a 
step modulated experiment 
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Figure 11. Curves of (a) the input concentration, 
(b) the expected cerebral concentration, and 
(c) the ideal cross-correlation (dimensionless) 
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Figure 11 (a) is the input concentration of halothane 
which was adjusted on the anesthesia machine. Figure 11 (b) 
is the expected cerebral concentration of halothane. The 
latter concentration was obtained by simulating the exper­
iment on the model. The concentration of all the 
compartments at the beginning of the sine-modulation 
experiment was determined by running the model through the 
complete time course of anesthesia, i.e., from induction up 
to the modulation process. The curve in Figure 11 (b) 
indicates that the modulation cycles of halothane in the 
brain began after a delay of 3 minutes. Figure 11 (c) 
represents the ideal cross-correlation which would result 
from a linear system that possessed no noise, gain loss, or 
time delay. 
The ordinate of the cross-correlation curve was normal­
ized in the graphs in this report. This was achieved by 
dividing each point in the curve by a common factor. The 
factor was the product of the average value of both of the 
inputs to the cross-correlation process. 
Figure 12 was produced from the cross-correlation of the 
instrumentation data. These curves represent data which 
were recorded simultaneously. The delay may be measured 
from the 0 time reference to the beginning of the cosine 
wave form. The normalization scheme provides a common basis 
for comparison of the significance of each curve. The 0 to 
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Figure 12. Cross-correlation of the instrumentation data, 
curve (a) is the 0 to 1 Hz EEG band, (b) is the 
breathing rate, (c) is the heart rate, (d) is the 
EEG power meter, and (e) is the EEG rate meter 
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1 Hz band of the EEG and the breathing rate have a peak 
amplitude of approximately 1/3. The remaining curves have a 
peak value of approximately 1/5. The delay in the response 
of the EEG is slightly longer than the delay in the breathing 
rate; 1.5 and 1.0 minutes, respectively. The delay of the 
heart rate curve was approximately 6 minutes. The amplitude 
loss of the first peak of the heart rate curve may also be 
related to its delay. 
The power and rate meters are simple approximations to 
the frequency- and time-domain analysis of the EEG. The 
power meter is not responsive to the shift of energy between 
bands, and the rate meter is sensitive to the shift of a 
single frequency but is confused by the presence of multiple 
frequency components. The curves of Figure 12 (d) and (e) 
are weak and distorted in comparision with the curve of 
Figure 11 (c). 
Some consideration was given to the optimum lead place­
ment. As was to be expected, those electrodes located 
proximal to the midline resulted in a weaker signal, and 
those electrodes located in the occipital region contained 
more EGG and respiratory artifact. 
The model provided a simulation of the distribution 
of halothane in the brain, lung, and adipose tissue during 
a normal clinical procedure. The results are graphed in 
Figure 13- The time scale is not uniform. Each scale was 
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Figure 13« Simulation of a normal clinical procedure: (a) is the assumed input 
concentration, (b) is the resulting body compartment concentration, 
A represents the lung, B is the brain, and C is the adipose tissue 
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selected to illustrate its respective phase of anesthesia 
in the most informative manner. 
Figure 13 (a) is the concentration of halothane which 
was assumed to be selected on the anesthesia machine. The 
simulation represents an 8-hour surgical procedure. No 
compensation was made during the maintenance period. This 
period represents a difficult part of the control of anes­
thesia during long surgical procedures. The prolongation 
of a specific plane of stage 3 is interrupted by long-term 
shifts in the cerebral concentration of halothane. 
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CONCLUSIONS 
Methods have been proposed for the detection of basic 
periodic functions which were introduced into anesthesia by 
Lopes da Silva et al. (1972). These methods provide a means 
to analytically compare measures of the depth of anesthesia. 
The results of this study have clearly demonstrated the 
feasibility of these methods. 
The methods are the spectral analysis of the measure­
ment for the components of the modulation frequency and the 
cross-correlation of the measurement with the modulation 
waveform. 
A comparison was made between 3 parameters of the EEG, 
the breathing rate, and the heart rate during artificial 
changes in the depth of anesthesia. Data from cortical 
electrodes were recorded in the form of 1) the average 
narrow-band power versus frequency, 2) the average total-band 
power, and 3) the average zero-crossing rate. The 
chronological relationship between the modulation waveform 
and the data was preserved on all of the records. 
A limited number of experiments provided a basis for the 
selection of a desirable measure of the depth of anesthesia. 
These conclusions are described in the following paragraphs. 
Intuitively, the EEG has been a preferred indicator of 
the depth of anesthesia. In these experiments the narrow­
band delta activity provided the & Wrongest correlation in 
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comparison with the other measures which were recorded. 
During our early experiments attempts were made to 
maintain the depth of anesthesia by observing only the 
"breathing rate. This action produced an effect similar to 
over-compensation, i.e., vacillation between extreme stages 
of anesthesia. The condition was improved by less frequent 
correction of the dose of the anesthetic agent. The cross-
correlation of the breathing rate with the input modulation 
was nearly equal to the narrow-band delta correlation. 
The correlation study also indicated that the time delay 
of the breathing rate was less than the time delay of the EEG 
parameter. In addition, the time delay of the EEG parameter 
was similar to the delay which was obtained from a simulation 
of the cerebral concentration of halothane. These facts 
suggest that the breathing rate may represent the concentra­
tion of halothane as seen by the peripheral nervous system 
rather than the concentration of halothane in the brain. 
Two other conditions may reduce the desirability of 
monitoring the respiratory parameters in order to estimate 
the depth of anesthesia. One of these conditions is related 
to the dependence of breathing on the level of COg in the 
carotid sinus. An extreme in the level of COp may mask the 
relationship between respiration and the depth of anesthesia. 
In addition, the respiratory feedback information is lost if 
a mechanical respirator is employed during the procedure. 
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The breathing rate and the heart rate are both attrac­
tive estimators of the plane of anesthesia because they are 
easily determined. The degree of correlation of the heart 
rate with the input modulation was less than a similar 
correlation of the respiratory rate or the narrow-band EEG 
power. In addition, the 6-minute time delay in the heart 
rate monitor is an unfavorable characteristic for the 
development of an automatic control system. 
The electronic complexity which is required to obtain 
the average power of a narrow band of the EEG is not 
significantly greater than the determination of either the 
average total-band power or the average zero-crossing rate. 
Since the correlation of the narrow-band EEG was signifi­
cantly greater than the remaining 2 parameters, those 2 
parameters should be abandoned in favor of the narrow-band 
power. 
A problem associated with these studies is the determi­
nation of the depth of anesthesia for use as a reference in 
the evaluation of the measures under consideration. The 
justification of the introduction of a modulation component 
at the anesthesia machine requires 2 assumptions. These 
assumptions are that the cerebral concentration of halothane 
is changing and that the depth of anesthesia is related to 
the cerebral concentration of the agent. The model provided 
support for the former assumption. In addition, the 
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realization of the model on a pocket calculator yielded a 
flexible, convenient, and economical approach to simulation 
problems. 
Much of the determination of the dose of anesthesia was 
based on prescribed inputs which were not strongly dependent 
on feedback, but were dependent on the experience of the 
operator. This might be necessitated by the very low 
frequency nature of the system involved. In this case, the 
model offered a quantitive means of transferring the abili­
ties of the more experienced anesthesiologist to those of 
lesser experience. 
There might exist a strong comparison between an 
anesthesiologist and an airline pilot, i.e., very long 
uneventful periods of boredom periodically intervened with 
an emergency. Therefore, the use of what might be considered 
excessive instrumentation might be warranted. The total 
information picture was increased and situations such as 
moisture-laden respiratory valves were more readily detected. 
The development of original equipment for these 
experiments has provided insight into the design constraints 
which are related to spectrum analysis of the EEC. 
At least 4 transistor junction noise sources and 3 large 
value resistance noise sources are associated with the input 
of the preamplifier. Several transistor junctions are 
necessary to establish a high input impedance. The large 
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value resistors are a result of 6 and 12 Volt bias voltages. 
These voltages resulted from 1) a desire to achieve a large 
first-stage gain, and 2) the large electrode offset voltage 
in comparison with the EEG signal level. The large first-
stage gain was desirable in order to reduce the significance 
of the noise developed in the subsequent amplifiers. 
The attenuation of 6o Hz noise, the preservation of the 
ability to re-tune for a wider base band, and the use of a 
low mixer frequency resulted in the incorporation of sharp 
aliasing filters. These filters increased the difficulty 
associated with artifacts. The filters produced a damped 
waveform of 30 Hz oscillations in response to a transient 
signal with fast rise times. 
The incorporation of a commutator filter to reduce the 
complexity and cost of a low-frequency spectrum analyzer 
was shown to be feasible. In addition, the realization of a 
scanning bandpass filter for the spectral analysis of non-
evoked cortical EEG activity was also proven to be feasible. 
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FUTURE RECOMMENDATIONS 
The method of realization of the EEG spectrum analyzer 
should be re-evaluated with the changes in electronic 
technology. Trautman et al. (1976) have used a micro­
processor to control the flow valves in an anesthesia 
machine. The presence of a microprocessor in the anesthesia 
delivery system may be an argument for its use as a means to 
determine the EEG spectrum in a servo-controller. However, 
the additional function of spectral analysis may require an 
excessive amount of the microprocessor's capability. In that 
case an alternative means to determine the spectrum may be 
more practical. Baertsch et al. (1976) have described 
advances in the application of integrated circuits to the 
design of a transversal filter which is similar to a commu­
tator filter. The transversal filter would eliminate the 
need for A to D conversion and could incorporate frequency 
compensation which may be required for an automatic 
controller. In this case the microprocessor would be an 
ideal source for the clocks which are required by the 
transversal filter. 
Regardless of the method of realization it is important 
to obtain a balance between the accuracy of the information 
and the complexity of the processor. These factors are of 
practical significance in order to achieve the smallest, 
least expensive device for surgical room use. 
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The compromises which involve these factors depend on 
the designation of the significant parameters of the signal 
which is to be interrogated. The compromises also depend on 
the flexibility of each method of realization to adapt to the 
information parameters of the signal. The following para­
graphs consider the characteristics of the signal and the 
signal processor which may complement one another. 
The simplest form of a continous spectrum analyzer uses 
a single narrow bandpass filter to slowly scan the total 
band. The width of the bandpass filter determines its 
selectivity. A narrow filter is highly selective. However, 
as the band-width is reduced the response time of the filter 
is increased. This increases the time required to scan the 
total band. As a result a continous spectrum analyzer is 
ideally suited to signals which persist for very long periods 
of time and to signals whose frequency components are not 
known. 
The simplest form of a discrete spectrum analyzer 
sequentially samples the signal, stores the data, and com­
putes the magnitude of specific frequency components. The 
initiation of the sample period is easily controlled. This 
provides a means to characterize signals which do not persist 
for long periods of time or signals which occur at irregular 
intervals. As a result the discrete spectrum analyzer is 
ideally suited to transient signals and to signals whose 
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frequency components are known. 
Unfortunately the random nature of the nonevoked EEG 
which is obtained during anesthesia does not persist for a 
very long time, does not have well-defined frequency compo­
nents , and does not provide for the initiation of a sample 
period. Therefore, the application of spectral analysis to 
the EEG signal requires compromise. The severity of the 
problem is evident as the data is recorded. The spectrograms 
of 2 montages which are recorded, at adjacent periods of 
time, under similar input conditions, will not be identical. 
The degree of similarity depends on the duration of the 
period that each spectral component is interrogated. This 
period and the selectivity increase the complexity of the 
method of realization. 
The continuous spectrum analyzer is enhanced by provid­
ing a bank of fixed bandpass filters to determine the average 
power in each band, i.e., parallel processing. The discrete 
spectrum analyzer is enhanced by maintaining a running 
average of the spectral components. This may be achieved 
with 2 systems operating in parallel. In the latter case, 
each system samples on an alternate basis so that no data is 
lost during the processing and averaging period. 
The random characteristics of the EEG which is recorded 
during anesthesia also allows simplification of the 
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realization of the spectral components. A large fraction of 
the expense of a commercially-available spectrum analyzer is 
due to its ability to resolve small magnitude differences in 
a large dynamic range. The random nature of the EEG reduces 
the value of a small resolution requirement, and equilization 
reduces the need for a large dynamic range. These compro­
mises enhance the feasibility of a realization with analog 
modules or may reduce the number of bits which must be 
processed in a discrete system. 
The random distribution of the frequency components also 
reduces the need for a very selective analyzer. It is suffi­
cient to be able to determine the energy in adjacent bands 
that are 1 or 2 Hz wide. This fact reduces the sample rate 
in a discrete system and the complexity of the filter bank 
in a continous system. 
If the present form of the spectrum analyzer is persued, 
the following suggestions are recommended. 
The basic analyzer can be simplified; however, the 
overall system must be more complex. The scanning range of 
the analyzer could be reduced from 6 to 3 octaves, or from 
2 to l6 Hz. In addition, the sharpness of the band edge of 
the aliasing and the harmonic rejection filters could be 
reduced. These factors would simplify the linear filter 
complexity. The stability of the master clock was greater 
than necessary considering the physiological variation. 
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Therefore, these circuits could also be simplified. 
In order to investigate the optimum electrode location, 
at least 4 parallel analyzer channels are required. The 
additional channels would represent the major contribution 
to the additional complexity. 
Several additional parameters of the cardiovascular 
and respiratory function may be investigated. In addition 
to the heart rate, the elevation of the S-T segment and the 
P-R interval of the EC G may also reflect changes in the depth 
of anesthesia. The respiratory ratio and the respiratory 
flow rate may also be studied in addition to the breathing 
rate. 
The UV halothane analyzer scheme did not provide usable 
data during the experiments on animals. It is suspected that 
the photometric measurement is sensitive to the concentration 
of COp, temperature, or humidity. This may be related to the 
spectral bandwidth of the light source. Experiments must be 
devised in order to resolve this problem. Following an 
understanding of this problem a re-evaluation of the light 
source would be reasonable. Two facts should be considered 
during the re-evaluation, 1) the UV source offers the least 
sensitivity to the other anesthetic gases and carbon dioxide, 
and 2) the halothane becomes toxic upon exposure to UV light. 
Either the UV or an infrared system would benefit from 
a modulated light source. The introduction of a mechanical 
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chopper would translate the signal information frequency band 
to a region with less thermal noise, thereby improving the 
overall signal-to-noise ratio. 
A fully automated version of the system would provide a 
valuable tool for research on humans. In this case the 
patient air supply would be modulated with a small step 
change in the output of the anesthesia machine. The spectral 
output could be cross-correlated with the output of the 
halothane analyzer. This system would provide a means to 
continually improve the process of administering anesthesia. 
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APPENDIX A: 
Key for nonre'breathing 
1 Op cylinder 
2 regulator 
3 flow control valve 
(kettle) 
4 flow control valve 
(fine oxygen) 
5 flow control valve 
(coarse oxygen) 
6 flowmeter 
(kettle) 
7 flowmeter 
(fine oxygen) 
8 flowmeter 
(coarse oxygen) 
9 kettle 
10 thermometer 
11 mixing valve 
(single shunt valve) 
12 vent 
13 bellows 
BREATHING SYSTEM SCHEMATIC 
system schematic 
14 pulleys 
15 cotton cord 
16 disposable cup and 
lead weight 
17 one way valve 
(inhale) 
18 one way valve 
(exhale) 
19 external ventilation 
20 light source 
21 sample tube 
22 photo detector 
23 electronic amplification 
and filtering 
24 thermal sensor 
25 electronic amplification 
and filtering 
26 flexible adapter for 
endotracheal tube 
15 
14 
6 Ù  
non-
collapsible 
bellows system 
13 
anesthesia machine 
nonrebreathing system schematic 
18 
22 halothane 
analyzer 
21 20 
breathing 
monitor 
24 
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APPENDIX B: SPECTRUM ANALYZER SCHEMATIC 
Key for spectrum analyzer schematic 
1 from channel 1 21 balance 
electrode 
22 mixer output 
2 from ground electrode 
f. = 68.351 Hz 23 
3 from reference 
u 
electrode 24 Q = 0.59318 
4 L E D  i n d i c a t o r  25 f^ = 185.26 Hz 
(< 0 Volts) u 
26 Q = 7.8256 
5 L E D  i n d i c a t o r  
fQ = 115.56 Hz (< 8 Volts) 27 
6 common-mode balance 28 Q = 1.1829 
7 quiescent bias 29 fg = 160.10 Hz 
8 gain 30 Q = 2.4528 
9 preprocessing amp. 31 harmonic rejection 
output filter output 
10 f. = 11JI55 Hz 32 mode switch 0 (30 Hz) 
11 Q = 0.59318 
33 mode switch 
12 fg = 31.049 Hz (0 Hz) 
13 Q = 7.8256 34 mode switch 
(manual tune) 
14 f_ = 19.367 Hz 
u 35 mode switch 
15 Q = 1.1829 (auto-scan) 
16 f = 26.832 Hz 36 auto-scan signal gain 
17 Q = 2.4528 37 non-scan signal gain 
18 quiescent bias 38 1 Hz bandwidth 
19 equalization filter 39 VCO pulse output 
output 
4o commutator filter 
20 f^ = 140 Hz output 
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x-output to recorder 
20-ininute ramp set-up 
(full scale position) 
20-minute ramp set-up 
(run mode) 
20-minute ramp set-up 
(0 position) 
contour spacing 
(narrow) 
contour spacing 
(wide) 
y-output to recorder 
pen retract output 
51 1-minute period 
52 pulse width 
53 1-minute ramp output 
54 1-minute pulse output 
55 manual tune 
56 scan bias 
(0 Hz) 
57 scan bias 
(30 Hz) 
58 1-minute ramp output 
via mode switch 
59 chart recorder slope 
60 chart recorder offset 
41 f^ = 193.77 Hz 61 
42 Q = 0.57455 62 
43 f- = 240.70 Hz 
0 63 
44 Q = 1.2737 
45 clock rejection 64 
filter output 
46 balance 65 
47 fine quiescent bias 
66 
48 gain 
49 coarse quiescent bias 67 
50 power converter 68 
output 
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Unless otherwise specified all: 
supply levels are volts 
^ denotes chassis ground 
resistance values are K ohms 
jCL denotes ohms 
A5 denotes meg ohms 
capacitance values are ^  farad 
f denotes ^ ^ farad 
diodes are small signal silicon 
transistors are small signal general purpose 
operational amplifiers are compensated general purpose 
-input amp 
lead fault dot. 
2 70^ I 
input amp 
1_ J 
i Qi noise. 
r 
L 
lead fault det. 
~1 
input- and preprocessing-amplifiers 
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APPENDIX C: HALOTHANE ANALYZER SCHEMATIC 
Key for halothane analyzer electronics 
1 source photo-tube 
cathode 
2 reference photo-tube 
cathode 
3 "balance 
4 halothane analyzer 
output 
Unless otherwise specified 
all: 
supply levels are volts 
^ denotes chassis ground 
resistance values are 
K ohms 
capacitance values are 
ya farad 
capacitors are non­
polarized 
transistors are small 
signal low-noise 
operational amplifiers 
are compensated general 
purpose 
SSX 
:27ù 6.B 
22 
•5 
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APPENDIX D: DATA PROGRAIVB 
HP-67/97 User Instructions 
Data Loading 
Round data to 2 significant figures. 
Scale data to range from -4$ to 50. 
Add 100 to the data values from -4-9 up to and 
including -01. 
Sequentially load 5 data values in each memory register. 
The data values from 0 to 9 must occupy 2 spaces, i.e., 00 to 
09. Load the data from left to right in each register. Each 
memory register, which is used, must contain 5 values. If 
the last register contains less than 5 values, 00's must be 
loaded in the remaining positions. As an example consider 
the 8 data points which are listed below; 
dg - l4, d^ - 6, dg - 37» d^ - -21, 
d^ = -8, d^ = 12, d^ = dy = 33* 
data 
name address value register position 
0 14 0 0 
1 06 0 1 
°2 2 37 0 2 
"3 3 79 0 3 
4 92 0 4 
^5 5 
12 1 0 
6 04 1 1 
7 33 1 2 
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Register Stored value 
R 
R 
1 
0 1406377992 
120^330000 
Load the data on a magnetic card and note the number of 
data points and the last memory register address. 
Data Conditioning 
The data is conditioned from the primary registers to 
the secondary registers. The initial data values are 
retained in the primary registers. It is recommended that 
the initial values are cleared following examination of the 
secondary values, i.e., the result of the process. Neither 
data set is automatically cleared by the calculator. There­
fore, the secondary registers must be manually cleared prior 
to the exercise of a routine. 
Up to 30 data points may be conditioned at one time. 
Any section of the data bank may be conditioned independent 
of the remaining data. This is achieved by selection of the 
initial data address n^ and the final data address n^. 
Key-stroke sequence 
Process input key-stroke output 
Translation n^ ENTER 
ENTER 
K A n^ + 1 
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Process 
Magnification 
input 
^i 
n. 
Filtering 
Integration 
K 
n^ 
^i 
n^ 
Differentiation 
K 
^i 
n. 
key-stroke 
ENTER 
ENTER 
B 
ENTER 
C 
ENTER 
ENTER 
D 
ENTER 
E 
output 
n^ - 1 
n^ + 1 
n^ + 1 
n^ + 1 
Data Averaging and Histogram 
The mean, standard deviation, and histogram may be 
determined for any portion of the data. The results of the 
mean and standard deviation are stored in the x and y 
registers. The results of the histogram can be found in the 
secondary registers. The primary registers are undisturbed. 
Key-stroke sequence 
Process input key-stroke output 
Mean & Std. Dev. n. ENTER 
D X 
X *<7 y s 
Xi f  
Histogram n_, n. 
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The output of the histogram program is arranged in the 
secondary addresses in the following manner. 
total number of data points 
between the limits of 
address from to 
0 0 2 
1 2 4 
2 4 6 
22 44 46 
23 46 48 
24 48 50 
25 -49 -48 
26 -48 -46 
27 -46 -44 
4? -6 -4 
48 -4 -2 
4? -2 0 
Data Fitting 
For the curve fit program only, the zeroth data address 
is replaced by the total number of data points. The results 
are displayed sequentially and stored in the stack. Esti­
mates of X and y (x and f respectively) on the assumed 
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curve, may be determined following the computation of r , 
a, and b. 
Key-stroke sequence 
Process 
Linear 
input 
Exponential 
Logarithmic 
Power 
key-stroke 
b 
A 
C 
c 
A 
C 
d 
A 
C 
e 
A 
C 
D 
E 
output 
N 4- 1 
a. 
N + 1 
r , a, b 
N + 1 
2 
r , a, b 
N + 1 
r^, a, 
yX 
X  X estimate y 
y estimate x 
Fourier Analysis of the Data 
The Fourier program may be run in 2 ways. The first 
method will yield the harmonic, period or frequency, phase, 
and magnitude (k, T or F, G, and a respectively). This 
method requires that the output data set be manually recorded 
prior to the calculation of the subsequent output data set. 
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Key-stroke sequence 
Process 
Linear a & period 
(to step k) 
Linear a & frequency 
(to step k) 
Power & period 
(to step k) 
Power & frequency 
(to step k) 
For N up to 90. 
input key-stroke 
^i 
N 
T 
N 
T 
^i 
N 
T 
^i 
N 
T 
output 
ENTER 
ENTER 
a 
R/S 
ENTER 
ENTER 
A 
R/S 
ENTER 
ENTER 
b 
R/S 
ENTER 
ENTER 
B 
R/S 
k, T, 8, 
k, F, e, 
k, T, 0, 
k, F, 6, 
The second method stores the magnitude and displays k 
and a in rapid sequence, on command, following the compu­
tation of the entire spectrogram. Selection of the initial 
harmonic 
gram from a portion of the total band to be displayed. 
k^ and the final harmonic k^ allows the spectro 
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Process 
Key-stroke sequence For N up to 50. 
input key-stroke output 
Linear a ENTER 
N ENTER 
T C 
Autostep ENTER 
D k, a 
Cross-correlation of the Data 
The cross-correlation function requires loading of the 
system input data in addition to the system output data. The 
output data is loaded in a manner similar to the previous 
programs. The system input data immediately follows the 
system output data. The data loading process is summarized 
below 
1) Load the output data from 0 up to and including 
N - 1. 
2) Go back 1 complete data cycle (N points) in the 
input data. 
3) Resume loa^' -g up to the same time step as the 
last output data point. 
The table which is provided on the following page 
summarizes the data loading process. 
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memory address for memory address for 
time step system output data system input data 
-(N-l)T N 
-(N-2)T N+1 
-(N-3)T N+2 
T-2 2N-3 
T-1 2N-2 
T = 0 0 2N-1 
T+1 1 2N 
T+2 2 2N+1 
(N-3)T N-3 3N-4 
(N-2)T N-2 3N-3 
(N-l)T N-1 3N-2 
The cross-correlation function may be displayed 
immediately following the determination of each correlation 
value or the values may "be stored and read following the 
accumulation of all the values. The single step routine 
is described on the following page. 
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Key-stroke sequence 
Process 
Cross-correlation 
input 
^i 
xy 
N 
T 
(to step r) 
key-stroke 
ENTER 
ENTER 
ENTER 
C 
R/S 
output 
r, t, c, C 
where C is the normalized value of c. 
A more convenient method, which yields less information, 
is listed below. 
Key-stroke sequence 
Process 
Cross-correlation 
input key-stroke output 
-^i ENTER 
xy ENTER 
N ENTER 
T D N 
autostep E r, IOC 
126 
HP-67/97 Program Listing 
Data Conditioner Program 
steTD fu.nct ZLon step 
10 
20 
30 
40 
» LBL A 
STO C 
RV 
STO D 
R V 
STO E 
* LBL 3 
GSB b 
GSB e 
RCL C 
+ 
GSB d 
GSB 0 
GSB 2 
x^ y 
GTO 3 
RTN 
* LBL B 
STO C 
R V 
STO D 
R V 
STO E 
* LBL 4 
GSB b 
GSB e 
ENTER 
ENTER 
RCL C 
X 
+ 
GSB d 
GSB 0 
GSB 2 
xi y 
GTO 4 
RTN 
* LBL C 
STO D 
R V 
STO E 
* LBL 
1 
5 
50 
6o 
70 
80 
function 
GSB b 
GSB e 
4 
STO A 
RCL E 
1 
+ 
GSB b 
GSB e 
4 
STO B 
RCL E 
GSB b 
GSB e 
2 
RCL A 
+ 
RCL B 
GSB d 
GSB 0 
GSB 2 
X 6 y 
GTO 5 
RTN 
* LBL D 
STO C 
R V 
STO D 
R V 
STO E 
CLx 
STO A 
RCL E 
* LBL 6 
GSB b 
GSB e 
RCL A 
step 
90 
100 
110 
120 
function 
STO A 
RCL C 
GSB d 
GSB 0 
GSB 2 
X - y 
GTO 6 
RTN 
* LBL E 
STO D 
R V 
STO E 
* LBL 7 
1 
GSB 
GSB 
STO 
RCL 
GSB 
GSB 
RCL 
b 
e 
A 
E 
b 
e 
A 
GSB d 
GSB 0 
GSB 2 
y 
GTO 7 
RTN 
* LBL a 
GSB 9 
2 
X 
CHS 
8 
io% 
X 
STO+i 
RTN 
* LBL b 
GSB 9 
127 
step function 
130 RCL i 
x^y 
2 
X 
CHS 
1 
0 
10^ 
140 FRAC 
EEX 
2 
X 
INT 
RTN 
* LBL 9 
ST I 
5 
150 INT 
X ' o l  
5 
FRAC 
5 
X 
INT 
RTN 
* LBL 0 
160 STO E 
Histogram Program 
step 
1 
step function step function 
function 
10 
LBL A 
x<^y 
GSB d 
x-^y 
GSB a 
RTN 
LBL B 
GSB b 
GSB e 
RTN 
170 
180 
190 
step 
* LBL 8 — 
GSB b RTN 
GSB e «• LBL 0 
RCL E INT 
PAUSE x< 0 
R GTO 1 
PAUSE 9 
GSB 2 9 
xf y 200 x«^y 
GTO 8 X > y 
RTN GTO 1 
* LBL d RCL E 
X < 0 P^S 
GTO 9 GSB a 
RTN P^S 
LBL 9 RTN 
EEX * LBL 1 
2 0 
+ 210 
RTN RTN 
* LBL e * LBL 2 
5 RCL D 
1 RCL E 
x6 y 1 
GTO 9 + 
R STO E 
RTN RTN 
* LBL 9 
4 
9 
20 
function 
* LBL C 
STO E 
x^y 
GSB d 
x ^ y  
GSB b 
RCL E 
GSB a 
RTN 
step function 
* LBL D 
STO D 
x'-^y 
STO E 
STO A 
CLx 
30 STO B 
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step function 
40 
50 
60 
70 
c 
E 
0 
b 
e 
STO 
RCL 
* LBL 
GSB 
GSB 
2 
4 
ST I 
ISZ i 
DSZ 
DSZ 
RV 
STO+i 
DSZ 
X 
STO+i 
RCL D 
RCL E 
y 
GTO 0 
* LBL 1 
RCL B 
RgL C 
X 
RCL A 
RCL A 
1 
X 
RCL C 
RCL A 
RTN 
* LBL E 
CL REG 
STO D 
CL X 
* LBL 2 
1 
x^y 
GSB b 
2 
step 
80 
function step function 
90 
100 
110 
120 
x'^I 
INT 5 
P^S 
GSB a FRAC 
P^ S 130 5 
RCL D X 
RCL E INT 
1 RTN 
+ * LBL c 
x=y STO E 
RTN GSB b 
STO E — 
GTO 2 RCL E 
* LBL a GSB a 
GSB 3 1^0 RTN 
2 * LBL d 
X X < 0 
CHS GTO 4 
8 RTN 
4" * LBL 4 
10^ EEX 
X 2 
STO+i + 
RTN RTN 
* LBL b 150 * LBL e 
GSB 3 5 
RCL i 1 
X6 y X 6 y 
2 GTO 4 
X R V 
CHS RTN 
1 * LBL 4 
0 -
-r 4 
10^ 160 9 
FRAC RTN 
EEX * LBL 5 
2 STO D 
X x^y 
INT STO E 
RTN * LBL 6 
* LBL 3 RCL E 
ST I GSB A 
5 170 RCL D 
RCL E 
INT 1 
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step function 
+ 
STO E 
X6 y 
GTO 6 
RTN 
Curve Fit Program 
step 
1 
10 
20 
30 
function step function 
LBL A SEX 
STO A 2 
GSB 6 4o X 
GSB a INT 
RCL A RTN 
x^y » LBL a 
GSB 5 5 
STO A 1 
CLx X i y 
GSB 6 GTO 4 
RCL A R\/ 
X ? y RTN 
RTN 50 » LBL 4 
GTO A -
* LBL 6 4 
ST I 9 
5 — 
RTN 
INT * LBL b 
X CF 0 
5 CF 1 
P^S 
FRAC 6o CL REG 
5 P^S 
X 1 
INT RTN 
RCL i * LBL c 
x«%,y GSB b 
2 SF 1 
X RTN 
CHS * LBL d 
1 GSB 6 
0 70 SF 0 
+ RTN 
10^ * LBL e 
— GSB d 
FRAC SF 1 
step 
80 
90 
100 
function 
110 
RTN 
* LBL 5 
CF 3 
* LBL 8 
STO D 
F 1 ? 
LN 
x^y 
STO C 
F 0 ? 
LN 
F 3 ? 
GTO 0 
SUM+ 
* LBL 7 
ENTER 
1 
RCL C 
xwy 
RCL D 
x^y 
RTN 
* LBL 0 
SUM-
GTO 7 
•» LBL B 
SF 3 
GTO 8 
* LBL C 
P^S 
RCL 8 
RCL 4 
RCL 6 
X 
RCL 9 
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step 
120 
130 
140 
function 
ENTER 
ENTER 
RCL 4 
RCL 9 
RCL 5 
x^y 
STO B 
X  
R^L 6 
X 
RCL 9 
CHS 
RCL 7 
-X-
RCL 6 
RCL 4 
RCL B 
X 
RCL 9 
step 
150 
l6o 
Fourier Analysis Program 
step function step 
1 * LBL a 
SF 0 
CF 1 
CF 2 
GTO 0 
* LBL A 
CF 0 20 
CF 1 
CF 2 
10 GTO 0 
* LBL b 
SF 0 
SF 1 
function 
? 
e 
STO A 
-X-
RCL B 
-X-
P^S 
RTN 
LBL E 
STO E 
RCL A 
RCL B 
RCL E 
F 1 ? 
GTO 1 
F 0 ? 
LN 
X 
+ 
RTN 
LBL 1 
F 0 ? 
GTO 2 
x„ 
X 
RTN 
* LBL 2 
x«cy 
function 
CF 2 
GTO 0 
LBL B 
CF 0 
SF 1 
CF 2 
GTO 0 
LBL C 
CF 0 
CF 1 
SF 2 
FIX 
DSP 0 
step 
170 
180 
190 
step 
30 
function 
X 
RTN 
LBL D 
STO E 
RCL B 
1/x 
RCL A 
RCL E 
x'oy 
F 1 ? 
GTO 1 
X 
RTN 
LBL 1 
F 0 ? 
GTO 1 
LN 
X 
RTN 
* LBL 1 
x^y 
y"" 
RTN 
function 
P^S 
CL REG 
pcoS 
* LBL 0 
STO A 
xcoy 
STO B 
1/x 
3 
6 
0 
x 
STO C 
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step function step function step function 
40 R A 2 RCL D 
* LBL 1 X RCL A 
STO D CHS -
CLx 90 1 F 0 ? 
STO E 0 GbB / 
pcog -r P^S 
STO 9 10^ 14-0 RCL 9 
STO 8 4- RCL 8 
pc^S FRAC P'^S 
* LBL 2 EEX 
50 GSB 3 2 RCL B 
GSB c X 
GSB E 
GSB 5 100 
RCL B 
1 
RCL E 
STO E 
X / y 
60 GTO 2 
GSB 6 
F 2 ? 
GTO 9 110 
STK 
R/S 
LBL e 
RCL B 
2 
70 RCL D 
1 
+ 
x $ y  1 2 0  
80 
GTO 1 
RTN 
* LBL 3 
RCL C 
X 
RCL D 
X 
RCL E 
RTN 
* LBL c 
GSB k  
RCL i 
130 
x<^y 
INT 2 
RTN X 
* LBL d F 1 ? 
GSB 4 GSB 8 
2 150 R A 
X CLx 
CHS RCL D 
8 R y 
+ RTN 
10^ * LBL 7 
X x = 0 
STO+i RTN 
RTN 1/x 
* LBL 4 RTN 
STO I l6o * LBL 8 
5 LOG 
2 
INT 0 
X toi X 
5 RTN 
* LBL 9 
FRAC SF 2 
5 RND 
X RA 
INT 170 -X-
RTN P^S 
* LBL 5 GSB d 
R<- P^S 
P^S GTO e 
STO+8 * LBL E 
xccy 5 
STO+9 1 
p ^ s  x4 y 
RTN GTO 4 
«• LBL 6 180 R V 
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step function step function step function 
190 
RTN 
* IBL 4 
4 
9 
RTN 
* LBL D 
pc^S 
STO B 200 
Cross-correlation Program 
step step 
1 
10 
20 
30 
function 
* LBL C 
OF 1 
GTO 0 
* LBL D 
SF 1 
FIX 
DSP 0 
* LBL 0 
STO A 
RV 
STO B 
R V 
STO C 
R V 
* LBL 6 
STO D 
CLx 
STO E 
P^S 
STO 9 
Pc^S 
* LBL 2 
GSB B 
GSB b 
RCL B 
2 
X 
RCL D 
1 
4-
RCL E 
4o 
50 
60 
R V 
STO E 
GSB c 
RCL E 
PAUSE 
R V  
PAUSE 
1 
5 
CHS 210 
STO I 
RCL B 
RCL E 
1 
STO E 
xf y 
GTO i 
PCoS 
RTN 
function step function 
+ F 1 9 
GSB B GTO 4 
GSB b STK 
X R/S 
pc/)S * LBL 5 
STO+9 70 RCL B 
P^S RCL D 
RCL B 1 
1 
RCL E X / y 
+ GTO 6 
STO E RTN 
X / y * LBL A 
GTO 3 GSB 1 
pcoS 2 
RCL 9 80 x 
P^S CHS 
RCL B 8 
ENTER 10% 
ENTER X 
RCL C STO+i 
4- RTN 
RCL A * LBL B 
RCL B GSB 1 
-f 90 RCL i 
RCL D x(%»y 
X 2 
RCL D X 
x(^y CHS 
R A 1 
R A 0 
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step 
100 
110 
120 
130 
function 
10 
FRAC 
EEX 
2 
X 
INT 
RTN 
LBL 
STO 
5 
step 
INT 
X'^I 
5 
FRAC 
5 
X 
INT 
RTN 
* L3L 3 
x'^y 
RV 
GTO 2 
» LBL 4 
CLx 
1 
0 
X 
RND 
GSB a 
P^S 
140 
150 
l6o 
function 
STO 9 
P(%»S 
R A 
-X-
CHS 
RCL B 
3 
X 
+ 
2 
step 
170 
function 
GSB B 
GSB b 
RCL D 
PAUSE 
x^y 
PAUSE 
RCL D 
1 
STO D 
ENTER GTO 7 
GSB B * LBL a 
P^S 180 X < 0 
RCL 9 GTO 9 
P^S RTN 
x^y i t  LBL 9 
— 
EEX 
x^y 2 
GSB A + 
GTO 5 RTN 
LBL E * LBL b 
CLx 5 
STO D 190 1 
LBL 7 x ^ y  
RCL B GTO 9 
x^y R V  
X = y RTN 
RTN -K- LBL 9 
CHS -
RCL B 4 
3 9 
X — 
-f 200 RTN 
2 
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APPENDIX E; MODEL PROGRAMS 
HP-67/97 User Instructions 
Flow Conditions 
-1 
Flow 
Parameter 
Q. 
Q, 
Q 
Q 
Flow rate (1 min~ ) as a function of 
the halothane concentration (^) 
Q 
0^ 0.67# 1.33# 2.0# 
4.0 4.0 4.0 4.0 
13.38 11.57 9.8 7.99 
3.07 2.j2 1.97 1.42 
0.2 0.17 0.13 0.1 
0.75 0.81 0.88 0.938 
Compartmental Volumes 
C ompartment 
V, 
Volume (1) 
6.54 
Vg 7.69 
Vj 329.79 
1683.07 
v^ 11.36 
Differential Equation Program 
The matrix constants are obtained from the solution 
of the set of differential equations. The differential 
equation program calculates the constants, through k^, 
from the flow and volume coefficients for each concentration 
of halothane. These are stored in the calculator. The 
program subsequently uses these coefficients to determine the 
difference equation matrix constants. 
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Key-stroke sequence 
Process 
Determine k's 
Solve the differential 
equation 
(where T' is the total 
integration period and 
K * is the total number 
of iteration steps) 
Record first column 
input key--stroke 
«1 STO 0 
«2 STO 1 
®3 STO 2 
STO 3 
S STO 4 
STO 5 
^2 STO 6 
STO 7 
STO 8 
STO 9 
A 
T' 
K' 
1 
T' 
K' 
1 
ENTER 
B 
STO A 
C 
D 
ENTER 
B 
STO B 
C 
output 
14.00 
^11' ^21' 
^31' ^41' 
""51 
14.00 
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Process 
Record second column 
input 
Record third column 
Record fourth column 
Record fifth column 
T' 
K' 
1 
T* 
K' 
1 
T' 
K' 
1 
key-stroke 
D 
ENTER 
B 
STO C 
C 
D 
ENTER 
B 
STO D 
C 
D 
ENTER 
B 
STO E 
C 
D 
output 
0^2' ^22' 
^32' ^42' 
'52 
14.00 
C13,  
C 3 3 .  
^53 
14.00 
^14' °24' 
14.00 
^15' ^25' 
C33. 
'55 
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Process 
Record sixth column 
input 
T* 
K* 
key-stroke 
ENTER 
B 
c 
D 
output 
^1' ^ 2' 
Matrix Constants 
The coefficients which were determined by the preceding 
routine may be represented in matrix form as shown below. 
Natural response Forced response 
Column 1 2 ^ 4 ^ 6 
'11 
'21 
'31 
' 1 2  
Lc, 
'51 
Column listing 
C olumn 
1 
0.15817 
0.19655 
0.00649 
0.00008 
0.04241 
0.23123 
0.28851 
0.00643 
0.00008 
0.04273 
'13 '15 
bo 2 
1 
^3 
b^ 
-5-' ^55' 
Ofo halo thane, T ' - 1 min, K* = 100 
3 
0.32733 
0.27575 
0.98324 
0.00006 
0.02988 
4 
0.02161 
0.01816 
0.00029 
0.99973 
0.00196 
5 
0.07370 
0.06313 
0.00103 
0.00001 
0.86595 
0.18796 
0.15790 
0.00253 
0.00003 
0.01707 
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Co limn listing 0% halothane, T* = 1 min, K' = 100 
Column 
1 
0.00966 
0.00978 
0.01054 
0.00016 
0.02722 
0.01151 
0 .01166 
0.01240 
0.00019 
0.03283 
Column listing 
C olumn 
0.00464 
0.00465 
0.00741 
0.00024 
0.00492 
0.00547 
0.00548 
0.00873 
0.00028 
0.00580 
Column listing 
C olumn 
0.16878 
0.21186 
0.00560 
0.00007 
0.04770 
0.29492 
0.31461 
0.00535 
0.00007 
0.04651 
Column listing 
Column 
0.01016 
0.01036 
0.00979 
0.00015 
0.02987 
0.01219 
0.01245 
0.01152 
0 .00017  
0.03628 
3 
0.53168 
0.53189 
0.89942 
0.00129 
0.39351 
4 
0.04ll6 
0.04099 
0.00660 
0.99736 
0.02859 
5 
0.04731 
0.04850 
0.01355 
0.00019 
0.26886 
0.35868 
0.35719 
0.05749 
0.00080 
0.24898 
Ofc halothane, T ' = 60 min, K' = 4oo 
0.37366 
0.37441 
0.59812 
0.00746 
0.39427 
0.06195 
0.06187 
0.03809 
0.98455 
0.05978 
5 
0.00854 
0.00856 
0.01358 
0 .00040 
0.00931 
0.54575 
0.54504 
0.33407 
0 .00706 
0.52593 
0.67^ halothane, T' = 1 min, K' = 100 
3 
0.28260 
0.22948 
0.98571 
0.00004 
0.02767 
4 
0.01927 
0.01561 
0 .00021  
0.99977 
0.00188 
5 
0.08289 
0.06870 
0.00095 
0.00001 
0.85702 
0.19721 
0.15974 
0.00218 
0.00003 
0.01922 
0.67^ halothane, T* = 10 min, K*= 100 
0.49420 
0.49405 
0.90864 
0.00100 
0.37262 
4 
0.03836 
0.03818 
0.00509 
0.99775 
0.02750 
5 
0.05191 
0.05360 
0.01283 
0.00010 
0.25200 
0.39318 
0.39135 
0.05212 
0.00074 
0.28172 
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Column listing 
Column 
1 2 
0.004l8 0.00493 
0.00419 0.00494 
0.00719 0.00847 
0.00021 0.00025 
0.00440 0.00518 
Column listing 
Column 
1 2 
0.17986 0.26847 
0.22821 0.34402 
0.00463 0.00421 
0.00006 0.00005 
0.05422 0.05054 
Column listing 
Column 
1 2 
0.01138 0.01385 
0.01177 0.01435 
0.00882 0.01036 
0.00013 0.00015 
0.03355 0.04113 
Column listing 
Column 
1 2 
0.00360 0.00424 
0.00360 0.00425 
0.00685 0.00808 
0.00017 0.00020 
0.00375 0.00442 
Q.67fo halothane, T' = 60 min, K' = 400 
3 
0.36268 
0.36346 
0.62506 
0.00600 
0.37959 
4 
0.05469 
0.05462 
0.03063 
0.98679 
0.05316 
5 
0.00764 
0.00766 
0.01307 
0.00036 
0.00820 
6 
0.56588 
0.56514 
0.31588 
0.00640 
0.54947 
1.330 halothane, T' = 1 min, K' = 100 
3 
0.23374 
0.18061 
0.98838 
0.00003 
0.02468 
4 
0.01556 
0 .01200  
0.00013 
0.99982 
0.00164 
5 
0.09423 
0.07466 
0.00085 
0.00001 
0.84701 
6 
0.208l4 
0.16050 
0.00180 
0 .00002  
0.02191 
1.330 halothane, T' = 10 min, K' = 100 
3 
0.44519 
0.44449 
0.92015 
0.00067 
0.34094 
4 
0.03273 
0.03255 
0.00340 
0.99827 
0.02414 
5 
0.05831 
0.06076 
0.01174 
0.00016 
0.23692 
6 
0.43854 
0.43608 
0.04552 
0.00062 
0.32330 
1.330 halothane, T' = 60 min, K' = 400 
3 
0.34566 
0.34643 
0.6604l 
0.00423 
0.35872 
4 
0.044l4 
0.O44O9 
0.02161 
0.98980 
0.04322 
5 
0.00652 
0.00654 
0.01235 
0.00029 
0.00692 
6 
0.59584 
0.59509 
0.29070 
0.00531 
0.58296 
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Colimn listing 
C olimn 
2.0% halothane, T* = 1 min, K' = 100 
0.19091 
0.24511 
0.00357 
0.00005 
0.06ll4 
0.288]6 
0.37885 
0.00301 
0.00004 
0.05325 
0.17995 
0.12724 
0.99127 
0.00002 
0.02014 
4 
0.01275 
0.00914 
0.00008 
0.99986 
0.00142 
0.10626 
0.07866 
0.00069 
0.00001 
0.83929 
0.22177 
0.15901 
0.00138 
0.00002 
0.02467 
Column listing 
Coltimn 
2.00 halothane, T* = 10 min, K' = 100 
0.01375 
0.01450 
0.00745 
0 .00011  
0.03885 
0.01706 
0.01806 
0.00873 
0.00013 
0.048l8 
3 
0.37579 
0.37431 
0.93469 
0.00042 
0.28863 
4 
0.02857 
0.02835 
0.00213 
0.99867 
0.02138 
5 
0.06752 
0.07117 
0.00994 
0.00014 
0.23082 
0.49732 
0.49360 
0.03707 
0.00053 
0.37214 
Column listing 2.0% halothane, T' = 60 min, K' = 400 
Column 
1 
0.00278 
0.00279 
0.00632 
0.00014 
0.00289 
0.00328 
0.00329 
0.00734 
0.00017 
0.00341 
0.31429 
0.31502 
0.70751 
0.00284 
0.32357 
0.03644 
0.03641 
0.01450 
0.99210 
0.03593 
5 
0.00502 
0.00503 
0.01114 
0.00024 
0.00532 
0.61819 
0.63/48 
0.25327 
0.00451 
0.62889 
Difference Equation Program 
The 5 decimal digits of the matrix constants must be 
loaded into the calculator and on magnetic cards. Two con­
stants , which are separated by a decimal point, are stored 
in each register. The data are arranged in the primary and 
secondary registers as shown on the following page. 
I4l 
register data register data 
0 00.00 so ^33*234 
1 SI C35'*3 
2 S2 00.00 
3 S3 
4 00.00 S4 
5 
^21"^22 S5 
6 C23'C24 S6 00.00 
7 C2j'^2 S7 C5i'C22 
8 00.00 S8 
0
 
0
 
9 C31.C32 SO 
The data are loaded into the program via the pause mode. 
Therefore, the card is made ready in the slot prior to 
depression of the D user-definable key. The pause mode is 
is encountered, during the execution of the program, follow­
ing each display of the compartmental concentrations. At 
this time, the input concentration, the time step size, or 
the concentration of halothane may be changed. To change the 
input concentration simply enter the new value directly. The 
previous value will be displayed during the pause. To change 
the remaining parameters, select the appropriate data card 
and load via the D key. 
The concentration of halothane on the data card is used 
to satisfy the nonlinear piecewise approximation of the 
model. This is achieved by selecting a data card that agrees 
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with the cerebral concentration of halothane which is 
displayed during the program. The following ranges are 
suggested for the selection process. 
Cerebral concentration 
of halothane 
0.0 
0.5 
1.0 
1.5 
to 0.5^ 
1.0 
1.5 
2.0 
Key-stroke sequence 
Process 
Load Matrix Data 
To begin with 0 
initial conditions 
To begin with initial 
conditions other 
than 0 
Run 
input 
crd 
^4 
""5 
time 
step 
Data card concentration 
of halothane 
0.0# 
0 .6?  
1.33 
2 . 0  
key-stroke 
D 
B 
STO A 
STO B 
STO C 
STO D 
STO E 
STO 0 
E 
outpui 
19.00 
0.00 
time step, 
^2' 
(pause) 
1^3 
HP-67/97 Program Listing 
Differential Equation Program 
step 
1 
10 
20 
30 
40 
function 
* LBL B 
1 
pc^S 
CL REG 
STO 4 
1 
STO 3 
RTN 
» LBL 0 
1 
4 
STO I 
DSZ i 
GTO a 
RTN 
* LBL a 
GSB 1 
GSB 6 
GSB 2 
GSB 6 
GSB 3 
GSB 6 
GSB 4 
GSB 6 
GSB 5 
GSB 6 
P^S 
RCL 3 
RCL 5 
GSB 7 
RCL 3 
RCL 6 
GSB 7 
RCL 3 
RCL 7 
GSB 7 
RCL 3 
RCL 8 
GSB 7 
step 
50 
6o 
70 
80 
function 
RCL 3 
RCL 9 
GSB 7 
p^s 
GTO 0 
* LBL 6 
ISZ 
STO i 
RTN 
* LBL 7 
ISZ 
X 
STO+i 
RTN 
* LBL 1 
RCL 2 
RCL B 
X 
RCL 1 
RCL A 
X 
RCL 3 
RCL C 
X 
+ 
RCL 4 
RCL D 
X 
+ 
RCL 5 
RCL E 
X 
F 0 ? 
RTN 
RCL 0 
+ 
RTN 
* LBL C 
SF 0 
GTO 0 
* LBL c 
step 
90 
100 
110 
120 
function 
CF G 1 
GTO 0 
* LBL 2 
RCL 6 
RCL A 
X 
RCL 6 
RCL B 
X 
RTN 
LBL 3 
RCL 7 
RCL A 
X 
RCL 7 
RCL c 
X 
RTN 
* LBL 4 
RCL 8 
RCL A 
X 
RCL 8 
RCL D 
X 
RTN 
* LBL 5 
RCL 9 
RCL A 
X 
RCL 9 
RCL E 
X 
RTN 
* LBL A 
2 
3 
ENTER 
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step 
130 
140 
150 
function 
ENTER 
ENTER 
RCL 4 
RCL 9 
X 
STO 9 
CLx 
RCL 3 
RCL 8 
X 
STO 8 
CLx 
RCL 2 
RCL 7 
X 
STO 7 
CLx 
RCL 1 
RCL 6 
x 
STO 6 
CLx 
RCL 1 
RCL 5 
st^ 
160 
170 
180 
function 
X 
STO 1 
CLx 
RCL 2 
RCL 5 
X 
STO 2 
CLx 
RCL 3 
RCL 5 
X 
STO 3 
CLx 
RCL 4 
RCL 5 
X 
STO 4 
RCL 0 
RCL 5 
STO 0 
RCL 1 
RCL 0 
STO-rl 
step function 
R V 
RCL 4 
STO-M 
STO 5 
1 9 0  R V  
RCL 3 
STO^l 
STO 4 
RV 
RCL 2 
STO-^1 
STO 3 
R V  
STO 2 
200 RTN 
* LBL D 
DSP 5 
RCL A 
-X-
RCL B 
-X-
RCL C 
-X-
RCL D 
210 -X-
RCL E 
-X-
DSP 2 
RTN 
Difference Equation Program 
step function 
1 * LBL D 
1 
9 
STO I 
MERGE 
PAUSE 
RTN 
* LBL E 
EEX 
10 2 
RCL 0 
INT 
20 
function 
STO 0 
CLx 
STO I 
ISZ i 
GSB 5 
GSB 5 
GSB 5 
GSB 5 
GSB 5 
STO E 
RCL 4 
STO A 
step 
30 
function 
RCL 8 
STO B 
P^S 
RCL 2 
STO C 
RCL 6 
STO D 
P<%S 
RCL 0 
INT 
RCL A 
RCL D 
RCL E 
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step function 
40 STK 
GSB 9 
PAUSE 
GTO E 
* LBL 5 
0 
RCL A 
GSB 6 
RCL B 
GSB 7 
50 RCL C 
GSB 6 
RCL D 
GSB 
RCL 
GSB 
RCL 
FRAC 
EEX 
step function 
6o X 
GSB 7 
ISZ 
STO i 
RTN 
* LBL 6 
ISZ 
RCL i 
INT 
EEX 
70 5 
X 
+ 
RTN 
«• LBL 7 
RCL i 
FRAC 
step 
80 
function 
90 
RTN 
* LBL 9 
RCL 0 
FRAC 
EEX 
2 
X 
RTN 
^ LBL B 
CLx 
STO A 
STO B 
STO C 
STO D 
STO E 
STO 0 
RTN 
