Fluid Dynamics (CFD) 
INTRODUCTION
It is a well known fact that numerical simulations, especially DNS and LES, require high resolution discretization techniques in both space and time domains. One major purpose in applying these techniques is the constant pursuit for reducing the numerical dispersion and diffusion bellow the dispersion and diffusion inherent to the physical phenomenon modeled by the numerical scheme. On the other hand, the increased the order of accuracy necessitates enlarging the numerical stencil which leads to a larger computational effort. Another drawback of the high order schemes is associated with the unphysical oscillations generated in the vicinity of discontinuities (shock waves or shear flows). Hence, a thorough analysis of the accuracy of various numerical schemes is required to pinpoint the behavior of these
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techniques in the presence of flow discontinuities. In the present paper, we suggest a series of test cases for which the exact analytical solution has been produced and could serve as a better ground for accuracy prediction of the tested high order numerical schemes. For the calculation of the space derivatives, high-order spatial discretization schemes have gained considerable interests in computational acoustics, among them the explicit dispersion relation preserving (DRP) [2] , [12] or compact schemes [1] , [3] [4] [5] [6] [7] [8] . Time integration in CFD is usually done with higher-order Runge-Kutta schemes. In order to improve the dissipation and dispersion characteristics of these schemes, several other schemes were proposed [12] , [13] . In many applications, popular time advancing schemes are the classical 3rd-and 4th-order Runge-Kutta schemes because they provide relatively large stability limits. However, for acoustic calculations the stability consideration alone is not sufficient [13] , since the Runge-Kutta schemes distribute both dissipation and dispersion errors. Traditionally, the coefficients of the Runge-Kutta schemes are chosen such that the maximum possible order of accuracy is obtained for a given number of stages. It is possible to choose the coefficients of the Runge-Kutta schemes so as to minimize the dissipation and dispersion errors for the propagating waves, rather than to obtain the maximum possible formal order of accuracy. The optimized schemes will be referred to as Low-Dissipation and Dispersion Runge-Kutta (LDDRK) schemes. In the first part of this paper, the basic concepts of the numerical schemes for space and time integration are discussed and different numerical schemes are used for solving the onedimensional problem for the convective wave equation and the conservative equation. A comparison between the different methods and different initial conditions is performed in the last part of this paper.
Let us consider the one-dimensional scalar conservative equation:
where () U x,t is a conserved quantity and   () f U x,t describes its flux and ( ) x,t denotes space and time, respectively. The numerical solution is obtained by discretizing the equation in space and time to obtain the finite difference or finite volume formulation, respectively. Discretizing the differential form of the conservation law in space, we get the semi-discrete equation as
and the term
f  is the numerical flux at the edge of each cell
that must satisfy the consistency requirement:
The numerical flux function ˆ( ) fx is required to satisfy exactly
The solution of the conservative finite difference formulation of eq. (1), written in the semi-discrete eq. (2), consists of two steps: spatial discretization and time marching.

SPATIAL DISCRETIZATION
There are two main classes of high-order accuracy finite difference schemes: explicit schemes and compact or implicit schemes. One of the important differences between the two schemes is that the explicit schemes employ large computational stencils for a given level of accuracy, while implicit schemes use less stencil points and have less dispersion errors compared to explicit schemes of same order of accuracy. In this context, a scheme is regarded as high-order if it has a formal spatial (and temporal accuracy also) higher than three. In the frame of spatial discretization, we are interested in the reconstruction step that computes the solution at the interfaces from the cell-centered solution to the desired order of accuracy. The Padé type scheme approximates the derivatives implicitly from the use of the Taylor series and a tri-diagonal system must be solved. If we consider the general form of a compact scheme with a general order of accuracy () r Ox  we get 
A reminder of the coefficients of the classical Padé schemes is presented in Table 1 . The spatial resolution of the numerical scheme is dictated by the sound waves with the shortest wavelengths and a minimum number of grid-points per wavelength is required. The development of finite difference algorithms that give an adequate solution for this important issue was first proposed in 1992 by Lele [1] who showed the spectral-like resolution of the compact schemes for the evaluation of spatial derivatives.
The idea was not only to increase the order of accuracy but also to expand the range of wavenumbers. This relates to considering the dissipation and dispersion errors of numerical schemes in the framework of Fourier analysis. These schemes called Dispersion-RelationPreserving (DRP) schemes seek the best compromise between accuracy and resolution producing the most potentially efficient schemes. Following the work of Tam et al. [2] and Kim et al. [3] , a series of high-order optimized compact schemes are derived by Zhu et al. [4] . The schemes are written in a general form: 
and the coefficients are provided in Table 2 . Most high-order central finite-difference schemes can be used for the viscous flux terms and introduce only phase errors but no dissipative errors in the numerical solutions.
The drawback of central schemes is that they are not robust enough for convection dominated flow simulations.
Extra filtering procedures are needed in order to stabilize the computations and control the aliasing errors, which are equivalent to adding numerical dissipation in an ad-hoc manner. Taking into account these facts, Zhong [5] obtained a family of finite-difference highorder upwind compact and explicit schemes for the discretization of convective terms for the direct numerical simulations of hypersonic flows with strong shocks. The upwind schemes are determined such that the order of the schemes is one order lower than the maximum achievable order for the central stencil and, as a result, the coefficient of the leading truncation comes as a free parameter to be set.
We have selected only three schemes: a fifth-order upwind compact scheme, Zhong 5-2-3-1, a seventh-order upwind compact inner scheme, denoted Zhong-7-3-3-1 and a seventhorder upwind explicit scheme, Zhong-9-4-1-0. The coefficients are presented in Table 1 .
Another family of numerical schemes considered is a combination of cell-node and cell centered compact schemes for the evaluation of
We have considered the sixth order compact interpolation scheme given by Lele [1] , then three compact schemes of sixth, eighth and tenth order deduced by Zhang [6] , the explicit fifth order upstream difference scheme, the fifth-order upwind compact scheme given by Pirozzoli [7] and the 5th-order upwind compact bi-diagonal scheme given by Fu [8] . The general form is the following
where the coefficients are displayed in Table 3 .
As the compact interpolation introduces errors that could significantly decrease the resolution for high wave numbers, Zhang schemes stored the values at the cell centers as independent computational variables and used the same scheme for computing the updating values on cell nodes to compute the updating values on cell centers, by simply shifting the indices in (8) by 1/2.
TEMPORAL DISCRETIZATIONS
The method of lines is a widely used technique for approximating partial differential equations with large systems of ordinary differential equations (ODEs) in time. The
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numerical solution of the scalar conservation law is semi-discretized in the spatial domain using a discrete set of points and after the spatial partial derivatives have been replaced with appropriate finite differences in j x , we get a system of ODEs
where the he discrete operator is defined in each
Here, we associate the time dependent vector () t u with each of these spatial points,
. System (7) can be solved by a wide variety of standard numerical techniques, explicit or implicit, which have been developed over the years for large systems of ordinary differential equations. The explicit Runge-Kutta (RK) schemes offer the potential for high order with low storage. Hence, especially for acoustics, high order schemes can be optimized to reduce dissipation and dispersion to form what are known as LDDRK schemes. For an explicit low storage p -stage Runge-Kutta scheme which, in general, advances the solution from time n t to 1 n t  can be expressed as follows:
where n u represent the solution at time step n t .
The time discretization will be implemented using four different classes of high order Runge-Kutta methods. The first class tested is a third-order TVD Runge-Kutta (TVDRK3) developed by Shu and Osher [10] .
Another method, although not TVD, is the fourth-order classical Runge-Kutta scheme:
The third class consists in a group of three schemes: the 4, 5, 6 standard p-stage schemes of Table 4 . Next, we analyzed three optimized time marching schemes from the class of Low Dispersion and Dissipation Runge-Kutta LDDRK5, LDDRK6 (4th-order) and LDDRK4-6 of Hu [13] minimizing the dissipation and dispersion errors for wave propagation. The 4-6 notation signifies a two-step alternating cycle, where a four stage standard SRK4 is used for the odd time step and a six stage LDDRK6-Hu for the even time step in the cycle. The scheme is a fourth-order accurate scheme in time for linear problem and second-order accurate for nonlinear problem. The advantage of the alternating schemes is that, when the two steps are combined, the dispersion and the dissipation errors can be reduced and higher order of accuracy can be maintained.
Accordingly to Hu [13] , the optimized 6-stage scheme has a smaller stability limit than the 5-stage scheme. On the other hand, LDDRK6-Hu and LDDRK4-6 are 4th-order accurate whereas the optimized single-step 5-stage scheme is 2nd order. LDDRK4-Hu was tested but the results are not satisfactory.
Finally, we tested two LDDRK method obtained by Bogey and Bailly [12] . They used the same idea of combining the Taylor series expansion method with the Fourier transform
optimization technique as Hu et al. [13] and computed the relative dissipation and the dispersion errors separately obtaining different coefficients LDDRK5-BB, LDDRK6-BB. We mainly used these Runge-Kutta schemes in our numerical tests because even there were tested other numerical time-marching schemes the results were not encouraging to be reported.
NUMERICAL SIMULATIONS
In this section we present the results of the testing and comparison campaign for all schemes summarized in the previous sections. The numerical accuracy and stability of the high-order numerical schemes are analyzed by solving the scalar conservation law equation for different conservative fluxes with periodic conditions. The norm of each error is computed by comparison with the exact solution at a certain time that will be indicated for each test. The grid was progressively refined from 20 N  points to .. points, by multiplying with a factor of 2. The initial CFL (for the grid of 20 points) is 0.1. A low CFL number is chosen to ensure that the errors due to time discretization are significantly lower than those due to space discretization. We study the performance of all the schemes by applying them to the four classical test problems ( [5] , [11] In Table 6 , the used criteria was to select the scheme that gives similar result but with low computational cost from different families of schemes. For example, we choose the 6-th order Padé scheme, because from the 8-th and 10-th order Padé scheme we get the similar
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order of accuracy but with larger stencils. In case of Zhong's family it can be seen that we select to present the explicit 9-4-1-0 Zhong's scheme despite the 7-3-3-1 scheme even the accuracy is bigger with an order of magnitude but the effort of calculation is much decreased.
The same reasons generate the choices for the rest of the schemes. As a general consideration, the expected formal order of accuracy described in the next tables is given by the expression 2 2 log ( / )
where the index successively takes the values 1,2, i  . The initial CFL is reduced by a factor of 53 22 / / at each refinement (since the spatial interpolation is fifth order and time marching is third order, this ensures that time discretization errors converge at the same rate as the space discretization ones). The errors due to time discretization are significantly lower than those due to space discretization and therefore all the simulations were ruled by TVDRK3. Test A2. This test is performed to locate possible deteriorations of accuracy due to strong oscillations in the parameters that determine the stencil.
Moreover, this wave is more complex because it has critical points of third degree:
In Table 7 it should be noted that the hierarchy between numerical schemes is maintained.
We can remark a good convergence for Zhang-CCST6 even for a coarser grid. Test A3. This test is performed to detect possible decrease in accuracy, due to nonlinear argument in the trigonometric function, of the schemes:
In Table 8 it should be noted that the hierarchy between numerical schemes is also maintained.
We can remark a good convergence for Zhang-CCST6 even for a coarser grid. Test A4. This test is implemented to present the resolution properties of the schemes and the period of integration is 8 T  . The initial condition contains a smooth combination of a Gaussian, a triangle, a square-wave and a half-ellipse, given by 
where The triangle wave is more accurately represented by CCS-T10 and Zhong 9-4-1-0. The square waves are not precisely represented by any method, except on CCS-T10.
Nevertheless, one observes many spurious oscillations in all the solution given by the numerical methods. 
and considering periodic boundary conditions on
. The nonlinearity of the conservation equation implies that discontinuities may develop even from smooth initial conditions. The problem provides an initial solution which is smooth and this allows for accuracy and order of convergence analyses. After a certain time
, a shock is developed in the solution [14] , [15] . The exact solution, prior to shock formation, is defined implicitly as On the fine grid, all schemes yield comparable errors. In smooth regions the numerical solutions are very accurate in all three norms. The problem provides an initial flow in which the solution is smooth, thus allowing for convergence order of accuracy estimates. After a certain time (the shock develops at 
T.  is used for convergence tests and 10
T.  for the shock capturing test. The evolutions of the schemes are illustrated in Fig. 6 for the Burgers equation. The evolution on the left refer to the solution before shock formation, 05
T.  and the evolution on the right refer to the solution after shock formation, 10 T.  . One can notice that the "fine grid solution" is the solution obtained on a grid of 2000 points with Pirozzli5I scheme since the exact solution is not available in analytical form, Fig. 7 (right) . The solutions obtained using Pirozzoli5I and Zhong 7-3-3-1 schemes seem to present some spurious oscillations in the vicinity of the shock for this problem. We do not intend to represent the results for the other schemes due to strong oscillations in accuracy. Regarding all the multistage time discretization R-K schemes, the accurate results were given by LDDRK4-6.
CONCLUSIONS
The most known non-compact and compact schemes are analyzed. Their behavior, in terms of accuracy and convergence properties, is studied on the linear advection equation and the inviscid Burgers equation. The schemes are tested on smooth data for periodical conditions. The linear advection equation is the simplest example of a scalar hyperbolic PDE, while the inviscid Burgers equation is an example of a scalar nonlinear hyperbolic PDE. The convergence behavior of the schemes is studied on smooth problems for which the exact solution is known. This assessment was made because in literature are sometimes presented only the cases which are favorable to a certain method and our purpose is to present objectively the capacity of each methods for simple cases, like scalar conservation law problem. All schemes converge to the proper weak solution for linear flux and smooth initial conditions. However, when the flux is non-linear, the discontinuities may develop from smooth initial conditions and the shock must be correctly captured. All the schemes accurately identify the position of the shock, with the price of the nonrealistic oscillation on the location of the discontinuity. Therefore, a particular care should be given in choosing the numerical methods to be sure that the results are not altered for multidimensional computational fluid dynamics problems.
