In a forced laser-wakefield accelerator experiment (Malka et al 2002 Science 298 1596 where the length of the pump laser pulse is a few plasma periods long, the leading edge of the laser pulse undergoes frequency downshifting and head erosion as the laser energy is transferred to the wake. Therefore, after some propagation distance, the group velocity of the leading edge of the pump pulse-and thus of the driven electron plasma wave-will slow down. This can have implications for the dephasing length of the accelerated electrons and therefore needs to be understood experimentally. We have carried out an experimental investigation where we have measured the velocity v f of the 'wave-front' of the plasma wave driven by a nominally 50 fs (full width half maximum), intense (a 0 1), 0.815 µm laser pulse. To determine the speed of the wave front, time-and space-resolved refractometry, interferometry and Thomson scattering were used. Although a laser pulse propagating through a relatively low-density plasma (n e = 1.3 × 10 19 cm −3 ) showed no measurable changes in v f over 1.3 mm (and no accelerated electrons), a high-density plasma (n e = 5 × 10 19 cm −3 ) generated accelerated electrons and showed a continuous change in v f as the laser pulse propagated through the plasma. Possible causes and consequences of the observed v f evolution are discussed.
Introduction
In the original concept for laser-wakefield acceleration (LWFA), an intense laser pulse that is about one-half plasma wavelength long excites a relativistically moving space-charge density wave or a 'wakefield' behind the laser pulse that can trap and accelerate plasma electrons [1] .
In a three-dimensional avatar of this scheme known as the 'bubble regime', such a short laser pulse is intense enough to blow out all the plasma electrons because of its ponderomotive force and leave behind a roughly spherical bubble of plasma ions [2] . Because of the spacecharge attraction force of the ions, the plasma electrons flow in a narrow sheath on the outside of the ion bubble, overshoot the laser axis and set up a robust, three-dimensional wakefield. However, to our knowledge, none of the experiments to date have been carried out in the classic bubble regime [3] [4] [5] . In these experiments the initial laser-pulse length is typically one to two plasma wavelengths long. As the laser pulse enters the plasma, its electric field E can increase because of relativistic self-focusing while its pulse length shortens because of beam head erosion [6] [7] [8] . The initially small plasma wave seeds the modulational instability that begins the process of modifying the spectral content of the laser pulse, eventually leading to a localized increase in the normalized vector potential a = eE mcw , where w is the local pump frequency [9] . This locally enhances the ponderomotive force (∝ ∇ a 2 ) at the proper phase to enhance the plasma wave which feeds back on the spectrum, further enhancing ∇ a 2 . This process can evolve rapidly to the point where the leading edge of the ponderomotive force can drive the wake into the bubble regime where trapping becomes possible. This is the so-called 'forced laser-wakefield acceleration' (F-LWFA) regime [2] . However, the exact position where the plasma electrons begin to be trapped in the wake is not deterministic as it relies on this nonlinear evolution. Although quasi-monoenergetic electron beams have been reported in several experiments [3] [4] [5] [6] [7] [8] , the process of evolution of the relativistic plasma 'wave-front' (first few electron-density depressions or 'buckets' of the plasma wave) that determines the onset of trapping, acceleration and dephasing of the plasma electrons is not well understood.
It is the purpose of this paper to aid the understanding of these processes by measuring the locally averaged position of the first few buckets of the plasma wave or wake-i.e. the aforementioned wave-front-as a function of time in a typical F-LWFA experiment. In a recent paper [10] , we have argued that changes in the position z f of the wave-front can be inferred by measuring the position of an equivalent physical parameter: the localized effect of the density depression/compression associated with the wake on a short probe beam launched transverse to the wake propagation direction. To determine the speed v f of the wave-front, images of timeand space-resolved refractometry, interferometry and Thomson scattering were recorded on a shot-by-shot basis as the pump/probe timing was varied. The experimental results show that the plasma wave-front evolves continuously: initially it speeds up to superluminal velocities followed by moving approximately at the nonlinear group velocity of the laser pulse, and finally beginning to monotonically slow down as the pump energy is ultimately depleted. Since very small changes in the wake's phase velocity can make large changes in the corresponding Lorentz factor γ ph of the wake, these changes can have a profound effect on the processes of trapping, dephasing and the spectrum of electrons that is ultimately observed in the experiment. These continuous and subtle changes in the wake phase velocity are difficult to measure given the sensitivity of our diagnostics at a plasma density n e,low = 1.3 × 10 19 cm −3 and a plasma length of 1.5 mm. Thus this density can be used to calibrate the diagnostics. At a higher n e,high = 5 × 10 19 cm −3 we were able to measure these changes to the plasma wave-front velocity from the instant the laser pulse enters the plasma where the wake terminates because of laser pump depletion.
Experimental setup
A simplified schematic of the experimental setup is shown in figure 1. A Ti : Sapphire laser system delivers a laser pulse of duration τ L 50 fs (FWHM) with a center wavelength of Figure 1 . Simplified schematic of the experimental setup. The laser propagates in the z-direction and the probe propagates essentially in the x-direction. As shown, this is the setup for n e,high . For the n e,low setup, the probe is unfocused (no Thomson scattering) and a beam splitter replaces the mirror after the chamber, beyond which is a folded wave-front interferometer [10] .
0.815 µm. The nominal peak power of 2 TW can fluctuate ±10% mainly due to the final four-pass amplifier operating below energy saturation. The laser beam is focused (at about f/8) to a (vacuum) spot size w 0 = 8 µm onto the front edge of a 2 mm diameter, supersonic He gas jet providing an intense (a 0 1.0) pump pulse to drive the wake. A portion of the beam is split off to serve as a probe beam. Care was taken that this probe beam was weak enough as to not accumulate any significant B-integral as it is brought out of the vacuum to a variable delay line and sent back into vacuum. We estimate the probe to have a FWHM duration of τ pr 60 fs as it traversed the wake roughly orthogonal to the probe beam where it is perturbed by the pump-induced plasma and, in particular, the refractive-index variations associated with the localized density variation of the wake as well as collectively Thomson scattered from the nearly periodic longitudinal density modulation associated with the wake.
The gas jet provided flat-topped density profiles over a range of densities but we will focus only on two operating points. (1) low plasma-density runs at n e,low = 1.3 × 10 19 cm −3 and (2) high plasma-density runs at n e,high = 5 × 10 19 cm −3 where most of the data for this paper are obtained.
The probe beam was used for three distinct diagnostics. Interferometry, refractometry and collective Thomson scattering. However the setups were different for the low-and highdensity runs. We did not see any Thomson-scattered signal at n e,low . Since we kept the probe intensity weak to avoid B-integral, we believe that any signal was simply below our detection threshold. Thus for the low-density runs, the transverse probe was used for refractometry and interferometry. For the high-density runs, interferometry was not used due to strong refraction of the probe beam outside the f/10 collection optics which prevented the acquisition of usable interferograms. Thus for the high-density runs, the transverse probe was used for refractometry and Thomson scattering.
In the n e,low setup, the probe beam coming from the compressor vacuum was simply apertured; no focusing optics were used. The final mirror before the refractometry camera shown in figure 1 was replaced by a beam splitter and the transmitted light was sent to a Lloyd-mirror interferometer which is essentially a reflective version of a folded-wave-front interferometer.
The refractometry diagnostic was similar for both densities. For the n e,low setup, the CCD camera was slowly moved away from the gas-jet-imaging position while the experiment was running until the contrast of a bright line of light was optimized. Knowing the longitudinal magnification of the optical system, this optimum position corresponded to an object plane located in the range x = 300 ± 100 µm. If the camera is moved so far that the object plane is beyond a millimeter or so beyond the gas jet, a shadow (essentially a hole in the probe beam) begins to dominate the image. This would be the usual shadowgraphy diagnostic, which we tried to avoid. For the n e,high setup, the probe beam was gently brought to an elliptical spot (see the Thomson-scattering setup below). Again, while the experiment was running, the camera was gradually moved away from the gas-jet image plane. At some distance, a very small and bright spot was observed beyond a certain distance and could still be made out inside the shadow at larger distances. Such a longitudinal 'hot spot' suggests the presence of a so-called caustic within the probe beam, produced by a diffractive or refractive element which we will argue in section 3 is due to the electron sheath of the wakefield; i.e. in the blowout regime. The camera was typically set so that the object plane was x = 200 ± 100 µm.
The refractometry images proved very useful for detecting any pre-pulse or large pedestals in the pump laser pulse. Poor seeding of the regenerative amplifier or poor Pockels cell timings were easily detected by setting the delay stage to negative values-where the probe pulse precedes the pump pulse at the entrance to the gas jet-and observing the signature of a plasma within the gas jet on the refractometry diagnostic. When this happens, small changes to the pump-probe delay-which should move the leading-edge refractometry feature proportionally-appear stationary. In these circumstances, the laser-pulse contrast is worked on. Once improved, the well-defined leading-edge features of the refractometry are once again only seen for positive delay stage setting and move in the z-direction in steps dictated by the delay stage.
Since an in situ measurement of n e,high proved difficult, the setup of the densitysensitive geometry of the Thomson scattering required an additional step. To determine the Thomson-scattering (TS) experimental setup, the neutral-gas density in the jet was estimated, independently of these experiments, by performing a series of interferometric measurements of the neutral-gas density over a wide range of backing pressures and then by cross-calibrating the results specifically for helium by plasma interferometry at lower pressures and very low laser intensity. For the parameters used here we estimated that the plasma density would be about 5 × 10 19 cm −3 and set the TS geometry accordingly. The 2D k-matching for such a density requires a scattering angle of ±9
• . Choosing the positive scattering angle, the probe was set to an incident angle of −3
• with respect to the x-axis, as indicated in figure 1 , and focused to overlap with the plasma with an elliptical spot roughly 50 µm tall (the y-height) and 3 mm long (along the z-direction). Light scattered at the +9
• k-matching angle was collected at +6
• with respect to the x-axis with a lens having a scattered-light acceptance angle of about 1
• , rotated 90
• with a periscope, and imaged onto the vertical slit of a imagingspectrograph. Thus the TS gives us the intensity of scattered light in (z, λ scatt ) space, where λ scatt is the wavelength range of the scattered light. As the probe delay is varied, we sample the Thomson-scattered light (TSL) at different depths into the plasma. The spatial resolution of the imaging spectrometer is about 50 µm, dominated by the pixel size of the CCD camera used.
The particular choices for the incident and collection angles were influenced by the existence of a target-chamber port at the +6
• angle and the fact that, by collecting the scattered order in the forward (+z) hemisphere, the TSL would be upshifted to the visible (near 0.68 µm) where the quantum efficiency of our camera is much higher than it would have been had we chosen the −9
• scattering angle where the TSL would have been in the infrared (near 0.97 µm).
We should note that the elliptical spot has a low divergence in the z-direction and the scattered light will have sufficient angular definition even if only four spatial periods of the wake are illuminated [11] . Similarly, since the full temporal extent of the probe pulse is more than six plasma periods, we expect sufficient spectral definition in the TSL. It should be pointed out that when the diameter of the plasma wave is close to or smaller than a plasma-wave wavelength, the geometry of the transversely incident, small-angle scattering setup for TS just described will indeed yield a measurement of the near-light-speed plasma wave [12] , as was demonstrated in several experiments [13] . As we shall see, the TSL was spectrally resolved and showed a peak signal at a scattered wavelength of about 685 nm, a shift of about 120 nm from the probe wavelength of 815 nm. This shift corresponds to a density of 5.2 × 10 19 cm −3 . Thus the TS setup described above and shown in figure 1 is the correct geometry to study plasma waves at our chosen n e,high .
As figure 1 indicates, there were also forward diagnostics; namely, spectral measurements of the transmitted pump pulse as well as any forward-emitted electrons. The forward spectrometer was designed to acquire the broadest possible bandwidth. Thus, a lowdispersion prism spectrometer was built. Light transmitted at the exit of the 2 mm gas jet was collimated, passed through a 60
• prism and imaged with demagnification onto a infraredsensitive vidicon-based camera which had a nearly flat responsivity curve from 0.4 µm to at least 1.9 µm. Due to chromatic aberration in the relay optics, the full spectrum was acquired over two sets of runs; one set with the camera set to view 0.4-1.2 µm and one set with the camera viewing 0.7-2.0 µm. The technique we used to merge these spectra will be discussed in section 4.3. The video was 'frame-grabbed' and the effective digitization depth appeared to be about 6 bits due to the offset and noise in the video signal. To avoid damage to the camera and to cut out the inevitable stray light near 0.815 µm, the light transmitted through the plasma was collected through a high-reflecting broadband Ti : Sapphire mirror. Calibration of the spectral image was performed during experiments by inserting various band-pass filters and also after the experiment by sending the light of four different wavelength diode lasers through the system. An approximate transmission function of the system was obtained by placing an apertured, intense white-light source at the gasjet location. The high reflectivity of the broadband mirror made an absolute transmission function measurement difficult due to the very high dynamic range of the wavelength response of the system. We should note that this setup was later improved to acquire the entire 0.4-2.0 µm range and correct for first order chromatic aberration by a combination of using a lower-dispersion prism and tilting the camera to intercept the various colors at their image planes.
The electron spectrometer consisted of a 'slit' at about 20 cm from the gas jet, a drift of 11 cm to the 9.2 cm long, 2.6 kG field region which deflected electrons in the +x-direction, and a final drift of 9.4 cm to a phosphor screen that was imaged by a CCD camera. The slit was actually a 1 cm hole in a copper mirror, so most of the time it played no role in establishing the input vector of the electrons. However, due to pointing fluctuations in the emitted electron beam which were predominately in the x-z plane, occasionally the electrons were detected in the −x-direction. In this case, we can imagine that the −x side of the slit will set a bound on the input vector of the electrons-it acts as a 'half slit' and this edge was visible on some shots where the beam appeared to be clipped by the −x side of the slit. By taking many shots and waiting for the electron beam with the most displacement in the −x-direction, we can get an upper bound of the electron energy on that shot. Since the electron spectrometer interfered with the forward spectrometer, it was only installed on a temporary basis. 
Insight from simulation
As mentioned above, we expect the probe to respond to the perturbations in the refractive index of the plasma induced by the wake. Also, the probe-induced plasma currents should radiate collectively as Thomson scattering if the frequency-and wavenumber-matching requirements are satisfied. Since most of this paper will focus on the results at n e,high , it is useful to see what wakefield regime this corresponds to given our laser parameters. Figure 2 (a) shows the electron density at a slice through the central (x = 0, y, z-ct) plane from a three-dimensional (3D) particle-in-cell (PIC) computer simulation of our experiment. The number of cells in the (x, y, z-ct) directions were (200, 200, 2000) corresponding to a computational box size (in micrometers) of (76.4, 76.4, 101.9). Also shown in figure 2(a) is a lineout of the on-axis electron density which shows the regions of complete blowout in the first and second buckets of the wake. At this point in the plasma (z = 290 µm), the bulk of the laser beam (not shown) has self-focused to a transverse size of about 3.5 µm FWHM which is about 36% of the original spot size. The peak electric field of the laser is located near 83 µ (on the z-ct scale of figure 2(a)) and is 4.5 times larger than the vacuum-focus field. In addition, the laser frequency has already been modulated at the plasma wavelength and has blue-to-red chirps (with increasing z-ct) within the wake buckets, dropping to 0.85 times the original frequency at the front of the first two buckets where the local vector potential a has peaks of 3.2 and 4.4 at the forward side of the first and second buckets, respectively. Not all the laser power is initially trapped in the guiding structure of the buckets, partly due to the non-adiabatic bucket formation during the superluminal phase. Moreover, since cτ L 3λ p , the on-axis density spikes in the wake will cause laser energy to diffract out of the wake region. Here, λ p = 4.7 µm is the linear plasma wavelength for n e,high .
Figure 2(b) shows a 2D map of the estimated optical path that a 30 fs wide slice of a transverse probe beam would accumulate traversing the simulation box. This calculation is approximate in that each (x, z-ct) slice of density is replaced by the average of 30 fs of the following slices. Note that 30 fs is a transit time of the full wake structure and is longer than the nonlinear wavelength of figure 2(a). This 'blurred' density is integrated over x in the simulation box and converted to phase advance δφ(y, z-cδt) using the dispersion of the probe in such a plasma. Here, the use of δt is to remind us of the time integration. Two lineouts of the image were taken: the vertical lineout location is marked by the dashed line near z-cδt = 85 µm and the longitudinal lineout is at y = 0. A plot of the vertical (transverse) optical path variation δL is shown at the right side of figure 2(b) where δL ≡ δφ 2π λ 0 and λ 0 = 0.815 µm. Since the regions of blowout are much longer than the density spikes, these contribute to a strong minimum in δL. The electrons that form the sheath around the regions of blowout, however, have a maximum contribution at the blowout radius. The contribution from the sheath electrons near y = 0 both inside and outside the page of figure 2(a) have only a small effect on δL(y, z-cδt) since they are thinner (in x) than the bubbles. The transverse lineout shows that there are regions of sharp gradients in refractive index going from a high index to a low index as |y| increases from zero. If one treats this as an optical element, we find that the radius of curvature of the transmitted phase front at y = 0 is about 300 µm which would be the geometric focus after the probe transits the wake structure. From another perspective, if one treats the sharp gradient in index as an interface between two media, one gets a critical angle for total-internal-reflection of about 80
• which would kick a probe beam towards y = 0 if its divergence was <20
• full angle. The longitudinal, on-axis variation of δL is shown at the bottom of figure 2(b). From this we see that the refractive effects on the probe beam would be localized to the first few bubbles of the wake. It is clear that such transit-time averaging of this type of refractometry essentially disappears once the wake is damped by phase-mixing of the highly nonlinear plasma wave. We should note that a similar analysis of the simulation of the n e,low experiment shows a wider (in y) and much longer (in z − cδt) refractive element. This is because there is much less self-focusing and the wakes are semi-linear-very little damping from phase-mixing and no damping from accelerated electrons.
We mentioned that the above phase-advance calculation is an approximation of the real experiment. Apart from the simplistic integrations in t and x, the probe beam never actually sees a 'blurred' density structure. During the transit of the wake, Maxwell's equations tell us that on a microscopic level, the refractive-index concept is actually forward scattering. The probe-induced currents are instantaneous so that each slice of the probe actually interacts with the structure of figure 2(a), albeit moving to the right at c. Thus, the density gradients are much stronger than one would take from figure 2(b). Just as the density spikes produce a phased array of current-densities that contribute to Thomson scattering, the transverse gradients due to the sheath electrons produce forward scattering and the transit-time integration occurs in the detection of this light; i.e. on the CCD itself. Finally, since the scattering structure is moving to the right at c, the image on the CCD will be spread out in z. This is why figure 2(b) is an appealing analogy, providing some insight as to what the experimental observable may be, and so we will use the terminology-the transit-time-averaged refractive index-from this analogy throughout the remainder of this paper.
Experimental results

Measuring the wave-front velocity
While the specific diagnostics are described with a little more detail in the following two paragraphs, the general method for obtaining v f is given here. Each diagnostic provides a twodimensional (2D) image of the wake or other plasma feature as seen by the 60 fs probe beam. The delay line (see figure 1) is initially set to a probe-beam timing t pr = 0 corresponding to the timing for which the probe pulse overlaps the pump pulse at the entrance to the gas jet. The diagnostic images are acquired on a shot-by-shot basis as the probe timing is scanned over the range 0 t pr L p /c where L p is the length of the gas jet. Thus, a series of images are obtained with timing steps of t pr as small as 67 fs or about 1.2 times the duration of the pump pulse. By identifying the z-location z f of similar, leading-edge features related to the wake-perturbed probe beam within these images, we obtain z f (t pr ) from which we can estimate v f . 
Refractometry and interferometry
Sample images from the perturbed or scattered probe pulse are shown in figure 3 . For the low-density runs at n e,low = 1.3 × 10 19 cm −3 , we used refractometry and interferometry (figures 3(a) and (b), respectively). For the high-density runs at n e,high = 5 × 10 19 cm −3 , we used refractometry and collective Thomson scattering (figures 3(c) and (d), respectively). We discussed these choices for the use of the probe beam in section 2. In particular, the strong refraction of the probe beam at n e,high prevented the acquisition of usable interferograms. This refraction is evident in the refractometry image of figure 3(c) for z < 600 µm.
The refractive index in a plasma is η 1 − n e 2n cr , where n cr = mω 2 4πe 2 is the critical density for the probe frequency ω. As we discussed in section 3, a time-averaged, on-axis depression in n e (y, z) (integrated in x), persisting for roughly a transit-time of the probe pulse across the wake, can act as a cylindrical lens in the y-direction for the probe beam. The well-defined, bright stripe comprising the refractometry image of figure 3(a) for n e,low is consistent with this description since the optics for the refractometry were set to image the probe 200-400 µm beyond the pump axis and, as we will see later, that the time-averaged density depression seen in the 3D PIC simulations for n e,low does indeed have an on-axis minimum over a large range in z.
An interferogram from the same shot as the refractometry image in figure 3 (a) is shown in figure 3(b) . The corresponding plasma density is 1.3 × 10 19 cm −3 . Here, the pump-axis plane was imaged. Nevertheless, the enhancement of the probe beam seen in figure 3(a) is apparent in figure 3(b) , albeit at a reduced contrast. By matching common enhanced-probe features for several pairs of images, the z-scales could be cross-registered, which was done here. From this, we can note that the fringes in the interferometry suggest that the plasma formation occurs slightly (<50 µm) ahead of the leading edge of the refractometry image. We therefore believe that the well-defined leading edge of the refractometry image indicates the leading edge z f of the plasma 'wave-front'; that is, the perturbation to the refractive index due to the wakefield and transverse ponderomotive blowout, albeit integrated over the transit time and convolved with the pulse length of the probe beam. Note that it is this same axial depression in the plasma density that is in part responsible for the guiding of the pump pulse itself [6, 7, 14] The interpretation given above for figure 3(a) also holds for figure 3(c) at this higher density. Although most of the probe beam that interacted with the plasma at n e,high = 5 × 10 19 cm −3 was apparently refracted out of the cone angle (≈f/10 optics) of the collection lens, there remains a bright spot of probe-beam light that survives the strong refraction due to the strong and localized focusing or possible inward-refraction provided by the first few buckets of the wake in the blowout regime, as was discussed in section 3. The size of this spot is much smaller-near the 24 µm resolution limit in the y-direction and extending only ≈36 µm in the z-direction, both for the full-width at half maximum (FWHM)-than that of the lower density case and roughly 10 times more intense. The small observed z-extent of this feature is consistent with the localization of the wake-induced optic, as anticipated in the longitudinal lineout of δL plotted at the bottom of figure 2(b) . Although the pump pulse for figure 3(c) is at z ≈ 600 µm, the feature is still quite small. The y-and z-sizes of this feature are much than a factor of two for pump-pulse positions from 50 µm to 850 µm into the plasma (see figure 4 (a) of [10] ) while the intensity of this feature climbs steadily up to a pump-pulse position of ≈400 µm, fluctuates in intensity in a plateau between 400 and 820 µm before dropping rapidly beyond ≈820 µm (not shown). This is further evidence that the origin of this signal is related to a guided pump pulse.
A possible additional contribution to the focusing here, in addition to y-focusing, was observed in 2D simulations (for these experimental conditions) of the interaction of a transverse probe with the wake (not shown). In this geometry, there is no y coordinate yet the probe beam, at about 50 µm beyond the wake, was enhanced by a factor of 8, apparently due to scattering in the z-direction by the wake. This 'longitudinal focusing' appears to occur only from the first few buckets just behind the pump [15] ; i.e. those in the blowout regime. The probe was essentially unperturbed further back in the wake and, of course, ahead of the wake.
The vertical, dashed white lines in each of the images of figure 3 represent our typical measurements of z f -the leading edges of each of the features of the corresponding imagesfor each of these diagnostics at some specific t pr . In [10] , we plotted these z f (t pr ) versus ct pr for the two low-density and the two high-density diagnostics of figure 3. Although the local slopes of these curves (=v f (t pr )) were close to unity-where, at unity the leading-edge features would move at c-it was still clear that the deviation from unity was measurable and held some physical insight as to the evolution of the wave-front as it propagated into the plasma. To emphasize the subtle changes of the wave-front velocity, the leading edge z f of the refractometry images should be plotted as z f − ct pr versus ct pr . This choice of coordinates amounts to plotting the variation of z f as would be observed in the 'speed-of-light' frame. This not only emphasizes small changes in v f with respect to c, but allows for direct comparison with the output of 3D PIC computer simulations in which the laser-plasma interactions are computed in a simulation box moving at c. Such comparisons between experiment and simulation are discussed below.
The leading-edge data of the refractometry images are plotted as z f − ct pr versus ct pr and are shown as the blue circles in figures 4(a) and (b) for n e,low and n e,high , respectively. Figures 4(c) and (d) show the average electron density within a roughly 2 µm diameter region along the pump laser axis obtained from 3D PIC simulations using parameters very close to the experimental parameters of figures 4(a) and (b), respectively. In these PIC results, each vertical column in figures 4(c) and (d) correspond to a different propagation distance into the plasma. For example, the z = 290 µm column in figures 4(d) is a lineout at y = 0 of the simulation data of figure 2(a) . Thus, moving left to right along the columns is equivalent to incrementing t pr in the experiment but with the important distinction that each figure with the PIC data represents a single shot whereas the experimental data are accumulated over many shots. Thus the experimental data will have fluctuations due to shot-to-shot variations in the laser parameters or due to inconsistent identification of z f during analysis of the data. We believe that the fluctuations in the data plotted in figures 4(a) and (b) are dominated by the former as z f is routinely taken as the quite clear inflection point in the z-lineouts of the image data in the vicinity of the front feature.
Accelerated electrons and the forward-scattered spectrum
As discussed in section 2, there was a variation in the angle that the accelerated electrons exited the plasma. Such a variation is also seen in the PIC simulations and seems to be due to the influence of the electric field of the pump laser as the electrons approach the center of an individual bucket. Since the laser was horizontally polarized, this angular fluctuation was also transverse to the momentum slit yielding a very low probability of observing momentumresolved electron bunches. However, by using a wide slit and waiting for many shots, we would occasionally see a bunch that appears to clip the −x edge of the slit. One such raw spectral image is shown as the inset in figure 5(a) . A close examination shows a 'spray' of electrons to the low-energy side, consistent with this bunch striking the −x side of the wide slit (a 1 cm hole in a thick Cu mirror). The spray to the high-energy side essentially gives us the position for infinite energy. Using this axis and the known dispersion, we can put a scale on this particular shot which is an upper bound. This is shown in the lineout in figure 5 (a). The energy in this 'best shot' is 80 MeV. The vertical, white bar in the inset image shows a 10 mrad angle. The vertical divergence in for this shot was <5 mrad FWHM. Of the shots that came through the wide slit, most had similar divergence angles and appeared quasi-monoenergetic, although their energy was unknown and also the low dynamic range of the imaging system may over-emphasize peak-like images. These results are for the n e,high data; our laser power was too low to accelerate electrons at n e,low .
A representative spectrum of the transmitted pump light for n e,high is shown in figure 5 (b). The vertical dashed lines indicate the FWHM width of the pump-laser spectrum (≈24 nm). As discussed in section 2, the full spectral range plotted in figure 5(b) was covered with two settings of the camera. The camera was moved laterally in the dispersion plane and longitudinally to (partially) compensate for chromatic differences in the image plane. A series of 50 shots was taken over the 0.4-1.2 µm spectral range and another series of 50 shots was taken over the 0.7-2.0 µm range. Although there were shot-to-shot variations, similar laser energies and similar refractometry images gave similar spectra within the overlap range of 0.7-1.2 µm. The spectra of two such similar events were combined and merged at 1.0 µm where their intensities were the same. Also shown as the dashed-dotted line across the bottom of the figure is the measured transmission function. The deep dip is due to the Ti : Sapphire mirror used to dump most of the light near 0.8 µm. As mentioned in section 2, there is some doubt about the depth of the dip due to its high dynamic range and the use of an unpolarized, finite size white-light source to make this measurement. Nevertheless, if we apply this to the measured spectrum, we get the 'corrected' spectrum shown as a semi-log plot in the inset to figure 5(b) . The spike at 0.7 µm prior to correction is clearly an artifact at the edge of the transmission function. The magnitude of the peak near 0.8 µ may be overestimated by a factor of a few. However, it is clear that we see transmitted pump light out to about 1.8 µm and this is in agreement with the simulations for these conditions. Although the simulations did not have ionization turn on, we already noted in section 3 that contour plots of the pump field show that even for an ideally figure 3(d) for the same 60 consecutive shots shown in (a). The data were spectrally integrated over the band from 670 to 705 nm and no attempt was made in the data presented here to subtract any plasma continuum radiation that fell within this band. Each spectrally integrated line-out was then integrated backwards from z f to about z f − 100 µm. Fifteen shots where the pump-beam energy was below 0.7 of the maximum were cut from the data set. The remaining shots were binned and the horizontal bars represent the bin size while the vertical bars represent the standard deviation of the integrated Thomson-scattered energy within that bin.
focused pump beam (Strehl ratio = 1), not all the laser power is initially trapped in the guiding structure of the wake. This light will singly or doubly ionize the neutral He as it propagates in the forward direction. This is probably the dominate source of blue-shifted light in figure 5(b) .
Although this is perhaps obvious, it is still worth noting that these forward diagnostics are completely passive. Changing the probe delay line has no effect on these observables and, as a result, they can be used to recognize events that are similar or events that are very different. These augment the other passive diagnostics such as those associated with the laser system. For example, if the delay line is set to a position where the refractometry looks, for example, weaker than usual, we can believe that measurement as long as the passive diagnostics are similar to the 'usual' result for those particular experimental parameters.
Thomson scattering
A typical raw-data image from the TS diagnostic is shown in figure 3(d) . The leading edge (dashed white line) of the TS signal was seen to follow that of the refractometry for the same run within the 50 µm resolution of the TS setup [10] . The λ scatt versus z chirp seen in figure 3(d) could have several causes, but is currently not fully understood. The space-resolved (along z) and spectrally integrated Thomson-scattered energy is shown in figure 6(b) . To reduce the data to a single scattered-energy value, the space-relolve vector was integrated over the range z f to z f − z f with z f = 100 µm. The Thomson-scattered energy was recorded for the same delay-line scan used for the refractometry data of figure 4(b) . A cut was made on the TS data set to eliminate shots where the pump-laser energy was below about 70 of the peak pump-laser energy. The remaining data were binned with the vertical bars represent the standard deviation of the Thomson-scattered energy and the horizontal bars representing the mean probe delay for that bin. The binning in probe delay is necessary since the spatial resolution for the TS setup was only about >50 µm and thus larger than the 20 µm step size of the probe delay. Nevertheless, it is clear that the z-resolution was sufficient for our sake since we observed trapped and accelerated electrons when the TS signal was weak; i.e. in the bins between 20 < ct pr < 300 µm and also in the last two bins. Recalling that the z-width of the probe beam was wider than the size of the gas jet, the lack of TS signal indicates that the probe arrived either too early or too late for these just-mentioned probe timings; i.e. the observed variations in the TS signal along the gas jet are real. The largest contribution to the variations of the plotted Thomson-scattered energy comes from variations in the spatial extent of the TS signal behind z f . However, we found that the exact choice of the value of z f does not significantly change the features in figure 6(b): the broad peak stays between ≈500 and 850 µm.
Analysis and discussion
The wave-front velocity v f for the refractometry data of figures 4(a) and (b) is obtained from the local slope s of the plotted data. The slope is s = dz f /dt pr − c or v f = c + s. Thus, where the slope is zero, v f = c. Where the slope is positive, v f > c and this can be seen to occur in the first 200 µm into the jet in figure 4 (b) where self-focusing of the laser causes contours of high intensity to move forward, resulting in superluminal wake production and thus wake propagation. (It is not clear whether the early data in figure 4 (a) can be interpreted in the same way. It is more likely that the density ramp of the gas jet gives an initial v f closer to c.) Where the slope is negative, v f < c and this appears to be true beyond the first data point in figure 4(a) and beyond the self-focusing region in figure 4(b) . Within the experimental uncertainty, v f for n e,low ( figure 4(a) ) is constant over most of the gas jet and has a value given by the linear group velocity v gr,lin ≈ (1 − 1 2 n e,low n cr ) of the drive laser pulse for this low density. This velocity is indicated by the dashed line in figure 4 (a) which has a slope of c − v gr,lin . This same slope is plotted on top of the corresponding PIC data of figure 4(c). The experimentally inferred motion of the wave-front for n e,low (figure 4(a)) appears to follow the refractive-index variations in the plasma wake ( figure 4(c) ), as suggested earlier. Note that, behind the n e,low wave-front, the simulation data show that there is an average density depression all the way to the bottom of the simulation box. This could explain the long length of the refractometry image in figure 3(a) . Beyond ct pr of about 1.3 mm, the gas-jet density falls rapidly and the slope of the data points approached −c; i.e. z f appears approximately stationary at the end of the jet.
From the low-density data, we conclude that the experimental apparatus was well calibrated so that the larger variations in v f seen at higher densities can be attributed mainly to the different physics there. We have already pointed out the clear superluminal wave-front velocity seen in figure 4(b) and now note that the same phenomena occur for certain contours of on-axis density in the PIC results of figure 4(d) . For the 55 time steps represented in figure 4(d), we have chosen the locations in z-ct representing the 'front' and 'back' of the first few blowout bubbles and overlaid down-and up-triangles, respectively, onto the PIC image at those locations. For ct greater than about 600 µm, the 'back' points are not as well defined and thus the up-triangles are meant to represent the back-most position of the wake where we still see regions of low electron density that could possibly be visible on a transverse probe diagnostic. The resulting curves made from these triangles are also plotted on top of the refractometry data in figure 4(b) with the solid line (dotted line) representing the front (back) of the simulation bubbles. Apart from a region near ct = 100 µm, the z-separation of these two curves is >2 plasma wavelengths long. Considering the substantial shot-to-shot variation in the experimental data, the location of the first few wave-front bubbles obtained from the simulation is fairly well represented by the measured z-locations of the leading edges of the intense and short refractometry features (see figure 3(c) ), at least up to ct pr of about 1 mm. Again, our earlier assertion that the (short) refractometry image in figure 3(c) is due to the strong focusing of the first few buckets and that the leading edge of the images follows the longitudinal evolution of the wave-front is borne out by this comparison with the 3D PIC results. Beyond ct pr of about 1 mm, the position of the measured z f is very sensitive to the laser parameters. Between 1 and 1.2 mm, the shots with low laser energy tend to fall further below the simulation lines than those with full energy. We should note that, although some diffraction of the pump beam is inevitable, this diffraction loss is much reduced in the blowout regime since much of the laser energy is transversely confined within the ion bubble, as discussed earlier [14] . In fact, as discussed in section 4.2, the variation of the transverse size of the bright, leading-edge feature in the n e,high data is less than a factor of two while the intensity of this feature grows to a plateau extending as deep as 820 µm into the gas jet. Thus, while an observed superluminal wave-front velocity can be attributed to the initial self-focussing of the pump beam, the subsequent subluminal wave-front velocity cannot be simply attributed to the reverse process since a substantial portion of the pump beam appears to be guided.
The n e,high refractometry data are again plotted as blue circles in figure 6 (a). The red dashed and dotted lines here represent the 1D linear group velocity (v gr,lin ≈ (1 − n e,high n cr )) [16] , respectively. We note that immediately after the self-focusing region, the slope tends to be close to v gr,lin , closer to v gr,NL for 400 < t pr < 600, and eventually curving even below v gr,NL beyond ct pr of about 0.7 mm. This continuous variation of v f is represented by the solid blue curve at the top of figure 6(a) which is a polynomial 'fit' to the refractometry data with a strong weighting given to the points with the larger z f − ct pr (to filter out shots with low laser energy). For the following discussion, the exact shape of this 'fit' curve is not important; only that it is representative of the data. In most of the experiments carried out in this F-LWFA regime, it is not known where (along z) electron self-trapping takes place. In two experiments where the injection point was inferred, it was found to be roughly 400-500 µm into the gas jet [17, 18] . This rather long delay indicates that the laser pulse needed to evolve to the point where full blowout would occur. The resultant electron energy could thus be affected if, for example, the effective velocity of the bubble was slower than it was earlier in the gas jet. In particular, the dephasing length L dph would be reduced. This is illustrated for our case in the two black curves at the bottom of figure 6(a) which are plots of L dph given the wave-front velocity evolution shown in the solid blue curve at the top of figure 6(a) ; i.e. the 'fit' to the refractometry data discussed earlier. Each point on the solid black dephasing curve [z, L dph (z)] is considered a potential electron-injection point (z) and each corresponding L dph (z) is the distance where a speed-oflight electron would slip 1/2 plasma wavelength forward and is found by forward-integration of the wave-front velocity curve (the 'fit'). We see that due to the subtle slowing down of the wave-front, the dephasing length drops dramatically. Since the dephasing length scales as γ 2 ph , small changes in wave velocity will make large changes in the L dph . The dashed-dotted black curve in the self-focusing region uses the same calculation, but here, if a speed-of-light electron is injected, it will slip backwards by 1/2 plasma wavelength in the wake. The two arrows on the left abscissa give, for reference, the dephasing lengths for v gr,lin and v gr,NL . Although this experiment did not focus on electron energy measurements, the electron spectrometer was installed for a few days and, as shown in figure 5 , quasi-monoenergetic electrons out to 80 MeV were observed ('best shot' for the n e,high data) with <5 mrad angular divergence. At a maximum theoretical accelerating field of about 700 MeV mm −1 , this energy measurement is consistent with a dephasing length of about 110 µm, well below the linear dephasing length. Note that when the electron spectrometer was not installed, a rough measure of the accelerated electron charge on a given shot was obtained either with an integrating current transformer or, more commonly, a x-ray dosimeter. No electrons were observed at the lower density, n e,low , due to the low pump-laser power.
There are two main contributions to v f rolling downward with propagation distance into the jet. First, the leading edge of the laser, which drives the leading buckets of the wake, rides within a longitudinal refractive-index gradient that causes these photons to red shift and thus, according to the dispersion of light in plasma, to slow down. The second contribution comes from the etching of the pump beam in this, the blowout regime. The aforementioned red shifting causes a 'spiking up' of the lasers vector potential a 0 at the front of the pulse. The larger, longitudinal ponderomotive force of this leading edge is converted into kinetic energy of background plasma electrons (which may also enhance the wave amplitude) by directly accelerating these background electrons into orbits that must transversely bypass this spike in the ponderomotive force. This very localized pump depletion eats away, or etches, the very front of the pulse. This clearly would be manifested as essentially an intensity-dependent dispersion relationship, with the effective v gr reduced at large a 0 . Thus, the clear deviation of the refractometry data from v gr,lin at n e,high (as opposed to negligible deviation at n e,low ) suggests that the energy of the pump pulse is depleting into wake energy via photon deceleration or pump etching or both [16] .
Although the presence of a large wake was obvious due to the observation of self-trapped and accelerated electrons, the transverse Thomson scattering diagnostic allows us to estimate the amplitude of the wave along the propagation direction of the pump pulse. As discussed in section 4.4, we believe that the variation of the TS signal with z shown in figure 6(b) is representative of the location of the largest amplitude plasma waves. Since the wake must be very nonlinear to allow for self-trapping, the TS diagnostic may give us some information as to where the trapping is taking place.
Given our understanding of the TS data just presented along with the prior discussion on the refractometry, we can make the following observations. For the first ∼400 µm, the pump beam is evolving and has not reached a state where it reproducibly produces a plasma wave larger than the TS detection threshold. Electron trapping and acceleration occur from about 400 to 800 µm with the starting point related to the apparent amplitude of the TS and the ending point due to a v f being so slow that the dephasing length drops to O(10 µm); i.e. to a point of negligible energy gain. The measured onset of significant TS is around 400 to 500 µm into the jet, just where v f appears to more closely follow v gr,NL . Photon deceleration is always occurring, but should be particularly strong where the TS is large and accumulating rapidly thereafter. This accumulating red shift of the pump along with group-velocity dispersion can lead to a strong, leading-edge ponderomotive force in which the etching mechanism will rapidly deplete the remaining pump-laser energy. We believe this etching should be tied to the very largest plasma waves, as indicated by TS. We note that this is the same range in z where v f is dropping most rapidly. As we have mentioned, beyond z ≈ 800 µm, the TS amplitude is low, the intensity of the bright refractometry spot has dropped, and the maximum z of the refractometry spot becomes very sensitive to laser energy. Thus this appears to be the point where the laser intensity is too low to drive a substantial wave; i.e. the point of laser pump depletion.
Conclusions
In this paper, we used three time-and space-resolved diagnostics; shadowgraph, interferometry and Thomson scattering to measure the velocity of the plasma wave-front. We found in a low plasma density (1.3 × 10 19 cm −3 ) experiment that the plasma wave-front moved with an essentially constant velocity, equal (within the experimental uncertainty) to the linear laser group velocity, all the way to the end of the ≈1.3 mm gas jet. In a high plasma density (5 × 10 19 cm −3 ) experiment, there is a continuous slowing down of the wave-front velocity, well beyond any experimental uncertainty. The observed distance into the plasma where the wave-front velocity becomes ever slower appears to be correlated with the amplitude of driven plasma waves as observed with space-resolved Thomson scattering. It is suggested that in this forced laser-wakefield regime, the evolution of the wave-front velocity should have measurable repercussions on the z-location of electron trapping as well as the dephasing-limited maximum electron energy; even for experiments at lower density but at a higher laser intensity.
