Backscatter lidar detection systems have been designed and integrated at NASA Langley Research Center using IR heterojunction phototransistors. The design focused on maximizing the system signal-tonoise ratio rather than noise minimization. The detection systems have been validated using the Raman-shifted eye-safe aerosol lidar (REAL) at the National Center for Atmospheric Research. Incorporating such devices introduces some systematic effects in the form of blurring to the backscattered signals. Characterization of the detection system transfer function aided in recovering such effects by deconvolution. The transfer function was obtained by measuring and fitting the system impulse response using single-pole approximation. An iterative deconvolution algorithm was implemented in order to recover the system resolution, while maintaining high signal-to-noise ratio. Results indicated a full recovery of the lidar signal, with resolution matching avalanche photodiodes. Application of such a technique to atmospheric boundary and cloud layers data restores the range resolution, up to 60 m, and overcomes the blurring effects.
Introduction
Lidar operating in the infrared (IR) region is an important tool for profiling several atmospheric greenhouse constituents, such as water vapor, carbon dioxide (CO 2 ), carbon monoxide, methane, and ethane [1] . In addition to the richness of distinctive absorption spectra for these constituents in this region, IR lidar provides a way to increase the transmitted laser energy while maintaining the eyesafety requirements [2] . This allows for longer range and higher sensitivity instruments compared to the visible region. As a consequence, sophisticated lidar methodology, such as differential absorption lidar (DIAL), could be applied to address important issues, including the study of the greenhouse effect and climate cycles on Earth, especially the carbon cycle, which is a major contributor to global warming [1, 3] . Recently, the NASA Orbiting Carbon Observatory (OCO) mission has been designed to acquire global, space-based measurements of atmospheric CO 2 [4] . As a passive remote sensor, the OCO measurement precision, resolution, and coverage match the requirements for defining the CO 2 sources and sinks on regional scales [5] . The Greenhouse gas Observing Satellite (GOSAT) is another space-based mission. Planned to launch in 2008, GOSAT is a passive remote sensor designed to conduct CO 2 column measurement with 1% relative accuracy [6] . One disadvantage of passive remote sensing is the lack of coverage during night background conditions. This problem is overcome by active remote sensors (lidar). Another disadvantage is the influence of aerosols and clouds. These systematic effects are also common to continuous wave (cw) laser remote sensing techniques. Pulsed lidar systems are void of such influences and, in addition, provide discrete profiling capability. A ground-based CO 2 DIAL system is being developed at NASA Langley Research Center through the NASA Instrument Incubator Program (IIP). Such a system would be a helpful tool for validating OCO and GOSAT measurements. This system takes advantage of advances in 2-μm pulsed laser technology, suitable for CO 2 DIAL transmitters, while driving up the need for sophisticated detectors operating at the same wavelength for the receiver [1, 7] .
One suitable detector for DIAL application would be an avalanche photodiode (APD) device, which has proven to be successful in several lidar applications in the visible and near-IR regions [8] . Currently, APDs with high sensitivity at 2-μm wavelength are commercially unavailable; however, some research efforts report on such devices with performance far beyond mature Si and InGaAs technologies [9, 10] . In a recent paper, InGaAsSb/AlGaAsSb IR heterojunction phototransistors (HPTs) have been validated for lidar atmospheric remote sensing [11] . Although these HPTs were optimized for 2-μm detection, the validation was performed at 1:5 μm for direct comparison with the advanced InGaAs APD technology optimized at that particular wavelength [12, 13] . By comparison, both HPTs and APDs exhibit internal gain mechanisms leading to increase their signal-to-noise ratio (SNR). Although HPTs could have higher gain than APDs and overcome the excess noise problem, HPTs are associated with higher dark current and limited bandwidth. The dark current of the HPT results mainly in higher noise that can be compensated for by the higher gain of the device, leading to a SNR that closely matches the APD [11] . On the other hand, the limited bandwidth of the HPT leads to a longer settling time and introduces some nonlinearities [14, 15] . These parameters could drastically influence the lidar instrument systematic effects.
Deconvolution is one process applied to recover the true measured quantity from the actual measurement records by eliminating the systematic effects of the measuring system [16] . Such a process is widely applied to lidar for recovering different systematic effects, such as laser pulse profile, multiple scattering, optical design, and detector response. For example, Kavaya et al. [17] studied the systematic errors in lidar operating with a pulsed CO 2 laser transmitter. The work focuses on correcting the influence of the laser pulse shape on the backscattered data by deconvolution. The authors noted the effect of the detection system transfer function (TF), the laser monitor, and even the digitizer, and suggested similar deconvolution processing. Using different deconvolution techniques, Gurdev et al. [18] concluded that the resolution limit of the deconvolved lidar profile is equal to or higher than the laser pulse width. Dreischuh et al. [19] managed to define a maximumresolved lidar profile that practically corresponds to the system TF, where the lidar return is the convolution of that TF and the output laser pulse shape. Although the procedures were successful using simple Fourier deconvolution, two main effects were observed. The first is an offset to the profile, and the second is amplitude and phase distortions. To the limit, the same group applied a similar technique using a chopped cw laser. In this case, to avoid the Fourier deconvolution, an algorithm based on differentiation and iterative procedure has been applied that resulted in retrieving the actual profile, assuming rectangle-like laser pulses [20] .
At the receiver end, deconvolution was also applied for correcting several instrument systematic effects. For example, Gao et al. [21] applied a blind deconvolution technique to recover the lidar signal from the multiple scattering effect, which was found to be as high as 14% of the original signal. Shipley et al. [22] recovered the lidar signal from a photomultiplier tube (PMT) afterpulse effect in a photon counting detection system using deconvolution. The work included measuring the PMT afterpulse probability function by artificially illuminating the device with short pulses and applying that function for correcting the data. On the other hand, in passive remote sensors, Matthews [23] reported the application of the Fourier deconvolution to correct for the detectortelescope combinational response in the Geostationary Earth Radiation Budget Experiment. In this work, the treated systematic effects included the response of a thermal detector array and the telescope diffraction and aberration. Keeping in mind that the deconvolution is an ill-posed problem, the process is sensitive to both the data and the algorithm itself [16] .
Although different deconvolution algorithms were proposed, all originate from the basic Fourier deconvolution or inverse filtering method [16, 24, 25] . In such a method, the original measurement is recovered by simply dividing the data by the system TF in the frequency domain. Since most systems, including lidar, exhibit a low-pass action, a problem arises when inverting their TF. This is because the new function represents a high-pass action, which simply implies amplification of high frequency noise and attenuation of the low frequency signal. Therefore applying the deconvolution process usually requires a trade-off between improving the system resolution and deteriorating the SNR. Iterative deconvolution, first introduced in 1931 by van Cittert [24] , provides controllability of such a trade-off. Iterative deconvolution is applied in the time domain using the relatively stable convolution algorithm (see Appendix A). Thus provided the convergence of the solution, the process can be optimized for different conditions, such as highest resolution or maximum SNR [25] .
The present work focuses on testing the HPT against the atmospheric boundary layer and upper troposphere clouds in lidar backscatter mode. The capability of such HPT technology for atmospheric CO 2 profiling using the DIAL technique is in progress and will be presented in future publications. In this paper, iterative deconvolution is applied for recovering the lidar data from the detector systematic effects. Although the systematic effects recovery was elaborated for the HPT, iterative deconvolution improves the atmospheric data even for APD channels as presented. In Section 2, the lidar experimental setup is presented for simultaneous operation of APD and HPT detectors for a thorough validation process. Section 3 focuses on the HPT lidar detection channel design consideration and performance, while introducing the concepts of the detector effective noise for gain selection and single-pole approximation for the system TF. In Section 4, the lidar backscattered signal recovery is presented for different pointing angles with a special focus on the resultant SNR. Finally, the research findings are summarized in Section 5.
Lidar Experimental Setup
The operation of a lidar system with a phototransistor was presented by incorporating the HPT into the detection system of the Raman-shifted eye-safe aerosol lidar (REAL) [2, 11, 26] . REAL, with the HPT replacing one of the two detection channels, was operated from the Foothills Laboratory of the National Center for Atmospheric Research in Boulder, Colorado, on 8 June 2006. On that experiment, systematic effects in the HPT detection channel caused overshoot problems in the collected data. Nevertheless, the backscattered signals were recovered simply by defining the overshoot function and subtracting it from the collected data [11] . As a proof-of-concept, the experiment demonstrated the applicability of phototransistors in lidar applications. After optimizing the detection system again on 8 December 2006, REAL operated with the same HPT incorporated in its detection channel. The focus this time was on the HPT influence on the lidar systematic effects and on how to recover the true backscattered signal from the data of the HPT detection channel.
The HPT gain dependence on bias voltage and temperature, and their correlation to the device settling time, has been investigated [27] . Increasing the bias voltage increases both device gain and settling time. Cooling down the device decreases the gain while increasing the settling time. Therefore a trade-off arises in applying HPTs in lidar, between increasing the gain to enhance SNR and deterioration of the temporal response. As a consequence, two HPT based lidar detection channel configurations have been designed and integrated in the lidar receiver channel independently. Each configuration consists of a HPT and detection circuit electronics. In the first configuration the design focuses on increasing the system SNR by increasing the HPT gain while reducing the gain of the associated electronics. Because this design exhibited longer settling time, the design of the second configuration exhibits a faster response by reducing the HPT device gain while increasing the electronic gain. Both designs were tested separately in comparison with one of the REAL detection channels incorporating InGaAs APDs as a reference.
A. Raman-Shifted Eye-Safe Aerosol Lidar System REAL is a field-deployable elastic backscatter lidar system with polarization sensitivity. The REAL transmitter consists of a flash-lamp pumped 1:064 μm Nd:YAG pulsed laser and a high pressure gas cell. The 1:064 μm radiation is converted to 1:543 μm by stimulated Raman scattering in methane. The gas cell is injection seeded by a laser diode to improve the conversion efficiency and beam quality. The system pulse repetition rate is 10 Hz with a mean energy of 170 mJ and pulse duration of 4 ns at 1:543 μm. The beam divergence angle is 0:24 mrad with a 47 mm 1=e diameter at the transmitter end. The REAL receiver consists of a 40 cm diameter Newtonian telescope, with 0:54 mrad field-of-view (FOV). The collected backscattered radiation is collimated and filtered using a 5 nm band-pass filter. A half wave plate and a polarization beam splitter cube separate the backscatter into parallel and perpendicular polarization components. REAL normally uses two separate detection channels with two InGaAs APDs. The APDs are integrated with signal conditioning electronics, capable of being directly applied to a digitizer. The REAL digitizer is a 14 bit, 100 MS=s PC card (GaGe CompuScope 14100), capable of digitizing both detector channels simultaneously at 50 MS=s, with input voltage range set to AE1 V [28] . The coaxial transmitterreceiver design achieves full overlap at about 500 m. REAL employs an azimuth over elevation beam steering unit to enable full hemispherical scanning or stationary pointing [2, 26, 28] .
REAL has been deployed in several remote sensing missions that prove its validity as a state-of-the-art backscatter lidar system. REAL provides an ideal test-bed for validating and testing the HPT in lidar for several reasons. With its simultaneous dual detection channels capability, incorporating the HPT into one detection channel, while keeping the InGaAs APD in the other as a reference, provides a means to study the HPT systematic effect on lidar and to implement recovery techniques at the data side. Although optimized for 2 μm detection, the HPTs have good sensitivity at 1:5 μm as well, which is the REAL operating wavelength. Then, the focusing capability of REAL, down to 200 μm spot size for ranges beyond 500 m, makes it just compatible with the phototransistor active area. Besides, the steering capability of REAL enables the adjustment of the return signal, whether from a hard target (pointing horizontal for alignment), clouds (pointing vertical), or boundary layer (pointing at an angle). Finally, REAL has the capability of recording raw data, with all housekeeping information necessary for thorough data analysis. Figure 1 shows a schematic of the HPT detection system, designed and integrated at NASA Langley Research Center. The HPT was placed in a custom designed chamber, which is mounted on a threedimensional translation stage for alignment purposes. The detector temperature is set using a thermoelectric cooler and temperature controller, while bias is set using computer controlled electronics. The HPT generated signal is then conditioned using the detection circuit electronics, consisting of a transimpedance amplifier (TIA), summing amplifier (SA) and voltage amplifier (VA), before being applied to the system digitizer. The TIA mainly provides current-to-voltage conversion for the HPT signal, while limiting its bandwidth. To preserve the electronics dynamic range, the TIA compensates for the HPT dark current by injecting a fixed counteracting current. The TIA output is buffered and inverted using the summing amplifier. The summing amplifier allows for the addition of external signals to the output as required, to compensate for any electronic offsets or to include a marker signal. The output of the summing amplifier is applied to the voltage amplifier (FEMTO DHPVA-100), which has different gain settings for adjusting the final gain of the whole signal to match the digitizer input range [8] . For the purpose of comparison, the REAL digitizer was set with one reference lidar detection channel (RLDC) measuring the APD output and the other accommodating the HPT detection channel.
B. Phototransistor Detection System

Detection System Diagnostic
To investigate the influence of the HPT gain versus SNR and settling time on the lidar performance, two independent detection channel configurations have been tested. Both configurations follow the schematic of Fig. 1 , including two similar HPTs with different settings and two different detection circuits. Table 1 summarizes and compares REAL InGaAs APD with the two HPT settings used in this study. Considering room temperature operation, the first device (HPT1) was set to a high gain of 290 by increasing its bias voltage to 3:5 V. At the same temperature, the second device (HPT2) was set to a limited gain of 11 by biasing it only to 1:5 V. At a fixed temperature, increasing the bias voltage leads to an increase of both the device gain and noise but results in enhancing the SNR, as observed from the noise-equivalent-power (NEP) and detectivity (DÃ) values listed in Table 1 [13, 27] .
As a final product, the detector settings listed in Table 1 are strongly affected by the selection and settings of the detection circuits electronics. Table 2 summarizes the settings for both lidar detection circuits (LDCs) implementing the HPT devices. Comparing Tables 1 and 2 , in LDC1 the detector gain was set to the high value, while the electronic gain was set to a lower value. In order to achieve a comparable overall gain, LDC2 electronics were set to a higher value by increasing the TIA gain, G I , and by introducing a fixed gain in the summing amplifier, which leads to an increase in the voltage gain, G V . e η ¼ Quantum efficiency at the operating temperature; η ¼ ðh · c=qÞ · Rj V¼0 =λ, where h is the Plank's constant, c is the speed of light, q is the electron charge, and λ is the wavelength.
f I d ¼ Dark current at the operating bias voltage and temperature. g I n ¼ Noise current spectral density at the operating bias voltage and temperature.
The total electronic gain of any of the detection circuits, G e (in V=A), is defined by the product of the TIA gain and the voltage gain, as listed in the third and fourth columns of Table 2 , according to
where G V is the gain product of the summing and voltage amplifiers in V=V. Considering the HPT settings listed in Table 1 , the overall detection channel gain, G ch in V=ðW=cm 2 Þ, is given by
where R is the detector responsivity in A=W and A is the sensitive area in cm 2 . A factor of 0.5 was introduced in the equation to account for 50 Ω signal termination at the voltage amplifier output. Finally, considering the REAL digitizer, the whole detection system gain, G d , in count=ðW=cm 2 Þ, is given by
where N and V p−p are the number of bits and the full range input voltage (in V) for the digitizer. The detection system gain is listed in the fifth column of Table 2 , for both detection channels at different voltage amplifier gain settings. During lidar testing, one of the HPT circuits is placed in one of the REAL detection channels, while the other channel was kept with the InGaAs APD as a reference (see Fig. 5 of Ref. [11] ). In the following subsections, the SNR and temporal responses of LDC1 and LDC2 will be evaluated and compared.
A. Signal-to-Noise Ratio
Ideally, the detector noise should be the dominant noise source in the lidar detection system [8] . Therefore any additional electronics should introduce less noise to the system than the detector. Figure 2(a) shows the variation of the voltage noise density with frequency for the LDC1 and LDC2 detection channels under study. The voltage noise density was measured by connecting the output of the channels to a spectrum analyzer (Stanford Research Systems SR785). For each channel and for every gain setting, Table 2 . Detection Channel Parameters, Using 50 MS=s, 14-Bit, The detectors are operating at 1:5 μm and 20°C. Voltage gains of 1 × 27 and 24 × 3 resulted in an optimum setting for LDC1 and LDC2, respectively, which were used in lidar measurement. the noise was measured in the frequency range from 0 to 100 kHz, as presented in the figure. At low frequency the noise increases due to the flicker effect, after which it decays to a fixed value, assumed constant for higher frequencies [29] . The resultant noise voltage, V n , is calculated by integrating the voltage noise density and is presented in column 6 of Table 2 .
Comparing the two channels at the lowest voltage amplifier setting, LDC2 generates higher noise than LDC1. This is expected since the electronic gain is 240 times higher, while the noise generated by device HPT2 is only about an order of magnitude lower than HPT1. Further increasing the electronic gain of either LDC leads to an increase of the noise by the same factor. Figure 2(a) illustrates that the lowest voltage gain setting will result in the lowest noise for either LDC channels; likewise LDC1 generates the lowest noise at the output as the best selection. Nevertheless, in backscatter lidar application, the highest SNR is the best choice rather than the lowest noise.
To investigate the SNR of the detection channels, the output noise voltage is referred to the detector side (channel input). This is done by dividing the obtained output voltage noise density by the electronic gain, given by Eq. (1). Thus it is assumed that the noise of the whole detection system is contributed only from the detector. It is as if the detector generates an effective noise equal to the whole detection system noise, while associated with noiseless electronics. Figure 2(b) shows the calculated effective noise current density. The integration of the noise current density is presented in column 7 of Table 2 , to obtain the effective detector noise, I neff . Once defined, an effective noise-equivalent power and detectivity, NEP eff and DÃ eff , respectively, could be calculated as presented in columns 8 and 9 of the same table. Figure 2 (b) also compares the HPT1 and HPT2 detectors noise as measured by the same technique. The results obtained by LDC1 indicate poor design with low electronic gain, since the electronics effectively will increase the device noise by an order of magnitude. Increasing the electronic gain leads to a decrease in the detector effective noise, to the limit that both the detector noise and the detector effective noise are practically equal. In such a case, the electronic noise contribution to the system is minimal while the gain is maximal. This gain indicates that the detector becomes the dominant noise source, with the system operating at the maximum SNR. On the other hand, LDC2 indicates good design, as any additional electronic gain will not influence the detector effective noise, which is already close to the detector noise.
Although LDC2 generates lower effective noise, the end product is a higher effective NEP than LDC1. This is clear by comparing the detectors NEP and DÃ from Table 1 to the corresponding effective values from Table 2 . Nevertheless, LDC1 with higher gain setting indicates better performance regarding the SNR due to the low NEP and high DÃ of the detector to start with. At this point, the focus will be toward the optimized gains of LDC1 and LDC2, as indicated in Table 2 . Both design settings are further analyzed and applied to the REAL system. It should be noted here that the gain setting for both channels was optimized for the best SNR, which affects the lidar system minimum detectable signal. Other optimized settings, such as digitizer limits versus maximum detectable signal or system overload, were not considered in this study.
B. Impulse Response Function
According to control theory, a linear system could be modeled by a set of linear integro-linear equations that correlates the system output to its input. Such a system may introduce signal distortion when subjected to transients (transient nonlinearity) [30] . Those transient distortions could be corrected by deconvolution. Thus determination of the system TF is critical to define its temporal limitation and, if possible, to correct for it. Applying this concept to the lidar detection systems, the impulse response function (IRF) of the tested LDC was measured and compared to the APD RLDC. The measurement setup, shown in Fig. 3(a) , consists of a 1:5 μm laser diode, driven by a pulse generator. The laser output is coupled to a fiber optic with fiber coupling that divides the radiation into two equal channels. The output radiation from each channel is then collimated and focused onto the APD RLDC and one of the tested LDCs. The outputs of both channels were applied to a digitizer. The laser driver was set to a pulsed mode, with 10 Hz repetition rate and 70 nW output optical power for each channel, to simulate the input impulse. By setting the pulse duration long enough to settle the detection systems (200 μs), the two branches were aligned and characterized for any gain differences. Then, to measure the impulse response, the laser pulse was narrowed down to 150 ns, and the digitizer output was recorded. For each record, 1000 shot averages were applied, with a digitization frequency equal to 15 MS=s and 500 samples record length.
The waveforms of the measured IRF of the detection channels are shown in Fig. 3(b) . The collected profiles were modified by subtracting the background signal, represented by the mean of 200 pretrigger samples. Then, after a running average of 3 data points, the IRFs were normalized, with respect to the energy, by dividing each record by its integral. Assuming single-pole approximation for the LDC TF, the decaying parts of the signals can be fitted by an exponential function, in the form of
where O p is the fitting IRF, t is the time, and a and b are the fitting parameters. Although a detailed fitting could be applied, representing additional poles and zeros of the system TF, the single-pole representation of the LDC TF is adequate to limit the complexity of the algorithms. Besides, lidar detection system bandwidth is usually limited either by an output filter or by the bandwidth limitation of the amplifiers or even by the digitizer sampling rate. In any of these cases a dominant pole could be defined for the system. In this analysis, the location of such a pole is acquired by the decay rate in Eq. (4). Further, fitting the IRF to Eq. (4) was achieved by taking the logarithm of some data points at the falling edge of the pulse, as indicated in Fig. 3(b) . Then the logarithm is fitted to straight line according to
where the slope of the fitted line (parameter b) represents an approximation of the dominant pole location or bandwidth (in rad=s) of the detection system. The first term of Eq. (5), represented by an offset, can be neglected since the IRF is normalized. The selection criteria of the fitted data points consider only positive values starting from the IRF maximum to the closest point to the datum. Fitting with such criteria results in parameter b values of 9.7, 1.3, and 2:2 MHz for the APD RLDC, LDC1, and LDC2, respectively, with the fitting curves shown on the same figure.
As expected, LDC2 with lower gain and higher NEP setting exhibited faster response than the LDC1. In the next section, application of the LDC in REAL will be presented, and the analysis results will be discussed.
Lidar Backscatter Signal Recovery
Systematic effects of the lidar detection system follow three main categories. On a single shot, the detection system affects the backscattered signal amplitude and resolution. For multiple shots, fluctuation in laser energy affects the detection system SNR for a group of averaged backscattered signals. Background signal is the simplest form of systematic effects, which causes amplitude variation, by introducing an offset to the backscattered signal [31] . This offset, arising due to the detector dark current, amplifies offsets and daylight background and leakage radiations. Part of the background signals can be characterized by data records while blocking the receiver telescope (blind records). This process ensures data recovery from any time-correlated offsets with the laser transmitter such as electromagnetic pickup in acquisition electronics or room radiation scattering. Another method is to acquire pretrigger samples for each shot record (pretrigger records). The mean of the pretrigger samples, giving a measure of the daylight background signal, is then subtracted from the whole record. Full recovery of the backscattered signal is achieved preferably using both methods. Lidar detection system linearity and saturation contribute to the amplitude of the measured signal. On the other hand, the resolution of the backscattered signal is directly affected by the temporal properties of the receiver system itself. For example, system bandwidth directly limits the minimum range bin of the data, affecting the resolution. Systematic effects due to temporal properties are the hardest to recover the lidar data from. This study suggests recovering this effect, by deconvolving the lidar data with the detection system TF. Fluctuation in the transmitted laser energy is another source of systematic effects, which increase the measurement uncertainty for multiple shot data. Records of laser energy monitor usually help in correcting this effect on a shot-to-shot basis, after background subtraction. Even profiling the transmitted laser pulse can help recover the data, also by deconvolution for longer pulse widths [17] . A major contribution to the systematic effects of the lidar detection system comes from the detector. Implementing phototransistors in such systems increases the systematic effects, which might lead to deterioration of the atmospheric data. Thus integrating the LDC with HPT into the REAL detection system allows for improving and validating the signal processing to overcome the systematic effects. Experimentally, after installing each of the LDCs into the REAL system, alignment was obtained by maximizing a far-field hard target signal (the front range of the Rocky Mountains at about 14 km from the REAL location). Measurements from the tested LDC channels and the REAL reference APD RLDC channel included boundary layer profiling and cloud structures. For each case, data processing was performed with and without the iterative deconvolution process. For each data set, unless otherwise noted, processing the lidar returns included the following steps:
1. Background subtraction of blind records. 2. Background subtraction of pretrigger records. 3. Laser energy correction. 4. Shot averaging. 5. Running average of 10 data samples. At this point, the iterative deconvolution process was investigated to recover the data using the system TF. Therefore for nondeconvoluted data, the final processing step will be the range correction. On the other hand, for the deconvolved data, the steps proceed as follows:
6. Deconvolving the data by the TF. 7. Range correction.
The objective of the lidar measurement is to achieve a vertical resolution of 30 m (5 MHz). Consequently, the resolutions of the system TF and the lidar data were reduced to match the required measurement resolution by applying appropriate running averages (see Appendix A). For SNR calculation the mean of several shots (equal to the shot average) is divided by their standard deviation at each range bin that was obtained after the laser energy correction [32] .
A. Boundary Layer
Boundary layer measurement allows for long averages due to the minimal temporal variation in atmospheric structure in that region. In such a case, shot noise can be minimized while emphasizing systematic noise. This emphasis allows for the study of the influence of the detection circuit noise on the lidar backscattered signal. Data collected by both LDC1 and LDC2 channels are presented in Figs. 4 and 5, respectively, compared to the reference APD channel. The data of both figures represent 3000 shot averages, equivalent to 5 min. To increase the signal range, the elevation angle was changed to 20°and 7°f or LDC1 and LDC2, respectively, while the azimuth angle was fixed at −71°. The boundary layer thickness was about 700 m, which was virtually increased by the elevation angle to about 2 and 4 km range. LDC1 has higher near-field SNR than LDC2, as compared to the APD channel. This result was expected, as discussed in Subsection 3.A, due to the limited gain of the HPT2 device, which limits its NEP. By definition, NEP is the amount of power that generates unity SNR. This process can be applied to extract the system NEP from the SNR and raw data. This extraction is indicated in Figs. 4(a) and 4(b) for LDC1 and Figs. 5(a) and 5(b) for LDC2. The NEP extracted from the data, NEP ex , is given by the equation
where BW is the system bandwidth and Sj SNR¼1 is the signal, in count, that corresponds to a unity SNR. Since no limiting filters are used in the detection systems under study, the detection system bandwidth is limited by the digitization frequency, according to the Nyquist criteria, divided by the number of running average. For example, for digitization frequency of 50 MHz, with the 10 running averages, the system bandwidth is equal to 2:5 MHz. Table 3 lists the extracted NEP and its conditions and compares it to the detector NEP and the system effective NEP from Tables 1 and 2 , respectively. The results presented in Table 3 indicate that the detection systems reached optimum performance by controlling the channels' gains. However, LDC1 is performing better than LDC2 due to initial optimization of the NEP of the HPT1 detector itself. It should be mentioned here that once the detector and electronic amplifiers are optimized, additional systematic noise will negligibly contribute to the total noise and hence the NEP. This is clear from the presented results and the fact that even the digitizer noise is not included in the NEP ef calculations, while it is included in the NEP ex measurement. The corresponding signals for the APD reference channel are 17.0 and 18.8 counts as marked in Figs. 4(b) and 5(b) for LDC1 and LDC2, respectively. This indicates that the shot noise has been minimized by the shot average. A final notice is given regarding the range at which the NEP was evaluated. The APD channel shows longer range compared to the tested LDC because the APD detector has less NEP than the phototransistor, as listed in Table 1 . The detector NEP affects the minimum detectable signal and the range at which it occurs as indicated in the figures. Figures 4(c) and 5(c) show the temporal profiles of both detection systems compared to the reference channel for the same data set analyzed without deconvolution, after the running average. The systematic effects are clear in these figures, which cause broadening of the near-field signal. The broadening is wider for LDC1, with higher gain setting of HPT1, due to its IRF longer settling time, and vice versa for the LDC2 channel. Figures 4(d) and 5(d) show the signals, after deconvolving the previous signals with the detection system IRF, represented in Fig. 3(b) . The process was applied with 45 iterations that recover the broadening effect, while slightly increasing the amplitude of the peak signal. The corresponding range corrected data are shown in the rest of the figures, illustrating a better match after the deconvolution. Also indicated is the increase in the far-field noise as an outcome of the process. The far-field increased noise is due to the lower SNR to start with at that range. In order to obtain a better match between the HPT channels and the APD reference channel, the data of the APD were deconvolved as well, using the APD IRF (Fig. 3(b) ), with only 10 iterations. This process recovers the reference APD channel data from the systematic effects as well, which practically might be neglected due to the relatively faster response of the device. The data were background and laser energy corrected and shot averaged by 3000 shots. The data clearly show the broadening effect of the LDC1 due to its slower response. (b) SNR calculation of the same data set and for the LDC1 after deconvolution. By correlating the SNR of (b) and the data of (a), the system NEP (marked extracted NEP, NEP ex in text) can be obtained and compared to the detector NEP and detection system effective NEP, NEP eff . (c) A zoom-in to the near-field, up to 7 km, to the processed data without the deconvolution and (d) with the deconvolution of both channels, using the IRF defined in Fig. 3(b) . Comparing (c) and (d), the broadening effect of LDC1 is recovered by the process. (e) The corresponding range corrected data before the deconvolution and (f) after the deconvolution. Comparing (e) and (f), the deconvolution process matches the boundary layer signals, where the original SNR was high, while increasing the far-field noise, as indicated by the grassy far-field between 5 and 7 km.
On the other hand, the deconvolution process causes reduction in the SNR, as indicated in Figs. 4 (b) and 5(b) , that is proportional to the number of iterations. SNR degradation is due to two main factors. First, the process increases the system noise, and second, the time response of the system is reduced due to the enhanced resolution. For example, Fig. 4(b) indicates a small variation in the SNR at the first 670 samples (about 2 km). This is attributed to the first factor, since the boundary layer provides high SNR to start with. But the same figure indicates a higher reduction rate of the SNR at sample 716 (b) SNR calculation of the same data set and for the LDC2 after deconvolution. SNR indicates a performance deterioration of LDC2 compared to LDC1 before the deconvolution (see Fig. 4 ). By correlating the SNR of (b) and the data of (a), the system NEP (NEP ex in text) can be obtained and compared to the detector NEP and detection system effective NEP, NEP ef f . (c) A zoom-in to the near-field, up to 7 km, to the processed data without the deconvolution and (d) with the deconvolution of both channels, using the IRF defined in Fig. 3(b) . Comparing (c) and (d), the slight modification to the profile was obtained by the process. (e) The corresponding range corrected data before the deconvolution and (f) after the deconvolution. Comparing (e) and (f), the deconvolution process match the boundary layer signals, but with higher noise, as indicated by the grassy profile in the far field.
(2148 m, as marked on the figure), which is attributed to both factors, due to the edge of the boundary layer. Once the deconvolution converges, the SNR will settle to a fixed value at higher iterations number. At this point, increasing the iterations will not affect the signal or the noise but only increase the processing time. This is an advantage of using such an iterative technique versus noniterative, due to the control on how well it is required to recover the resolution versus how much the SNR can be sacrificed. As a resolution measure, the tolerance, defined as the maximum difference between signals produced by two successive iterations, was calculated for each iteration. In the presented results, the iterations were stopped after achieving a maximum tolerance of 10 −3 counts.
B. Cloud Layer
Turning the beam steering unit to 90°elevation (i.e., pointing zenith), Figs. 6 and 7 show the false color images of the far-field temporal variation of the return signal for the LDC1 and LDC2 detection channels as compared to the RLDC detection channel, respectively. In this case, the system is profiling a thin cloud layer at about 10 km altitude. Data processing follows the procedures listed before with and without deconvolution, as marked in the figures. The whole data set for each figure included 6300 shots, equivalent to a time span of 10 min and 30 s as indicated in the horizontal axis of the figures. Data processing included 50 shot averages and 10 running averages equivalent to pixel (range) resolution of 30 m. The false color represents the strength of the range corrected signal and is shown in arbitrary units versus the altitude in the vertical axis. As presented earlier, the temporal response of the LDC detection channels implementing HPT causes loss in the signal resolution, as clear from the figures. This loss in resolution causes the blurring effect observed in the nondeconvolved data. By applying the deconvolution, the data restores the resolution, resulting in sharper images. Nevertheless, the restoration is limited by the NEP. For example, one can observe a large difference between LDC1 and RLDC profiles in Fig. 6 (f) at 10:6 km. This signal is equivalent to about 190 counts. We recall the LDC1 extracted NEP of 50 counts (Table 3 ), which will increase to about 300 counts after the deconvolution process. This indicates that at this range (10:6 km) the system is operating below its minimum detection limit. In such circumstances, a large error in the detected signal could be expected. On the other hand, the figures indicate higher background noise for LDC2 than for LDC1, due to the deconvolution process, as it appears in the blue background outside the cloud layer (between 10.6 and 11:0 km). A good resolution match between the LDC and the APD reference channels indicates the suitability of HPT for lidar application. In such an application, optimizing the detection system and modifying the data processing to include the deconvolution process is a must to achieve overall better performance.
Conclusion
InGaAsSb heterojunction phototransistors were fabricated and optimized for 2 μm detection [12] [13] [14] . Similar to quantum detectors, optimization of the device parameters, such as the quantum efficiency, SNR, or settling time, is mainly dependent on operating bias voltage and temperature [27] . These phototransistors were validated for lidar applications using REAL at 1:5 μm, where available InGaAs APD technology provided an ideal test-bed for performance comparison [2, 11, 26] . Phototransistors exhibit high gain, resulting in enhanced SNR while increasing the settling time [27] . The increase in the settling time introduces systematic effects to the lidar system, in the form of broadening of the backscattered signal, leading to a blurring effect [11] . To investigate such effects, two detection systems were constructed using two similar phototransistors. The gain of one of the phototransistors (HPT1) was optimized to minimize the NEP, while the other (HPT2) was optimized to minimize the settling time. Both phototransistors were integrated with electronics with matched overall gain. By introducing the concept of the effective noise, the gain of both systems was optimized to minimize the overall system NEP. At these settings, the impulse response functions were obtained for both channels as well as the reference APD channel. These impulse response functions were used to fit the detection system transfer function using single-pole approximation. The transfer functions were applied to correct the lidar data by an iterative deconvolution process.
Lidar testing included detecting the near-field atmospheric boundary layer and the far-field cloud layer. Data analysis was presented for both the deconvolved and nondeconvolved results. For the deconvolved data, the number of iteration controls the resolution while deteriorating the SNR. The deterioration of the SNR is inversely proportional to the initial SNR; therefore optimizing the SNR of the phototransistor, or the detector in general, is more beneficial than optimizing other parameters such as the settling time. This benefit is confirmed by the results presented for HPT1 compared to HPT2. On the other hand, the deconvolution process is successful in restoring the phototransistor resolution, which results in profiles matching the APD detector, up to 60 m. Although the HPT device was optimized for 2 μm detection, its performance is comparable to the InGaAs APD at 1:5 μm. Switching the lidar wavelength to 2 μm will lead to an increase in the phototransistor quantum efficiency. Cooling the device will reduce the dark current and noise, which will further enhance the overall system SNR [13] . The lidar detection system records a signal in the form of digital data (system output), which is a measure of the atmospheric backscattered signal (system input). Generally, for a system defined by a transfer function gðtÞ, the input f ðtÞ and output hðtÞ are related by the equation hðtÞ ¼ f ðtÞ Ã gðtÞ;
where the symbol * denotes a convolution process. In the frequency domain this equation takes the form HðsÞ ¼ FðsÞ · GðsÞ; ðA2Þ where the frequency domain functions H, F, and G are related to the time domain functions h, f , and g by the Laplace transform [30] . Equations (A1) and (A2) set a fundamental constraint to lidar systems that all of the three functions have to be represented by the same independent variables t or s, respectively. In Eq. (A2) substituting s by the frequency simply implies that the digitization frequencies for both science data and the system transfer function must be equal. Practically, this might not occur, and in such a case a running average could be used for correction toward the lowest frequency according to
where f sf , f sh , and f sg are the system input, output, and transfer function digitization frequencies, respectively, and M h and M g are the running averages applied to the system output (science data) and transfer functions, respectively. On the other hand, according to Eq. (A2), the output and input will be equal if and only if the system transfer function is unity, or in the time domain, if the transfer function is equal to a delta function. Otherwise, the measured quantity at the output will be deformed by the system transfer function. In order to recover the deformation, the output has to be filtered by the reciprocal of that function in the frequency domain or deconvolved in the time domain. Frequency domain treatment of the lidar recorded data is problematic and may cause instabilities [16] . Therefore an alternative iterative deconvolution technique is used that is equivalent to controlled filtering. According to the van Cittert [24] time domain iterative deconvolution method, if both the system output and transfer function are known, the nth iteration to recover the true input is obtained by the following steps:
Step 1:
Step 2:
Step 3:
k3 ¼ f n þ k2:
Step 4:
Then, the steps are repeated for the next iteration, with f n → f nþ1 , where f o ¼ h, and k1, k2, and k3 are intermediate functions defined by the above relations. The process is repeated several times until the required convergence is achieved. The above steps describe the details of a single iteration, which can be summarized by omitting the intermediate functions by the relation
The frequency domain representation of Eq. (A5) is in the form
where F o ¼ H. The second term of Eq. (A6) implies the constrain that [25] j1 − Gj < 1; ðA7Þ which requires normalizing the system transfer function for convergence. From Eq. (A6), by successive substitution we obtain [33] F n ¼ H · X n i¼0 ð1 − GÞ i ¼ ½1 − ð1 − GÞ nþ1 · H=G; ðA8Þ assuming a finite number of iterations n. The second representation of Eq. (A8) indicates the filtering action of the process, with filter properties dependent on the system transfer function and the number of iterations n. As the number of iterations tends to infinity, Eq. (A8) approximates to
which is the exact input function according to Eq. (A2). Practically, a limited number of iterations are used [Eq. (A8)], with a trade-off between the number of iterations and the computing time, while achieving a required tolerance.
