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Two-sale semi-lagrangian simulation of a harged partile
beam in a periodi fousing hannel
Alexandre Mouton
IRMA, Université Louis Pasteur, F-67084 Strasbourg
Abstrat
This paper is devoted to numerial simulation of a harged partile beam submitted to
a strong osillating eletri eld. For that, we onsider a two-sale numerial approah as
follows: we rst reall the two-sale model whih is obtained by using two-sale onvergene
tehniques; then, we numerially solve this limit model by using a bakward semi-lagrangian
method and we propose a new mesh of the phase spae whih allows us to simplify the solution
of the Poisson's equation. Finally, we present some numerial results whih have been obtained
by the new method, and we validate its eieny through long time simulations.
AMS subjets: 35B27, 76X05, 65M25 (65Y20).
Keywords: two-sale onvergene, semi-lagrangian method, Vlasov-Poisson model.
1 Introdution
Reent papers have proved that the two-sale onvergene theory developed by Allaire in [2℄ and
Nguetseng in [17℄ an be used suessfully in order to develop numerial methods for solving ODEs
or PDEs with osillatory singular perturbations: for example, Frénod, Salvarani and Sonnendrüker
have developed a two-sale PIC method in [13℄ for simulations of harged partile beams in a pe-
riodi fousing hannel, and Frénod, Mouton and Sonnendrüker have developed a two-sale nite
volume method in [9℄ for solving the weakly ompressible 1D Euler equations. We an also ite
the work of Ailliot, Frénod and Monbet in [1℄ about the simulation of tide osillation for long term
drift foreast of objets in the oean.
On the other hand, many papers devoted to the numerial simulation of Vlasov-type prob-
lems involve Partile-In-Cell methods (see Birdsall and Langdon [3℄) or Eulerian methods like
semi-lagrangian shemes (see Sonnendrüker et al.[19℄, Grandgirard et al.[14℄, Filbet and Sonnen-
drüker [7, 8℄, Cheng and Knorr [5℄). Sine papers like [9℄ or [13℄ an be viewed as parts of a
work programme whih goal is the development of two-sale numerial methods for simulations
of magneti onnement fusion, it an be interesting to ouple two-sale onvergene results on
Vlasov models suh as two-sale models obtained in [12℄ with a semi-lagrangian sheme.
However, it is preferable in a rst time to develop suh a method on a more simple problem
in order to study its behavior espeially in the ontext of non-smooth solutions. The ontext of
harged partile beams in a periodi fousing external eld desribed in [13℄ oers a relatively
simple framework for answering these questions.
We reall that suh a phenomenon an be suessfully represented by the 3D Vlasov-Maxwell
system. In the same spirit of [13℄, we will onsider non-relativisti long and thin beams, so we
an replae the full three-dimensional Vlasov-Maxwell system by its paraxial approximation. To
obtain this approximation, we do the following assumptions:
• the beam has already reahed its stationary state,
• the beam is long and thin,
• the beam is propagating at onstant veloity vz along the longitudinal axis z,
• the beam is suiently long so we an neglet the longitudinal self-onsistent fores,
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• the external eletri eld is supposed to be l-periodi in z and independent of the time,
• the beam is axisymmetri,
• the initial distribution f0 is onentrated in angular momentum.
Under all these assumptions, the 3D Vlasov-Maxwell system redues itself to a 2D Vlasov-Poisson
system where the longitudinal position oordinate z plays the role of time, and even to a 1D
axisymmetri Vlasov-Poisson system of the form
∂tf
ǫ +
vr
ǫ
∂rf
ǫ +
(
Eǫr + Ξ
ǫ
r
)
∂vrf
ǫ = 0 ,
f ǫ(r, vr , t = 0) = f0(r, vr) ,
1
r
∂r(r E
ǫ
r) =
∫
R
f ǫ dvr ,
Ξǫr(r, t) = −
1
ǫ
H0 r +H1
(
ω1
t
ǫ
)
r ,
(1.1)
where r ≥ 0 is the radial omponent of the position vetor in the transverse plane to the prop-
agation diretion, vr ∈ R is the projetion of the transverse veloity in the transverse plan to
the propagation diretion, ǫ is the ratio between the harateristi transverse radius of the beam
and the harateristi longitudinal length of the beam, f ǫ = f ǫ(r, vr, t) is the distribution fun-
tion of the partiles, Eǫr = E
ǫ
r(r, t) is the radial part of the transverse self-onsistent eletri eld,
Ξǫr = Ξ
ǫ
r(r, t) is the radial part of the transverse external eletri eld dened with the dimension-
less real onstant ω1 and the tension funtions H0 and H1 whih are respetively onstant and
periodi. All these quantities and variables are dimensionless. This system is naturally dened
for r ≥ 0 but we an extend it to r ∈ R by using the onventions f ǫ(−r,−vr, t) = f ǫ(r, vr, t),
Eǫr(−r, t) = −Eǫr(r, t), and Ξǫr(−r, t) = −Ξǫr(r, t).
The aim the paper is to simulate the system (1.1) with a two-sale semi-lagrangian sheme
when ǫ→ 0. Inspired by Frénod, Salvarani and Sonnendrüker [13℄, and Frénod, Mouton and Son-
nendrüker [9℄, we derive the model (1.1) by using the two-sale onvergene theory developed in
Allaire [2℄ and Nguetseng [17℄ and we obtain a new model whih is independent of ǫ. Then, instead
of disretizing the model (1.1) with a lassial semi-lagrangian sheme, we disretize the new model
with a semi-lagrangian method in order to obtain an approximation of a funtion F = F (r, vr, τ, t),
where τ is the seond time sale, whih veries f ǫ(r, vr , t) ∼ 2πF (r, vr, tǫ , t). Proeeding in suh
a way presents the advantage that there is no longer
1
ǫ -osillations in the limit model, so a very
small time step is no longer required in order to simulate these osillations. However, sine semi-
lagrangian shemes are based on interpolation on a phase spae mesh, we have to pay attention to
the ontributions of the seond time sale τ in the limit model. For this reason, in the same spirit
of the work of Lang et al.[16℄, we introdue a τ -dependent moving mesh adapted for this two-sale
numerial method the goal of whih is to redue the number of interpolations during the simulation.
The paper is organized as follows: in setion 2, we reall the proedure leading from the paraxial
approximation of the omplete 3D Vlasov-Maxwell system to the model (1.1), and we will reall
some two-sale onvergene results about this model. In setion 3, we build the semi-lagrangian
method on the limit model and we see how to simplify it by onsidering a partiular mesh. Setion
4 is devoted to numerial results obtained with the two-sale semi-lagrangian method: on one
hand, we ompare them to some results obtained from a lassial semi-lagrangian method on the
system (1.1) in terms of quality of results and CPU time, and on the other hand, we see in this
setion the onsequenes of the use of the new mesh in the same terms.
2 The two-sale model
Firstly, we reall in this setion the way to obtain the system (1.1) from the paraxial approximation
of the 3D Vlasov-Maxwell equations. Then, we present a theorem about the two-sale onvergene
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of the solutions of (1.1) whih has been proved by Frénod, Salvarani and Sonnendrüker in [13℄.
2.1 Saling of the paraxial model
By applying the hypothesis about the onsidered beam whih are mentioned in the introdution,
the full three-dimensional Vlasov-Maxwell is redued to
vz ∂zf + v · ∇xf + q
m
(E+Ξ) · ∇vf = 0 ,
f(x, z = 0,v) = f0(x,v) ,
−∇xφ = E , −∆xφ = ρ
ε0
=
q
ε0
∫
R2
f dv ,
(2.1)
where z is the longitudinal position oordinate, x = (x, y) is the transverse position vetor, vz
is the onstant longitudinal speed, v = (vx, vy) is the transverse speed vetor, f = f(x, z,v)
is the distribution funtion of partiles whose harge is q and mass is m, φ = φ(x, z) is the
potential linked with the transverse self-onsistent eletri eld E = E(x, z), and Ξ = Ξ(x, z) is
the transverse external eletri eld. More details about this derivation an be found in [6℄ and
[8℄. In this model, we assume that the external eletri eld is given by
Ξ(x, z) = −H0 x+H1
(
ω1
z
l
)
x , (2.2)
where H0 is a positive onstant tension, H1 is a l-periodi tension and ω1 is a dimensionless real
onstant.
In the same spirit of Frénod, Salvarani and Sonnendrüker [13℄, we build a dimensionless version
of the system (2.1)-(2.2) by introduing the dimensionless variables x
′, z′,v′ dened by
x = λx′ , z = L z′ , v = vz v
′ , (2.3)
where λ is the harateristi transverse radius of the beam and L is the harateristi length of
the beam. Moreover, we dene the dimensionless quantities f ′, f ′0,E
′, φ′, H ′0, H
′
1 by
f(λx′, L z′, vz v
′) =
mε0
q2 λL
f ′(x′, z′,v′) , E(λx′, L z′) =
mv2z
q L
E
′(x′, z′) ,
f0(λx
′, vz v
′) =
mε0
q2 λL
f ′0(x
′,v′) , H0 = H0H
′
0 ,
φ(λx′, L z′) =
mλv2z
q L
φ′(x′, z′) , H1(τ) = H1H
′
1(τ) .
(2.4)
With these new variables, the system (2.1)-(2.2) an be rewritten under the form
∂z′f
′ +
L
λ
v
′ · ∇x′f ′ +
[
E
′ − H0 λ q L
v2z m
H ′0 x
′ +
H1 λ q L
v2z m
H ′1
(ω1L z′
l
)
x
′
]
· ∇v′f ′ = 0 ,
f ′(x′, z′ = 0,v′) = f ′0(x
′,v′) ,
−∇x′φ′ = E′ , −∆x′φ′ =
∫
R2
f ′ dv′ .
(2.5)
Sine the beam is supposed to be long and thin, it is natural to take the ratio
λ
L
= ǫ . (2.6)
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Furthermore, as we want to simulate the beam over a large number of periods of the external
eletri eld, we also onsider the ratio
l
L
= ǫ . (2.7)
Finally, we suppose that the external eletri eld is muh stronger than the self-onsistent eletri
eld and that its osillations in z diretion are of the same order as E, so we onsider that
H0 λ q L
v2z m
=
1
ǫ
,
H1 λ q L
v2z m
= 1 . (2.8)
Under all these hypothesis the system (2.5) redues to
∂tf
ǫ +
1
ǫ
v · ∇xf ǫ + (Eǫ +Ξǫ) · ∇vf ǫ = 0 ,
f ǫ(x,v, t = 0) = f0(x,v) ,
−∇xφǫ = Eǫ , −∆xφǫ =
∫
R2
f ǫ dv ,
Ξ
ǫ(x, t) = −1
ǫ
H0 x+H1
(ω1 t
ǫ
)
x ,
(2.9)
where the primed notations for the variables and the initial distribution have been eliminated, and
where z′ has been replaed by t, f ′ by f ǫ, E′ by Eǫ, φ′ by φǫ, and Ξ′ by Ξǫ.
We introdue the polar oordinates (r, θ, vr , vθ) linked with (x,v) by the relations
x = r cos θ , vr = vx cos θ + vy sin θ ,
y = r sin θ , vθ = vy cos θ − vx sin θ . (2.10)
Sine the beam is supposed to be axisymmetri, the system does not depend on θ. Furthermore,
we assume that the initial distribution is onentrated in angular momentum. Then the system
(2.9) redues to (1.1).
2.2 Two-sale onvergene results
Sine the aim of the paper is to develop a two-sale numerial method in order to simulate the
model (1.1), we have to establish that the solution f ǫ of this model two-sale onverges to a funtion
F = F (r, vr, τ, t) in a ertain Banah spae, and we have to nd a system of equations veried by
F . These results have been proved in [13℄ and are realled in the theorem below.
Theorem 1. We assume that H0 = 1 and that the initial distribution f0 of (1.1) satises the
following properties:
(i) f0 ∈ L1
(
R2; |r|drdvr
) ∩ Lp(R2; |r|drdvr) with p ≥ 2,
(ii) f0(r, vr) ≥ 0 for all (r, vr) ∈ R2,
(iii)
∫
R2
(
r2 + v2r
)
f0(r, vr) |r| dr dvr < +∞ .
Then, onsidering a sequene of solutions (f ǫ,Eǫr) of (1.1) and extrating a subsequene from it,
we an say that f ǫ two-sale onverges to F ∈ L∞([0, T ]× [0, 2π];L2(R2; |r|drdvr)) and Eǫr two-
sale onverges to Er ∈ L∞
(
[0, T ]× [0, 2π];W 1,3/2(R; |r|dr)). Furthermore, there exists a funtion
G ∈ L∞([0, T ];L2(R2; |q|dqdur)) suh that
F (r, vr, τ, t) = G
(
cos(τ) r − sin(τ) vr , sin(τ) r + cos(τ) vr , t
)
, (2.11)
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and (G, Er) is solution of
∂tG−
[∫ 2π
0
sin(σ)Er
(
cos(σ) q + sin(σ)ur, σ, t) dσ
]
∂qG
−
[∫ 2π
0
sin(σ)
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ) q + sin(σ)ur
)
dσ
]
∂qG
+
[∫ 2π
0
cos(σ)Er
(
cos(σ) q + sin(σ)ur, σ, t) dσ
]
∂urG
+
[∫ 2π
0
cos(σ)
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ) q + sin(σ)ur
)
dσ
]
∂urG = 0 ,
G(q, ur, t = 0) =
1
2π
f0(q, ur) ,
1
r
∂r
(
r Er(r, τ, t)
)
=
∫
R
G
(
cos(τ) r − sin(τ) vr , sin(τ) r + cos(τ) vr , t
)
dvr ,
(2.12)
where IQ(ω1) is equal to 1 if ω1 ∈ Q, and 0 otherwise.
Of ourse, suh a result exists for the solution of the system (2.9) and an be found in [13℄.
3 The two-sale semi-lagrangian method
In this setion, we develop a two-sale semi-lagrangian method in order to approah the solution
f ǫ of (1.1), in the ase where H0 = 1. As it has been suggested in the introdution, the strategy
is to disretize the model (2.11)-(2.12) in order to obtain a good approximation of F whih an be
used for approahing f ǫ(r, vr, t) ∼ 2πF (r, vr, tǫ , t). As in the two-sale PIC-method developed by
Frénod, Salvarani and Sonnendrüker in [13℄, there is an advantage by proeeding in suh a way:
sine there is no longer
1
ǫ -frequeny osillations in the system (2.12), we do not need a very small
time step for good simulation. In a rst time, we reall the basis of a semi-lagrangian method.
Then we present a motivation for the development of a two-sale semi-lagrangian method through
the desription of a lassial bakward semi-lagrangian method on the model (1.1). Finally, we
desribe the two-sale numerial method itself and we suggest a new mesh in order to simplify it.
3.1 The semi-lagrangian method
In this paragraph, we reall the way to disretize the abstrat model
∂tf(x, t) +U(x, t) · ∇xf(x, t) = 0 (3.1)
with a semi-lagrangian method. For this, we have to onsider the harateristis of (3.1), whih
are the solutions of
∂tX(t) = U
(
X(t), t
)
. (3.2)
It is an easy game to remark that f is onstant along the harateristis, i.e.
∂t
(
f
(
X(t), t
))
= 0 , (3.3)
so we an write
f
(
X(t;x, s), t
)
= f(x, s) , (3.4)
where X(t;x, s) is the solution (3.2) with the ondition X(s) = x.
This property of f is used in the semi-lagrangian method as follows: assuming that we know
the value of f at time tn −∆t on the mesh points (xi)i=0, ..., N , we use the property (3.4) to say
that
f(xi, tn +∆t) = f
(
X(tn −∆t;xi, tn +∆t), tn −∆t
)
, (3.5)
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so we have to ompute the point X(tn −∆t;xi, tn+∆t) rst, then ompute f
(
X(tn −∆t;xi, tn +
∆t), tn − ∆t
)
by interpolating f(·, tn − ∆t) on the points (xi)i=0, ..., N in order to obtain an
approximation of f(xi, tn +∆t). Sonnendrüker et al. have suggested in [19℄ a way to ompute a
seond order approximation of X(tn − ∆t;xi, tn + ∆t): they disretize the equation (3.2) with a
nite dierene method in order to obtain the following approximation:
X(tn −∆t;xi, tn +∆t) = xi − 2di , (3.6)
where di is solution of
di = ∆tU(xi − di, tn) . (3.7)
In many ases, U(·, tn) is only known at points xi. Then we have to replae (3.7) by
di = ∆tΠU(xi − di, tn) , (3.8)
where Π is an interpolation operator on points (xi)i. Assuming that the polynomial funtion
x 7→ ΠU(x, tn) is regular enough, we write the following expansion of (3.8):
di = ∆tU(xi, tn)−∆t∇x(ΠU)(xi, tn)di +O(∆t2) , (3.9)
beause, in the expansion of ΠU in x, we get a O(|di|2) term, whih is a O(∆t2). Then, we obtain
a seond order aurate approximation of di given by
di = ∆t
(
Id+∆t∇x(ΠU)(xi, tn)
)−1 ×U(xi, tn) . (3.10)
Considering this approah, the semi-lagrangian method writes:
1. knowing f at time tn−∆t and U at time tn, we ompute (di)i=0, ..., N by using the relation
(3.10) for eah i,
2. we ompute f at time tn +∆t as follows:
f(xi, tn +∆t) = Πf(xi − 2di, tn −∆t) . (3.11)
3.2 Implementation of the non-homogenized model
In this paragraph, we desribe a lassial semi-lagrangian method on the system (1.1). Sine the
eletri elds Eǫr and Ξ
ǫ
r do not depend on vr, we an do a time-splitting on the rst equation of
the model, i.e. solving separately at eah time step the equations
∂tf
ǫ +
vr
ǫ
∂rf
ǫ = 0 , (3.12)
and
∂tf
ǫ +
(
Eǫr + Ξ
ǫ
r) ∂vrf
ǫ = 0 , (3.13)
with a seond order in time numerial sheme instead of solving the omplete equation with the
same sheme. As a onsequene, we only do 1D interpolations instead of 2D interpolations. Then,
denoting f ǫn with the aproximation of f
ǫ(·, ·, tn) and Eǫn with the approximation of Enr (·, tn) on the
uniform mesh (ri, vrj)i,j where ∆r is the size of one ell in r diretion and ∆vr is the size of one
ell in vr diretion, an iteration of the method is organized as follows:
1. Knowing f ǫn and E
ǫ
n, we do a bakward advetion of
∆t
2 in vr diretion and we dene f
ǫ
∗ by
f ǫ∗(ri, vrj) = Πvrf
ǫ
n
(
ri, vrj −
∆t
2
(
Eǫn(ri) + Ξ
ǫ
r(ri, tn)
))
, (3.14)
where Πvr is a 1D ubi spline interpolation operator on the points (vrj)j .
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2. We do an advetion of ∆t in r diretion and we dene f ǫ∗∗ by
f ǫ∗∗(ri, vrj) = Πrf
ǫ
∗
(
ri − ∆t
ǫ
vrj , vrj
)
, (3.15)
where Πr is a 1D ubi spline interpolation operator on the points (ri)i.
3. We ompute Eǫn+1 by disretizing the formula
Eǫn+1(ri) =


1
ri
∫ ri
0
∫
R
s f ǫ∗∗(s, vr) dvr ds if ri 6= 0,
0 otherwise,
(3.16)
with the trapezoidal rule on the points (ri, vrj)i,j .
4. We ompute f ǫn+1 by doing a last advetion of
∆t
2 in vr diretion:
f ǫn+1(ri, vrj) = Πvrf
ǫ
∗∗
(
ri, vrj −
∆t
2
(
Eǫn+1(ri) + Ξ
ǫ
r(ri, tn+1)
))
. (3.17)
If we use suh a method, we have to guarantee the auray of the sheme, espeially we
onsider the
1
ǫ -frequeny osillations of the external eletri eld. A solution is to assume that the
time step ∆t satises

ri −∆r ≤ ri −
∆t
ǫ
vrj ≤ ri +∆r ,
vrj −∆vr ≤ vrj −
∆t
2
(
Eǫn(ri) + Ξ
ǫ(ri, tn)
) ≤ vrj +∆vr ,
(3.18)
for all i, j, n. Then, in order to obtain good results with this method, ∆t has to be of the same
order of ǫ whih penalizes the method in terms of CPU time ost when we onsider a very small ǫ.
3.3 Implementation of the two-sale model
In this paragraph, we adapt the semi-lagrangian method we have desribed in the paragraph 3.1
to the model (2.12). In this ase, the harateristis of the system are the solutions of{
∂tQ(t) = 〈E1〉
(
Q(t), Ur(t), t
)
,
∂tUr(t) = 〈E2〉
(
Q(t), Ur(t), t
)
,
(3.19)
where 〈E1〉 and 〈E2〉 are dened by

〈E1〉(q, ur, t) = −
∫ 2π
0
sin(σ)
[
Er
(
cos(σ) q + sin(σ)ur, σ, t
)
+
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ) q + sin(σ)ur
)]
dσ ,
〈E2〉(q, ur, t) =
∫ 2π
0
cos(σ)
[
Er
(
cos(σ) q + sin(σ)ur, σ, t
)
+
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ) q + sin(σ)ur
)]
dσ .
(3.20)
As in the paragraph 3.1, we remark that the solution G of (2.12) is onstant along the harater-
istis, so we an write:
G(q, ur, tn+1) = G
(
Q(tn−1; q, tn+1), Ur(tn−1;ur, tn+1), tn−1
)
, (3.21)
where tn = n∆t, and where
(
Q(tn−1; q, tn+1), Ur(tn−1;ur, tn+1)
)
is the solution of (3.19) with the
ondition
(
Q(tn+1), Ur(tn+1)
)
= (q, ur).
7
Firstly, we dene the mesh in q and ur diretions by onsidering the points qi = i∆q and
urj = j∆ur (i = −Pq, . . . , Pq, j = −Pur , . . . , Pur ). We also onsider the uniform mesh τm = m∆τ
on [0, 2π] (m = 0, . . . , Pτ ). Finally, we x a time step ∆t for the entire simulation. Then, denoting
Gn with the approximation of G at time tn, an iteration of the semi-lagrangian method is organized
as follows:
1. Assuming that we know the value of Gn and Gn−1 on the mesh (qi, urj)i,j , we ompute Enr
with the formula
Er(qi, τm) =


1
qi
∫ qi
0
∫
R
sGn
(
cos(τm)s− sin(τm)vr,
sin(τm)s+ cos(τm)vr
)
ds dvr if i 6= 0,
0 otherwise.
(3.22)
Sine Gn is only known at points (qi, urj), we have to interpolate G
n
. Assuming that the
support of Gn is inluded in [−(Pq + 1)∆q, (Pq + 1)∆q] × [−(Pur + 1)∆ur, (Pur + 1)∆ur]
with Pq, Pur ∈ N large enough, we use the trapezoidal rule in order to approah the integral
above. We obtain
Enr (qi, τm) ≈
∆q∆ur
2
Pur∑
j=−Pur
(
Π2G
n(cos(τm)qi − sin(τm)urj , sin(τm)qi + cos(τm)urj
)
+
2
i
i−1∑
k=1
kΠ2G
n(cos(τm)qk − sin(τm)urj , sin(τm)qk + cos(τm)urj
))
,
(3.23)
where Π2 is a ubi spline interpolation operator on the points (qi, urj).
2. We ompute 〈En1 〉 and 〈En2 〉 at points (qi, urj): sine Enr is only known at points (qi, τm),
we have to interpolate Enr . By using the trapezoidal rule for approximating the integrals in
(3.20), we obtain

〈En1 〉(qi, urj) ≈ −∆τ
Pτ∑
m=0
sin(τm)
[
Π1Enr
(
cos(τm) qi + sin(τm)urj , τm
)
+
IQ(ω1)
2π
H1(ω1 τm)
(
cos(τm) qi + sin(τm)urj
)]
,
〈En2 〉(qi, urj) ≈ ∆τ
Pτ∑
m=0
cos(τm)
[
Π1Enr
(
cos(τm) qi + sin(τm)urj , τm
)
+
IQ(ω1)
2π
H1(ω1 τm)
(
cos(τm) qi + sin(τm)urj
)]
,
(3.24)
where Π1 is a ubi spline interpolation operator on the points (qi)i.
3. We ompute the the shifts (d1i,j , d
2
i,j) by using the following formula:(
d1i,j
d2i,j
)
= ∆tA−1i,j
( 〈E1n〉(qi, urj)
〈E2n〉(qi, urj)
)
, (3.25)
where the matrix Ai,j is dened by
Ai,j = Id+∆t

 ∂q
(
Π2〈E1n〉
)
(qi, urj) ∂ur
(
Π2〈E1n〉
)
(qi, urj)
∂q
(
Π2〈E2n〉
)
(qi, urj) ∂ur
(
Π2〈E2n〉
)
(qi, urj)

 . (3.26)
4. We ompute Gn+1 by interpolating Gn−1 at the points (qi − 2 d1i,j, urj − 2 d2i,j):
Gn+1(qi, urj) = Π2G
n−1(qi − 2 d1i,j , urj − 2 d2i,j) . (3.27)
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5. We save the approximation of f ǫ at time tn+1 given by
f ǫ(r, vr, tn+1) ∼ 2 πΠ2Gn+1
(
cos
( tn+1
ǫ
)
r−sin ( tn+1ǫ ) vr, sin ( tn+1ǫ ) r+cos ( tn+1ǫ ) vr) . (3.28)
In order to initialize this two time step advane, we have to ompute G1 from G0 whih is given
as an initial data: for this purpose, we perform a omplete iteration suh as deribed above where
∆t is replaed by ∆t2 and where we assume that G
1/2 = G0.
3.4 The two-sale mesh
In most of test ases, we assume that the support of the initial distribution f0 is ompat and is
inluded in some Ω = [−R,R]× [−vR, vR] ⊂ R2 for R > 0, vR > 0 large enough. Then, if we follow
the algorithm presented in the previous paragraph, the rst thing we have to ompute is E0r by
approximating the integral in (3.22): for numerial reasons, we have to redue the integral on R to
an integral on a ompat interval. Furthermore, sine we an only say that the support of (r, vr) 7→
f0
(
cos(τ) r−sin(τ) vr , sin(τ) r+cos(τ) vr
)
is inluded in Ω′ = [−R−vR, R+vR]×[−R−vR, R+vR] as
it is illustrated in Figure 1, the integral on R in (3.22) is redued to an integral on [−R−vR, R+vR].
As a onsequene, we have to do all the simulation on Ω′ instead of Ω in order to avoid losing
some data and we have to inrease the number of mesh points in order to keep good interpolation
results, even if the distribution funtion will be equal to 0 at many new points.
PSfrag replaements
R
vR
−R
−vR
−R− vR R+ vR
vR +R
−vR −R
r
vr
Figure 1: Support of (r, vr) 7→ f0(r, vr) and (r, vr) 7→ f0
(
cos(τ) r − sin(τ) vr , sin(τ) r + cos(τ) vr
)
with τ = 2π3 .
In this paragraph, we present a dierent approah in order to avoid this extension of the
simulation domain and its mesh. Before explaining the main idea of this new method, we onsider
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the following meshes on Ω and [0, 2π]:
M(Ω) =
{
(ri, vrj) = (i∆r, j∆vr) : i = −Pr, . . . , Pr , j = −Pvr , . . . , Pvr
}
,
M
(
[0, 2π]
)
=
{
τm = m∆τ : m = 0, . . . , Pτ
}
,
M
(
[−R,R]) = {ri = i∆r : i = −Pr, . . . , Pr} ,
(3.29)
where ∆r = RPr+1 , ∆vr =
vR
Pvr+1
and ∆τ = 2πPτ+1 . Considering the funtion γ dened by
γ : R2 × [0, 2π] −→ R2
(r, vr , τ) 7−→
(
cos(τ) r − sin(τ) vr , sin(τ) r + cos(τ) vr
) , (3.30)
we dene Ω(τ) and M
(
Ω(τ)
)
by
Ω(τ) = γ
(
Ω× {τ}) ⊂ R2 ,
M
(
Ω(τ)
)
=
{
γ(ri, vrj , τ) : i = −Pr, . . . , Pr , j = −Pvr , . . . , Pvr
}
.
(3.31)
PSfrag replaements
r
vr
Figure 2: Mesh M(Ω) = M
(
Ω(0)
)
and support of (r, vr) 7→ f0(r, vr).
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PSfrag replaements
r
vr
Figure 3: Mesh M
(
Ω(π3 )
)
and support of (r, vr) 7→ f0 ◦ γ(r, vr, π3 ).
PSfrag replaements
r
vr
Figure 4: Mesh M
(
Ω(2π3 )
)
and support of (r, vr) 7→ f0 ◦ γ(r, vr, 2π3 ).
The main idea of our new method is to ompute (r, vr) 7→ F (r, vr, τm, tn) at points (ri, vrj) ∈
M(Ω) and to ompute r 7→ Er(r, τm, tn) at points ri ∈M
(
[−R,R]), whereas the funtion (q, ur) 7→
G(q, ur, tn) is omputed at points γ(ri, vrj , τm) ∈ M
(
Ω(τm)
)
for every τm ∈ M
(
[0, 2π]
)
. This
approah is similar as the time-dependent moving grid desribed by Lang et al. in [16℄, even if, in
our ase, the mesh M
(
Ω(τ)
)
only depends on M(Ω) and τ , and is ompletely dened before the
beginning of the simulation.
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As a rst onsequene, onsidering that the support of (r, vr) 7→ f0(r, vr) is inluded in Ω is
equivalent to onsidering that the support of (r, vr) 7→ f0
(
γ(r, vr, τ)
)
is inluded in Ω(τ) for any
τ ∈ [0, 2π] suh as illustrated in Figures 2,3, and 4, where the support of a Kaphinsky-Vladimirsky
distribution is represented (see [15℄, [18℄ or [8℄ for more details about this distribution). Then we
do not have to extend Ω in order to avoid losing some data. Furthermore, the equation (2.11)
reads
F (r, vr, τ, t) = G
(
γ(r, vr, τ), t
)
. (3.32)
Considering this approah, we x a time step ∆t for all the simulation. Then, an iteration of
this new semi-lagrangian method is organized as follows:
1. Assuming that Gn−1 and Gn are known on the mesh M
(
Ω(τm)
)
for all τm ∈ M
(
[0, 2π]
)
,
we ompute Enr at points (ri, τm) ∈ M
(
[−R,R])×M([0, 2π]). With the new notations, the
equation (3.22) simplies itself to
Enr (ri, τm) =


1
ri
∫ ri
0
∫
R
sGn
(
γ(s, vr, τm)
)
dvr ds if i 6= 0,
0 otherwise.
(3.33)
Assuming that the support of Gn
(
γ(·, ·, τm)
)
is inluded in Ω(τm) for eah τm (whih is
equivalent to assume that the support ofGn
(
γ(·, ·, 0)) is inluded in Ω), we use the trapezoidal
rule to approximate the integral above:
Enr (ri, τm) ≈
∆r∆vr
2
Pvr∑
j=−Pvr
(
Gn
(
γ(ri, vrj , τm)
)
+
2
i
i−1∑
k=1
k Gn
(
γ(rk, vrj , τm)
))
.
(3.34)
We remark here that, ontrary to the omputation done in (3.23), we do not have to inter-
polate Gn.
2. We ompute 〈En1 〉 and 〈En2 〉 at points γ(ri, vrj , τm) ∈M
(
Ω(τm)
)
:


〈En1 〉
(
γ(ri, vrj , τm)
)
= −
∫ 2π
0
sin(σ)
[
Enr
(
cos(σ − τm) ri + sin(σ − τm) vrj , σ
)
+
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ − τm) ri + sin(σ − τm) vrj
)]
dσ ,
〈En2 〉
(
γ(ri, vrj , τm)
)
=
∫ 2π
0
cos(σ)
[
Enr
(
cos(σ − τm) ri + sin(σ − τm) vrj , σ
)
+
IQ(ω1)
2π
H1(ω1 σ)
(
cos(σ − τm) ri + sin(σ − τm) vrj
)]
dσ .
(3.35)
We approximate the integrals with the trapezoidal rule. However, sine Enr is only known
at points of M
(
[−R,R])×M([0, 2π]), we have to interpolate it: for that we hoose a ubi
spline interpolation operator on the mesh M
(
[−R,R]) and we denote it with Π1. Then we
have the following approximations:

〈En1 〉
(
γ(ri, vrj , τm)
)≈−∆τ Pτ∑
k=0
sin(τk)
[
Π1Enr
(
cos(τk − τm) ri + sin(τk − τm) vrj , τk
)
+
IQ(ω1)
2π
H1(ω1 τk)
(
cos(τk − τm) ri + sin(τk − τm) vrj
)]
,
〈En2 〉
(
γ(ri, vrj , τm)
)≈∆τ Pτ∑
k=0
cos(τk)
[
Π1Enr
(
cos(τk − τm) ri + sin(τk − τm) vrj , τk
)
+
IQ(ω1)
2π
H1(ω1 τk)
(
cos(τk − τm) ri + sin(τk − τm) vrj
)]
.
(3.36)
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3. We ompute the shifts d(ri, vrj , τm) verifying
d(ri, vrj , τm) = ∆t
( 〈En1 〉(γ(ri, vrj , τm)− d(ri, vrj , τm))
〈En2 〉
(
γ(ri, vrj , τm)− d(ri, vrj , τm)
) ) . (3.37)
For that, we onsider the ubi spline interpolation operator Πm2 on the mesh M
(
Ω(τm)
)
and, inspired by (3.10), we onsider the following approximation of d(ri, vrj , τm):
d(ri, vrj , τm) = ∆tA
−1
i,j,m
( 〈En1 〉(γ(ri, vrj , τm))
〈En2 〉
(
γ(ri, vrj , τm)
) ) , (3.38)
where the matrix Ai,j,m is dened by
Ai,j,m = Id+∆t

 ∂q
(
Πm2 〈En1 〉
)(
γ(ri, vrj , τm)
)
∂ur
(
Πm2 〈En1 〉
)(
γ(ri, vrj , τm)
)
∂q
(
Πm2 〈En2 〉
)(
γ(ri, vrj , τm)
)
∂ur
(
Πm2 〈En2 〉
)(
γ(ri, vrj , τm)
)

 . (3.39)
4. We ompute Gn+1 on the meshes M
(
Ω(τm)
)
for all τm ∈M
(
[0, 2π]
)
:
Gn+1
(
γ(ri, vrj, τm)
)
= Πm2 G
n−1
(
γ(ri, vrj , τm)− 2d(ri, vrj , τm)
)
(3.40)
5. Assuming that there exists a xed integer K ∈ N suh that
∆t = ǫ∆τ K , (3.41)
we save the approximation of f ǫ on M(Ω) given by
f ǫ(ri, vrj , tn+1) ∼ 2πGn+1
(
γ(ri, vrj , τ(n+1)K)
)
. (3.42)
Contrary to the sheme desribed in the previous paragraph, we do not have to interpolate
Gn+1 to obtain an approximation of f ǫ at time tn+1.
Conerning the initialization of this two time step advane, we ompute G0 = 12π f0 on the meshes
M
(
Ω(τm)
)
for all τm ∈M
(
[0, 2π]
)
and, assuming that G1/2 = G0, we ompute G1 by performing
a omplete iteration suh as desribed above with ∆t replaed by ∆t2 .
We have built another two-sale semi-lagrangian method based on a mesh depending on the
variable τ . Compared to the semi-lagrangian method desribed in the paragraph 3.3, this tehnique
allows us to avoid some interpolations not only when we ompute the two-sale limit of the eletri
eld E but also when we build the approximation of f ǫ dened by (3.42). As a onsequene, we
redues the global numerial diusion within the simulation. However, we have to ompute G and
〈E〉 on eah mesh M(Ω(τm)), whih an be expensive in CPU time.
4 Numerial results
In this setion, we present some numerial results obtained with the two-sale semi-lagrangian
methods desribed in the paragraphs 3.3 and 3.4. Following the approah of [13℄ for validating our
new methods, we study in a rst time some linear ases where we an nd an analyti expression
of the solution G of the system (2.12). Then we test the methods on non-linear ases.
4.1 Linear ases
In order to validate the two-sale semi-lagrangian methods desribed in the paragraphs 3.3 and
3.4, we simulate some linear ases, i.e. with a self-onsistent eletri eld set to 0. This assumption
allows us to ompute analytially the solution G of the system (2.12) under an adequate hoie of
ω1 and H1.
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t = 1.1088 t = 6.468
Figure 5: Simulations of type (I) (rst row), (II) (seond row), (III) (third row), and (IV) (fourth
row) for a semi-gaussian beam wihout self-onsistent eletri eld and ω1 = 4
√
2, H1(τ) = cos(τ).
In a rst example, we suppose that ω1 /∈ Q, so we obtain that G is stationary in t, and is equal
to
1
2π f0. Then, the two-sale simulation redues itself to the omputation of
(r, vr, t) 7−→ f0
(
cos
( t
ǫ
)
r − sin ( t
ǫ
)
vr, sin
( t
ǫ
)
r + cos
( t
ǫ
)
vr
)
, (4.1)
for any funtion H1. It is muh simpler than simulating the model (1.1) with the semi-lagrangian
method desribed in the paragraph 3.2. In Figure 5, we observe suh a ase, with ω1 = 4
√
2,
H1(τ) = cos(τ), and f0 given by
f0(r, vr, t) =
n0√
2π vth
exp
(
− v
2
r
2 v2th
)
χ[−rm,rm](r) , (4.2)
with χ[−rm,rm](r) = 1 if |r| ≤ rm and 0 otherwise. This orresponds to a semi-gaussian beam in
partile aelerator physis. In these Figures, we suppose that rm = 0.75, vth = 0.1, n0 = 4 and
ǫ = 10−2. Furthermore, the simulations (I), (II), (III) and (IV) orrespond to
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• simulation (I): we solve the system (1.1) with a lassial semi-lagrangian method, with Pr =
Pvr = 64 and R = vR = 3,
• simulation (II): we solve the system (1.1) with a lassial semi-lagrangian method, with
Pr = Pvr = 128 and R = vR = 3,
• simulation (III): we solve the system (2.12) with a two-sale semi-lagrangian method on a
two-sale mesh, with Pr = Pvr = 64, Pτ = 16 and R = vR = 3,
• simulation (IV): we solve the system (2.12) with a two-sale semi-lagrangian method on a
uniform mesh, with Pq = Pur = 128, Pτ = 16, and R = vR = 3, and we ompute the
approximation (3.28) on a uniform 129× 129 grid in (r, vr) on [−R,R]× [−vR, vR].
Sine we an ompute an analyti solution G of (2.12), we an ompare the approximations of
the solution f ǫ of (1.1) to the funtion dened by (4.1). These omparisons are summarized in
Figure 6: in this gure, we present the L1 norm of the dierene between the funtion (4.1) and
the approximation fh of f
ǫ
obtained with eah of the simulations (I), (II), (III), (IV).
0 1 2 3 4 5 6 7
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
time
  (I)
  (II)
  (III)
  (IV)
Figure 6: Evolution of the L1 norm of the dierene between the funtion (4.1) and the approxi-
mation fh omputed with the simulations (I), (II), (III), and (IV).
In a seond example, we suppose that ω ∈ N≥ 2. Then, if we assume that H1(τ) = cos2(τ), the
model (2.12) redues itself to
∂tG− ur
4
∂qG+
q
4
∂urG = 0. (4.3)
Knowing the initial data f0, we an write
G(q, ur, t) =
1
2π
f0
(
cos(
t
4
)
q + sin(
t
4
)
ur,− sin( t
4
)
q + cos(
t
4
)
ur
)
, (4.4)
so the two-sale simulation redues itself to the omputation of
(r, vr , t) 7−→ f0
(
cos(
t
4
− t
ǫ
)
r + sin(
t
4
− t
ǫ
)
vr,− sin( t
4
− t
ǫ
)
r + cos(
t
4
− t
ǫ
)
vr
)
. (4.5)
In Figure 7, we observe suh a ase with ω1 = 2, f0 given by (4.2) with rm = 0.75, vth = 0.1 and
ǫ = 10−2.
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t = 0.2957 t = 5.9875
Figure 7: Simulations of type (I) (rst row), (II) (seond row), (III) (third row), and (IV) (fourth
row) for a semi-gaussian beam wihout self-onsistent eletri eld and ω1 = 2, H1(τ) = cos
2(τ).
As we an see in Figures 5 and 7, the lassial semi-lagrangian method needs a very rened
mesh in r and vr diretions in order to produe good results. Otherwise, it produes results whih
do not orrespond to physis. We an explain it by the small time step indued by the ondi-
tion (3.18) in order to guarantee the robustness of the method, and then a very high number of
interpolations whih introdue numerial diusion. As an example, we have taken a time step
∆tNH ≈ 1.5× 10−4 for the simulation of type (I) of the seond ase.
On the other hand, both two-sale numerial methods we have desribed in paragraphs 3.3
and 3.4 produe good results, even if we onsider a non-rened mesh in r and vr diretions: this
phenomenon an be explained by the independene of the time step in ǫ. Consequently, we are
allowed to take a time step ∆tH muh larger than we an in the lassial semi-lagrangian ontext,
and then, we an signiantly redue the number of interpolations and the numerial diusion
whih is indued. For example, for simulations of type (III) and (IV) on the seond test ase, we
have dened ∆tH with the formula (3.41) where K = 2, giving us ∆tH ≈ 7.4× 10−3.
Finally, by observing Figure 6, we remark that the use of the two-sale mesh in the rst ase
redues signiantly the error between the funtion dened by (4.1) and the approximation of f ǫ
given by the disretization of the two-sale model (2.12): indeed, the L1 norm of this error is
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nearby 10−6 when the approximation of f ǫ is given by the simulation (III) whereas it osillates
between 0 and 0.75 when the approximation of f ǫ is given by the simulation (IV). Furthermore,
the osillations of this error for simulations (I), (II), and (IV) are due to the fat that we disretize
a non-smooth semi-gaussian distribution the support of whih rotates in the phase spae under the
ation of the external eletri eld and that we do it on a uniform phase spae mesh.
As a rst onlusion, we an say that, on linear ases, the two-sale semi-lagrangian methods
we have proposed give muh better results than the lassial semi-lagrangian method on the same
mesh in r and vr, whih is promising for non-linear ases. Furthermore, as it was announed in the
paragraph 3.4, the use of the two-sale mesh redues signiantly the numerial diusion linked
with the global number of interpolations within the simulation.
4.2 Non-linear ases
t = 1.4784 t = 3.234 t = 5.544
Figure 8: Simulations of type (II') (rst row), (III) (seond row), and (IV) (third row) for a
semi-gaussian beam with H1(τ) = cos(τ) and ω1 = 4
√
2.
In this paragraph, we do not assume that the self-onsistent eletri eld vanishes. Then, in
most of ases, we are not able to nd an analyti expression of the solution G of (2.12). So, in
order to validate our two-sale methods, we have to ompare their results on suh a ase to the
results produed by a lassial semi-lagrangian method on (1.1) with the same initial data, and
pay attention to the development of thin strutures within the beam. For that, we onsider the
simulations (I), (II'), (III) and (IV), where the simulation type (II') orresponds to a lassial
semi-lagrangian method on the system (1.1) with Pr = Pvr = 256 and r = vr = 3. Sine the
simulation (I) already gives bad results on linear ases, it is not really useful to present its results
in terms of quality on non-linear ases. However, we have to pay attention to its CPU time ost
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in order to ompare it to the other simulation types ones
1
.
In a rst ase, we suppose that H1(τ) = cos(τ), ω1 = 4
√
2, ǫ = 10−2, and f0 is given by (4.2)
with rm = 0.75 and vth = 0.1. In order to guarantee the robustness of the two-sale shemes, we
suppose that the time step ∆tH is omputed by using the the formula (3.41) with K = 5, giving
us ∆tH ≈ 0.0185, whereas the time step ∆tNH for the simulations (I) and (II') is of the form ∆tHN
with N large enough in order to verify the ondition (3.18). In Figure 8, we observe the results
obtained with simulations of type (II'), (III), and (IV), and we an nd some results in terms of
CPU time in the Table 1.
In a seond ase, we suppose that H1(τ) = cos
2(τ), ω1 = 2, ǫ = 10
−2
, and f0 is given by (4.2)
with rm = 0.75 and vth = 0.1. In order to guarantee the robustness of the two-sale shemes,
we suppose that ∆tH is dened by (3.41) with K = 2, whih gives us ∆tH ≈ 7.392 × 10−3, and
∆tNH =
∆tH
N with N large enough. In Figure 9, we observe the results obtained with simulations
of type (II'), (III), and (IV) and CPU times osts for eah simulation an be found in the Table 1.
t = 1.1458 t = 3.6221 t = 5.8027
Figure 9: Simulations of type (II') (rst row), (III) (seond row), and (IV) (third row) for a
semi-gaussian beam with ω1 = 2, H1(τ) = cos
2(τ).
As we an see in Figures 8 and 9, the three simulations (II'), (III) and (IV) produe results
of the same quality, even if the mesh in r and vr diretions used in the lassial semi-lagrangian
method is muh more rened than the one used for the two-sale simulations, whih enlarge to
non-linear ases the onlusion we have established at the end of the previous paragraph.
1
All the simulations have been onduted on a Sun Fire X4600 server with an AMD Opteron 8220 proessor
(Dual Core 3000 Mhz) under SunOS 5.10 system.
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Case Simulation (I) Simulation (II') Simulation (III) Simulation (IV)
CPU time N CPU time N CPU time CPU time
ω1 = 4
√
2, H1 = cos 35m 122 35h 6m 50s 480 1h 43m 39s 55m 3s
ω1 = 2, H1 = cos
2
37m 32s 49 38h 7m 6s 192 5h 45m 25s 2h 37m 25s
Table 1: CPU time osts: the nal time is T = 6.93 for the ase where ω1 = 4
√
2 and H1 = cos,
and T = 6.9854 for the ase where ω1 = 2 and H1 = cos
2
.
Furthermore if we observe the CPU times osts of eah simulations (see Table 1), we remark
that both two-sale numerial methods are muh slower than the lassial semi-lagrangian method
when they are ran on a same mesh in r and vr diretions. It is not surprising beause of the high
number of xed point problems we have to solve during the two-sale simulations. But on the other
hand, if we ompare the CPU time osts of the simulations (II'), (III) and (IV) whih give the
same quality of results, we remark that both two-sale numerial methods we have desribed are
muh faster than a preise lassial semi-lagrangian method. One more time, this phenomenon an
be explained by the ondition (3.18) imposed to the time step ∆tNH within the lassial method:
if we rene the mesh of the phase spae, we diminish the time step, and then inrease the number
of iterations in time we need to reah the the nal time of the simulation. As a onlusion, we an
say that if we want high quality results, it is preferable in terms of CPU time ost to run one of
the two-sale methods we have developed instead of the lassial method.
In a last ase, we suppose that H1(τ) = cos
2(τ), ω1 = 1, ǫ = 10
−2
, and f0 is given by (4.2)
where n0 = 4, rm = 1.85 and vth = 0.1. As in the previous tests, we suppose that the time step
∆tH for the two-sale methods is given by (3.41) where K = 1, and that the time step ∆tNH for
the lassial semi-lagrangian method is of the form
∆tH
N with N large enough. The goal of this
numerial experiment is to observe the same strutures as Frénod, Salvarani and Sonnendrüker
have observed in [13℄. Sine the strutures we want to observe are quite thin, we onsider the
simulation types (II), (III') and (IV') orresponding to
• simulation (II): we solve the system (1.1) with a lassial semi-lagrangian method, with
Pr = Pvr = 256 and R = vR = 3,
• simulation (III'): we solve the system (2.12) with a two-sale semi-lagrangian method on a
two-sale mesh, with Pr = Pvr = 128, Pτ = 20 and R = vR = 3,
• simulation (IV'): we solve the system (2.12) with a two-sale semi-lagrangian method on a
uniform mesh, with Pq = Pur = 256, Pτ = 20, and R = vR = 3, and we ompute the
approximation (3.28) on a uniform 257× 257 grid in (r, vr) on [−R,R]× [−vR, vR].
In the Figure 10, we an observe some results obtained with the simulations (II), (III') and
(IV'). One more time, we an remark that the two-sale methods do not need a mesh as rened
as the lassial method's one for produing high quality results. Furthermore, we an observe
in the last olumn of the Figure 10 that the beam simulated with the lassial semi-lagrangian
method beomes unfoused in long time, even if we onsider a highly rened mesh. This remark
is onrmed by the Figure 11 where we notie the thin strutures are better determined with a
two-sale method. Moreover, the result given by the lassial method is slightly out of phase and
more diusive. One more time, the main reason of this problem is the ondition (3.18) imposed on
the time step in the lassial semi-lagragian simulation: if we onsider a 513× 513 grid in (r, vr),
this ondition indues a so small value of ∆tNH (nearby 3.84× 10−5) that the numerial diusion
introdued by the interpolations makes the beam unfoused in a long time simulation. On the
other hand, the two-sale results math well with the expeted long time behavior as desribed in
[13℄.
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t = 1.3464 t = 4.3388 t = 5.1462
Figure 10: Simulations of type (II) (rst row), (III') (seond row) and (IV') (third row) for a
semi-gaussian beam with ω1 = 1, H1(τ) = cos
2(τ) and rm = 1.85.
(II) (III')
Figure 11: Simulations of type (II) and (III') for a semi-gaussian beam at time t = 5.984 with
ω1 = 1, H1(τ) = cos
2(τ) and rm = 1.85.
5 Conlusion and perspetives
We have built a two-sale semi-lagrangian method and proposed a new mesh in order to simplify
the omputation of the eletri eld and, whih leads to another two-sale semi-lagrangian method.
These methods have been tested on non-smooth initial onditions, espeially semi-gaussian beam
initial onditions: on linear ases, we have onluded that these two-sale methods are very eient,
20
even if we onsider a oarse mesh in r and vr diretions, ontrary to a lassial semi-lagrangian
sheme on the model (1.1) whih needs muh more points to produe good results. On non-
linear ases, we have reahed the same onlusion for short time simulation, not only in terms
of quality of results, by also in terms of CPU time osts. These results are very promising for
extensions to higher dimensional problems suh as the two-sale limit models obtained by Frénod
and Sonnendrüker in [10, 11, 12℄, the nite Larmor radius approximation obtained in [4℄, or other
harged partile beam problems whih annot allow any time splitting. Furthermore, for long time
simulation, both two-sale numerial methods we have developed give very good results, ontrary
to the lassial semi-lagrangian method whih is so penalized by its numerial diusion for long
time simulations that it produes results whih do not not orrespond to the expeted behavior.
These results are also promising sine they onsolidate the onlusions of Frénod, Salvarani and
Sonnendrüker in [13℄, whih are that a two-sale numerial method an be suessfully used in a
ontext of non-smooth initial data.
Finally, we also have remarked that, even if they are faster than the lassial semi-lagrangian
method for obtaining the same quality of results, both two-sale numerial methods need a very
high CPU time ost. Sine this time is essentially spent for omputing the xed point problems
within the methods, it an be interesting to nd a way to improve this part of the methods.
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