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Resumo 
Neste trabalho, estudamos a Geometria Riemanniana do grupo de Heisenberg H2n+l, 
calculando as métricas invariantes à esquerda e a base dos campos invariantes à esquerda_ 
Calculamos, também a álgebra do grupo de isometrias de H2n+r, dando uma descrição total do 
grupo de isometrias para o caso de H3 . Concluimos esta parte determinando as geodésicas de 
Hzn+J. 
Em seguida, classificamos as superficies de curvatura média constante de H3 que são 
invariantes por grupos de isometrias. 
Depois estudamos a aplicação normal de Gauss para superficies em H3, o que nós permite 
mostrar a não existencia de superfícies umbílicas. Estudamos, ainda, a equação dos gráficos de 
curvatura média constante, mostrando que não existem superftcies mínimas compactas nem 
gráficos completos de curvatura média constante não nula. Posteriormente damos uma 
classificação parcial das superfícies rrúnimas segundo o posto da aplicação normal de Gauss. 
Terminamos o trabalho apresentando as hipersuperficies de rotação em H2n.1. 
Introdução 
O clássico grupo de Heisenberg 1is é um subgrupo de G L (3, IR) formado 
pelas matrizes da forma 
[ 
1 X Z l 
o 1 y 
o o 1 
O grupo 1{3 é uma generalização natural do JR 3 por vários motivos, entre eles 
podemos mencionar: 
1. Do ponto de vista algébrico e!e é um grupo de Lie 2-nilpotente (ou quase-
abeliano), que é o mais próximo da condição de ser abeliano. 
2. Para toda métrica invariante à esquerda, o grupo de isometria é de di-
mensão quatro, que é o máximo possível para uma variedade riemanniana 
3-dimensional com curvatura seccional não constante. 
Por outro lado devemos mencionar que o grupo 1{3 aparece como as horoes-
feras do espaç.o complexo hiperbólico 2-dimensional (ver [25]). Mais explicita-
mente, se (/JH denota o espaço hiperbólico complexo, G = I o ( ([JH) a componente 
conexa do grupo de isometrias de ([!H que contém a identidade e G = KAN 
a decomposição de lwasawa de G, então N é o grupo de Heisenberg 1i3. Ge-
ometricamente AN atua transitivamente em ([!H e fixa um único ponto x no 
bordo da esfera ([}H (oo). O grupo N atua transitivamente em cada horoesfera 
de .1:. Também mencionaremos que tal grupo aparece naturalmente como espaço 
modelo para a gE-ometria sub-riemarmiana (o análogo do espaço euclidiano para 
a geometria riemanniana). 
É natural portanto estudar a geometria riemanniana e a geometria das sub-
variedades do grupo de Heisenberg 1i3. Esta tarefa foi iniciada em uma série 
de trabalho,. Por exemplo: [li, [101, [21, [131, [251, [211, [7]. Em no"o trabalho 
esturlamos alguns problemas nesta direção. 
Começamos nosso trabalho do ponto de vista algébrico, isto é, olharemos 
o grupo de Heisenberg de ordern n, como o grupo de Lie simplesmente conexo 
associado a uma álgebra de Lie tipo H cujo centro é de dimensão 1. Como neste 
tipo de álgebras a aplú:ação exponencial é um difeomorfismo global poderemos 
identificar 1t2n+I com IR2n+l numida de uma certa operação. Uma vez feito isto 
passaremos a calcular as métricas invariantes à esquerda, os campos invariantes 
à esquerda, curvaturas, geodésicas, campos de Killing e a álgebra do grupo de 
isometrias, dando uma descrição total do grupo de. isometrias no caso de 71 3. 
:No segundo capítulo estudarE-mos a:-; superfícies de curvatura media con-
stante (em particular as superfícies núnimas) em 11s que são invariantes por 
grupos a l-parâmetro de isometrias. Para isto, começamos este capítulo com 
alguns conceitos e resultados da geometria equivariante aplicados às imersões 
isométricas equivariantes. Em seguida, _utilizamos estas técnicas para poder 
reduzir as equações das superfícies de curvatura média constante para um sis-
tema de equações ordinarias no espaço de órbitas. Isto nos permitirá dar uma 
classificação em 11s destes tipos de superfícies. 
Ko capítulo 3 estudaremos os gráficos núnimos em 713, visando o que se-
ria o teorema de Bernst.ein para o caso de H:>,. Trabalharemos com superfícies 
parametrizadas como gráficos de uma função diferenciável f. Posterioremente 
estudaremos a aplicação de Gauss para gráficos em 113 e, a partir dela, podere-
mos concluir, entre outras coisas, que não existem superfícies umbílicas. Vere-
mos também que a partir da elipt.icidade da equação dos gráficos de curvatura 
média constante se podera concluir que não existem superfícies mínimas com-
pactas nem gráficos completos de curvatura média constante. Também classifi-
caremos todas as superfícies mínimas em 113 tais que o posto da sua aplicação 
de Gauss seja O ou 1. 
Finalmente no capítulo 4 descreveremos as hipersuperfícies de "rotação" de 
curvatura média constante no grupo de Heisenberg de dimensão 2n+ 1, encon-
trando muita semelhança ao caso euclidiano. 
ii 
Capítulo 1 
Geometria Riemanniana de 
1.1 Introdução 
Neste capítulo apresentaremos o grupo de Heisenberg 1t2n+l e estudaremos a 
sua geometria. Para isto determinaremos uma métrica invariante à esquerda e a 
conexão riemanniana a ela associada, obtendo como consequênda as curvaturas, 
o grupo de isometrias e as geodésicas deste grupo. 
Sejam U, V dois espaços vetoriais reais com produto int.emo de dimensões 
rn e n respectivamente, e uma aplicação linear 
j: U __,. End(V) 
que satisfaz às seguintes propriedades: 
L li (a) cl ~ lallcl 
2. j 2(a) = -lal2 Id onde a EU, x E V. 
Então a aplicação bilinear [ , ] : V x V ----;. U, definida por: 
< a, [x, y] >=< j(a)x, y > (1.1) 
é anti-simétrica. Isto nos permite definir o seguinte colchete no espaço vetorial 
1 
[a+ x, b + y[ ~ [x, y] 
onde a,b EU e x,y E V. 
Notemos que (ii, [ , ]) é uma álgebra nilpotente de ordem 2, cujo centro é 
U. Tal álgebra é chamada de álgebra de Lie de tipo H. Estas álgebras possuem 
um produto interno herdado dos espaços U e V, dado por 
« a+x,b+ y »=< a,b > + < x,y > 
Exemplo 1.1.1 A álgebra de Heisenberg, h2n-:-l· 
Seja {X1, .. _, Xn, Y1, ... , Y";1.} uma bose o'l'tonmmal do e5paço vetorial real 
V, e seja {Z} a base unitária do espaçoU. Definimos a a.plica~·ão bilinear [, 
para os elementos das bases de U e V, da seguinte maneira 
{ 
[X;, Y;] ~ -[Y;, X;]~ Z 
O outr·os casos 
Não é difír:il mostrar· q·ue 
j (Z) ~ ( O -Id,O "' ) 
ld,,n 
e portanto j 2(Z) = -Id. 
Na verdade a álgebra de Heisenberg é a única álgebra de Lie de tipo H cujo 
centro é de dimensão L A seguinte proposição prova este fato (ver [7]) 
Proposição 1.1.2 Se n é <t.ma álgebra de Lie tipo H de dimensão (2n + 1} 
cujo centro é de dimensão 1, e1ltão ela é isométrica e isom01ja à álgebra de 
-
/{eisenberg h2n+l· 
Demonstração: Seja Z E U, tal que 121 = 1 então, pela propriedade 2 
e a definição do colchete dada por {1.1), temos que a transformação linear 
2 
j (Z) :V .....;. V é não-singular e antisimétrica. Isto permite decompor o espaço 
vetorial V numa soma ortogonal direta V = V1 E:l · · · ffi Vn, onde dim Vi = 2 
e j (Z) vi = vi para todo i. Agora, se X i é um vetor unitário em vi então 
Yi = J (Z) X i é um vetor unitário de Vi que é ortogonal a Xi pois J (Z) 2 = ~Id. 
Logo {X1, Y1, ... , Xn, Yn, Z} é uma base ortonormal para ií. Finalmente o iso-
morfismo linear entre n e h2n+l, que leva X i t--7 X i, Yi ~ Yi, Z t--7 Z, é uma 
isometria e um isomorfismo de álgebras. o 
Cma representação natural da álgebra de Heisenberg h2n+l é dada via iso-
morfismo com uma subálgebra da álgebra das matrizes triangulares (2n + 1) x 
(2n + 1) com zeros na diagonal, munido do colchete das matrizes i.e. [A, B] = 
AB- BA. O isomorfismo é dado por: 
X i~--+ (aij), onde ali+ I= 1, e O no resto 
Yi- 1-+ (aij), onde ai+1(2n+l) = 1, e O no resto 
Z 1-+ (aij), onde a1(2n+l) = 1, e O no resto 
Finahnente o grupo de Lie simplesmente conexo associado à álgebra de 
Heisenberg h2n+-1, que denotaremos por 1i2n+l• tem representação associada 
emGl(2n+l,IR): 
1 Xj 
Ü Yl 
"H2n+l = Xi1 Yi E IR 
O 1 Yn 
1 
Tal grupo será chamado de grupo de Heisenberg de ordem n. 
1.2 A geometria do grupo de Heisenberg 
Pelo visto na seção anterior podemos conr;iderar a álgebra de Lie h2n+l isomorfa 
a JR2n+l junto com o produto de Lie dado por: 
3 
{ 
[ei, en+i] = -kn-H, ei] = t':!n+l 
i= l, ... ,n 
O outros casos 
(1.2) 
onde {e i} é a base canônica de IR 2n+l. 
Por outro lado, a aplicação exponencial, exp : h2n+l --+ 1i2n+1 dada por 
1 ' exp(X) ~I+ X+ 2x-
é um difeomorfismo global que induz em h2n..,...1, us<indo a fórmula de Campbell-
Hausdorff, a estrutura de grupo de 1i2n+l: 
onde X, Y E h2n+l· Portanto consideraremos 1i2n-r1 como JR2n+l com o produto 
* definido acima ou seja, se p = (x1, ... , .?:n, Yl, ... , Yn, z) e 
onde o elemento identidade é o O, e ]J-l = ( -x1, ... , -:z:n, -Yl, ... , -yn, -z) . 
Agora podemos definir as translações à esquerda como transformações 
Lp: H2n+l--+ 7-i2n+1, tais que, 
e calcular o diferencial das translações 
onde p = (a:l, ... , xn, Yl, ... ,Yn, z) . 
Id2nx2n 
-yn Xt 
2 2 2 ~ l 
(!.3) 
Logo a base dos campos invariantes à esquerda1 induzida pela base canônica 
de JR2n+l, é dada por: 
4 
Y; 
z 
a lli a Fxi- 2& 
a !.i a 
ãy.+ 2& 
8 
ih 
i= 1, ... ,n (1.4) 
A métrica invariante à esquerda induzida pela métrica euclidiana em JR2n+l P:: 
h2n+l é dada por: 
Por definição da métrica invariante à esquerda, os elementos da base dos 
campos invariantes à esquerda {Xi, Yi, Z} são ortonormais na métrica ds2 e as 
translações à esquerda são isometrias. O seguinte teorema fornece uma classi-
ficação para as métricas invariantes à esquerda. 
Teorema 1.2.1 Toda métdca 'inva1'iante à eBquenla sobre 1i2n+l é equivalente, 
a menos de automoTfismos da álgebra h2n+l· a uma das seguintes métricas 
onde Ài E IR- {O} 
Demonstração: Ver [10]. D 
A conexão de Levi-Civita associada à métrica ds 2 pode ser calculada a partir 
da seguinte identidade para campos invariantes à esquerda, 
1 . 
< 'VxY,Z >~ 2:{< [X,Y],Z >- < [Y,Z],X > + < [Z,X],Y >) 
onde X, Y, Z são campos invariantes à esquerda. Então usando a base dos cam-
pos invariantes à esquerda dada em (1.4) fJodemos determinar complE>tamente 
a conexão de 1í~n+l· Assim, 
5 
"Vx;Xj \?r:YJ VzZ ~O 
'Vx;Yj -1z -'VYjXi 
Vx,Z !ti \lzXi 
'Vy,Z -!xi 'VzYi 
1.2.1 Isometrias de 1í2n+1 
Seja n uma algebra de Lie tipo H e N o grupo de Lie simplesmente conexo 
cuja algebra é n. Como já vimos ií possui um produto interno natural que 
induz em .V, via translações, uma métrica invariante à esquerda. Seja agora 
A (N) o grupo de automorfismos de N que preservam o produto interno em fi. 
Observamos que A (N) coincide com o grupo de automorfismos de n, ver [8]. 
Teorema 1.2.2 O grupo de isornetrias de N coincide com o produto semidireto 
A (N) ex N {com N a.gindo via translaçõ~s). 
Demonstração: Ver [13] o 
Baseado neste teorema determinaremos l'l. álgebra do grupo de automorfis-
mos de 1tzn+l• que preservam o produto interno em hzn+l e que denotaremos 
por ã (11zn-=-d. Seja <P : 1i2n+1 -+ 1i2n.,-1 uma isometria tal que ~(O) = p, 
então W = Lp-l o <P é uma isometria que deixa fixo o elemento identidade 
O. Portanto d'l'o : hzn+l -+ h2n+l é uma transformação linear que preserva 
o produto interno em h2n+1 e ainda, é um automorfismo de hzn+l ou seja 
dWo[X, Y[ ~ [dWo (X) ,dPo (Y)J 'V X, Y E .h2n+l· Por outro lado temos que a 
álgebra do grupo dos automorfismos de h2n+l é igual a álgebra das derivações 
de h2n.;.1, i. e. 
aut (h2n+1) der (hzn+l) 
{!E end (ii2n+l): f ([X, Yl) ~ [J (X), Y[ + [X,J (Y)[} 
onde X, Y E h.2n+l· Logo, usando a base canônica de h2n+1 podemos encontrar 
explicitamente estes automorfismos. 
6 
o o A C O 
B -A' O + O alnxn 
o 
o : a,p,p, E IR (1.5) 
o o o p a 
onde B, C são matrizes simétricas (ver [21]) 
De (1.5) temos que aut (h2n+l) é isomorfa a sp(n, IR) EB JR 2n+l. Mas, como 
vimos acima, dWo preserva o produto interno, portanto a álgebra de A (Hzn+I) 
é dada por: 
ã(H:zn+l) ~ sp (n, IR) n so(2n) 
ou em forma explicita 
A -B' O 
B -At O 
o o o 
que é uma algebra de Lie de dimensão n 2. Notemos que a álgebra ã(H2n+l) é 
isomorfa a álgebra compacta u (n) que é a álgebra maximal de sp (n, IR). Como 
consequência temos o seguinte 
Teorema 1.2.3 A álgebra dos co.mpo8 de Killing de H2n+l é de dimensão n2+ 
2n + 1 e admite a se_q1tinte base, exvressada em função dos campos invariantes 
à esquerda 
! ~ij R,, Xi+YiZ; 7Ji=Yi-·-:ciZ; Z xiXj- xiXi+ Yiyj- Yjyi + (xiYj- XjYi)Z -yjXi + :.qYj- YiXj + XjYi + (-:ei.'rj- YiYj)Z i,j = l, ... ,n 
Demonstração: Começaremos definindo uma base para ã (1í2n+l). Vejamos 
7 
onde {(Ei;)}, {(.Eij)} são as bases canônicas das matrizes anti-simétricas e 
simétricas, respectivamente. Calcularemos agora os grupos a l-parâmetro as-
sociados a cada um dos elementos da base anterio~, 
a-;; exp(t(Sij)) 
p~j exp(t(rij)) 
Finalmente calculamos os campos de Killing gerados pelos grupos de isometrias 
ij ij 
CitePt· 
Sij (:r, y, z) 
Rij(.'i:,fj,z) 
Mas, por outro lado, sabemos que em um grupo de Lie com métrica invariante 
á esquerda, todo campo invariante á direita é de Killing. Daí segue-se o resul-
tado. o 
A seg1.1ir mostraremos e.xplicitamente o grupo de isometrias de ?t3 . Para 
isto ttsaremos os seguintes lemas: 
Lema 1.2.4 Se ft e f2 são duas isometrias mtma va1-iedade riemanniana M, 
conexa tal que h (p) =h (p) e dfllv = d/::!lp• então h= f?.. 
Demonstração: Ver [6],p.84. o 
Lema 1.2.5 Se G é um grupo de Lie com 7tma métrica invariante à esquerda, 
então todo a.utommjitJmo do grupo G cujo diferencial na identidade preserva o 
8 
pmduto intem.o, é uma isometria. 
Lema 1.2.6 Se W : ?ta --+ 1-ia é uma isometria tal que '11 (O) = O, então 
(x cos (}- y sin8,x sin(J + ycos 8, z) 
<'(x,y,z) ~ ou 
(xcos B + ysinB, x sine- ycose, -z) 
Demonstração; Seja { e1, e2, e a} a base de h a definida em (1.2), e 
A~ 
- -
a matriz que representa a d'llo: h3 -t h3 nessa base. Como d\llo é um automor-
fismo da álgebra h3 , então 
o (1.6) 
mas dlJ!o preserva o produt.o int.erno em h3, i.e. AAt =I. Desta igualdade e 
(1.6), obteremos o seguinte sistema: 
Então vamos ter os seguintes dois casos que nos permitirão encontrar as duas 
componentes conexas do grupo de isometrias de 1i3. 
9 
i} Se aua22- a12a21 = 1, com an -=1- O, temos que, a33 = 1 e au = a22, logo 
a12 = -a21, portanto 
cos8 -sinO O 
A= sin8 cos8 O 
o o 1 
Agora a aplicação W (x, y, z) = (x cosO - y sinO, x sinO+ ycosO, z) é um au-
tomorfismo de 7t3 tal que W (O) = O e d'lto = A então, pelos lemas {1.2.4) e 
(1.2..'i), W é a única isometria com tais propriedaçles. Notemos que W é uma 
rotação ao redor do eixo z. 
ii} Se a11a22- a12a21 = -1, com a11 -=1- O, temos que a33 = -1 e an = -a22, 
logo a12 = a21, portanto 
I cosO sinO O I A= smO -·cosfJ O o o -1 
Como no caso anterior a aplicação W (x, y, z) = (x cos O+y sinO, x sin 0-y cos 6, -z) 
é um automorfismo de 1{3 tal que W (O)= O e dWo =A logo, pelos lemas (1.2.4) 
e (1.2.5), W é a única isometria com essas propriedades. O 
Portanto toda isomet.ria de 'H3 pode ser obtida, de uma única forma, como 
composta de uma tranlaçâo à esquerda e uma isometria dada pelo lema anterior. 
Em particular temos o seguinte 
Teorema 1.2.7 A componente conexa do gnt.po de isometrias de ?t3 que contém 
a identidade é isomorfo ao prodv.to semi-direto de 1í3 com SO (2) , com 1ts 
agindo por tmnslaços à esquerda. E nas coordenadas exponenciais, SO (2) age 
por rotações ao redor do eixo z. 
Observações: 
1. i\'ot.e que O (2) não age por isometrias em 1í3. 
2. ~as coordenadas exponenciais, consideraremos o eixo z uma direção priv-
ilegiada pelo fato de que SO (2) age por rotações ao redor dela. 
10 
1.2.2 Curvaturas em H2n-r1 
Em relação às curvaturas seccionais de 1i'2n+l• é suficiente calcular as curvat-
uras na identidade O pois, via translacões, podemos determinar a curvatura 
em qualquer outro ponto de 1i2n+l· Para isto usaremos a fórmula do tensor 
curvatura dada por: 
R(X, Y) ~ V_y'<ly- VyVx- Vp<,Y] 
Então usando a base dos campos invariantes à esqUerda, temos que 
Em relação ao tensor de Ricci 
3 
4 
K(Y;, Z) 1 
4 
r(X,Y) ~ tr(Z ~R (Z,X)Y) 
usaremos novamente a base dos campos invariantes à esquerda. Assim, 
Ric (X i) 
Ri c (Yi) 
Ric(Z) 
Finalmente a curvatura escalar é dada por: 
n tr(c)~-2 
1.2.3 Geodésicas em H'2n+l 
n 
' 
Seja 'Y(t) = (xl(t), ... ,xn(t),yi(t), ... ,yn,z(t)) uma geodésica em 1i2n+l tal 
que 'Y(O) = O, i'(O) = (Xo, iJo, 2:0 ). Então a partir da condição de geodésica 
dada por D ( -Y) = O, obtemos o seguinte sistema de equações que caracteriza as 
dt 
geodésicas do grupo de Heisenb€'rg que passam por O, ver {13]: 
11 
··+·(·+1(• •)) Xi Yi Z §" XiYi - XiYi o 
.. . (· + 1 (. . l) Yi- X i Z 2 XiYi- XiYi 
(" ) .. 1 .. .. z + 2 .L Xi'Yi - XWi 
•=1 
O , i= 1, ... , n. 
o 
Resolvendo este sistema obtemos as seguintes soluções, 
L Se Zo = O, a geodésica é uma reta contida no hiperplano z O cuja 
equação é a seguinte: 
i 
.c,(t) ~ i,0 t 
Yt(t) = y,0 t 
z(t) ~ O 
2. Se Zo # O, a geodésica t.em a seguinte forma, 
~(cos iot- 1) + ~ siniot 
z 0 z0 
~(1 . ) f& . . ~ - cos zot + ='o sm zot 
x;(t) 
y;(t) 
z(t) ( · 1 (1· 12 1· 1')) 1 (1· I' 1· 1') . . t ZQ + ::lZo XQ + YO t- zz0 XQ + YO Slll ZQ 
Notemos que se [i:o[ 2 + 1Yoi2 = O, a geodésica é o eixo z. Em qualquer 
outro caso as geodésicas tem um comportamento do tipo espiral. 
A figura (1-1) mostra as geosésicas que pa<;sam pela identidade O para o 
caso particular de 7ú. 
Finalmente em [21} é mostrado que para toda métrica invariante à esquerda 
em 1í2n+1 não existem hipersuperfícies totalmente geodésicas. Mais ainda, se 
V é uma distribuição integravel e totalmente geodésica em ('Hzn+I, g) então 
codim(D) ~ 2. Devemos observar que existem distribuições integraveis e total-
mente geodésicas de codim 2. Por exemplo a distribuição gerada por 
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Capítulo 2 
Superfícies invariantes por 
grupos de isometrias 
Na primeira secçfio descreveremos nma a'plicação das idéias da teoria do grupo 
de transformações ao estudo da geometria das subvariedades. 
Ya segunda secção determinaremos as superfícies de curvatura média con-
stante de 1ts que sejam invariantes por subgrupos a l-parâmetro de isometrias, 
aplicando os conceitos apresentados na primeira secção. 
2.1 Geometria Equivariante 
Para estudar as superfícies invariantes por algum grupo de isomet.ria usaremos 
a Geometria Equivariante que é, basicament.EC>, o uso das técnicas da teoria de 
grupos de transformações para estudar a geometria das variedades riemannianas 
nas quais estes grupos agem por isometrias. 
A seguir apresentamos as notações, concE>itos e resultados a serem utilizados 
neste capítulo. Estes podem ser encont-rados em Palais-Terng [20]. 
Consideraremos uma C-variedade riemanniana, que denotaremos por (G, 1\1), 
como uma variedade riemanniana _M com um grupo fechado de isometrias G, 
agindo sob1·e ela. Re<lordemos que uma órbita G (x), x E M, é o conjunto 
{gx E ]\f : g E G}. O subgrupo de isotropia Gx de x E M é {g E G : gx =X} 
ou seja o subgrupo que deixa fixo x. Observamos G (x) é difeomorfa a G/G:r. 
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Por outro lado diremos que duas órbitas são do mesmo típo se Gx e Gy são 
conjugados em G. Então os tipos de órbitas de M são as classes de conjugação 
dos grupos de isotropia { Gx : x E M}. Podemos ordená-los parcialmente da 
seguinte forma: 
(H)~ (I<) see I<::> gHg- 1 para algum g E G 
Teorema 2.1.1 Seja G um grupo de Lie atuando numa variedade M por meio 
de difeom01jismos e suponhamos que MJG é conexo. Então 
1. Existe um único tipo de órbita prinicipal, (H), e que é maximal em relação 
a=:;, i. e .. para todo x E I\J, H é conjugado a um s·ubgrupo de Gx 
2. A pa.rte regular de M, ou seja a união de todas as órbitas principais Mr = 
{x EM: Gx E (H)}, é aberto e dehso em M. 
9. O espaço quociente At; = Mr/G é 11.ma variedade diferenciável e conexa 
e a aplicação quociente 7r: lv1r-+ Afr/G é uma submeTsâo. 
Demonstração: Ver [20] o 
De agora em diante nos restringiremos à parte regular de M, ou seja con-
sideraremos a G- variedade (C, M .. ). Neste caso é posisivel encontrar (n - d} 
funções invariantes (f (x) =f (g · x), 'ig E G} que fornecem un sistema de co-
ordenadas locais para AI .. / C. Olver [18] nos apresenta técnicas para a construção 
destas funções invariantes utilizando os geradores da algebra g. Em primeiro 
lugar devemos determinar quantas funções invariantes possui o grupo de trans-
formações G. Notemos que se j 1, ... ,fk são funções invariantes do grupo de 
transformações C e F ( x 1, ... , xk) é uma função diferenciável qualquer, então 
f (x} =F (!1 (x), ... , fk (x)) também é uma função invariante. Isto motiva a 
seguinte 
Definição 2.1.2 Sejam f 1 (x), ... , Jk (x) k funções diferenciáveis definidas 
numa variedade M. Então 
15 
1. j 1 (x), ... , jk (x) são funcionalmente dependentes se para cada x E M 
existe uma vizinhança U de x e uma função difen~nciável F (xl, ... , :xk), 
não identicamente nula, em qualquer aberto de JRk, tal que 
para todo :c E U. 
2. j 1 (x), ... , fk (.'L) são funcionalmente indep.endentes se não forem fun-
cionalmente dependentes, ao restringir-se a qualq1ter aberto U C M. 
O teorema, de carcater local, que nos fornece o número de funções invari-
antE's e funcionalmente independentes é o seguinte 
Teorema 2.1.3 Seja G um g·rupo de transformações agindo numa variedade 
M, de dimensão m, tal que suas ó1·bitas são de dimensão s. Se xo E M, 
entào existem (m- s) funções ínva1iantes que são f1mcionalmente indepen-
dentes defint'das numa vizinhança de xo. 
Demonstração: Ver [18], p. 87 D 
A seguir descreveremos o método para encontrar tais funcÕE's quando dim (G) = 
1. Seja G o grupo de isometrias agindo em Mr, tal que sua álgebra é gerada 
a iJ 
por v= ( 1(:r)-.- + ... + ( 111 (:r)-. -. Um invariante local de v é a solucão da 
8x1 8.Tm 
seguinte equacão parcial de 1 a ordem 
v(f) =O. (2.1) 
Então pelo teorema (2.1.3) existem (m- 1) soluções invariantes e funcional-
mente independent.es. A teoria clássica mostra que pode-se encontrar a solucão 
geral de (2.1) int('granrlo o correspondente sistema característico dado por: 
dx 1 dxn 
( 1 (x) ="·= ("(x)" (2.2) 
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Cm-1, onde os Cj são constantes de integração e ti são funções invariantes que 
independem dos Cj. 
A seguir veremos que as funções invariantes acima calculadas permitem 
determinar a métrica órbit.al em llfr/G, on seja, a mét.rica que faz da aplicação 
7r uma submersào riemanniana. 
Teorema 2.1.4 Sejam {fí}i=l, ... ,m-l as (m- 1) funções invariantes, funcional-
mente independentes que satisfazem {2.1), então a métrica órbital em Mr/G é 
dada por: 
Demonstração: Ver [3]. 
m-1 
ds2 = L cijdfi ® dfj 
i,j 
(2. 3) 
o 
A seguir descreveremos a técnica, fornecido pela Geometria Equivariant.e, 
que nos permitirá "reduzir" as equações diferenciáveis de nma subvariedade 
rl.e curvatura média constante que é invariante por um grupo de isometria. 
Seguiremos de perto o trabalho desenvolvido por A. Back, M. do Carmo e 
W.Y. Hsiang, [3]. 
Recordemos que se 7r : E .......; B é uma submersão Riemanniana, os tensores 
de Ü'Neill Â e T de 1f são definidos como: 
A(X,Y) 
T(X,Y) 
onde h e v denotam a projeção horizonta.Ye vertica~ respectivamente. Vertical 
significa ao longo da fibra "lr-1(b), b E B, e horizontal significa o complemento 
ortogonal à fibra. Denotaremos as distribuições verticais e horizontais por V e 
V, respectivamente. O campo vetorial X é chamado de projetável se é horizontal 
e, se x,y E "lr-1 (b) ,d"lr."I!(X{x)) = d1ry(X(y)). No caso em que a aplicação 1r é 
a aplicação quociente dada por uma ação Riemanniana (na parte regular), pro-
jetável significa que é horizontal e invariante. O seguinte lema será importante 
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importante nos cálculos posteriores. 
Lema 2.1.5 Sejam X um campo vertical e Y projetável. Então 
1. [X, Y] é vertical. 
2. Se X é Killing, então [X, Y] =O. 
Demonstração: Para o primeiro item, notemos que d1r[X, Y] = [d1r (X), d1r (Y)] = 
O, pois X é vertical. Para o segundo item, o cálcul_o da derivada de Lie envolve 
a diferença de Y e a sua translação via o fhew de X, que é uma isometria local, 
resultando que o numerador seja zero. D 
As propriedades hásicas de .A e T são: 
Lema 2.1.6 1. A e T são 2-tensores:. 
2. Eles intercambiam os espaços veTtiwis e horizontais em ca.da ponto. 
3 . .Ax = A(X,·) e Tx = T(X,·) são operadores anti-simétricos em TxE 
em relação ao produto interno Riemanniano. 
4- Se X, Y são projetáveis, então A (X, Y) = ~.A (Y, X). 
5. Se X, Y são vedicais, então T(X, Y) = T(Y,X). 
Demonstração: As provas são diretas e só mostraremos as duas últimas. Para 
4., notemos que se X, Y são projetáveis então, para qualquer campo vertical 
Z, Z < X, Y >= O, pois ao longo de uma curva vertical o produto interno 
<X, Y >é constante. Agora A (X, Y) é vertical para X, Y horizontais, então 
devemos somente calcular< A(X,Y),Z >com Z vertical, para determinar 
seu valor. Assim 
< 'VxY,Z > ~ < Y, 'VxZ > 
= ~<Y,'VzX> 
<'\lzY,X> 
~ < lV'yZ,X > 
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onde foi usado o lema (2.1.5) duas vezes para obter a segunda e quarta igual-
dades. 
Para 5., notemos que [X, Y] é vertical para X, Y verticais, pois as fibras são 
subvariedades de E e T (X, Y) é horizontal. D 
Stja G um grupo atuando por isometrias em M, dim.i\1 = m, e seja 
H1, ... , Hd uma base ortonormal para a parte horizontal da submersão 
1f : Mr ......; MrfG, em alguma vizinhança G- .inva·riante. Sejam também 
V1. ... , Vc, 
c= m - d uma base local de campos de Killing para a parte vertical e definire-
mos aij =< v;:, Vj > . A seguinte proposição determina os tensores de O'Neill 
em termos das bases dadas: 
Proposição 2.1. 7 
Demonstração: Para 1., 
e 
e lembrando do lema (2.1.6), qne 
A (H;, H;)~ -A (H;, H;) 
segue-se o resultado. 
Para 2., usamoS o lema (2.1.5) e calculamos, 
< 'Vskl'"t, vi>+< vi, 'VHkvi > 
< 'Vv,Ht. Vj >+<Vi, 'VviHk > 
- < Hk, \?viVi+ 'VVJVi > 
- -2 < Hk, 'Vv,VJ > 
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onde foi usado o lema (2.1.6) para a última igualdade. Mas esta é justamente 
a componente Hk de T(Vi, Vj). D 
Observações: 
1. Notemos q_ue a prova da propriedade 1. não depende de que os Vis sejam 
de Killing, sendo válida para qualquer submersão R.iemanniana. Também 
mostra que A fornece um critério para a integrabilidade da distribuição 
horizontal. De fato, V é integrável see A= O~ 
2. A segunda propriedade mostra que a segunda forma fundamental de uma 
órbita está relacionada com a derivada normal da métrica induzida. 
A seguir daremos as relaç:ões entre as conexões V de lvf, vv das órbitas, 
'ílh de Mr/G e os tensores de O'Nf'ill, em termos das bases especiais usadas 
acima. Também identificaremos os campos horizontais com suas projeções. 
Proposição 2.1.8 
Demonstração~ Estas equações seguem das definições e usando que [V;, HJ] = 
O para a segunda equação. D 
Agora aplicaremos estas equações ao caso de uma imersão isométrica G -
equ.ivariante rp: N--+ M, dimN = n. Seja 7C: Nr--+ N.,.jG e 7r 1 ; Mr--+ Mr/G 
as submersões da parte regular. Vamos supor que G é um subgrupo fechado do 
grupo das isometrias de M e N, e que o tipo de órbita principal é o mesmo 
para ambas ações. Isto implica que IP induz uma imersão isométrica 
rj;: N.,.jG--+ M.,.jG, 
se NrfG e }Jr/G possuem a métrica da submersão. No que segue nos re-
stringiremos à parte regular, ou seja Afr e N.,.. 
20 
Denotaremos por I I e I I a segunda forma fundamental de rp e rp, respecti-
vamente. Denotaremos por: 
• A, T, os tensores de 0 1Neill para 1r 
• A 1, T 1, os tensores de O'Neill para 1r1; 
• 'V, a conexão de N; 
• \JI, a conexão de M; 
• 'V, a conexão de Nr/G; 
Também1 denotaremos por X T e X .L as projeções tangentes e ortogonais ao 
longo das duas imersões. Uma boa forma de escrever os tensores da segunda 
forma fundamental é: 
II (X, Y) 
Ir (X, Y) 
(v:x.TyT)J_ + ('\l~'(TyJ.) T 
(V:XTY1)_l_ + (V~\'Ty_i) T 
onde X, Y são campos vetoriais ao longo de Nr para a primeira equação, e ao 
longo de Nr/G para a segunda equação. Notemos que quando X, Y são tan-
gentes às subvariedades obtemos a forma usual da segunda forma fundamental. 
Na figura (2- 1) especificamos a base a ser usada. Como antes, usaremos os 
campos de Killing {V1, ... , Vc} como campos verticais, e serão os mesmos para 
as duas ações, pois ambas possuem o mesmo tipo de órbita. Os campos horizon-
tais serão decompostos em dois conjuntos. Os primeiros e campos ortonormais 
H1, ... , He, serão tangentes à subvariedade Nr sendo que e+ c = n, onde 
n = dimN. Notemos que as projeções de H1, ... , H e também serão tangentes a 
Nr/G C Mr/G. O resto dos campos He+l, ... , Hd, completam a parte horizon-
tal, sendo ortogonais a Nr (e a Nr/G). 
A seguinte proposição relaciona a segunda forma fundamental com os ten-
sores de O'Neill. 
Proposição 2.1.9 
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' ' ' l-1~o.; I , ~~-, 
>' 
Figura 2-1: Base especial 
4- Pam 1 :S i < e, 1 ::.; j :S c, II (H i, Vj) = II (V;, H i) 
A (H,, V1) 
Demonstração: 
L Temos que- A (H i, Hj) = ![Hi, Hj]v, e como a parte vertical é a mesma, 
devemos ter que A' (H i, Hj) = ~[Hi, Hj]v. 
2. Calculando 
("\;,v,)~ 
\7V. vi- 'V v. vi 
T'(Vi, Vj) + 'VV;Vi -T(Vi, Vj)- 'VV.V; 
T(V,, V;)- T(V;, V;) 
3. Segue-se do fato de que d1r é uma isometria quando é restrita à distribuição 
horizontal e os tensores da segunda forma fundamental são horizontais e 
normais para campos horizontais e tangentes às subvariedades. 
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4. Calculamos 
("~,v;)" 
\li-f; Vj - \7 H i Vj 
T' (V;, H;)+ A' (H;, V1)- T (V;, V;)- A (H;, V;) 
A' (H;, V;)- A (H;, V;). 
Para a terceira igualdade usamos a proposição (2.1.8). Já para a última 
igualdade, notemos que T (VJ·, H i) e T' (VJ·, lfi) são verticais, e que 
< T(V;,H;), V,> 
< T' (Vj, H i), Vk > 
-<H;, T(V;, Vk) > 
-<H;, T' (V;, Vk) > . 
Mas T e T' representam os tensores da segunda forma fundamental das 
órbitas, em N e em M, respect.ivam.ente. Como H i é tangente a N, então 
eles coincidem. 
o 
Agora podemos provar o seguinte teorema fundamental de [3], que será 
usado posteriormente. 
Teorema 2.1.10 Seja w(p), p E Mr, o elemento de volume da órbita G(p). 
Então 
H~ H- gcad(lnw(p)) (2.4) 
onde H e H siío os vetores curvaturas médias de Nr C M,. e N,.jG C Mr/G, 
respectivamente. 
Demonstração; Seja {X1, ... , X c} uma base local vertical. Então temos que 
" ' 
trii ~L fi (X;, X;)+ L fi (H;, H;), (2.5) 
i=l 
onde {H i} é a base horizont.al descrita antes. Pela proposição (2.1. 7) o segundo 
termo do lado direito da equação (2.5) é justamente trll, logo resta calcular 
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o primeiro termo. Para isto notemos que os tensores da segunda forma funda-
mental são normais às subvariedades, quando calculados nos campos tangentes. 
o 
Assim, é suficiente calcular a projeção de L I I (X i, X i) na direção H k com 
i=l 
k > e. Considerando Vi= L~=l O:isXs, temos que 
o 
LII (X;, X;)= 
i=l i,j,r=l 
onde (aii) = (aijr1 . Além disso, definindo (aij) como a mat.riz com campo-
nentes 
aij =< Vi, Fj >, vamos ter que aij = E~=l Ctii;Ojs· Logo pela proposição (2.1. 7) 
obtemos que: 
o 
< '[; II (X;, X;) , H k > 
io=l 
' E aijair <li (Vj, Vr), Hk > 
i,j,r=l 
' 
_l. " aijairHk <V:· V: > 9 ~ J• r 
- iJ,r=l 
' o ~~ L Hkajr L aiiair 
j,r=l i=l 
-~Hk(lndet (a;j)) 
< - grad ln ( vr:d-et"(;-a-ij-:"'1)) , H k > . 
Observamos que o elemento de volume da órbita G (p) pode ser determi-
nado por meio dos campos de Killing, pois eles são gerados pela álgebra g, o 
que obriga a que os campos de Killing sejam tangentes às órbitas principais, 
o 
ver [Fi]. Portanto, L II(Xi,Xi) = -gradln(w). o 
i=l 
2.2 Superfícies invariantes em 1{3 
Nesta seção estudaremos as superfícies de 1í3 de curvatura média constante 
que sejam invariantes por algum subgrupo de isometrias de I so (1ta). Para isto 
precisaremos dos resultados da seção anterior e da geometria de 1í3, que foi 
descrita no primeiro capítulo. Recordemos que a base dos campos invariantes 
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à esquerda é dada por: 
E1 ~ â y â Bx- 2ZE 
Ez a+ x a lf1í 2"/E 
E a ~ a F, 
e a métrica invariante à esquerda é 
Consideraremos ainda a componente conexa de I so (1i3) que contém a identi-
dade, que como já. vimos no capítulo anterior, é dada pelo produto semidireto 
1i3 ex SO (2) com ?-f3 agindo por translações e SO (2), nas coordenadas expo-
nendas, agindo por rotações ao redor do eixo z. Logo a base dos campos de 
Killing é dada por: 
x1 a 8 Yaz- xay 
x, a "8 8x + zaz 
X a a X 8 ãii- 28z 
x. 8 fu 
A seguir est.udaremos as superfícies de curvatura média constante S que 
sejam invariantes pelo grupo das translações à esquerda do tipo L(bt,O,O) ou pelo 
grupo das translações à esquerda compostas com rotações, do tipo L(bt,O,dt)olRat, 
onde lRat representam as rotações ao redor do eixo z. Notemos que estes grupos 
agem livremente (sem ponto fixo) em 7-f3, portanto podemos considerar a parte 
regular Mr igual a 1i3, logo M,.jG é uma variedade de dimensão 2 que como 
vimos na seção anterior, pode ser parametrizada por duas funções invariantes 
que denotaremos por u e v. Dentro do contexto do teorema (2.1.10) temos que 
a subvariedade S/G C Mf'/G é uma curva que denotaremos por 1 e que será 
parametrizada pelo comprimento de arco. Por out.ro lado a curvatura média H 
de "Y pode ser descrita pela curvatura geodésica 
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onde E = ds2( a 8 )· lm• ou ) F= O; G = ds2 ( a 8 ) , u õv•Bv 
(2.6) 
é o angulo que "' faz 
com a direção fu-, ver [5]. Finalmente, para calcular o elemento de volume da 
órbita usaremos os campos de Killing que-, como já vimos na seção anterior, são 
tangentes à órbit.a. 
2.2.1 Superfícies invariantes por translações à esquerda 
Seja g a álgebra gerada por Xz cujo grupo de isometrias é formado pelas 
translações à esquerda da forma G = {L(t,o,ü)}tEJR· 
Agora consideremos o espaço quociente 1{3 jG que, como já vimos, pode 
ser parametrizado pelas funções G - invariantes. Estas funções satisfazem a 
seguinte equação de primeira ordem, 
cujo sistema característico é dado por, 
ydx 
--=dz 2 . 
Portanto as funções G- invariantes são: 
u(x,y,z) T-z 
v(x,y, z) = y 
Logo, o espaço quociente é: 
(2.7) 
Teorema 2.2.1 As superfícies de 1t3 de curvatura média constante, invari-
antes por G, são as seguintes: 
1. H::::: O {superfícies mínimas} 
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{a} As superfícies de equação: 
(b) Os planos verticais. 
2. H fc O 
A superfície de equação: 
z= ~+- l+y2 1-H2y2+ arcsin~ 1 xy 1 [Rv (t+H') t-H'y' 2 2H H y l+H2 
onde- k S y S k-
Demonstração: Para encontrar a métrica órbital calculamos os gradientes das 
funções invariantes u e v. Os campos gradientes serão expressados em função 
dos campos invariantes à esquerda. Assim, 
grad(u) 
grad(v) 
Então a métrica órbit.al, segundo (2.3), é dada por 
Como já foi establecido, 1 (s) = ( u (s) , v (s)) é uma curva em 'H3jG que gera 
a superfície e que é parametrizada pelo comprimento de arco.Se rr é o ângulo 
a que 1 faz com a direção ~ então, 
au 
â 8 
'y(s) ~ ü(s)~ + v(s)~ 
au av 
Como 'Y está normalizada, temos que, 
u(s) ~coso- (2.8) 
V(s} sina-
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Então substituímos (2.8) na fórmula (2.6) para obter a curvatura geodésica. 
Assim, 
vcosu kg(s)=&+--, l +v-
Por outro lado o subgrupo de isometrias G = {L(bt,O,o)hElR• é gerado pelo 
campo de Killing bX2, que é tangente à órbita logo, o elemento de volume da 
órbita é dado por: 
w 
< E1 + yEs,E1 + yEs > 1/ 2 
Vl + v 2 
a a 
Como 1J = -~ sinr:r-- +cosr:r-- é a normal unitária a"/, positivamente 
au av 
orientada, então 
8(lnw) ·vcosa-
811 - 1 + v2 
Substituindo em (2.4), obtemos que H=&. 
Resumindo o exposto acima, o sistema de equações diferenciais que deter-
minam -y é: 
! u(s) v(s) o- (s) v'l + v 2 coso-sin r:r H 
Distinguiremos dois casos, H =: O e H i- 0: 
1. H~ O 
(2.9) 
Da terceira equação do sistema (2.9) obtemos que õ-(s) =O, ou seja r:r-(s) = k. 
Substituindo nas outras duas equações do mesmo sistema temos que: 
U(s) = v'l+v2cosk (2.10) 
·ú(s) sink 
Agora analisaremos dois sub-casos: 
(a)k#O.~ 
De (2.10) obtemos a seguinte equação difrencial 
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du = cot kJl + v2dv 
Integrando 
u = cotk (vJl + v2 + ln(v + J1 + v2)) + cte. 
Usando as funções invariantes (2.7) e recordando que as translações ao longo do 
eixo z são isometrias segue-se o resultado. Devemos mencionar que esta mesma 
superfície foi obtida por M. Bekkar [1] analisando algumas soluções da equação 
dos gráficos minimos em 1í3. Mais explicitamente, analisando soluções do tipo 
Sherck: f (x, y) = u (x) + v (y) + ']l. Por out.ro lado M. Bekkar e T. Sari [2] 
obteveram esta mesma superfície ao estudar as superfícies mínimas regradas 
em 7-h 
. Em particular, para cot k = 1 o gráfiéo da curva geradora 1' é mostrado pela 
figura (2-2). 
u 
v 
Figura 2-2: Curva geradora (r=l) 
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E a figura (2-3) mostra a superfÍcie gerada por 'Y· 
Figura 2-3: Superficie gerada (r=l) 
(b)k=Oou~. 
Da segunda equação de (2.10) obtemos que V(s) = O, então v(s) = cte. De 
(2. 7) temos que y = cte. Isto implica, ueste caso, que as superfícies minimas 
correspondentes são os planos verticais. 
2. H f O 
Da terceira equação do sistema (2.9) obtemos que u(s) = Hs + b. Substi-
tuindo na segunda equação do mesmo sistema temos quev(s) = -j; cos(H s+b). 
Logo 
cosrr -fi v 
sinu 
Substituindo em (2.9), obtemos a seguinte equação ordinária: 
du= H v 1 + ·v
2 
1- H2v2dv 
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Integrando, 
onde -fi ::; v ::; -Jr. Finalmente, substituindo as funções invariantes dadas em 
(2. 7) na equação de acima segue-se o resultado. Em particular, para H= 1 a 
figura (2-4) mostra o gráfico da curva geradora/-
u 
v 
Figura 2-4: Curva geradora (H=l) 
31 
E a figura (2-5) mostra a superfície gerada por 'Y· 
Figura 2-.5: Superficie gerada (H=l) 
o 
Proposição 2.2.2 Toda. superfície que é invariante por translações de tipo 
L(b,c,O) ou do tipo L(b,c,d) é isométrica a alguma superfície invariante por translações 
de tipo L(b,O,O). 
Demonstração: Primeiro mostraremos que uma superfície invariante por L(b,c,O) 
é isométrica a uma superfície invariante por L(b,O,O)· Para isto bastará provar 
que suas órbitas respectivas são isométricas. Seja We uma rotação ao redor do 
eixo Z, então 
Com efeit.o, 
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(btcos (} + x, bt sinO+ y, z + ~(bty cos (}- btx sinO) 
L(bt cosO, bt ~in 9,0) (x, y, z) 
Agora mostraremos que a superfície que é invariante por translacões de 
tipo L(b,c,O) é isométrica à superfície que é invariante por L(b,c,d)· Como acima, 
mostraremos que suas órbitas respectivas são isométricas. 
Seja r.p = L(d/2c,-d/2b,O) uma translacão a esquerda, com b, c f. O, então 
L(bt,ct,dt) = r.p o L(bt,ct,O) o r.p -1,. tE IR 
Com efeito, 
r.p o L(bt,ct,O) o rp- 1(x, y, z) (bt + x, ct + y, Z + dt + ~y- ~X) 
L(bt,ct,dt) (x, y, z) 
Como consequência temos o seguinte 
o 
Teorema 2.2.3 As superfícies de curvatura média constante invariantes por 
translações à esquerda do tipo L(b,c,O) ou do tipo L(b,c,d) .~ão, a menos de isome-
trias, as desc1itas no teorema (2.2.1}. 
Para completar a classificação das superfícies de curvatura média constante 
que são invariantes por translações à esquerda precisamos do seguinte 
Teorema 2.2.4 As superfícies de curvat·u.ra méd'i.a constante invariantes por 
translações à esquerda do tipo L(o,O,t) são as superfícies parametrizadas por 
X (t, ') = (t, a (t), ') 
onde a (t) satisfaz a seguinte equação difo·encial 
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Demonstração: Notemos que toda superfície que é invariante por translações 
do tipo L(o,O,t) tém que ser vertical1 portanto ela pode ser parametrizada por 
X(t,s)~(t,a(t),s) 
Calculamos os coeficientes da 1 a forma fundamental 
E 1 ·2,1( t")' +aT 4 a-a 
F ~(a-tã) 
G 1 
os coeficientes da 2a forma fundamental 
L 
M 
N 
(a~tâ)(1+â2 )-2ã 
2v'l+â2 
J1+a2 
-,---
o 
e substituimos na fórmula da curvatura média para obter o resultado desejado. 
D 
2.2.2 Superfícies invariantes por translações e rotações (heli-
coidais) 
Seja g a álgebra gerada por X 1 + bX2 + dX4, onde seu grupo de isometria 
correspondente é G = {L(bt,O,dt) o íRthElR· 
Como na sub-secção anterior1 parametrizaremos o espaço quociente ?-t3jG 
pelas funções G- invariantes. Neste caso1 estas funções satisfazem a seguinte 
equação diferencial de primeira ordem 
a a by a (y+b)--x-+ (c- +d)- ~O 
ax ay 2 az 
cujo sistema característico é dado por: 
dx 
y+b 
dy 
-x 
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dz 
(~ + d) (2.11) 
Da primeira igualdade obtemos a primeira função C-invariante, r= Jx2 + (y + b)2. 
Fazendo x = Jr'2 (y + b)2, e substituindo na segunda igualdade de (2.11} 
obtemos a seguinte equação diferencial: 
dy dz 
~+d 
Integrando, 
[ \; b' ( y + b )] - --2 r2-(y+b)
2 +(d-~)arcsin =z+cte. 
· 2 Jx' + (y +b)' 
Portanto, as duas funções G- invariantes são: 
t(x,y,z) z- i) X+ (d- tf)arctan --b b' (y+b) 
- • - X (2.12) 
r(x,y,z) J.<' + (y + b)'. 
Logo, o espaço quociente é: 
'Hs/G = {(t,r) E JR 2 : r 2": o} 
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Teorema 2.2.5 Seja 1' {s) = (r (s), t (s)) uma curva em 1t3jG, parametrizada 
pelo comprimento de arco, e seja cr (s) o ângulo entre .Jr e o vetor tangente :Y (s). 
Então a S1tperfície ?r-l (-y) é de curvatura média constante H see: ! i(.s) y'4r2+(r1+2d b')' ~ '" sincr 
r(s) ~ cos cr 
~(s) H- :;ínu 
" 
(2.13) 
Demonstração: Os campos gradientes das funções invariantes t e r serão 
expressados en função dos campos invariantes à esquerda. Assim, 
gcad (t) 
grad(r) 
Então a métrica órbital é dada por, 
Como cr é o ângulo que 'Y faz com a direção~ e a,. 
a . a 
'r(s) ~ r(s)- + t (s)-
8r at 
então, sendo 1 normalizada, temos que 
i(s) 
i·(s) - coser 
Agora, substituindo na formula da curvatura geodésica (2.6) obtemos 
. ,, - (2d- b2)2 . 
k9 = cr- " ( 2 ')') smcr. r(4r-+ r +2d-b-
(2.14) 
Por outro lado o subgrupo de isometrias G = { L(bt,O,dt) o :Rt}teJR é gerado 
pelo campo de Killing X 1 +bX2 +dX4, que é tangente à órbita logo, o elemento 
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de volume da órbita é dado por: 
w <X1+bX2+dX4,X1+bX2+dX4>112 
~y'4r2 + (r2 + 2d- b2)2 
. a cosr:r a , Se 1J = -smr:r- +---e 
ar ]]%,]] at a normal unitária a -r, positivamente orientada, 
então 
d ( 2 + (r2 + 2d - b2) ) • 
-(lnw) = -2r 4 2 ( ., 2 ')I) s1nr:r d1J r + r-+ d b -
Logo, substituindo em (2.4) temos que H = ir+ ~sina-. 
Notemos que na primeira equacão de (2.13) podemos considerar, sem perda 
de generalidade, que b = O. Isto implica que basta estudar as superfícies que 
são invariantes por isometrias de tipo L(o,O,d) o ~B· Portanto serão superfícies 
de rotacão ou de tipo helicoidal. D 
Antes de analisar as soluções do sistema (2.13) apresentaremos alguns re-
sult.ados básicos. 
Proposição 2.2.6 1. Toda transla.ção da curva solução de {2.13} ao longo da 
direção t é também solução de (2.13} . 
2. Toda reflexão da curva solução de {2.13} em relação à reta t c é 
também solução de (2.13) 
Proposição 2.2.7 Se J(s) = rsin-T -lfr2,então J é constante ao longo de 
qualquer curva solução de (2.13}, i.e. 1 é uma primeira integral da equação 
(2.13). 
Demonstração: 
i(.s) Tsin-T+rõ-cost:T-Hrio 
H r coso- (si~u +õ-- H) 
o 
D 
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Portanto, as curvas soluções do sistema (2.13) se caracterizam pela equação 
(2.15) 
onde k é uma constante. Como no caso anterior distinguiremos dois casos 
Teorema 2.2.8 As superfícies de 1i3 de curvatura média constante, mvan-
antes por G, são as segut'ntes: 
1. H= O (superfícies mínimas} 
(a) k = O, os helicoides 
(b) k #O, As supefícies geradas por curvas do tipo catenária 
2. H> O 
{b} k #o 
2. O cilindro reto de raio 1 
ii. As superfícies geradas por cur·vas do tipo ondulóide e do tipo 
nodal 
Demonstração: 1. H o= O 
De (2.15) ,temos que r sino-= k. Agora analisamos dois sub-casos 
(a)k~O. 
Neste caso 17 = O e ~; = O, logo t = cte. Então das funções invariantes 
(2.12}, obtemos a seguinte família de helicóides a l-parâmetro que, localmente, 
pode ser parametrizada pela seguinte equação: 
z=darctan(~), dEIR 
X 
Assim por exemplo para d = 0.5, a .figura (2-6) mostra o gráfico; 
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Figura 2-6: Helicoide 
(b) k> O .
. k .Jr2-k2 
Neste caso temos que smo- = -; eoso- =_:_:____::___Substituindo em (2.13) 
r r 
obtemos a seguinte equação diferencial, 
Notemos que: 
dt 
dr 
k 4r2 + (r2 + 2d)2 
2r r 2 - k 2 
r> k. (2.16) 
• Esta equação é, em geral, do tipo elíptico, portanto sem integral explícita. 
• Esta equação é ainda válida se r= k, pois isto significa que o-= ~ou seja 1 
é perpendicular à direção fr,. 
• ~; > O, ou seja t (r) é uma função crescente. 
lidtkli o 
• r->~oodr = 2 e r->~oo O"= • 
Portanto1 segundo a proposição (2.2.6), podemos considerar que 1 passa por 
t = O; r = k e que é simétrica em relação à reta t =O. A figura (2-7) mostra 
um esboço da curva 1. 
Para certos valores do parâmetro d, podemos integrar explicitamente a 
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t 
Figura 2-7: 
equação (2.16). Assim, se d = -0.5, temos que a solução de (2.16) é 
t (r)= -- arcsin - + -J1''2- k2 r > k. 1 (k) k 2 r 2 ' -
Substituindo as funções invariantes dadas em (2.12) na equação de acima obte-
mos a seguinte famflia de superfícies mínimas: 
1 (") 1 . ( k ) \; ' ' ' z = - 2arctan ;- - 2" arcsm J.1:2 + y'2 + 2 x- + y-- k-
onde Jx2 + y2 2:: k, A figura (2-8) mostra o gráfico para o caso particular em 
que k = 1, 
2. H> O 
(a) k =O. De (2.15) temos que rsinu- Jt r 2 =O. Logo. 
sin u H. r 2 
cosa L/4 2 H2r2 
Substituindo em (2.13}, 
dt H 4r 2 + (r2 + 2d) 2 
dr 2 4- H2r2 (2.17) 
Notemos que: 
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Figura 2-8: k=l 
• Novamente obtemos uma equação, em geral, do tipo elíptica. 
• Esta equação ainda é valida se r= ~, pois isto significa que O'= Í· Ou seja 
1 é perpendicular à direção /r 
• Se r = O temos que rJ = O, i.e. "f é paralelo à direção $,. 
• :~ > O, ou seja t (r) é crescente. 
Portanto, segundo a proposição (2.2.6), podemos considerar que a curva 
solução 1 passa por r= O, t =to< O; r= fr, t =O. Ver figura (2-9). 
Para alguns valores do parâmetro d, podemos encontrar explicitamente a 
equacão da superfície. Vejamos 
a.l)_ Se d =O, a curva que gera à superfície de rotação é caracterizada pela 
seguinte equação diferencial: 
dt H r 
-~-
dr 2 
Integrando, 
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t 
Figura 2-9: 
Observamos que 7 gera uma superfície compacta de cuvatura média constante 
igual a H rodando ao redor do eixo z. NO caso em que H= 1, a figura (2-10) 
mostra a superfície gerada por 'Y· 
Figura 2-10: Superficie compacta com H=l 
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a.2) Se d = -0.5 a superfície é de tipo helicoidal cuja curva geradora 1 é 
caracterizada pela seguinte equação diferencial: 
Integrando, 
( ) 
2 + H 2 . H r rJ 4 - n'J.,'!. 
t r= ., arcs1n-- , 
2H- 2 4H 
A figura (2-11) mostra a superfície gerada por -y. 
i 
Figura 2-11: H=l 
(b) k#O, 
De (2.15) obtemos a seguinte igualdade: 
Isto obriga a que k :::; 2k. Logo 
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i. Se k = ~' substituimos em (2.15) para obter que u = ~· Logo, da 
terceira equação de (2.13), temos que r= iJ. Portanto a superfície, neste caso, 
é um cilindro de raio r= }j. Ver figura (2-12). 
Figura 2-12: Cilindro 
ii. Para o caso em que k < 2:k, podemos repet.ir a análise feito por P. 
Tomter em [25]. Assim a curva geradora 1 pode ter as seguintes duas formas: 
t t 
0<1<:< 1/zl-l 
'-<D 
Figura 2-13: k<1/2H 
D 
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Proposição 2.2.9 Toda superfície invariante por isometrias do tipo L(b,c,d) o 
lRo é isométrico a alguma superfície invariante por isometrias do tipo L(b,O,d) o 
Demonstração: Baseado na proposição (2.2.2) temos que 
L(lx,ct,dt) O Rat R~ o L(bt,O,dt) o 31@1 o lRat 
Ro o L(bt,O,dt) o Rato ll@l. 
Portanto, as órbitas do grupo {L(bt,ct,dt) o Rat}tEIR são isométricas às órbitas 
do grupo { L(bt,O,dt) o Rat}tEIR· D 
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Capítulo 3 
Superfícies em 1i3 
Neste capítulo vamos investigar as propriedades geométricas das superfícies no 
grupo de Heisenberg Hs. 
Na primeira seção estudaremos a aplicação normal de Gauss e sua relação 
com a geometria extrínseca das superfícies em 1is, para isto usaremos um re-
sultado de J. Ripoll, ver [23], que generaliza o caso Euclidiano. Por meio desse 
resultado demonstraremos que não existem superfícies umbílicas em 1i3. 
Na seção 3.2 apresentaremos alguns resultados interessantes sobre as su~ 
perfícies mínimas em 113 . Primeiramente demonstraremos que não existem su-
perfícies mínimas compactas e a seguir daremos uma classificação parcial das 
superfícies mínimas considerando o posto da aplicação normal de Gauss a elas 
associado. 
Como vimos no primeiro capítulo, podemos considerar o grupo de Heisen-
berg, 7-{g eomo JR3 com o produto dado por 
I I I 1 1 I XY XY ( ' ' ) (x,y,z)*(x,y,z)= x+x,y+y,z+z +2-2 
onde a métrica invariante à esquerda está dada por: 
e a base dos campos invariantes à esquerda, ver (1.4), é: 
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E, 8 , a ax- 2& 
Ez - a+ x a ãY 2az 
E, 8 - 1E 
Como já vimos no capítulo 1, o eixo z é uma direção privilegiada pelo fato 
de que o grupo de isometrias SO (2) age, nas coordenadas exponenciais, por 
rotações ao redor de z, portanto para estudar as superfícies em 1i3 achamos 
conveniente considerar superffcies S dadas como gráfico de uma função difer-
enciável z = f (x, y), onde (x, y) E U Ç JR2. Então parametrizamos estas 
superfícies como 
X (x, y) = (x, y, f (x, y)), (x, y) EU (3.1) 
A base do espaço tangente TpS associada a esta parametrização é dada por: 
(3.2) 
(0, 1, !,) 
Então 
(3.3) 
onde w = Jl + (f x + ~ )2 + (f y - ~) 2 , é o campo normal unitário à superfície. 
Logo a métrica induzida por ds2 em S é dada por: 
F Ux + ~)(fy- ~) (3.4) 
G < Xy, Xy > 1 + (!,- ~)' 
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Se "V é a conexão riemanniana de (1i3, ds 2), então pela fórmula de Wein-
garten para hipersuperfícies temos que, 
E a segunda forma fundamental de S em p é: 
II,(z)~< A,z,z >~- < 'Vzry,Z >, Z ETpS. 
Logo, os coeficientes da segunda forma fundamental são: 
L -<"Vx.,1],Xx> = 
M 
N 
fxx + (fy- ~)(fx + ~) 
Jl +(f,- ~) 2 + Ux + ~) 2 
fxy.+ !(fy- ~)!:l- ~(fx + ~) 2 
Vl + {fy- W + Ux + ~) 2 
jyy- (f,- ~)(fx + ~) 
Jl + (fy- ~) 2 + Ux + ~) 2 
3.1 Aplicação normal de Gauss 
(3.5) 
Como no caso Euclidiano definimos a aplicação normal de Gauss como uma 
aplicação que faz corresponder a cada ponto da superfícieS sua normal unitária. 
Para isto levamos cada normal à origem mediante as translações à esquerda 
definidas em {1.3). Tal aplicação será denotada por, 1 : S .- S 2 = {v E 
h.3; lvl = l},onde 
Notemos que 
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Portanto dLp o d-y (TpS) Ç TpS. 
T7(p)s2 
b (p))~ 
dLP 1 (T,S) 
Sabemos que no caso euclidiano a diferencial da aplicação de Gauss é justa-
mente a segunda forma fundamental de uma hipersuperfície inmersa em .JRn+l. 
Isto pode ser generalizado para hipersuperfícies em um grupo de Lie qualquer. 
O seguinte teorema (ver [23]) explica a relação entre a aplicação de Gauss e a 
geometria extrínsica de S. 
Teorema 3.1.1 SejaS uma hipersuperfície do grupo de Lie G, então 
onde A'l é a aplicação de Weingarten e aii (v) - '\lvij, sendo ij um campo 
inva1iante à esquerda tal que TJ (p) = ij (p). 
Demonstração: Seja TJ = LaiEi um campo unitário normal aS, {Ei} uma 
' base ortonormal de campos invariantes à esquerda e v E TpS então, 
Por outro lado 
2,: v (a,) E;(p) + "' (p) \7 "E; I, 
' 
2,:v(a,)E;(p) + v.z=a,(p)E;l 
' ' p 
O que prova o teorema o 
No caso das superfícies em 'H.3, podemos determinar a matrizes que represen-
tam aos operadores dLpodfp e aij quando Sé o gráfico de uma função f, Assim 
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a aplicação normal de Gauss "'/ terá a seguinte representação na parametrização 
dada por (3.1) 
onde rj;J é a representação de S dada pelo gráfico e r.p é simplesmente a projeção 
da normal sobre o plano XY. Logo a representação da aplicação de Gauss é 
dada por, 
( ) (
fx +O J,- ~) 
r.p o"'/ o cP x, y =- w -' w -
A matriz que representa o operador dLp o d"'fp na base {Xx,Xy} é 
dL od =(-('·:*). -(~),) 
p 7p - (''-') - (''-') 
w X "' y 
E seu determinante é dado por: 
Finalmente a mat.riz que representa a O!ij, na base dada em (3.2) é 
o-(x,y)=-1 ( - Ux + ~) (fy- ~) 
' 2w -(1-(fx+~J') 
onde w é como em (3.3). 
(1- (!,- ;J') ) 
(fx+ ~)(f,-~) 
(3.6) 
(3. 7) 
(3.8) 
(3.9) 
Teorema 3.1.2 As únicas superfícies conexas de 1i3 cuja aplicacão de Gauss 
é de posto O são os planos verticais. 
Demonstração: SejaS uma superffcie de1ia localmente parametrizada como 
gráfico de uma função f(x, y}. Como já vimos, a base do espaço tangente de S 
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associada a esta parametrização é dada por: 
Xx E1 + Ux + ~)E3 
Xy E2 + (!,- ~)E3 
Agora se 3 p E S tal que (dJ)p:::::: O então dL·;;I(TpS) é uma subálgebra de h3, 
ver [23]. !\·ias [dLp 1(XT), dLp 1(Xy)] = es 1/:. dLp 1(TpS). O que nos leva a uma 
contradição 
No caso em que a superfície S fosse vertical podemos considerá-la como 
uma superfície regrada por retas verticais, que são geodésicas em 1i3. Isto nos 
permite parametrizá-la da seguinte forma 
X(t,s)~(t,a(t),s), (t,s)EUÇIR2 (3.10) 
A base do espaço tangente TpS associadi a esta parametrizacão é dada por 
Xt E1+a1E2+!(a-ta1)E3 
Xs Es 
Então 
é a normal unitária à superfície S. Notemos que 1} é constante see a1 (t) = cte. 
Ou seja a (t) é linear. o 
Embora já fosse mostrado que não existem hipersuperfícies totalmente geodésicas 
em 1i2n+b apresentaremos aqui um resultado mais geral para o caso de 1tg. 
Teorema 3.1.3 Não existem superfícies umbt?icas em 1tg 
Demonstração: Seja S uma superfície umbílica e que ainda é parametrizada 
como gráfico de uma função diferenciável f. Então 
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A equação de Codazzi (no caso umbílico) se escreve: 
R (Xx, Xy)" = Xy (>.) Xx- Xx ().) Xy (3.11) 
Substituindo (3.2) e (3.3) em (3.11) obtemos o seguinte sistema de equações 
diferenciais 
Àx -(~~~J) 
Ày _ (fy:I) 
Ylas isto implica que dLp o d')'p é uma matriz simétrica na base dada por (3.2). 
O que implica, usando o teorema (3.1.1), que a 71 é simétrica. Portanto, de (3.9) 
w= ;13 
Nlas isto junto com o fato de que Àxy = Àyx, nos leva à contradição 
Se a superfície for vertical, poderíamos considerá-la como uma superfície 
regrada por retas verticais, que são geodésicas em 1i3. Isto nos permite parametrizá-
la da seguinte forma. 
X(t,s)=(t,a(t),s), (t,s)EU<;;IR2 
Logo os coeficientes da primeira forma fundamental são: 
E -
F -
G 
1 + (a')2 +!(a- ta') 2 
~(a-ta') 
1 
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(3.12) 
E os coeficientes da segunda forma fundamental, 
L 
M 
N o 
Como a superfície é umbilica, então as ent.radas 12 e 21 da matriz de Weingarten 
A1J são nulas em qualquer base, em particular na base dada pela parametrização 
(3.12). Isto implica que GAf =O, o que é absurdo.. o 
3.2 Superfícies mínimas em 1-is 
Começaremos estudando os gráficos mínimos em 1-l3. Primeiramente recordemos 
a fórmula da curvatura média em função dos coeficientes da primeira e segunda 
forma fundamental: 
H~ ~(EN + GL -2FM) 
2 EG -F2 (3.13) 
Substituindo (3.4) e (3.5) em (3.13) obtemos a equação dos gráficos minimos 
Antes de dar algumas consequências da equação (3.14), vejamos alguns ex-
emplos de gráficos mínimos e calculemos o posto da sua aplicação de Gauss por 
meio da fórmula (3.8). 
Exemplo 3.2.1 Como no caso euclideano IE 3, os planos f(x,y) = ax+by+c 
também satisfazem a equação dos gráficos mínimos. O posto da aplicação de 
Gauss destes planos é 2. 
Exemplo 3.2. 2 As superfícies tipo sela, f(x, y) = '?f + k[ln(y + J1 + y2) + 
yJl + ys], k E IR. Como já vimos no capítulo 2 estas superfícies são regradas 
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por r·etas, não necessa1iamente geodésicas e invariantes por translações à es-
querda. Além disso, temos que o posto da aplicação de Gauss destas superfícies 
él. 
Observamos que as superfícies do exemplo (3.2.2) estão definidas para todo 
( x, y) , portanto o t.eorema de Bernstein para gráficos mínimos em I E3 não tem 
validade em 1is. 
Notemos que a equação dos gráficos mínimos (3.14) é uma equação elíptica 
não linear cujas soluções são reais analíticas. Aléril disso, este tipo de equação 
nos permit.e usar um princípio do máximo dado pelo seguinte 
Teorema 3.2.3 Seja u(.'X, y) solução da equação eliptica não-linear 
f (x, y) 
g (x, Y) 
em n 
em an 
Sejam z e Z duas funções satisfazendo as desigualdo,des 
F (x, y, Zx, Zy, Zxx. Zxy, Zyy) < f (x, y) < F (x, y, Z;c, zy, Zxx> Zxy, Zyy}' em n 
z(x,y) < g(x,y) < Z(x,y) em 8Q 
E se \f() E [0, 1], F é elíptico em relação a u + 8 (z- u.) eu+ 8 (Z- u) em 
O, e fJ/f :::; O em f!. Então 
z(x,y).=;u(x,y).=;Z(x,y), em O 
Demonstração: Ver [22]. O 
Baseado neste princípio do máximo demonstraremos o seguinte 
Teorema 3.2.4 Não existem superfícies mínimas compactas em 'Jt3. 
Demonstração: Vamos supor que existe tal superfície. Então existe um plano 
1(: z = k e um ponto na superfície tal que numa vizinhaça Üp desse ponto, ela 
pode ser parametrizada como gráfico de uma função f que satisfaz a equação 
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dos gráficos minimos (3.14) e anp c 7L Logo 
f(x,y)=k, (x, y) E 8!1p 
Então pelo Teorema (3.2.3), temos que f (x, y) = k, em Op. o 
Analogamente, usando o fato de que existem superfícies SH compactas de 
curvatura média constante H, 'iH I O, (ver cap. 2), é possivel mostrar o 
seguinte 
Teorema 3.2.5 Não existem gráficos completos de curvatura média constante 
não nula 
Demonstração: A partir da fórmula da curvatura média dada em (3.13) t.er-
emos que a equação dos gráficos de curvâtura média H é dada por: 
onde w = ..}1 + Ux + ~)2 + (fy- ~)2. Notemos que se trata de uma equação 
eliptica não linear ·que satisfaz as condições do teorema (3.2.3). Suponhamos 
agora que existe um gráfico completo de curvatura média constante igual a 
H 'f. O. Trasladando SH ao longo de eixo Z, podemos supor que SH não toca o 
gráfico. Depois voltamos com S H até ela tocar o gráfico num ponto. Aplicando 
o princípio do máximo teríamos que S H coincide com o gráfico, o que contradiz 
a compacidade de Sn. o 
A seguir vamos estudar a estabilidade dos gráficos mínimos, para isto de-
vemos considerar estas superfícies como solução de um problema variacional 
Mais precisamente, 
Proposição 3.2.6 Todo gráfico mínimo em 1t3 é estável. 
Demonstração: Seja S uma superfície definida como gráfico de uma função 
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f (x, y) em um dominio f! C IR 2. Seja w como em (3.3), então consideraremos 
a seguinte variação de S : 
St (x, y) ~ (x, y, f (.x, y) + th (x, y)), (x,y) E() 
onde h E G 1 e hlan =O. Logo a area de St sobre Õ, esta dada por: 
A(t) ~ JJ w(t)dxdy 
o 
Portanto, se S minimiza a area, ela deve ser ponto crítico de A (t), i.e. A'(O) = 
O. Então, derivando em relação a t. 
A'(t) ~ JJ W-lf'[(fx + thx + ~)hx + {fy + thy- ~ )hyjdxdy 
{! 
(3.15) 
Avaliando em t = O, integrando por partes e usando o fato de que hlan = O, 
temos que 
Como h é arbitraria, vamos ter que, 
!__ (fx + ~) + !__ (fy- ~) ~O 
ax w 8y w 
Se efetuamos estas derivadas vamos reobter a equação dos gráficos mínimos 
(3.14). Agora, para saber se um gráfico mínimo é estável basta saber se A"(O) 
é positivo. Então derivando (3.1.5) e avaliando em t =O vamos ter: 
A"(O) ~!f hi +h~+ ({f,- ~,hx- (Jx+ ~)h,)' 2: O. 
n 
Observamos que A"(O) = O see hx = hy = O. Isto implica que h = O, pois 
hi80 = O, portanto fica demonstrada a proposição. o 
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A seguir classificaremos as superfícies mínimas de 1-l3 tais que o posto de 
suas aplicações de Gauss seja O ou 1. 
Teorema 3.2. 7 As únicas superfícies mínimas cuja aplicação de Gauss é de 
posto O são os planos verticais. 
Demonstração: Como vimos no teorema (3. 1.2), o plano vertical é a única 
superfície tal que sua aplicacão de Gauss é de posto O. Então só resta verificar 
que ele é mínimo. Para isto, simplesmente parametrizamos o plano vertical 
como 
X(t,s)~(t,at,s) 
calculamos os coeficientes da primeira e segunda forma fundamental 
E= 1 + a2 + a:t2 , F=-~, G = 1 
L= at"{±?, M~ Jlta1, N=O 
Para finalmente substituir na fórmula da curvatura média (3.13} obtendo H= O. 
D 
Agora estudaremos os gráficos mínimos cuja aplicação de Gauss é de posto 
1. Ou seja, 
(3.16) 
Lema 3.2.8 Seja (x, y, f(x, y}) um gráfico mínimo passando pela origem tal 
que sua norma.l seja ry(O) = Vl~4p (0, -2k, 1) e o posto da aplicação de Gauss 
seJa l.Além disso, suponhamos que fyy(O) =O. Então, 
[ 
":f+ k[ln(y + ,;'f+Y") + y,;'f+Y"]. 
f(x,y)~ ou 
2ky- i 
Demonstração: Como a normal unitária na origem é 1J = y1~4k2 (0, -2k, 1) 
então de (3.3) obtemo' que fx(O) ~O, J,(O) ~ 2k. 
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Por outro lado a aplicação de Gauss tem posto 1,então de (3.16), 
' 1 fxx(O)J,,(O)- !;,(O)+ 4 =O (3.17) 
Mas a f também satisfaz a equação dos gTá:ficos mínimos (3.14). Em particular 
na origem temos que 
(1 + 4k2)fxx(O) + fyy(O) =O. 
Substituindo em (3.17), (1+4k2)f;x(O)+ f;y(O) =i· Mas por hipótese fyy(O) = 
O,então fxy(O) = ±~ e fxx(D) = O. Logo como f é analítica, podemos escr-
ever seu desenvolvimento de Taylor da seguinte forma, f(x, y) = 2ky ± ~ + 
W(x, y). Substituindo em (3.16) obtemos que, 
Seja na menor ordem de W(x, y). Se os termos de menor ordem de 1l1 aparecem 
misturados, então a menor ordem de Wxy é igual a (n- 2) e a menor ordem de 
'l!xx'l!yy- 'l!i,y é maior ou igual que 2(n- 2), o que é absurdo. 
Agora calculamos as terceiras derivadas de f na origem. Para isto derivamos 
em relação a x e y a equação dos gráficos núnimos (3~14) e a equação do posto 
da aplicação de Gauss (3.16) e avaliemos na origem. Assim, vamos obter os 
seguintes dois casos: 
1. Se fxy(O) =!,vamos ter que !yyy(O) = 2k e as outras terceiras derivadas 
de f são nulas. Então neste caso a f tem a seguinte forma, 
f(x, y) = 2ky + x; + ,P(y) + ax• + byn + .j,(x, y), 
onde 'lj; é um polinômio em y de ordem mínima 3 e ordem máxima (n- 1) com 
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n ~ 4. Logo, 
J. 
fy - 2k + ~ + tf;y + bnyn-1 + 'Íty, 
f= an(n- l)xn-2 + 'Ífxx, 
J., 1 -z + Wxy, 
1/Jyy + bn(n- l)yn-2 + ~m·· 
Substituindo em (3.14), 
(an(n - 1 )x"-2 + 'P •• )[l + (2k + ,Py + bny•-1 + 'P,) 2J 
-2(~ + ~xy)(2k + Wy + bnyn-1 + ~y)(Y + anxn-l + Wx) 
+(<PyY + bn(n -l)y"-2 + 'P,)Il + (y + anx•-1 + 'P.)2J ~O. 
Analisando o coeficiente do termo ;cn-2 temos que, 
Portanto a = O. Ou seja, podemos escrever f(x, y) = x-)11 + g(y ). Mas isto implica 
que a superfície é invariante por translacões do tipo L(b,O,O)• pois L(b,O,O) (x, y, "'i+ g (y)) = 
(x+b,y, (x~b)y+g(y)). Então, 
2. Se /xy(O} = -!, temos que as terceiras derivadas da f evaluadas na 
origem são todas nulas. Então podemos escrever a f como f(x,y) = 2ky-
T + axn + byn + W(x, y ), onde n 2: 4. Logo, 
fx 
!, 
-!!. + anxn-l + ~ 2 ., 
'2k- ~ + bnyn-1 + ~Y• 
an(n- l)xn-2 + ~XX• 
- 1 lltxy- z, 
bn(n- l)yn-2 + ~Ífyy· 
Substituindo em (3.14) temos a seguinte igualdade, 
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(an(n -1)x"-2 + Wxxll1 + (2k- X+ bny"-1 + w,) 2] 
-2(W,,- !)(2k- x + bny"-1 + W,)(anx"- 1 + W,) 
+(bn(n -1)v"-2 + w,)[1 + (anx"- 1 + Wx)2J ~o. 
Agora se analisamos os coeficientes de xn-2 e yn-2 concluímos que, a = b = 
O. Então, f(x, y) = 2ky- ~- o 
A seguir mostraremos que toda superfície mínima, cuja aplicação de Gauss 
tem posto 1, é regrada. Seja S uma superfície mínima de posto 1 tal que local-
mente é parametrizada como gráfico de uma funçã~ f(x, y). Podemos supor que 
f (O, O) = O. Como S é de posto 1 então existe uma curva que passa pela origem 
tal que a normal da superfície ao longo desta curva é constante. Denotaremos 
essa curva por r, onde 
f(t). ( 
x(t) 
y(t) 
z(t) 
t . 
a(t) , tE {-t:, <!ô"}. 
!(t, a(t)) 
Agora se a normal na origem é da forma 17(0) 
longo da curva r(t), ver (3.3), vamos ter que: e) 
fx(t) + "\'1 
J,(t)-; 
o 
, tE(-<,<). 
2k 
Logo, derivando em relação a t estas duas igualdades obtemos que 
fxx(t) + a 1fxy(t) + a'Y) 
fvx(t) + a'J,(t)- ~ 
o 
o 
(3.18) 
(3.19) 
Também precisamos as segundas e terceiras derivadas de f avaliadas ao longo 
da curva r. Do sistema (3.18) e das equações (3.14) e (3.16} obtemos que, 
1 As derivadas parciais da f ao longo da curva r serão escritas da seguin~ forr.na: 
f,(t, a (t)) ::=: f,(t), / 11 (t, a(t) =: /y(t); ... , etc. 
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fxx(t) sin8 
2v'1 + 4k 2 
fxy(t) cos8 (3.20) 2 
J,,(t) Vl + 4k
2 sin e 
2 
Derivando em relação a x e y as equações (3.14) e (3.16) e avaliando em (t, a(t)) 
obtemos o seguinte sistema 
-Jl+4k2 sinO sinO 
2 -cosO 2v'l+4k'í o 
o -V1+4P sinB - cos () sinO 2 2V1+4kz 
(1 + 4k2) o 1 
o (1+ 4k2) o 
Resolvendo este sistema temos que 
fxxx(t) 
fxxy(t) -
fm(t) 
jyyx(t) ~ 
o 
1 
ksinB(l-cosB) 
2(1 + 4k')'i' 
k sin 20 
2(1 + 4k 2) 
k(l +cos8)2 
2 
k sin 0{1 + cos B) 
2·Jl +4k' 
fxxx(t} o 
fxxy(t) o 
~ 
!xyy(t) ksin8 V'I+4k2 
J,,,(t) k(1+cos8) 
(3.21) 
A seguir mostraremos que toda superfície mÍnima de H3 cuja aplicação de 
Gauss é de posto 1 tem que ser regrada. Mais precisamente, 
Teorema 3.2.9 Se (x, y, f(x, y)) é um gráfico mínimo tal que sua normal na 
origem é 17(0) = )l~4k'i (0, -2k, 1) e o posto da sua aplicação de Gauss é 1, 
então ela é regrada. 
Demonstração: Vamos mostrar que a cu:rva r definida anteriormente é uma 
reta. Para isto derivamos a terceira componente da curva r, ou seja 
61 
dz ~ fx(t) + Q'J,(t) 
dt (3.22) 
d' 
De (3.19) temos que ---;. = c/' /y(t). Agora derivamos a segunda equação de 
dt-
(3.19) em relação a t, para obter a seguinte igualdade 
fyxx(t) + 2cx'fvxx(t) + {o/)2 jyyy(t) + a 11 /yy(t) =O. (3.23) 
Então temos dois casos, 
1. Se fvv(O) = O, bastará usar a proposição (3.2.8) para obter que a su-
perfície é regrada. 
2. Se fyy(O) -=f- O, então fvv(t) =f- O, t E (-E, E). Portanto, se substi-
tuirmos (3.21) e a segunda equação de (3.19) em (3.23), obtemos o/'fvv (t) = 
O, tE (-E,E). Isto implica que a(t) = bt.e, portanto, de (3.18) concluimos que 
dz = 2kb e f(t, bt) = 2kbt. O que implica que a superfície é regrada. D 
dt 
A classificação das superfícies mínimas regradas é dada pelo seguinte teo-
rema, ver [2] : 
Teorema 3.2.10 As superfícies mínimais de 1-{3 regradas por retas, a menos 
de isometrias, são: 
1. Os planos 
2. O parabolóide hiperbólico z = T. 
9. O helicóide paro.metrizado por 
[ x(t,s) ~ s sin t 
y(t,s) scost, p E IR- {0). 
z(t,s) pt 
4- As superfícies de equação: 
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5. As superfícies que localmente são gráficos da função z = h (R(x) + x) 
onde R é solução da equação 
R" ( 4 + R2) - 2R (R'+ 1) (R'+ 2) ~O. 
6. As superfícies que localmente são parametrizadas por 
( 
x(t,s) ~ t+su(t) 
y(t,s) ~ s · 
z(t, s) ~ a(t)- lj 
onde u e a são soluções do seguinte sistema 
{ 
(1 + u 2 + t 2) u 11 - (1 + 2u1a1) tu' 
(1 +u2 +t2}a11 - (1+2n1a1)(ta1 - u) 
o 
o 
(3.24) 
Então, para classificar as superfícies mínimas cuja aplicação de Gauss é de 
posto 1 bastará determinar entre as superfícies descritas acima qual delas tem 
posto 1. Para isto usaremos a representação do posto da aplicação de Gauss 
dada por (3.8). Não é dificil notar que as superfícies descritas nos items 1 e 3 
do teorema (3.2.10) tem posto diferente de 1. Já as superfícies dos items 2 e 4 
tem posto 1. Bastará portanto, analizar as superfícies restantes. 
Para as superfícies do tipo 5 temos que f(x, y) =~(R (x) + x) então, 
fxx =R"; fxy = ~(R 1 + 1}; jyy =O. 
Substituindo em (3.16) temos (R 1 + 1 )2 = 1. Isto nos da a seguinte solução: 
A isometria Lca,O,O) leva esta superfícies para o hiperboloide parabólico z = ~Y. 
A respeito das superfícies de tipo 6, temos que locahnente podemos escrever 
tais superfícies como gráficos z =f (x, y) com, 
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1 f (x, y) =a (t (x, y)) + 2"' (x, y) 
Então a partir das definições das funções t (x, y) e f (x, y), obtemos 
t- l.t ~u 
X- 1-;-yul' Y = l+yu' 
f== a11ti+(a1 +~)txx 
fxv = 1-tx + a11txty +(a'+~) tX1J 
fyy = a11t~ + ty +(a'+~) tyy 
Substituindo em (3.16), obtemos t; [~-(a'+~) u1tx] 2 =!-Decorre daí que 
Notemos que o primeiro membro é um polinômio de ordem 2 em y, então seus 
coeficientes se anulam. Ou seja, u 1 = O. Logo u é constante. Mas mediante uma 
rotação ao redor do eixo z podemos considerar que u =O. De (3.24) obtemos a 
seguinte equação diferencial 
CUJ·a solução é dada por 
a(t) = ~ [tv'l+ t2 +log (t+ v'i+t')] +p. 
onde À, p. E IR. Esta superfície mínima pode ser escrita como gráfico da função, 
f(x,y)= "; -~ [vV1+v2 +log(v+Vl+v2)] 
Portanto, podemos dar a seguinte classificação das superfícies mínimas, 
Teorema 3.2.11 Toda superfície mínima cuja aplicação de Gauss é de posto 
1 é, localmente um pedaço das superfícies desc1itas no teorema (3.2.9}. 
Para finalizar este capítulo daremos alguns resultados sobre os gráficos 
mínimos completos i e. f (.1.:, y) está definida para todo ( x, y ). Primeiramente 
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apresentamos uma conseqüência direta da equação dos gráficos mínimos (3.14): 
Proposição 3.2.12 Se f (x, y) é uma função que satisfaz (3.14) então 
\i(x,y) 
Demonstração: Seja a = 1 + {fx +~f~; b = (fx + ~) (fy- ~); c 1 + 
(f v- ~) 2 , então a partir da equação (3.14) vamos ter que: 
D 
Agora recordemos o seguinte teorema de Bernstein, 
' 
Teorema 3.2.13 Seja f (x, y) uma função n~al que satisfaz as seguintes condições: 
1. f (x, y) E c' (IR2). 
Então f (x, y) não é limitada. 
Demonstração: Ver [12] e [17]. D 
Segue-se deste teorema que todo gráfico mínimo completo em 1í3 não pode 
ser limitado. Mais precisamente, 
Proposição 3.2.14 Seja (x,y,f(x,y)) um gráfico mínimo definido para todo 
(x, y) tal que I f (x, y)j ::S h, V (x, y). Então f é consta.nte. 
Demonstração: Como f é limitada, vamos ter, pelo teorema de Bernstein que 
Mas, pela proposição (3.2.12} isto implica que 
" " af;;v + 2bfvvfxy + cfYv =O 
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onde a, b e c são como na proposição. Logo fyy = fxy = O, e da equação dos 
gráficos mínimos (3.14), temos que fxx =O. Ou seja f é constante o 
Por último o seguinte teorema nos fornece uma estimativa da "altura" da 
imagem da aplicação normal de Gauss de um gráfico mínimo completo, onde 
altura significa a terceira componente da normal17 (x, y) i. e, ~· Ver (3.3). 
Teorema 3.2.15 Seja (x, y, f(x, y)) um gráfico mínimo completo então w não 
pode sn· limitada. 
Demonstração: Suponhamos que w fosse limitado, 011 seja existe k > O tal 
que 1 <: w(x,y) < k \l(x,y). 
Da equação dos gráficos mínimos (3.14) decorre que as funçõ~s v1 = Ux+ ~) 
e V2 = (fy- ~) satisfazem a equação 
(3.25) 
com 
Como w é limitado, temos que 
Portanto a equação (3.25) é uniformemente elíptica. Mas vo: é limitada, então 
pelo teorema de Liuville para este tipo de equações (ver [9]), temos que v"' é 
constante. O que implica que a aplicação de Gauss é constante. Mas isto é uma 
contradição. o 
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Capítulo 4 
Hipersuperfícies de rotação 
No capítulo 2 estudamos as superfícies çle curvatura média constante em 1i3 
que eram invariantes pelo grupo de isometrias SO (2) que, nas coordenadas ex-
ponenciais, atua por meio de rotações ao redor do eixo z. Podemos generalizar 
esta situação para hipersuperficies em 7-l2n+l· .11ostraremos que as hipersu-
perfícies de rotação de curvatura média constante em 7-l2n+l são análogas às do 
H.3. Mais especificament.e1 as mínimas são todas de tipo catenoidal e as de cur-
vatura média constante diferente de zero são do tipo esférico ou Delaunay. Para 
isto consideraremos o grupo G gerado, via exponencial, pela seguinte álgebra: 
9 = a1tt(1í2n+I) n so(2n). 
Como tinhamos visto no capítulo 1, esta álgebra é isomorfa a álgebra compacta 
u (n). 
Definição 4.0.16 Uma hipersuperfície .E C 1ízn+l é de rotação se ela é zn-
variante pelo grupo de isometrias G e dim.E/G =L 
Agora consideremos o espaço de órbitas Mr/G que pode ser parame1.rizado 
pelas seguintes funções G- invariantes: 
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t (xl, ... , Xn, Yl, · · ·, Yn, z) 
r (xl, ... , Xn, Yb .. ·, Yn, z) 
Então o espaço de orbitas é: 
z 
n O n 
l::xi+Yi 
i=l 
1t2n+IIG = {Ct,r) E JR2 ; tE IR, r 2: o} 
Teorema 4.0.17 Seja 1 (s) = (t (s), r ( s)) uma curva em 1i2n+IfG, parametrizada 
pelo comprimento de arco, e seja a- {s) o ângulo ent.f.e Rt e o vetor tangente :Y (s). 
Então a hipersuperficie "E : 7f-l (J) é de cun·atura média constante H see: 
sin(a) (4.1) 
H+ 2n-1 cosv-
. " 
Demonstração: A métrica orbital é dada por: 
Como a (s) é o ângulo que r' (s) faz com ft, então a curvatura geodésica de 1 
é dada por (ver capítulo 2): 
' 2r ' 
kg =a + (4+ r:;)3/2t 
Seja Gj H o tipo de órbita principal de (0, 1-l2n-r-d, onde H é o subgrupo de 
isotropia. Notemos que dimGJH = (2n -1), logo dimH = (n-1) 2 . Portanto, 
podemos tomar H como o grupo gerado, via exponencial, pela seguinte sub-
álgebra de g 
h= aut (hzn-l) nso(2(n -1)) 
Seja P o complement.o ortogonal de h em 9 em relação a um produto interno 
fixo. Por exemplo, 
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X,Y EiJ. (4.2) 
Observamos que dimG/ H= dimjj, então tomamos uma base ortonormal em p, 
em relação à metrica dada por (4.2), e mediante o exponencial temos (2n -1) 
subgrupos a l-parâmetro de isometrias atuando na órbita. Logo1 estes subgru-
pos vão gerar (2n- 1) campos de Killing que formarão uma base do espaço 
tangente da órbita. O que, finalmente: nos permitirá calcular o elemento de 
volume da órbita. Assim, a base ortonormal para p é formada por: 
o -a' o b' 
a o b c 
a b E lRn-l c E IR p~ , , 
o -b' o -a' 
-b c a o 
que vão gerar os seguintes (2n- 1} campos rle Killing tangentes à orbita prin-
cipal, 
XiXn- XnXi + YiYn- YnYi + (xiYn- XnYi) Z, 
-ynXi + XtYn- YiXn + XnYi- (xiXn + YiYn) Z, 
1 ~ i< n 
1~ i:=;n 
Como a órbita é um espaço homogêneo podemos calcular o elemento de volume 
num ponto qualquer. Portanto escolhemos q = (0, ... , Xn, O, ... , Yn, O), logo 
Stn (q) 
Rin (q) 
Rnn (q) 
e o elemento de volume da órbita G (q) ,é dado por: 
~ 
w(q)=r'J:n-lvl--t-4 
onde r = x 2 + y2 n w 
1 ~i< n. 
(4.3) 
Agora calcularemos a curvatura média da hipersuperfície :E. Para isto pre-
cisamos achar os campos tangente e normal à curva "f· Assim 
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( V4tr'2 cosa, sina) 
( ~ J 4t'2 sina, cosa) (4.4) ,, 
Logo, usando(4.4) e a propos1çao (2.1.10), temos que a curvatura média da 
hipersuperfície Í: é dada por: 
I 2r I d] ( ) H a + (4 +r2 p;2 t ~ < gra og w ,'f/> 
u 1 ~ 2n~l COSO' 
' 
o 
Antes de analisarmos as curvas soluções de (4.1), faremos algumas ob-
servaçoes: 
Proposição 4.0.18 1. Toda tmnslação ~a curva solução de (4.1) ao longo da 
direção t é também solução de (4.1) . 
2. Toda reflexão da curva solução de (4.1) em relação à reta t =c é também 
solução de (4.1) 
Proposição 4.0.19 A função 
( ) 
0n~l H 0n J s =r- cosu+ -
2 
,.-
" 
( 4.5) 
é constante ao longo de /, i. e. J é uma primeira integral do sistema (4.1) 
e as soluções são caracterizadas por J (s) =c. 
Demonstração: Derivando J (s), obtemos 
J'(s) (2n ~ l)r2n~2r'cosa ~ r 2n-l sinau' + Hr 2n-l sinu 
r 2n-lsina en;1 cos0' ~ a 1 +H) 
o 
o 
A classificação das hipersuperficies de rotação em 7í2n+l, de curvatura média 
constante, é dada pelo seguinte: 
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Teorema 4.0.20 1. H ::::::: O (hipersupe1jícies mínimas) 
a) Os hiperplanos 
b) As hipersuperfícies do tipo catenóide 
2. H# O 
a) As esfems de equação: 
( n'+H') [ (H)] 1 [q>(r)(4 H2r2) ] t(r)=to- H'J. arctan(H.p(r))-ar~tan -;:;- +H ; -1 
onde 
O (r)~ 
b) As hipersuperfícies tipo Delaunay. 
Demonstração: 1. H = O. Distinguiremos dois sub-casos 
a)J(s)=r'J.n-lcosu=O 
:Nest.e caso cos u = O, para todo s E I R, então as hipersuperficies invariantes 
são os hiperplanos z = cte. 
Neste caso temos que cosa = .. 2:;-l· Substituindo em (4.1), obtemos a 
seguinte equação diferencial que caracteriza a curva r 
dt 
dr 
c 4 + r 2 
2 1 4n 2_c2' 
r E [cl/2n-l' +oo[. 
Observamos que esta equação ainda é valida para 1· = c1/::ln-l, pois isto significa 
que a= O, ou seja a curva r será perpendicular à direção /;. Finalmente, como 
c (4 (1- n) r 4"-1 - 2c21·- 4 (4n- 2) r 4"-3) 
4v'4 + r2 (r4n-2- c2)3/2 
obtemos o seguinte esboço do traço da curva f 
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t 
( 
r 
Figura 4-1: Tipo Catenoide 
2. H i- O. Distinguiremos dois sub-casos: 
a) J(s) =c= O, paras E IR. Entã_o de (4Ji), temos que coscr = 
Substituindo em ( 4.1) obtemos a seguint-e equação diferencial: 
dt 
d,· 
2 4n2-r2H2 
H r 4 + r2 
2n 
r E [0, H). ( 4.6) 
Observamos que a equação ainda é valida quando r = O, pois isto significa 
que ri= ~'ou seja a curva 'Y é perpendicular à direção fft. 
Integrando a equação (4.6) obtemos a expressão desejada. Gráficamente, a 
curva 'Y é a seguinte: 
t 
Figura 4-2: H= 1 
b) c i- O. Analisaremos dois sub-casos: 
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I) c< O. Para fazer uma ánalise qualitat.ivadas soluções de (4.1), começamos 
definindo a seguinte função 
f(r)= Hr2n-r2n-1 
2p 
Notamos que f (O)= f(~) =O; f (y) é negat.iva no intervalo (O, '1{) e atinge 
seu mínimo em r= ~ e que 
2n-l H 'Jn • J=r- cosu+ 2nr·- 2:f(r) (4.7) 
Um esboço do traço de f é dada pela figura (4-3) 
f(rJ 
r 
c 
Figura 4-3: 
Como J 2: f(r) 2: f(f) eJ = caolongodacurva'"f, teremosquef(f)::; c< 
O. Logo existirão exatamente dois pontos me< Me tal que f (me)= f (Me)= c 
e da desigualdade (4.7) obtemos 
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Agora consideremos a única solução -y do sistema ( 4.1) determinado pelas 
seguintes condições inicias: 
(4.8) 
Como J (O)= f (r (O))= c, temos que J =c ao longo de -y. Por outro lado a 
partir das condições iniciais ( 4.8), da terceira equação de ( 4.1) e de que Me > r, 
ver figura ( 4-3), temos que 
Isto implica: 
2n -1 
u' (O) ~ H - ~~ > O 
M, 
i) Existe s1 > O tal que o-1 (s1) = O. Se não fosse assim teriamos que r < me 
devido ao fato de que t (s) é sempre decrescente y a (s) crescente. 
ú) Da terceira equação de (4.1) e de ( 4:5 J teremos que r (si) = 2\J~2§•J'(2~~~l)~' 
iii) No ponto crítico teremos que a" (si)= - (2n- 1) cosa sina. Como o- E 
[1r, 3; J , teremos que o- (sl) é um ponto máximo 
i v) Existe s2 > s1 tal que o- (s2) = 1l". Se não fosse assim teríamos 
lim a = 1r (i.e. a possui uma assíntota) lim r (s) = ro < r (si), então 
s--->+co s--->+oo 
lim o-1 < O. Mas isto contradiz o fato de que a (I tenha assíntota. 
s--->+oo 
v) J(s2) = -r(s2) + fr,r2n =c, logo r{s2) =me, r'(s2) =O, t1(s2) 
1 /4 ·> 2v +me 
Como a solução global de ( 4.1) é obtida refletindo sucessivamente em relação 
as retas t = kt (s2), teremos que o gráfico da curva"/ é dada pela figura (4-4). 
li) c> O. Analogamente ao caso anterior, começaremos definindo a seguinte 
função 
f (r)= r2n-l +H r2n 
2p 
Notamos que f(O) =f(~)= O; f(y) é positiva no intervalo (o,~) e atinge 
seu máximo em f = ~ e que 
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t ' ' 
' 
' 
's, 
s, 
' 
' 
r 
' 
' 
' 
' 
' 
' 
' 
Figura 4-4: c<O 
J = r 2n-1 cosu+ ~r2n $: f(r) (4.9) 
Um esboço do traço de f é dada pela figura (4-5) 
flr] 
----
c 
r 
Figura 4-5: 
Como J s; f(r):::; f (r) eJ::::: caolongodacurva/, teremos que f (r)~ c> 
O. Logo existirão exatamente dois pontos me< Me tal que f (me)= f (Me)= c 
e da desigualdade ( 4. 9) obtemos 
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Agora consideremos a tí.nica solução "/ do sistema ( 4.1) determinado pelas 
seguintes condições inicias: 
(4.10) 
Como J (O) = f (r (O)) = c, temos que J = c ao .longo de f· Então podemos 
fazer as seguintes observações: 
i) r2n-l(cos a+ ;{!,r) = c > O, então cosa > -~r. Substituindo na terceira 
equação de ( 4.1) t.eremos que 
CF/ = H+ !.'n-l COSCF > 0 
" 
Ou seja cr e crescente ao longo de I· 
ii) Existe SI > O tal que a- (sl) = 3;. Substituindo na primeira equação de 
(4.1) obtemos que t' (sl) = O e t 11 (si) = !J4 + r2 {si) > O. Ou seja t (si) é um 
mínimo local. 
iii) Existe sz > s1 t.al que a- {sz} = 2r.. Como 1 (s2} = f = c, temos que 
r (sz) =me. 
iv) t (O)> t (s,) 
Como a solução global de { 4.1) é obtida refletindo sucessivamente em relação 
as retas t = kt (sz), k =O, ±1, ±2, ... então o gráfico da curva 'Y é dado por: D 
~ 
' c s, 
' 
' 
' 
s., ' 
' 
' ' / 
' 
' 
' 
Figura 4-6: c> O 
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