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During a 40 year career as a biomedical researcher and academic leader, my primary professional goal has been to discover and disseminate new knowledge relevant to biology and health, with my own efforts focused on metabolic physiology and disease. I have done this during a period of dynamic growth of the bioscience enterprise, which has produced remarkable discoveries to illuminate our understanding of human biology and disease while creating numerous benefits for the health and welfare of society. The bioscience research ecosystem that supports this effort is large and complex. Physicians and PhD scientists in academia and industry conduct basic and clinical research, spending over 100 billion dollars yearly in the US alone [1] . The results of this research eventually appear in over one million scientific papers per year [2] , in more than 5000 journals [3] of varying focus, standards, and impact. These publications are the bricks on which the edifice of scientific progress is built. The worldwide scientific community reads, discusses, assesses, and wherever possible builds upon the results reported in these papers. The overall arc of progress from this activity is evident, and there is little doubt that the future will continue to bring discoveries of profoundly important impact. But the direction of scientific progress is not exclusively forward. Much research is exploratory in nature, and tentative conclusions are both expected and beneficial. Research publications will contain errors, despite procedures designed to avoid them. Fortunately, a fundamental attribute of science is its capacity for "self-correction", through published ideas and claims being reviewed and tested by others [4] . Although scientists should and most often do seek to publish reliable results, to expect a standard of certainty before publication, and/or to excessively stigmatize or penalize claims later found honestly to be in error, would diminish progress by replacing a spirit of scientific excitement and daring with professional fear of error. The key question, therefore, is to define an optimal balance, surely weighted in the direction of reliability, but appropriately tolerant of tentative conclusions and honest errors, while continuously seeking to reduce the latter. But today we face claims, from a variety of sources, that published bioscience research is far less reproducible than anyone previously imagined [5e7] . If the most extreme of these claims are true, they challenge the integrity of the research enterprise, threatening the public support and funding that sustain it. Indeed, we might be required to seriously reconsider our approach to conducting and publishing research. Consequently, the bioscience research community, and those committed to its success, must take these claims seriously. I write from a perspective that begins with forty years in the trenches of metabolic research. I have published many papers, and have played diverse roles in scientific publishing, both as peer reviewer and editor. As Dean of Harvard Medical School, I oversaw both academic appointment and promotion processes that emphasize the evaluation of published work, and the investigation of research misconduct and fraud by our faculty. I have both extolled and defended biomedical research to the general public. Research reproducibility is of paramount importance in each of these realms.
and animal research to therapeutic implications, to clinical research involving human subjects. The need for reproducibility applies to all such research, though some issues are specific to specific domains. The dominant focus of this paper is on reproducibility in basic and translational research, but I will reference, where appropriate, specific issues related to clinical research reproducibility.
WHAT DOES RESEARCH REPRODUCIBILITY MEAN?
To understand this problem, we must first define it. Unfortunately, the definition and criteria for considering research reproducible are far from unambiguous [8, 9] . In the most restrictive and precise use of the term, experimental results are replicated when an independent group performs the same experiment, under the same conditions and using the same reagents, then finding the same results. Most published research is never replicated in this manner, and I don't believe that a healthy scientific ecosystem requires it to be. Certainly, the academic and financial incentives to routinely replicate the work of others do not exist. Rather than being replicated, published results are typically built upon and extended by subsequent research, perhaps carried out under somewhat different conditions from the original work, or with different reagents, but with results that are seen as consistent with and supportive of the earlier claims. Thus, though the first results were not formally replicated, they provided a sound foundation for subsequent work, thereby advancing our understanding. In some fields, replication may be accomplished by reanalyzing a published data set and reaching the same conclusions, rather than generating a new data set [9] . Problems arise when new research or a new analysis of prior research is, or at least seems to be, inconsistent with previously published findings. This may have many explanations, related to differences in design or execution of either the initial or the subsequent work [10, 11] . One often cannot conclude whether one of the studies is at fault, or whether they are just different, and the answer often requires additional experimentation. In cases where a new result appears inconsistent with a prior report, if the new study employed experimental conditions and reagents distinct from the first, it should not be taken as a failure to replicate it. It is possible that the experiment would have been successfully replicated had its precise conditions been employed. On the other hand, a failure to replicate under slightly different conditions may suggest that the initial finding is at least less generalizable than initially claimed. Reproducing research employing molecules, cells, and model organisms is practically less daunting than attempting to reproduce clinical research, especially complex and expensive clinical studies involving hundreds or thousands of patients. This fact, plus the immediate importance of human studies, renders it especially important that clinical research experiments be well designed, pre-registered, have data available at publication for analysis by others, and be committed to publishing results whether positive or negative in relationship to the initial hypothesis. Of course, similar arguments can be made for optimal design of pre-clinical research as well, though there are many practical obstacles to all of these practices becoming routine. There are at least two ends of the spectrum of reproducibility. At one end, a huge number of the one million papers published each year are minimally read or referenced [12] . Like a tree falling unobserved in the forest, whether such papers are reproducible is unknown. There are undoubtedly some gems buried within that largely unexamined and untested pool of papers, just as there may be many among the unread and unreferenced papers whose truth would be challenged if more closely scrutinized. But either way, these papers now have limited impact on the world of science. Perhaps in the future, natural language processing and machine learning algorithms will permit the under-examined literature to be more effectively explored. At the other end of the spectrum are papers of high impact with results of potential importance and great interest to the community. Sometimes, and thankfully quite rarely, the conclusions of such papers are rapidly shown to be false. In such cases, other scientists have been actively involved in the same research question, and at the time of publication already have data bearing on the new papers' claims. They view the success of their own research as requiring the new claims to be rapidly verified or rejected. If their work fails to replicate it, they would be motivated to quickly publish the negative results. Two prominent examples of high profile studies whose major findings were quite rapidly shown to be false, were the claims about the putative beta cell stimulatory hormone betatrophin [13e15] and STAP cells as a facile approach to creating totipotential stem cells [16e18] . In such cases, though the corrections and/or retractions may be quickly published, it is important to understand why the erroneous findings came to be believed by the scientific teams and then published in high impact journals to public acclaim. Such outcomes can result from honest errors and/or incompetence, or more nefarious causes involving research misconduct or even outright fraud. Although high impact papers whose results are rapidly retracted garner major attention, we should perhaps be more concerned about another situation that appears to be more common: papers of potential importance where many in the community have difficulty building on or reproducing the results, but despite much informal discussion of these failures, whether at meetings or at the water cooler, papers documenting this fact do not get published.
HOW COMMON IS IRREPRODUCIBLE RESEARCH?
What fraction of the published bioscience research is not reproducible? The most straightforward answer is that we really don't know. The answer would require examining data from a sufficiently large and representative sample of studies where replication was attempted, with all of the caveats about what true replication means. The empirical data from which to draw such conclusions are generally not available. Some papers addressing this topic make claims about the high rate of irreproducibility of the published literature [5] . These are theoretical examinations, based on sampling of the literature and assessing such factors as appropriateness of sample sizes, statistical deficiencies, experimental and publishing bias, and other factors, and these have led to dire conclusions about the truthfulness of the larger literature. In another approach, several articles have reported that pharmaceutical labs are unable to reproduce the core findings of a large fraction of academic papers published in high impact journals [6, 7] . These pharma groups are highly motivated to verify the results of publications reporting new therapeutic targets, and they have the resources and highly trained scientists to do the work. On the other hand, despite their claims of failures to reproduce, these papers present no actual data on which to evaluate their claims [6, 7] . Such concerns appear to be quite prevalent in the biopharma community, are clearly worrisome to the academic community, and very likely reflect real problems. But as for all scientific claims, their conclusions cannot be accepted as true without the opportunity to examine the underlying data. It would be very helpful to the scientific enterprise if biopharmaceutical scientists would publish more of their findings, including those that are negative. While the narrow business case for such publications may be limited, the salutary effect on the scientific community on which the companies ultimately depend for most of their insights should justify this. The Reproducibility Project: Cancer Biology, is one effort to get a better, quantitative estimate of the reproducibility of important published work, with results to be published in the journal eLife [19, 20] . Outside the pharmaceutical industry, many academic scientists report difficulties reproducing the work of others. Nature conducted an online survey of 1576 scientists, and the results showed that 52% of those surveyed across all fields believed there was a "crisis" of reproducibility [21] . 73% of all respondents believed that at least half of published papers can be trusted, with a somewhat lower number in biology and medicine than in physics and chemistry. In all fields, most scientists have doubts about the validity of a substantial fraction of the published literature [21] . If this survey is representative of the broader bioscience research community, the prevalence of skepticism about the work of others would be a matter of great concern, given that science is so powerfully dependent on trust in the work of others.
RETRACTIONS
Retractions are one direct indicator of erroneous published research results. It is clear that retractions, which can be easily tracked, have been increasing over the past 20 years [22] . Several aspects of this topic are worthy of discussion. First, though retractions are rising in frequency, they represent a tiny fraction of all published papers, perhaps several hundred of the one million published yearly. Though it is likely that these are the "tip of the iceberg", the most important question is the size of the iceberg, and that is unknown. One reason that retractions are increasing is that it is far easier today than in the past to search for and access papers online, and previously unavailable tools now exist for identifying image manipulation [23] and plagiarism. There are also online sites on which to present such claims, and people and organizations, such as Retraction Watch, who see their role as seeking out and publicizing such cases [24] . A retraction serves to alert readers that the findings in a published paper, or at least its major elements, are no longer supported by the authors. While this outcome can have many explanations, the majority of formal retractions today are related to scientific misconduct [25] . In those situations, institutional authorities conducting investigations mandate retractions at the conclusion of their investigatory process. In some instances where retractions appear to be called for because data are no longer considered valid, authors resist this, perhaps out of fear they will be misconstrued as being guilty of misconduct rather than simply being wrong. So it should be clear that retractions do not imply research misconduct. Perhaps different naming conventions should be employed to clarify specific causes. Another question that has received much attention is whether retractions are uniformly distributed among journals. One study found the frequency of retractions is greater in journals with the highest impact factors [26] . However, this does not define the causal sequence for the association. Do journals with high impact factors more frequently publish papers requiring retractions, or does their being highly read increase the opportunity for irregularities to be identified? Another important question is whether journals create unnecessary barriers to publishing retractions, perhaps to limit unwelcome damage to their reputations [27] .
CAUSES OF RESEARCH IRREPRODUCIBILITY
Whatever its frequency, the causes of research irreproducibility are complex. Research is needed to clarify the role of various factors, so appropriate counter measures can be designed.
Poor experimental methodology
Most instances of irreproducibility likely result from the failure to properly design, execute, and evaluate experimental data e activities at the core of what is required to conduct excellent research. Such failures include poor design of control and experimental groups, insufficient attention to reducing observer bias, inappropriate statistical approaches, and many factors relevant to the use and evaluation of specific experimental technologies [5,8e10] . While the scientific community should be concerned by the prevalence of these issues, the good news is that they are, in theory, remediable. Because the scientific community is highly decentralized, and is really a community of communities with scientists who greatly prize their independence, designing an effective and actionable approach to addressing these problems is challenging.
Poorly characterized reagents
To produce experimental results that are both true and reproducible, key reagents must be well described and they must be capable of producing the claimed measurement outcomes. Problems with reagents, including antibodies, cell lines, chemical agents, and experimental animals, are the source of many issues in irreproducible studies. Antibodies that claim to have specificity for antigens, but lack such, commonly continue to be employed [28] even after the demonstrated lack of specificity has been published. There are well documented examples of widely employed cell lines being misidentified as having a specific lineage or properties [29] . There are also many complexities in the use of animal models, especially mouse models. How these may lead to poor reproducibility as well as failure to predict outcomes when applied to humans has recently been reviewed [30] .
Deficient oversight, training and mentorship
In most modern biomedical labs, the responsible leader is the principal investigator, but most or all of the work is carried out by students, post docs or technicians. One of the responsibilities of the PI is to assure that their trainees receive proper education in experimental conduct and data analysis. Although provision of formal curricula is necessary, education must go beyond lectures on research methodologies and responsible conduct, the impact of which, even if well designed, may be limited [31] . There must also be increased attention to behaviors and attitudes in group and individual meetings that reinforce correct approaches. The "hidden curriculum", e.g. how a lab leader approaches issues of appropriate research conduct in real time, may be more important than the formal curricula in these areas.
Complex collaborative arrangements
For many good reasons, research today increasingly extends across scientific boundaries, requiring collaborations to bring together disparate techniques and approaches. As a result, a single PI may be more reliant than ever before on the contributions of collaborators, whether geographically local or distant. While the diversity of research approaches and the collaborations required to accomplish them do advance research progress, they create new challenges for those responsible for the accuracy and integrity of the published work. The veracity of an entire publication is assumed, at the very least, to be supported by the senior and corresponding author. But if that author is Commentary either unaware of key experimental issues addressed by a collaborator, or cannot understand them at a sufficiently critical level, the opportunity for unacknowledged flaws is enhanced. This doesn't imply that each author must have equal insight into all aspects of a complex investigation. But on the other hand, claiming ignorance about details of a paper conducted by collaborators may not succeed as a defense if flaws or misconduct are later identified.
5.5. Inappropriate responses to incentives distinct from those directly related to the conduct of science Scientific research typically begins with a scientist who desires to understand the workings of the world. Objectivity and honesty are essential tools and values throughout the process, as is the ability to generally trust the work of others. But scientists are human, and, of course, fallible. They live in a world filled with incentives that conflict with behaviors required to find the truth. When such incentives collide with a diverse community of scientists with different life situations and values, it should not be surprising that some will exhibit behaviors inconsistent with the dispassionate pursuit of the truth. What are the key external incentives that may oppose the simple search for truth in research? Science is a career as well as a calling. So concerns about academic appointments, grant funding, compensation, and fame are ever-present during the conduct of research and, as choices are made, about its publication and dissemination. The highest professional standards for the ethical conduct of research require that such exogenous incentives not affect the integrity of research conduct, analysis, and reporting, and I believe this is most often the case. But this line is too often crossed, perhaps more so today when researchers, having been drawn into research during a period of relatively plentiful funding, are experiencing increased difficulty obtaining funding to support their research and compensation. Much more needs to be done to explore this issue. We must understand how and why scientists sometimes cross the line between rigorous objectivity and practices that violate it, tempted by what they may see as short term benefits, though in the end these decisions are self-defeating. A second line that may be crossed is hard to delineate in some cases: the point where "questionable practices" transform into research misconduct, against which strong sanctions are required. The official NIH definition of misconduct includes fabrication, falsification, or plagiarism in proposing, performing, or reviewing research, or in reporting research results [32] . Fabrication and plagiarism are quite clear in their meanings. But what about falsification? The NIH definition for falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results such that the research is not accurately represented in the research record [32] . Frequently, the question is: where do sloppiness, wishful thinking, and, perhaps, morally innocent selectivity in data presentation transition into falsification? A key element in making the distinction is whether there is intention to deceive, as opposed to errors, self-deception, or honest differences of opinion. It should be obvious that such distinctions are very difficult to make in individual cases. Those individuals required by circumstance and institutional role to make these difficult distinctions face an onerous task, since intention is often hard to assess, and careers typically hang in the balance. The above discussion of conflicts between scientific objectivity and incentives that may oppose it has stressed those conflicts potentially related to career advancement, research funding, employment compensation, and even fame. Another class of incentives that could promote unscientific behavior relates to financial incentives from a researcher having links to commercial/pharmaceutical development. Though these conflicts of interest surely exist, and must be disclosed, their contribution to the problem of research irreproducibility writ large, especially as relates to basic and translational research, is likely quite small compared to the more prevalent incentives related to career considerations.
Ethical lapses and sociopathy
There are many well documented and reported cases of scientists engaging in the willful fabrication and/or falsification of data that makes its way to publication, only to be retracted after the duplicity is discovered [33] . Such cases are not new in the history of science. In some cases, the extent and duration of such fabrication/falsification is astounding. An individual committed to and highly skilled in such deception can make it difficult or impossible for colleagues, and certainly reviewers and journals, to identify the fraud. On the other hand, in many such cases retrospective analysis revealed signs that should have provided vigilant colleagues reason to suspect, well before publication, that all was not well with the perpetrator and the data. Apart from cases of misconduct that reach public awareness, the data on frequency of such events is limited. In 2010, the NIH Office of Research Integrity (ORI) received 155 allegations of research misconduct, and closed 31 cases of which 9 led to findings of research misconduct [34] . This order of magnitude is consistent with my experience overseeing a highly professional and organized process for adjudicating misconduct inquiries at Harvard Medical School for nine years. Another quite different approach has used survey data, where scientists were asked how often they themselves, or others they knew, had committed acts of fabrication, falsification or cooking of data. In one meta-analysis of such surveys [35] , 1.97% of scientists admitted to having personally fabricated, falsified or modified data at least once, and up to 33% admitted to other "questionable research practices". When surveyed about the behavior of their colleagues, 14% said they believed colleagues had falsified data, and 72% said colleagues had committed other questionable practices. 5.7. Incentives produced by the major funders of bioscience research NIH and other funding agencies place great emphasis on, and often have requirement for, research proposals with well delineated hypotheses and "expected findings", some of which are expected to have been demonstrated at the time of grant submission. It has been persuasively argued that this approach to both conducting and funding science has major conceptual flaws [36] . As relates to the issue of reproducibility, a key flaw of this requirement is its' placing the scientist in a position where data is filtered through the lens of the stated hypothesis, in a way that promotes expectation of a particular result, and biases against, or promotes rejection of, contradictory evidence. It is easy to see how this construct puts great pressure on a scientist to avoid falsifying the hypothesis upon which their grant was funded, even when evidence suggests this is the most rational approach.
Incentives produced by the publishing system
The process for reviewing and accepting manuscripts for publication may also create incentives to publish irreproducible results. There are several possible ways this may occur. Some journals, referred to as "predatory journals", are a small subset of open access journals that charge authors publication fees and claim to have rigorous peer review, but publish papers with minimal or shoddy peer review, and are magnets for shoddy or even fraudulent science [37] . On the other end of the spectrum, many highly prestigious and sought-after journals seek to publish papers that make exciting claims that will generate buzz in the scientific community and garner press attention, goals that are easy to understand. To accomplish this goal, their decisions to accept papers are sometimes contingent on authors producing specific results suggested by reviewers or editors. Such an approach is distinct from criteria for acceptance that primarily demand well conducted studies where data support the conclusions and findings advance the field. The highest impact journals can easily afford to pass on such papers. Sometimes these editorial requests occur late in what is too often a lengthy review process, causing authors to fear loss of priority, or inability to use the acceptance in support of grant submissions or promotions. The power of such journals, reflecting in part the ability of their decisions to influence funding and promotions, creates a strong, if misplaced, incentive to fulfill the editorial requests. We may surmise that some investigators make decisions in data selection that they would not make absent the high stakes editorial exchanges. To describe this sequence is in no way to justify it. There is also a more prevalent problem of publication bias [38] , wherein new and positive findings are far more easily published than are confirmatory or negative findings. Very often, the latter go unpublished, to the detriment of scientific knowledge.
POTENTIAL RESPONSES TO ADDRESS THE PROBLEM OF RESEARCH IRREPRODUCIBILITY
The first, and a necessary step in addressing this issue, is to accept that it is real and important, even if its prevalence is uncertain, and requires concerted responses by and on behalf of all elements of the bioscience research community. Despite its importance, we should recognize that there are many countervailing forces working against this. First, many scientists believe that the problem is exaggerated, either in its prevalence or impact. These people see the system as working well, and/or they remain unconvinced of the problems' salience based on the literature or their personal experience. In fact, the extent of the problem may vary widely between fields and subfields, so the academic response might not be uniform across fields. Second, some believe that despite the problems, science will in due course sort out these issues, as it always has. Some of these people believe that what they see as "bureaucratic" efforts to counter irreproducibility will not succeed, which is likely true, and by placing additional burdens on already stressed researchers, could make the situation worse. Third, some are concerned that public discussions of these issues would provide ammunition to forces opposed to science and science funding. While this is indeed a risk, inaction seems to be a greater risk to the reputation of the field over the long term. Finally, some individuals and institutions fear diminished support from donors and organizations inclined to support research in response to public airing of these problems. It is my view that though many aspects of the prevalence and trajectory of irreproducible research are unknown, there is now sufficient evidence that this is a problem requiring attention and remediation. For the leaders of biomedicine to deny or ignore the problem today would be a strategic mistake. But, as discussed below, no one speaks for all of biomedicine, and no organization or component of the ecosystem can solve this on its own. And we must all be cognizant that intended remedies can have unintended negative consequences. I will outline some of the approaches that I believe should be considered. Others have commented on this important topic as well [39, 40] . 6.1. Enhance training in experimental design, statistics, proper use of reagents, data management, research and publication ethics, and clarify expectations for how to respond to concerns about these That this is necessary is obvious e such knowledge is at the core of what is required to do quality research. Most institutions have research training programs designed to address these issues, but it seems clear that additional focused efforts are needed. Institutions should consider how best to ensure that skilled educators and appropriate materials are available and effectively employed. Education is needed at all levels of training, including for faculty, who may have deficiencies in key realms of which they are unaware. In the end, faculty bear the greatest responsibility for both applying proper methodologies and educating their trainees. Leaders of institutions that conduct substantial research programs must make this area a priority.
6.2. Place a greater emphasis on the reproducibility and importance of published research by faculty and a reduced emphasis on the number of publications and journal in which they are published In an age when quantitative metrics are widely employed, including measures of article citations [41] and impact factor of specific journals [42] , we should be reminded that such metrics can hide major defects in the quality and reproducibility of published research. Though academic organizations seek to go beyond these metrics in their judgment of scientific quality and impact, and often succeed in this endeavor, my experience as dean suggests that this approach not infrequently fails. As difficult as it might be to accomplish, there should be a major effort to identify better metrics of research reproducibility and durable scientific impact. If developed, such metrics could support academic appointments and promotions and the response to cases where poor reproducibility is an issue. It would also be important for faculty review processes to accord greater credit to well-conducted studies that confirm or contradict published work. Although quantifiable metrics are a goal, it would be hard to have a better approach than one based on a deeply informed assessment by objective experts in the field.
Develop increased expectations for open data as the standard approach in all publications
This should apply not only to clinical investigations and "big data" assemblies where such expectations are already prevalent, but as much as possible to standard laboratory work. This would likely require use of quality lab data management tools, now lacking in many labs. Data being publicly available after publication would allow additional analyses to be performed and would facilitate identification of errors in published work [43, 44] . The FAIR guiding principles for scientific data management and stewardship (findable, accessible, interoperable and reusable) are a major global effort in this regard [45] .
6.4. Promote changes in scientific publishing to facilitate research reproducibility 6.4.1. New procedures by journals to enhance quality of manuscripts and reviews Such changes might include rigorous checklists to promote appropriate design features, enhanced statistical assessment by journals, and encouragement or requirement that raw data be provided during submission to be available online. As one example, Nature Press recently established such guidelines [46] , and Cell Press will soon be introducing a new approach to more structured, transparent, accessible reporting of methods in their publications [47] . How such guidelines are now and will be used and what their effects will be will require research, and publishers should be willing to share their findings.
6.4.2. Increased willingness to publish negative and confirmatory studies Efforts should be made to increase the ease of publishing well conducted studies with negative results, and studies that confirm prior research. Though such studies offer fewer incentives to both scientists and journals, for science as a whole they are of critical importance, and we should find ways to celebrate the best among them. Having said this, negative or confirmatory studies can be poorly done, sloppy, fraudulent, or defective in other ways, so high standards are important for publishing these studies as well. Although all journals should see the importance of doing this, their failure to date has led to new venues arising that specifically seek to accommodate negative studies [48] . High profile journals are beginning to take up the call to recognize and publish replication studies, sometimes creating new venues in which to do this [49] .
Clarify use of retractions
Develop an agreed upon and consistent approach for journals to manage retractions. This would include clear criteria for retractions versus corrections, how they are linked to published papers, and how the reason for the retraction or correction is explained, whether due to misconduct or a wide array of more innocent explanations.
Changes to the peer review process
The peer review process is a key gatekeeper for scientific publication, and, as such, how it operates is pertinent to the reproducibility of published work. This is a much larger topic than can be dealt with here, but a few key points are relevant to this discussion. If the major reasons for irreproducibility relate to poor experimental design, statistics, reagent reliability, and data selection, then reviewers (and editorial staff) could become more capable, collectively, of competently dealing with these topics in the course of reviews, realizing that the authors are ultimately responsible for the quality and integrity of the work. Apart from use of programs to identify image manipulation or plagiarism, reviewers and editors cannot be expected to identify most instances of willful and skillfully executed fraud. And the fact that reviewers are almost never paid for their efforts limits the incentive to be maximally attentive to the task. What changes to peer review would have the greatest opportunity to positively impact the reproducibility of research over the long term? I believe the most important changes would be to increase the trend of making the reviews themselves and various versions of the manuscripts available online, and more controversially, to strongly encourage or require reviewers to sign their reviews. There are many reasons to consider supporting these practices [50] , now employed by a limited number of both venerable and more recently launched publications [51, 52] . In addition to the inherent value of transparency in scientific understanding, this approach would disincentivize superficial and illinformed reviews, and those based on personal or professional conflicts, while incentivizing reviews of the greatest insight and quality. Indeed, the ability to cite high quality reviews and reviewers would for the first time permit the academic community to properly recognize them, impossible today since the relevant data are hidden. The major argument against reviewer identification is a concern that critical but honest reviewers could be subjected to consequential retribution by unhappy but influential authors. This is a real concern. But to the extent it is true, this brings dishonor to the scientific community and would need to be actively resisted, rather than be deployed as an argument for continuing a dysfunctional approach. Specific remedies must be designed. Another major benefit of transparent reviews would be to provide new data enabling research in the field of peer review. This could allow us to determine which review and editorial policies actually promote reproducibility and quality of published papers [53] . Though journals may be in possession of such data, there is a very limited tradition for their contributing research in this area [51] . I strongly believe that valuable insights into optimization of the review process to enhance reproducibility and quality would emerge. Two additional elements of today's publishing ecosystem merit brief comment as they may influence, over time, the reproducibility of published work. The first is the practice of placing manuscripts on "pre-print servers" for public comment prior to peer review and publication in traditional journals [54] . There are potential advantages and some risks of this practice, which has existed for quite a while in physics and mathematics. What impact its growing use might have on reproducibility of published research is currently unknown. A second new element relates to new venues for "post publication peer review", such as PubMed Commons [55] , PubPeer [56] and other sites, where participants discuss published data in variably moderated online communities. The potential ability of such venues to enhance scientific communication seems obvious. Although many discussions on PubPeer have questioned the validity of published data and some have even led to retractions, the fact that most discussants are anonymous has been challenged and is a topic of ongoing debate [57] . Overall, it seems likely that a robust capacity for extended online discussion of published research will eventually advance scientific progress, and may hasten discovery of problems with some papers, while creating unfortunate opportunities for anonymous and misdirected harassment in some cases. 6.5. Changes to the culture of scientific research It is well known that efforts to change culture, apart from changing rules, are exceptionally difficult and often unsuccessful. But we can start by identifying the cultural elements where change would be welcome. First among these would be to focus more attention on linking the respect we accord scientists to our assessment of the integrity of their work, attention to detail, the durability of their discoveries, and their ability to mentor junior colleagues along these dimensions. Unfortunately, these desirable characteristics do not always align with a scientists' academic rank, fame, recognition, level of funding, number of publications, or in which journals they are published. There is no simple approach to achieving this, but awareness and articulation of its importance by scientific leaders, and the broader research community, are necessary first steps.
CONCLUSION
I hope this commentary makes it clear that while more research into the nature and causes of irreproducible bioscience research is needed, we know enough today about the relevant facts to initiate remediating actions in many areas. Since so many institutions and cultural domains are involved, multiple approaches must be tried, with as much communication and, where possible, coordination among them. But we should not underestimate the difficulty of having these combined efforts produce clear benefits over a reasonable period of time. It should also be stressed that the goal of the entire bioscience research enterprise is increased knowledge and progress, not the highest achievable level of reproducibility, however defined. If the latter were to be taken as the dominant goal, it is very likely that the former would suffer. And a world in which highly reproducible papers combine to produce insights and discoveries of limited impact would not be a desirable one. So balance and judgment in addressing this issue are in the end critical, and these have not always be evident in much of the public discussion of this subject. One final cautionary note also seems necessary. While engaging in this effort, it is important to avoid casting the research community in an unnecessarily negative light. Every profession must work continuously to raise its professional standards. This field is no different. In my personal experience, and that of many people whose judgment I trust, the great majority of biomedical scientists are indeed motivated by a desire to discover the truth, and they conduct their research in an exemplary manner. I am immensely proud to be a member of this remarkable community, whose benefits to society will surely increase over time. As we undertake the necessary task of enhancing research reproducibility to accelerate scientific and medical progress, we must continue to accord this critically important community the respect, admiration and support that it deserves.
