Abstract-Recently, lattice-reduction-aided detectors have been proposed for multiple-input multiple-output (MIMO) systems to give performance with full diversity like maximum likelihood receiver yet with complexity similar to linear receiver. However, these lattice-reduction-aided detectors are based on the traditional LLL reduction algorithm that was originally introduced for reducing real lattice basis, even though the channel matrices are inherently complex-valued. In this paper, we introduce the complex LLL algorithm for direct application to the channel matrix which naturally defines the basis of a complex lattice. Simulation results reveal that the new complex LLL algorithm can achieve a saving in complexity of nearly 50% over the traditional LLL algorithm, when applied to MIMO detection. We also show that the algorithm can further be accelerated by pre-ordering the basis vectors prior to the lattice reduction. It is noteworthy that the complex LLL algorithms aforementioned incur negligible bit-error-rate performance loss relative to the traditional LLL algorithm.
I. INTRODUCTION
By exploiting the linearity of a communication channel and the lattice structure of the modulation, many detection problems can be interpreted as the problem of finding the closest lattice point. This lattice viewpoint of communication detection problems forms the foundation of many lowcomplexity high-performance lattice-based detectors such as the sphere decoder (c.f. [1] - [3] ). However, since the traditional lattice formulation is only directly applicable to a real-valued channel matrix, most conventional lattice-based detectors were derived based on the real-valued equivalent of the complexvalued channel matrix. This approach doubles the channel matrix dimension and may lead to an unnecessarily complicated detector. This insight suggests the possibility of deriving even simpler detectors for complex-valued channel matrices by introducing the complex lattice formulation.
Recently, by exploiting the lattice structure of flat-fading MIMO systems, lattice reduction is employed to improve performance of MIMO detection [1] , [4] - [6] and precoding [7] . The most commonly used and practical lattice reduction algorithm is the so-called LLL reduction algorithm [8] . A generalization of it, not just to complex but to Euclidean ring in general, was proposed in [9] . In this paper, we further reduce the complexity of this algorithm and apply it to MIMO detection. In addition, we show that by "pre-ordering" basis vectors, hence exploiting an extra degree of freedom in the Gram-Schmidt Orthogonalization (GSO) procedure (a key component of LLL), further saving in running time can be obtained. From simulation results, it is shown that the average overall complexity of our accelerated complex LLL (CLLL) reduction algorithms is nearly half of the real LLL (RLLL) reduction algorithm. Moreover, the bit-error-rate performance of MIMO detection schemes using CLLL-reduced basis are the same as that using RLLL-reduced basis. Thus, we achieve a saving of as large as 50% in the complexity of the reduction algorithm without sacrificing any performance.
LLL reduction is often treated as part of preprocessing and hence its complexity is shared by symbols within the coherent time. However, in the situation where the channel matrix changes relatively rapidly, i.e. fast fading channel, the complexity of this preprocessing part becomes crucial. Our reduction algorithm makes employing reduction-aided detection scheme, which is much better in performance than traditional schemes, practical even in fast fading channel.
The rest of the paper is organized as follows. In Section II, the system model and its lattice viewpoint, along with the notations used throughout this paper, are given. The CLLL reduction algorithm and the complexity analysis of it are then described in Section III. We show in Section IV how to further reduce the complexity by pre-ordering the basis vectors. In Section V, we present our simulation results. Finally, the paper concludes in Section V.
II. PRELIMINARIES

A. System model
Consider an n×m MIMO system consists of n transmitters and m receivers. The relationship between the transmitted vector x and received vector y is determined by
where
, representing a flat-fading channel, is a m x n complex matrix, in which each element is an independent complex random variable CN (0, 1), and w is the additive noise vector, in which each element is an independent complex random variable CN (0, 2σ 2 ). We assumed a fullrank MIMO system, i.e. H consists of n ≤ m linearly independent vectors. The transmitted vector x is drawn from a finite set C, representing the complex constellation being used. A lattice reduction algorithm is an algorithm that, given B, finds another basis B which enjoys several "good" properties. There are many definitions of lattice reduction. The most practically used is the LLL reduction algorithm [8] , whose running time is polynomial in the dimension of the lattice.
B. The complex lattice viewpoint
The LLL reduction can be employed to improve the performance of MIMO detection schemes, assuming that the channel-state information (i.e. the matrix H) is perfectly known at the receiver. For more details on this lattice viewpoint, see [1] , [4] , [10] .
C. Notation
The following notation is used throughout this paper. 
(z) and (z) are the real and complex parts of a complex number z respectively. z rounds z to the nearest integer, and if z is a complex number, it is done on both real part and complex part, i.e. z = (z) + i (z) . For real number r, |r| denotes its absolute value. For complex number z, |z| denotes its modulus: |z| = √ zz.
III. COMPLEX LLL REDUCTION ALGORITHM
In this section we describe a complex LLL (CLLL) reduction algorithm. Traditionally, LLL reduction is performed on the real-valued equivalent matrix of the complex matrix H [2, pp.81] (c.f. [6] , [7] ):
Since the reduced basis matrix does not generally have the symmetric structure as in (2), the detection part also has to be done in the real number field. This conversion, which causes a doubling in dimension, requires extra computations in the lattice reduction algorithm (preprocessing) as well as in the detection algorithm (processing) for some schemes. Our algorithm works directly in the complex number field. Although the cost for each complex arithmetic operation is higher than its real counterpart, simulation results reveal that the total number of operations required for CLLL is much fewer, leading to a much lower overall complexity of CLLL. Moreover, the quality of CLLL-reduced basis is the same as that of the real LLL (RLLL) reduced basis.
A. Principle of LLL reduction
Basically, the LLL reduction algorithm consists of 3 steps: 1) A modified GSO procedure as in [1] to compute H i := h * i 2 ; 2) Size reduction process that aims to make basis vectors shorter and more orthogonal by asserting the condition that | (µ ij )| ≤ 0.5 and | (µ ij )| ≤ 0.5 for all j < i; 3) Basis vectors swapping step. Two consecutive basis vectors h k−1 and h k will be swapped if some conditions on them is satisfied. The idea is that, after swapping, size reduction can be repeated to make basis vectors shorter.
The two steps, size reduction and basis vectors swapping, iterate until the swapping condition is not satisfied by any pair of h k−1 and h k . The resultant basis is said to be reduced. The swapping condition for LLL reduction, also called the Lovász condition, is:
where δ with 1 4 < δ < 1 is a factor selected to achieve a good quality-complexity tradeoff [8] .
After swapping h k−1 and h k , H k−1 , H k and some of the µ i,j needed to be updated to reflect the change. Instead of calling the GSO procedure again as in [9] , the updating formulas in [1] are executed to eliminate any unnecessary operations.
Algorithm CLLL gives the detailed description of our CLLL reduction algorithm. The algorithm also compute the unimodular matrix U, which is required for our lattice-reductionaided detection. This saves computational cost over explicitly calculating U = (H † )H . Note that the same algorithm can also be employed to reduce a real-valued lattice basis without any modification. Hence it can be viewed as a generalization of the traditional LLL algorithm.
B. Complexity analysis
The complexity of the LLL reduction algorithm depends on the random basis matrix H. For simplicity, we assume that n = m, i.e. the matrix H is a square matrix. It can be shown that the number of basis swapping performed for any H is O(n 2 log B) [8] , where B is the norm of the longest basis vector. Since the whole algorithm starts at k = 2, and must terminate when k = n, the part between lines 26-35 must be executed for O(n 2 log B)+n = O(n 2 log B) times. Therefore it can be seen easily that the complexity of LLL is actually dominated by this part, with overall complexity O(n 4 log B). To preliminarily evaluate how much complexity CLLL can be saved from RLLL, we consider the CLLL-to-RLLL Complexity Ratio (CRCR):
where K is an architecture-dependent factor meaning, on average, how many real arithmetic operations have to be executed per each complex operation. For example, if a complex addition requires 2 real arithmetic operations and a complex multiplication requires 6, then K = (6 + 2)/2 = 4 since the number of additions and multiplications are the same. However, there is one more factor affecting the complexity that we need to consider as well. Line 27 introduces a conditional test such that the part between lines 28-33, whose complexity is O(n 2 ), may be skipped sometimes. Denote P c (P r ) as the probability that this test is passed in CLLL (RLLL), then the CRCR (4) should be rewritten as:
In fact, result of our empirical studies, as shown in Table  I for n ≤ 22, indicates that both P r and P c are small and decreasing with larger n, i.e. this simple test alone can save much of complexity in both CLLL and RLLL. In addition, in CLLL this condition is about twice as often to be satisfied as in RLLL in our selected range of n.
As long as KP c /P r < 16, CRCR < 1, meaning that the complexity of CLLL is lower than that of RLLL. Our simulation results show that this is achievable.
IV. PRE-ORDERED BASIS VECTORS FOR FURTHER SAVING
To prove that the LLL reducion algorithm will ever terminate and, in fact, in polynomial time, the following positivevalued function is defined
Basically this function evaluates the lexicographical order of the sequence ( h * 1 , . . . , h * n ). It can be shown that this value is reduced by a factor after each basis vector swapping in the LLL algorithm. Since there is a lower bound on this value for a given lattice, the algorithm must terminate after a finite number of step. See [8] , [1] for further discussion on this proof.
Recalled that the first step of the LLL algorithm is the execution of GSO procedure. It can easily be shown that different permutations of original vectors would produce different set of orthogonal vectors, and hence different values of (6) . Therefore, some permutations give smaller initial values of (6 Note that this extra degree of freedom of the GSO procedure is rarely being investigated, since, in most applications, what is needed from it is the orthogonality.
The complexity of finding the optimal pre-ordering, i.e. the one that can achieve the maximum saving among all possible permutations, can be huge. One heuristical method that reduce (6) is to sort the basis vectors according to their norm. More precisely, let π be the permutation of basis vectors, then
Although extra cost is required to calculate (7), simulation results showed that this simple scheme is enough to further reduce the complexity of CLLL.
V. SIMULATION RESULTS
In this section we compare the average complexity and the bit-error-rate (BER) performance when the reduced bases were used in MIMO detection.
The average complexity was measured in terms of average number of floating-point operations (flops) being used. Simulations were performed in Matlab, in which the number of flops equals 2 for complex addition and 6 for multiplication. For real numbers, both addition and multiplication require 1 flop. Moreover, we assumed the costs of rounding and quantization are negligible when compared to floating-point addition and multiplication. The LLL factor δ was set to 0.99 for all cases.
We demonstrate the average complexity of LLL-reductionaided successive interference cancellation (LLL-SIC) detection scheme. The whole detection process can be divided into two parts: preprocessing and processing. The preprocessing part includes these operations:
• Lattice reduction of channel matrix H.
• QR decomposition of the reduced channel matrix H . And the processing part includes:
• Matrix multiplication Q H y.
• Successive nulling and cancellation.
• Unimodular transformation Ux , wherex is the vector obtained by successive nulling and cancellation; and rounding of the resultant vector to the closest modulation symbol vector. Note that QR decomposition can be replaced by GSO, which decompose H into G consists of orthogonal column vectors and upper triangular matrix M T of all µ ij . One might wonder if some speed could be gained by actually keeping the whole vectors h * i , instead of just their squared norms, in our LLL reduction algorithm such that G could also be obtained after the reduction. However, by doing so, many extra flops are required for updating after basis vectors swapping. Simulation result shows that this costs even more than computing a "standalone" GSO on the reduced basis afterward. Therefore we despise this integrated approach. In addition, the complexity of the QR decomposition and the computation of Q H together is smaller than the complexity of GSO and the computation of G † [11] . Hence we employed the QR decomposition for our LLL-SIC detection.
1 Table II shows the average complexity of the preprocessing and processing part of LLL-SIC. It can be seen that, by working on the complex number field and pre-ordering the basis vectors, the complexity of the entire preprocessing part was reduced by 39.9% for n = 2 (i.e. a 2-transmitter-2-receiver system), and reduced by somewhere between 40.8% to 52.4% for larger n.
In particular, the saving of the proposed CLLL reduction algorithm over traditional RLLL is about 44.2% to 50.5% for our selected range of n. The percentage saving can actually be approximated by substituting P c /P r from Table I and K = 4 into the CRCR (5), and then compute 1−CRCR. The computed values are also shown in Table II as a reference. Moreover, we see from Table I a tendency that P c /P r is decreasing, which would result in a larger saving, with larger n. Our simulation results also show a similar trend.
Furthermore, for n > 3, pre-ordering helps reducing the complexity of CLLL. An additional 10.1% of saving were achieved, when n = 16, by pre-ordering basis vectors with our simple ordering scheme. From simulation results it can be expected that the saving will be larger with larger n.
About 40.4% to 47.1% of flops were saved by computing QR decomposition in the complex number field. Since QR decomposition requires O(n 3 ) field operations [11] , by avoiding the doubling of dimension only 1/8 of the operations were needed. We also assume the number of complex number additions are roughly the same as the number of complex number multiplications. So, on average, 4 flops are required for 1 complex number operation. We can expect the saving of this part approaches 4/8 = 50% for sufficiently large n. The processing part, on the other hand, requires the same number of flops for both real and complex in LLL-SIC. The complexity of this part is O(n 2 ) field operations, therefore the saving obtained by avoiding dimension doubling is cancelled by the extra flops required for complex arithmetics. If more complex schemes, i.e. algorithm that requires Ω(n 2+ξ ), ξ > 0 field operations, saving may also be obtained in the processing part by working on the complex number field.
The BER performance when traditional RLLL-reduced and CLLL-reduced (with pre-ordering) basis were used in MIMO detection is shown in Figures 1 . The MIMO system being tested was a 6 × 6 system (i.e. 6-transmitter-6-receiver system), using modulation 64-QAM, and without any channel coding and space-time coding. Hence each transmitter transmits its own independent symbol stream, corresponding to a MIMO system with maximum multiplexing gain. The lattice-reduction-aided detection schemes being examined are SIC and zero-forcing (ZF). For reference, the performance of simple ZF, SIC, V-BLAST [12] and MLD using sphere decoder [10] is also shown.
From Figure 1 , it can be seen that, in terms of BER, RLLL and CLLL reduction-aided schemes are very similar, and both of them can achieve full diversity gain as MLD. This shows that the quality of basis obtained by traditional LLL and our proposed CLLL are the same. The complexity saving obtained does not come with any loss in performance.
VI. CONCLUDING REMARKS
In this paper, we extended the traditional LLL algorithm for complex lattice reduction. The resultant complex LLL algorithm was applied to complex-lattice-aided MIMO detection. We showed by simulation that the complexity of the complex LLL algorithm is nearly half of that of the traditional algorithm. In addition, we showed that a further saving can be obtained by pre-ordering basis vectors prior to reduction. The complex LLL algorithm with basis vectors pre-ordering can achieve a total reduction of nearly 52% on the average complexity without any performance loss.
