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Abstract—Existing image gradient based active contour ap-
proaches are largely based on fitting the evolving contours ac-
cording to edge strength, i.e. gradient magnitude. For making full
use of the directional information of the image gradient vectors,
we propose a novel gradient convolution field (GCF), which can
be conveniently obtained by convolving the image gradient vector
field with an inverse distance kernel. The divergence of this vector
flow is effectively a region indication function and can be as an
evolving velocity in active contour models. Based on this region-
like geometric property, a novel deformable model is proposed.
Subsequently, we show its explicit relationship to the most recent
MAC model and present an efficient vector field nonlinear
diffusion to refine the GCF field efficiently, which performs
much better than the scalar diffusion approach in the MAC
model. Then, a global minimizer of the proposed deformable
model is formulated using convex relaxation. By combining
with the Gaussian filtering for reinitialization free, our global
solution scheme can perform comparable to region based global
minimizers. Due to GCF being automatically adaptive in higher
dimensions, the proposed deformable model is naturally extended
to 3D and both of 2D and 3D versions are implemented using
the level set method. In addition, we implement an intrinsically
regularized level set scheme, which allows the level set to evolve
without re-initialization and concurrently has the ability to
develop new contours away from existing ones. We reveal that
this regularized level set scheme is functionally analogous to
the proposed global minimizer. Superior performance has been
achieved compared to the state-of-the-art edge based approaches.
Index Terms—Deformable models, MAC, nonlinear diffusion,
global minimization, level set method.
I. INTRODUCTION
CONVENTIONAL image gradient based active contourmodels, such as [1], [2], rely on contour fittings using
local intensity discontinuity and generally have difficulties in
dealing with boundary concavities, weak edges and image
noise. In particular, this local optimization approach is highly
initialization dependent and prone to local minima [3]. There
has been a multitude of works on the improvement of these
gradient based approaches. Most of them are mainly based on
edge strength or magnitude of image gradient. The directional
information of image gradient has been explored only to
a limited extent. On the other hand, gradient direction or
orientation contains important information in describing object
boundaries. For example, its spatial coherence can effectively
suggest whether or not an edge is present. Strong gradients
with large directional variation are more likely caused by
noise than object boundaries. Image gradient vectors with
small magnitude but strong spatial conformity is in fact a
good indication of weak edges, which can be crucial to
preserve in object segmentation using active contours In [4],
H. Zhang and X. Xie are with the Department of Computer Science
Department, Swansea University,Swansea SA2 8PP, United Kingdom e-mail:
Xu and Prince proposed to use a vector diffusion equation
that diffuses the gradient of an edge map to increase the
contour capture range and also to reduce noise interference.
Kimmel in [5] proposed a region and edge combined approach,
where an alignment measure is used to optimize the orientation
of the contour with respect to the image gradients. In [6],
Vasilevskiy and Siddiqi proposed an active contour model
specifically designed to segment elongated, thin structures
with consistent contrast, such as blood vessels in angiograms,
by incorporating the direction of an appropriate vector field
in defining the flux maximization geometric flow. However,
various adversities such as convergence and locality issues
prevent these approaches from dealing with the mentioned
problems efficiently [7], [8].
Recently, there have been a few research works on physics-
inspired deformable modeling. In [9], a charged-particle model
(CPM) based on electrostatics was applied to localize object
boundaries by assigning opposite charges to edge pixels and
free particles so that the particles are pulled towards edges
while repelling each other. Although this approach does not
suffer from those convergence issues, the fact that particles on
weak edges may be attracted to nearby strong edges often
causes broken contours to be formed. In [10], the authors
adapted the CPM model into an active contour model and
showed subsequent improvements. However, the dominant
force is static and its dynamic behavior due to repulsion force
can be difficult to predict. Similar work based on electrostatics
has been reported in [11].
In [8], instead of assigning fixed charges, the authors allow
the charges flow through the edges and then leads to generating
a magnetic field. The active contour, carrying similar flow of
charges, is attracted towards the edges under this magnetic
influence. The direction of the currents, flows of charges,
running through object boundary is estimated based on edge
orientation, which is obtained by a 90 rotation in the image
plane of the normalized image gradient vectors (I^x; I^y), where
I denotes an image. The image plane is considered as a 2D
plane in a 3D space whose origin coincides with the origin
of the image coordinates. Additionally, the third dimension of
this 3D space is considered perpendicular to the image plane.
Thus, the object boundary current direction,O(x), is estimated
as:
O(x) = ( 1)( I^y(x); I^x(x); 0); (1)
where x denotes a point in the image domain,  = 1 gives an
anti-clockwise rotation in the image coordinates, and  = 2
provides a clockwise rotation. Since the active contour is
embedded in a signed distance function while using the level
set representation, the direction of current for the contour,
denoted as , is similarly obtained by rotating the gradient
vector r of the level set function . Let f(x) be the
magnitude of image gradient or edge strength; usually, the
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magnitude of boundary current is considered proportional to
edge strength. The magnetic field B(x) generated by gradient
vectors at each pixel position is computed as:
B(x) =
0
4
X
s6=x
f(s)O(s) R^xs
R2xs
; (2)
where 0 is the permeability constant, s denotes an edge pixel
position, R^xs denotes a 3D unit vector from x to s in the
image plane, and Rxs is the distance between them. The active
contour is assigned with unit magnitude of electric current.
The force imposed on it is derived as:
Fm(x) / (x)B(x): (3)
The magnetostatic active contour (MAC) model is then
formulated as:
Ct = g(x)N^+ (1  )(Fm(x)  N^)N^; (4)
where g = 1=(1 + f),  denotes the curvature, and N^ is
inward unit normal. Note, Fm lies in the image domain and
its third element equals zero, which can be ignored. The
MAC model showed significant improvements on convergence
issues, e.g. reaching deep concavities, and in handling weak
edges and broken boundaries [8]. Derived from a different
physical phenomenon, the long range interaction force based
on the elastic interaction between line defects in solids in the
model proposed by Xiang et al. [12] is similar to the magnetic
force used in the MAC model.
However, the presence of image noise will inevitably disturb
the gradient vectors and cause irregularities in the estimated
edge orientation O, which will in turn affect the magnetic
field computation (see (2)). The authors in [8] proposed a
scalar field diffusion to refine the magnetic field. However, this
approach is problematic since there is a great risk of positive
and negative magnetic flux canceling out each other which
hampers the desired diffusion from strong edges to propagate
into noise dominant regions. In addition, the denoising strategy
proposed in [12] requires either multiple trial segmentations
or independent contour shrinking.
In this paper, a novel deformable model is proposed by mak-
ing use of information from both magnitude and orientation
of image gradient, which can deal with the difficulties that the
traditional methods are hampered. The main contributions of
this paper are summarized as:
 We propose to use a novel gradient convolution field to
help extracting image feature, which can be considered as
a region indication function and has explicit relationship
to the MAC model.
 A deformable model is derived using the divergence of
the proposed vector field as the static external force,
which can naturally extended to higher dimensional
spaces. The 3D deformable model is numerically imple-
mented by applying the level set method.
 A tensor diffusion scheme is proposed to diffuse the
vector field in order to improve the performance of the
deformable model, which The edges are better preserved
and image noise can be more efficiently removed, even
though they may appear far from strong edges.
 An intrinsic level set regularization scheme is proposed
for the derived deformable model, which is motivated
from smoothing the transition between different level sets,
so that contours can be arbitrary initialized and still be
able to localize objects, which is functionally analogous
to the proposed global minimizer.
 The convex relaxation strategy is used to formulate
a new energy functional in terms of the derived de-
formable model and thus the global optimization scheme
is achieved. The numerical implementation is realized
using the level set method while the isotropic Gaussian
filtering is employed to maintain the level set function as
an signed distance function for avoiding the reinitializa-
tion issue.
In experiments, various synthetic and real world images are
used to examine and validate the effectiveness of the proposed
method both in 2D and 3D, where two state-of-the-art global
minimizers are employed to perform the comparison.
II. PROPOSED METHOD
Inspired by physics-based methods, e.g. [9], [13], in Section
II-A we derive a gradient convolution field by convolving the
image gradient field with an inverse distance kernel function.
Unlike those approaches, our convolution is carried out on the
spatial components of the image gradient field, instead of its
magnitude alone, so that both the magnitude and directional
information are utilized. Based on the proposed vector field,
a deformable model is derived, which is easily extended to
higher dimensions and is intrinsically associated with the MAC
model. In Section II-B, for dealing with noise interference
more efficiently, a nonlinear diffusion method is proposed to
refine the gradient convolution field by considering the direc-
tional role in diffusion process. This is fundamentally different
from [8] where post-processing is adopted. For improving the
performance of the derived deformable model, a regularized
level set method and its implementation are presented in
Section II-C, which allows perturbations away from existing
contours so as to create new contours. Furthermore, a global
minimizer of the derived deformable model is presented in
Section II-D using convex relaxation so that this new global
formulation can successfully eliminate the locality issue and
produce the initialization-independent result. For avoiding the
re-initialization, an isotropic Gaussian filtering is used to regu-
larize the level set function in the numerical implementation of
the derived global solution scheme. In addition, functionally,
it is revealed that the regularized level set method in Section
II-C is analogous to the proposed global minimization scheme.
Finally, in Section II-E, we extend the derived deformable
model to high dimensional spaces and provide the level-set
solution scheme for the 3D case.
A. Image gradient convolution field and its derived de-
formable model
In [13], Li and Acton used a vector field convolution of
the image edge map as an external force to attract the active
contour towards image boundaries. The vector field kernel
k(x) consists of radial symmetric vectors pointing towards the
center of the kernel, and is given as k(x) = m(r) r^; where
m(r) is the magnitude, r = jxj is the distance from the kernel
origin, and r^ =  x=r is the unit vector pointing to the origin.
The force derived from this vector field convolution at x can
then be written as:
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Fv(x) = f(x) k(x): (5)
The magnitude m(x) of the vector field kernel should be a
decreasing positive function of distance from the origin, and
can be defined as m(r) = (r + ")  , where " is a small
constant to avoid division by zero and  controls the speed of
spatial degradation. When choosing " = 0 and  = 2, the force
between edge pixels and active contour conforms to Newton’s
law of universal gravitation in physics [13], and (5) can be in
effect computed as:
Fv(x) =
X
s 6=x
f(s)
R^xs
R2xs
: (6)
This external force is in fact equivalent to the fundamental
force interaction used in [9] where the electrostatic theory is
applied.
However, none of these methods takes into account the edge
orientation or gradient direction in deriving the external force
fields. To this end, we propose a similar kernel convolution
process but it takes place on the image gradient vector field,
instead of the edge map which only contains its magnitude
information. Let riI = f I^x and rjI = f I^y denote the two
components of the image gradientrI in the image coordinates
(i; j), respectively, i.e. rI = (riI;rjI)T . We carry out the
convolution computation on both components. Note, since we
are not going to treat the convolution results directly as force
field to evolve the active contour as in [9], [13], a scalar kernel
function is used. It simply takes the form of k(x) = m(x).
Moreover, we choose the magnitude function m as an inverse
of distance, i.e. m(r) = 1=r with  = 1, instead of inverse of
squared distance. However, we show later that since we further
compute the spatial derivatives of the convolution results, the
spatial decay is actually raised to power of two, i.e.  = 2.
Thus, the result of this convolution process can be expressed
as:8<: Ei(x) = riI  k(x) =
P
s 6=x
riI(s)
Rxs
=
P
s 6=x f(s)
I^x(s)
Rxs
;
Ej(x) = rjI  k(x) =
P
s6=x
rjI(s)
Rxs
=
P
s 6=x f(s)
I^y(s)
Rxs
;
(7)
where E = (Ei; Ej) denotes the resulting gradient convolution
field (named as GCF). Due to the smoothing effect when ap-
plying the kernel function, the original image gradient vectors
have extended their influence from immediate vicinity of edge
pixels to much larger neighborhood. In fact, the computation
in (7) is across the whole image domain. It takes similar
form to [13], but with more extensive spatial smoothing. We
may directly use this vector field GCF as an external force to
evolve the active contours. However, this will lead us to those
similar convergence problems that GVF/GGVF [4], vector
kernel convolution [13] and many other vector field based
methods have suffered from as mentioned earlier. Instead, we
show its fundamental relationship to the MAC model [8] and
formulate a new deformable model with this vector field. We
also demonstrate later how we can further refine this gradient
convolution field in order to achieve more robust segmentation.
Using the relationship between the magnetic field B and the
GCF E(x) (see the inference in Appendix (A)), the magnetic
field shown in (2) can be indirectly calculated:
B(x) =
0
4
(0; 0; B); B = r E(x) = r  (Ei; Ej) (8)
where B is the divergence of GCF and actually is the third
component of the magnetic field B and the external force
in the MAC model (4). In addition, the B value can be
geometrically interpreted as the change rate of the GCF along
the normal direction. Thus, the GCF E = (Ei; Ej) presents its
explicit relationship to the magnetic field in the MAC model
by imposing the divergence operator on it as shown in (8).
Accordingly, the divergence of GCF B is generated from
geometric interactions between the object boundary and the
active contour, which can be as the evolution velocity (external
force) for attracting the curve to the boundary. Thus, the shape
of the contour can be formed by the normal component of this
velocity ( B) and the evolution equation can be described as:
Ct =  B(x)N^: (9)
where N^ is the unit inward normal.
For contour smoothing, the curvature flow is added to (9).
Thus, a novel deformable model, just based on the proposed
GCF without any assumption, can be formulated as follows.
Ct = g(x)N^  (1  )B(x)N^: (10)
Furthermore, due to the relationship between the evolution
velocity B and the GCF, (8) allows us to indirectly refine
the B in (10) by diffusing each component of E = (Ei; Ej),
instead of postprocessing B as proposed in [8] which, as we
show in the next section, is problematic. As expected, in the
subsection II-E we can naturally extend the proposed vector
field GCF to 3-D and (10) is then readily applied to the 3D
case.
B. Gradient convolution field diffusion
Here, we present a nonlinear diffusion method to refine
the vector field GCF in order to enhance object boundaries
and reduce noise interference. We first examine the role of
magnetic field B in the MAC framework and the limitation of
magnetic field post-processing in [8], which then leads to the
proposed diffusion scheme in terms of GCF.
Let us incorporate (3) into (4) and re-write (4) as:
Ct = g(x)N^+ (1  ) (B(x) M) N^; (11)
where M = (N^; 0) is a binormal unit vector (this forms
the image plane), which is computed as the cross product of
level set normal and its tangent vector, and it is perpendicular
to the image plane. The external force in the second term
is thus a projection of the magnetic field B onto the image
plane, i.e. B in (8). A positive projection will force the contour
to expand and a negative projection will shrink the contour,
which acts in a similar way as what a region indication
function does in a region based approach, however, this is
derived from the edge based assumption.
This fundamentally explains why the MAC model does
not suffer from those convergence issues related to other
vector field based methods, such as GVF [4]. It is also
evidently clear that B plays the dominant role in the MAC
segmentation. From (7) and (8), we can see that the success
in finding meaningful B largely depends on the conformity
of image gradients, not only in their magnitude but also their
orientation. The presence of image noise will inevitably disrupt
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the gradient orientation, as well as magnitude, which creates
fluctuations in the magnetic field B. It is also worth noting that
regions away from strong edge pixels suffer more from image
noise due to spatial decay of image gradient interactions.
As derived in in (8), B = 04 (0; 0; B). Thus, the authors in
[8] argued diffusing the scalar field B in the image domain
was sufficient:
@
@t
B(x) = p(B(x))rrB(x) q(B(x))(B(x) B(x)); (12)
where the initial state B(0;x) is set to B(x), and functions
p and q are given as: p(B(x)) = e 
jB(x)jf(x)
K , q(B(x)) =
1   p(B(x)), where K is the diffusion parameter. Weighting
the flux density magnitude with f in the diffusion term, p,
attempts to ensure there is as little diffusion as possible at
the object boundaries, while homogeneous areas will generally
have small flux density due to a lack of support from edges,
resulting in substantial diffusion.
(a) (b) (c) (d) (e) (f)
Fig. 1: (a): A test image contains a horizontal edge; (b): Its magnetic
field visualization; Brightness corresponds to magnitude. Blue color indicates
positive flux, and red indicates negative. (c): A noisy image; (d): Initial
magnetic field; (e): Diffusion result using [8]; (f): magnetic field computed
from our diffusion result.
However, this diffusion has an unintended effect of cancel-
ing out positive and negative magnetic field on strong edges,
which are supposed to be preserved. Let us consider a simple
horizontal edge as shown in Fig. 1a. From Fig. 1b, we can
see that the center of the edge has magnetic field close to
zero. The magnetic field is perpendicular to the image domain.
Image gradient vectors on opposite side of an edge produce
opposing magnetic field. This means that the preserving term q
is ineffective as cancelation of positive and negative magnetic
flux inevitably occurs around the edge. It creates a dilemma
when strong diffusion is needed to overcome noise interference
further away from edges. A larger diffusion will introduce
more diffusion at strong edges, causing them diminishing
at a faster speed due to cancelation which restrains their
ability to influence regions further away from edges. A smaller
diffusion, however, may not meet the desired diffusion effect.
Fig. 1c-1e gives an example when noise interference is strong.
The diffusion in [8] is no longer effective.
For our proposed GCF E, as described in (7), the direction
of the vectors E is along image gradient direction and the
divergence of E correlates to the edge strength. In addition, (8)
presents a clear quantitative relationship between the external
force B in the deformable model (10) and the GCF E. Thus,
instead of post-processing B, we propose a nonlinear diffusion
of E before computing its divergence for obtaining the external
force B. Nonlinear diffusion, eg. [14], has been found useful
in a range of applications, such as image denoising [15] and
vector flow visualization [16]. Consider a class of nonlinear
parabolic differential equation of the following kind:
@
@t
u r  (D(ru)ru) = F(u0); (13)
where u(t;x) is the diffused version, t can be considered as
the “scale parameter”, D =

a b
b c

is the diffusion tensor
(a positive definite symmetric matrix), F can be considered as
a penalty function which forces the diffusion result to conform
to certain criteria, and u0(x) = u(0;x) denotes the initial state.
In our case, E = (Ei; Ej) is a vector filed. Thus, the nonlinear
diffusion takes the following coupled form:
@
@tEi  r  (D(rEi;rEj)rEi) = F(Ei);
@
@tEj  r  (D(rEi;rEj)rEj) = F(Ej);
(14)
where Ei(0;x) = Ei(x), Ej(0;x) = Ej(x). The diffusion
tensor can be decomposed into two orthogonal components,
one of which is parallel to the local vector field and the other is
perpendicular to the local vector. The orientation of a vector in
the E field can be denoted as (  sin ; cos ) and its orthogonal
unit vector can be obtained as (cos ; sin ). Obviously, the
mapping R from image coordinates to this orthogonal coor-
dinates is computed as R =

cos  sin 
  sin  cos 

. Thus, (14)
can be re-written as:
@
@t
E  r 

RT

! 0
0 

RrE

= F(E); (15)
where ! is the diffusion function in the direction of the vector
field E and  denotes the diffusion function orthogonal to the
field. Note the divergence and gradient operations are applied
to each spatial component of E separately.
Fig. 2: In the first row, left: the noisy image (Im); middle: result using the
method in [8]; right: result using the proposed method. In the second row, left:
the magnetic field directly computed from Im; middle: diffused magnetic field
using Laplacian diffusion in [8]; right: diffused magnetic field using proposed
diffusion method.
A linear diffusion can be applied in the direction per-
pendicular to E that is along the edge direction. However,
considering the fact that we aim to have larger diffusion
where field vectors have smaller magnitude and preserve large
vectors that are spatially consistent, we select the weighting
function !(E(x)) = e  jE(x)j
3
K0 , where K 0 is the parameter
controlling the amount of diffusion and jEj 2 [0; 1]. However,
the magnitude of field vectors is raised to third order, since
the vector field spatially varies over several orders of mag-
nitude. Additionally, image noise introduces relatively larger
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(often isolated) E vectors. This nonlinear transformation thus
introduces more effective diffusion.
The diffusion along local vector field (gradient direction)
plays a critical role in propagating the field vectors from
strong edges to regions further away from them, which may be
dominated by image noise. Similar diffusion function can be
adopted, e.g. let  = !. Alternatively, if we wish to increase
the diffusion in this gradient direction, we can first compute
the magnitude of the directional gradient, jr(jEj)  v^?j, as a
measure of degradation along this gradient direction, v^?, and
then similarly define the diffusion function  as:
 = ejr(jEj)v^?j: (16)
The conformity function F on the right hand side of (15)
can be defined as F(E(x)) = E(x)   E(x) so that the
solution to (15) has a nontrivial steady state and it eliminates
the problem of choosing a stopping time [17]. Moreover,
we can add a weight to this term so that for regions that
require substantial diffusion, i.e. where ! is large, there is
less constraint on conformity. Thus, F can be defined as:
F(E(x)) = (1  !(E(x)))(E(x)  E(x)): (17)
The divergence of this nonlinear diffused vector field E, i.e.
the generated external force, provides a better attraction force
of object boundary to the curve, particularly in the presence of
image noise and/or textures. Fig. 1 shows a comparison of the
proposed diffusion against that in [8] on a noise corrupted
image. In Fig. 2, the original magnetic field, the diffused
magnetic fields using Laplacian and the tensor diffusion are
visualized in the second row respectively. The first row shows
the noisy image, the result using the method in [8] and the
result using the proposed method in this paper.
C. Level set implementation with a regularized scheme
Note the first term in (10) is effectively a weighted length
minimization flow and the second term can be viewed as a
weighted area minimization flow. Thus, the contour evolution
can be realized by minimizing the following energy functional:
E = 
Z


g(x)jrH()jdx+ (1  )
Z


~B(x)H()dx; (18)
where ~B is the divergence of the diffused GCF ( ~B = r  E
and E is found by solving (15)), and H(:) is the Heaviside
function. Minimization of this energy functional is possible
via gradient descent using variational calculus:
@
@t
 = gr 
 r
jrj

()  (1  ) ~B(); (19)
where (:) is the Dirac delta function. As in [18], we choose
(z) = =((
2 + z2)), with  = 1 so that its discretization
has a support larger than zero which permits the perturbation
away from zero level set.
However, without conventional level set periodic re-
initialization level sets close to zero level update much faster
than others due to the use of the delta function. This results in
steep gradient around zero level set, which causes irregulari-
ties, and can slow down the contour evolution as more levels
are pushed away from zero level set. Here, we impose intrinsic
regularization by explicitly smoothing the level set surface
using anisotropic diffusion. Consider the following Perona-
Malik [15] type diffusion equation:
@
@t
 = r  (c(; t)r); (20)
where c(:) denotes a diffusion function. Conventionally, level
set function is initialized as a signed distance field, which has
the characteristic of unit gradient magnitude [19], i.e. jrj =
1. Since we are only interested in reducing steep slopes and
flat level set surfaces away from zero level are encouraged
in order to develop new contours, we hence follow [20] and
define the diffusion function as c = H(jrj   1). Thus, the
level set diffusion can be formulated as:
@
@t
 = r  (H(jrj   1)r) : (21)
The diffusion is largely inactive when jrj <= 1 and actively
takes place when jrj > 1. The regularized Heaviside
function H = 12 (1 + 2 tan 1( z )), can be used to ensure
a smooth transition between different level sets. It is different
from [19] where level set is forced to conform to unit gradient
magnitude across the domain, which will prevent it from
developing new components. This diffusion predominantly
takes place around zero level set, where steep surface most
likely appears. It effectively minimize steep surfaces and also
smoothes the contour. Thus, we can replace the curvature term
and re-write the level set formulation as:
@
@t
 = r  (H(jrj   1)r)  (1  ) ~B(); (22)
This intrinsic regularization allows the level set function to
evolve without reinitialization and to efficiently develop more
sophisticated topological changes.
In the following subsection, it can be revealed that this
regularized version of the derived deformable model is actually
an analogue of a global minimizer with a smoothing scheme
of preserving an sign distance function.
D. Global minimizer with convex relaxation
As presented in [8], MAC or the derived deformable model
(10) demonstrates superior performance in initialization in-
variancy and convergence ability by applying a novel external
force in terms of global pixel interactions (produced from the
assumed magnetic field). However, the energy minimization
scheme of the deformable model (10) is homogeneous of de-
gree one in the level set function (weighted area minimization
flow) and then the relevant problem is non-convex, which
cannot guarantee its gradient descent to a stationary state.
As a consequence, this deformable model might converge to
local minima and lead to its performance typically depending
on initializations although it alleviates this limitation to some
extent in comparison with other gradient based active contour
models. Recent advances in optimization theory [21] allow
to cast the respective problem in terms of convex functionals
[22] so that its global minimizer can be found and thus the
independency of the initialization is taken for granted. In the
following, we infer how the global minimizer of the derived
deformable model can be achieved by following the similar
inference fashion in [22].
In the deformable model (10), without loss of generality, we
use a length minimization flow (total variation flow) instead
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of the previous weighted one in (18). In addition, the external
force term can be viewed as a weighted area minimization
flow. The contour evolution can therefore be described by
minimizing the following energy functional:
E1 =
Z


jrH()jdx+ (1  )
Z


B(x)H()dx; (23)
where B is the divergence of GCS and H(:) is the Heaviside
function. Minimization of this energy functional is carried out
using gradient descent:
@
@t
 = r 
 r
jrj

  (1  )B(); (24)
where (:) = H0 is the Dirac delta function. In fact, this
gradient descent equation has the same stationary solutions
with the following one:
@
@t
 = r 
 r
jrj

  (1  )B; (25)
where the delta function is simply omitted. Conversely, this
equation can be derived from the following energy:
E2 = 
Z


jr((x))jdx+ (1  )
Z


B(x)(x)dx: (26)
Consequently, the minimizer of the energy functional (23)
can be obtained by minimizing the functional (26). Unfortu-
nately, this energy functional will merely correspond to local
minima due to the following reason: for a long curve evolution,
the level set function could go to +1 when it is positive, and
to  1 when it is negative. For fixing this issue, we restrict 
in a closed set [0; 1] for the functional minimization. Thus, this
can convert the energy functional (26) to a convex functional
as the following theorem states:
Theorem 1: The global minimizer for the energy functional
(23) can be obtained by solving the following convex mini-
mization:
min0u1fE3 := 
Z


jrujdx+ (1  )
Z


B(x)udxg (27)
and then setting  = fx : u(x)  g for a.e.  2 [0; 1]. The
proof of Theorem 1 is presented in Appendix (B).
Following Theorem 1, the global minimizer of the de-
formable model (10) can be found by solving (27). In [23],
the projected gradient flow is proposed to carry out this
minimization scheme. We apply this solution scheme in the
minimization functional (27). Thus, the global minimizer is
obtained as the solution of the projected gradient flow:
@u
@t
=
8><>:
maxfdiv( rujruj )  (1  )B; 0g if u = 0;
minfdiv( rujruj )  (1  )B; 0g if u = 1;
div( rujruj )  (1  )B else:
(28)
where u is normalized to keep 0  u  1 during the curve
evolution.
In numerical implementation, the curvature term can be
calculated using the following equation with the forward-
backward method.
div(
ru
jruj ) =
D
 
x (
D+x uq
(D+x u)2 + (D
+
y u)2 + 
) +D
 
y (
D+y uq
(D+x u)2 + (D
+
y u)2 + 
);
(29)
where D  is the backward difference, D+ is the forward one
and  is a small constant.
For numerical reasons, the level set function needs to keep
the property of a desired signed distance function (SDF)
during the curve evolution. Usually, this can be achieved with
the reinitialization by solving a Hamilton-Jacobian equation
[24]. In our case, we take another strategy that an isotropic
Gaussian filtering of the level set function (LSF) is used to
constrain the LSF to be close to an SDF in the evolution,
i.e. u = u  G, which the solution scheme is similar
to the method proposed in [25]. This regularizing scheme
of the LSF is based on two considerations. One is that the
curvature term is degraded as a Laplacian function when the
SDF condition (jruj = 1) is satisfied. Thus, it is feasible that
a Gaussian filtering is used to be instead of the Laplacian
operation in (28) due to their equivalence [15]. The other
is that the Gaussian filtering can help smooth the level set
function while keeping it with the SDF property during the
evolution. Consequently, the curvature term in (28) can be
actually omitted because of utilizing the Gaussian filtering in
the algorithm implementation. Note that the  in the Gaussian
kernel is given 3 in our experiments. Thus, along with this
LSF regularization, (28) can be calculated in the evolution as
follows:
@u
@t
=
8<: maxf (1  )B; 0g if u = 0;minf (1  )B; 0g if u = 1; (1  )B else: (30)
In addition, the regularized solution scheme (22) in Sub-
section II(C) in effect is functionally analogous to this global
minimizer of the MAC scheme, which the LSF regularization
is achieved by employing a Heaviside function to keep the
SDF of the LSF in the context of local minimization that helps
enhancing the capture range as well. This can be addressed in
two aspects of the solution scheme. On the one hand, with the
regularizing of the Heaviside function, the right side of (22) is
approximately to be the value as obtained in (30); on the other
hand, the first term of (22) becomes a Laplacian diffusion of
the LSF when the SDF condition is not followed (jruj > 1),
which is actually the similar way used in the solution (30).
E. Active surfaces using GCF
In the higher dimensional case, the GCF can be obtained
by extending the definition in (7) with an appropriate kernel.
For n dimensions, the kernel k(x) : Rn ! R is defined as:
k(x) = 1=r with  = n  1, r = jxj is the distance from the
origin. Given the image gradient rI : Rn ! Rn generated
from the n-D image I , the GCF is calculated as follows:
E = (Ei1 ; :::; Ein) = (ri1I  k(x); :::;rinI  k(x)): (31)
where (i1; :::; in) are the image volume coordinates.
For 3-D case, accordingly, E = (Ei; Ej ; Ek) is actually
obtained with the following equations:8>><>>:
Ei(x) = riI  k(x) =
P
s6=x
riI(s)
R2xs
=
P
s6=x f(s)
I^x(s)
R2xs
;
Ej(x) = rjI  k(x) =
P
s 6=x
rjI(s)
R2xs
=
P
s6=x f(s)
I^y(s)
R2xs
;
Ek(x) = rkI  k(x) =
P
s 6=x
rkI(s)
R2xs
=
P
s6=x f(s)
I^z(s)
R2xs
:
(32)
Then, by generalizing (8) to the 3-D case, the change rate
of the GCF along the surface normal direction B in 3-D is
given as:
B = r E(x) = r  (Ei; Ej ; Ek): (33)
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Thus, by integrating (33) with (30), a level set solution of
surface evolution is naturally formulated for the 3D extension
of the deformable model (10).
In [26], a 3-D deformable model using the geometric poten-
tial force (GPF) is successfully proposed, which is obtained
by computing the total potential field G(x). Theoretically, the
derived B in (33) is actually equivalent to this G(x) that the
proof is presented in Appendix (C).
Due to the GCF being orthogonal to the surface, the
tangential plane with respect to GCF is actually parallel to
the surface. For coping with noise/artefact interferences in
image volumes, we just need to do the smoothing work
along the GCF. Thus, we employ the common used isotropic
diffusion/Laplacian for refining the GCF E. In accordance
with (32), the refined GCF can be obtained by solving the
following Euler equations.8<:
@
@tEi = p(Ei)Ei   q(Ei)(Ei   Ei);
@
@tEj = p(Ej)Ej   q(Ej)(Ej   Ej);
@
@tEk = p(Ek)Ek   q(Ek)(Ek   Ek);
(34)
where Ei(0;x) = Ei(x), Ej(0;x) = Ej(x), Ek(0;x) =
Ek(x), and p(y) and q(y) are given as:
p(y) = exp( jyjf=K); q(y) = 1  p(y)); (35)
where f = jrIj and K is a constant.
III. EXPERIMENTAL RESULTS
The proposed method has been tested on various synthetic
and real images. To better exhibit the effectiveness and effi-
ciency of our method, two state-of-the-art global minimizers
of active contour based techniques are employed to make
the comparison quantitatively and qualitatively, which their
derived convex formulations are achieved by introducing a L1
fidelity term instead of the L2 one in the energy functional that
is originally inspired by the global minimizer of the Chan-
Vese method (GMCV) in [22]. In addition, these solution
schemes benefit much from the unification of the comple-
mentary methods of the GAC and the Chan-Vese model and
thus significantly outperform GMCV [27], [28]. Conveniently,
the global minimizers based on the convex theory are named
the global convex segmentation (GCS). Due to using various
numerical solution schemes in the implementation of GCS,
their overall performances are quite different in practice. One
is to apply a dual formulation of the TV-norm for fast mini-
mization in the solution scheme [27] (DF-GCS); the other [28]
is to use a Split Bregman approach [29], [30] for providing
a much more efficient solver (SB-GCS) and overcoming the
drawbacks of the previous global regularized scheme [22], [27]
such as penalty issue and time-consuming. The algorithms are
implemented using MATLAB code and performed on an Intel
Xeon 2 2:50 GHz processors with 32 GB RAM.
A. Parameter Setting
Our algorithm was run with the following parameter set-
tings. For the computation of GCF in (7) and (32), the kernel
radius is set between N=2 and N (N is the smallest coordinate
of the image size) according to the situation. For solving
the tensor diffusion (15), the parameter K 0 is set to 0.5.
For the level-set implementation in (22), (28) and (11), the
balancing parameter  is uniformly set to 0.1. In addition,
for the Gaussian filter of keeping the level-set function SDF,
the standard variation is given between 2 and 5 according to
image modalities.
For obtaining the best performance of SB-GCS and DF-
GCS, we use a series of fidelity values for selection in the
SB-GCS case and set the most appropriate parameters as
suggested in [27] for DF-GCS in accordance with image
situations. Furthermore, in some cases, the relevant parameters
are carefully adjusted for better adaptive to actual modalities
such as beta = 1=2552 used in the images with poor contrast
rather than the suggested beta = 50=2552 for SB-GCS.
B. Computational Cost
In 2D, the main computation comes from the calculation
of the gradient convolution field GCF and the diffusion
process. For the calculation of the GCF ((7) and (8)), it is
performed by convolving the image gradient (N  N ) with
an inverse distance kernel ((2R + 1)  (2R + 1))). By using
fast Fourier transform (FFT) in the frequency domain, the
calculation can be efficiently performed. The computational
order are then estimated as O((N + 2R)2log(N + 2R)2) =
O((N + 2R)2log(N + 2R)) [31]. Due to the typical values
of the kernel radius R being range from N=2 to N , the
complexity of this part in the proposed method is O(N2logN).
For the tensor diffusion, the numerical implementation can
be performed using the additive operation scheme (AOS)
and its computational complexity is O(N2) [14]. Therefore,
the proposed method is totally computational of the order
O(N2logN). Similarly, the computational complexity in 3D
is O(N3logN).
C. Arbitrary Initialization
As a global minimizer, our method does actually not de-
pend on any initialization. To demonstrate this ability and its
performance, the images with various conditions are used in
Fig. 3. The original images are illustrated in the first row. The
intermediate results are presented in the second row, the fourth
row and the sixth row for the proposed, SB-GCS and DF-GCS
respectively. The converged results are illustrated in the third
(the proposed), fifth (SB-GCS) and seventh (DF-GCS) rows.
Although both SB-GCS and DF-GCS meet difficulties in these
cases, our method can detect the object boundaries quite well
such as the small obscure objects in “Fish” and the bottom
ends in “Vessel”. It is worth noting that the proposed method
also exhibits good convergence ability that all examples are
converged within 10 runs.
For examining the initialization invariancy of the proposed
method, one vessel example of angiogram imaging is used in
Fig. 4 that the proposed method can consistently converge to
the boundaries with various initializations. Row 2 and Row 3
in Fig. 4 illustrate the intermediate results of the first run and
the second run. The converged results are presented in Row
4.
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We have to mention that the proposed method is not
intended for texture segmentation as it is based on the assump-
tion that intensity discontinuities reasonably collocate with ob-
ject boundaries, as in any other edge based approaches. On the
other hand, the advantages out method achieved is significant
and can be considered as a potential alternative to regions
based approach. The “fish” example in Fig. 3 demonstrates
the advantages of our method in detecting multiple objects
with unknown topologies, since it does not require any specific
initialization. It is practically impossible for other vector field
based methods, such as GGVF where careful initialization is
necessary.
“vessel” “brain” “fish”
Fig. 3: Results of the proposed method, SB-GCS and DF-GCS without
initialization. Original images (first row), the intermediate results of the
proposed (second row, the 1th run for all), SB-GCS (fourth row, the fidelity
values are 1, e-2 and e-3 respectively) and DF-GCS (sixth row, the 10th, 1th
and 1th iteration respectively ), and the final results for the proposed (third
row), SB-GCS (fifth row, the fidelity values are e-2, e-1 and e-4 respectively)
and DF-GCS (seventh row, the 50th, 8th and 10th iteration respectively).
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Fig. 4: Results of the proposed method with various initializations. Row 1 is
the initialization, Row 2 is the intermediate results of the first iteration, Row
3 is the results of the second iteration and Row four is the the converged
results.
D. Sensitivity of Weak Boundaries and Poor Contrast
Due to a global representation of object boundaries using
image gradient, the proposed method can effectively deal with
the difficulties in the images with incomplete edge informa-
tion, which the performance of the traditional methods are
restricted as discussed in [8]. In addition, the traditional global
minimizer also meets problem to recover shapes in weak
edge/poor contrast situations. In the “fish” case of Fig. 3, the
proposed method can extract the shapes of the small obscure
“fish” but DF-GCS is limited to be capable of capturing these
boundaries.
In Fig. 5, the “bear” is hidden behind the grasses and the
boundary of its bottom is then faintly discernible. We apply
the proposed method with various initializations to this case
of weak boundaries. The second and third columns show the
intermediate results. The final results in the fourth column
illustrate that the weak boundaries can be recovered pretty well
even though the initializations are greatly varied. However,
the performances of both DF-GCS and SB-GCS have been
seriously interfered by the insufficient boundary information
as shown in Fig. 7.
In the situation of poor contrast imaging such as blood
vessel images, image quality is significantly degraded due to
the inherent nature of the acquisition process for example
“vessel” in Fig. 3. The traditional methods usually suffer
the problem of blurring features that seriously disturbs the
boundary extraction and leads to spurious edges. In Fig. 6,
the proposed method is applied to three images. One is a
telangiectasia image with weak boundaries. The others are two
retinal images with poor contrast. Two intermediate results are
presented in the second and third columns. The final results
show that our method can extract the main features properly
and handle this difficult situation robustly due to integrating
a region-like method (MAC) and a direction-based diffusion
scheme (tensor diffusion). In contrast, the results in Fig. 7
show that the performance of both SB-GCS and DF-GCS is
seriously affected by incomplete boundary information and
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poor contrast even though the running parameters are carefully
used.
In
iti
al
iz
at
io
n-
fr
ee
C
ir
cl
e
R
ec
ta
ng
le
M
ul
ti-
lin
e
Fig. 5: Results using the proposed method for weak boundaries. The rows are
corresponding to different initializations: free, circle, rectangle and multi-line
respectively.
Initialization Iteration 1 Iteration 2 Final
Fig. 6: Three examples of the retinal images using the proposed method
for weak boundaries and poor contrast. First column shows the initialization
images. Two intermediate results (the 1th and 2th iterations) are presented
in the second and third columns. Final results are illustrated in the fourth
column.
SB-GCS: Intermediate SB-GCS: Result DF-GCS: Intermediate DF-GCS: Result
Fig. 7: Results applying SB-GCS and DF-GCS in the images used in Fig. 5
and Fig. 6. The first and second columns are the results for SB-GCS. The
intermediate results correspond to the fidelity values e-2, e-1, e-2 and e-2 for
each image. The final results are with the fidelity values e-3, e-3, e-1, e-3 and
e-1 respectively. The third and fourth columns are the results for DF-GCS.
The intermediate ones are from the 5th, 20th, 1th and 20th iterations. The
converged ones are obtained from 50th, 50th, 20th and 50th iterations.
E. Sensitivity of Complex Geometries and Topologies
Usually, the gradient-based methods have limited capture
range for complex geometries such as deeper concavities
because they inevitably depend on boundary gradient [8].
On the contrary, thanks to global pixel interactions and a
global minimization scheme, the proposed method can per-
form superior in extracting complex object geometris and
topologies. Two typical images are used for demonstrating
this capture ability of the proposed method in Fig. 8. We
apply the proposed method with various initializations (Rows
(a) and (d)) to these images. The intermediate results are
presented in Rows (b) and (e). The final results in Rows (c)
and (f) show that the proposed method can accurately capture
the boundaries including the deeper concavities and complex
topologies such as the tail and neck parts of “tiger” and the
different objects of “shape”.
For comparison, we apply SB-GCS and DF-GCS to the
“tiger” and “shape” images. Fig. 9 presents the intermediate
and converged results for the proposed method (Rows (a) and
(d)), SB-GCS (Rows (b) and (e)) and DF-GCS (Rows (c)
and (f)) respectively. It is shown that both SB-GCS and DF-
GCS cannot neatly extract the object structures in the images
although the parameters and iteration process have been finely
applied. For examples, SB-GCS gets lost in the tail of “tiger”
and some parts (spoon, button and crayon) of “shape”, and DF-
GCS produces the artefacts in “tiger” and misses several parts
of “shape”. In contrast, the proposed method can detect both
geometrical and topological structures well although a small
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Fig. 8: Examples using the proposed method for complex geometries and
topologies. Row (a): “tiger” image using various initializations, row (b):
intermediate results (first run), row (c): final results, row(d): “shape” image
with the Gaussian noise of SD=0.01 using various initializations, row (e):
intermediate results (first run), row (f): final results.
Initialization Intermediate Intermediate Final
(a
)
(b
)
(c
)
(d
)
(e
)
(f
)
Fig. 9: Results using the proposed method, SB-GCS and DF-GCS for the
“tiger” (a-c) and “shape” (d-f) images in Fig. 8. Row (a): Results of the
proposed method with the 1th, 2th, 5th and 8th (converged) iterations, row
(b): Results of SB-GCS with the fidelity values: e-1, e-2, e-3 and e-4 (best),
row (c): Results for DF-GCS with the 1th, 20th, 50th and 100th (converged)
iterations; row (d): Results of the proposed method with the 1th, 2th, 3th
and 6th (converged) iterations, row (e): Results of SB-GCS with the fidelity
values: e-1, e-2, e-3 and e-4 (best), row (f): Results for DF-GCS with the
1th, 3th, 5th and 20th (converged) iterations.
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part of the spoon is not captured due to noise interference.
In Fig. 10, another example is presented for demonstrating
the ability of capturing complex geometries with our method.
Rows (a-e) illustrate that our method performs robustly with
various initializations and consistently converges to the object
boundaries (Final results in Column 4). However, the results
in Rows (f-g) show that both SB-GCS and DF-GCS meet
problems while capturing the complex geometries in the
image. For fair comparison, several results using different
parameter settings and iterations for SB-GCS and DF-GCS are
presented in Rows (f-g) where the ones in the fourth column
are the best.
F. Noise and Artefact Sensitivity
Noise interference is a critical factor to affect the capture
range of object boundaries using the edge-based method. In
the proposed method, a GCF nonlinear diffusion scheme is
used to enhance the ability of dealing with noise interference
whilst the global pixel interactions are in fact to play a region-
like role in boundary finding. Our approach can therefore
exhibit its comparable performance to the sophisticated region-
based methods such as SB-GCS and DF-GCS. In the previous
examples, Fig. 1 and Fig. 2 show that the proposed nonlinear
diffusion used in our method performs significantly better than
the Laplacian diffusion used in [8].
For substantially demonstrating the ability of our method
in dealing with noise interference, five synthetic images with
various noise conditions are firstly used in Fig. 11. The result-
ing images in each column correspond to a given iteration so
as to show the curve evolution whilst the converged results are
presented in the sixth column. It can be seen that our method
can successfully extract the object boundaries although serious
noise and artefacts lead to very low contrast or insufficient
boundary information in each case. However, Fig. 12 shows
that the performances of SB-GCS and DF-GCS are more or
less affected by the noise in these cases. Particularly in the
fourth and fifth cases, DF-GCS is seriously affected by the
noise interference and get lost in detecting the boundaries.
Meanwhile, SB-GCS is incapable of detecting the rectangle
in the middle of the image in the fourth case. In addition,
both SB-GCS and DF-GCS do not neatly obtain the object
boundaries in the first and second cases. For the concentric
circle case in the first row, the quantitative analysis is also
provided in Fig. 20 (the case of SD=1).
Another four examples of real images are illustrated in
Fig. 13. The images used are from the blood vessel imaging
of angiogram that are severely contaminated by noise and
artefacts. The intermediate results of the first five consecutive
iterations are presented in the first five columns. The converged
results (the tenth run for all cases) are shown in the last
column. In these examples, we can see that the proposed
method demonstrates the capability of extracting the shapes
of the objects and the ability of fast convergence. On the
other hand, for comparative reason, Fig. 14 presents the results
of applying SB-GCS, DF-GCS and our method to the same
images. We can see that our method outperforms the others
obviously in all cases while DF-GCS completely gets lost in
the third and fourth cases and SB-GCS meets great difficulties
in dealing with noise interferences.
In medical image modalities, various artefacts may occur
due to acquisition processes, for examples scattering noise,
partial volume effect and motion artefacts. Furthermore, there
usually have several main intensity classes reflecting different
components in tissues such as muscles, bones and cartilage in
CT images, how to properly identify the objects that we prefer
to is a great challenge in deformable models? For instance in
Fig. 15, we need to recover the bone information (the parts in
white) surrounded by muscle tissues where Slices 25 and 101
are from a CT-knee volume. Fig. 15 shows that our method
can lead the curve to trespassing the soft tissue area and
reaching the bone boundaries successfully. The curve evolution
is presented by showing the results of the 1thto7th iterations
and the converged in Columns 2-9. However, to some extent,
both SB-GCS and DF-GCS meet respective difficulties as
shown in Fig. 17. Particularly, SB-GCS is merely to approach
the soft tissues’ boundaries rather than the bones’ ones.
Three further examples from different medical volume scans
are used in Fig. 16. In the first row, our method is applied
to a foot X-ray scan slice and the bone’s boundaries are
successfully detected which the situation is similar to the
examples in Fig. 15. In the second row, a slice of a lobster CT
scan is used in that there is heavy artefacts in the background;
the evolving process shows that the curve can trespass the
artefacts and reach the object boundaries with our method.
In the third row, a slice of a tooth CT scan is used and the
iterative results demonstrate that our method can overcome
the interference of the artefacts and detect the boundaries
of the ROIs properly. In contrast, Fig. 17 illustrates that
the performances of both SB-GCS and DF-GCS have been
seriously affected by the artefacts in these images, which lead
to extracting wrong object boundaries. Particularly in SB-GCS,
the curve can only reach the boundaries of the softe tissues or
artefacts in the first three cases although the parameters have
been finely adjusted. In the last example of the tooth slice, SB-
GCS and DF-GCS can roughly detect the object boundaries
after the careful adjustment of the parameters. However, these
methods will meet problems when they are extended to 3D
case due to a large of slices used and the circumstances of
slices being changeable. For illustrating the issues in 3D, Fig.
18 shows the results of 6 consecutive images after using the
3D version of SB-GCS and DF-GCS, which are obviously
interfered by the artefacts and lead to inaccurate or even
wrong surface reconstruction as shown in Figs. 30 and 31.
On the other hand, the proposed method can perform robustly
in surface reconstruction even though a large image sequence
is involved as shown in the last row of Fig. 18 (the recovered
surface shown in Fig. 27). Another example of a slice sequence
is presented in Fig. 19 that the resulting images come from
the surface reconstruction of a foot scan with our method
and the other two. Comparing to SB-GCS and DF-GCS, our
method can detect the boundaries of the foot’s bone pretty
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better while the others cannot perform properly (the recovered
surfaces shown in Fig. 27, Fig. 30 and Fig. 31). Accordingly,
in 3D reconstruction, our method can effectively deal with the
artefacts and naturally recover the structural information from
a large slice sequence.
For quantitatively demonstrating the performance of the
proposed method in noisy images, we apply our method,
SB-GCS and DF-GCS to a set of generated noisy images
with various Gaussian noise levels (zero mean, the standard
deviations (SD) ranging from 0.1 to 1 respectively). The noise-
free image is the same as the concentric circle image used
in Fig. 11 (the first case). Figs. 20 (a-c) present the correct
rates of these three methods recovering the boundaries in the
background, the foreground and the whole image respectively.
As shown, our method does outperform DF-GCS in all the
cases except the case of SD=0.1 in the foreground (Fig.
20(b)). Comparing with SB-GCS, Fig. 20(a) illustrates that the
performance of our method is better in the background. For
the performance in the foreground, Fig. 20(b) shows that our
method works comparative to SB-GCS while the two methods
alternatively present the advantages in different SD ranges.
Consequently, the overall performance of the proposed method
is sure to win out over that of both SB-GCS and DF-GCS as
shown in Fig. 20(c). Additionally, it is worth noting that the
performance of DF-GCS is significantly inferior to the other
two methods in these noisy cases.
G. Active Surfaces
As derived in Section II(E), our GCF scheme can naturally
extended from 2D to higher dimensional space. In 3D, the
following experiments are performed using the obtained level
set formulation with (33) and (28), and a Laplacian diffusion
scheme eq. (34). The volume image data is courtesy of the
Volume Library ( http://www9.informatik.uni-erlangen.de) and
the Volvis medical datasets (www.volvis.org).
Firstly, two scan volumes and their generated noisy datasets
are used for surface reconstruction. Fig. 21 shows the results
using the proposed method in a CT Fuel Injection scan and
its generated noisy datasets. Row (a) is with the original
data; rows (b) and (c) correspond to the respective noisy
datasets. First column illustrates the slice example in the
sagittal, coronal and transverse planes. Columns 2-4 present
the initial surface and two intermediate results. The final
results in the fifth column show that the proposed method can
recover the structures properly and deal with noise efficiently.
The detected object contours in Slices 24-28 are presented
in Fig. 22. Another surface example for dealing with noise
interference is shown in Fig. 23 and Fig. 24, which the image
data is acquired for Daisy Pollen Grain using a confocal laser
scanning microscopy. For comparison, Fig. 25 illustrates the
surface reconstruction using SB-GCS and DF-GCS in the Fuel
and Daisy data. We can see that both of SB-GCS and DF-GCS
have been seriously interfered by noise and even they cannot
recover the object shape properly in the noise-free case of Fuel
Injection due to low contrast. In addition, the performance of
Fig. 20: Correction rates of object detection using the proposed method, SB-
GCS and DF-GCS in the concentric circle images with the noise levels of SD
ranging from 0.1 to 1. (a) Results in Background, (b) Results in Foreground
and (c) Overall results
these two methods in the noisy slices are presented in Fig. 26
which correspond to the reconstructed surfaces in Fig. 25.
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Fig. 22: Detected contours in Slices 24-28. Row 1: the original data; row 2: the data with the Gaussian noise of sd=0.01; row 3: the data with the Gaussian
noise of sd=0.05.
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Fig. 10: Results using the proposed method, SB-GCS and DF-GCS for the “elephant”. Rows (a-e) are the results using our method with various initializations,
which Column 1 is the initialization, Columns 2-3 show the intermediate results of the 1th and 2th iterations, Column 4 is the converged result. Row (f):
Results of SB-GCS with the fidelity values: e-2, e-4, e-5 and e-3 (best), row (g): Results for DF-GCS with the 1th, 2th, 3th and 10th (converged) iterations.
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Fig. 11: Examples of the proposed method applying in various synthetic noisy images. Each Column shows the intermediate and the converged results.
Row (a) corresponds to the 1th; 2th; 3th; 6th; 9th and 10th iterations; Row (b) corresponds to the 1th; 2th; 3th; 4th; 5th and 6th iterations; Row (c)
corresponds to the 1th; 2th; 3th; 4th; 5th and 6th iterations; Row (d) corresponds to the 1th; 2th; 3th; 5th; 8th and 10th iterations; Row (e) corresponds
to the 1th; 2th; 3th; 4th; 4th and 6th iterations.
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(a) SB-GCS (b) DF-GCS (c) Proposed
Fig. 12: Comparison results for the images in Fig. 11. Column (a): Results
using SB-GCS ; Column (b): Results using DF-GCS ; Column (c): Results
using the proposed method . For the best performance, from top within each
column: we use the fidelity values e-5, e-4, e-3, e-5 and e-4 respectively for
SB-GCS, iterations:100, 50, 50, 50, 50 respectively for DF-GCS’s conver-
gence.
Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5 Final
(a
)
(b
)
(c
)
(d
)
Fig. 13: Examples of the proposed method applying in angiogram images. Each Column shows the results after the given iteration from the first run to the
fifth run and the converged one. Rows (a-d) are for the real images with various noise and artefact interferences.
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(a) SB-GCS (b) DF-GCS (c) Proposed
Fig. 14: Comparison results for the images in Fig. 13. Column (a): Results
using SB-GCS ; Column (b): Results using DF-GCS ; Column (c): Results
using the proposed method . For the best performance, from top within each
column: we use the fidelity values e-3, e-4, e-3 and e-1 respectively for SB-
GCS, iterations:60, 80, 80, 50 respectively for DF-GCS’s convergence.
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Fig. 15: Results using the proposed method for two images in a knee CT scan (379*229*305). Row (a): Slice 8, row (b): Slice 101. Column 1 to column 9:
original image, the 1th iteration to the 7th iteration, final result (the 10th iteration)
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Fig. 16: Three examples using the proposed method. Row 1: Slice 105 in a foot X-ray scan (256*256*256), row 2: Slice 48 in a lobster CT scan (301*324*56),
row 3: Slice 71 in a tooth micro CT scan (92*78*161). Column 1 to column 9: original image, iteration 1 to iteration 7, final result (iteration 10).
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(a) SB-GCS (b) DF-GCS (c) Proposed
Fig. 17: Comparison results for the real images in Fig. 15 (Fig. 101) and Fig.
16. Column (a): Results using SB-GCS; Column (b): Results using DF-GCS;
Column (c): Results using our method. For the best performance, from top
within each column: we use the fidelity values e-3,e-4,e-2 and e-4 respectively
for SB-GCS, iterations:50, 20, 20, 50 respectively for DF-GCS’s convergence.
Fig. 18: Results for Slice 71-Slice 76 after applying the 3D version of SB-GCS, DF-GCS and the proposed method in the tooth volume.
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Fig. 19: Results for Slice 101-Slice 106 after applying the 3D version of SB-GCS, DF-GCS and the proposed method in the foot volume.
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Fig. 21: Results using the proposed method with the fuel injection data (64*64*64). First row is with the original dataset. The datasets in the second and
third rows are with the Gaussian noise (SD=0.01, 0.05). The first column shows the example slices on the sagittal, coronal and transverse planes. The second
column presents the initial surface. The final column is the converged result. The other two columns show the intermediate results. Row (a): Slice example
(32,32,32), the 2th, 3th and 5th iterations, and final; row (b): Slice example (32,32,32), the 2th, 3th and 4th iterations, and final; row (c): Slice example
(32,32,32), the 2th, 3th and 4th iterations, and final.
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Fig. 23: Results using the proposed method in the Daisy Pollen Grain data (192*180*168). First row is with the original dataset. Second and third rows are
with the noisy datasets (sd=0.05, 0.1). The first column shows the example slices of sagittal, coronal and transverse directions. The second column presents
the initial surface of the data; the third and fourth columns are the intermediate results; the final column is the converged result. Row (a): 1th, 2th, 3th and
final; row (b): 1th, 2th, 3th and final; row (c): 1th, 2th, 3th and final.
Fig. 24: Detected contours in Slices 101-104 of the Daisy volume. Row (a): the original data; row (b): the data with the Gaussian noise of sd=0.05; row (c)
the data with the Gaussian noise of sd=0.1.
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Fig. 25: Results using SB-GCS and DF-GCS for the Daisy and Fuel volumes. Column 1: the data with the Gaussian noise of sd=0.01 (Fuel Injection) and
sd=0.05 (Daisy); Column 2: the data with the Gaussian noise of sd=0.05 (Fuel Injection) and sd=0.1 (Daisy); Column 3: Noise free.
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Fig. 26: Extracted boundaries using SB-GCS and DF-GCS in a serial of slices of the Daisy and Fuel volumes. Rows 1 and 2: Slices 24-28 with the Gaussian
noise of sd=0.01 (Fuel Injection); Rows 3 and 4: Slices 101-104 with the Gaussian noise of sd=0.05 (Daisy).
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Fig. 27: Results using the proposed method in the biomedical datasets of the Knee (379*229*305), Foot (256*256*256), Lobster (301*324*56) and Tooth
(92*78*161). The final column is the converged result. The first four columns are the intermediate results. Row 1: 1th, 2th, 7th, 9th and 25th iterations;
row 2: 1th, 2th, 3th, 4th and 25th iterations; row 3: 1th, 2th, 4th, 5th and 15th iterations; and row 4: 1th, 2th, 3th, 4th and 30th.
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(a) Knee (b) Foot (c) Lobster (d) Tooth
Fig. 28: Sagittal, coronal and transverse slices of an example in the volume data. (a) Knee: slice 90, slice 110 and slice 152; (b) Foot: slice 128, slice 128
and slice 18; (c) Lobster: slice 90, slice 200 and slice 28; (d) Tooth: slice 26, slice 50 and slice 100.
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Fig. 29: Extracted boundaries in a serial of slices using the proposed method in the Knee, Foot, Lobster and Tooth datasets. Row 1: Slices 101-108 in the
Knee; row 2: Slices 103-108 in the Foot; row 3: Slices 43-48 in the Lobster; and row 4: Slices 71-76 in the Tooth.
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Fig. 30: Results using SB-GCS in the Knee, Foot, Lobster and Tooth datasets. Row 1: fidelity values: e-2,e-4,e-3 (final); row 2: fidelity values: e-3, e-5,e-4
(final) ; row 3: fidelity values: e-1,e-3, e-2 (final); and row 4: fidelity values: e-2, e-4, e-3 (final).
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Fig. 31: Results using DF-GCS in the Knee, Foot, Lobster and Tooth datasets. Row 1: Iteration 1, iteration 2, final (Iteration 20); row 2: Iteration 1, iteration
2, final (Iteration 5); row 3: Iteration 1, iteration 2, final (Iteration 20); and row 4: Iteration 1, iteration 5, final (Iteration 10).
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For further demonstrating its ability in surface reconstruc-
tion, the proposed method is applied to several biomedical real
datasets. In Fig. 27, four rows correspond to the datasets from
Knee, Foot, Lobster and Tooth scans respectively while each
row includes four intermediate results and the converged one.
These recovered surfaces show that our method is capable of
capturing the complex structures of the objects in biomedical
scan volumes. Furthermore, we illustrate the sagittal, coronal
and transverse slices of an example for each dataset in Fig. 28
that present the spatial view of the datasets. For showing the
performance of our method in a single slice, Fig. 29 presents
the extracted boundaries in a series of slices for each example
after surface reconstruction. From the presentation of Fig. 27,
Fig. 28 and Fig. 29, it can be clearly seen that our method
recovers the object surfaces and spatial structures very well
even though the noise and artefacts are seriously in some cases.
However, as discussed in the previous section, Fig. 30 and Fig.
31 show that both SB-GCS and DF-GCS to some extent are
frustrated to recover the surface information in these cases
because they are quite sensitive to low contrast and artefacts.
In particular, SB-GCS meets great difficulties when object
boundaries are surrounded by artefacts as presented in Fig.
17.
IV. CONCLUSION
We proposed a novel gradient convolution field GCF, whose
divergence can be effectively used for active contouring. The
proposed deformable model based on GCF can be naturally
extended to 3D. Furthermore, a global solution scheme of the
deformable model is presented using convex relaxation. For
dealing with image noise interference and possible texture
variations, a nonlinear diffusion method is proposed to diffuse
GCF. Compared to post-processing based approach used in
the MAC model, the proposed approach is much more robust
and efficient. In addition, the implementation of an intrinsic
level set regularization allowed the deformable model perform
in a similar way to the global solution scheme. Experimental
results in both 2D and 3D have demonstrated superior per-
formance compared to the state-of-the-art methods with the
global minimizer.
Future work will go to explore in two aspects. One is to
apply our solution scheme in more medical image modali-
ties and present the real application with its robustness and
effectiveness of structural reconstruction in practice. Another
possible improvement is that the current diffusion scheme in
3D is resorted to the isotropic diffusion in accordance with
the geometric property of GCF in 3D. Although the current
diffusion theory has not referred to this topic, is it feasible
to extend the nonlinear diffusion to 3D so that the diffusion
scheme is more efficient and effective? This is a promising
way to do more investigation in the proposed framework.
APPENDIX A
THE RELATIONSHIP BETWEEN THE MAGNETIC FIELD B
AND THE GRADIENT CONVOLUTION FIELD GCF E
The magnetic field B has the relationship with its magnetic
vector potential A(x) as follows:
B(x) = rA(x); A(x) = 0
4
X
s6=x
f(s)
O(s)
Rxs
: (36)
The magnetic vector potential in the image plane can be
similarly decomposed into two orthogonal terms in the image
coordinates and zero component in the coordinate perpendic-
ular to the image plane, i.e. (Ai(x); Aj(x); 0):
Ai(x) =
0
4
X
s6=x
f(s)
 I^y(s)
Rxs
; Aj(x) =
0
4
X
s 6=x
f(s)
I^x(s)
Rxs
;
(37)
where we consider  = 1 (see (1)). It does not make any
theoretical difference if  = 2 is used, which simply leads
to B(x;  = 2) =  B(x;  = 1). Obviously, Ei = Aj and
Ej =  Ai. Then, the following can be derived:
B(x) = rA(x)
= (0; 0;
@Aj
@x
  @Ai
@y
)
= (0; 0;
@Ei
@x
+
@Ej
@y
)
= (0; 0;r E)
(38)
Thus, we have: B = r E
APPENDIX B
PROOF OF THEOREM 1
Based on the coarea formula, since u 2 [0; 1], we have the
first term in (27):Z


jr(u)jdx =
Z 1
0
Per(fx : u(x) > g; 
)d; (39)
where 
 is image domain.
The second term in (27) stands for the weighted area term
and then we can process as follows:Z


(B(x))u(x)dx =
Z


B(x)
Z 1
0
1[0;u(x)]()dxd
=
Z 1
0
Z


B(x)1[0;u(x)]dxd
=
Z 1
0
Z

\fx:u(x)>g
B(x)dxd
=
Z 1
0
Z
(x)
B(x)dxd;
(40)
where 1S is the characteristic function of a set S.
Thus, we have:
E1 = 
Z


jrujdx+ (1  )
Z


(B(x))u(x)dx
= 
Z 1
0
Per((); 
)d+ (1  )
Z 1
0
Z
()
B(x)dxd
=
Z 1
0
E(())d:
(41)
It agrees that if u(x) is a minimizer of the convex problem
(27), then for a.e.  2 [0; 1], the set () has to be a minimizer
of the energy functional E (23).
Note that the energy functional (23) can be expressed:
E = 
Z


jrH()jdx+ (1  )
Z
0
(B(x))H()dx (42)
= Per(0; 
)d+ (1  )
Z
0
B(x)dxd; (43)
where 0 = fx : u(x)  0g.
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APPENDIX C
EQUIVALENCE BETWEEN THE PROPOSED SURFACE MODEL
AND GPF
In the following, we prove that the total potential field G in
the GPF model is equal to the potential field B in the proposed
model.
Let x and x0 denote the position variables, Rxx0 = jx x0j
is their distance and v0 is the unit volume element in image
domain 
.
Ei(x) = riI  k(x)
=
ZZZ


riI(x0)k(x  x0)dv0
=
ZZZ


riI(x0)
Rxx0 (x  x0)
dv0
=
ZZZ


riI(x0)p
(x  x0)2 + (y   y0)2 + (z   z0)2 dv
0
(44)
@Ei(x)
@x
=
ZZZ


@
q
(x   x0)2 + (y   y0)2 + (z   z0)2
@x
riI(x0)dv0
=  
ZZZ


(x   x0)((x   x0)2 + (y   y0)2 + (z   z0)2) 
3
2riI(x0)dv0
=  
ZZZ


(x   x0)riI(x0)
R3
xx0 (x   x
0)
dv
0
(45)
In a similiar way, we get:
@Ej(x)
@y
=  
ZZZ


(y   y0)rjI(x0)
R3
xx0 (x  x0)
dv0 (46)
@Ek(x)
@z
=  
ZZZ


(z   z0)rkI(x0)
R3
xx0 (x  x0)
dv0 (47)
Thus, we have:
B = r  E(x)
=
@Ei
@x
+
@Ej
@y
+
@Ek
@z
=  
ZZZ


(x  x0)
R3
xx0 (x  x0)
rkI(x0)dv0
=  
ZZZ


rI(x0)K(x  x0)dv0
=  G;
(48)
where K() is the vector kernel in the GPF model.
The magnitudes of both the potentials are the same and
therefore the two surface models are equivalent because the
derived force based on the potential can alternatively choose
the inward/outward unit normal directions for surface evolu-
tion.
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