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THE ORBIT OF A BOUNDED OPERATOR UNDER THE MO¨BIUS GROUP
MODULO SIMILARITY EQUIVALENCE
SOUMITRA GHARA
Abstract. Let Mo¨b denote the group of biholomorphic automorphisms of the unit disc and (Mo¨b ·T )
be the orbit of a Hilbert space operator T under the action of Mo¨b. If the quotient (Mo¨b · T )/ ∼,
where ∼ is the similarity between two operators is a singleton, then the operator T is said to be weakly
homogeneous. In this paper, we obtain a criterion to determine if the operator Mz of multiplication
by the coordinate function z on a reproducing kernel Hilbert space is weakly homogeneous. We use
this to show that there exists a Mo¨bius bounded weakly homogeneous operator which is not similar to
any homogeneous operator, answering a question of Bagchi and Misra in the negative. Some necessary
conditions for the Mo¨bius boundedness of a weighted shift are also obtained. As a consequence, it is
shown that the Dirichlet shift is not Mo¨bius bounded.
1. Introduction
Let H be a complex separable Hilbert space, and let B(H) denote the space of bounded linear
operators on H. Let Mo¨b denote the Mo¨bius group {ϕθ,a : θ ∈ [0, 2π), a ∈ D} of all biholomorphic
automorphisms of the unit disc D, where ϕθ,a(z) = e
iθ z−a
1−az , z ∈ D. Clearly, it is a topological group
with the topology induced by T× D.
For an operator T ∈ B(H) with σ(T ) ⊆ D¯, define the operator ϕ(T ), ϕ ∈ Mo¨b, using the functional
calculus valid for functions holomorphic in a neighbourhood of σ(T ). An operator T with σ(T ) ⊆ D¯
is said to be homogeneous if ϕ(T ) is unitarily equivalent to T for all ϕ ∈ Mo¨b. These operators have
been studied extensively in the recent years ([3, 7, 4, 5]). It follows from the spectral mapping theorem
that the spectrum of a homogeneous operator is invariant under the action of Mo¨b, and therefore, it
is either the unit circle T or the closed unit disc D¯. In this paper, we study a much larger class of
operators, namely, the ones that are weakly homogeneous (cf. [4], [7]).
Definition 1.1. An operator T ∈ B(H) is said to be weakly homogeneous if σ(T ) ⊆ D¯ and ϕ(T ) is
similar to T for all ϕ in Mo¨b.
For two operators T1 and T2 in B(H), we write T1 ∼ T2 if there exists an invertible linear operator
L such that LT1L
−1 = T2. Clearly, ∼ defines an equivalence relation on B(H). Weakly homogeneous
operators can also be defined in the following alternative way. An operator T in B(H) with σ(T ) ⊆ D¯
is weakly homogeneous if the quotient space (Mo¨b ·T )/ ∼ is a singleton, where Mo¨b ·T is the orbit of
the operator T under the natural action of the Mo¨bius group. Replacing the invertible operator by a
unitary we get a different equivalence relation which gives rise to homogeneous operators.
As in the case of a homogeneous operator, the spectrum of a weakly homogeneous operator is also
either T or D. It is easy to see that an operator T is weakly homogeneous if and only if T ∗ is weakly
homogeneous. Since two normal operators are similar if and only if they are unitarily equivalent, it
follows that a normal operator N is homogeneous if and only if it is weakly homogeneous.
It is not hard to verify that an operator T which is similar to a homogeneous operator is weakly
homogeneous. Indeed, if T = XSX−1 for some homogeneous operator S and an invertible operator X,
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then we have ϕ(T ) = Xϕ(S)X−1. Since S is homogeneous, ϕ(S) = UϕSU
∗
ϕ for some unitary operator
Uϕ. Hence
(1.1) ϕ(T ) = (XUϕ)S(XUϕ)
−1 = (XUϕX
−1)T (XUϕX
−1)−1.
is weakly homogeneous. Hence every operator which is similar to a homogeneous operator is weakly
homogeneous. The converse of this statement is not true, that is, a weakly homogeneous operator need
not be similar to any homogeneous operator. To see this, it would be useful to recall the definition of
a Mo¨bius bounded operator.
Mo¨bius bounded operators were introduced in [28] by Shields. An operator T on a Banach space
B is said to be Mo¨bius bounded if σ(T ) ⊆ D and sup
ϕ∈Mo¨b ‖ϕ(T )‖ is finite. We will only discuss
Mo¨bius bounded operators on Hilbert spaces. By the von Neumann’s inequality, every contraction
on a Hilbert space is Mo¨bius bounded. Also, if T is an operator which is similar to a homogeneous
operator, then by (1.1) it is easily verified that T is Mo¨bius bounded. In [4], the existence of a weakly
homogeneous operator which is not Mo¨bius bounded was given. Hence it cannot be similar to any
homogeneous operator. In the same paper, the following question was raised.
Question 1.2 ( [4, Question 10]). Is it true that every Mo¨bius bounded weakly homogeneous operator
is similar to a homogeneous operator?
One of the main results of this paper is Theorem 5.3 which gives a family of Mo¨bius bounded weakly
homogeneous operators in B1(D) which are not similar to any homogeneous operator.
Now we recall some basic properties of reproducing kernel Hilbert spaces. Let Ω ⊂ C be a bounded
domain, and let Mn(C), n ≥ 1, denote the space of all n × n complex matrices. A function K :
Ω × Ω → Mn(C) is said to be a non-negative definite kernel if for any subset {w1, . . . , wl} of Ω, the
l × l block matrix
(
K(wi, wj)
)l
i,j=1
is non-negative definite, that is,
∑l
i,j=1 〈K(wi, wj)ηj , ηi〉 ≥ 0 for
all η1, . . . , ηl ∈ C
n. If, in addition,
(
K(wi, wj)
)n
i,j=1
is also invertible, we say that K is a positive
definite kernel. We always assume that K(z, w) is sesqui-analytic, that is, it is holomorphic in z and
anti-holomorphic in w. If K : Ω × Ω → Mn(C) is a non-negative definite kernel, then there exists a
unique Hilbert space H consisting of Cn valued holomorphic functions on Ω such that for all w in Ω
and η in Cn, the function K(·, w)η is in H, where K(·, w)ηz = K(z, w)η, z ∈ Ω, and for all f in H,
〈f,K(·, w)η〉H = 〈f(w), η〉Cn . We let (H,K) denote the unique reproducing kernel Hilbert space H
determined by the non-negative definite kernel K. We refer to [2], [1] and [23] for the relationship
between non-negative definite kernels and Hilbert spaces with the reproducing property as above.
We now discuss an important class of operators introduced by Cowen and Douglas in the very
influential paper [10]. Let Ω ⊂ C be a bounded domain, and let k be a positive integer. A bounded
operator T is said to be in the Cowen-Douglas class Bk(Ω) if T satisfies the following requirements:
(i) dim ker(T − w) = k, w ∈ Ω
(ii) ran (T − w) is closed for all w ∈ Ω
(iii)
∨{
ker(T − w) : w ∈ Ω
}
= H.
Every T ∈ Bk(Ω) corresponds to a rank k holomorphic hermitian vector bundle ET defined by
ET = {(w, x) ∈ Ω×H : x ∈ ker(T − w)}
and π(w, x) = w, (w, x) ∈ ET . It is known that if T is an operator in Bk(Ω), then T is unitarily
equivalent to the adjoint M∗z of the multiplication operator by the coordinate function z on some
reproducing kernel Hilbert space (H,K) consisting of Ck valued holomorphic functions on Ω∗, where
Ω∗ = {z : z¯ ∈ Ω}.
For λ > 0, let K(λ) denote the positive definite kernel (1 − zw¯)−λ on D × D, and whenever K is
equal to K(λ), we write H(λ) instead of (H,K(λ)). It known that the adjoint M∗z of the multiplication
operator by the coordinate function z on H(λ), λ > 0, is homogeneous and upto unitary equivalence,
every homogeneous operator in B1(D) is of this form, see [20].
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Now we come back to the discussion on Mo¨bius bounded operators. Recall that an operator T on
a Hilbert space H is said to be power bounded if supn≥0 ‖T
n‖ <∞. In [28], it was shown that every
power bounded operator is Mo¨bius bounded. An example of an operator on a Banach space which is
Mo¨bius bounded but not power bounded was also given in that paper. The multiplication operator
Mz on the Hilbert space (H,K
(λ)), 0 < λ < 1, is homogeneous, therefore, Mo¨bius bounded, however,
it is not power bounded. This was noted in [4]. Although a Mo¨bius bounded operator need not be
power bounded, Shields proved that if T is a Mo¨bius bounded operator on a Banach space, then there
exists a c > 0 such that ‖T n‖ ≤ c(n+1) for all n ∈ Z+. But for operators on Hilbert spaces, he made
the following conjecture.
Conjecture 1.3 (Shields,[29]). If T is a Mo¨bius bounded operator on a Hilbert space, then there exists
a constant c > 0 such that ‖T n‖ ≤ c(n+ 1)
1
2 for all n ∈ Z+.
This conjecture is verified for the class of quasi-homogeneous operators introduced recently in the
paper [15].
The paper is organized as follows. In section 2, we obtain a necessary and sufficient condition
to determine if the multiplication operator on a reproducing kernel Hilbert space (H,K) is weakly
homogeneous. We use this to construct new weakly homogeneous operators starting from a pair of
weakly homogeneous operators. In section 3, we study weakly homogeneous operators in a the class
FB2(D) ⊆ B2(D). Mo¨bius bounded operators are discussed in section 4. Finally, in section 5, we
show that there exists a continuum of weakly homogeneous operators which are not similar to any
homogeneous operator.
2. Jet construction, weighted composition operators and weak homogeneity
Throughout this section, we assume that Ω ⊂ C is a bounded domain. Let Hol(Ω) denote the space
of all scalar valued holomorphic functions on Ω, and let Hol(Ω, Ω˜) denote the space of all holomorphic
functions on Ω taking values in Ω˜, where Ω˜ ⊂ Cr, r ≥ 1.
Let ψ ∈ Hol(Ω,Mn(C)). Let Mψ denote the linear map on Hol(Ω,C
n) defined by point-wise
multiplication:
(Mψf)(·) = ψ(·)f(·), f ∈ Hol(Ω,C
n).
For a holomorphic self map ϕ of Ω, let Cϕ denote the linear map on Hol(Ω,C
n) defined by composition:
(Cϕf)(·) = (f ◦ ϕ)(·), f ∈ Hol(Ω,C
n).
If K : Ω × Ω → Mn(C) is a non-negative definite kernel, then, in general, neither Mψ nor Cϕ maps
(H,K) into (H,K). However, by the Closed graph theorem, whenever either one (or both) of them
maps (H,K) into (H,K), then it is (they are) bounded. Whenever the map MψCϕ is bounded on
(H,K), it is called a weighted composition operator on (H,K). For w ∈ Ω, η ∈ Cn and h ∈ (H,K),
we see that
〈(MψCϕ)
∗K(·, w)η, h〉 = 〈K(·, w)η, ψ(·)h(ϕ(·))〉
= 〈η, ψ(w)h(ϕ(w))〉
= 〈ψ(w)∗η, h(ϕ(w))〉
=
〈
K
(
·, ϕ(w)
)(
ψ(w)∗η
)
, h
〉
.
Therefore
(2.1) (MψCϕ)
∗K(·, w)η = K(·, ϕ(w))(ψ(w)∗η), w ∈ Ω, η ∈ Cn.
We now recall the jet construction. Suppose that K1,K2 : Ω×Ω→ C are two non-negative definite
kernels. Then (H,K1) ⊗ (H,K2) is a reproducing kernel Hilbert space with the reproducing kernel
K1 ⊗K2, where K1 ⊗K2 : (Ω× Ω)× (Ω × Ω)→ C is given by
(K1 ⊗K2)(z, ζ;w, ρ) = K1(z, w)K2(ζ, ρ), z, ζ, w, ρ ∈ Ω.
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We also make the standing assumption that the multiplication operator Mz on (H,K1) as well as on
(H,K2) is bounded. For n ∈ Z+, let An be the subspace of (H,K1)⊗ (H,K2) given by
(2.2) An :=
{
f ∈ (H,K1)⊗ (H,K2) :
((
∂
∂ζ
)i
f(z, ζ)
)
|∆
= 0, 0 ≤ i ≤ n
}
,
where ∆ is the diagonal set {(z, z) : z ∈ Ω}. Let Jn : (H,K1)⊗ (H,K2) → Hol(Ω × Ω,C
n+1) be the
map given by the following formula
(Jnf)(z, ζ) =
n∑
i=0
(
∂
∂ζ
)i
f(z, ζ)⊗ ei, f ∈ (H,K1)⊗ (H,K2),
where
{
ei
}n
i=0
is the standard orthonormal basis of Cn+1. Also let R : ran Jn → Hol(Ω,C
n+1) be the
restriction map, that is, R(h) = h|∆, h ∈ ran Jn.
Clearly, kerRJn = An. Hence the map RJn : A
⊥
n → Hol(Ω,C
n+1) is one to one. Therefore we can
give a natural inner product on ran RJn, namely,
(2.3) 〈RJn(f), RJn(g)〉 = 〈PA⊥n f, PA⊥n g〉, f, g ∈ (H,K1)⊗ (H,K2).
In what follows, we think of ran RJn as a Hilbert space equipped with this inner product. From
(2.3), it is clear that the map RJn|A⊥n : A
⊥
n → ran RJn is unitary. The theorem stated below is a
straightforward generalization of one of the main results from [12].
Theorem 2.1. (cf. [12, Proposition 2.3]) Let K1,K2 : Ω×Ω→ C be two non-negative definite kernels.
Then ran RJn is a reproducing kernel Hilbert space and its reproducing kernel Jn(K1,K2)|res∆ is given
by the formula
Jn(K1,K2)|res∆(z, w) :=
(
K1(z, w)
(
∂
∂z
)i( ∂
∂w¯
)j
K2(z, w)
)n
i,j=0
, z, w ∈ Ω.
Moreover, the multiplication operator Mz on (H, Jn(K1,K2)|res∆) is unitarily equivalent to the operator
PA⊥n (Mz ⊗ I)|A⊥n via the unitary RJn|A⊥n .
For any ψ ∈ Hol(Ω), let ψ(i)(z), i ∈ Z+, denote the ith derivative of ψ at the point z, and let
(Jnψ)(z), z ∈ Ω, denote the (n+ 1)× (n+ 1) lower triangular matrix given by
(Jnψ)(z) :=

ψ(z) 0 0 . . . 0(
1
0
)
ψ(1)(z) ψ(z) 0 . . . 0(
2
0
)
ψ(2)(z)
(
2
1
)
ψ(1)(z) ψ(z) . . . 0
...
...
...
...
...(
n
0
)
ψ(n)(z) . . . . . .
(
n
n−1
)
ψ(1)(z) ψ(z)

.
Recall that for f ∈ Hol(Ω) and ϕ ∈ Hol(Ω,Ω), the Faa` di Bruno’s formula (cf. [8, page 139]) for
the ith derivative of the composition function f ◦ ϕ is the following:
(2.4) (f ◦ ϕ)(i)(z) =
i∑
j=1
f (j)
(
ϕ(z)
)
Bi,j
(
ϕ(1)(z), ..., ϕ(i−j+1)(z)
)
, z ∈ Ω,
where Bi,j(z1, . . . , zi−j+1), i ≥ j ≥ 1, are the Bell’s polynomials. Furthermore, let (Bnϕ)(z) denote
the (n+ 1)× (n+ 1) lower triangular matrix of the form
(Bnϕ)(z) :=
 1 0
0
(
Bi,j
(
ϕ(1)(z), ..., ϕ(i−j+1)(z)
))n
i,j=1
 , z ∈ Ω,
where Bi,j, 1 ≤ i < j ≤ n, is set to be 0.
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One of the main results of this subsection is the theorem below identifying the compression of the
tensor product of two weighted composition operators with another weighted composition operator.
Theorem 2.2. Let ψ1, ψ2 ∈ Hol(Ω) and let ϕ ∈ Hol(Ω,Ω). Suppose that the weighted composition
operators Mψ1Cϕ on (H,K1) and Mψ2Cϕ on (H,K2) are bounded. Then PA⊥n (Mψ1Cϕ ⊗Mψ2Cϕ)|A⊥n
is unitarily equivalent to the operator Mψ1(Jnψ2)(Bnϕ)Cϕ on
(
H, Jn(K1,K2)|res∆
)
.
In particular, the operator Mψ1(Jnψ2)(Bnϕ)Cϕ is bounded on
(
H, Jn(K1,K2)|res∆
)
and
‖Mψ1(Jnψ2)(Bnϕ)Cϕ‖ ≤ ‖Mψ1Cϕ‖‖Mψ2Cϕ‖.
Before, we give the proof of Theorem 2.2, we state a second theorem refining some of the statements
in it. Let Aut(Ω) denote the group of biholomorphic automorphisms of the domain Ω.
Theorem 2.3. Let ψ1, ψ2 ∈ Hol(Ω) and ϕ ∈ Aut(Ω).
(i) If the operators Mψ1Cϕ on (H,K1) and Mψ2Cϕ on (H,K2) are bounded and invertible, then
so is the operator Mψ1(Jnψ2)(Bnϕ)Cϕ on
(
H, Jn(K1,K2)|res∆
)
.
(ii) If the operators Mψ1Cϕ on (H,K1) and Mψ2Cϕ on (H,K2) are unitary, then so is the operator
Mψ1(Jnψ2)(Bnϕ)Cϕ on
(
H, Jn(K1,K2)|res∆
)
.
The following lemma is an essential tool in the proof of Theorem 2.3. However, the straightforward
proof is omitted.
Lemma 2.4. Let H be a Hilbert space, and let X : H → H be a bounded, invertible operator. Suppose
that H0 is a closed subspace of H which is invariant under both X and X
−1. Then the operators X|H0
and PH⊥0
X|H⊥0
are invertible. Moreover, if X is unitary, then H⊥0 is also invariant under X, and the
operators X|H0 and X|H⊥0
are unitary.
Proof of the Theorem 2.2. First, set
(ψ1 ⊗ ψ2)(z, ζ) := ψ1(z)ψ2(ζ) and ϕ(z, ζ) := (ϕ(z), ϕ(ζ)), z, ζ ∈ Ω.
Clearly, ψ1 ⊗ ψ2 ∈ Hol(Ω× Ω) and ϕ ∈ Hol(Ω × Ω,Ω× Ω). Using (2.1), it is easily verified that
(2.5) Mψ1Cϕ ⊗Mψ2Cϕ =Mψ1⊗ψ2Cϕ.
By Theorem 2.1, we will be done if we can show that
(2.6)
(
(RJn)|A⊥n
)
PA⊥n (Mψ1Cϕ ⊗Mψ2Cϕ)|A⊥n
(
(RJn)|A⊥n
)∗
=Mψ1(Jnψ2)(Bnϕ)Cϕ.
To verify this, let (RJn)(f) be an arbitrary vector in
(
H, Jn(K1,K2)|res∆
)
where f ∈ A⊥n . Since
kerRJn = An, it follows that
(2.7)
(
(RJn)|A⊥n
)
PA⊥n (Mψ1Cϕ ⊗Mψ2Cϕ)|A⊥n
(
(RJn)|A⊥n
)∗
(RJnf) = (RJn)(Mψ1Cϕ ⊗Mψ2Cϕ
)
(f).
Using (2.5), we see that
(RJn)(Mψ1Cϕ ⊗Mψ2Cϕ
)
(f) = (RJn)
(
ψ1(z)ψ2(ζ)f(ϕ(z), ϕ(ζ)
)
=
n∑
i=0
((
∂
∂ζ
)i
ψ1(z)ψ2(ζ)f(ϕ(z), ϕ(ζ))
)
|∆
⊗ ei.
(2.8)
Also a straightforward computation, noting that Jnψ2 and Bnϕ are lower triangular, shows that(
Mψ1(Jnψ2)(Bnϕ)Cϕ
)(
(RJn)f
)
(z)
=
(
Mψ1(Jnψ2)(Bnϕ)Cϕ
)(∑n
i=0
((
∂
∂ζ
)i
f(z, ζ)
)
|∆
⊗ ei
)
= ψ1(z)
∑n
i=0
(∑i
j=0
(
(Jnψ2)(Bnϕ)
)
i,j
(z)
((
∂
∂ζ
)j
f(z, ζ)
)
|∆
(ϕ(z), ϕ(z))
)
⊗ ei.
(2.9)
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Hence, in view of (2.7), (2.8) and (2.9), to verify (2.6), it suffices to show that((
∂
∂ζ
)i
ψ2(ζ)f(ϕ(z), ϕ(ζ))
)
(z, z)
=
∑i
j=0
(
(Jnψ2)(Bnϕ)
)
i,j
(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z)), 0 ≤ i ≤ n.
(2.10)
Since
(
(Jnψ2)(Bnϕ)
)
0,0
(z) = ψ2(z), equality in both sides of (2.10) is easily verified for the case i = 0.
For 1 ≤ i ≤ n, we see that((
∂
∂ζ
)i(
ψ2(ζ)f(ϕ(z), ϕ(ζ))
))
(z, z)
=
(
ψ
(i)
2 (ζ)f(ϕ(z), ϕ(ζ)) +
∑i
p=1
(
i
p
)
ψ
(i−p)
2 (ζ)
(
∂
∂ζ
)p(
f(ϕ(z), ϕ(ζ)
))
(z, z)
= ψ
(i)
2 (z)f(ϕ(z), ϕ(z))
+
∑i
p=1
∑p
j=1
(
i
p
)
ψ
(i−p)
2 (z)(Bnϕ)p,j(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z)).
(2.11)
Here the first equality follows from the Leibniz rule for derivative of product while the second one
follows from (2.4). Finally, we compute∑i
j=0
(
(Jnψ2)(Bnϕ)
)
i,j
(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z))
=
∑i
j=0
∑i
p=j
(
i
p
)
ψ
(i−p)
2 (z)(Bnϕ)p,j(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z))
= ψ
(i)
2 (z)f(ϕ(z), ϕ(z)) +
∑i
j=1
∑i
p=j
(
i
p
)
ψ
(i−p)
2 (z)(Bnϕ)p,j(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z))
= ψ
(i)
2 (z)f(ϕ(z), ϕ(z)) +
∑i
p=1
∑p
j=1
(
i
p
)
ψ
(i−p)
2 (z)(Bnϕ)p,j(z)
((
∂
∂ζ
)j
f(z, ζ)
)
(ϕ(z), ϕ(z)).
Here the second equality follows since (Bnϕ)q,0 = δq0, 0 ≤ q ≤ n.
The equality in (2.10) is therefore verified, completing the proof of the theorem. 
Remark 2.5. From (2.11), we see that if the hypothesis of Theorem 2.2 is in force, then the subspace
An is invariant under the operator Mψ1Cϕ ⊗Mψ2Cϕ.
Proof of the Theorem 2.3 (i). By hypothesis the operators Mψ1Cϕ on (H,K1) and Mψ2Cϕ on
(H,K2) are bounded and invertible. It is easy to see that (MψiCϕ)
−1 =MχiCϕ−1 , where χi =
1
ψi◦ϕ−1
,
i = 1, 2. Consequently, (Mψ1Cϕ⊗Mψ2Cϕ)
−1 =Mχ1Cϕ−1⊗Mχ2Cϕ−1 . Therefore, by Remark 2.5, An is
invariant under both Mψ1Cϕ⊗Mψ2Cϕ and (Mψ1Cϕ⊗Mψ2Cϕ)
−1. Hence, by Lemma 2.4, the operator
PA⊥n (Mψ1Cϕ ⊗Mψ2Cϕ)|A⊥n is invertible. An application of Theorem 2.2 now completes the proof. 
Proof of the Theorem 2.3 (ii). IfMψ1Cϕ on (H,K1) andMψ2Cϕ on (H,K2) are unitary, then so
is the operatorMψ1Cϕ⊗Mψ2Cϕ. Hence, by the argument used in part (i) of this theorem together with
Lemma 2.4, we see that An is reducing under Mψ1Cϕ ⊗Mψ2Cϕ, and therefore (Mψ1Cϕ ⊗Mψ2Cϕ)|A⊥n
is unitary. Hence, by Theorem 2.2, we conclude that Mψ1(Jnψ2)(Bnϕ)Cϕ on
(
H, Jn(K1,K2)|res∆
)
is
unitary. 
Recall that the compression of the operators Mz ⊗ I and I ⊗Mz acting on (H,K1) ⊗ (H,K2) to
the subspace A⊥0 are unitarily equivalent to the operator Mz on the Hilbert space (H,K1K2). The
following corollary isolates the case of A0 from Theorem 2.2 and Theorem 2.3 providing a model for
the compression of the tensor product of the weighted composition operators on (H,K1) and (H,K2)
to A⊥0 in this particular case.
Corollary 2.6. Let ψ1, ψ2 ∈ Hol(Ω) and ϕ ∈ Hol(Ω,Ω). Let K1 and K2 be two scalar valued non-
negative definite kernels on Ω×Ω. Suppose that the weighted composition operators Mψ1Cϕ on (H,K1)
and Mψ2Cϕ on (H,K2) are bounded. Then the operator Mψ1ψ2Cϕ on (H,K1K2) is bounded with
‖Mψ1ψ2Cϕ‖ ≤ ‖Mψ1Cϕ‖‖Mψ2Cϕ‖.
Moreover, if the operators Mψ1Cϕ on (H,K1) and Mψ2Cϕ on (H,K2) are invertible (resp. unitary),
and ϕ ∈ Aut(Ω), then the operator Mψ1ψ2Cϕ is also invertible (resp. unitary) on (H,K1K2).
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2.1. Weighted composition operators and weakly homogeneous operators. In this subsec-
tion, we find a criteria to determine if the multiplication operator Mz on a reproducing kernel Hilbert
space is weakly homogeneous. We begin with a preparatory lemma. First, recall that a positive defi-
nite kernel K : D × D → Mn(C) is said to be sharp (see [11, 26]) if the multiplication operator Mz is
bounded on (H,K) and ker(M∗z − w¯) =
∨
{K(·, w)η : η ∈ Cn} for all w ∈ D.
The statement and the proof in the forward direction of the following lemma is closely related to
[16, Proposition 2.1]. A version of this lemma, without involving the composition by ϕ, is in [11].
Lemma 2.7. Let K(z, w) : D × D → Mn(C) be a positive definite kernel. Suppose that the multipli-
cation operator Mz on (H,K) is bounded. Let ϕ be a fixed but arbitrary function in Mo¨b which is
analytic in a neighbourhood of σ(Mz). If X is a bounded invertible operator on (H,K) of the from
MgϕCϕ−1, where gϕ ∈ Hol(D, GLn(C)), then X intertwines Mz and ϕ(Mz), that is, MzX = Xϕ(Mz).
Moreover, if K is sharp, then the converse of the above statement is also true, that is, if X is a
bounded invertible operator on (H,K) intertwining Mz and ϕ(Mz), then X is of the form MgϕCϕ−1
for some gϕ ∈ Hol(D, GLn(C)).
Proof. If X is a bounded invertible operator of the form MgϕCϕ−1 , then an easy computation shows
that Xϕ(Mz) =MzX.
Conversely, assume that X is a bounded invertible operator on (H,K) such that MzX = Xϕ(Mz).
Taking adjoint and acting on the vector K(·, w)η, w ∈ D, η ∈ Cn, we obtain
(2.12) ϕ(Mz)
∗X∗K(·, w)η = X∗M∗zK(·, w)η = wX
∗K(·, w)η.
Thus X∗K(., w)η ∈ ker
(
ϕ(Mz)
∗ − w
)
. It is easy to see that ker
(
ϕ(Mz)
∗ − w
)
= ker
(
M∗z − ϕ
−1(w)
)
.
Since K is sharp and the vector X∗K(·, w)η ∈ ker
(
M∗z −ϕ
−1(w)
)
, it follows that there exists a unique
vector hϕ(w)η ∈ C
n such that
(2.13) X∗K(·, w)η = K(·, ϕ−1(w))hϕ(w)η.
The invertibility of the matrix K(ϕ−1(w), ϕ−1(w)) ensures the uniqueness of the vector hϕ(w)η. It
is easily verified that for each w ∈ D, the map η 7→ hϕ(w)η defines a linear map on C
n. Since X is
invertible, it follows from (2.13) that hϕ(w) is invertible. Now for any w ∈ D, η ∈ C
n and f ∈ (H,K),
we see that
〈(Xf)(w), η〉 = 〈Xf,K(·, w)η〉
= 〈f,X∗K(·, w)η〉
=
〈
f,K(·, ϕ−1(w))hϕ(w)η
〉
=
〈
(f ◦ ϕ−1)(w), hϕ(w)η
〉
=
〈
hϕ(w)
∗(f ◦ ϕ−1)(w), η
〉
.
Hence X = MgϕCϕ−1 , where gϕ(w) = hϕ(w)
∗, w ∈ D. Since we have already shown that gϕ(w),
w ∈ D, is invertible, to complete the proof, we only need to show that the map w 7→ gϕ(w) is
holomorphic.
Let w0 be a fixed but arbitrary point in D. Since K(ϕ
−1(w0), ϕ
−1(w0)) is invertible, there exists a
neighbourhood Ω0 of w0 such that K(ϕ
−1(w0), ϕ
−1(w)) is invertible for all w in Ω0. From (2.13), we
have
(X∗K(·, w)η)ϕ−1(w0) = K(ϕ
−1(w0), ϕ
−1(w))hϕ(w)η, w ∈ Ω0.
Therefore
hϕ(w)η = K(ϕ
−1(w0), ϕ
−1(w))−1(X∗K(·, w)η)ϕ−1(w0), w ∈ Ω0.
Since the right hand side of the above equality is anti-holomorphic on Ω0, it follows that the function
hϕ(w) is anti-holomorphic on Ω0, and therefore gϕ is holomorphic on Ω0. Since w0 is arbitrary, we
conclude that gϕ is holomorphic on Ω. This completes the proof. 
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Proposition 2.8. Let K(z, w) : D × D → Mn(C) be a positive definite kernel. Suppose that the
multiplication operator Mz on (H,K) is bounded. If for each ϕ ∈ Mo¨b, there exists a function
gϕ ∈ Hol(D, GLn(C)) such that the operator MgϕCϕ−1 on (H,K) is bounded and invertible, then
Mz on (H,K) is weakly homogeneous. Moreover, if K is sharp and the operator Mz on (H,K) is
weakly homogeneous, then for each ϕ in Mo¨b, there exists gϕ ∈ Hol(D, GLn(C)) such that the weighted
composition operator MgϕCϕ−1 on (H,K) is bounded and invertible .
Proof. Let U be a neighbourhood of the identity in Mo¨b such that ϕ(Mz) is well-defined for all
ϕ ∈ U . By hypothesis, there exists gϕ ∈ Hol(D, GLn(C)) such that the operatorMgϕCϕ−1 on (H,K) is
bounded and invertible. Then by Lemma 2.7, it follows that the operatorMz satisfiesMzX = ϕ(Mz)X,
ϕ ∈ U , where X = MgϕCϕ−1 on (H,K). Hence Mz is similar to ϕ(Mz) for all ϕ ∈ U . Now a
straightforward generalization of [3, Lemma 2.2] completes the proof in the forward direction. The
proof for the second part follows directly from Lemma 2.7. 
The theorem appearing below shows that the weak homogeneity of the multiplication operator is
preserved under the jet construction.
Theorem 2.9. Suppose that K1 and K2 are two scalar valued sharp positive definite kernels on
D×D. If the multiplication operators Mz on (H,K1) and (H,K2) are weakly homogeneous, then Mz
on
(
H, Jn(K1,K2)|res∆
)
is also weakly homogeneous.
Proof. Since the operators Mz on (H,K1) and (H,K2) are weakly homogeneous, by Proposition 2.8,
for each ϕ ∈ Mo¨b, there exist gϕ, hϕ ∈ Hol(D,C \ {0}) such that the weighted composition operators
MgϕCϕ−1 on (H,K1) and MhϕCϕ−1 on (H,K2) are bounded and invertible. Then, by the first part of
Theorem 2.3, it follows that the operator Mgϕ(Jnhϕ)(Bnϕ−1)Cϕ−1 on
(
H, Jn(K1,K2)|res∆
)
is bounded
and invertible. An application of Proposition 2.8, once again, completes the proof. 
3. Weakly homogeneous operators in the class FB2(D)
Although there are examples (see [17, Theorem (1.1)′], [19, Theorem 3.3]) of scalar valued sharp
kernels K such that the composition operators Cϕ, ϕ ∈ Mo¨b, are not bounded on (H,K), it does
not necessarily follow that the multiplication operator Mz on (H,K) fails to be weakly homogeneous.
In many other examples excluding the ones in [17] and [19], the operator Cϕ is bounded for all ϕ
in Mo¨b showing that the corresponding multiplication operator Mz is weakly homogeneous. While
the question of the existence of an operator Mz which is not weakly homogeneous on a Hilbert space
(H,K), where K is a scalar valued sharp kernel, remains unanswered, in this section, we find such
examples where the kernel K takes values in M2(C).
Given a bounded domain Ω ⊆ C, a smaller class FBn(Ω) ⊆ Bn(Ω), n ≥ 2, of operators was
introduced in [14]. A complete set of tractable unitary invariants and concrete models were given for
operators in this class. For our purposes, it is enough to restrict attention to the case of Ω = D and
n = 2.
Definition 3.1. An operator T on H0
⊕
H1 is said to be in FB2(D) if it is of the form
[
T0 S
0 T1
]
,
where T0, T1 ∈ B1(D) and S is a non-zero operator satisfying T0S = ST1.
Since FB2(D) ⊆ B2(D), every operator T in FB2(D) is unitarily equivalent to the adjoint M
∗
z of the
multiplication operator by the coordinate function z on some reproducing kernel Hilbert space (H,K),
whereK takes values inM2(C). It is known that FB2(D) contains all homogeneous operators in B2(D).
In this section, we study weakly homogeneous operators in FB2(D). The following proposition is an
essential tool in this study.
Proposition 3.2. ([14, Proposition 3.3]) Let T and T˜ be any two operators in FB2(D). If L is a
bounded invertible operator which intertwines T and T˜ , then L and L−1 are upper triangular.
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Corollary 3.3. Let T =
(
T0 S
0 T1
)
on H0 ⊕H1 and T˜ =
(
T˜0 S˜
0 T˜1
)
on H˜0 ⊕ H˜1 be two operators in
FB2(D). Then T is similar to T˜ if and only if there exist bounded invertible operators X : H0 → H˜0,
Y : H1 → H˜1 and a bounded operator Z : H1 → H˜0 such that
(i) XT0 = T˜0X, Y T1 = T˜1Y ,
(ii) XS + ZT1 = T˜0Z + S˜Y.
Proof. Suppose that T is similar to T˜ . Let A =
(
X Z
W Y
)
: H0⊕H1 → H˜0⊕H˜1 be an invertible operator
such that AT = T˜A. By Proposition 3.2, W = 0. Also, the intertwining relation is equivalent to(
XT0 XS + ZT1
0 Y T1
)
=
(
T˜0X T˜0Z + S˜Y
0 T˜1Y
)
.
Applying Proposition 3.2 once again, we see that A−1 is also upper triangular. Hence using Lemma
2.4, we conclude that X and Y are invertible.
Conversely, assume that there exist bounded invertible operators X : H0 → H˜0, Y : H1 → H˜1 and
a linear operator Z : H1 → H˜0 satisfying (i) and (ii) of this Corollary. Let A be the operator
(
X Z
0 Y
)
.
It is easily verified that A is invertible and the intertwining relation AT = T˜A holds. 
The following lemma appeared in the PhD thesis of Dayal Dash Purohit [25], see also [21].
Lemma 3.4. Let T ∈ B(H) be an operator in B1(D) with σ(T ) = D¯. Then the operator ϕ(T ) belongs
to B1(D) for all ϕ in Mo¨b.
Lemma 3.5. Let T =
(
T0 S
0 T1
)
be an operator in FB2(D) with σ(T ) = σ(T0) = σ(T1) = D¯. Then
the operator ϕ(T ) belongs to FB2(D) for all ϕ in Mo¨b.
Proof. A routine verification, using the intertwining relation T0S = ST1, shows that
ϕ(T ) =
(
ϕ(T0) ϕ′(T0)S
0 ϕ(T1)
)
, and ϕ(T0)ϕ
′(T0)S = ϕ
′(T0)Sϕ(T1).
Also, by Lemma 3.4, the operators ϕ(T0) and ϕ(T1) belong to B1(D). Hence the operator ϕ(T ) belongs
to FB2(D). 
The following corollary is an immediate consequence of Corollary 3.3 and Lemma 3.5.
Corollary 3.6. Let T =
(
T0 S
0 T1
)
be an operator in FB2(D) with σ(T ) = σ(T0) = σ(T1) = D¯. Then
T is weakly homogeneous if and only if for each ϕ in Mo¨b, there exist bounded invertible operators
Xϕ : H0 → H0, Yϕ : H1 → H1 and a bounded operator Zϕ : H1 → H0 such that the followings hold:
(i) XϕT0 = ϕ(T0)Xϕ, YϕT1 = ϕ(T1)Yϕ,
(ii) XϕS + ZϕT1 = ϕ(T0)Zϕ + ϕ
′(T0)SYϕ.
3.1. A useful Lemma. Let K1,K2 : D × D → C be two positive definite kernels. Let M
(1) and
M (2) denote the operators of multiplication by the coordinate function z on (H,K1) and (H,K2),
respectively. Assume that M (1) and M (2) are bounded. The following lemma is a key ingredient in
constructing operators in FB2(D) that are not weakly homogeneous.
Lemma 3.7. Let ϕ be a fixed but arbitrary function in Mo¨b which is analytic in a neighbourhood of
σ(M (1)), and let ψ be a function in Hol(D) such that the weighted composition operator MψCϕ−1 is
bounded from (H,K1) to (H,K2). If X is a bounded linear operator from (H,K1) to (H,K2) of the
form X(f) = ψ(ϕ−1)′(f ′ ◦ ϕ−1) + χ(f ◦ ϕ−1), f ∈ (H,K1) for some χ ∈ Hol(D), then X satisfies
(3.1) Xϕ(M (1))−M (2)X =MψCϕ−1 .
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Moreover, if K1 is sharp, then the converse of the above statement is also true, that is, if X : (H,K1)→
(H,K2) is a bounded linear operator satisfying (3.1), then X is of the form X(f) = ψ(ϕ
−1)′(f ′◦ϕ−1)+
χ(f ◦ ϕ−1), f ∈ (H,K1), for some χ ∈ Hol(D).
(Here ψ(ϕ−1)′ denotes the pointwise product of the two functions ψ and (ϕ−1)′. Similarly, ψ(ϕ−1)′(f ′◦
ϕ−1) denotes the pointwise product of ψ(ϕ−1)′ and (f ′ ◦ ϕ−1). Finally, χ(f ◦ ϕ−1) is the pointwise
product of χ and f ◦ ϕ−1. This convention is adopted throughout this paper.)
Proof. Suppose that X is bounded linear operator taking f to ψ(ϕ−1)′(f ′ ◦ ϕ−1) + χ(f ◦ ϕ−1), f ∈
(H,K1). Then we see that
(Xϕ(M (1))−M (2)X)f =X(ϕf)− zXf
=ψ(ϕ−1)′((ϕf)′ ◦ ϕ−1) + χ((ϕf) ◦ ϕ−1)− zψ(ϕ−1)′(f ′ ◦ ϕ−1)− zχ(f ◦ ϕ−1)
=ψ(ϕ−1)′
(
(ϕ′ ◦ ϕ−1)(f ◦ ϕ−1) + (ϕ ◦ ϕ−1)(f ′ ◦ ϕ−1)
)
+ zχ(f ◦ ϕ−1)
− zψ(ϕ−1)′(f ′ ◦ ϕ−1)− zχ(f ◦ ϕ−1)
=ψ(ϕ−1)′(ϕ′ ◦ ϕ−1)(f ◦ ϕ−1) + ψ(ϕ−1)′z(f ′ ◦ ϕ−1)− zψ(ϕ−1)′(f ′ ◦ ϕ−1)
=ψ(f ◦ ϕ−1).
Here for the last equality we have used the identity (ϕ−1)′(ϕ′ ◦ ϕ−1) = 1.
For the converse, assume that K1 is sharp and X : (H,K1)→ (H,K2) is a bounded linear operator
satisfying (3.1). Then taking adjoint and acting on K2(·, z), z ∈ D, we obtain
ϕ(M (1))∗X∗K2(·, z) − zX
∗K2(·, z) = (MψCϕ−1)
∗K2(·, z)
= ψ(z)K1(·, ϕ
−1z).
(3.2)
Here the last equality follows from exactly the same argument as in (2.1). Furthermore, since(
ϕ(M (1))∗ − ϕ(w)
)
K1(·, w) = 0, w ∈ D, differentiating with respect to w, we see that
(3.3)
(
ϕ(M (1))∗ − ϕ(w)
)
∂¯K1(·, w) = ϕ′(w)K1(·, w), w ∈ D.
Replacing w by ϕ−1z in the above equation and combining it with (3.2), we see that
(3.4)
(
ϕ(M (1))∗ − z
)
X∗K2(·, z) =
(
ϕ(M (1))∗ − z
)( ψ(z)
ϕ′(ϕ−1z)
∂¯K1(·, ϕ
−1z)
)
.
Consequently, the vector X∗K2(·, z) −
ψ(z)
ϕ′(ϕ−1z)
∂¯K1(·, ϕ
−1z) ∈ ker
(
ϕ(M (1))∗ − z
)
. Since K1 is sharp,
we have that ker
(
ϕ(M (1))∗ − z¯
)
=
∨
{K1(·, ϕ
−1z)} (see the proof of Lemma 2.7). Therefore
X∗K2(·, z) −
ψ(z)
ϕ′(ϕ−1z)
∂¯K1(·, ϕ
−1z) = χ(z)K1(·, ϕ
−1z),
for some χ ∈ Hol(D) (the holomorphicity of χ can be proved by a similar argument used at the end
of Lemma 2.7).
Finally, for f ∈ (H,K1) and z ∈ D, we see that(
Xf
)
(z) = 〈Xf,K2(·, z)〉
= 〈f,X∗K2(·, z)〉
=
〈
f,
ψ(z)
ϕ′(ϕ−1z)
∂¯K1(·, ϕ
−1z) + χ(z)K1(·, ϕ
−1z)
〉
= ψ(z)(ϕ−1)′(z)(f ′ ◦ ϕ−1)(z) + χ(z)(f ◦ ϕ−1)(z),
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where the equality
〈
f, ∂¯K1(·, ϕ
−1z)
〉
= (f ′ ◦ ϕ−1)(z) follows from [11, Lemma 4.1]. This completes
the proof. 
Notation 3.8. Recall that H(λ), λ > 0, denote the Hilbert space determined by the positive definite
kernel K(λ), where K(λ)(z, w) := 1
(1−zw¯)λ
, z, w ∈ D. Note that
(3.5) K(λ)(z, w) =
∞∑
n=0
(λ)n
n!
(zw¯)n, z, w ∈ D,
where (λ)n is the Pochhammer symbol given by
Γ(λ+n)
Γ(λ) .
For any γ ∈ R, let K(γ) be the positive definite kernel given by
(3.6) K(γ)(z, w) :=
∞∑
n=0
(n + 1)γ(zw¯)n, z, w ∈ D.
Note that K(0) = K
(1) (the Szego¨ kernel of the unit disc D) and K(1) = K
(2)(the Bergman kernel of
the unit disc D). The kernel K(−1) is known as the Dirichlet kernel of the unit disc D and the Hilbert
space (H,K(−1)) is known as the Dirichlet space.
For two sequences {an} and {bn} of positive real numbers, we write an ∼ bn if there exist constants
c1, c2 > 0 such that c1bn ≤ an ≤ c2bn for all n ∈ Z+. From (3.5) and (3.6), it is clear that ‖z
n‖2
H(λ)
=
n!
(λ)n
= Γ(n+1)Γ(λ)Γ(n+λ) and ‖z
n‖2(H,K(γ))
= (n+1)−γ , n ∈ Z+. Using the identity limn→∞
Γ(n+a)
Γ(n)na = 1, a ∈ C,
we see that
(3.7) ‖zn‖2
H(λ)
∼ ‖zn‖2(H,K(λ−1)) for all λ > 0.
Recall that a Hilbert space H consisting of holomorphic functions on the unit disc D is said to be
Mo¨bius invariant if for each ϕ ∈ Mo¨b, f ◦ ϕ ∈ H whenever f ∈ H. By an application of the closed
graph Theorem, it follows that H is Mo¨bius invariant if and only if the composition operator Cϕ is
bounded on H for each ϕ ∈ Mo¨b. If the multiplication operator Mz is bounded on some Mo¨bius
invariant Hilbert space H, then by Proposition 2.8, it follows that Mz is weakly homogeneous on H.
It is known that the Hilbert spaces H(λ), λ > 0, and (H,K(γ)), γ ∈ R, are Mo¨bius invariant (see [30],
[9]). We record this fact as a lemma.
Lemma 3.9. The Hilbert spaces H(λ), λ > 0, and (H,K(γ)), γ ∈ R, are Mo¨bius invariant. Conse-
quently, the composition operator Cϕ is bounded and invertible on H
(λ), λ > 0, as well as on (H,K(γ)),
γ ∈ R, for all ϕ ∈ Mo¨b.
Corollary 3.10. For any γ ∈ R, the operator M∗z on (H,K(γ)) is a weakly homogeneous operator
in B1(D). Moreover, it is similar to a homogeneous operator if and only if γ > −1. In particular,
M∗z on the Dirichlet space is a weakly homogeneous operator which is not similar to any homogeneous
operator.
Proof. Note thatMz on (H,K(γ)) is unitarily equivalent to the weighted shift with the weight sequence
{wn}n∈Z+ , where wn =
(
n+1
n+2
) γ
2
, n ∈ Z+. Since supn∈Z+ wn < ∞, it follows that Mz on (H,K(γ)) is
bounded. Thus by Lemma 3.9 and Proposition 2.8, Mz on (H,K(γ)) is weakly homogeneous .
Recall that for an operator T , r1(T ) is defined as limn→∞
(
m(T n)
) 1
n (which always exists, see [28]),
where m(T ) = inf
{
‖Tf‖ : ‖f‖ = 1
}
. For the multiplication operator Mz on (H,K(γ)), it is easily
verified that r1(Mz) = r(Mz) = 1, where r(Mz) is the spectral radius of Mz. Hence, by a theorem of
Seddighi (cf. [27]), we conclude that M∗z on (H,K(γ)) belongs to B1(D).
Finally, assume that M∗z on (H,K(γ)) is similar to a homogeneous operator, say S. Since B1(D)
is closed under similarity, the operator S belongs to B1(D). Also, since upto unitary equivalence,
every homogeneous operator in B1(D) is of the form M
∗
z on (H,K
(λ)), λ > 0, it follows that M∗z
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on (H,K(γ)) is similar to M
∗
z on H
(λ) for some λ > 0, and therefore, by [28, Theorem 2′], we have
‖zn‖2(H,K(γ)) ∼ ‖z
n‖2
H(λ)
. Then, by (3.7), ‖zn‖2(H,K(γ)) ∼ ‖z
n‖2(H,K(λ−1)). Hence γ = λ− 1. Since λ > 0,
it follows that γ > −1. For the converse, let γ > −1. Again using [28, Theorem 2′] and (3.7), it
follows that M∗z on (H,K(γ)) is similar to the homogeneous operator M
∗
z on H
(γ+1). 
The lemma given below shows that the linear map f 7→ f ′ is bounded from H(λ) to H(λ+2).
Lemma 3.11. Let λ > 0, and let f ∈ Hol(D). Then f ∈ H(λ) if and only if f ′ ∈ H(λ+2). Moreover,
‖f ′‖H(λ+2) ≤
√
λ(λ+ 1)‖f‖H(λ), f ∈ H
(λ). Consequently, the differential operator D that maps f to
f ′ is bounded from H(λ) to H(λ+2) with ‖D‖ ≤
√
λ(λ+ 1).
Proof. Let
∑∞
n=0 αnz
n, z ∈ D, be the power series representation of f . Then we have f ′(z) =∑∞
n=0(n + 1)αn+1z
n, z ∈ D. Note that ‖zn‖2
H(λ)
= n!
λ(λ+1)···(λ+n−1) for all n ≥ 0. By a straight-
forward computation, we see that
λ‖zn+1‖2
H(λ)
≤ (n+ 1)2‖zn‖2
H(λ+2)
≤ λ(λ+ 1)‖zn+1‖2
H(λ)
, n ≥ 0.
Consequently, we have
λ
∞∑
n=0
|αn+1|
2‖zn+1‖2
H(λ)
≤
∞∑
n=0
|αn+1|
2(n+ 1)2‖zn‖2
H(λ+2)
≤ λ(λ+ 1)
∞∑
n=0
|αn+1|
2‖zn+1‖2
H(λ)
.
(3.8)
Therefore,
∑∞
n=0 |αn|
2‖zn‖2
H(λ)
< ∞ if and only if
∑∞
n=0 |αn+1|
2(n + 1)2‖zn‖2
H(λ+2)
< ∞. Hence
f ∈ H(λ) if and only if f ′ ∈ H(λ+2). The rest of the proof follows from (3.8). 
The proof of the corollary given below follows from Lemma 3.11 together with the fact that the
inclusion operator f 7→ f is bounded from H(λ+2) to H(µ) whenever µ− λ ≥ 2.
Corollary 3.12. Let λ, µ be two positive real numbers such that µ − λ ≥ 2. Then the linear map
f 7→ f ′ is bounded from H(λ) to H(µ).
Lemma 3.13. Let λ, µ be two positive real numbers such that µ− λ < 2, and let ψ, χ ∈ Hol(D). Let
X be the linear map given by X(f) = ψf ′+χf , f ∈ Hol(D). If X is bounded from H(λ) to H(µ), then
ψ is identically zero.
Proof. Let ψ(z) =
∑∞
j=0 αjz
j and χ(z) =
∑∞
j=0 βjz
j be the power series representations of ψ and χ,
respectively. Then for n ≥ 1, we see that
‖X(zn)‖2
H(µ)
= ‖nzn−1ψ(z) + znχ(z)‖2
H(µ)
= ‖nzn−1α0 +
∞∑
j=1
(nαj + βj−1)z
j+n−1‖2
H(µ)
= |α0|
2n2‖zn−1‖2
H(µ)
+
∞∑
j=1
|nαj + βj−1|
2‖zj+n−1‖2
H(µ)
.
Since X is bounded from H(λ) to H(µ), we have that ‖X(zn)‖2
H(µ)
≤ ‖X‖2‖zn‖2
H(λ)
. Consequently, for
n ≥ 1,
(3.9) |α0|
2n2‖zn−1‖2
H(µ)
+
∞∑
j=1
|nαj + βj−1|
2‖zj+n−1‖2
H(µ)
≤ ‖X‖2‖zn‖2
H(λ)
.
ORBIT OF A BOUNDED OPERATOR UNDER THE MO¨BIUS GROUP MODULO SIMILARITY 13
From (3.7), we have ‖zn‖2
H(λ)
∼ n−(λ−1) and ‖zn‖2
H(µ)
∼ n−(µ−1). Thus, by (3.9), there exists a
constant c > 0 such that |α0|
2n−(µ−3) ≤ cn−(λ−1). Equivalently, |α0|
2 ≤ cnµ−λ−2. Since µ−λ− 2 < 0,
taking limit as n→∞, we obtain α0 = 0.
For j ≥ 1, using ‖zj+n−1‖2
H(µ)
∼ (j + n− 1)−(µ−1) ∼ n−(µ−1) in (3.9), we see that∣∣∣∣αj + βj−1n
∣∣∣∣2 ≤ dn(µ−1)−(λ−1)−2 = dn(µ−λ−2)
for some constant d > 0. As before, since µ − λ− 2 < 0, taking n →∞, we obtain αj = 0 for j ≥ 1.
Hence ψ is identically zero, completing the proof of the lemma. 
From Lemma 3.13, the converse to the statement in Corollary 3.12 follows and consequently, we
have the following proposition.
Proposition 3.14. The linear map f 7→ f ′, f ∈ Hol(D), is bounded from H(λ) to H(µ) if and only if
µ− λ ≥ 2.
Recall that for two Hilbert spaces H1 and H2 consisting of holomorphic functions on the unit disc
D, the multiplier algebra Mult(H1,H2) is defined as
Mult(H1,H2) := {ψ ∈ Hol(D) : ψf ∈ H2 whenever f ∈ H1} .
When H1 = H2, we write Mult(H1) instead of Mult(H1,H1). By the closed graph theorem, it is easy
to see that ψ ∈ Mult(H1,H2) if and only if the multiplication operator Mψ is bounded from H1 to
H2.
For µ ≥ λ > 0, sinceH(λ) ⊆ H(µ), it follows that ψf ∈ H(µ) whenever f ∈ H(λ) and ψ ∈ Mult(H(λ)).
Hence
(3.10) Mult(H(λ)) ⊆ Mult(H(λ),H(µ)), 0 < λ ≤ µ.
It is known that for λ ≥ 1, Mult(H(λ)) = H∞(D), where H∞(D) is the algebra of all bounded
holomorphic functions on the unit disc D. Thus, from (3.10), we conclude that
(3.11) H∞(D) ⊆ Mult(H(λ),H(µ)), 1 ≤ λ ≤ µ.
On the other hand, if λ > µ, then Mult(H(λ),H(µ)) = {0}, and hence we make the assumption λ ≤ µ
without loss of generality.
The proposition given below describes a class a weakly homogeneous operators in FB2(D).
Proposition 3.15. Let 0 < λ ≤ µ and ψ ∈ Mult(H(λ),H(µ)). Let T =
(
M∗z M
∗
ψ
0 M∗z
)
on H(λ) ⊕H(µ).
If Mψ is bounded and invertible on H
(λ) as well as on H(µ), then T is weakly homogeneous.
Proof. It suffices to show that T ∗ is weakly homogeneous. By a routine computation, we obtain
ϕ(T ∗) =
(
Mϕ 0
Mψϕ′ Mϕ
)
on H(λ)⊕H(µ). By Lemma 3.9, the operator Cϕ−1 , ϕ ∈ Mo¨b, is bounded and
invertible on H(λ) as well as on H(µ). Also, by hypothesis, Mψ is bounded and invertible on H
(λ) as
well as on H(µ). Thus MψCϕ−1 is bounded and invertible on H
(µ). For ϕ ∈ Mo¨b, set
Lϕ :=
(
M(ψ◦ϕ−1)(ϕ′◦ϕ−1)Cϕ−1 0
0 MψCϕ−1
)
on H(λ) ⊕H(µ).
Using the equality Mψ◦ϕ−1 = Cϕ−1MψCϕ, we see that the operator Mψ◦ϕ−1 is bounded and invertible
on H(λ). Consequently, Mψ◦ϕ−1Cϕ−1 is bounded and invertible on H
(λ). Therefore, to prove that Lϕ
is bounded and invertible, it suffices to show that the operator M(ϕ′◦ϕ−1) is bounded and invertible
on H(λ). Take ϕ to be ϕ−1θ,a and note that
(3.12)
(
(ϕ−1θ,a)
′ ◦ ϕθ,a
)
(z) =
1
(ϕθ,a)′(z)
= e−iθ
(1− a¯z)2
(1− |a|2)
, z ∈ D,
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which is a polynomial. Hence M((ϕ−1
θ,a
)′◦ϕθ,a)
is bounded on H(λ). Also, from the above equality, we see
that M((ϕ−1
θ,a
)′◦ϕθ,a)
is invertible on H(λ) if and only if (1 − a¯z)−2 is in Mult(H(λ)). To verify this, let
f ∈ H(λ). Note that
(3.13)
( 1
(1− a¯z)2
f
)′
=
1
(1− a¯z)2
f ′ +
2a¯
(1− a¯z)3
f.
Since f ∈ H(λ) and H(λ) ⊆ H(λ+2), we have f ∈ H(λ+2). Also by Lemma 3.11, f ′ ∈ H(λ+2). Since
the functions 1
(1−a¯z)2
and 2a¯
(1−a¯z)3
belong to H∞(D) and Mult(H(λ+2)) = H∞(D), it follows that both
of the functions 1(1−a¯z)2 f
′ and 2a¯(1−a¯z)3 f belong to H
(λ+2). Thus, by (3.13),
(
1
(1−a¯z)2 f
)′
belongs to
H(λ+2). Hence, again applying Lemma 3.11, we conclude that 1
(1−a¯z)2
f belongs to H(λ). Finally, a
straightforward calculation shows that
(3.14) T ∗Lϕ = Lϕϕ(T
∗) =
(
Mz(ψ◦ϕ−1)(ϕ′◦ϕ−1)Cϕ−1 0
Mψ(ψ◦ϕ−1)(ϕ′◦ϕ−1)Cϕ−1 MzψCϕ−1
)
,
completing the proof. 
Let C(D¯) denote the space of all continuous functions on D¯. If ψ is an arbitrary function in
C(D¯) ∩Hol(D), then it is easy to see that ψ ∈ H∞(D). Furthermore, if 1 ≤ λ ≤ µ, then by (3.11), we
see that ψ ∈ Mult (H(λ),H(µ)).
The theorem given below gives several examples of operators in the class FB2(D) that are weakly
homogeneous and the ones that are not.
Theorem 3.16. Let 1 ≤ λ ≤ µ < λ + 2, and let ψ be a non-zero function in C(D¯) ∩ Hol(D). The
operator T =
(
M∗z M
∗
ψ
0 M∗z
)
on H(λ)⊕H(µ) is weakly homogeneous if and only if ψ is non-vanishing on
D¯.
Proof. Suppose that ψ is non-vanishing on D¯. Since ψ is continuous on D¯, ψ must be bounded below.
Therefore 1
ψ
is a bounded analytic function on D. Further, since λ, µ ≥ 1, we have Mult(H(λ)) =
Mult(H(µ)) = H∞(D). Hence the operator M 1
ψ
is bounded on H(λ) as well as on H(µ). Consequently,
the operator Mψ is bounded and invertible on H
(λ) as well as on H(µ). Hence, by Proposition 3.15, T
is weakly homogeneous.
Conversely, assume that T is weakly homogeneous. It is easily verified that T ∈ FB2(D) and T
satisfies the hypothesis of Corollary 3.6. Therefore, for each ϕ in Mo¨b, there exists bounded operators
Xϕ : H
(λ) → H(λ), Yϕ : H
(µ) → H(µ) and Zϕ : H
(µ) → H(λ), with Xϕ, Yϕ invertible, such that the
following holds:
XϕT0 = ϕ(T0)Xϕ, YϕT1 = ϕ(T1)Yϕ,
XϕM
∗
ψ + ZϕT1 = ϕ(T0)Zϕ +M
∗
ψϕ
′(T1)Yϕ,
(3.15)
where T0 is M
∗
z on H
(λ) and T1 is M
∗
z on H
(µ). Note that ϕ(T0)
∗ = ϕˆ(T ∗0 ), where ϕˆ(z) := ϕ(z¯).
Taking adjoint in the first equation of (3.15), we see that Xϕ satisfies T
∗
0X
∗
ϕ = X
∗
ϕϕˆ(T
∗
0 ). Since K
(λ) is
sharp, by Lemma 2.7 (or Lemma 3.7), we obtain X∗ϕ = MgϕCϕˆ−1 for some non-vanishing function gϕ
in Hol(D). Furthermore, since Cϕˆ is bounded and invertible on H
(λ) (see Lemma 3.9), it follows from
the boundedness and invertibility of Xϕ that the operator Mgϕ is bounded and invertible on H
(λ).
Also, since Mult(H(λ)) = H∞(D), λ ≥ 1, it follows that gϕ must be bounded above as well as bounded
below on D. By the same argument, we have Y ∗ϕ = MhϕCϕˆ−1 for some non-vanishing function hϕ in
Hol(D) which is bounded above as well as bounded below on D. Taking adjoint in the last equation
of (3.15), we see that
MψX
∗
ϕ + T
∗
1Z
∗
ϕ = Z
∗
ϕϕˆ(T
∗
0 ) + Y
∗
ϕ ϕ̂
′(T ∗1 )Mψ.
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Equivalently,
Z∗ϕϕˆ(T
∗
0 )− T
∗
1Z
∗
ϕ =MψX
∗
ϕ − Y
∗
ϕ ϕ̂
′(T ∗1 )Mψ
=MψMgϕCϕˆ−1 −MhϕCϕˆ−1Mϕ̂′Mψ
=MℓϕCϕˆ−1 ,
where ℓϕ = ψgϕ−hϕ(ϕ̂′ ◦ ϕˆ
−1)(ψ ◦ ϕˆ−1). Since the kernel K(λ) is sharp, by Lemma 3.7, it follows that
(3.16) Z∗ϕf = ℓϕ(ϕˆ
−1)′(f ′ ◦ ϕˆ−1) + χϕ(f ◦ ϕˆ
−1), f ∈ H(λ),
for some χϕ ∈ Hol(D). Furthermore, since the composition operator Cϕˆ is bounded on H
(µ) by
Lemma 3.9, the operator CϕˆZ
∗
ϕ is bounded from H
(λ) to H(µ). Note that
CϕˆZ
∗
ϕ(f) = (ℓϕ ◦ ϕˆ)((ϕˆ
−1)′ ◦ ϕˆ)f ′ + (χϕ ◦ ϕˆ)f, f ∈ H
(λ).
Since µ < λ+2, by Lemma 3.13, it follows that that (ℓϕ ◦ ϕˆ)((ϕˆ
−1)′ ◦ ϕˆ) is identically the zero function
for each ϕ ∈ Mo¨b, and therefore, ℓϕ is identically the zero function for each ϕ ∈Mo¨b. Equivalently,
(3.17) ψ(z)gϕ(z) = hϕ(z)(ϕ̂′ ◦ ϕˆ
−1)(z)(ψ ◦ ϕˆ−1)(z), z ∈ D, ϕ ∈ Mo¨b.
First, we show that ψ is non-vanishing on D. If possible let ψ(w0) = 0 for some w0 ∈ D, and let w be
a fixed but arbitrary point in D. By transitivity of Mo¨b, there exists a function ϕw in Mo¨b such that
ϕ̂w
−1(w0) = w. Putting z = w0 and ϕ = ϕw in (3.17), we see that
ψ(w0)gϕw(w0) = hϕw(w0)(ϕ̂
′
w ◦ ϕ̂w
−1)(w0)ψ(w).
Since the functions hϕw and (ϕ̂
′
w ◦ ϕ̂w
−1) are non-vanishing on D, it follows from the above equality
that ψ(w) = 0. Since this holds for an arbitrary w ∈ D, we conclude that ψ vanishes on D¯, which
contradicts that ψ is non-zero on D¯. Hence ψ is non-vanishing on D.
Now we show that ψ is non-vanishing on the unit circle T. Replacing ϕ by ϕθ,0 (which is the rotation
map eiθz) in (3.17), we obtain
(3.18) ψ(z)gϕθ,0(z) = e
−iθhϕθ,0(z)ψ(e
iθz), z ∈ D.
Let {wn}n≥0 be a sequence in D such that wn → 1 as n→∞. If possible let ψ vanishes at some point
eiθ0 on T. Putting z = eiθ0wn in (3.18), we obtain
(3.19) ψ(eiθ0wn)gϕθ,0(e
iθ0wn) = e
−iθhϕθ,0(e
iθ0wn)ψ(e
i(θ0+θ)wn) for all n ≥ 0.
Since ψ ∈ C(D¯) and gϕθ,0 , hϕθ,0 are bounded above as well as bounded below on D, taking limit as
n →∞, it follows that ψ(ei(θ0+θ)) = 0. Since this is true for any θ ∈ R, we conclude that ψ vanishes
at all points on T. Consequently, ψ is identically zero on D¯. This contradicts our hypothesis that ψ
is non-zero on D¯. This completes the proof. 
As an immediate consequence of the above theorem, we obtain a class of operators in FB2(D) which
are not weakly homogeneous.
Corollary 3.17. Let 1 ≤ λ ≤ µ < λ + 2. If ψ is a non-zero function in C(D¯) ∩ Hol(D) with atleast
one zero in D¯, then the operator T =
(
M∗z M
∗
ψ
0 M∗z
)
on H(λ) ⊕H(µ) is not weakly homogeneous.
As a consequence of the Lemma 3.13, we also obtain the following proposition which is a strength-
ening of [15, Theorem 4.5 (2)] in the particular case of quasi-homogeneous operators of rank 2. Recall
that an operator T is said to be strongly irreducible if XTX−1 is irreducible for all invertible operator
X.
Proposition 3.18. Let 0 < λ ≤ µ < λ + 2 and ψ ∈ Mult(H(λ),H(µ)). Let T =
(
M∗z M
∗
ψ
0 M∗z
)
on
H(λ) ⊕H(µ). If ψ is non-zero, then T is strongly irreducible.
16 S. GHARA
Proof. Suppose that ψ is non-zero and T is not strongly irreducible. Then, by [14, Proposition 2.22],
there exists a bounded operator X : H(µ) → H(λ) such that X∗T ∗0 − T
∗
1X
∗ = Mψ. Since the kernel
K(λ) is sharp, by Lemma 3.7 (with ϕ to be the identity map), there exists a function χ ∈ Hol(D) such
that X∗(f) = ψf ′+χf, f ∈ H(λ). Since X is bounded and µ < λ+2, by Lemma 3.13, ψ is identically
zero on D. This is a contradiction to the assumption that ψ is non-zero. Hence T must be strongly
irreducible, completing the proof. 
4. Mo¨bius bounded operators
In this section, we find some necessary conditions for Mo¨bius boundedness of the multiplication op-
eratorMz on the reproducing kernel Hilbert space (H,K), whereK(z, w) is of the form
∑∞
n=0 bn(zw¯)
n,
bn > 0, on D × D. As a consequence, we show that the multiplication operator Mz on the Dirichlet
space is not Mo¨bius bounded. We begin with a preparatory lemma.
First we note that the power series representation of the biholomorphic automorphism ϕθ,a is given
by
∑∞
n=0 αnz
n, z ∈ D, where
(4.1) α0 = −e
iθa and αn = e
iθ(1− |a|2)(a¯)n−1, n ≥ 1.
Lemma 4.1. Let K(z, w) =
∑∞
n=0 bn(zw¯)
n, bn > 0, be a positive definite kernel on D × D. Suppose
that the multiplication operator Mz is bounded on (H,K) and σ(Mz) = D¯. If the sequence {nbn}n∈Z+
is bounded, then there exists a constant c > 0 such that
‖ϕθ,a(Mz)‖ ≥
K(a, a)
c
− |a| for all a ∈ D, θ ∈ [0, 2π).
Proof. Since {nbn} is bounded, there exists a constant c > 0 such that nbn < c for all n ≥ 0. For
a ∈ D, θ ∈ [0, 2π), setting ϕ˜θ,a(z) = ϕθ,a(z)− ϕθ,a(0), z ∈ D, and using (4.1), we see that
(4.2) ϕ˜θ,a(z)K(z, a) =
∞∑
n=1
(
n∑
k=1
αkbn−k(a¯)
n−k
)
zn, z ∈ D.
By hypothesis, ϕθ,a(Mz) is bounded, and hence ϕ˜θ,a(·)K(·, a) belongs to (H,K). Note that
‖ϕ˜θ,a(·)K(·, a)‖
2 =
∞∑
n=1
∣∣∣ n∑
k=1
αkbn−k(a¯)
n−k
∣∣∣2‖zn‖2
= (1− |a|2)2
∞∑
n=0
|a|2n
( n∑
j=0
bj
)2 1
bn+1
.
(4.3)
Claim: For all a ∈ D, the following inequality holds:
(4.4)
∞∑
n=0
|a|2n
( n∑
j=0
bj
)2 1
bn+1
≥
1
c
(1− |a|2)−2K(a, a)2.
Since (1− |a|2)−2 =
∑∞
n=0(n+ 1)|a|
2n, a ∈ D, setting βn =
∑n
j=0(j + 1)bn−j , n ≥ 0, we see that
(1− |a|2)−2K(a, a) =
∞∑
n=0
βn|a|
2n, a ∈ D.
Furthermore, setting γn =
∑n
j=0 βjbn−j , n ≥ 0, we see that
(4.5) (1− |a|2)−2K(a, a)2 =
∞∑
n=0
γn|a|
2n, a ∈ D.
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Note that
βn =
n∑
j=0
(j + 1)bn−j ≤ (n+ 1)
( n∑
j=0
bj
)
, n ≥ 0.
Therefore
γn =
n∑
j=0
βjbn−j ≤
n∑
j=0
(j + 1)
( j∑
p=0
bp
)
bn−j ≤ (n+ 1)
( n∑
j=0
bj
)2
.
Consequently,
∞∑
n=0
γn|a|
2n ≤
∞∑
n=0
(n+ 1)
( n∑
j=0
bj
)2
|a|2n
≤ c
∞∑
n=0
|a|2n
( n∑
j=0
bj
)2 1
bn+1
,
where for the last inequality, we have used that nbn < c, n ≥ 0. Hence, by (4.5), the claim is verified.
Combining the claim with (4.3), it follows that
‖ϕ˜θ,a(·)K(·, a)‖
2 ≥
1
c
K(a, a)2.
Since ‖K(·, a)‖2 = K(a, a), it follows that
‖ϕ˜θ,a(Mz)‖
2 ≥
‖φ˜θ,a(·)K(·, a)‖
2
‖K(·, a)‖2
≥
1
c
K(a, a).
Finally, note that for a ∈ D,
‖ϕθ,a(Mz)‖ = ‖ϕ˜θ,a(Mz) + ϕθ,a(0)I‖ ≥ ‖ϕ˜θ,a(Mz)‖ − |a| ≥
1
c
K(a, a)− |a|.
This completes the proof. 
The following lemma, which is the easy half of the statement of [6, Lemma 2], will be used later in
this section.
Lemma 4.2. Let f(x) =
∑∞
n=0 anx
n, 0 ≤ x < 1, where an ≥ 0. If f(x) ≤ c(1 − x)
−α, 0 ≤ x < 1, for
some constants α, c > 0, then there exists c′ > 0 such that
a0 + a1 + ...+ an ≤ c
′(n+ 1)α for all n ≥ 0.
The following lemma will be used in the proof of Theorem 4.4.
Lemma 4.3 (cf. [18]). If {bn}n∈Z+ is a sequence of positive real numbers such that
∑∞
n=0 bn < ∞,
then
∞∑
n=0
n+ 1
1
b0
+ 1
b1
+ ...+ 1
bn
≤ 2
∞∑
n=0
bn.
Theorem 4.4. Let K(z, w) =
∑∞
n=0 bn(zw¯)
n, bn > 0, be a positive definite kernel on D × D. If the
multiplication operator Mz on (H,K) is Mo¨bius bounded, then
(i)
∑∞
n=0 bn =∞, and
(ii) the sequence {nbn}n∈Z+ is unbounded.
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Proof. (i) Note that for any θ ∈ [0, 2π), a ∈ D and j ∈ Z+, we have∥∥∥∥ϕθ,a(Mz)( zj‖zj‖
)∥∥∥∥2 = 1‖zj‖2 ‖ϕθ,a(z)zj‖2
=
1
‖zj‖2
(
|a|2‖zj‖2 + (1− |a|2)2
∞∑
n=1
|a|2(n−1)‖zn+j‖2
)
.
(4.6)
If Mz on (H,K) is Mo¨bius bounded, then there exists a constant c > 0 such that
sup
θ∈[0,2π),a∈D,j∈Z+
∥∥∥∥ϕθ,a(Mz)( zj‖zj‖
)∥∥∥∥2 ≤ c.
Therefore, from (4.6), we see that
(1− |a|2)2
∞∑
n=1
|a|2(n−1)
‖zn+j‖2
‖zj‖2
≤ c, a ∈ D, j ∈ Z+.
Replacing |a|2 by x, we obtain
(4.7)
∞∑
n=0
cn,jx
n ≤
c
(1− x)2
, x ∈ [0, 1),
where cn,j =
‖zn+j+1‖2
‖zj‖2
, n, j ∈ Z+. Hence, applying Lemma 4.2, we see that there exists a constant
c′ > 0 such that for all n, j ∈ Z+,
(c0,j + c1,j + · · ·+ cn,j) ≤ c
′(n+ 1)2.
Since bn =
1
‖zn‖2 , n ∈ Z+, putting j = 0 in the above inequality, we obtain(
1
b1
+
1
b2
+ · · · +
1
bn+1
)
≤
c′
b0
(n+ 1)2, n ∈ Z+.
Therefore
∞∑
n=0
n+ 1
1
b1
+ 1
b2
+ · · ·+ 1
bn+1
≥
b0
c′
∞∑
n=0
1
n+ 1
.
Consequently,
∑∞
n=0
n+1
1
b1
+ 1
b2
+···+ 1
bn+1
=∞. Hence, by Lemma 4.3, we conclude that
∑∞
n=0 bn =∞.
(ii) Suppose that Mz on (H,K) is Mo¨bius bounded, and if possible, let {nbn}n∈Z+ is bounded. Then
by Lemma 4.1, there exists a constant c > 0 such that
sup
a∈D
( K(a, a)
c
− |a|
)
<∞.
Therefore supa∈DK(a, a) is also finite. Since Abel summation method is totally regular (see[13, page
10]), it follows that
∑∞
n=0 bn is finite. By part (i) of this Theorem, this is a contradiction to the
assumption that Mz is Mo¨bius bounded. Hence the sequence
{
nbn
}
n∈Z+
is unbounded, completing
the proof. 
Corollary 4.5. Let K(z, w) =
∑∞
n=0 bn(zw¯)
n, bn > 0, be a positive definite kernel on D×D. Suppose
that bn ∼ (n+1)
γ for some γ ∈ R. Then the multiplication operator Mz on (H,K) is Mo¨bius bounded
if and only if γ > −1. In particular, the multiplication operator Mz on the Dirichlet space is not
Mo¨bius bounded.
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Proof. It follows from [28, Theorem 2′] that Mz on (H,K) is similar to the operator Mz on (H,K(γ)).
Since similarity preserves Mo¨bius boundedness, it suffices to show that Mz on (H,K(γ)) is Mo¨bius
bounded if and only if γ > −1. If γ > −1, then by Corollary 3.10, Mz on (H,K(γ)) is similar to
a homogeneous operator, and therefore is Mo¨bius bounded. If γ ≤ −1, then note that the sequence
{n.(n+1)γ}n∈Z+ is bounded. Hence, by Theorem 4.4 (ii),Mz on (H,K(γ)) is not Mo¨bius bounded. 
The following theorem shows that Shields’ conjecture has an affirmative answer in a smaller class
of weighted shifts containing the non-contractive homogeneous operators in B1(D).
Theorem 4.6. Let K(z, w) =
∑∞
n=0 bn(zw¯)
n be a positive definite kernel on D × D. Assume that
the sequence
{
bn
}
n∈Z+
is decreasing. If the multiplication operator Mz on (H,K) is Mo¨bius bounded,
then there exists a constant c > 0 such that ‖Mnz ‖ ≤ c(n+ 1)
1
2 for all n ∈ Z+.
Proof. It suffices to show that ‖Mn+1z ‖ ≤ c(n + 1)
1
2 , n ∈ Z+. By a straightforward computation, we
see that
(4.8) ‖Mn+1z ‖
2 = sup
j∈Z+
‖zn+j+1‖2
‖zj‖2
, n ∈ Z+.
From (4.7), we already have that
∞∑
n=0
cn,jx
n ≤
c
(1− x)2
, x ∈ [0, 1),
where cn,j =
‖zn+j+1‖2
‖zj‖2
. Multiplying both sides by 1− x, we see that
c0,j +
∞∑
n=1
(cn,j − cn−1,j)x
n ≤
c
1− x
, x ∈ [0, 1), j ∈ Z+.
Since ‖zn‖2 = 1
bn
and {bn}n∈Z+ is decreasing, the sequence {cn,j}n∈Z+ is increasing. Consequently,
(cn,j − cn−1,j) ≥ 0 for all n ≥ 1, j ≥ 0. Therefore, using Lemma 4.2, we conclude that there exists a
constant c′ > 0 (independent of n and j) such that
c0,j + (c1,j − c0,j) + · · ·+ (cn,j − cn−1,j) ≤ c
′(n+ 1) for all n, j ∈ Z+.
Equivalently,
cn,j ≤ c
′(n + 1) for all n, j ∈ Z+.
Hence, in view of (4.8), we conclude that ‖Mn+1z ‖
2 ≤ c′(n+1) for all n ∈ Z+, completing the proof. 
4.1. Mo¨bius bounded quasi-homogeneous operators. In this subsection we identify all quasi-
homogeneous operators which are Mo¨bius bounded. We start with the following theorem which gives
a necessary condition for a class of operators in FB2(D) to be Mo¨bius bounded.
Theorem 4.7. Let 0 < λ ≤ µ, and let ψ be a non-zero function in Mult(H(λ),H(µ)). Let T be the
operator
(
M∗z M
∗
ψ
0 M∗z
)
on H(λ) ⊕H(µ). If T is Mo¨bius bounded, then µ− λ ≥ 2.
Proof. It suffices to show that if T ∗ is Mo¨bius bounded, then µ − λ ≥ 2. Since σ(Mz) = D¯ on both
H(λ) and H(µ), it is easily verified that σ(T ) = D¯. As before, for ϕ ∈ Mo¨b, we have
ϕ(T ∗) =
(
Mϕ 0
Mψϕ′ Mϕ
)
on H(λ) ⊕H(µ).
Observe that for an operator of the form
(
A 0
B C
)
, we have ‖B‖ ≤
∥∥( A 0
B C
)∥∥ ≤ (‖A‖ + ‖B‖ + ‖C‖).
Therefore, we have
‖Mψϕ′‖H(λ)→H(µ) ≤ ‖ϕ(T
∗)‖ ≤ ‖Mϕ‖H(λ) + ‖Mϕ‖H(µ) + ‖Mψϕ′‖H(λ)→H(µ) .
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Since the multiplication operator Mz on H
(λ) as well as on H(µ) is Mo¨bius bounded, it follows from
the above inequality that T ∗ is Mo¨bius bounded if and only if sup
ϕ∈Mo¨b ‖Mψϕ′‖H(λ)→H(µ) is finite.
Now for all w in D, we have
‖Mψϕ′‖
2
H(λ)→H(µ)
= ‖(Mψϕ′)
∗‖2
H(µ)→H(λ)
≥
‖(Mψϕ′)
∗(K(µ)(·, w))‖2
‖K(µ)(·, w)‖2
= |ψ(w)ϕ′(w)|2
‖K(λ)(·, w)‖2
‖K(µ)(·, w)‖2
= |ψ(w)ϕ′(w)|2(1− |w|2)µ−λ.
Note that ϕ′θ,a(w) = e
iθ 1−|a|
2
(1−a¯w)2
, w ∈ D. Thus, if T ∗ is Mo¨bius bounded, then there exists a constant
c > 0 such that
sup
a,w∈D
|ψ(w)|2(1− |a|2)2
|1− a¯w|4
(1− |w|2)µ−λ ≤ c.
Taking a = w, we obtain
(4.9) |ψ(w)|2 ≤ c(1 − |w|2)−(µ−λ−2), w ∈ D.
If possible, assume that µ − λ − 2 < 0. Then, by an application of maximum modulus principle,
it follows from (4.9) that ψ is identically zero, which is a contradiction to our assumption that ψ is
non-zero. Hence µ− λ ≥ 2. 
4.1.1. Quasi-homogeneous operators. Let n ≥ 1 be a positive integer, and let 0 < λ0 ≤ λ1 ≤ . . . ≤ λn−1
be n positive real numbers such that the difference λi+1−λi is a fixed number Λ for all 0 ≤ i ≤ n− 2.
Let Ti, 0 ≤ i ≤ n−1, denote the adjoint M
∗
z of the multiplication operator by the coordinate function
z on H(λi). Furthermore, let Si,j, 0 ≤ i < j ≤ n− 1, be the linear map given by the formula
Si,j(K
(λj )(·, w)) = mi,j ∂¯
(j−i−1)K(λi)(·, w),
where mi,j’s are arbitrary complex numbers. Note that if Si,j defines a bounded linear operator from
H(λj ) to H(λi), then (Si,j)
∗(f) = mi,jf
(j−i−1), f ∈ H(λi).
A quasi-homogeneous operator T of rank n (see [15]) is a bounded linear operator of the form
(4.10)

T0 S0,1 S0,2 · · · S0,n−1
0 T1 S1,2 · · · S1,n−1
...
. . .
. . .
. . .
...
0 · · · 0 Tn−2 Sn−2,n−1
0 0 · · · 0 Tn−1

on H(λ0)⊕H(λ1)⊕ · · · ⊕H(λn−1). It is known that the class of quasi-homogeneous operators of rank n
contains all homogeneous operators in Bn(D). For a quasi-homogeneous operator T , let Λ(T ) denote
the fixed difference Λ. When Λ(T ) ≥ 2, a repeated application of Lemma 3.11 shows that each Si,j,
0 ≤ i < j ≤ n− 1, is bounded from H(λi) to H(λj), and consequently, an operator of the form (4.10) is
also bounded. In case of Λ(T ) < 2, the boundedness criterion for T was obtained in terms of Λ(T ), n
and mi,j’s in [15, Proposition 3.2].
It is easily verified that a quasi-homogeneous operator T satisfies TiSi,i+1 = Si,i+1Ti+1, 0 ≤ i ≤ n−2.
Therefore T belongs to the class FBn(D) ⊆ Bn(D) (see [14]).
The theorem given below describes all quasi-homogeneous operators which are Mo¨bius bounded.
Theorem 4.8. A quasi-homogeneous operator T is Mo¨bius bounded if and only if Λ(T ) ≥ 2.
Proof. If Λ(T ) ≥ 2, then by [15, Theorem 4.2 (1)], T is similar to the direct sum T0⊕ T1⊕ · · · ⊕Tn−1.
Hence T is Mo¨bius bounded if and only if T0 ⊕ T1 ⊕ · · · ⊕ Tn−1 is Mo¨bius bounded. Note that each
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Ti, 0 ≤ i ≤ n − 1, is homogeneous and therefore is Mo¨bius bounded. Consequently, the operator
T0 ⊕ T1 ⊕ · · · ⊕ Tn−1 is also Mo¨bius bounded.
To prove the converse, assume that T is Mo¨bius bounded. By a straightforward computation using
the intertwining relation TiSi,i+1 = Si,i+1Ti+1, 0 ≤ i ≤ n− 2, we obtain
ϕ(T ) =

ϕ(T0) S0,1ϕ
′(T1) ∗ · · · ∗
0 ϕ(T1) S1,2ϕ
′(T2) · · · ∗
...
. . .
. . .
. . .
...
0 · · · 0 ϕ(Tn−2) Sn−2,n−1ϕ
′(Tn−1)
0 0 · · · 0 ϕ(Tn−1)

on H(λ0) ⊕H(λ1) ⊕ · · · ⊕H(λn−1). Since
‖ϕ(T )‖ ≥
∥∥∥∥(ϕ(T0) S0,1ϕ′(T1)0 ϕ(T1)
)∥∥∥∥ = ∥∥∥∥ϕ(T0 S0,10 T1
)∥∥∥∥ ,
it follows that the operator
(
T0 S0,1
0 T1
)
is Mo¨bius bounded. Note that this operator is of the form(
M∗z M
∗
ψ
0 M∗z
)
on H(λ0) ⊕ H(λ1), where ψ is the constant function m0,1. Hence, by Theorem 4.7, we
conclude that λ1 − λ0 ≥ 2. Consequently, Λ(T ) ≥ 2, completing the proof. 
Corollary 4.9. The Shields’ conjecture has an affirmative answer for the class of quasi-homogeneous
operators.
Proof. First note that, by Theorem 4.8, a quasi-homogeneous operator T is Mo¨bius bounded if and
only if Λ(T ) ≥ 2. Second, if Λ(T ) ≥ 2, then by [15, Theorem 4.2 (1)], T is similar to T0⊕T1⊕· · ·⊕Tn−1.
Shields’ conjecture is easily verified for these operators using the explicit weights (see [4, section 7.2]).
Therefore, its validity for T follows via the similarity. 
Corollary 4.10. A quasi-homogeneous operator T is Mo¨bius bounded if and only if it is similar to a
homogeneous operator.
Proof. The proof in the forward direction is exactly the same as the proof given in the previous
corollary. In the other direction, an operator similar to a homogeneous operator is clearly Mo¨bius
bounded. 
The corollary given below follows immediately from Proposition 3.15.
Corollary 4.11. Every quasi-homogeneous operator T of rank 2 is weakly homogeneous.
5. A Mo¨bius bounded weakly homogeneous operator which is
not similar to any homogeneous operator
In this section, we provide a class of examples to show that a Mo¨bius bounded weakly homogeneous
operator need not be similar to any homogeneous operator. The lemma given below is undoubtedly
well-known (for a proof, see [1, Corollary 2.37]).
Lemma 5.1. Let K : D × D → C be a positive definite kernel, and let f : D → C be an arbitrary
holomorphic function. Then the operator Mf of multiplication by f on (H,K) is bounded if and only
if there exists a c > 0 such that
(
c2 − f(z)f(w)
)
K(z, w) is non-negative definite on D × D. In case
Mf is bounded, ‖Mf‖ is the infimum of all c > 0 such that
(
c2 − f(z)f(w)
)
K(z, w) is non-negative
definite.
The following lemma, which will be used in the proof of the main theorem of this section, provides a
sufficient condition on K to determine if the multiplication operatorMz on (H,K) is Mo¨bius bounded.
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Lemma 5.2. Let K : D × D → C be a positive definite kernel. Suppose that K can written as
the product K(λ)K˜, where λ > 0 and K˜ is some non-negative definite kernel on D × D. Then the
multiplication operator Mz on (H,K) is bounded and σ(Mz) = D¯. Moreover, Mz on (H,K) is Mo¨bius
bounded.
Proof. Let M (λ) denote the multiplication operator Mz on H
(λ). Since M (λ) is Mo¨bius bounded, by
Lemma 5.1, there exists a constant c > 0 such that (c2−ϕ(z)ϕ(w))K(λ)(z, w) is non-negative definite
on D×D for all ϕ in Mo¨b. Hence (c2−ϕ(z)ϕ(w))K(z, w), being a product of two non-negative definite
kernels (c2 − ϕ(z)ϕ(w))K(λ)(z, w) and K˜(z, w), is non-negative definite. Therefore, again by Lemma
5.1, it follows that ‖Mϕ‖(H,K) ≤ c for all ϕ ∈ Mo¨b.
To show that the spectrum of Mz on (H,K) is D¯, let a be an arbitrary point in C \ D¯. Since
σ(M (λ)) = D¯, the operator Mz−a is invertible on H
(λ). Consequently, the operator M(z−a)−1 is
bounded on H(λ). Then, by the same argument used in the previous paragraph, it follows that
M(z−a)−1 is bounded on (H,K), and therefore a /∈ σ(Mz). Also, since each K(·, w), w ∈ D, is an
eigenvector of M∗z on (H,K), it follows that D¯ ⊆ σ(Mz). Therefore we conclude that σ(Mz) = D¯.
Since σ(Mz) = D¯ and ‖Mϕ‖(H,K) ≤ c for all ϕ ∈ Mo¨b, it follows that Mz on (H,K) is Mo¨bius
bounded. 
The theorem given below answers Question 1.2 in the negative.
Theorem 5.3. Let K(z, w) =
∑∞
n=0 bn(zw¯)
n, bn > 0, be a positive definite kernel on D × D such
that for each γ ∈ R, lim|z|→1(1 − |z|
2)γK(z, z) is either 0 or ∞. Assume that the adjoint M∗z of the
multiplication operator by the coordinate function z on (H,K) is in B1(D) and is weakly homogeneous.
Then the multiplication operator Mz on (H,KK
(λ)), λ > 0, is a Mo¨bius bounded weakly homogeneous
operator which is not similar to any homogeneous operator.
Proof. Since the operator M∗z on (H,K) is weakly homogeneous, so is the operator Mz on (H,K).
Furthermore, note that Mz on (H,K
(λ)) is homogeneous, and both the kernels K and K(λ) are sharp.
Therefore, by Theorem 2.9, it follows thatMz on (H,KK
(λ)) is weakly homogeneous. Also, by Lemma
5.2, we see that Mz on (H,KK
(λ)) has spectrum D¯ and is Mo¨bius bounded. Therefore, to complete
the proof, it remains to show that Mz on (H,KK
(λ)) is not similar to any homogeneous operator.
Suppose that Mz on (H,KK
(λ)) is similar to a homogeneous operator, say T . Since the operators
M∗z on (H,K
(λ)) and M∗z on (H,K) belong to B1(D), by [26, Theorem 2.6], the operator M
∗
z on
(H,KK(λ)) belongs to B1(D). Furthermore, since the class B1(D) is closed under similarity, it follows
that the operator T ∗ belongs to B1(D). Also since T is homogeneous, the operator T
∗ is homogeneous.
By the argument used in Corollary 3.10, it follows thatMz on (H,KK
(λ)) is similar toMz on (H,K
(µ))
for some µ > 0. Hence, by [28, Theorem 2′], there exist constants c1, c2 > 0 such that
c1 ≤
K(z, z)K(λ)(z, z)
K(µ)(z, z)
≤ c2, z ∈ D.
Equivalently,
c1 ≤ (1− |z|
2)µ−λK(z, z) ≤ c2, z ∈ D.
This is a contradiction to our hypothesis that for each γ ∈ R, lim|z|→1(1 − |z|
2)γK(z, z) is either
0 or ∞. Hence the operator Mz on (H,KK
(λ)) can not be similar to any homogeneous operator,
completing the proof of the theorem. 
Below we give one example which satisfy the hypothesis of the Theorem 5.3. Recall that the
Dirichlet kernel K(−1) is defined by
K(−1)(z, w) =
∞∑
n=0
1
n+ 1
(zw¯)n =
1
zw¯
log
1
1− zw¯
, z, w ∈ D.
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By corollary 3.10, the operator M∗z on (H,K(−1)) is weakly homogeneous and belongs to B1(D). Also,
for an arbitrary real number γ, lim|z|→1
(1−|z|2)γ
|z|2
log 1
1−|z|2
is either 0 or ∞, which follows from the
following identity:
lim
x→0
−xγ log x =
{
∞ (if γ ≤ 0)
0 (if γ > 0).
Consequently, we have the following corollary.
Corollary 5.4. The multiplication operator Mz on (H,K(−1)K
(λ)), λ > 0, is a Mo¨bius bounded weakly
homogeneous operator which is not similar to any homogeneous operator.
6. Concluding remarks and open questions
Suppose T ∈ B(H) is similar to a homogeneous operator S. Then it follows from (1.1) that
ϕ(T ) = Γ(ϕ)TΓ(ϕ)−1, where Γ(ϕ) = XUφX
−1, ϕ ∈ Mo¨b, and therefore the map Γ : Mo¨b → B(H) is
weakly uniformly bounded in the sense that sup
ϕ∈Mo¨b ‖Γ(ϕ)‖‖Γ(ϕ)
−1‖ is finite. Note that if T is a
weakly homogeneous operator such that the intertwining operator Γ(ϕ) is weakly uniformly bounded,
then T is necessarily Mo¨bius bounded. Therefore, Theorem 5.3 suggests the following question: If
T is a weakly homogeneous operator such that the intertwining operator Γ(ϕ) is uniformly bounded,
then does it follow that the operator T is necessarily similar to a homogeneous operator?
Moreover, if T is similar to a homogeneous operator S such that ϕ(S) = UϕSU
∗
ϕ for some unitary
representation U of Mo¨b, then the intertwining operators Γ(ϕ), ϕ ∈ Mo¨b, for T are uniformly bounded
in the sense that sup
ϕ∈Mo¨b ‖Γ(ϕ)‖ is finite. Also, in this case, Γ is a homomorphism from Mo¨b into
B(H). So, it is natural to ask the question: If T is weakly homogeneous and the intertwiner Γ is
both a homomorphism and uniformly bounded, then does it follow that T is similar to a homogeneous
operator? This possibility was raised in [7]. These questions are also in the spirit of the three questions
on similarity mentioned in [24].
Acknowledgement . The author would like to thank Prof. G. Misra for many fruitful discussions
and suggestions in the preparation of this paper.
References
[1] J. Agler and J. E. McCarthy, Pick interpolation and Hilbert function spaces, Graduate Studies in Mathematics, vol.
44, American Mathematical Society, Providence, RI, 2002.
[2] N. Aronszajn, Theory of reproducing kernels, Trans. Amer. Math. Soc. 68 (1950), 337–404.
[3] B. Bagchi and G. Misra, Constant characteristic functions and homogeneous operators, J. Operator Theory 37
(1997), no. 1, 51–65.
[4] , Homogeneous operators and projective representations of the Mo¨bius group: a survey, Proc. Indian Acad.
Sci. Math. Sci. 111 (2001), no. 4, 415–437.
[5] , The homogeneous shifts, J. Funct. Anal. 204(2003), no. 2, 293–319.
[6] D. N. Clark and G. Misra, On weighted shifts, curvature and similarity, J. London Math. Soc. (2) 31 (1985), no. 2,
357–368.
[7] , On homogeneous contractions and unitary representations of SU(1, 1), J. Operator Theory 30 (1993), no. 1,
109–122.
[8] L. Comtet, Advanced combinatorics, enlarged ed., D. Reidel Publishing Co., Dordrecht, 1974, The art of finite and
infinite expansions.
[9] Carl C. Cowen and B. D. MacCluer, Composition operators on spaces of analytic functions, Studies in Advanced
Mathematics, CRC Press, Boca Raton, FL, 1995.
[10] M. J. Cowen and R. G. Douglas, Complex geometry and operator theory, Acta Math. 141 (1978), no. 3-4, 187–261.
[11] R. E. Curto and N. Salinas, Generalized bergman kernels and the cowen-douglas theory, American Journal of Math-
ematics 106 (1984), no. 2, 447–488.
[12] R. G. Douglas, G. Misra, and C. Varughese, On quotient modules—the case of arbitrary multiplicity, J. Funct. Anal.
174 (2000), no. 2, 364–398.
[13] G. H. Hardy, Divergent Series, Oxford, at the Clarendon Press, 1949.
24 S. GHARA
[14] K. Ji, C. Jiang, D. K. Keshari, and G. Misra, Rigidity of the flag structure for a class of Cowen-Douglas operators,
J. Funct. Anal. 272 (2017), no. 7, 2899–2932.
[15] C. Jiang, K. Ji, and G. Misra, Classification of quasi-homogeneous holomorphic curves and operators in the Cowen-
Douglas class, J. Funct. Anal. 273 (2017), no. 9, 2870–2915.
[16] A. Kora´nyi and G. Misra, Homogeneous operators on Hilbert spaces of holomorphic functions, J. Funct. Anal. 254
(2008), no. 9, 2419–2436.
[17] T. L. Kriete, III and B. D. MacCluer, Composition operators on large weighted Bergman spaces, Indiana Univ. Math.
J. 41 (1992), no. 3, 755–788.
[18] N. T. Long and N. V. D. Linh, The Carleman’s inequality for a negative power number, J. Math. Anal. Appl. 259
(2001), no. 1, 219–225.
[19] B. D. MacCluer, X. Zeng, and N. Zorboska, Composition operators on small weighted Hardy spaces, Illinois J. Math.
40 (1996), no. 4, 662–677.
[20] G. Misra, Curvature and the backward shift operators, Proc. Amer. Math. Soc. 91 (1984), no. 1, 105–107.
[21] G. Misra and M. R. Reza, Curvature Inequalities and Extremal Operators, https://arxiv.org/pdf/1802.01386.pdf.
[22] G. Misra and N. S. N. Sastry, Homogeneous tuples of operators and representations of some classical groups, J.
Operator Theory 24 (1990), no. 1, 23–32.
[23] V. I. Paulsen and M. Raghupathi, An introduction to the theory of reproducing kernel Hilbert spaces, Cambridge
Studies in Advanced Mathematics, vol. 152, Cambridge University Press, Cambridge, 2016.
[24] G. Pisier, Similarity problems and completely bounded maps, Second, expanded edition, Lecture Notes in Math., vol.
1618, Springer-Verlag, Berlin 2001.
[25] D. D. Purohit, Curvture Inequality and Certain Toeplitz-like Operators, Ph.D. Dissertation, SUNY at Stony Brook,
1983.
[26] N. Salinas, Products of kernel functions and module tensor products, Topics in operator theory, Oper. Theory Adv.
Appl., vol. 32, Birkha¨user, Basel, 1988, pp. 219–241.
[27] K. Seddighi, Essential spectra of operators in the class Bn(Ω), Proc. Amer. Math. Soc. 87 (1983), no. 3, 453–458.
[28] A. L. Shields, Weighted shift operators and analytic function theory, (1974), 49–128. Math. Surveys, No. 13.
[29] , On Mo¨bius bounded operators, Acta Sci. Math. (Szeged) 40 (1978), no. 3-4, 371–374.
[30] N. Zorboska, Composition operators on Sa spaces, Indiana Univ. Math. J. 39 (1990), no. 3, 847–857.
(S. Ghara) Department of Mathematics, Indian Institute of Science, Bangalore 560012, India
E-mail address: ghara90@gmail.com
