If L/K is a Galois extension of algebraic number fields, the ring of integers eL is a Galois module-that is, a representation module for the Galois group G. Much is known about the structure of 6; as a ZG-module. With Taylor's proof [12] of Frohlich's conjecture, we know that for tame extensions L/K, PL is determined up to stable ZG-isomorphism by the Artin root numbers JV&) of the symplectic characters of G, and in particular that 6; is stably free if all such IV&) = 1. (So, for example, if G is abelian and L/K is tame, then 4 is always free as a ZG-module.)
In this article, we adopt a somewhat different viewpoint. We regard c as an DG-module, where D = @i, the ring of integers of K. Changing the coefficient ring from Z to D introduces complications. Typically q. is not free as an rr-module, and all the less so as an DrG-module. For example, the unramified extension a(-, 6)/Q(G), h as no relative normal integral basis (although it does have a relative integral basis).
* The main result of this article was obtained while the author was on sabbatical leave from the University of Illinois at Universitiit Regensburg and at King's College, London. The author wishes to thank those institutions for their generous hospitality and the NSF for providing support while the results were being extended and the proofs simplified.
Our emphasis differs also in the following respect. We fix the ground field K and a finite group G and let L range over all Galois extensions of K with Galois group isomorphic to G, regarding all the rings of integers PL as modules over the same group ring DG by choosing isomorphisms Gal(L/k') 2 G. Changing the isomorphism Gal(L/K) + G amounts to changing the representation by an automorphism of G, so it is natural in this context to consider the totality of nG-representations under the action of the automorphism group Aut G.
The extension L/K is tame if and only if fl; is a locally free CG-module. It is then determined up to stable isomorphism by its "Galois module class" in the class group Cl(rrG). We shall restrict our attention to tame extensions and denote by R(DG) the set of those classes in CZ(rrG) which are realizable as Galois module classes of rings of integers E; in tame Galois extensions L/K with Gal(L/K) r G. Trivially, R(rrG) is closed under the action of Aut G on CZ(lrG).
The main result of this article is the description of R(nG) for elementary abelian G in terms of the action on C@G) of a Stickelberger ideal. Specifically, let G be the additive group of the finite field F,, and let C = FG, the multiplicative group. Multiplication represents C as a group of automorphisms of G and hence as a group of automorphisms of UG fixing fl. The class group CZ(DG) is thus a ZC-module. We define a Stickelberger ideal in ZC as follows.
For 6 E C, let t(8) denote the least non-negative residue (mod I) of Tr (6) . where Tr: F ,k + F, (=Z/fZ) is the trace. Let and f = zc * (6/l) f-3 zc.
The Stickelberger ideal X is a relative of one used by Kubert and Lang ji' j. However, it is associated with values of L-functions at s = 0 rather than at s=-1.
The main result is THEOREM.
If G is elementary abelian, R (DG) = CI'(OG)'~,
where' Ci'(nG) is the kernel of the map Cl(rrG) -+ U(u) induced by the augmentation .wG -+ D.
Putting K = Q we immediately obtain the result announced in Theorem (1.2) of [91: COROLLARY. If G is elementary abelian, CZ(Z G)"" = 1.
Proof: CI'(HG) = CZ(ZG) since U(Z) = 1, and R(ZG) = 1 since every tame abelian extension of Q has a normal integral basis.
Now specialize further to the case G cyclic of order 1. Choosing a nontrivial character x: G + ,u, induces an isomorphism (see [ 111) 
CE(ZG) z CI(Z [p,]).
If we interpret C (=lFr) as the Galois group of OQ,)/Q .P becomes the classical Stickelberger ideal for Q(,u,) and the corollary asserts the classical Stickelberger relations for the class group of a@,).
The connection between Galois module structure and Stickelberger ideals can be seen as a natural outgrowth of Hilbert's proof [6, Satz 1361 of the Stickelberger relations for Q(,u,) which was based on the fact that tame cyclic extensions L/Q of degree I have normal integral bases. Hilbert determines the prime factorization of resolvents of normal basis generators by utilizing their behavior under the action of Gal(L/Q) and of Gal(Q@,)/Q). (The resolvents are not specifically required to be Gauss sums.)
Our approach is very close to that of Hilbert's proof. The cyclotomic field a(~,) is replaced by the group algebra KG with the group elements playing the role of the roots of unity. Abelian extensions of K with group isomorphic to G are described by a Kummer theory over KG. The resolvents are replaced by "resolvends" which are elements of K'G whose images under the characters of G are resolvents. (Kc is the algebraic closure of K.) The Stickelberger condition arises from the shape of the prime factorization in rrG of the Zth power of resolvends of elements generating local normal integral bases at the prime divisors of 1. The shape of this prime factorization is determined by the behavior of the resolvends under the Galois action of G and of C. These ideas are developed in Sections 1, 2, and 4. Section 3 is devoted to describing the properties of the Stickelberger ideal. At the end of Section 4, we prove R@G) c CZ'(DG)~. In Section 5 we prove R(rrG) 2 CZ'(DG)~ (which is the essential inclusion for the corollary CZ(ZG)P= 1). We choose a class in CZ'(DG)~ and must construct an extension whose ring of integers realizes that class. At the analogous point in Hilbert's proof, a prime p of degree one is chosen in an ideal class of a@,). Then N(p) =p = 1 (mod Z) and an extension L/Q is produced inside the cyclotomic field O(U,). In Section 5, the desired extension L/K is produced utilizing the Kummer theory developed in the earlier sections. A key tool is the fact that ray classes contain infinitely many prime ideals of degree one, and this is the only "non-algebraic" fact which we use.
The theorem R(rrG) = CI'(DG)~ was obtained first in the special case where G is cyclic of order 1 and K contains ,u,, the lth roots of unity [S] . Childs PI removed the hypothesis that p, C. K and proved R(DG) 2 CI'(rrG)z, which sufficed to recover the classical el(Z[,~,]>'= 1. My interest in the elementary abelian case was stimulated by reading a preliminary version of the thesis of Glass [5 1. Glass considered elementary abelian G of order I', ,uu, E K. She obtained a description of R(rrG) based on Stickelberger-like elements in LC,, where C, = F: x rirf, a split Cartan subgroup of GL,,(ff ,). That is, let G = G, x G,, where each Gi is the additive group of F!. Then C, = C, x Cl, where Ci = iF: . We denote, as before, the augmentation kernel of CZ by CI'. The canonical map
is a split surjection preserving the action of C,. Denote its kernel by CZ"(rrG) so that CI'(rrG) = Cl"(rrG) x CZ'(DG,) x Cl'(oG2).
THEOREM (Glass) . Suppose puI c K and G is as above. Then R&G) = CZ"(rrG)" x R(rrG,) x R(rrG,), Note that under the canonical maps ZC,-+ ZCi (induced by the projections C, -+ CJ the image of CL is 2 r6; ', the classical Stickelberger element. It would be of interest to find a unified approach to R(rrG) which would simultaneously yield Glass's theorem and the main theorem of this article.
The results of this article have partial generalizations to the case where G is abelian of homogeneous type (I",..., I") with k factors. The results of Sections 1, 2, and 3 are presented in this generality. The main theorem does not generalize as stated even in the case where G is cyclic (k = 1). For cyclic G of order I", n > 1, CZ(ZG)"# 1, in general (see remarks at the end of [IO]) whence R(rrG) 2 CZ'(DG)~. Childs [3] has recently shown for cyclic G that the opposite inclusion also fails in general. However, by extending the methods of Sections 4 and 5 we can obtain the following: Let G be of type (I",..., I") and let DA be the image of UG in the quotient algebra A of KG defined by the decomposition KG =A x K(G/H), where H is the largest elementary abelian subgroup in G. (If K = Q and G is cyclic, then PA = ;Z[,U~~].) Denote by R(@A) the image of R(nG) under the map Cl&G) --+ CI@A). We can show that R(oA) 2 C/(LTA)~, where 9 = Yk,, is an enlarged Stickelberger ideal defined in Section 3. In particular, of course, CI(ZA),Y = 1 and when k = 1 we can recover the classical C&Z [p,,,])"= 1. These results will appear later, embedded, one hopes, in a more complete description of R(lrG) for 12 > 1, k > 1.
It should be pointed out that Friihlich [4] has shown that the Stickelberger relations for arbitrary cyclotomic extensions Q&.)/Q can be derived from the fact that tame abelian extensions of Q have normal integral bases. His results have particularly influenced Section 4 of this article. In addition, he suggested an approach which has substantially simplified Section 5. Thanks are also due to many others, particularly to C. J. Bushnell for crucial and timely suggestions.
GALOIS G-EXTENSIONS AND RESOLVENDS
Let G be a finite group and K an algebraic number field. There is a natural correspondence between Galois extensions of K with Galois group isomorphic to G and (continuous) surjective homomorphisms Gal(KC/K) --f G, where Kc is the algebraic closure of K. Namely, to each such homomorphism, one associates the fixed field of its kernel. This correspondence is not biunique, however, since different homomorphisms may have the same kernel. We obtain a biunique correspondence through the notion of a Galois G-extension. To an arbitrary (continuous) homomorphism Gal(KC/K) + G we associate a Galois G-extension of K, in the sense of [ 11, as follows: Let n E Hom(OR,, G), where f2, = Gal(KC/K). Let K" = (Kc)ker T, the subfield of Kc fixed elementwise by the kernel of 71. Then K" is a Galois extension of K with Galois group R,/ker X, isomorphic to a subgroup 7t(.Q,) of G. To obtain a Galois G-extension, we (co)-induce (from 0,) to G by letting K, = MapgK(G, KC), the K-algebra of functions from G to KC preserving the action of Q,, where G is regarded as an R,-set under left multiplication via 7~. Moreover, one can show that the correspondence TC tt K, is biunique between Hom(Qn,, G) and the set of isomorphism classes of Galois G-extension of K. Notice that if G is abelian; the set of Galois G-extensions of K forms an abelian group through its natural identification with Hom(QC1,, 6 Hence it is surjective and f. = KG -6, so K, = KG . v.
The converse is a little harder. If v generates a normal basis {us 1 s E G} of K, over K, then the dual basis with respect to the trace is also a normal basis. For, if Tr(vk) = S,,, then Tr(vk') = Tr((v')'-'U) = a,,,. We will show directly that
To verify this, it is useful to observe first that, as an element of K,
for v E K,. Also notice that CfEG u(t)t is the image of C under the canonical involution of K'G defined by sending each group element to its inverse, t ++ t-'. If we denote this involution by [-I], we have z2-" = CIEG u(t)t and the assertion to be proved is v'. $11 = 1.
(Since K'G is a finite dimensional KC algebra, it suffices to show that z? has a right inverse.)
The above assertion follows from a more general result which we record for future use:
Remark. K, always has a normal basis over K. For if a E K" generates a normal basis of K 
generates a normal basis of KJK.
Henceforth we will assume G is abelian. Then the multiplicative group
is a discrete O,-module. We shall characterize the invertible resolvends of elements of Galois G-extensions of K in terms of the J2, action on (KcG)X. Let H(KG)={aE(KCG)XIcru-'EG,V~TEa,).
Then H(KG) is a subgroup of (KCG)X containing (KG)X.
( 1.7) (1. The associated long exact sequence begins (since fiK acts trivially on G):
, and the connecting homomorphism is, in effect, rr t-+ rr,. Hence we have exactness of l--t (KG) X/G + H(KG)/G -+ Horn&?,, G).
Exactness on the right could be shown by observing [in a variety of ways) that Hilbert's Theorem 90 applies to the Galois extension K'G of KG. Instead, we simultaneously prove (c) by observing that under the map H(KG) --t Hom(Qn,, G), the pre-image of n is (KCG) ' n KV (by (1.4)) and that (KCG)' I-I Kn # 0 (by Proposition (1.5 j). Proposition 1.8 can be interpreted as indicating a sort of Kummer theory for Galois G-extensions of K in which the elements of G in the group algebra KG play the role of the roots of unity. It also gives a characterization of the (invertible) resolvends in terms of the action of 0, on (K'G) '. We will now derive from this O,-characterization a more powerful characterization in terms of the action on (KcG)X of endomorphisms of G.
Let E be a ring of endomorphisms of G containing the identity. (E may, but need not, be the full ring End(G).) We write the action of E exponen-tially, continuing the convention that (s~)~ = s"~ for s E G, q, p E E. As usual, we denote by Ex the group of units of E. It will also be necessary to consider the full multiplicative monoid (including zero) of E, which we will denote by E'.
If p e E, p extends by linearity to an algebra endomorphism of KCG (preserving the identity) and hence also to a group endomorphism of (K'G) '. In this way, E' acts as a monoid (but not as a ring) of endomorphisms of (K'G) '. That is, (&')I? = arlp for u E K'G, 11, p E E, but in general cP+~ # CPU". Since E' acts on elements of G while Q, acts on coefIicients, the two actions commute:
(1.9)
Now any abelian group on which E' acts as a monoid of endomorphisms is, in a natural way, a module over the monoid ring LE'. (Note that the "monoid ring" is left-adjoint to the forgetful functor from rings with identity to monoids, R H R'.) When necessary to avoid confusion, we will enclose elements of E' in brackets when writing elements of HE', as in CPEE a0 [p] . is the canonical involution of KcG described previously. Now, E acts as a ring of endomorphisms of the dual group G* = Hom(G, (Kc) ") by the rule x"(s) =x(P) for x E G*, s E G, p E E. But, whereas G was a left E-module, G* is a right E-module: 01")" =x"".
The characterization of resolvends which we will obtain will be in terms of the kernel SG of the canonical (adjunction) homomorphism ZE' --f E. Remark. It is easy to see that G and G* are cyclic over End G. This is obvious if G is cyclic, and it is also clear that a product of cyclic groups is cyclic over the product of their endomorphism rings. So, in fact, one can always find a commutative ring E of endomorphisms of G such that G and G* are cyclic over E. One can find, however, cases where G is cyclic over E but G* is not (and vice versa).
Proof qf (1.10). (a) Here, "a" is trivial. To show the converse, consider the map G* + (Kc)' given by x t+ x(/I), where x is extended by linearity from G to K'G. It suffkes to show that this map is a homomorphism. For then, since G** = G, there is an s E G such that this homomorphism is the same as x F+ x(s). But &3) =x(s) for all x E G* implies that p = s E G, Now, let x generate G" over E. It suffices to show, for any y, p E E that (xyxp)@) = x~@?)~~(j?). Contrary to appearances, this is not obvious, or we would have proved (KCG)X = G. Here is the argument (note that (FG)" is not an E-module, but only a ZE'-module): Throughout this section we have been considering the set of all Galois Gextensions of K. However, in the following sections, we shall consider only tame Galois G-extensions. If we replace KC by K', the maximal tame (at most tamely ramified) extension of K in KC and Q, by Qi = Gal(K'/K), the results of this section carry over with appropriate modifications. In particular, the set of tame Galois G-extensions is identified with Hom(Qi, G) and the exact sequence of (l.S)(bj becomes and is characterized as the set of invertible resolvends of elements in tame Galois G-extensions. The criteria of Theorem (1.10) carry over when the indicated substitutions are made, the only deviation from the rule being that G* must continue to be the full dual group Hom(G, (Kc)' ). We shall use the abbreviated expression "tame G-extension" instead of "tame Galois Gextension." We shall also regard Hom(@, G) as a subgroup of Hom(J2,, G) and say TC is tame if x E Horn@&, G).
THE GALOIS MODULE CLASS OF A TAME G-EXTENSION
Henceforth we shall assume G is an abelian group of exponent l", where 1 is a prime.
The ring of integers 8; in a Galois G-extension K,/K can be identified with MapkK(G, P) = MapLX(G, 4"), where @' is the ring of integers in Kc and F" = b'n K". The extension K,/K is tame, if and only if flZ is a rank one locally free PG module, where D = @k, the ring of integers in K (see (2.6) below). As such, its structure is determined up to rrG-isomorphism by its class c/(@~) in the class group Cl@G). Since G is abelian, we may describe C/(DG) simply as the quotient of the group I(rrG) of invertible (fractional) DG-ideals in KG by the subgroup of invertible principal ideals-that is, ideals of form (/I) = DG . /3, where /? E KGX. We denote this subgroup simply by (KGX). The class of a rank one locally free DG-module M is then defined as follows:
Choose m E KM with KM= KGm (where M c KM= K 0, M). Then M= mm, where m E I(rrG). Since the choice of m is unique up to multiplication by elements of KG ', m is unique up to multiplication by elements of (KG "). We define the class cl(M) of M to be the ideal class of m in I(rrG)/(KG ").
For computational purposes, we find it more convenient to use a different description of the class group which we will describe for an arbitrary Dorder /1 in a commutative semi-simple K-algebra A. 
ProoJ As in (2.8), pi = m -z? E I'(&G) with m E 1(&G), L; E H(KC).
Clearly Pk" = ma . I?* for aE ZE. But, z? E KGX by (1.10)(b) for a E Ann,,. G, whence mQ . P E I(rr'G).
The main result of this section is the following. (Recall that G is abelian of exponent 1". ) Note. Since rr'G is a product of Dedekind domains, ideals in 1(0/G) factor uniquely into products of (invertible) prime ideals in an obvious way and so the notion of "integral and P-power free" makes sense.
Proof. Observe that v' E H'(rr,G) = @; GX n H(KG) by (2.7). Hence, by (1.10)(b), v" E 4fGX n KG' =fljGX for all a E Ann,. G, which shows (a). Now I" E Ann,,. G, so yin = u' E I(~!G'. From (2.8) we have m'"(w) = (8;)" E 1(&G), where m E 1(&G) represents zZ(0;) in g'l(lrG). So, it suffices to show that (&J'" .
IS integral and P-power free (in f(&G)). Clearly 8; E P'G so Finally we point out the connection between resolvends and (tame) discriminants: 
Hence
In Section 4 we will obtain a decomposition of the integral l-power free part of (IV) in terms of a Stickelberger element for the special case that G is elementary abelian. In Section 3, Stickelberger elements are described for a somewhat more general situation.
THE STICKELBERGER IDEAL
In this section, we specialize G further to be an abelian group of type (In7 I",..., 1") with 1~ factors. We can regard G as the additive group of a certain residue class ring. Specifically, let R, be the ring of integers in the (unique) unramified extension of degree k of Q,, the field of 1-adic numbers. Let E = E,., = Rdl".
(3.1)
We let G = G,., be a multiplicative group isomorphic to the additive group of E. We will write the elements of G as {xp / p E El so that the isomorphism E + G is given by p b x0. Thus x"~+~~ = xp~P2 for pr. pz E E.
We also regard E as a ring of endomorphisms of G by putting (xPl)P' = XP'PI = XPLP', Clearly G is cyclic over E.
The unit group Ex is a group of automorphisms of G and we put C = C,,, = E;., .
Then G is a ZC-module, generated by x=x'. The Stickelberger ideals will be ideals in the group ring ZC. Let Tr = Tr, : R, + Z, denote the trace map. We use the same symbol to denote the trace map (mod In): Tr = Tr,: E,,, = RJI" + E,.,r = Zji".
(3.3 j Since R, is unramified over B,, it is self-dual with respect to the trace. Likewise E = E,,, is self-dual with respect to the trace. From this, one easily sees that the dual group G* is cyclic over E. Fixing a Z/P-basis 6, = 1, 6 2 ,..., 6,, of E, we denote the associated dual basis by S;, 8; ,..., SL.. Then Tr(6;aj) is the Kronecker 6,. Note that the ai and Sf all have precise order I" i.n E and hence belong to the unit group C.
To define the Stickelberger elements we shall need the canonical section map t, = t,,, : Z/I" --t [O, I") f-7 n (3.4) lifting each residue class mod I" to its least non-negative residue. Further, let t=tk=tkn=tlnoTrk.
(3.5)
Thus, the following commutes:
The following proposition describes the annihilator of G as a ZC-module: For each p E Ek,n, we define the Stickelberger element associated to p to be HP) = &JP) = c t,.,(YP) 7-l E zc,.,,. YEC Let O=O(l)=~,,ct(y)y-~'.
Note. A simple calculation shows that for 1' E. C and p E E, y&p) = 8(w). (Indeed, CdEC t(6p) y6-' = &Ec t(&p) 6-l.) Now we restrict attention to the case n = 1; that is, G is elementary abelian of order Ik. Under our conventions, then G is isomorphic to the additive group of Ek,, which we may identify with the finite field fflx, and C is identified with Fr< . As remarked above, in this case Y--'=Y' and Z-=9. Proof. Both x2 and Z are ideals of EC, so it suffices to find an element of Y which is rl (mod JQ, that is, which acts as identity on ZC/&' z E = i?,,. Now C has order Ik -1, and E is evidently an irreducible module over the semi-simple group algebra F,C. The character of the representation of C afforded by E is y+ Trfj). The idempotent corresponding to this IF,-irreducible character is e = (Zk -I)-' c Tr(y) y-l.
)ZC Thus 4 3 e (mod I. ZC) and a fortiori (mod J&). But -8 E X and since e acts as identity on E, -6's 1 (mod _,P), whence the result follows. Proof. If 57, is a subquotient of g', then g< = 1. But if 59r z G z E, then F',;" = 1, so Ef" = 1, whence gi = 1.
Remark. When k = 1, there are analogous results to (3.1 l), (3.12), and (3.13) for n > 1.
THE STICKELBERGER CONDITION ON REALIZABLE CLASSES
We continue with the notation of Section 2 and suppose, in addition, that G is elementary abelian of order Ek. As in Section 3 we choose a fixed isomorphism p ++ xp from the additive group of E(=F,,) to G and regard C(=lFz) as a group of automorphisms of G. We have the Stickelberger element 6'= Bk,i E ZC and ideal S = Xk,, c ZC. Now, let 7c E Horn@:, G) and continue with the tame G-extension KJK as in Theorem (2.12). The exponent 1" of G has now become 1. (b) Moreover, a is square free and, for y, 6 E C, as and a6 are coprime unless y = 6.
Proof: As remarked after (2.12), 1(&G) is a free abelian group generated by the (invertible) prime ideals of D'G. For any such prime p and any a E I(&G) we denote by v,(a) the exponent to which p occurs in the decomposition of a. For a E KG", we put v,(a) = v&(a)), where (a) = ncr'G . a. With this notation we define the ideal a of the theorem to be the product of the distinct primes p of rr'G such that a,(&') E t(r) (mod I) for all y E C. That is, a is integral, square free and p 1 a o v,(w~) = t(y) (mod 2) for all y E C.
One sees easily that at most finitely many primes p can satisfy this condition, so it genuinely defines a square free integral ideal a E I(lr'G).
Claim 1. Fro any p and any y E C, v,(w') = i: t(y 8;) u,(w"i) (mod I).
i=l For recall that W= v"', where 8;",,! = rr,G . U. Now since d(y) E &' by (3.6), it follows from (2.12)(a) (or, indeed (1.10) that cd(?) E KG" so that (~~(7)) = (Cd(Y)) is an lth power in 1(&G). Since d(]~) = y -zf=, t(~ S:) ai, this implies that (~9') differs from nf=i(w '1 ') rcyai) by an Ith power. The claim follows immediately.
Claim 2. For any p and any 6 E C, p [ a'-' e u,(wJ') = t(yS) (mod Z)
for all y E C.
Note, first, that v,,(a) = v&a'-') since 6 is an automorphism of D'G. Hence, p ] as-l e ps ) a o u~(M~*-') = uPs(w') = t(y) (mod I) for all y E C o ZI,(WY) -t(y6) (mod Z) for all y E C. Claim 3. The ideals as for 6 E C are square free and coprime. By definition, a is square free, and since S E C is an automorphism of rr'G, as is likewise square free. Now, suppose as and aY have common prime factor p, where S, y E C. Then, by Claim 2, for all p E C, t(p8') = t@y-' ) (mod I), whence Tr@$') = Tr@r-I).
By non-degeneracy of the trace, Tr: IF!,+ F,, we conclude 6-l = y-l, proving Claim 3. Now, recall that 19 = xyEc t(r)?-' so that
Since the a"-' are square free and coprime and since t(y) < 1 for all y E C, it follows that as is integral and Ith power free. Thus, by Theorem (2.12)(b), in order to prove a' = m'(w), it suffices to prove Claim 4. If 0 < a < Z, then for any p, v,(w) E a (mod I) e p ( a"-' for some y E C with t(y) = a. The criterion of Claim 2 being satisfied, p / aY-'. Moreover, taking 6 = 1 gives t(v) = V~(MJ) = a (mod 2). Hence Claim 4 is proved, and we have shown that a has all the properties described in the theorem except for uniqueness. To show uniqueness, suppose b is integral and be = m'(w). Then Claim 5. The bY for y E C are square free and coprime. This will follow from the fact that be is Ith power free (by (2.12)). For be = n (b'-')"".
EC
Choosing 6 E C with Tr(6) = -1 we get t(8) = I-1 so be has the factor (b"-I)"-1'. Thus bd-' must be square free whence all by are square free. Now, for any 6 E C, b6.e = be(s) = g (by-')t(b') and bs' ' is lth power free. Suppose b and by-' have a common factor where yf 1. Then t(s) f @y) < I for all 6 E C.
We show this is impossible. It suffices to show there is a 6 E C with Tr(6) = -1 and Tr(Gy) # 0, for then t(@+t(6y)>(Z-1)+1=1.
To show this, it suffices to show there is a 6 E C with Tr (6) shows that the surjection 1(&G) --t) OZ(pG) restricts to a surjection of ZCmodules:
Finally we observe that the ideal a is a fundamental (tame) ramification invariant of KJK in the following sense.
In ( Since the module index can be computed component-wise in D'G, we see that a prime p of D' divides the discriminant b(@;/,lrr') if and only if some prime factor '$ of p . rr'G in &G divides a. But a is square free and relatively prime to all of its "conjugates" a? It can be shown from this that a cannot be divisible by two distinct prime factors of p . rr'G in L*'G, and, indeed, if p is ramified in @L/D', then p is "split completely" in D'G. Finally note, however, that a depends very much on the choice of the isomorphism E 2 G and the resulting action of C as a group of automorphisms of U'G/U'.
SUFFICIENCY OF THE S~CKELBERGER CONDITION
We continue with the notation of the previous section. In particular, G is elementary abelian (n = 1).
(5.1) THEOREM.
Let ~2 E %?l'(rrG)p. Then there is a (proper) tame Gextension KJK with cZ(@~) = 9%. Moreover KJK can be chosen to have discriminant #( 1) and relatively prime to any pre-assigned ideal of K.
Proof. As before, G* = Hom(G, (Kc)"), the character group of 6. Through its action on (Kc) x, QK acts as a group of automorphisms of G":
x"(s) = W))"3 xEG*,uEQ~, and sEG.
We can describe elements of K"G as functions defined on G*. That is, if a E K'G, we denote also by a the function x -+ aI from G* --t K', where aX = x(a). With this notation, we identify K"G and Map(G*, KC). This identification preserves the action of .R,, where QK acts on Map(G*, KC) by for f E Map(G*, K'),
x E G* and (T E 0,. This follows by noting that f(a") = x(a)" for a E K'G. xEG*, and oER,. Hence, KG E MapQR(G*, KC), and for a E KG, x E G*, a E l2,, axD-= (a,)O. The simple components of the group algebra KG correspond to the 8,-orbits in G", that is, to the elements of G*/QK. This is reflected in the above identification by the observation that if @ is a set of representatives of G*/R,. then an R,-map a: G* + K' is determined uniquely by its values a@ for 4 E @ and that am can be arbitrary in K (4) The strategy will be to replace b by an integral ideal a E I'(c'G) in the same class as b such that ae is integral and Zth power free. We will then have (y)b = a for some y E rr,G '. Since KCGX is divisible we can choose L) E (KCG)X such that VI= y. Then m'(#') = a', where ye = (ue)'. It will suffice by (2.12) to show that v* = v', where u is an Z-local normal basis generator for some tame G-extension KJK. To show that ue is a resolvend, it will suftice by (1.10) to show that (v')~ E KGX for all a E dE = Ann,,. G. This will be seen to follow from (3.10) and the remark following (3.6) if u is chosen so that u, = 1. Then ve = ~7 E K", n (K"G)' for a unique z E Hom(B,, G), and v E K,. It will remain to show that 71 is tame and that @zl = rr,G . ~7. That will follow from criterion (b) of (2.6) by showing zS= v' E @z[ and Tr u = (u~)~ = 1. Since & = gz n 6fG, the crux of the matter will be to show ue E #'f G, where 8; is the integral closure of Do in KC. This will be the case if .1-' is chosen properly. We begin now with the choice of a and 4'.
For an integral ideal a to be such that a' is Ith power free, it suffices that a should be square free and relatively prime to all of its C-conjugates ay, 1' E C, y # 1. (Indeed, this is also necessary as we showed, in effect, in Claim 5 in the proof of Theorem (4.1)) To define a square free ideal a E I'(rr'G) it suffices to define a square free ideal a, E I@'[$]) for each 4 E @, 4 # E. Now, each ray class contains infinitely many prime ideals of absolute degree one. We choose a, = (l)(=b,) and for $ E @, Q z 8, we choose a, to be a prime ideal of I(&[#]) lying in the same ray c!ass (mod I") as b,, where N = max(2, k). Moreover, we choose the a, (i) to be split completely over K (indeed of absolute degree one if desired),
(ii) to lie over distinct primes of K, (iii) to be distinct from all primes occurring in the b, for 31 E G*, and (ivj to be relatively prime to any preassigned ideal of K.
This choice of the a, determines a unique square free integral ideal a E I'(rr'G) which corresponds to (Q)~~@ under the previously described isomorphism I(rr'Gj z I-J, Ee I(D' [ 41).
Claim 1. The a?, y E C, are square free and relatively prime. The a? are square free since a is. Next, observe that the x(aj? x E G*, x # 8 are distinct primes of K(X) = K@,j. For, any x # E is of form x = $" for a unique 4 E @ and some u E Q,. If a,,= a,,,, (in I(rr'[p,] j) then (a,)" = (a0 t)"', so a0 and a,. are conjugate (over K). Hence, condition (ii) on the aol's implies # = #'. But then (i) implies o and u.' have the same restriction to IQ,) so I$" = fY'. Now, if aY and ay' for y, y' E C have a common prime factor, it comes from some component K(4) of KG, ? # F (since (a)'),= (ai"), = a, = (1)). H ence $(a3 and $(a"> have a common prime factor in K(u~). ?3ut $(a') = amy and #(a") = amY,. Since the ax, X# E, are distinct primes, @'= 4". But G* is cyclic and faithful over E. generated by 4 (or any x f E), so 1' = y'. Claim 2. a' is integral and Ith power free. This is immediate from Claim 1. Now, for each # E @, b; 'a, = (JJ,,), where y, = I and if (n f E, yrn E 1 + Pvo, [$I. Together, the yrn determine a unique element J-E 1 + PLJ corresponding to {ym)mco under the isomorphism KG z nocQ K(d). Clearly, a=bP and m'(y*) = a* (5.2) since m' = ba. Now, choose u E (K'G)" z Map(G*, (Kc)') so that U' = y, by choosing u, = yE = 1 and for each x # E, vX E Kc with vi= yx. Notice that, even though y E 1 -t ZNy& c (D!G)~, there is no guarantee that u E 6fG. and it may indeed be that no such II E @fG. However, we witi iater show thar u@ E ct"fG. Let w E G*, IV # E. Then since G* is cyclic over E, the map p I--+ @' from E -+ G" is bijective. Hence v(s) = z-k p;E lpyo) = zrk c v(~p)* PEE (5.4) Recalling the definition of the element d@) E JE = Ann,. G from (3.6), we see that The argument is now essentially complete, by (2.12). For if IV = 6' = ye, then by (5.2), m'(w)= ae, where a @ is integral and lth power free (by Claim 2). Thus, since @X1 = rr,G . u, ccl(ez) in 4l(rrG) is represented by m,
