Abstract: The paper develops procedures for calculating the maximal values of the 1-norm and the infinity-norm of the Lagrangian multipliers for QP problems. These can be used in MPC design to design penalty functions for exact soft constraints, thus ensuring that the constraints will be violated only if there exists no solution where all constraints are satisfied.
INTRODUCTION
Model Predictive Control (MPC) has been a remarkable industrial success, with thousands of installations worldwide (Qin and Badgwell (2003) ). A distinguishing feature of MPC controllers is the relative ease with which constraints in both states/outputs and inputs are handled. Nevertheless, such constraints may introduce many complexities that an industrial MPC controller need to address. There has been particular focus on the effect of hard output constraints on stability (Zafiriou and Marchal (1991); de Olivieira and Biegler (1994) ) as well at the use of soft constraint formulations to ensure a feasible optimization problem, see (Scokaert and Rawlings (1999) ; Vada (2000) ; Hovd and Braatz (2001) ) and references therein.
A fairly typical MPC formulation may be expressed as min u0,u1,··· ,uN−1 [0,...,N] ( 2 )
It is now fairly well known how ensure that this problem corresponds to a constrained infinite horizon problem, details may be found in e.g. (Rossiter (2003) ).
For compactness of notation, we will in the following assume that the future states are eliminated from the MPC constraints, and that the resulting MPC problem is expressed as:
x 0 = given
⋆ This paper is based on work submitted to the 2011 IFAC World Congress. The present version is intended for members of the NIL project groups.
where u = u
The MPC formulation shown above is a socalled hard constrained problem. There may be initial states x 0 for which there exists no input sequence {u k } for which the constraints are fulfilled. In such a situation the optimization solver will find no solution, and what input to apply to the plant will not be defined. This is in general considered unacceptable in industrial practice. Practical MPC implementations therefore include some way of relaxing the constraints to ensure that the optimization problem is always feasible and the input to the plant is always well defined. There are several ways of doing this (Scokaert and Rawlings (1999) ), one of the simplest and most common is to use soft constraints. When using soft constraints, the MPC formulation includes a variable in the constraint equations which allows relaxing (some of) the constraints, while the optimization cost function includes terms which penalize the constraint violation. Thus, with a soft constraint formulation, (1) is replaced by min u0,u1,··· ,uN−1,ǫ
whereas the constraint equations (2) are modified as follows
Remark: Naturally, we will soften constraints only if this is physically meaningful and safe to do so. Input constraints are typically hard constraints given by the physics of the process, and it would then be absurd to soften such constraints. However, many state/output constraints represent operational desirables (product quality specifications, comfort of operators, etc.), and violating such constraints for some period may be acceptable.
The penalty function g(ǫ) is typically given by
A desirable property of the penalty function g is that it should ensure exact soft constraints, i.e., that the (hard) constraints will be fulfilled whenever this is possible. Only the linear terms in the penalty function determines whether the soft constraints are exact. The quadratic term should ensures that modified QP problem is a standard QP, but is otherwise held to be of less importance. Typically, the elements of Q ǫ are therefore small, although one with some more careful choice of Q ǫ may influence the tradeoff between constraint violations in different variables. This issue will not be pursued any further here. Ensuring that the soft constraints are exact is considered to be of primary importance, and we will therefore focus on the linear term in the penalty function in this paper. A sufficiently high weight on the linear term in the penalty function will ensure that the soft constraints are exact. However, too high weight is generally not desirable, since that may lead to unnecessarily violent control action should the plant for some reason be outside of the (hard constrained) feasible region. In the next section, we will briefly state existing criteria for ensuring the soft constraints are exact, and explain why this has generally been considered an intractable problem. In subsequent sections we will detail how to use multi-level programming to ensure that the soft constraints are exact. The resulting optimization problems will be mixed-integer linear programs (MI(L)P's). MILPs are non-convex, but very efficient solvers exist for this class of optimization problems, making it possible to solve problems of non-trivial size.
EXACT PENALTY FUNCTIONS IN MPC
Denote the cost function of the optimization problem, as shown in (1), by f h (u, x 0 ). The cost function for the soft constrained MPC in (7) is similarly denoted f s (u, x 0 ,ǫ)= f h (u, x 0 )+g(ǫ). We will here only consider the linear term in g(ǫ), as it is this term that determines whether the soft constraints are exact. We will assume that this linear term in g(ǫ) can be expressed in terms of an L p -norm of ǫ.F o r a vector a,t h eL p -norm of a, denoted a p ,i sg i v e nb y
In MPC, L 1 -norm and L ∞ -norm penalty functions are frequently used. The L 1 -n o r mi st h es u mo ft h ea b s o l u t e values of the vector elements (and the slack variables in the MPC criterion are non-negative), whereas the L ∞ -norm is the magnitude of the maximum vector element. These vector norms are therefore easily included in the function g(ǫ). The L 2 -norm is the conventional Euclidian vector length. However, this is not commonly used for (exact) penalty functions, since the linear term in the penalty function then is not a linear function of the vector elements.
The L 1 -norm penalty function increases the number of decision variables in the optimization problem by the number of constraints that are relaxed. In contrast, the L ∞ -norm penalty function only increases the number of decision variables in the optimization problem by 1 -since the same slack variable can be used for all relaxed constraints. For this reason, L ∞ -norm penalty functions are often preferred, although it is shown in (Rao et al. (1998)) that the addition of the L 1 -norm optimization variables can be handled at virtually no additional computational cost if problem structure is utilized in the QP solver. On the other hand, the L ∞ -norm can result in unexpected behaviour and poor performance if it is used to soften an output constraint for which there is an inverse response. In (Hovd and Braatz (2001) ) it was shown how to minimize this problem by using time-dependent weights in the optimization criterion.
For a L 1 -norm penalty function the linear term in g(ǫ) takes the form
where k is a scalar and m is the number of constraints that are relaxed. For an L ∞ -norm penalty function only a single slack variable is required, and the linear term in g(ǫ) therefore simplifies to g l,∞ (ǫ)=kǫ (12) In standard optimization textbooks (e.g., Fletcher (1987)) we find conditions for ensuring that the soft constraints are exact. A L p -norm penalty function ensures that the soft constraints are exact, provided that the weight k on the linear term of the penalty function is larger than the maximal value of the dual norm of the Lagrangian multipliers of the corresponding hard-constrained optimization problem. The dual norm of an L p -norm is denoted by an index p d , such that 1
Thus, the dual norm of the L 1 -norm is the L ∞ -norm, and vice versa,w h e r e a st h eL 2 -norm is its own dual. T h i sm e a n st h a ti fw eu s ea nL ∞ -norm penalty function and want to ensure that the soft constraints are exact, we must find the maximal value over the entire feasible region for the L 1 -norm of the Lagrangian multipliers of the hard constrained problem. This is a non-convex optimization problem which in general has been considered intractable. In the next section we will briefly introduce multi-level programming, which we will use to reformulate the optimization of the norm of the Lagrangian multipliers into an MI(L)P problem.
MULTI-LEVEL PROGRAMMING
Multi-level programming is the generalization of the more common bi-level programming, where the constraints of the main optimization problem involve the solution of another (lower level) optimization problem.
subject to G UI (y, z) ≤ 0
Bi-level programming has been addressed since the 1970's, and the survey (Colson et al. (2005) ) lists several con- tributions in the control area going back to the early 1980's, but due to the inherent difficulty of these problem formulations, they have been used rather sporadically since. However, with increasing availability of computing power, interest in these problems is returning (e.g., Kookos and Perkins (2003) , Hovd and Kookos (2005) , Morari (2009), Manum et al. (2009) ).
Replacing lower-level problem with KKT conditions
In this paper, the lower-level optimization problem considered will be an MPC problem. These problems can be assumed to be convex and regular, admitting a unique optimal solution for everywhere in the feasible region for the problem. The lower-level optimization problem can therefore be replaced by its Karush-Kuhn-Tucker conditions (KKT), resulting in min y,z,λ,ν
where the × symbol indicate that element k of the vector λ of Lagrangian multipliers multiply constraint equation k in the original lower-level constraints.
is the Lagrangian function of the lower-level problem. Notice that there are no nonnegativity constraints for the Lagrangian multipliers ν for the equality constraints.
Reformulating KKT conditions using binary variables
We apply the technique proposed by (Fortuny-Amat and McCarl (1981) ) to reformulate the non-convex complementarity conditions 21 using binary variables s:
subject to G UI (y, z) ≤ 0 (24)
where M is some sufficiently large scalar. The following section will detail how this solution approach can be used to maximize the norm of the Lagrangian multipliers, which is needed in MPC for the design of exact soft constraints.
MAXIMIZING THE NORM OF THE LAGRANGIAN MULTIPLIER VECTOR
We will here apply the techniques of the preceding section to the hard-constrained MPC problem in (1) -(3), to find the norm of the Lagrangian multiplier vector. First, the problem of maximizing the L 1 -norm, required for making soft constraints exact for a penalty function using the L ∞ -norm, is addressed. Thereafter, maximization of the L ∞ -norm is addressed.
Maximizing the L 1 -norm
Maximizing the L 1 -norm of the Lagrangian multiplier vector for (5) - (6) can be done by solving
subject to
where 1 denotes a column vector of ones. In a slight contrast to ordinary bilevel programming, we see that the upper-level criterion here does not become well defined until the lower level optimization problem is replaced by its KKT conditions -only then do the Lagrangian multipliers appear explicitly in the problem.
Constraints (39) are the constraints of the original MPC problem. The presence of these constraints mean that we do not have to calculate the feasible region explicitly. This is a major advantage, since the projection operation involved in calculating the feasible region can be computationally very demanding for large systems. However, although the KKT conditions for the MPC problem (the lower-level problem) uniquely determine the optimal u, they do not uniquely determine the Lagrangian multipliers λ. The direct inclusion of λ as free variables in the maximization will therefore result in unnecessarily large λ'sbounded only by M in (38). We are instead after small λ's that fulfill the KKT conditions for the MPC problem.
To this end, we insert an additional minimization in the formulation above:
Proceeding as before with replacing the lower-level optimization problem with its KKT condition, and expressing the complementarity conditions as binary variables, we arrive at max x0,λ,u,s,δ,µ,ν
subject to (54), (55) and (60), we observe that for these constraints to be consistent we need
Thus, the final formulation becomes max x0,λ,u,s,δ,µ
We observe that we have retained the complementarity conditions for the MPC problem. The final formulation therefore retains the optimal solution to the MPC problem, with the additional constraint that the Lagrangian multipliers found minimize the 2-norm among the Lagrangian multipliers that satisfy the KKT conditions for the MPC problem. The overall optimization formulation maximizes the corresponding 1-norm over the feasible region.
Maximizing the L ∞ -norm
Finding the maximum of the L ∞ -norm of the Lagrangian multipliers requires solving
subject to 
However, as above we note that the Lagrangian multipliers are not uniquely determined by the KKT conditions for the lower optimization problem, and the γ we are after is the smallest γ for which there exists Lagrangian multipliers λ fulfilling the KKT conditions. Therefore, we again insert a lower-level optimization:
Note that although the optimum of the inserted lowerlevel optimization problem does not necessarily uniquely define the optimal value of the λ's, it does uniquely define the optimal value of γ, which we are after. Replacing the lower-level optimization problem with the corresponding KKT-conditions, and expressing the the complementarity conditions with binary variables, we obtain max x0,γ,λ,u,s,δ,µ,ν γ
Comparing (99), (100) and (105), we conclude that the binary variable ν must be parameterized as
We thus arrive at the final formulation max x0,γ,λ,u,s,δ,µ,ν1 γ
EXAMPLES
The proposed procedure will next be illustrated on two examples.
Example 1
This example taken from Hovd et al. (2009) . The system is a double integrator, described by
with constraints
The weight matrices used are Q = I and R =1 ,w h e r e a s the prediction horizon N = 15 is used, resulting in 58 constraints in the MPC formulation (and the same number of binary variables in the optimization formulation to find the 1-norm. Maximizing the 1-norm of the Lagrangian multipliers, we find that the maximum is achieved at
The feasible region and the point where the maximum is obtained are shown in Fig. 1 . The corresponding value of λ 1 = 950. This value, and the location of the maximum is verified by solving the MPC problem at all vertices of the feasible region. 
Example 2
This example is taken from Hovd and Braatz (2001) . The discrete-time model is given by 
and the constraints are given by
The state weight is given by Q = C T C, the input weight is R = I, and a prediction horizon N =1 0 is used. This problem has 120 constraints in the MPC formulation, and hence requires 120 binary variables in the MILP formulation for calculating λ 1 . We find that the maximum value of the norm is achieved at x = [ 25.5724 25.3546 9.7892 −0.2448 ] T , and has the value λ 1 = 38907. For this example, calculating the feasible region is very computationally demanding, and the result has therefore not been verified by checking the vertices of the feasible region.
NUMERICAL ISSUES
Many MPC problems are symmetric in the constraints. In such cases, the Lagrangian multipliers at x = z will be the same as the multipliers at x = −z. The problem will thus have (at least) two optima. Any global optimizer will try to discriminate between these optima, potentially resulting in substantial computational effort for no gain. This type of symmetry in the problem may be avoided by adding an additional constraint to the problem -in this work the constraint u 0 > 0 has been used for this purpose.
The parameter M should in theory be of little importance, it is just required to be sufficiently large, and any variable equal to M indicates that the value used is too small. However, numerical inaccuracies may be introduced by making M very large. In our (somewhat limited) experience, this inaccuracy is more likely to affect the value of the objective function rather than the location x in state space where the maximum is achieved. It is thus simple to check the value of the objective function by solving the MPC problem at x. Alternatively, one may use different values for M in different constraints, only increasing M for variables whose values are constrained by a too low value of M , and retaining a modest value for M for the remaining variables. This approach proved effective for Example 2 above.
CONCLUSIONS
In this paper, procedures for calculating the maximum values of the 1-norm and the infinity-norm of the Lagrangian multipliers of standard QP problems have been developed. The procedures are intended for designing penalty functions for soft constraints in MPC, to find the required weights for making the constraints exact. The calculation procedures are formulated as MILP problems, which are known in general to be NP-hard and thus very computationally demanding to solve. However, highly efficient solvers for MILP problems are available, and the number of constraints (and thus the number of integer variables in the MILP formulation) in Example 2 illustrates that the procedures can be applied to some problems of industrial relevance. In this work, the MILP solver in CPLEX is used.
