Estimation of multivariate polychoric correlation coefficients with missing data. by Chiu, Yiu Ming. & Chinese University of Hong Kong Graduate School. Division of Statistics.
ESTIMATION
OF












The Chinese University of Hong Kong
In Partial Fulfilment





THE CHINESE UNIVERSITY OF KONG HONG
GRADUATE SCHOOL
The undersigned certify that we have read a thesis, entitled
Estimation of Multivariate Polychoric Correlation Coefficients with
Missing Data submitted to the Graduate School by Chiu Yiu Ming
in partial fulfilment of the requirements for the
degree of Master of Philosophy in Statistics. We recommend that it be
accepted.
Dr. S. Y. Lee,
Supervisor
Dr. N. N. Chan
Dr. W. Y. Poon
Prof. P. M. Bentler,
External Examiner
The author of this thesis would like to thank his supervisor,
Dr. Sik-yum Lee for his encouragement and guidance during the course of
this research programme.
ACKNOWLEDGEMENT
No portion of the work referred to in this thesis has been
submitted in support of an application for another degree or




This thesis considers a multivariate normal model with the
component variables observed only in polytomous form and some of them
are missed or incomplete. The direct methods, which consist of the
maximum likelihood estimation method and the generalized least squares
estimation method, for handling this kind of model are developed. The
asymptotic properties of these two estimators will be given. On the
other hand, some indirect methods, such as the complete data method, the
mean replacement method, the regression replacement method and the
principal component method, for handling this kind of model are
developed too. When the dimension of the random vector observable in
polytomous form is large, obtaining the maximum likelihood estimates is
computationally rather labor expensive. Therefore, another direct
method, the partition maximum likelihood method, is proposed. Three
simulation studies are given. The first and the second simulation
studies are conducted for the comparison of the direct and indirect
methods. The third simulation is done for the comparison of maximum
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The presence of incomplete data is always encountered in many
situations. This problem has been treated by many authors. For instance,
Anderson (1957) considered the maximum likelihood estimation of the
parameters of multivariate normal distribution with the restriction of
the missing observations in the data matrix to a triangular pattern.
Hocking and Smith (1968) considered a method for estimating the
parameters in the multivariate normal distribution in which missing
observations are not restricted to follow certain patterns. Afifi and
Elashoff ((I), 1966) reviewed the literature on the problem of handling
multivariate data with observations missing on some or all of the
variables under study. Afifi and Elashoff ((II, 1967), (III), (IV),
1969) investigated the estimation of bivariate regression parameters
with missing data, and, the asymptotic distribution of several
estimators for the parameters were given. Gleason and Staelin (1975)
investigated a method using a transformation of the principal components
of the data to estimate missing entries. More examples can be found in
Hocking and Marx (1979) or Szatrowski (1983). Recently, a direct method
in handling incomplete data in general covariance structural models is
investigated (see, Lee; 1986, 1987).
Let z= (z) be an observable discrete random vector
1 P
which depends on an underlying latent continuous random variable vector
x= (x•• x). Suppose that the underlying latent continuous random
1' P
vector x has a correlation matrix R= (P..). where p.. is the (i,j)-th
element of R, i- 1,•.. tp f j= 1,•••, p. Clearly, for i= j, p..= 1. For
13
J» the correlation coefficient p.. between the underlying variables
Xi anc xj called the polychoric correlation coefficient. Examples of
such variables are attitude items, rating scales, performance items








Such examples can be found in psychology (Lazarsfeld; 1959, Lord
Novick; 1968) or, econometrics (Nerlove Press; 1973, Schmidt
Strauss; 1975) for which continue latent variables are observable only
in dichotomous or polytomous form. When analyzing this kind of data,
some statisticians assign integer value to each category (the observable
polytomous variable z) and proceed in the analysis as if the data had
been measured on an interval scale with the desired distributions. Many
statistical methods seem to be fairly robust against this kind of
deviation from the distributional assumption but there are many
situations that may lead to erroneous result. Olsson (1979) showed that
due to the biased estimates of the correlation, the application of
factor analysis to this kind of discrete data may lead to erroneous
conclusions. Therefore, we may expect that the applications of principal
component analysis, multiple correlations and canonical correlation
analysis may also lead to incorrect result because these statistical
methods may also depend largely on the estimation of the correlations.
So, there seems to be some need to develop a method to
estimate the true polychoric correlation coefficients which are more
reliable. In the case that the observable polytomous random vector z is
in complete form and p= 2, Martinson Hamdan (1971) developed a
two-step maximum likelihood method to estimate the polychoric
correlation coefficients (called tetrachoric correlation coefficients in
p= 2 case) in which data come from a r x s contingency table with the
underlying observed variables have r and s ordinal categories
respectively. In this method, the thresholds are first estimated by the
cummulative marginal proportions, then the polychoric correlation is
estimated with the thresholds fixed at their estimates. Olsson (1979)
developed a procedure that gave the maximum likelihood estimates of the
correlations and thresholds and compared the full maximum likelihood
approach with the two-step approach. Recently, Lee and Poon (1986)
extended to the case when p 2 and used the generalized least squares
estimation to find the parameters in a multivariate polychoric
correlation model, based on data from an p-dimensional contingency
table. The set of parameters in their model contains the polychoric
correlation coefficients and the thresholds. Under the normality
assumption, an iterative procedures that based on the Gauss-Newton
algorithm is implemented to produce the estimates and the standard error
estimates. However, in the case that some observable polytomous random
vectors z are observed in an incomplete form, the study on this field is
rather limited.
In the problem of handling missing value in estimating
polychoric correlation coefficients, there are in general two methods to
be considered, they are the direct method and the indirect method. The
indirect method deals with the estimation of missing elements in z by
some appropriate methods and then use these complete z to estimate the
polychoric correlation coefficients via existing computer programs. The
various approaches in estimating the missing elements in z are (1) the
complete data method, (2) the mean replacement method, (3) the
regression replacement method and (4) the principal component method.
Although these methods seem to be fairly good, they all create dependent
random vectors which cause great difficulties in studying the
statistical properties of their estimators. The direct methods directly
estimate the polychoric correlation coefficients using both the complete
and incomplete data, and these require the use of new computer program.
The main purpose of this thesis is to provide a direct method to
handle missing data based on maximum likelihood (ML) approach under the
normality assumption. The estimation based on generalized least squares
(GLS) approach will also be given for completeness, but this will not be
the main approach of this thesis because previous experience (see, eg.
Lee Lau, 1986) and the experience of this study tell us that the GLS
approach is not as stable as the ML approach, especially in the presence
of empty cells. The set of parameters contains the polychoric
correlation coefficients and the thresholds corresponding to each
variable of the continuous random vector x. The method of estimation is
similar to that of Lee (1986), so the procedure can be expected to give
accurate estimates. It is shown that the generalized least squares
estimators are asymptotically equivalent to the maximum likelihood
estimators. Asymptotic properties of the ML estimator are developed in
01 dei to permit various statistical inference. In Chapter 2, the
incomplete polychoric correlation coefficients model is described. Also,
estimation theory of parameters is proposed in Chapter 3, which is
divided into two parts. The first part describes the direct methods,
they are (1) the maximum likelihood (ML) estimation method and (2) the
generalized least squares (GLS) estimation methods. The estimates are
obtained via Fisher Scoring algorithm in the maximum likelihood
estimation and Gauss-Newton algorithm in the generalized least squares
estimation. Moreover, the asymptotic properties of these two estimators
will be given. The second part describes the indirect methods, which
includes (3) the complete data method, (4) the mean replacement method,
(5) the regression replacement method and (6) the principal component
method. The estimates of the indirect methods are obtained through two
steps. The first step is the estimation of the missing values of the
incomplete polytomous random vector using various methods, and the
second step is the estimation of parameters based on these estimation
methods. Chapter 4 describes the computational aspect of the ML and the
GLS estimators. In Chapter 5, another direct method called the partition
maximum likelihood estimation (PML) method is presented. Chapter 6
reports the result of the above estimation methods based on simulation
studies which are implemented to compare the accuracy of the direct
methods and indirect methods. Summary and discussion of these results
are given in Chapter 7. Here, we study only the missing data in
longitudinal type, more complicated type of missing pattern may be
handled by modifying the formula.
Chapter 2: Model
SuDDose that x dimensional unobservable
random vector distributed normally with zero mean vector and x p
correlation matrix R Clearly, is the correlation
coefficient between and for and is 1 for i For any i
let be a positive integer with
and be a matrix with where
column vector with the j-th element equals one
and zero otherwise. Note that Suppose now that x is
unobservable and we can just observe it though a discrete
polytomous discrete vector which is defined by
here are thresholds with
and for all
Consider now that some polytomous discrete vector z
are missed or observed in an incomplete pattern. Let
be the set of observable patterns of
polytomous discrete vector such that for
represents the pattern of complete polytomous observations
corresponding to the underlying unobservable
represents the pattern of incomplete polytomous observations
with the rest of the polytomous elements missed. We may
regard polytomous observations corresponding to the
underlying unobservable which, by the properties of normal
distribution, is distributed normally with zero mean vector and
correlation matrix
Suppose that, for all i, there are N. observations for the
pattern i. Let
parameter
vector, here The problem is to estimate
this parameter vector in the presence of missing data.
Let vectors such tha
one vector,
vectors. Suppose that for any
and Let
be the frequency of observations with It is easily seen that
where the notation means
where is the standardized p.-dimensional cummulative normal1
distribution function with correlation matrix R= K.R K..
i 1
Notice that
the (r.s)-th element of R. Suppose that we treat the m sets of
observations of the m patterns as if they were independent samples for m
models. Clearly, we have
Let vector with elements where
and be a vector with





where diagonal matrix with diagonal
p1pmpn ts
see Bishop, Fienberg Holland (1975). Notice that
Notice also that is of rank and
hence singular. Therefore, we consider as a
vector similar to with the last element deleted and as a




wh e r e i s matrix with all
entires equal to 1, and is a diagonal matrix with diagonal element
Notice that if there is no incomplete
observation . and Let be the true value of parameter
vector, and
Chapter 3: Estimation Theory of Parameters
%3.1 Direct Method
The idea of direct method is to treat the m incomplete patterns
of polytomous random vectors as if they were all independent polytomous
random vectors of different dimensions, and to estimate the parameters
all together by means of maximum likelihood estimation and generalized
least squares estimation.
13.1.1 Maximum Likelihood Estimation
The maximum likelihood (ML) estimate 9 is defined as the q x 1
vector that minimizes the function
where
The maximum likelihood (ML) estimate 9 is determined as the
solution oJ In general, these equations cannot be solved
algebraically, so that some iterative procedures have to be used. Here
we rely on the Fisher Scoring algorithm, see, for example, Lee
Jennrich, (1979). The algorithm has the advantages of rapid convergence,
of robustness against bad starting values, and of not requiring second
order derivatives of the function. A basic step of the algorithm is
where is a step-size parameter,
(see Appendix 1), and
where
matrix.
One method to decide the step-size parameter is the step-halving
method which takes for t the first value in the sequence 1, 12, 14,••
that reduces After has been evaluated, is taken to be
The process is repeated until the root mean squares of or
the root mean squares of is less than 0.0005, say.
53.1.2 Generalized Least Squares Estimation
The generalized least squares (GLS) estimate is defined as the
vector that minimizes the function
where and
is a positive definite matrix which converges to
in probability.
Similar to the maximum likelihood estimation, the generalized
least squares estimate is determined as the solution of
and we cannot solve the equation algebraically, so some iteratvie
procedures have to be used. Computationally, another most efficient
algorithm in obtaining is the Gauss-Newton algorithm, see, for
example, Lee Jennrich,( 1979). A basic step of this algorithm is
defined as
where 7 is a step-size parameter,
) and
here ) matrix whose j-th row is equal to
As in the maximum likelihood estimation, we decide the step-size
parameter 7 by the step—halving method which takes for i the first value
in the sequence 1, 12, 14,•'•that reduce: . Aftei has been
evaluated, Is taken to be The process is repeated until
the root mean squares of AG or the root mean squares of is less
than 0.0005, say.
3.2 Asymptotic Properties of GLS and ML Estimates
It is well-known that the GLS estimate possesses some nice
asymptotic properties such as consistent and asymptotic normality. In
deriving these results, we assume, like other authors such as Afifi,
Elashoff ((111), 1969), that for each i, c. tends to a constant A. 0 as
l l
N tends to infinity. Under this assumption and other mild regularity
conditions given in Rao (1973), the following theorem can be proved.
Notice that the matrix calculus here follows the methods and notations
of that of McDonald and Swaminathan (1973), for example,® is the right
Kronecker product of matrices.
Theorem 3.2.1
The GLS estimat ? is consistent
Proof
SuDDOse is identified for all i implies
A
%
L is positive definite for all i
has its absolute minimum of zero ai , where . Now, as
i i
p and V is bounded in a neighborhood of for all i, therefore,
converges in probability to
Since is continuous in , the point where it has its
absolute minimum converges stochastically to .This completes the
proof.
Theorem 3.2.2
The asymptotic distribution of is multivariate normal
with zero mean and covariance matrix , where
Proof
vector such that Thus,
By Taylor's Theorem, we have
where lies between and
Theref ore,
As converges in probability to and thus converges in
probability to also, as V is a positive definite matrix which
converges to in probability, therefore,
where stands for converges in probability and,
As converges in distribution to see
Bishop, Fienberg Holland (1975), thus converges in distribution
to a multivariate normal distribution with zero mean and covariance
matrix,
and when
Hence, the asymptotic distribution of
Theorem 3.2.3
The maximum likelihood estimate and the generalized least
squares estimate are asymptotically equivalent.
Proof
For ML estimation, as
(see Appendix 1)
and is a vector such that Thus,
where
and
By Taylor's Theorem, we have
where and
lies between and Hence,
tends to as N tends to infinity.
Simiarly, for GLS,
where
Since tends to zero in probability, and
converges in distribution, it follows that
converges to zero in probability.
It is shown from the above theorem that the generalized least
squares estimate and the maximum likelihood estimate are asymptotically
equivalent, hence the maximum likelihood estimate also enjoys the nice
asymptotic properties as having in generalized least squares estimate.
(In fact, the asymptotic properties of maximum likelihood estimate can
be shown alone, see, for example, Rao (1973)).
3.3 Indirect Method
The main idea of the above two methods is that no estimating
value for the missing polytomous- elements is proposed, and that the
ordinary methods (for example, see, Olsson (1979), Lee Poon (1986)) of
estimation of the unknown parameters based on the complete observable
polytomous discrete vector z cannot be used. The following methods are
developed by first estimating the missing polytomous elements, then base
on the estimated complete data, the ordinary technique of estimation
of the unknown parameters can be used. Here, we use the maximum
likelihood estimation method to estimate the parameter vector after
estimating the missing polytomous elements by means of the below
methods.
3.3.1 Complete Data Method
The complete data method uses only the complete polytomous
observations and discards the incomplete polytomous vectors
3.3.2 Mean Replacement Method
The mean replacement method consists in substitution of the
appropriate sample means for the missing observations. Wilks (1932)
seems to be the first statistican to mention this method. Here we follow
Wilk's idea and develop a method which can be applied to estimate
polytomous missing elements. The method is as follows:
For a consider k such that
where the k-th element of the j-th observation corresponding to
the i-th missing pattern, Let [x] denote
the largest integer smaller than x. If
then we take
otherwise, we take
Finally, substitute for each of the missing where
is the k-th element of z.
3.3.3 Regression Replacement Method
Suppose that the unobservable p -dimensional multivariate norma
random variable has mean 0 and correlation matrix R.
XT r n o nk consider anv k such thai the vector
is multivariate normal distributed with mean 0
u




The conditional expectation o giver
Let be the estimated correlation matrix of R and
be the estimated threshold vectors
both obtained by the complete data pattern. Suppose
and let
for
We estimate and the estimated
regression becomes
be the s-th polytomous observation









3.3.4 Principal Component Method
The principal component method follows the idea of Gleason
Staelin (1975). We modify it to apply to the estimation of polytomous
missing elements. The method is as follows:
Suppose and are the
estimated corrlation matrix of R and the estimated threshold vectors
respectively, both obtained by the complete data pattern.
diagonal matrix of eigenvalues of with
diagonal elements where
Let V be
orthogonal matrix such that the i-th column vector of
is an eigenvector of corresponding to the eigenvalue then
Let U be a matrix defined by
U= XV (or X= UV')
where X matrix.
Suppose that the first column vectors of V dominate 80%
or more of the total variation, that is,
Let be a n x n diagonal matrix, and be
submatrix of V corresponding to then
Now, suppose that an estimate of X is given by
Partition X and into
and
where and are matrices, and
and matrices.
Write
where matrix and matrix
Iso, let matrix defined by
then, it follows from i that
Replace X in the right-hand side of with and solve
f or , we have
provided that is nonsingular. That is,
where
Hence, suppose that is the a-th
polytomous observation corresponding to the missing pattern
means
for all
where and for all





Chapter 4: Computation of the Estimates
4.1 Maximum Likelihood Estimate
The maximum likelihood estimate is given by the q x 1 vector
which minimizes the function
where
In general, cannot be solved algebraically in closed form, and










where are as defined in Chapter 2.








where is a matrix,
In order to get and we have to compute wherer
is a
vector obtained by deleting the last element
of the vector
and
It can be shown that
where is the standardized -dimensional cummulative normal
distribution function with correlation matrix For example,
and denote here that
then
Notice that is the
th element of
or to get we need The
following theorem is required.
Theorem 4.1.1
The distribution function of a standard multivariate normal
distribution with correlation matrix R can be expressed as
where s is the unvariate standardized normal density function,
is the
-th entry of R, and is the partial correlation
matrix with y partialled off.
Proof
See Lee Poon, 1986.
Following the Fundamental Theorem of Calculus, we see that
In addition, from Johnson Kotz (1972), we have
where is the standardized bivariate normal
density function with correlation is the partial correlation
matrix with and partialled off and







Hence, we can get from the above equations, and thus
and 1 are easily obtained by having Moreover, it is easily seen
that I converges in probability to The asymptotic standard error
estimates of ML estimates can be found by taking the square roots of the
corresponding diagonal elements of These estimates are
automatically available from the Fisher Scoring algorithm.
4.2 Generalized Least Squares Estimate
The minimum of the function in general cannot be solved
algebraically in closed form, therefore, we have to use some iterative
procedure to get the estimate. The GLS estimate is determined by
solving the equation where
The basic step of the Gauss-Newton algorithm is defined by
wn e r e
and
discard the first term and write
here, is a
matrix whose is equal is
Summarizing, we have
and
where is any positive definite matrix converges in probability to
The most obvious choice for called it
is the sample estimate of
where
It is easily seen that and depend on and from the
previous discussion, we can obtain and easily.
Again, the asymptotic stanard error estimates of G1S estimates
1 -1~
are the square roots of the diagonal elements of— U (0) and are also
automatically available from the Gauss-Newton algorithm.
Chapter 5: Partition Maximum Likelihood Estimation Method
The direct method given in Chapter 3, §3.1 gives the maximum
likelihood (ML) estimate and the generalized least squares (GLS)
estimate of the parameter vector 6 in our model. Here, 6 consists of the
polycnoric correlations coefficients and the thresholds. These estimates
possess many nice statistical properties that we are interested in.
However, it should be pointed out that when the dimension of the model
is high, it takes a lot of computer time to obtain these estimates. The
problem arises from the fact that the evaluation of the multivariate
normal distribution functions which require to compute multiple
integrals is complicated and time-consuming. As a result, the higher the
dimension of the model, the less the efficiency of the ML and the GLS
methods. Therefore, we are interested in finding another method which is
efficient when the dimension of the model is high.
Here, we propose a method called the partition maximum
likelihood (PML) estimation method, which follows the idea of Poon Let
(19871 with some modifications, to estimate the parameter vector ' Oi
our model. The method is as follows:
For we find out the observed frequencies
corresponding t andI For each set of these observed frequencies
we treat it as if it was coming from a 2-dimensional polychoric
correlation model with incomplete data as described in Chapter 2. In
2s simple 2~dimensional model, we compute the corresponding polychoric
correlation coefficients and the threshold vectors by means of the
maximum likelihood estimation rrethod as described in Chapter 3, 3.1.
This gives the partition maximur. likelihood (PML) estimates of the
polychoric correlation coefficient and of the corresponding
threshold estimate We repeatedly
compute the estimate of a single polychoric correlation and the
corresponding thresholds based on one pair of variables and until
all the PML estimates of the polychoric correlation
coefficients and the sets of
threshold estimates
are obtained. The final estimate is taken
to be the average of all the values of
In partition maximum likelihood estimation method, we separate
the huge p-dimensional incomplete polychoric correlation coefficient
model into many small 2-dimensional incomplete polychoric correlation
coefficient models. In obtaining the partition maximum likelihood
estimates of these small models, we only need to compute single and
double integrals instead of the complicated multiple integrals.
Therefore, a lot of computer time can be saved.
Although much computer time is saved, we can realize some weak
points of this model. Firstly, the estimates of the thresholds are not
unique. Secondly, the estimates of the covariances between the
polychoric correlation estimates cannot be computed. Hence, if one just
interested in obtaining the polychoric correlation estimates, this would
be an acceptable method. Moreover, there may have some difficulties in
finding out the asymptotic properties of the PML estimates.
Chapter 6: Simulation Studies and Comparison
Three simulation studies are conducted to compare briefly the
performance of various kinds of estimates obtained by the direct methods
and the indirect methods. Computer programs written in FORTRAN IV with
couble precision have been implemented based on the equations derived in
the previous chapter.
The first simulation study is mainly for the comparison of
direct methods and indirect methods. The direct methods include:
,1) maximum likelihood estimation method for incomplete data (IML),
2) generalized least squares estimation method for incomplete data
IGL) and (3) partition maximum likelihood estimation method for
incomplete data (IPM). The indirect methods include: (4) complete data
method for incomplete data (CML), (5) mean replacement method for
incomplete data (IMM), (6) regression replacement method for incomplete
data (IMR) and (7) principal component method for incomplete data (IPC).
Moreover, (8) ordinary maximum likelihood estimation method with
complete data (OML) (i.e. in the case that no data is missed) will be
given for reference.
In the regression replacement method for incomplete data (IMR)
and the principal component method for incomplete data (IPC), the
estimated correlation of R and the estimated threshold vectors
, which are used in the
repression procedure in IMR method and in the principal component
procedure in IPC method, are both obtained by the complete data
pattern. By complete data pattern, we mean that the estimated
correlation matrix and the estimated threshold vectors
-are obtained by using only the complete polytomous observations and
not using the incomplete polytomous vectors Hence, we
may obtain the estimated correlation matrix and the estimated
threshold vectors in many possible ways.
Here, we rely on two ways, the first way is to use the sample
correlation matrix as the estimated correlation matrix that
where is the -th element of and is the
sample correlation coefficient of and also, we use the sample
cummulative marginal proportions as the estimated threshold
values that is, where
where is the inverse of the standard univariate normal
distribution function, and is the observed frequency
of the -th cell. The second way is to use the resulting
estimates of and obtained by the complete data
method for incomplete data (CML), as the estimated correlation and the
threshold vectors (Notice that CML method uses only
the complete polytomous observation and discard the incomplete
polytomous vectors
Obviously, we may expect that the resulting estimates of both
the IMR method and IPC method when employing the second way to obtain
and
are more accurate than those when employing the first way to
obtain and However, we must point out that the procedure of
getting the resulting estimates of both IMR method and IPC method when
employing the second way to obtain and requires the results of CML
method, and hence, is inconvenient and need much more computer-time. On
the other hand, the procedure of getting the resulting estimates of IMR
method and IPC method when employing the first way to obtain ; and is
more convenient, simpler, and faster. Also, the estimates when employing
the first way can be viewed as rough estimates of the estimates when
employing the second way.
Here in the first simulation study, we obtain the estimates of
regression replacement method for incomplete data (IMR) and the
principal component method for incomplete data (IPC) by employing the
first wav to set and . described as above.
Based on a subroutine given by Hurst Knop (1972), data are
simulated from a 3—dimensional multivariate normal distribution x
with
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(B) NDATA= 800: NDATA1= 266, NDATA2= 267, NDATA3= 267;






























where NDATA is total sample size, NDATA1 is the number of observations
of the sample with no variable missed, i= 1, 2, 3. (we call this
subset of data the first pattern for convencience), NDATA2 is the number
of observations of the sample with the last variable x missed, (we callO
this subset of data the second pattern for convenience), and NDATA3 is
the number of observations of the sample with the last two variables x
and x0 missed, (we call this subset of data the third pattern forO
convenience)
The population mean vector is taken to be 0, the population





























































where Is the polychoric correlation coefficient between the
variables and and is the h(j)-th threshold value for the
variable
Notice that in the situation (A) and (C), the ratio of
NDATA1 ,NDATA is greater than that of NDATA2NDATA and NDATA3NDATA. In
the situation (B), the ratio of NDATA1NDATA is almost more or less
equal to each other. In the situation (D), the ratio of NDATA1NDATA is
much greater than that of NDATA2NDATA and NDATA3NDATA. Moreover, the
situation (A) and (B) may represent large sample size, while the
situation (C) and (D) may represent intermediate sample size. Also, the
situation (I) may represent intermediate correlations between the latent
variables, and the situation (II) may represent small correlations
between the latent variables.s
With the 2 sets of threshold values and correlation matrices (I)
and (II), and the four sets of sample sizes (A), (B), (C), and (D),
there are altogether 8 combinations, they are I-A, I-B, I-C, I-D. II-A,
II-B, II-C and II-D. For each combination, according to the preassigned
thresholds, the generated data are classified into each cell and the
observed frequency of each cell is obtained. The inputs of the programs
mainly involve the frequencies of the cells, the maximum number of
iteration for convergence (taken to be 20 in our study), the maximum
number of step-halving (taken to be 8 in our study) and the smallest
value for test of convergence (taken to be 0.0005). The outputs consist
of the final threshold estimates, the polychoric correlation coefficient
estimates, and the standard errors of the estimates.
It should be noticed that in implementing the programs to find
the estimates, some multivariate normal distribution functions are
involved. Thus if the dimension of the model is large, it takes long
computer time to get the solution. Here, we rely on a subroutine
developed by Schervish (1984) for computing these multiple integrations.
Also, in practice, we may encounter some cells whose observed
frequencies are equal to zero. These zero frequency cells may be the
outcomes of randomness in sampling, mistakes when coding data, or high
correlation between the latent variables. In IGL estimation, these zero
frequencies are not used, that is, the corresponding elements in
and the appropriate rows and columns in are deleted in implementing
the program.
Experience indicates that good starting values reduce the time
for convergence. Here, we use the sample correlation coefficients
and to be the starting values for the polychoric correlation
coefficients of and and the cummulative marginal proportions
to be the starting values for the threshold values
where is the inverse of the standard univariate normal
distribution function, and is the observed frequency
of the -th cell
For each combination, 50 replications are generated. To examine
the accuracy of the various estimates, we use the following root mean
square error:
where is the j-th element of the estimated parameter vector
corresponding to various kinds of estimation
methods described as above, and is the j-th element of the true
parameter vector The root mean square error for the estimated
value of each element in the parameter vector is reported in Table
MR1-I-A, MR2-I-B, MR3-I-C, MR4-I-D, MR5-II-A, MR6-II-B, MR7-II-C and
MR8-II-D. On the other hand, the mean value
for the estimated value of the j-th element in the parameter vector is
reported in Table MM1-I-A, MM2-I-B, MM3-I-C, MM4-I-D, MM5-II-A,
MM6-11-B, MM7-II-C and MM8-II-D for reference.
From the tables and during simulation process, we observe the
following phenomena:
(a) In most cases, apart from the ordinary maximum likelihood
estimation method with complete data (OML), the maximum likelihood
estimation for incomplete data (IML) and the partition maximum
likelihood estimation for incomplete data (IPM) are the estimation
methods having smaller root mean square errors (RMSE) than those of the
others.
(b) In most case, the mean values of the estimates estimated by the
maximum likelihood estimation method with complete data (OML), the
maximum likelihood estimation method for incomplete data (IML) and the
partition maximum likelihood estimation method for incomplete data (IPM)
are all very close to each other.
(c) With the same total sample size NDATA= 800, we find that the













8 are smaller than that of all












Oo whatever the correlation coefficients and
the threshold values are taken as in the situation (I) or (II). (Compare
Table MR1-I-A with MR2-I-B, and MR5-II-A with MR6-II-B).
We see that the performance of all the methods is affected by
the ratio of the three patterns and are better when the ratio
NDATA1NDATA is greater, that is, not too many variables are missed or
incomplete.
(d) With the ratio of the three patterns fixed, we find that the
RSME of all estimates estimated by all the methods-with larger sample













are smaller than that of all estimates estimated by all the














coefficients and the threshold values are taken as in situation (I) or
(II).(Compare Table MR1-I-A with MR3-I-C, and MR5-II-A with MR7-II-C)
We see that the performance of all the methods is affected by
the sample size, and as expected, the larger the sample size, the more
accurate the estimates.
(e) With the same total sample size NDATA= 400, we find that the












8' 8' 8 are almost the same (compare based on the values of
RMSE), whatever the correlation coefficients and the threshold values
are taken as in situation (I) or (II). However, the IPM estimates seem
to be more accurate under the situation (D) than the under the situation
(C), whatever the correlation coefficients and the threshold values are
taken as in situation (I) or (II). (Compare Table MR3-I-C with MR4-I-D,
and MR7-II-C with MR8-II-D)
In IPM estimation, we separate the huge 3-dimensional incomplete
polychoric correlation coefficient model into three small 2-dimensional
incomplete polychoric correlation coefficient models. For i, j= 1, 2,
3; i j, we first find out the observed frequencies corresponding to
and z and treat it as a separate 2-dimensional incomplete polychoric
j
correlation coefficient model. Under situation (D) (NDATA= 400: NDATA1
= 300, NDATA2= 50, NDATA3= 50). For i= 1, j= 2, the new NDATA1 and
NDATA2 for the small separated 2-dimensional incomplete polychoric
correlation model obtained by separating the original 3-dimensional






7. For i 1. J 3, the new NDATA1









































This means that for each 2-dimensional
incomplete polychoric correlation coefficient model, more complete data
is used under situation (D) than under (C), so the estimates are more
accurate under (D) than under (C).
(f) In many cases, the RMSE of IML estimates and the IPM estimates
under the situation (I) is smaller than that of the IML estimates and
the IPM estimates under the situation (II). (Compare Table MR2-I-B with
MR6-II-B, MR1-I-A with MR5-II-A and MR4-I-D with MR8-II-D) This
phenomenon is prominent when comparing the case I-B with the case II-B.
We see that the performance of the IML estimates and the IPM
estimates are affected by the value of the correlation coefficients (the
greater, the better) and the shiftness of the thresholds. Further
investigation may be needed to see the effect of the shiftness of the
thresholds.
The above phenomena give heuristic justifications of the
robustness of the maximum likelihood estimation method for incomplete
data (IML) and the partition maximum likelihood estimation method for
incomplete data (IPM) over the other methods. The larger the sample
size, the more accurate the above two methods. In the case when the
ratio of NDATA1NDATA is large, the IPM estimates may be more accurate
than the IML estimates. Also, the values of the correlation coefficients
and the shiftness of the thresholds may affect the performance of the
It should be pointed out that during the simulation process, the
IGL estimates are very difficult to be computed and they may not be
computed especially in the cases I-B, II-B and II-C. Experience during
the simulation process tells us that the IGL method is unstable mainly
due to the presence of empty cells and the instablility of small sample
size. The same phenomenon appears when computing the estimates of IMR
and IPC methods. The convergence of these methods are very unstable.
Before doing so, let us conduct a second simulation study for
the comparison of direct methods and indirect methods, but we get the
estimates of the regression replacement method for incomplete data (IMR)
and the nrinciDal comDonent method for incomplete data (IPC) by
employing the second way to obta. R am
. described as abov
Aeain data are simulated from the 3-dimensional multivariat












































































































































where NDATA, NDATA1, NDATA2, NDATA3 are all defined as In
the first simulation study.






4 4 4 with (1) having intermediate sample size
NDATA= 400, (2) having small sample size NDATA= 200, and (3) having
smaller sample size NDATA= 100. The correlation (A) and (D) may
represent small correlation among the latent variables with (D) having
the three correlation coefficients all unequal. The correlation (B), (C)
and (E) may represent intermediate or high correlation among the latent
varibles, with (C) and (E) having the three correlatin coefficients all
unequal. The threshold (I) may represent that the threshold values are
symmetric about zero while (II) may represent that the threshold values
are shift to the left. The threshold (III) and (IV) may represent the
threhold values located ragged at the end of both sides.
With the above situations, we consider the combinations 1-B-I,
1-A-II, 1-C-III, 2-C-III, 1-E-IV, 2-E-IV, 3-E-IV, 1-D-III, 2-D-III and
3-D-III. The root mean square errors (RSME) are reports in TAble
VR1-1-B-I, VR2-1-A-II, VR3-1-C-111, VR4-2-C-III, VR5-1-E-IV, VR6-2-E-IV,
VR7-3-E-IV, VR8-1-D-III, VR9-2-D-III and VR10-3-D-III. Moreover, the
mean values of the estimates are reports in Table,VM1-1-B-I, VM2-1-A-II,
VM3-1-C-111, VM4-2-C-111, VM5-1-E-IV, VM6-2-E-IV, VM7-3-E-IV,
VM8-1-D-III, VM9-2-D-III and VM10-3-D-III. In additions, we also present
the standard deviations of the estimates (SD) for reference:
where is the mean value for the estimated value of the j-th element
in the parameter vector described before. The standard deviations of t
estimates are reported in Table VD1-1-B-I, VD2-1-A-II, VD3-1-C-II
VD4-2-C-111, VD5-1-E-IV, VD6-2-E-IV, VD7-3-E-IV, VD8-1-D-II
VD9-2-D-111 and VD10-3-D-111.
After investigating the tables, we find that
for incomplete data (IML) and the partition maximum likelihood
estimation method for incomplete data (IPM) give smaller root mean
square errors (RMSE) than those of the others. (Ignore the ordinary
maximum likelihood estimation with complete data (OML))
(b) Also in many cases, the means of the values of the estimates
estimated by the maximum likelihood estimation method for incomplete
data (IML) and the partition maximum likelihood estimation method for
incomplete data (IPM) are all very close to each other.
(c) The performances of all the methods are affected by the sample
size, the larger the sample size, the more accurate the estimates.
(Compare Table Vl-l-B-II with V2-1-A-II, V3-1-C-III with V4-2-C-III,
V5-1-E-IV, V6-2-E-IV with V7-3-E-IV, and V8-1-D-III, V9-2-D-III with
V10-3-D-111)
(d) Fixing the sample size and the threshold values, we see that the
estimates with intermediate correlation may yield smaller RMSE than
those with small correlation. (Compare V4-2-C-III with V9-2-D-III and
V3-1-C-III with V8-1-D-111)
(e) In many cases, the estimates given by the mean replacement
method for incomplete data (IMM), the regression replacement method for
incomplete data (IMR) and the principal component method for incomplete
data (IPC) are more or less the same. This phenomenon is most
significant in Table V2-1-A-II. (See also Vl-l-B-I, V3-1-C-II,
V4-2-C-111 and V8-1-D-III) This may deal to the theoretically similarity
of the three methods and too few threshold values of each latent
variables. This is an expected result because the estimate obtained
by these methods would not be far away and hence most of the transformed
would be the same.
(f)
The root mean square errors (RMSE) corresponding to the a and
a3 estimates obtained by the ordinary maximum likelihood estimation
method with complete data (OML), the maximum likelihood estimation
method for incomplete data (IML), the mean replacement method for
incomplete data (IMM), the regression replacement method for incomplete
data (IMR) and the principal component method (IPC) are clearly. smaller
than the RMSE of the estimates obtained from the complete data method
for incomplete data (CML). This is because no observation corresponding
to the first variable is missed, hence the estimates of a and a are
Jl 2 1 o
not affected by the various methods except for the CML method which only
uses a portion of the total data and hence results in large RMSE.
(g) In general, for all the methods, the estimates of a and a
are better than the estimates of a and a which are in turn better
than the estimates of a and a The reason for this fact is clear
G£ GO
from the nature of our missing data.
We notice that the result of the second simulation study is
similar to that of the first study. Also, the IGL estimates are very
difficult to converge. Moreover, the IMM estimates, the IMR estimates
and the IPC estimates are all usually unstable to the convergence
procedure.
In order to investigate systematically the IML and the IPM
estimation methods, another simulation study will be conducted.
The third simulation study is mainly for the comparison of the
maximum likelihood estimation method for incomplete data (IML) and the
partition maximum likelihood estimation methold for incomplete data
(IPM). Ordinary maximum likelihood estimation method with complete data
(OML) (i.e. in the case that no data is missed) will be considered as
ref erence.
A set of 3-dimensional multivariate normal distributed random
vector x= (x, x, X3)' with population mean vector 0 is simulated
with:
Sample size: (1) NDATA= 200: NDATA1 =100 NDATA2= 50 NDATA3= 50.
.NDATA1 NDATA2 NDATA3 2 1:
NDATA' NDATA' NDATA 4' 4' 4
(2) NDATA= 100: NDATA1= 50 NDATA2= 25 NDATA3= 25.
.NDATA1 NDATA2 NDATA3 211
NDATA' NDATA' NDATA 4' 4' 4
(3) NDATA= 200: NDATA1= 66 NDATA2= 67 NDATA3= 61
NDATA1 NDATA2 NDATA3 1 1:
vNDATA' NDATA' NDATA 3' 3
(4) NDATA= 100: NDATA1= 34 NDATA2= 33 NDATA3= 33
NDATA1 NDATA2 NDATA3 1 1
















































where NDATA, NDATA1, NDATA2, NDATA3, are all defined as in
the first simulation study.
Notice that the sample size (1) and (2) may represent that the
ratio of NDATA1NDATA is greater than that of NDATA2NDATA and
NDATA3NDATA, with (1) having large sample size NDATA= 200 and (2)
having small sample size NDATA= 100. On the other hand, the sample size
(3) and (4) may represent that the ratio of NDATA1NDATA is more or less
equal to each other, with (3) having large sample size NDATA= 200 and
(4) having small size NDATA= 100. The correlation (A) may represent
small correlation among the latent variables and (B). may represent
intermediate or high correlation among the latent variables. The
threshold (I) may represent that the threshold values are symmetric
about zero and (II) may represent that the threshold values are shift to
the left.
With the 4 sets of sample size (1), (2), (3) and (4), 2 sets of
correlation matrix (A) and (B) and 2 sets of threshold (I)and (II),
there are altogether 16 combinations, they are 1-A-I, 1-A-II, 1-B-I,
1-B-11, 2-A-I, 2-A-II, 2-B-I, 2-B-II, 3-A-I, 3-A-II, 3-B-1, 3-B-II,
4-A-I, 4-A-II, 4-B-I and 4-B-II. The root mean square errors (RSME) and
the mean values of the estimates are reports in Table Sl-l-A-I,
S2-1-A-II, S3-1-B-I, S4-1-B-II, S5-2-A-I, S6-2-A-II, S7-2-B-I,
S8-2-B-11, S9-3-A-I, S10-3-A-II, S11-3-B-I, S12-3-B-II, S13-4-A-I,
S14-4-A-II, S15-4-B-I and S16-4-B-II.
From inspection of the tables, the following phenomena may be
observed:
(a) The mean values of the OML estimates, the IML estimates and the
IPM estimates are quite closed to each other in many cases.
(b) Fixing the correlation to (A) or (B) and the threshold to (I),
we find that estimates of large sample size may yield smaller RMSE,
indicating that estimates of large sample size may be more accurate.
(Compare Table Sl-l-A-I with S5-2-A-I, S3-1-B-I with S- 2— B -1, S9-3-A-I
with S13-4-A-I and S11-3-B-I with S15-4-B-I)
(c) Fixing the correlation to (A) or (B) and the threshold to (I),
we find that the RMSE of the estimates under the ratio
vn ATAO 7r A T A o—-—-——-——•W A A 4 A V
wnata' Mn A T A
9 1 1
T' T: T is more or less similar to that









whatever the sample size is taken to be NDATA= 200 or NDATA= 100.
(Compare Sl-l-A-I with S9-3-A-I, S3-1-B-I with S11-3-B-I, S5-2-A-I with
S13-4-A-I and S7-2-B-I with S15-4-B-I) It may be due to the fact that
•J-V,-. NDATA1 NDATA9 MnATA 9
NDATA NDATA NDATA
2 1 1





(d) Fixing the sample size to (1), (2), (3) or (4), threshold to (I)
or (II), we see that the estimates with intermediate correlation may
yield smaller RMSE than those with small correlation. (Compare Table
S2-1-A-II with S4-1-B-II, S10-3-A-II with S12-3-B-II, S5-2-A-I with
57-2-B-I, S13-4-A-I with S15-4-B-I, Sl-l-A-I with S3-1-B-I, S9-3-A-I
with S11-3-B-I, S14-4-A-II with S16-4-B-II, and S6-2-A-II with
58-2-B-II) This phenomenon is prominent when comparing Table S13-4-A-I
with S15-4-B-I, S5-2-A-I with S7-2-B-I and S10-3-A-II with S12-3-B-II.
(e) Fixing the sample size to (1) or (2), correlation to (A), we see
that the estimates with threshold values symmetric about zero may yield
smaller RMSE than those with threshold values shift to the left.
(Compare Table Sl-l-A-I with S2-1-A-II, S9-3-A-I with S10-3-A-II)
To summarize the results of the three simulation studies,
general statements may be made as below:
(a) The IML estimates and IPM estimates are more accurate than any
other estimates by indirect methods in any situations.
(b) The mean values of the IML estimates and the IPM estimates are
almost the same to each other, and the different of RMSE of these two
estimates are very small.
(c) As expected, samples of large sample size correspond to smaller
values of RMSE for the IML estimates and the IPM estimates. In other
words, high precision will be achieved if the sample size is increased.





(e) Samples with intermediate correlation may result in high
Drecision of the IML estimates and the IPM estimates.
(f) Samples with threshold values symmetric about zero may result in
high precision of the IML estimates and the IPM estimates.
(g) For most methods, the estimates of and a are more accurate
than the estimates of a and a which are in turn more accurate than
the estimates a and a33
Chapter 7: Summary and Discussion
In this thesis, the direct methods for finding the estimates of
the parameters in a multivariate normal model with the component
variables observable only in polytomous form and some polytomous
variables are missed or incomplete are developed through the maximum
likelihood approach and the generalized least squares approach. The
parameters underlying include the polychoric correlation coefficients
and the thresholds. The idea of direct method is to treat the m
incomplete patterns of polytomous random vectors as if they were all
independent polytomous random vectors of different dimensions and to
estimate the parameters altogether by means of maximum likelihood
estimation and generalized least squares estimation. It is shown that
the generalized least squares estimates are asymptotically equivalent to
the maximum likelihood estimates. Asymptotic properties of the maximum
likelihood estimator are developed in order to permit various
statistical inference.
On the other hand, the indirect methods which include the
complete data approach, the mean replacement approach, the regression
replacement approach and the principal component approach are also
proposed. The indirect methods are done by first estimating the missing
polytomous elements, then based on the estimated complete data, the
ordinary techique for estimating of the unknown parameters can be used.
However, their asymptotic properties are very difficult to be developed.
Although the maximum likelihood estimator and the generalized
least squares estimator possess many nice statistical properties that we
are interested in, however, it should be pointed out that when the
dimension of the model is high, it takes a lot of computer time to
obtain these estimates. The poblem arises from the fact that the
evaluation of the multivariate normal distribution functions which
require to compute multiple integrals is complicated and time-consuming.
To overcome these practical difficulties, we propose another estimation
approach, which is also a direct method, called the partition maximum
likelihood estimation method. This approach requires much less computer
time than the maximum likelihood approach.
From our first and second simulation studies, we see, in
general, that the direct methods seem to be more accurate than the
indirect methods (based on the values of the root mean square errors of
the parameter estimates) except for the generalized least squares
approach. This may be explained by the fact that this approach is
unstable with the presence of zero cells. Moreover, from our third
simulation study, we observe the discrepancy between the partition
maximum likelihood estimates and the maximum likelihood estimates are
extremely tiny. So, the partition maximum likelihood approach may be a
very attractive method which can produce accurate estimates.
Furthermore, the results of these three simulation studies
indicate that samples with (a) large sample size, (b) large proportion
of first pattern (i.e. complete data) or (c) threshold values symmetric
about zero may yield more accurate estimates. In particular, the
partition maximum likelihood estimates may be more accurate than the
maximum likelihood estimates in the case of samples with large
proportion of complete data.
The results of this thesis are developed based on the assumption
that the latent variables are normally distributed. As normality is
usually assumed for the distribution of the latent variables in the
literature, therefore, the robustness of these estimators against the
normality assumption is a keen topic to be studied in future.
Although in most cases, the maximum likelihood estimates and the
partition maximum likelihood estimates are close to each other, we still
believe that the maximum likelihood estimates are more important. The
reasons are (a) the partition maximum likelihood estimates of the
thresholds are not unique, (b) the covariances of the partition maximum
likelihood estimates between the polychoric correlation estimates cannot
be computed, and the most important reason is (c) the asymptotic
properties of partition maximum likelihood estimates are not yet
well-developed, which restricts its use for further statistical
inf erence.
The generalized least squares estimates may not be so accurate
in our simulation studies. This may due to the fact that the existence
of too many zero cells and the design of the computer program. We may
expect that there will have some improvement when the computer program
is written in an iteratively reweighted least square (IRLS) approach.
Finally, in this thesis, we study only the missing data in
longitudinal type, we believe that more complicated type of missing
pattern may be handled by modifying the appropriate formula in this
thesis. We may expected that the results will be more or less the same
as in this study.
Table MR1 -T-A
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 800 NDATA1= 500 NDATA2= 200 NDATA3 =100














































































































valuex Is the smallest RMSE value corresponding to the parameter.
value2 Is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR2-I-B
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 800 NDATA1= 266 NDATA2= 267 NDATA3= 267













P21= 0.443636 p3i= 0.485453 p= 0.362747
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value! is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR3-I-C
Table of Root Mean Square Errors of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2= 150 NDATA3= 50












P21= °-443636 P31= 0.485453 p= 0.362747




























































































value: is the smallest RMSE value corresponding to the parameter,
value2 is the second smallest RMSE value corresponding to the parametei
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR4-I-D
Table of Root Mean Square Errors of Parameter Estimates
NDATA- 400 NDATA1= 300 NDATA2= 50 NDATA3= 50












P21= 0• 443636= 0.485453 p32= 0.362747




























































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR5-II-A
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 800 NDATA1= 500 NDATA2= 200 NDATA3 =100













p9= 0.200000 p= 0.200000 po= 0.200000




























































































valuex is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR6-II-B
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 800 NDATA1= 266 NDATA2= 267 NDATA3= 267






























































































value: is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR7-II-C
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 150 NDATA3= 50













P21= 0-200000 P31= 0.200000 p32= 0.200000




















































































value; is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table MR8-II-D
Table of Root Mean Square Errors of Parameter Estimates
NDATA 400 NDATA1= 300 NDATA2= 50 NDATA3= 50













P21= 0.200000 p3i= 0.200000 p= 0.200000




























































































value! is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table MM1-I-A
Table of Mean Values of Parameter Estimates
NDATA= 800 NDATA1= 500 NDATA2= 200 NDATA3= 100













P21= °443636 P31= 0.485453 p= 0.362747





























































































Table of Mean Values of Parameter Estimates
NDATA- 800 NDATA1= 266 NDATA2= 267 NDATA3= 267












P21= 0.443636 p3i= 0.485453 p= 0.362747




















































































Table of Mean Values of Parameter Estimates
NDATA= 400 NDATA1= 200 XDATA2 =150 NDATA3= 50










































































































Table of Mean Values of Parameter Estimates
XDATA- 400 XDATA1= 300 NDATA2= 50 XDATA3= 50













P21= °-443636 P31= 0.485453= 0.362747





























































































Table of Mean Values of Parameter Estimates
NDATA- 800 NDATA1= 500 XDATA2= 200 NDATA3= 100











































































































Table of Mean Values of Parameter Estimates
NDATA= 800 NDATA1= 266 NDATA2= 267 NDATA3 =267



































































































Table of Mean Values of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2 =150 NDATA3= 50













P21= °-200000 P31= 0.200000 p32= 0.200000



















































































Table of Mean Values of Parameter Estimates
NDATA- 400 NDATA1= 300 XDATA2= 50 NDATA3= 50













P21= 0-200000 P31= 0.200000 p= 0.200000





















































































Table of Root Mean Square Errors of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2= 100 NDATA3= 100













p= 0.500000 p= 0.500000 p= 0.500000
oj. 32










































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR2-1-A-II
Table of Root Mean Square Errors of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2= 100 NDATA3= 100













p= 0.100000 p= 0.100000 poo= 0.1000001 o1 32




























































































valuex is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR3-1-C-III
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2 =100 NDATA3 =100













P2i= 0-450000 p3l= 0.500000 p= 0.360000


















































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR4-2-C-III
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 200 NDATA1 =100 NDATA2= 50 NDATA3= 50













P2i= 0.450000 p3i= 0.500000 p= 0.360000



















































































valuer is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter.
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR5-1-E-IV
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100

































































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Parameter
Table VR6-2-E-IV
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50













P 21= °-443636 P31= 0.485453 p= 0.362747



















































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter,
value, is the third smallest RMSE value corresponding to the parameter.
Table VR7-3-E-IV
Table of Root Mean Sauare Errors of Paramptpr Rctimatpc
NDATA= 100 NDATA1= 50 NDATA2= 25 NDATA3= 25

































































































value] is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the paramete]
value3 is the third smallest RMSE value corresponding to the parameter
Table VR8-1-D-III
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100













P2i= 0.100000 p3l= 0.200000 p32= 0.150000



















































































value, is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter,
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR9-2-D-III
Table of Root Mean Square Errors of Parameter Estimates
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50













P2i= 0.100000 p3l= 0.200000 p32= 0.150000



















































































value1 is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table VR10-3-D-III
Table of Root Mean Square Errors of Parameter Estimates
NDATA =100 NDATA1= 50 NDATA2= 25 NDATA3= 25































































































value,. is the smallest RMSE value corresponding to the parameter.
value2 is the second smallest RMSE value corresponding to the parameter
value3 is the third smallest RMSE value corresponding to the parameter.
Table VM1-1-B-I
Table of Mean Values of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2 =100 NDATA3= 100











p= 0.500000 p= 0.500000 poo= 0.500000











































































Table of Mean Values of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2 =100 NDATA3 =100














p= 0.100000 p= 0.100000= 1.000000
1 o 1 32




























































































Table of Mean Values of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3 =100


































































































Table of Mean Values of Parameter Estimates
NDATA =200 NDATA1 =100 NDATA2= 50 NDATA3= 50



































































































Table of Mean Values of Parameter Estimates
NDATA- 400 NDATA1= 200 NDATA2= 100 NDATA3= 100













P21= °443636 P31= 0.485453 p32= 0.362747




















































































Table of Mean Values of Parameter Estimates
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50











P21= 0.443636 p= 0.485453 p= 0.362747



















































































Table of Mean Values of Parameter Estiaates
NDATA- 100 NDATA1= 50 NDATA2= 25 NDATA3= 25













P21= °-443636 P31= 0.485453 p= 0.362747




















































































Table of Mean Values of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100













P21= 0-100000 p3i= 0.200000 p= 0.150000




















































































Table of Mean Values of Parameter Estimates
NDATA- 200 NDATA1 =100 NDATA2= 50 NDATA3= 50











p= 0.100000 p= 0.200000 po„= 0.150000




















































































Table of Mean Values of Parameter Estimates
NDATA= 100 NDATA1= 50 NDATA2= 25 NDATA3= 25




































































































Table of Standard Deviations of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3 =100













P21= 0.500000 P31= 0.500000= 0.500000











































































Table of Standard Deviations of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100









































































































Table of Standard Deviations of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100












P2i= 0.450000 p3i= 0.500000 p= 0.360000



















































































Table of Standard Deviations of Parameter Estimates
NDATA= 200 NDATA1 =100 NDATA2= 50 NDATA3= 50


































































































Table of Standard Deviations of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2= 100 NDATA3= 100
































































































Table of Standard Deviations of Parameter Estimates
NDATA= 200 NDATA1 =100 NDATA2= 50 NDATA3= 50












P21= 0.443636 p3i= 0.485453 p= 0.362747



















































































Table of Standard Deviations of Parameter Estimates
NDATA= 400 NDATA1= 200 NDATA2 =100 NDATA3 =100













P21= 0.100000 p3i= 0.200000 p= 0.150000




















































































Table of Standard Deviations of Parameter Estimates
NDA7A= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50

































































































Table of Standard Deviations of Parameter Estimates
NDATA =100 NDATA1= 25 NDATA2= 25 NDATA3= 25
































































































Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50
Mean Values of Parameter Estimates



















































































valuex is the smallest RMSE value corresponding to the parameter.
(DMT, estimates are ignored)
Table S2-1-A-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































valuei is the smallest RMSE value corresponding to the paramete.
(OML estimates are ignored)
Table S3-1-B-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50



















































































value: is the smallest RMSE value corresponding to the parameter
(OML estimates are ignored)
Table S4-1-B-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 100 NDATA2= 50 NDATA3= 50
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value! is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S5-2-A-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 100 NDATA1= 50 NDATA2= 25 NDATA3= 25
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































valuex is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S6-2-A-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 100 NDATA1= 50 NDATA2= 25 NDATA3= 25
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value; is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S7-2-B-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA =100 NDATA1= 50 NDATA2= 25 NDATA3= 25
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value! is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S8-2-B-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 100 NDATA1= 50 NDATA2= 25 NDATA3= 25
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































valuei is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S9-3-A-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 66 NDATA2= 67 NDATA3= 67
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value; is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S10-3-A-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 66 NDATA2= 67 NDATA3= 67
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value! is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S11-3-B-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 66 NDATA2= 67 NDATA3= 67
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































valuex is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S12-3-B-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 200 NDATA1= 66 NDATA2= 67 NDATA3= 67
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value! is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S13-4-A-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA =100 NDATA1= 34 NDATA2= 33 NDATA3= 33
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value! is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S14-4-A-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA= 100 NDATA1= 34 NDATA2= 33 NDATA3= 33
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































valuex is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S15-4-3-I
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA =100 NDATA1= 34 NDATA2= 33 NDATA3= 33
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value; is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
Table S16-4-B-II
Comparison of Maximum Likelihood Estimates for Incomplete Data (IML)
with
Partition Maximum Likelihood Estimates for Incomplete Data (IPM)
with
Ordinary Maximum Likelihood Estimates with Complete Data (OML)
as Reference
NDATA =100 NDATA1= 34 NDATA2= 33 NDATA3= 33
Mean Values of Parameter Estimates














































Root Mean Square Errors (RMSE) of Parameter Estimates





































value: is the smallest RMSE value corresponding to the parameter.
(OML estimates are ignored)
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Appendix 1




Proof let it can be shown that the
right-hand side of is
RHS
Now, notice that by this
equality, it is easily seen that the left hand side of is
LHS RHS II
Appendix 2
Following the notation of Appendix 1, it suffices to show that
It can be shown that the left hand side of is
LHS
On the other hand, it is easily seen that the right-hand side of
is
RHS LHS.


