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Abstract 
A generalized-network matrix is a matrix that has at most two nonzeros per column. The general- 
ized-network recognition problem for an arbitrary matrix A is the problem of determining a nonsin- 
gular matrix T, if one exists, such that T.4 is a generalized-network matrix. This paper presents 
a polynomial-time algorithm that under an assumption on the combinatorial structure of A solves 
the generalized-network recognition problem. A class of matroids called bicircular matroids play an 
important role in the development of the algorithm. 
1. Introduction 
A generalized-network matrix, abbreviated gn-matrix, is a matrix over the real num- 
bers that has either one or two nonzero entries per column. Given an arbitrary matrix 
A over the real numbers, the generalized-network recognition problem for A is to 
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determine a nonsingular matrix T, if one exists, such that TA is a generalized-network 
matrix. To date, no polynomial-time algorithm is known for this recognition problem. 
This paper provides an 0(m4n + mn2 log m) time algorithm for solving the general- 
ized-network recognition problem for a given m x n matrix A under an additional 
assumption on A. In particular, it is assumed that A satisfies property B, which asserts 
that A is transformable to a gn-matrix without unicycles; a precise definition is given 
in the next section. Given the above algorithm, a natural problem that arises is that of 
determining whether A satisfies property B. This problem is known to be NP-hard; see 
Chandru, Coullard and Wagner [6]. Fortunately, this NP-hardness result does not 
preclude the present algorithm from being applicable. In particular, suppose it is not 
known whether a given matrix A satisfies property B. Now the present algorithm has 
the feature that it can be applied to A by “pretending” A satisfies property B. The 
algorithm either produces a nonsingular matrix T such that TA is a gn-matrix, or not. 
In the latter case, one is left with the conclusion that A does not satisfy property B. In 
the former case, the generalized-network recognition problem has been solved. Note 
such a T might be found by the algorithm even if the A does not satisfy property B. 
The motivating application for the generalized-network recognition problem comes 
from linear programming. A linear-programming problem having a gn-matrix as its 
constraint matrix can be solved efficiently in practice. In particular, a general-purpose 
simplex code applied to such a problem requires time about 50 times that of 
a specialized simplex code applied to the same problem; see Glover, Hultz, Klingman 
and Stutz [lo]. Also, Goldberg, Plotkin and Tardos [ll] have developed a poly- 
nomial-time combinatorial algorithm for solving a subclass of generalized-network 
linear-programming problems. These efficient algorithms are important in light of the 
fact that generalized-network linear-programming problems frequently arise in prac- 
tice. Thus, if the constraint matrix of an arbitrary linear-programming problem can be 
efficiently converted to a gn-matrix, then overall computational savings might be 
realized. (This is particularly true if there is a sequence of linear-programming 
problems to be solved each having the same constraint matrix.) Since multiplying 
both sides of a set of linear equations by a nonsingular matrix does not affect the 
solution set, an algorithm that solves the generalized-network recognition problem 
represents an appropriate conversion procedure. 
The algorithm presented here was the first described in the Ph.D. dissertation of the 
second author [S]. A different polynomial-time algorithm that solves the generalized- 
network recognition problem under the property B assumption has independently 
been developed in the sequence of papers by Shull, Orlin, Shuchat and Gardner 
[15, 161 and Shull, Shuchat, Orlin and Gardner [17]. The approaches taken by their 
algorithm and the present algorithm are different, but the time complexities are 
similar. 
An important special case of the generalized-network recognition problem has 
already been solved. In particular, if the class of gn-matrices is restricted to vertex-arc 
incidence matrices of directed graphs, then the corresponding recognition problem 
has been solved by Bixby and Cunningham [3] and Iri [13]. Using improvements by 
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Bixby and Wagner [S] or Fujishige [9], these algorithms have time complexity that is 
almost linear in the number of nonzeros in the input matrix. 
The remainder of the paper is outlined as follows. The next section develops 
matroid theory used in the derivation of the algorithm. Section 3 is a brief section that 
contains an outline of the algorithm, which consists of three major steps. Sections 4-6 
develop each of these major steps in detail. Section 7 brings the results of Sections 4-6 
together in order to provide a complete statement of the algorithm. Some concluding 
remarks are also contained in this section. 
2. Matroids 
This section contains results from matroid theory that are used in the derivation of 
the algorithm. For background on general matroid theory, the reader is referred to 
Bixby [2] and Welsh [23]. A class of matroids called bicircular matroids is used in 
the derivation of the algorithm. References include Coullard, de1 Greco and Wagner 
[7], Matthews [ 141, Shull, Orlin, Shuchat and Gardner [ 15, 161, Shull, Shuchat, Orlin 
and Gardner [17], Sirnoes-Pereira [lS, 191, Wagner [22] and Zaslavsky [24]. 
Let A be a matrix. Associated with A is a matroid, denoted M(A), defined on an 
index set of the columns of A such that a set is an independent set of M(A) if and only 
if the corresponding set of columns are linearly independent. The matroid M(A) is 
called the matric matroid of A, and A is a representation of M(A). Matric matroids are 
relevant to the generalized-network recognition problem since if T is a nonsingular 
matrix, then A and TA have the same matric matroid. Thus, a necessary condition for 
the existence of a nonsingular matrix Tsuch that TA is a gn-matrix is that M(A) be the 
matric matroid of a gn-matrix. This is useful in the development of a recognition 
algorithm since, as shown below, the matric matroids of gn-matrices have a well- 
understood combinatorial structure. 
A matroid M is connected if for every pair of elements, there exists a circuit 
that contains the pair. Consider the set {E,, . . . , E,} of equivalence classes of the 
element set E of M defined by the relation R: eRf if and only if e = f or there exists 
a circuit of M containing {e,f}. The components of M are the matroids 
M\(E - E,), . . . , M \(E - E,). (Here “\” denotes deletion.) Two elements are in series 
if they are in precisely the same circuits. The series classes of M are the equivalence 
classes defined by the relation R : eRf if and only if e = f or e and f are in series. Let 
B be a basis of a matroid and let e be an element of the matroid that is not in B. Then 
the set B u {e} contains a unique circuit, which is called the fundamental circuit of 
e with respect to B. A cocircuit of M is a circuit of the dual matroid. Note that every 
pair of elements in series is a cocircuit. The complement of a cocircuit is a hyperplane. 
The matroid rank of a hyperplane is one fewer than that of the matroid. 
Let A be an m x matrix of full row rank. If the submatrix of A consisting of the first 
m columns of A is an identity matrix, then A is a standard matrix. Clearly every matric 
matroid has a standard representation. If A is a standard matrix and ei, , e, is 
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a listing of the index set of the columns of A, then the set {el, . . . , e,} is a basis of M(A). 
For 1 I k < n - m, let Ck be the fundamental circuit of em+k with respect to this basis. 
It is not hard to show that the set Ck - (u fl: Ci) is a series class of the matroid 
M(A)\(Q+~, . . ..e.}. 
Bicircular matroids are now introduced by first defining a more general class. This 
more general class consists of precisely the matric matroids of gn-matrices. 
Let N be a gn-matrix. A directed graph D and a real-valued function defined on the 
arc set of D are constructed as follows. First, scale each column of N so that the first 
nonzero entry in the column is - 1. Such a scaling does not affect M(N). The vertex 
set of D is defined to be the index set of the rows of N, and the arc set of D is defined to 
be the index set of the columns of N. If columnj has exactly one nonzero entry, which 
is in row i (say), then arc j is a loop incident to vertex i. If column j has two nonzero 
entries, which are rows i and k with i < k, then arc j has tail i and head k. Using the 
same notation, the weight of the nonloop arc j is defined to be nik and the weight of 
a loop is - 1. Where w denotes the vector of weights, the circuits of M(N) can be 
characterized in terms of the pair (D, w). A unicycle of (D, w) is the arc set of a cycle 
C of D such that the product of the weights of the forward arcs of C divided by that of 
the reverse arcs is 1. A bicycle of an undirected graph is the edge set of a subgraph that 
is a subdivision of one of the graphs in Fig. 1; a bicycle of D is the arc set correspond- 
ing to a bicycle of its underlying undirected graph. Zaslavsky [24] showed that the 
circuits of M(N) are precisely the collection of arc sets that correspond to unicycles 
and bicycles that do not contain a unicycle. 
For a given gn-matrix N, the above construction leads to a unique pair (D, w). Thus, 
define a unicycle or bicycle of N to be a subset of the column-index set of N that is 
a unicycle or bicycle of (D, w), respectively. 
A matrix A has property B if there exists a nonsingular matrix T such that TA is 
a gn-matrix without any unicycles. While property B is restrictive with respect to the 
generalized-network recognition problem, it serves to impose additional combina- 
torial structure on A. If A satisfies property B, then M(A) is the matric matroid of 
a gn-matrix that does not have any unicycles. Such matroids have been studied and 
are introduced next. 
Simdes-Pereira [18] showed that for a graph G, the collection of bicycles of G is the 
collection of circuits of a matroid on E(G). This matroid is called the bicircular 
matroid of G and is denoted B(G). The graph G is a representation of B(G). A matroid 
M is bicircuhr if there exists a graph G such that M = B(G). It was proved in Coullard, 
de1 Greco and Wagner [7] and in Zaslavsky [24] that each bicircular matroid is the 
matric matroid of some gn-matrix without any unicycles. (This can be seen by first 
Fig. 1. Bicycles. 
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arbitrarily orienting the edges of the graph G and then assigning an appropriate 
weight to each arc. Now reversing the above matrix-to-graph construction yields 
a unicycle-free gn-matrix N such that M(N) = B(G).) On the other hand, if a gn- 
matrix does not have any unicycles, then its matric matroid is a bicircular matroid. 
Thus, the class of bicircular matroids is precisely the class of matric matroids of 
gn-matrices that do not have any unicycles. Observe that if a matrix satisfies property 
B, then its matric matroid is bicircular; the converse is not true. 
A description of the cocircuits of a bicircular matroid M in terms of a representing 
graph G is needed here. A subset of elements of M is a cocircuit if it is a minimal set of 
edges of G the deletion of which increases the number of acyclic components, where an 
isolated vertex counts as a component. 
Two different graphs can have the same bicircular matroid. The next theorem 
characterizes the collection of graphs having the same bicircular matroid. It will 
suffice to consider connected matroids which are characterized in the following 
proposition from Matthews [14]. A polygon is a connected graph every vertex of 
which has degree 2. 
Proposition 2.1. Let G be a connected graph with at least three vertices. Then B(G) is 
connected if and only if G is not a polygon and has no degree-l vertices. 
The star of a vertex v in G is the set of edges of G incident to v, denoted by St&v). For 
a proper subgraph H of G = (V, E), the set of vertices common to H and 
G[E - E(H)] are the vertices of attachment of H. A block of G is a maximal subgraph 
H satisfying the property that every pair of edges is contained in a cycle. An end-block 
of G is a block H having exactly one vertex of attachment, called the tip of H. By 
convention, if G is a block, then G is an end-block of itself and every vertex of G is a tip 
of G. For a proper subgraph H of graph G, an internal vertex of H is any vertex of 
H that is not a vertex of attachment of H. If H is a subgraph of G and H = G, then 
every vertex of H is an internal vertex of H. A balloon of G is a maximal set of edges 
S such that G[S] is connected, has exactly one cycle and has exactly one vertex of 
attachment. A line of G is a set S of edges not contained in a balloon, that forms a path, 
the internal vertices of which have degree 2 in G and the end-vertices of which have 
degree at least 3. Balloons and lines are equated with the subgraphs they induce. 
A balloon segment is the edge set of a connected, nonacyclic subgraph of a balloon, and 
a line segment is the edge set of a connected subgraph of a line. 
Let S be a set of edges of a graph G. Assuming that B(G) is connected, the following 
observations can be made. If S # E(G), then S is a series class of B(G) if and only if S is 
a line or balloon of G. On the other hand, if S = E(G), then S is a series class of B(G) if 
and only if S is a bicycle of G. It follows that if G and G’ are two graphs having the 
same bicircular matroid and S is a line or balloon of G, then S is a line or balloon of G’. 
Let L be a line of G having end-vertices u and v. Let e be the unique edge of 
L incident to v. Define G’ to be the graph obtained from G by redefining the incidence 
relation of e so that e is incident to a vertex w # v of L instead of v. Then G’ is obtained 
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from G by a rolling of L away from v, and G is obtained from G’ by an unrolling of L to 
v. Observe that L is a balloon of G’. Such a rolling or unrolling is legitimate if there 
exists an end-block J of G such that L c E(J), u is a tip of J and every cycle of 
J contains v. 
Let v be a vertex incident to edges from exactly three lines in G, say L1, L2 and L3_ 
Suppose the other end of L1 is u, and the other end of L2 and L, is w # U. Let e, be the 
edge of L1 incident to u, and let e2 be the edge of L2 incident to w. Define G’ to be the 
graph obtained from G by redefining the incidence relations of el and e2 so that ei is 
incident to w instead of u, and e2 is incident to u instead of w. Then G’ is obtained from 
G by a rotation of L1 and L, at v. Such a rotation is legitimate if there exists an 
end-block J of G such that L := u := 1 Li is contained in E(J), u is a tip of J and every 
cycle of J\L contains u. 
Let L be a line (respectively, balloon) of a graph G. Let G’ be a graph obtained from 
G by replacing L with another line (respectively, balloon) on the same edge set and 
having the same vertices (respectively, vertex) of attachment. Then G’ is obtained from 
G by a replacement of L. In addition, if G and G’ are graphs such that E(G) = E(G’) 
and E(G) is a bicycle of both G and G’, then G’ is obtained from G by a replacement of 
E(G). All replacements are defined to be legitimate. 
Rollings, unrollings, rotations, replacements and switches, which are defined short- 
ly, are operations. If G’ is obtained from G by an operation, then G is obtained from G’ 
by an operation, called the inverse of the operation that takes G to G’. A graph G” is 
r-equivalent to G if there exist graphs Gi, G2, . . , G, such that G = Gi, G” = G, and for 
1 < i I t - 1, the graph Gi+l is obtained from Gi by a legitimate operation that is 
a rolling, unrolling, rotation or replacement. 
Define two graphs to be b-equivalent if they have the same bicircular matroid. 
Define 3 to be the class of graphs, each of which is a subdivision of a graph 
in Fig. 2. 
The next result is from Coullard, de1 Greco and Wagner [7]. 
Theorem 2.2. Let G and G’ be graphs such that B(G) is connected. If G and G’ are 
r-equivalent, then they are b-equivalent. If G and G’ are b-equivalent, then they are 
r-equivalent or (G, G’} 5 ‘3. 
(a) (b) Cd) (e) 
Fig. 2. The class Y. 
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Given graphs G and G’, the phrase G’ is obtained from G by a sequence of operations 
is used to mean that there exists a sequence of graphs G1, . . . , G, such that 
G = G1, G’ = G, and for 1 I i I t - 1, the graph Gi+ 1 is obtained from Gi by an 
operation. In addition, the phrase can be made more detailed by specifying types of 
operations in the sequence and in subsequences such as: G’ is obtained from G by 
a sequence of legitimate rotations followed by a sequence of replacements. 
A strengthening of Theorem 2.2 is given below. It uses the following definitions. 
A graph is minimal if it does not have a balloon that can be legitimately unrolled and if 
the unique cycle of every balloon contains all of the edges of the balloon. A balloon the 
unique cycle of which contains all of the edges of the balloon is expanded. A replace- 
ment of a balloon that results in the balloon being expanded is called an expansion. 
Every bicircular matroid has a minimal representation; indeed, a minimal representa- 
tion can be obtained from any given representation by an easily found sequence of 
unrollings and expansions. 
Let G’ be a graph that is obtained from a graph G by a legitimate operation 
followed by a replacement of L. (The set L might be a line or a balloon.) Observe that 
G’ can also be obtained from G by a replacement of L followed by a legitimate 
operation. For example, if G’ is obtained from G by a rotation of lines L1 and 
Lz followed by a replacement of L, then G’ can also be obtained from G by 
a replacement of L followed by a rotation of lines L1 and L,. Note that in both 
sequences taking G to G’, the other operation (i.e., the rotation of L1 and L2 in the 
above example) is the same. As such, replacements commute with any legitimate 
operation. 
Other operations also satisfy a certain commutativity property. Consider a legit- 
imate operation on an end-block J of a graph G that results in a graph G’. (If the 
operation is an unrolling of L, then J is the end-block of G’ that contains L.) Now 
consider an operation on an end-block J’ of G’ with E(J’) n E(J) = 0 that results in 
a graph G”. Then G” is also obtained from G by first performing the same operation 
on the end-block J’ followed by the same operation on the end-block J. In the 
remainder of the paper, this property is referred to as commutativity of operations. 
Theorem 2.3. Let H and H’ be minimal representations of B(H). Zf H$S, then H’ is 
obtainedfrom H by a sequence of legitimate rotations and replacements. Moreover, each 
graph occurring in the sequence is minimal. 
Proof. Since H$9, Theorem 2.2 implies there exists a sequence of graphs HI, . . . , H, 
such that H = HI, H’ = H, and for 1 I i I t - 1, the graph Hi+1 is obtained from 
Hi by a legitimate operation that is a rolling, unrolling, rotation or replacement. 
Assume that t is chosen to be minimum over all such sequences. The proof is by 
induction on t. If t = 1, then H = H’, and so the theorem is true. Assume t 2 2. Since 
H is a minimal representation, H2 is obtained from HI by a legitimate operation that 
is rolling, rotation or a replacement. If the operation is a rotation, then H2 is 
a minimal representation, and so the result follows by induction. If the operation is 
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a replacement, then by the minimality oft, the replacement cannot result in a nonex- 
panded balloon, and so H2 is minimal. Thus, the theorem follows by induction. 
Suppose the operation is a rolling of a line L away from a vertex u. Let u be the other 
end of L in H and let J be the end-block of H that contains L. Let I? be the next graph 
in the sequence on which a nonreplacement operation is performed that uses edges 
from J. (Such an g must exist for otherwise L is a balloon of H’ that can be unrolled, 
contradicting the minimality of H’.) If the operation on I? is an unrolling, then the 
unrolling is of L to some vertex w. By minimality of t and the commutativity of 
operations, the vertex w is different from v. Thus, H has two tips, implying H = J. 
Moreover, every cycle of H\L contains u and w. This last fact implies that H\L is 
a subdivision of the graph of Fig. 3(a), which in turn implies that H is a subdivision of 
the graph in Fig. 3(b). The result is now easily verified. If the operation on fi is 
a rotation, then again J = H and H is a subdivision of the graph of Fig. 3(b). If the 
operation on fi is a rolling, then J = H and H is a subdivision of the graph of Fig. 3(a). 
In each case the result is easily verified. 0 
A proposition that is somewhat analogous to the theorem above can be given for 
graphs in 9. It requires the following definitions. Let G be a graph that is a subdivision 
of one of the graphs in Fig. 2. Let x and y be distinct vertices of maximum degree in 
G such that there exists a line having ends x and y. Let e and f be edges of G incident 
to x and y, respectively, such that neither e nor f is in a line having ends x and y. 
Define G’ to be the graph that is obtained from G by redefining the incidence relations 
of e andfso that e is incident to y instead of x andfis incident to x instead of y. Then 
G’ is obtained from G by a switch, and G is obtained from G’ by a switch. All switches 
are legitimate. Observe that if G is a subdivision of the graph in Fig. 2(b), then G’ is 
a subdivision of the graph in Fig. 2(d). Now the following result can be proved directly 
by a small amount of case analysis. (On the other hand, it follows from the above 
theorem combined with Lemmas 4.6 and 4.7 of Coullard, de1 Greco and Wagner [7].) 
Proposition 2.4. If G and G’ are b-equivalent graphs from the set 9, then G’ is obtained 
from G by a sequence of switches and replacements. 
Rollings and rotations are well-behaved operations, except when the graph is small 
in some sense. The following result makes this idea precise. 
(a) (b) (cl Cd) (e) (0 M 
Fig. 3. Special small graphs. 
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Lemma 2.5. Let G be a graph such that B(G) is connected, and consider an end-block 
J of G. If there exist more than one vertex ofJ awayfiom which a legitimate rolling can 
be performed, then J = G, and G is a subdivision of the graph in Fig. 3(a). If there exist 
more than one vertex of J at which a legitimate rotation can be performed, then either 
J = G and G is a subdivision of one of the graphs in Fig. 3(b)-(f) or J is a subdivision of 
the graph of Fig. 3(g) with u as a tip. If there exists a vertex of J away from which 
a legitimate rolling can be performed and there exists a vertex of J at which a legit- 
imate rotation can be performed, then J = G and G is a subdivision of the graph of 
Fig. 3(b). 
Proof. First suppose that there exist two vertices at which rollings can be performed. 
By the definition of legitimate, J = H and these two vertices are contained in every 
cycle of H. Now it is easily seen that H is the graph of Fig. 3(a). 
Second suppose that there exist two vertices at which a legitimate rotation can be 
performed. Let v be such a vertex. Then there exist lines Lz and L3 and a vertex w such 
that {L,, L3) is precisely the set of lines having ends u and w. Moreover, there exists 
a vertex u that is contained in every cycle of J\ Lz, and a third line L, that has ends 
u and v. If u is not the unique vertex contained in every cycle of J\Lz, then J is 
a subdivision of the graph in Fig. 3(b) or 3(c). Thus, assume that u is the unique such 
vertex. By supposition, there exists another vertex of J at which a rotation can be 
performed. At this vertex, let L;, L; and Lj be the analogues of L1, L2 and L, at v. If 
{L;, L;} = (L2, L3), th en w is a vertex other than v at which a rotation can be 
performed. In this case, since a rotation can be performed at w, and since u is the 
unique vertex in every cycle of J\ L;, the line L\ has ends u and w. It now follows that 
the edge set of J is equal to L; u L1 u Lz u LJ, and that u and w are the only vertices 
of J at which legitimate rotations can be performed. That is, J is a subdivision of the 
graph of Fig. 3(g), with u as the indicated vertex. Now assume that Lb ${L,, L3}. As 
before there exists a vertex that is contained in every cycle of J\L;. Since L2 u L3 is 
such a cycle, this vertex must be u or w. If this vertex is v (respectively, w), then every 
cycle of J\{L,, L;} contains u and v (respectively, w). It follows that J is a subdivision 
of one of the graphs in Figs. 3(c)-(f). 
Finally suppose that there exists a vertex v away from which a legitimate rolling can 
be performed and a vertex w at which a legitimate rotation can be performed. Let 
L1, Lz and L3 be the lines having end w such that Lz and L3 have the same ends. Let 
u be the other end of L1. From the definition of legitimate rolling, every cycle of 
J contains v, and from the definition of legitimate rotation, every cycle of J\LZ 
contains u. Because of the cycle L2 u LJ, the vertex u is different from v. Thus, every 
cycle of J\Lz contains both u and v. Therefore J\L2 is the graph of Fig. 3(a). The 
result follows. 0 
The final result of the section is from Coullard, de1 Greco and Wagner [7]. A 
gn-matrix N is called a generalized-incidence matrix of a graph G if N has the same 
nonzero pattern as a vertex-edge incidence matrix of G. 
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Theorem 2.6. Let A be a full-row-rank matrix such that M(A) is a connected, bicircular 
matroid. Let G1 and Gz be r-equivalent graph representations of M(A). If there exists 
a generalized-incidence matrix N1 of G1 and a nonsingular matrix T1 such that 
T, A = N, , then there exists a generalized-incidence matrix Nz of Gz and a nonsingular 
matrix Tz such that TzA = N,. 
3. An overview of the algorithm 
This section presents an overview of the algorithm for solving the generalized- 
network recognition problem under the property B assumption. In particular, the 
main steps of the algorithm are identified. Each main step is then considered in detail 
in a subsequent section. This section also describes two minor steps that may be 
viewed as preprocessing steps. These are discussed first. 
The input to the algorithm is a standard matrix A that satisfies property B. (The 
effect of relaxing the assumption that A satisfies property B is discussed in Section 7.) 
The first preprocessing step is to reduce the analysis to the case where M(A) is 
connected. From A, define a bipartite graph H as follows. Where R and C denote the 
index sets of the rows and columns of A, respectively, define the vertex set of H to be 
R u C. The edge set of H corresponds to the nonzeros of A; there exists an edge joining 
i E R to j E C if and only if the (i, j) entry of A is nonzero. A result of Tutte [2 l] implies 
M(A) is connected if and only if the graph H is connected. Moreover, the components 
of H correspond in the natural way to the components of M(A). In particular, if H has 
components H 1, . . . , H, then by reordering the rows and columns of A, a block 
decomposition of A results, as shown below. 
A1 0 
A= *.. 
( i 
. 
0 4 
Now the matroids M(A,), . . . , M(A,) are precisely the components of M(A). More- 
over, it is easily seen that A satisfies property B if and only if AI, . . . , A, do. Finally, 
note that for 1 I i I t, the matrix Ai is a standard representation of M(Ai). 
The results of the previous paragraph imply that it suffices to apply the algorithm to 
the submatrices A,, . . , A,. Given that A is specified by column lists of nonzero entries, 
the submatrices AI, . . . , A, can be computed in time linear in the number of nonzeros 
of A; see Hopcroft and Tarjan [12]. This time is dominated by other aspects of the 
algorithm and henceforth only the case where M(A) is connected is considered. 
The second preprocessing step is to order the columns of A so that the matroids of 
certain submatrices of A are connected. Since M(A) is connected, the graph H is 
connected. Since A is an m x n standard matrix, the first m columns of A constitute an 
identity matrix. For 1 < k s n - m, define Ak to be the submatrix of A defined by 
choosing the following row and column index sets. A column index of A is chosen if 
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andonlyifitisinthesetC,u ... u Ck, where Ci denotes the fundamental circuit 
determined by column m + i; row index i of A is chosen if and only if column index i of 
A was chosen. The matrix A is sequentially connected if for 1 I k I n - m, the matroid 
M(A,) is connected. For any standard representation matrix of a connected matroid, 
it is easy to compute a permutation of the nonidentity columns so that the resulting 
matrix is sequentially connected. For example, the ordering on the columns of 
A induced by applying depth-first search to the graph H suffices. Depth-first search 
requires linear time (Tarjan [20]) and so henceforth only the case where A is 
sequentially connected is considered. Observe that since A satisfies property B, then SO 
does Ak, for 1 I k I n - m. 
Having described the preprocessing steps, the main steps of the algorithm are now 
described. The algorithm consists of n - m iterations, one for each nonidentity 
column of A. After iteration k, the generalized-network recognition problem has been 
solved for Ak. Each iteration consists of three steps: completion, weighting and 
comparison. 
To explain each step, consider the algorithm at the beginning of iteration k. 
Iteration k - 1 ends with a graph Gk- 1 and a nonsingular matrix T,_ 1 such that 
Gk _ 1 is a representation of the bicircular matroid M(At_ i) and T, _ lAk_ 1 is a general- 
ized-incidence matrix of a graph b-equivalent to Gk _ I (Observe that these properties 
imply that T, _ lAk _ 1 is unicycle free.) Iteration k considers the fundamental circuit 
Ck determined by column m + k of A. Since k is sequentially connected, a nonempty 
subset of Ck appears in Gk_ 1. That is, Pk := E(Gk_ 1) n Ck # 8. The set Sk := Ck - Pk, 
is also nonempty since it contains the element corresponding to column m + k. 
Moreover, the set Sk is a series class of M(A,). The goal of iteration k is to use the 
above information (namely, Gk_ 1, Tk_ 1, Pk and S,), to construct a graph Gk and 
a nonsingular matrix Tk such that Gk is a representation of the bicircular matroid 
M(A,) and T,A, is a generalized-incidence matrix of a graph b-equivalent to Gk. 
There are several properties of such a Gk. In particular, the following properties hold. 
(i) The set C, is a bicycle of Gk. 
(ii) The set Sk is a line or balloon of Gk. 
(iii) The graph G [EL - S,] is b-equivalent to Gk _ 1. 
(iv) There exists a nonsingular matrix Tk such that Tk A,+ is a generalized-incidence 
matrix of a graph b-equivalent to Gk. 
The completion step of iteration k constructs a “small” set of graphs that satisfy 
properties (i)-(iii) and that contains a representation of M(A,). By small, what is 
meant is the size of the set is bounded above by a constant that is independent of the 
m and n. 
The weighting step attempts to reduce the size of the set that is the output of the 
completion step. This is done by applying property (iv). In particular, a construction is 
given that either, for each graph in the set, provides a matrix of the desired type, 
proves that none exists or proves that the graph is not a representation of M(A,). In 
each of the latter two cases, the graph is deleted from the set. 
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The final step in iteration k is the comparison step. To explain this step, consider 
a matrix T, that was constructed in the weighting step. Now the matrix T,A, is 
a gn-matrix, but the possibility exists that it has a unicycle. The comparison step 
performs pairwise comparisons between matrices that are output of the weighting 
step. Each comparison eliminates one of the matrices from the pair. The single matrix 
remaining, say Tk, is such that T,A, is a unicycle-free gn-matrix. 
At the end of iteration n - m, the algorithm has produced a graph G, and a matrix 
T, such that G, is a representation of the bicircular matroid M(A,) = M(A) and 
T,A, = T,,A is a generalized-incidence matrix of a graph b-equivalent to G,. This 
implies that T, is the desired matrix. 
4. The completion problem 
This section describes an algorithm for solving the completion problem. The input is 
a minimal graph H and an m x k standard matrix K such that B(H) and M(K) are 
connected and bicircular. In addition, a circuit C and a series class S of M(K) are 
given such that S c C and M(K)\S = B(H). The problem is to find a collection $F? of 
graphs such that each graph GE W satisfies the following properties. 
P(1) The set C is a bicycle of G. 
P(2) The set S is a line or balloon of G. 
P(3) The graph G[E(G) - S] is b-equivalent to H. 
In addition, the set %? is to satisfy the following properties, 
P(4) There exists a minimal GE%’ such that B(G) = M(K). 
P(5) The size of W is bounded above by a constant. 
In the context of the algorithm outlined in the previous section, the graphs H and 
G are Gk_l and Gk, respectively; the sets C and S are Ck and Sk, respectively; the 
matrix K is A,. Also in this context, observe that properties P(l)-P(3) correspond to 
properties (i)-(iii) satisfied by Gk. 
The completion problem described above is, in a sense, trivial. One needs only to 
choose %’ to be a set consisting of a single graph that is a representation of the 
bicircular matroid M(K). However, finding such a graph is not straightforward. 
Indeed, constructing a set satisfying P(l)-P(5) can be viewed as constructing an 
approximation to a set that consists of a representation of M(K). 
A solution to the completion problem is outlined as follows. Since B(H) = M(K)\S, 
the graph H can be obtained from any representation G of M(K) by first deleting S, 
and then carrying out a sequence of legitimate operations. The key result is that there 
exists a representation G of M(K) such that the sequence of operations needed to take 
H to G[E(G) - S] is short and that the operations in the sequence are of a restricted 
form. Given this result, the solution to the completion problem begins by finding the 
set of all graphs that can be obtained from H by a such short sequence of restricted 
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operations. Because of the shortness of the sequence and because the operations are of 
a restricted form, this set is small, i.e., its size is bounded by a constant independent of 
H. Moreover, the graph G[E(G) - S] is in this set. Next, an attempt is made to add 
the set S to each graph in this set so as to satisfy P(1) and P(2). This is done carefully in 
order to keep the number of resulting graphs small. The result is a set that satisfies 
P(l)-P(5). The remainder of the section provides the details. The main difficulty is in 
showing that there exists a G such that only operations of a restricted form are needed 
to take H to G[E(G) - S]. 
Consider properties P(1) and P(2). These two properties together imply that the 
graph H[C - S] is either 
(i) a connected graph with exactly one cycle and at most two degree-l vertices, or 
(ii) a graph with exactly two components, each of which has exactly one cycle and 
at most one degree-l vertex. 
The edge set of any graph that satisfies (i) or (ii) is called bicycle segment. Any graph 
G satisfying properties P(1) and P(2) is called a completion of G[E(G) - S]. 
The notation introduced above (i.e., H, K, C and S) is used as defined above 
throughout the section. In addition, P := C - S (cf., P, of the previous section). 
Let G be a minimal representation of M(K) and consider the graph G[E(G) - S]. It 
need not be minimal, but as the next two lemmas and the proposition show, it is close 
to being minimal. Define a series class of M(K)\S to be critical if it is not a series class 
of M(K). In the case that E(G) - S is not a bicycle, a critical series class of M(K)\S is 
a line or balloon of G[E(G) - S] that is not a line or balloon of G. Such a line or 
balloon of G[E(G) - S] can only be one that contains a vertex of attachment of S. It 
follo& that there can be at most two critical series,classes of M(K)\S. Also note that 
each line or balloon of G[E(G) - S] is the disjoint union of at most four lines and 
balloons of G. In the case that E(G) - S is a bicycle, then it is a critical series class, and 
again, it must contain the vertices of attachment of S. In this case, E(G) - S is the 
disjoint union of at most five lines and balloons of G. It follows that each critical series 
class of M(K)\S is the disjoint union of at most five series classes of M(K). 
Lemma 4.1. Let G be a minimal representation of M(K) and suppose the graph 
G[E(G) - S] is not minimal. Let L be a balloon of G[E(G) - S] that is not expanded. 
Then L is critical. 
Proof. Suppose that L is not critical. Then it is a balloon of G. Since G is minimal, L is 
expanded in G. If it is expanded in G, then it is also expanded in G[E(G) - S]. 0 
Lemma 4.2. Let G be a minimal representation of M(K) and suppose the graph 
G[E(G) - S] is not minimal. Let L be a balloon that can be legitimately unrolled in 
G[E(G) - S], and let H’ be the graph that results from this unrolling. Then the 
end-block of H’ that contains L also contains at least one edge from P and at least one 
vertex of attachment of S as an internal vertex. 
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Proof. Let J be the end-block of H’ that contains L. If J = H’, then clearly the result 
is true. Thus, assume J # H’. If L is critical, then as previously observed, L contains 
a vertex of attachment of S, say w, as an internal vertex, implying that J contains such 
a vertex, as required. If L is not critical, then L is a balloon of G. Since G is minimal, 
L cannot be legitimately unrolled in G. It follows that J is not an end-block of 
G, implying that J contains at least one vertex of attachment of S, say w, as an in- 
ternal vertex. In either case, the vertex w is incident to an edge of P that is also an 
edge of J. 0 
For any graph H’ that is b-equivalent to H, define an end-block of H’ to be active if 
it contains at least one edge from P. 
Proposition 4.3. Let H’ be a minimal graph b-equivalent to H. Then H’ has at mostfour 
active end-blocks. 
Proof. The result is obvious if H E ‘3, and so assume otherwise. Observe that a bicycle 
segment of any graph can have a nonempty intersection with the edge sets of at most 
four end-blocks of the graph. In particular, if G is a minimal representation of M(K), 
then G[E(G) - S] has at most four active end-blocks. By Lemmas 4.1 and 4.2 and the 
fact that replacements commute, there exists a minimal H” that can be obtained from 
G[E(G) - S] by the expansion of critical balloons followed by the legitimate unroll- 
ing of balloons. By Theorem 2.3, H’ can be obtained from H” by a sequence of 
legitimate rotations and replacements. It is shown that none of the operations taking 
G[E(G) - S] to H’ increases the number of active end-blocks beyond four. 
Consider the expansion of a critical balloon L. Let C be the unique cycle of L before 
the expansion. Then C is an end-block of the graph before the expansion of L, and L is 
an end-block of the graph after the expansion of L. If L n P = 8 or C n P # 8, then the 
number of active end-blocks is the same before and after the expansion of L. On the 
other hand, if L n P # 8 and C n P = 8, then by performing the expansion appro- 
priately, P is a bicycle segment after the expansion of L. As observed, a bicycle 
segment of any graph can have nonempty intersection with the edge sets of at most 
four end-blocks, and so the result follows. 
Consider the unrolling of a balloon L. If L n P = 8, then P is a bicycle segment of 
the graph after the unrolling, and so the result follows. If L n P # 8, then since L is 
expanded and therefore an end-block, the number of active end-blocks is the same 
before and after the unrolling. 
Consider an operation that is a rotation or a replacement. Note that a set is the edge 
set of an end-block before the operation if and only if it is the edge set of an end-block 
after the operation. (For replacements, this follows from Theorem 2.3.) Thus, the 
number of active end-blocks is the same before and after the operation. 0 
The next result says that there exists a minimal representation G of M(K) such that 
only operations of a restricted form are required to get from H to G[E(G) - S]. 
Moreover, these operations can be done in a specified order. 
Uncovering generalized-network structure in matrices 205 
Theorem 4.4. There exists a minimal representation G of M(K) such that the graph 
G[E(G) - S] is obtainedfrom H by a sequence of legitimate rotations or switchesfollowed 
by a sequence of replacements followed by a sequence of legitimate rollings. Each rotation 
and rolling is in an active end-block, and each replacement is of a critical series class. 
Proof. As previously observed, M(K) has a minimal representation G. This proof 
considers the case when G[E(G) - S]$S; the case G[E(G) - S] E ‘3 is straightfor- 
ward. By Theorem 2.3, Lemmas 4.1 and 4.2 and the fact that replacements commute, 
G[E(G) - S] can be obtained from H by a sequence of legitimate rotations and 
replacements followed by replacement of critical balloons followed by at most two 
rollings that occur in active end-blocks. Let H’ denote the graph obtained by the 
subsequence of legitimate rotations and replacements (not including the replacements 
of critical balloons). Then all graphs occurring the subsequence taking H to H’ are 
minimal. Among all minimal representations of M(K), assume G is chosen so that the 
number of operations in the above sequence is minimized. Note that any two graphs 
in this subsequence from H to H’ have the same end-blocks in terms of edge sets. (That 
is a set is the edge set of an end-block of one of the graphs if and only if it is in the other 
graph.) Also, a nonactive end-block of H’ is a nonactive end-block in every graph in 
the sequence from H’ to G[E(G) - S]. Moreover, any nonactive end-block of 
G[E(G) - S] is an end-block of G since a nonactive end-block of G[E(G) - S] does 
not contain a vertex of attachment of S as an internal vertex. 
Suppose that one of the operations in the sequence taking H to G[E(G) - S] is 
a rotation in a nonactive end-block J. In particular, consider the last such rotation. By 
commutativity of operations, the inverse of this rotation is a legitimate rotation on G. 
Let G’ be the graph that results by applying this inverse rotation to G. Then G’ is 
a minimal representation of M(K). Moreover, the number of operations needed to 
take H to G’[E(G) - S] of the type specified in the above paragraph is one fewer than 
the number needed to take H to G[E(G) - S], a contradiction to the choice of G. 
Thus, the rotations needed in the sequence of operation taking H to G[E(G) - S] 
may be confined to active end-blocks. A similar argument shows that the replace- 
ments needed to take H to H’ may be confined to replacements of critical series 
classes. Finally, all the rollings in the sequence taking H to G[E(G) - S] occur in 
active end-blocks. 0 
Representations of M(K) as given by Theorem 4.4 are useful in the solution of the 
completion problem. A representation G of M(K) is good if G is minimal and 
G[E(G) - S] is obtained from H by a sequence of legitimate rotations and switches 
followed by a sequence of replacements followed by a sequence of legitimate rollings 
such that each rotation and rolling is in an active end-block, and each replacement is 
of a critical series class. 
Theorem 4.4 is applied to the completion problem as follows. Starting from H, find 
the set of all graphs that can be generated from H by sequences of operations 
described in the theorem. For each such graph in which P is a bicycle segment, 
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construct all possible completions. The resulting set of graphs satisfies P(l)-P(4). 
However, in general, it does not satisfy P(5). That is, the number of graphs in this set is 
too large. One way to reduce the size of this set is to further restrict the type of 
operations that need to be applied to H. In what follows, Lemmas 4.6,4.7 and 4.10 are 
used to further restrict the number of replacements, rolling and completions that need 
to be applied to H. The next lemma states, in effect, that no further restrictions need to 
be imposed on rotations or switches. 
Let H’ be a graph that is b-equivalent to H. An admissible rotation on H’ is 
a legitimate rotation that is in an active end-block of H’. If H E $5, then any switch on 
H’ is defined to be admissible. Lemma 2.5 together with case checking when HE $9 
yields the following result. 
Lemma 4.5. The number of graphs that can be obtained from H by a sequence of 
admissible rotations or admissible switches is bounded above by a constant that is 
independent of H. 
The next result is useful in restricting the replacements that need to be considered. 
Roughly it says that if L is a critical series class of B(H) and {L, , . . . , L,} is its partition 
into series classes of M(K), then no “rearranging” of the edges within any Li needs to 
be considered. To make this idea precise, the following definition is used. Let H’ be 
a graph that is b-equivalent to H, and consider a line or balloon segment L’ of H’. 
Define a,,(C) to be the set of sequences of edges induced by a trail (i.e., a “path” with 
repetitions of vertices allowed) that starts at one of the vertices of attachment of L’ and 
uses each edge of L’ exactly once. Observe that 1 on,(L’) 1 = 2. 
Lemma 4.6. Let L be a critical series class of M(K)\S and let {L,, . . . , L,} be the 
partition of L into series classes of M(K). Let C be an arbitrary, but fixed, sequence 
of the elements of M(K)\S. Then there exists a good representation G of M(K) such 
that, for 1 I i I t, the set Li is either a line segment or balloon segment of 
H’ := G[E(G) - S] and at least one member of on,(Li) is a subsequence of C. 
Proof. Let G’ be a good representation of M(K). Then for 1 I i < t, Li is either a line 
or balloon of G’ and therefore a line or balloon segment of G’[E(G) - S]. Suppose 
that no member of a,,(L,) (say) is a subsequence of C. Then there exists a graph G” 
that can be obtained from G’ by a replacement of L1 such that one member of ac,,(L1) 
is a subsequence of Z. Observe that the graph G”[E(G) - S] can be obtained from 
G’[E(G) - S] by a replacement of L. Now repeating this argument for Lz, . . . , L, 
implies the existence of a graph G such that H := GEE(G) - S] is obtained from 
G’[E(G) - S] by a sequence of replacements of L, and for 1 I i I t, one member of 
on,(Li) is a subsequence of Z. Then observe that G[E(G) - S] can be obtained from 
G’[E(G) - S] by a single replacement of L. 
Now since G’ is a good representation of M(K), the graph G’[E(G) - S] can be 
obtained from H by a sequence of legitimate rotations and switches followed by the 
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replacement of critical series classes followed by the rolling of lines in active end- 
blocks. Thus, the graph G[E(G) - S] can be obtained from H by this sequence 
concatenated with a replacement of L. Since replacements commute and since two 
consecutive replacements of L may be combined into a single replacement, it follows 
that G is a good representation of M(K). 0 
Let H’ be a graph that is b-equivalent to H, and let L be a critical series class of 
M(K)\S. Let {L,, . . , L,} be the partition of L into series classes of M(K) and let C be 
a specified sequence of the elements of M(K)\S. A replacement of L in H’ is 
C-admissible if in the resulting graph H”, the set Li, for 1 I i I t, is either a line or 
bicycle segment and at least one member of anCC(Li) is a subsequence of C. The 
notation of C-admissibility evidently depends on the specified C. However, since C is 
arbitrary, the term C-admissible is shortened to admissible with the understanding that 
some C has been specified. 
Lemma 4.7. Let H’ be a graph that is b-equivalent to H. The number of graphs that can 
be obtained from H’ by a sequence of admissible replacements is bounded above by 
a constant that is independent of H. 
Proof. The number of critical series classes is bounded above by two. So it suffices to 
show that for a given critical series class L the number of graphs that can be obtained 
from H’ by an admissible replacement of L is bounded above by a constant. Recall 
that if (L,, . . , L,} is a partition of L into series classes of M(K), then t I 5. Now the 
lemma follows straightforwardly using the definition of admissible and some case 
checking. (For example, the easiest case is when L is a line and t = 2. In this case, the 
number of graphs that can be obtained from an admissible replacement of L is at most 
eight.) 0 
The next result is useful in restricting the rollings that need to be considered. The 
following definitions are used. Let G be a minimal representation of M(K), and 
consider a graph H’ that is obtained from G[E(G) - S] by a sequence of legitimate 
unrollings. (By Lemma 4.2, there can be at most two such unrollings.) Then the graph 
G is derived from the graph H’. 
Lemma 4.8. Let H’ be a minimal graph that is obtained from H by a sequence of 
admissible rotations and admissible replacements. Let L be a noncritical line of H’ having 
ends v and w that can be legitimately rolled awayfrom v in H’, and let J’ be the end-block 
of H’ that contains L. Let I be a maximal independent set of B(H’\{v}). Then in any 
minimal representation G of M(K) derived from H’, the set L is a balloon of 
G[E(G) - S] having w as its vertex of attachment ifand only ifs u I is independent and 
L v S v I is dependent in M(K). 
Proof. The proof begins by making some general observations, and then considers the 
two halves of the lemma. 
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If v is not the unique vertex of J’ away from which a rolling can be performed, then 
by Lemma 2.5, J’ is the graph of Fig. 3(a). In this case the result is easily verified. Thus, 
assume that u is the unique such vertex of J’. 
By definition of a legitimate rolling, J’\(v) is acyclic, which implies that 
I n E(J’) = E&J’\(v)). Note that I n E(J’) is acyclic in any graph that is derived from 
H’. Evidently, no edge of I is incident to v in H’. Since v is the unique vertex of J’ away 
from which a rolling can be performed, no edge from I is incident to v in any graph 
derived from H’. 
Let G be a minimal representation of M(K) that is derived from H’, and suppose 
that L is a balloon of H” := G[E(G) - S] having w as its vertex of attachment. Then 
H” is obtained from H’ by a sequence of at most two rollings, one of which is of the 
line L away from u and the other of which, if it exists, is of a line in an end-block 
different from J’. 
Since G is minimal, L cannot be legitimately unrolled in G. Since L is not critical, no 
internal vertex of L in H” is a vertex of attachment of S. Thus, one vertex of 
attachment of S in H” is an internal vertex of J”[E(J”) - L] and the other is in 
a nonacyclic component of H”[L u I]. It follows that S u I is independent and 
L u S v I is dependent in M(K). 
Now suppose that S v I is independent and L v S u I is dependent in M(K), and 
consider a minimal representation G of M(K) derived from H’. Then there exists 
a bicycle of G contained in L u S u I that contains L. Let H” := G[E(G) - S] and 
suppose that L is not a balloon of H” having w as its vertex of attachment. Since v is 
the unique vertex of J’ away from which a rolling can be performed, L is a line of H” 
having ends v and w. Sine I n E(J) is acyclic in H” and no edge of I is incident to v in 
H”, the graph H”[Lu(Z nE(J’))] . IS an acyclic component of H”[I]. This implies 
that no bicycle of the required type exists. 0 
Let H’ be a minimal graph that is obtained from H by a sequence of admissible 
rotations and admissible replacements. Let L be a line of H’ having a vertex r~ as an 
end, and let I be a maximal independent set of B(H’\{v)). A rolling of a line L away 
from a vertex v in H’ is admissible if it is legitimate and either L is critical, or S u I is 
independent and L u S u I is dependent in M(K). 
Lemma 4.9. Let H’ be a minimal graph that is obtained from H by a sequence of 
admissible rotations followed by a sequence of admissible replacements. The number of 
graphs that can be obtained from H’ by a sequence admissible rollings is bounded above 
by a constant that is independent of H. 
Proof. Each such rolling is in an active end-block, and by Proposition 4.3 there are at 
most four such end-blocks. The result now follows from Lemma 2.5. 0 
Now completions are considered. As with operations, the point is to show that only 
a small number of completions of a given graph need to be considered. 
Uncovering generalized-network structure in matrices 209 
Let H’ be a graph that is b-equivalent to H and in which P is a bicycle segment. 
Observe that if H’[P] has a degree-l vertex, then this vertex must be a vertex of 
attachment of S in any completion of H’. If there exists a vertex u of degree 2 in H’[P] 
that is a vertex of attachment of S, then either H’[P] is connected and has at most one 
vertex of degree 1, or H’[P] is disconnected and u is in a component of H’[P] that is 
a polygon. Define a subset P’ of P to be attachable if either H’[P’] is a polygon 
component of H’[P], or P’ = P and H’[P] is connected with at most one degree-l 
vertex. Observe that Proposition 2.1 implies that for any attachable subset P’, there 
exists a bicycle of H’ that contains P’. 
Lemma 4.10. Let H’ be a graph that is b-equivalent to H in which P is a bicycle segment. 
Suppose that there exists a P’ c P such that P’ is attachable. Let B be a bicycle of H’ 
that contains P’, and let v be a vertex of degree 2 in G[B]. Let e and f be the edges of 
B incident to v. If G is a completion of H’ that is a representation of M(K), and v is 
a vertex of attachment of S in G, then {e,f } LY not a cocircuit of B(G[B u S]). 
Proof. Suppose that {e,f} is a cocircuit of B(G[B u S]). Then G[B u S]\{e,f > has 
an acyclic component. Observe that since B is a bicycle, each edge of B - (e, f } is in 
a nonacyclic component of G[B u S] \{e, f }. Al so observe that the edges of S are all in 
the same component of G [B u S] \ {e, f }, and this component is nonacyclic. Thus, no 
edge of G[BuS]\{e,fj is in an acyclic component. It follows that the acyclic 
component of G[BuS]\{e,f} . 1s an isolated vertex, say u. Moreover, e (say) is 
incident to u. But u # u, since u is incident to an edge from S. Thus, u is the other end of 
e. But this is a contradiction since this end of e is incident to an edge from 
B - {e,f>. 0 
Let H’ be a graph that is b-equivalent to H in which P is a bicycle segment. Observe 
that there exist two attachable subsets of P if and only if H’[P] consists of two 
polygons. In this case, there exists a bicycle that contains both of the polygons. Thus, 
let B be a bicycle of H’ that contains all of the attachable subsets of P. Observe that 
any vertex of H’[P] that is a vertex of attachment of S in some completion has degree 
at most 3. A vertex of H’[P] is a B-candidate if it is either a vertex of degree 1 or 3, or is 
a vertex of degree 2 such that the pair of incident edges is not a cocircuit of 
B(G[B u S]). A completion of H’ is B-admissible if each vertex of attachment of S is 
a B-candidate. The notions of B-candidacy and B-admissibility depend on the B that 
is chosen. However, the B is chosen arbitrarily, and so the terms B-candidate and 
B-admissible are shortened to candidate and admissible, respectively, with the under- 
standing that some B has been specified. 
Lemma 4.11. Let H’ be a graph that is b-equivalent to H in which P is a bicycle segment. 
If there exists a completion of H’ that is a representation of M(K), then the number of 
candidate vertices is bounded by six, and the number of non-b-equivalent graphs that are 
admissible completions of H’ is bounded above by a constant that is independent of H. 
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Proof. Let B be a bicycle of H’ that contains all of the attachable subsets of P. The 
number of vertices of G[B] that have degree 1 or 3 is at most four. Now suppose that 
there exists a representation G of M(K) that is a completion of H’. Let {e,f} be a set of 
edges incident to a vertex of degree 2 in G[B u S]. Then {e,j} is a cocircuit of 
B(G[B u S] ). Thus, by Lemma 4.10, G[B] has at most two vertices of degree 2 that 
can be B-candidates. So, in total, there exists at most six vertices of H’ that can be 
B-candidates. The bound on the number of completions follows easily. q 
Theorems 4.4 and Lemmas 4.6, 4.8 and 4.10 can be combined into the following 
theorem. 
Theorem 4.12. There exists a good representation G of M(K) such that G is obtained 
from G[E(G) - S] by an admissible completion and G[E(G) - S] is obtainedfrom H by 
a sequence of admissible rotations or admissible switches followed by a sequence of 
admissible replacements followed by a sequence of admissible rollings. 
An algorithm that solves the completion problem is now stated. If H’ is obtained 
from H by a sequence of admissible rotations or admissible switches followed by 
a sequence of admissible replacements followed by a sequence of admissible rollings, 
then H’ is obtained from H by an admissible sequence of operations. 
Algorithm COMPLETE. 
Input: A minimal graph H and an m x nmatrix K such that B(H) and M(K) are 
connected and bicircular, a circuit C and a series class S of M(K) such that S c C and 
B(H) = M(K)\S. 
Output: A collection V of graphs that satisfies P(l)-P(5). 
Step Cl. Set %‘i c {H’I H’ is obtained from H by an admissible sequence of 
operations}. 
Step C2. Set W2 c {H’) H’E%~ and P is a bicycle segment of H’}. 
Step C3. Set %?:3 c {H’ 1 H’ E%‘~ and H’ has at most six candidate vertices}. 
Step C4. For each H’ EWE let V(H’) be the set of minimal graphs that are 
admissible completions of H’ such that for any pair in V(H’), one is not obtained from 
the other by a replacement of S. Stop with the output V := un,_W(H’). 
The correctness and the complexity of the algorithm are covered in the next 
theorem. 
Theorem 4.13. Algorithm COMPLETE is correct and requires 0(m3 + mn log m) time. 
Proof. By Theorem 4.12, the output of the algorithm satisfies P(4). By Lemmas 4.5, 
4.7, 4.9 and 4.11, the output satisfies P(5). Step Cl implies that P(3) is satisfied. Steps 
C2 and C4 imply that P(1) and P(2) are satisfied. 
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The complexity is analyzed as follows. Consider Step Cl. The end-blocks of H can 
be found in time O(n) using an algorithm to find the biconnected components; see 
Aho, Hopcroft and Ullman [l]. Then the active end-blocks can also be found in the 
same amount of time. By Proposition 4.3, there are at most four active end-blocks. Let 
J be such an end-block. Determining whether a legitimate rotation can be performed 
on J goes as follows. First find a vertex u of degree 3, if one exists, such that u is not 
incident to a loop. Let L1, L2 and L3 be the lines having end v. Check to see 
whether the other end of L1 (say) is a vertex u and that the other ends of L2 and 
L3 are a vertex w # u. Finally, check to see whether u is contained in every cycle 
of J\{v}. Then assuming that everything mentioned checks out, then L1 and L2 
can be rotated. For a fixed vertex v, the above requires O(n) time. Therefore, 
by Lemma 4.5, the total time required for rotations is O(mn). The analogous time for 
switches is O(n). 
The second part of Step Cl is the replacement of critical series classes. To find the 
critical series classes, it suffices to compare the series classes of B(H) to those of M(K). 
Given a standard representation of a matroid, its series classes can be found by finding 
the “parallel” classes of the dual matroid. This latter problem can be solved by the 
algorithm of Bixby and Wagner [4], which in the present context, has complexity 
O(mn log m). There are at most two critical series classes. Performing an admissible 
replacement can be carried out in time O(n). 
The last part of Step Cl is admissible rollings. Consider an active end-block J and 
let v be a tip of .I that is in every cycle of J. By Lemma 2.5, there can be at most two 
such vertices, and the set of such vertices can be found in O(mn) time. Constructing the 
set I of Lemma 4.8 requires O(n) time. Using Gaussian elimination to determine 
whether S u I is independent requires O(m3) time. Now observe that I contains 
all but one edge from every line of J that has v as an end. Thus, for a given line 
L of J, determining whether L u S u I is dependent can be done in time O(m). 
Therefore, determining which line of J should be rolled, if any, can be done in time 
O(mn). 
From the above, it follows that Step Cl can be done in O(m3 + mn logm) 
time. 
Consider Step C2. By Lemma 4.9, the size of %I is bounded. For a given H’, 
determining whether P is a bicycle segment can be done in O(n) time. 
Consider Step C3. The size of sZ is bounded. For a given H’, finding a bicycle 
B of H’ that contains the attachable subsets of P can be done in O(n) time. By 
Lemma 4.10, in order to determine the B-candidate vertices of H’[P], it suffices 
to check for a degree-2 vertex, whether its pair of incident edges are a cocircuit of 
B(H’[B u S]). This can be done in O(mn logm) time by computing the series classes 
of B(H’[B u S]). 
Finally consider Step C4. The size of %3 is bounded. For a given H’, Lemma 4.11 
implies the number of B-candidate vertices is bounded. Thus, the number of comple- 
tions of H’ that need to be constructed is bounded. Constructing each minimal 
completion requires O(n) time. Cl 
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5. The weighting problem 
This section describes an algorithm for solving the weighting problem. The input is 
a graph G such that B(G) is connected and a full-row-rank m x n matrix K such that 
M(K) is connected and bicircular, and such that the column-index set of K is equal to 
E(G). (Note that B(G) and M(K) need not be equal.) Consider the following condi- 
tions for G and K. Note they are exhaustive, but not mutually exclusive. 
(WCl) B(G) # M(K). 
(WC2) There exists a nonsingular matrix T’ such that T’K is a generalized- 
incidence matrix of a graph G’ that is b-equivalent to G. 
(WC3) There does not exist a matrix as described in (WC2). 
The weighting problem is to identify one of (WCl), (WC2) and (WC3) as true. For 
example, if (WCl) and (WC2) are both true, then the statement (WCl) is true is a valid 
output. 
In addition, in the case that (WC2) is identified as true, then the output (WC2) is 
true is replaced with a matrix T’ as described in (WC2). 
In the context of the generalized-network recognition algorithm, G is one of the 
graphs from the set % that is the output from the completion step and K is the matrix 
Ak. Also, in this context, if either conclusion (WCl) or (WC3) is found to be true, then 
G is one of the graphs that is eliminated as a possibility for Gk, 
The problem is called the weighting problem since condition (WC2) requires the 
construction of a generalized-incidence matrix of G’ and such a matrix can be viewed 
as assigning weights to the edges of G’. 
The following two lemmas are from Coullard, de1 Greco and Wagner [7]. The 
proofs are repeated here because they are constructive and will in essence give the 
algorithm for solving the weighting problem. The following definition is used. Let L be 
a balloon of G, and let e = uu be an edge of the unique cycle of L such that the degree 
of u in G is greater than two. Consider the graph obtained from G by redefining the 
incidence relation of e so that e is a loop at u. This resulting graph is obtained from 
G by a special replacement of L, called a contraction of L. 
Lemma 5.1. There exists a representation G’ of B(G) such that the star of every vertex of 
G’ is a cocircuit of B(G). Moreover, G’ can be obtained from G by a sequence of 
legitimate rollings and contractions. 
Proof. Let u be a vertex of G such that its star s&(v) is not a cocircuit. Since B(G) is 
connected, Proposition 2.1 implies G is not acyclic. Thus G\stc(v) has at least two 
acyclic components. Let F be such a component such that F is not the graph 
consisting of the isolated vertex v. There exists an end-block J of G having F as 
a subgraph. Moreover, v is a tip of J and every cycle of J contains u. Observe that 
J could be the unique cycle of a balloon. Note if J is such a cycle, then it is 
not a loop. 
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The above paragraph shows that if u is a vertex the star of which is not a cocircuit, 
then u is a tip of an end-block that is not a loop and every cycle of which contains u. 
The converse is also evidently true. The lemma now follows. To see this, pick any 
vertex u the star of which is not a cocircuit. Then either there exists a line L that can be 
legitimately rolled away from u or there exists a balloon L that can be contracted. In 
the former case, perform a rolling of L away from u followed by a contraction of L, and 
in the latter case, perform a contraction of L. Observe that the stars of all of the 
vertices, except for u, are unchanged, and therefore a particular star is a cocircuit 
before the rolling if and only if it is a cocircuit after the rolling. Moreover, either the 
star of u is now a cocircuit or there exists another line that can be legitimately rolled 
away from u. Therefore, continuing this process produces a graph G’ of the desired 
type. 0 
Lemma 5.2. Let G’ be a graph representation of M(K) such that the star of every vertex 
is a cocircuit. Then there exists a unique (up to row scaling) matrix T’ such that T’K is 
a generalized-incidence matrix of G’. 
Proof. Denote by F, the set of columns of K corresponding to edges not incident to 
vertex u. Since the star of every vertex is a cocircuit, the column-index set of F, is 
a hyperplane of M(K), implying the linear rank of F, is m - 1. 
Consider the system t,F, = 0. Since the rank of F, is m - 1, this system has a unique 
nonzero solution, up to scaling, say 6. Moreover, the support of <K is precisely the 
set of edges incident to u. Define T’ to be the matrix the ith row of which is <. Then the 
above construction implies that T’ is the unique, up to row scaling, matrix such that 
T’K is a generalized-incidence matrix for G’. 0 
The solution to the weighting problem when G&9 is now at hand. Starting from G, 
produce an r-equivalent graph G’ such that the star of every vertex of G’ is a cocircuit. 
By Lemma 5.1, this is accomplished by a sequence of easily found rollings and 
contractions. By Lemma 5.2, either B(G) = B(G’) # M(K) or there exists a matrix T 
such that T’K is a generalized-incidence matrix of G’. Moreover, the proof of Lemma 
5.2 can be used to either construct such a T’ or prove B(G) # M(K) as follows. For 
each vertex u of G’, construct the set F, as in the proof of Lemma 5.2. If, for some u, (the 
column-index set of) F, is not a hyperplane of M(K), then B(G) # M(K), implying 
(WCl) is true. On the other hand, if each F, is a hyperplane, then the matrix T’ is 
constructed exactly as in the proof. This requires solving m linear systems. If T’ is 
nonsingular, then (WC2) is true. Finally, by Theorems 2.2 and 2.6, if 7” is singular, 
then (WC3) is true. 
Now consider when G ~‘9. Let w be the set of graphs that are b-equivalent to 
G and that can be obtained from G by a sequence of switches. Now consider a G’ E w. 
Observe that the star of each vertex of G’ is a cocircuit. Now, as in the above case, 
apply the proof of Lemma 5.2 to G’. If there exists a vertex u of G’ such that F, is not 
a hyperplane of M(K), then (WCl) is true; otherwise construct the matrix T’. If the 
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matrix T’ is nonsingular, then (WC2) is true. However, if the matrix T’ is singular, 
then one cannot conclude that (WC3) is true. But, if for each G’E YV”, the correspond- 
ing matrix T’ is singular, then Theorems 2.4, 2.6 and the fact that replacements 
commute imply that (WC3) is true. Thus, every graph in YY must be checked. Note 
that the number of graphs in w is bounded by a constant that is independent of G. 
The above results are collected in the following algorithm. 
Algorithm WEIGHT. 
Input: A graph G such that B(G) is connected, an m x nfull-row-rank matrix K, 
with columns indexed on E(G), such that M(K) is connected and bicircular. 
Output: The conclusion that either (WCl) or (WC3) is true or a matrix T’ as 
described in (WC2). 
Step Wl. If G#S, then set 99” t {G’}, where G’ is r-equivalent to G and the star of 
every vertex of G’ is a cocircuit. If G ~9, then set @‘” + {G’ 1 G’ can be obtained from 
G by a sequence of switches}. 
Step W2. For each G’ E %‘“, either construct a matrix T(G’) such that T(G’)K is 
a generalized-incidence matrix for G’, or stop with conclusion that (WCl) is true. 
Step W3. If for each G’E%‘“, the matrix T(G’) is singular, then stop with the 
conclusion (WC3) is true. 
Step W4. Choose a graph G’E-IY- such that T(G’) is nonsingular. Stop with 
7” := T(G’) as the output. 
The correctness of the algoithm follows from the discussion prior to its statement. 
The time complexity is summarized as follows. If G#S, then 9V can be determined in 
time O(mn) by, for each vertex of G, first deleting its star and then checking the 
resulting components to determine whether the star is a cocircuit. If G E 9, then -/Y-can 
be constructed in O(n) time since the number of graphs in Q is bounded by a constant. 
Thus, Step Wl requires O(mn) time. In Step W2, O(m) linear systems must be solved, 
each requiring O(m3) time using Gaussian elimination. Thus, Step W2 requires O(m4) 
time. Similarly, Step W3 requires O(m4) time. Finally, Step W4 requires O(m*) time. 
Theorem 5.3. Algorithm WEIGHT is correct and requires 0(m4 + mn) time. 
6. The comparison problem 
This section describes an algorithm for solving the comparison problem. The input 
is an m x n matrix full-row-rank K such that M(K) is connected and bicircular, 
a series class S of M(K) such that M(K)\S is connected and a pair of m x m 
nonsingular matrices WI and W, such that, for i E { 1, 21, the matrix Ni := WiK is 
a gn-matrix every unicycle of which contains S. In addition, it is assumed that S is 
a line or balloon of any graph having Ni or N2 as a generalized-incidence matrix. The 
problem is to determine whether N1 has a unicycle that is not a unicycle of N2. 
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In context of the algorithm outlined in Section 3, K is the matrix Ak, S is Sk 
and W1 and W, are the output from two different applications of Algorithm 
WEIGHT. 
Since N, is a gn-matrix, there exists an arc-weighted digraph (D1, w’) such that the 
set of unicycles and unicycle-free bicycles of N, corresponds precisely to the set of 
unicycles and unicycle-free bicycles of (Di , w’ ). Moreover, this set is precisely the set 
of circuits of M(N,). (See the construction in Section 2.) In addition, since every 
unicycle of AJ, contains S, it follows M(N,)\S = B(D,)\S = B(D,\S). Analogously, 
there exists a pair (DZ, w’). Observe that B(D,\S) = B(D,\S). Also, since Ni 
is a generalized-incidence matrix for Di, the set S is a line or balloon of Di, for 
ie{l, 2). 
The remainder of the section uses the notation established above. Thus, the 
problem is to compare the unicycles of (D1, w’) to those of (DZ, w”). 
The next two propositions provide the essential ingredients of an algorithm for 
solving the comparison problem. 
Proposition 6.1. Zf(DI, w’) has a unicycle, then S is a line of D1. 
Proof. Let C be a unicycle of (DI, w’) and assume that S is a balloon of D1. Since 
every unicycle of N1, and thus of (DI, w ‘), contains S, it follows S E C. Since S is 
a balloon, C = S. Since no circuit of a matroid properly contains another, no unicycle 
or unicycle-free bicycle of (Dl , w ’ ) uses any edge from C. Therefore, the matroid 
M(N,) = M(K) is not connected, a contradiction. 0 
From the above proposition, it follows that if S is a balloon of D,, then (Dl, w’) has 
no unicycle. Thus the comparison problem is solved in this case. 
Proposition 6.2. If S is a line of D1, then there exists a unicycle of (D, w’) that is not 
a unicycle of (D2, w2) if and only ifthere exists P c E(D,) - S such that P v S is a cycle 
of D, and a bicycle of D2. 
Proof. Suppose that there exists a set P E E(D,) - S such that P u S is a cycle of 
Dl and a bicycle of D,. Since P u S is a bicycle of D2, it is either a circuit or it properly 
contains a circuit of M(N,) = M(N,). The latter case is impossible since no proper 
subset of the cycle P u S of D1 is a circuit of M(N,). The former case implies that P u S 
is a unicycle of (Dl, wl), but not of (D2, w2), as required. 
Conversely, suppose there exists a unicycle C of (Dl, w’) that is not a unicycle of 
(D2, w2). By assumption, S c C. Since C is a unicycle of (Dl, w’), it is a circuit of 
M(N,) = M(N,), and therefore is a bicycle of D2. Now the requisite P is obtained by 
setting P := C - S. 0 
The validity of the following algorithm follows immediately from the above two 
propositions. 
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Algorithm COMPARE. 
Input: An m x n matrix K such that M(K) is connected and bicircular, a series class 
S of M(K) such that M(K)\S is connected, and nonsingular matrices W, and W, such 
that WIK and W,K are gn-matrices every unicycle of which contains S and such that 
S is a line or balloon of any graph having W,K or W,K as a generalized-incidence 
matrix. 
Output: The matrix WI if every unicycle of WIK is a unicycle of W,K; otherwise 
w,. 
Step Cl. Construct the arc-weighted digraphs (Or, w’) and (DZ, w’) associated 
with WIK and W,K, respectively. 
Step C2. If S is a balloon of D1, then stop with output WI. 
Step C3. If there exists a set P c E(D,) - S such that P u S is a cycle of D1 and 
a bicycle of D2, then stop with output W,; otherwise stop with output WI. 
The complexity of the algorithm is dominated by Step C3. The checking required in 
Step C3 can be performed in O(n) time as follows. Let x and y denote the ends of S in 
Dr. The main idea is to determine whether there exists an (x, y)-path of F1 := D1\S 
that is a bicycle segment of Fz := Dz\S. Given that all such paths can be found, then 
Step C3 is solved easily. 
If there exists a balloon L of Fi that contains both x and y, then any (x, y)-path is 
contained in L. Since there exists at most two (x, y)-paths in L, Step C3 is easily 
completed. 
Now observe that Fr can be converted to a minimal graph F; by a sequence of 
unrollings and expansions in such a way that any (x, y)-path of F1 is a (x, y)-path of 
F;. Thus, in determining whether there exists a (x, y)-path of F1 that is a bicycle 
segment of F2, it suffices to consider the case when F1 is minimal. In a similar way, it 
can be assumed that every balloon of Fz is expanded. However, F2 might be 
nonminimal since it might have balloons that can be legitimately unrolled. 
If F1 is a subdivision of one of the graphs in Figs. 3(a)-(f) or if F1 ~‘9, then it is 
straightforward to find the collection of (x, y)-paths of F1 that are a bicycle segment of 
Fz. Moreover, the size of this collection is bounded by a constant, and so Step C3 is 
easily solved in this case. Thus, assume that F1 is not in 9 and is not a subdivision of 
one of the graphs in Figs. 3(a)-(f). 
By Theorem 2.3 and the fact that replacements commute, F, can be obtained from 
F1 by a sequence of replacements (each of which preserves minimality) followed by 
a sequence of legitimate rotations followed by a sequence of legitimate rollings. Let 
F be the graph obtained from F1 by the subsequence of replacements. Note that F and 
F1 have precisely the same blocks, in terms of edge sets. Consider an end-block J of 
F and let J2 be its counterpart in Fz, i.e. JZ := F,[E(J)]. Lemma 2.5 implies that 
either J is the graph of Fig. 3(g) with the indicated tip, or JZ is obtained from J 
by at most one operation, which must be either a rotation or a rolling. Moreover, 
every operation in the sequence taking F to F2 is either a rotation or rolling in an 
end-block of F. 
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Suppose that there exists an (x, y)-path P of Fr that is a bicycle segment of F2. Then 
P is acyclic in F1, and therefore in F. Evidently, P is nonacyclic in F2. Note that an 
end-block of F1 contains edges of P if and only if it contains x or y as an internal 
vertex. Thus, there exists an end-block J of F that contains x or y as an internal vertex, 
and in which P n E(J) is acyclic in F and nonacyclic in F2. Define ,J2 to be F2 [E(J)]. 
Let C be a cycle of J2 contained in P. Let x’ and y’ be the vertices of attachment of S in 
D2, with x’ = y’ if S is a balloon. 
Suppose that J2 is obtained from J by a rolling of a line L away from a vertex u. 
Then C is the unique cycle of the balloon L in J2. Since no other operation uses edges 
from J2, C is a cycle of the bicycle segment P of F2. Moreover, since P n E(J) is 
acyclic in J, the component of the bicycle segment P of F2 that contains C is contained 
in Jz, and this component does not use the vertex u. It follows that if x’ (say) is in Jz, 
then the unique path from x’ to C that avoids u is in the bicycle segment P of F2. 
Suppose that Jz is obtained from J by a single rotation of lines L1 and L2 at u. Let 
L3 be the line of J that has the same ends of L2. Let u be the other end of L1 in J. Then 
C is the cycle L1 u L3. As in the previous case, the component of bicycle segment P of 
F2 that contains C is contained in J2 and does not use the vertex u. Also, as in the 
previous case, if x’ (say) is in J2, then C together with the unique path from x’ to C that 
avoids u is in the bicycle segment P of F2. 
Finally, suppose J is a subdivision of the graph in Fig. 3(g) with the indicated vertex 
u as a tip, and that J2 is obtained from J by a sequence of two rotations. Then the cycle 
C is the unique cycle of J2 that does not contain u. Again, the component of the bicycle 
segment that contains C is contained in J2 and does not use the vertex u. Moreover, if 
x’ (say) is in J2, then C together with the unique path from x’ to C that avoids u is in 
the bicycle segment P of F2. 
The above analysis shows that if an end-block J of F contains an edge of P, then J2, 
the counterpart of J in F2, contains a component of the bicycle segment P of F1. 
Moreover, each edge of this component is adjacent to only edges from J2. It follows 
that every edge of P is in an end-block of F1, for any edge of P not in an end-block of 
F1 is in an acyclic component of P in F2, a contradiction. Now the bicycle segment 
P of F2 is found as follows. Find an end-block J of F1 that contains edges from P, and 
let J2 be its counterpart in F,. Determine whether a rolling, a single rotation or a pair 
of rotations is used in obtaining J2 from J. (These are mutually exclusive possibilities.) 
If x’ (say) is in J2, construct a set P(x’) that consists of the cycle C (as defined above) 
together with the unique path from x’ to C that avoids u. If y’ is also in Jz, then 
construct the analogous set P(y’). If there exists a second end-block J’ of F1 that 
contains edges from P, then repeat the analysis with J;, the counterpart of J’ in F1. 
(Note if both J and J’ exist, then x’ (say) is in J2 and y’ is in J;.) Having constructed 
the sets P(x’) and P( y’), the bicycle segment P of F2 is given by P(x’) u P( y’). 
The procedure for implementing Step C3 is summarized as follows. If F, is in B or is 
a subdivision of a graph in Figs. 3(a)-(f), or if x and y are both vertices of a balloon 
L of F1, then the (x, y)-paths are enumerated. (In each case the number of such paths 
is bounded by a constant, independent of F1 .) Each such path P is then checked to see 
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if P u S is a bicycle of D,. If none of these situations hold, then F1 is converted to 
a minimal graph and each balloon of F2 is expanded; call the resulting graphs F1 and 
F2 . Find the end-block(s) of F1 that contain either x or y as an internal vertex, and 
identify their counterparts in F,. Determine whether there exists a rolling, single 
rotation or a pair of rotations that takes such an end-block of F, to its counterpart in 
F2. If not, then no set P with the desired properties exists. Otherwise, construct the 
sets P(x’) and P( y’) and set P := P(x’) u P( y’). If P u S is a cycle of D1 and a bicycle 
of D2, then a set of the desired type has been found; otherwise no such set exists. All of 
the above analysis can be carried out in O(n) time. 
The results of this section can be combined into the following theorem. 
Theorem 6.3. Algorithm COMPARE is correct and requires O(n) time. 
7. The main algorithm 
The section presents the polynomial-time algorithm for solving the generalized- 
network recognition problem under the assumption that the input matrix satisfies 
property B. In addition, it is assumed that the input matrix is a sequentially con- 
nected standard matrix; these assumptions are not restrictive. The necessary notation 
and definitions are taken from Section 3, which contained the overview of the 
algorithm. 
Algorithm TRANSFORM. 
Input: An m x n standard matrix A that is sequentially connected and satisfies 
property B. 
Output: A nonsingular matrix T such that TA is a gn-matrix. 
Step Tl. Set G, equal to a minimal graph on edge set C1 such that Ci is a bicycle of 
G1. Set ‘??r := (G,} and k := 1. 
Step T2. If k 2 2, then apply Algorithm COMPLETE to the graph Gk_ i, the 
matrix Ak, the series class Sk and the circuit C,; denote the output by gk. 
Step T3. For each GE gk, apply Algorithm WEIGHT to G and Ak. If for a given 
G Algorithm WEIGHT constructs a matrix, then set T(G) to be this matrix; otherwise 
delete G from ‘ZZk. 
Step T4. If 15~3~ 1 = 1, then go to Step T5. Choose a pair of graphs G and G’ from gk. 
Apply Algorithm COMPARE to the matrix Ak, the series class Sk and the pair of 
nonsingular matrices T(G) and T(G’). If T(G) is the output, then delete G’ from gk; 
otherwise delete G and go to Step T4. 
Step T5. Let Gk be the unique member of gk. If k = n - m, then stop with 
T := T(G,) as the output; otherwise set k := k + 1 and go to Step T2. 
Theorem 7.1. Algorithm TRANSFORM is correct and requires 0(m4n + mn2 logm) 
time. 
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Proof. The correctness of Algorithm TRANSFORM follows from the correctness of 
the subroutines COMPLETE, WEIGHT and COMPARE. To analyze the complex- 
ity, first note that the size of the set %‘k constructed in Step T2 is bounded above by 
a constant since it is constructed by COMPLETE and thus satisfies P(5). The 
complexity of TRANSFORM now follows from Theorems 4.13, 5.3 and 6.3 and the 
fact that Steps T2-T4 are performed n - m times. 0 
As mentioned in the Introduction, Algorithm TRANSFORM can be applied to 
a matrix A not known to satisfy property B, with the interpretation that if the set 
9k becomes empty, then A does not satisfy property B. In particular, 9k might become 
empty in either Step T2 or T3. Consider Step T3. If A does not satisfy property B, then 
it might be the case that for every HEY~, Algorithm WEIGHT does not produce 
a matrix T(H). Similarly, it might be the case that Algorithm COMPLETE, when 
called from Step T2, produces an empty set as output. This could happen in either 
Step C2 or Step C3 of Algorithm COMPLETE. 
As a final remark, the complexity of the generalized-network recognition problem 
when the property B assumption is removed is unknown. 
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