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Abstract
Increasing amounts of high-velocity spatio-temporal data reinforce the need for
clustering algorithms which are effective for big data processing and data reduc-
tion. As currently applied spatio-temporal clustering algorithms have certain
drawbacks regarding the comparability of the results, we propose an alternative
spatio-temporal clustering technique which is based on empirical spatial cor-
relations over time. As a key feature, CorClustST makes it easily possible to
compare and interpret clustering results for different scenarios such as multi-
ple underlying variables or varying time frames. In a test case, we show that
the clustering strategy successfully identifies increasing spatial correlations of
wind power forecast errors in Europe for longer forecast horizons. An extension
of the clustering algorithm is finally presented which allows for a large-scale
parallel implementation and helps to circumvent memory limitations. The pro-
posed method will especially be helpful for researchers who aim to preprocess
big spatio-temporal datasets and who intend to compare clustering results and
spatial dependencies for different scenarios.
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1. Introduction
Due to the continuing growth of data in many areas of application, there
is an urgent need for efficient machine learning and data mining algorithms
that can identify patterns in massive datasets. Clustering algorithms [1, 2, 3]
are a popular tool to systematically detect groups of objects that share similar5
characteristics and can help to preprocess, reduce and compress big datasets.
Especially in environmental applications, data is often available in high fre-
quency across space and time which leads to special requirements for clustering
methods to identify objects that are similar regarding both dimensions. The
most popular clustering algorithms like the k-means algorithm [4] or hierarchi-10
cal clustering algorithms [5, 6, 7] were, however, not developed specifically for
spatio-temporal data and they do not take the special characteristics of such
data into account. It is therefore important to develop novel spatio-temporal
clustering algorithms which are able to efficiently extract information from big
spatio-temporal datasets. In this sense, Kisilevich et al. (2010) [8] published a15
survey which gives an overview of common spatio-temporal clustering methods
and applications. Most of the methods that are currently employed for clus-
tering spatio-temporal data are based on density-based clustering techniques.
DBSCAN [9], for instance, scans the entire data and marks each point as a core
object (objects located in a cluster), border object (objects located at the border20
of a cluster), or noise (objects that are not located in a cluster) by determining
the number of objects that are within a certain distance around each object.
Birant and Kut (2007) [10] extended the idea of DBSCAN for spatio-temporal
data. Their algorithm ST-DBSCAN marks each object based on the number
of objects that are within a certain spatial and a certain temporal distance.25
More recently, Agrawal et al. (2016) [11] developed a spatio-temporal cluster-
ing strategy which bases on the density-based clustering algorithm OPTICS
(Ordering Points to Identify the Clustering Structure) [12]. Their proposed
strategy ST-OPTICS first orders the observations in a dataset, then clusters
them with a modified version of ST-DBSCAN and finally merges the resulting30
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micro level clusters with an agglomerative algorithm. The authors showed in
an application that the proposed strategy can lead to better clustering results
than ST-DBSCAN in terms of cluster validity.
Despite considerable progress in the field of spatio-temporal clustering in
recent years, currently applied methods still have some drawbacks that rein-35
force the need for alternative spatio-temporal clustering algorithms: Compared
to the k-means algorithm, ST-DBSCAN and ST-OPTICS have the advantage
that the number of clusters does not have to be predefined. One drawback of
these algorithms is, however, that they do not directly find meaningful cluster
centers which represent a certain cluster. This can be uncomfortable for a fur-40
ther analysis of cluster interconnections and especially for the purpose of big
data reduction. In addition, the control parameters of these clustering algo-
rithms need to be tuned in order to achieve an optimal clustering solution with
respect to certain optimization criteria. In case of different control parameters,
clustering results for different scenarios (e.g. varying time frames or multiple45
underlying variables) are, however, difficult to compare.
The considerations above have led to a novel approach for clustering big
spatio-temporal datasets: By computing empirical correlations between pairs of
spatial points over time, it is possible to find clusters that are easier to interpret,
regardless the number of time points and the underlying variable used in the50
analysis. As spatio-temporal data is often positively correlated only up to a
certain spatial distance, it is not necessary to compute correlations for all pairs
of points. By considering only those objects that are located within a certain
spatial distance, the computation time and the memory requirements of the
clustering technique are reduced drastically. CorClustST takes up some basic55
ideas of ST-DBSCAN and ST-OPTICS but provides a new concept in order
to achieve a better comparability of clustering results for different scenarios.
The applicability of the algorithm is exemplified with a cluster analysis of wind
power forecast errors in Europe for different forecast horizons. It turns out that
the algorithm successfully manages to represent increasing spatial correlations60
for longer forecast horizons by increased cluster sizes.
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This paper is structured as follows: The different steps of the clustering
strategy are presented in detail in section 2. Subsequently, the algorithm is ap-
plied exemplarily for a clustering of wind power forecast errors in section 3. As it
is often not possible to cluster all observations from the entire spatial dimension65
due to computational reasons and memory limitations, chapter 4 proposes an
extension which makes it possible to combine clustering results from multiple
subregions. The extension allows for a large-scale parallel implementation of
the algorithm. In chapter 5, the proposed algorithm is compared with several
commonly used clustering methods regarding important features like complexity70
and interpretability. The ideas from this paper are finally reviewed in section 6
and an outlook for future research is given.
2. Description of the Clustering Strategy
Definitions. The description of the clustering strategy is based on a data frame
D = {s1, s2, ..., sN} with N spatial points and T time steps. Before the clus-75
tering strategy is described in detail, some necessary definitions are presented
(compare [10]). Definition 1 first defines the general idea of a clustering process.
An advantage of the proposed clustering algorithm is that not all of the points
in the dataset have to be assigned to a cluster. Points that are not similar to
other points in a spatio-temporal context will be declared as noise points.80
Definition 1. The process of splitting D into c disjunct clusters Ci ⊆
D, (i = 1, 2, . . . , c), ∩ci=1Ci = ∅,∪ci=1Ci ∪ {NoisePoints} = D, is called
clustering.
The clustering algorithm proposed in this paper utilizes neighborhoods of
spatial points to find such a clustering of points with similar characteristics. In
a spatio-temporal context, two points can be similar over the spatial domain
and the time domain. The spatial neighborhood of a spatial point, which is
defined in definition 2, contains points which are located close to the respective85
point in a spatial context.
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Definition 2. The spatial -neighborhood of a spatial point s is defined
as
SpatNeigh(s) = {q ∈ D|dist(s, q) ≤ },
where dist(s, q) denotes a certain distance measure. Points that are located
within the spatial -neighborhood are called spatial neighbors of s.
As we are not only interested in points that are located close to each other
in a spatial context but also over the time domain, the empirical correlation of
the spatial neighbors over time is taken into account in the clustering approach.
Pearson’s sample correlation [13] between the time series corresponding to two90
spatial points is used to define the spatio-temporal neighborhood in definition
3. Rank correlation coefficients like Spearman’s rho [14] or Kendall’s tau [15]
can be used alternatively.
Definition 3. The spatio-temporal ρ-neighborhood of a spatial point
s is defined as
SpatTempNeigh(s) = {q ∈ SpatNeigh(s)|cor(s, q) > ρ},
where cor(s, q) denotes Pearson’s sample correlation coefficient over time
between the points s and q. Points that are located within this neighborhood
are called spatio-temporal neighbors of s.
With the definitions introduced above, it is now possible to provide a detailed
description of the different steps of the clustering approach.95
Clustering strategy. The first step of the clustering algorithm is the computa-
tionally most intensive part. Initially, sample correlations to all spatial neigh-
bors that are located within a certain distance  are computed for all spatial
points. The distance  has to be chosen in a smart way that the computation
time is reasonable but also enough neighbors are considered. As the computa-100
tion of the correlations can be performed easily in parallel, the algorithm can be
highly performant even for big spatio-temporal datasets. To conduct the further
steps of the clustering approach, the number of spatial neighbors to which the
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correlation is greater or equal than a predefined value of ρ is initially determined
for each spatial point. These points are called spatio-temporal neighbors as de-105
fined in definition 3. Reasonable values for ρ can be found in literature [16].
For instance, a value of ρ = 0.9 could be used in a high correlation scenario and
a value of ρ = 0.7 in a moderate correlation scenario. The spatial points are
then arranged in descending order according to their number of spatio-temporal
neighbors. This order is saved in a list O = {o1, . . . , oN}.110
Step 1. For all spatial points s ∈ D: Compute Pearson’s correlation co-
efficient cor(s, q) to all spatial neighbors q ∈ SpatNeigh(s) for a predefined
value of . Arrange the points in descending order according to the number
of spatio-temporal neighbors |SpatTempNeigh(s)| for a predefined value of
ρ and save this order in a list O = {o1, . . . , oN}.
Subsequently, the spatial points are clustered based on their spatio-temporal
neighbors: The point with the highest number of spatio-temporal neighbors is
chosen as the cluster center of cluster C1 and all spatio-temporal neighbors are
assigned to this cluster.
Step 2. Choose the point
o1 = argmaxs∈D|SpatTempNeigh(s)| ∈ O
for a predefined value of ρ as a center point of the cluster C1. All spatio-
temporal neighbors q ∈ SpatTempNeigh(o1) are assigned to cluster C1.
For all following ordered spatial points oi in O, the following clustering115
procedure is then conducted iteratively: If oi does not belong to a cluster and
if more than 50% of the spatio-temporal neighbors of oi do also not belong to
a cluster, oi is considered as a center point of a cluster. With the restriction
that more than half of the spatio-temporal neighbors of oi shall not belong to
a cluster, it is guaranteed that points which are located close to the border of120
an existing cluster are not marked as a new cluster center. The current cluster
label is increased by one and oi is assigned to the respective cluster. For all
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spatio-temporal neighbors of oi it is checked subsequently whether they already
belong to a cluster. If a neighbor does not yet belong to a cluster, it is assigned
to the current cluster. If a neighbor already belongs to a cluster, it is checked125
whether the correlation of the neighbor to oi is greater than the correlation of
the neighbor to the center of its present cluster. If this fact is true, the cluster
value of the neighbor is also changed to the current cluster label. Subsequently,
the next point oi+1 is processed. The procedure is summarized in the clustering
steps 3 and 4.130
Step 3. Choose the next point
o2 = argmaxs∈{D\o1}|SpatTempNeigh(s)| ∈ O
(with more than 50% of the neighbors not belonging to a cluster) as cluster
center of cluster C2. For all points q ∈ SpatTempNeigh(o2): Assign q to
cluster C2, if q does not yet belong to a cluster or if the correlation to o2
is greater than the correlation to the current cluster center.
Step 4. Repeat step 3 for o3, . . . , oN until all points in O are processed.
Due to the structure of this clustering strategy, it may occur that points are
not assigned to a cluster although they have spatio-temporal neighbors (e.g. if
more than half of the neighbors already belong to a cluster so that the point is
not regarded as a cluster center and if the point is not in the ρ-neighborhood of
one of the other cluster centers). As only those points shall be declared as noise135
points that are not similar to any other spatial point, it is required to assign
these border points to the cluster to which the most similar spatio-temporal
neighbor belongs. This is done in step 5.
Step 5. Points which have spatio-temporal neighbors but do not belong to
a cluster after step 4 are assigned to the cluster to which the most simi-
lar spatio-temporal neighbor (with the highest correlation to the respective
point) belongs.
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For higher predefined values of ρ, it is likely that some of the spatial points
will not have any spatio-temporal neighbors. These points are declared as noise140
points in step 6 of the algorithm. This finalizes the clustering process.
Step 6. Points of the dataset which are not assigned to a cluster Ci (with
i = 1, . . . , c) after step 5 are finally declared as noise points.
The proposed clustering approach allows to compare and interpret different
clustering results depending on the predefined strength of correlation. Further-
more, the method makes it possible to identify spatial regions with higher and
lower dependencies and can therefore be helpful to extract valuable information145
about the dependence structures in big spatio-temporal datasets. As an exam-
ple, the algorithm is used in the following section to analyze the impact of the
forecast horizon on spatial clustering of wind power forecast errors in Europe.
3. Test Case: The Impact of the Forecast Horizon on Spatial Clus-
tering of Wind Power Forecast Errors in Europe150
In times of increasing penetration rates of renewable energy, reliable forecasts
of fluctuating energy sources such as wind power are getting more and more
important. Load flow calculations for forecasted wind power in Europe need to
be accurate, for example to predict transnational electricity flows or to provide
backup capacities from reserve power plants. In the calculations, it is therefore155
necessary to consider errors in wind power forecasts. Regarding the influence
of the forecast horizon on wind power forecasts, it is common knowledge that
the quality of a forecast decreases the further one predicts into the future. For
instance, it was shown in [17] exemplarily for a test site located in Hilkenbrook
(Germany) that the skill of wind speed and wind power forecasts decreases160
for longer forecast horizons up to 48 hours. However, it has only barely been
discussed that the spatial correlation of wind power forecast errors also increases
for longer forecast horizons. This issue was first discussed in [18], where the
authors state that growing systematic errors for increasing forecast horizons
lead to higher spatial correlations. In a case study of western Denmark [19], it165
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was demonstrated that wind power forecast errors are only slightly correlated
in a spatial context for short forecast horizons. It can be expected that this
effect increases when longer forecast horizons are considered. Especially in those
regions where large forecast errors occur and a high amount of wind plants
is installed, high spatial correlations could mean increasing risks for various170
stakeholders due to higher cumulative forecast errors.
In order to investigate this aspect, the proposed algorithm is used to charac-
terize the influence of the forecast horizon and other possible influence factors on
a spatial clustering of wind power forecast errors. The analysis is conducted for
onshore regions across Europe over the period from April 2010 to February 2016.175
The wind power forecasts are generated from deterministic wind speed forecasts
of the European Centre for Medium-Range Weather Forecasts (ECMWF) [20]
of 100m height by using a regional onshore power curve proposed in [21]. Six
different forecast horizons (12, 24, 36, 48, 60 and 72 hours) are considered.
Forecasts are issued twice a day for all considered forecast horizons. The study180
region comprises onshore regions of 32 European countries that have a distinct
amount of installed wind power capacity (compare [22]). To select onshore re-
gions only, a land-sea-mask is used, which is provided by ECMWF for the grid
of the deterministic forecasts. Forecast errors for a certain forecast horizon q
are computed by subtracting the 0-hour forecast (initialized q hours after the185
q-hour forecast is made) from the q-hour forecast for each grid cell.
Due to the relatively high resolution of the forecasts (horizontal grid spac-
ing of approximately 16 km) and the considered study time, the forecast error
datasets for each forecast horizon comprise in total N = 49968 spatial points
and T = 4316 time steps. For such a large number of data points, it is com-190
putationally intensive to perform a clustering with common algorithms like the
k-means algorithm. These mostly require to store large distance matrices with
N(N−1)
2 entries. This can be hard to accomplish even with computers that have
a large amount of available memory. The clustering approach proposed in this
paper, however, avoids this problem by incorporating the fact that only points195
in a given spatial neighborhood will likely be correlated to each other. The
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clustering is performed for two degrees of correlation. In a moderate correla-
tion scenario ρ is set to 0.7 and in a high correlation scenario ρ is set to 0.9.
With these relatively high values of ρ, it is unlikely that clusters will be found
that comprise grid cells that are located far away from each other. A preceding200
analysis showed that the data points tend to be uncorrelated for distances that
exceed 600 kilometers, regardless of the considered forecast horizon. Therefore,
the value of  for the clustering approach is set to 600 kilometers. The cluster
analysis is performed for all six considered forecast horizons from 12 hours to
72 hours for both correlation scenarios.205
In order to get a first impression about the differences in the clustering
results, the resulting numbers of clusters are compared for the different forecast
horizons in figure 1. The comparison indicates that the forecast horizon has a
substantial influence on spatial dependence of wind power forecast errors. In
l
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Figure 1: Number of clusters for different forecast horizons
the moderate correlation scenario (ρ = 0.7), the number of clusters decreases210
from 3189 clusters for the 12-hour forecasts to 1259 clusters for the 72-hour
forecasts. In the high correlation scenario, 10269 clusters are found for the
12-hour forecasts and 5597 clusters for the 72-hour forecasts. Therefore, the
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cluster analysis confirms that spatial dependence of wind power forecast errors
increases substantially for longer forecast horizons as stated by [18].215
In order to compare different regions of Europe according to their degree of
spatial forecast error dependence, we focus on a comparison of the clustering
results for the 24- and 72-hour forecast errors. In figure 2, the resulting clusters
for the moderate (ρ = 0.7) and the high (ρ = 0.9) correlation scenario are
visualized in a map of Europe.220
(a) 24-hour forecast, ρ = 0.7 (b) 72-hour forecast, ρ = 0.7
(c) 24-hour forecast, ρ = 0.9 (d) 72-hour forecast, ρ = 0.9
Figure 2: Clustering of 24- and 72-hour forecast errors
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Comparing the two forecast horizons, the clusters for the 72-hour forecast
errors are markedly larger than the clusters for the 24-hour forecast errors in
all parts of Europe in both correlation scenarios. Besides increasing cluster
sizes for longer forecast horizons, figure 2 also reveals striking differences in the
cluster sizes in different regions of Europe. In all scenarios, the largest clusters225
can be found in the low-terrain areas of Northern Europe, Germany, France
and Eastern Europe. In these areas, the biggest increase in cluster sizes can be
recognized when comparing the 24-hour and 72-hour forecast errors. This fact
can be quite interesting since a relatively large amount of wind power plants
is installed in these areas. A high correlation of wind power forecast errors of230
closely located wind power plants can lead to an increased cumulative forecast
error for the respective area. The smallest clusters occur in mountain areas like
the Alps, the Pyrenees and the Carpathian mountains and in the higher lying
areas of Southern Europe and Norway.
With the proposed clustering approach, it is not only possible to explore235
areas with a relatively high spatial dependence, but also to identify the regions
that are characterized by a high number of noise points. These grid cells do not
have any spatial neighbor with a correlation higher than the predefined value of
ρ. Areas with a high number of noise points can therefore be regarded as areas
that are characterized by a low spatial correlation of wind power forecast errors.240
The noise points that are found for the high correlation scenario are visualized
in figure 3 for the 24- and 72-hour forecast errors.
For the 24-hour forecast errors, the majority of the noise points can be found
in high mountain areas like the French Alps, the Apennines in Italy and the
Taurus Mountains in Turkey. In addition, several noise points are located very245
close to the seaside. The points in coastal areas mostly disappear when regarding
the 72-hour forecast horizon. However, a large number of noise points can still
be found in the French Alps and in mountain areas of Greece and Turkey,
whereas almost no noise points remain in Northern Europe. The number of
noise points reduces markedly for longer forecast horizons which results from a250
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Figure 3: Noise points found with the 24- and 72-hour forecast error clustering (ρ = 0.9)
4. Extension: Combination of Clustering Results from Multiple Sub-
regions
The application in the previous section has demonstrated that the pro-
posed algorithm can provide a highly efficient way to cluster big spatio-temporal255
datasets. Nevertheless, memory limitations can still be an issue when the num-
ber of spatial points N increases. Regarding the example of wind power forecast
errors, this problem could occur, for instance, when other large countries like
Russia shall also be considered in the analysis. In addition, the resolution of
meteorological forecasts steadily increases in order to achieve a higher forecast-260
ing accuracy. Exemplarily, the European Centre for Medium-Range Weather
Forecasts (ECMWF) reduced the horizontal grid spacing for the deterministic
forecasts from 16 km to 9 km in March 2016 [23]. In order to prevent issues that
may occur due to memory limitations, an extension of the clustering strategy is
presented in this section. The extension builds on the idea that the full study265
region can be divided into multiple subregions for which a separate clustering
can be conducted. As far distant points are generally not strongly related to
each other, clusters located far away from another subregion should remain un-
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affected from splitting the study region. As an example, we conduct a clustering
of 12-hour wind power forecast errors for spatial points located in Austria and270
Switzerland (for ρ = 0.7). The clustering is performed once for both countries
jointly and once for the two countries individually. The resulting clusters for
both approaches are visualized in figure 4. Clusters from the individual clus-
tering that are different compared to the joint clustering are highlighted in red.
The comparison reveals that the clustering structure differs only in the region275
close to the border of the two countries.
(a) Computation jointly for both countries (b) Computation individually for each country;
clusters that differ from the joint computation
are highlighted in red
Figure 4: 12-hour forecast error clustering of spatial points located in Austria and Switzerland
(ρ = 0.7)
In order to combine the clustering results of multiple subregions, hence only
those spatial points need to be reprocessed that belong to a cluster close to
the border to another subregion. By defining inner edge clusters (clusters with
at least one spatial point located within a distance δ1 to the closest point of280
another subregion) and outer edge clusters (clusters not belonging to the inner
edge clusters and with at least one spatial point located within a distance δ2 to
the closest point of another subregion), the spatial points in the border regions
can be determined for which an additional clustering needs to be conducted.
While the points located in the outer edge clusters keep their cluster labels285
(these clusters should still be similar to the clusters that are obtained with the
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clustering for the entire study region), the cluster labels of the spatial points
belonging to the inner edge clusters are removed. For the example of clustering
12-hour wind power forecast errors in Austria and Switzerland (individual com-
putation), the respective inner and outer edge clusters are visualized for two290
different choices of δ1 and δ2 in figure 5. A new dataset is created that contains
the time series and the cluster labels of the spatial points belonging to one of the
inner or one of the outer edge clusters and an additional clustering is performed
for these points.
(a) δ1 = 25 km, δ2 = 75 km (b) δ1 = 100 km, δ2 = 150 km
Figure 5: Edge clusters for the 12-hour forecast error clustering (ρ = 0.7) in Austria and
Switzerland (individual computation) for two different choices of the parameters δ1 and δ2.
Inner edge clusters are highlighted in dark blue and outer edge clusters in light blue.
In order to present the idea of the clustering extension in detail, we as-295
sume that the full dataset D can be divided into R subdatasets (subregions)
D(1), . . . , D(R). The number of time steps T is required to be equal in each
subdataset D(r)(r = 1, . . . , R), whereas the number of spatial points N (r) may
differ. For each subdataset, a separate clustering is initially performed with the
algorithm proposed in section 2. This results in a number of c(r) clusters for the300
respective subdataset D(r). Before the clusters from the different subdatasets
can be combined, their cluster labels need to be changed in order to avoid clus-
ters with the same label from different subdatasets. Therefore, the clusters from
the first subdataset D(1) keep their cluster labels C1, . . . , Cc(1) whereas the clus-
ters from the second subdataset D(2) receive the labels Cc(1)+1, . . . , Cc(1)+c(2) ,305
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the clusters from D(3) the labels Cc(1)+c(2)+1, . . . , Cc(1)+c(2)+c(3) and so forth.
Subsequently, the following steps can be performed to receive a clustering solu-
tion for the entire study region:
Step 1. Determine the set of inner edge points
s
(r)
inner = {s ∈ D(r)| min
t∈{D(1),...,D(R)}\D(r)
dist(s, t) ≤ δ1}
for each subdataset D(1), . . . , D(R). Save the entire list of inner edge points
in a set sinner = ∪r∈{1,...,R}s(r)inner and the corresponding cluster labels
(uniquely) in a set Cinner.
Step 2. Determine the set of outer edge points
s
(r)
outer = {s ∈ D(r)| min
t∈{D(1),...,D(R)}\D(r)
δ1 < dist(s, t) ≤ δ2}
for each subdataset D(1), . . . , D(R). Save the entire list of outer edge points
in a set souter = ∪r∈{1,...,R}s(r)outer and the corresponding cluster labels
(uniquely) in a set Couter (without clusters that already belong to Cinner).
Step 3. Create a new dataset Dedge with the spatial points that belong
to a cluster listed in Cinner or Couter and the points in sinner that were
marked as noise by the clustering algorithm.
Step 4. Set all cluster labels of the spatial points in Dedge that belong to
a cluster listed in Cinner to zero and apply the clustering strategy proposed
in section 2 on the new dataset. This leads to new clusters that are marked
by new cluster labels.
Step 5. Combine the clustering results for the border area from step 4
with the results for the remaining spatial points. This leads to a final
clustering solution.
In order to test the proposed approach, we consider again the example
of clustering 12-hour wind power forecast errors in Austria and Switzerland.310
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The clustering results that were obtained individually for each country are
now combined with the clustering extension described above. The combina-
tion of the clustering results is performed once with comparatively small values
of δ1 = 25 km and δ2 = 75 km and once with higher values of δ1 = 100 km and
δ2 = 150 km. The results are visualized in figure 6.315
(a) δ1 = 25 km, δ2 = 75 km (b) δ1 = 100 km, δ2 = 150 km
Figure 6: 12-hour forecast error clustering of spatial points located in Austria and Switzerland
(ρ = 0.7). The clustering was conducted separately for each country and the clusters were
combined subsequently with the proposed clustering extension. Clusters that differ from the
joint computation are highlighted in red.
Regarding the clusters that are obtained for small values of the parameters
δ1 and δ2, differences compared to the joint computation are still prominent in
the area close to the border. However, when the values of the parameters are
increased, the clustering results tend to be more similar to those obtained with
the joint computation. For values of δ1 = 100 km and δ2 = 150 km, it turns320
out that the clustering structure already equals the one observed with the joint
computation. In general, both computation methods are able to highlight the
same regions in which higher or lower spatial correlations are present and are
thus able to capture the dependence structure equally well. The distances δ1
and δ2 need to be predefined related to the degree of correlation ρ that is chosen325
for the clustering process. As a higher value of ρ leads to smaller clusters and
therefore to a more similar clustering structure close to the borders, generally
smaller values of δ1 and δ2 may be selected than for small correlation thresholds.
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This makes the proposed method highly efficient and therefore attractive for
many practitioners who intend to preprocess and reduce big spatio-temporal330
datasets. With the extension, the clustering process can easily be parallelized
which leads to major improvements in performance.
5. Discussion: Comparison with other Clustering Algorithms
In order to distinctly point out the advantages of CorClustST and to dis-
cuss possible disadvantages, this section addresses differences and similarities335
between the proposed method and the most popular clustering algorithms that
are currently employed for spatio-temporal data. Table 1 compares the pro-
posed algorithm with several clustering methods regarding important features
like complexity, memory requirements, parallelization and interpretability.
For big spatio-temporal datasets, the most popular clustering algorithms340
like the k-means algorithm or hierarchical clustering methods are generally less
efficient than specifically designed spatio-temporal clustering methods like ST-
DBSCAN or ST-OPTICS. Regarding the k-means algorithm, it is particularly
necessary to perform the clustering for different values of k with heuristic criteria
like the elbow criterion [26] to find an optimal clustering solution. This can345
be a major drawback in case of extremely large datasets. A hybrid clustering
framework, however, could serve as an efficient alternative: Schyska et al. (2017)
[27] propose a combination of the k-means algorithm and hierarchical clustering
for the reference site selection of wind farms. They first cluster the locations into
geographical clusters with the k-means algorithm and select the site with the350
highest wind power capacity for each cluster. Subsequently, pairwise (temporal)
correlations between the selected sites are computed and a hierarchical clustering
is applied to find the final reference sites. However, this approach is only valid
when meaningful additional information (such as installed wind power capacity)
is available.355
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Table 1: Comparison of CorClustST with existing algorithms regarding complexity, paral-
lelization and interpretability for spatio-temporal data.
Algorithm Complexity, Parallelization Computation, Interpretability for Spatio-Temporal Datasets
k-means • Complexity: O(N · T · k · i),
with k the number of clusters,
T the number of time points
and i the number of iterations
[24]
• Large-scale parallelization
not directly possible, requires
computation of a distance
matrix with N(N−1)2 entries
Disadvantages:
• Not specifically designed for spatio-temporal data
• The number of clusters has to be predefined with heuristic criteria
• All observations have to be assigned to a cluster
• Comparison of clustering results for different scenarios can be difficult
Advantage:
• Meaningful cluster centers are provided for the purpose of data reduction and





• Complexity: O(N2·logN) [25]
• Large-scale parallelization
not directly possible, requires
computation of a distance
matrix with N(N−1)2 entries
Disadvantages:
• Not specifically designed for spatio-temporal data
• Cluster centers are not directly provided
• All observations have to be assigned to a cluster
• Comparison of clustering results for different scenarios can be difficult
Advantage:
• The number of clusters does not have to be predefined (however a suitable
stopping criterion needs to be chosen)
ST-DBSCAN,
ST-OPTICS
• Complexity: O(N · logN) [11]
• Large-scale parallelization dif-
ficult, could be achieved with
a similar technique as pro-
posed in section 4
Disadvantages:
• Cluster centers are not directly provided
• Comparison of clustering results for different scenarios can be difficult
Advantages:
• Specifically designed for spatio-temporal data (high efficiency)
• The number of clusters does not have to be predefined
• Not all observations have to be assigned to a cluster, unusual observations are
declared as noise points
CorClustST • Complexity: O(N · logN) for
small values of , O(N2) for
→∞
• Large-scale parallelization
possible with the extension
proposed in section 4
Disadvantages:
• The clustering solution is not optimized regarding a specific quality criterion
• Higher complexity than ST-DBSCAN and ST-OPTICS for large values of 
Advantages:
• Specifically designed for spatio-temporal data (high efficiency)
• The number of clusters does not have to be predefined
• Not all observations have to be assigned to a cluster, unusual observations are
declared as noise points
• Meaningful cluster centers are provided for the purpose of data reduction and
for analyzing cluster interconnections
• Clusters for different scenarios and different spatial regions can be compared
easily as cluster sizes depend directly on the degree of spatial correlation
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CorClustST provides an efficient way to cluster all spatial points directly
without the requirement of additional information: The proposed algorithm has
a comparatively low complexity and requires only little memory space, especially
when a small value is chosen for the parameter  which controls the number of
spatial neighbors considered for the clustering. For small values of , less spatial360
neighbors are taken into account and therefore in total less pairs of spatial points
need to be processed. The complexity of CorClustST is then comparable to the
complexity of ST-DBSCAN and ST-OPTICS. Contrary to these algorithms,
CorClustST computes empirical correlations between predetermined pairs of
spatial points before assigning them into clusters. This avoids using a stack that365
leads to multiple computations for the same pairs of points. By considering only
relevant pairs of spatial points and by computing their correlations in advance,
the clustering process is more easy to parallelize than the stacked versions of
ST-DBSCAN and ST-OPTICS. Furthermore, the extension proposed in section
4 allows for a large-scale parallel implementation that can markedly improve370
computation times. Existing spatio-temporal clustering methods do currently
not allow for such a large-scale parallelization.
Regarding the interpretability of the results, the proposed clustering strat-
egy combines different advantages of existing clustering techniques like the k-
means algorithm and ST-DBSCAN: One very helpful feature of the k-means375
algorithm is that it provides cluster centers that can be utilized for the purpose
of data reduction and for further analysis of cluster interconnections. However,
the number of clusters k needs to be predetermined in advance which is a ma-
jor drawback for big spatio-temporal datasets. The spatio-temporal clustering
algorithms ST-DBSCAN and ST-OPTICS do not require a predefined num-380
ber of clusters but they do, however, not provide meaningful cluster centers.
These drawbacks are addressed by CorClustST. Here, the number of clusters
does not have to be predefined in advance and meaningful cluster centers are
provided which correspond to those spatial points with the highest number of
spatio-temporal neighbors in certain regions. If a high value of ρ is chosen for385
determining the spatio-temporal neighbors, data reduction can be performed
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intuitively by focusing on the cluster centers that are characteristic for the re-
spective regions. Another advantage of CorClustST compared to the k-means
algorithm or hierarchical clustering methods is that it shares the possibility of
density-based clustering algorithms to determine noise points.390
For several applications such as the example of wind power forecast errors,
it may be required that the applied clustering technique directly allows to com-
pare the strength of possible spatial dependencies for different scenarios (e.g.
different forecast horizons) and for different regions. In this sense, CorClustST
clearly separates from the other discussed clustering strategies. The goal of395
common clustering algorithms mainly is to find an optimal clustering solution
by minimizing the distances (defined by metrics like the Euclidean distance)
between observations within a cluster and maximizing the distances between
observations that belong to different clusters. This requires to optimize control
parameters such as the number of clusters k for the k-means algorithm [4] or400
the parameters MinPts, Eps1, Eps2 and ∆ for ST-DBSCAN [10] in advance
via heuristic criteria. As these parameters need to be adjusted to find optimal
clustering solutions for different scenarios, the clustering results are difficult
to compare because different control parameters lead to a completely different
interpretation of the resulting clusters. Since CorClustST uses empirical cor-405
relations to determine the clusters, the algorithm allows to compare different
clustering results by fixing the value of ρ (the desired degree of spatial correla-
tion which is easy to interpret) for all scenarios.
Contrary to the other algorithms, the main goal of CorClustST is therefore
not to find an optimal clustering solution regarding the (dis)similarity of the410
objects, but rather to provide an efficient descriptive tool to compare the degree
of spatial dependence for different scenarios and different spatial regions. As
CorClustST does not compete with the other discussed algorithms in this sense,
we refrain from comparing the algorithms regarding computation times and
cluster validity. Although CorClustST was not mainly designed for this purpose,415
the algorithm can still be a helpful tool when an optimal clustering solution shall
be found: If the number of spatial points in the dataset is too large to perform a
21
clustering efficiently with traditional clustering methods, CorClustST can first
be applied with rather high correlation thresholds to reduce the dataset. The
reduced dataset, which should consist of the cluster centers and the noise points420
that do not belong to a cluster, can subsequently be processed with the desired
clustering technique in order to find an optimal clustering solution.
6. Conclusion and Future Work
Spatio-temporal clustering is a popular way to identify patterns in mas-
sive spatio-temporal datasets. As currently employed clustering methods still425
have some drawbacks regarding the comparability and the interpretability of
the results, an alternative strategy for clustering big spatio-temporal datasets
has been proposed in this paper. CorClustST clusters the spatial points in a
dataset based on spatial correlations over time and makes it better possible to
compare clustering results for varying periods of time and multiple underlying430
variables than with existing algorithms. In a test case, the algorithm success-
fully identified increasing spatial correlations of wind power forecast errors for
longer forecast horizons and highlighted those regions of Europe in which spatial
dependence is mostly prominent. It was also shown that the clustering method
can be easily extended in such way that it allows for an efficient large-scale435
parallelization while preserving the essential clustering structure. With the pro-
posed approach, a clustering of big spatio-temporal datasets can be performed
even on systems with only little memory capacity. Other than currently em-
ployed methods, the clustering strategy additionally provides meaningful cluster
centers which makes it especially valuable for the purposes of preprocessing and440
data reduction.
For future research, the insights gained with the clustering of wind power
forecast errors in chapter 3 increase the need for analyzing spatial dependence
of wind power forecast errors in more detail. Spatio-temporal copulas [28], for
instance, could be used to model the full dependence structure of wind power445
forecast errors over space and time and could allow to check whether longer fore-
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cast horizons also lead to increasing tail dependencies (i.e. whether extremely
large forecast errors tend to occur jointly at closely located grid cells). By using
calibrated meteorological ensemble forecasts [29, 30, 31], it could furthermore be
possible to better assess the risks that occur due to spatial dependence of wind450
power forecasts for long forecast horizons. The information from the ensemble
forecasts could, for instance, be used for grid security calculations and could
also help to improve probabilistic electricity price forecasts [32, 33].
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