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ABSTRACT: Understanding electronic energy transfer (EET) is an important
ingredient in the development of artificial photosynthetic systems and photovoltaic tech-
nologies. Although EET is at the heart of these applications and crucially influences
their light-harvesting efficiency, the nature of EET over short distances for covalently
bound donor and acceptor units is often not well understood. Here we investigate EET
in an orthogonal molecular dyad (BODT4) in which simple models fail to explain the
very origin of EET. Based on nonadiabatic ab initio molecular dynamics calculations
and fluorescence depolarization experiments we gain detailed microscopic insights into
the ultrafast electro-vibrational dynamics following photoexcitation. Our analysis offers
molecular-level insights into these processes and reveals that it takes place on timescales
<∼ 100 fs and occurs through an intermediate charge-transfer state.
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Ultrafast relaxation dynamics following photoexcitation and electronic energy transfer
(EET) in molecular systems are not only of fundamental interest1 but are of significance in
light harvesting arrays,2,3 in OLEDs,4,5 and in organic photovoltaics.6–8 Fo¨rster theory, which
requires the calculation of point- or line-dipole interactions, can be used to describe long-
range EET.9,10 However, if donor and acceptor are too close, the theory does not hold.11–13
For specific cases, the rate of EET at short distances can be explained by hybrid approaches
based on Redfield theory.14 In these approaches, the rate of EET is influenced by the spectral
overlap and electronic coupling between donor and acceptor and the relative orientation of
transition dipoles.
Here we study EET in an orthogonal molecular dyad (BODT4).15 In this system with
orthogonal orientation between acceptor and donor unit and strong electronic coupling,
simplified models as discussed above are not applicable to understand the origin or charac-
teristics of the EET following photoexcitation. In our experiments, the ultrafast molecular
dynamics following excitation is analyzed based on time-resolved fluorescence depolarization,
a powerful tool to understand relaxation processes in molecular systems.16,17 To gain true
microscopic insight into dynamics and in particular EET, nonadiabatic molecular dynamics
based on trajectory surface hopping can be employed.18 For large sized systems such dynam-
ics require semiempirical methods like OM2/MRCI and DFTB for the quantum chemical
calculations19,20 that are combined with the classical propagation of the nuclei in the ex-
cited states including nonadiabatic couplings allowing switches between different electronic
states.21–23 For the system in our study, nonadiabatic ab initio molecular dynamics (NA-
AIMD) simulations are nowadays feasible.24–26 In our case the description of electronic states
and excitations is firmly based on (time-dependent) density functional theory (TDDFT),
where range-separated exchange-correlation functionals also accurately capture the nature
of charge-separation over longer ranges.
The molecular dyad under investigation (BODT4) consists of tetrathiophene (T4) as
donor and a boron dipyromethene (BOD) dye as an acceptor. The primary photoexcitation
of BODT4 mostly occurs on the T4 unit. Previous studies of conjugated oligomers indi-
cate that following photoexcitation ultrafast relaxation and internal conversion occurs.28–31
In this case the classical path approximation32 may become inapplicable. A NA-AIMD
approach was recently applied to oligothiophenes with a main focus on the ultrafast deacti-
vation of short oligomers33,34 and on the role of hot charge-transfer states in a bithiophene
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FIG. 1: (a) Sketches of the BODT4 molecular structure and its constituents BOD and T4,
respectively. (b) Absorption spectra calculated for the molecules in (a). (c)-(f) Analysis of
dominant excitations in terms of natural transition orbitals (NTOs) for BODT4 (c and d),
BOD (e), and T4 (f). Sticks included in (b) represent wavelength and oscillator strength
for each transition; transitions used for the NTO analysis are marked by black dashed
lines. Each transition is dominated by one single pair of NTOs. Excitation wavelengths
and oscillator strengths f are given for each transition. Comparison of the transitions of
BODT4 shows that the higher-energy electronic transition of BODT4 in (c) resembles the
first electronic transition of the T4 molecule in (f). The lower-energy electronic transition
of BODT4 in (d) resembles the first electronic transition of the BOD molecule in (e).
Electronic structure calculations are based on CAM-B3LYP/6-31G*; Jmol was used to
visualize the NTOs.27
dimer, respectively.35 The electron transfer from polythiophene to a carbon nanotube and
corresponding hole transfer was studied based on time-dependent Kohn-Sham theory.36 In
the present study we use NA-AIMD to understand the microscopic details of relaxation dy-
namics and EET of the primary photoexcitation to the BOD unit of BODT4. We calculate
excited electronic states based on TDDFT and state specific gradients capture the photoin-
duced dynamics. While important information on the EET can be deduced from fluorescence
4
depolarization experiments alone,15 these do not directly probe molecular structure or elec-
tronic states involved. Our theoretical calculations confirm the very efficient EET reported
for BODT4 with transfer times of <∼ 100 fs and reveal the involvement of an intermediate
state with charge-transfer character in the transfer process. This notion may be important
to inform future design and application of artificial systems with fast and efficient EET.
The focus of the present study lies on the dynamical evolution of BODT4 following
photo excitation. However, before we can move on analyzing dynamical properties, a solid
understanding of the static electronic properties of the system needs to be obtained. In
experiment, the absorption of BODT4 exhibits two prominent absorption peaks in the visible
spectral range (cf. Ref. 15 and inset of Fig. 3). These features can be used to assess the
reliability of the employed quantum chemical method for the computational description of
the system. We find satisfactory agreement of the absorption spectra of the BODT4 molecule
and its constituents, BOD and T4, calculated using (time dependent) density functional
theory with the range separated CAM-B3LYP functional37–39 in connection with the 6-31G*
basis set using Gaussian 09.40 This functional is known to provide an accurate description of
extended pi-conjugated systems41–44. Molecular structures and calculated spectra are shown
in FIG. 1. Optimization of the BODT4 geometry results in a structure, where the plane of the
thiophene ring of T4 that is the closest to BOD is nearly perpendicular to the corresponding
plane of BOD. With the range-separated functional used, we obtain two distinct absorption
peaks in the range from 300 to 500 nm, which are both blue-shifted relative to experiment,
compare FIG. 1 (b) with the inset in FIG. 3. Comparing the absorption of BODT4 with the
absorption of its building blocks, the lowest energy peak can be attributed to absorption of
BOD and the second peak is traced back to absorption of T4. These findings are consistent
with the previously reported study on BODT4.15
The calculated excited states can be further characterized based on natural transition
orbitals (NTO).45 We calculate NTOs for each transition of interest using TheoDORE.46,47
They describe an electronic excitation with a minimum number of effective single-particle
orbitals. In our case each investigated transition is dominated by one pair of orbitals, see
FIG. 1. So one of the orbitals can be interpreted as the orbital of the hole and the other
one as the orbital of the excited electron. The lowest energy excitation of BODT4 is mainly
localized at BOD, its excitation energy is slightly red-shifted compared to the lowest energy
excitation of BOD and only small differences in the oscillator strengths are found. Also
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FIG. 2: Calculated absorption spectra of BODT4 (blue and cyan), BOD (green), and T4
(red) based on the nuclear-ensemble approach (NEA) using CAM-B3LYP/6-31G* for
electronic structure calculations. In the spectral range shown, the only significant
absorption of T4 can be traced back to the S1 state (solid red). For BOD, the first peak is
caused by absorption of the S1 state (solid green) with an additional weaker absorption
feature due to the S2 and S3 states (dashed green) between 280 and 360 nm. For BODT4,
the lower-energy peak in the spectrum is dominated by absorption into the S1 state (solid
cyan). Transitions into states S2 to S5 (dashed cyan) dominate the second absorption peak
at higher energies. The optical excitation window used in the calculations below is
indicated in gray. It is chosen to closely resemble the experimental condition considering
the slight overall shift in energy between calculated and measured absorption spectra.
the hole for the transition with the second lowest energy is mainly localized at one part of
the molecule, in this case T4. In contrast to this, the excited electron is not only localized
at T4, but contributions from the BOD part are also present. Nonetheless, the two bright
transitions of BODT4 can be traced back to the absorption of the corresponding building
blocks indicating only weak mixing of excited states.
For the measured spectra of BODT4 it is found that the higher energy peak in absorp-
tion is significantly broader than the lower one.15 However, calculating the absorption for
an optimized geometry and using the same homogeneous broadening (in energy) for each
electronic transition as in Fig. 1 leads to a spectrum in which the higher-energy peak is
narrower (when plotted versus wavelength) than the lowest one. Much better agreement
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with the experiment in FIG. 3 (inset) is found based on spectrum simulation via nuclear-
ensemble approach (NEA)48 interfacing Newton-X49 and Gaussian 09.40 This approach takes
the quantum mechanical zero point vibrations in the electronic ground state into account.
It can be employed to model absorption bands more accurately than single-point calcula-
tions (though vibronic transitions are not explicitly considered). A vibrational analysis for
the electronic ground state is used to generate an ensemble of 1000 geometries based on a
Wigner-distribution. Subsequently, the first ten excited states for each geometry are calcu-
lated. The resulting ensemble spectrum is shown in FIG. 2. The absorption of T4 in the
plotted range is dominated by the absorption of the S1 state. This state has a strong varia-
tion in excitation energies depending on the actual geometry, leading to a broad absorption
band for the ensemble. The ensemble absorption into the S1 state of BOD is significantly
narrower. The absolute absorption of T4 is in good agreement with experiment, the absolute
absorption for BOD is slightly too low compared to experiment as the broadening is slightly
overestimated.15 Overall, the absorption for the two peaks of BODT4 is dominated by the
absorption of the corresponding building blocks. It remains similar in shape and is slightly
red-shifted.
In the following we turn our attention to the ultrafast dynamics of photoluminescence
(PL) emitted by BODT4 after photoexcitation. Experimental results are shown in FIG. 3
and were recorded using the fluorescence upconversion technique described previously.50 A
low concentration solution of BODT4 in cyclohexane was placed in a rotating sample holder
to minimize laser degradation. The sample was excited by light pulses of 100 fs duration at
a wavelength of 425 nm and repetition rate of 80 MHz by frequency doubling the output of
a Ti:Sapphire laser operating at 850 nm. This ensured optical excitation of T4 with almost
no excitation of any higher absorption bands of BOD. The excitation window is on the red
side of the main higher-energy absorption feature. The residual 850 nm light acted as the
gating pulse and was mixed with 600 nm PL from the sample in a BBO crystal to produce
upconverted light at 350 nm that was spectrally filtered from all other wavelengths and
detected on a photomultiplier tube. Scanning of an optical delay line on the gating pulse
enabled temporal resolution to be obtained. The instrument response function, obtained by
upconverting Raman signals from water, gave a 270 fs full-width half-maximum Gaussian
profile. 600 nm was chosen as the detection wavelength to ensure that only BOD PL was
recorded and that there was no overlapping PL from the initially accessed T4. The obtained
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FIG. 3: Measured ultrafast photoluminescence of the BODT4 dyad (open circles), recorded
after excitation at 425 nm (exciting only the higher-energy absorption band related to T4).
The photoluminescence is detected on the far low-energy side at 600 nm and is only
sensitive to emission from BOD. In this configuration, the dynamics of the PL is directly
related to the dynamics of the energy transfer from the initial excitation on T4 to the
emissive state on BOD. The solid red line is a best fit to the data, giving an exponential
rise-time constant of 120 fs and a long-lived offset. The instrument response function is
shown as a dotted line, and has a 270 fs full-width half-maximum. The inset shows the
measured absorption (blue) and photoluminescence spectra (orange).
PL kinetics thus describe energy transfer from T4 to BOD. They can be fitted with an
exponential rise-time of the form y = −e−x/τ + 1, where the first component describes the
rise-time, with time constant τ , and the second component simply represents a long-lived
non-decaying offset as the natural decay from BOD is on a much longer timescale than is
recorded for these traces. This equation is convolved with the instrument response function
and the resulting function is compared with the experimental data to produce a best fit by
least squares iteration. By fitting in this way we find the data to be described well with
τ = 120 fs.
The photoluminescence and rotation of the transition dipole observed in the experi-
ments are averages over many molecules.15 To obtain comparable results from NA-AIMD
simulations a swarm of trajectories for a set of initial conditions is considered and propa-
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FIG. 4: Dynamics of the classical population following photoexcitation calculated based on
nonadiabatic ab initio molecular dynamics using CAM-B3LYP/6-31G* for electronic
structure calculations. The classical population is defined as the ratio of the trajectories in
the corresponding state over the total number of trajectories. Shown are the populations
for states S1 (blue), S2 (red), S3 (green), and S4 (yellow). Overall, an almost exponential
decay of the higher state populations is found and relaxation to the S1 state occurs on a
fast <∼ 100 fs time scale.
gated in time. We perform these calculations for a microcanonical ensemble. The initial
conditions are obtained for vertical excitation of the geometries that are obtained from a
Wigner distribution and underlying the ensemble absorption spectrum in FIG. 2. To com-
pute the dynamical evolution after excitation, we use trajectory surface hopping with the
fewest switches criterion18,51 based on wavefunction overlap52 with decoherence correction53
by interfacing Gaussian 0940 and Newton-X.49,54 Based on the NEA spectrum of BODT4,
an excitation window centered at 3.3 eV with a width of 0.03 eV is chosen (about 372 to
379 nm, slightly red-shifted relative to the absorption maximum in FIG. 2). The excitation is
chosen to qualitatively resemble the scenario found in the experiments (taking into account
the computed excitation wavelengths, which are blue-shifted compared with experiment).
The energy window is chosen in a region with minimal absorption of the BOD constituent
to avoid its direct excitation. The initial states for the time evolution then are: 58 in S2,
23 in S3, 11 in S4, and 1 in S5. Overall, 93 trajectories are considered, representing all the
excited states contributing significantly to the higher-energy absorption peak. Full details
on methods are given in the Supporting Information.
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First we turn our attention to the average population of excited states following photoex-
citation. The dynamics of these (classical) populations are shown in FIG. 4. A pronounced
decay of the states S2 to S4 within the first 100 fs is found and the S1 state is mainly pop-
ulated. This latter state is taken as an indicator that an EET to the BOD part has taken
place, so that its rise time corresponds to the rise time of the signal measured in experiment.
This assumption is based on the static calculations where the S1 state is localized at BOD.
However the actual character of this excited state might depend on the geometry as discussed
in more detail for a sample trajectory below. After the relaxation into the S1 state, in the
microcanonical ensemble without thermostat or explicit solvation, a dynamical equilibrium
is reached for the excited state manifold, showing only small fluctuations of the populations
of individual states. The decay of the sum of the populations of the states S2 to S4 and the
rise of the S1 state population were fitted using exponential functions with an offset of 0.2 to
account for the residual population found in the higher excited states. From both fits a time
constant of 62 fs was obtained. This reproduces fairly well the experimental timescale for
fluorescence de-polarization of 120 fs for BODT4 in cyclohexane solution.15 We note that the
prediction of actual time constants is known to be quite sensitive to the method employed
for electronic structure calculations.33 Furthermore, no coupling to the environment was
included. No removal of excess energy nor interaction with surrounding solvent molecules
occurs in the calculations. Both is expected to slow down the EET dynamics. We can also
determine the orientation between the transition dipole of the excitation and at the end of
the dynamics simulations, i.e. at 300 fs, for the current states of the trajectories. We find
an average angle of 81 ◦ which is also in fair agreement with the experimental value of 64 ◦.
Having obtained first insights into ensemble averages and average time constants for ex-
citation energy transfer above, the fully microscopic approach used here allows a much more
detailed understanding of the dynamics and underlying processes for individual molecules.
In particular analyzing the character of the electronic states involved in the dynamics will
give detailed information about relevant microscopic transfer mechanisms. Therefore, we
further investigate a representative trajectory showing ultrafast relaxation and EET. We
note that FIG. 5 shows a particularly fast relaxation and EET but is representative for a
large number of trajectories in the main features of the transfer process as discussed below.
In FIG. 5 the character of the current electronic state is tracked over time by depicting ex-
citation energy and oscillator strength. The starting point of the trajectory is an excitation
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FIG. 5: Temporal evolution of the excitation energy (top) and oscillator strength (bottom)
for a representative trajectory showing ultrafast excitation energy transfer. The main
features are an initial lowering of the energy of the populated state, a dark intermediate
state with partial charge-transfer character and a state at the end of the dynamics that
resembles the first excited state of the static calculations, localized on the BOD unit. For
each time, shown are the values for the current state in the dynamics calculations. Initial
relaxation from the S2 (red) to the S1 (blue) state takes place within 7 fs. This is followed
by a transfer of the excitation to the BOD unit through an intermediate state with partial
charge-transfer character with low oscillator strength. Subsequently, no further energy
relaxation on the BOD unit is found. On the right, electronic states involved in the
dynamics are visualized based on differences of the electronic densities between the current
excited state and the ground state. Initially, the excited state is localized on T4 (top),
dynamical evolution and relaxation first leads to a state with charge-transfer character
(middle), and eventually the excitation is completely localized on the BOD unit (bottom).
CAM-B3LYP/6-31G* was used for electronic structure calculations and GaussView was
used for visualization.55 Positive electron density differences (excited electron) are colored
in blue and negative electron density differences (hole generation) in cyan.
localized at T4, which is the S2 state in this case, in which 58 of the 93 trajectories start.
Within the first few fs the energy of the excited state decreases, which is found for about
88 % of all trajectories, and the excitation delocalizes: the electron is delocalized over both
the BOD and T4 unit while the hole remains at T4. This is accompanied by a lowering of
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the oscillator strength to nearly zero as found in 80 % of the computed trajectories. Upon
relaxation into the first excited state, electron and hole are still separated in space. After
about 10 fs of dynamics in the hot S1 state, S1 and S2 are still close in energy and population
is repeatedly transferred between the two states, cf. FIG. S9. Afterwards, the S1 state local-
izes at BOD and after about 20 fs, the characteristics of the current excited state are similar
to the first excited state obtained for BODT4 reported in FIG. 1, i.e. excitation energy be-
tween 2.5 and 3.0 eV and an oscillator strength of about 0.5. These two typical features are
found at the end of 60 % of all computed trajectories. For the remaining trajectories, similar
behavior is still found but is accompanied by stronger fluctuations of the oscillator strength
and hoppings back into higher excited states. The latter could potentially be eliminated dis-
sipating excess energy to the environment. We find no signature of a hot excited state on the
BOD unit during or after the EET, in agreement with conclusions drawn from experiment.15
In contrast to this, the relaxation through the excited states is mediated by a state with
charge-transfer character. We note that the energy alone is not an appropriate measure for
the character of an excited state, because the excitation energies strongly depend on the
molecular geometry and the energetic ordering of excitations changes during the dynamics.
We observe that for the sample trajectory shown, first relaxation into the first excited state
occurs, directly followed by transfer of the excitation. As a similar behavior is found for
many trajectories, fitting the rise of the S1 state population might lead to a slight under-
estimation of the actual EET time. To characterize the temporal evolution of the excited
states further, the position of the excitation47 and the size of the corresponding exciton56
can be investigated. These results are reported in FIG. S10 of the Supporting Information
for the sample trajectory discussed. This figure highlights the charge-transfer character of
the intermediate state but also shows that the charge separation is never complete, i.e. there
is a strong mixing between local and charge-transfer states. We note that discussion and
nomenclature of states on such fast timescales can be challenging, and thus the mixing of
local and charge transfer states will lead to a complex picture not easily characterised by
simple terminology, such as calling a state ”charge transfer”. None the less, the calculations
clearly reveal that purely local states cannot account for the EET observed.
In this study, we investigated the absorption and excitation energy transfer mechanisms
in BODT4 on a microscopic level using state-of-the-art quantum chemical methods. Our
investigations demonstrate that the different broadenings for the two absorption peaks of
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BODT4 can be traced back to the absorption of the corresponding building blocks and the
broad structure of the second peak is caused by the structural flexibility of the T4 part of
the BODT4 molecule. Based on non adiabatic ab-initio molecular dynamics (NA-AIMD)
simulations, we find that ultrafast relaxation and excitation energy transfer occurs on a
time scale of 62 fs, in fair agreement with experimental findings based on fluorescence de-
polarization. On a microscopic level, we find that EET is mediated by an intermediate state
with charge-transfer character after ultrafast relaxation of the initial excitation on the T4
unit. The important role a charge-transfer state plays in the ultrafast EET observed in
the present study could also inform attempts realizing artificial systems showing efficient
EET. The same theoretical approach used here would also allow detailed studies on EET
in related molecular dyads of slightly larger size,57 and of further ultrafast photophysical
processes in molecular dyads that are for example composed of BOD as fluorophore and
of diarylethenes as photoswitch.58,59 This could elucidate the role of different underlying
light-induced processes on a molecular level.
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