We presented a method for van der Pol oscillators using artificial neural network optimized by evolutionary computational approach. A trail solution of the oscillator is written as a feed-forward neural network containing adjustable adaptive parameters. The optimization of the networks is performed by genetic algorithms in an unsupervised way. The proposed scheme is tested successfully by applying on both the stiff and non-stiff problems. A Monte Carlo simulation is performed for the reliability and effectiveness of the scheme. It is shown that the obtained results are in good agreement with Runge Kutta numerical method.
INTRODUCTION
The dynamics of van der pol oscillators occurs in wide range applications of electrical and electronics engineering (Itoh, 2001; Atay, 1998) . The system that we investigated has been used as an example in the study of limit cycles and self-sustained oscillatory phenomena in the nonlinear systems. This nonlinear system is represented by so called van der pol equation. It is catalogued as a good example of both non-linear and stiff system at the same time which is tedious to solve (Li, 2010) . Earlier work in the area of oscillators has been done by various investigators. Minorsky (1962) has studied two van der pol oscillators with small coupling. Hayashi and Kuramitsu (1974) used an averaging method to study van der pol damped linear oscillators. Linkens (1974 Linkens ( , 1976 has used the method of harmonic balance to study large group of van der pol oscillators. A perturbation method is used to study the steady state behavior of two van der pol oscillators (Storti and Rand, 1982) , which were fiddly and complex in solving by analytical methods, so the need for approximating the solution arises. A number of algorithms such as Runge-Kutta, finite difference, etc are available for the approximation of the solutions at discrete *Corresponding author. E-mail: Junaid.phdee17@iiu.edu.pk or asif.phdee10@iiu.edu.pk. grid of time (Kunz and Luebbers, 1993; Dormand and Prince, 1980) . The limitations like, discrete pre-defined locations of the solution space, increase of computational complexity with the number of sampling points and problem of rounding of error (Saloma, 1993) gave birth to solutions with neural networks (NN) optimized by various methods. The strengths and applicability of stochastic methods along with NN in non-linear systems and fractional systems were importance in the recent years (Jang et al., 2000; Raja et al., 2010; Li and Wang, 2006; Zhao and Chen, 2002; Khan et al., 2011) . After a comprehensive survey, it has been noticed that, the approximation of van der pol oscillator by evolutionary computation (EC) may be an area to be explored.
In this paper, we have implemented the NN optimized by EC technique for van der pol oscillators given as 
Where µ is the factor defining stiffness of the oscillator.
The oscillator is considered to be non-stiff for the smaller values of µ and is stiff for very large values. The van der pol oscillator can be represented by second order nonlinear differential equation. Previously, this has been solved by reducing the non-linear second order differential equation to two coupled differential equations of the first order. But we have directly solved various test cases of stiff and non-stiff oscillator by NN optimized using EC techniques, explicitly genetic algorithm (GA).
The approximated results by GA, interior point algorithm (IPA) and GA hybridized with IPA are compared with the results of Runge Kutta (RK45) method. We have provided the solution for entire continuous finite time domain instead of discrete grid of time unlike the classical numerical techniques. A comprehensive statistical analysis is constructed to see the effectiveness of the given scheme. The interest in this problem is due to its vast application in engineering of non-linear systems and dynamics to tackle with systems which were not controllable in late 1980's but can be managed by the advent of recent state of art computational algorithms. Also the present application of NN and stochastic algorithms in electronics engineering is used from the point of view of a new approach for solving abnormal systems.
MATERIALS AND METHODS
The method of optimization, like GA is explained along with the mathematical NN modeling. The process used for the training of weights is also given in this study.
Evolutionary computation
Evolutionary systems were independently studied by various scientists in 1960's based on the idea that evolution could be used as an optimization tool for engineering problems (Lehre and Witt, 2010) . The core of all these systems was evolving a candidate solution using operators inspired by natural genetic variation and natural selection. Rechenberg introduces evolution strategies, a method used to optimize real valued parameters for devices like airfoils (Mitchell, 1998) . Several other researchers during 1950s developed evolution inspired algorithms for optimization and machine learning. Box (1957 ), Friedman (1959 ), Bledsoe (1961 ), Bremermann (1962 and Reed, Toombs and Baricelli all worked in the area of EC like evolution strategies and GA (Mitchell and Forect, 1994) . From 2000's onward, there has been widespread application of various EC methods and the boundaries are studied between GA, evolution strategies and other evolutionary strategies. The GA is a heuristic search that mimics the process of natural evolution (Goldberg and David, 1989) . This heuristic approach is used in routine to generate useful solutions to optimization and search problems which are computationally complex to solve (Srinivas and Patnaik, 1994) . GAs belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques, such as inheritance, mutation, selection and crossover (Zhang et al., 2007) . Generally, the algorithm terminates, when, either a maximum number of generations have been produced, or a satisfactory fitness level has been achieved. The major advantage of using GA is that, it is robust, simple, efficient and does not get trapped in the poor region of search space or local minimum like classical numerical methods (Raja et al., 2010) . The generic flow diagram of the evolutionary algorithm used for optimization is provided in Figure 1 .
Neural network mathematical modeling
An approximate mathematical model has been developed using feed-forward Artificial Neural Networks (ANN), which is well known as universal function approximator (Funahashi, 1989; Hornik et al., 1990; Junaid et al., 2009; Cybenko, 1989) and is used widely in diverse fields. Any network suitably trained to approximate a mapping satisfying some ordinary differential equation (ODE) having function that may also approximate the differential equation (DE) (Meada and Fernandez, 1994) . For the following continuous mapping is employed. Where αi, wi, and bi are real-valued bounded adaptive parameters and n is the number of neurons in the ANN architecture.
Fitness function
The unsupervised error function e is formulated by the linear combination of networks (3) to (5) for any problem in the form given in (1) as , , 2 , 1 1
Where j is the cycle index and the function ej is defined as the mean of sum of square error. ( )
Where T = mh, m is the total number of steps and h defines the size of the step, t is taken between (0,T). Greater the value of m more will be the accuracy but at the cost of greater computational complexity of algorithm. Setting the value of m is bit fiddly, because it is a parameter that decides a compromise between accuracy and computational cost. Similarly 2 e is linked with initial conditions and is written as,
It is quite evident that subject to the availability of unknown weights for which the function ej approaches zero, then the value of unsupervised error e approaches 1. Hence, the solution u(t) of the equation approximates the model given in (1). The ANN architecture for the expression (1) is shown in Figure 2 and is called differential equation neural network (DE-NN).
Learning procedure
Now our intent is to provide the necessary details about the learning procedure for adaptive parameters during the simultaneous training of networks represented by (3 to 5). The learning methodology is based on the GA hybridized with IPA. The algorithm runs iteratively for the optimization of adaptive parameters. The structure of the given algorithm is described briefly in the following steps:
Step 1: Initialization population An initial population of M chromosomes is generated in a bounded range with the help of a random number generator.
Step 2 Step 3: Fitness evaluation and ranking
Calculate the fitness of each chromosome of the subpopulation using Equation (8). Individual were rank according to the subpopulation on the basis of the maximum fitness.
Step 4 Step 5: (Reproduction using GA operators) Following methodology is implied for GA operators Crossover is performed using scattered function. Adaptive feasible function is used for mutation. Selection is carried out on the base of heuristic function. .
Step 6: (Improvement)
The fitness of chromosomes in sub population is improved by repeating Steps 3 to 5 with newly reproduced individual from step 5.
Step 7: (Repetition)
Update the chromosomes of each sub population by repeating Steps 3 to step 6. Store the best chromosome of the population.
Step 8: (Local search)
The chromosome from Step 7 is given as a start point to interior point algorithm for rapid local convergence.
Step 9: (Storage) Store the global best individual along with its fitness value from
Step 8 for this independent execution of the algorithm.
Step 10: (Statistical analysis)
Repeat
Step 1 to 9 for sufficient large numbers, in order to have a statistical analysis of the results.
RESULTS AND DISCUSSION
In this section, the results of detailed simulation are presented by the proposed scheme. We have considered two test cases for non-stiff oscillator and two for stiff. The comparative analysis is provided with RK45.
Van der pol non-stiff oscillator
Consider an oscillator model of the form (1) for non-stiff case by taking layer is taken as n = 10 which results in 30 unknown adaptive weights (α i , w i and b i ). The optimization of these weights is carried out using built-in function of GA using GA and direct search toolbox of MATLAB. The parameter setting used for the execution of the algorithm is given in 
Where j is the iteration index and u& & , u & and u are the networks given in (3 to 5), respectively. One of the unknown weights learned by GA are provided in Table 2 which has the fitness values 4.3217E-04 and 6.7077E-04 for µ=1 and µ=3, respectively are provided in Table 2 . The one of the best chromosomes attained by GA-IPA are also given in Table 2 and also the fitness values 4.3217E-04 and 6.7077E-04 for µ=1 and µ=3, respectively. This is worth to note that the results obtained by GA-IPA are more precise than those achieved by IPA or GA. The adaptive weights are taken up to an accuracy of 10 decimal places, because by using the weights of the mentioned accuracy level can provide the desired solutions. These weights and the parameter setting given in Table 1 can be used in Equation (3) to obtain the solution of the equation readily for any input time t between 0 and 2 on the continuous grid. The solution of y GA y IPA and y GA-IPA are determined using the weight given in Table 2 for µ=1 on the interval (0, 2) with step 0.1. The results are summarized in Table 3 . In order to make the comparison, the results are also obtained for RK45 on the same ranges inputs domain. The results for the solution y rk45 are also provided in Table 3 .
It is clear from the results that the accuracy of the GA-IPA is better as compared to GA and IPA and is also in good agreement with the state of art numerical solver. The absolute error of the RK45 with GA, IPA and GA-IPA is listed and is evident that the absolute error of GA-IPA is in the range E-08 to E-05.The behavior of the derivative of the solution using the same weights as given in Table 2 is seen. The results are also provided for the derivative of the solution from 0 to 1 with a step of 0.1 in Table 4 . It can be seen from table that the absolute error is in the range E-03 to E-05, E-05 to E-06 and E-05 to E-07 for GA, IPA and GA-IPA, respectively from RK45. The effectiveness of the proposed scheme is tested for nonstiff van der Pol oscillator at µ=3 as well for inputs t between 0 to 2 with a step size of 0.1. The adaptive parameters trained by GA and GA-IPA are also provided in Table 2 . By using these weights the results of the problem are given with absolute error in Table 5 and its derivative in Table 6 , respectively. For the second nonstiff condition the value of the absolute error is in line with the range of E-03, E-05 to E-06 and E-06 to E-08 for GA, IPA and GA-IPA, respectively from RK45. So it this can be concluded that the results attained by GA-IPA are the best which represents the supremacy of GA-IPA algorithm on GA and IPA. In Table 6 , the results of the derivative of the solution at µ=3 are listed, which represents the deep strength of the proposed scheme, because the same chromosomes are used to find the results against the derivative as taken for the solution of the problem. It is quite evident from the table that the value of the absolute error is in line with the range of E-03 to E-04, E-05 to E-06 and E-05 to E-07 for GA, IPA and GA-IPA, respectively, from RK45. This describes the strength of GA-IPA on other mentioned solvers. By decreasing the period of oscillation and seeing the behavior of oscillation for a long span, the results can be achieved at a low accuracy. We can increases the accuracy by tuning the weights for a longer span but this will cost a large computational complexity in term of time and space. The reliability of the stochastic algorithm is being validated by a comprehensive statistical analysis. In which, 50 independent runs of the proposed methodology are carried with the parameter setting of Table 1 . The references of the analysis are the mean, standard deviation (STD), the best and the worst values of the absolute error of proposed method from RK45. The best and the worst are considered as ones with minimum and maximum absolute error from Y rk45. The statistical mode of mean and STD determine the spreadness in the results. The results are provided in Table 7 for inputs between 0 to 2 with a step size of 0.5 for both of the nonstiff cases. The value of the fitness functions are computed for 50 independent runs to have a close look on the optimization behavior of various input times. The value of the functions e j for GA, IPA and GA-IPA are plotted in the descending order for µ=1 in the Figure 3 (a) and for µ=3 in the Figure 3(b) , respectively. The results are plotted on the semi-log scale as the difference between the results for various inputs times are almost negligible.
Van der pol stiff oscillator
We have discussed two cases in van der pol stiff oscillator. For a stiff problem, solutions can change on a time scale that is very short compared to the interval of integration, but the solution of interest changes on a much longer time scale. Methods not designed for stiff problems are ineffective on intervals where the solution changes slowly, because they use time steps small enough to resolve the fastest possible change. When the stiffness parameter µ is increased to 1000, the solution to the van der Pol equation changes dramatically and exhibits oscillation on a much longer time scale.
Approximating the solution of the initial value problem becomes a more difficult task. We have solved the problem by taking 500 = µ and 1000 = µ on the same pattern as done in the non-stiff case. The input of the training set is taken from time t ϵ (0, 2) with a step size of 0 and µ=1000, respectively are provided in Table 9 . One of the best chromosomes attained by GA-IPA is also given in Table 2 . For this case the fitness values are 9.0870E-07 and 4.5396E-07 for µ=500 and µ=1000, respectively. The adaptive weights are taken up to an accuracy of 10 decimal places to get a good accuracy and ease in the reproduction of the results. The solution of y GA y IPA and y GA-IPA are determined using the weight given in Table 9 for µ=500 on the interval (0, 2) with step 0.1. The results are summarized in Table 10 . In order to make the comparison, the results are also obtained for RK45 on the same ranges of the inputs. The results for the solution y rk45 are also provided in Table 10 . It is clear from the results that the accuracy of the GA-IPA is better as compared to GA or IPA alone and is also in a good agreement with the state of art numerical solver. The absolute error of GA-IPA in comparison to RK45 is in the range of E-05.
The results are also provided for the derivative of the solution as well for the same input points by using the same weights as given in Table 9 . The absolute of error of GA-IPA is less as compared to GA and IPA in comparison with RK45, which show the strength of the GA-IPA algorithm. The results of the derivative of the solution for the stiffness factor 500 are given in Table 11 . There is always a tradeoff between the level of accuracy and the step size used in the approximation procedure. The effectiveness of the proposed scheme is also for µ=1000 as well for inputs between 0 to 2 with a step size 0.1. The adaptive parameters trained by GA and GA-IPA are also provided in Table 9 . By using these weights the results of the problem along with absolute errors are given in Table 12 and its derivative in Table 13 , respectively. The reliability of the stochastic algorithm is being tested by a comprehensive statistical analysis. In which, 50 independent runs of the proposed methodology is carried with the parameter setting of Table 1 . The references of the analysis are the mean, STD, the best and the worst values of the absolute error of proposed method from RK45. The results are provided in Tables 14  and 15 for some of the inputs between 0 to 2 for both stiff cases. The value of the fitness functions are computed for 50 independent runs to have a close look on the optimization behavior of various input times. The value of the functions e j for GA, IPA and GA-IPA are plotted in the descending order for µ=500 in Figure 4 (a) and for µ=1000 in the Figure 4(b) , respectively. The results are plotted on the semi-log scale as the difference between the results for various inputs times are almost negligible. It is quite evident from Figure 4 that the optimization behavior for the approximation of the results for GA-IPA is more precise as compared to GA and IPA.
Conclusions
An alternate stochastic in nature method, has been used for numerical treatment of van der pol oscillator. It has been presented for both cases of stiff and non-stiff conditions. The accuracy of the proposed method is found to be in good agreement with the standard state of art numerical solver RK45 method. A large number of Monte Carlo simulations are performed to validate there liability and effectiveness of the proposed scheme. The
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Figure 4. The behavior of the optimization error for 50 independent runs. strength of designed scheme over classical numerical methods is that, it can provide the results on continuous time finite domain of inputs instead of predefined discrete grid of points. Moreover, the given scheme provides the simplicity of concept, ease in implementation and wider application domain in engineering.
