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Abstract—Source localization and radio cartography using
multi-way representation of spectrum is the subject of study in
this paper. A joint matrix factorization and tensor decomposition
problem is proposed and solved using an iterative algorithm. The
multi-way measured spectrum is organized in a tensor and it is
modeled by multiplication of a propagation tensor and a channel
gain matrix. The tensor indicates the propagating power from
each location and each frequency over time and the channel
matrix links the propagating tensor to the sensed spectrum. We
utilize sparsity and other intrinsic characteristics of spectrum to
identify the solution of the proposed problem. Moreover, The
online implementation of the proposed framework results in
online radio cartography which is a powerful tool for efficient
spectrum awareness and utilization. The simulation results show
that our algorithm is a promising technique for dynamic primary
user localization and online radio cartography.
Index Terms—Radio cartography, tensor CP decomposition,
source localization, and structural sparsity.
I. INTRODUCTION
High dimensional analysis of sensed spectrum data is an en-
abling step towards the efficient utilization of spectrum [1, 2].
Primary users (PUs) of licensed spectrum often under-utilize
this valuable resource [3]. In the cognitive radio network
paradigm, the unlicensed or secondary users (SUs) are allowed
to coexist with PUs if they do not interfere with PUs [4].
Tensor decomposition and multi-way modeling of data are
old problems in mathematics [5]. CANDECOMP/PARFAC
(CP) decomposition and Tucker decomposition are two well-
known tensor decomposition methods, which can be inter-
preted as two extensions of matrix singular value decompo-
sition [6, 7]. Tensor-based methods have been employed in
communications and coding frameworks since Sidiropoulos
et. al. introduced them for blind code-division multiple access
(CDMA) [8]. Recently, more complex communication systems
are developed based on the tensor decomposition theory [9–
11]. The common idea of all the tensor-based coding methods
is to perform a joint blind symbol and channel estimation
at the receiver, which is feasible due to mild conditions for
uniqueness of tensor CP decomposition [12]. In this paper, fac-
torization of the sensed tensor to a latent tensor (propagation
tensor) and a transformation matrix (perturbed channel gains)
is studied. This problem can also be seen as a generalization
of three-way compressed sensing [13], when the compression
(sensing matrix) is not fully determined.
This material is based upon work supported by the National Science Founda-
tion under Grant No. CCF-1718195.
In this paper, the received spectrum power at SUs, also re-
ferred to as spectrum sensors, is organized as a 3-dimensional
tensor, called the sensed tensor. Moreover, a latent tensor
corresponding to the spatial, spectral and temporal power
propagation patterns of the PUs is defined and referred to as
the propagation tensor. The goal is to estimate the propagation
tensor via structured decomposition of the given sensed tensor.
The compression operator between the sensed tensor and the
propagation tensor is not fully determined, due to randomness
of channel gains. The sensed tensor is an compressed replica of
the unknown propagation tensor and the channel gain matrix is
the compressor operator. There exist some efforts for studying
the effect of perturbation on compressive sensing stability [14].
This paper exploits the link between CP components of the
sensed tensor and those of the unknown propagation tensor.
Estimating the propagation tensor can lead to estimating the
RF power spectrum at any arbitrary location of the network
according to some channel propagation model. Generating an
RF spectrum map is also known radio cartography. In this
paper, we will employ our tensor decomposition algorithm and
introduce an online implementation for radio cartography.
The main contributions of this paper are summarized as
follows:
• Multi-way compressive sensing is regularized for the
spectrum sensing problem and it is employed for radio
cartography.
• Spatial, spectral, and temporal structures are imposed for
different dimensions of the tensor accordingly.
• The proposed algorithm is robust against perturbations in
the channel gain matrix.
• The proposed algorithm is implemented for online radio
cartography where the dynamic of PUs is changing over
time.
Notations: Throughout this paper, vectors, matrices, and
tensors are denoted by bold lowercase, bold uppercase, and
bold underlined uppercase letters, respectively. A fiber is
defined by fixing every index of a tensor but one. For example,
for T ∈ RN×M×K , T :, j,k is a vector of length N , also
known as the mod-1 fiber of T . T1, T2, and T3 are unfolded
matrices whose columns are fibers of the first, second and third
dimensions of T , respectively. Slices are two-dimensional
sections of a tensor, defined by fixing all but two indices.
For a third-order tensor T , T :,:,k is an N × M matrix, which
is also called the k th frontal slice T . Horizontal and lateral
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Slices of T are denoted by T n,:,: and T :,m,:, respectively.
Khatri-Rao product is denoted by . Moreover, ◦ denotes
the outer product.The n-mode product of a tensor X with a
proper sized transformation matrix U is a tensor and denoted
by X ×n U . It transfers each fiber of the nth mode of tensor
to the corresponding fiber in the final tensor. Mathematically,
Y = X ×n U ↔ Yn = UXn,
in which Xn and Yn are unfolded replicas of tensor X and Y
w.r.t. different dimensions.
II. SYSTEM MODEL AND THE CP DECOMPOSITION
The system model in this paper is similar to that of [15].
Suppose an area of interest is divided into P grid points and
transmitters (PUs) are assumed to be located in a subset of
these grid points, unknown to us. On the other hand, there
are N receivers (SUs) with known locations that receive a
superposition of the transmitters’ signals. The received signal
is affected by the channel gains γpn between the transmitters
and receivers and observed in the presence of zero mean
AWGN with variance σ2n . Due to simplicity and similar to
[15, 16], we adopt a pathloss model, i.e., the received power
spectral density (PSD) at a sensor is proportional to the
reciprocal of distance between the location of transmitter and
the receiver. Since only the received power at each frequency is
modeled and phase information is neglected, spectrum sensors
are not required to be synchronized. Moreover, multi-path
effect and the phase delay of each path are neglected as well
as phase delay of the line-of-sight path. Accordingly, γpn,
the channel gain between location p and sensor n is defined
by 1/dηpn, where dpn indicates the spatial distance between
the grid point p and receiver n and η is the loss factor of
environment which is a constant between 2 and 3 [15]. The
received PSD at receiver/sensor n at time t and frequency bin
f can be written as,
yn(t, f ) =
P∑
p=1
γpnxp(t, f ) + vn(t, f ) = γTn x(t, f ) + vn(t, f ), (1)
where, γTn = [γ1n γ2n . . . γPn] contains the channel gains be-
tween all grid locations and the nth sensor. Moreover, xp(t, f )
denotes the propagation power at the grid point p at time t and
frequency bin f and x(t, f ) = [x1(t, f ) x2(t, f ) . . . xP(t, f )]T .
Further, vn(t, f ) is the received noise at the nth sensor at time
t and frequency bin f . We assume the measurements are
available for T time slots and F frequency bins. Collaborative
estimation of x(t, f ) ∈ RP over each time slot and for each
frequency bin requires collecting measurements of all sensors
in vector y(t, f ) ∈ RN . The following minimization problem
has been proposed for the estimation of x(t, f ) for each time
and frequency independently [15, 17],
x(t, f ) = argmin
x
‖y(t, f ) − Γx‖2, (2)
where the nth row of matrix Γ is γTn . Problem (2), subjected
to `1 constraint on x, has previously been employed for
collaborative spectrum estimation for a given Γ [15, 17].
However, in our work, the sensed data is organized as a tensor,
which facilitates exploiting data structures in spatial, spectral,
and temporal domains.
Received spectrum power at sensor n is stored at the nth
slice of the first way of tensor Y . Likewise, received spectrum
power at frequency f is stored at the f th slice of the second
way and received data at time t are placed in the tth slice of
the third way of tensor Y . Fig. 1 shows the structure of the
sensed tensor Y . Tensor X also can be defined where xp f t
indicates power propagation from location p in frequency bin
f at time t. Having only access to a compressed sensed tensor
Y , we aim at decomposing X in order to reveal propagation
pattern of the network.
t
n
f
f
n
tY(n,f,t)
Fig. 1: Structure of tensor Y ∈ RN×F×T , and its slices in time,
frequency, and space.
Our proposed tensor-based approach is mainly based on
CP decomposition [18], which factorizes a tensor into a
sum of rank-one tensors. For example, a three-way tensor
X ∈ RP×F×T can be decomposed to summation of R rank-1
tensors as follows,
X =
R∑
i=1
ai ◦ bi ◦ ci, (3)
where, ar ∈ RP , br ∈ RF and cr ∈ RT are factor vectors
of the r th rank-one component. Moreover, R is referred as
the rank of CP decomposition. The factor matrices refer to
the collection of vectors from the rank-one components, i.e,
A = [a1a2 . . .aR] ∈ RP×R and likewise for B ∈ RF×R and
C ∈ RT×R. As the inherent structures of data are preserved in
tensor representation, we can easily exploit prior knowledge
on the CP factors of a tensor. The constraints imposed by
the dynamics of the problem result in achieving more ac-
curate analysis in a concise mathematical formulation. The
alternating least squares algorithm is a well-known method
for obtaining CP factors [18].
III. TENSOR FORMULATION OF SPECTRUM SENSING
Large tensor processing may require compression of all
dimensions of tensor in order to make the problem com-
putationally tractable [19, 20]. However, in some practical
scenarios, the nature of a problem implies compression in one
or more dimensions of the tensor of interest. For example, in
our spectrum sensing framework, we have access to a linearly
transformed replica of the unknown tensor X . Mathematically
speaking, we have
Y =X ×1 (ΓM + Γp) +N,
X =
R∑
r=1
ar ◦ br ◦ cr, (4)
in which, ΓM is the known compressor matrix imposed by the
underlying model in (1) and Γp is the unknown perturbation
(it models the discrepancy between the assumed and actual
gains). ar , br and cr indicate the r th factor vectors of the big
tensor X while N models the additive measurement noise.
Each factor follows a certain structure which originates from
the nature of spectrum data. For instance, spatial and spectral
activation patterns are sparse due to the scarce presence of
PUs in the area of interest and their relatively narrow bands
of communication, respectively.
To obtain the latent factors of the tensor X and to find the
perturbation ΓP , spatial factors (columns of A) are considered
to be 1-sparse vectors which implies that the activity pattern
of each spatial point is captured via a rank-1 tensor. In
other words, the propagation of each location is considered
independent of other locations, i.e., each grid location has a
certain spectral and temporal activation pattern. The goal is to
find these patterns for each location on the grid. Summation
of ar ’s is an R-sparse vector whose support corresponds
to the locations of power propagation for the whole area
from maximum R locations (PUs). Sparsity for locations of
active PUs and sparsity of their spectrum usage is a common
assumption [15]. Total variation of temporal activation factors
is bounded according to the previous time sample of the factor.
Piece-wise constancy is a proper assumption for temporal
behavior of primary users in a CRN [21]. Likewise, each entry
of the compressor matrix is bounded around the compressor
matrix of the model. With the above assumptions, we propose
the following structural CP decomposition as our spectrum
sensing problem,
argmin
ar ,br ,cr ,Γp
‖Y −X ×1 (ΓM + Γp)‖2F + λp ‖Γp ‖2F
+ λb
∑
r
‖br ‖1 + λc
∑
r
T∑
t=2
(ctr − ct−1,r )2
subject to: X =
R∑
r=1
ar ◦ br ◦ cr and ‖ar ‖0 = 1,
(5)
in which, λp , λb and λc regularize the problem for imposing
the desired aforementioned structures. The number of non-
zero entries of a vector is denoted by ‖.‖0 and ‖.‖1 indicates
`1 norm of a vector.
From (4), we can find the relation between the factor
matrices of X and Y . The second and the third sets of
factors of X and Y ,i.e., B and C, remain the same as
the compression in (4) only is done in mod-1. The relation
between the first set of factors of Y (denoted by A˜) and that
of X (denoted by A) is given by [22]
A˜ = (ΓM + Γp)A. (6)
In other words, we aim to solve a three-way tensor decompo-
sition where one way of the tensor is compressed and there is
an uncertainty about the compression matrix.
IV. SOLVING THE JOINT PROBLEM
The joint optimization problem for estimation of structured
factors and the perturbation matrix is solved via an extension
of alternative least squares (ALS) framework [18]. Let us break
down (5) to four sub-problems as follows,
Aˆ = argmin
A
‖Y1 − ΓA(Cˆ  Bˆ)T ‖2F s.t. ‖ar ‖0 = 1, ∀r
Bˆ = argmin
B
‖Y2 −B(Cˆ  ΓAˆ)T ‖2F + λb
∑
r
‖br ‖1,
Cˆ = argmin
C
‖Y3 −C(Bˆ  ΓAˆ)T ‖2F + λc
∑
r
∑
t
|ctr − ct−1,r |2,
Γˆp = argmin
Γp
‖Y1 − (ΓM + Γp)Aˆ(Cˆ  Bˆ)T ‖2F + λp tr(ΓpΓTp ).
(7)
In the first three problems, Γ = ΓM + Γˆp . Sub-problems
w.r.t. B, C and Γp are regular regression problems. However,
by sparsity assumption on ar , the first sub-problem turns
into a compressive sensing problem in which ΓM + Γp can
be regarded as a measurement matrix. However, non-zero
entries of spatial factors are distributed among factors of A
and each column has only one non-zero entry. Thus, the
spatial activation pattern can be easily revealed using a simple
compressed sensing reconstruction algorithm. In this paper,
we use orthogonal matching pursuit (OMP) algorithm, a low-
complexity greedy algorithm for sparse recovery [23]. The
problem w.r.t. B and C would be a regularized least squares
(LS) problem. However, the solution w.r.t. B is an `1 regular-
ized least squares solution which is known as LASSO [24].
The third sub-problem w.r.t. C is a smoothed LS problem. We
refer to the solution as SLS(.,.). In order to solve this iterative
problem w.r.t. A, first we need to develop a corollary based
on Theorem 1 in Sec. 6.9 of [25].
Corollary 1: Let G and Z denote two matrices with their
first dimension is smaller than their second dimension. The
following least squares minimization problem w.r.t. X ,
argmin
X
‖Y −GXZ‖2F
is equivalent to solving the following equality
Y Z+ = GX,
where ( )+ indicates the pseudo-inverse operator.
According to the aforementioned corollary, the first sub-
problem w.r.t. A can be written as
Aˆ = argmin
A
‖Y1(Cˆ  Bˆ)+ − (ΓM + Γˆp)A‖2F s.t. ‖ar ‖0 = 1.
Let us define U = Y1(Cˆ  Bˆ)+. The r th column of U
corresponds to the same column in A. Thus, the problem w.r.t.
ar for r = 1, 2, . . . , R can be cast as
aˆr = argmin
a
‖ur − (ΓM + Γˆp)a‖2F s.t. ‖ar ‖0 = 1,
Algorithm 1: Alternating constrained least squares algorithm
for solving the joint tensor decomposition and matrix factor-
ization problem in (7)
Require: Tensor Y , λp , λb , λc , ΓM and R.
Output: A,B,C and ΓP .
Initialize: A˜, B and C using conventional CPD [18]
Initialize: ΓP = 0
While (The stopping criterion is not met)
A← OMP(U, ΓM + Γp, 1)
B ← LASSO(Y T2 ,C  (ΓM + Γp)A, λb)
C ← SLS(Y T3 ,B  (ΓM + Γp)A, λc)
Γ← ΓM + RLS(E1,X1, λp)
where, ur denotes the r th column of U . We refer to the
solution of this problem as OMP(ur ,ΓM+Γˆp, 1). Accordingly,
Bˆ and Cˆ are optimized by solving LASSO and the SLS
problem, respectively. The subproblem w.r.t Γp has a closed-
form solution which can be derived by taking derivative w.r.t.
Γp . The update rule can be easily derived as
Γp = E1X
T
1 (X1XT1 + λpI)−1, (8)
where, E = Y − X ×1 ΓM . The solution of (8) is referred
as the regularized least squares (RLS). Steps of the proposed
alternating constrained LS algorithm for solving the joint
problem of propagation tensor estimation and perturbation
matrix updating is summarized in Alg. 1.
Estimating the propagation tensor is sufficient to interpolate
spectrum at any arbitrary location. The reconstructed spectrum
at any point of the network, g, is called spectrum map and can
be computed as follows:
M(g, f , t) =
∑
p
∑
r
ar (p)br ( f )cr (t)
dist(g, grid(p))η , (9)
in which, dist(,) corresponds to the Euclidean distance between
its arguments and grid(p) is the location of pth grid point.
Radio cartography for different frequencies and any location
of network, M(g, f , t), is the final output of our proposed
framework.
V. ONLINE IMPLEMENTATION
The real-time requirements on dynamic radio cartography
motivate us to extend the proposed framework to an online
version. A practical online implementation of the proposed
framework should process received data from recent time
slots and should not involve obsolete sensed data in order to
infer CP factors. The CP factors of the online implementation
enables us to reconstruct an online spectrum map. Fig. 2
shows the block diagram of the online implementation of our
proposed algorithm.
At time slot t, the recent W(t) sensed spectrum measure-
ments over F frequency bins from N SUs are aggregated in
an N × F ×W(t) tensor. Here, W(t) is an integer greater than
1 and is called the temporal window at time slot t.
Sensing
Results
SUs Structural CP 
Decomposition 
Online CP Decomposition
Adaptive 
Window
Cognitive Radio 
Network
Online Radio Cartography
.
. .
.
.
. . .
. . .
CP Factors
Spatial FactorsSpectral Factors
Values of Temporal 
Factors at time t
PUs
Fig. 2: The block diagram of online implementation of the proposed
structural CP for spectrum sensing.
The sensed tensor at time t is limited to the recent measured
data in tensor Y . In the online implementation, the length
of window should be optimized according to the dynamic
of the system. To this aim, we employ the additive increase
multiplicative decrease model [26]. We propose the following
criterion for updating the adaptive window,
W(t) =
{
W(t − 1) + 1 if ‖Y −X ×1 Γ‖F ≤ J
1 + bW(t − 1)/2c if ‖Y −X ×1 Γ‖F > J, (10)
where, ‖Y −X ×1 Γ‖F is the metric to detect gross changes in
the received dynamic spectrum and J is the threshold to distin-
guish that the received data is fit to the model or obsolete data
must be removed in order to learn CP factors from more fresh
measurements. The received data are organized in a tensor
at time slot t and the proposed structural CP decomposition
is performed at each time slot. A computationally-efficient
algorithm for a practical system can be performed using recent
advances in online CP algorithms which is out of scope of this
paper and we refer the interested readers to [27].
VI. EXPERIMENTAL RESULTS
We assume the system model in Sec. II, where a small
number of source points are propagating in a relatively narrow
spectrum band. Let us construct the 3-way tensor, Y , in which
each entry shows the power spectrum at each location, fre-
quency, and time. We want to estimate the power propagation
tensor X . The measurements of sensors are contaminated by
AWGN with SNR of +5 dB in addition to perturbation with
the shadowing Rayleigh channel with 6 tabs of multipath.
25 candidate points are considered in the area of network.
Each sensor measures a superposition of sources signal that is
multiplied by channel gains. Moreover, we consider F = 64
frequency bins and T = 100 time slots to generate the synthetic
sensed tensor.
Fig. 3 represents the ideal factors of X for our spectrum
sensing synthetic data. This figure identifies a rank-4 tensor.
Factors of a same rank-1 component are shown in the same
color. The signature of propagation can be identified for every
location in every frequency and at every time by interpreting
these factors. For example, from the figure we can infer that
there is propagation at location 9 in frequency bins 41 to 48
from time slot 68 to 97 (follow orange color in the patterns).
This factors only are considered as the ground truth. We should
note that the goal is to estimate X given we only have access
to contaminated and compressed data at sensors (Y ).
The first simulation compares the performance of source
localization using our proposed tensor-based algorithm and
conventional approaches. Fig. 4 compares performance of
tensor-based localization and the performance of localization
using the slices of the sensed tensor independently. Each
slice of tensor is cast as a vector and an `1 minimization
problem is solved for estimating the power map using perturb
compressive sensing algorithm as proposed in [28]. Moreover,
the slice-based algorithm is applied on moving averaged slices
of tensor. In each time slot 10 recent slices are averaged. The
performance of CP decomposition is shown as the initializa-
tion of our algorithm. Each slice of the propagation tensor is
compared with the ground truth and the normalized error is
depicted. In this figure. X t and Xˆ t are the ground truth and
the estimated propagation at time t, respectively. As can be
seen, our proposed algorithm outperforms the other methods in
terms of normalized error of power map estimation. Since our
proposed method is iterative, we need to study its convergence.
The convergence behavior of our algorithm is exhibited in
Fig. 5. As we increase λp , the algorithm converges slower,
however, it convergence to a little bit more accurate solution.
Fig. 6 shows the obtained spatial, spectral and temporal
factors using our method. As shown, the locations of PUs
and their corresponding bandwidth occupancy are estimated
accurately (compare it with the actual patterns in Fig. 3.
The next experiments exhibits the accuracy of our method
for radio cartography. The spectrum maps are reconstructed
using Eq. (9). Fig. 7a indicates the true spectrum map in time
slot 60 which is extracted by the ideal factors of the tensor.
This figure is the aggregated spectrum throughout all spectrum.
In time slot 60 in Fig. 3 there are three active components.
Locations 7, 17 and 19 are propagating in a narrow spectrum
band. The obtained power map for all frequencies are aggre-
gated in one map in this figure. Fig. 7b shows the naive least
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Fig. 5: The effect of regularization parameter λp on convergence.
squares solution and Fig. 7c shows `1 regularized least squares
solution known as LASSO. This solution is more accurate
than the simple least squares solution, however, a dominant
spurious term is visible in this solution. Fig. 7d exhibits the
extracted solution using CP decomposition. There is only a
weak spurious term in this solution which is alleviated by our
iterative method which is shown in Fig. 7e.
The final experiment shows efficiency of the proposed
online framework in Fig. 2 for a dynamic network. Consider
a network with 25 grid points and 15 sensors in which 2 PUs
are active and they move each 50 time slots. The proposed
online framework detects a gross change in the dynamic of
network and updates the length of processing window based
on (10).
VII. CONCLUSION
Tensor decomposition is a powerful tool for high dimen-
sional data analysis. Spectrum data that are captured from a
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original power spectrum map. (b) The least squares solution. (c) The LASSO solution.
(d) Extracted spectrum map using basic CP decomposition. (e) Extracted spectrum map
using the proposed iterative algorithm.
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Fig. 8: The performance of proposed online framework over time in terms
of instantaneous error.
set of sensors in different frequencies and times are organized
in a tensor and it is modeled by the compressed replica of a
latent tensor. Decomposition of the compressed tensor reveals
for us factors of the latent tensor. Then, spatial, spectral and
temporal activation pattern of propagating power are extracted.
Scarce presence of PUs, their narrow band communication and
smooth behavior of PUs over time suggest proper structures on
CP factors. Moreover, uncertainty of the compression operator
is modeled by a perturbation matrix and it is optimized in an
iterative manner.
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