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Kurzfassung
Farbtreue Aufnahmen ko¨nnen durch handelsu¨bliche RGB-Kameras nicht gewa¨hrleistet werden, da ihre
drei spektrale Empfindlichkeitskurven und die spektralen Empfindlichkeitskurven der drei Zapfenarten in
der Retina nicht linear abha¨ngig sind. Deshalb werden Multispektralkameras fu¨r farbempfindliche An-
wendungen wie die Kontrolle von Druckerzeugnissen und Automobillack, die Messung und Darstellung
von Textilien und Mo¨beln oder die Archivierung von Gema¨lden eingesetzt. Sie ermo¨glichen es, durch eine
gro¨ßere Anzahl an gut ausgewa¨hlten Farbkana¨len, den sichtbaren Wellenla¨ngenbereich genauer abzutas-
ten. Daraus kann der spektrale Remissionsgrad der aufgenommenen Objekte komplett gescha¨tzt werden
und das farbliche Aussehen des Objekts fu¨r unterschiedliche Lichtarten berechnet werden. Multispek-
tralaufnahmen ko¨nnen durch unterschiedliche Ansa¨tze realisiert werden. In dieser Arbeit wird dafu¨r
ein monochromer Sensor verwendet, vor dem in einem Filterrad eingesetzte Bandpassfilter nacheinander
positioniert werden. Durch den Einsatz von Farbfiltern mit unterschiedlichen Parametern treten Aber-
rationen in den Multispektralbildern auf. Die Bildpunkte, die einem einzigen Objektpunkt entsprechen,
befinden sich dementsprechend je nach Bandpassfilter an unterschiedlichen Stellen auf der Sensorebene
(transversale Aberrationen) und sie werden unterschiedlich scharf abgebildet (longitudinale Aberratio-
nen).
Das erste Ziel dieser Arbeit ist die komplette Analyse und Korrektur der Aberrationen in Multispek-
tralaufnahmen mit Filterradkameras durch die Vervollsta¨ndigung von fru¨heren Untersuchungen. Mit der
Kompensation der Aberrationen mu¨ssen die Bildpunkte in den verschiedenen Kana¨len u¨bereinstimmen
und ein scharfes Bild in jedem Kanal vorhanden sein. Die transversalen Aberrationen werden fu¨r Band-
passfilter vor oder hinter dem Objektiv verglichen. Die vom Objektiv verursachten chromatischen Aber-
rationen werden untersuch und modelliert und die zugrundeliegende Abha¨ngigkeit der chromatischen
Aberrationen von der Wellenla¨nge genau gemessen. Dies fu¨hrt zur umfassenden Modellierung und Ko-
rrektur von transversalen Aberrationen in Multispektralkameras, die sowohl auf Filter als auch auf das
Objektiv zuru¨ckzufu¨hren sind. Die Unscha¨rfe in Multispektralbildern, die wegen der geometrischen Ko-
rrektur von transversalen Aberrationen auftritt, wird zuerst gemessen und mit der Unscha¨rfe aufgrund
von longitudinalen Aberrationen verglichen. Schließlich werden Verfahren vorgestellt, die eine Korrektur
der longitudinalen Aberrationen ermo¨glichen, auch wenn kein besonderes Kalibrationsmuster mit der
Kamera aufgenommen wurde.
Das zweite Ziel dieser Arbeit ist die Erweiterung der Multispektralaufnahmen durch die Verwendung
von mehreren Beobachtungspositionen, um zusa¨tzlich Tiefeninformationen u¨ber eine Szene zu erfassen.
Zwei Mo¨glichkeiten fu¨r multispektrale Stereoaufnahmen werden entwickelt. Der erste Aufbau basiert
auf zwei RGB-Kameras, bei denen vor jeder ein unterschiedliches Farbfilter positioniert wird. Damit
stehen 6 Farbkana¨le zur Verfu¨gung fu¨r nur eine Aufnahme und ein Zeitgewinn gegenu¨ber Filterradkam-
eras wird erzielt, ohne die Farbgenauigkeit allzu sehr zu beeintra¨chtigen. Der zweite Aufbau ist ein
goniometrischer Messplatz, mit dem unterschiedliche Beleuchtungs- und Beobachtungswinkel eingestellt
werden. Mit einer Multispektralkamera, die an unterschiedliche Positionen gebracht wird, werden unter-
schiedliche Stereosysteme simuliert. Ein optimales Stereosystem fu¨r die Erfassung von Tiefeninformation
wird entworfen.
Erga¨nzend und begleitend zu diesen zwei Zielen wird eine fundierte Analyse der Messung und Scha¨tzung
der spektralen Empfindlichkeit fu¨r Filterradkameras vorgestellt. Die Farbgenauigkeit der verschiedenen
Typen von Multispektralkameras und Kamerasystemen wird gemessen.
Die Arbeit liefert damit umfassende und teilweise neue Konzepte fu¨r die Korrektur von optischen
Aufnahmefehlern in Multispektralkameras durch den Einsatz von Bildverarbeitung. Ferner werden die
Unterschiede verschiedener Realisierungsmo¨glichkeiten von Multispektralkameras ausfu¨hrlich erarbeitet
c
und die erreichbare Farbqualita¨t dargestellt. Wichtige Anwendungen der Multispektraltechnik in go-
niometrischen Messpla¨tzen zur Charakterisierung von Ko¨rperoberfla¨chen und die Mo¨glichkeit der Auf-
nahme von Tiefeninformation durch simulierte Stereosysteme werden in der Arbeit pra¨sentiert.
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Chapter 1
Introduction
Motivation
Standard RGB cameras have broadband spectral sensitivity functions corresponding to the colors red
(R), green (G) and blue (B). They do not capture the world’s colors the same way that humans do.
Indeed, it happens that the colors of two objects that are not differentiated by a camera are perceived as
different by a human being, and vice versa. This is caused by the spectral sensitivity functions of RGB
cameras on the one hand and of the three sorts of cones present in the human retina on the other hand:
these two sets of spectral sensitivity functions are not linearly dependent. Therefore, no accurate color
accuracy can be achieved by RGB cameras, as stated by the Luther rule [158].
For certain applications, high color accuracy is aimed at, for instance for painting automobile parts,
controlling print products, measuring and representing textiles or furniture for online shops, or archiving
culture heritage. In this case, other types of cameras are utilized, namely multispectral cameras. These
cameras capture the complete spectral distribution of a color stimulus rather than just delivering three
integral color values. Multispectral cameras often feature a monochrome sensor in front of which special
bandpass filters are positioned. The bandpass filtering is performed either with a unique liquid crystal
tunable filter whose spectral transmission characteristics are modified, or with several different color
filters that can be inserted into a filter wheel and are brought successively in front of the sensor. As a
result, several images corresponding to different narrowband wavelength ranges are acquired and form
together a spectrally sampled multispectral image.
If a filter wheel multispectral camera is utilized, transversal and longitudinal aberrations appear. They
are caused by the parameters of color filters that are slightly different: thicknesses, refraction indices and
tilt angles. The position where an object point is imaged in the different color channels is thus slightly
different. It is shifted along the sensor plane (transversal aberrations) as well as along the optical axis
(longitudinal aberrations). For a convenient acquisition of multispectral images, the optical system is
not modified if capturing different color channels. The objective lens is therefore set in such a way that
images are sharp for a given color channel: the reference channel. Transversal aberrations, responsible
for shifts of corresponding image points in the different color channels, can accordingly be described with
respect to the reference channel. Longitudinal aberrations as well induce loss of sharpness for the color
channels compared to the reference channel. These defaults are corrected after the acquisition by means
of image processing.
The compensation of transversal and longitudinal aberrations in filter wheel cameras has already been
discussed in a satisfactory way in a previous work developed at the Institute of Imaging and Computer Vi-
sion [26]. Nevertheless, some questions about the aberrations remained. The transversal aberrations were
only analyzed for filters positioned between the sensor and the objective lens, and the aberrations occur-
ring for color filters placed in front of the objective lens were not compared. The chromatic aberrations
caused by the objective lens itself were not derived completely and only a straightforward, affine model
was considered to approximate them. Concerning the longitudinal aberrations, the accurate correction
presented in [26] requires a calibration using a certain printed pattern. Such a calibration acquisition may
be impossible in some cases: a good solution for compensation without calibration would be applicable
to all multispectral images. These problems are solved within this thesis.
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After the correction of these aberrations, new, innovative ways to utilize multispectral technology can
be envisaged. Two applications are examined in this work. First, a multispectral camera with a simplified
acquisition method is developed, which is less time-consuming and requires a cheaper hardware than a
filter wheel camera. Secondly, methods to join stereo and multispectral imaging are presented in order
to measure accurate color and depth information at once.
Key contributions
The aims of this work are on the one hand the extensive analysis of spectral accuracy and aberrations
in filter wheel multispectral cameras in order to model them completely and, on the other hand, the
acquisition of additional information concerning the imaged scene with multispectral cameras at more
than one viewing position.
The results reached within this thesis enhance existing models with a complete and rigorous measure-
ment, modeling and correction of specific aberrations. The transversal aberrations for different positions
of the filter wheel were analyzed, accurate models for chromatic aberrations were implemented and a
complete model for all transversal aberrations is presented. This leads to the correction of all transversal
shifts in the color channels. The longitudinal aberrations were compared with the blur caused by the ge-
ometric compensation of these shifts. Then, solutions for compensating longitudinal aberrations without
requiring any calibration of the imaging system and applicable to any multispectral image were derived.
Additionally, a newer type of multispectral cameras is discussed, which does not imply a monochrome
sensor but rather a classical RGB camera and thus allows a faster acquisition of multispectral images.
This is possible through color filters placed in front of two cameras in a stereo system: a different color
filter for each camera means that 6 color channels can be acquired in only one shot. For the first time,
3D information about the acquired scene was gathered from this 6-channel stereo system in this work.
Lastly, a goniometric measurement setup was developed. Such a setup enables the measurement
of object surfaces under various illumination angles and measuring angles, thus leading to a complete
spectral characterization of the material. Within this thesis, the goniometric setup was also used for
another, additional purpose, namely: the measurement of depth information about the acquired object.
The knowledge of the object’s shape completes the exact measurement of spectral remission functions
with the multispectral camera.
Parts of the research results presented in this work have been published in conferences and journals
and presented at meetings [127]-[139].
Structure of the thesis
This thesis is organized into four parts. The background concerning colorimetry and imaging of colors
is given in Chapter 2, the complete spectral analysis of multispectral imaging systems is derived in
Chapters 3 and 4, the precise modeling and correction of aberrations occurring in multispectral camera
featuring a filter wheel is presented in Chapters 5 and 6 and the multispectral acquisitions based on
multiple viewing positions are explained in Chapter 7.
Chapter 2 summarizes basic principles about how color is perceived by humans and acquired by
cameras. Multispectral technology as well as previous results concerning aberrations in filter wheel
cameras are introduced.
Chapter 3 presents the modeling of the acquisition chain for multispectral imaging and the measure-
ment of the spectral sensitivity functions of multispectral cameras. Different methods are tested to finally
characterize the cameras spectrally.
Chapter 4 develops a new type of multispectral cameras based on RGB sensors. The color accuracy of
such cameras is thoroughly studied and compared with the color accuracy of the other cameras available
at the Institute. The color accuracy that can be reached in the context of stereo multispectral imaging
is also discussed.
Chapter 5 rounds up the previous results about modeling and compensation of transversal aberrations.
First, a new model is developed for aberrations occurring when the filter wheel is placed in front of the
objective lens. Exact models for chromatic aberrations are derived that even include the wavelength-
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dependency of the distortions. Then, the compensation of all transversal aberrations, i.e., including both
filter and chromatic aberrations, is presented.
Chapter 6 measures the influence of the correction of transversal aberrations on the blur induced in
multispectral images by longitudinal aberrations. It also discusses two alternative solutions for compen-
sating longitudinal aberrations: a solution based on multi-scale representation of multispectral images
and a blind deconvolution. Both methods enable a correction without requiring any calibration of the
imaging system.
Chapter 7 introduces two possibilities for multispectral imaging from different viewing positions.
Stereo acquisitions with multispectral cameras based on RGB sensors and the corresponding extraction
of depth information are first described. A different configuration for multispectral imaging, which
is performed on a goniometric measuring setup, is then presented and allows the selection of viewing
positions amongst a larger amount of camera positions. With these setups, both multispectral and depth
information can be measured.
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Background
In this chapter, important principles about human color perception are first explained. Today’s theory
of color perception is based on Grassmann’s laws. According to these laws, the cones, photosensitive
cells present in the retina and responsible for color vision, have an integrative behavior when sensing the
incoming light. As a consequence, different spectral stimuli can lead to the exact same cone values. In
the next section, color spaces utilized in colorimetry are presented. The International Commission on
Illumination defined standard observers, whose aim is to represent an average human observer. Another
color space is the CIELAB color space, in which the distance between color points better describes the
perceived color differences. The third section is devoted to color imaging and summarizes the different
possibilities for an accurate multispectral imaging. The multispectral cameras and multispectral acquisi-
tions utilized in this thesis are described afterwards, together with the two definitions of color differences
selected to evaluate the color accuracy of multispectral images. In the last part of this chapter, previous
work concerning the aberrations appearing in filter wheel cameras is explained. Aberrations happen in
the sensor plane (transversal aberrations) as well as along the optical axis (longitudinal aberrations).
Algorithms to model and compensate them are recapitulated, before they are utilized and enhanced in
following chapters.
2.1 Perception of colors
The two important parts playing a role in the perception of colors are the light source and the observer’s
eyes, see Fig. 2.1a. The light source has a spectral power distribution ζ(λ), λ being the wavelength, and
is either observed directly or illuminates an object with given reflectance or transmission characteristics.
The light source together with the observed object are responsible for the spectral stimulus r(λ) reaching
the eye. The spectral stimulus can either be
r(λ) = ζ(λ) (2.1)
if the light source is observed directly, or
r(λ) = ζ(λ) · β(λ) (2.2)
for an object with a spectral reflectance function β(λ), or
r(λ) = ζ(λ) · τ(λ) (2.3)
for an object with a transmission function τ(λ).
After passing the cornea, the lens and the fluids filling the eye (aqueous and vitreous humor), the light
reaches the retina on the back of the eye [15, p. 13], as shown in Fig. 2.1b. Two classes of photosensitive
cells are present on the retina and are sensitive either for low levels of light (the rods) or for higher levels
(the cones). In night or scotopic vision, only the rods are active and in day or photopic vision, only the
cones are active and the rods saturate. The luminance range of scotopic vision has various definitions in
the literature: it can be the range below 0.003 cd/m2 [174], below 0.01 cd/m2 [80], below 0.1 cd/m2 [188]
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or below 1 cd/m2 [65]. Similarly, the luminance range of photopic vision is defined by luminance values
over 1 cd/m2 [80], over 3 cd/m2 [174], over 30 cd/m2 [188] or over 100 cd/m2 [65].
The positioning of rods and cones along the surface of the retina is not homogeneous. On the fovea,
only cones are present, and the density of rods becomes higher away from this central region. All the
rods have the same sensitivity characteristics, whereas three types of cones cover different parts of the
visible wavelength range. Rods are thus responsible for sensations on a light-dark dimension without any
color vision, and cones enable color discrimination [80, p. 14]. The spectral characteristics l(λ), m(λ)
and s(λ) of the cones are shown in Fig. 2.2 and correspond respectively to the long, the middle and the
short wavelength range.
ζ(λ) 
β(λ)
l(λ)
m(λ) 
s(λ)
(a)
lenscornea
 retina
fovea
aa
iris
 
 
aqueous
humor
vitreous
humor
optic
nerve
(b)
Figure 2.1: (a) Interaction of light source and observed object to explain color perception. The spectral
power of the light source is ζ(λ), the spectral reflectance of the object β(λ) and the spectral sensitivity
functions of the cones are l(λ), m(λ) and s(λ). (b) Section of the human eye, adapted from [244] using
[15].
Rods and cones are sensitive to light through their photopigments. When these pigments absorb pho-
tons from the incoming light, they change their chemical structure, which results ultimately in an electric
signal in their cell walls [65, p. 13]. The photopigments of rods and cones are different and are named
rhodopsin and iodopsin, respectively [174, p. 47]. The three types of cones with the spectral sensitivity
curves l(λ), m(λ) and s(λ) contain photopigments with “slightly different molecular structures” [65, p.
13].
The integrated cone responses (L M S)
T
resulting from the observation of stimulus r(λ) correspond
to  LM
S
 = klms · ∫
λ
r(λ) ·
 l(λ)m(λ)
s(λ)
 dλ , (2.4)
with the weighting factor klms. The wavelength information of the incoming stimulus is thus lost during
the acquisition through the eye.
The information (L M S)
T
generated by the photosensitive cells is not transmitted as it is to the
brain. Rather, it is processed by the whole network of neuronal cells present in the retina. This includes
summing up the signals from different photosensitive cells, combining them by addition or subtraction,
amplifying them, etc. [65, p. 6-7],[80, p. 16]. The color perceived by the observer depends on the relative
values of the cones responses. However, other parameters play an important role in color appearance, for
instance surrounding colors, surface characteristics of the sample, or illumination geometry [65, p. 112].
2.1.1 Illuminants
As stated previously, the light source illuminating the observed scene is of great importance. For this
reason, light sources used for image acquisition must be well defined and well measured.
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Figure 2.2: Spectral sensitivity curves of the three types of cones.
The International Commission on Illumination (Commission Internationale de l’E´clairage in French,
CIE) has defined the two standard illuminants A and D65 [56] with A representing artificial light sources
and D65 representing natural light sources [59]. Standard illuminant A corresponds to the relative
spectral power distribution of a light bulb with a correlated color temperature1 of 2856 K and standard
illuminant D65 corresponds to a mean day light at a north window with a correlated color temperature
of 6504 K [61].
Other illuminants are defined, but are not considered as standard illuminants [59]. From those illu-
minants, D50 is frequently utilized by graphic arts, computer industries [15, p. 6] and photography [56].
It corresponds to a mean day light whose spectral values for the short wavelengths are lower than D65
and with a correlated color temperature 5000 K [61]. This illuminants presented previously are shown in
Fig. 2.3 for comparison, with their distribution normalized at wavelength λ =560 nm [15, p. 3].
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Figure 2.3: Spectral power distribution of standard illuminants A and D65 in black and frequently utilized
illuminant D50 in gray.
Even if the acquisitions did not take place with one of these three light sources within this work, the
utilized light sources were always measured using a spectrophotometer. As prescribed by the German
norm DIN 5033-8, spectro-photometrical measurements should be performed between 380 nm and 780 nm
in steps of 5 nm [58]. The spectral measurements were performed here between 380 nm and 780 nm in
steps of 1 nm and all the equations having the wavelength λ as variable actually consider the whole
1The correlated color temperature is the temperature “of a blackbody radiator that most closely resembles the color of
a stimulus of equal brightness” [15, p. 4].
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visible wavelength range 380 nm ≤ λ ≤780 nm. Moreover, light sources should only be measured after an
adequate warm-up time [58]. This was taken care of by measuring light sources or acquiring multispectral
images at least 20 minutes after the light source has been turned on.
2.1.2 Metamerism
With the integrative characteristics of the cones exposed in Eq. (2.4), it is possible that two different
spectral stimuli r1(λ) and r2(λ) lead to exactly the same values. This is the case if both stimuli verify
∫
λ
r1(λ) ·
 l(λ)m(λ)
s(λ)
 dλ = ∫
λ
r2(λ) ·
 l(λ)m(λ)
s(λ)
 dλ . (2.5)
The colors perceived by the observer from these stimuli then match. This phenomenon in which different
spectral stimuli match in specified observation conditions is called metamerism. The specified conditions
include the observer, the field size of the observed stimuli and the spectral distribution of light source [174,
p. 76]. This means that the colors do not necessarily match for another observer with slightly different
cone sensitivities or for another light source which would change the spectral stimuli.
(a) (b)
(c) (d) (e) (f)
(g) (h) (i) (j)
Figure 2.4: (a) Initially observed spectral stimuli leading to (b) perception of gray for a given observer.
(c)-(f) Metamer stimuli for this observer, which all lead to the exact same perception. (g)-(i) Perceived
colors corresponding to the stimuli (c)-(f) for a different observer, namely an RGB camera: they do not
necessarily match the gray patch (b) anymore.
Let’s take the example of metamer spectral stimuli that would appear gray under certain observation
conditions for a certain observer with Fig. 2.4. An observer receives a given spectral stimulus (Fig. 2.4a)
and perceives a gray color, see Fig. 2.4b. For this observer, different spectral stimuli lead to the same
color perception. A few examples are shown in Fig. 2.4c-2.4f. But for a different observer, this is not
necessarily the case. For instance, a standard RGB2 camera is utilized as an additional observer. Since
its spectral sensitivity functions are not the same as the first observer’s spectral characteristics, it will not
perceive the colors the same way. The colors given by the RGB camera and corresponding to the spectra
2“RGB” stands for red, green, blue.
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that are metamer for the first observer are not necessarily the same. They can remain gray (Fig. 2.4g)
or become reddish (Fig. 2.4h) or greenish (Fig. 2.4i) or brownish (Fig. 2.4j).
2.2 Colorimetry
Colorimetry is the science of measuring color [15, p. 45]. Its aim is to compare two color samples under
given observation and illumination conditions and to tell if they match. Colorimetry is a linear theory and
does not describe human color perception. As shown with the problem of metamerism, color matching
is indeed dependent on the observer. The creation of a kind of average observer was thus necessary in
order for colorimetry to get rid of the observer dependency. This average observer is explained in the
next section.
Then, a color space enhanced to represent more accurately the perception of color differences in the
human brain is presented. It does not belong to colorimetry anymore, since it includes human perception.
Such a color space enables the quantitative measurement of color differences between two samples. It
actually belongs to the higher colorimetry, translation of the German term “ho¨here Farbmetrik” which
measures color differences, as opposed to the colorimetry which exclusively evaluates color matches [188,
Chap. 17].
2.2.1 CIE standard observer
The CIE defined two different standard observers in 1931 and 1964 respectively in order to average human
observers for different observation conditions.
The CIE 1931 observer relied on experiments conducted by Wright in the years 1928-1929 and by
Guild in 1930 with a total of 17 observers. They had to match two small fields observed under 2◦: one
field was lit by a test light source and the other field by an additive mixture of three primary light sources
(a red, a green and a blue one), both surrounded by darkness. The observers then had to modify the
amount of primary light sources so that the colors of both fields matched. Such experiments concerning
the matching of two colors give indications about the human spectral sensitivity [80, p. 36]. Even if Guild
worked with monochromatic primaries and Wright with broadband primaries, both experiments led to
corresponding results [65, p. 72]. The CIE definition then involved three monochromatic light sources
at 435.8 nm, 546.1 nm and 700 nm, the two small wavelengths corresponding to mercury emission line
and the large one being only in the sensitivity range of the cone type l(λ) [15, p. 50]. The three color
matching functions obtained with these experiments were then slightly modified. Finally, the CIE 1931
standard observer system contains three color matching functions x¯λ(λ), y¯λ(λ) and z¯λ(λ), see Fig. 2.5.
They have positive values over the whole visible wavelength range and y¯λ(λ) corresponds to the luminous
efficiency function of human eye in photopic vision [55].
Other experiments were performed in 1959 by Stiles and Burch and by Speranskaya with 76 observers.
The observed fields covered 10◦ and the inner 4◦ were ignored. This means that other parts of the
retina were considered during these experiments, which has a great influence on the reconstructed color
matching functions since the rods and cones do not cover the whole retina homogeneously (Section 2.1).
The resulting 1964 CIE standard observer is composed of the color matching functions x¯10λ(λ), y¯10λ(λ)
and z¯10λ(λ): they are slightly different and the function y¯10λ(λ) is not equal to the photometric observer
function anymore [15, p. 53], as can be seen in Fig. 2.5.
Similarly to Eq. (2.4), the tristimulus values of the standard observer are calculated using X¯Y¯
Z¯
 = ∫
λ
r(λ) ·
 x¯λ(λ)y¯λ(λ)
z¯λ(λ)
 dλ (2.6)
for the 1931 CIE standard observer. The same equation holds for the 1964 CIE standard observer with
the color matching functions x¯10λ(λ), y¯10λ(λ) and z¯10λ(λ).
For correct color measurements with a device based on three sensitive channels, the spectral char-
acteristics should thus be conform to the spectral sensitivities of the standard observer, as established
by the Luther rule [158]. Since colorimetry is a linear theory, any linear transformation of the color
matching functions of the standard observer also describes correct color matching functions. The rule for
9
Chapter 2. Background
400 450 500 550 600 650 700
0
0.5
1
1.5
2
x¯10λ(λ)
y¯10λ(λ)
z¯10λ(λ)
x¯λ(λ)
y¯λ(λ)
z¯λ(λ)
wavelength [nm]
tr
ist
im
ul
us
 v
al
ue
Figure 2.5: Color matching functions defined by the CIE: 1931 CIE standard observer (solid lines) and
1964 CIE standard observer (dotted lines). Note particularly that the function y¯10λ(λ) is not equal to
y¯λ(λ) anymore.
color measurement equipment based on three sensitive channels can therefore be extended: correct color
measurement is only achieved if the device’s sensitivity functions can be expressed as a linear combination
of the color matching functions of the standard observer [54].
2.2.2 CIELAB color space
Color values expressed with one of the CIE standard observers are linearly dependent to the spectral
sensitivity curves of the cones, but deriving a metric relative to the perceived color differences is difficult.
For this reason, a new color space named “CIE 1976 L∗a∗b∗” or “CIELAB” has been defined by the CIE.
This color space takes into consideration the human perception of colors and the distances in CIELAB
approximate more accurately the color differences perceived by humans. Its components are the lightness
L∗ and the color coordinates a∗ and b∗, with a∗ describing the green-red dimension and b∗ the blue-yellow
dimension. They are calculated as follows:
L∗ = 116 · f
(
Y¯
Y¯n
)
− 16
a∗ = 500 ·
(
f
(
X¯
X¯n
)
− f
(
Y¯
Y¯n
))
b∗ = 200 ·
(
f
(
Y¯
Y¯n
)
− f
(
Z¯
Z¯n
)) (2.7)
with {
f(v) = v1/3 for v >
(
6
29
)3
f(v) = 841108 · v + 429 for v ≤
(
6
29
)3 . (2.8)
X¯, Y¯ and Z¯ correspond here to the color value of the sample and X¯n, Y¯n and Z¯n to the color value
of the white reference utilized during acquisition [57]. The same CIE standard observer should be used
for both values. When working with CIELAB color space, the parameters that are important for the
transformation should be clearly stated: CIE standard observer and CIE illuminant. In this work, the
illuminant D50 and the 1964 CIE standard observer are generally utilized.
Error metrics that can be utilized in the CIELAB color space are explained in Section 2.3.4.
2.3 Imaging of colors
To enlighten the problem that can appear with imaging of colors, let us recall the metamerism example
of Fig. 2.4. Several stimuli whose colors matched for a human observer were clearly perceived as different
colors by a standard RGB camera. In the same way, it is possible that the camera notices no differences
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between two stimuli whereas their colors do not match for a human observer. For applications where
accurate color information is sought like in textile industry or in automotive paint industry when colors
of different components are compared, the color information given by RGB cameras is thus not accurate
enough.
This phenomenon is caused by the spectral characteristics of the RGB cameras that neither correspond
to those of the human observer, nor are a linear combination of them. As explained in Section 2.2.1,
accurate color measurement cannot be performed with such a device. Now, let us imagine an RGB
camera whose spectral sensitivity curves would be exactly those of the human observer. This would
mean that two of its color channels, namely m(λ) and l(λ) presented in Fig. 2.2, would have very similar
spectral characteristics. This is a problem for sensors where acquired signals are corrupted by noise,
whereas the powerful human post-processing of the cone signals before the visual information reaches
the brain handles it well. The color information measured with such an RGB camera would thus be
strongly degraded. The information deterioration would also happen if the spectral sensitivities of the
RGB camera utilized were not directly the spectral functions corresponding to the human observer but a
linear combination of them, for instance the color matching functions of the standard observer. For this
reason, modifying the spectral sensitivities of an RGB camera to measure colors more accurately is not
a satisfactory solution.
Another solution for correct acquisition of colors is to measure the complete underlying spectral
information rather than only constrained color information of the scene. Whereas spectrophotometers
only allow the spectral measurement of small regions, imaging with multispectral cameras gives access
to spectral data for a high spatial resolution.
2.3.1 Multispectral solution
Multispectral imaging enables spectral measurements at each pixel position. Thanks to the spectral data,
the acquired values can be transformed for instance to simulate another light source and can be adapted
for a good reproduction for all the observers [99].
Multispectral camera with monochrome sensor
In the literature, different types of multispectral cameras can be found, and most of them are based on
a monochrome sensor.
It is possible to illuminate the acquired scene with a multispectral lighting made of a broadband light
source and different narrowband color filters placed in front of it. Tominaga et al. used 6 color filters [219],
Kimachi et al. 7 bandpass filters along with the broadband light source without any color filter in front
of it [124], and 16 narrowband filters were used by Tsuchida et al. [225]. The main drawback of this
solution is that the spectral reflectance of fluorescent materials, i.e., of materials for which the re-emitted
light is shifted to longer wavelengths [15, p. 10], cannot be measured exactly.
The filtering of wavelengths can also take place in front of the sensor, either with narrowband or
broadband color filters or with a liquid crystal tunable filter. Narrowband interference filters selected
for multispectral imaging usually cover the whole visible wavelength range in more or less equal steps.
There can be a total of five [87, 170], seven [26, 97, 230], nine [163], twelve [120], thirteen [187] or
sixteen [98] color filters contained in a motorized filter wheel or another mechanism enabling the automatic
positioning of the filters in front of the sensor. For instance, Haneishi et al. utilized 5 bandpass filters
with central wavelengths between 420 nm and 600 nm and bandwidths between 55 nm and 70 nm [87].
Ribes et al. utilized a setup with 10 filters in the visible wavelength range having center wavelengths
equally spread between 400 nm and 780 nm in steps of 40 nm and bandwidths of 40 nm and with 3 filters
having bandwidths of 100 nm in the infrared range [187].
Broadband color filters can also be utilized, for instance with five [110] to seven filters [36, 18, 92].
The characteristics of the filters cannot be chosen by sampling the whole visible wavelength range as
it is the case with narrowband filters. This is why optimization is necessary to select the best suited
broadband filters among a dataset of available filters [92].
Finally, liquid crystal tunable filters have bandpass characteristics and their central wavelengths can
be tuned electronically. No mechanical movements are necessary to sample the wavelength range as it
is the case with interference filters [152, 155, 193]. Since such filters are based on polarization, it can be
restricting for the acquisition of multispectral images.
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Multispectral camera with RGB sensor
Another solution for multispectral imaging is the utilization of standard RGB cameras and refinement
of their spectral sensitivity with the addition of color filters. Its advantage is that only one shot already
gives access to 3 color channels. With the previously presented cameras featuring a monochrome sensor,
one acquisition is necessary for each of the color filters. It requires acquisition time and mechanical
positioning of the filters. This can be reduced by using an RGB sensor. The color filters utilized with
RGB cameras are either broadband color filters [169, 173, 215, 230] or dichroic filter, i.e., filters cutting
the half of each channel red, green and blue [76, 94, 226].
The acquisition of a multispectral camera either requires two shots [94] or only one shot because the 2
cameras are aligned using a beam splitter [76] or used as a stereo system [76, 94, 173, 204, 205, 224, 222].
This type of multispectral cameras is further analyzed in Chapters 4 and 7.
Other multispectral systems
Finally, other, less common acquisition setups for multispectral imaging exist.
A color filter array with not only 3 broadband color filters as used in RGB cameras, but rather
with six [27] or up to eight [203] narrowband color filters, can be directly applied on a monochrome
sensor. Only one shot is therefore necessary for a multispectral acquisition with one camera. But all the
constraints inherent to the utilization of color filter arrays must be taken into account: loss of resolution,
problems of noise and color fringes caused by interpolation.
Tsuchida et al. further improved the principle evoked with stereo multispectral imaging using RGB
cameras and color filters. They utilized more cameras simultaneously (9 cameras in total), which enables
a finer sampling of the wavelength range. They achieved multispectral acquisitions using 9 monochrome
cameras positioned in a 3× 3 array, each of them being combined with a different bandpass filter [221].
Problems that arise in stereo multispectral acquisition are amplified in this acquisition configuration.
Furthermore, multispectral imaging can be reached with a line scanning camera. As explained for
instance in [80, p. 319], a usual monochrome CCD camera can be transformed by a spectrograph into
a line scanner. The spatial information is then expanded on the one camera axis and the wavelength
information on the other camera axis. An image cannot be obtained directly with such an acquisition
setup, and a mechanism is necessary to move the camera in order to scan the whole object. After these
mechanical steps, the reconstruction of the image must be performed carefully to avoid any distortions.
Number of color channels
Hardeberg [88] searched for the minimum spectral dimension necessary to describe accurately enough
the reflectance of natural objects or the minimum number of color channels for multispectral camera
in order to achieve an accurate color acquisition. But he could not find a unique statement in the
literature concerning this information. He therefore performed a principal component analysis (PCA)
on different spectral databases and looked for the dimensionality necessary to obtain 90% and 99% of
accumulated energy, respectively. Accumulated energy larger than these thresholds is reached when the
spectral dimension describes accurately the databases. His results were that 4 to 8 dimensions should
be used for 90% of accumulated energy and 10 to 23 dimensions for 99%, with a varying energy for each
database. The multispectral cameras utilized in this thesis and described in the next section are thus in
the range of 90% for the 7-channel camera and in the range of 99% for the 19-channel camera.
2.3.2 7-channel and 19-channel multispectral cameras
The two filter wheel multispectral cameras that were utilized in this thesis are presented here. They
both feature a monochrome sensor and a filter wheel in which optical bandpass filters are positioned, as
shown in Fig. 2.6b for the 19-channel multispectral camera. In the filter wheel of each camera, an empty
position is also available, which enables the acquisition of images without any interference filter in the
ray path, i.e. using the whole sensitivity range of the monochrome sensor. The monochrome camera of
the 7-channel camera is directly mounted on the frame of the filter wheel and a holder has been specially
designed to attach the filter wheel to a tripod, see Fig. 2.6a. The 19-channel camera is designed similarly,
with the monochrome camera mounted directly on it and a holder fixing it to the goniometric setup
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developed in Section 7.3. In both multispectral cameras, the color filters are thus positioned between
sensor and objective lens.
motorized
filter wheel
monochrome
camera
objective
lens
holder
for tripod
tripod
(a) 7-channel camera
monochrome
camera
lens
filter
wheel
(b) 19-channel camera
Figure 2.6: Filter wheel multispectral cameras with 7 and 19 color channels.
The 7-channel camera contains 7 filters whose central wavelengths are spread from 400 nm to 700 nm
in steps of 50 nm and whose bandwidths are ca. 40 nm. The 19-channel camera enables a finer sampling
of the visible range over a larger wavelength range: the central wavelengths of its filters are spread from
400 nm to 760 nm in steps of 20 nm for bandwidths of ca. 20 nm for the first filter and 10 nm for the other
filters. For a complete multispectral image, 7 acquisitions are necessary with the 7-channel camera by
rotating the filter wheel between each acquisition and 19 acquisitions are necessary with the 19-channel
camera. The empty positions of the filter wheels are not utilized for usual multispectral acquisitions.
Table 2.1 summarizes the main characteristics of the camera components.
The estimation of the spectral characteristics of these multispectral cameras is explained in Chapter 3.
Another type of multispectral cameras based on RGB sensors is derived in Chapter 4, where the color
accuracy of the three multispectral cameras is also compared.
2.3.3 Acquisition of multispectral images
For the multispectral image acquisitions performed within this work, a sensor (monochrome or RGB)
was used with different color filters which were positioned consecutively in front of it either manually
or using a motorized filter wheel. The amount qfil of color filters utilized and the amount qch of color
channels obtained was different for each multispectral camera. With a monochrome sensor and qfil color
filters, a total of qch = qfil color channels were captured during qfil successive acquisitions. With an RGB
camera and qfil color filters, a total of qch = 3 · qfil color channels were captured during qfil successive
acquisitions.
A multispectral image is therefore composed of 7 or 19 color channels. At each pixel position, 7 or
19 sensor values are available corresponding to the 7 or 19 channels. The underlying reflectance spectra
at each pixel position can then be estimated using these sensor values and a reconstruction algorithm, as
explained in Section 3.4.
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7-channel 19-channel
multispectral camera multispectral camera
Monochrome
camera
- uEye UI-2240-M (IDS Imaging,
Obersulm, Germany)
- SciCam SC4022 (EHD Imaging
GmbH, Damme, Germany)
- CCD sensor: Sony ICX205 - CCD sensor: Kodak KAI-4022
Interference
filters
- 7 filters (LOT-Quantum-Design
GmbH, Darmstadt, Germany)
- 19 filters (LOT-Quantum-
Design GmbH, Darmstadt, Ger-
many)
- central wavelengths between
400 and 700 nm in 50 nm steps
- central wavelengths between
400 and 760 nm in 20 nm steps
- bandwidths of ca. 40 nm - bandwidths of ca. 20 nm for the
400 nm-filter and ca. 10 nm for
the others
Objective lens Nikon AF-S DX 18-70 mm 1:3.5-
4.5
Zeiss Vario-Sonnar T* 3.5-
4.5/28-70
Table 2.1: Characteristics of the multispectral cameras based on monochrome sensors utilized in this
work.
Geometry
Several measurement geometries are recommended in the German norm DIN 5033-7. The geometry
45/0 stands for a light source illuminating the observed sample under an angle of 45◦ and an acquisition
perpendicular to the sample’s surface, i.e., under 0◦. The inversion of this geometry with an illumination
under 0◦ and an acquisition device under 45◦ is the geometry 0/45. For the geometry d/8, a diffuse
illumination lights the sample from the whole half-space, and the measurement is performed from the
angle 8◦. The case of a directed illumination under 8◦ and a measurement of the reflected rays for the
whole half-space is grasped with the geometry 8/d [59].
The multispectral acquisitions were performed in the geometry 45/0 during this thesis, except for the
goniometric acquisitions explained in Chapter 7.3.
White reference
A perfect white surface is defined as a surface that reflects the light in all directions equally with the
reflectance factor 1 [60, 55]. Berns provides a more complete definition: a perfect reflecting diffuser is an
“ideal reflecting surface that neither absorbs nor transmits light, but reflects diffusely, with the radiance
of the reflecting surface being the same for all reflecting angles, regardless of the angular distribution of
the incident light”. Then, the reflectance factor for any sample other than the perfect reflecting diffuser
is “the ratio of the reflected light from a specimen in comparison to the reflected light from a perfect
reflecting diffuser under identical specified geometric conditions” [15, p. 10].
Such a perfect diffuser does not exist in reality and other white references are utilized for color ac-
quisitions instead. White standards are materials whose reflectance characteristics are close to those of
a perfect reflecting diffuser. Primary standards are then the first material standards whose reflectance
characteristics can actually be measured radiometrically, often by national metrology institutes (for in-
stance the Physikalisch-Technische Bundesanstalt, PTB, in Germany). The standards utilized for daily
measurements are the work standards. They can be made of ceramic, glass or enamel for instance. Their
spectral reflectance characteristics must be linked to those of a primary standard [60].
For each multispectral acquisition performed during this thesis, a white reference was acquired. It was
either a primary standard with radiometrical data measured by the PTB (a reference made of pressed
barium sulfate) or a white ColorChecker (X-Rite, Inc, Grand Rapids, USA). The latter work standard
was measured with a spectrometer and the primary standard as well. This gave access to the spectral
reflectance of the work standard relative to the primary standard. The reflectance functions of both white
14
2.4 Aberrations in multispectral cameras
references were therefore known accurately, and consequently so was the spectral power distribution of
the light source.
2.3.4 Evaluation of color differences
The color accuracy of a multispectral camera requires as inputs reference data about the acquired stimuli
that are measured for instance with a spectrophotometer, and the data given by the multispectral camera
after estimation of the underlying spectra. Various metrics can be utilized to measure color accuracy.
They are based on CIE color differences, on the differences between spectral curves or on weighted root
mean squared metrics [111]. But as stated by Imai et al., no metric turned out to be “conclusively
superior to others for all purposes” and rather “a combination of the metrics should be used to explore
particular advantages of each metric”. In this work, two metrics are thus utilized for the evaluation of
color accuracy: one CIE color difference and one using the spectral curves.
The CIEDE2000 color difference ∆E00 [47] is calculated with the reference and the estimated color
information expressed in the CIELAB color space (see Section 2.2.2) and considers the human vision
in its calculation. The color difference ∆E∗ab was an earlier, more simple version of color differences
in the CIELAB color space and considered solely the euclidean norm between two color points. ∆E∗ab
approximated the perceived color differences only on some conditions: the compared color stimuli should
have almost the same size and the same surrounding (white or gray), the light source should be D65
and the observation conditions should correspond to photopic vision [57]. This color difference had to be
improved since the CIELAB color space is poorly uniform. A few different advanced formulas have been
derived by modifying this euclidean distance, mainly with different weighting functions for lightness,
chroma and hue. CIEDE2000 color difference additionally includes a term expressing the interaction
between chroma and hue differences [157]. Due to its complicated formula, the implementation notes
from Sharma et al. [201] have been utilized for the calculation of ∆E00. The CIEDE2000 color difference
has a good correlation with the human perception of color distances, but its main drawback is that it
cannot detect metamerism well [111]. Values of ∆E00 below 1 correspond to color differences that are
not noticeable, and values below 3 are still satisfactory.
The goodness-of-fit coefficient GFC [111] utilizes directly the reference and the estimated spectral
curves for its calculation. With r(λ) the spectral stimuli acquired by the camera and rˆ(λ) the spectrum
estimated based on the camera values, the GFC is defined by
GFC =
∣∣∣∑j r(λj)rˆ(λj)∣∣∣√∣∣∣∑j (r(λj))2∣∣∣√∣∣∣∑j (rˆ(λj))2∣∣∣ . (2.9)
The spectral data are here considered at the discrete wavelengths λj . The drawback of GFC is that it
does not take human vision into account. A good spectral match corresponds to GFC > 0.999 and an
excellent spectral match to GFC > 0.9999 [111].
2.4 Aberrations in multispectral cameras
Multispectral images acquired with cameras that feature a filter wheel are affected by aberrations. They
are mainly caused by the optical filters that present different tilt angles, refraction indices and thicknesses
due to their manufacturing and positioning into the filter wheel. In the optical model shown in Fig. 2.7,
the objective lens is a thin lens and the color filter is a parallel plate. The rays represented in blue
correspond to an optical system with only the lens and no color filter. They focus on a given point
shown by a blue dot. When a filter is inserted in the ray path, the rays are refracted on its both surfaces
and their path is modified as shown in magenta. The focus point is then at a slightly different position,
as shown by the corresponding magenta dot. These aberrations caused by the filter have transversal
components, i.e., along the sensor plane which is perpendicular to the optical axis, as well as longitudinal
components, i.e., along the optical axis.
When aberrations are measured with respect to the case where no color filter is present, an absolute
calibration of the system is performed. In practice for multispectral imaging, a color channel is chosen
as a reference channel in order to select the optimum settings of the objective lens and these settings are
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lens filter
focus point
without filter
focus point
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optical
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Figure 2.7: Aberrations appear in filter wheel multispectral cameras because of the filters. Without any
color filter, the rays (in blue) are imaged by the thin lens at a given position. With the introduction of a
filter and refraction of the rays at its surfaces (in magenta), the focus point is shifted. The displacement
has a component along the optical axis and perpendicular to the axis.
not modified for the other color channels. For this reason, the relative calibration is also of large interest
for this work. It concerns the measurement of aberrations when a given filter is in the ray path compared
to the case where another filter is utilized.
Indeed, all the color filters have slightly different angles, thicknesses and refraction indices. If each
color channel has slightly different aberrations, defects like color fringes appear in the multispectral
image. To remove them, the aberrations are measured relative to the reference color channel, and then
compensated so that all the color channels match this reference color channel. An absolute calibration is
not necessary.
In this section, the main results concerning transversal and longitudinal aberrations in multispectral
cameras that were obtained by Johannes Brauers at the Institute of Imaging and Computer Vision [26]
are summarized.
2.4.1 Transversal aberrations
Model
In order to analyze the transversal aberrations, Brauers [26] developed a physical model of the filter
wheel camera where the camera optics is a pinhole camera and the filters are parallel plates. In Fig. 2.8,
only the rays passing through the projection center of the pinhole camera are represented. The rays
corresponding to imaging without any filter are shown in blue. They form the image point xu on the
image plane. If a filter s is inserted in the ray path, they are distorted (magenta rays) and lead to the
image point xs. The rays that are perpendicular to the color filter are not distorted, which means that
one image point does not suffer from filter aberrations, namely the essential point. As stated in [30], the
displacement between the distorted image point xs and the undistorted image point xu is the sum of a
displacement depending on the position xu and of a global shift that is the same for the whole image
plane. This can be modeled by an affine distortion
xs = H
abs,f
s ·
(
xu
1
)
, (2.10)
where the matrix Habs,fs ∈ R2×3 expresses the absolute affine distortion caused by the filter, i.e., compared
to the undistorted image positions xu. This matrix has only four entries H
abs,f
s,11 , H
abs,f
s,13 , H
abs,f
s,22 and H
abs,f
s,23
different from 0:
Habs,fs =
(
Habs,fs,11 0 H
abs,f
s,13
0 Habs,fs,22 H
abs,f
s,23
)
. (2.11)
With another filter, let’s say the reference filter r, the object point would be imaged at position xr.
The image point xs in the selected color channel s can also be compared to the image point xr in the
reference color channel r. This leads to another affine model
xs = H
f
s ·
(
xr
1
)
(2.12)
with another matrix Hfs ∈ R2×3 expressing the filter aberrations relative to the reference color channel.
This matrix is similar to Habs,fs , i.e., with two entries equal to 0 (see Eq. (2.11)).
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Figure 2.8: Physical model of transversal aberrations caused by the filters. Without any filter (blue rays),
the object point is imaged on position xu on the image plane. With a filter s in the ray path, the distorted
image point is shifted to the position xs (magenta rays). With another filter r that has another tilt angle,
refraction index or thickness, the object point is imaged at another position xr. Adapted from [26, Fig.
3.1].
Since two different color channels with different color filters and thus concerning different wavelength
ranges are compared, chromatic aberrations also play an important role in the aberrations appearing in
the multispectral camera. Brauers chose to model the chromatic aberrations with an affine transformation
(Other, more complete models for the chromatic aberrations were developed during this thesis and are
exposed in Section 5.2). Finally, the image point x
′
s distorted by filter s and by chromatic aberrations
can be related to the image point x
′
r distorted by the reference filter r and by chromatic aberrations.
The complete aberrations that are caused by filters and objective lens correspond to an affine model
x
′
s = H
comp
s ·
(
x
′
r
1
)
, (2.13)
with the matrix Hcomps ∈ R2×3 expressing the affine transformation for the complete aberrations of
channel s with respect to the reference channel r.
Measurement
With this physical model and a multispectral image containing transversal aberrations in mind, the dif-
ferent parameters of the model can be estimated. The image is first divided into small blocks, e.g., in
10 × 10 blocks, and the displacement of each block between the color channel s and the reference color
channel r is calculated. Then, using the displacements calculated for each block, the parameters of the
physical model given in Eq. (2.13) are calculated for the whole image plane. Since the displacement can-
not be estimated well for image blocks that do not contain enough textured elements, such blocks are not
considered for the calculation of the parameters. Moreover, some errors in the measurement of block dis-
placements cannot be avoided. For this reason, the random sample consensus algorithm (RANSAC) [72]
completes the calculation of the parameters and ensures that erroneous block displacements are not taken
into account for the calculation of the parameters of the global aberration model.
The calculation of block displacements is performed using block matching. The displacement search
is constrained to possible displacements of ±7 pixels in each direction for instance. In this search area,
the best match is chosen using mutual information as a similarity metric because of the possible contrast
inversions that appear between color channels. The displacement search is refined around the position
that gives the largest value of mutual information. The aim is to obtain a subpixel displacement and
the most precise aberrations model over the whole image afterward. Subpixel accuracy is obtained by
interpolating with a bi-quadratic function the values of mutual information on the 3× 3 neighborhood of
the position with the largest value, and searching for the maximum value on these interpolated data.
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2.4.2 Longitudinal aberrations
Model
The longitudinal aberrations appearing in filter wheel multispectral cameras are caused by the shift of the
focal plane along the optical axis when a color filter different from the reference filter is inserted. These
aberrations result in blurred color channels, which can be seen as a convolution with a lowpass filter. In
a more general case, the imaging pipeline to obtain the image I degraded by longitudinal aberrations is
described by the convolution of the original image O, which is free of distortions, with the point spread
function P of the imaging system
I = O ∗ P , (2.14)
where ∗ stands for a convolution. In real imaging systems, acquisition noise should be added, but it was
neglected here for clarity.
Some research groups modeled the point spread function (PSF) with cylinder functions for instance,
but Brauers sought a more accurate estimation of the PSF [28]. It can indeed be calculated by trans-
forming Eq. (2.14) into the Fourier domain. By neglecting the noise, the optical transfer function F (P )
of the system can be approximated by
F (P ) = F (I)F (O) (2.15)
with F (P ) the Fourier transformed of the PSF P , F (I) the Fourier transformed of the distorted image
I and F (O) the Fourier transformed of the original, undistorted image O. Once the PSF is calculated,
the distorted image I can be deconvolved in order to compensate for the longitudinal aberrations and to
estimate the original image O.
Measurement
Brauers [26] simulated the longitudinal aberrations caused by filters with a state-of-the-art software and
noticed that the PSF is not the same over the whole image plane. It is rather a function that depends on
the image position but varies slowly enough so that the PSF of a small region can be approximated by
one unique PSF. For this reason, he calculated the PSF in small blocks over the image. As previously for
the transversal aberrations, the image plane is subdivided into blocks and the longitudinal aberrations
are measured separately for each block.
The calculation of the optical transfer function F (P ) in Eq. (2.15) shows that F (O) should contain
no value that equals 0. This is taken care of by using the image of a white Gaussian noise which shows
a homogeneous representation in the frequency domain, covering all the frequency components with no
zero value. Then, post-processing steps such as regularization and reduction of noise are performed. The
omission of noise in Eq. (2.15) is therefore counterbalanced.
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Sensitivity of multispectral cameras
The spectral sensitivity of an imaging device, also called spectral responsivity, was defined by Burke as
“the variation of the output as a function of the wavelength of the incident light” [35, p. 633]. This
wavelength dependency is mainly caused by the electrons whose energy varies with the wavelength and
by the transmissivity properties of the materials utilized on the sensor surface.
When working with multispectral cameras, the aim is to have access to the reflectance spectra of a
scene using the intensities available in the different color channels of the camera. Several possibilities
to recover this spectral data have been analyzed by Burns and Berns for multispectral cameras with
narrowband color channels [36]. On the one side, they utilized straightforward interpolation algorithms
in order to approximate the spectral values for the wavelengths between the center wavelengths of the
different narrowband color channels. On the other side, they applied principal component analysis using
spectral data collected from known color samples in order to predict the spectral reflectance of the
acquired objects. Another solution presented by Mansouri et al. is the utilization of neural networks to
recover spectral reflectance functions, based on a learning phase with color fields of a color checker with
known characteristics [162]. The purpose of this work was rather the exact reconstruction of the acquired
spectral reflectance functions without any training data. This actually requires the accurate knowledge
of the spectral sensitivity of the camera. Its estimation is the topic of this chapter.
The mathematical modeling of the considered image acquisition pipeline is first derived in Section 3.1,
together with a detailed state of the art of algorithms for recovering the spectral sensitivity of diverse
types of cameras. Then, the spectral characterization as it was performed within this work is described:
it includes the experimental setup itself as well as two calibration methods and four reconstruction
algorithms. The results of spectral characterization are presented in Section 3.3. Effects of parameters of
reconstruction algorithms were analyzed and manufacturer data as well as simulated data were utilized
for the evaluation of the algorithms, in order to finally calculate the spectral sensitivity functions of the
7-channel and of the 19-channel multispectral cameras. Different methods are then exposed for recovering
the acquired spectral reflectance functions once the spectral sensitivity functions of the camera are known.
Before the conclusions, an additional application to extend the sensitivity range of the camera and its
advantages are developed.
First knowledge concerning the spectral characterization of the 7-channel multispectral camera has
been summarized in [133] and then corroborated with well-founded analyses in [134]. Here, a more
complete state of the art concerning the possible estimation methods for the spectral sensitivity functions
of cameras is presented. Results concerning the 7-channel camera are more detailed. Moreover, the results
concerning the 19-channel multispectral camera, whose color channels have bandwidths approximately 4
to 5 times narrower than those of the 7-channel camera, are also taken into consideration.
3.1 Introduction
In this section, the image acquisition pipeline and the corresponding mathematical modeling are ex-
plained, and an overview over the spectral characterization of cameras is given.
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3.1.1 Mathematical expression of image acquisition
Let us consider an imaging system with the spectral sensitivity scam(λ). Within the scope of this work,
this system corresponds to a monochrome sensor and an objective lens with or without a color filter
positioned between them. The spectral sensitivity scam(λ) of the system thus comprises the spectral
characteristics of the lens and of the sensor and possibly the spectral transmission of the color filter. A
stimulus with spectral function r(λ) is acquired by the imaging system and leads to the gray value g˜ by
g˜ = T
(
A · T ·
∫
λ
r(λ) · scam(λ) dλ
)
, (3.1)
where A is the sensor area, T the exposure time and T the camera transfer function. This function
describes the nonlinear transformations occurring in digital cameras where the irradiated energy (optical
information) is transformed into a sensor value (electrical information). The camera transfer function
is measured separately by a radiometric measuring setup where a light source, e.g., the output of an
Ulbricht sphere, is imaged by the camera from different distances. The different distances correspond to
different irradiance values on the sensor [31, 75]. After compensation of the camera transfer function T ,
the corrected gray value g = T −1 (g˜) is obtained with the inverse camera transfer function T −1.
The sensor area A remains the same for the whole acquisition procedure. If the exposure time T is
not modified, the factor A · T in Eq. (3.1) can be set to 1. This results solely in the multiplication by a
same constant factor of the spectral curves estimated in the following. Using a discrete representation of
the spectral functions with qλ equidistantly sampled wavelengths, namely λ1 to λqλ , the corrected gray
value becomes
g = rT · scam , (3.2)
where r ∈ Rqλ×1 is the vector containing the sampled stimuli reaching the camera and scam ∈ Rqλ×1 the
vector containing the sampled spectral sensitivity of the imaging system. The transpose of a matrix is
denoted by (·)T .
For the spectral characterization of a camera, the acquisition of solely one spectral stimulus r is not
sufficient. Rather, a certain amount qspec of different stimuli have to be acquired. The corrected gray
values corresponding to these stimuli are written in the column vector g ∈ Rqspec×1: this vector exhibits a
linear relation to physical quantities since the inverse camera transfer function has already been applied.
Similarly, the different spectral stimuli are arranged in the matrix R ∈ Rqspec×qλ . The camera sensitivity
scam cannot be reconstructed precisely if qspec < qλ, so qspec ≥ qλ stimuli must be acquired. Moreover,
the rank rk (R) of matrix R should be at least qλ. Finally the mathematical model expressing the camera
acquisition is
g = R · scam , (3.3)
with
g =

g1
g2
...
gqspec
 and R =

r
T
1
r
T
2
...
r
T
qspec
 . (3.4)
In real acquisition systems, acquisition noise must also be added. Because of this measurement noise, an
inversion (or pseudo-inverse, depending on whether qspec = qλ or not) of the matrix R is not sufficient
to estimate the spectral sensitivity scam. Instead, diverse algorithms can be utilized for the estimation,
as explained in the following.
3.1.2 State of the art
Most of the papers found in the literature deal with the characterization of RGB cameras [6, 7, 12,
23, 38, 64, 71, 90, 95, 106, 167, 176, 178, 194, 234] since this type of digital cameras is widespread for
consumers, research and industry. The characterization of RGB scanners is mathematically very similar
to the one of RGB cameras. However, it can be solved more easily since the acquisition environment
ensures that light source and acquisition geometry remain constant [71, 200]. Monochrome cameras and
their characterization are still of interest [91, 124, 234], since they can be the basis of other optical
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systems like multispectral cameras. Indeed, the estimation of the spectral sensitivity of multispectral
cameras has also been analyzed, for cameras composed of monochrome sensors and colors filters [91, 184]
as well as for cameras composed of RGB sensors and optical filters [169, 228]. Spectral characterization
of imaging devices is also an important issue for remote sensing, where hyperspectral cameras or imaging
spectrometers are utilized [78]. It is also common to simulate diverse camera types as a complement to
the evaluation of characterization algorithms: this enables the direct comparison of estimated sensitivity
function with synthetic data [12, 64].
Acquired stimuli
For the estimation of spectral sensitivity function of cameras, spectral stimuli r(λ) have to be acquired.
They are often realized by narrowband light sources acquired directly by the camera, for instance by
placing narrowband interference filters in front of a light source [167, 234] or, a liquid crystal tunable
filter illuminated by daylight [155]. More accurate and narrower stimuli are obtained with a monochro-
mator [177]. It is also possible to acquire different narrowband light sources simultaneously by imaging
small light sources coupled with interference filters and placed on an array, as proposed by Hawkins [95].
Monochromatic light can also be projected on a white reference instead of being imaged directly by the
camera [176]. Bongiorno et al. [23] proposed the acquisition of a spectralon reflectance target illuminated
by a broadband light source equipped with a linear variable edge filter, i.e., a spatially varying bandpass
optical filter with wavelength 380 nm at one end and wavelength 745 nm at the other.
Another possibility is to acquire broadband stimuli. For instance, a color chart containing different
color patches is often utilized [2, 12, 43, 64, 178, 184, 234]. If a few different LED light sources illuminate
successively the color chart, the measured data form a better training set [228]. Shadows that can appear
on such color targets can be measured and compensated for [194]. Bu¨ttner et al. [38] did not acquire
an object with broadband spectral reflectance characteristics, but rather a light source with broadband
color filters in front of it.
Estimation algorithms
Different algorithms can lead to the estimation of the spectral sensitivity of cameras using these spectral
stimuli acquired by the camera and the mathematical expression of the acquisition from Eq. (3.3). A
straightforward pseudo-inverse does not perform well for real acquisitions, since noise appears in the
acquisition process.
If narrowband spectral stimuli are acquired, it is possible to utilize a straightforward regression,
i.e., to simply allocate the measured value for a narrowband signal to the wavelength corresponding
to its central wavelength [106, 155, 176]. In different papers dealing with multispectral cameras, no
details about spectral characterization are given and it is assumed that a straightforward regression was
utilized [19, 22, 37, 78, 124, 169, 240].
In the more general case, where the acquired stimuli are not ideally narrowband signals, other algo-
rithms must be utilized. Nystro¨m [171] avoided the pseudo-inverse and represented the acquired spectral
stimuli by a linear combination of smooth basis functions. The Wiener estimation [183] utilizes a-priori
knowledge about the reconstructed signal that has to be estimated, but this information can also be
approximated if not available. This method can be utilized to estimate the spectral sensitivity of cam-
eras [106]. A linear estimation has been proposed by Paulus et al. [178], in which the smoothness of
reconstructed signals can be weighted in a cost function. Hardeberg et al. [90, 91] presented the estima-
tion of spectral characteristics by a singular value decomposition in which only the largest eigenvalues are
kept. Sharma and Trussell [200] estimated the spectral sensitivity of scanners using principal eigenvectors
on the one side and projection onto convex sets on the other side. The latter algorithm outperformed the
principal eigenvectors method, but its result strongly depends on the starting point of the algorithm [234].
Often, a cost function taking into account different constraints about the estimated sensitivity is
minimized. For instance, absolute errors and roughness are penalized [38, 177], or the sensitivity is
constrained to positive values. Quadratic programming is utilized similarly [228] and can incorporate
different linear inequalities to reflect the fact that the estimated spectral sensitivity should be positive,
band-limited and exhibit a certain amount of maxima [71]. Genetic algorithms can also be utilized
to estimate the spectral sensitivity of cameras. Ebner [64] completed genetic programming with several
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constraints on the spectral curves and Chatzis et al. [43] approximated the spectral responses with mixture
of Gaussian functions and minimized the errors with genetic algorithms.
Additionally, some unusual algorithms can be found in the literature. Alsam and Lenz [7] used
metameric blacks for spectral characterization of cameras. Since the metameric blacks represent the null
space of the camera, its sensitivity function can be calculated by searching the orthogonal complement to
this null space. Abed et al. [2] corrected the errors caused by the different geometrical configurations of the
camera and the spectrophotometer for their respective measurement. Barnard and Funt [12] performed
the joint characterization of spectral sensitivity and camera transfer function.
The algorithms compared for the spectral characterization of multispectral cameras in this study are
explained in Section 3.2.3. Four algorithms were selected: the straightforward regression, the estimation
using principal eigenvectors as explained by Hardeberg et al. [90, 91], the linear estimation developed by
Paulus et al. [178] and the Wiener estimation [106, 183].
Measurement of sensor and filters
As will be explained in Section 3.2.2, the particular comparison of two calibration methods for filter wheel
multispectral cameras is proposed here: on the one side, the joint calibration of the whole system (i.e.,
sensor + filters) and, on the other side the separate measurement of sensor and color filters, which is
named the separate calibration. The separate measurement of sensor and color filters for the characteri-
zation of multispectral cameras has already been explained earlier [185, 124]. However, it lacked on any
quantitative comparison with other measurements like joint measurement, which was sought in this work.
Moreover, a separate measurement is not always feasible, for instance when the filters are not accessible
in a multispectral camera with a closed housing. For these reasons, joint and separate calibrations are
compared in the following.
3.2 Spectral characterization of multispectral cameras
In this section, the experimental setup utilized for the measurement of spectral sensitivities as well as
the two different calibration methods are presented. Then, the four different reconstruction algorithms
compared here are explained.
3.2.1 Experimental setup
The spectral stimuli acquired for the spectral characterization of multispectral cameras utilized in this
work are obtained with a monochromator. The Cornerstone 130 1/8m monochromator (Oriel Instruments,
Newport Corporation, Irvine, USA) contains two gratings creating narrowband stimuli between 200 nm
and 1600 nm at the output port. As shown in Fig. 3.1, the light entering the monochromator (on the
right) is reflected onto the gratings that diffract the light. After other reflections, the light reaches the
output port of the monochromator (on the left) where it is acquired by a measuring device. The spectral
stimuli produced by the monochromator are narrowband signals. Their central wavelengths are modified
by rotating the optical grating and their bandwidths by selecting the width of the output slit.
For characterizing the camera, it is positioned at the output of the monochromator with the objective
lens fixed on it. The light originating from the monochromator then covers only a central region of
the sensor. This region is automatically detected by thresholding the sensor values and applying a
morphological erosion. The mean value over the detected region is then calculated and saved as camera
value for each monochromator stimulus. The region as well as the exposure time T are kept constant for
all the qspec spectral stimuli and all the spectral channels of the camera.
The light source positioned at the input port is a halogen light source. Its spectral power distribution
covers the whole visible wavelength range. Its good constancy over time guarantees that changes of
the stimuli produced by the monochromator are only caused by the rotation of the gratings. If values
acquired by the camera change, it is thus only caused by the modification of spectral stimuli and not by
modification of the lightness of the illumination.
The stimuli from the monochromator have to be known in order to have access to the matrix R. They
were measured by a spectrophotometer CS-2000 (Konica-Minolta, Inc., Japan). It measures spectra in
the complete visible wavelength range between 380 nm and 780 nm in 1 nm steps. The spectral functions
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Figure 3.1: Ray diagram of a monochromator, adapted from [208]. The rays emerge from the light source
at the input of the monochromator and are collimated to the optical grating where they are diffracted.
They are then focused onto the output port where the narrowband radiation is acquired either by a
camera or by a spectrophotometer.
of Eq. (3.2) are actually sampled with the same wavelengths, i.e., there are qλ = 401 measurement
points for each measured spectrum and λ1 =380 nm and λ401 =780 nm. Here in particular, there were as
many spectral stimuli as sampled wavelengths, namely qspec = qλ = 401: the central wavelengths of the
monochromator stimuli were set to the wavelengths λ1 =380 nm to λ401 =780 nm in steps of 1 nm. The
matrix R ∈ R401×401 thus had a range of 401 and satisfied the condition described in Section 3.1.1.
3.2.2 Calibration methods
The spectral sensitivity of the multispectral cameras used in this work can be measured using two different
calibration methods. Indeed, in the 7-channel camera as well as in the 19-channel camera, an empty
position is available in the filter wheel and allows acquisitions without any color filter in the ray path.
For this reason, it is possible to calibrate the monochrome camera (corresponding here to the mono-
chrome sensor and the objective lens) and the color filters separately. This calibration is named separate
calibration here. The monochrome camera is characterized by a reconstruction algorithm using the stim-
uli from the monochromator as input. The transmission properties of the color filters are measured with
a spectrophotometer CS-2000. The spectral sensitivity of the multispectral camera is then obtained by
multiplying the spectral curve of the monochrome camera with the 7 or 19 transmission curves of the
color filters, depending on the multispectral camera.
The other possibility is to consider the multispectral camera as a whole system for the joint calibration.
The monochrome sensor, color filters and objective lens are then measured simultaneously using the
monochromator output as stimuli and a reconstruction algorithm to recover their spectral characteristics.
monochrome 
camera and 
objective lens
filter wheel
spectral curves 
 
   spectral sensitivity of the camera 
estimated using monochromator 
measurements and 
reconstruction algorithm 
   7 or 19 transmission curves 
measured with spectroradiometer
Separate calibration:
 
7 or 19 curves estimated 
using monochromator 
measurements and
reconstruction algorithms
Joint calibration:
spectral sensitivity transmission curves
Figure 3.2: Joint and separate spectral calibration of multispectral cameras.
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These two calibration methods are summarized in Fig. 3.2. Since the monochrome camera can be
obtained from the multispectral camera by a simple rotation of the filter wheel to the empty position and
without changing any other element of the camera, only small modifications of the camera are needed
for characterization with separate calibration or with joint calibration.
A delicate point is the measurement of the interference color filters. The narrowband filters are mainly
characterized by their bandwidths, their central wavelengths and their maximum transmittance values.
The two last parameters are considerably influenced by the angle of incidence of light reaching the filters.
For instance, the central wavelength λ0 of an interference filter is often given for incident rays reaching
the filter orthogonally. But for rays with other angles of incidence, the central wavelength is shifted
towards shorter wavelengths to the central wavelength λ¯0. This wavelength is a function of the angle of
incidence θi according to
λ¯0 (θi) = λ0
√
n¯2 − (sin θi)2
n¯
, (3.5)
where n¯ is the effective refractive index of the filter [35, p. 439]. This index is available in the filters’
technical data sheet. The interference filters utilized in this work have effective refractive indices of 1.45
for central wavelengths of 460 nm or less and effective refractive indices of 2.05 for central wavelengths
of 480 nm or more, for the filters of the 7-channel camera as well as those of the 19-channel camera.
Equation (3.5) can be approximated by λ¯0(θi) = λ0 · (1− θi/2n¯2) for small angles of incidence, as stated
in [142]. For the acquisitions performed within this work, the objects had a maximum size of 30 cm and
the camera distance was at least 120 cm. Considering the color filters of both multispectral cameras, the
maximum shift between λ0 and λ¯0 (θi) thus reaches 1.69 nm. This corresponds to a maximum shift valid
on the edges of the sensor and for the extreme acquisition position 120 cm and the extreme object size
30 cm. The shift of central wavelength was therefore neglected for the characterization of multispectral
cameras.
3.2.3 Reconstruction algorithms
For the spectral characterization of the multispectral cameras used in this work, four reconstruction
algorithms have been implemented and compared: the straightforward regression, an algorithm taking
principal components into account, a linear estimation and the Wiener estimation.
3.2.3.1 Straightforward regression
Mauer and Wueller [167] stated that no particular algorithm has to be utilized for the estimation of
spectral sensitivity if the acquired spectral stimuli are indeed narrowband, do not overlap and cover the
whole wavelength range the camera covers. In particular, this can be the case if narrowband stimuli from
a monochromator are utilized [176]. This reconstruction is denoted “straightforward regression” here.
Campos et al. [39] found out that it can be utilized for silicon photodiodes if the acquired spectral stimuli
are monochromator signals with bandwidths below 20 nm.
In the case of ideal monochrome stimuli ri, i = 1 . . . qspec, with central wavelengths in the wavelength
range between λ1 and λqλ and with qspec = qλ, the matrix R from Eq. (3.4) becomes a diagonal matrix
R =

r1(λ1) 0 · · · 0
0 r2(λ2)
. . .
...
...
. . .
. . . 0
0 · · · 0 rqspec(λqλ)
 , (3.6)
since the stimuli values outside the central wavelengths are zero. Equation (3.3) can be inverted and
consequently, the spectral sensitivity of the camera is estimated by sˆcam,S with this method:
sˆcam,S =

g1/r1(λ1)
g2/r2(λ2)
...
gqspec/rqspec(λqλ)
 . (3.7)
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Real narrowband stimuli have a spectral distribution with a certain bandwidth around the central
wavelength. Therefore, the inversion of matrix R does not simply come down to the inversion of its
diagonal elements. But with straightforward regression, real narrowband stimuli are handled like ideal
ones, i.e., as if they were monochrome stimuli at wavelengths λ1, λ2, . . . , λqλ .
The assumption of non overlapping stimuli found in [167] is not valid for the measurements performed
in the scope of this work. Indeed, the stimuli produced by the monochromator have bandwidths of about
3 nm and their central wavelengths spread the wavelength range between 380 nm and 780 nm with steps
of 1 nm. Nevertheless, the straightforward regression has been implemented in order to compare it to the
other reconstruction algorithms.
3.2.3.2 Estimation with principal eigenvectors
The aim of the algorithm using principal eigenvectors is to make spectral estimation more robust against
noise, since only the singular vectors from the singular value decomposition with the largest eigenvalues
are kept [90]. The singular value decomposition of the matrix R containing the acquired stimuli is
R = U ·Σ ·VT , (3.8)
where U ∈ Rqspec×rk(R) and V ∈ Rqλ×rk(R) are unitary matrices and Σ ∈ Rrk(R)×rk(R) is a diagonal
matrix containing the singular values of matrix R. rk (·) stands here for the rank of a matrix.
Recalling Eq. (3.3), a transformation similar to an inversion should be applied to the matrix R in
order to estimate the spectral sensitivity of the camera. Let σi with i = 1, . . . , rk (R) be the singular
values of matrix R sorted in descending order. They are contained in the diagonal of Σ. Inverting directly
the matrix R would lead to the matrix V ·Σ−1 ·UT with
Σ−1 =

1/σ1 0 0 · · · 0
0 1/σ2 0
...
0 0
. . .
. . .
...
...
. . .
. . . 0
0 . . . . . . 0 1/σrk(R)

. (3.9)
This means that the small singular values σi would lead to large diagonal values 1/σi and would amplify
tremendously the influence of eigenvectors that are not necessary for the reconstruction of the signal, for
instance those corresponding to noise. For this reason, only the γ largest singular values are kept in the
matrix Σ−1 and the other diagonal elements are set to zero. This corresponds to the following diagonal
matrix:
Σ−1γ =

1/σ1 0 0 · · · · · · · · · 0
0 1/σ2 0 0
...
. . .
. . .
. . .
...
0 0 1/σγ 0
...
...
. . . 0
. . .
...
...
. . .
. . . 0
0 0 0 · · · · · · 0 0

. (3.10)
The modified inversion of matrix R becomes V · Σ−1γ · U
T
. Finally the camera sensitivity sˆcam,PE
estimated by the estimation with principal eigenvectors is given by
sˆcam,PE = V ·Σ−1γ ·U
T · g (3.11)
and depends on the parameter γ corresponding to the number of singular values of the matrix R that
are kept for the estimation. Its influence is analyzed in Section 3.3.2.
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3.2.3.3 Linear estimation
In the linear estimation developed by Paulus et al. [178], a few assumptions concerning the spectral
characteristic of cameras are made: it should be positive, smooth and unimodal, i.e., it should feature
only one clear maximum. The smoothness means that the spectral sensitivity sˆcam,L estimated with this
linear method must have a low first derivative. This corresponds to a low value of ‖D1 · sˆcam,L‖, with
‖·‖ the Euclidean norm of a vector and D1 the deriving matrix defined by
D1 =

1 −1 0 0 · · · 0
0 1 −1 0 · · · 0
0 0 1 −1 . . . ...
...
. . .
. . .
. . . 0
0 0 · · · 0 1 −1
 ∈ R
qλ×qλ . (3.12)
This leads to the following optimization criterion for linear estimation
‖R · scam − g‖2 + α · ‖D1 · scam‖2 . (3.13)
Its aims are minimizing the errors on the corrected gray values with the first term and minimizing the
roughness of the sensitivity with the second term. The importance of the roughness term is weighted
by the factor α. The spectral sensitivity sˆcam,L estimated with this linear method and minimizing the
previous criterion [178] is then
sˆcam,L =
(
R
T ·R + α ·D1
T ·D1
)−1
·RT · g . (3.14)
Its parameter α controls the smoothness of the estimated sensitivity, as shown in Section 3.3.2.
3.2.3.4 Wiener estimation
The Wiener estimation takes the covariance Wss of the spectral sensitivity scam and the covariance Wnn
of the noise into account, as explained in [183] for instance. With this method, the estimated spectral
sensitivity sˆcam,W is
sˆcam,W = Wss ·RT ·
(
R ·Wss ·RT + Wnn
)−1
· g . (3.15)
Since the spectral sensitivity scam of the camera is not known exactly, its covariance matrix Wss is
approximated by an autoregressive model
Wss = σs ·

1 ρ ρ2 · · · ρqλ−1
ρ 1 ρ · · · ρqλ−2
ρ2 ρ 1
...
...
...
. . . ρ
ρqλ−1 ρqλ−2 · · · ρ 1
 ∈ R
qλ×qλ , (3.16)
with σs the variance of the spectral sensitivity curve scam and ρ a correlation factor verifying |ρ| < 1.
Because the monochrome sensor is assumed to have a smooth spectral characteristic, the interference
filters have smooth transmission curves and the sampling rate of the spectral measurements is high, a
high correlation factor was chosen: ρ = 0.99. The variance σs was approximated by the variance of the
corrected gray values g, since the variance of the spectral sensitivity of the camera was not available.
The measurement noise is uncorrelated, the noise covariance matrix Wnn was thus approximated by
the diagonal matrix
Wnn = σn ·

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
 ∈ Rqspec×qspec , (3.17)
where σn is the noise variance. Since the noise itself cannot be measured, it was approximated with the
high frequencies in the corrected gray values vector g. A smoothed version of the vector was subtracted
from itself, and the variance of this signal was taken as noise variance σn.
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3.3 Results of characterization
In this section, the simulation of the whole acquisition of monochromator stimuli is explained, since sim-
ulation was used for several evaluation steps. Then, the parameters required for two of the reconstruction
algorithms are analyzed. The estimated characteristics of the monochrome sensor are compared to the
data given by manufacturers in the sensor data sheets. Finally, the errors of the different algorithms for
different stimuli bandwidths are estimated with simulation, before the spectral characteristics of both
multispectral cameras are presented.
3.3.1 Simulation of acquisition chain
Several aspects of the spectral characterization of the multispectral cameras were evaluated by simulating
the whole acquisition chain. Certain spectral sensitivity curves were assumed for the multispectral cam-
eras: they were similar to the spectral curves available in practice. Then, certain spectral stimuli were
constructed for the output signal of the monochromator. Using these data, it was possible to simulate
the response of the multispectral cameras and evaluate the reconstruction algorithms.
First, the spectral stimuli coming from the monochromator were constructed. The real luminance
of the light source was measured with the spectroradiometer CS-2000. The bandpass behavior of the
monochromator was approximated by Gaussian functions defined by their central wavelengths and their
standard deviations. The central wavelengths were the same as for the real measurement conditions,
namely 380 nm to 780 nm in steps of 1 nm. The standard deviations varied from 0.010 to 10, which cor-
responds to bandwidths of about 0.024 nm to 24 nm. The monochromator spectral stimuli were obtained
by the multiplication of the spectral characteristic of the light source with the 401 Gaussian functions.
Then, the two multispectral cameras were simulated. Their spectral sensitivity curves were obtained
by calculating the mean values of the curves estimated using the two calibration methods (joint and
separate) and the four reconstruction algorithms (straightforward regression, principal eigenvectors, linear
and Wiener estimation). These spectral characteristics were utilized to simulate the whole acquisition
process by the cameras in accordance with Eq. (3.2). No additional noise was taken into account for the
simulation.
3.3.2 Parameters of characterization algorithms
As explained previously, the estimation of spectral sensitivity using principal eigenvectors (Eq. (3.11))
and the linear estimation (Eq. (3.14)) requires a parameter set by the user, respectively γ and α. The
impact of these parameters on the reconstructed spectral sensitivities is analyzed in the following.
3.3.2.1 Estimation with principal eigenvectors
The parameter γ in the principal eigenvectors algorithm controls the amount of eigenvectors utilized for
the signal reconstruction, as explained with Eq. (3.10). The maximum value for γ is the rank rk (R) of
matrix R ∈ Rqspec×qλ containing the acquired stimuli, which is rk (R) ≤ 401 for qspec = qλ = 401. In the
ideal case of monochromatic, non overlapping stimuli, the rank would equal 401.
Results of spectral characterization on the basis of the principal eigenvectors algorithm are shown in
Fig. 3.3 for the 7-channel camera. If the number of eigenvectors is too low, for instance γ = 75 in the figure,
it is not possible to reconstruct the spectral characteristics completely, because too much information is
missing. On the other hand, if too much eigenvectors are taken into account for the reconstruction, the
influence of noise cannot be reduced sufficiently, see the results corresponding to γ = 275. This holds for
the joint calibration in Fig. 3.3a as well as for the separate calibration in Fig. 3.3b. The best value for
the parameter amongst the values presented in the figure turns out to be γ = 175.
The influence of parameter γ was also analyzed using simulated acquisitions for different bandwidths
of the monochromator stimuli, as explained in Section 3.3.1. From synthetic characteristics of the 7-
channel camera, the spectral sensitivity functions estimated with both joint calibration and separate
calibration were compared using root mean square error (RMSE). Figures 3.4a and (3.4b) show the
errors of estimation for values of γ between 50 and 400 for monochromator stimuli of bandwidths 3 nm
and 5 nm respectively. The optimum parameter γ, i.e., the parameter leading to the minimum RMSE, is
written for each calibration method. The joint calibration (gray lines) requires less eigenvectors than the
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(a) Estimation using joint calibration (from [134])
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(b) Estimation using separate calibration
Figure 3.3: Estimation of spectral sensitivity of 7-channel camera with (a) joint and (b) separate ca-
libration with algorithm using principal eigenvectors. The results obtained with different numbers of
eigenvectors γ are compared. With too many eigenvectors (γ ≥ 225), the noise still has a strong influ-
ence on the estimation, whereas with too few eigenvectors (γ ≤ 125) the signal cannot be reconstructed
completely.
separate calibration (black dotted lines) in order to reach the minimum error. The optimum parameter
values are 250 for the joint calibration and 360 for the separate calibration with a stimuli bandwidth
of 3 nm, and 180 and 250 respectively with a stimuli bandwidth of 5 nm. This can be explained by the
broad bandwidth of the spectral sensitivity of the monochrome camera: it is much larger that the narrow
bandwidths of the different color filters and therefore requires more principal eigenvectors to be correctly
reconstructed. The RMSE curves remain flat around the optimum value, which shows that the choice of
the parameter is not critical and choosing a parameter value that is slightly different will not increase the
estimation error drastically. The optimum parameter γ was calculated for different stimuli bandwidths
between 0.024 nm and 24 nm and the results are summarized in Fig. 3.4c. For larger stimuli, the number of
eigenvectors γ can be smaller. For the bandwidth 3 nm corresponding to the real measurements performed
within this chapter, the optimum parameter obtained with the simulation would be γ = 295 for the joint
calibration and γ = 360 for the separate calibration. The real values utilized for this estimation were
smaller because acquisition noise was not taken into account for simulation.
3.3.2.2 Linear estimation
The weighting parameter α in the linear estimation controls the smoothness constraint of the optimization
criterion exposed previously in Eq. (3.13). The influence of the parameter is shown in Fig. 3.5 for the
joint and for the separate calibration. When the smoothness term does not have enough weight in
the optimization criterion, for instance for α = 0.0001 with the purple curves, the estimated spectral
sensitivities are degraded by noise. This is particularly visible on the summits of each color channel.
On the contrary, when the smoothness term has too much weight during the optimization, the estimated
spectral curves are too smooth. The joint calibration shown in Fig. 3.5a for the parameter values α ≥ 0.01
cannot be correct, since the spectral values of each color channel are larger than 0 even in the wavelength
ranges that are not transmitted by the corresponding color filters. This effect is weakened with the
separate calibration, since the spectral sensitivity of the monochrome camera is first estimated and then
multiplied by the transmission curves of the filters. The optimum value for the weighting parameter was
found to be α = 0.001 by these measurements.
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Figure 3.4: Optimal parameter γ obtained from simulation for spectral characterization with principal
eigenvectors algorithm with different bandwidths of monochromator stimuli. (a)-(b) Root mean square
errors (RMSE) of estimation for bandwidths 3 nm and 5 nm respectively, for joint calibration (gray lines)
and separate calibration (black, dotted lines). The optimal parameter corresponds to minimum error of
estimation and is written on the curves. (c) Resulting optimum parameters γ for all tested bandwidths
between 0.024 nm and 24 nm.
3.3.2.3 Parameters utilized for estimation
As the bandwidths of the color channels in the 7-channel camera and in the 19-channel camera are
different, the parameters of the estimation algorithms have to be slightly different too. The number γ of
principal eigenvectors must be larger for the 19-channel camera, otherwise information would be missing
for the reconstruction of its color channels. Similarly, the weight α for the smoothness term should be
smaller for the 19-channel camera.
The results of the previous paragraphs have been refined for the 7-channel camera with finer steps
between parameter values. Estimation parameters have been assessed for the 19-channel camera in a
similar way. Table 3.1 summarizes the parameters that were finally utilized for the characterization of
the multispectral cameras. The parameter for the Wiener estimation is also detailed in the last row.
It corresponds to the number of neighboring values taken into account for the smoothing explained in
Section 3.2.3.4.
Parameter
7-channel 19-channel
camera camera
For principal eigenvectors algorithm:
number γ of principal eigenvectors kept 200 225
For linear estimation:
weight α of smoothness term in optimization criterion 1.0 · 10−3 5.0 · 10−4
For Wiener estimation:
number of values taken into account for smoothing 5 5
Table 3.1: Parameters utilized for spectral characterization of both multispectral cameras with principal
eigenvectors algorithm, linear estimation, and Wiener estimation.
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(b) Estimation using separate calibration (from [134])
Figure 3.5: Linear estimation of spectral sensitivity of 7-channel camera with (a) joint and (b) separate
calibration. The results obtained with different weighting factors α are compared. Considering too large
weighting, e.g., for α ≥ 0.1 the reconstruction is too smooth, particularly for the joint calibration.
3.3.3 Comparison with manufacturer data
Sensor manufacturers provide spectral characteristics of their products in their data sheets. These spectral
data can therefore be compared to the spectral curves estimated with the four algorithms presented
previously. These results are shown in Fig. 3.6.
For the sensor of the 7-channel camera, the sensitivity is underestimated for small wavelengths at
λ <450 nm as well as for large wavelengths at λ >750 nm with the four reconstruction algorithms, see
Fig. 3.6a. The straightforward regression (yellow curve) estimates larger values than the other methods
for wavelengths under 450 nm and over 600 nm. The results of linear and of Wiener estimation are
quite similar. The reconstruction with the principal eigenvectors algorithm (blue curve) produces large
oscillations for wavelengths over 720 nm, which might be caused by the utilization of too few eigenvectors.
However, this is not an issue for the 7-channel camera, since its color filters do not transmit light at these
high wavelengths.
For the sensor of the 19-channel camera, the estimation algorithms underestimate the manufacturer
data for wavelengths under 475 nm and overestimate it for wavelengths over 525 nm, see Fig. 3.6b. As
it was the case for the 7-channel camera, results from linear and from Wiener estimation are similar.
The spectral curve estimated with the straightforward regression is slightly different, particularly around
450 nm and 580 nm. The estimation with principal eigenvectors still leads to oscillations that are especially
visible for wavelengths over 750 nm. The 19-channel camera contains color filters with central wavelengths
as high as 760 nm and it is more important to avoid these oscillations than with the 7-channel camera.
The parameter γ was thus set to a higher value for the 19-channel camera.
The differences between estimated spectral characteristics and data provided by the manufacturers
show the importance of measuring the spectral sensitivity of each sensor utilized for multispectral imaging.
Indeed, manufacturer data only corresponds to mean characteristic calculated over numerous different
sensors of the same type which can differ from each other.
3.3.4 Characterization errors from simulated acquisitions
For the simulation of the camera measurements (Section 3.3.1), the spectral sensitivities of the cameras
were actually known, which means that a ground truth was available. The sensitivity curves of the cameras
were estimated using joint and separate calibration and the four reconstruction algorithms. Since the
actual spectral sensitivities of the simulated cameras were available, it was possible to compare directly
the estimated spectral curves with them. The root mean square error (RMSE) is shown in Fig. 3.7a
for the 7-channel camera. Bandwidths between 0.24 and 24 nm were utilized for the monochromator
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Figure 3.6: Estimated sensitivity curves of the monochrome cameras (i.e., sensor + objective lens) utilized
in (a) 7-channel multispectral camera (from [134]) and (b) 19-channel multispectral camera, compared
with the data given by manufacturer.
stimuli. As shown in Fig. 3.7b, the spectral characteristics of the 19-channel camera were estimated only
with the separate calibration. On both graphics, a gray line indicates the bandwidth of 3 nm, which is
approximately the bandwidth of the monochromator stimuli of the real measurements performed in this
chapter.
For the 7-channel camera and low bandwidths under 1 nm, straightforward regression turns out to give
the lowest errors, see Fig. 3.7a. But for bandwidths larger than 3 nm and a sampling rate of 1 nm, this
method gets worse. The straightforward regression with joint calibration leads to the largest errors for
bandwidths above 4 nm. Generally, for each of the four reconstruction algorithms, the joint calibration
(solid lines) leads to results worse than the separate calibration (dashed lines). The reconstruction method
using principal eigenvalues (blue lines) is very accurate but requires an optimization of the parameter
γ for each bandwidth, as shown in Fig. 3.4. This optimization is laborious and not directly accessible
for real acquisitions. For the 19-channel camera, only the separate calibration was performed, since the
analysis of the 7-channel camera showed that it is the best calibration. Results are similar to the separate
calibration of the 7-channel camera, as shown in Fig. 3.7b. Still, the reconstruction of spectral sensitivity
with the straightforward regression leads to larger errors, with RMSE values between 0.0028 and 0.0031.
From this simulation, the most accurate reconstruction method turns out to be the principal eigenvec-
tors algorithm with a separate calibration. Nevertheless, the simulation does not include any acquisition
noise and the choice of parameter for this reconstruction algorithm strongly depends on the noise. For
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Figure 3.7: Root mean square error (RMSE) of spectral characteristics estimated based on simulated
cameras (from [134]). The estimation was performed for different bandwidths of the monochromator
stimuli. (a) For the 7-channel camera, the two calibration methods (joint and separate) as well as the
four reconstruction algorithms (straightforward regression, principal eigenvectors, linear estimation and
Wiener estimation) are compared. (b) For the 19-channel camera, only the separate calibration method
has been carried out. The bandwidth of 3 nm, corresponding to the real measurements, is indicated by
the gray line.
this reason, this result should be taken with care. The second best algorithm is the linear estimation
with separate calibration. Straightforward regression can lead to large errors and should be avoided. Fi-
nally, separate calibration gives more accurate estimation results than joint calibration. This is plausible,
since the sensor spectral sensitivity that covers a broader wavelength range is estimated separately and
the transmission characteristics of the filters are only multiplied afterwards. Small errors on the sensor
spectral sensitivity have thus a smaller influence than during joint calibration where the narrow spectral
functions of the color channels are estimated directly.
3.3.5 Spectral sensitivities of 7-channel and 19-channel cameras
After the first spectral measurements of the 7-channel camera, it became clear that the IR-cutoff filter
positioned in front of the sensor had to be removed. Indeed, the last color channel with central wavelength
at ca. 700 nm had a spectral sensitivity vanishing almost completely [133].
First, the results of the four reconstruction algorithms are compared on the one side for the joint
calibration with the 7-channel camera, see Fig. 3.8a, and on the other side for the separate calibration
with the 19-channel camera, see Fig. 3.8c. The results of the principal eigenvectors algorithm (blue lines)
present numerous ripples mainly visible on the summits of the curves. They certainly do not reflect
the real spectral characteristics considering the smooth spectral curves of the filters and the sensor. The
curves of the linear and Wiener estimations (green and magenta lines, respectively) turn out to be similar.
In Fig. 3.8b, the results of the Wiener estimation for both joint and separate calibration (solid and dashed
lines, respectively) are compared for the 7-channel camera. The values are similar, except for the first
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(a) Joint calibration on 7-channel camera (from [134])
principal eigenvectors
linear estimation
Wiener estimation
straightforward regression
400 450 500 550 600 650 700 750
0
0.2
0.4
0.6
0.8
1
joint calibration
separate
wavelength [nm]
re
l. 
sp
ec
tra
l v
al
ue
s
(b) Wiener estimation on 7-channel camera (from [134])
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Figure 3.8: Estimation results of different algorithms for both multispectral cameras. (a) Comparison
of the four reconstruction algorithms used with joint calibration for 7-channel camera. (b) Comparison
of joint and separate calibration on the Wiener estimation for 7-channel camera. (c) Comparison of the
four reconstruction algorithms used with separate calibration for 19-channel camera.
color channel at 400 nm which is falsely reconstructed by the joint calibration: its spectral sensitivity
does not reach the value 0 for wavelengths outside the spectral transmission range of the corresponding
color filter.
From these results, one can say that estimation with principal eigenvectors should be avoided because
of the strong ripples it generates on the spectral curves. Moreover, linear estimation and Wiener esti-
mation can be equally utilized. And lastly, if joint calibration has to be performed, the spectral curves
should be estimated by linear estimation.
The spectral characteristics utilized for the multispectral cameras were finally calculated by averaging
linear estimation and Wiener estimation with separate calibration. The corresponding curves are shown
in Fig. 3.9.
Additionally, the bandwidths and central wavelengths of each color channel were computed. The
bandwidth is defined by the lower and the upper wavelengths for which the channel transmission reaches
50% of the maximum transmittance. The center wavelength corresponds to the middle of these lower
and upper wavelengths [35, p. 437]. The mean values and standard deviations were calculated from the
8 estimated curves for the 7-channel camera (4 reconstruction algorithms with 2 calibration methods)
and from the 4 estimated curves for the 19-channel camera (4 reconstruction algorithms with only the
separate calibration). These results are given in Tab. 3.2 for the 7-channel camera and in Tab. 3.3 for
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Figure 3.9: Spectral characteristics of the cameras utilized for multispectral imaging.
the 19-channel camera.
Ch. 1 Ch. 2 Ch. 3 Ch. 4 Ch. 5 Ch. 6 Ch. 7
Band- mean 26.90 36.71 35.03 41.21 33.17 33.38 37.27
width std. 1.949 0.673 0.572 0.343 0.541 0.207 0.322
Center mean 411.72 454.19 507.35 557.30 604.89 656.77 706.18
wavelength std. 0.291 0.204 0.132 0.172 0.132 0.180 0.322
Table 3.2: Attributes of the 7-channel multispectral camera: bandwidth and center wavelength. They
were calculated for each channel separately using the 2 calibration methods and the 4 reconstruction
algorithms. The values given here in nm are the mean values (mean) and the standard deviations (std.)
over the 8 estimated spectral characteristics.
It appears that the bandwidths of the color channels in the 7-channel camera are smaller than the
value 40 nm given by the manufacturer in the data sheets. Rather, the bandwidths often reach the
lower limit of the bandwidth range 40 nm±8 nm given by the manufacturer. Instead of the expected
center wavelengths spread from 400 nm to 700 nm in steps of 50 nm, the center wavelengths are shifted
towards larger wavelengths. The amount of this shift is between 4.19 nm (value for color channel 2) and
11.72 nm (value for color channel 1). For color channel 1, the mean bandwidth is particularly low and
its standard deviation is large compared to the other results with a value of 1.949 nm. This shows that
all reconstruction results are not the same. Indeed, the Wiener estimation with joint calibration leads to
an erroneous estimation for color channel 1 which is situated at the limit of the spectrometer’s spectral
measurement range.
For the 19-channel camera, the expected center wavelengths are between 400 nm and 760 nm in steps
of 20 nm. The estimated ones are very close to these values, with only very small shifts towards larger
wavelengths between 0.60 nm (value for color channel 2) and 2.40 nm (value for color channel 6). The
measured bandwidths are also very close to the expected ones of 10 nm. Due to the narrow spectral
characteristics of the 19 color channels, the standard deviations are approximately 10 times smaller than
the standard deviations obtained for the 7-channel camera. This does not yield for color channels 1 and
19: as previously, these channels are situated on the limits of the spectrometer’s spectral measurement
range.
Nevertheless, the results for reconstruction of spectral sensitivity of the multispectral cameras remain
very consistent with low standard deviations. This confirms the overall principle of reconstruction exposed
in this chapter.
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Ch. 1 Ch. 2 Ch. 3 Ch. 4 Ch. 5 Ch. 6 Ch. 7
Band- mean 16.65 10.25 9.43 9.77 9.88 10.73 9.02
width std. 0.958 0.065 0.109 0.302 0.113 0.358 0.112
Center mean 400.81 420.60 441.36 461.48 481.35 502.40 521.80
wavelength std. 0.325 0.036 0.020 0.066 0.038 0.033 0.036
Ch. 8 Ch. 9 Ch. 10 Ch. 11 Ch. 12 Ch. 13 Ch. 14
Band mean 9.62 9.10 9.35 9.97 10.46 11.00 9.88
width std. 0.336 0.104 0.055 0.087 0.110 0.024 0.091
Center mean 541.15 560.70 581.59 600.92 621.06 642.00 661.04
wavelength std. 0.011 0.032 0.037 0.040 0.020 0.029 0.015
Ch. 15 Ch. 16 Ch. 17 Ch. 18 Ch. 19
Band- mean 10.31 10.02 9.94 9.82 9.83
width std. 0.125 0.139 0.327 0.939 2.003
Center mean 681.90 701.66 721.18 740.94 761.26
wavelength std. 0.036 0.042 0.023 0.188 1.527
Table 3.3: Attributes of the 19-channel multispectral camera: bandwidth and center wavelength. They
were calculated for each channel separately using the separate calibration method and the 4 reconstruction
algorithms. The values given here in nm are the mean values (mean) and the standard deviations (std.)
over the 4 estimated spectral characteristics.
3.4 Estimation of spectral reflectance
Once the spectral sensitivity of multispectral cameras is known, the mathematical expression of image
acquisition exposed in Eq. (3.1) can be utilized to recover unknown spectral reflectance functions r(λ) of
a scene utilizing the camera gray values g.
The algorithm commonly utilized at the Institute of Imaging and Computer Vision for estimation of
spectral reflectance is the Wiener estimation explained in Section 3.2.3.4 [97, 30]. A-priori knowledge
concerning the possible reflectance functions is gained using the Vrhel data set [232] in order to calculate
the covariance matrix of the spectral reflectance. This data set is “an ensemble of reflectance spectra from
various objects representing a good overview of common colors” [137], generally imaged with multispectral
acquisition systems. It assembles spectra from different color chips as well as spectra from natural objects,
see also details in Tab. 3.4. The available spectral data of the Vrhel data set concerned a restricted
wavelength range between 380 nm and 720 nm. It was accurate enough for the 7-channel camera whose
spectral sensitivity vanishes almost completely for wavelengths larger than 720 nm. But for the 19-channel
camera whose spectral sensitivity reaches 760 nm, a more complete data set had to be utilized. Spectral
reflectance data made available by Fogra (Forschungsgesellschaft Druck e.V., Mu¨nchen, Germany) was
utilized to select interesting spectra between 380 nm and 780 nm. The final data set included 498 spectra
of natural as well as manufactured objects in total. Details about this data set constructed within this
work are given in Tab. 3.4.
Wiener estimation can also be complemented in various ways. Urban et al. enhanced the Wiener
inverse with denoising and utilized a bilateral filter in order to preserve edges that can be degraded by
denoising [229]. Deblurring of the obtained multispectral image was recently added to this algorithm:
the aim was to compensate for the point spread function of the imaging system [82].
3.5 Expanded sensitivity range
As previously stated, the filter wheel of the 7-channel camera contains an eighth, empty position that
could be utilized to acquire additional or redundant information about the scene. For instance, an eighth
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Vrhel data set Data set based on Fogra data
120 spectra of DuPont color chips 252 spectra of color patches from reflection targets
64 spectra of Munsell color chips 127 spectra of plants
170 spectra of natural objects 74 spectra of flowers
45 spectra of skin measured in face region
354 spectra in total 498 spectra in total
in wavelength range 380 nm-720 nm in wavelength range 380 nm-780 nm
Table 3.4: Data sets utilized for recovery of spectral reflectance functions from multispectral images.
channel can be added to the multispectral camera by letting this position empty: without any optical filter
in the ray path, the acquired information corresponding to the whole sensitivity range of the monochrome
sensor would be mostly redundant given the other 7 narrowband channels. Another optical filter can also
be positioned in the empty position, in order to restrain its spectral sensitivity. When this optical filter
has a transmission range that is not covered by the other 7 filters, it still provides additional information
to the multispectral acquisition.
A possibility to enhance the spectral sensitive range of the multispectral camera is to use an additional
channel in the near infrared (NIR). Fredembach, Salamati and Su¨sstrunk utilized an NIR channel to
complete their RGB camera in order to enhance RGB images: for instance haze can be removed from
images or skin imperfections can be smoothed [210]. The additional NIR channel can also help to detect
shadows in a scene. Since light sources normally have different emission spectra in the NIR domain, dark
objects in illuminated areas and shadows in the scene can be better differentiated in this wavelength
range [74, 196]. Information from NIR also improves the segmentation of materials, regardless of their
color or shadows effect [197].
A similar approach was analyzed in a bachelor thesis supervised within the scope of this work, based
on the 7-channel multispectral camera presented earlier [172]. The monochrome sensor utilized in the
multispectral camera had at first a limited spectral sensitivity for high wavelengths because of its infrared-
blocking filter: the first spectral measurements of the camera showed that its sensitivity for 700 nm
was only 4% of its largest sensitivity [133]. As explained previously in this chapter, the blocking filter
was removed and the spectral sensitivity range of the sensor could be enlarged. With this spectral
sensitivity, it was possible to gather some limited information from the very near IR, see the black curve
in Fig. 3.10. The spectral sensitivity of the additional NIR channel was obtained by multiplying the
spectral characteristic of the monochrome sensor with the spectral transmission of the highpass filter
placed in the eighth filter wheel position, see the gray line in Fig. 3.10.
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Figure 3.10: Spectral sensitivity function of monochrome sensor (black curve) and of additional channel
in near-infrared range (gray curve).
As an application, the classification of materials on printed circuit boards was implemented and
tested [172]. This was motivated by the research area of printed circuit boards recycling which is gain-
ing interest because of the increasing amount of electronic waste [151]: every information that can be
won about printed circuit boards can help to efficiently reuse components or materials, in particular
information about material classes.
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Eight intensity values corresponding to the eight color channels were thus available for each pixel
position instead of seven intensity values with the usual multispectral camera. As shown in Fig. 3.11, six
different classes were considered: black plastic, gray plastic, metal elements, metal-gold elements, white
stickers and finally green background. A straightforward classification was implemented using thresholds
in intensity values that were learned from the training data shown with colored boxes in the figure. The
classification accuracy was calculated by division of the amount of good classified pixels by the total
amount of pixels. Table 3.5 summarizes these results. The classification is enhanced by the NIR channel
for three materials (black plastic, gray plastic and metal elements) and remains the same for two materials
(white stickers and metal-gold elements). Solely the classification of the green background becomes worse
with the addition of the NIR channel. To improve these promising results, other classification algorithms
and a finer selection of the color channels that are necessary among the eight available are required. For
instance, Ibrahim et al. imaged printed circuit boards using a multispectral camera featuring a liquid
crystal tunable filter [109]. They did not utilize all the color channels but rather reduced the spectral
dimensionality of the data with a principal component analysis.
black plastic
gray plastic
white stickers
metal elements
metal-gold
green background
Figure 3.11: Printed circuit board analyzed in [172] and training data for the six material classes consid-
ered.
Material Multispectral channels Multispectral + NIR
Black plastic 88.02% 90.33%
Gray plastic 95.56% 95.72%
White stickers 99.58% 99.58%
Metal elements 98.56% 98.63%
Metal-gold elements 98.72% 98.72%
Green background 92.51% 92.25%
Table 3.5: Accuracy of segmentation of materials on the printed circuit board shown in Fig. 3.11. Results
obtained with [172].
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3.6 Conclusions
In this chapter, methods for spectral characterization of multispectral cameras were presented. Once
the camera transfer function was measured and compensated for, the spectral sensitivity functions were
estimated using corrected gray values measured during acquisition of known spectral stimuli. The amount
of acquired spectral stimuli must be at least as large as the amount of wavelengths utilized for spectral
sampling. The output spectral radiation of a monochromator was used as stimuli, covering the whole
visible wavelength range with narrowband stimuli shifted in small steps of 1 nm.
Four different algorithms were compared for the estimation of the spectral sensitivity function. The
straightforward regression is valid for the case of strictly monochromatic spectral stimuli but can also
be utilized for other spectral stimuli, leading in this way to reconstruction errors. The linear estimation
relies on the minimization of the first derivative of the estimated spectral sensitivity, in order to obtain
a smooth, positive and unimodal function. The estimation algorithm with principal eigenvectors utilizes
a singular value decomposition of the matrix containing all the acquired spectral stimuli. It only keeps
the largest singular values for reconstruction, thus eliminating the influence of noise. Finally, the Wiener
estimation utilizes a-priori information about the signal that has to be reconstructed and about the noise.
This information is given by covariance matrices and can be approximated if not available. Besides these
four reconstruction algorithms, two different calibration methods were tested. Indeed, both multispectral
cameras contained an empty position in their filter wheels, thus enabling acquisitions with no color filter
in the ray path, by simply rotating the filter wheel. This means that the color channels of the cameras
could either be characterized by measuring monochrome sensor, color filters and objective lens together
for the joint calibration or by separately characterizing the sensor and measuring the transmission of the
color filters for the separate calibration.
The algorithm using principal eigenvectors and the linear estimation required a parameter for the
estimation of spectral characteristics. For the principal eigenvectors algorithm, a large parameter still led
to a strong influence of noise on the estimated spectral curves and a small parameter did not allow a good
reconstruction because of missing information. Even when the choice of the parameter was optimized,
the resulting spectral sensitivity curves contained strong ripples corresponding to noise. For the linear
estimation, a large parameter smoothed the estimated spectral characteristics too strongly and a small
parameter smoothed them too slightly. Nevertheless, a good compromise was easier to find for the linear
estimation parameter than for the principal eigenvectors algorithm parameter.
A comparison of the estimated spectral sensitivity of the monochrome sensors with the data provided
by manufacturers showed that the four reconstruction algorithms led to similar spectral curves whereas
manufacturer data was very different from these curves. The straightforward regression should give a
result approximately close to reality with the spectral stimuli of narrow bandwidths 3 nm even if the
result is not perfect. This reveals that the actual spectral sensitivity of a sensor can vary strongly from
the manufacturer data.
The results of the four reconstruction algorithms and two calibration methods were also compared
using simulation. The whole acquisition pipeline with monochromator stimuli was simulated for different
bandwidths of the stimuli and for both multispectral cameras. This showed that the errors of straight-
forward reconstruction strongly increase with increasing bandwidth and this estimation method should
not be utilized for bandwidths larger than 1 nm. The estimation using principal eigenvectors required an
optimization of its parameter for each stimuli bandwidth and gave good results with simulation, certainly
because no acquisition noise was taken into account. The Wiener estimation was slightly less accurate
than the linear estimation method. For these reasons, the linear estimation appeared to be the best
compromise. But since Wiener estimation was almost as good, the results of both estimation methods
were utilized to characterize the multispectral cameras. Moreover, joint calibration was in general slightly
less accurate than separate calibration. This means that separate calibration should be performed if it
is possible to measure the color filters separately. Nevertheless, joint calibration can be also utilized for
multispectral cameras with no access to the color filters and leads to a satisfactory result.
Both multispectral cameras were finally characterized and the bandwidths and center wavelengths
of their color channels were calculated. The characteristics of the color channels at the bounds of the
visible wavelength range, i.e., at ca. 400 nm and 760 nm, were less accurate than the inner color channels:
the standard deviations of spectral curves estimated with the four reconstruction algorithms and two
calibration methods were larger for the first and last color channels.
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The sensitivity range of the presented multispectral cameras can be extended by using the last, empty
position in the filter wheels. An example was shown were an additional channel in the near infrared was
utilized. The aim of such a channel is not to enhance to color accuracy of the multispectral camera, but
rather to gather additional information about the acquired scene. This can help to improve classification
of materials for instance. First results with printed circuit boards were promising.
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Chapter 4
Color accuracy of multispectral
imaging systems
Once the spectral sensitivity functions of multispectral cameras are calculated as explained in Chapter 3,
their color accuracy can be assessed. Since multispectral imaging was performed by different multispec-
tral cameras within this work, these imaging systems had to be evaluated. Two types of multispectral
cameras are considered. Firstly, the multispectral cameras presented in Section 2.3.2 are based on mono-
chrome sensors and bandpass color filters sampling the visible wavelength range. Secondly, a new type
of multispectral cameras featuring an RGB sensor and one or two color filters is developed. The color
accuracy of both types of cameras is compared.
Multispectral imaging with multiple camera positions as analyzed in Chapter 7 brings additional
challenges concerning color accuracy. Indeed, the spectral reflectance of objects usually depends on the
viewing angle. Therefore, slightly different spectral information reaches the different camera positions.
The color accuracy that can be obtained in this special application of multispectral imaging is thoroughly
assessed.
A state of the art concerning multispectral imaging based on RGB cameras is first given in Section 4.1.
The 6-channel multispectral camera composed of an RGB camera and different sets of color filters is then
derived. In Section 4.3, the color accuracy of this camera is measured for the utilization of one or two color
filters and compared with the accuracy obtained with the 7-channel and 19-channel cameras featuring
monochrome sensors. The color accuracy possible for multispectral imaging from two camera positions
is finally examined in Section 4.4.
Parts of this chapter have already been presented in [131, 137]. Additionally, the complete state of
the art is presented and the comparison of the color accuracy of the multispectral cameras includes the
19-channel camera. The exact effects of using only one color filter for the 6-channel multispectral camera
are also evaluated.
4.1 State of the art and scope of this work
4.1.1 Beyond RGB color channels
In the literature, many applications concerning common RGB cameras equipped with supplementary
optical filters can be found in order to gather additional information about the acquired scene, e.g.,
about illumination [154], surface normals [76] or shapes.
4.1.1.1 Enhanced color accuracy
Often, the aim of equipping RGB sensors with additional color filters is to improve their color accuracy.
The acquisition is simplified since one acquisition with an RGB camera already gives access to three
channels: if one [222] or two [94, 173, 204] well selected color filters are used, more than three and up to
six linearly independent color channels can be obtained.
41
Chapter 4. Color accuracy of multispectral imaging systems
With such cameras, the acquisition can be performed by acquiring two images sequentially with the
different color filters [226, 94], but the acquisition of images with 6 color channels in one unique shot
becomes possible if the two cameras are utilized aligned using a beam splitter [173, 76] or in a stereo
configuration [205, 222]. With the beam splitter, both cameras virtually acquire the scene from the same
position. With the stereo configuration, the viewing positions are different and the two images must first
be matched to obtain a complete spectral information for each pixel position. Additionally, it is possible
to measure depth information about the scene.
This concept of splitting the measured spectral information over different cameras was pushed to the
extreme in [221], where 9 monochrome cameras were positioned in an array of size 3×3. Different narrow-
band color filters were placed in front of the cameras, with central wavelengths between 450 and 735 nm.
This one-shot multispectral camera enables the acquisition of several color channels simultaneously, but
the wavelength range under 420 nm is not covered.
Actually, this system as well as the systems using RGB sensors and color filters in a stereo configuration
are never used for gathering 3D information in the literature. One image is taken as a reference and the
other images are simply deformed in order to match the reference and make spectral information available.
The possible additional information about depth is lost.
4.1.2 Selection of color filters
The selection of filters for a system using two RGB cameras and color filters must be performed optimally
in order to reach the best color accuracy possible. Indeed, optimal filters depend on the spectral sensitivity
functions of the RGB cameras and the spectral transmission functions of the objective lenses.
The color filters are commonly selected amongst a set of spectral transmission curves of different color
filters that must be tested. Vora and Trussell [231] assessed the color accuracy that can be obtained with
a set of color filters using the spectral space spanned by these filters and comparing it to the spectral
space spanned by the human visual subspace, but did not take into account any characteristics of the
cameras.
Other selection algorithms are based on a data set of reflectance spectra representing possible objects
that will be acquired with the camera system. The accuracy reached by the system for the measurement
of these reflectance spectra is then assessed. Parmar et al. [177] did not consider the training reflectance
spectra individually, but calculated their autocorrelation matrix and used it to build a minimization
criterion. Often, selection methods calculate the color accuracy obtained with the acquisition system by
modeling the whole acquisition chain for these reflectance spectra. Berns et al. [20] simulated the camera
using a normally distributed noise of mean value zero and standard deviation 2.5% and without quan-
tization. The color accuracy was measured with spectral and colorimetric accuracy. Parmar et al. [177]
used the basis vectors of the reflectance spectra and calculated the mean square error of the spectral
reconstruction, without considering quantization of camera intensities. Shrestha et al. [204, 205] com-
pared numerous color filters from one manufacturer and took into account normally distributed camera
noise with a standard deviation of 2% and quantization on 12 bits for the camera simulation. Different
methods for reconstruction of the spectral reflectance functions were implemented: a linear method, a
polynomial method and a method using neural network [162]. For assessing the color accuracy reached
with the color filters, different quality measures were calculated: root mean square error, goodness-of-fit
coefficient and distance ∆E∗ab in CIELAB color space (see Section 2.3.4). Some additional constraints
were used: one of the color channels had a maximum spectral sensitivity larger than 40% and all channels
had a spectral sensitivity larger than one tenth of this maximum [205].
The color filters considered in the aforementioned optimization methods are common, broadband
filters. Other filters often utilized in complement to RGB cameras are special color filters that split the
usual R, G and B channels in two halves. This method for coding image information into different spectral
ranges is called wavelength multiplexing. It is utilized for stereo projection for instance and enables to
achieve a high degree of fidelity in color reproduction, among other advantages [114]. Some authors use
such filters without explaining their choice [76, 94, 173, 224, 222]. Tsuchida et al. [223] claimed that the
selection of broadband color filters using a given training data set of reflectance spectra would only allow
a good color accuracy for these particular spectra, i.e., would lead to an overfitting of the training data.
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4.1.3 Drawbacks of 6-channel multispectral system
Compared with the 7-channel or 19-channel multispectral cameras based on monochrome sensors and
filter wheels filled with bandpass filters, such a 6-channel camera based on an RGB sensor has two
drawbacks. First, its spatial resolution is lower because its sensor is covered with a Bayer pattern of red,
green and blue filters, whereas multispectral camera featuring monochrome sensors use the whole sensor
area for each color channel. Secondly, if two color filters are used with the RGB sensor, it results in
six color channels. This is a reasonable amount of color channels enabling a better color accuracy than
common RGB cameras: according to Praefcke and Keusen, five color channels with optimally chosen
channels can lead to “an almost visually perfect reconstruction” [182]. Yet, the utilization of only six
color channels can lead to a spectral accuracy lower than those of other multispectral cameras featuring
more color channels with more appropriate spectral sensitivity functions. Indeed, a good color accuracy
with color differences below the “acceptable tolerance” of ∆E∗ab = 3 for natural illuminants can only be
reached if seven or more color channels are utilized [120].
4.1.4 Improvements resulting from this work
Simultaneously to the research presented here, Shrestha and Tsuchida worked on the same topic of
multispectral imaging with a 6-channel system based on RGB sensors. Differences between what was
achieved within this thesis and their work are detailed here.
Shrestha et al. [204, 205] utilized a commercial stereo RGB camera and applied two different broadband
color filters in front of the objective lenses. They selected the broadband color filters in a way similar
to the selection developed in Section 4.2.1. They simulated the responses of their stereo system by
using three different spectral reconstruction methods (polynomial method, neural network and linear
regression) and evaluated its color accuracy with three quality measures (goodness-of-fit coefficient GFC,
root mean square error and color difference ∆E∗ab). Their analysis of different pairs of color filters was
thus complete for broadband color filters.
Tsuchida et al. [222, 223] utilized two commercial RGB cameras and positioned in front of one camera
a filter cutting in halves the channels R, G and B. Only one color filter was used because the purpose
of this stereo system was the archiving of cultural heritage, for which the utilized light sources are often
constrained in intensity. They compared different distances between the left and right cameras and found
that the color accuracy is higher when both cameras are closer together.
In this thesis, both types of color filters, i.e., broadband color filters and filters for wavelength mul-
tiplexing, were taken into account and thoroughly compared, whereas Shrestha and Tsuchida solely
considered one type of color filters for their 6-channel multispectral systems. Moreover, for stereo mul-
tispectral imaging, the left and right images were merged by a simple manual approach: for instance
in [205], at least 8 corresponding image points were selected in both images and a straightforward trans-
formation was calculated. This method does not give a good merging of the images if the acquired objects
are not planar and if occlusions occur in the scene, i.e., if object points are visible for only one camera of
the stereo system. Here, the exact displacements between all corresponding points in the left and right
images were computed in order to achieve an exact spectral information for each pixel position. This is
derived in Section 7.2.
4.2 Considered 6-channel multispectral cameras
The 7-channel and 19-channel multispectral cameras composed of monochrome sensors and filter wheels
containing bandpass color filters were presented in Section 2.3.2. Another type of multispectral camera
was developed within this thesis, namely: a 6-channel multispectral camera based on an RGB sensor
featuring a Bayer pattern with additional color filters in front of the lens.
For the 6-channel multispectral camera derived here, the RGB cameras and the adequate objective
lenses were first selected. With a high-quality CCD sensor Kodak KAI-4050 of pixel size 5.5µm × 5.5µm,
the Basler Aviator avA2300-25gc (Basler AG, Ahrensburg, Germany) was used. The spectral sensitivity
function of its red, green and blue color channels are shown in Fig. 4.1 by R, G and B, respectively. The
objective lens Schneider Kreuznach Cinegon 1.8/16 enabled a good working distance and the application
of small color filters in front of it.
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Figure 4.1: Spectral sensitivity of the RGB cameras utilized for the 6-channel stereo system.
The color filters for the 6-channel multispectral system were selected optimally with respect to the
used RGB cameras and objective lenses. In the literature, two types of color filters are utilized for
6-channel cameras based on RGB cameras: broadband filters or filters for wavelength multiplexing.
Both possibilities, i.e., optimized selection of broadband color filters and utilization of special filters for
wavelength multiplexing, were performed within this work in order to compare them accurately.
4.2.1 Selection of broadband color filters
The filter optimization was performed as explained in Fig. 4.2. The filters compared here were 486
broadband color filters from various manufacturers: Edmund Optics (Edmund Optics, Barrington, NJ,
USA), Schneider Kreuznach (Jos. Schneider Optische Werke GmbH, Bad Kreuznach, Germany), Schott
(Schott AG, Mainz, Germany), Omega (Omega Optical Inc, Brattleboro, VT, USA), GamColor (Roscolab
Ltd, London, United Kingdom), and Lee (Lee Filters, Andover, United Kingdom). As training data, 354
reflectance spectra from the Vrhel data set were used. This data set contains reflectance spectra of 170
natural objects, 64 Munsell color chips and 120 DuPont color chips.
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Figure 4.2: Algorithm for optimized selection of color filters for the 6-channel multispectral system.
The spectral sensitivity considered for the 6-channel multispectral system contained the spectral
characteristics of the RGB sensor, the objective lens, the color filters and the light source, see Fig. 4.2.
The light source taken into account for simulation was the halogen light source habitually utilized for
acquisitions in the laboratory. The spectral sensitivity of the RGB cameras was measured as explained
in Chapter 3. The spectral transmission of the objective lens was measured using the spectrometer and
the spectral transmission of the tested color filters were read from databases given by the manufacturers.
The 6-channel multispectral system was simulated using a linear model, as explained in Eq. (3.2).
The camera transfer function T was assumed to be the identity function. The ideal camera response gi
for a color channel i, i = 1, . . . , 6, was obtained by integration of the spectral reflectance r multiplied by
the spectral sensitivity sicam of color channel i. This corresponds to
gi = rT · sicam , (4.1)
and gives 6 ideal camera responses gi for the 6 color channels i, i = 1, . . . , 6.
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In order to obtain a more realistic simulation of a 6-channel camera, relative noise as well as quantiza-
tion were taken into account. A normally distributed relative noise with a standard deviation of 1% was
added to the ideal camera values. After a quantization of the intensities on 8 bits, which is the accuracy
of the RGB cameras utilized, the simulated output responses were obtained.
The spectral reflectance functions were then reconstructed using these data by a Wiener inverse, as
explained in Section 3.4. Reconstructed and original spectral reflectance functions were compared by
calculating the color difference CIEDE2000.
All the broadband color filters from the databases of the cited manufacturers were tested with this
simulation. However, the two color filters of the 6-channel stereo system had to be from the same
manufacturer. Constraints about the level of sensitivity of the 6 color channels were also added in
order to avoid noise and to allow the utilization of the same exposure time for both color filters during
acquisition. The first constraint was that one of the 6 color channels should reach a spectral sensitivity
of at least 40%. The second constraint was that the maximum values of all color channels should be at
least 25% of this maximum. These values were a practical compromise and ensured a minimum channel
sensitivity.
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Figure 4.3: (a) Transmission curves of the broadband color filters obtained by optimization and (b)
corresponding spectral sensitivity curves of the 6-channel camera.
The filters “Broadway rose” and “Light green yellow” from GamColor were the broadband color filters
leading to the minimum color difference for the training reflectance spectra and the constraints defined
previously. Their transmission characteristics are shown in Fig. 4.3a and the spectral sensitivity of the
6-channel multispectral system obtained with these filters is shown in Fig. 4.3b.
4.2.2 Filters for wavelength multiplexing
Interference filters developed by Infitec GmbH (Ulm, Germany) were used within this work to achieve
wavelength multiplexing. They are initially aimed at stereo projection and achieve high image resolution
as well as good separation of color channels [114].
Their spectral transmission curves are shown in Fig. 4.4a. In order to distinguish them more easily,
they were named “Infitec pink” and “Infitec green”, respectively, according to their transmission color.
The resulting spectral sensitivity functions for the 6-channel multispectral system is shown in Fig. 4.4b.
With these narrowband filters, contrary to usual, broadband color filters, some wavelengths are not well
covered: the spectral sensitivity under 420 nm is zero and blind spots exist at ca. 575 nm and 735 nm.
This can be a problem for accurate color acquisitions, as analyzed later in Section 4.3.2.
4.3 Comparisons of color accuracy
The scenes presented in Fig. 4.5 were utilized for spectral evaluation of the multispectral imaging systems.
For scenes A (Fig. 4.5a) and C (Fig. 4.5b), the color charts ColorChecker Classic and ColorChecker SG
(X-Rite, Grand Rapids, MI, USA) were measured, respectively. Scene A was illuminated by a halogen
lamp and scene C was imaged in a softproofing station with a uniform D50 illumination. For scene
B (Fig. 4.5c), diverse objects with spectral reflectance functions that do not vary strongly with the
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Figure 4.4: (a) Transmission curves of the Infitec filters and (b) corresponding spectral sensitivity curves
of the 6-channel stereo system.
measurement angles were illuminated by a halogen lamp. One of the objects was the same color chart as
in scene C. The measuring device was positioned at 2 m from scenes A and B and at 1 m from scene C.
For assessing color accuracy, the 24 color patches of the ColorChecker Classic and 140 color patches of
the ColorChecker SG were considered in scenes A and C, respectively. In scene B, 22 regions of interest
were selected on the color chart, colored papers and plastic objects, candles and the black background.
They are shown with colored frames and tagged with numbers from 1 to 22 in Fig. 4.5c.
(a) Scene A
(b) Scene C (c) Scene B
Figure 4.5: Scenes used for evaluating the color accuracy of multispectral stereo imaging.
Using these scenes, the following questions were assessed in order to achieve a complete analysis of
the color accuracy of the multispectral systems utilized within this work:
• the color accuracy of all considered multispectral cameras with 6, 7 or 19 color channels was
simulated,
• the color accuracy of the 6-channel stereo systems using both color filters or only one of them was
calculated.
Additionally, for multispectral stereo imaging as derived in Section 4.4, the following points were
assessed:
• the reflectance spectra were measured from different acquisition positions with the 7-channel mul-
tispectral camera to assess their angle-dependence,
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• the color accuracy of the 7-channel stereo system was evaluated for the selection of different color
channels for the left and right cameras,
• the 7-channel and 6-channel stereo systems were compared based on simulation of the acquisition
chain using spectral measurements performed with a spectrometer,
• the stereo acquisitions with the 6-channel stereo systems were compared for two distinct positions
of the cameras and one unique position.
4.3.1 6-channel, 7-channel and 19-channel cameras
The color accuracy of the 6-channel, the 7-channel and the 19-channel multispectral cameras was assessed
by simulation. The whole acquisition chain was modeled similarly to the method explained in Fig. 4.2.
The reflectance spectra used for the simulation were measured on the 22 regions of scene B (Fig. 4.5c)
with the spectrophotometer CS-2000 positioned perpendicularly to the scene. The relative noise as well
as the effects of quantization were not taken into account.
The differences between the information reconstructed based on the measurements with the different
multispectral cameras and the reference spectra were evaluated with the color difference CIEDE2000
and the goodness-of-fit coefficient. The 22 values are shown in Fig. 4.6a for the color difference and in
Fig. 4.6b for the goodness-of-fit coefficient.
The 19-channel multispectral camera outperforms the other cameras by far: the corresponding green
curve in Fig. 4.6 is considerably better than the curves of the other cameras. The mean color difference
∆E00 is 0.07 for the 19-channel camera, 0.97 for the 7-channel camera, 1.24 for the 6-channel camera
with Infitec color filters and 1.81 for the 6-channel camera with GamColor filters. The 7-channel camera
therefore enables accurate color measurements as well. Some regions of scene B are poorly measured by
the 6-channel cameras, with color differences larger than 3. The accuracy of the reconstructed spectral
functions measured with the goodness-of-fit coefficient in Fig. 4.6b gives slightly different results. The
6-channel camera with Infitec filters leads to the worst results with a mean GFC of 0.9805. The accuracy
of the 6-channel camera with GamColor filters and the 7-channel camera are close together with mean
GFC of 0.9914 and 0.9918, respectively.
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Figure 4.6: Color accuracy of the different multispectral cameras utilized within this work. The accuracy
was measured (a) with color difference CIEDE2000 ∆E00 and (b) with goodness-of-fit coefficient GFC.
47
Chapter 4. Color accuracy of multispectral imaging systems
4.3.2 One or two color filters for the 6-channel systems
With the filters Infitec presented in Section 4.2.2 for wavelength multiplexing, small parts of the wave-
length range are not transmitted, which possibly degrades the color accuracy of the 6-channel system.
For this reason, the 6-channel multispectral camera using Infitec filters was considered with either both
color filters or only one color filter, which means that one acquisition of the RGB camera was performed
with a color filter and one acquisition was performed without any color filter. With the utilization of one
RGB camera without any color filter, there is no blind spot in the spectral sensitivity function of the
multispectral system.
The color accuracy of these multispectral systems was evaluated using one camera position and two
sequential acquisitions. The two images were either acquired with a different color filter in front of the
camera or one image was acquired with a color filter and the other image without any color filter. The
object imaged was the color chart ColorChecker Classic of scene A with 24 color patches. The color
values obtained with the 6-channel systems were compared with the reference color values of these color
patches. The comparison with color difference CIEDE2000 are shown in Fig. 4.7a and the comparison
with the goodness-of-fit coefficient in Fig. 4.7b.
The 6-channel system using GamColor filters was analyzed in a similar way: the utilization of either
both GamColor filters or only one GamColor filter was also compared.
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Figure 4.7: Color accuracy of the 6-channel camera with different filter combinations. (a) Color difference
CIEDE2000 as well as (b) goodness-of-fit coefficient GFC are utilized to compare the filter sets from
GamColor and Infitec.
The color differences plotted in Fig. 4.7a are also summarized in Tab. 4.1 by the minimum, median,
mean and maximum values. Additionally, the number of color patches for which the color difference is
smaller than 3 and smaller than 1 are counted. Similarly, the values goodness-of-fit coefficient plotted in
Fig. 4.7b are summarized in Tab. 4.2.
Let us first consider the Infitec filters. If both color filters are utilized, the color difference CIEDE2000
is better than if only one of the color filters is used, see the light blue curve in Fig. 4.7a. The median
color difference is 2.73 for both Infitec filters, 4.78 for the Infitec green filter and 3.45 for the Infitec pink
filter. Counting the number of patches with low color differences gives the same results, see the two last
rows in Tab. 4.1. This means that using both Infitec filters is more accurate from the point of view of
CIEDE2000, i.e., if human vision is taken into account. The goodness-of-fit coefficient GFC measures
differences using the spectral data directly. As stated previously, the Infitec filters do not allow a good
coverage of the visible wavelength range. This is exactly measured by the GFC: in Fig. 4.7b, the light blue
curve for both filters is underneath the red and green curves standing for the separate utilization of one
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Infitec color filter. Indeed, the mean GFC with both filters is only 0.9816, whereas the utilization of the
Infitec green filter or the Infitec pink filter leads to larger GFC values of 0.9832 and 0.9894, respectively.
Separate utilization of the Infitec filters is therefore more accurate in the spectral sense.
Then, let us take a look at the GamColor filters. From the simulation in Section 4.3.1, it appeared
that the Infitec color filters should lead to more accurate measurements in terms of color accuracy
(Fig. 4.7a) but less accurate measurements in terms of goodness-of-fit coefficient (Fig. 4.7b). With the
real acquisitions, the GamColor filters outperform the Infitec filters for both quality measures with a
small amount. Acquisitions with both GamColor filters have a mean color difference ∆E00 of 2.74
whereas acquisitions with both Infitec filters have a value of 3.21. For the goodness-of-fit coefficient GFC,
a mean value of 0.9869 is obtained for the GamColor filters whereas the Infitec color filters reach a value
of 0.9816.
If only one of the GamColor filters is utilized, the color accuracy drops strongly. Acquisitions with
the GamColor filter Broadway rose are not usable: their GFC values are so low that they do not even
appear in Fig. 4.7b. Their color differences in Fig. 4.7a are the worst as well. The accuracy reached
by using only the filter GamColor Light green yellow is better but remains far from the accuracy of the
6-channel system using both color filters. Thus, the broadband color filters GamColor should only be
utilized together.
Color filters
Minimum Median Mean Maximum Number of patches with
∆E00 ∆E00 ∆E00 ∆E00 ∆E00 < 3 ∆E00 < 1
Both Infitec filters 0.29 2.73 3.21 12.03 16/24 2/24
Only Infitec green 2.48 4.78 5.83 20.58 2/24 0/24
Only Infitec pink 1.26 3.45 3.75 9.05 8/24 0/24
Both GamColor filters 1.20 2.51 2.74 6.06 16/24 0/24
Only Light green yellow 1.53 4.00 4.47 8.07 4/24 0/24
Only Broadway rose 5.07 12.65 11.82 18.06 0/24 0/24
Table 4.1: Color difference obtained using 6-channel systems with one or two filters of the sets Infitec or
Gamcolor.
Color filters
Maximum Median Mean Minimum Number of patches with
GFC GFC GFC GFC GFC > 0.99 GFC > 0.999
Both Infitec filters 0.9997 0.9901 0.9816 0.9199 12/24 3/24
Only Infitec green 0.9964 0.9888 0.9832 0.9390 10/24 0/24
Only Infitec pink 0.9983 0.9935 0.9894 0.9604 16/24 0/24
Both GamColor filters 0.9994 0.9911 0.9869 0.9185 14/24 2/24
Only Light green yellow 0.9854 0.9372 0.9385 0.8830 0/24 0/24
Only Broadway rose 0.7452 0.3398 0.3383 0.0213 0/24 0/24
Table 4.2: Goodness-of-fit coefficient obtained using 6-channel systems with one or two filters of the sets
Infitec or Gamcolor.
4.4 Multispectral imaging from two positions
Multispectral cameras can also be utilized in a stereo configuration. On the one side, this enables to
perform a multispectral acquisition faster by splitting the spectral information over the two camera
positions that are available. On the other side, this gives access to depth information about the acquired
objects, as derived in Chapter 7.
49
Chapter 4. Color accuracy of multispectral imaging systems
4.4.1 Splitting of color channels
4.4.1.1 7-channel stereo system
A first stereo multispectral system was developed using two similar 7-channel multispectral cameras. Both
featured a monochrome sensor and 7 color filters with center wavelengths spread from 400 to 700 nm in
steps of 50 nm and bandwidths of ca. 40 nm. If the two cameras are positioned in a stereo configuration,
some redundancy is actually available: each color channel is acquired twice from a slightly different
position. In parallel, the acquisition time is long since 7 acquisitions must be performed on both cameras
simultaneously in order to obtain a stereo multispectral image.
The redundancy was thus utilized to simplify the system. Acquiring each color channel only once,
either from the left or from the right position of the stereo system, enables the multispectral stereo
acquisition to be faster. An example is shown in Fig. 4.8 with four color channels used on the left camera
and three color channels on the right camera. With such a 7-channel stereo system, only four acquisitions
are necessary in total to obtain a multispectral stereo image, which shortens the acquisition time. The
drawback of this system is that it can be more difficult to relate a given object point with its two image
points in the left and right cameras, because the spectral sensitivity of both cameras is different.
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Figure 4.8: 7-channel stereo system made up of two 7-channel multispectral cameras in a stereo confi-
guration, where only half of the color channels are actually utilized from each side. This leads to an
acquisition time cut in half. With this stereo system, accurate depth and spectral information about the
acquired scene are obtained simultaneously.
4.4.1.2 6-channel system
As explained in Section 4.1.1, positioning two RGB cameras in a stereo configuration with different color
filters in front of each allows the simultaneous acquisition of 6 color channels in only one shot. Such a
stereo system was also developed within this thesis. As shown in Fig. 4.9, the 6-channel stereo system
was made of two identical RGB cameras and a different color filter positioned in front of each camera.
The multispectral camera analyzed in Section 4.3.2, on the contrary, requires a sequential acquisition
from one unique viewing position.
4.4.2 Preliminary measurements
4.4.2.1 Reflectance spectra and viewing angles
A major difficulty in stereo imaging is given by objects whose spectral reflectance functions are not
constant for different viewing directions. This means that the spectral stimuli captured by two cameras
of a stereo system cannot be exactly the same. The intensities of a given object point imaged by
two cameras of the stereo system thus slightly differ, which leads to a more difficult calculation of the
disparity [202].
Let us illustrate this problem by the acquisition of a color chart under different viewing angles. The
color chart of scene C (Fig. 4.5b) was imaged with the 7-channel multispectral camera under different
viewing angles between +5 and −15◦ with respect to the object normal. The camera was moved on
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Figure 4.9: 6-channel stereo system made up of two RGB cameras in a stereo configuration, each of them
with a different color filter.
a path almost parallel to the surface of the color chart. The corresponding color values expressed in
the CIELAB color space under illuminant D50 are shown in Fig. 4.10. For a better visualization of the
color space, the values are projected onto the three planes L∗a∗, L∗b∗ and a∗b∗ separately. The values
measured for the angle +5◦ are marked with plus signs and the values measured for the other angles
(see Tab. 4.3) are connected with them using continuous lines. The colors are shifted perceptibly only
for several color patches: for decreasing angles, their lightness values L∗ become larger and their color
coordinates a∗ and b∗ approach the value 0. For the majority of the color patches, no modification of the
color is visible in Fig. 4.10.
The color differences CIEDE2000 between the color patches imaged with the angles +5◦ and −15◦
were also calculated, in order to assess the angle-dependence of the spectral reflectance functions. Color
patches where the color difference between these two viewing angles is higher than 1 are marked with
circles on the figure. For some color patches, the color differences are high and reach values of 4.64. As
shown in the figure, color differences larger than 1 mostly happen for dark color patches. They might be
caused by intensity changes during acquisition, since the distance between color chart and multispectral
camera was not constant. Similar variations in intensity also occur during stereo acquisitions.
Additionally, the values measured for the positions +5◦, −5◦, −10◦ and −15◦ were compared to the
values measured for the position 0◦ perpendicular to the surface of the color chart. The color differences
CIEDE2000 were measured for the 140 color patches and their mean, median and maximum values are
written in Tab. 4.3. The maximum difference at the viewing angle −15◦, which is the largest angle
difference, is as high as 4.03. Nevertheless, the mean and median values remain generally low, often
under 0.5. This shows that the reflectance spectra of the color chart globally change slowly with the
viewing angle, and that only a few color patches have a strong dependence on the viewing angle.
Angles: CIEDE2000 color difference
0◦ and Mean Median Maximum
+5◦ 0.35 0.29 1.23
−5◦ 0.36 0.32 0.85
−10◦ 0.48 0.37 2.00
−15◦ 0.72 0.45 4.03
Table 4.3: Color differences CIEDE2000 of color patches measured with different acquisition angles of
the 7-channel camera (+5◦, −5◦, −10◦ and −15◦) with respect to the color values measured for the
viewing angle 0◦. The 140 color patches of scene C were measured for calculating the mean, median and
maximum values.
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Figure 4.10: Values of 140 color patches acquired under different viewing angles and represented in the
CIELAB color space. The viewing angles spread from +5◦ (shown with plus signs) to −15◦ (shown with
continuous lines). The values are projected onto the three planes L∗a∗, L∗b∗ and a∗b∗. Color patches
whose spectral reflectance functions depend highly on the viewing angle are marked with circles.
4.4.2.2 Stereo acquisition with 7-channel stereo system
Using two 7-channel multispectral cameras, it is possible to distribute the color channels into different
ways over both cameras to obtain a stereo system featuring 7 color channels. In the example shown in
Fig. 4.8, the color channels 1, 3, 5 and 7 with center wavelengths 400, 500, 600 and 700 nm were acquired
from the left camera and the color channels 2, 4 and 6 with center wavelengths 450, 550 and 650 nm
from the right camera. Let us denote this configuration of the 7-channel stereo system as “S1”. Another
possible configuration denoted as “S2” utilizes the color channels 1, 3, 5 and 7 from the right camera and
the color channels 2, 4 and 6 from the left camera.
In these two configurations, the color channels are distributed over both cameras one after the other.
It is a more reasonable choice than a configuration where the color channels 1, 2, 3 and 4 with all center
wavelengths under 550 nm would be utilized for one camera and the color channels 5, 6 and 7 with center
wavelengths larger than 600 nm would be utilized for the other camera. Such a configuration would
separate both wavelength ranges onto both cameras and reflectance information could be lost. For this
reason, only the stereo configurations S1 and S2, as defined previously, were compared.
With different spectral sensitivity functions available at each camera position in the stereo systems
S1 and S2, the two stereo systems lead to different reconstructed spectral data. These differences were
analyzed by acquiring the scene B (see Fig. 4.5c) with the 7-channel multispectral camera positioned at
the viewing angles −10◦ and +10◦. The color channels of the stereo configurations S1 and S2 were then
picked from the multispectral data in order to reconstruct the spectral reflectance functions only using
these data. Along with the spectral reflectance functions that can be reconstructed using only the data
from the left or the right multispectral camera, this leads to four different spectral reconstructions: “left”
and “right” using only data from one camera and “S1” and “S2” using data from the stereo system.
Reconstructed spectral reflectance functions for five regions of scene B are shown in Fig. 4.11. The four
spectral functions that were reconstructed are slightly different. For some regions (Fig. 4.11a, Fig. 4.11b
and Fig. 4.11d), almost no differences of the reconstructed reflectance spectra are perceptible. For other
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regions (Fig. 4.11c and Fig. 4.11e), the differences are more obvious. Indeed, the spectral reflectance
functions obtained with the left and the right cameras are different for these regions. As a consequence,
the reconstructed spectral functions using the stereo system S1 or S2 are different too.
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Figure 4.11: Reflectance spectra reconstructed using the data from solely the left 7-channel multispectral
camera (in blue), solely the right 7-channel multispectral camera (in red) or using data from both cameras
for the 7-channel stereo system S1 (in green) or S2 (in black).
The differences of these four reconstructions were then evaluated using color differences, see Tab. 4.4.
The color differences CIEDE2000 were calculated between each of the four spectral reconstructions: left,
right, S1 and S2. For instance, the column denoted “left and S2” gives the color differences calculated
between the reconstruction using only the left camera and the reconstruction using the stereo system S2.
The results are summarized by the minimum, median, mean and maximum values of the color differences
over the 22 regions of scene B. For the region 17 (Fig. 4.11d), the differences were very small and remained
below 0.07 for all the reconstructions. For the region 19 (Fig. 4.11e), the differences were very large with
color differences larger than 3 between the left and the right camera. This might be caused by specular
reflections on this particular object of the scene. On the average, the differences were not perceptible
with values smaller than 1.
Color difference ∆E00 left left left right right S1
calculated between and right and S1 and S2 and S1 and S2 and S2
Minimum 0.07 0.05 0.03 0.03 0.05 0.05
Median 0.43 0.39 0.15 0.15 0.39 0.42
Mean 0.66 0.49 0.27 0.26 0.49 0.48
Maximum 3.50 2.01 1.90 1.75 1.88 1.43
Table 4.4: Color differences CIEDE2000 for different configurations of the 7-channel system. The 22
regions of scene B marked in Fig. 4.5c were acquired from two positions. Using only data from the left
or the right camera or from the stereo system S1 or S2 gives different reconstructed spectra.
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4.4.3 Color accuracy with 7-channel and 6-channel stereo systems
The aim of this subsection is the direct comparison of color accuracy of the 7-channel and the 6-channel
stereo system. If a scene is imaged by these stereo systems, it is impossible to guarantee that the
left cameras from both stereo systems are exactly at the same position. The same holds for the right
cameras. For this reason, spectral measurements of different objects were performed from the left and
right positions of a stereo system by a spectrophotometer. Using these two spectra for each object point,
it was possible to simulate the acquisition with any multispectral stereo system and to compare the
spectra reconstructed from these systems. This is more accurate than using real multispectral stereo
systems, since it is guaranteed that the spectral information reaching the left or right position of the
7-channel or 6-channel stereo system is exactly the same.
The two measurement positions were 0◦ and +10◦ and the light source was at 45◦. The spectrometer
CS-2000 was placed at these two viewing angles and spectral reflectance functions of the 22 regions of
scene B were measured as well. The corresponding values are shown in Fig. 4.12 in the CIELAB color
space and are marked with triangles. Then, the stereo systems were simulated. The 7-channel stereo
system was used in configuration S2 with the color channels 2, 4 and 6 from the left camera and the color
channels 1, 3, 5 and 7 from the right camera. For the 6-channel stereo system, both sets of color filters
(GamColor and Infitec) were tested. In the 6-channel system with GamColor filters, the filter Light green
yellow was used for the left camera and the filter Broadway rose for the right camera. In the 6-channel
system with Infitec filters, the filter Infitec green was used on the left and the filter Infitec pink on the
right. In Fig. 4.12, the results for the 7-channel stereo system are marked with stars, the results for
the 6-channel system using GamColor filters with circles and the results for the 6-channel system using
Infitec filters with squares.
The reconstructed spectral values for most of the regions are often close together. The values of
the 6-channel system with GamColor filters is often far from the values measured on the left and on
the right cameras, i.e., the color accuracy of this stereo system is the lowest. Indeed, the spectral
reflectance reconstructed using spectra measured from the left and the right positions of the stereo
system should remain close from them. To assess this accuracy, the differences between the spectral
reflectance reconstructed with the simulated stereo systems and the original spectra measured at the left
and the right positions were calculated. The differences were evaluated with color difference ∆E00, see
Tab. 4.5, as well as with goodness-of-fit coefficient GFC, see Tab. 4.6. In the first row named “Left and
right spectra”, the spectra measured on both positions are compared. In the last rows, the spectral data
reconstructed using the simulated stereo systems are compared with both left and right spectra.
Stereo system
Minimum Median Mean Maximum Number of regions with
∆E00 ∆E00 ∆E00 ∆E00 ∆E00 < 3 ∆E00 < 1
Left and right spectra 0.13 0.56 0.90 5.34 21/22 18/22
7-channel 0.21 1.37 1.66 5.67 20/22 9/22
6-channel, GamColor 0.98 3.02 4.90 16.06 11/22 0/22
6-channel, Infitec 0.38 1.85 2.16 5.11 16/22 5/22
Table 4.5: Comparison of simulated 7-channel and 6-channel stereo systems with color difference ∆E00.
In the first row, the spectral reflectance functions measured at the left and right positions of the stereo
system are compared. In the three last rows, the simulated stereo systems are compared with the left
and right spectra. It should be noticed that the errors ∆E00 are much smaller than the euclidean norm
∆E∗ab that can be measured in the CIELAB color space in Fig. 4.12.
The color differences (Tab. 4.5) calculated between the left and right spectra remain low with a median
value of 0.56, but they can reach high values with a maximum of 5.34. The median color differences for
the simulated stereo systems with respect to the left and right spectra are 1.37 for the 7-channel system,
3.02 for the 6-channel system with GamColor filters and 1.85 for the 6-channel system with Infitec filter.
The maximum color differences are 5.67, 16.06 and 5.11 respectively. These results show that the 7-
channel stereo system is the most accurate and the 6-channel stereo system with GamColor filters is the
less accurate. The color accuracy was also assessed by counting the number of regions for which the color
difference is satisfactory, i.e., ∆E00 is smaller than 3, and for which the color difference is not noticeable,
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Figure 4.12: Measurements of the 22 regions of scene B obtained for the left and right positions. With
this spectral data, three stereo systems were simulated: a 7-channel system and two 6-channel systems
with two sets of color filters (GamColor and Infitec). The values are projected onto the three planes
L∗a∗, L∗b∗ and a∗b∗.
i.e., ∆E00 is smaller than 1 (see also Section 2.3.4). For 21 of the 22 regions, the color differences between
left and right spectra are satisfactory and they are not noticeable for only 18 regions. This means that
a few regions have a spectral reflectance that varies strongly with the measurement angle. Nevertheless,
the spectral accuracy of acquisitions with the simulated 7-channel stereo system is satisfactory for 20
of the regions and excellent for 9 regions. These rates drop to 16 and 5, respectively, for the 6-channel
system with Infitec filters and to 11 and 0, respectively, for the 6-channel system with GamColor filters.
Similar results were obtained by considering the goodness-of-fit coefficient, see Tab. 4.6. This coef-
ficient is larger than 0.999 for good spectral matches. Values larger than 0.9999 which correspond to
excellent spectral matches (see also Section 2.3.4) were rarely reached with this simulation. The values
obtained for the simulated 7-channel stereo system are almost the same as the values obtained between
left and right spectra, with a median GFC of 0.9997 and a minimum GFC of 0.9890. The values obtained
for the simulated 6-channel stereo system using Infitec filters are slightly smaller (0.9927 and 0.9680
for the median and minimum values) and those obtained using GamColor filters are the worst (0.9814
and 0.8454 for the median and minimum values). The number of regions where GFC > 0.999 were also
counted: 18 of the 22 regions are a good spectral match for the left and right spectra, 15 of the 22 regions
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Stereo system
Maximum Median Mean Minimum Number of regions with
GFC GFC GFC GFC GFC > 0.99 GFC > 0.999
Left and right spectra 1.0000 0.9996 0.9984 0.9838 21/22 18/22
7-channel 1.0000 0.9997 0.9989 0.9890 21/22 15/22
6-channel, GamColor 0.9987 0.9814 0.9643 0.8454 7/22 0/22
6-channel, Infitec 0.9985 0.9927 0.9902 0.9680 14/22 0/22
Table 4.6: Comparison of simulated 7-channel and 6-channel stereo systems with goodness-of-fit coefficient
GFC. For explanations, see the caption of Tab. 4.5.
for the simulated 7-channel stereo system and none of the regions for the simulated 6-channel stereo
systems with either GamColor or Infitec color filters.
4.4.4 6-channel multispectral acquisitions from one or two distinct positions
Color accuracy was also compared for the 6-channel imaging systems using either one unique camera
position or two distinct camera positions. The color chart with 140 color patches presented in Fig. 4.5a
was utilized for this purpose and the color difference CIEDE2000 was calculated for comparison. The
measurements were performed for both sets of color filters, i.e., GamColor and Infitec.
The acquisition of 6-channel multispectral images using only one camera position was performed
with one RGB camera and both color filters positioned sequentially in front of it. The camera was placed
perpendicularly to the surface of the color chart. For the acquisition of 6-channel images with two distinct
camera positions, a second camera was utilized with a viewing angle of 10◦. After compensation of the
disparity in the left and right images (see Section 7.2), the left and right images were merged together
in order to obtain a multispectral image with 6 color channels. The image of the color chart acquired
with the 6-channel system with Infitec filters using one unique camera position is shown in Fig. 4.13a and
the image obtained using two camera positions is shown in Fig. 4.13b. The calculated color difference
CIEDE2000 is written in each color patch and the reference colors are shown on the bottom left triangle
of each color patch.
(a) One camera position (b) Two camera positions
Figure 4.13: Color accuracy of 6-channel system using Infitec filters with one or two camera positions.
For each color patch of the color chart, the value of the color difference ∆E00 is written and the reference
color is drawn on the lower left part.
The values of color differences are summarized in Tab. 4.7 for both sets of color filters. With one
camera position, the median value is 4.07 for the GamColor filters and 3.29 for the Infitec filters: these
6-channel multispectral cameras are therefore quite accurate. The color difference ranges from 0.53 to
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15.1 for the GamColor filters and from 0.56 to 11.2 for the Infitec filters. The maximum differences
occur for dark patches of the color chart. The results of both color sets remain similar, with a slight
better performance with the Infitec filters. The illumination conditions were different from those of the
acquisitions presented in Section 4.3.2: this can explain the differences from Tab. 4.1 where the GamColor
filters were slightly more accurate. With the Infitec filters for instance, 60 of the 140 color patches are
imaged with a satisfactory color accuracy, i.e., with ∆E00 < 3.
Color Minimum Median Mean Maximum
filters ∆E00 ∆E00 ∆E00 ∆E00
One camera position
GamColor 0.53 4.07 4.84 15.1
Infitec 0.56 3.29 4.12 11.2
Two camera positions
GamColor 0.58 4.80 5.46 24.9
Infitec 0.45 4.62 5.45 13.9
Table 4.7: Color differences obtained with 6-channel systems with one or two camera positions. The two
sets of color filters GamColor and Infitec are compared using minimum, median, mean and maximum
values of ∆E00.
If the 6 color channels are distributed between on cameras placed at two different positions, the color
accuracy becomes a little bit worse but remains satisfactory with median values of 4.62 and 4.80 for the
set of Infitec filters and the set of GamColor filters, respectively. The color differences reach high values of
13.9 and 24.9, respectively, mostly because of errors that occur during disparity estimation: locally false
estimation of disparity leads to false spectral reconstruction for some color patches of the color chart.
The color accuracy obtained with the 6-channel stereo systems is only slightly worse than the accuracy
obtained with one unique camera position, if the angle between both camera positions remain in the range
of 20◦. Both filter sets give similar results and are adapted for accurate color acquisitions in a stereo
configuration. Stereo imaging with such a 6-channel stereo system as it is performed in Section 7.2 is
therefore a meaningful application of the multispectral technology.
4.5 Conclusions
A new type of multispectral cameras based on an RGB sensor and two color filters used successively
was presented. It enables the acquisition of 6 color channels in only two shots. The choice of color
filters was optimized given the spectral sensitivity function of the RGB sensor and the objective lens by
simulating the whole acquisition chain. This led to the selection of two broadband color filters GamColor.
Additionally, color filters Infitec that are usually used for wavelength multiplexing and cut halves of the
color channels R, G and B were tested. The color accuracy of these filter sets is satisfactory if color
measurements are aimed at. Performing multispectral acquisitions with only one color filter, i.e., where
one shot is taken with a color filter and the other shot without any color filter, also corresponds to 6 color
channels. Nevertheless, the color accuracy reached with such a system is too low.
The color accuracy of such 6-channel multispectral cameras was then compared to the accuracy
obtained with the 7-channel and the 19-channel multispectral cameras, which feature a monochrome
sensor with 7 or 19 bandpass color filters positioned in a filter wheel. As expected, the 19-channel camera
whose color channels sample more finely the visible wavelength range is the most accurate. The 7-channel
camera reached a slightly largest mean color difference ∆E00 for the tested objects: with a value of 0.97,
it still represents an accurate color acquisition. The multispectral cameras based on RGB sensors were
slightly less accurate with mean color differences of 1.24 and 1.81.
Once the quality of all types of multispectral cameras was proved, the possibility to utilize them in
a stereo configuration was analyzed. The advantage of stereo multispectral systems is that the color
channels can be distributed over the two camera positions: this saves time since less acquisitions are
performed to obtain a whole multispectral image. With the 7-channel camera, the color channels 1,
3, 5 and 7 can be taken from the left camera and the remaining channels 2, 4 and 6 from the right
camera for instance. With the 6-channel camera, a different color filter is applied to the left and to the
right camera. If the angle between both cameras remains lower than 15◦, the differences of the spectral
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reflectance functions measured at each camera position remain low for the objects analyzed here. The way
in which the color channels are distributed over the two camera positions for the 7-channel stereo system
does not modify significantly its color accuracy. This system enables an accurate color measurement.
The 6-channel system still has a satisfactory color accuracy if the cameras are positioned in a stereo
configuration.
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Transversal aberrations
Diverse types of aberrations occur in multispectral cameras featuring a filter wheel with bandpass filter.
They are caused by the filters placed in the ray path (filter aberrations) and by the optics (monochromatic
and chromatic aberrations) and have two components: one along the optical axis and one perpendicular to
it. The aberrations leading to displacements of image points along the optical axis degrade the sharpness
of the image and are called longitudinal or axial aberrations. The aberrations that shift image points
along the sensor plane degrade the alignment of image points corresponding to one unique object point.
They are called transversal or lateral aberrations. The purpose of this chapter is to address the transversal
aberrations, their modeling and compensation.
In the literature, filter aberrations appearing in multispectral cameras featuring a filter wheel placed
between sensor and objective lens have been analyzed using an affine model for chromatic aberrations [26].
Limitations of this model are as follows: First, aberrations are only analyzed for a particular type of filter
wheel multispectral camera, namely those equipped with color filters between sensor and objective lens.
The aberration model for color filters positioned in front of the objective lens are missing. Then, better
models for chromatic aberrations than the straightforward affine model have not been taken into account
for the global model of aberrations occurring in filter wheel multispectral cameras.
For these reasons, new models for transversal aberrations were sought. By developing an additional
aberration model adaptable to multispectral cameras with bandpass color filters placed in front of the
objective lens, a general model was aimed at. This led to aberration models for both types of filter wheel
multispectral cameras. By deriving different models for chromatic aberrations and comparing them, a
more accurate compensation of these aberrations as well as a better understanding of the underlying
wavelength-dependency became possible. This thorough analysis of chromatic aberrations then supplied
a good basis for a global model for transversal aberrations in filter wheel multispectral cameras, including
both chromatic and filter aberrations.
In the following, a model for the aberrations appearing in multispectral cameras with filters positioned
in front of the objective lens is derived at first. Accurate models for the chromatic aberrations are
developed in Section 5.2, based on existing models and on observations of the measured aberrations
which revealed the wavelength-dependency of parameters utilized in the models. A global model is
then derived in Section 5.3 for the complete approximation of transversal aberrations measured in color
channels with respect to a reference color channel. This global model contains the parameters specific to
the chromatic and the filter aberrations.
The model for aberrations in multispectral cameras with filter wheels placed in front of the objective
lens has been published previously in [130]. First results concerning transversal chromatic aberrations
have been published in [132]. They were later completed in [135] with better evaluation and, the possibil-
ity to correct the chromatic aberrations even if a color channel has not been taken into account previously
during calibration. Here, a complete overview over transversal chromatic aberrations and their compen-
sation as well as additional results concerning the intermediate steps of the models enhance the analysis
of chromatic aberrations.
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5.1 Influence of filter position
Aberrations in filter wheel multispectral cameras are caused by color filters and the objective lens. The
physical model of transversal aberrations has been thoroughly analyzed by Brauers [26, 30] for cameras
where the filter wheel is positioned between the sensor and the objective lens. In his model of filter wheel
multispectral cameras, the rays coming from the object first pass the objective lens and afterwards the
color filters before reaching the sensor plane. The objective lens was modeled by a pinhole camera and
the bandpass color filters by plane-parallel plates.
The color filters of most of the filter wheel cameras are positioned between sensor and objective
lens [29, 51, 89, 110]. Yet, some multispectral cameras are composed of a monochrome sensor with an
objective lens in front of which the filter wheel is positioned [159, 163, 215]. These two configurations are
shown in Fig. 5.1 and are referred to as configuration B and configuration F, respectively. The advantage
of configuration B is that smaller color filters can be utilized without risking any vignetting effect on the
acquired images. Furthermore, the utilization of configuration F is facilitated since color filters can be
positioned in front of any usual monochrome camera composed of a sensor and an objective lens fixed
directly to it.
monochrome
senor
filter wheel
objective
lens
(a)
monochrome
sensor
objective
lens
filter wheel
(b)
Figure 5.1: The filter wheel in a multispectral camera can be positioned either (a) between sensor and
objective lens in configuration B or (b) in front of the objective lens in configuration F.
In this work, a model for the aberrations appearing in a multispectral camera in configuration F, that
is, with color filters in front of the objective lens, has been developed. Such a model offers a counterpart
to the model presented for configuration B [30] and allows the comparison of the transversal aberrations
caused by both configurations.
In the following, the physical model corresponding to a filter wheel camera in configuration F is first
developed. Then, acquisitions with simulated and real multispectral cameras are shown, as well as the
results of the model applied to these data.
5.1.1 Physical model
In configuration F, the rays coming from the object first pass the color filters, then the objective lens and
finally hit the sensor plane. For the physical model of the aberrations, the color filters are modeled by
plane-parallel plates as it was the case for configuration B [30]. However, the objective lens cannot be
modeled by a pinhole camera anymore. Indeed, two rays have to be considered in order to compare the
positions where an image point appears on the image plane if a color filter is present or not. A thin lens
is utilized instead for modeling the objective lens. The model utilized is depicted in Fig. 5.2. The focal
length of this thin lens is denoted dfoc and the distance between lens and sensor plane dsens. The color
filter considered in the figure has a thickness t and a refraction index n whereas the refraction index of
the air is set to 1. The tilt angle of the filter is defined by the vector n normal to the surface of the filter.
The input ray considered is emitted by an object point and is defined by the vector i whose angle
with the normal n to the filter surface is α. Without any filter in the ray path, the object point would
be imaged to position xu following the path shown in blue in Fig. 5.2. However, the bandpass filter
refracts the rays at its surfaces and the object point is imaged to position xf after passing the center of
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Figure 5.2: Physical model of filter wheel camera with filters positioned in front of objective lens.
the lens, see the magenta ray in Fig. 5.2. The distortion af = xf − xu corresponds to the aberrations
only caused by the optical filter. Other aberrations caused by the objective lens finally shift the image
point to position xf,l.
The coordinate system of 3D points is defined by the unit vectors (ex, ey, ez). The coordinate system
of 2D image points is restricted to the unit vectors (ex, ey): image positions are given relatively to the
image point O where the optical axis crosses the sensor plane.
The aberrations caused by the filters on the one hand and by the objective lens on the other hand
are considered separately. Afterwards, the complete aberrations appearing in such a camera as well as
the relative aberrations between two color channels are calculated.
5.1.1.1 Aberrations caused by filters
First, let us take a look at the aberrations af caused only by color filters in the ray path and visible on
the sensor plane. They correspond to the displacement af1 along the surface of the color filter and to
the displacement af2 along the thin lens, see Fig. 5.2.
Filter aberrations on filter surface : The aberration caused by the filter and measured along
the filter surface is
af1 = ~IB − ~IA . (5.1)
Vector ~IA follows the direction given by i and is calculated using the intercept theorem
~IA
t
=
i
cos(α)
. (5.2)
Vector ~IB corresponds to a linear combination of the unit vectors i, defining the direction of the incoming
ray, and, n located perpendicularly to the filter surface. It can be written using two coefficients ξ1 and
ξ2 as follows:
~IB = ξ1 · i + ξ2 · n . (5.3)
These coefficients are calculated by projecting ~IB onto the unit vectors n and its perpendicular vector
n⊥: {
~IB · n = t = ξ1 cos(α) + ξ2
~IB · n⊥ = tcos(β) sin(β) = ξ1 sin(α)
. (5.4)
The unknowns are {
ξ1 =
t sin(β)
cos(β) sin(α) =
t
n cos(β)
ξ2 = t− ξ1 cos(α) = t
(
1− cos(α)n cos(β)
) . (5.5)
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After inserting Eq. (5.2), (5.3) and (5.5) into Eq. (5.1), the distortion af1 caused by the filter and
measured on the filter surface is given by
af1 = tn cos(β) i + t
(
1− cos(α)n cos(β)
)
n− tcos(α) i
= t
(
1− cos(α)n cos(β)
)(
n− 1cos(α) i
) (5.6)
Filter aberrations on lens surface : The distortions caused by the filters and measured on the
lens surface by the vector af2 are the sum of the distortion af1 and a vector with the same direction as
vector i. This can be seen by following the rays after point B on Fig. 5.2. This linear combination is
evaluated using the unknown coefficient ξ3 by
af2 = af1 + ξ3i . (5.7)
The distortion vector af2 is now projected onto the unit vector ez to calculate the coefficient ξ3:
af2 · ez = 0
= t
(
1− cos(α)n cos(β)
)(
n · ez − 1cos(α) i · ez
)
+ ξ3i · ez . (5.8)
This yields
ξ3 = t
(
1− cos(α)
n cos(β)
)(
1
cos(α)
− n · ez
i · ez
)
. (5.9)
The distortions af2 caused by the filter and measured along the lens plane are finally obtained by
inserting Eq. (5.9) into Eq. (5.7)
af2 = t
(
1− cos(α)
n cos(β)
)(
n− n · ez
i · ez i
)
. (5.10)
Filter aberrations on sensor plane : After the distortions af2 along the lens plane are known,
the distortions af measured in the image plane are obtained with the intercept theorem
af
dfoc − dsens =
af2
dfoc
, (5.11)
where dsens is the distance between lens and sensor plane. Using Eq. (5.10), this leads to
af =
dfoc − dsens
dsens
t
(
1− cos(α)
n cos(β)
)(
n− n · ez
i · ez i
)
. (5.12)
The ray coming from the lens point L and reaching the sensor plane at the image position xf is
colinear to vector i. The vector pointing from point L to the image position xf is (xf , dsens)
T within the
coordinate system (ex, ey, ez). The intercept theorem between this vector and i thus results in
i
i · ez =
1
dsens
(
xf
dsens
)
. (5.13)
For better readability of the equations, the term κ =
dfoc−dsens
dsens
t
(
1− cos(α)n cos(β)
)
is introduced. With these
modifications, Eq. (5.12) becomes
af = κn− κn · ez
dsens
(
xf
dsens
)
. (5.14)
This finally leads to
af = κ
 −n·ezdsens 0 n · ex0 −n·ezdsens n · ey
0 0 0
 · ( xf
1
)
= Mf ·
(
xf
1
) , (5.15)
with the matrix Mf ∈ R3×3 summarizing the aberrations caused by the filter. Its elements depend on
the normal vector n, the thickness t and the refraction index n of the filter, as well as on the angle α of
the incoming ray.
If the filter has a thickness t = 0, the term κ is equal to 0 and the aberrations vanish: af = 0. If the
image plane is on the focal plane, i.e., if dsens = dfoc, the aberrations also vanish.
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5.1.1.2 Aberrations introduced by the objective lens
Distortions generated by the objective lens are composed of primary monochromatic aberrations and
chromatic aberrations [83]. They only depend on the positions of the rays at the aperture of the optical
system. In the case of paraxial imaging as considered in the system utilized here, it is possible to
approximate the monochromatic aberrations by a first order function [207, p. 63]. The transversal
chromatic aberrations can also be approximated by an affine model, as explained in Section 5.2.3.1. This
model is the most straightforward amongst the models presented in Section 5.2.3. By the affine lens
aberrations, the image point xf is shifted to the image point xf,l in accordance with
xf,l = Ml ·
(
xf
1
)
(5.16)
with matrix Ml ∈ R3×3 describing the monochromatic and chromatic aberrations caused by the objective
lens.
5.1.1.3 Relative aberrations between two color channels
The aberrations presented previously correspond to absolute aberrations that were measured with respect
to the undistorted image points xu. But the position of the undistorted image point xu is not available in
common multispectral images. For this reason, the aberrations sought from now on concern the relative
aberrations that are measured in a given color channel s with respect to another, reference color channel
r. The knowledge of these relative aberrations allows the correction of aberrations with respect to the
reference color channel r: after compensation, the image points in all color channels match those of the
reference channel.
The optical characteristics of the reference color channel and thus of its color filter r are denoted as
follows: the thickness is tr, the tilt angle is defined by the normal vector nr and the refraction index is
nr. Applying Snell’s law to this color filter states that sinα = nr sinβ. For this reason, the coefficient κr
corresponding to the reference color channel is κr =
dfoc−dsens
dsens
tr(1− cosα√
n2r−sin2 α
). The optical characteristics
ts, ns, ns and κs of the color channel s are defined similarly.
Filter aberrations : The filter aberrations in the reference color channel r shift the image points
xu to the image points xfr . These filter aberrations are modeled by
xfr − xu = κrnr − κr
nr · ez
dsens
(
xfr
dsens
)
, (5.17)
as explained in Eq. (5.14). Similarly, the filter aberrations appearing in the color channel s are given by
xfs − xu = κsns − κs
ns · ez
dsens
(
xfr
dsens
)
, (5.18)
where iiez was also replaced by
xfr
dsens
.
The relative filter distortions xfs − xfr in color channel s relative to the reference color channel r then
correspond to
xfs − xfr = κsns − κrnr︸ ︷︷ ︸
translation
+
(
κr
nr · ez
dsens
− κsns · ez
dsens
)(
xfr
dsens
)
︸ ︷︷ ︸
affine displacement
. (5.19)
The first part of this equation is actually a translation that is the same for all the image positions xfr ,
i.e., that is applied globally on the whole image plane. The second part of this equation is an affine
displacement only depending on the image position xfr that is distorted by the reference color channel.
Lens aberrations : The affine model for chromatic aberrations shown in Eq. (5.16) is developed in
order to obtain the relative aberrations between two color channels. The image point xf,lr distorted by the
lens in color channel r and the image point xf,ls distorted by the lens in color channel s are approximated
by 
xf,lr = M
l
r ·
(
xfr
1
)
xf,ls = M
l
s ·
(
xfs
1
) , (5.20)
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with the matrices Mlr ∈ R3×3 and Mls ∈ R3×3 describing the lens distortions specifically for the color
channels r and s, respectively.
Since Eq. (5.19) states that xfs is an affine function of x
f
r , the image position x
f,l
s distorted by color
filter s and by the lens can be approximated by an affine function of the position xfr which is the image
position distorted only by color filter r.
Filter and lens aberrations : The image position xf,lr corresponds to the object point in the
reference color channel r after distortion by color filter r and by the objective lens. The image position
xf,ls is defined similarly for color channel s. The relative aberrations x
f,l
s − xf,lr are the aberrations
measured on the acquired image between the color channels s and r. They include filter as well as lens
aberrations and correspond to
xf,ls − xf,lr =
(
xf,ls − xfs
)− (xf,lr − xfr )+ (xfs − xfr ) (5.21)
where
• (xf,ls − xfs ) is an affine transformation of the image position xfr as explained in the previous para-
graph,
• (xf,lr − xfr ) is an affine transformation of the image position xfr as shown in Eq. (5.20),
• (xfs − xfr ) is an affine transformation of the image position xfr as shown in Eq. (5.19).
Finally, the complete distortions caused by a color filter s and the objective lens measured relative to
a reference color channel r can be summarized by an affine transformation of the image position xfr in
the reference channel. The relative aberrations xf,ls − xf,lr are thus summarized by
xf,ls − xf,lr = Ms ·
(
xf,lr
1
)
, (5.22)
with matrix Ms ∈ R3×3 defining the relative aberrations of color channel s. Its last row is filled with 0
since the position of the image points are not modified in the direction along vector ez.
5.1.2 Acquisitions with filters in front of the lens
The model for aberrations caused by color filters positioned in front of the objective lens were tested by
both simulated and real acquisitions.
5.1.2.1 Simulation
For simulation with the software Zemax, two different color filters were considered and positioned in front
of the objective lens, which corresponded to the objective lens developed in [96]. Both filters had the
same thicknesses tr = ts and the same refraction indices nr = ns. Their tilt angles were different: the
reference filter r had a tilt angle of +1◦ around the norm vector ez and the color filter s a tilt angle
of −1◦ around ey. A grid of 11 × 11 points was imaged by this simulated system and the positions of
the grid corners were tracked on the sensor plane. The rays considered for each color filter had different
wavelengths, as it is the case in real multispectral cameras.
The resulting relative aberrations of color channel s with respect to the reference color channel r are
shown in Fig. 5.3a. The vectors corresponding to the distortions are magnified and their lengths are given
by the isolines. Aberrations of up to 2.8 pixels are obtained with this simulation. The magenta vectors
show the measured distortions and the blue vectors the results of the model. Both models match well for
all the grid points. For the distortions shown here, the reference color channel was set to the wavelength
700 nm and the color channel s to the wavelength 500 nm. This choice was arbitrary and the results for
other channels r or s were similar.
5.1.2.2 Real acquisition
For real acquisitions, the available 7-channel multispectral camera was slightly modified. The filter wheel
was detached from the monochrome camera and the objective lens. The distance between camera and
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Figure 5.3: Distortions appearing in filter wheel multispectral cameras in configuration F for (a) a
simulated and (b) a real camera. The measured distortions (in magenta) are compared to the results of
the model (in blue), with the lengths of the distortions written on the isolines.
lens was kept constant in order to utilize the same lens adjustments as for a common configuration B.
The optical path between sensor and lens was thus protected in order to ensure that the light reaching
the sensor solely originated from the scene imaged through the lens. The filter wheel was then positioned
in front of the objective lens.
Since the color filters utilized for the real acquisitions were initially chosen for configuration B and not
for configuration F, their size was slightly too small compared to the objective lens. Therefore, vignetting
effect is visible on the acquired images, see Fig. 5.3b. This figure shows the measured distortions for
small blocks of the image with magenta vectors placed in the center of each block. The measurement
of distortions was similar to the measurement of aberrations with the regular filter wheel multispectral
camera in configuration B, as explained in Section 2.4.1. When the data of an image block do not allow
the estimation of any displacement, no distortion vector is calculated. This is the case for instance in
the corners of the image because of vignetting or in the bottom of the image because the contents of the
image blocks are too homogeneous. The aberrations with the real acquisition setup reach large values
above 8 pixels for the shown color channel 650 nm measured relative to the reference channel 550 nm.
Except some outliers where the measured distortions are actually wrong, the affine model approximates
the aberrations well.
The real aberrations (Fig. 5.3b) are larger than the simulated ones (Fig. 5.3a) and seem to be in
one unique direction instead of centrifugal or centripetal. This is caused by the optical parameters (tilt
angle, refraction index and thickness of filters) which are simplified for simulation. Moreover, for real
measurements, the filter wheel and objective lens are not fixed together: the optical axis of the objective
lens is possibly not aligned with the center of the sensor and the center of aberrations can thus be situated
outside the sensor.
5.1.3 Results
5.1.3.1 Matrices of affine model
Based on the data measured for a simulated and a real multispectral camera as shown in Section 5.1.2,
the elements of the matrix Ms utilized in Eq. (5.22) were calculated. The results corresponding to the
images shown in Fig. 5.3 are given in Tab. 5.1.
The overall structure of both matrices is similar with diagonal elements close to 1 and shear terms at
positions (1,2) and (2,1) close to 0. This shows that the image points are not rotated and just slightly
scaled. For the simulated data, the elements in the third column are small: indeed, the overall translation
noticeable on the figure is small. For the real data, the translational elements in the third column are
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Simulation: Real acquisition:
Ms =
 1.0025 0.0000 −0.17490.0000 1.0025 0.1731
0 0 0
 Ms =
 0.9989 0.0005 3.05880.0005 0.9992 −6.5913
0 0 0

Table 5.1: Example matrices describing the relative aberrations caused by color filters and objective lens
for simulation and real acquisition, see Eq. (5.22). The simulation corresponds to the results shown in
Fig. 5.3a and the real acquisition to the results shown in Fig. 5.3b.
larger with values up to 6.6 pixels. This matches the large distortions observed in the figure that reach
more than 8 pixels.
5.1.3.2 Model errors
Differences were calculated between the measured distortions (magenta vectors in Fig. 5.3) and the
distortions obtained with the affine model (blue vectors). They correspond to the errors of the model
with respect to the distortions measured separately for each image block.
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Figure 5.4: Errors of the aberration model applied to (a) simulated and (b) real data, measured in pixels.
With the simulated data, the model errors are calculated for each grid point. With the real data, the
model errors are calculated only for inliers, i.e., for blocks where the measured distortions match the
global distortions (from [130]).
Their lengths in pixels are shown in Fig. 5.4 for the data of Fig. 5.3. For the simulated data, the
maximum error over the 11 × 11 grid points is 0.0466 pixels and the mean error is 0.0112 pixels, which
means that the affine model delivers quite accurate results. For the real data, the model error is only
calculated for blocks that are considered as inliers: inliers are image blocks for which the measured
distortion remains close to the distortion modeled over the whole plane with the affine model. Indeed,
for some blocks, the measured distortion is erroneous and excluded by the model. This is visible in the
bottom row of Fig. 5.3b, where the measured distortion for one block is obviously falsely estimated. The
maximum model error with real data is 0.417 pixels and the mean model error 0.210 pixels. The model
error obtained with real data is thus satisfactory. As expected, the errors calculated for real data are
larger than those based on simulated data. The large differences between simulated and real data can
be explained by the optical characteristics of the color channels, which were simplified for simulation
since only the tilt angles were modified. Another reason is that the displacements of image blocks were
known accurately for simulation but had to be measured for real data, and errors can occur during these
measurements.
Errors were also measured for a complete multispectral image. With real acquisitions, the mean pixel
error for the 6 color channels is 0.460 and the maximum pixel error 0.559. With simulation, for which
the wavelengths considered for the color channels and the tilt angles are modified, the mean error of the
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model is 0.0070 pixels and the maximum error 0.0522 pixels. This means that the affine model describes
well the aberrations appearing in filter wheel cameras with filters positioned in front of the objective lens.
5.1.4 Comparison of configuration F and configuration B
As explained in Section 5.1.2.2, the 7-channel multispectral camera was slightly modified in order to
obtain configuration F : the same elements were utilized and the distance between sensor and objective
lens was kept constant. This was an appropriate basis in order to compare the aberrations appearing in
both configurations.
A scene composed of a color chart and its box, see Fig. 5.5a, was acquired using both configurations
of the multispectral camera. Parts of the multispectral images of this scene are shown in Fig. 5.5b
for configuration B and in Fig. 5.5c for configuration F. With both configurations, large aberrations
are visible by distortions of color channels causing color fringes by displacement. The compensation
results for configuration B according to the algorithm developed in [30] are shown in Fig. 5.5d. The
compensation results for configuration F according to the algorithm derived in this work and [130] are
shown in Fig. 5.5e. No remaining distortions are visible: both algorithms allowed a good modeling of the
aberrations appearing in filter wheel multispectral cameras.
(a) Acquired scene
(b) (c)
(d) (e)
Figure 5.5: Aberrations caused by color filters behind and in front of the lens (from [130]). (a) The same
scene was acquired by multispectral cameras in both configurations. Strong aberrations with color fringes
were visible for (b) configuration B as well as for (c) configuration F. After compensation, the distortions
vanished for (d) configuration B as well as for (e) configuration F.
Example matrices corresponding to the affine distortions for both configurations are given in Tab. 5.2.
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The amplitudes of the translation terms in the third columns and of the shear terms were comparable for
both configurations. This means that the aberrations appearing in both configurations were comparable
and none of the configurations seemed to be superior in terms of aberrations.
Configuration B : Configuration F :
Ms =
 0.9997 0.0006 1.15930.0002 0.9997 5.7883
0 0 0
 Ms =
 1.0000 0.0002 2.74550.0002 1.0000 1.2008
0 0 0

Table 5.2: Example matrices describing the relative aberrations caused by color filters and objective
lens for configuration B and configuration F. The distortion matrix for configuration B corresponds to
Fig. 5.5b and the distortion matrix for configuration F corresponds to Fig. 5.5c.
5.1.5 Summary
A physical model has been developed for filter wheel multispectral cameras where the filter wheel is
positioned in front of the objective lens. The aim was to propose a complete understanding of aberrations
appearing in filter wheel cameras, regardless of the position of the filters in the path of the rays. The
filter aberrations and lens aberrations were analyzed separately and modeled one after the other. An
affine distortion model was developed, which enables a good compensation of aberrations in simulated as
well as real images.
5.2 Chromatic aberrations
Chromatic aberrations are caused by the refraction indices of objective lenses that are dependent on the
wavelengths of the considered rays. An example is shown in Fig. 5.6 for an optical system simulated
with the software Zemax (Zemax, LLC, Redmond, WA, USA) and consisting of a thin objective lens.
Rays parallel to the optical axis are considered for wavelengths between 400 nm and 700 nm in steps of
50 nm. They reach the objective lens and are refracted differently for each wavelength. Accordingly, for
each wavelength, the focus plane is shifted along the optical axis (longitudinal chromatic aberrations)
and the image points are shifted on the fixed image plane (transversal chromatic aberrations). The
transversal components of chromatic aberrations result in slight displacements between the image points
corresponding to the different wavelengths, i.e., in color fringes and false colors that are primarily visible
along edges, as shown in Fig. 5.14. The longitudinal components result in images that are more or less
sharp, depending on the wavelengths for which they were acquired. Transversal components of chromatic
aberrations are analyzed in this section.
optical
axis
lens
400 nm
450 nm
500 nm
550 nm
600 nm
650 nm
700 nm
Figure 5.6: Simulation of chromatic aberrations with the software Zemax. A thin lens is simulated
and rays of wavelengths 400 nm to 700 nm originating from an object point at infinity are traced. The
enlarged region shows the longitudinal components of chromatic aberrations along the optical axis and
the transversal components perpendicularly to the axis. The different wavelengths are color-coded.
The detection and correction of chromatic aberrations is important to enhance color images by com-
pensating color fringes that appear at the edges of objects. In particular, this happens for the widely
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used RGB images which correspond to broadband color channels red, green and blue and becomes even
more important for multispectral images composed of several narrowband color channels. The relative
chromatic aberrations between narrowband color channels of multispectral cameras are more visible since
the wavelength ranges can be easily isolated from each other. Moreover, the measurement and modeling
of chromatic aberrations is an essential step within the framework of a complete characterization of geo-
metric aberrations appearing in multispectral cameras as it has been started at the Institute of Imaging
and Computer Vision [26].
In this section, an overview over algorithms for correction of transversal chromatic aberrations is given
first. Then, the measuring setup utilized within this work for the measurement of these aberrations is
presented, together with their observations at first and, secondly possible simulation. In Section 5.2.3, the
models which are analyzed are derived and possibilities to expand them for wavelength-dependency are
exposed in Section 5.2.4. The methods with which the parameters of the different models are calculated
are then explained before the results of compensation of transversal chromatic aberrations are shown in
Section 5.2.6.
5.2.1 State of the art
In the literature, chromatic aberrations are detected principally for two aims: either to achieve a com-
plete knowledge of an imaging system or to enhance color images when the detection is coupled with a
compensation step. Detection of chromatic aberrations can also be utilized for forensic purposes. Indeed,
the distortions present in images are normally caused by chromatic and lens aberrations and if parts of
an image have been manipulated, they can be detected by the characteristics of chromatic aberrations.
Gloe et al. [81] measured the distortions of image blocks in the R and B color channels relative to the G
color channel. Image blocks for which the distortions differed from the global distortion pattern for the
whole image were classified as suspect, i.e., as probably manipulated. Moreover, chromatic aberrations
can also give information about autofocus and depth of acquired objects [77].
Here, the interest of investigating chromatic aberrations consists in a complete analysis of the imaging
system, namely the filter wheel multispectral camera. In the literature, two types of algorithms dealing
with compensation of chromatic aberrations can be found: on the one side some aim at measuring and
modeling chromatic aberrations for the whole image plane and on the other side some algorithms aim at
locally correcting chromatic aberrations for esthetic purposes only.
Most of these algorithms concern RGB images. The G color plane is often taken as a reference. Its
spectral sensitivity curve lies between those of the R and B color channels and the chromatic aberrations
are measured in the R and B channels relative to the G color channel.
5.2.1.1 Measurement and modeling
Transversal chromatic aberrations can first be measured using either a calibration pattern or different
objects. The aberrations of feature points in the acquired objects are then generalized to have access
to the aberrations for all image positions. This can be done either by supplying an aberration model
or by a straightforward interpolation to the measured distortions. Once the chromatic aberrations have
been measured and extrapolated or approximated for the whole image plane, the different color channels
are corrected. This is done by warping the image: intensity values corresponding to the pixel positions
distorted by chromatic aberrations are assigned to the undistorted pixel positions.
Measurement of chromatic aberrations : For calibration in fluorescence microscopy, Kozubek
and Matula utilized beads stained with three different narrowband fluorescent dyes and detected their
weight centers in order to measure the chromatic aberrations [143]. Often, a pattern with known geometry
was imaged and the edges of this pattern were detected in three broadband color channels of an RGB
camera to estimate the chromatic aberrations of the color channels [25, 237, 115]. The three color planes
R, G and B were also used by Mallon and Whelan [161], but the detected edges were the crossings of a
checkerboard pattern. A circled pattern was also imaged by Rudakova for calibration because it seemed to
have a better accuracy [191]. Lluis-Gomez and Edirisinghe [153] performed the calibration using a chart
designed specially for measurement of transversal chromatic aberrations. It was composed of colored
and gray rotated squares and the mean absolute difference between the intensities in color channels R,
G and B gave access to the aberrations. The measurement of chromatic aberrations in the context
of hyperspectral imaging has only been analyzed by Sˇpiclin et al., the other results concerning mainly
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RGB cameras. They performed a dense registration based on intensity values to obtain the chromatic
aberrations [235].
Measurement of chromatic aberrations is also possible without imaging a calibration pattern but
rather using some special features in the acquired scene. For instance, Boult and Wolberg [25] detected
edges in the image and calculated their displacements in the R, G and B color channels. Chromatic
aberrations between R, G and B color channels were also measured by dividing the image plane into
small blocks and applying a block matching on each of them [81].
Modeling or interpolation of aberrations : Once the displacements caused by transversal
chromatic aberrations have been measured either using a calibration pattern or directly on the acquired
scene, they are utilized to derive an aberration model. It describes the aberrations as a function of
the pixel position along the image plane. A widespread model for chromatic aberrations is the radial
model in which the distortions only occur radially, i.e., along the line between the center of aberrations
and the current image position [81, 115, 118, 206]. Joshi et al. [115] computed a radial correction in
order to align the edges in the red and blue planes to the edges in the green plane, which was taken as
reference plane. Kang [118] modeled the optics, pixel sampling and in-camera post-processing to obtain
transversal chromatic aberrations and also used a radial model. Radial and tangential distortion terms
were introduced for transversal chromatic aberrations in [48, 32] and later combined in [161]. An affine
model, in which the displacements of an image point between two color channels are described by rotation,
translation and nonisotropic scaling [30], can also be used. Some authors split the distortions into their
horizontal and vertical components [143, 25]. The analysis of chromatic aberrations developed in [143]
showed that these two components were almost linearly dependent on the position of the image point.
Boult and Wolberg [25] fitted the measured displacements separately in horizontal and vertical directions
using cubic splines. In [235], the transformation field for the whole image plane was approximated based
on the distortions measured for a limited number of image positions using cubic B splines. Rudakova [191]
decided to approximate the chromatic aberrations with polynomials of degree 11 to achieve the highest
precision possible. The aim of these models based on splines or polynomials was to remain as general as
possible and to utilize no a-priori knowledge concerning the aberrations.
Tests of models and results : The quality of compensation of chromatic aberrations was evaluated
in [25] on the image of a gray object, namely a black and white checkerboard. Color fringes caused
by the aberrations should vanish after compensation, and the RGB values of the compensated images
should thus correspond to gray colors. In [191, Chap. 3], the remaining errors of pixel positions after
compensation of chromatic aberrations were calculated and remained below 0.05 pixel. Rudakova stated
that a misalignment of color channels below 0.1 pixel does not lead to noticeable differences and a
misalignment of 0.3 pixel or more is “quite perceptible” [191, Sec. 1.1]. These values are thus utilized for
evaluating the correction of aberrations in Section 5.2.6.
5.2.1.2 Compensation for esthetic purpose
Other algorithms do not intend to measure chromatic aberrations in order to model them on the scale
of the whole image but rather to correct them locally. Chromatic aberrations are mainly visible at
edges, especially at the edges of dark objects positioned in front of lighter areas, and cause unusual false
colors and color fringes. This means that this local correction only concerns edges. In the algorithms
concerning esthetic correction, the underlying chromatic aberrations are not considered globally but just
corrected where they are visible: the effects of chromatic aberrations are detected along edges and then
compensated.
Detection : The edges are first detected in the images and tested for presence of chromatic aberra-
tions. The decision whether an edge is degraded by chromatic aberrations or not can be taken in many
ways. For instance, Bi and Fang [21] detected modifications in chromaticity along edges because chro-
matic aberrations correspond to blue-purple or yellow-green fringes. Chang et al. [42] detected false colors
and blurred values in the R and B channels at the positions where values in the G channel were sharp.
Indeed, the G channel is often taken as a reference and the R and B channels are less sharp because of
longitudinal chromatic aberrations. Kang et al. [117] measured the degree of chromatic aberrations using
the differences of gradients of color components R, G and B. Chung et al. [46] calculated the differences
between R and G color channels or B and G color channels in the transition regions around the edges.
Compensation : Once the effects of chromatic aberrations are detected along edges, these false
colors are corrected locally. This is performed mostly by modifying the chroma information of these
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pixels. In [21], the median chromaticity values from the pixels in the neighborhood of the edges were
utilized: these chromaticity values were the normalized tristimulus values of the standard observer, namely
X¯/(X¯+Y¯ +Z¯) and Y¯ /(X¯+Y¯ +Z¯). The R and B values were clipped in [46] in such a way that the values
of the color differences remained “inside the proper range” compared to the pixels around the edges. The
values were clipped using neighboring values and adding the G value. Kang et al. [117] considered the
chromaticity values in the YCbCr color space and corrected them using the neighboring values with
weights calculated based on one dimensional Gaussian filters with different standard deviations. After
enhancing the high frequencies of the blurred edges in the R and B channels, Chang et al. [42] performed
a filtering of the false colors to cancel the transversal chromatic aberrations. This implied horizontal and
vertical filtering and clipping of values in the color channels. Transversal chromatic aberrations can also
be compensated by considering the gradients of intensities in the different color channels. The gradients
in the channels R and B, which are more degraded by chromatic aberrations and thus more blurred, can
then be adapted to those of the sharp G channel. Kang et al. [116] matched the gradients of R and B
values around the edges to the gradients of G values with help of partial differential equation. This led to
compensation of misalignment and to deblurring at once, i.e., to correction of transversal and longitudinal
chromatic aberrations.
Results : This type of algorithms for compensation of transversal chromatic aberrations are mainly
evaluated qualitatively. Chang et al. [42] additionally assessed their method with images of achromatic
objects by calculating the variance of color differences obtained after compensation. They were able to
make the image more achromatic than with other, conventional algorithms.
5.2.1.3 Modeling chromatic aberrations for multispectral filter wheel cameras
Generally, edges where chromatic aberrations occur can be overseen or falsely detected with the compen-
sation algorithms for esthetic purpose. These methods are not systematic, since the underlying vector
field corresponding to chromatic aberrations is not sought but rather some spare image regions where
the aberrations are the most obvious. For the complete understanding and analysis of an optical system,
which is one aim of this thesis, the complete measurement and modeling of chromatic aberrations had
therefore to be performed.
The methods exposed in Section 5.2.1.1 were almost always based on measurements performed in R,
G and B color channels. The use of such broadband color channels implies a combination of radiation
with a large bandwidth and does not allow a wavelength specific analysis of chromatic aberrations.
The wavelength accuracy required when working with multispectral cameras is much higher in order to
characterize the chromatic aberrations appearing in each color channel. For this reason, the wavelength
bands analyzed within this work were narrower with bandwidths of ca. 40 nm and the amount of utilized
wavelength bands was increased to seven instead of three. Moreover, simulations enabled the analysis for
single wavelengths.
In the literature, chromatic aberrations were considered in each color plane R, G or B separately and
no link between the planes was given. The modeling of chromatic aberrations for multispectral cameras
developed here thus aims at a global analysis of chromatic aberrations over the whole set of narrowband
color channels as a function of the wavelength bands and of the image position in order to derive a more
general model.
5.2.2 Measuring setup
The transversal chromatic aberrations were measured by tracking the image points of a given object
point that corresponded to different wavelengths. A checkerboard pattern was chosen as a calibration
object and the positions of its corners were detected. Their image positions in each color channel were
determined with an algorithm from Mu¨hlich and Aach [168] which detects corner points with subpixel
accuracy. This accuracy can reach 0.03 pixels for relatively low-noise images like the images acquired
within this work.
A continuous measurement of the image points corresponding to the wavelengths of the whole visible
wavelength range is not possible. Rather, the image points were detected for a few different wavelength
bands that were obtained with the 7 color filters of the multispectral camera with center wavelengths 400,
450, 500, 550, 600, 650 and 700 nm. These wavelength bands were not isolated by color filters positioned
in front of the imaging sensor as it was the case for the multispectral camera, but directly in front of the
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Figure 5.7: Setup for the measurement of transversal chromatic aberrations. A checkerboard pattern
is acquired by a monochrome camera (monochrome sensor and objective lens), in order to measure the
displacements of its corners. A narrowband light source is obtained by using a usual broadband light
source positioned behind narrowband color filters. The color filters utilized are those of the 7-channel
multispectral camera and their spectral transmission curves are shown on the left.
light source, as shown in Fig. 5.7. Indeed, color filters in the ray path between object and camera would
lead to additional aberrations. Filtering the spectral components of light before it reaches the acquired
object guarantees that the rays reaching the sensor are not distorted by any additional aberrations.
Still, the drawback of illuminating an object with given wavelength bands is that the wavelengths
reflected by the object are not necessarily the same. For instance, fluorescent materials are materials that
“reemit the absorbed light at longer wavelengths” [15, p. 10]. If such materials are imaged, the spectral
characteristics of the rays passing the objective lens are different from the spectral characteristics of the
narrowband light source, which combines broadband light source and bandpass color filters. This problem
actually occurs as soon as white paper is imaged: most papers contain optical brighteners to make them
look whiter and less yellowish by adding blue wavelengths. In fact, these fluorescent whitening agents
“absorb ultraviolet radiation between 300 and 400 nm and reemit this radiation as light between 400 and
500 nm” [15, p. 10]. Great care was thus taken for the measurement of chromatic aberrations by printing
the checkerboard pattern on a special paper which allegedly contained no optical brightener, the GMG
ProofPaper semimatte 250 (GMG GmbH & Co. KG, Tu¨bingen, Germany). This paper however contained
a small amount of whitening agents. Its fluorescence was less perceptible than other sort of papers but
still led to a displacement of the center wavelength of the first color channel: instead of 400 nm, the center
wavelength of the light reflected by the calibration object was 418 nm. For this reason, the measurements
performed with the first color channel were not assigned to the wavelength 400 nm but to the wavelength
418 nm in the following.
The light source utilized for measurement of chromatic aberrations was a broadband halogen light
source. The monochrome sensor was the sensor uEye UI-2240-M utilized in the 7-channel multispectral
camera, as listed in Tab. 2.1. The objective lens positioned in front of the sensor was not the usual lens
of the 7-channel camera. Rather, two different objective lenses were tested for chromatic aberrations: a
Tarcus TV Lens 8 mm F1.3 and a Cosmicar TV Lens 8.5 mm F1.5.
5.2.2.1 Observed aberrations
Considering one object point only, each of its spectral components is refracted differently by optical
components like an objective lens. This leads to a rainbow-like cloud of image points. Generally, the
small wavelengths are refracted more strongly than the large ones [207]. In the images acquired with the
objective lens Nikon AF-S DX, the small wavelengths are imaged more closely to the distortion center
than the large ones. The distortion center corresponds to the position where the optical axis of the
objective lens crosses the image plane. Object points that are situated along the optical axis are not
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distorted by transversal chromatic aberrations.
A checkerboard pattern was imaged with the 7 narrowband light sources presented previously and
consisting of a broadband light source with 7 bandpass color filters. The positions of its corners were
detected in each image and their displacement with respect to a given reference image was calculated:
this corresponds to relative chromatic aberrations. For instance, the reference image was the one acquired
with the light source of center wavelength 700 nm. The relative chromatic aberrations measured with
the narrowband light sources of center wavelength 418 nm to 650 nm are shown in Fig. 5.8. Each color
channel is represented by a different color and the vectors point from the positions in the reference image
towards the positions in the other images.
distortion 2 pixels
(a)
 
 
418 nm
450 nm
500 nm
550 nm
600 nm
650 nm
(b)
Figure 5.8: Chromatic aberrations measured on the corners of a checkerboard pattern with respect to
the 700 nm-channel (from [135]). The image size is 1280×1024 pixels. The center of the image is marked
by a black cross; the center of chromatic aberrations is not exactly at this position. The area marked in
(a) is magnified in (b).
The chromatic aberrations have obviously a radial symmetry around the center of distortions. The
cross represents the center of the image: the center of chromatic aberrations is not exactly at this position
but certainly not far from it. All the vectors point towards the distortion center and the displacement of
the small wavelengths, e.g., 400 nm, is larger than the displacement of large wavelengths, e.g., 650 nm.
5.2.2.2 Simulation
In order to reinforce the knowledge of chromatic aberrations and to test the models for chromatic aber-
rations, simulations were performed using the software Zemax additionally to the real measurements.
The simulated imaging system consisted of an objective lens comparable to the one of the multispectral
camera based on the data developed in [96] and of an image plane with a fixed position. The wavelengths
of the rays traced with the software were the center wavelengths of the bands considered for the real ac-
quisitions, namely 418 nm, 450 nm, 500 nm, 550 nm, 600 nm, 650 nm and 700 nm. The object considered
for simulation was a grid and the image points of the grid points were traced for these different wave-
lengths. With this simulation, the measurements of chromatic aberrations are exempt from errors and
inaccuracies appearing in real measurements because of image noise, corner detection and bandwidths of
the wavelength bands. Indeed, image noise causes small errors during the corner detection. These errors
cause in turn errors in the calculation of the aberration models. Moreover, a real calculation with color
filters only allows the measurement of chromatic aberrations for narrow wavelength bands and not for
single wavelengths.
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5.2.3 Modeling of aberrations
The coordinates of an image point in the color channel s are denoted by (xs, ys)
T in the image plane.
With the center of the distortions (xo, yo)
T , it becomes more convenient to utilize relative image point
positions compared to this center. For instance, the relative coordinates us of an image point in the color
channel s corresponding to a particular wavelength band are us = (us, vs)
T = (xs − xo, ys − yo)T .
During the measurement of chromatic aberrations presented in Section 5.2.2, no optical element is
modified. This means that the distortion center (xo, yo)
T is actually the same for all the considered
wavelength bands, i.e., for all the color channels. As explained previously, a reference channel r is chosen
for the measurement of transversal aberrations. Let ur be the relative position of the image point in
this reference channel compared to the distortion center (xo, yo)
T . The relative chromatic aberrations
∆es(ur) of the image point us with respect to the reference image point ur is then defined by
∆es(ur) = us − ur , (5.23)
as illustrated by Fig. 5.9.
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Figure 5.9: An object point is imaged onto two different positions in color channel s and in reference
channel r. With coordinates expressed relative to the distortion center (xo, yo)
T , the image point in color
channel s is us and the image point in reference channel r is ur. The chromatic aberration ∆es(ur) of
color channel s for this position is the distance between both image points.
In the following, different models are developed in order to approximate the relative chromatic aber-
rations: an affine model, a radial model, and a radial and tangential model.
5.2.3.1 Affine model
The first model analyzed for transversal chromatic aberrations is the affine model, which was also utilized
by Brauers [26, Eq. (3.26)]. Such a model enables rotation, translation and nonisotropic scaling of the
image point ur to obtain the the chromatic aberrations ∆e
aff
s (ur). If the homogeneous coordinates(
uTr 1
)T
of this image point are considered, the affine geometric transformation can be summed up by
a transformation matrix Hs ∈ R2×3 for each color channel s. The chromatic aberrations ∆eaffs (ur)
estimated with this model are
∆eaffs (ur) = Hs ·
(
ur
1
)
, (5.24)
where the two first columns of Hs contain parameters for rotation and scaling and the third column
contains parameters for translation. This leads to the estimated image point uˆaffs in the color channel s
uˆaffs = ∆e
aff
s (ur) + ur
=
(
Hs +
(
1 0 0
0 1 0
))
·
(
ur
1
)
.
(5.25)
5.2.3.2 Radial model
The utilization of a radial model was motivated by the observations in Fig. 5.8 where the chromatic
aberrations seem to be radial. Indeed, the orientation of the aberration vectors ∆es(ur) was compared
74
5.2 Chromatic aberrations
to the orientations of the corresponding image points ur in the reference channel and is shown in Fig. 5.10
(black curve). Both orientations are similar and their difference shown in gray remains low. In the color
channel whose results are shown in the figure, the mean absolute difference between the orientations
is 1.18◦ and the maximal absolute difference 23.72◦. Over all the color channels, the mean absolute
difference is 1.72◦ and the maximal absolute difference 33.8◦. Some outliers with orientation differences
larger than 10◦ are visible. They mainly corresponded to corners of the checkerboard that were situated
around the distortion center: in this area, the slightest error in the measured positions leads to large errors
in the calculated orientations. This indicates that the main component of the chromatic aberrations is
the radial component. In the radial model, it is thus assumed that the chromatic aberrations are only
radial.
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Figure 5.10: Orientations of the chromatic aberrations ∆es(ur) = us − ur compared to orientations of
the image positions ur in the reference channel in black. Both orientations are close since their difference
in gray remains low. These results yield for color channel 4: 95% of the values lie between −2.73◦ and
+3.44◦ and some outliers reach values like −9.59◦ or +23.72◦.
Once the orientations of the chromatic aberrations ∆es(ur) are known, their lengths are required to
define them completely. As explained in [135], the Euclidean norm ‖∆es(ur)‖ of the vector ∆es(ur) can
be approximated by
‖∆es(ur)‖ ≈ ‖us‖ − ‖ur‖ , (5.26)
with the assumptions verified in the previous paragraph. Although Brown proposed radial distortions
whose lengths were polynomials of ‖ur‖ with powers 3, 5, etc. [33], the distortions measured in this work
required a different model. The measurements shown in Fig. 5.11 correspond to two different objective
lenses and present the values ‖us‖− ‖ur‖ as a function of the distance ‖ur‖. The values were calculated
for all the corners of the checkerboard pattern and are displayed in a different color for each channel, see
the dots in the figure. They can be approximated by different functions. The values ‖us‖−‖ur‖ measured
with the Cosmicar lens (Fig. 5.11b) are almost a linear function of ‖ur‖. For the Tarcus lens (Fig. 5.11a),
a linear function is not sufficient and a polynomial of order 3 should be utilized. For the lenses analyzed
during this work, the function which approximated the measured values with as many parameters as
required but also as few as possible thus was a third-order polynomial. The approximating polynomials
are shown in Fig. 5.11 by continuous curves. The lengths ‖∆es(ur)‖ of the chromatic aberrations were
approximated by
‖∆es(ur)‖ ≈ ls,1 · ‖ur‖+ ls,2 · ‖ur‖2 + ls,3 · ‖ur‖3 , (5.27)
using Eq. (5.26). The coefficients of the polynomial ls,i, i = 1, . . . , 3 are specific for the color channel s
and correspond to the term of power i. There is no coefficient for the power 0 in this approximation,
since the chromatic aberrations satisfy ∆es(ur) = 0 for ur = (0, 0)
T , i.e., image points at the distortion
center are not degraded by transversal chromatic aberrations. The order of the polynomial may have
to be larger for other types of lenses, but terms of power 1 and 2 must be utilized, as shown with the
examples in Fig. 5.11. This is why the model of Brown [33] utilizing powers 3, 5, etc. is not sufficient.
The chromatic aberrations ∆erads (ur) approximated by this radial and tangential model for the color
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Figure 5.11: Distortions ‖us‖−‖ur‖ as a function of the distance ‖ur‖. The measurements corresponding
to all the corners of the checkerboard pattern are represented by dots. Third-order polynomials are used
to approximate the measured values (Eq. (5.27)), see the continuous lines. Two different objective lenses
were measured.
channel s and the position ur finally are
∆erads (ur) =
(
ls,1 · ‖ur‖+ ls,2 · ‖ur‖2 + ls,3 · ‖ur‖3
)
· ur‖ur‖ . (5.28)
5.2.3.3 Radial and tangential model
The radial model presented previously can compensate a large amount of the chromatic aberrations.
Still, some tangential components of the chromatic aberrations remained after compensation with this
model [135]. For this reason, another model ∆ertms (ur) = (∆e
rtm
s,x(ur),∆e
rtm
s,y (ur))
T for chromatic aberra-
tions was also taken into account. It is composed of three components dlin, drad and dtan
∆ertms,x(ur) = ns,1 · ur + ns,2 · ‖ur‖2 · ur + ns,3 ·
(
3u2r + v
2
r
)
+ 2 · ns,4 · ur · vr
∆ertms,y (ur) = ns,1 · vr︸ ︷︷ ︸
dlin
+ ns,2 · ‖ur‖2 · vr︸ ︷︷ ︸
drad
+ 2 · ns,3 · ur · vr + ns,4 ·
(
u2r + 3v
2
r
)︸ ︷︷ ︸
dtan
. (5.29)
The linear component dlin = ns,1ur reflects the fact that refraction indices of objective lenses are a
linear function of the wavelength within the visible wavelength range [161]. The radial component drad =
ns,2 ‖ur‖2 ur was derived by Brown [33] and only the terms up to the third order of ur, vr are kept
here. The coefficient ns,2 is actually a parameter for spherical aberrations [238]. Finally, the tangential
component dtan contains the coma parameters ns,3 and ns,4 [238]. These distortions were first introduced
by Conrady [48] and then adopted by Brown [32], both referring to them as decentering distortions.
This led to the Brown-Conrady model for lens aberrations that classifies them into radial and tangential
aberrations.
5.2.4 Wavelength-dependency
In this section, the radial model and the radial and tangential model are analyzed with the following
aim: finding the underlying wavelength-dependency of the chromatic aberrations. The affine model was
not analyzed here, since its results were worse than the results of the two other models, as shown in
Section 5.2.6.2.
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5.2.4.1 Radial and wavelength-dependent model
The radial model requires three parameters ls,i, i = 1, . . . , 3 for the three terms of the third-order poly-
nomial, see Eq. (5.27). The parameters were estimated using the radial model applied on the aberrations
measured as shown in Fig. 5.7. The coefficients for the Tarcus objective lens are shown in Fig. 5.12
with black dots for the 6 color channels. It appears that the coefficients can be in their turn modeled
parametrically with functions of the wavelength.
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Figure 5.12: Wavelength-dependency of parameters of radial model presented in Eq. (5.27) for the Tarcus
lens (from [135]). The black points are the coefficients ls,i, i = 1, . . . , 3 and the gray curves are the third-
order polynomials li(λ) approximating these coefficients for the whole wavelength range.
To this end, the center wavelength λs of each color channel s was introduced, with λs being 418,
450, 500, 550, 600 or 650 nm. The coefficients ls,i were then described by functions of the wavelengths
λs. Polynomial functions gave good results for these approximations, and since only six values were
available for each function, the polynomials were restricted to the third order. This corresponds to an
approximation for each parameter ls,i, i = 1, 2, 3, with the help of four coefficients mi,j , j = 0, . . . , 3:
ls,i ≈ mi,0 +mi,1 · λs +mi,2 · λ2s +mi,3 · λ3s . (5.30)
By considering the coefficients ls,i not only for the discrete wavelengths λs corresponding to the center
wavelengths of the color filters, it was possible to extend the approximating functions to wavelengths
functions li(λ) for the whole wavelength range. This means that li(λs) = ls,i and additional values for
wavelengths different from λs are interpolated with
li(λ) = mi,0 +mi,1 · λ+mi,2 · λ2 +mi,3 · λ3 . (5.31)
The values of the functions li(λ), i = 1, 2, 3 for λ ∈ [418 nm,650 nm] are shown in Fig. 5.12 with gray lines.
They represent the approximation of the measured values ls,i (black dots) with third-order polynomials.
Inserting Eq. (5.31) into Eq. (5.28), the complete expression of the transversal chromatic aberrations
∆erad(λ,ur) given by this radial and wavelength-dependent model for the wavelength λ and the position
ur becomes
∆erad(λ,ur) =
 3∑
i=1
3∑
j=0
mi,j · λj · ‖ur‖i
 · ur‖ur‖ . (5.32)
5.2.4.2 Radial, tangential and wavelength-dependent model
The radial and tangential model presented in Eq. (5.29) requires four parameters ns,i, i = 1, . . . , 4 in
addition to the position of the aberration center (xo, yo)
T . An analysis of these four parameters is shown
in Fig. 5.13. Their values for the different discrete wavelength values were estimated by applying the radial
and tangential model to the measured aberrations, see the black dots. It is also possible to approximate
them with functions of the wavelength.
They were approximated by third-order polynomials of the wavelengths in order to obtain values for
any wavelength λ and not only for the center wavelength λs of a color channel s. For each parameter ns,i,
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Figure 5.13: Wavelength-dependency of parameters of radial and tangential model presented in Eq. (5.29).
The black dots correspond to the coefficients ns,i, i = 1, . . . , 4 and the gray curves correspond to the
third-order polynomials ni(λ) approximating these coefficients for the whole wavelength range. The black
dashed lines represent the coefficients of the radial, tangential and wavelength-dependent model.
i = 1, . . . , 4, four coefficients qi,j , j = 0, . . . , 3 were needed for the corresponding third-order polynomial
ni(λ), namely:
ns,i ≈ ni(λs) = qi,0 + qi,1 · λs + qi,2 · λ2s + qi,3 · λ3s . (5.33)
In a first step, the approximations with third-order polynomials ni(λ) were performed on the coefficients
ns,i obtained by the optimization of the radial and tangential model as described with Eq. (5.29). These
curves are shown with gray curves in Fig. 5.13.
In a second step, the coefficients qi,j reflecting the wavelength-dependency of the parameters ns,i
were directly inserted into the radial and tangential model. This led to the radial, tangential and
wavelength-dependent model whose estimated chromatic aberrations are denoted by the following term:(
∆ertmx (λ,ur),∆e
rtm
y (λ,ur)
)T
. They are functions of the position ur of the image point in the reference
color channel and of the wavelength λ:
∆ertmx (λ,ur) =
(
q1,0 + q1,1 · λ+ q1,2 · λ2 + q1,3 · λ3
)·ur
+
(
q2,0 + q2,1 · λ+ q2,2 · λ2 + q2,3 · λ3
)· ‖ur‖2 · ur
+
(
q3,0 + q3,1 · λ+ q3,2 · λ2 + q3,3 · λ3
)· (3u2r + v2r)
+2 · (q4,0 + q4,1 · λ+ q4,2 · λ2 + q4,3 · λ3)·ur · vr
∆ertmy (λ,ur) =
(
q1,0 + q1,1 · λ+ q1,2 · λ2 + q1,3 · λ3
)·vr
+
(
q2,0 + q2,1 · λ+ q2,2 · λ2 + q2,3 · λ3
)· ‖ur‖2 · vr
+2 · (q3,0 + q3,1 · λ+ q3,2 · λ2 + q3,3 · λ3)·ur · vr
+
(
q4,0 + q4,1 · λ+ q4,2 · λ2 + q4,3 · λ3
)· (u2r + 3v2r)
(5.34)
In Fig. 5.13, the polynomials
∑3
j=0 qi,j · λj approximating the parameters ni(λ) are plotted with black,
dashed lines. This radial, tangential and wavelength-dependent model depends on 18 parameters: (xo, yo)
T
and qi,j for i = 1, . . . , 4 and j = 0, . . . , 3.
5.2.5 Calculation of model parameters
The characterization of the parameters of the models for transversal chromatic aberrations presented
previously relies on the image positions us and ur corresponding to the same object point imaged in the
color channel s and in the reference color channel r, respectively. With the checkerboard pattern utilized
for calibration, the corner positions were detected in both color channels. The optimization for parameter
search of each model based on these corner positions is presented in this section.
5.2.5.1 Affine model
The affine model for chromatic aberrations was similar to the model developed in [30] for transversal
filter aberrations in filter wheel multispectral cameras. The optimization algorithm to obtain the values
of the 2 × 3 matrix Hs (see Eq. (5.24)) was thus also similar. With a random sample consensus algo-
rithm (RANSAC) [72], three random points were selected out of the checkerboard corners and an affine
transformation was calculated based on them. The errors obtained with this affine transformation on the
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other corner positions were calculated. Then, three other points were randomly selected as long as the
maximum number of iterations was not reached or the improvements on the errors were large enough.
The affine transformation leading to the minimum errors was kept for characterizing the channel s with
matrix Hs.
5.2.5.2 Radial model
The calculation of parameters for the radial model occurred in two steps. In the first step, the position
(xo, yo)
T of the distortion center was calculated, for instance with the method utilized for the radial and
tangential model (see the Section 5.2.5.3). In the second step, the lengths of aberrations were measured,
i.e., the lengths ‖us − ur‖. A third-order polynomial of the image position ur was fitted to these data
in order to obtain the coefficients ls,i for i = 1, 2, 3 as derived in Eq. (5.27).
For the radial and wavelength-dependent model, an additional step was performed. Once the coef-
ficients ls,i were calculated, a third-order polynomial of the wavelength was fitted on each of them as
derived in Eq. (5.31). This means that the polynomials of the position ur and the polynomials of the
wavelength λ were fitted consecutively, leading finally to the radial and wavelength-dependent model.
5.2.5.3 Radial and tangential model
The six parameters of the radial and tangential model presented in Eq. (5.29) were summed up by
the vector Θˆrtms = (xo, yo, ns,1, ns,2, ns,3, ns,4)
T for each color channel s. The model error, i.e., the
difference between the estimated chromatic aberration ∆ertms (ur) and the measured chromatic aberration
us − ur, was minimized using the quadratic cost function
∥∥∆ertms (ur)− (us − ur)∥∥2 which is a function
of Θˆrtms [161]. This represents a nonlinear least squares problem and a Gauss-Newton method was used
to find its solution by solving a sequence of linear least squares problems [53]. For initializing Θˆrtm,0s , the
position (xo, yo)
T of the distortion center was set to the center position of the image and the parameters
ns,1 to ns,4 were set to 0: for instance Θˆ
rtm,0
s = (640, 512, 0, 0, 0, 0)
T for an image of size 1280 × 1024
pixels.
After the wavelength-dependency was incorporated to this model as exposed in Eq. (5.34), 16 coeffi-
cients qi,j with i = 1, . . . , 4 and j = 0, . . . , 3 were necessary in addition to the position of the aberration
center (xo, yo)
T . This led to 18 parameters for this radial, tangential and wavelength-dependent model
that were summed up in the vector Θˆrtm,wl = (xo, yo, q1,0, . . . q4,3)
T . These parameters were optimized
the same way as the vector Θˆrtms was. For initialization, the center of distortions (xo, yo)
T was again set
to the center of the image and the coefficients qi,j were set to 0.
5.2.6 Results
The results presented in this section refer solely to transversal chromatic aberrations. The multispectral
images utilized to assess the quality of the compensation methods proposed previously were degraded only
by transversal chromatic aberrations and the effects of compensation. The acquisitions were performed
with the same multispectral system as shown in Fig. 5.7. This means that the usual 7-channel camera was
not utilized, but rather a multispectral solution where the light source had narrowband characteristics: no
transversal aberrations were caused by the filters and the images were distorted only by the objective lens.
As stated in Section 5.2.2, such a system can lead to errors when the acquired objects have fluorescent
properties. This was not an issue here, since the aim of this multispectral solution was not measuring
the color accuracy of the acquisitions but evaluating correction of chromatic aberrations.
To the naked eye, it was not possible to differentiate the compensation results from the different
models. In Fig. 5.14, the results of the radial, transversal and wavelength-dependent model are shown as
an example. In the top row, regions of multispectral images degraded by transversal chromatic aberrations
are enlarged: color fringes are visible, particularly along sharp edges between light and dark areas.
The same regions after correction of aberrations are shown in the bottom row. Color fringes vanished
completely and the effects of transversal chromatic aberrations were not visible anymore: compensation
of aberrations with the developed models was thus successful.
The chromatic aberrations were measured using a checkerboard pattern acquired with the same optical
setup, i.e., the objective lens was not modified between the calibration acquisition and the acquisition
of the other objects. The modeled transversal chromatic aberrations only depend on the positions ur
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(a) (b) (c) (d) (e)
Figure 5.14: Regions of multispectral images before and after compensation of chromatic aberrations.
In the original images corrupted by chromatic aberrations (top row), color fringes are clearly visible. In
the images compensated with the radial, tangential and wavelength-dependent model (bottom row), the
color fringes have disappeared. The regions presented have a height of 100 pixels and originate from
images of (a) a checkerboard pattern, (b) millimeter paper and (c)-(e) a color checker and its cover.
of the image points in the reference color channel, as demonstrated by Eqs. (5.25), (5.28), (5.29), (5.32)
and (5.34). This means that only the angles of the rays reaching the objective lens are important but
the distances of the object points do not play a role in the formation of chromatic aberrations. The
models developed here can thus “be utilized for natural scenes in which the objects are not planar and
are positioned at different distances from the imaging devices” [135].
5.2.6.1 Results of simulation
The real measurements performed with the multispectral system presented in Fig. 5.7 concerned radiations
that were limited to narrow wavelength bands with bandwidths of ca. 40 nm. But the behavior of
infinitesimally small wavelength bands or single wavelengths could not be measured with the real setup:
this was considered by simulation.
Results of simulated transversal chromatic aberrations are shown in Fig. 5.15 concerning the radial
model. In total, 1024 object points were tracked in the 7 color channels. As in Section 5.2.3.2, the
orientations of the image positions ur in the reference color channel r were compared to the chromatic
aberrations us − ur appearing in a different color channel s, see Fig. 5.15a. The differences between
both orientations plotted in gray are in the range of 10−11 degrees, i.e., actually the range of calculation
accuracy. With the simulated data, the transversal chromatic aberrations indeed seemed to have only
radial components. This can be explained by the simulated lens itself which was too perfect: in real
objective lenses, often some elements are not perfectly centered, which results in tangential components.
The values ‖us‖ − ‖ur‖ corresponding to the approximated lengths of the chromatic aberrations
with the radial model as explained in Eq. (5.26) are shown in Fig. 5.15b as functions of the positions
ur. Contrary to the real measurements shown in Fig. 5.11, polynomials of the first order seemed to be
enough to model the lengths of aberrations with the simulated values.
The results of the simulated transversal chromatic aberrations were thus consistent with the results
from real measurements. It turned out that simpler models could be utilized for simulated measurements
and that the more general models developed based on real measurements were also usable. These results
with simulated aberrations were similar to those obtained with real measurements and thus validated the
approach of modeling the aberrations as presented in this section.
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Figure 5.15: Radial model applied on simulation data with results concerning the orientations as well
as the lengths of the simulated transversal chromatic aberrations. (a) The differences of orientations
between the chromatic aberrations us − ur and the image positions ur in the reference channel were
in the range of calculation errors and thus negligible. (b) The lengths of the aberrations were linear
functions of the positions ‖ur‖.
5.2.6.2 Quantitative evaluation of compensation
To quantitatively evaluate the compensation of transversal chromatic aberrations with all the models
presented previously, two approaches were followed. Firstly, the remaining color fringes were detected
and secondly the pixel errors of the models were calculated.
Color fringes remaining after compensation of the aberrations were detected on images of a gray object,
namely a millimeter paper. The detection was performed using principal component analysis (PCA) on
the spectral data acquired with the multispectral camera. The PCA considers the spectral information of
each pixel separately, i.e., the intensity values of the color channels, and the aimed principal components
are spectral functions. An image pixel corresponding to a gray color has the same intensity values in all
color channels and another pixel corresponding to a color fringe does not. If the PCA results in a first
principal component with the same values for all color channels, it thus shows that a large amount of gray
pixels are available in the image and most color fringes have been corrected. Moreover, the eigenvalue of
this first principal component should be high if all the pixels of the image correspond to gray colors.
The PCA calculated on the image of gray millimeter paper led to the following results. The first prin-
cipal component of the original image degraded by transversal chromatic aberrations shown in Fig. 5.16a
did not have constant values for all the color channels. This indicated the presence of color fringes in
the original image, as expected. After compensation, they vanished completely and the first principal
components had constant values (dotted lines). The first principal components calculated for the differ-
ent models of chromatic aberrations did only slightly differ, which is why they appeared almost as one
unique curve. The eigenvalues of all 7 principal components were then calculated, see Fig. 5.16b. The
energy contribution of the first principal component is the largest and the other components are sorted so
that their eigenvalues become smaller [1, 3]. In the original image containing color fringes, the two first
principal components had comparable weights. In a gray image with a first principal component having
constant values for all the color channels, the corresponding eigenvalue should be large and the eigenval-
ues of the following principal components should be negligible. This was the case for the images after
compensation: the energy was concentrated into the first component with 98.4% for the affine model,
98.7% for the radial model, 98.5% for the radial and tangential model and 98.5% for the radial, tangential
and wavelength-dependent model. These values only varied slightly. The second principal component
had already an energy more than 100 time smaller for all these models. The results of the PCA of the
images compensated with the proposed models were thus close to those of the PCA of a perfect gray
image. It was hardly possible to differentiate the results of the different models.
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Figure 5.16: Principal component analysis performed on an image of a gray object, namely millimeter
paper. (a) First principal component calculated over the whole image plane for the original image
degraded by transversal chromatic aberrations (solid line) and for the images compensated with the
presented models (dotted lines). (b) Eigenvalues of the seven principal components for the original image
(black, solid line) and the images compensated with the presented models.
Secondly, the pixel errors were calculated between the measured transversal chromatic aberrations
us − ur and the ones given by the different models. The mean and maximum values for each color
channel were then compared, see Fig. 5.17. All the models and their intermediate steps were taken
into account. The affine model which was explained in Eq. (5.24) is plotted in cyan. The steps of the
radial model are also represented: the chromatic aberrations were first assumed to be radial and to have
the lengths ‖us‖ − ‖ur‖ as explained in Eq. (5.26) (red curves), then the lengths were approximated
by third-order polynomials of the positions ‖ur‖ as derived in Eq. (5.27) (green curves) and finally the
wavelength-dependency was also incorporated into this radial model, see Eq. (5.32) (purple curves). The
results of the radial and tangential model developed in Eq. (5.29) are shown by the yellow curves and
the results of the radial, tangential and wavelength-dependent model from Eq. (5.34) by the blue ones.
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Figure 5.17: Compensation errors of the presented models for chromatic aberrations. They were calcu-
lated using the distance between the measured corners us in each color channel s and the corresponding
corners estimated with each aberration model. The solid lines represent the mean error values over all
the corners of the calibration pattern and the dashed lines represent the maximum error values.
It first appeared that the pixel errors for the color channels corresponding to the wavelengths 418
and 450 nm were generally larger than the errors of the other color channels. This was caused by the
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choice of the reference color channel which was the channel with central wavelength 700 nm: these two
channels were thus the most distant from the reference channel in the wavelength range. The affine model
(in cyan), the radial model (in green) and the radial and wavelength-dependent model (in purple) even
reached maximum error values larger than 0.3 pixel, which corresponds to “quite perceptible” errors [191].
The radial and tangential model (in yellow) as well as the simplified radial model (in red) which projected
the aberrations along the radial direction led to similar, moderate results with mean errors larger than 0.1
pixel for the channel 418 nm. It became obvious that the different steps of the radial model shown in red,
green and purple, each altered the accuracy slightly, except for the color channel 418 nm whose accuracy
was largely degraded. Only the radial, tangential and wavelength-dependent model, whose parameters
were optimized globally over the whole visible wavelength range, had mean pixel errors which did not
raise for the color channels 418 and 450 nm. Rather, the mean errors remained almost constant for all
the channels because of the global optimization. This enabled the radial, tangential and wavelength-
dependent model (in blue) to be the unique model reaching mean values below 0.1 pixel for all the color
channels, with the affine model. The affine model reached also very large errors but the radial, tangential
and wavelength-dependent model kept maximum errors below 0.2 pixel for all the color channels. This
latter model thus appeared as the most accurate to describe transversal chromatic aberrations.
5.2.6.3 Parameters for the wavelength-dependent models
The radial and wavelength-dependent model and its parameters presented in Fig. 5.12 for the Tarcus
objective lens enabled a good approximation of the transversal chromatic aberrations, since only small
tangential components remained in the errors of the model. The equations summarizing the wavelength-
dependency of the parameters as shown in the figure were: l1(λ) · 10
3= 7.522 · 10−4.824 · 10−1 · λ+9.153 · 10−4 · λ2−5.452 · 10−7 · λ3
l2(λ) · 106= 3.556 · 10−2.160 · 10−1 · λ+4.064 · 10−4 · λ2−2.445 · 10−7 · λ3
l3(λ) · 109=1.061 · 102−4.528 · 10−1 · λ+6.765 · 10−4 · λ2−3.527 · 10−7 · λ3
(5.35)
The results with the radial, tangential and wavelength-dependent model corresponding to Fig. 5.13
were the following:
n1(λ) · 103= 4.309 · 101−3.013 · 10−1 · λ+5.884 · 10−4 · λ2−3.527 · 10−7 · λ3
n2(λ) · 109= 4.346 · 101−2.107 · 10−1 · λ+3.445 · 10−4 · λ2−1.893 · 10−7 · λ3
n3(λ) · 108=−8.872 · 101+4.194 · 10−1 · λ−6.555 · 10−4 · λ2+3.423 · 10−7 · λ3
n4(λ) · 107=−1.094 · 102+5.737 · 10−1 · λ−9.835 · 10−4 · λ2+5.554 · 10−7 · λ3
(5.36)
with a distortion center at position (640.02, 511.98)
T
. This was very close to the center of the image plane,
since the sensor had a size of 1280×1024 pixels. An explanation lies in the number of parameters that had
to be optimized for this radial, tangential and wavelength-dependent model: there were 18 of them, and
the distortion center only represented 2 of the parameters. For this reason, the initialized values set to
the center of the image plane were not much modified during optimization. For the radial and tangential
model, there were only 6 parameters and the center of distortions represented 2 of them: this position
was thus allowed to be modified more during the optimization and reached the values (636.55, 530.97)
T
at the end of the optimization.
5.2.6.4 Incomplete calibration
The measurement presented earlier was performed for all the color channels with center wavelengths
between 418 nm and 700 nm and corresponded to a complete calibration. It enabled the modeling of
chromatic aberrations relative to the color channel 700 nm for the six color channels 418, 450, 500, 550,
600 and 650 nm. The aberrations were then corrected exactly for these measured color channels and the
pixel errors after correction were low for most models utilized.
An interesting result for the wavelength-dependent models developed within this work concerns incom-
plete calibration. The purpose of incomplete calibration is the following. With an incomplete calibration,
the chromatic aberrations can be measured for some color channels in order to calculate the parameters
of the aberration model. Then, the aberration models can be applied to these color channels and to
eventual additional color channels which were not utilized for the calculation of the parameter. If low
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pixel errors are obtained after correction with incomplete calibration, this proves the robustness of the
wavelength-dependent models.
An incomplete calibration was performed by measuring the color channels 418, 450, 550, 600 and
650 nm with respect to color channel 700 nm as previously: the color channel 500 nm was left out. In
Tab. 5.3, the results of this incomplete calibration are compared with those of a complete calibration when
the radial, tangential and wavelength-dependent model developed in Section 5.2.4.2 is utilized. The errors
measured are the differences of position between the pixel positions of the corners that were detected
during calibration and the pixel positions estimated with the aberration model. The mean values of pixel
errors are in the range of hundredths of pixels and the maximum values of pixel errors are in the range
of tenths of pixels for both complete and incomplete calibration data.
Pixel Calibration Color channels
error data 418 nm 450 nm 500 nm 550 nm 600 nm 650 nm
Mean complete 5.35 6.47 6.13 6.23 6.03 3.24
value ×100 incomplete 4.99 4.72 8.02 7.05 6.28 3.23
Maximum complete 1.47 1.49 1.75 1.85 1.51 0.928
value ×10 incomplete 1.35 1.17 2.46 2.17 1.54 0.925
Table 5.3: Pixel errors remaining after compensation of chromatic aberrations with complete and with
incomplete calibrations using the radial, tangential and wavelength-dependent model. The errors were
calculated for all the corners of the checkerboard pattern in order to obtain the mean error value and the
maximum error value for each color channel.
Let us first take a look at the errors for the color channel 550 nm, which was left out for the chara-
cterization of the model parameters. As awaited, its errors are larger with the incomplete calibration:
the mean pixel errors increase from 0.0613 pixel with the complete calibration to 0.0802 pixel with the
incomplete calibration. This represents an augmentation of about 30%, but the mean pixel errors remain
under the threshold of 0.1 pixel proposed by Rudakova [191], see also Section 5.2.1.1. The same results
are observed for the maximum values of color channel 500 nm which increase from 0.175 pixel for the
complete calibration to 0.246 pixel for the incomplete calibration. This is still a good value: it remains
smaller than 0.3 pixel, which corresponds to quite perceptible aberrations [191]. The pixel errors of the
two neighbor channels 550 nm and 600 nm increase slightly. For instance, the maximum pixel values in-
crease by 17% for color channel 550 nm (from 0.185 to 0.217 pixel) and 2% for color channel 600 nm (from
0.151 to 0.154 pixel). The pixel errors of color channel 650 nm remain stable and those of color channel
418 nm and 450 nm are even reduced with the incomplete calibration with mean pixel errors dropping
from 0.0535 pixel to 0.0499 pixel or from 0.0647 to 0.0472 pixel.
The utilization of incomplete calibration allows a good compensation of transversal chromatic aberra-
tions with the radial, tangential and wavelength-dependent model since all the mean error values remain
below 0.1 pixel. The remaining errors for the color channel that was not measured during calibration
increase, but still remain low enough to allow a good correction, with pixel errors of at most 0.25 pixels
and mean errors of ca. 0.08 pixel. The remaining errors for the other color channels either slightly in-
crease, remain constant or even are improved. This proves the robustness of the wavelength-dependent
model and its possible utilization to compensate chromatic aberrations for color channels that are not
measured during the calibration step.
5.2.7 Summary
Transversal chromatic aberrations were measured with a special multispectral setup which filtered the
luminous radiations into narrowband light sources and tracked the displacement of image points for each
narrowband color channel. To this end, a checkerboard pattern was used for calibration and the image
points detected were its corners.
Several models were derived to describe and approximate the transversal chromatic aberrations. The
straightforward, affine model shows an adequate compensation of the aberrations but its pixel errors are
slightly larger than the other models. The radial model first makes the assumption that the aberrations
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only contain a radial component, then approximates their lengths with third-order polynomials of the
image point in the reference color channel. In order to also take into account the remaining tangential
errors after compensation with this radial model, a radial and tangential model is also utilized. It generally
leads to smaller pixel errors.
Both radial model and radial and tangential model are enhanced with a wavelength dimension re-
flecting the wavelength-dependency of the chromatic aberrations. With third-order polynomials of the
wavelength, these models compute the aberrations as functions of both the image position and the
wavelength. They allow a good compensation of the aberrations even for color channels that were not
measured during calibration and an accurate analysis of the imaging system. Moreover, simulation results
corroborate the validity of the models.
5.3 Lens and filter aberrations
After the complete derivation and analysis of models for transversal chromatic aberrations presented
in Section 5.2, the aim of this section is to model the combination of chromatic aberrations and filter
aberrations. Chromatic aberrations are caused by the objective lens and filter aberrations are caused
by the bandpass color filters with slightly different refraction indices, tilt angles and thicknesses. This
analysis of the combined aberrations has already been performed for the straightforward case of affine
chromatic aberrations [26, Chap. 3]. Here, an additional, more detailed model for chromatic aberrations
explained in Section 5.2 is taken into account and completes the analysis. This allows the definition of
a distorted image point us,f in a color channel s as a function of the corresponding image point ur,f in
the reference color channel r.
The way the different aberrations are considered in their succession as well as a review of previous
models for transversal aberrations are presented in Section 5.3.1. Then, the global model for chromatic
and filter aberrations is developed and the calculation of parameters is explained. In Section 5.3.3, the
global model is applied on simulated data. The results obtained with real multispectral images are
described in Section 5.3.4.
5.3.1 Succession of aberrations
In a filter wheel multispectral camera like the one utilized within this work, the color filters are positioned
between the objective lens and the sensor. The aberrations can thus be modeled as a succession of
aberrations caused by the objective lens and then by the color filters. Lenses are “subject to various types
of distortions or aberrations”: on the one side the chromatic aberrations caused by the refraction indices of
lenses, which are dependent on the wavelength, and on the other side monochromatic aberrations, which
even occur if one unique wavelength is imaged. Two classes of monochromatic aberrations exist: “those
that deteriorate the image, making it unclear (such as spherical aberration, coma, and astigmatism), and
those that geometrically deform the image (such as field curvature and distortion)” [35, p. 353]. Here,
in the scope of transversal aberrations, the monochromatic aberrations consist of field curvature and
distortion. For a better understanding of aberrations in multispectral cameras, the different aberrations
were assumed to occur successively in order to separate their different sources. The parameters describing
each type of aberrations were also kept in the equations and not simplified.
The succession of aberrations considered for this analysis is shown in Fig. 5.18. The image positions
are relative positions given with respect to the distortion center (xo, yo)
T which is the point where the
optical axis crosses the sensor plane. An ideal, undistorted image point uu is first assessed. It is not
distorted by any aberration caused by the objective lens or the color filters and actually corresponds
to an object point imaged with a pinhole camera. The ideal image point uu is distorted by the lens
monochromatic aberrations, which are assumed to be the same for all the wavelengths. They lead to
the image point ul distorted by the objective lens. Additionally, the objective lens is responsible for
chromatic aberrations, i.e., for aberrations depending on the wavelengths of the electromagnetic rays.
Here, it is necessary to consider separately the different wavelengths of the rays reaching the camera.
In the case of multispectral cameras, as previously, different color channels corresponding to different
wavelength ranges are considered. The image point ul is distorted by chromatic aberrations to the image
position us for the wavelength range of color channel s and to the image position ur for the wavelength
range of reference color channel r. Then, the rays are distorted by the color filters of the multispectral
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Figure 5.18: Succession of aberrations considered in this section. An ideal, undistorted image point uu
is distorted by lens monochromatic aberrations, which do not depend on the wavelengths of the rays, to
the image position ul. Then, chromatic aberrations distort the image point to a different position for
each color channel. The distorted image points us and ur are measured in the color channels s and r,
respectively. Moreover, the color filters are responsible for the last aberrations and distort the image
points to the positions us,f and ur,f , respectively. All the image positions are relative positions.
camera. The colors channels s and r have again to be considered separately, this time because their color
filters have different parameters (thickness, refraction index, tilt angle). The color filters shift the image
points to the positions us,f and ur,f , respectively.
5.3.1.1 Available models for aberrations
Complete models for the aberrations occurring in such filter wheel multispectral cameras have already
been derived previously. The filter aberrations responsible for the distortion of us into us,f and of ur
into ur,f are generally modeled by an affine transformation [30], as explained in Section 2.4.1.
In [30], Brauers et al. approximated the chromatic aberrations measured in two distinct color channels
by an affine model. They considered the image point uu as imaged by a pinhole camera and found
out that the image points distorted by chromatic aberrations were affine transformations of it: the
overall distortions between ul and us,f on the one side and between ul and ur,f on the other side
were approximated by an affine model. The weak point of this model is the affine model for chromatic
aberrations, since it does not ensure the most accurate compensation, as shown in Section 5.2.6.2.
In [29], the lens monochromatic distortions were additionally taken into account, but the chromatic
aberrations were not addressed specifically anymore. Actually, the distortions appearing on the one side
between the ideal image point uu and the image point us distorted by the lens in color channel s and
on the other side between the ideal image point uu and the image point ur distorted by the lens in the
reference color channel r were contained in the model of lens distortion. For each color channel, different
parameter values were computed for this lens distortion model: it also accounted for the chromatic
aberrations.
In this work, a more detailed and accurate model for the distortions appearing between the image
points us,f in color channel s and ur,f in color channel r was sought. This model had to include
chromatic aberrations and filter aberrations and to take their parameters into account. The relative
transversal aberrations occurring in the different color channels of multispectral images with respect
to the reference channel were modeled. The knowledge of ideal image point positions was thus not
necessary. Moreover, the multispectral camera did not have to be calibrated in order to characterize its
monochromatic distortions, since the absolute lens distortions were not required.
5.3.2 Physical model
The aberrations appearing in the filter wheel multispectral camera were modeled as shown in Fig. 5.18.
The chromatic aberrations occurring in color channels s and r lead to different positions of the image
points. One given object point is shifted to the pixel positions us and ur, respectively. Then, the
aberrations caused by the optical bandpass filters give rise to additional shifts of the image points to the
pixel positions us,f and ur,f .
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5.3.2.1 Chromatic aberrations
The models for chromatic aberrations presented in Section 5.2 were actually based on the image positions
ul already distorted by the lens monochromatic distortions which are the same for all wavelengths.
Indeed, the measurements were performed with a usual objective lens in the ray path, which caused lens
monochromatic aberrations.
The affine model derived in Eq. (5.24) for approximation of chromatic aberrations was already utilized
by Brauers et al. in their complete model for aberrations occurring in multispectral cameras [30]. This
algorithm was usually utilized for compensation for transversal aberrations at the Institute of Imaging
and Computer Vision and was thus taken as a reference in order to evaluate the other model developed
within this work.
The radial model developed in Eq. (5.27) contained square roots of the image positions ur in the
reference color channels and was therefore difficult to combine with the model for filter aberrations
recalled in Section 5.3.2.2. The combination of the radial and tangential model defined in Eq. (5.29) was
more manageable. Let us recall the expression of an image point us distorted by chromatic aberrations
in color channel s as a function of the corresponding image point ur = (ur, vr)
T distorted by reference
color channel r:
us − ur =
(
ns,1 · ur + ns,2 · ‖ur‖2 · ur + ns,3 ·
(
3u2r + v
2
r
)
+ 2 · ns,4 · ur · vr
ns,1 · vr + ns,2 · ‖ur‖2 · vr + 2 · ns,3 · ur · vr + ns,4 ·
(
u2r + 3v
2
r
) ) . (5.37)
Since this model also led to the best accuracy of compensation amongst the models that were not
wavelength-dependent, as shown in Fig. 5.17, this model was kept for the following global aberration
model.
The models for chromatic aberrations that contained wavelength-dependency were not utilized here
because of the high number of parameters required in the global model. As explained in Section 5.3.2.3,
the global model utilizing the radial and tangential model for chromatic aberrations already required
about 14 parameters for each channel. Moreover, the 7 color channels were considered separately and it
was possible to measure all of them, i.e., no information from one of the color channels was missing. For
this reason, an aberration model with wavelength-dependency was not analyzed for the development of
a global aberration model.
5.3.2.2 Filter aberrations
The filter aberrations can be modeled by an affine transformation, as stated in Eq. (2.10). Let us recall
this equation that actually uses the absolute pixel position xs of an image point in order to calculate the
absolute pixel position xs,f of the image point shifted by the color filter s:
xs,f = H
abs,f
s ·
(
xs
1
)
. (5.38)
The matrix Habs,fs ∈ R2×3 expresses the affine distortion caused by color filter s.
The pixel positions can also be given as relative positions with respect to a given, arbitrary position.
The position (xo, yo)
T , that is the distortion center of chromatic aberrations as explained in Section 5.2.3,
was used for this as a reference position for the relative pixel positions of all other points. Since the models
for chromatic aberrations developed in Section 5.2 were based on relative pixel positions, Eq. (5.38) was
slightly modified to give the filter distortions for relative positions. With us = xs− (xo, yo)T , the relative
pixel position of an image point in color channel s, and us,f = xs,f − (xo, yo)T , the relative position of
the corresponding image point distorted by the color filter s, the equation becomes
us,f = H
abs,f
s ·
 us + xovs + yo
1
− ( xo
yo
)
= Tfs ·
(
us
1
)
,
(5.39)
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which is again an affine transformation. It is defined by the matrix Tfs ∈ R2×3 specific to the color
channel s, with
Tfs = H
abs,f
s +
 0 0 (Habs,fs,11 − 1) · xo +Habs,fs,12 · yo
0 0
(
Habs,fs,22 − 1
)
· yo +Habs,fs,21 · xo
 . (5.40)
Similarly, the aberrations caused by the reference color filter r move an image point from the position
ur to the position ur,f . They are modeled by the matrix T
f
r ∈ R2×3 with
ur,f = T
f
r ·
(
ur
1
)
. (5.41)
The six elements of each matrix Tfs and T
f
r are denoted as follows:
Tfs =
(
T fs,11 T
f
s,12 T
f
s,13
T fs,21 T
f
s,22 T
f
s,23
)
and Tfr =
(
T fr,11 T
f
r,12 T
f
r,13
T fr,21 T
f
r,22 T
f
r,23
)
. (5.42)
Actually, the elements at positions (1,2) and (2,1) of the matrices Habs,fs and H
abs,f
r are 0, as explained
in [26, Eq. (3.11)]. This means that the elements T fs,12, T
f
s,21, T
f
r,12 and T
f
r,21 should be 0 as well: the
distortions induced by the color filters correspond to a scaling and a global shift. A possibility to maintain
the expression of both matrices as general as possible, i.e., without this restriction of elements set to 0,
was also analyzed in Section 5.3.3.3.
5.3.2.3 Global model
The aberrations caused by the objective lens and by the color filters were then summed up into a
global model in order to combine all aberrations occurring in a filter wheel multispectral camera. It
was calculated using the symbolic toolbox in Matlab (The MathWorks, Inc., Natick, MA, USA). After
inserting Eq. (5.39) and Eq. (5.41) into Eq. (5.37), the distorted image position us,f in color channel
s was expressed as a function f of the distorted image position ur,f = (ur,f , vr,f )
T in reference color
channel r. Taking all 7 color channels of the multispectral camera into account, this led to
us1,f = f
(
Tfr ,T
f
s1, ns1,1, ns1,2, ns1,3, ns1,4,ur,f
)
...
us7,f = f
(
Tfr ,T
f
s7, ns7,1, ns7,2, ns7,3, ns7,4,ur,f
) (5.43)
for the 6 color channels s1 to s7 that do not contain the reference color channel r.
The function f was a third-order polynomial of the variables ur,f and vr,f and its coefficients depended
on the other inputs of the function. They amounted to 14 parameters: the matrices Tfr and T
f
s with 4
elements defining the filter aberrations in color filters r and s, respectively, the parameters ns,i, i = 1 . . . 4
of the model for chromatic aberrations and the position (xo, yo)
T of the distortion center.
The complete, very long expression of the function f is available in Appendix A.
5.3.2.4 Calculation of parameters
The symbolic expression giving the image positions in color channel s was then utilized in an optimization
step in order to calculate the parameters of f . Given the complexity of this function, the optimization
method utilized for the computation of the parameters was the simulated annealing algorithm.
The parameters were normalized to ensure that value ranges in which they lie were comparable. To
this end, the coefficient mim, defined as the mean value of height and width of the sensor size, was
utilized:
• the position of the distortion center (xo, yo) was divided by mim,
• the matrix elements T fr,11, T fr,12, T fr,21, T fr,22, T fs,11, T fs,12, T fs,21 and T fs,22 were used as is since they
are coefficients multiplying the image position, see Eq. (5.39),
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• the matrix elements T fr,13, T fr,23, T fs,13 and T fs,23 were divided by mim since they correspond to a
translation in pixels, see Eq. (5.39),
• the coefficients for the description of chromatic aberrations were not normalized by the same coef-
ficients, since they are multiplied with different powers of the image positions in Eq. (5.37): ns,1
was divided by mim, ns,2 was divided by (mim)
3 and ns,3 and ns,4 were divided by (mim)
2.
The simulated annealing algorithm was first proposed by Kirkpatric et al. [125] and relies on “an
analogy to the behavior of physical systems in the presence of a heat bath” [113]. It “performs a stochastic
partial search of the state space” [242] and it is an iterative search of the best solution based on a local
optimization of a cost function that must be minimized. While local optimization methods sometimes
stick to a local minimum of the cost function, simulated annealing occasionally accepts modifications
of the parameter set leading to an increase in the cost function, i.e., a worse solution, to avoid this.
The probability of these occasional increases is “controlled by a parameter called temperature” and
becomes larger with large temperatures. “At high temperature, the search is almost random” and at zero
temperature, only modifications of the parameters set improving the cost function are possible [242].
Initial values for the parameters must be given as an input of simulated annealing. For choosing
the initialization values, an ideal multispectral camera was assumed, i.e., a camera with neither filter
aberrations nor chromatic aberrations:
• the position of the distortion center (xo, yo) was set to 1/2 · (mim,mim)T for simplification: the
errors caused by considering the shape of the sensor to be a square instead of a rectangle were
neglected,
• the matrices Tfr and Tfs defining the filter aberrations were identity matrices, i.e., the elements
T fr,11, T
f
r,22, T
f
s,11 and T
f
s,22 were set to 1 and the other elements were set to 0,
• the coefficients ns,i, i = 1 . . . 4 for the description of chromatic aberrations were all set to 0.
5.3.3 Simulation of aberrations
5.3.3.1 Simulation setup
The simulation for evaluating the models of aberrations appearing in filter wheel multispectral cameras
was performed as explained in the following. With the simulation software Zemax, 7 different optical
configurations were created, all of them containing the objective lens presented in [96]. They also involved
color filters positioned between the objective lens and the sensor plane. The thicknesses and tilt angles
of the color filters were slightly different, as summarized in Tab. 5.4: the thicknesses were approximately
6 mm and varied up to ±0.2 mm while the tilt angles remained in the range of ±2.0◦. Each configuration
in the simulation corresponded to a different color channel of the multispectral camera with optical char-
acteristics close to the real ones. Accordingly, a different wavelength was utilized for each configuration,
as detailed in the last row of Tab. 5.4. The refraction indices of the color filters were all identical.
Optical Simulated color channels
parameters 1 2 3 4 5 6 7
Filter thickness 5.8 mm 6.1 mm 5.8 mm 6.0 mm 5.9 mm 6.0 mm 6.2 mm
Tilt angle / axis 1 1.5◦ −2.0◦ 1.0◦ 0.0◦ 1.0◦ 0.0◦ −0.5◦
Tilt angle / axis 2 0.0◦ 0.0◦ −1.0◦ 2.0◦ 2.0◦ −1.5◦ 1.5◦
Wavelength 400 nm 450 nm 500 nm 550 nm 600 nm 650 nm 700 nm
Table 5.4: Parameters of the 7 simulated color channels. For each color channel, different optical char-
acteristics were utilized. They comprised the thickness of the filter and its tilt angles around two axes
perpendicular to the optical axis. Only the rays corresponding to the color channels’ center wavelengths
were simulated.
As for real multispectral acquisitions, the optical system was modified in such a way that a reference
channel was imaged sharply on the sensor. This was taken care of by selecting the channel 4, which is
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simulating the reference channel at wavelength 550 nm, and performing a “quick focus” in Zemax. This
corresponds to an adjustment of the back focal distance, i.e., a repositioning of the image plane, to reach
the best root mean square spot radius on the image plane with the rays imaged by the reference channel.
The object points utilized for simulation were the 21× 21 points of a grid. The corresponding rays were
traced up to the sensor plane and their image positions were detected on the sensor for the different
optical configurations.
Chromatic and filter aberrations : The positions of the grid points imaged on the sensor by the
7 simulated color channels are shown in Fig. 5.19. The aberrations visible in the color channels relative
to the reference channel 4 are caused by chromatic as well as filter aberrations.
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Figure 5.19: Simulated image positions with filter and chromatic aberrations. The positions measured
in different color channels are color-coded. On the axes, the distance between two marks corresponds
to 100 lens units, that correspond to a given unit configured for simulation in Zemax like millimeters or
micrometers.
The mean distortions of the color channels with respect to the reference color channel 4 were the
following: 267.0 lens units for channel 1, 309.0 lens units for channel 2, 335.9 lens units for channel 3,
105.5 lens units for channel 5, 375.5 lens units for channel 6 and 74.1 lens units for channel 7. Lens units
are the units utilized by simulation in Zemax, for instance millimeters or micrometers.
Isolated chromatic aberrations : The advantage of this simulation was that it was also possible to
consider separately the chromatic aberrations appearing in each color channel, i.e., without the influence
of additional filter aberrations. The chromatic aberrations were measured by removing the color filters
from the ray path. The image points were then detected on the sensor plane that was still at the same
position. The center wavelengths 400, 450, 500, 550, 600, 650 and 700 nm were considered for each color
channel, as previously. Then, the radial and tangential model developed in Section 5.2.3.3 was applied on
the detected image positions in order to calculate the parameters ns,i, i = 1 . . . 4 describing the chromatic
aberrations for each color channel s.
5.3.3.2 Optimization for all channels
Normally, the distortion center of chromatic aberrations (xo, yo)
T and the matrix Tfr for filter aberrations
in the reference color channel remain the same even if different color channels s are considered. This
means that these parameters should be optimized globally, i.e., using the simulated data of all color
channels.
Such an optimization for all channels that are not the reference channel thus requires 54 parameters in
total: 2 parameters for the distortion center (xo, yo)
T , 4 parameters for the matrix Tfr for the reference
channel, 4 × 6 parameters for the matrices Tfs for the 6 other channels and 4 × 6 parameters for the
coefficients ns,i, i = 1 . . . 4 for the 6 other channels.
Since the amount of parameters was already large, the elements of matrices Tfr and T
f
s at positions
(1,2) and (2,1) were set to 0, as explained in Section 5.3.2.2: these elements were not part of the optimiza-
tion with simulated annealing. The optimization method with elements forced to 0 was called “forced
T”.
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With the simulation data, it was also possible to measure the chromatic aberrations separately. A
prior knowledge about these chromatic aberrations was thus available in order to facilitate the calculation
of parameters for the function f . The coefficients ns,i of the model for chromatic aberrations were thus
calculated separately. Then, they were utilized as input for the initialization step of the optimization
algorithm instead of the values 0 as explained in Section 5.3.2.4. This optimization method was called
“previous CA, forced T” because it also used the constraint on the elements of the matrices Tfr and
Tfs . In another method called “forced CA, T”, the coefficients ns,i describing the chromatic aberrations
were not simply given as input values for the initialization, but were used as compulsory values. The
coefficients ns,i were not calculated again during the optimization for the global model, but taken as is
from the calculation of chromatic aberrations.
The different optimization methods which utilized or did not utilize previous knowledge about chro-
matic aberrations or the matrices for the filter aberrations are summed up in Tab. 5.5.
Optimization Prior knowledge on Prior knowledge on
method coefficients ns,i, i = 1 . . . 4 matrices T
f
s and T
f
r
Complete None None
Previous CA Chromatic aberrations calculated
separately and utilized for initiali-
zation
None
Forced CA Chromatic aberrations calculated
separately and taken as is
None
Forced T None Elements at positions (1,2) and
(2,1) forced to 0
Previous CA, forced T Chromatic aberrations calculated
separately and utilized for initiali-
zation
Elements at positions (1,2) and
(2,1) forced to 0
Forced CA, T Chromatic aberrations calculated
separately and taken as is
Elements at positions (1,2) and
(2,1) forced to 0
Table 5.5: Methods utilized for parameter calculation.
5.3.3.3 Separate optimization for each channel
Since the optimization of parameters for all color channels simultaneously did not give accurate results
(see Section 5.3.3.4), the optimization was also computed for each channel separately.
In this separate optimization, the parameters that should be the same for all color channels were
actually assumed to be different: the distortion center (xo, yo)
T and the matrix Tfr for filter aberrations
in the reference color channel were calculated separately for each color channel. This was actually
equivalent to defining the different color channels as completely distinct cameras.
Considering the 6 channels of the multispectral camera that were different from the reference channel,
this separate optimization corresponded to 14 or 18 parameters for each color channel: 2 parameters for
the distortion center (xo, yo)
T , 8 or 12 parameters for the matrices Tfr and T
f
s (depending on whether or
not the elements at positions (1,2) and (2,1) were forced to be 0) and 4 parameters for the coefficients ns,i,
i = 1 . . . 4. Here again, different constraints were applied during the optimization about the coefficients
for chromatic aberrations and the matrices for filter aberrations. The different optimization methods are
also detailed in Tab. 5.5.
As previously for the optimization over all color channels, the constraint on the matrices Tfr and
Tfs was used, with their elements at positions (1,2) and (2,1) forced to 0. The optimization method
“forced T” only utilized this constraint. The optimization method “forced CA, T” additionally took the
parameters for chromatic aberrations that were calculated separately.
As discussed in Section 5.3.2.2, the matrices Tfr and T
f
s could also be kept in their general form
with all 6 elements freely modifiable. These general forms were utilized in the following methods. In a
first step, a straightforward optimization with simulated annealing was performed: no prior knowledge
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concerning the chromatic aberrations or the matrices of filter aberrations was used and 18 parameters
were calculated in total. This optimization method was called “complete”. Then, the parameters ns,i
of chromatic aberration that were calculated separately were used. They were chosen as values for the
initialization step of simulated annealing and the 18 parameters were calculated in the method called
“previous CA”. In another method called “forced CA”, the parameters of chromatic aberrations were
not used as indicative values anymore but as compulsory values: they were not calculated again for the
global model but taken as given. With this method, only 14 parameters were optimized for the global
model, since the 4 parameters for chromatic aberrations were already calculated.
5.3.3.4 Results of optimization
The global model for filter and lens aberrations was evaluated by measuring the distances between the
image positions detected on the sensor plane and the image positions obtained with the model. The
parameters of the model were calculated with simulated annealing and with the optimization meth-
ods explained previously. Then, the errors for each optimization method were averaged over the color
channels.
Since the simulated annealing algorithm is stochastic, the results of different computations with the
same initialization values are slightly different. The parameters were thus calculated 5 times, i.e., the
optimization was run 5 times for the different optimization methods with the same initial values.
Optimization for all channels : With the optimization performed over all color channels, the
accuracy of the global model remains low, as shown in Tab. 5.6. The mean errors are calculated for 5
computations of the optimization algorithm and are given in lens units.
Optimization Computation
method no. 1 no. 2 no. 3 no. 4 no. 5
Forced T 7.151 9.247 5.586 25.900 17.575
Previous CA, forced T 16.742 7.015 8.344 5.038 11.655
Forced CA, T 153.126 168.167 185.223 162.533 179.887
Table 5.6: Mean errors of optimization performed over all channels based on simulated data, given in
lens units. Three different optimization methods were utilized: “forced T”, “previous CA, forced T”
and “forced CA, T”. Each optimization was run 5 times using simulated annealing algorithm which is
stochastic: this leads to 5 different results.
The optimization method “forced CA, T” performs poorly with errors in the range of the actual
distortions, which are 74.1 to 375.5 lens units, depending on the channel. The errors of this method are 10
to 20 times larger than the two other optimization methods. However, the optimization methods “forced
T” and “previous CA, forced T” are not satisfactory either. The remaining errors after compensation
with these methods still reach values corresponding to 3% to 12% of the actual distortions.
Optimization for each channel : Results of the separate optimization for each color channel are
shown in Fig. 5.20. The errors are given in lens units, as used by Zemax. In Fig. 5.20a, the mean errors
are drawn up to 10 lens units and in Fig. 5.20b the scale is modified to magnify the errors between 0 and
0.8 lens units. The errors reached with this separate optimization are much smaller than those of the
optimization for all channels. Thus this explains why this optimization was preferred.
For one given optimization method, the results for the different color channels differ strongly. For
instance, the errors for the method “previous CA” are between 0.021 lens units for channel 7 and 6.83
lens units for channel 3. Large errors above 1 lens unit are reached by all the optimization methods for 1
color channel (methods “previous CA” and “forced CA”), 2 color channels (method “forced CA, T”) or
even 3 color channels (method “complete”). Solely the method “forced T” manages to keep low errors in
all color channels. For this reason, this optimization method is kept for the optimization of parameters
of global model for real measurements.
Obtained parameters : The parameters calculated with the separate optimization for each color
channel and using the optimization method “forced T” are shown in Tab. 5.7. It appears that the
parameters (xo, yo)
T and Tfr that should remain constant for all color channels actually differ strongly
for each separate optimization.
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Figure 5.20: Remaining errors after correction of chromatic and filter aberrations based on simulated
data with separate optimization for each channel. Five optimization methods presented in Tab. 5.5 were
compared. The results were calculated separately for each color channel by averaging the errors for all
the simulated image positions. The two bar graphs show the same results at different scales.
No particular link between the matrices Tfs of the different color channels s was expected.
The values of the parameters ns,i, i = 1 . . . 4 for chromatic aberrations change much between two
neighbored color channels and no continuity can be found between them. This means that the wavelength-
dependency that emerged from the analysis of chromatic aberrations in Section 5.2 went lost.
Hence, the compensation of transversal aberrations is good, but the values of the parameters obtained
are questionable. Possible ways to improve these results would be to utilize the global model for chromatic
aberrations with wavelength-dependency and to improve the optimization algorithm for the estimation
of a large amount of parameters.
5.3.4 Real acquisitions
Once the best optimization method was selected with simulated data, it was also applied on real mul-
tispectral acquisitions. Since the constraints of the method “forced T” only concerned the matrices for
the filter aberrations, no knowledge about the chromatic aberrations was required. This optimization
method was thus adapted to utilization with real acquisitions.
The results of compensation using the global model developed in Eq. (5.43) and the parameters
calculated with simulated annealing algorithm were compared to the original, distorted image and to the
image compensated using the algorithm developed by Brauers et al. [30]. As previously, the optimization
of the global model was computed 5 times with the same initial values.
For the qualitative evaluation of the compensation with the proposed global model, the multispectral
image of diverse colored objects was considered. In Fig. 5.21, a small region of this image is shown. The
original, distorted image (Fig. 5.21a) exhibits color fringes at the edges of dark objects. The intensity
values of the 7 color channels corresponding to the image row marked with a red line are plotted on the
right, with a different color for each color channel. The intensities of the color channels obviously do
not match because they are shifted horizontally as well as vertically after lens and filter distortions. The
algorithm developed by Brauers et al. [30] enables a good compensation of the transversal aberrations in
Fig. 5.21b: no color fringes are visible anymore and the intensity values of the different color channels
are aligned.
In Fig. 5.21c and Fig. 5.21d, the results of two different computations of the optimization with
simulated annealing are shown. Often, the results obtained with the algorithm are satisfactory since
the color fringes vanish and the intensity values of the different color channels match (Fig. 5.21c). But
sometimes, the parameters obtained by optimization do not allow a good compensation of the transversal
93
Chapter 5. Transversal aberrations
Parameter Channel 1 Channel 2 Channel 3 Channel 5 Channel 6 Channel 7
xo 703.1 412.7 450.5 439.3 721.6 525.4
yo 414.6 510.5 364.9 451.7 690.0 673.3
T fr,11 0.867 1.376 1.094 0.939 0.914 1.026
T fr,13 171.8 253.8 1.945 -38.54 414.2 -261.1
T fr,22 0.937 0.748 0.771 0.956 0.642 0.935
T fr,23 -647.0 22.88 408.0 78.82 134.9 114.0
T fs,11 0.871 1.376 1.094 0.940 0.916 1.027
T fs,13 -43.26 38.72 -317.6 -43.00 39.44 -311.1
T fs,22 0.939 0.749 0.771 0.957 0.643 0.936
T fs,23 -806.5 243.2 304.0 -26.41 135.5 169.6
ns,1 · 105 14.82 -54.03 3.282 0.7877 2.926 27.11
ns,2 · 1010 2.687 -4.685 -2.801 3.070 0.3252 -3.816
ns,3 · 107 16.15 -0.1068 4.469 -1.946 1.523 0.6231
ns,4 · 107 3.477 3.011 0.3739 -4.075 -0.2760 -1.902
Table 5.7: Parameters obtained after optimization for the different color channels based on simulated
data. The parameters T fr,12, T
f
r,21, T
f
s,12 and T
f
s,21 were set to 0.
aberrations, e.g. as shown in Fig. 5.21d: some color fringes are still visible on the multispectral image
and the intensity of some color channels are discordant.
Amongst the 5 computations performed for the real acquisitions, one leads to a bad compensation
(the computation 3 shown in Fig. 5.21d) and the other computations enable a good correction of the
transversal aberrations. This is caused by the stochastic characteristic of the optimization algorithm.
5.3.4.1 Quantitative evaluation
A black and white object was also acquired for quantitative evaluation of the proposed global model, as it
was the case for the chromatic aberrations in Section 5.2.6.2. With a principal component analysis (PCA)
applied to the spectral data before and after compensation of transversal aberrations, it was possible to
assess the amount of color fringes remaining in the multispectral images.
Let us first take a look at the first principal components obtained with the original image and the
different compensated images, see Fig. 5.22a. For a hypothetical image of a gray object where no color
fringes are available, the values of the first principal component should all be equal. The component
obtained for the original, distorted image (gray, dashed line) is not constant, because the image is degraded
by transversal aberrations. After compensation of the original image using the algorithm developed by
Brauers et al. (black line), the first principal components have constant values. With compensation
of the aberrations using the global model proposed here and 5 different computations (colored lines),
the first principal component has also constant values for most of the computations. As previously, one
computation shown in purple is less accurate with remaining color fringes after compensation. The results
of the other computations are very close to the compensation of Brauers et al..
The energy contribution of the first principal components was also calculated and shown in Fig. 5.22b.
For the original, distorted image, the two first principal components have energy contributions of 69.9%
and 16.3%, respectively. For an image where color fringes vanish, the energy of the second principal
component should already be negligible. The image compensated using the algorithms developed by
Brauers et al. has 99.6% of its energy in the first principal component. The images compensated using
the global model presented here and the simulated annealing algorithm for optimization have between
99.3% and 99.5% of their energy in the first principal component, depending on the computation. The
worse computation, whose results are shown in Fig. 5.21d, has an energy of 98.4%.
The results observed in Fig. 5.21 are thus confirmed. Generally, the compensation with the global
model allows an accurate correction of transversal aberrations with results similar to those obtained by
Brauers et al.. Because the simulated annealing optimization is stochastic, some computations can lead
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Figure 5.21: (a) Transversal aberrations occurring in a multispectral image and (b) compensation with the
affine model developed by Brauers et al. [30]. (c)-(d) The parameters of the global model for aberrations
were computed five times with simulated annealing, leading to five slightly different results. The results
of two of them are shown here. Only a small region of the multispectral images is shown on the left, and
the intensity values read along the red lines for the 7 color channels are plotted on the right.
to an unsatisfactory correction of the aberrations.
5.3.4.2 Obtained parameters
The parameters calculated for the real acquisition presented in Fig. 5.21 are listed in Tab. 5.8. They were
obtained by a separate optimization of each color channel with the optimization method “forced T”. The
conclusions that can be drawn from these parameters are the same as those of Tab. 5.7.
5.3.5 Summary
A model for chromatic aberrations that was developed in Section 5.2 was included into a global model
for transversal aberrations appearing in filter wheel multispectral cameras. The aberrations considered
here were relative aberrations, measured between a given color channel s and reference color channel r.
The parameters describing the chromatic aberrations on the one side and the filter aberrations oc-
curring in each of the color channels on the other side were kept in the global model. No simplification
of this model was sought, since the idea was to characterize simultaneously and separately all types of
aberrations.
The global model was applied to simulation data as well as real acquisitions. Because of the high
number of parameters necessary for the global model, a separate characterization of the color channels
is more manageable than an optimization performed over all channels simultaneously. This causes some
inaccuracies in the calculation of the aberration parameters. But the multispectral images compensated
with the global model are generally cleared off from transversal aberrations.
5.4 Conclusions
This chapter was dedicated to the study of the transversal aberrations appearing in multispectral cameras
featuring a filter wheel. Two important questions that concerned these aberrations and that arose from
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Figure 5.22: Principal component analysis performed on an image of a gray object, namely a checkerboard
pattern. (a) First principal component calculated over the whole image plane for the original image
degraded by filter and chromatic aberrations (gray, dashed line). The results of compensation with the
algorithm presented by Brauers [30] (black line) are compared with the model presented in this section
(colored lines). The optimization with simulated annealing was computed five times, giving five slightly
different results. (b) Eigenvalues of the seven principal components for the original image (gray, dashed
line) and the images compensated with the algorithms presented by Brauers [30] (black line) and with
the model presented here (colored lines).
previous publications on the subject were answered: how can aberrations be modeled when the filter
wheel is positioned in front of the objective lens? And how can chromatic aberrations be compensated
more accurately and included in the global model of transversal aberrations?
The model for aberrations caused by bandpass color filters positioned in front of the objective lens
was developed in Section 5.1. After modeling the color filters with plane parallel plates and the objective
lens with a thin lens, the distortions measured on the sensor plane were equivalent to the sum of a global
displacement for the whole image plane and an additional shift depending on the position. When the
distortions in a color channel were modeled with respect to the image positions in the reference color
channel, it was possible to correct them accurately. This was performed for simulation and for real data,
where the remaining errors were 0.210 pixels on the average. The model thus compensates accurately
aberrations in any multispectral image, as long as it contains enough texture for the measurement. No
additional data is required and the parameters must be calculated again only when the objective lens is
modified.
The accurate modeling of chromatic aberrations requires a particular calibration with color filters
placed in front of the light source and the imaged object should be ideally a checkerboard pattern. Three
models were compared for chromatic aberrations: an affine model, a radial model, and a radial and tan-
gential model. The radial model was entirely developed based on the measured distortions. For the radial
model and for the radial and tangential model, it was possible to follow the wavelength-dependency of
the aberrations directly on the model parameters. Based on this, new wavelength-dependent models were
developed: they predicted aberrations as functions of the image position and the wavelength considered.
Moreover, such models enabled a good compensation of the chromatic aberrations even when a given
color channel was not measured previously: the model parameters for this channel were calculated using
the parameters of the neighboring channels. All the models were tested with simulation data and real
multispectral images. The radial, tangential and wavelength-dependent model finally had an accuracy
below 0.065 pixels.
A model reflecting the effects of chromatic aberrations and filter distortions was then established,
in order to have a complete expression giving a distorted image position in a given color channel as a
function of the corresponding image position in the reference color channel. Several constraints to solve
the optimization of the model parameters were compared using simulation of a multispectral camera
and the best optimization method was then utilized for real acquisitions. The compensation of relative
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Parameter Channel 1 Channel 2 Channel 3 Channel 5 Channel 6 Channel 7
xo 557.5 364.4 591.0 640.0 445.8 717.5
yo 547.0 1040.7 570.0 498.0 759.1 753.2
T fr,11 1.021 2.653 1.006 1.0240 2.595 -1.053
T fr,13 56.655 807.928 9.871 -213.052 -374.896 398.029
T fr,22 0.908 3.137 1.006 1.041 2.641 -1.117
T fr,23 11.066 -526.564 -8.769 -131.782 446.453 -381.089
T fs,11 1.021 2.653 1.008 1.024 2.608 -1.052
T fs,13 45.734 805.387 1.916 -209.973 -387.034 391.723
T fs,22 0.909 3.137 1.005 1.041 2.649 -1.121
T fs,23 2.269 -534.497 -12.354 -136.440 443.834 -387.124
ns,1 · 104 0.1675 −7.329 0.1689 −2.105 10.87 −29.51
ns,2 · 1010 0.4256 14.09 −0.2932 3.623 26.03 −8.931
ns,3 · 107 0.7049 −12.58 −0.03772 −1.169 −32.59 26.14
ns,4 · 107 −0.8453 −1.546 −0.03295 −0.5704 −2.674 18.20
Table 5.8: Parameters obtained after optimization for the different color channels based on the real
acquisitions. They were obtained with the computation 2 whose results are shown in Fig. 5.21c. The
parameters T fr,12, T
f
r,21, T
f
s,12 and T
f
s,21 were set to 0.
transversal aberrations performed well with this global model and the aberration parameters obtained
by optimization should be taken with care. For the global model, any multispectral image containing
enough texture can be utilized. The aberrations are then automatically measured and the parameters of
the model estimated. New parameters must only be calculated when the objective lens is modified.
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Longitudinal aberrations
Longitudinal aberrations are the components of aberrations in filter wheel multispectral cameras that
occur along the optical axis. All spectral components of image points are not focused on the same plane.
This is caused by the objective lens and the color filters, like in the case of transversal aberrations.
Consequently, different levels of sharpness are obtained in the different color channels of a multispectral
image. Blur then appears at edges in the multispectral image and color fringes degrade its quality, since
the longitudinal aberrations depend on the wavelength.
A precise measurement of longitudinal aberrations is possible by calibrating the multispectral camera
with the acquisition of a special pattern with Gaussian noise, as explained in Section 2.4.2. With the
spectral characteristics of white Gaussian noise, all the spatial frequencies are present in the image of
this pattern and the point spread function (PSF) of the optical system can be calculated by a transfor-
mation from a division in the Fourier domain [28]. One interesting goal which remains for longitudinal
aberrations is thus their compensation without the use of any acquisition of a calibration pattern. Such
a compensation, denoted “unsupervised compensation”, is proposed in this work. This finally provides
the correction of any multispectral image.
Two types of solutions were tested for unsupervised compensation. The first solution uses a multiscale
decomposition of the color channels and improves their sharpness by merging information from the
reference, sharp color channel. The second solution does not take any information from the reference
channel into account and blind deconvolution was performed separately on each color channel.
Another effect of degraded sharpness in multispectral images is caused by transversal aberrations (see
Chapter 5). Indeed, once a model for compensation of these transversal aberrations has been developed,
the transversal aberrations are corrected in the multispectral image and the different color channels must
be remapped in order to match the reference channel. During this remapping, interpolation steps are
necessary to calculate the pixel intensity values. These interpolation steps obviously have spatial low-
pass characteristics on the multispectral image, which leads to slightly blurred images after correction
of transversal aberrations. The consequences of these interpolation steps on the sharpness of the mul-
tispectral images were thus first examined: this is necessary to achieve a complete analysis of the blur
appearing in multispectral images.
In Section 6.1, the effects of the correction of transversal aberrations on the sharpness of multispectral
images are analyzed. Then, different possibilities for compensation of longitudinal aberrations without
any calibration step, i.e., for unsupervised compensation, are compared in Section 6.2, before the conclu-
sions are drawn in Section 6.3.
Results concerning the correction of transversal aberrations and the blur that it induces in multi-
spectral images have already been published in [127] and [136], as well as in a student thesis [79]. They
are improved here by the application of additional measures of sharpness and their comparison with the
sharpness of the original image. A first solution for unsupervised compensation of longitudinal aber-
rations with a multiresolution approach has been proposed in [129] and further developed in bachelor
theses supervised during this work [181, 9]. Several other multiscale methods are taken into account and
a solution with blind deconvolution is used for comparison in the following.
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6.1 Blur caused by correction of transversal aberrations
Transversal aberrations are compensated in each color channel separately by remapping or warping it,
so that no shift with respect to the reference color channel remains in the corrected multispectral image.
The warping is performed by first considering the pixel positions in the corrected image, which are all
integer values. The model of aberrations then gives the corresponding positions in the original, distorted
image, which are generally not integer pixel positions. The intensity values for these positions must thus
be calculated using the neighboring pixel intensities and a certain interpolation method.
Eight different interpolation kernels were implemented. Their consequences on the compensated
multispectral images were measured in terms of sharpness. The interpolation kernels are first defined in
Section 6.1.1 and the measures utilized to assess the quality of compensation are exposed in Section 6.1.2.
The results of comparison of the eight interpolation kernels with the different metrics are shown in
Section 6.1.3.
6.1.1 Possible interpolations for correction
Diverse interpolation kernels were utilized in order to compare their effects on the compensation of
transversal aberrations in multispectral images. For sake of clarity, only the one-dimensional versions of
these kernels are presented here. In fact, when they are applied on multispectral images, these kernels
are two-dimensional.
First, the straightforward linear and quadratic interpolations were taken into account. The linear
interpolation is based on the kernel hlin(v) with
hlin(v) =
{
1− |v| for |v| ≤ 1
0 otherwise
(6.1)
and the quadratic interpolation is based on the kernel hqua(v) [148] with
hqua(v) =
 −2 |v|
2
+ 1 for |v| ≤ 12
|v|2 − 52 |v|+ 32 for 12 < |v| ≤ 32
0 otherwise
. (6.2)
Cubic B-splines were also considered [148, 227]. For their calculation, a first approximation step
h0bsp(v) is required
h0bsp(v) =

1
2 |v|3 − |v|2 + 23 for |v| ≤ 1
− 16 |v|3 + |v|2 − 2 |v|+ 43 for 1 < |v| ≤ 2
0 otherwise
. (6.3)
With this approximation, the values for v ∈ Z are h0bsp(v = 0) 6= 1 and h0bsp(v ∈ Z, v 6= 0) 6= 0. This
means that it actually does not correspond to an interpolation. This function is thus further transformed
into the kernel hbsp(v) as recommended in [148]
hbsp(v) = h
0
bsp(v) ∗
∞∑
m=−∞
√
3
(√
(3)− 2
)|m|
δ (v −m) , (6.4)
where ∗ represents convolution and δ(·) is the Dirac delta function. This kernel has the properties
necessary for an interpolation.
Two additional kernels based on windowed sinc functions were also utilized. First, the Lanczos filter
hlan,l(v) of length l [63] defined by
hlan,l(v) =
{
sinc(v) · sinc 2vl for |v| ≤ l2
0 otherwise
(6.5)
and second the Hamming filter hham,l(v) of length l [148, 220] defined by
hham,l(v) =
{
sinc(v) · (0.54 + 0.46 cos ( 2pivl )) for |v| ≤ l2
0 otherwise
. (6.6)
100
6.1 Blur caused by correction of transversal aberrations
For each of these kernels, the length l was set to two different values l = 4 and l = 6.
The last kernel implemented for comparison was the cubic Catmull-Rom spline hcat(v) corresponding
to [148]
hcat(v) =
 1.5 |v|
3 − 2.5 |v|2 + 1 for |v| ≤ 1
−0.5 |v|3 + 2.5 |v|2 − 4 |v|+ 2 for 1 < v ≤ 2
0 otherwise
. (6.7)
6.1.2 Quality measures
Multispectral images for which the different interpolation kernels were used for the compensation of
transversal aberrations were compared in terms of sharpness: the sharpness after compensation should
be as high as possible and ideally be the same as in the original image.
The effects of interpolation on the sharpness of corrected multispectral images were assessed with dif-
ferent quality measures. The term “corrected multispectral images” refers here to correction of transversal
aberrations.
A multispectral image I was first selected, for which the transversal aberrations were not corrected
previously. Then, the transversal aberrations were compensated using one of the kernels presented in
Section 6.1.1 for interpolation step. This leads to the corrected multispectral image J , see Fig. 6.1a.
Differences in images I and J are mainly caused by transversal aberrations. It is therefore not possible
to compare the effects of longitudinal aberrations in these two images directly. For this reason, the
multispectral image J was distorted again artificially with transversal aberrations in order to obtain the
re-distorted image I˜. By comparing the images I and I˜ directly, the effects of the interpolation steps,
which were applied twice because of the correction and then re-distortion of aberrations, were measurable.
The sharpness of the image I˜ should remain close to the sharpness of the original image I.
Original
image I
Correction
of transversal
aberrations
Corrected
image J
Application
of transversal
aberrations
Re-distorted
image I˜
(a)
I J I˜
(b)
I J I˜
(c)
Figure 6.1: (a) The original image I, which is distorted by transversal aberrations, is corrected and
results in the image J . The inverse transformation is then applied in order to distort again the image
with transversal aberrations. The image obtained is I˜. Examples of original image I, corrected image J
and re-distorted image I˜ are shown for (b) linear interpolation and (c) Hamming-filtered interpolation
with a filter length l = 6. No difference is visible to the naked eye between both interpolation methods.
In Fig. 6.1b and 6.1c, examples of correction and re-distortions are shown for the multispectral image
of a noise pattern. Two interpolation methods for the geometrical transformations of the image are
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presented: the results of linear interpolation in Fig. 6.1b and interpolation based on a sinc kernel filtered
with a Hamming function in Fig. 6.1c.
Both interpolation methods lead to similar images and no significant differences are visible to the
naked eye. No qualitative comparison is therefore possible between the different interpolation methods.
Two types of metrics were applied to assess the effects of the interpolation kernels: metrics evaluating
differences from an original image and metrics requiring no comparison.
6.1.2.1 Comparison with original image
Some quality metrics require the original image I to assess the sharpness of image I˜. These metrics
are actually error measures between quantities calculated on both images I˜ and I. Hence, the measures
Msqu, Mmag, Mpha and Medg presented in the following have low values for images I˜ whose sharpness
remains close to the sharpness of the original image I.
Squared error : The squared error Msqu enables a direct comparison of the pixel values for all
pixel positions (x, y) with
Msqu
(
I˜ , I
)
=
∑
(x,y)
(
I˜(x, y)− I(x, y)
)2
. (6.8)
Phase and magnitude errors : Other errors measure differences between two images I˜ and I using
their Fourier transformed F
(
I˜
)
and F (I) respectively, with F (·) the Fourier transform. The distortions
concerning the magnitude and the phase of the Fourier transforms are considered separately [10], with
“the phase of the Fourier transform [carrying] essential information about the image structure” [112, p.
58]. The magnitude and the phase of a Fourier transform are denoted by |F (·)| and ∠ (F (·)), respectively.
The magnitude distortion Mmag is defined by
Mmag
(
I˜ , I
)
=
1
qpix
∑
(x,y)
(∣∣∣F (I˜(x, y))∣∣∣− |F (I(x, y))|)2 , (6.9)
and the phase distortion Mpha by
Mpha
(
I˜ , I
)
=
1
qpix
∑
(x,y)
(
∠
(
F
(
I˜(x, y)
))
− ∠ (F (I(x, y)))
)2
. (6.10)
These two distortions are normalized by qpix, the number of pixels in the image, and therefore correspond
to the mean squared errors of the magnitude and the phase. They were recommended by Avcıbas¸ et al.
to measure the impact of blur on images [10].
Edge stability measure : The edge stability measure Medg developed in [10] is based on the edges
present in an image. It evaluates the consistency of edges across different scales of the modified image.
First, edges are detected in the image I˜ with a Canny edge detector and an edge image E
I˜
is obtained
after thresholding. This is repeated for 5 different scales, i.e., 5 different values of the standard deviation
σi, i = 1 . . . 5 for the Gaussian filter used during the edge detection. The 5 increasing values σi lead
to 5 binary edge images E1
I˜
to E5
I˜
. For each pixel position (x, y), the number of consecutive standard
deviations σi, i = 1 . . . 5, for which an edge was detected in the images E
i
I˜
is counted. These values are
then written in E¯I˜ containing the edge lengths according to
E¯I˜(x, y) = argmax
l
⋂
σi≤σ≤σi+l−1
(
Ei
I˜
(x, y) = 1
)
. (6.11)
The edge length image E¯I˜ corresponding to the image I˜ thus only contains integer numbers between 0
and 5. The edge length image E¯I corresponding to the original image I is calculated similarly. Finally,
the edge stability measure compares the edge length images of both images I˜ and I [10] with
Medg
(
I˜ , I
)
=
∑
(x,y)
(
E¯I˜(x, y)− E¯I(x, y)
)2
(6.12)
102
6.1 Blur caused by correction of transversal aberrations
6.1.2.2 Quality measures without original image
Measures estimating the sharpness of an image without any reference often rely on the image derivatives.
Energy of Laplacian : For instance, the energy of image Laplacian Mlap defined by
Mlap
(
I˜
)
=
∑
(x,y)
(
∂2I˜(x, y)
∂x2
+
∂2I˜(x, y)
∂y2
)2
(6.13)
calculates the energy of the Laplace filtered image. It is a good focus measure “because of its tolerance
to additive noise” [119].
Spectral and spatial sharpness S3 : Another measure which did not utilize edges in the image was
also calculated. The spectral and spatial sharpness, short “S3 measure” or Ms3, was developed by Vu et
al. and considers two terms [233]. The first term is a spectral measure. Images whose magnitude spectra
have constant values for all frequencies are sharper than images whose magnitude spectra fall down for
high frequencies. This spectral term therefore considers the slope of the fall in high frequencies: a low
slope stands for a sharp image and a large slope for a blurred one. The second term is a spatial measure
for contrast, because contrast is not taken into account by the spectral term. Indeed, contrast influences
sharpness perceived by observers. The spatial term is based on local maximum of total variation, which
basically measures the “sum of absolute differences between [an image] and a spatially shifted version of
that [image]” [233]. The spectral and spatial sharpness combines both terms with a weighted geometric
mean. It hence gets advantages of each term and forms a good measure for evaluating blurred images
without any reference image. This measure is actually calculated for blocks of the image, thus giving
access to local perceived sharpness. Higher values of Ms3 correspond to sharper images. A single quality
index for the whole image can also be calculated by averaging the 1% of the largest values obtained within
all the blocks of the image.
The quality measures Mlap and Ms3 were calculated solely based on the re-distorted images I˜ without
any original image. Nevertheless, the values Mlap(I) and Ms3(I) calculated for the original and distorted
image I were also considered for comparison.
6.1.3 Results
Four multispectral images acquired either in the laboratory or outdoor were utilized, see Fig. 6.2. These
images contained different structures, natural objects, and synthetic textures: one multispectral image
contained a color chart with its box, another image depicted Aachen’s city hall, a third image of a green
landscape was acquired and finally a pattern with synthetic Gaussian noise was imaged.
The quality measures defined in Section 6.1.2 were calculated. The color channel 4 with central
wavelength 550 nm was set as reference color channel and only the quality measures of the 6 other color
channels at central wavelengths 400, 450, 500, 600, 650 and 700 nm were calculated. The value of each
quality measure varies comparably for these 6 color channels and the order of the interpolation methods
remains the same. Hence, the average value of each quality measure calculated over the 6 color channels
is representative of all color channels. The value averaged over the 6 channels was utilized for evaluating
the quality of interpolation methods.
In the results shown in Fig. 6.3, the 8 interpolation methods were utilized during compensation of
transversal aberrations for the 4 multispectral images. The images are denoted “C” for the color chart
image, “H” for Aachen’s city hall, “L” for the green landscape and “N” for the noise pattern. Since each
of the 4 multispectral images has different textures, the values of the sharpness measures are in different
ranges for each image. The values shown in Fig. 6.3 were thus normalized using a certain coefficient
to allow a better comparison over the 4 multispectral images. The values for the linear and quadratic
interpolation methods are considerably worse than those for the other interpolation methods. These two
methods were not taken into account for calculating the normalization coefficient: this was obtained by
averaging the values for the 6 other interpolation methods.
The quality measures calculated with respect to the original image are shown in Fig. 6.3a-6.3d. They
should be low for sharp images, because the measures correspond to an error metric with respect to
the original image. For each measure, the results on the 4 different images are similar. The sharpness
measures for the linear and the quadratic interpolation methods are the worst, which is foreseeable since
their kernels are the simplest amongst those defined in Section 6.1.1. Then, the values of the Lanczos
103
Chapter 6. Longitudinal aberrations
(a) Color chart and its box (b) City hall in Aachen
(c) Green landscape (d) Noise pattern
Figure 6.2: Original multispectral images used to evaluate the effects of the different interpolations
methods.
filter of length 4, the Hamming filter of length 4 and the cubic Catmull-Rom spline are close together
in the middle range of the sharpness measures. Finally, the three best interpolation methods are the
cubic B-spline, the Lanczos filter of length 6 and the Hamming filter of length 6. Amongst these three
methods, the Lanczos filter of length 6 more often leads to the best results.
The quality measures requiring no original image are shown in Fig. 6.3e-6.3f. These values should be
high for sharp images. The values of the sharpness measures calculated on the original image I are shown
with gray lines. As expected, the values for the images I˜ warped twice using one of the interpolation
methods are lower, which shows how much sharpness is lost during warping. The quality of interpolation
methods calculated by the sharpness metrics Mlap and Ms3 that do not require the original image is
similar to the results using the original image with the metrics Msqu, Mmag, Mpha and Medg. The
best results are obtained by the cubic B-spline, the Lanczos filter of length 6 and the Hamming filter of
length 6. The worst results correspond to the linear and the quadratic interpolation methods.
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Figure 6.3: Results of sharpness measures (a)-(d) using the original image and (e)-(f) using no original
image. They were calculated on the multispectral images compensated using the different interpolation
methods. Each color represents a different interpolation method, see the legend. The results concern the
images color chart (C), city hall (H), green landscape (L) and noise pattern (N) presented in Fig. 6.2.
The sharpness measures were normalized to span similar ranges of values. For the measures using no
reference image in (e)-(f), the gray lines are the values of sharpness measures calculated for the original,
distorted image I.
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6.2 Unsupervised correction of longitudinal aberrations
6.2.1 State of the art
Many algorithms for improving blurred images can be found in the literature. They are based either on
image restoration or image enhancement [195].
6.2.1.1 Image restoration
Solutions with image restoration for the correction of longitudinal aberrations utilize the point spread
function (PSF) of the optical system. Once this function is known or approximated, the blurred image
can be deconvolved. The PSF can be estimated using model functions like cylindrical functions [163] or
Gaussian functions [236]. But such simplistic model functions cannot describe the PSF optimally. The
accurate measurement of PSF is possible with a calibration acquisition of a target with Gaussian random
noise pattern [26, Chap. 4] or Bernoulli random noise pattern [50].
Some algorithms for the characterization of longitudinal chromatic aberrations also aim at restoring
the blurred images. Kozubek and Matula found out that the shift along the optical axis occurring with
longitudinal chromatic aberrations can be approximated by a second order polynomial of the position on
the sensor plane [143]. Their methods required a calibration step to characterize the aberrations. Lluis-
Gomez and Edirisinghe also performed calibration of the camera in order to characterize the longitudinal
chromatic aberrations with a special chart [153].
Blind deconvolution is the simultaneous estimation of the original, sharp image and the blur kernel
responsible for the degradation of a blurred image [150]. Both original image and kernel are unknown
and different assumptions and constraints about them can be taken into account.
A possible solution to this problem is found in [84] where a sharp reference image that shares contents
with the test image is utilized. The shared content is for instance a part of an object or a person present
in both images. The blur kernel is then estimated by comparing this content in the reference sharp image
and the test image that is blurred.
6.2.1.2 Image enhancement
Solutions with image enhancement do not aim at measuring the PSF responsible for loss of sharpness,
but rather to improve the image where blurred edges are present. For instance, blurred edges can first
be detected in the image using histograms and the transitions of these edges can then be reduced [195].
If chromatic aberrations are present, the degraded image regions are detected thanks to the color
fringes or other effects of chromatic aberrations. Kang modeled the defocusing happening in a camera,
which is caused by the optics, pixel sampling and in-camera post-processing, by a circular kernel. He then
applied a sharpening filter with halo suppression in order to correct this defocus [118]. This correction
only took into account the intensity of the color channel itself. It is also common to utilize information
from a reference channel which is less degraded. For instance for RGB images, the G color channel is
often chosen as a reference. Kang et al. modeled the longitudinal chromatic aberrations with 2D Gaussian
point spread functions and compensated them by matching the gradients in the R and B channels onto
those in the G channel [116]. Chang et al. corrected longitudinal chromatic aberrations with transient
improvement [42]: a high frequency boost filter is first applied to the regions degraded by color fringes
in order to improve slow intensity changes in the blurred color channels. Then, the intensity values
are limited in their range to avoid overshoots and undershoots after the frequency boost filter. This is
performed separately on the R and B color channels.
Multiscale decomposition : The representation of images at different scales, i.e., blurred with
different degrees or sizes of lowpass filters, is often applied in image processing. Indeed, certain features
like edges are generally detected more easily if the images are transformed with a given scale [112, p.
135-136]. With multiscale decomposition of images, their sharpness can be modified for instance. This is
performed by breaking the images up into lowpass and highpass layers for different scales and modifying
their weights in order to reach different coarseness at each scale.
The example that is the closest to an application for multispectral images is the utilization of multiscale
decomposition for improvement of RGB images degraded by haze as developed by Schaul et al. [198]. Haze
leads to “loss of contrast”, which results in “blurring of distant objects” in images that are degraded by
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haze. The small haze particles scatter the light differently for different wavelengths and long wavelengths
are less scattered. This means that images acquired in the near infrared are less degraded than images
acquired in the visible wavelength range. For this reason, Schaul et al. imaged scenes using a near infrared
channel in addition to the red, green and blue channels of their RGB camera. The near infrared channel
contained more high frequency information about the image parts degraded by haze and this information
was utilized to enhance the images in the visible wavelength range. This was performed using image
fusion, which is “the process of combining information from two or more images of a scene into a single
composite image”.
Different algorithms can be used for multiscale decomposition. Weighted least squares filtering de-
veloped by Farbman et al. has applications such as tone mapping, detail enhancement, and other image
modifications [66]. The method using local extrema derived by Subr et al. is applied for separation
of fine textures and coarse shadings, equalization of images and, tone-mapping for high dynamic range
images [209].
Choudhury and Medioni performed a sharpening using a single image and a hierarchical framework.
They used an adaptive non-local means filter after denoising the image. The RGB values of the image
were transformed into CIELAB color space and only the L∗-component was improved, in order to avoid
degradation of color information [45].
6.2.1.3 Aims of unsupervised compensation
Like the methods for compensation of blur presented previously, unsupervised compensation methods
aimed at in this chapter should not require any complex or costly modification of the optical components
present in the multispectral camera (automatic focusing element, modification of the color filters, ...).
With algorithms for image restoration, a reference image is often required, either with a calibration
acquisition of a given pattern or an image with similar content. This is exactly what should be avoided
with the derivation of unsupervised compensation methods.
Two requirements should be used to enhance the blurred color channels. On one hand, the unsu-
pervised correction should be position-dependent, since the effects of longitudinal aberrations are not
constant over the image plane. On the other hand, the reference color channel of multispectral images
provides sharp information and that information should be used to enhance the other color channels, if
possible.
For these reasons, unsupervised compensation of longitudinal aberrations in multispectral images was
based on multiscale decompositions.
6.2.2 Correction with multiscale decomposition
In this section, the framework of multiscale decomposition as it was developed by Schaul et al. [198]
is explained. Additional decomposition and fusion methods are derived for the particular utilization of
compensation of longitudinal aberrations in multispectral images. This enables the optimal utilization of
information from the sharp, reference color channel with a flexible number of scales.
6.2.2.1 Multiscale decomposition
The multiscale decomposition developed in [198] and utilized here for enhancement of sharpness on
multispectral images is sketched in Fig. 6.4. The original image J is filtered using decomposition algorithm
Di for scales i in order to obtain the approximation layers Ja,i in which the sharpness decreases:
Ja,i = Di (J) . (6.14)
For increasing scales i, 1 ≤ i ≤ qsc, the approximation layers Ja,i contain less details. Then, the detail
layers Jd,i are calculated. To do so, the approximation layers are not simply subtracted. Rather, the
detail layers measure “contrast at progressively coarser scales” [198] using
Jd,i =
Ja,i−1 − Ja,i
Ja,i
. (6.15)
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Figure 6.4: Multiscale decomposition of an image J into approximation layers Ja,i and detail layers Jd,i
for scales 1 ≤ i ≤ qsc.
With qsc decomposition scales, the original image J can be reconstructed using the different detail and
approximation layers:
J = Ja,qsc
qsc∏
i=1
(Jd,i + 1) = Ja,qsc
Ja,qsc−1
Ja,qsc
. . .
Ja,0
Ja,1
. (6.16)
In this multiscale decomposition, the images in the different scales i are not modified in size and only the
amount of details is modified.
The aim of multiscale decomposition for image enhancement is not to reconstruct exactly the original
image J but to improve it by using additional data from a reference image R. This image R is decomposed
into approximation layers Ra,i and detail layers Rd,i, exactly like the image J was. For each scale i,
information of the detail layer Rd,i can then be utilized together with the information of Jd,i to improve
the sharpness of image J . This is obtained by fusion of Jd,i and Rd,i with a fusion algorithm F . The
improved image Jˆ then utilizes the term F (Jd,i, Rd,i) instead of Jd,i and corresponds to
Jˆ = Ja,qsc
qsc∏
i=1
(F (Jd,i, Rd,i) + 1) . (6.17)
The explanations given here consider an image J . In the particular utilization of multiscale decom-
position for multispectral images, the different color channels are considered consecutively. This means
that J stands for one of the color channels. The reference image R is then the reference color channel,
often chosen as the channel with central wavelength 550 nm: this is the channel which is set sharp during
acquisition of multispectral images.
Different methods for multiscale decomposition Di and fusion F are derived in the following.
6.2.2.2 Decomposition methods
Gaussian filter : A straightforward multiscale decomposition can be implemented with Gaussian filter.
The decomposition DGa,i(J(x0, y0)) for scale i corresponds to a convolution with a Gaussian kernel with
a given standard deviation σi. For a pixel position (x0, y0) in the image, the approximation layer is
obtained by
DGa,i (J(x0, y0)) =
∑
(x,y)
J(x, y) · 1
2piσ2i
· exp
(
− (x0 − x)
2 + (y0 − y)2
2σ2i
)2
. (6.18)
The standard deviations σi utilized for multiscale decomposition become larger for each scale i.
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The parameters for Gaussian filtering were selected in such a way that the coarseness of the different
approximation layers was similar to the one obtained with weighted least squares decompositions, see
Fig. 6.5. This led to σi = 0.15 ·
(√
2
)i
.
With this Gaussian filter which is linear, halo artifacts can appear near edges [198].
Bilateral filter : The bilateral filter is a popular edge-preserving filter [198]. It combines a domain
filter and a range filter [214]. The domain filtering DdomainBi of an image J is defined as follows at pixel
position (x0, y0):
DdomainBi (J(x0, y0)) =
1
kd
∑
(x,y)
J(x, y) · dd(x0, y0, x, y) , (6.19)
where kd is a normalization factor and dd(x0, y0, x, y) measures the closeness of pixel position (x0, y0)
with its neighbors (x, y). The second component is the range filtering DrangeBi and does not take the
positions of pixels into account, but rather the similarity of their intensity. It is calculated according to
DrangeBi (J(x0, y0)) =
1
kr
∑
(x,y)
J(x, y) · dr(J(x0, y0), J(x, y)) , (6.20)
where kr is a normalization factor and dr(J(x0, y0), J(x, y)) measures the “photometric similarity” be-
tween the pixel at position (x0, y0) and its neighbors (x, y) [214].
Often, Gaussian functions are utilized for the functions dd(x0, y0, x, y) and dr(J(x0, y0), J(x, y)). The
standard deviation σd of the domain filter should be chosen accordingly to “the desired amount of low-
pass filtering” and the standard deviation σr of the range filter accordingly to “the desired amount of
combination of pixel values” [214]. For multiscale decomposition, the standard deviations σd and σr are
functions of the scale i. This leads to the standard deviations σd,i and σr,i that increase for each scale i.
The result of bilateral filtering DBi,i that is applied to the image J and includes domain and range
filtering is finally
DBi,i (J(x0, y0)) =
1
kBi
∑
(x,y)
J(x, y) · dd,i(x0, y0, x, y) · dr,i(J(x0, y0), J(x, y)) (6.21)
with
kBi =
∑
(x,y)
dd,i(x0, y0, x, y) · dr,i(J(x0, y0), J(x, y)) . (6.22)
The domain and range functions dd,i and dr,i for the scales i are Gaussian functions with standard
deviations σd,i and σr,i.
The parameters selected for bilateral filtering were σd = 16 · 1.035i and σr = 0.01 · 1.25i.
Bilateral filtering is “quite effective at smoothing small changes in intensity while preserving strong
edges” but “its ability to achieve progressive coarsening is rather limited” [66].
Weighted least squares : Farbman et al. proposed an alternative edge preserving filter based on
weighted least squares [66]. The smoothed layer DWLS,i (J(x0, y0)) obtained with this method minimizes
the optimization criterion
∑
(x,y)
(
(X(x, y)− J(x, y))2 + αi
(
ax (J(x, y)) ·
(
∂X
∂x
)2
(x,y)
+ ay (J(x, y)) ·
(
∂X
∂y
)2
(x,y)
))
(6.23)
for variable X. The smoothness weights ax and ay depend on the original image J . The first term of the
optimization criterion (X(x, y) − J(x, y))2 minimizes the differences between the original image J and
the modified image X. The second term seeks a smooth image X by using its derivatives and is weighted
by the factor αi. The values of factor αi are larger for each scale i of multiscale decomposition.
The original parameters utilized for weighted least squares decomposition by Schaul et al. were αi =
0.1 · 0.2i [198]. Here, smaller steps were chosen with αi = 0.1 · 0.15i. This enables a more accurate choice
of the number of scales, see Section 6.2.2.4.
Results of decomposition : Examples of the effects of decomposition algorithms are shown in
Fig. 6.5. Two small regions of image 1 and image 3 presented in Fig. 6.7 were used. The number of
scales was set to qsc = 16 because it was sufficient to reach the desired sharpness. The approximation
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layers for scales i = 1, 6, 11 and 16 are compared in the four columns from left to right. The Gaussian
decomposition DGa,i is shown in the top row, the decomposition DWLS,i with weighed least squares in
the middle row and the bilateral decomposition DBi,i in the bottom row.
The textures are progressively coarsened and the Gaussian filtering or edge-preserving filtering have
different effects on the images. For instance, the fabric present in Fig. 6.5b on the left vanishes starting
from a given scale.
6.2.2.3 Fusion methods
Maximum fusion : The fusion as utilized by Schaul et al. [198] selects the maximum values between
the current detail layer Jd,i and the reference detail layer Rd,i in order to achieve the highest contrast
possible. This maximum fusion Fmax is defined by
Fmax (Jd,i, Rd,i) = max (Jd,i, Rd,i) . (6.24)
Laplace-weighted fusion : In homogeneous regions of multispectral images, the information from
the color channel degraded by longitudinal aberrations should not be modified: this would only amplify
noise and degrade color accuracy. On the other side, in edge regions, the information from the reference
channel should be preferred.
A Laplace-weighted fusion algorithm Flap was thus developed, which weights details layers Jd,i and
Rd,i differently according to the presence of edges. It utilizes a weight image W (Jd,i, Rd,i):
Flap (Jd,i, Rd,i) = W (Jd,i, Rd,i) ·Rd,i + (1−W (Jd,i, Rd,i)) · Jd,i . (6.25)
If a value in the weight image W (Jd,i, Rd,i) is 0, the detail information is taken only from Jd,i, and if a
value is 1, the information is taken only from Rd,i.
Homogeneous regions are regions where both detail layers Jd,i and Rd,i are homogeneous and the
homogeneity is measured by the Laplace operator ∆J(x, y) = ∂
2J
∂x2
∣∣∣
(x,y)
+ ∂
2J
∂y2
∣∣∣
(x,y)
. Low values of
Laplace correspond to homogeneous regions. The detection of homogeneous regions is then performed
by considering the maximum value between |∆Jd,i| and |∆Rd,i|. A last step to obtain the weight image
W (Jd,i, Rd,i) is a normalization of the values |∆Jd,i| and |∆Rd,i|. Indeed, values of the weight image
W (Jd,i, Rd,i) should lie between 0 and 1. This is taken care of by the weighting function w : R+ → [0, 1]
which is an increasing function. The weighting image W (Jd,i, Rd,i) in Eq. (6.25) is finally:
W (Jd,i, Rd,i) = max (w (|∆Jd,i(x, y)|) , w (|∆Rd,i(x, y)|)) . (6.26)
6.2.2.4 Number of scales of decomposition
The number qsc of scales utilized for the multiscale decomposition explained in Fig. 6.4 was set to a
maximal value of 16. For certain decomposition and fusion methods, this led to a sharpness value for
the improved image Jˆ that was larger than the sharpness value of the reference image R. Actually, this
does not make sense, since the sharpness of reference image R normally cannot be outperformed by the
other color channels. In such cases, the information in improved image Jˆ is certainly degraded by noise
and artifacts and it would be better to limit the multiscale decomposition to a lower number of scales.
Hence, the number of scales used for each color channel was made flexible.
After the calculation of approximation and detail layers for each scale i, the corresponding improved
image Jˆ is calculated and sharpness assessed using Mlap. As soon as the sharpness Mlap(Jˆ) in the
corrected image reaches the sharpness Mlap(R) in the reference channel, the multiscale decomposition is
stopped.
6.2.3 Blind deconvolution
Blind deconvolution is often performed to restore images in applications such as remote sensing, astron-
omy, on-line identification techniques or real-time image processing [146]. This method was therefore also
implemented for comparison with the compensation methods using multiscale decomposition.
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(a) Part of image 1, see Fig. 6.7a
(b) Part of image 3, see Fig. 6.7c
Figure 6.5: Approximation layers with different decomposition algorithms applied on two multispectral
images. Only the reference color channel is shown. For each image (a)-(b), the first row corresponds to
decomposition DGa,i with Gaussian filter, the second row to decomposition DWLS,i with weighted least
square, and the third row to decomposition DBi,i with bilateral filter. The approximation layers in the
columns from left to right were obtained for the scales i = 1, 6, 11 and 16, respectively.
Blind deconvolution is the estimation, based on a blurred image J , of a plausible original image O
that was degraded by a blur kernel P and led to the current available image J . Let us recall Eq. (2.14)
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which summs up the imaging pipeline by a convolution of original image O and blur kernel P :
J = O ∗ P . (6.27)
The only constraint is that the blur kernel should be non-negative and small compared to the size of
image J [150]. Many algorithms for blind deconvolution with many different assumptions are available:
for instance, prior knowledge about the statistics of natural images are often used. Here, the algorithm
developed by Levin et al. [149] was utilized.
The direct approach for blind deconvolution is the estimation of a pair (Oˆ, Pˆ ) that maximizes the
a-posteriori probability:
(Oˆ, Pˆ ) = argmax
O,P
log p(O,P |J) . (6.28)
But this estimation is ill-posed and the solutions are often a blur kernel corresponding to the Dirac
impulse and an original image corresponding to the blurred image O = J . A better solution is to
estimate only the blur kernel, because it contains less parameters than the images. Alternative strategies
for blind deconvolution are thus to “recover the kernel and, given the kernel, solve for [the image O] using
a non-blind deconvolution algorithm” [150].
Such an alternative algorithm for blind deconvolution was utilized for compensation of longitudinal
aberrations, with implementation provided by the authors [149].
6.2.3.1 Position-dependency
Since the point spread function corresponding to the longitudinal aberrations is dependent on the image
position, blind deconvolution should not be applied for the whole image plane at once. The image plane
was therefore subdivided into small blocks of size 64× 64 pixels.
Figure 6.6: Effects of blind deconvolution calculated on small blocks. The original image on the left is
enhanced by blind deconvolution applied separately on image blocks. In the resulting image on the right,
problems are visible on block edges.
Since convolution is translation invariant, the estimated blur kernel P is defined up to a shift value.
With the estimation of blur kernels performed independently on each image block, it is possible that the
estimated kernels of neighboring blocks are shifted differently. This results in strong artifacts at block
edges, as can be seen in Fig. 6.6.
For this reason, the estimated blur kernels of each image block must be shifted after estimation.
The translational displacement is assessed using the image block in the original, blurred image and the
corresponding image block in the enhanced image.
6.2.4 Evaluation
Five multispectral images were utilized for the evaluation of the algorithms for unsupervised compensation
of longitudinal aberrations. Different textures and color patches were chosen, as shown in Fig. 6.7. The
sharpness, noise and color accuracy of the original and the compensated images were compared.
Several versions of each of the five multispectral images were considered, as summed up in Fig. 6.8.
The original image I as it was acquired by the multispectral camera contained transversal aberrations as
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(a) Image 1 (b) Image 2 (c) Image 3
(d) Image 4 (e) Image 5
Figure 6.7: Multispectral images utilized for evaluating the algorithms for unsupervised compensation
of longitudinal aberrations. The regions where the color differences and noise were assessed are marked
with red boxes.
Original
image I
Correction
of transversal
aberrations
Image
J
Correction
of longitudinal
aberrations
Image
Jˆ
Figure 6.8: Original and compensated images taken into account for evaluation of the compensation of
longitudinal aberrations.
well as longitudinal aberrations. The image J was obtained after correction of transversal aberrations.
As explained in Section 6.1, the interpolation steps necessary during this correction degrade the sharpness
of multispectral images. Finally, the images Jˆ were considered: this generic image name “Jˆ” stands for
images where the longitudinal aberrations were corrected with different methods. The reference algorithm
for compensation as developed by Brauers et al. which used a calibration acquisition of a Gaussian noise
pattern [28] leads to image JˆPSF . The image corrected with blind deconvolution as explained by Levin
et al. [149] is Jˆblind. The multiscale decomposition algorithms lead to 6 images:
• JˆGa,max compensated with decomposition DGa,i and fusion Fmax
• JˆGa,lap compensated with decomposition DGa,i and fusion Flap
• JˆWLS,max compensated with decomposition DWLS,i and fusion Fmax
• JˆWLS,lap compensated with decomposition DWLS,i and fusion Flap
• JˆBi,max compensated with decomposition DBi,i and fusion Fmax
• JˆBi,lap compensated with decomposition DBi,i and fusion Flap
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6.2.4.1 Quality measures
To assess the quality of the compensation of longitudinal aberrations, sharpness, noise and color accuracy
were measured.
Sharpness : The sharpness of the compensated images Jˆ was measured using the energy of the
Laplace image defined in Eq. (6.13). Additionally, the variance Mvar of the image was also utilized:
Mvar
(
Jˆ
)
=
∑
(x,y)
(
Jˆ(x, y)−
∑
(x0,y0)
Jˆ(x0, y0)∑
(x0,y0)
1
)2
. (6.29)
The energy of image Laplacian Mlap(Jˆ) is more robust to additive noise than variance Mvar(Jˆ) [119].
To assess the sharpness of an image Jˆ after compensation of longitudinal aberrations, these measures
were calculated by taking all the pixel positions (x, y) over the image plane into account.
Noise : With sharpening of the image J , it is possible that noise gets worse when the edges become
sharper. For this reason, it was important to quantify the noise appearing in the multispectral images.
Since it is easier to measure noise on homogeneous regions where no variations of intensity values should
be available, small homogeneous regions were selected in the multispectral images for measuring noise.
They are shown with red boxes in Fig. 6.7. Only image 5 (Fig. 6.7e) was not considered for noise
measurements because it lacked homogeneous regions.
The quality measures utilized for noise were the same as for sharpness: energy of Laplacian Mlap
and variance Mvar. However, they were calculated only for pixel positions (x, y) within the homogenous
regions and not on the whole images.
Color difference : In a next step, the color difference between image J after correction of transversal
aberrations and image Jˆ after compensation of longitudinal aberrations was assessed. It should be large
at edges, since the sharpness should be enhanced there, and remain low on homogeneous regions where
the information should not be modified. The color difference CIEDE2000 was thus measured on the
homogeneous regions defined for the measurement of noise, see red boxes in Fig. 6.7.
The color difference was calculated for each pixel position of the homogeneous regions and then
averaged over the regions. Indeed, the aim was rather to assess the differences at the pixel level and not
considering the whole regions as a human observer would do.
6.2.4.2 Compensated images
The images compensated with the different multiscale decompositions as well as the blind deconvolution
and the reference algorithm developed by Brauers et al. [28] are presented in Fig. 6.9. Only small regions
of two images are shown to make the differences more visible.
In Fig. 6.9a and Fig. 6.9b, the original image J , for which the transversal aberrations have been
corrected but the longitudinal aberrations are still present, is on the top left. The image JˆPSF compen-
sated with the reference algorithm developed by Brauers et al. is on the middle left and the image Jˆblind
compensated using blind deconvolution on the bottom left. The results of multiscale decomposition are
in the two right columns, with the central column corresponding to the maximum fusion algorithm Fmax
and the right column corresponding to the Laplace-weighted fusion Flap. The results obtained with the
Gaussian filtered decomposition DGa,i are in the first row, those obtained with the weighted least squares
DWLS,i in the middle row and those obtained with bilateral filter DBi,i in the bottom row.
It appears that the multiscale decomposition with maximum fusion shown in the the central column
degrades the color information of the multispectral images. It is particularly visible in Fig. 6.9b on the
fabric on the left and on the black numbers that turn purple. It is also visible in Fig. 6.9a on the golden
ribbon. The fusion with Laplace-weighted method does not degrade the colors.
The improvement of sharpness can also be seen in Fig. 6.9a on the golden ribbon and in Fig. 6.9b on
the fabric, the numbers and black lines. The sharpest results are obtained with the blind deconvolution
(bottom left) and the compensation with the maximum fusion (central column) seems to lead to the most
blurred images.
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J
Jˆblind
JˆPSF
JˆGa,max
and
JˆGa,lap
JˆWLS,max
and
JˆWLS,lap
JˆBi,max
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JˆBi,lap
(a) Part of image 1, see Fig. 6.7a
J
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JˆPSF
JˆGa,max
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JˆGa,lap
JˆWLS,max
and
JˆWLS,lap
JˆBi,max
and
JˆBi,lap
(b) Part of image 3, see Fig. 6.7c
Figure 6.9: Images before and after compensation of longitudinal aberrations. The original image J is
on the upper left and the image JˆPSF compensated with the algorithm by Brauers et al. on the middle
left. Compensation with multiscale decomposition is presented in the two right columns: in the top row
with Gaussian decomposition, in the middle row with weighted least squares decomposition and in the
bottom row with bilateral filtering. The fusion used in central column is the maximum fusion and in the
right column the Laplace fusion. The result of blind deconvolution Jˆblind is on the bottom left.
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6.2.4.3 Quantitative results
Values of the different measures were calculated for the five multispectral images, see Fig. 6.10. Because
of the different textures present in the multispectral images, the range of the quality measures were
different for each image. For this reason, the quality measures were normalized for each image using a
certain coefficient. The coefficient was the mean value of the quality measures calculated over all the
compensated images Jˆ .
The values for sharpness are the energy of Laplacian shown in Fig. 6.10a and the variance shown in
Fig. 6.10b, both calculated over the whole images. These values should be as high as possible for a sharp
image. It appears that both sharpness measures give slightly different results. For the Laplace metric
Mlap, the blind deconvolution (in yellow) outperforms all other compensation methods. If each multiscale
decomposition is considered separately, the Laplace-weighted fusion is better than the maximum fusion.
The results with bilateral filtering (in green) are the worst. For the variance Mlap, compensation JˆGa,max
with Gaussian filtering and maximum fusion leads to the highest values. Again, multiscale decomposition
with bilateral filtering gives the worst results.
The sharpness of image J (light gray lines) is generally lower than the one of image I (dark gray lines).
This is foreseeable since the correction of transversal aberrations includes an interpolation step which
induces lowpass filtering of the image, as analyzed in Section 6.1. After compensation of longitudinal
aberrations, the sharpness of the improved images Jˆ is enhanced and becomes larger than the sharpness of
J . Often, the sharpness level of image I is outperformed by compensation. Algorithms for unsupervised
compensation of longitudinal aberrations also achieve a good enhancement of the multispectral images.
The values for measuring noise are the energy of Laplacian shown in Fig. 6.10c and the variance shown
in Fig. 6.10a. They were calculated only over homogeneous regions of the images: for this reason, no
data is available for image 5. These values should remain low for a good compensation algorithm that
does not amplify noise in images. Again, the quality measures Mlap and Mvar lead to slightly different
results. With Mlap, the compensated images Jˆblind and JˆPSF are the best and the compensations JˆGa,lap
and JˆBi,lap with Laplace-weighted fusion and Gaussian or bilateral filtering are also satisfactory. With
Mvar, the multiscale decomposition with Laplace-weighted fusion and Gaussian or weighted least squares
decomposition JˆGa,lap and JˆWLS,lap ensure the lowest levels of noise. The noise values for the best
algorithms remain close to those of the image J .
The color accuracy (Fig. 6.10e) was only calculated on the selected homogeneous regions and should
remain low. Multiscale algorithms with maximum fusion and Gaussian or weighted least squares decom-
position lead to high color differences with values of CIEDE2000 larger than 3. The two best results are
obtained with multiscale decomposition using Laplace-weighted fusion and either Gaussian or bilateral
filtering.
Amongst the multiscale decomposition algorithms presented here, the best results can thus be achieved
with a Laplace-weighted fusion and a decomposition using either Gaussian or bilateral filtering. Blind
deconvolution enables an outstanding improvement of sharpness which comes with an extremely long
processing time and post-processing and potentially adds details that are not available in the original
image.
6.3 Conclusions
The analysis of longitudinal aberrations performed in this chapter started with the degradation of sharp-
ness in multispectral images after the correction of transversal aberrations. Indeed, the interpolation
steps needed for warping the color channels in order for them to match the reference color channel have
a lowpass characteristic causing blur.
Eight interpolation kernels were implemented and their effects on the image degradation were mea-
sured using six quality measures. Four measures required the knowledge of the original image and two
measures assessed the sharpness without the original. Linear and quadratic interpolation led to the worst
results and the best method was obtained with a Lanczos filter of length 6.
Even with the best interpolation method, the sharpness of the initial image could not be reached.
This showed that correction of transversal aberrations always deteriorates the sharpness in multispec-
tral images. Loss of sharpness cannot be avoided and should be taken care of during compensation of
longitudinal aberrations.
116
6.3 Conclusions
Precise measurement of point spread functions describing the longitudinal aberrations appearing in
multispectral cameras has been previously developed. Within this work, a compensation of aberrations
that does not require any measurement or calibration acquisition was aimed at. For this “unsupervised”
compensation of longitudinal aberrations, multiscale decomposition as well as blind deconvolution were
implemented.
With blind deconvolution, each color channel is compensated separately. In order to achieve a position-
dependent correction, i.e., a correction that is not constant over the whole image plane, the image
was divided into small blocks. The blur kernels of neighboring blocks was adapted to avoid artifacts.
Images compensated with blind deconvolution achieved a high energy of Laplacian but also required high
processing times. Since the sharpness won with this method does not necessarily match the sharpness of
the reference color channel, it should be used with care.
Multiscale decomposition methods decompose images into approximation and detail layers by filtering
more details out at each scale. Then, the layers are merged using information from a reference image for
enhancement. Three decomposition methods were compared: Gaussian filtering, bilateral filtering and
weighted least squares. Two methods for fusion of images with the reference image were used: maximum
fusion and Laplace-weighted fusion. With multiscale decomposition, the sharp, reference color channel
was exploited to improve the other, blurred channels.
Finally, it was shown that compensation of longitudinal aberrations without any calibration acquisition
is possible with a new approach that gives good results. The multispectral images become sharper, noise is
kept low and color accuracy remains good with multiscale decomposition using a Laplace-weighted fusion
and a Gauss or bilateral filtering for decomposition. This method is thus a good alternative if calibration
acquisitions are not possible. The compensation does not require any special calibration pattern or any
laborious calibration of the imaging system and simply needs computing time after the acquisitions.
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Figure 6.10: Quality measures calculated for the five multispectral images shown in Fig. 6.7 concerning
(a)-(b) the improvement in sharpness, (c)-(d) the deterioration of image through noise and (e) the color
accuracy. The measures obtained for the original images I and J before compensation of longitudinal
aberrations are indicated by gray lines. The measures obtained for the multiscale decomposition with
diverse decomposition and fusion methods are shown in blue, red and green. The measures obtained with
blind deconvolution are in yellow and the measures obtained with the reference compensation algorithm
using PSF estimation in deep blue.
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Multispectral acquisitions from
different viewing positions
Multispectral imaging enables an accurate measurement of spectral information for a complete scene if
the camera has been accurately characterized, as shown in Chapters 3 and 4. The transversal and longi-
tudinal aberrations appearing in multispectral cameras must be completely modeled and compensated,
as performed in Chapters 5 and 6. Multispectral imaging can then be applied to gather more information
about the acquired scene.
In this chapter, the extraction of additional information about the depth of the acquired objects was
sought. This was performed by imaging the scene from more than one camera positions. Indeed, if an
object point is acquired from different viewing positions, the positions of its image points in the planes
of the different sensors allow the exact localization of the object point in the 3D space.
A stereo system as well as a goniometric setup were utilized to this end and two different multispectral
systems enabled spectral acquisition: a 6-channel system featuring an RGB sensor and two color filters,
and a 19-channel system featuring a monochrome sensor and 19 bandpass filters. On the one hand, the
stereo system was composed of two RGB cameras with different color filters in front of each one. The
spectral information reaching each camera was thus different, which complicates the detection of image
points corresponding to the same object point. On the other hand, the 19-channel multispectral camera
was positioned in the goniometric setup. Such a measuring setup is normally utilized to measure accu-
rately the spectral reflectance of objects from different viewing directions and for different illumination
directions. Another additional aim was followed here, namely: gathering depth information. It was
performed by simulating numerous different stereo systems using the camera positions available on the
setup. The different stereo systems had different angles and positions. This enabled to assess the quality
of the depth information reconstructed for the different stereo systems.
An overview over the literature is first given about basic principles of stereo imaging, acquisition of 3D
information combined with multispectral imaging and, goniometric measurements. The stereo imaging
performed with the multispectral system based on RGB sensors is derived and the corresponding depth
information is gathered in Section 7.2. The goniometric measuring setup is presented in Section 7.3.
Measurements with a spectrophotometer as well as acquisitions with a multispectral camera are shown
and the extraction of depth information on the setup is explained.
Previous results utilized in this chapter have already been published in [131, 137] concerning stereo
imaging and in [128, 139, 138] concerning goniometric measurements. The stereo matching is discussed
more accurately and the results of disparity estimation are compared with a state-of-the-art algorithm.
The extraction of depth information from goniometric multispectral measurements is also more detailed.
7.1 State of the art
7.1.1 Stereo imaging
A stereo system is a “setup with two imaging sensors” offering two different points of view [112, Chap.8].
The geometry of stereo systems is shown in Fig. 7.1. The line joining the camera centers, i.e., the centers
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of projection, of the left and right cameras is the baseline [93, Chap.8]. This line intersects with the
left and right image planes on the epipoles eleft and eright, respectively. If a 3D point x3d of the acquired
scene is considered, the epipolar plane shown in green in Fig. 7.1 corresponds to the plane containing
the baseline and this point x3d. The epipolar plane intersects the camera planes, i.e., the planes of the
sensors, on the two lines shown in blue in the figure, which are named epipolar lines. The images xleft
and xright of the 3D point x3d on the left and right camera planes, respectively, lie along these epipolar
lines.
x3d object point
right camera
camera center
xleft
eleft
left camera
camera center
xright
eright
epipolar plane
epipolar lineepipolar line
baseline
Figure 7.1: Epipolar geometry for a 3D point x3d imaged by left and right cameras.
7.1.1.1 Stereo matching
If the optical axes of both cameras are perpendicular to the baseline and the orientations of the cameras
are the same, the epipolar lines are horizontal lines on the image planes. Between the image points
xleft and xright in the left and right images, there is a certain shift caused by the differences of viewing
positions [112]. This shift is the disparity, which is “inversely proportional to the distance from the
observer” [211, Chap.11]. Indeed, the relation between disparity and depth information is given by
depth = focal length× baseline
disparity
,
according to [211, Eq.(11.1)]. The depth is given here with respect to the camera center. Extraction of
3D information using a stereo system is thus based on stereo matching, i.e., on the search for matching
pixels in the left and right images.
For the general case where the optical axes are not perpendicular to the baseline, a rectification of the
stereo images simplifies stereo matching: the images are warped in such a way that epipolar lines are in
the same row in both images [211]. The search for corresponding image points can thus be limited to the
corresponding rows. There are three steps for the general rectification. Firstly, both cameras are rotated
so that their optical axes are perpendicular to the baseline. Secondly, their orientations are modified to
match the direction of the baseline. Thirdly, the images can be re-scaled.
Numerous algorithms exist for the search of pairs of corresponding image points. They can seek either
correspondences for all pixel positions of the image plane (dense stereo matching) or only for certain
feature points or edges in the images (sparse stereo matching) [211]. Adequate quantitative measures
must therefore be used to assess the similarity of two image points with the help of their neighborhoods.
7.1.1.2 Triangulation
Once a pair of corresponding image points xleft and xright in the left and right image planes, respectively,
has been found, the 3D position of the underlying object point x3d can be calculated, if the camera
positions are known. This is denoted as triangulation [211, p.345]. The camera positions as well as their
intrinsic parameters define completely the stereo system and its epipolar geometry.
The parameters of the epipolar geometry can be measured for each stereo system using calibration.
For instance using the method developed by Bouguet [24], a checkerboard pattern is imaged by both
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cameras and matching points (the corners of the checkerboard pattern) are detected in both images.
Their correspondences give access to the intrinsic and extrinsic parameters of the stereo system.
7.1.2 Multispectral imaging and 3D information
Multispectral sensors utilized for acquiring accurate spectral data are sometimes helpful to gather ad-
ditional information, for instance 3D information about the scene. This means that spectral and depth
information can be measured at once with these sensors. The broadband spectra reflected by the acquired
scenes are sampled by the narrow color channels of multispectral systems which are more robust against
noise and detect even slight textures on the object surfaces which cannot be differentiated by broadband,
RGB cameras [62]. 3D information is extracted in multispectral systems using either two or more sensors
or with projection of special light patterns on the objects. The utilization of two cameras in a stereo
system are detailed in Sections 7.1.2.1 and 7.1.2.2. Examples of measurements with three or more devices
and with active projection are given in the following.
Airborne hyperspectral sensors utilized for earth observation and reconstruction of special features
of the ground are often CCD line sensors [199, 86]. A multispectral multi-stereo scanner system made
of nine CCD line sensors mounted in parallel enabled the measurement of large regions [199]. Haala et
al. [86] utilized three CCD lines pointing in three directions and a camera with four spectral channels
(red, green, blue and near infrared). These two measurement setups give access to accurate radiometric
and geometric information.
Utilization of multispectral imaging in the visible wavelength range coupled with 3D information is
often associated to applications for cultural heritage [41]. A widespread method for 3D multispectral
measurements is an active method with structured light. Delcourt et al. [52] as well as Ma¸czkowski
et al. [159] utilized a filter wheel multispectral camera with 19 color channels and one empty position.
They imaged objects with the 19 color channels for accurate measurement of reflectance spectra and then
with the empty position under structured light for accurate shape measurement. The shape results were
evaluated by comparison with measurements of a professional scanner Minolta VIVID-910. The mean
error of reconstructed 3D points was -0.2 mm and 80% of the values were between -0.7 and 0.8 mm of the
ground truth [51].
7.1.2.1 Stereo multispectral systems
Doi et al. [62] acquired multispectral stereo images using a monochrome sensor and a liquid crystal
tunable filter in front of it. This multispectral camera was translated between two positions to obtain
a stereo system. The color channels considered for the left and right positions had exactly the same
spectral sensitivity functions. The stereo matching was performed by considering first the color channels
with high variances: this accelerated the process and improved the accuracy of the calculated disparities.
In [126], a multispectral stereo system was mounted on a vehicle for imaging a complete field and
assessing plant growth from their spectral reflectance. The cameras featured three color channels with
bandwidths between 40 and 60 nm. The center wavelengths were 478, 537 and 621 nm for the left camera
and 547.5, 667.5 and 796 nm for the right camera. These color channels were specially selected for the
specific measurement of plants. The stereo matching was performed using two color channels with similar
spectral characteristics. Indeed, the second channel of the left camera had a center wavelength of 537 nm
and a full width at half maximum of 50 nm and the first channel of the right camera had a center
wavelength of 547.5 nm and a full width at half maximum of 40 nm. The plant growth was measured
more accurately with this stereo system than with common images acquired from a plane and giving only
2D information.
With such multispectral stereo systems, the spectral sensitivity functions of the considered color
channels are close or even equal. The similarity of two image points for stereo matching can therefore be
calculated using for instance the straightforward sum of squared differences on the neighborhoods of the
image points [62].
7.1.2.2 Similarity measures for multimodal stereo systems
Generally, when multispectral or multimodal stereo imaging is performed, the spectral sensitivity func-
tions of the channels available in both cameras are different. Consequently, contrast inversions can occur
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in the images on which stereo matching must be performed. Therefore, the similarity measure used for
stereo matching has to perform well even with contrast inversions, which is not the case for straightfor-
ward similarity measures like the sum of squared differences. Other similarity measures are used in the
literature for matching image points in multimodal images, the most widespread being the phase-only
correlation method, the Hough transformation and the mutual information.
Phase-only correlation : Tsuchida et al. [222] worked with two RGB cameras and two different
color filters in front of them. They utilized the phase-only correlation to detect corresponding points
of interest in the left and right images. The phase-only correlation is a “scale- and rotation-invariant
pattern detection method that uses phase information” from the Fourier transforms and is robust against
changes in color. Using this similarity measure, correspondences between both images are found and the
images are merged into a 6-channel image.
Hough transformations : Pistarelli et al. [179] used a stereo system made of an RGB camera and
an infrared camera sensitive for long-wave infrared range. To find correspondences in the left and right
images, they used the edges present in the images. First, the edges were detected using a Canny edge
detector. In order to have a similar amount of edges detected in the visible and the infrared images,
the thresholds used in the edge detector were slightly adapted. A Hough transform of these edges was
then performed in order to detect straight lines amongst them. The correspondences of image points
were detected in the Hough space, i.e., in the space spanned by the special parameters describing the
straight lines. Such a method is effective for stereo matching in outdoor scenes, where numerous edges
are typically present.
Mutual information : A more common similarity measure for multimodal images is mutual in-
formation. It can be defined in different ways, one of them being that mutual information is the sum of
Shannon entropies of each image from which the joint entropy of the images is subtracted. The mutual in-
formation of two images is therefore maximized when they are perfectly registered: in this case, their joint
entropy is minimal and “the amount of information they contain about each other is maximal” [180]. Mu-
tual information is therefore often utilized for multimodal image registration. The´venaz and Unser [213]
performed a coarse-to-fine multi-resolution approach for the fusion of a multimodal image using mutual
information. Their approach brought advantages for both the accuracy and the efficiency of registration.
Krotosky and Trived [145] detected pedestrians on images acquired with a stereo system positioned at the
front of a car and featuring an RGB camera on the left and an infrared camera on the right. They used
mutual information as a similarity measure, together with a block matching algorithm for the detection
of corresponding image points. For their purpose, it made sense to segment the pedestrians on the images
and assign them one unique depth value. Yaman and Kalkan [241] also utilized a stereo system made of
an RGB camera and an infrared camera with mutual information as similarity measure. They performed
a segmentation of the infrared images because they contain less textures and details than RGB images.
This improved stereo matching: the sizes of the windows considered for searching corresponding image
points were adapted with respect to the segmentation.
Improvement of mutual information : Some additional algorithms for stereo matching using
mutual information were particularly interesting. Kim et al. [123] transformed the expression of mutual
information into a Taylor series approximation so that it can be incorporated into common energy func-
tions. The maximization of mutual information for the search of corresponding image positions can then
be performed more efficiently. They did not use real multimodal images, but images they altered synthet-
ically. Hirschmu¨ller [101] worked with images which have radiometric differences and used a pixelwise
mutual information. With a powerful post-processing of the calculated disparity, he detected occlusions
and removed outliers corresponding to falsely calculated disparities. This method gives disparity maps
with excellent subpixel accuracy and has a linear computation complexity with respect to the number
of pixels and the disparity range, which leads to fast calculation of disparity maps. Fookes et al. [73]
increased the robustness of the stereo matching based on mutual information by incorporating prior
probabilities about the intensities in the stereo pair of images. For their stereo system made of one color
and one infrared camera, Barrera et al. [13] added gradient information to the mutual information as a
similarity measure. Their method gives a valid similarity measure for multimodal images that improves
the stereo matching.
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7.1.3 Goniometric measurements
The geometric properties of light reflected by an object depend on its material. Smooth materials
like mirrors only reflect light in the direction exactly opposite to the incoming rays. This reflection is
called specular reflection. For other, rougher materials, the reflected light is also diffuse in addition to
the specular component which decreases [15, p.12]. The reflectance of materials hence depends on the
viewing and illumination directions. Measuring the spectral reflectance of a material from one direction
thus only gives restricted information about it. A solution is to perform measurements on a goniometric
setup, where objects can be measured with different viewing and illumination angles, see Fig. 7.2.
A goniometer is an “instrument for measuring or setting angles” [15, p.12]. The adjective “gonio-
metric” utilized in this work and generally in the literature refers to measurements that are performed
for different acquisition and / or illumination angles which are measured and can be adjusted precisely
again.
Goniometric measurements are utilized in many important industrial applications to characterize
accurately car paints [68], textiles [4] or art painting [44, 212, 218] for instance, in order to describe or
simulate these materials. The analysis of metallic car paints is used for design [121] or helps to understand
how the different coating layers influence their appearance [70]. Measuring the goniometric properties of
textiles enables their virtual representation for online sales. Artwork is measured for rendering in virtual
museums [216] or for evaluating their long-term color changes [17]. Goniometric measurements are also
often the basis for computer vision by providing bidirectional reflectance functions (BRDF) of materials
used in simulated scenes [193]. When the spectral reflectance function of a material surface is known for
different viewing and illumination angles, it allows on the one hand a good prediction of its appearance
in any surrounding. On the other hand, it also helps to improve the recognition of a material from its
reflectance characteristics [85, Chap.2].
National metrology institutes like the Physikalisch-Technische Bundesanstalt in Germany [102] or the
Institute for National Measurements Standards in Canada [11] have to achieve accurate goniometric mea-
surements for reflectometry, i.e., for measuring and characterizing both spectral and spatial characteristics
of samples.
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ϕv
x
y
z
measuring
device
light
source
Figure 7.2: Goniometric measurement of a surface with variable illumination angles θi and ϕi and viewing
angles θv and ϕv. The surface is shown in gray. θi and θv are the elevation angles and ϕi and ϕv are the
azimuthal angles.
7.1.3.1 Bidirectional reflectance distribution functions
The reflectance of a material at its surface is very complex: its 16 variables include the angle of illumi-
nation, the angle considered to perform the measurement, the positions where the incident rays reach
the surface and where they leave it, the wavelength and the time. Different simplifications are thus com-
mon in order to characterize the spectral reflectance function of a material and depend on the intended
practical application. Some examples of simplifications are [85, Chap.2]:
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• the light transport takes no time,
• the spectral reflectance characteristics of the material do not depend on time,
• the material does not modify the spectral distribution of the incoming rays,
• there is no transmittance effect at the material’s surface, only reflectance,
• the incoming light leaves the material at the same position.
As defined by Haindl and Filip [85], there are two sorts of approximations for reflectance functions:
the ones for textured materials and the ones for homogeneous materials. A widespread approximation
for homogeneous materials is the bidirectional reflectance distribution function (BRDF) that considers
no spatial dependence along the material’s surface. This means that only five variables are required for
the BRDF:
BRDF (λ, θi, ϕi, θv, ϕv) , (7.1)
with λ the wavelength, θi and ϕi the illumination angles, and θv and ϕv the acquisition angles. These
angles are measured as explained in Fig. 7.2.
7.1.3.2 Measuring setups in the literature
The goniometric measurement of a material can be performed by four different types of measuring sys-
tems [85, Chap. 3.4]. The gonioreflectometers physically move the optical elements (light source, mea-
suring device) and the object itself. The acquisition of multiple views in only one image is enabled by
mirror-based setups by using mirrors, whereas image-based setups measure curved objects. The portable
setups are acquisition systems that can be put on the sample and are ready to use, with multiple measuring
devices or LEDs on a dome for instance.
Several gonioreflectometers can be found in the literature with a fixed measurement device and a light
source rotating along a large circle around the object. The object is held by a five-axis robot [11, 108]
or a sample holder with 3 motorized axes [239] in order to present the object from different acquisition
angles but always at the same position. Two robot arms were utilized by Kimachi et al. [124]: one for the
object and one for the camera which is only rotated horizontally. Koirala et al. [140] used a fixed halogen
lamp and a fixed object with measurements from different viewing angles. A complete goniometric setup
developed by Murakami Color Research Laboratory (Tokyo, Japan) where the light source and sample
table are rotated was utilized by Akao et al. [5] and by Tominaga and Moriuchi [217].
Other solutions avoid the rotation of the object, measuring device and light source. Dana [49] devel-
oped a mirror-based setup with a concave parabolic mirror. The measurement was performed using a
collimated beam of light whose parallel rays hit the concave parabolic mirror. Thus one single point of
the surface of the object was illuminated and acquired by the camera. Different illumination angles were
obtained by shifting the aperture in front of the light source. More than one object point was measured
by a translation of the concave mirror. This measuring setup is thus simple: solely planar translations
are required for a complete measurement, and no hemispherical displacements.
Some research groups used image-based setups and acquired images of curved objects, i.e., spheres or
cylinders, which enables the measurement of different lighting and viewing angles in only one shot [164,
166, 165, 121, 107]. This simplifies and speeds the measurements up, since less mechanisms are required
for positioning the different components. For instance, Matusik et al. [165] imaged spherical material
samples with a rotating light source and a fixed camera.
Finally, Rump et al. [192] measured flat samples with a portable setup by mounting a large amount
of cameras (151) on a hemispherical gantry. This led to the simultaneous acquisition of 151 images with
different viewing angles.
Measuring devices : The measuring device used in a goniometric measuring setup can be a
photodetector [190], a set of photoelectric detectors [243] or a spectrophotometer [5, 11, 103, 140, 186]
if the spectral stimuli reflected by the object surface should be measured only for single positions or
averaged over small areas of the surface. Larger areas can be measured with a line-scan CCD that
measures the spectral data accurately for a line on the material [102] or RGB cameras that give color
information concerning the whole image plane [16, 141, 160, 164].
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For accurate spectral acquisitions, multispectral imaging is performed with a monochrome sensor and
five [170] to six [124, 216] narrowband color filters in front of it, a monochrome sensor with a liquid crystal
tunable filter [107, 121, 193] or an RGB sensor with two color filters [17]. Multispectral imaging can also
be performed using a monochrome sensor with several different light sources [190] or a multispectral
lighting where color filters are placed in front of the light source [219, 225]. The material can also
be measured using an imaging luminance device with access to the tristimulus values of the 1931 CIE
observer in order to gather “appearance-related quantities” [102].
Some systems also aim at a better imaging of dark areas and bright specular reflections using sensors
with a high dynamic range [16, 122]. Several complementary measuring devices can be utilized on a
goniometric measuring setup, for instance a spectrometer, an RGB and a multispectral camera [8, 239].
It is also possible to perform a goniometric measurement with a monochrome camera and an acquisition
with a multispectral camera and to merge these data [4]. This leads to a faithful measurement of the
material with less data and enables to shorten the acquisition time.
Measurement geometry : Measuring setups involve the sample object, a light source and a
measuring device. They can be either in an in-plane configuration [108, 190] where the normal to the
object’s surface, the incoming and the reflected rays are in the same plane, or in an out-of-plane configu-
ration [11, 104, 193] where the normal and the rays can be in any plane.
7.1.3.3 White references
Measurements of bidirectional reflectance distribution functions can be absolute, i.e., without any refer-
ence white standard, or relative, i.e., using a comparison between the sample and a reference standard
whose reflectance is known. Theoretically, for relative measurements, the sample and reference standards
are measured for each incident angle, but this is seldom used. Rather, a single-reference with measurement
of the reference for a unique illumination and viewing configuration is commonly adopted [243].
The goniometric characteristics of white standards should be handled with care. Indeed, the common
white standards have strong non-Lambertian characteristics, i.e., deviate strongly from the perfectly
reflecting diffuser [69, 103].
7.1.3.4 Depth information
Some authors working with goniometric setups aimed at gathering information about the shape of the
imaged object. To obtain this information, they all resorted to additional devices like a horizontal stripe
laser [216], a laser scanner [170] or a projector with structured light [160]. Tanimoto et al. [212] estimated
the surface normals of the object using acquisitions with an RGB camera and 9 different illumination
directions. They enhanced this information with data from a direct measurement of the object’s heights.
7.1.4 Scope of this work
The progresses achieved within this work for stereo or goniometric multispectral systems with respect to
the existing ones are summarized in this section.
7.1.4.1 Multispectral stereo imaging
Several 6-channel stereo systems featuring RGB cameras and color filters can be found in the litera-
ture [173, 204, 223]. The major aim of such systems is actually the acquisition of a multispectral image
with 6 color channels in only one shot and with a good spectral and colorimetric accuracy, but in no case
the calculation of depth information about the acquired scene.
Simultaneously to the research presented here, Shrestha and Tsuchida worked on the same topic of
stereo multispectral imaging. Shrestha et al. [204, 205] utilized a commercial stereo RGB camera and
applied two different broadband color filters in front of the objective lenses. Tsuchida et al. [222, 223]
utilized two commercial RGB cameras and positioned in front of one camera a filter cutting in halves the
channels R, G and B. The left and right images of these 6-channel systems have to be merged together in
order to merge the color channels of both cameras and obtain a multispectral image. This was performed
by a simple deformation of the images, for instance with a manual approach and selection of at least 8
corresponding image points in both images [205]. Using these corresponding points, a straightforward
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transformation between the images can be calculated. Such simple methods do not give a good merging
of the images if the acquired objects are not planar. But it was sufficient for the author’s purpose: an
accurate color acquisition.
7.1.4.2 Goniometric measurements
As stated in Section 7.1.3.4, no previous work concerning the measurement of 3D information on a
goniometric setup based solely on the camera used for material characterization was found. All authors
utilized additional measurement or projection devices [160, 170, 212, 216].
The method for extraction of depth information using goniometric multispectral images developed in
Section 7.3.3 that solely requires the camera itself is therefore a promising enhancement of the measuring
setup.
7.2 Stereo multispectral imaging
The first setup using multiple viewing positions for multispectral imaging is a stereo setup with 6 color
channels, namely with two RGB cameras and a different color filter in front of each camera, as presented
in Section 4.2. The 6-channel stereo system was equipped with either GamColor filters or Infitec filters.
Let us recall this experimental setup in Fig. 7.3. The angle between both cameras was 10◦. With such
an angle, the spectral information reaching each camera changes only slightly, as derived in Section 4.4.2.
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Figure 7.3: 6-channel stereo system made up of two RGB cameras and color filters with an angle of 10◦
between both cameras.
The aim of using such a multispectral stereo system was to reach accurate spectral and depth informa-
tion about the acquired scene in one shot. This stereo setup represents an improvement of multispectral
imaging compared to cameras featuring a filter wheel because the duration of an acquisition is shorter
and additional depth information is measured.
The color accuracy of the setup has already been analyzed in Section 4.4 and the depth information
is discussed here. Section 7.2.1 presents how depth information was gathered from multispectral stereo
images with the algorithm for stereo matching, i.e., for detection of corresponding pixels in the left and
right images. Results about the disparity maps and the 3D information are shown in Section 7.2.2 and
7.2.3, respectively.
7.2.1 Stereo matching
Since the left and right images of such a stereo system only contain half of the spectral information about
the scene, they have to be merged pixel by pixel. This means that the correspondences of image points
must be known for the whole image plane and a dense stereo matching must be performed: a sparse
matching involving only interest points or features like edges [211] would not be sufficient.
The stereo system was first calibrated with the method developed in [24] to obtain the parameters
of the epipolar system and the images were rectified as explained in Section 7.1.1.1. This ensures that
corresponding epipolar lines in the left and right images coincide with the same rows. If a pixel is
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considered in one image, the search of the corresponding pixel in the other image can therefore be limited
to the same row. The images were rectified using functions from the toolbox implemented by Bouguet [24].
7.2.1.1 Similarity of pixels
The dense disparity maps were then calculated using block matching, where the similarity of two pixels
is assessed by considering the intensity values around these pixels in a window of finite size [211]. Mutual
information was used as a similarity measure for the multispectral stereo images, since contrast inversions
can occur between the different color channels and mutual information performs well for registration of
multimodal data [180, 73, 67]. The mutual information I(wa, wb) calculated between two image windows
wa and wb can be defined using the Shannon entropy H by
I (wa, wb) = H (wa) +H (wb)−H (wa, wb) , (7.2)
with H(wa) the Shannon entropy of the image window wa and H(wa, wb) the joint entropy of both
windows wa and wb [180, Eq. (6)]. The mutual information I (wa, wb) should be high for similar windows
wa and wb.
7.2.1.2 Block matching
For an image point xleft in the left image with a neighborhood wleft, the corresponding image point xright
in the right image was searched by considering image points only along the corresponding epipolar line.
After rectification of the stereo images, the corresponding epipolar line is positioned at the same row,
as explained previously. Not all pixels on the epipolar line were considered but only those that lie in a
given search range: for instance only positions with a disparity smaller than 20 pixels. This is shown
in Fig. 7.4a: the search range in coral is centered on the position xleft and limits the searched disparity
values d to a given maximum value dmax. The width of the search range is thus 2 · dmax + 1 pixels.
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Figure 7.4: Algorithm for stereo matching. (a) A limited search range is considered for the pixel position
corresponding to the left image point xleft in the right image. (b) The windows wleft and wright utilized for
the calculation of mutual information I (wleft, wright) are composed of the selected region in the three color
channels concatenated vertically. The position in the right image where the mutual information reaches
its maximum gives the disparity d.
A neighborhood wright was considered around each pixel of the search range in the right image. The
windows wleft and wright used for calculating the mutual information actually contained the intensity
values of the 3 color channels concatenated vertically, one under the other, as shown in Fig. 7.4b. This
enabled the search for the best corresponding position to be more robust. Like this, one value of mutual
information was calculated for each pixel position considered in the right image.
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Finally, the position xright with the maximum mutual information was selected as a possible cor-
responding image point. The shift between both image points xleft and xright is the disparity d, i.e.,
d = xleft − xright.
The block matching explained here for the right image with respect to the left one is performed
similarly when the left image must be compared to the right one.
7.2.1.3 Multiscale approach
The stereo matching was performed with a multiscale approach, i.e., was applied on different versions of
the stereo image downscaled at different sizes, starting with the smallest version. This means that the
search for corresponding image points was first performed in the coarsest image and this result was used
in the next, less coarse image, to refine the stereo matching. The advantage of such an approach is that
the search range for corresponding pixels is smaller in downsized images: the search is therefore faster
and more precise than with the direct stereo matching on the original, large images.
Five scales were utilized for the multiscale approach in total. The parameters of stereo matching for
the different scales are summarized in Tab. 7.1. The images were scaled by factors between 1/8 for the
first scale and 1 for the last scale. The sizes of the search windows wleft and wright were modified for each
scale.
The range for disparity search corresponds to the maximum range in which corresponding pixel
positions are searched: it includes the maximum disparity dmax and the position of the search range.
The search range of each scale was centered around the position that maximized mutual information in
the previous scale. The maximum disparity dmax around this position was modified for each scale.
For the two first scales, the image was downsized with the same coefficient of 1/8 but the other
parameters (size of windows, width of search range) were smaller in order to refine the search of disparity
value. All the parameters were determined experimentally.
Parameters
Scales
1 2 3 4 5
Scaling of image 1/8 1/8 1/4 1/2 1
Size of windows, in pixels 13 × 13 11 × 11 13 × 13 8 × 8 5 × 5
Maximum disparity dmax, in pixels 20 10 5 5 2
Table 7.1: Parameters for multi-scale stereo matching.
7.2.1.4 Subpixel approximation
For the last scale, i.e., for the stereo multispectral image at original size, the calculation of disparity was
sought with subpixel accuracy. Indeed, for merging the left and right images together, the correction of
disparity must be performed with a high accuracy in order to obtain a color information as accurate as
possible.
To reach subpixel accuracy, the mutual information was calculated for each pixel position, as discussed
previously. An example is shown in Fig. 7.5a for the whole search range. Then, the pixel position where
mutual information reaches its maximum value was detected. In the close-up in Fig. 7.5b, the mutual
information for only five positions around this maximum are plotted in gray. The maximum mutual
information and its two neighbors marked with black asterisks were utilized to approximate mutual
information with a subpixel accuracy. This was performed by a second order polynomial, see the green
curve. The position where this polynomial reached its maximum was then calculated and is marked with
a pink triangle in Fig. 7.5b: this position was considered as the maximum position of mutual information
and gave the disparity d with subpixel accuracy.
7.2.1.5 Post-processing
The disparity maps obtained with the stereo matching explained previously were then processed in order
to make the estimated disparities more robust.
128
7.2 Stereo multispectral imaging
0
0.2
0.4
0.6
0.8
1
position of wright
I
(w
le
f
t
,w
ri
gh
t
)
(a) Whole search range
1
1.2
 
 
mutual information
3 points around max.
2nd order polynomial
max., subpixel acc.
position of wright
I
(w
le
f
t
,w
ri
gh
t
)
(b) Around the maximum
Figure 7.5: (a) Mutual information I (wleft, wright) calculated over the whole search range and (b) search
of maximum with subpixel accuracy. The pixel position with maximum mutual information is detected
and considered with its two neighbors (black asterisks) to approximate the mutual information with a
second order polynomial (green curve). The maximum of this polynomial (pink triangle) is the maximum
obtained with subpixel accuracy.
The stereo matching was actually performed twice: once searching the corresponding positions for
the left pixels in the right image and once searching the corresponding positions for the right pixels in
the left image. This gives access to two disparity maps. If both disparity maps did not coincide at one
position, the disparity value corresponding to the highest mutual information value between the left and
the right disparity maps was chosen [144].
7.2.2 Disparity maps
The stereo matching was evaluated using the scene presented in Fig. 7.6. It contained diverse planar
objects (a white chart, color charts, a wooden board with parts of magazine cover sheets) and small
objects in the front (a mini color chart, a stuffed animal, a folding rule and a small jar of tea).
Figure 7.6: Scene used for evaluation of depth estimation in stereo multispectral imaging.
For the calculation of disparity maps, three different 6-channel stereo systems were considered. The left
and right RGB cameras were positioned with an angle of 10◦ between them and three stereo multispectral
acquisitions were performed. For the first acquisition, the GamColor filters were positioned in front of
the cameras. For the second acquisition, the Infitec filters were utilized. For the last acquisition, no color
filters were used, i.e., this acquisition corresponded to a usual RGB stereo image.
7.2.2.1 Similarity measure
The importance of using a similarity measure adapted to the multispectral images is shown in Fig. 7.7.
The disparity was calculated using the state-of-the-art function disparity available in the latest versions
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of Matlab starting from version R2014a. This function performs the semi-global stereo matching devel-
oped in [100] which uses the sum of absolute differences as similarity measure and forces similar disparity
on neighboring blocks. The disparity was calculated on the stereo images obtained with the blue channels
of the left and right cameras and the GamColor filters (Fig. 7.7a) or the Infitec filters (Fig. 7.7b). These
results are compared with the disparity calculated for the blue channels of a common RGB stereo image
where no additional color filters were used (Fig. 7.7c). The background was removed from the disparity
maps and the disparity values are shown between 80 pixels in black and 200 pixels in white.
(a) RGB and GamColor filters (b) RGB and Infitec filters
(c) RGB
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Figure 7.7: Disparity maps calculated with the state-of-the-art algorithm using inadequate similarity
measure applied on the 6-channel camera with (a) GamColor filters and (b) Infitec filters, compared with
(c) the disparity obtained for the RGB stereo system. The disparity values range from 80 to 200 pixels,
as shown with the color scale.
The disparity obtained for the RGB stereo image is satisfactory with only small errors at the edges
of objects and small regions missing within the large homogeneous or dark objects. On the contrary,
the disparity calculation based on absolute differences does not perform well for multispectral images.
The disparity is erroneous for numerous regions inside the large planar objects and the edges of the
small objects in the foreground are less accurate for the multispectral images than for the RGB images.
In the multispectral stereo system with GamColor filters, both cameras have slightly different spectral
sensitivity functions, see Fig. 4.3b. In the multispectral stereo system with Infitec filters, the spectral
sensitivity functions of both cameras have no spectral range in common, as shown in Fig. 4.4b. For this
reason, the stereo matching performs worse for the Infitec system with larger holes and errors visible in
the disparity maps in Fig. 7.7b than for the GamColor system in Fig. 7.7a.
This shows that common algorithms for stereo matching of RGB stereo images cannot be applied
effectively on multispectral stereo images where different color filters are positioned in front of each RGB
camera.
7.2.2.2 Results
The disparity maps for the multispectral stereo images were calculated with the algorithm presented in
Section 7.2.1 and are shown in Fig. 7.8a and Fig. 7.8b, respectively. For the RGB stereo image where no
additional color filters were used, the state-of-the-art stereo matching was performed using the function
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disparity available in Matlab, see Fig. 7.8c. The background was not taken into account and the
disparity values are scaled from 80 pixels in black to 200 pixels in white.
(a) RGB and GamColor filters (b) RGB and Infitec filters
(c) RGB
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Figure 7.8: Disparity maps calculated with the presented algorithm for the 6-channel stereo system using
(a) GamColor filters and (b) Infitec filters. (c) Results of the state-of-the-art algorithm for the RGB
stereo system. The disparity values range from 80 to 200 pixels, as shown with the color scale.
With the stereo matching presented in this work, the results were satisfactory since the small objects
in the front were also detected. The disparity values obtained for planar objects were homogeneous and
values were even calculated for the homogeneous white color chart, thanks to the multiscale method.
Since disparity values were estimated for each pixel position of the scene, it was possible to merge the
left and right images into a multispectral image. The multispectral image obtained with the disparity
values calculated for the 6-channel stereo system with the Infitec filters is shown in Fig. 7.6. No major
color errors are visible and only some small errors can be detected on the edges of the mini color chart in
the front for instance. More results about the color accuracy of the 6-channel stereo systems are given
in Chapter 4.
The disparity map obtained with the usual RGB stereo system is more accurate in some aspects: the
disparity values of planar objects are more homogeneous, the edges of the mini color chart in the front are
more accurate. This is caused by the post-processing of the calculated disparity, which is more refined in
the state-of-the-art algorithm than in the algorithm developed within this work for multispectral images.
But for some dark areas of the scene where not many textures are visible in the RGB images, for instance
on the right part of the image, the stereo acquisition with multispectral systems performs better and
is able to calculate a disparity whereas the calculation based on the RGB stereo image failed to find
any value. Moreover, no disparity was obtained for the white chart, where the algorithm developed on
multispectral images was able to calculate disparity.
The algorithm developed for stereo multispectral images hence makes good use of the slightest texture
changes that occur in the narrowband color channels.
7.2.3 3D information
Using the corresponding image points in the left and right images, their 3D positions were calculated
with the triangulation explained in Section 7.1.1.2.
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Since the exact 3D positions of the diverse objects acquired in the scene were not known, the 3D
reconstruction was assessed using given characteristics of the objects present. A few objects were actually
planar objects, like the color charts or the wood planes decorated with magazines. The reconstructed 3D
points belonging to these objects should be located approximately on a plane and the deviations of these
3D points from a plane were therefore assessed.
For this evaluation, a region of a planar object was selected. The 3D positions corresponding to all
pixels of this region were then calculated. This leads to a cloud of 3D points, which should lie on a
plane. It is obviously not exactly the case because of measurement noise and errors in camera calibration
and stereo matching. A mean plane was thus fitted using the cloud of points with a least-squares fitting
method. Using this mean plane, the deviation of each 3D point was measured: a high deviation means
that the 3D position of an object point was estimated poorly and a low deviation shows that the 3D
reconstruction is really a plane. The root mean square error was then calculated over all 3D points
corresponding to all pixels of the selected region.
This was performed for seven different regions of the scene. In Fig. 7.9a, the acquired scene is shown
in gray and the seven regions of planar objects considered for evaluation of the depth extraction are
marked with cyan frames. Each region is labeled with its number.
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Figure 7.9: Results of 3D reconstruction: (a) acquired scene with considered regions which are planar
and (b) root mean square error of the reconstructed 3D points with respect to the planes, for each region.
The root mean square errors with respect to the mean plane for each region are shown in Fig. 7.9b.
They are given in mm for the two 6-channel stereo systems using the GamColor filters or the Infitec filters
and were calculated using the disparity maps shown in Fig. 7.8a and 7.8b, respectively. The errors were
different for each region, for instance with small errors for the mini color chart and large errors for the
folding rule. The errors obtained with the Infitec filters were in general smaller than those obtained with
the GamColor filters: the mean error over the seven regions is 15.60 mm for the GamColor system and
14.85 mm for the Infitec system. These errors are large and the root mean square error obtained with the
RGB stereo system and the state-of-the-art algorithm with semiglobal matching for disparity calculation
is only 3.24 mm.
Depth information about the acquired scene can indeed be extracted from stereo multispectral images
using a 6-channel stereo system with either GamColor or Infitec filters, but its accuracy is not completely
satisfactory yet. Many causes can explain the errors measured. A large scene was acquired with the RGB
cameras of resolution 1772 × 2356 pixels, which means that 1 mm of the scene was covered by slightly
less than 2 pixels. The angle between both cameras was set to 10◦ and larger angles would certainly lead
to a better accuracy of the depth estimated with the stereo system. Finally, the algorithm for disparity
estimation for multispectral images could be improved.
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7.3 Goniometric setup
The second setup using multiple viewing positions for multispectral imaging is a goniometric setup. This
setup was developed together with the Research Group Color and Image Processing at the RWTH Aachen
University.
The aim of such a measuring setup is normally the accurate spectral characterization of a material
for different illumination and viewing angles. Within this work, gathering depth information about the
material’s surface was additionally sought. This was performed by considering separately two images of
the goniometric data set and handling them as stereo images. Numerous different stereo systems can
be obtained with the viewing positions available on the goniometric setup. It was therefore possible to
compare the accuracy of the stereo systems depending on their positions with respect to the object normal
and the angles between both cameras. This enables the extraction of depth information using solely the
goniometric images and no supplementary device (e.g., a laser scanner). The goniometric setup can thus
be used either for spectral measurements or for both spectral and depth measurements simultaneously.
The goniometric setup is presented in Section 7.3.1. The difficulties arising with goniometric multi-
spectral imaging as well as examples of acquired data are discussed in Section 7.3.2. The extraction of
3D information from goniometric multispectral images is derived in Section 7.3.3.
7.3.1 Experimental setup
The measuring setup is depicted in Fig. 7.10. The object was placed on a rotary table. The measuring
device was fixed on an arm that was rotated around the object, with the same axis of rotation as the
object table. The light source was fixed and its rays were reflected onto the object by a planar mirror.
The direction of illumination was modified by rotation of the object table. In the configuration shown in
Fig. 7.10, the illumination angle is θi = −45◦.
With this measuring system, in-plane measurement of samples were possible, i.e., the measuring
device, the light source and the normal to the object surface remained in the same plane. This means
that the azimuthal angles ϕv and ϕi of measuring device and light source were 0 or 180
◦. For this reason,
only the elevation angles θv and θi of measuring device and light source are used in the following.
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Figure 7.10: Goniometric measuring setup for in-plane measurements with rotating object and measuring
device. Only the elevation angles θi for the illumination and θv for the measuring device were considered.
The azimuthal angles ϕi and ϕv were 0
◦ or 180◦.
The angles θv and θi are defined with respect to the normal to the object surface, as written in
Fig. 7.10b. Another possibility is to define the measuring angles as aspecular angles, i.e., relative to the
angle of total reflectance [15, 61]. The convention for positive angles used within this chapter is also
shown in Fig. 7.10b.
The devices utilized on the goniometric measuring setup within this work were a spectrometer for
spectral measurements and a multispectral camera for goniometric multispectral images.
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7.3.1.1 Spectral measurement
The goniometric measuring setup was first tested with the spectrophotometer CS-2000 in order to obtain
goniometric spectral measurements. An example is shown in Fig. 7.11 for the red patch of a color chart.
Since the measured area on the object surface is different for different acquisition angles θv, the measured
spectral data were corrected with cos(θv), the cosine of the acquisition angles.
The reflectance spectra were measured between 380 and 780 nm for different acquisition angles θv
between −30◦ and +60◦ in steps of 5◦ and for the illumination angle θi = −45◦, see Fig. 7.11a. The
spectral reflectance function of this color patch is different for different viewing angles and does not
correspond to a straightforward scaling of one given basis spectrum, for instance the one for θv=0
◦.
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Figure 7.11: Example of goniometric spectral measurement on the red patch of a color chart (a) for
illumination angle θi =−45◦ and (b) for illumination angles between −25◦ and −65◦.
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Then, the same measurement was performed for different illumination angles θi between −25◦ and
−65◦, see Fig. 7.11b. The acquisition angles θv were not the same for all illumination angles because
of the mechanical constraints of the measuring setup. It is obvious that the reflectance of the object
observed from a certain angle θv depends on the direction of illumination θi. For this reason, goniometric
spectral measurements are necessary for the characterization of materials.
7.3.2 Goniometric multispectral imaging
The acquisition of images on the goniometric setup using a multispectral camera was then studied. For
the sake of simplification, only one illumination angle θi = −45◦ was used. Based on this analysis, further
results and measurements of material can be performed in the future for different illumination angles.
The multispectral camera utilized on the goniometric measuring setup was the 19-channel camera
presented in Section 2.3.2. It is composed of a monochrome sensor, a filter wheel containing 19 bandpass
filters and an objective lens in front of it. To ensure a good color accuracy for the acquired multispectral
images, the light source was measured. This was performed by acquiring a white reference from the
unique viewing position θv = 0
◦, as discussed in Section 7.1.3.3.
Ideally, to enable a good analysis of goniometric multispectral images, one given pixel position in the
images acquired from different viewing angles θv should give information about the same object point.
Two types of distortions prevent this, though. Firstly, transversal distortions are responsible for shift of
the image points in the different color channels and different views of the object. Transversal aberrations
are caused by the color filters of the 19-channel multispectral camera and the objective lens. The images
from different viewing positions are also degraded by perspective distortions so that the information
corresponding to one given object point cannot be found at the same position in all images. Secondly,
longitudinal distortions deteriorate the sharpness of the image points.
7.3.2.1 Transversal aberrations
The transversal aberrations caused by color filters and objective lens in multispectral cameras depend
only on the angles of the rays reaching the sensor, and not on the actual 3D positions of the object points.
Consequently, the aberrations remain the same if different objects or objects in different positions are
imaged and the optical components (color filters, objective lens) are not modified.
On the goniometric measuring setup, an object is intended to be imaged from several different viewing
angles. For instance, if the object is acquired from viewing positions ranging from θv = −20◦ to +20◦ in
steps of 5◦, 9 acquisitions from different viewing positions are available. The utilization of this redundancy
to measure more accurately the transversal aberrations of the 19-channel camera was thus analyzed.
To this end, the chromatic and filter aberrations of an image point xs in a color channel s were
modeled by a straightforward affine transformation of the corresponding image point xr in the reference
channel, see also Eq. (2.13). This can be expressed using a matrix Hs ∈ R2×3 by
xs = Hs ·
(
xr
1
)
. (7.3)
The matrix Hs is calculated based on the measurement of distortions on small blocks of the image, as
explained in Section 2.4.1.
Separate calibration of viewing positions : The multispectral images acquired from the different
viewing positions were first considered independently from each other and a different matrix Hjs was
calculated for each viewing position j. Let qview be the total number of acquisitions from the measuring
setup, namely qview = 9 with this example. The transversal aberrations were measured separately on each
of the qview acquisitions and qview matrices H
j
s, j = 1, . . . , qview, were obtained for each color channel s.
Global calibration : The displacements of image blocks measured for each acquisition angle can
also be considered together in order to estimate the transversal aberrations. With the global calibration,
the displacement data measured for the qview different viewing angles were merged together. This whole
data was then considered to calculate one unique matrix Hglos describing the aberrations and holding for
all acquisition positions. Actually, since the aberrations remain the same if the parameters of the camera
are not modified, the matrices Hjs, j = 1, . . . , qview, should all be equal. They are not necessarily equal,
though, because the measurement of block displacements can be erroneous for some image blocks.
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Observed aberrations : The distortions calculated for six color channels of the 19-channel camera
with the separate and the global calibrations are shown in Fig. 7.12. For each color channel, the results
of the 9 different separate calibrations for the 9 viewing positions are shown on the left in black, and the
results of the global calibration on the right in magenta.
The displacements measured for each image block during calibration are shown with vectors which
are magnified by a factor 100. Additionally, the isolines of the affine models are drawn in the figure: they
represent the positions where the block displacements have the same lengths. The lengths written on
the isolines are given in pixels. The aberrations relative to the reference channel reach lengths of up to
4 pixels in Fig. 7.12b. The pattern of aberrations is either centripetal for the channels 14, 15 and 19 or
centrifugal for the channels 4 and 7. The center of aberrations is sometimes visible on the image plane,
for instance in Fig. 7.12b. For channel 7 in Fig. 7.12c, the center of aberrations is far from the image
plane.
The displacement vectors used for computing the affine models are shown in black for the separate
calibration and in magenta for the global calibration. Some block displacements can be ignored for
computation in order to obtain robust models, because measurement of erroneous displacements for some
blocks cannot be avoided, as explained in Section 2.4.1. The block displacements considered as outliers
are plotted in blue for the separate calibration. Almost half of the block displacements are outliers for
most of the viewing positions and color channels, which means that only half of the image blocks are
used to compute the affine transformation.
For global calibration, on the contrary, a large amount of block displacements is kept for computation
of the affine model, as shown by the magenta vectors covering almost the whole image plane. Outliers are
not shown for the global calibration. Using the acquisitions performed from all qview viewing positions,
more data are available for approximating the aberrations with an affine model. This shows that global
calibration is more robust than separate calibration.
Most of the time, the displacement vectors and isolines obtained with separate calibration (in black)
match well, see the color channels 4 to 19. In rare cases like for color channel 1 in Fig. 7.12a, large errors
occur with separate calibration. This is caused by the numerous outliers: only a small amount of block
displacements is used to compute the affine model. The black isolines corresponding to the affine models
Hjs, j = 1, . . . , qview, obtained with the separate calibration are averaged well by the magenta isolines of
the global calibration. For the case of channel 1 in Fig. 7.12a where the lengths of the displacements in
the affine model only vary slightly over the image, the global calibration offers a good approximation of
the transversal aberrations and is more robust.
Compensation : The transversal aberrations in the multispectral images were then compensated
using the affine models calculated with separate or global calibration, After compensation, the color
fringes vanished and the image points in the different color channels matched the image points in the
reference channel r.
The errors of the affine models calculated with separate or global calibration are compared in Fig. 7.13.
The results are given separately for each color channel and the channel 10 was chosen as a reference channel
because its central wavelength is in the middle of the considered visible wavelength range. The mean
and median errors remaining with the separate and the global affine models are close: the error averaged
over all color channels is 0.186 pixel for separate calibration and 0.187 pixel for global calibration. These
errors are low and both models are suited for an accurate correction of transversal aberrations.
The pixel errors become larger for the color channels 1 and 19. This can be explained by the choice of
color channel 10 as reference channel. The transversal aberrations are composed of filter and chromatic
aberrations and chromatic aberrations become larger for color channels whose center wavelengths are
far from the center wavelength of the reference channel. Consequently, the component of transversal
aberrations corresponding to chromatic aberrations are larger for the color channels 1 and 19 and the
affine model enables a less accurate approximation of the aberrations for these channels, as discussed in
Section 5.2.6.2.
Physically, the global calibration should lead to better results than the separate calibration. Indeed,
the optical modeling of transversal aberrations shows that they only depend on the angles of the incoming
rays and a unique model should therefore apply to the images from the different viewing positions. This
is not reflected by the pixel errors of Fig. 7.13 and a possible explanation is the limited accuracy of the
affine model. The utilization of another model for aberrations, e.g., the complex model developed in
Section 5.3, was able to give the expected results.
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(a) Channel 1 (b) Channel 4
(c) Channel 7 (d) Channel 14
(e) Channel 15 (f) Channel 19
Figure 7.12: Transversal aberrations measured with separate or global calibration for six channels of the
19-channel camera. The displacements of image blocks calculated based on the 9 viewing positions are
represented with vectors magnified by a factor 100. The corresponding isolines are also shown, with the
lengths of displacements given in pixels. The results of separate calibration are shown on the left in
black and the results of global calibration on the right in magenta. For the separate calibration, block
displacements considered as outliers are shown in blue.
7.3.2.2 Perspective distortions
Multispectral images acquired on the goniometric setup contain perspective distortions because different
viewing angles are utilized. An example of perspective distortions is shown in the top row of Fig. 7.14
with the acquisitions of a color chart under four viewing angles.
These distortions must be corrected and the images must be registered so that the information corre-
sponding to one object point is at the same position in the images from different viewing angles in order
to analyze the goniometric multispectral data. This is performed by warping the images and presenting
them as if they were acquired from one unique position.
A straightforward solution for correcting the perspective distortions for planar objects is to place
markers around the object and warp the images using the correspondences between the markers detected
in the different images [141]. A 2D homography can be used for planar objects. The color charts and
samples used for goniometric measurements were planar and such a homography based on the correspon-
dences of four markers around the object was therefore used for correcting the perspective distortions.
The results of warping on the color chart are shown in the bottom row in Fig. 7.14: the corners of color
patches were used as markers. The spectral information of each object point is located at the same image
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Figure 7.13: Pixel errors of separate and global compensation of transversal aberrations for the 19 color
channels except the reference channel. The mean and median errors are given.
(a) θv = −30◦ (b) θv = 0◦ (c) θv = +30◦ (d) θv = +60◦
Figure 7.14: Perspective distortions of a color chart acquired from different viewing angles θv in the top
row and results of warping using a 2D homography in the bottom row.
position for all viewing angles after this correction.
7.3.2.3 Longitudinal aberrations
Longitudinal aberrations and blur observed in goniometric multispectral images have several causes.
The bandpass color filters induce longitudinal aberrations and the chromatic aberrations caused by the
objective lens have also longitudinal components, both degrading the sharpness of multispectral images.
Additionally, images acquired on a goniometric setup suffer from perspective distortions that must be
corrected: the interpolation steps necessary to warp the images have a lowpass characteristic which cause
blur in the corrected images. Finally, the acquired object cannot remain in the focal plane of the camera
when the camera is rotated around it: this means that goniometric images are anyway not sharp for all
viewing angles.
Longitudinal aberrations are illustrated by Fig. 7.15 where the images of a noise pattern are compared
for two color channels and two viewing angles. For each configuration, two regions of the image are
enlarged on the right: a central region and a region in the top right corner were selected. The reference
image for color channel 10 and angle θv = 0
◦ is sharp for both regions, see Fig. 7.15a. The same color
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(a) Channel 10, θv = 0◦ (b) Channel 10, θv = +35◦
(c) Channel 19, θv = +35◦ (d) Perspective correction of (c)
Figure 7.15: Longitudinal aberrations in goniometric multispectral images observed on a noise pattern.
The reference color channel 10 with center wavelength 580 nm and the color channel 19 with center
wavelength 760 nm are considered for different viewing angles θv. Regions of the center and the upper
right corner are enlarged to show the sharpness in each image.
channel for a viewing angle θv = +35
◦ remains sharp in the central region but the corner region is blurred
because this part of the object is not in the focal plane anymore, see Fig. 7.15b. The central region is
positioned on the axis of rotation of the camera and consequently always remains in the camera’s focal
plane. For the same viewing angle θv = +35
◦ and a different color channel, longitudinal aberrations
caused by the filters and the objective lens are added to the image. Both regions appear less sharp as
shown in Fig. 7.15c. After correction of perspective distortions for this color channel, the sharpness is far
from the sharpness of the reference image, see Fig. 7.15d.
The correction of longitudinal aberrations for goniometric multispectral images has been discussed
thoroughly in [128] using the acquisitions of a noise pattern to measure the aberrations. It emerged from
this analysis that the correction cannot be satisfactory because of the numerous origins of blur degrading
the images. The contrast of blurred color channels can be enhanced at the cost of large modifications
of their intensities. At this point arises the question of the exact aim of the correction of longitudinal
aberrations: should the compensated images remain close to the original ones or become as sharp as
possible? If a multispectral camera is utilized, the main interest is an accurate color acquisition. The
intensity of each color channel should be only minimally modified to reach a better sharpness, as it was
taken care of in Chapter 6.
For this reason, it was decided not to correct the longitudinal aberrations in goniometric multispectral
images. If the acquired objects are homogeneous and do not contain any structure, their edges should
thus be put aside from the analysis. Such homogeneous objects can cover the whole image plane and
their spectral measurement is not degraded by longitudinal aberrations. If textured objects are imaged
and properties like their graininess have to be assessed, these objects should be small and positioned near
the axis of rotation of the camera. For large textured objects, only their central parts should be selected
for a goniometric multispectral measurement.
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7.3.2.4 Examples of measurements
After compensation of transversal aberrations and perspective distortions, the goniometric multispec-
tral images can be analyzed for characterizing the measured materials. Two examples of goniometric
multispectral measurements are shown here: homogeneous color patches and a textured object.
Homogeneous objects : Six color patches of the color chart shown in Fig. 7.14 and the evolution of
their spectral reflectance functions were first examined. The color chart was imaged for viewing angles θv
between −30◦ and +60◦ in steps of 5◦ and the row containing the colors blue, green, red, yellow, magenta
and cyan were selected. Their spectral reflectances were averaged over the area of the whole color patches.
The corresponding values in the CIELAB color space were then calculated using the illuminant D50. They
are shown in Fig. 7.16 and the values are projected onto the plane L∗b∗ in Fig. 7.16a and onto the plane
a∗b∗ in Fig. 7.16b for a better visualization.
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Figure 7.16: Goniometric multispectral measurement of the six color patches blue, green, red, yellow,
magenta and cyan plotted in the corresponding colors. The viewing angles spread from θv = −30◦ to
θv = +60
◦ and the values corresponding to the angles −30◦, 0◦ and +60◦ are marked with stars, circles
and triangles, respectively.
For increasing viewing angles θv away from the illumination angle θi = −45◦, the lightness L∗ be-
comes larger and the color coordinates a∗ and b∗ become close to the 0. This was already measured in
Section 4.4.2 and is confirmed by these measurements on the goniometric setup.
Textured object : Another example of multispectral measurement concerns a sample of metallic
blue paint. The central region of the images of the sample after correction of transversal distortions are
shown in Fig. 7.17.
(a) θv =−30◦ (b) θv =−20◦ (c) θv =−10◦ (d) θv =0◦ (e) θv =+10◦ (f) θv =+20◦ (g) θv =+30◦
Figure 7.17: Goniometric multispectral acquisitions of a blue metallic paint with illumination angle
θi = −45◦.
The sample observed with an angle close to the illumination angle θi = −45◦ is very dark, see for
instance Fig. 7.17a or Fig. 7.17b. With a growing viewing angle θv, the blue color of the sample becomes
more and more visible. Its metallic sparkle and texture change as well for growing viewing angles θv.
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7.3.3 Extraction of depth information
Depth information about the objects measured on the goniometric setup can be won based on the numer-
ous images acquired with different viewing angles. The method analyzed here considers separately two
viewing angles and applies the concepts of stereo imaging on them. This means that corresponding image
points in the left and right images are detected and the 3D positions of the underlying object points are
calculated using the intrinsic and extrinsic parameters of the stereo system obtained during calibration.
Different stereo systems are simulated and compared in order to evaluate the influence of the positions
of the systems and the angles between left and right cameras.
The objects measured on the goniometric setup for extraction of their depth information were the
cover of a box and a half sphere, shown in Fig. 7.18a and Fig. 7.18b, respectively. Both objects were fixed
on a planar, vertical plate and positioned on the rotary table. The colored textures of the objects were
chosen for a better detection of feature points with the multispectral camera. The complete and exact
3D shape of the objects and their positions with respect to the cameras were not known. Nevertheless,
it was possible to evaluate the 3D information gathered with the measuring setup by using the following
parameters. The box cover was planar, and the reconstructed 3D points of its surface should therefore
lie on a plane. The half sphere had a known radius of 75.0 mm and this value should be measurable on
the reconstructed points of its surface.
(a) Cover of a box (b) Half sphere
Figure 7.18: Objects measured on the goniometric setup (from [138]).
7.3.3.1 Considered stereo systems
The camera positions considered for the simulation of the different stereo systems are shown in Fig. 7.19.
The light source was fixed at the angle θi = −45◦ and the camera was rotated between the angles
θv = −30◦ and θv = +30◦ in steps of 5◦. The coordinate system in which the reconstructed 3D information
is given in the following is composed of the vectors
(
~X, ~Y , ~Z
)
marked in Fig. 7.19.
The stereo systems were defined by two variables: the angle of the left camera and the angle between
both cameras. The angle between the left and right cameras of the simulated systems had values between
5◦ and 30◦. For instance, the stereo system with the left camera at position θv = −15◦ and with an angle
of 25◦ between both cameras has its right camera at position θv = +10◦.
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Figure 7.19: Camera positions considered for simulating stereo systems.
7.3.3.2 Camera calibration on the goniometric measuring setup
Before depth information can be gathered about the acquired object, the stereo systems must be calibra-
ted. A calibration method based on acquisitions of a planar checkerboard pattern under different viewing
positions was applied [24].
The calibration pattern was imaged directly on the goniometric setup. The viewing positions utilized
for calibration are shown in Fig. 7.20 with the three directions ~X, ~Y and ~Z of the coordinate system
defined in Fig. 7.19. For one given position of the calibration pattern, it was possible to acquire several
images from different camera positions by rotating the arm where the camera is fixed. For instance,
if the calibration pattern is positioned perpendicularly to the rotation axis of the camera, i.e., in the
plane defined by
(
~X, ~Y
)
, the viewing positions marked with an orange curve and an orange frame in
Fig. 7.20 are obtained. These positions correspond to in-plane acquisitions. For other, out-of-plane
viewing positions, the calibration pattern was slightly tilted around the axis ~X and the camera was
rotated around its axis ~Y . In total, 46 camera positions were utilized, see Fig. 7.20: there were 13
in-plane and 33 out-of-plane viewing positions.
The 46 viewing positions were utilized to measure the intrinsic parameters of the 19-channel multi-
spectral camera, i.e., pixel size, focal length, position of the image center and geometric distortions. The
extrinsic parameters defining the positions of the camera for the in-plane positions shown in orange in
Fig. 7.20 were also calculated during calibration.
The parameters of the different stereo systems that were simulated were then computed as follows.
The intrinsic parameters of the left and right cameras of the stereo system are exactly those measured for
the 19-channel camera. The extrinsic parameters of the stereo system are the rotation and translation
between the coordinate systems of both cameras and was deduced from the extrinsic parameters of both
camera positions.
The acquisition of 46 viewing positions is time-consuming. For this reason, the possibility to reduce
the number of required viewing positions and to optimize their distribution around the calibration object
was sought [34, 138]. As a result of this analysis, only 25 viewing positions are necessary to calibrate the
19-channel camera with a satisfactory accuracy.
Optimization : The aim of this optimization was the selection of the “most meaningful acquisition
positions” [138] that must be used for an accurate calibration of the camera on the goniometric setup. If
the calibration can be performed using less viewing positions, it is simplified and speeded up.
The optimization of the viewing positions utilized for the calibration of the 19-channel camera was
performed by considering first the whole set of 46 viewing positions presented in Fig. 7.20. Then, in an
iterative process, one viewing position was taken away at each iteration. This corresponds to a backward
selection, which “starts with all possible features [of a system], and drops them one at a time” [189] to
improve the system’s performance.
Let P0 be the set of all 46 viewing positions. The most interesting viewing positions were selected
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(b) 2D visualization
Figure 7.20: 46 camera positions utilized for calibration of the different stereo systems. The gray rectangle
shows the location of the checkerboard pattern with the origin of the coordinate system at its corner.
The 13 in-plane positions of the camera obtained by simple rotation of the camera arm are marked with
an orange curve in the 3D visualization and with an orange frame in the 2D visualization.
sequentially using backward selection, starting with this complete set. At the first iteration, one viewing
position was removed from P0 to obtain the optimal subset P1 of 45 viewing positions. To do so, all
possible subsets of 45 viewing positions amongst the 46 available in P0 were considered one after another,
i.e., each of the 46 viewing positions was removed one after another, and the camera was calibrated
using the 45 corresponding calibration images. The accuracy of the calibration data, i.e., of the camera
parameters calculated based on these images, was then assessed. The subset with the best accuracy was
kept: removing one particular viewing position enhanced the accuracy of the calibration and this viewing
position was no longer considered. Then, based on this set P1 with 45 viewing positions, the best subset
P2 with only 44 viewing positions was selected. This sequential selection was performed as long as the
accuracy of the calibration results increased.
The accuracy of the calibration results was evaluated using the reprojection error [24]. With the
intrinsic and extrinsic parameters of the camera that are obtained by each calibration, the 3D points of
the corners in the checkerboard pattern are projected onto the image planes. The distance between these
projected image points and the points detected in the original images of the checkerboard pattern is then
averaged over all images used for calibration. This mean distance given in pixels is the reprojection error.
An additional constraint utilized for the selection of the most meaningful viewing positions for the
calibration was that the 13 in-plane positions shown in orange in Fig. 7.20 were compulsorily in all
the subsets. This means that it was not possible to remove any of the in-plane positions during the
backward selection. This was motivated by the fact that the acquisitions of these in-plane images are
straightforward on the goniometric setup.
After 20 iterations of backward selection, the calibration reached a minimum reprojection error of
0.2861 pixels. The set of 26 positions remaining after the selection are shown in Fig. 7.21. They fea-
ture 13 in-plane (in the orange frame) and 13 out-of-plane viewing positions. The distance of 0.2861
pixels projected onto the surface of the calibration object as it is positioned in Fig. 7.21 corresponds to
approximately 55µm.
7.3.3.3 Stereo matching
The search for corresponding image points in the different images was based on a sparse method. Contrary
to the stereo imaging with a 6-channel stereo system derived in Section 7.2, not all image points were
considered for gathering 3D information, but only special feature points. This is sufficient for the purpose
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Figure 7.21: Optimized camera positions for calibration obtained using backward selection after 20
iterations.
followed here: win additional information about the acquired object to enhance the goniometric spectral
data.
The feature points were detected using the SIFT algorithm (Scale Invariant Feature Transformation)
defined in [156]. The SIFT algorithm was preferred to the SURF algorithm (Speeded-Up Robust Features
defined in [14]) to detect feature points because it outperforms SURF if computation time does not
matter [175].
The description of SIFT feature points is invariant to scale and rotation and thus enables a robust
matching of feature points even for images acquired from different viewing positions. The feature points
are detected using a multi-scale representation of the images. Gaussian filters with different scales are
applied on the original image and difference-of-Gaussian functions are then calculated. A difference-
of-Gaussian corresponds to the difference of the original image filtered by a Gaussian kernel and the
original image filtered by a Gaussian kernel with a smaller standard deviation. Local extrema, i.e.,
maxima and minima, are detected on the difference-of-Gaussian functions and their locations, scales and
orientations are used to describe the feature points. Additionally, the feature points are also described
by the gradient magnitudes and orientations occurring in their neighborhoods. Corresponding feature
points in two images are found by comparing their complete descriptors [156].
7.3.3.4 Extraction of 3D information
With the SIFT algorithm, numerous corresponding pairs of image points xleft and xright are detected in
the left and right images of the stereo systems. With the epipolar geometry, a constraint must be verified
by the positions xleft and xright if they actually correspond to the image points of the same object point.
This epipolar constraint is based on the fundamental matrix which is “the algebraic representation of
the epipolar geometry” [93, p.222]. It defines the projection of any image point in one image onto the
corresponding epipolar line in the other image. For instance, F · xleft gives the epipolar line in the right
image that corresponds to the image point xleft in the left image. The fundamental matrix thus contains
the intrinsic and extrinsic parameters of the stereo system. For any pair of image points xleft and xright
corresponding to an object point in the left and right images, the fundamental matrix F satisfies [93,
p.225]
xTright · F · xleft = 0 . (7.4)
This epipolar constraint is therefore applied to cancel point pairs that were detected with the SIFT
algorithm but are actually erroneous. Errors in point matching can occur because noise in the images
corrupts the intensity values or SIFT descriptors are falsely close for feature points that do not really
match.
The pairs of image points xleft and xright that verify the epipolar constraint were then used for trian-
gulation, i.e., calculation of the positions of the underlying 3D object points. A non-linear triangulation
method was chosen because it enables a good estimation of the 3D positions with limited computation
costs [147]. This triangulation method minimizes the reprojection error and was made available in [40].
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7.3.4 Results of depth extraction
7.3.4.1 Advantages of multispectral goniometric imaging
Gathering depth information using the 19-channel camera on the goniometric setup allows to improve
the detection of feature points, and hence the reconstruction of depth information. Indeed, more feature
points can be detected because different color channels and different viewing positions are utilized.
Different color channels : The feature points of the acquired objects were detected separately
on the 19 color channels of the multispectral camera. Since the textures on the objects’ surfaces appear
differently in each color channel, the feature points detected are also different. This is illustrated by
Fig. 7.22 where the feature points are represented on the surface of the cover box in 19 different colors.
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Figure 7.22: Complementary feature points detected on the box cover for different color channels
(from [138]). Each color channel is coded with a different color.
If the bandpass color channels of a multispectral camera are considered for sparse stereo matching,
more feature points are detected. The feature points in the different color channels are complementary
to each other and a better coverage of the surface of the object is obtained, compared to stereo matching
with only one color channel. Acquiring stereo images with the multispectral camera therefore improves
the 3D reconstruction of the object.
Different viewing positions : Thanks to the goniometric measuring setup and the numerous
viewing positions available, the object is acquired from different directions. Consequently, parts of the
object that are hidden in the image from a certain viewing position can be visible in the image taken
from a different position.
An example is shown in Fig. 7.23, where the half sphere is imaged with the acquisition angles θv =
−30◦, 0◦ and +30◦. The right part of the half sphere is not visible if acquired from θv = −30◦ in
Fig. 7.23a and no feature points corresponding to this part can be detected. With the acquisition angle
θv = 0
◦ in Fig. 7.23b, object points that were hidden from the previous acquisition angle become visible
and feature points are detected. Similarly, more points are detected on the right part of the object for
an acquisition angle θv = +30
◦ in Fig. 7.23c.
If the different viewing positions that are available on a goniometric measuring setup are the basis
for detection of feature points and therefore for extraction of 3D information, the coverage of the object
is more complete. This is particularly the case for curved objects like the half sphere shown in example,
but applies for any surface where small regions are hidden if viewed under a certain angle. The coverage
of feature points on the object surface is finally largely improved by using a multispectral camera with
bandpass color channels on a goniometric setup where different viewing angles are easily adjustable by
rotating the camera. Hence, the density of reconstructed 3D points on the object surface is also enhanced.
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(a) θv = −30◦ (b) θv = 0◦ (c) θv = +30◦
Figure 7.23: Complementary feature points detected on the half sphere for different viewing positions θv.
7.3.4.2 Accuracy of depth information
The exact shapes of the two acquired objects and their positions with respect to the considered stereo
systems were not known. Instead, to evaluate the quality of the 3D reconstruction, special parameters
concerning the objects were taken into account. For the box cover which should be planar, the deviations
of the reconstructed 3D points were assessed with respect to a plane. For the half sphere, the reconstructed
3D points were approximated by a sphere whose radius was measured: it should be equal to 75.0 mm. The
3D points reconstructed based on the feature points of the surface of the cover box or the half sphere were
therefore fitted by a plane or a sphere, respectively. The plane and the sphere were fitted in the cloud of
3D points using a random sample consensus algorithm (RANSAC) [72]. For the cover box, three points
were selected randomly, a plane was calculated based on them and the deviations of the other 3D points
of the cover box was calculated. Then, three different points were randomly selected, a new plane was
calculated and the deviations of the other points were calculated. Such iterations were performed as long
as the deviations were small enough and the number of iterations did not reach a maximum threshold.
The plane finally kept for fitting the cover box was the plane corresponding to the lowest deviations. For
fitting a sphere on the 3D reconstructed points of the half sphere, the method was similar but based on
the reconstructed 3D positions of four feature points.
Once the fitted plane was available for the box cover, the quality of 3D reconstruction was evaluated
by computing the deviations of the reconstructed 3D points corresponding to the box cover with respect
to this plane. This corresponds to the distance between the 3D points and the plane. The deviation was
averaged over all feature points and should be low. For the half sphere, the fitted sphere was used to
calculate its radius which should be close to the measured reference radius of 75.0 mm. The deviations
of the object points reconstructed for the cover box and the differences to the reference radius for the
half sphere also contained some uncertainty because of the objects themselves, that were no perfect
calibration objects. The box cover was not perfectly planar and the radius of the half sphere was not
exactly 75.0 mm, because the patterned paper fixed on it contained folds.
Box cover : The deviations of the reconstructed 3D points for the box cover with respect to the
fitted plane are shown in Fig. 7.24a in micrometers. The stereo systems with different angles between
both cameras are plotted with different colors: blue for 5◦, green for 10◦, red for 15◦, cyan for 20◦,
purple for 25◦ and dark yellow for 30◦. The positions of the stereo systems are defined by the positions
of their left cameras which are given on the abscissa and range from −30◦ to +25◦. The deviations of
the 3D points of the cover box are between 151.9 and 221.0µm. This is 3 to 4 times larger than the
reprojection errors of 55µm occurring during calibration. The distance between objects and camera was
approximately 1.0 m: the deviations are therefore in the range of 0.02% of the observation distance.
The deviations are large for stereo systems with small angles between the left and right cameras, for
instance 5◦ (in blue) and 10◦ (in green). If the angle becomes larger, the deviations become smaller and
thus the 3D reconstruction more accurate.
Another effect is caused by the positions of the stereo systems. The deviations are larger if the left
camera is at the positions −30◦ or −25◦ for instance. These positions correspond to stereo systems
away from the normal of the object’s surface. On the contrary, if the stereo systems are approximately
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perpendicular to the object’s surface, the deviations are smaller. The smallest deviations of 151.9µm are
obtained for the stereo system with an angle 30◦ between left and right cameras and a left camera at
position −10◦. A similarly accurate reconstruction is also obtained with the stereo system with an angle
20◦ between left and right cameras and a left camera at position −10◦.
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Figure 7.24: Accuracy of the 3D reconstruction measured on the cover box and the half sphere
(from [138]). (a) For the cover box, the mean values of the deviations with respect to the fitted plane are
given in µm. (b) For the half sphere, the radii measured on the fitted spheres are given in mm.
Half sphere : The radii measured on the spheres fitted based on the reconstructed 3D points are
shown in Fig. 7.24b. Additionally to the calculated radii, the reference radius of 75.0 mm measured on
the object is shown with a gray line.
The stereo systems with an angle 25◦ between both cameras (purple curve) result in large variations
of the calculated radii: depending on the position of the stereo system, the radii of the fitted spheres
reach values as low as 71.95 mm and as high as 76.19 mm. It is not possible to calculate a radius for all
stereo systems with an angle 30◦ between both cameras (dark yellow curve). Indeed, the systems with
left cameras at positions −15◦ and −10◦ do not lead to a 3D reconstruction of the object’s surface that is
complete enough to enable a good fitting with a sphere. For this object, stereo systems with large angles
between the left and right cameras do not allow to gather accurate 3D information.
No notable dependence of the reconstruction accuracy with respect to the position of the stereo sys-
tem is visible for the half sphere. Contrary to the box cover which was flat, no position can be defined
as perpendicular to the object surface for the half sphere.
These results show that the goniometric imaging setup can be utilized to gather depth information
about the acquired object in addition to its accurate goniometric spectral measurement. The accuracy
obtained with the two example objects are satisfactory to recover the shape of the measured object.
7.4 Conclusions
Two measurement setups featuring multiple camera positions and aiming at multispectral imaging were
presented in this chapter: a stereo system composed of two RGB cameras and two color filters and a
goniometric system where a 19-channel multispectral camera can be positioned at numerous different
viewing positions.
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For multispectral stereo imaging where the spectral information is split onto both cameras, the extrac-
tion of depth information was performed with a block matching algorithm. It provides a dense matching
which is necessary in order to merge the left and right images into one unique multispectral image. The
similarity measure used for the block matching was mutual information. The stereo matching was per-
formed with a multi-scale approach, starting with a downsized version of the stereo image. This enables
to refine the estimated disparity values at each scale. The stereo matching was performed from the left to
the right image and also from the right to the left image. The disparity values obtained in both directions
were then compared and the one corresponding to a higher mutual information was kept.
The stereo matching developed within this work for 6-channel stereo images is not as accurate as the
state-of-the-art algorithm used for standard stereo RGB images. Small errors occur along the edges of
objects, but it is possible to calculate the disparity even for dark or light objects or objects with little
texture with the presented algorithm for 6-channel stereo systems. The 3D information won with the
multispectral data was assessed by the deviations of 3D points that should lie on planar surfaces. The
deviations reached mean values of ca. 15 mm for objects of ca. 35 cm observed at a distance of 1.5 m.
The goniometric measuring setup enables an accurate spectral measurement of the reflectance of
an object for different illumination and viewing angles. As a measuring device, a spectrophotometer
or a camera can be positioned on the setup. With a 19-channel multispectral camera for accurate
imaging, the aberrations and distortions appearing because of the bandpass color filters and the different
viewing angles must be taken with care. Transversal aberrations are compensated globally for all viewing
positions. Perspective distortions are corrected by measuring a homography on four points of interest for
planar objects. For other objects, their 3D information must be used to present the goniometric images
as if they were acquired from one unique viewing position.
The numerous camera positions adjustable on the goniometric setup were utilized to gather additional
information about the acquired object. By simulating different stereo systems with different positions
and angles between the left and right cameras, it was possible to extract depth information and compare
the accuracy of the stereo systems. A sparse stereo matching was applied for 3D reconstruction, because
it is not necessary to merge the spectral information as it is the case for the 6-channel stereo system.
The stereo matching of the left and right images was performed separately on each color channel and no
special similarity measure was required.
A planar object is reconstructed accurately with the most suited stereo system, which is positioned
approximately perpendicular to the object’s surface and has an angle of 20◦ between both cameras:
the deviation of the single reconstructed 3D points from the plane is 151.9µm on the average for an
observation distance of ca. 1.0 m.
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Conclusions
Colors cannot be imaged accurately by common RGB cameras, because their spectral sensitivity functions
have no linear dependence with the spectral sensitivity functions of the three types of cones in the retina.
Hence, other types of cameras must be used for applications where a high color accuracy is required, for
instance multispectral cameras that sample the visible wavelength range more accurately than standard
RGB cameras.
The initial step to calculate the color accuracy of a camera is to measure its spectral sensitivity
functions. Different reconstruction methods were presented to characterize spectrally the cameras using
the narrowband stimuli from a monochromator. These methods allow the estimation of the spectral
sensitivity functions based solely on the spectral power functions of the stimuli and the intensity values
obtained on the cameras for each stimuli. The Wiener estimation, which uses a-priori information about
the estimated spectral sensitivity functions, and a linear reconstruction method, which minimizes its first
derivative, lead to the most accurate results. The calibration performed separately on the sensor and the
color filters was compared to the joint calibration, where both optical elements were measured together.
The spectral sensitivity functions estimated by the separate calibration is less sensitive to noise and this
method should thus be preferred if the sensor is accessible.
Four multispectral cameras were analyzed within this work: two cameras based on monochrome
sensors coupled with filter wheels featuring 7 or 19 bandpass color filters, and two cameras based on RGB
sensors coupled with either broadband color filters or color filters for wavelength multiplexing. With the
first type of multispectral cameras, 7 to 19 successive acquisitions are necessary to obtain a multispectral
image, whereas only 2 shots are required with the second type to acquire 6 color channels. The color
accuracies of these four multispectral cameras were compared. As expected, the color measurements
performed with the 19-channel camera lead to the smallest color errors. However, the color accuracy
of the 7-channel camera and the two 6-channel cameras is good enough to allow their utilization for
applications where good color quality is required. The color accuracy of multispectral cameras used in a
stereo configuration was then assessed. For small angles of up to 15◦, the spectral information reaching
both cameras can still lead to a satisfactory reconstruction of the spectral remission of the imaged object.
This motivated the approach of multispectral stereo imaging, where the spectral information is split over
two cameras.
In cameras featuring a filter wheel, aberrations occur because of the different parameters of the filters.
An object point is thus imaged at positions that are slightly shifted in the different color channels and
these transversal aberrations are corrected after the acquisition. The aberrations caused by filters were
compared for two different positions of the filter wheel: either between the sensor and the objective lens
or in front of the objective lens. Even if the order of lens and filter are exchanged and, accordingly, the
order of lens aberrations and filter aberrations, the overall aberrations occurring in both configurations
can be modeled by similar terms. Then, the chromatic aberrations, which are caused by the objective
lens itself, were measured with a new setup and thoroughly analyzed, and different models were tested
to approximate them. After the analysis of aberrations in each color channel separately, the underlying
wavelength-dependence of the chromatic aberrations became visible. Additional wavelength-dependent
models were developed to describe the chromatic aberrations: they enable an accurate compensation
even for color channels that were not taken into account for the calibration. After compensation, the
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corresponding image points in the different color channels match with errors below 0.2 pixels. The
accurate radial model for chromatic aberrations was then used together with an existing model for
lens aberrations, in order to approximate the overall aberrations appearing in filter wheel multispectral
cameras. This model enables a satisfactory correction of relative transversal aberrations.
The geometrical correction of these transversal aberrations inevitably degrade the sharpness of multi-
spectral images, because interpolation steps are necessary during the correction. Different interpolation
kernels were compared and their effects on the sharpness of multispectral images as well as on the color
accuracy were assessed. The filters with different optical parameters also cause longitudinal aberrations:
the image of a given object point cannot be exactly in focus for all color channels. These aberrations add
up with the loss of sharpness caused by the geometric correction of transversal aberrations. New ways
to compensate for longitudinal aberrations in multispectral images that do not require any calibration
of the imaging setup were presented: multiscale decomposition and blind deconvolution. Blind decon-
volution does not take the reference channel into account. The sharpness obtained with this method
is thus artificial and should not be utilized in practice. Multiscale representations of the multispectral
images consist of layers containing detail information about the edges and textures and other layers con-
taining approximation information with low spatial frequency. Detail information were gained from the
reference, sharp color channel and transferred to the other, blurred color channels. Multispectral images
that are improved using a Gauss or bilateral filtering for multiscale decomposition become sharper while
presenting a low noise and keeping a high color accuracy.
After the color accuracy and the aberrations appearing in multispectral cameras had been exhaustively
analyzed, the cameras were utilized in innovative stereo setups. The new 6-channel camera based on an
RGB sensor was first examined: two RGB cameras were used in a stereo configuration with a different
color filter in front of each. The spectral information acquired from each camera was thus different
and the left and right images had to be merged together in order to obtain the complete spectral data
for each object point. This was performed with a block matching which inherently also gives depth
information about the acquired scene. Accurate spectral and depth data are therefore available with
this setup. Another setup was utilized for the 19-channel multispectral camera, in which viewing angle
as well as illumination angle can be set precisely. With this goniometric measuring setup, the scene
was acquired from several different camera positions. Stereo systems were simulated by considering the
camera positions in pairs. The positions of the simulated systems as well as the angles between both
camera positions were varied and the accuracy of the depth information gathered by each stereo system
were compared. Such a goniometric measuring setup enables the 3D reconstruction of the surfaces of the
acquired objects.
The key contributions of this thesis are firstly concepts for the exhaustive modeling and correction
of aberrations that occur in multispectral cameras featuring filter wheels by means of image processing.
Secondly, different possibilities for the realization of multispectral cameras were derived and their color
accuracy thoroughly compared. Thirdly, novel applications for multispectral imaging were developed and
analyzed: stereo multispectral imaging to gather simultaneously accurate depth and color information
and goniometric multispectral imaging to characterize the appearance of materials.
Outlook
For the further development of multispectral imaging, the goniometric measurements should be devel-
oped. Interesting applications can be the measurement of special car paints based on metallic pigments
for instance. A thorough analysis of such paints, whose color varies strongly with the illumination and the
viewing angles, allows a better understanding and prediction of their appearance [70, 68]. Multidimen-
sional measurements are of particular interest for different parts of the industry and hence for national
standard laboratories [105] and should be assessed in a future project.
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Global model for lens and filter
aberrations
The global model for lens and filter aberrations developed in Section 5.3.2.3 utilized the radial and
tangential model for chromatic aberrations. According to this model, the position us,f of an image point
distorted by chromatic and filter distortions in color channel s depends on the position ur,f of the image
point corresponding to the same object point but imaged in reference color channel r.
The chromatic aberrations of color channel s are modeled using the coefficients ns,i, i = 1 . . . 4. The
filter aberrations in color channel r are defined by the matrix
Tfr =
(
T fr,11 T
f
r,12 T
f
r,13
T fr,21 T
f
r,22 T
f
r,23
)
. (A.1)
Similarly, the filter aberrations in color channel s are defined by the matrix
Tfs =
(
T fs,11 T
f
s,12 T
f
s,13
T fs,21 T
f
s,22 T
f
s,23
)
. (A.2)
For simplifying the expression of the distorted image positions us,f = (us,f , vs,f )
T , the following
coefficients are introduced:
D1 =
2·T fr,12·T fr,22
D214
D2 =
2·T fr,11·T fr,21
D214
D3 =
2·T fr,22·D15
D214
D4 =
2·T fr,21·D13
D214
D5 =
2·T fr,12·D15
D214
D6 =
2·T fr,11·D13
D214
D7 =
(T fr,22)
2
D214
D8 =
(T fr,21)
2
D214
D9 =
(T fr,12)
2
D214
D10 =
(T fr,11)
2
D214
D11 =
D213
D214
D12 =
D215
D214
D13 = T
f
r,11T
f
r,23 − T fr,13T fr,21
D14 = T
f
r,11T
f
r,22 − T fr,12T fr,21
D15 = T
f
r,12T
f
r,23 − T fr,13T fr,22
(A.3)
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