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Abstract
For symmetric stable processes with negative drift and continuous or discrete time the
probabilistic tails of the subadditive functionals, acting on sample paths, are investigated. We
prove a general result and applying it to examples show how the rate of decay can vary. The
proof is based on the series representation of stable processes.
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1. Introduction
One of the classical problems in the theory of stochastic processes is the following:
given stochastic process X = {X (t); t¿ 0}, non-random drift  = {(t); t¿ 0} and
functional , how to 9nd the asymptotics of the probabilities
 (u) := P((X − )¿u) (1.1)
as u →∞? The most important functional is supremum, and there exists a vast liter-
ature where the problem is treated with respect to various processes. Recently general
functionals were also studied for some classes of stochastic processes (see, for example,
Rosi;nski and Samorodnitsky, 1993; Braverman et al., 2002).
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Here we deal with symmetric 
-stable (S
S) process X={X (t); t¿ 0}, 0¡
¡ 2,
given in the form
X (t) =
∫
E
h(t; v)M (dv); (1.2)
where M is a S
S measure on a measurable space (E;E) with control measure , and
h(t; v); t¿ 0; v∈E is a Leb×  measurable function such that h(t; ·)∈L
(E;E; ) for
all t¿ 0. Our setting also covers the case of the discrete time. Indeed, one comes to
discrete time if he assumes that h(t; v) = h(n; v) for all v∈E; n6 t ¡n + 1 and all
n=0; 1; : : : . For the supremum functional this case was investigated in the recent work
of Mikosch and Samorodnitsky (2000).
The paper is organized as follows. In Section 2 we describe assumptions on func-
tionals, drifts and processes, and in Section 3 we prove some auxiliary statements. The
main result is formulated in Section 4, and its proof is presented in Sections 5 and
6. We consider the discrete time case in the Section 7, while in the Section 8 some
examples of processes, functionals and computations of the corresponding asymptotics
are given.
In what follows C and c (with or without index) stand for generic constants whose
values are allowed to change from line to line. As usually, x+ = max{x; 0} and x− =
min{x; 0} for each real x.
2. Assumptions on functionals, drifts and processes
In what follows  is a measurable subadditive functional on R[0;∞), i.e.
(1 + 2)6(1) + (2)
for all 1, 2 ∈R[0;∞). We impose on  the following assumptions:
if (t)6 0 for all t¿ t0; then () = (1[0; t0)); (2.1)
and if (t)6 0 for all t¿ 0; then () = 0;
if 1(t)6 2(t) for all t; then (1)6(2); (2.2)
(c)6() for all 06 c6 1; (2.3)
(t1[b;b+c))6(t1[0; c)) for all b; c; t ¿ 0: (2.4)
We deal with a non-random drift  = {(t); t¿ 0} such that
the function (t) is continuous and non-decreasing (2.5)
and
(t)¿ tc; t¿ 1;where c and  are positive constants: (2.6)
We assume also that the kernel h(t; v) is separable, so (1.2) is a separable represen-
tation of X (see Samorodnitsky and Taqqu, 1994, p. 453).
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The next condition is that for some ¿ 0
the process Y (t) =
[log((t) + 2)]1+
(t) + 2
X (t); t¿ 0 is a:s: bounded: (2.7)
Remark 2.1. It is well known that for 0¡
¡ 1 the necessary and suIcient condition
for process (2.7) to be a.s. bounded is:
sup
t¿0
(log((t) + 2))1+|h(t; v)|
(t) + 2
:= q(v)∈L
(E;E; ): (2.8)
If 16 
¡ 2, then this condition is necessary but not suIcient (see Samorodnitsky
and Taqqu, 1994, Chapter 10).
3. Lemmas
Put for u¿ 0
T (; u) = T(; u) = sup{x¿ 0: (x−1 − )¿u}; (3.1)
if the set {x¿ 0: (x−1 − )¿u} is non-empty, and T(; u) = 0 otherwise. The
same heuristics as in Section 2 of Mikosch and Samorodnitsky (2000) and Section 2 of
Braverman et al. (2002) lead to the conjecture that the tail behavior of the probabilities
(1.1) is described by the function
 0(u) =
C

2
∫
E
[T (h(·; v); u)]
(dv) + C

2
∫
E
[T (−h(·; v); u)]
(dv); (3.2)
where
C
 =
(∫ ∞
0
x−
 sin x dx
)−1
: (3.3)
In this section we study some properties of  0. In particular, it will be shown below
(see Lemma 3.3) that under the above assumptions the integrals in (3.2) converge.
Lemma 3.1. Suppose conditions (2.1)–(2.4) hold. Then there is a constant C =C()
such that
(1[0; b))6Cb sup
06t6b
(t)+ (3.4)
for all b¿ 0 and all .
Proof. Because  is a subadditive functional, the function
fb(t) = (t1[0; b)); t¿ 0;
is also subadditive with respect to t. It is not diIcult to show that fb(t)6At for some
positive constant A. Denote by A(b) the smallest constant satisfying this condition. Then
according to (2.4)
(t1[0; b+c))6(t1[0; b)) + (t1[b;b+c))6(t1[0; b)) + (t1[0; c))6 (A(b) + A(c))t
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for all positive b; c and t. From here A(b+ c)6A(b) + A(c), which yields A(b)6Cb
for a constant C. Hence
(t1[0; b))6Cbt
and because
(t)1[0; b)(t)6 sup
06t6b
(t)+
the needed estimate follows.
Denote
0(t) =
(t) + 2
[log((t) + 2)]1+
: (3.5)
This function plays an important role in our proof.
Lemma 3.2. For each functional  satisfying conditions (2.1)–(2.4) the following in-
equality holds:
T (0; u)6
C
[log(u+ 2)]1+
; u¿ 2: (3.6)
Proof. First we prove the lemma for the functionals
last() = sup{t¿ 0: (t)¿ 0} (3.7)
and
sup() = sup
t¿0
(t)+: (3.8)
We have
x−10(t)− (t) = (t)
[
x−1((t) + 2)
(t)[log((t) + 2)]1+
− 1
]
;
and one can easily see that the function in square brackets is decreasing and continuous
with respect to t. So, denoting t(x) = last(x−10 − ), we obtain
x−1((t(x)) + 2)
(t(x))[log((t(x)) + 2)]1+
= 1:
It follows from here that the function x → t(x) is also decreasing and continuous.
Hence, if x0 = Tlast (0; u), then t(x0) = u, and the previous equality gives us
Tlast (0; u) = x0 =
(u) + 2
(u)[log(u+ 2)]1+
6
C
[log(u+ 2)]1+
for u¿ 2:
We also can write
x−10(t)− (t) =−(t)
[
1− x
−1
[log((t) + 2)]1+
]
+
2x−1
[log((t) + 2)]1+
:
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So, the function t → x−10(t)− (t) is decreasing and
sup(x−10 − ) = x−10(0):
From here and (3.1)
Tsup (0; u) =
0(0)
u
;
and the needed estimate follows.
Turn now to the general case. According to (2.1) and Lemma 3.1
{x¿ 0: (x−10 − )¿u}
⊂ {x¿ 0: last(x−10 − )¿ (cu)1=2} ∪ {x¿ 0: sup(x−10 − )¿ (cu)1=2};
which together with the obtained estimates gives us
T (0; u) = T(0; u)6max{Tlast (0; (cu)1=2); Tsup (0; (cu)1=2)}
6
C
[log(u1=2 + 2)]1+
6
C1
[log(u+ 2)]1+
:
Now we show that function  0 given by (3.2) is well de9ned, and obtain a bound
for it.
Lemma 3.3. Assume (2.1)–(2.7) hold. Then the integrals in (3.2) converge and
 0(u)6
C
[log(u+ 2)](1+)

for all u¿ 0: (3.9)
Proof. Using the function q(v) determined by (2.8) we put
g(v) =
{
Cq(v)
 if q(v) = 0;
p(v) if q(v) = 0;
(3.10)
where p(v) is a positive function belonging to L1(E;E; ). It follows from (2.8) that
one can choose C and p(v) such that ‖g‖L1(E;E;) = 1. Then the measure
0(A) =
∫
A
g(v)(dv) (3.11)
is probabilistic on (E;E). Denote
h∗(t; v) = C1=

 g(v)
−1=
h(t; v): (3.12)
It is not diIcult to check that
T (c; u) = cT (; u); c¿ 0; (3.13)
which allows us to represent  0(u) in the form
 0(u) =
1
2
∫
E
[T (h∗(·; v); u)]
0(dv) + 12
∫
E
[T (−h∗(·; v); u)]
0(dv): (3.14)
162 M. Braverman / Stochastic Processes and their Applications 112 (2004) 157–183
One can easily verify the following elementary relation:
inf
u¿0
u+ b
(log(u+ 2))1+
¿
cb
(log b)1+
(3.15)
for a positive constant c = c() and all b¿ 2. Putting b = (t) + 2 we get from here
and (2.8), (3.10), (3.12) and (3.5):
|h∗(t; v)|6 C((t) + 2)
(log((t) + 2))1+
= C0(t)6
A(u+ (t) + 2)
(log(u+ 2))1+
(3.16)
for every t ¿ 0; u¿ 0 and all v∈E, where A = A() is a constant. (We apply now
the 9rst inequality of (3.16) only, but in Section 5 we use the second part of this
inequality as well as (3.15)).
Further, it follows from (3.1) that
if 1(t)6 2(t) for all t; then T (1; u)6T (2; u) for all u¿ 0: (3.17)
Hence, according to (3.16), (3.5) and (3.6)
T (h∗(·; v); u)6T (C0; u)6
C1
[log(u+ 2)]1+
for each v∈E, where the constants do not depend of v. The same estimate is true for
the function −h∗(t; v). Now the lemma follows from (3.14) because the measure 0 is
probabilistic.
4. Main result
Theorem 4.1. Let X = {X (t); t¿ 0} be S
S process given by (1.2), 0¡
¡ 2. Sup-
pose (2.1)–(2.7) hold. Assume also that the function  0, de:ned by (3.2), is regularly
varying at in:nity. Then
 (u) := P((X − )¿u) ∼  0(u) as u →∞: (4.1)
Remark 4.2. The assumption about regular variation of  0(u) at in9nity is important
for our proof. It is not clear whether the theorem holds without it. But analyzing the
proof presented below one can see that if the functional  satis9es the conditions:
(c) = c() for all c¿ 0 and ∈R[0;∞) (4.2)
and
 0(u)¿ u−b for all u¿ 1 and a positive constant b; (4.3)
then the proof remains valid without the mentioned assumption on  0. For example,
(4.2) and (4.3) hold for the functional sup (see formula (8.1) from Section 8).
Remark 4.3. Lemma 3.3 shows how the boundedness condition (2.7) aNects the rate
of decay of the probability tail  (u). Indeed, according to (3.9), under the conditions of
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Theorem 4.1 the function  (u) decays at least as fast as [log(u+2)]−(1−)
. Sometimes
we have more strong boundedness condition:
the process Y (t) =
1
((t) + 2)1−
X (t) is a:s: bounded for some ∈ (0; 1)
(4.4)
(see Section 7). In this case, denoting
ˆ0(t) = ((t) + 2)1− (4.5)
and repeating the reasons from Section 2 one can obtain the estimate
 0(u)6C(u+ 2)−
=2 for all u¿ 0: (4.6)
So, under condition (4.4)  (u) tends to zero faster than a power function.
5. Proof of Theorem 4.1: the upper bound
Here we show that
lim sup
u→∞
 (u)
 0(u)
6 1: (5.1)
Our main tool is the series representation of the stable process. Recall that the proba-
bilistic measure 0 and the function h∗ are de9ned by (3.11) and (3.12). The following
holds:
{X (t); t¿ 0} d=


∞∑
j=1
j&
−1=

j h
∗(t; Vj); t¿ 0

 (5.2)
in terms of equality of 9nite dimensional distributions. Here {jj} is a sequence of iid
Rademacher variables, {&j} are arrival times of a unite rate Poisson process, and {Vj}
is an iid sequence of E-valued random variables with the common distribution 0. In
addition, the three sequences are independent. See Samorodnitsky and Taqqu (1994,
Section 3.10).
Now, for a 9xed (∈ (0; 1) we have
 (u)6 P((1&
−1=

1 h
∗(·; V1)− (1− ())¿ (1− ()u)
+P



 ∞∑
j=2
j&
−1=

j h
∗(·; Vj)− (

¿(u

 :=  1(u) +  2(u): (5.3)
Estimate for  1(u). Condition (2.3) and property (3.13) yield
 1(u) = P(((1− ()[1&−1=
1 (1− ()−1h∗(·; V1)− ])¿ (1− ()u)
6 P((1&
−1=

1 (1− ()−1h∗(·; V1)− )¿ (1− ()u)
= 12 P(&1 ¡T

((1− ()−1h∗(·; V1); (1− ()u))
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+ 12 P(&1 ¡T

(−(1− ()−1h∗(·; V1); (1− ()u))
= 12P(&1 ¡ (1− ()−
T 
(h∗(·; V1); (1− ()u))
+12 P(&1 ¡ (1− ()−
T 
(−h∗(·; V1); (1− ()u))
=
1
2
∫ ∞
0
P(T
(h∗(·; V1); (1− ()u)¿x)(1− ()−
e−x=(1−()
 dx
+
1
2
∫ ∞
0
P(T
(−h∗(·; V1); (1− ()u)¿x)(1− ()−
e−x=(1−()
 dx
6
(1− ()−

2
∫ ∞
0
P(T
(h∗(·; V1); (1− ()u)¿x) dx
+
(1− ()−

2
∫ ∞
0
P(T
(−h∗(·; V1); (1− ()u)¿x) dx
= (1− ()−
 0((1− ()u); (5.4)
where the last relation follows from (3.14) and the de9nition of the random elements
Vj. Since  0 is regularly varying, we get
lim sup
u→∞
 1(u)
 0(u)
6 (1− ()−
−a (5.5)
for a constant a.
Estimate for  2(u). Here we show that
lim
u→∞
 2(u)
 0(u)
= 0: (5.6)
Fix a )¿ 1 and denote
C()) =
∞∑
j=1
j−):
Put
m(u) =
[
([log(u+ 2)]1+
16A
]
; (5.7)
where A is the constant from (3.16) and [x] means the integer part of x. We have
 2(u)6
m(u)∑
j=2
P
(

(
j&
1=

j h
∗(·; Vj)− (2C())j)
)
¿
(u
2C())j)
)
+P



 ∞∑
j=m(u)+1
j&
−1=

j h
∗(·; Vj)− (2

¿ (u
2


:=  3(u) +  4(u): (5.8)
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Estimate for  3(u). Once again applying (2.3) and (3.13) we get
P
(

(
j&
−1=

j h
∗(·; Vj)− (2C())j)
)
¿
(u
2C())j)
)
6P
(

(
j&
−1=

j
C())j)
(
h∗(·; Vj)− 
)
¿
(u
2C())j)
)
=
1
2
P
(
&j ¡T

(
C())j)
(
h∗(·; Vj); (u2C())j)
))
+
1
2
P
(
&j ¡T

(
−C())j
)
(
h∗(·; Vj); (u2C())j)
))
: (5.9)
Denoting by Gj the distribution function of &j and using the bound
Gj(t)6
tj
j!
; t ¿ 0; (5.10)
and (3.13) we see that the last sum in (5.9) does not exceed
1
2j!
∫
E
[
T

(
C())j)
(
h∗(·; v); (u
2C())j)
)]j
0(dv)
+
1
2j!
∫
E
[
T

(
−C())j
)
(
h∗(·; v); (u
2C())j)
)]j
0(dv)
=
C())
jj
)j
2(
jj!
∫
E
[
T
(
h∗(·; v); (u
2C())j)
)]
j
0(dv)
+
C())
jj
)j
2(
jj!
∫
E
[
T
(
−h∗(·; v); (u
2C())j)
)]
j
0(dv)
6
C())
jj
)j
2(
jj!
[
sup
v∈E
T
(
|h∗(·; v)|; (u
2C())j)
)]
( j−1)
×
∫
E
T

(
h∗(·; v); (u
2C())j)
)
0(dv)
+
C())
jj
)j
2(
jj!
[
sup
v∈E
T
(
|h∗(·; v)|; (u
2C())j)
)]
( j−1)
×
∫
E
T

(
−h∗(·; Vj); (u2C())j)
)
0(dv)
=
C())
jj
)j
2(
jj!
[
sup
v∈E
T
(
|h∗(·; v)|; (u
2C())j)
)]
( j−1)
 0
(
(u
2C())j)
)
:
Further, according to (5.7),
if j6m(u) then j6C[log(u+ 2)]1+; (5.11)
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which implies that there is a positive constant u0 such that
(u
2C())j)
¿
cu
[log(u+ 2)])(1+)
¿ 2 (5.12)
for all such j and u¿u0, where c¿ 0 does not depend on u. Now we apply (3.17),
(3.16) and Lemma 3.2 and obtain the bound
sup
v∈E
T
(
|h∗(·; v)|; (u
2C())j)
)
6C
[
log
(
(u
2C())j)
+ 2
)]−1−
; u¿u0; j6m(u):
So,
P
(

(
j&
−1=

j h
∗(·; Vj)− (2C())j)
)
¿
(u
2C())j)
)
6
CjC())
jj
)j
(
jj!
[
log
(
(u
2C())j)
+ 2
)]−
(1+)( j−1)
 0
(
(u
2C())j)
)
:= ,j(u): (5.13)
Since the function  0(u) is regularly varying at in9nity, then
 0
(u
s
)
6Bsb 0(u)
for positive constants b; c and all u¿s¿ 1. From here and (5.12)
 0
(
(u
2C())j)
)
6B[2(−1C())j)]b 0(u)
for u¿u0 and j6m(u). Therefore
,j(u)6
Cj1j

)jjb)
j!
[
log
(
(u
2C())j)
+ 2
)]−
(1+)( j−1)
 0(u) := dj(u) 0(u): (5.14)
Once again using (5.11) we get for the same j and u
j
( j−1)
[
log
(
(u
2C())j)
+ 2
)]−
(1+)( j−1)
6Cj−12

 log(u+ 2)
log
(
(u
2C())j)
+ 2
)



(1+)( j−1)
:
According to (5.7), log j6 logm(u)6 const + (1+ ) log log(u+2); j6m(u), and we
conclude that
log(u+ 2)
log
(
(u
2C())j)
+ 2
)6C3
for u¿u0. So, if j6m(u), then
dj(u)6
Cj−14 j

)j−
( j−1)jb)
j!
:= aj; u¿u0:
Choose now ) under the condition
1¡)¡ 1 + 
−1:
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Then applying Stirling’s formula one can easily verify that
∑∞
j=2 aj ¡∞. According
to (5.14), dj(u)→ 0 as u →∞ for each j, and we see that
m(u)∑
j=1
dj(u)→ 0 as u →∞:
Because
 3(u)6
m(u)∑
j=1
,j(u)6  0(u)
m(u)∑
j=1
dj(u);
we obtain
lim
u→∞
 3(u)
 0(u)
= 0: (5.15)
Estimate for  4(u). We have
∞∑
j=m(u)+1
j&
−1=

j h
∗(·; Vj) =
∞∑
j=m(u)+1
j&
−1=

j h
∗(·; Vj)1(&j6 1)
+
∞∑
j=m(u)+1
j&
−1=

j h
∗(·; Vj)1(&j ¿ 1) := Y1 + Y2;
which together with (5.8) yields
 4(u)6 P
(

(
Y1 − (4
)
¿
(u
4
)
+ P
(

(
Y2 − (4
)
¿
(u
4
)
:=  4;1(u) +  4;2(u): (5.16)
Since &j¿&m(u)+1 for j¿m(u) + 1 and because of property (2.1),
 4;1(u)6P(&m(u)+16 1):
Applying (5.7), (5.10) and Stirling’s formula one can verify that  4;1(u) = o(u−b) as
u →∞ for each b¿ 0. Since the function  0(u) is regularly varying,
lim
u→∞
 4;1(u)
 0(u)
= 0: (5.17)
Further,
 4;2(u)6 P
(

([
Y2 − (4
]
1[0; u1=2)
)
¿
(u
8
)
+P
(

([
Y2 − (4
]
1[u1=2 ;∞)
)
¿
(u
8
)
:=  4;3(u) +  4;4(u): (5.18)
According to Lemma 3.1

([
Y2 − (4
]
1[0; u1=2)
)
6Cu1=2sup
t¿0
[
Y2(t)− ((t)4
]
;
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which yields
 4;3(u)6P
(
sup
t¿0
[
Y2(t)− ((t)4
]
¿cu1=2
)
: (5.19)
Once again applying (2.1) and (2.2) we get
 4;4(u)6 P
(
sup
t¿u1=2
[
Y2(t)− ((t)8 −
((u1=2)
8
]
¿ 0
)
6 P
(
sup
t¿0
[
Y2(t)− ((t)8
]
¿c1(u1=2)
)
: (5.20)
So, now we deal with the functional sup.
Put
/(u) := P
(
sup
t¿0
[
Y2(t)− ((t)8
]
¿u
)
: (5.21)
We show now that
/(u) = o(u−b) as u →∞ (5.22)
for all b¿ 0.
Denote, for convenience,
g(t; u; v) =
h∗(t; v)[log(u+ 2)]1+
u+ ((t)=8
: (5.23)
Then we can represent function (5.21) in the form
/(u) = P

sup
t¿0

 ∞∑
j=m(u)+1
j&
−1=

j g(t; u; Vj)1(&j ¿ 1)

¿ [log(u+ 2)]1+

 : (5.24)
Put
S1(t; u) =
∞∑
j=1
j&
−1=

j g(t; u; Vj)1(&j ¿ 1) (5.25)
and
S2(t; u) =
m(u)∑
j=1
j&
−1=

j g(t; u; Vj)1(&j ¿ 1): (5.26)
According to (5.23) and (3.16)
|g(t; u; v)|6A sup
u; t¿0
u+ (t)
u+ ((t)=8
6
8A
(
(5.27)
for all t; u¿ 0 and v∈E, where A is the same constant as in (5.7). Hence
|S2(t; u)|6 8A( m(u)6
[log(u+ 2)]1+
2
:
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From here and (5.24)
/(u) = P
(
sup
t¿0
[S1(t; u)− S2(t; u)]¿ [log(u+ 2)]1+
)
6 P
(
sup
t¿0
S1(t; u)¿
[log(u+ 2)]1+
2
)
:= /(1)(u): (5.28)
Recall that we deal with separable process X. Let T ∗ ⊂ [0;∞) be a separant for X.
Denote
T ∗∗ = {(t; k): t ∈T ∗; k = 1; 2; : : :}: (5.29)
We show now that for some ¿ 0
E exp
(
 sup
(t; k)∈T∗∗
|S1(t; k)|
)
¡∞: (5.30)
To this end consider the process
Z(t; k) =
[log(k + 2)]1+
k + ((t)=8
X (t):
It follows from (3.15) and (2.7) that
sup
(t; k)∈T∗∗
|Z(t; k)|6C sup
t∈T∗
[log((t) + 2)]1+
(t) + 2
|X (t)|= C sup
t∈T∗
|Y (t)|¡∞ a:s:
Now we apply to the process Z(t; k) the reasons from Samorodnitsky and Taqqu (1994,
pp. 471–473), and obtain (5.30).
Therefore, for every b¿ 0
/(1)(k) = o(k−b) as k →∞: (5.31)
We see from (5.21) that the function /(u) is decreasing, which together with (5.31)
and (5.28) yields (5.22).
Now, (5.18), (5.19), (5.20) and (2.6) allow us to conclude that  4;2(u) = o(u−b) as
u →∞ for each b¿ 0. Taking into account (5.16) and (5.17) we get
lim
u→∞
 4(u)
 0(u)
= 0: (5.32)
This relation together with (5.15) and (5.8) yields (5.6).
Now we conclude, applying (5.6), (5.5) and (5.3) that
lim sup
u→∞
 (u)
 0(u)
6 (1− ()−
−a;
and letting ( → 0 we obtain (5.1).
6. Proof of Theorem 4.1: the lower bound
Here we show that
lim inf
u→∞
 (u)
 0(u)
¿ 1: (6.1)
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Fix once again (∈ (0; 1). Using subadditivity and the relation P(A∩B)¿P(A)−P(Bc)
we get
 (u)¿ P

(1&−1=
1 h∗(·; V1)− (1 + ())¿ (1 + ()u;


− ∞∑
j=2
j&
−1=

j h
∗(·; Vj)− (

6 (u


¿ P((1&
−1=

1 h
∗(·; V1)− (1 + ())¿ (1 + ()u)
−P



− ∞∑
j=2
j&
−1=

j h
∗(·; Vj)− (

¿(u

 := /1(u)− /2(u): (6.2)
Because of symmetry
/2(u) = P



 ∞∑
j=2
j&
−1=

j h
∗(·; Vj)− (

¿(u

=  2(u);
and (5.6) implies
lim
u→∞
/2(u)
 (u)
= 0: (6.3)
Further, (2.3) and (3.13) give us
/1(u)¿ P((1&
−1=

1 (1 + ()
−1h∗(·; V1)− )¿ (1 + ()u)
= 12 P(&1 ¡ (1 + ()
−
T 
(h∗(·; V1); (1 + ()u))
+ 12 P(&1 ¡ (1 + ()
−
T 
(−h∗(·; V1); (1 + ()u))
=
1
2
∫
E
(1− exp[−(1 + ()−
T 
(h∗(·; v); (1 + ()u)])0(dv)
+
1
2
∫
E
(1− exp[−(1 + ()−
T 
(−h∗(·; v); (1 + ()u)])0(dv)
¿
1
2(1 + ()

∫
E
T
(h∗(·; v); (1 + ()u)
×exp[−(1 + ()−
T 
(h∗(·; v); (1 + ()u)]0(dv)
+
1
2(1 + ()

∫
E
T
(−h∗(·; v); (1 + ()u)
×exp[−(1 + ()−
T 
(−h∗(·; v); (1 + ()u)]0(dv); (6.4)
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where the last estimate follows from the inequality 1−e−x¿ xe−x; x¿ 0. Now, (3.17),
(3.16) and Lemma 3.2 give us
sup
v∈E
T
(|h∗(·; v)|; (1 + ()u)6C[log(u+ 2)]−
(1+) := h(u):
Hence
/1(u)¿
e−h(u)(1+()
−

2(1 + ()

∫
E
T
(h∗(·; v); (1 + ()u)0(dv)
+
e−h(u)(1+()
−

2(1 + ()

∫
E
T
(−h∗(·; v); (1 + ()u)0(dv)
=
e−h(u)(1+()
−

(1 + ()

 0((1 + ()u);
where the last relation follows from (3.14). Since the function  0(u) is regularly vary-
ing, we get from here
lim inf
u→∞
/1(u)
 0(u)
¿ (1 + ()−
−b;
where b is a constant. Taking into account (6.3) and (6.2) we conclude that
lim inf
u→∞
 (u)
 0(u)
¿ (1 + ()−
−b;
and letting ( → 0 we come to (6.1).
Remark 6.1. Below we will see that sometimes the function  0(u) decays faster the
u−b for each b¿ 0. In this case Theorem 4.1 cannot be applied, and it is unclear how
to 9nd the asymptotics of  (u). Nevertheless, the reasons from the previous section
allow us to conclude that
if  0(u) = o(u−b) for all b¿ 0; then the same is true for  (u): (6.5)
7. The case of discrete time
We come to discrete time if we assume that
h(t; v) = h(n; v) for each t ∈ [n; n+ 1); n= 0; 1; : : : and every v∈E:
Now we can express the boundedness condition for process (2.7) in more explicite
form, using the following statement which was proved in Braverman (2002).
Proposition 7.1. Let S
S process, 16 
¡ 2, be given in the form
U (n) =
∫
E
f(n; v)M (dv); n= 1; 2; : : : : (7.1)
Assume that
sup
n
(log n)1−(1=
)|f(n; ·)| := q(·)∈L
(E;E; ) if 1¡
¡ 2;
sup
n
(log log n)|f(n; ·)| := q(·)∈L1(E;E; ) if 
= 1: (7.2)
Then the process U (n) is a.s. bounded.
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In order to formulate a version of Theorem 4.1 for the discrete time case, we denote
d = {([t] + 1); t¿ 0}; (7.3)
where (·) is a function and [t] is the integer part of t. For a function h(n; v) on N×E
we put
hd(t; v) = h([t] + 1; v); t¿ 0; v∈E: (7.4)
Denote also for such h and a subadditive functional 
Td(h(·; v); u) = sup{x¿ 0: (x−1hd(·; v)− d)¿u} (7.5)
and
 d0 (u) =
C

2
∫
E
(Td(h(·; v); u))
(dv) + C

2
∫
E
(Td(−h(·; v); u))
(dv): (7.6)
For a discrete time process X = {X (n); n∈N} we put
X d(t) = X ([t] + 1); t¿ 0: (7.7)
Theorem 7.2. Assume that an S
S process X, 0¡
¡ 2, is given in the form
X (n) =
∫
E
h(n; v)M (dv); n∈N; (7.8)
and that for some ¿ 0 the function
r
; (·) =


supn
(log n)2+−(1=
)
(n)
|h(n; ·)| if 1¡
¡ 2;
supn
(log n)1+
(n)
|h(n; ·)| if 0¡
6 1:
(7.9)
belongs to L
(E;E; ). Suppose also that function (7.6) is regularly varying at in:nity.
Then under conditions (2.1)–(2.6)
 d(u) := P((Xd − d)¿u) ∼  d0 (u) as u →∞: (7.10)
Remark 7.3. The reader easily can recognize in (7.9) suIcient conditions (7.2) and
(2.8) for a.s. boundedness of the process (2.7) in discrete time case. Because now
the drift d is diNerent from , Theorem 7.2 is not, formally speaking, a corollary of
Theorem 4.1. But the proof of the former theorem is a repetition of the proof of the
later with trivial changes. Of course, Remarks 4.2, 4.3 and 6.1 remain true for discrete
time.
In a recent paper, Mikosch and Samorodnitsky (2000) studied S
S processes,
1¡
¡ 2, with discrete time and functional sup determined by (3.8). They con-
sidered the process (7.7) satisfying the following conditions: the increments Z(n) =
X (n)− X (n− 1) constitute a stationary process and
‖h(n; ·)‖L
(E; E; ) = O(n) as n →∞ for some ¡ 1: (7.11)
Here we clarify what (7.11) means with respect to sample boundedness.
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Proposition 7.4. Assume that 1¡
¡ 2, the increments Z(n) = X (n) − X (n − 1) of
the process (7.8) constitute a stationary process, and that (7.11) holds. Then there
is ¿ 0 such that the process
Y (n) :=
1
n1−
X (n) (7.12)
is a.s. bounded.
Proof. We will write
hn(v) := h(n; v):
It will be shown that under the above assumptions there is ∈ (0; 1) such that
sup
n
|hn(·)|
n1−
:= /(·)∈L
(E;E; ) (7.13)
which yields condition (7.2) for the functions fn(·) = n1−hn(·), where 0¡¡.
Observe that
max{f(v); g(v)}= f(v)1{f¿g} + g(v)1{f¡g};
which yields
‖max{f; g}‖
L
(E;E;m)6 ‖f‖
L
(E;E;m) + ‖g‖
L
(E;E;m):
Denoting
/k(v) = sup
2k−16n¡2k
|hn(v)|
n1−
(7.14)
we get from here
‖/‖
L
(E;E;m)6
∞∑
k=1
‖/k‖
L
(E;E;m): (7.15)
It is clear that
/k(v)6
sup2k−16n¡2k |hn(v)|
2(k−1)(1−)
6
sup16n¡2k |hn(v)|
2(k−1)(1−)
: (7.16)
Putting
ak :=
∣∣∣∣∣
∣∣∣∣∣ sup16n62k |hn|
∣∣∣∣∣
∣∣∣∣∣


L
(E;E;m)
(7.17)
we obtain the bound
‖/‖
L
(E;E;m)6
∞∑
k=1
ak
2
(k−1)(1−)
: (7.18)
The following lemma gives an estimate for ak .
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Lemma 7.5. If
 = 
−1log2(1 + 2
−1);
then
ak6C2)k ;
where
)=max{
; log2(1 + 2
−1)}: (7.19)
If
 = 
−1 log2(1 + 2

−1);
then
ak6Ck2
k :
Proof. Denote
fn(v) = hn(v)− hn−1(v): (7.20)
We have then
sup
16n62k
|hn|6max
{
sup
16n62k−1
|hn|; |h2k−1 |+ sup
16n62k−1
|f2k−1+1 + · · ·+ f2k−1+n|
}
;
which, as above, implies that
ak6 ak−1 +
∣∣∣∣∣
∣∣∣∣∣ |h2k−1 |+ sup16n62k−1|f2k−1+1 + · · ·+ f2k−1+n|
∣∣∣∣∣
∣∣∣∣∣


L
(E;E;m)
: (7.21)
Because Zn = X (n)− X (n− 1) is a stationary S
S process,∣∣∣∣
∣∣∣∣ sup
16n6N
|hn|
∣∣∣∣
∣∣∣∣


L
(E;E;m)
=
∣∣∣∣
∣∣∣∣ sup
16n6N
|fM+1 + · · ·+ fM+n|
∣∣∣∣
∣∣∣∣


L
(E;E;m)
(7.22)
for every M and N . Now we apply (7.21) and the inequality
‖f + g‖
L
(E;E;m)6 2
−1(‖f‖
L
(E;E;m) + ‖g‖
L
(E;E;m))
which give us
ak6 (1 + 2
−1)ak−1 + 2
−1‖h2k−1‖
L
(E;E;m)6 (1 + 2
−1)ak−1 + C2
−12
(k−1);
where the last inequality follows from (7.11). Iterating, we get
ak 6C2
−1[2
(k−1) + (1 + 2
−1)2
(k−2) + · · ·+ (1 + 2
−1)k−1]
= C2
(k−1)
[
1 +
1 + 2
−1
2

+
(
1 + 2
−1
2

)2
+ · · ·+
(
1 + 2
−1
2

)k−1]
= C2
(k−1)[1 + b+ · · ·+ bk−1]; (7.23)
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where
b= b(
; ) =
1 + 2
−1
2

: (7.24)
Suppose b¡ 1, i.e. ¿
−1log2(1 + 2

−1). Then (7.23) and (7.19) imply ak6
C2
k = C2)k : If b¿ 1, i.e. ¡
−1log2(1 + 2

−1), then (7.23), (7.24) and (7.19)
yield ak6C12
kbk = C(1 + 2
−1)k = C2)k . Finally, if b= 1, then ak6Ck2
k .
Now we are able to 9nish the proof of Proposition. According to Lemma 7.5 ak6 2(k
for a (∈ (0; 1). Hence (7.18) implies that
‖/‖
L
(E;E;m)6
∞∑
k=1
2
(k
2
(k−1)(1−)
:
Choosing ∈ (0; 1−() we conclude that the series converges. So, /∈L
(E;E; m). Hence
(7.13) holds, and the needed statement follows from Proposition 7.1.
Remark 7.6. Proposition 7.4 shows that Theorem 2.5 from the paper of Mikosch and
Samorodnitsky (2000) follows from our Theorem 7.2. Moreover, Proposition 7.4 and
Remarks 7.3 and 4.3 yield that if (7.11) holds, then  0(u) = O(u−a) for a constant
a¿ 0. It explains why in all examples in Mikosch and Samorodnitsky (2000), where
Theorem 2.5 has been applied, the ruin probabilities decay non-slowly than a power
function.
8. Examples
8.1. Continuous time
First of all, we present more explicit formulas for the function  0(u) given by (3.2)
with respect to some functionals. One can easily check that all functionals below are
subadditive and satisfy conditions (2.1)–(2.4). We consider processes given by (1.2)
such that the corresponding processes (2.7) are a.s. bounded on [0;∞). So, Lemma
3.3 guarantees convergence of all integrals below.
1. The overall supremum. Here we deal with the functional sup determined by
(3.8). According to (3.1)
T (h(·; v); u) = sup
{
x¿ 0: sup
t¿0
{x−1h(t; v)− (t)}¿u
}
= sup{x¿ 0: h(t; v)¿x((t) + u) for some t ¿ 0}= sup
t¿0
h(t; v)+
(t) + u
which implies the following relation:
 0(u) =
C

2
∫
E
sup
t¿0
(h(t; v))
+
((t) + u)

(dv) +
C

2
∫
E
sup
t¿0
(−h(t; v))
+
((t) + u)

(dv): (8.1)
In the discrete time case and for a linear drift this formula was obtained in Mikosch
and Samorodnitsky (2000).
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2. The last hitting time of zero. Here we consider the functional  last given by (3.7).
Once again (3.1) yields
T (h(·; v); u) = sup{x¿ 0: sup{t ¿ 0 : x−1h(t; v)− (t)¿ 0}¿u}
= sup{x¿ 0: x−1h(t; v)− (t)¿ 0 for some t ¿u}= sup
t¿u
h(t; v)+
(t)
which leads to the formula:
 0(u) =
C

2
∫
E
sup
t¿u
(h(t; v))
+
(t)

(dv) +
C

2
∫
E
sup
t¿u
(−h(t; v))
+
(t)

(dv): (8.2)
3. The time the process spends above zero. Now our functional is
 sojourn() =
∫ ∞
0
1((t)¿ 0) dt: (8.3)
We have
T (h(·; v); u) = sup
{
x¿ 0:
∫ ∞
0
1(x−1h(t; v)− (t)¿ 0) dt ¿u
}
= sup
{
x¿ 0: Leb
{
t ¿ 0:
h(t; v)
(t)
¿x
}
¿u
}
:
Denote for y¿ 0 and v∈E
Fh(y; v) = Leb
{
t ¿ 0:
h(t; v)
(t)
¿y
}
(8.4)
and consider the corresponding inverse function given by the formula
F←h (u; v) = sup{y¿ 0: Fh(y; v)¿u}: (8.5)
Then
T (h(·; v); u) = F←h (u; v)
and
 0(u) =
C

2
∫
E
(F←h (u; v))

(dv) +
C

2
∫
E
(F←−h(u; v))

(dv): (8.6)
Using the obtained formulas we compute now asymptotics of tail probabilities for
some processes.
Self-similar processes. Recall that a process {X (t); t¿ 0} is called H -self-similar
if for for any b¿ 0
{X (bt); t¿ 0} d= bH{X (t); t¿ 0}
in terms of equality of 9nite dimensional distributions. We assume also that
the process X is sample bounded on 9nite intervals: (8.7)
In particular, this condition holds if the process has stationary increments and 1=
¡
H6 1. The reader can 9nd a discussion about (8.7) in Section 12.4 of Samorodnitsky
and Taqqu (1994).
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We also deal now with the power drifts, i.e.
(t) = ta; where  and a are positive constants: (8.8)
First of all we show that the conditions a¿H and (8.7) imply (2.7). The arguments are
the same as in the proof of part (a) of Proposition 4.4 in Mikosch and Samorodnitsky
(2000). We have
P
(
sup
t¿0
|Y (t)|¿u
)
6 P
(
sup
06t¡1
|Y (t)|¿u
)
+
∞∑
n=1
P
(
sup
2n−16t¡2n
|Y (t)|¿u
)
6 P
(
c sup
06t¡1
|X (t)|¿u
)
+
∞∑
n=1
P
(
cn1+
(2n−1)
sup
2n−16t¡2n
|X (t)|¿u
)
:
Because of H -self-similarity,
P
(
cn1+
(2n−1)
sup
2n−16t¡2n
|X (t)|¿u
)
=P
(
sup
16t¡2
|X (t)|¿c−1u(2n−1)2−H (n−1)n−1−
)
:
It is known that (8.7) yields(
sup
16t¡2
|X (t)|¿u
)
∼ bu−

for a constant b¿ 0 (see Samorodnitsky and Taqqu (1994), Theorem 10.5.1). Hence
if a¿H in (8.8), then
P
(
sup
t¿0
|Y (t)|¿u
)
→ 0 as u →∞;
and therefore the process Y is a.s. bounded on [0;∞).
From now on we consider processes given in the form
X (t) =
∫ ∞
−∞
h(t; v)M (dv); t¿ 0; (8.9)
where M is a S
S, random measure with Lebesque control measure  on (−∞;∞). It
can be easily veri9ed, that if
h(bt; bv) = bH−1=
h(t; v) for every b¿ 0; t¿ 0 and real v; (8.10)
the process is H -self-similar. Elementary calculations using (8.10) and the above for-
mulas for the function  0 lead to the following statement.
Proposition 8.1. Let X be given by (8.9), and (8.10) hold. Assume (8.7) and (8.8)
with a¿H . Then:
(a) For the functional = sup:
 (u) ∼ B(sup; h; a)−
H=au−
(a−H)=a as u →∞; (8.11)
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where
B(sup; h; a) =
C

2
∫ ∞
−∞
sup
t¿0
(h(t; v))
+
(ta + 1)

dv+
C

2
∫ ∞
−∞
sup
t¿0
(−h(t; v))
+
(ta + 1)

dv: (8.12)
(b) For the functionals = last and = sojourn:
 (u) ∼ B(; h; a)−
u−
(a−H) as u →∞; (8.13)
where
B(last ; h; a) =
C

2
∫ ∞
−∞
sup
t¿1
(h(t; v))
+
ta

dv+
C

2
∫ ∞
−∞
sup
t¿1
(−h(t; v))
+
ta

dv; (8.14)
B(sojourn ; h; a) =
C

2
∫ ∞
−∞
(F←h (1; v))

 dv+
C

2

∫ ∞
−∞
(F←−h(1; v))

 dv; (8.15)
and the functions F←h and F
←
−h are determined by (8.4) and (8.5).
S
S L<evy motion. This process is 1=
-self-similar and, therefore for the drifts given
by (8.8) the asymptotics have been described above. Functionals on more general class
of L;evy processes were considered in Braverman et al. (2002). In the case of S
S L;evy
motion the assumptions on the drift in this paper are the following:  satis9es (2.6)
with c¿ 1=
 and :2-condition, i.e.:
(2t)6A(t); t¿ t0 for positive constants A and t0:
We consider here drifts that do not satisfy these conditions.
Using Doob’s maximal inequality and reasoning as above, one can easily verify that
if X is S
S L;evy motion (i.e. h(t; v) = 1(06v6t) in (8.9)) and
(t) = t1=
[log(t + 1)]a; (8.16)
then the process
1
(t) + 2
X (t); t¿ 0;
is sample bounded iN a¿ 1=
. So, the condition (2.7) holds if a¿ 1+1=
. Elementary
computations allow us to write formulas (8.1), (8.2) and (8.6) in more explicit form:
 0(u) =
C

2
∫ ∞
0
dv
((v) + u)

for the functional = sup; (8.17)
 0(u) =
C

2(u)

+
∫ ∞
u
dv
(v)

for the functional = last; (8.18)
 0(u) =
C

2
∫ ∞
0
dv
(v+ u)

for the functional = sojourn : (8.19)
Using it we prove now the following statement.
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Proposition 8.2. Assume the drift  is given by (8.16), where a¿ 1 + 1=
, and X is
S
S L<evy motion. Then for all three functionals sup; last and sojourn
 (u) ∼ B()(log u)−a
+1 as u →∞ (8.20)
where
B(sup) =
C

2

a
−1(a
− 1) (8.21)
and
B(last) = B(sojourn) =
C

2
(a
− 1) : (8.22)
Proof. We consider 9rst the functional sup. Formulas (8.16) and (8.17) yield
 0(u) =
C

2
∫ ∞
0
dv
[v1=
(log(v+ 1))a + u]

:
Fix (∈ (0; 1) and denote by J (()1 (u) and J (()2 (u) the integrals over the intervals [0; u
(1−()]
and (u
(1−();∞) correspondingly. It is clear that J (()1 (u)6Cu−
(. As for the second
integral, we have
J (()2 (u)6
C

2
∫ ∞
u
(1−()
dv
[v1=
(log v)a]

=
C

2[
(1− ()]a
−1
(a
− 1)(log u)
−a
+1:
It follows from here that
lim sup
u→∞
 0(u)
(log u)−a
+1
6
C

2
a
−1
(a
− 1) :
On the other hand,
 0(u)¿
C

2
∫ ∞
u

dv
[v1=
(log(v+ 1))a + u]

=
C

2
∫ ∞
u

1

v(log v)a

l(u; v)
 dv;
where
l(u; v) =
v1=
(log v)a
v1=
(log(v+ 1))a + u
:
One can easily verify that for each ¿ 0 there is u() such that l(u; v)¿ (1+ )−a for
all u¿u() and v¿u
. Hence,
 0(u)¿
C

2
(1 + )a

∫ ∞
u

dv
v(log v)a

=
C

2(1 + )a

a
−1
(a
− 1)(log u)
−a
+1
for u¿u(), which yields
lim inf
u→∞
 0(u)
(log u)−a
+1
¿
C

2
a
−1
(a
− 1) :
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So, for the function  0 relation (8.20) holds, and, therefore,  0 is regularly (slowly)
varying an in9nity. Now we apply Theorem 4.1 and obtain the 9rst part of the propo-
sition. The functionals  last and  sojourn are treated similarly.
Now we consider drifts which grow very fast and, therefore, does not satisfy :2
condition. Let
(t) = exp(ta); t ¿ 0: (8.23)
Then conditions (2.5)–(2.7) hold. Using (8.17)–(8.19) we obtain
 0(u) ∼ C
21=a u
−
(log u)1=a
for the functional  = sup, while  0(u) = o(u−b) for every b¿ 0 if  = last or
= sojourn. Taking into account Remark 6.1 we get the following statement.
Proposition 8.3. Assume that the drift  is given by (8.23) and that X is S
S L<evy
motion. Then:
 (u) ∼ C

21=a
u−
(log u)1=a as u →∞ (8.24)
for the functional = sup, while for the functionals = last and = sojourn:
 (u) = o(u−b) as u →∞ (8.25)
for each b¿ 0.
S
S Ornstein–Uhlendeck process. We obtain such a process if in (8.9)
h(t; v) = e−=(t−v)1(v6t);
where = is a positive constant. Using the same reasons as above, one can verify that
now condition (2.7) holds for  given by (8.16) with a¿ 1 + 1=
.
Once again formulas (8.1), (8.2) and (8.6) yield:
 0(u) =
C

2
=
u−
 +
C

2
∫ ∞
0
dv
((v) + u)

for the functional = sup; (8.26)
 0(u) =
C

2
=(u)

+
∫ ∞
u
dv
(v)

for the functional = last; (8.27)
 0(u) =
C

2
=(u)
e
=u
+
C

2e
=u
∫ ∞
0
dv
(v+ u)

for the functional = sojourn : (8.28)
Comparing these formulas with (8.17)–(8.19) we see that for the functionals =sup
and =last the asymptotics of  (u) are the same as for S
S, L;evy motion. In contrast,
if =sojourn, then  (u)= o(u−b) as u →∞ for each b¿ 0 does not matter what the
drift  is.
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8.2. Discrete time
Here we deal with the functional sup. Formula (7.6) has now the form
 0(u) =
C

2
∫
E
sup
n¿0
(h(n; v))
+
((n) + u)

(dv) +
C

2
∫
E
sup
n¿0
(−h(n; v))
+
((n) + u)

(dv): (8.29)
The reader can 9nd many interesting examples related to this functional in Mikosch
and Samorodnitsky (2000). Our aim now is to study the process from Remark 2.6.
from this paper, which does not satisfy condition (7.11). Therefore, we assume that
1¡
¡ 2 and that the drift  is a linear function.
We consider moving average processes
Z(n) =
∫ ∞
−∞
f(v− n)M (dv); (8.30)
and put
X (n) = Z(1) + · · ·+ Z(n); n∈N: (8.31)
As above, M is S
S measure on (−∞; ∞) with Lebesgue control measure , and
f∈L
(−∞;∞). Moreover, in what follows we assume that f is supported on [a;∞),
a¿ 0, non-negative and decreasing on this interval.
The 9rst step is a representation of formula (8.29) in terms of the kernel f. We
have
h(n; v) =
n∑
k=1
f(v− k): (8.32)
According to the assumptions∫ v−k+1
v−k
f(x) dx6f(v− k)6
∫ v−k
v−k−1
f(x) dx
for each k, which yields
1
n+ u
∫ v
v−n
f(x) dx6
h(n; v)
n+ u
6
1
n+ u
∫ v−1
v−n−1
f(x) dx; (8.33)
where ¿ 0 is a constant. Because the function f is decreasing, we have
f(v− t)(t + u)¿
∫ v
v−t
f(x) dx for t ¡ v− a;
and it implies
d
dt
(
1
t + u
∫ v
v−t
f(x) dx
)
¿ 0
for the same t. It follows from here that
sup
n
h(n; v)
n+ u
=
1
[v− a] + u
∫ v
v−[v−a]
f(x) dx + >sup(u; v); (8.34)
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where
06 >sup(u; v)6
1
[v− a] + u
(∫ v−[v−a]
v−[v−a]−1
f(x) dx +
∫ v
v−1
f(x) dx
)
6
C
[v− a] + u (8.35)
because f is decreasing for v¿a. So, we have from (8.29)
 0(u) =
C

2
∫ ∞
a
[
sup
n
h(n; v)
n+ u
]

dv
=
C

2
∫ ∞
a
[
1
[v− a] + u
∫ v
v−[v−a]
f(x) dx + >sup(u; v)
]

dv: (8.36)
Turn now to the above mentioned example from Mikosch and Samorodnitsky (2000).
It is process (8.31) with the kernel
f(v) = v−1=
(log v)−p=
1(e;∞)(v); (8.37)
where p¿ 1. It follows from the well known facts about regularly varying functions
that ∫ v
e
f(x) dx ∼ 


− 1v
1−1=
(log v)−p=
 as v →∞: (8.38)
Using (8.34) and elementary calculations one can verify that for p¿ (2 + )
 the
condition (7.9) holds. Moreover, it follows from (8.36) that
 0(u)∼ C
2
∫ ∞
e
[
1
v+ u
∫ v
e
x−1=
(log x)−p=
 dx
]

dv
∼ C

2
(



− 1
)
 ∫ ∞
e
v
−1
(v+ u)
(log v)p
dv :=
C

2
(



− 1
)

I(u): (8.39)
as u →∞. To estimate the integral I(u) we 9x a positive constant c and divide [e;∞)
into two parts [e; cu] and (cu;∞), where u¿e=c. We denote the integrals over these
parts by I1(u) and I2(u) correspondingly. Using the same property of regular varying
function as in (8.38) we get
I1(u)6 u−

∫ cu
e
v
−1(log v)−p dv ∼ u−

−1(cu)
(log cu)−p
=
c



(log cu)−p: (8.40)
Further, if v¿cu, then −1 ¿v=(v+ u)¿ (c−1 + )−1, which yields
1
(c−1 + )
(p− 1)(log cu)
−p+1 =
1
(c−1 + )

∫ ∞
cu
v−1(log u)−p dv6 I2(u)
6
1

(p− 1)(log cu)
−p+1: (8.41)
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Now, it follows from (8.40) and (8.41) that
1
(c−1 + )
(p− 1)6 lim infu→∞
I(u)
(log u)−p+1
6 lim sup
u→∞
I(u)
(log u)−p+1
6
1

(p− 1) :
Letting c →∞ and taking into account (8.39) and Theorem 7.2 we obtain the following
statement.
Proposition 8.4. Assume that f is given by (8.37), where p¿ (2 + )
. Then as
u →∞
 (u) = P
(
sup
n
(X (n)− n)¿u
)
∼  0(u) ∼ C
2
(p− 1)
(



− 1
)

(log u)−p+1:
So, we see that the ruin probability related to a S
S moving average process can
decay as a slowly varying function.
Now we give examples of the moving average S
S processes with intermediate rate
of decay of ruin probability. Consider the function
f(v) = v−=
(log v)−p=
1(e;∞)(v): (8.42)
where ¿ 1 and p¿ 1. The same reasons as above lead to the following statement.
Proposition 8.5. If ¡
, then
 (u) ∼  0(u) ∼ C(
; ))−
−1u−(−1)(log u)−p:
If ¿ 
, then
 (u) ∼  0(u) ∼ C(
; ))−1u−(
−1):
Here C(
; ) is a constant depending on 
 and .
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