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KAC–MOODY AND VIRASORO ALGEBRAS
Antony Wassermann, Michaelmas 1998.
This course develops the representation theory of affine Kac–Moody algebras and the Virasoro algebra.
These infinite–dimensional Lie algebras play an important roˆle in string theory and conformal field theory;
they are the Lie algebras of the loop groups and diffeomorphism group of the circle. We adopt a unitary
viewpoint and use supersymmetry as the main technique, as suggested by the supersymmetric coset con-
structions of Goddard–Kent–Olive and Kazama–Suzuki. Even in the case of finite–dimensional simple Lie
algebras, this approach is fruitful. Not only does it give a streamlined route to the classical Weyl character
formula (taken from unpublished notes of Peter Goddard), but it also has a natural geometric interpretation
in terms of Dirac operators and index theory.
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CHAPTER I. CLIFFORD ALGEBRAS, FERMIONS AND THE SPIN GROUP.
We develop here the theory of fermions in finite–dimensions. This provides the first example of the
principle of quantisation: if an algebraic object acts irreducibly on a Hilbert space and a group of automor-
phisms of the object preserves the equivalence calss of the representation, then the automorphism group is
implemented by a unique projective representation on the Hilbert space. It is convenient to develop the lin-
ear algebra for bosons and fermions in parallel (it is even possible to develop a simultaneous super–theory).
Roughly speaking bosons are operators that satisfy the commutation relation aa∗− a∗a = I and fermions are
operators that satisfy the anticommutation relation aa∗+a∗a = I. In this chapter we use fermionic quantisa-
tion to construct the spin group, a double covering of the special orthogonal group. In Chapter III, we carry
out an analogous treatment for bosons. Bosonic quantisation leads to a construction of the metaplectic group,
a double covering of the symplectic group; as applications we will prove the modular transformation properties
of theta functions and quadratic reciprocity. Fermionic and bosonic quantisation is also very important in
infinite dimensions. The infinite–dimensional theory proceeds very much as in the finite–dimensional case,
except that not all automorphisms can be quantised (they must satisfy a ‘Hilbert–Schmidt’ quantisation cri-
terion). In addition there is a remarkable equivalence between the bosonic and fermionic theories in infinite
dimensions which has been used to explain the KdV and KP hierarchies in soliton theory.
1. TENSOR, SYMMETRIC AND EXTERIOR ALGEBRAS.
Tensor products. If V and W are finite–dimensional vector spaces over R or C, we defining their tensor
product V ⊗W by taking bases (vi) and (wj) in V andW and then decreeing V ⊗W to be the vector spec with
basis vi⊗wi. In general we set (
∑
aivi)⊗ (
∑
bjwj) =
∑
aibj vi⊗wj, so that v⊗w is defined for any v ∈ V ,
w ∈ W . This definition is up to isomorphism independent of the choice of basis. Clearly dim(V ⊗W ) =
dim(V )dim(W ). Iterating we get a similar definition of a k–fold tensor product V⊗ · · · ⊗ Vk. By definition
these is a natural one–one correspondence between the vector space of multilinear maps V1 × · · · × Vk → U
and Hom(V1⊗· · ·⊗Vk, U); this could equally well be used as the universal property characterising the tensor
product.
The tensor product has various obvious functorial properties. Thus for example V1 ⊗ V2 ∼= V2 ⊗ V1,
(V1⊗V2)∗ = V ∗1 ⊗V ∗2 , V2⊗V ∗2 ∼= Hom(V2, V1), V1⊗V2 ∼= Hom(V ∗2 , V1), Hom(V1⊗V2, V3) ∼= Hom(V1, V ∗2 ⊗V3).
Moreover if fi : Ui → Vi are linear maps, then we have f1 ⊗ f2 : U1 ⊗ U2 → V1 ⊗ V2 sending u1 ⊗ u2 to
f1(u1)⊗ f2(u2).
The tensor algebra. Let T n(V ) = V ⊗n = V ⊗ · · · ⊗ V (n times) and T (V ) = ⊕V ⊗n = ⊕T n(V ), the
tensor algebra. Multiplication T a(V )→ T b(V )→ T a+b(V ) is defined by concatenation, so that (v1 ⊗ · · · ⊗
va)× (w1 ⊗ · · · ⊗wb) = v1 ⊗ · · · ⊗ va ⊗w1 ⊗ · · · ⊗wb. This makes T (V ) into a non–commutative associative
algebra.
Action of Sn on V
⊗n. The symmetric group Sn acts on V ⊗n by permuting the tensor factors. Thus
σ(v1⊗ · · ·⊗ vn) = vσ1⊗ · · ·⊗ vσn for σ ∈ Sn. Define ε : Sn → {±1} to be the sign homomorphism, assigning
+1 to an even permutation and −1 to an odd permutation. Let
Sω =
1
n!
∑
σ∈Sn
σω, Aω ==
1
n!
∑
σ∈Sn
ε(σ)σω
be the symmetrising and antisymmetrising operators on V ⊗n.
Symmetric and exterior algebras. Let Sn(V ) = {ω ∈ V ⊗n : σω = ω∀σ ∈ Sn} = SV ⊗n and Λk(V ) = {ω ∈
V ⊗n : σω = ε(σ)ω∀σ ∈ Sn} = AV ⊗n. S(V ) =
⊕
Sn(V ) and Λ(V ) =
⊕
Λn(V ) are called the symmetric
and exterior algebras. Their multiplication is defined on homogenous elements by ω1 · ω2 = S(ω1 ⊗ ω2)
or ω1 ∧ ω2 = A(ω1 ⊗ ω2) and extended bilinearly to the whole of S(V ) or T (V ). It is easy to check that
a · (b · c) = S(a⊗ b⊗ c) = (a · b) · c and that a ∧ (b ∧ c) = A(a⊗ b⊗ c) = (a ∧ b) ∧ c, so that S(V ) and Λ(V )
become associative algebras.
Lemma. S(V ) is a commutative ring and Λ(V ) is a graded commutative ring.
Proof. The first result follows straight from the definitions and is just part of the fact that S(V ) coincides
with the algebra of polynomial functions on V ∗ (see below). The algebra Λ(V ) is Z2–graded into even or
3
odd elements, according to degree of homogeneous elements. We set ∂a = 0 or 1 according as a is even or
odd. Graded commutativity is just the statement that a ∧ b = (−1)∂a∂bb∧ a, which is immediate from the
definitions.
Concrete realisations of S(V ) and Λ(V ). We map S(V ) into polynomial functions on V ∗. Note that
Sk(V )∗ = Sk(V ∗). We need
Polarisation Lemma. The tensors v⊗m with v ∈ V span SmV
Proof Note that ifX is a subspace and f(λ1, . . . , λm) is a polynomial function of λ1, . . . , λm with values inX ,
then ∂
|α|
∂λα f also lies in X for any multinomial α, since X is finite–dimensional, so closed. Take v1, . . . , vm ∈W
and consider f(λ) = (
∑
λivi)
⊗m. Up to a constant non–zero factor ∂
mf
∂λ1···∂λm is the symmetrisation of
v1 ⊗ · · · ⊗ vm. This shows that the symmetrisation of any elementary tensor (and hence any tensor) lies in
the subspace X of SmV ⊂ V ⊗m spanned by the tensors v⊗m.
In particular, SkV ∗ is spanned by tensors x⊗n with x ∈ V ∗. Hence the map f 7→ f(x⊗m) = f(x) defines
an injection of Sk(V ) into the polynomials of degree k on V ∗. The map is clearly surjective, so we may identify
f ∈ Sk(V ) with the polynomial f(x). It is easy to see that under this identification f · g(x) = f(x)g(x), so
that as a commutative algebra S(V ) can be identified with the algebra of polynomial functions on V ∗.
Note that if v1, . . . , vn is a basis of V , then a basis of Λ
k(V ) is given by vi1 ∧ vi2 ∧ · · · ∧ vik . Thus
dimΛk(V ) =
(
n
k
)
and dimΛ(V ) = 2n. In particular Λm(V ) = 0 for m > n and Λn(V ) is one–dimensional. We
can also identify ΛkV with alternating multilinear functionals on V ∗×· · ·×V ∗. If f and g are homogeneous
of degree a and b respectively, then exterior multiplication is given by the formula
f ∧ g(x1, . . . , xa+b) = 1
(a+ b)!
∑
σ∈Sa+b
ε(σ)f1(xσ1, . . . , xσa)g(xσ(a+1), . . . , xσ(a+b)).
(Actually the sum can be reduced to a sum over the coset space Sa+b/Sa × Sb since σ(f ⊗ g) = ε(σ)f ⊗ g
for σ ∈ Sa × Sb.)
Finally note that V → S(V ) and V → Λ(V ) are functors from the additive category of vector spaces
to the multiplicative tensor category of vector spaces. This will not be important for us, although it is the
key to quantisation in quantum field theory. As Nelson said, first quantisation is a mystery while second
quantisation is a functor. This functoriality appears in the isomorphism S(V ⊕W ) = S(V ) ⊗ S(W ) and
Λ(V ⊕W ) = Λ(V )⊗Λ(W ) between (graded) commutative algebras. We need (a⊗b)(c⊗d) = (−1)∂b∂cac⊗bd
to define the tensor product of graded algebras. The basic rule in discussing graded objects is that if we move
a symbol of degree ∂1 past a symbol of degree ∂2, then a sign (−1)∂1∂2 must be introduced. The functor S
corresponds to bosons which satisfy the canonical commutation relations while the functor Λ corresponds to
fermions which satsify the canonical anticommutation relations. The basic idea of supersuymmetry is that
the bosonic and fermionic theory can be developed in parallel at each stage, so that any concept introduced
in one theory has its natural counterpart in the other.
2. INNER PRODUCTS AND TENSORS. If U and V are real or complex inner product spaces, we
can define an inner product on U ⊗ V by taking any positive multiple of the inner product (u1 ⊗ v1, u2 ⊗
v2) = (u1, u2)(v1, v2). In particular we define the inner product on T
k(V ) = V ⊗k by (a1 ⊗ · · · ⊗ ak, b1 ⊗
· · · ⊗ ak) = k!
∏
(ai, bi). (The factor of k! is essential here to guarantee (exp(a), exp(b)) = exp (a, b) for
a, b ∈ V .) This inner product extends to T (V ) by declaring the T k(V ) to be mutually orthogonal. Note
that, since S(V ),Λ(V ) ⊂ T (V ), there are naturally induced inner products on S(V ) and T (V ). The definition
immediately give the following explicit formulas in the functional realisations above.
Lemma. (a) In Λ(V ), we have (a1 ∧ · · · ∧ am, b1 ∧ · · · ∧ bn) = δnm det(ai, bj).
(b) In S(V ), we have (xm, yn) = δmnn!(x, y)
n.
We will see that regarded as polynomial functions on V ∗ = Cn, the inner product in S(V ) agrees with the
inner product (f, g) = π−n
∫
Cn
f(z)g(z) e−|z|
2
, so that S(V ) can be identified with so–called holmorphic Fock
space (see below). Part (a) of the lemma shows that if (ei) is an orthonormal basis of V , then ei1∧ei2∧· · ·∧eik
(i1 < · · · < ik) is an orthonormal basis for Λk(V ).
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Now both on Λ(V ) and S(V ) we have the operation of multiplication by v ∈ V . We now work out their
adjoints.
Theorem (adjoint derivations). (a) The adjoint e(v)∗ of e(v) is the graded derivation dv(v1 ∧· · ·∧vk) =∑
(−1)i+1(vi, v)v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vk with dv(1) = 0.
(b) The adjoint of multiplication by v is the derivation ∂v given by ∂v(x1 · · ·xn) =
∑
(xi, v)
∏
j 6=i xj for
xj ∈ V with ∂v(1) = 0.
Proof. (a) We have
(e(w1)
∗v1 ∧ · · · ∧ vn+1, w2 ∧ · · · ∧ wn+1) = (v1 ∧ · · · ∧ vn+1, w1 ∧ · · · ∧ wn+1)
= det(vi, wj)
=
∑
(−1)i+1(vi, w1)(v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vn+1, w1 ∧ · · · ∧ wn+1).
expanding the determinant by the first column. This proves the formula for e(v)∗. This is usually called
“contraction” with v or “interior multiplication”. It is routine to check from the definition of dv that, if
ω1 and ω2 are homogeneous, then dv(ω1 ∧ ω2) = dv(ω1) ∧ ω2 + (−1)∂ω1ω1 ∧ dvω2. This means that dv is a
graded derivation, the signs being compatible with our previous convention since dv is odd. Note that dv is
uniquely determined once we declare that it is a graded derivation, dv(1) = 0 and dvw = (w, v) for w ∈ V .
(b) This can be checked directly using the inner product as in (a). When V is a complex inner product
space, it is also obvious in the functional realisation in terms of polynomials on Cn with the above inner
product, for there clearly zi has adjoint ∂/∂zi.
Theorem (real and complex wave representation). (a) Let V be an inner product space. Then if a, b ∈
V , the operators e(a), e(b) on Λ(V ) satisfy the canonical anticommutation relations e(a)e(b) + e(b)e(a) = 0,
e(a)∗e(b)∗ + e(b)∗e(a)∗ = 0 and e(a)e(b)∗ + e(b)∗e(a) = (a, b).
(b) Let V be an inner product space. Then, if v, w ∈ V , the operators z and ∂w on S(V ) satisfy the canonical
commutation relations zw − wz = 0, ∂z∂w − ∂w∂z = 0 and ∂wz − z∂w = (z, w).
Proof. (a) Clearly e(a) and e(b) anticommute, so taking adjoints so too do e(a)∗ and e(b)∗. Now
(e(a)e(b)∗ + e(b)∗e(a))ω = a ∧ e(b)∗ω + e(b)∗(a ∧ ω) = a ∧ e(b)∗ω + (a, b)ω − a ∧ (eb)∗ω = (a, b)ω.
(b) Clearly z and w commute. hence so do their adjoints ∂z and ∂w. Now
(∂wz − z∂w)p = z∂wp+ (z, w)p− z∂wp = (z, w)p.
This proves the last commutation relation.
Theorem (irreducibility of wave representation). (a) If V is an complex inner product space, the
operators e(v) and e(v)∗ act irreducibly on Λ(V ).
(b) If V is a complex inner product space, the operators v and ∂v act irreducibly on S(V ).
Proof. (a) Let U 6= (0) be an invaraiant subspace and take ω 6= 0 in U . Then ω =∑ aIvi1 ∧ · · · ∧ vik with
respect to some orthonormal basis (vi). Pick a non–zero term of maximal degree, aIvi1 ∧ · · · ∧ vik . Then
e(vik)
∗ · · · e(vi1)∗ω = aI , so that 1 ∈ U . Since all of Λ(V ) can be obtained by applying e(v)’s to 1, we see
that U = Λ(V ).
(b) We have to show that the operators zi and ∂/∂zj act irreducibly on the polynomial algebra C[z1, . . . , zn].
Let U be an invariant subspace and take p(z) 6= 0 in U . Then p(z) = ∑ aαzα. Pick a non–zero term
of maximal degree aαz
α. Then ∂αp(z) = α!, so that 1 ∈ U . Since all polynomials can be obtained by
multiplying 1 by zi’s, we see that U = C[z1, . . . , zn].
3. THE DOUBLE COMMUTANT THEOREM. Let V be a finite–dimensional inner product space
over C and let A ⊆ EndV be a *–subalgebra of EndV . This means that I ∈ A and A is a linear subspace
closed under multiplication and the adjoint operation T 7→ T ∗. For any subset S ⊆ EndV , we define the
commutant of S by
S ′ = EndS(V ) = {T ∈ EndV : Tx = xT for all x ∈ S}.
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Schur’s Lemma. (i) A acts irreducibly on V (i.e. has no invariant subspaces) iff A′ = C.
(ii) If A acts on two irreducible subspaces Vi and T ∈ HomA(V1, V2) (i.e. commutes with A), then T = 0 or
is an isomorphism.
Proof. (Spectral Theorem.) (i) Say A does not act irreducibly and U ⊂ V be a proper subspace invariant
under A (i.e. U is an A–submodule). Then, if P is the orthogonal projection onto U , we have P ∈ A′. So
A′ 6= C.
Conversely if T ∈ A′, then, since A′ is a *–algebra, both ReT = T + T ∗/2 and ImT = T − T ∗/2i lie
in A′. By the spectral theorem for self–adjoint matrices, so does any projection onto an eigenspace (i.e. a
spectral projection). So if T /∈ C, we have produced a projection P ∈ A′ with P 6= 0, I. The corresponding
subspace is invariant.
(ii) If v1 and V2 are irreducible and T is an intertwiner, then so is T
∗ (simply take adjoints of the intertwining
relation and replace a by a∗). But then TT ∗ and T ∗T are also intertwiners, i.e. T ∗T ∈ π1(A)′ and TT ∗ ∈
π2(A)
′. They must be scalars by (i), so either both zero or both the same multiple of the identity.
Double commutant theorem. If A ⊂ End(V ) is a *–algebra, then A′′ = A.
Proof. (1) If U is a subspace of V invariant under A, then so is U⊥. In particular V is a direct sum of
irreducible A–submodules.
Proof. Say ξ ∈ U⊥ and a ∈ A. Let η ∈ U . Then 〈aξ, η〉 = 〈ξ, a∗η〉 = 0 since a∗η ∈ U and ξ ⊥ U . So
aξ ⊥ U , i.e. aξ ∈ U⊥. So V = U ⊕ U⊥ with U and U⊥ A–modules. We continue this game if U or U⊥ fail
to be irreducible.
(2)If S ∈ A′′ and v ∈ V , there is a T ∈ A such that Tv = Sv.
Proof. In fact let W = Av ⊆ V . This is an A–submodule of V . The orthogonal projection onto W gives
a projection E ∈ EndV (E2 = E = E∗) which commutes with A, from (1). So E ∈ A′. But S ∈ A′′, so
SE = ES. This means that S leaves W and W ′ invariant. (Note that I − E is the orthogonal projection
onto W⊥.) But v ∈ W . So Sv ∈W = Av. So Sv = Tv for some T ∈ A.
(3) Let V ′ = V ⊕ · · · ⊕ V (m times) with A acting diagonally, a(ξ1, . . . , ξn) = (aξ1, . . . , aξm). This means
we can identify A with a *–subalgebra of EndV ′ (for the initiated, V ⊕ · · · ⊕ V = V ⊗ Cm). It’s easy to
check that π(A)′ = A′ ⊗Mm(C) =Mm(A′), if we write elements of EndV ′ as m×m matrices with entries
in EndV . We go on to check that
π(A)′′ = (π(A)′)′ = π(A′) =


x
x
·
·
x

 ,
where here (and above) π denotes the embedding EndV → EndV ′ taking operators to diagonal operators.
Take m = dim V . Set v =

e1
·
·
·
em
 where e1, . . . , em is a basis of V . By step (2), we have π(A)v = π(A)′′v.
But π(A)′′ = π(A′′) from the above. So given S ∈ A′′ we can find T ∈ A such that π(S)v = π(T )v. Hence
S
S
·
·
S


e1
·
·
·
em
 =

T
T
·
·
T


e1
·
·
·
em
 .
Thus Sei = Tei for all i and hence S = T .
Corollary 1. A *–algebra A acts irreducibly iff A = End(V ).
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Corollary 2. All *–representations of End(V ) are on direct sums of copies of V .
Proof 1. Since all representations are sums of irreducibles, it suffices to show that V is the only irreducible
representation of End(V ). But if W is another inequivalent irreducible, the commutant on V ⊕W must be
End(V ) ⊕ End(W ) by Schur’s lemma and the double commutant theorem. But the image of End(V ) must
coincide with its double commutant, a contradiction.
Proof 2. Choose matrix units in A = End(V ) and let W be an A–module. Set W1 = e11W and let (wj)
be basis of W1. Consider the map T : ⊕V ⊗W1 → W , ⊕µijei ⊗ wj 7→
∑
µijei1wj . T is surjective since
I =
∑
ej1e11e1j , so that AW0 = W . T is also injective, for
∑
µijei1wj = 0 forces µijwj = 0 for each i
(premultiply by e1i) and hence µij ≡ 0. By construction it commutes with the actions of A. It is even
unitary if (wj) is chosen orthonormal. So W is a direct sum of copies of V .
Remarks. In the exercises this theorem is used to determine the structure of finite–dimensional *–
subalgebras of End(V ), V a complex inner product space. There is also an infinite–dimensional Hilbert
space version of the double commutatant theorem due to John von Neumann which is the starting point of
the modern theory of operator algebras.
Corollary 3 (Schur–Weyl duality). if A is the *–algebra of linear combinations of g⊗m’s as g ranges
over GL(V ) and B is the *–algebra of linear combinations of the σ’s as σ ranges over Sm, we have A = B
′
and B = A′, so that A and B are each other’s commutants.
Proof. Since A and B are *–algebras, by the double commutant theorem, A = A′′ and B = B′′. So to prove
A′ = B, it is equivalent to check that B′ = A. The algebra A is a finite–dimensional subspace, so closed.
Now any non–invertible matrix is the limit of invertible matrices: for x + εI for all ε sufficiently small. So
A contains all tensors w ⊗ · · · ⊗ w even if w is not invertible. So C coincides with the fixed points of Sm in
EndV ⊗m, i.e. the commutant of Sm. (Note that conjugation by σ gives the permutation action of Sm on
W⊗m.) Thus B′ = A as required.
4. FERMIONS AND CLIFFORD ALGEBRAS.
Real Clifford algebras. Let V be a real 2n–dimensional inner product space. Operators c(v) on a real or
complex inner product space W are said to satisfy the real Clifford algebra relations iff v 7→ c(v) is R–linear,
c(v)∗ = c(v) and c(a)c(b) + c(b)c(a) = 2(a, b)I.
Lemma 1. If the operators c(v) satisfy the real Clifford algebra relations, then the real *–algebra A they
generate is spanned by products c(vi1 )c(vi2 ) · · · c(vik) with i1 < i2 < · · · < ik and (vi) a basis of V . Moreover
dim(A) ≤ 2dim(V ).
Proof. Clearly the algebra generated by the c(vi)’s is a *–algebnra since each c(v) is self–adjoint. Thus it
suffices to prove that A0 = linC(c(vi1 )c(vi2) · · · c(vik )) is closed under multiplication by c(vi). This, however,
is obvious from the Clifford relations. Hence A = A0. Clearly dim(A0) ≤ 2dim(V ).
Lemma 2. Let c(v) = e(v) + e(v)∗ acting on W = ΛRV .
(a) The c(v)’s satisfy the real Clifford algebra relations.
(b) The vector Ω = 1 ∈ Λ0(V ) is cyclic for a the real*–algebra A generated by the c(v)’s, i.e. Aω = Λ(V ).
(c) The operators c(vi1 )c(vi2) · · · c(vik ) with i1 < i2 < · · · < ik are linearly independent and the vector Ω = 1
is separating for A, i.e. aΩ = 0 implies a = 0.
(d) c(vi1 ) · · · c(vik )ω = vi1 ∧ vi2 ∧ · · · ∧ vik ∧ ω+ lower order terms modulo two.
Proof. (a) By the canonical anticommutation relations,
c(a)c(b) + c(b)c(a) = (e(a) + e(a)∗)(e(b) + e(b)∗) + (e(b) + e(b)∗)(e(a) + e(a)∗) = 2(a, b)I.
(b) Let Wk = lin{c(x1)c(x2) · · · c(xj)Ω : j ≤ k} for k ≥ 0. We prove by induction that Wk = ⊕kj=0Λj(V ).
For k = 0, this is trivial. For k > 0, c(x1)x2 ∧ · · · ∧ xk = x1 ∧ · · · ∧ xk plus a term in Λk−2(V ). Thus, by
induction, x1 ∧ · · · ∧ xk lies in c(x1)Wk−1 +Wk−2 ⊂Wk, as required.
(c) Since 2dim(V ) ≤ dimΛ(V ) = dimAΩ =≤ dim(A) ≤ 2dim(V ), this is obvious from (b) and Lemma 1.
(d) This follows easily by induction on k.
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We define the real Clifford algebra Cliff(V ) to be the real *–algebra generated by the c(v)’s on Λ(V ). We
show that Cliff(V ) has a similar universal property to the group algebra C[G]. This is defined as the algebra
of operators on ℓ2(G) generated by left translations. Any finite–dimensional unitary representation of G gives
rise to a *–representation of C[G] and conversely, so that C[G] is the universal algebra for representations
of G. We claim that any given Clifford algebra relations C(v) on W , there is a unique *–representation of
Cliff(V ) sending c(v) to C(v). Uniqueness is clear, since the c(v)’s generate Cliff(V ); to prove existence,
we take a basis (vi) of V and send the basis element c(vi1) · · · c(vik) of Cliff(V ) to C(vi1 ) · · ·C(vik ). This
is clearly a homomorphism of *–algebras. If W = Λ(V ), a real inner product space, we have a natural
complexification WC = W ⊗R C. This is just obtained by taking an orthonormal basis for V and hence
ΛW and extending the scalars and inner product in the obvious way. The algebra A = Cliff(V ) and its
complexification CliffC(V ) = AC = A ⊕ iA acts on WC. AC is a complex *–algebra and Ω is again cyclic
and separating for AC. This means AC cannot act irreducibly; for if it did, AC = End(WC) and Ω is not
separating for End(WC). Note tthat A → AΩ gives an isomorphism between Cliff(V ) and Λ(V ) as linear
spaces. This allows us to speak about the degree of an element of Cliff(V ). Note the following immediate
consequence of Lemma 2 (d).
Corollary. If ω1 ∈ Λa(V ) and ω2 ∈ Λb(V ), then ω · ω2 = ω1 ∧ ω2+ lower degree terms modulo two.
We now show how introducing a complex structure on V allows us to produce an irreducible representa-
tion of the real Clifford algebra relations. By definition a complex structure on V is a map J ∈ End(V ) such
that J2 = −I and J is orthogonal. Since dim(V ) = 2n is even, such maps always exist. We can then define a
complex inner product space VJ from V by taking J to be multiplication by i and taking the complex inner
product on V as (v, w)C = (v, w)R − i(Jv, w)R, where (v, w)R denotes the original real inner product on V .
Lemma. VJ is a complex inner product space with (v, v)R = (v, v)C.
Proof. Clearly (v, w) is R–bilinear. Moreover (v, w)C = (v, w)R+ i(Jv, w)R = (w, v)R− i(Jw, v)R = (w, v)C.
Since (Jv, w) = i(v, w), it follows that (v, w)C is C–linear in v and conjugate linear in w. Now (Jv, v)R =
−(v, Jv)R = (Jv, v)R, so that (Jv, v)R = 0. Hence (v, v)C = (v, v)R and VJ is a complex inner product space.
Theorem. The formula C(v) = e(v) + e(v)∗ gives a faithful(=injective) irreducible representation of
CliffC(V ) on S = Λ(VJ ), called the “spin module”. In particular CliffC(V ) ∼= End(S).
Proof. Clearly v 7→ C(v) is R–linear, C(v)∗ = C(v) and C(v)C(w) + C(w)C(v) =
(e(v) + e(v)∗)(e(w) + e(w)∗) + (e(w) + e(w)∗)(e(v) + e(v)∗) = 2Re(v, w)CI = 2(v, w)RI.
Hence C(v) satifies the real Clifford algebra relations and therefore we get *–homomorphism of Cliff(V )
into End(Λ(VJ )). Now the relation C(v) = e(v) + e(v)
∗ implies C(Jv) = e(v) + e(Jv)∗ = e(v) − ie(v)∗.
Hence e(v) = 12 (C(v) − iC(Jv)) and e(v)∗ = 12 (C(v) + iC(Jv)). But the e(v)’s and e(v)∗’s act irreducibly
on Λ(VJ ) (it is the complex wave representation), so the C(v)’s must also act irreducibly. Therefore the
C(v)’s generate End(S). Thus the image of CliffC(VJ ) has C–dimension dim(S)
2 = 22dimC(VJ ) = 2dimR(V ).
But this is the C–dimension of CliffC(V ), so the representation of CliffC(V ) is faithful and surjective. Hence
CliffC(V ) ∼= End(S). Moreover the representation must a fortiori be faithful on the real subalgebra Cliff(V ).
5. QUANTISATION AND THE SPIN GROUP.
Bogoliubov automorphisms of Cliff(V ). Consider the compact group SO(V ).
Lemma. SO(V ) is connected.
Proof. Any matrix in SO(V ) is conjugate to a block diagonal matrix with 2 × 2 diagonal blocks Di =(
cosxi sinxi
− sinxi cosxi
)
, so can be connected by a continuous path to I by the path of matrices with blocks
Di =
(
cos txi sin txi
− sin txi cos txi
)
.
If g ∈ SO(V ), v 7→ c(gv) also satisfies the real Clifford algebra relations, so induces an automorphism
of Cliff(V ). In fact SO(V ) acts orthogonally on Λ(V ) via g(x1 ∧ · · · ∧ xk) = gx1 ∧ · · · ∧ gxk, so that
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ge(v)g−1 = e(gv) and hence gc(v)g−1 = c(gv) since c(v) = e(v) + e(v)∗. Thus SO(V ) normalises Cliff(V )
on Λ(V ). We write αg for the automorphism of Cliff(V ) and CliffC(V ) induced by Ad g, a 7→ gag−1. In
particular g0 = −I acts and gives a period two automorphism γ = α−I of Cliff(V ) satisfying αc(v) = −c(v).
This automorphism gives rise to a Z2–grading on A = Cliff(V ), because we can take the ±1 eigenspaces
A± of γ. Clearly A+A+ ⊂ A+, A+A− ⊂ A−, A−A+ ⊂ A− and A−A− ⊂ A+. Under the identification
A ≡ Λ(V ), A+ = Λeven(V ) and A− = Λodd(V ).
Now if v 7→ C(v) is the irreducible representation of the Clifford algebra relations on the spin module
S, v 7→ C(gv) will given another irreducible representation on S. By uniqueness we can find Ug ∈ U(S)
such that C(gv) = UgC(v)U
∗
g for all v. Note that g ∈ SO(V ) commutes with the complex structure J iff
g ∈ SU(VJ ). In this case g is canonically implemented on S = Λ(VJ ) by g(v1 ∧ · · · ∧ vk) = gv1 ∧ · · · ∧ gvk. In
particular g0 = −I commutes with all J ’s, so is canonically implemented on each S: g0 acts as ±1 on S±.
The choice of Ug is not unique. If U
′
g is another possible choice, then U
∗
gU
′
g must commute with all
C(v)’s and hence must be a scalar matrix by Schur’s lemma. Thus Ug is uniquely determined up to a phase
in T, so that Ug really gives a homomorphism of SO(V ) into U(S)/T = PU(S), the projective unitary group.
This is what is meant by quantisation. The prequantised action on V can be implemented on Fock space
S by a unitary; the phase represents the anomoly that usually arises when we quantise. As we shall see,
we really get a 2–valued representation of SO(V ) or equivalently a representation of a double cover, called
Spin(V ), which we now construct. Observe first that UgC(v)U
∗
g = C(gv), so that Ug normalises the real
subalgebra A = Cliff(V ) of End(S).
Theorem (Noether–Skolem). g ∈ End(S) normalises A iff g ∈ A∗ · C∗, where A∗ denotes the invertible
elements in A.
Proof. We know that End(S) = A ⊕ iA, a direct sum of real vector spaces. Let g = a + ib with a, b ∈ A
and set α(a) = gag−1. Then (a + ib)x = α(x)(a + ib). Hence ax = α(x)a and bx = α(x)b. Consider the
polynomial p(t) = det(a + tb). Since p(i) 6= 0, we can find t ∈ R such that p(t) 6= 0. Let h = a + tb ∈ A
and let h−1 = u + iv. Then h(u + iv) = I, so that hv = 0 and hence v = 0. Thus h−1 ∈ A. Since
hx = (a + tb)x = α(x)(a + tb) = α(x)h, it follows that z = h−1g commutes with A, so lies in C∗. Hence
g = hz as claimed.
Corollary. For each g ∈ SO(V ), there is a unitary element ug ∈ A∗ uniquely determined up to a sign such
that ugc(v)u
∗
g = c(gv).
Proof. Suppose ug = λUg. Then ugu
∗
g = |λ|2 = u∗gug. Scaling ug, we may therefore arrange that ug is
unitary. Since A∗ ∩ C∗ = R∗, ug is uniquely determined up to sign.
The spin group. Let Spin(V ) = {±ug : g ∈ SO(V )} ⊂ Cliff(V ), the spin group.
Lemma. Spin(V ) consists of unitaries u ∈ Cliff(V ) normalising c(V ) such that the orthogonal transforma-
tion g defined by c(gv) = uc(v)u∗ lies in SO(V ). In particular Spin(V ) is a closed subgroup of the unitary
group of A, so compact.
Proof. Clearly any element of Spin(V ) satisfies these conditions. The converse is obvious from the corollary
by uniqueness.
The map Spin(V )→ SO(V ) is a surjective contiuous homorphism, by construction. Its kernel is ±I, so
that Spin(V ) is a double cover of SO(V ).
Theorem. (a) Spin(V ) is connected.
(b) Spin(V ) ⊂ Cliff+(V ).
Proof. (a) Let f : Spin(V ) → Z be a continuous function; we must show it is constant. If we show that
f(−g) = f(g) for all g, then f will drop to a continuous map of SO(V ) into Z and hence be constant,
by the connectivity of SO(V ). But x(t) = cosπt + c(e1)c(e2) sinπt (t ∈ [0, 1]) is a continuous path in
Spin(V ) from I to −I. (To see this either use the representation C(e1) =
(
1 0
0 −1
)
, C(e2) =
(
0 1
1 0
)
to
write x(t) =
(
cosπt sinπt
− sinπt cosπt
)
; or note that x(t) = expπc(e1)c(e2)t with c(e1)c(e2) skew–adjoint.) Hence
t 7→ f(gx(t)) is continuous so constant. Hence f(g) = f(−g).
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(b) Let u0 be the element of Cliff(V ) implementing the grading automorphism γ. Thus u0c(v)u
∗
0 = −c(v).
But αg(u0) also implements γ, so that αg(u0) = λ(g)u0 with λ(g) = ±1. Thus λ(g) is a continuous
homorphism SO(V ) → {±1}. Since SO(V ) is connected, λ(g) ≡ 1. Since αg(u0) = ugu0u∗g, this implies
that ug commutes with u0. But then γ(ug) = u0ugu
∗
0 = ug, so that ug ∈ Cliff+(V ).
Remark. There is also an infinitessimal version of the action of Spin(V ) in terms of bilinear combinations
of fermions (see the exercises).
6. MATRIX GROUPS AND THEIR LIE ALGEBRAS.We start by proving von Neumann’s theorem
on closed subgroups of GL(V ). We define gl(V ) = EndV with the usual operator norm.
Lemma (Lie’s formulas). If a, b ∈ End(V ) then (exp(a/n) exp(b/n))n → exp(a + b) and
(exp(a/n) exp(b/n) exp(−a/n) exp(−b/n))n2 → exp[a, b].
Proof. Recall that exp(a) =
∑
an/n! for all a and log(1 + x) =
∑
(−1)n+1xn/n for ‖x‖ < 1. For ‖a‖
sufficiently small, we have log expa = a and for x sufficiently small exp log(1 + x) = 1 + x. Then
log([exp(a/n) exp(b/n)]n) = n log(1 + (a+ b)/n+O(1/n2)) = a+ b+O(1/n)→ a+ b,
and
log([exp(a/n) exp(b/n) exp(−a/n) exp(−b/n)]n2) = n2 log(1+ [a, b]/n2+O(1/n3)) = [a, b] +O(1/n)→ [a, b].
Theorem (von Neumann). Let G be a closed subgroup of GL(V ) and let
Lie(G) = {X ∈ EndV | exp(tX) ∈ G for all t}.
Then Lie(G) is a linear subspace of EndV closed under the Lie bracket [a, b] = ab− ba and exp(Lie(G)) is a
neighbourhood of 1 in G. In fact if U is a sufficiently small open neighbourhood of 0 then exp(U) is an open
neighbourhood of 1 in G and exp gives a homeomorphism between U and exp(U).
Proof. Lie’s formulas applied to tX and tY immediately show that Lie(G) is a subspace closed under the
bracket [X,Y ] = XY − Y X .
It remains to show that exp(Lie(G)) is a neighbourhood of 1 in G. Let Lie(G)⊥ be a vector subspace
complementing Lie(G) gl(V ), so that gl(V ) = Lie(G)⊕Lie(G)⊥. By the inverse function theorem, X ⊕Y 7→
exp(X) exp(Y ) gives a homeomorphism between a neighbourhood of 0 in End(V ) and 1 in GL(V ) (its
derivative is I). If exp(Lie(G)) is not a neighbourhood of 1 in G, then we can find gn ∈ G with gn → 1
but gn /∈ exp(Lie(G)). Write gn = exp(Xn) exp(Yn) with Xn ∈ Lie(G), Yn ∈ Lie(G)⊥. By assumption
Yn 6= 0 for all n. But since exp(Xn) and gn are in G, it follows that exp(Yn) ∈ G for all n. Since gn → 1,
we must have Yn → 0. By compactness, we may assume by passing to a subsequence if necessary that
Yn/‖Yn‖ → Y ∈ Lie(G)⊥ with ‖Y ‖ = 1. Since ‖Yn‖ → 0, we can choose integers mn such that mn‖Yn‖ → t.
Then exp(mnYn) = exp(Yn)
mn ∈ G has limit exp(tY ). Since G is closed, exp(tY ) ∈ G for t > 0 and hence
for all t on taking inverses. So by definition Y lies in Lie(G), a contradiction.
This result says that matrix groups are Lie groups. If G is a matrix group, we denote its Lie algebra
by Lie(G). We shall be interested in matrix groups that are closed subgroups of O(n). Since O(n) ⊂ U(n),
they are also closed subgroups of U(n).
Corollary. Let G and H be matrix groups and π : G → H a continuous homomorphism. Then there is a
unique Lie algebra homomorphism π : Lie(G)→ Lie(H) such that π(exp(X)) = expπ(X) for X ∈ Lie(G).
Proof. Uniqueness follows because we may replace X by tX and take the coefficient of t. Conversely note
that π exp(tX) is a one parameter subgroup in H . Now H is a closed subgroup of U(n); since commuting
unitaries can be simultaneously diagonalised, it follows that π exp(tX) = exp tA for some matrix skew–
adjoint matrix A. But then by definition A lies in Lie(H). We define π(X) = A. From Lie’s formulas, the
map X 7→ π(X) is a Lie algebra homomorphism.
There is also an infinitesimal version of the action of Spin(V ) in terms of bilinear combinations of
fermions.
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Proposition. (a) Lie(SO(V )) = {A ∈ End(V ) : At = −A}.
(b) Lie(Spin(V )) = {x ∈ Cliff+(V )|x∗ = −x, [x, c(V )] ⊂ c(V )} = linR{c(a)c(b) − c(b)c(a) : a, b ∈ V }. A
basis is given by c(ei)c(ej) with i < j.
(c) If π : Spin(V ) → SO(V ) is the double cover, π−1(A) = 14
∑
i6=j aijc(ei)c(ej). In other worsds, if
A ∈ so(V ), then π−1(A) = 14
∑
ij c(A · ei)c(ej).
(d) If X ∈ Lie(Spin(V )), then [X, c(v)] = c(π(X)v).
Proof. (a) is obvious. To prove (b) and (c), note that if eyt lies in Spin(V ), then y is even, y∗ = −y and
eytc(v)e−yt = c(eAtv) for some A ∈ Lie(SO(V )). Taking the coefficient of t, we get [y, c(v)] = c(Av). Let
(Aej , ei) = aij , so that aij is antisymmetric and real, and let x =
1
2
∑
i,j aijc(ei)c(ej). Then
[x, c(v)] =
1
4
∑
i,j
aij [c(ei)c(ej), c(v)] =
1
4
∑
i,j
aij [−{c(ei), c(v)}c(ej) + c(ei){c(ej), c(v)}]
=
1
4
∑
i,j
aij [(v, ei)c(ej)− (v, ej)c(ei)] = c(Av),
using the graded commutator {c(u), c(v)} = c(u)c(v) + c(v)c(u) = 2(u, v)I and the rules for computing
graded commutators. Thus [y − x, c(v)] = 0 for all v ∈ V and therefore y − x must be a real scalar. Since
(y−x)∗ = −(y−x), we deduce that y = x as required. The map between Lie algebras is 12
∑
aijc(ei)c(ej)→
(aij) by uniqueness. Finally, if A ∈ Lie(Spin(V )), then eAtc(v)e−At = c(π(eAt)v) = c(eπ(A)tv). Taking
coefficients of t, we get [A, c(v)] = c(π(A)v), so (d) follows.
7. THE ODD–DIMENSIONAL CASE. The structure of Clifford algebras and spin groups for odd–
dimensional inner product spaces can easily be deduced from the even–dimensional case. Let V be a real
inner product space with odd dimension. We may write V = V0 ⊕ Re0, where V0 is even–dimensional and
e0 is a unit vector. Let e1, . . . , em be an basis of V0, with m = 2n. Suppose that the operators c(v) satisfy
the real Clifford algebra relations c(v)c(w) + c(w)c(v) = 2(v, w), c(v)∗ = c(v).
Lemma. The element z = c(e0)c(e1)c(e2) · · · c(em) commutes with all c(v)’s and satisfies z2 = (−1)n.
Proof. It is immediate that c(ei)z = zc(ei) for all i, since there are an odd number of ej’s. Hence c(v)z =
zc(v) for all v. A simple induction argument shows that c(e0) · · · c(ek) = (−1)k(k−1)/2c(ek)c(ek−1) · · · c(e0).
Thus c(e0)c(e1) · · · c(em) = (−1)nc(em) · · · c(e0), so that z2 = (−1)n.
Suppose that the c(v)’s act irreducibly on W , a complex inner prouct space. By Schur’s lemma, z must
be a scalar, so ±(i)n. Thus
c(e0) = ∓inc(e1) · · · c(em). (1)
It follows that c(e1), · · · , c(em) already act irreducibly on W . Thus dim(W ) = 2n is the standard irreducible
representation of CliffC(V0). Conversely let W be an irreducible representation of Cliff(V0) and define
c(e0) by (1). It is easy to check that the c(ei)’s satisfy the Clifford relations and hence we get irreducible
representations W± of Cliff(V ). The representations are inequivalent because c(e0) · · · c(em) = z with z =
±in. The maximum dimension of CliffC(V ) is 2m+1 and by the double commutant theorem we have a
surjection onto End(W+)⊕End(W−). Since this space also has dimension 2m+1, this map is an isomorphism:
CliffC(V ) ∼= End(W+)⊕ End(W−).
Lemma. The inclusion Cliff+
C
(V ) ⊂ CliffC(V ) induces isomorphisms Cliff+C (V ) ∼= End(W±). The spaces
W± give equivalent irreducible representations of Cliff+C (V ).
Proof. Taking any reordering of the ei’s, the previous lemma shows that
c(ei) = ±(i)nc(e0) · · · ĉ(ei) · · · c(em) ∈ π(Cliff+C (V )).
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It follows that Cliff+
C
(V ) acts irreducibly on W±. Thus we have a surjection of Cliff+C (V ) onto End(W±).
Since both space have dimension 2m, this is an isomorphism, so the first assertion follows. The second follows
because a matrix algebra has a unique irreducible representation.
The theory of the spin group for odd–dimensional spaces now proceeds exactly as in the even–dimensional
case, but based on Cliff+(V ) rather than Cliff(V ). The group SO(V ) acts by automorphisms on Cliff+(V ).
On the other hand Cliff+(V ) has a unique irreducible representation W . Therefore for each g ∈ SO(V )
there is a unitary Ug ∈ U(W ), unique up to a scalar multiple, such that c(gv)c(gw) = Ugc(v)c(w)U∗g for
all v, w ∈ V . Since every c(ei) can be expressed as a product of n elements c(v)c(w), this is equivelent to
the condition that Ugc(v)U
∗
g = c(gv). Let A = π(Cliff
+(V )) ⊂ End(W ). Then A + iA = End(W ) and
A ∩ iA = (0). The Noether–Skolem argument then implies that we can find ug ∈ A∗ with ugu∗g = I such
that ugc(v)u
∗
g = c(gv). Moreover ug is unique up to a sign. Let Spin(V ) = {±ug : g ∈ SO(V )}. The proofs
of the following results are as before.
Lemma. Spin(V ) consists of unitaries u ∈ Cliff(V ) normalising c(V ) such that the orthogonal transforma-
tion g defined by c(gv) = uc(v)u∗ lies in SO(V ). In particular Spin(V ) is a closed subgroup of the unitary
group of A, so compact.
The map Spin(V )→ SO(V ) is a surjective contiuous homorphism, by construction. Its kernel is ±I, so
that Spin(V ) is a double cover of SO(V ).
Theorem. (a) Spin(V ) is connected.
(b) Spin(V ) ⊂ Cliff+(V ).
There is also an infinitesimal version of the action of Spin(V ) in terms of bilinear combinations of fermions.
Proposition. (a) Lie(SO(V )) = {A ∈ End(V ) : At = −A}.
(b) Lie(Spin(V )) = {x ∈ Cliff+(V )|x∗ = −x, [x, c(V )] ⊂ c(V )} = linR{c(a)c(b) − c(b)c(a) : a, b ∈ V }. A
basis is given by c(ei)c(ej) with i < j.
(c) If π : Spin(V )→ SO(V ) is the double cover, π−1(A) = 14
∑
c(A · ei)c(ei).
(d) If A ∈ Lie(Spin(V )), then [π−1(A), c(v)] = c(π(A)v).
8. THE SPIN REPRESENTATIONS OF Spin(V ). We treat the even and odd dimensional cases
separately.
Proposition (irreducibility of spin representations). If dimV is even, the spin representations S± of
Spin(V ) are irreducible. If dim(V ) is odd, the spin representations S of Spin(V ) is irreducible.
Proof. (1) If dim(V ) is odd, we have seen that the c(v)c(w)’s act irreducibly on S. Since the algebra these
generate is the double commutant of Spin(V ), Spin(V ) acts irreducibly.
(2) Since A = Cliff+(V ) is generated by the c(v)c(w)’s as a unital algebra, it is generated by spin(V ) as a
unital algebra. We claim that Cliff+(V ) acts irreducibly on S± and that these are inequivalent representa-
tions. In fact Cliff(V ) acts irreducibly on W+⊕W−. There are two ways to see this. (a) We may introduce
γ = c(v1) · · · c(v2m) ∈ A, where (vi) is an orthonormal basis of V . Then γc(v) = −c(v)γ for v ∈ V . Thus γ
commutes with A but is not a scalar. On the other hand γ2 is central in Cliff(V ) and unitary, so γ2 = ±I.
Thus γ must take distinct values on W+ and W−, proving their inequivalence. (b) Take a unit vector v ∈ V
and set g = c(v). Then g2 = I and gAg−1 = A. If the two representationsW± are equivaelent on A, then A
would be isomorphic to End(W±) and hence have 1/4 times the dimension of Cliff(V ). But Cliff+(V ) = A
and Cliff−(V ) = Ag, so that dimCliff(V ) = 2 · dimA, a contradiction. Finally Cliff(V ) is generated by
c(v)c(w)’s and therefore by the image spin(V ). It follows that the representations W± are irreducible and
inequivalent on spin(V ) and hence Spin(V ).
Every matrix g ∈ SO(N) is conjugate to a matrix with 2×2 blocks
(
cos θj sin θj
− sin θj cos θj
)
down the diagonal
where j = 1, . . . , [N/2]. Note that there is an additional 1 on the diagonal if N is odd. Thus the complex
eigenvalues of g are e±iθj . In any irreducible projective representation π(g) of SO(N), the eigenvalues of a
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generic block diagonal element π(g) are called the weights of the representation (see Chapter II for a more
precise definition).
Lemma (weights of spin representation). (1) If dim(V ) is even, the weights of the spin representation
W± are exp i 12
∑±θk where the number of plus signs is even for W+ and odd for W−.
(2) If dim(V ) is odd, the weights of the spin representation W are exp 12
∑±iθk.
Proof. Let v1, . . . , vm be an orthonormal basis for VJ and set vI = vi1 ∧ · · · ∧ vik for i1 < · · · < ik.
Then c(vk) = e(vk) + e(vk)
∗ and c(ivk) = i(e(vk) − e(vk)∗). The generators of Lie algebra of the maximal
torus are given by Tj =
1
4 (c(vj)c(ivj) − c(ivj)c(vj)) = 12c(vj)c(ivj). Thus TjvI = i/2 vI if j ∈ I and
TjvI = −i/2 vI if j /∈ I. The corresponding self–adjoint operators Sj satisfy Tj = iSj so that SjvI = ± 12vI .
Since W+ = Λeven(V ) is spanned by vI ’s with I even and W
− = Λodd(V ) is spanned by vI ’s with I odd,
the result follows.
(2) Note that the maximal torus of SO(V0) coincides with the maximal torus of SO(V ). On the other hand
the spin representation of SO(V ) equals W+ ⊕W−, where W± are the spin representations of SO(V0). So
the result follows immediately from (1).
Lemma (grading operator). If (ei) is any orthonormal basis of V , then c(e1) · · · c(en) equals ±u0, the
operator implementing the grading. Moreover u20 = (−1)
1
2
dim(V )I. The grading operator on S is given by
λu0 where λ = (i)
1
2
dim(V ).
Proof.If dim(V ) = 2m, then the elements ai = c(e2i−1)c(e2i) commute and satisfy a2i = −1. Hence
g = c(e1) · · · c(en) satisfies g2 = (−1)mI. Moreover gc(ei) = −c(ei)g. Hence g = ±u0 and u20 = g2 = (−1)mI.
Now a multiple λu0 of u0 acts as ±1 on S±. Since u20 = (−1)m, we get λ2 = (−1)m.
Corollary. Spin(V ) = {u ∈ Cliff+(V ) : uu∗ = u∗u = I, uc(V )u∗ = c(V )}.
Proof. Suppose that u ∈ Cliff+(V ) is unitary and that the orthogonal transformation g with uc(v)u∗ = c(gv)
has determinant −1. Define h ∈ O(V ) by he1 = −e1 and hei = ei for i > 1. Then x = g−1h ∈ SO(V ), so
corresponds to v ∈ Spin(V ). Hence h = gx corresponds to w = uv ∈ Cliff+(V ). But wc(e1) · · · c(en)w∗ =
c(he1) · · · c(hen) = −c(e1) · · · c(en), so that γ(w) = −w, a contradiction.
Caveat. If dim(V ) is even and J is a complex structure on V , then U(VJ ) ⊂ SO(V ) is the subgroup
of SO(V ) commuting with J . Thus U(V ) acts canonically on W± = Λ±VJ fixing Λ0VJ = CΩ. Denote
this representation by π. Note however that the representation of U(V ) obtained by restricting the spin
representations W± of SO(V ) is given by det(g)−1/2π(g).
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CHAPTER II. COMPACT MATRIX GROUPS AND SIMPLE LIE ALGEBRAS
PART 1. ELEMENTARY STRUCTURE THEORY.
1. COMPACT LIE ALGEBRAS. Let G be closed subgroup of O(V ) or U(V ), where V is a real or
complex inner product space. Since G is closed and O(V ) and U(V ) compact, G must also be compact. We
call G a compact matrix group. Recall that we have defined the Lie algebra of G as
Lie(G) = g = {X ∈ EndV | exp(tX) ∈ G for all t}.
By von Neumann’s theorem, g is a linear subspace closed under the Lie bracket and the exponential is locally
a homeomorphism between neighbourhoods of 0 ∈ g and 1 ∈ G. Thus g is indeed a Lie algebra! It is routine
to check that the bracket defines the Jacobi identity
[[X,Y ], Z] + [[Y, Z], X ] + [[Z,X ], Y ] = 0
for X,Y, Z ∈ g. An abstract course in Lie algebras might take the antisymmetry of the bracket ([X,Y ] =
−[Y,X ] ) and the Jacobi identity as the defining axioms of a Lie algebra. Since every finite–dimensional Lie
algebra can be realised as a Lie subalgebra of matrices, we prefer a more concrete approach. We also proved
that every continuous homorphism between matrix groups π : G → H gave rise to a unique Lie algebra
homomorphism π : Lie(G)→ Lie(H) such that π(exp(X)) = expπ(X) for X ∈ Lie(G). The converse of this
statement is also true when suitably interpreted. We shall return to this point later.
Note that if G is a closed subgroup of U(V ) for some V and hence g carries a real inner product, namely
ReTr(XY ∗) = (X,Y ). This inner product is invariant under G and therefore under g, i.e. ([X,Y ], Z) +
(Y, [X,Z]) = 0. We define an involution on g by X∗ = −X . This extends to a conjugate linear involution
on gC = g+ ig, (X + iY )
∗ = X∗ − iY ∗ = −X + iY . The inner prouct extends to a complex inner product
on gC such that ad(X
∗) = ad(X)∗.
Now suppose that g is a Lie algebra with an invariant inner product (X,Y ). We call g a compact Lie
algebra. Clearly if b is an ideal in g then so is b⊥, and g = b⊕ b⊥.
Lemma. Every compact Lie algebra is the direct sum of an Abelian algebra (its centre) and simple Lie
algebras (of compact type).
Proof. g acts as a *–representation on g via ad. We can therefore decompose g into a direct sum of
irreducibles. Grouping together the copies of the trivial representation into g0, we have
g = g0 ⊕ g1 ⊕ · · · ⊕ gn,
with g0 = z, the centre of g. Clearly [g, gi] ⊂ gi and [gj , gi] = (0) for i 6= j. By definition of g0, we must
therefore have [gi, gi] 6= (0). Any adgi–submodule of gi is clearly adg–invariant, so that gi is simple and
non–Abelian. Indeed [gi, gi] = gi, since it is a non–zero ideal; this implies [g, g] =
⊕
i>0 gi = z
⊥. We call g
semisimple if its centre is trivial. Clearly if g is semisimple (and compact), then [g, g] = g. (Weyl proved
that any complex semisimple Lie algebra is the complexification of a compact Lie algebra; see below.)
Lemma. If g is semisimple and compact iff the Killing form B(X,Y ) = Tr(ad(X)rmad(Y )) is negative
definite.
Proof. If B is negative definite, (X,Y ) = −B(X,Y ) gives an invariant inner product on g. If X ∈ z, then
(X,Y ) = 0 for all Y , so X = 0 and hence g is semisimple. Conversely if B is semisimple and compact, let
(ei) be an orthonormal basis of g for the invariant inner product (X,Y ).
B(X,X) = Tr(rmadX)2 =
∑
((adX)2ei, ei) = −
∑
‖rmad(X)ei‖2.
Thus B(X,X) ≤ 0 with equality iff ad(X)ei = 0 for all i iff ad(X) = 0 iff X = 0.
Lemma. If g is compact and semisimple, every derivation of g is inner.
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Proof. Let ∂ ∈ so(g) be the Lie algebra of derivations preserving the inner product. Clearly g ≡ ad(g) ⊆ ∂.
Write ∂ = ad(g)⊕ ad(g)⊥, orthogonal ideals. If D ∈ ad(g)⊥, then [D, ad(g)] = 0. Thus ad(Dg) = 0, so that
Dg = 0 and hence D = 0. Thus ∂ = ad(g).
2. EXAMPLES OF SIMPLE COMPACT LIE ALEGBRAS.
Classical compact groups. The classical compact simple Lie groups are SU(N), SO(2N + 1), U(Hn),
SO(2N). It is easy to compute their Lie algebras and verify that they are simple.
Compact Lie algebras constructed from lattices. We shall now give a method of constructing a
compact Lie algebra from a lattice, essentially due to Tits. Let Λ be a lattics in the real inner product space
V such that Λ is integral, i.e. (α, β) ∈ Z for α, β ∈ Λ, and Λ is even, i.e. (α, α) ∈ 2Z for α ∈ Λ. The lattice
has a natural bicharacter B(α, β) = (−1)(α,β) with values in Z2 = {±1}, i.e. a bilinear form Λ × Λ → Z2.
An ε–factor is a bilinear map ε : Λ× Λ→ Z2 such that B(α, β) = ε(α, β)ε(β, α) and ε(α, α) = (−1)‖α‖2/2.
Lemma. Every ε–factor has the form ε(α, β) = (−1)b(α,β) where b : Λ× Λ→ Z is a bilinear map such that
b(α, α) ≡ ‖α‖2/2 modulo 2.
Proof. Let α1, . . . , αm be a Z–basis of Λ. Define b : Λ× Λ→ Z bilinear by b(αi, αi) = ‖αi‖2/2, b(αi, αj) =
(αi, αj) if i < j and b(αi, αj) = 0 if i > j. Clearly ε(α, β) = (−1)b(α,β) is an ε–factor. Conversely given
an ε–factor, choose b(αi, αj) ∈ Z such that ε(αi, αj) = (−1)b(αi,αj). Extending b bilinearly to Λ × Λ, we
evidently have ε = (−1)b.
Using the inner product each α ∈ Λ defines a real linear form α(H) = (H, alpha) on V which extends
by complex linearity to h = V ⊕ iV . Let Φ = {α ∈ Λ : ‖α‖2 = 2} and let
g = h⊕α∈Φ CEα.
Define non–trivial brackets by [H,Eα] = α(H)Eα, [Eα, E−α] = −α and [Eα, Eβ ] = ε(α, β)Eα+β if α + β is
a root.
Proposition. The above brackets make g into a complex Lie algebra.
Proof. It is easy to verify that the bracket satisfies [X,Y ] = −[Y,X ] by taking X and Y to be basis
elements. We therefore have only to check that the Jacobi identity
[[X,Y ], Z] + [[Y, Z], X ] + [[Z,X ], Y ] = 0
is satisfied when X and Y are basis elements. This identity is obvious if at least two of X , Y , Z lie in h. If Z
lies in h and X = Eα, Y = Eβ then the left hand side is [X,Y ]{(α+ β)(Z)− α(Z)− β(Z)} = 0. So we may
suppose that X , Y , Z all are Eα’s. Let gα = CEα. Note that by definition [h, gα] ⊆ gα and [gα, gβ] ⊆ gα+β .
Note also that if α, β, α + β ∈ Φ, then (α, β) = −1 and so ε(α, β) = −ε(β, α).
Suppose then that X = Eα, Y = Eβ and Z = Eγ . If α+ β + γ /∈ Φ∪ {0}, then each term in the Jacobi
identity must be zero. So either α+ β + γ = 0 or α+ β + γ ∈ Φ. If α+ β + γ = 0, then
ε(α, β) = ε(β, γ) = ε(γ, α).
By symmetry only one of these equalities needs to be proved; the first holds because γ = −α − β and
ε(α, α) = −1, ε(β, α) = −ε(α, β). Hence the left hand side of the Jacobi inequality is proportional to
[Eα+β , Eγ ] + [Eβ+γ , Eα] + [Eγ+α, Eβ ] = [E−γ , Eγ ] + [E−α, Eα] + [E−β , Eβ ] = γ + α+ β = 0.
Now suppose that δ = α+ β + γ ∈ Φ. Expanding ‖δ‖2 = 2, we get
(α, β) + (β, γ) + (γ, α) = −2.
Let a = (β, γ), b = (γ, α) and c = (α, β). Any permutation of α, β, γ results in a distinct permuation of
a, b, c. We have a+ b+ c = −2 and −2 ≤ a, b, c ≤ 2. We may therefore assume that c ≥ 0. If c = 0, we must
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have (after permuting) a = −1 and b = −1 or a = 0 and b = −2. If c = 1, we must have (after permuting)
a = −2 and b = −1. If c = −2, we must have a = −2 = b. Thus there are four possibilities:
(1) (a, b, c) = (−1,−1, 0). Thus (α, β) = 0, β + γ, α + γ ∈ Φ. Thus α + β /∈ Φ ∪ {0}. The left hand side of
the Jacobi identity becomes
0 + ε(β, γ)[Eβ+γ , Eα]− ε(γ, α)[Eγ+α, Eβ ] = [ε(β, γ)ε(β + γ, α)− ε(γ, α)ε(β, γ + α)]Eδ = 0.
(2) (a, b, c) = (−1,−2, 1). Thus (α, β) = 1 so that α + β /∈ Φ ∪ {0}, γ = −α and β + γ ∈ Φ. The left hand
side of the Jacobi identity is
ε(β, γ)[Eβ+γ , Eα] + (α, β)Eβ = −ε(β, γ)ε(α, β + γ)Eβ − Eβ = (−(−1)(β,γ) + 1)Eβ = 0.
(3) (a, b, c) = (0,−2, 0). In this case α, γ ⊥ β and α = −γ. Thus β ± α /∈ ∆ ∪ {0}. So two terms vanish and
the remaining term vanishes because [α,Eβ ] = (α, β)Eβ = 0.
(4) (a, b, c) = (−2,−2, 2). In this case β = α = −γ. The left hand side of the Jacobi identity is trivially zero
by skew symmetry of the bracket. This completes the proof.
Proposition. Define a complex inner product on g by extending the real inner product on V to a complex
inner product on h = V + iV and then decreeing the Eα’s to be orthonormal and orthogonal to h. Define a
conjugate–linear map X 7→ X∗ on g by α∗ = −α and E∗α = −Ealpha. Then [X,Y ]∗ = [Y ∗, X∗] for X,Y ∈ g,
(X,Y ) = (X∗, Y ∗) and ad(X∗) = ad(X)∗ for X ∈ g.
Proof. This is a routine verification.
Corollary. Let g0 = {X ∈ g : X∗ = −X}. Then g0 is compact Lie algebra with invariant real inner product
(X,Y ).
Proof. Clearly g0 is closed under bracket and real scalar multiplication. Since (X,Y ) = (X,Y ) forX,Y ∈ g0,
it follows that the inner product is real on g0. It is invariant since ad(X)
∗ = −ad(X) for X ∈ g0.
In particular it follows that g is the direct sum of its centre and a set of simple algebras. We now
determine the centre and each of the simple summands.
Proposition. The centre z of g is contained in h and equals Φ⊥ ⊂ h. Thus g has no centre iff Φ spans h.
Proof. The adjoint action of h on g is diagonal: the eigenspace decomposition is h ⊕⊕ gα, with h the
0–eigenspace. Thus if X is central, it must lie in the 0–eigenspace of h, i.e. h. But then we need 0 =
[X,Eα] = α(X)Eα for all α ∈ Φ. This happens iff X ⊥ Φ as required.
Define α, β ∈ Φ to be adjacent if (α, β) 6= 0. Define α, β ∈ Φ to be connected if there is a chain of
adjacent elements of Φ linking α and β. This celarly determines an equivalence relation on Φ. Let V0 = Φ
⊥.
Let these equivalence classes be Φ1, . . . ,Φm, let Vi be the real–linear span of Φi and let Λi be the Z–linear
span of Φi. Thus V = V0 ⊕ V1 ⊕ · · · ⊕ Vm is an orthogonal direct sum.
Proposition. Let gi = Vi ⊕ iVi ⊕
⊕
α∈Φi CEα. Then gi is a simple non–Abelian Lie algebra and is an ideal
in g, Moreover g = z⊕ g1 ⊕ · · · ⊕ gm. These ideals are invariant under ∗ and mutually orthogonal.
Proof. Clearly each gi is the Lie algebra constructed from the lattice Λi in Vi. Thus to prove the first part
we must show, if Φ spans V and any two elements of Φ are connected, that g is simple. Let a be an ideal in
g. Note the following:
(1) If Eα ∈ a, then α ∈ a (since [Eα, E−alpha] = −α).
(2) If α ∈ a, then Eα ∈ a (since [h, Eα] = CEα).
We claim that Eα ∈ a for some α. Suppose not. Since a is invariant under ad(h) so can be decomposed
into eigenspaces. If no Eα lies in a, a is the zero eigenspace, so that a ∈ h. But then α(a) 6= 0 for some α,
so that [a, Eα] = CEα. Hence Eα ∈ a a contradiction.
Since Eα ∈ a, so is α. We claim that if Eβ is in a and β is adjacent to γ, then Eγ is in a. In fact Eβ ∈ a,
so β ∈ a. But [β,Eγ ] = (β, γ)Eγ , with (β, γ) 6= 0. Thus Eγ lies in a. Since all elements of Φ are connected to
α, it follows that Eβ ∈ a for all β ∈ Φ and hence β ∈ a for all β ∈ Φ. Thus a = g and g is therefore simple.
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Corollary. g is simple iff Φ spans V and any two elements of Φ are connected.
This construction gives all the simple algebras of type A,D,E (the so–called simply laced algebras).
The remaining simple algebras arise as fixed point algebras of lattice automorphisms of these algebras: any
automorphism of the lattice Λ, preserving the inner product and the ε–factor, canonically induces an auto-
morphism of the Lie algebra constructed above. (See the exercises.)
3. MAXIMAL TORI. Let G be a compact matrix group (not necessarily semisimple). A torus T in G
is a closed connected Abelian subgroup. Thus if t is the Lie algebra of T , we have T = exp(t) and thus
T ∼= t/Λ where Λ = ker(exp) is a lattice in t. By Kronecker’s theorem, T is generated toplogically by a single
element t ∈ T (called a toplogical generator). [In fact if x ∈ T = Rn/Zn satisfies em(x) = e2πim·x 6= 1 for
all non–zero m ∈ Zn, then x is a topological generator. Indeed let H be the closed subgroup generated by
x. Then H/H0 is finitely generated by x, so cyclic. Taking the appropriate power of x, we do not change
the hypotheses but now H is connected. If H 6= T , then h ⊂ t = Rn and the kernel of exp is Γ = h ∩ Zn, a
lattice in h. Since Zn/Γ is finitely generated and has a free part, it has a (non–trivial) homomorphism onto
Z. Hence there is a homomorphism f of Zn onto Z with Γ in its kernel. Necessarily f(x) = x ·m for some
m ∈ Zn. But then em = 1 on H , a contradiction.]
We say that T is a maximal torus in G if it not properly contained in any other torus of G. Note that
T1 ⊂ T2 iff t1 ⊂ t2, so maximal tori always exist.
Lemma. T is a maixmal torus iff t is a maximal Abelian subalgebra in g.
Proof. If t is maximal Abelian, T cannot properly be contained in another torus. If t is not maximal
Abelian, then t ⊂ t1 with t1 Abelian. Then T ′ = exp t1 is connected, closed and Abelian, so a torus, with
t′ ⊇ t1 ⊃ t, so that T ′ ⊃ T , so T is not maximal Abelian.
Theorem. If T is a maximal torus in G with Lie algebra h, then g =
⋃
g∈G ghg
−1.
Proof. Take X ∈ g. Choose Y ∈ h such that expY is a topological generator of T . Thus the centraliser of
Y in g is h. Next choose g ∈ G so that ‖gXg−1 − Y ‖2 is minimised, since G is compact. Replacing X by
gXg−1, we may assume this minimum occurs for g = 1. Looking at a small variation exp(A)X exp(−A), we
must have ([X,A], Y )− (Y, [X,A]) = 0 for all A. Hence (A, [X,Y ]) = 0 for all A, so that [X,Y ] = 0. Hence
X ∈ h, as required.
Theorem. If T is a maximal torus in G, then G =
⋃
g∈G gTg
−1.
Differential geometric remark. If we knew that G = exp(g), this would follow immediately from the
previous theorem. Surjectivity of the exponential map can be proved by a geometric argument (the Hopf–
Rinow theorem).
Proof. We show that B =
⋃
g∈G gTg
−1 is open and closed in G. Since G is connected, we must have
G = B. Now clearly B is closed as the continuous image in G of the compact set G × T under the map
(g, t) 7→ gtg−1. So we need only show it is open and for this it is enough to show that each t ∈ T is an
interior point. Let A = CG(t)
0. We consider two extreme cases: A = G and A = T . In the first case
t = expX is central and so, if Y ∈ g, exp(X + Y ) lies in ⋃ g exp(h)g−1, since X ∈ h and exp(X) is central.
Thus B contains an open neighbourhood of t. In the second case, consider the map f ;h⊕ h⊥ → B given by
f(X,Y ) = exp(Y )t exp(X) exp(−Y ) = t exp(t−1Y t) exp(X) exp(Y ). The derivative of this map at (0, 0) is
f ′(X,Y ) = X ⊕ (Y − t−1Y t). Since Cg(t) = h, the map Y 7→ Y − t−1Y t is an automorphism of h⊥. Thus
f ′(0,0) is an isomorphism and f is locally a diffeomorphism. This provides an open neighbourhood of t in B.
To handle the general case, we combine these two ideas. Let t ∈ T and A = CG(s)0. Thus T ⊆ A ⊆ G.
Note that t is central in the maximal torus T of A. Thus t is an interior point of
⋃
g∈A gTg
−1. Thus
if X ∈ a is sufficiently small, t exp(X) lies in B. Now take Y ∈ a⊥ and consider the map f(X,Y ) =
exp(Y )t exp(X) exp(−Y ) = t exp(t−1Y t) exp(X) exp(−Y ). Again f(0,0)(X,Y ) = X ⊕ (Y − t−1Y t), which is
an isomorphism since a = Cg(t). Thus f is locally a diffeomorphism at (0, 0) and therefore the image of an
open ball around (0, 0) provides an open neighbourhood of t in B.
Corollary. Every element of G lies in a maximal torus. In particular G = exp g.
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Corollary. Any two maximal tori are conjugate.
Proof. Since a torus is topologically cyclic, one must be contained in a conjugate of the other. Since a
conjugate of a maximal torus is a maximal torus, the result follows.
Lemma (centralisers). (1) x ∈ CG(x)o for all x ∈ G.
(2) CG(X) is connected for all X ∈ g. (More generally if a is an Abelian subalgebra of g, then CG(a) is
connected.)
Proof. (1) Let T be a maximal torus containing x. Then x ∈ T ⊆ CG(x)o.
(2) Let A = exp(a), a torus. Suppose x ∈ CG(a). Then A ⊂ CG(x)o = H , so A is contained in a maximal
torus T in H . But x is central in H , so x ∈ T . Hence x ∈ T ⊆ CG(a)o.
Remark. Note that the more general statement in (2) could also be proved inductively using the single
element statemenr by successively passing to centralisers in centralisers using a basis of a.
Corollary. (a) x ∈ T is contained in exactly one maximal torus iff CG(x)o is a maximal torus iff Cg(x) is
maximal Abelian.
(b) Cg(X) = h iff CG(X) = T .
(c) A maximal torus is maximal Abelian (but not conversely).
Proof. (a) Since x is central in CG(x)
o and CG(x)
o is the union of all maximal tori containing x (it is the
union of its maximal tori and they all contain x), the result follows.
(b) This follows because the Lie algebra of CG(X) is Cg(X) and CG(X) is connected.
(c) Say x commutes with T . Then T ⊆ CG(x)o must contain x, since x is central in CG(x)o.
Corollary. The Weyl group W = N(T )/T is finite.
Proof. By the previous corollary, the continuous map W ⊂ Aut(T ) = PGLm(Z) is injective. Since W is
compact, its image is compact and discrete, so finite.
Corollary. t1, t2 ∈ T are conjugate in G iff they are conjugate under the Weyl group N(T )/T . (Thus the
space of conjugacy classes G/AdG is homeomorphic to T/N(T ). )
Proof. Let H = CG(t2)
o and suppose that t2 = gt1g
−1. Thus T, gT g−1 ⊂ H . Since T and gTg−1 are
maximal tori in H , we can find h ∈ H such that T = hgTg−1h−1. Let x = hg. Then t2 = gtg−1 =
hgtg−1h−1 = xtx−1 and x ∈ N(T ). The last statement follows because the map T/N(T ) → G/AdG is a
continuous bijection between compact spaces.
4. REPRESENTATIONS OF SU(2) AND sl(2). Let G = SU(2), the group of all complex matrices(
α β
−β α
)
with |α|2 + |β|2 = 1. Thus G is a compact connected group, homeomorphic to S3 [so simply
connected]. Since g ∈ G iff det(g) = 1 and gg∗ = I, the Lie algebra su(2) of G is given by matrices X such
that tr(X) = 0 and X + X∗ = 0, i.e. skew–adjoint matrices with trace zero. We take as a real basis of
su(2), X,Y, T with T =
(
i/2 0
0 −i/2
)
, X =
(
0 1/2
−1/2 0
)
and Y =
(
0 i/2
i/2 0
)
. These basis elements
are orthogonal with respect to the real inner product (X,Y ) = tr(XY ∗) and satisfy the following relations
[X,Y ] = T , [T,X ] = Y , [Y, T ] = X . Define the complexification of su(2) in M2(C) as sl(2) = su(2)+ isu(2).
Clearly sl(2) = {X ∈M2(C) : tr(X) = 0}, a 3–dimensional complex Lie algebra. It is the Lie algebra of the
closed matrix group SL(2,C). The natural complex basis (over C) of sl(2) is E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
and H =
(
1 0
0 −1
)
. These are related to the real basis by E = X − iY , F = −X − iY and H = −2iT (so
that 2T = iH). Thus H∗ = H , E∗ = F and
[E,F ] = H, [H,E] = 2E, [H,F ] = −2F. (∗)
The important point about the complex basis is that E and F become raising and lowering operators
in any finite–dimensional representation. (We will encounter this phenomenon again when we consider
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representations of the Heisenberg algebra and pass from the real basis P = x, Q = id/dx to complex
basis P ± iQ. The complex operators are again raising and lowering operators, usually called creation and
annihilation operators.)
If V = C2, the groups SU(2) and SL(2,C) act on the tensor power V ⊗n by T (g) = g⊗n. The corre-
sponding action of the Lie algebras is X 7→ T (X) = X ⊗ I ⊗ · · · ⊗ I + · · · I ⊗ I ⊗ · · · ⊗X to be compatible
with the exponential map, since expT (X) = expX ⊗ expX ⊗ · · · ⊗ expX . The action of SU(2) on V ⊗n is
unitary, so completely reducible. The actions of SL(2,C), sl2 and su2 are also by operators invariant under
taking adjoints, so are completely reducible. One of our aims is to classify the irreducible representations of
SU(2) that arise in V ⊗n. Weyl’s unitarian trick shows that we only need look at representations of sl(2).
Lemma. SU(2), SL(2,C, su2 and sl2 have the same centraliser algebra on V
⊗n and hence the same
invariant subspaces.
Proof. Any g ∈ SL(2,C) has a polar decomposition g = up where p = (g∗g)1/2 and u = gp−1 ∈ SU(2). The
unitary u can be written as exp(x) with x ∈ su2 and p can be written as exp(iy) with y ∈ su2. Note that T
commutes with exp(tA) for all t ∈ R iff T commutes A (take the coefficient of t in T exp(tA) = exp(tA)T ).
Thus T ∈ EndV ⊗n commutes with SL(2,C) iff T commutes with T (A) for every A ∈ sl2 iff T commutes
with T (A) for every A ∈ su2 (by complex linearity) iff T commutes with SU(2).
We now tackle the problem of classifying finite–dimensional irreducible representations of sl(2). Thus
we have operators E, F and H on V satisfying (∗). We shall temporarily abandon the adjoint conditions,
retaining only the property that H is diagonalisable. It is easy to check the following commutation relations.
Lemma. (a) [En, F ] = nEn−1(H + n− 1) = n(H − n+ 1)En−1.
(b) [Fn, E] = −nFn−1(H − n+ 1) = −n(H + n− 1)Fn−1.
(c) [H,En] = 2nEn and [H,Fn] = −2nFn.
An eigenvector of H is called a weight vector and the eigenspaces weight spaces. Thus if Hv = λv, v
is a weight vector with weight λ. Note that HEv = (λ + 2)Ev and HFv = (λ − 2)Fv. Thus E increases
the weight by 2 and F decreases the weight by 2. For this reason E and F are called raising and lowering
operators.
Lemma. Let V be an sl(2)–module and let v ∈ V satisfy Hv = λv and Ev = 0. Let vj = (j!)−1Fjv. Then
Hvj = (λ− 2j)v and Evj = (λ− j + 1)vj−1.
Proof. Immediate from previous lemma.
Theorem. The irreducible finite–dimensional representations of sl(2) are classified by their highest weight,
a non–negative integer d. The representation Vd has dimension d+1 and has a unique highest weight vector
v (up to a scalar multiple). If v0 = v and vj = (j!)
−1F jv for j = 0, . . . , d, then the vj’s form a basis of Vd
and
H · vj = (d− 2j)vj , F · vj = (j + 1)vj+1, E · vj = (d+ 1− j)vj . (∗∗)
Proof. Let v = v0 be a vector of highest weight. Thus Hv = λv and Ev = 0. The vector vk = (k!)
−1F kv has
weight λ−2k, all distinct, so by finite–dimensionality F d+1v = 0 for some smallest d ≥ 0. Since F d+1v0 = 0,
we must have vd+1 = 0. But by the lemma, Evd+1 = (λ − d)vd. Since vd 6= 0, we get λ = d. On the
other hand it is easy to verify directly that (∗∗) defines a representation of sl(2) on Cd+1 = ⊕Cvi. It is
irreducible, because if U is an invariant subspace, it must be a sum of eigenspaces of H and hence contain
some eigenvector. Applying raising and lowering operators we see that all basis vectors lie in U .
Adjoint conditions. If one puts in the self–adjointness conditions E∗ = F and H = H∗, one can give a
“no–ghost” argument for λ = d:
Lemma. Let E,F,H be operators on an inner product space V with E∗ = F , H∗ = H satisfying (∗). If
v ∈ V satsifies Ev = 0 and Hv = λv, then λ must be a non–negative integer.
Proof. By induction on k, we have [E,F k+1] = (k + 1)F k(H − kI) for k ≥ 0. Hence
(F k+1v, F k+1v) = (F ∗F k+1v, F kv) = (EF k+1v, F kv) = (k + 1)(λ− k)(F kv, F kv).
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For these norms to be non–negative for all k ≥ 0, λ has to be a non–negative integer.
Character of a representation. The representation Vd coincides with S
dV since they have the same
highest weight and dimension. (It can also be seen directly that SdV is irreducible, because this is the
linear action on two variable polynomials of degree d.) In particular every irreducible finite–dimensional
representation of sl(2) comes from a representation of SU(2) (and even SL(2,C)). The character of a
representation π of G is given by χ(g) = tr(π(g)). It is invariant under conjugation, since the trace is.
On the other hand every element of SU(2) is conjugate to a diagonal matrix
(
ζ 0
0 ζ
)
, so it is enough
to know the character on the diagonal element. From the theorem the character of Vd on
(
ζ 0
0 ζ
)
is
χd(ζ) = (ζ
d− ζ−d)/ζ− ζ−1. It follows that every completely reducible representation is completely specified
by its character. In particular this applies to all representations arising as subrepresentations of V ⊗n and
hence tensor products of Vd’s. By multiplying and expanding the characters we get the celebrated Clebsch–
Gordan rules:
Vr
⊗
Vs ∼= V|r−s|
⊕
V|r−s|+2
⊕
· · ·
⊕
Vr+s.
The Casimir Operator. The Casimir element is defined as C = H2+2(EF +FE) = H2+2H +4FE on
any representation. (Note that C = −2(X2+Y 2+T 2).) The commutation relations imply that C commutes
with H,E, F and hence with sl(2). By Schur’s lemma, the Casimir is therefore a constant on Vd and the
constant can be computed by applying C to v0. We get Cv = (d
2 + 2d)v0. Thus the Casimir distinguishes
irreducible representations.
Complete Reducibility Theorem. Every finite–dimensional representation W of sl(2) is completely
reducible.
Remark. If we considered representations on inner product spaces satsifying E∗ = F , H∗ = H , this would
be immediate; this applies to all the examples above as well as the famous Hodge theory action on hermitian
exterior algebras (see Wells, for example). The theorem implies that every finite–dimensional representation
extends to SU(2) and SL(2,C and particular has an invariant inner product.
Proof (van der Waerden–Casimir). We may assume C has only one eigenvalue on W . Let W1 be
a subspace of W that is a direct sum of irreducibles of maximal possible dimension. If W1 6= W , find
an irreducible subspace V of W/W1. Because of the eigenvalue assumption on C, V and the irreducible
summands of W1 are all isomorphic to Vd some d. Suppose V = V/W1. Then E
d+1V = (0) so that
Ed+1V ⊂ W1. On the other hand Ed+1W1 = (0). Hence E is nilpotent on V , say Ek+1 = 0, Ek 6= 0 on V .
Thus k ≥ d. Since [Ek+1, F ] = (k+1)(H − k)En, k must be an eigenvalue of H so that k ≤ d. Hence k = d.
Now choose v ∈ V such that v is a highest weight vector in V . Let u = F dv and v′ = Edu. Thus v′ is a
non–zero multiple of v. On the other hand Ev′ = 0 and we have just seen that v′ = Edu is an eigenvector of
H . Thus v′ generates a copy of Vd not contained in W1, a contradiction. Hence W is completely reducible.
5. THE ROOT SYSTEM. Let G be a compact simple (or semisimple) matrix group with maximal torus
T . Let g and h be the corresponding Lie algebras. We may write g = h⊕m where m = h⊥. Since the inner
product is Ad–invariant, m is invariant under Ad(T ). It is a real inner product space on which T acts without
fixed vectors (because h is maimal Abelian). Hence m is even–dimensional the orthogonal matrices Ad(t)
can simultaneously be put in canonical form. Thus there is an orthonormal basis of m in which Ad(eT ) is
block diagonal with blocks
(
cosαi(T ) sinαi(T )
− sinαi(T ) cosαi(T )
)
down the diagonal. [Alternatively Ad(T ) is a torus in
SO(m) so contained in a maximal torus.] The eigenvalues of this matrix are e±iαi(T ) and the linear function
α(T ) = ±αi(T ) are called roots. Thus each root α lies in h∗.
For each root α, we can find orthogonal unit vectors x, y such that [t, x] = α(t)y, [t, y] = −α(t)x.
Consider [x, y]. Then [t, [x, y]] = [[t, x], y] + [x, [t, y]] = 0 for t ∈ h. Hence [x, y] lies in h. To calculate which
element of h it is, consider ([x, y], t) = −(y, [x, t]) = (y, y)α(t). Thus [x, y] = Tα, where Tα ∈ h is the element
corresponding to α ∈ h∗, i.e. (t, Tα) = α(t). Clearly α(Tα) = ‖α‖2. Define X = x/‖α‖, Y = y/‖α‖ and
T = Tα/‖α‖2. Thus [X,Y ] = T , [T,X ] = Y and [T, Y ] = −X . We can then form the elements E, F and
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H in the complexification gC as above. Clearly [t, E] = iα(t)E and [t, F ] = −iα(t)F for all t ∈ h and the
elements E and F are orthogonal. These lie in the subspaces gα and g−α. We call E,F,H the copy of sl(2)
in gC. Thus Hα = −2iTα/‖α‖2 and E∗α = Fα. Since su(2) has a unique invariant norm with ‖H‖2 = 2 and
‖Hα‖2 = 4/‖α‖2, we get ‖Eα‖2 = ‖Fα‖2 = ‖Hα‖2/2 = 2/‖α‖2.
Remark. This construction also makes sense at the level of groups. If G ⊂ U(V ) and X,Y, T ∈ g satisfy
[X,Y ] = T , [T,X ] = Y , [Y, T ] = X and span a Lie subalgebra s ⊂ g. Since these operators are skew–adjoint,
V breaks up as a direct sum of irreducible representations of s. By the SU(2) theory there is a representation
π of SU(2) on V such that its generators X1, Y1, T1 are sent to X,Y, T under π. Since π(expX) = expπ(X),
it follows that π(SU(2)) ⊆ G. The image is a closed connected subgroup of G, so a matrix group in its own
right. The kernel Z of π is a closed subgroup of SU(2) so a matrix group. Since π is injective on the Lie
algebra of SU(2), Z is discrete so finite. It is normal in SU(2) so SU(2) acts by conjugation on Z. But Z
is discrete and SU(2) connected. Hence Z is central, so that Z = {1} or {±1}. We call this the copy of
SU(2) or SO(3) in g corresponding to s. For this reason we can loosely talk about the “copy of SU(2)” in
G correpsonding to a given root α.
The above arguments could also have been carried out directly in the complexification gC; in fact we
get a useful generalisation which cannot be seen so clearly just working in g.
Lemma. Suppose that E ∈ gα and F ∈ g−α. Then [E,F ] = −i(F,E∗)Tα = −i(E,F ∗)Tα.
Proof. Clearly [E,F ] commutes with h, so lies in hC. We have ([E,F ], t) = (F, [E
∗, t]) = (F, iα(t)E∗) =
−iα(t)(F,E∗) = (−i(F,E∗)Tα, t).
Corollary. The root α occurs with multiplicity one in g, so that dimgα = 1.
Proof. If not, we can find further E′, F prime orthogonal to E,F but with the same relations with H , But
then [E,F ′] = 0, since (F,E∗) = (F, F ′) = 0 and [H,F ′] = −2F ′. This contradicts the sℓ(2) lemma applied
to V = gC, with the adjoint representation of E,F,H , and v = F
′.
Lemma. If α 6= ±β, then [gα, gβ] = gα+β if α+ β is a root and (0) otherwise.
Proof. Take the copy of sℓ(2), E,F,H , corresponding to the root α and let V = ⊕m∈Zgβ+mα. Then V is
invariant under E,F,H , so can be written as a direct of irreducible submodules. On the other hand each
weight space of V is at most one dimensional, so that V must actually be irreducible. The result follows
immediately, because ad(E) is a raising operator so is an isomorphism between weight spaces of V .
Corollary of proof. n(α, β) = 2(α, β)/(α, α) is an integer. The roots of the form β+mα are exactly those
with m ∈ [−p, q] where −p ≤ 0 ≤ q and p− q = n(α, β). In particular β − n(α, β)α is always a root.
Proof. The first assertion follows because n(α, β) = β(H) and adH has only integer eigenvalues. The
corresponding irreducible representation of E,F,H has lowest H–eigenvalue n(α, β) − 2p and highest H–
eigenvalue n(α, beta)+2q. These must be negatives of each other, so that n(α, β) = p− q. The last assertion
follows because q − p ∈ [q,−p].
Proposition. The root system Φ ∈ h∗ = V has the following properties.
R1 Φ spans V .
R2 If α ∈ Φ, then σαΦ = Φ where σα is the reflection σα(v) = v − (v, α∨)/α with α∨ = 2α/(α, α).
R3 2(α, β)/(α, α) ∈ Z for all α, β ∈ Φ.
R4 If α ∈ Φ, then the only roots proportional to α are ±α.
Proof. (R1) If not, we could find a non–zero t ∈ h such that α(t) = 0 for all α. But then t would be
central, a contradiction. (R2) and (R3) were proved in the preceding lemmas. (R4) If β = sα is a root,
then 2s = n(α, β) ∈ Z. So that 2s ∈ Z. Since α = s−1β, we similarly have 2s−1 ∈ Z. Thus we may assume
without loss of generality that s = 2 and that 3α is not a root. Then V = g2α ⊕ gα ⊕ CH ⊕ g−α ⊕ g−alpha
would give a 5–dimensional representation of E,F,H , necessarily irreducible. However gα ⊕ CH ⊕ g−α is a
subrepresentation, a contradiction.
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Lemma. If α ∈ h∗ is a root and Tα ∈ h the corresponding element of h, so that (t, Tα) = α(t), then reflection
in the ray RTα lies in W = N(T )/T .
Proof. Take X,Y, T such that [X,Y ] = T , [T,X ] = Y and [Y, T ] = X . Thus [t,X ] = α(t)Y and
[t, Y ] = −α(t)X for t ∈ h. Let gs = exp(sX). Then
gstg
−1
s = Ad(e
sX) · t = esad(X)t.
If α(t) = 0, we therefore have gstg
−1
s = t. On the other hand gsTg
−1
s = cos(s)T + sin(s)X . Taking g = gπ,
we get g ∈ N(T ), with gtg−1 = t if t ⊥ T and gTg−1 = −T . Hence the image of g is the reflection in the
ray RT .
Example. For G = SU(N), we have gC = sl(N) = {X ∈MN (C). We can identify h with diagonal matrices
{ix : x ∈ RN ,∑xi = 0}. The roots vectors are the matrix units epq with p 6= q. Since eixepqe−ix =
ei(xp−xq)epq, the corresponding root is αpq(x) = xp − xq .
6. THE WEYL GROUP AS A REFLECTION GROUP. Our aim is to obtain a description in
terms of roots for a fundamental domain of the Weyl group. For each root α, let Hα be the hyperplane
{X : α(X) = 0} and let H+α be the closed half–space {X : α(X) ≥ 0}. In h we define the Weyl chambers to
be the connected components of
h′ = h\
⋃
Hα = {X : α(X) 6= 0 (α ∈ Φ)}.
Clearly these are open convex cones. The boundary of each chamber C is contained in
⋃Hα. Let W0 be
the normal subgroup of W generated by reflections in the Hα’s.
Theorem. W =W0 and W permutes the Weyl chambers simply transitively.
Proof. (1) W permutes the Weyl chambers. This is clear because W permutes Φ and therefore leaves h′
invariant.
(2) W0 permutes the the Weyl chambers transitively. Let C1 and C2 be two Weyl chambers. Fix x ∈ C1
and consider the boundary sphere S of a small ball in C around x. The chamber C2 projects onto an open
subset of S. Each intersection of distinct hyperplanes Hα ∩Hβ (α 6= ±β) is a subspace of codimension 2 so
projects onto a sphere of codimension 1 in S. There are only finitely many such spheres so there is a point
y in C2 such that the line segment joining x and y misses each double intersection and therefore has only
simple (or empty) intersections with each hyperplane Hα. Clearly the composition of the reflection in each
of the successive hyperplanes encountered will carry C1 onto C2.
(3) W = W0 and W is simply transitive. To see this, let WC = {σ ∈ W : σC = C} be the stabiliser of
C. By (2) W = W0 ·WC . Now take x ∈ C and set X = |WC |−1
∑
σ∈WC σx. Thus X ∈ C is fixed by WC .
Since α(X) 6= 0 for all α ∈ Φ, T = Cg(X) = CG(X). Hence WC ⊂ CG(X)/T = {1}, so that WC = {1} and
W =W0.
Corollary. C is a fundamental domain for the Weyl group W .
Proof. Let C1 and C2 be Weyl chambers with X ∈ C1, Y ∈ C2. If the line segment [X,Y ] crosses a
hyperplane hα, then ‖X − Y ‖ > ‖X − σα(Y )‖. Now minimise the distence X − σ(Y )‖ over σ ∈ W . Any
minimum σY cannot be separated from X by any walls, so that σY ∈ C1. Since there is a unique σ such
that σY ∈ C1, it follows that if X,Y ∈ C, then ‖X − σY ‖ ≥ ‖X − Y ‖ for all σ ∈ W . This result also
holds by continuity for X,Y ∈ C; a similar continuity argument shows that h = W · C. Now suppose that
X, σX ∈ C. Let Y = σX and τ = σ−1. Then 0 ≥ ‖X − τY ‖ ≥ ‖X − Y ‖. Hence X = Y . Thus the W–orbit
of any point intersects C in just one point, so that C is a fundamental domain.
Note that if C1, C2 are two Weyl chambers, then the number of hyperplanes intersecting the line segment
joining x1 ∈ C1 and x2 ∈ C2 is independent of the choice of xi. If Φ+i = {α : α(xi) > 0}, it is the number of
roots in Φ+1 lying in −Φ+2 ; this is because a sign change occurs whenever x1 and x2 lie on opposite sides of
Hα. Denote this number by n(C1, C2). If we fix a Weyl chamber C, we define n(σ) = n(C, σC) for σ ∈ W .
If x ∈ C, we have Φ+ = {α : α(x) > 0}, so that n(σ) = |{α : α(x) > 0, α(σx) > 0}| = |{α > 0 : σ−1α < 0}|.
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9. GEOMETRIC APPROACH TO WEYL CHAMBERS AND SIMPLE ROOTS. Let C be a
fixed Weyl chamber. We call Hα a wall of the Weyl chamber C if Hα ∩ C has non–empty interior in Hα.
We define the simple roots corresponding to C to be those such that α(x) > 0 on C and Hα is a wall of C.
The corresponding reflections in the walls are called simple roots.
Lemma. If σ ∈ W , then σ is a product of n(σ) simple reflections. In fact if ℓ(sigma) is the minimal
number of simple reflections required for such a product, ℓ(σ) = n(σ). In particular W is generated by simple
reflections.
Proof. We prove the result by induction on n(σ), the result being trivial for n = 0. Take a generic line
segment joining x ∈ C to y ∈ σ−1C, crossing the hyperplanes Hβ1 , . . .Hβℓ transversely. Then σ−1C =
σβℓ · · ·σβ1C. By simple transitivity, σ−1 = σβℓ · · ·σβ1 . Thus σ = σβ1 · · ·σβℓ . Thus n(C, σC) = ℓ. Let
τ = σβ2 · · ·σβℓ . Then n(C, τC) = ℓ− 1, because of the properties of the line segment [x, y]. So by induction
τ is the product of ℓ− 1 simple reflections. Since σ = σβ1τ and β1 is simple, we see that σ is the product of
ℓ simple reflections as required. Thus ℓ(σ) ≤ n(σ).
We now prove that n(σ) = ℓ(σ). Note that if x ∈ C and hβ is a wall of C, then x and σβx are only
separated by the hyperplane hβ. Transporting structure by τ ∈ W , we see that if τx ∈ τC, τx and στβx
are only separated by the hyperplane τ(hβ). But στβ = τσβτ
−1, so that τx and τσβx are only separated by
τhβ . If we write σ = σ1 . . . σℓ, a product of simple reflections, it follows that there is only one hyperplane
separating x and σ1x, one separating σ1x and σ1σ2x, and so on. Thus there is a piecewise linear path from
x to σx crossing only ℓ hyperplanes. This can only cross more hyperplanes than the straightline joining x
and σx, so that ℓ(σ) ≥ n(σ). Hence ℓ(σ) = n(σ).
Proposition. Each Weyl chamber C is the intersection of the open half spaces corresponding to its walls,
i.e. C =
⋂
α∈∆Hα. Moreover C =
⋂
α∈∆Hα.
Proof. Suppose that we have C =
⋂
α∈∆′ H+α where ∆′ ⊃ ∆. Then we claim that C =
⋂
α∈∆′H+α.
Indeed the inclusion C ⊆ ⋂α∈∆′ H+α is clear. If on the other hand α(x) ≥ for all α ∈ ∆′ and z ∈ C, then
xn = x+ z/n ∈ C and xn → x. So equality holds.
Now take ∆′ ⊇ ∆ minimal with C = ⋂α∈∆′ h+α . If ∆′ 6= ∆, take β ∈ ∆′\∆. Let ∆′′ = ∆′\{β}. We
claim that Hβ does not intersect
⋂
α∈∆′′ h
+
α . If not, suppose they meet in x. Thus α(x) > 0 for α ∈ ∆′′ while
β(x) = 0. Thus x ∈ ⋂α∈∆′ h+α by our first observations. But then x ∈ C ∩Hβ . Since α(x) > 0 for all α 6= β,
this will also be true in a pneighbourhood of x in Hβ. So Hβ would have to be a wall, a contradiction since
by assumption β /∈ ∆.
Since C ⊂ ⋂α∈∆′′ h+α and the latter does not meet Hβ , they both must lie in H+β . But then ⋂α∈∆′′ h+α ⊂
H+β , so that C =
⋂
α∈∆′′ h
+
α . This contradicts the minimality of ∆
′. Hence ∆′ = ∆, so that C =
⋂
α∈∆ h
+
α .
Theorem. The simple roots form a basis of h∗. Every positive root is a non–negative integral combination of
simple roots. The Weyl group orbit of any root contains a simple root; equivalently every hyperplane hα is
the wall of some Weyl chamber.
Proof. (1) ∆ spans h∗. If x ∈ h, then α(x) > 0 iff αi(x) > 0. Hence α(x) ≥ 0 for all α > 0 iff αi(x) ≥ 0 for
all αi. Similarly α(x) ≤ 0 for all α ≤ 0 iff αi(x) ≤ 0 for all αi. Hence α(x) = 0 for all α iff αi(x) = 0 for all
αi. Thus the αi’s span h
∗.
(2) Each simple root α is non–redundant, i.e. cannot be written as α = µβ + νγ with β, γ ∈ Φ+ non–
proportional and µ, ν ≥ 0. If α = µβ + νγ, then y ∈ C ∩ Hα implies α(x) = 0 and β(x), γ(x) ≥ 0. Hence
β(x) = γ(x) = 0, so that C ∩Hα has at least codimension 1 in Hα so cannot have non–empty interior. Thus
Hα cannot be a wall.
(3) If α, β are simple, (α, β) ≤ 0. We show that (α, β) ≤ 0 for non–redundant roots. In fact we know
σα − β = γ is a root where γ = σαβ = β − 2‖α‖−2(α, β)β. If (α, β) > 0, then since γ or −γ is positive,
either β or α would be non–redundant. Hence (α, β) ≤ 0.
(4) The non–redundant roots form a basis of h∗. If ∆ were not linearly independent, the existence of a linear
relation would yield a subset ∆0 ⊂ ∆ and non–negative reals cα such that γ =
∑
α∈∆0 cαα =
∑
β/∈∆0 cββ.
Then γ(x) > 0 for x ∈ C since not all c’s are zero. But ‖γ‖2 = ∑ cαcβ(α, β) ≤ 0, so that γ = 0, a
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contradiction.
(5) A positive root is simple iff non–redundant. The simple roots are spanning and contained in the linearly
independent set of non–redundant roots, the set of simple roots must coincide with the set of non–redundant
roots.
(6) The simple roots form a basis and every positive root is a non–negative combination of simple roots. The
non–redundant roots are linearly independent. Since the simple roots are non–redundant by (2) and span
h∗ by (1), ∆ forms a basis. Let Xi be the dual basis in h, so that αi(Xj) = δij . If α ≥ 0, we know that
αi(X) ≥ 0 for all i implies α(X) ≥ 0. Hence α(Xi) ≥ 0. But α =
∑
α(Xi)αi.
(7) Any Hα is the wall of some Weyl chamber. Take x ∈ Hα with x /∈ Hβ for β 6= ±α. Take y in a small
ball around x with α(y) > 0. Let C be the Weyl chamber containing y. Then Hα is a wall of C because C
intersects Hα in a neighbourhood of x.
(8) Φ = W · ∆. By (7) every α ∈ Φ is a simple root for some Weyl chamber C′. But C′ = σC for some
σ ∈ W , so that σ−1α ∈ ∆. Hence α ∈ W ·∆.
(9) Every positive root is a non–negative integer combination of simple roots. If α ∈ Φ, we may have α = σαi
for σ ∈W and αi ∈ ∆. Since σ is a product of simple reflections, it follows that α is an integer combination
of simple roots. By (6) the coefficients must be either all non–negative or non–positive.
Corollary. For each x ∈ h, W · x ∩C is a single point. Thus C is a fundamental domain for W . Moreover
if x ∈ C then Wx is generated by the simple reflections fixing x, i.e. by the reflections in the walls of C
containing x.
Proof. The result is obvious for x ∈ h′. Otherwise take xn ∈ h′ with xn → x. Since there are only finitely
many Weyl chambers, we may assume that xn ∈ σC for a fixed σ ∈W . Hence x ∈ σC.
Now say x ∈ ∂C and σx ∈ C for σ 6= 1. We shall assume the result by induction on n(σ) = n(C, σC),
the result being trivial when ℓ = 0. Since x ∈ ∂C, we have x ∈ Hβ for some β simple. Since Hβ is a wall,
we can find an interior point y ∈ Hβ ∩ C. Take a ∈ C near y and b ∈ σC such the line segment [a, b] is
crosses the hyperplanes Hβ = Hβ1 , · · ·Hβℓ transversely. Let σ = σβℓ · · ·σβ1 and τ = σβℓ · · ·σβ2 , so that
σ = τσβ . Let C1 = σβC. Then n(C, σC) = ℓ and n(C1, τC1) = ℓ−1. Since Hβ , x = σβx. Thus x ∈ ∂C1 and
τx ∈ ∂C1. By induction τx = x. Since σ = τσβ , it follows that σx = x, as required. The second assertion
follows by induction on ℓ(σ), since ℓ(τ) = ℓ(σ) − 1.
8. WEYL’S UNIQUENESS THEOREM. It turns out that every simple complex Lie algebra is the
complexification of a compact simple Lie algebra, unique up to isomorphism. One proof of this suggested by
Cartan minimises the ℓ2 norm of the structure constants over all choices of orthonormal bases with respect
to the Killing form. Weyl’s original proof relied on choosing a basis with real structure constants, similar to
the bases in the lattice construction. Our aim here is to show that a compact simple Lie algebra is uniquely
determined by its root system.
Theorem A. If g1 and g2 are compact semisimple Lie algebras with isomorphic complexifications, then g1
and g2 are isomorphic.
Proof. We may assume that g˜ is the common complexification. let J1 and J2 be the conjugations cor-
responding to g1 and g2. Let B(x, y) = Tr(ad(X)ad(Y )) be the complex Killing form on g˜. Evidently B
restricts to the real Killing forms on both g1 and g2. Take the complex inner product (X,Y ) = −B(X, J1Y )
on g˜. It is real on g1. Let T = J2J1. Then T ∈ AutC(g˜) and T is self–adjoint, since
(TX, Y ) = −B(TX, J1Y ) = −B(X,T−1J1Y ) = −B(X, J1TY ) = (X,TY ).
Thus S = T 2 ∈ Aut(g˜). We may identify g˜ with its image g = ad(g˜) in End(g˜) with the operator bracket.
Since SgS−1 = g, it follows that StgS−t = g for all t ∈ R. On the other hand it is easily checked that
JiS
t = S−tJi for i = 1, 2. Let J ′2 = S
tJ2S
−t. Then J1J ′2 = J1S
tJ2S
−t = J1J2S−2tT−1S−2t while
J ′2J1 = S
tJ2S
−tJ1 = S2tT . These are equal when S4t = T−2 = S−1, i.e. when t = −1/4. Thus θ = S−1/4
gives an automorphism of g˜ such that J1 and J
′
2 = θJ2θ
−1 commute.
We claim that θ(g2) = g1. Let g
′
2 = θ(g2). Its conjugation is now J
′
2 which commutes with J1. Thus
g1 = {X ∈ g˜ : J1X = −X} and g2 = {X ∈ g˜ : J ′2X = −X}. Now g1 = g+1 ⊕ g−1 , where J2 = ±1 on g±1 .
Thus g′2 = g
+
1 ⊕ ig−1 . On the other hand −B(X,Y ) has to be positive definite on g2 (since g2 is compact).
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Since it is positive definite on g1 and hence g
−
1 , it is negative definite on ig
−
1 . Therefore g
−
1 = (0) and so
g′2 = g1. Thus θ(g2) = g1 and θ is an isomorphism of g1 onto g2, as required.
Theorem B. Let g and g′ be complexifications of compact simple Lie algebras and f : h → h′ an isometric
isomorphism between their maximal abelian subalgebras carrying one root system onto another. Then f
extends uniquely to an (complex) isomorphism of gC onto g
′
C
carrying Ei onto E
′
i.
Proof (A. Winter). Uniqueness follows because f(Fi) must be sent onto a multiple of F
′
i . Since f(Hi) = H
′
i
and f(Ei) = E
′
i, the relations [Ei, Fi] = Hi and [E
′
i, F
′
i ] = H
′
i force f(Fi) = F
′
i . Since the Ei’s and Fi’s
generate g, this uniquely determines f .
To prove the existence of the isomorphism, let g be the subalgebra of g⊕ g′ generated by the elements
Hi = Hi ⊕ H ′i, Ei = Ei ⊕ E′i and F i = Fi ⊕ F ′i . The algebra g has projections π and π′ onto g and g′.
Clearly ker(π) ⊂ (0)⊕ g′ and ker(π′) ⊂ g⊕ (0). Being invariant under ad(Ei), ad(F i) and ad(Hi), it follows
that ker(π′) is invariant under ad(Ei), ad(Fi) and ad(Hi) and hence is an ideal in g⊕ (0). Similarly ker(π)
is an ideal in (0) ⊕ g′. Since g and g′ are simple, either (and hence both) of these kernels is non–trivial iff
g = g⊕ g′.
Suppose therefore that g = g⊕g′. Let θ be the highest roots for h and h′ with corresponding vectors Eθ
and E′θ. Let v = Eθ ⊕E′θ ∈ g⊕ g′ = g. Let V be the g–submodule generated by v. Since v is an eigenvector
for the Hi and annihilated by the Ei’s, it is clear that V is just the space obtained by applying monomials
in the F i’s to v. As an h⊕ h′–module, the weight (β, β) occurs with mutiplicity one in V , since the F i’s are
lowering operators. On the other hand the g⊕ g′ by Eθ ⊕E′θ is just g⊕ g′ by simplicity. This contradiction
proves that the kernels are non–trivial and hence that gC and g
′
C
are isomorphic as complex Lie algebras.
Theorem C (Weyl). A compact simple Lie algebra is determined up to isomorphism by its root system.
Proof. Immediate from Theorems A and B.
9. CLASSIFICATION OF COMPACT SIMPLE LIE ALGEBRAS.
Irreducibility. A root system is said to be irreducible if it cannot be written as the disjoint union of two
mutually orthogonal proper subsets.
Lemma. A root sytem is irreducible iff its Weyl group acts irreducibly.
Proof. Suppose that Φ ⊂ V is the root system. Let V1 be a non–zero W–invariant subset of W . Since
x − σαx = (x, α∨)α, either α ⊥ x for all x ∈ V1 or α ∈ V1. Thus Φ1 = Φ ∩ V1 and Φ2 = Φ ∩ V ⊥1 are
orthogonal and have disjoint union Φ. So if Φ is irreducible, W acts irreducibly. Conversely if Φ = Φ1 ∪ Φ2
is an orthogonal splitting, any reflection σα fixes pointwise the component in which α does not lie and hence
carries the other component into itself. Thus Φ1 and Φ2 span orthogonal invariant subspaces, so W does
not act irreducibly.
Cartan matrix. Let Φ be a root system with simple roots α1, . . . , αn. We define the Cartan matrix
N = (nij) by nij = 2(αi, αj)/(αi, αi). Note that nii = 2 and nij ≤ 0 if i 6= j; moreover nij 6= 0 iff nji 6= 0.
Lemma. An irreducible root system is uniquely determined by its Cartan matrix.
Proof. Let (αi) and (α
′
i) be systems of simple roots in V, V
′ such that nij = n′ij . Define T : V → V ′ by
T (αi) = α
′
i. Then σαjαi = αi − njiαj . Thus TσαjT−1 = σα′j . hence TWT−1 = W ′. Since Φ = W ·∆ and
Φ′ = W ′ · ∆′, we get TΦ = Φ′. Since W and W ′ act irreducibly, there is an essentially unique invariant
inner product on V and V ′. Thus T is a scalar multiple of an isometry so the root systems Φ and Φ′ are
equivalent.
Dynkin diagram. Let mij = 2δij − nij (1 ≤ i, j ≤ n). Thus M = (mij) is the incidence matrix of a directed
graph, called the Dynkin diagram of the root system. Clearly the Dynkin diagram completely determines
the Cartan matrix and hence the root sytem. Cearly Φ is irreducible iff the Dynkin diagram is connected.
The highest root. Let θ be the highest weight of the adjoint representation on g. Since θ is the highest
root and σαiθ = θ − (θ, α∨i )αi is also a root, we must have (θ, αi) ≥ 0. Since θ is a positive root, we may
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write θ =
∑n
i=1 diαi with di ≥ 0. Since αi is also a weight of g, θ − αi ≥ 0. Thus di ≥ 1 for all i. Note that
since g acts irreducibly on g, there must be a root θ − αj for some j since some lowering operator must act
non–trivially on gθ. Thus (αj , θ) < 0.
Extended Dynkin diagram. The extended Dynkin diagram arises naturally in the study of affine Lie
algebras, but can easily be defined without reference to them. It probably provides the simplest method to
classifying Dynkin diagrams. Define α0 = −θ extend the definition of nij = 2(αi, αj)/(αi, αi) to include i or
j = 0. We still have nii = 2 and nij ≤ 0. As before define mij = 2δij −nij . This is the incidence matrix of a
durected graph called the extended Dynkin diagram. The Dynkin diagram is obtained by deleting the node 0
from the extended Dynkin diagram, so it too is connected. As before mii = 0 and mij 6= 0 iff mji 6= 0. Since
θ =
∑
diαi, we have
∑
diαi = 0 if we set d0 = 1. Thus we obtain the important equation
∑
mijdj = 2dj .
This equation implies that the extended Dynkin diagram is a directed graph with spectral radius 2. It is
easy to classify such graphs.
Graphs of spectral radius two. By a graph we shall mean a directed graph where nodes i and j are joined
by mij links. We required mii = 0 for all i (no loops) and mij 6= 0 iff mji 6= 0. The matrix M = (mij) is
called the incidence matrix of the graph. We shall suppose that the graph is connected. By Perron–Frobenius
theory, the eigenvalue of M of largest modulus is positive and of multiplicity one; it is the unique eigenvalue
corresponding to an eigenvector with strictly positive entries. We denote this eigenvalue by r(M) (it is the
spectral radius of M .) If we take a connected subgraph, Perron–Frobenius theory implies that its spectral
radius will be strictly smaller. We use these ideas to classify all connected graphs of spectral radius 2.
Theorem. Figure 1 gives a complete list of connected graphs with spectral radius 2.
1 1
A
(1)
1 ◦ ⇐⇒ ◦
1 1 1 1
◦ — ◦ — · · · — ◦ — ◦
A
(1)
n | |
◦ — ◦ — · · · — ◦ — ◦
1 1 1 1
1
◦
|
B
(1)
n ◦ — ◦ — ◦ — · · · — ◦ ⇒ ◦
1 2 2 2 2
C
(1)
n ◦ ⇒ ◦ — · · · — ◦ ⇐ ◦
1 2 2 1
1 1
◦ ◦
| |
D
(1)
n ◦ — ◦ — ◦ — · · · — ◦ — ◦
1 2 2 2 1
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2 1
◦ — ◦
|
E
(1)
6 ◦ — ◦ — ◦ — ◦ — ◦
1 2 3 2 1
2
◦
|
E
(1)
7 ◦ — ◦ — ◦ — ◦ — ◦ — ◦ — ◦
1 2 3 4 3 2 1
3
◦
|
E
(1)
8 ◦ — ◦ — ◦ — ◦ — ◦ — ◦ — ◦ — ◦
2 4 6 5 4 3 2 1
F
(1)
4 ◦ — ◦ — ◦ ⇒ ◦ — ◦
1 2 3 4 2
G
(1)
2 ◦ — ◦ ⇛ ◦
1 2 3
1 2
A2(2) ◦ ⇒4 ◦
1 2 2 2
A
(2)
2n ◦ ⇒ ◦ — · · · — ◦ ⇒ ◦
1
◦
|
A
(2)
2n−1 ◦ — ◦ — ◦ — · · · — ◦ ⇐ ◦
1 2 2 2 1
D
(2)
n ◦ ⇐ ◦ — · · · — ◦ ⇒ ◦
1 1 1 1
E
(2)
6 ◦ — ◦ ⇒ ◦ — ◦ — ◦
1 2 3 2 1
D
(3)
4 ◦ — ◦ ⇚ ◦
1 2 1
Figure 1
Proof. In these graphs a simple bond means that mij = 1 = mji. Otherwise the multiplicity of a bond
is indicated by the number above it. The numbers in the circles give (a multiple of) the Perron–Frobenius
eigenvector corresponding to the eigenvalue 2. It is immediately verified by inspection that all the above
graphs have norm 2, so we just have to show that the list is exhaustive. We shall consistently use the fact
that a graph of spectral radius 2 cannot have a proper subgraph with spectral radius 2.
If the graph contains a cycle with three or more nodes, it must contain and hence equal a subgraph
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A
(1)
n . Thus we may assume that there are no such cycles. If it contains a node of connected to four or
more other nodes, it must contain and hence equal a subgraph D
(1)
4 . Thus we may assume that each node
is connected to at most three other nodes. Suppose next that the graph has a bond of multiplicity greater
than or equal to 4. If so it has a subgraph of type A
(2)
2 , which it must equal. Now suppose the graph has
a bond of multiplicity 3. If the other bond between these nodes had multiplicity greater than or equal to
two, then A
(1)
1 would be a proper subgraph and the graph would have spectral radius greater than two. So
it must have multiplicity one, so that the graph would have to be contained and hence equal either G
(1)
2 or
D
(2)
4 . So we may assume all bonds have multiplicity 1 or 2. Suppose it has at least 2 bonds of multiplicity
2. If they are between the same nodes, A
(1)
1 is a subgraph so the whole graph. If they are between different
nodes, then the graph must contain and hence equal one of C
(1)
n , A
(2)
2n or D
(2)
n+1. So we may assume that there
is only one bond of multiplicity 2. Suppose that there is a node of valency three. It must be connected to
one of the nodes in the multiplicity two bond. Thus the graph contains and hence equals one of the graphs
B
(1)
n or A
(2)
2n−1. So we may assume it has no nodes of valency three, so that graphs is just one long string.
Neither of the nodes in the multiplicity 2 bond can be an endpoint of the string, for the graph would be a
proper subgraph of B
(1)
n or A
(2)
2n−1 and hence have spectral radius strictly less than 2. Thus each is connected
to a further point; if there no additional points, the graph would be a proper subgraph of F
(1)
4 (or equally
well E
(2)
6 ), and hence have spectral radius strictly less than 2. So there must be a fifth point, so the graph
contains and hence equals F
(1)
4 or E
(2)
6 . Thus we may assume the graph has only bonds of multiplicity one
and only trivalent vertices. If it has two trivalent vertices, it must contain and hence equal D
(1)
n . If it had
no trivalent vertices, it would be a proper subgraph of A
(1)
n , which would make its spectral radius less than
2. So we may assume it has exactly one trivalent vertex. If all the branches from that vertex have length
greater than or equal to two, it contains and hence equals E
(1)
6 . So some branch has length one. If two had
length one, then the graph would be a proper subgraph of D
(1)
n , so have spectral radius less than 2. Hence
one of the branches has length 1 and the two other length greater than or equal to 2. If they both have
length greater than or equal to 3, then the graph contains and hence equals E
(1)
7 . So one of branches must
have length equal to 2. If the remaining branch has length greater than or equal to 5, the graph contains
and hence equals E
(1)
8 . If it had length less than 5, it would be contained in E
(1)
8 , so would have spectral
radius less than 2. This completes the proof (which could profitably arranged in a flow chart).
Classification of Dynkin diagrams. Figure 2 gives a complete list of possible Dynkin diagrams.
Proof. These are the only diagrams that arise from the list of the preceding theorem by removing one node
so as not too disconnect the graph. The lattice construction and its fixed point refinement yield root systems
corresponding to each Dynkin diagram.
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An ◦ — ◦ — · · · — ◦ — ◦
Bn ◦ — ◦ — · · · — ◦ ⇒ ◦
Cn ◦ — ◦ — · · · — ◦ ⇐ ◦
◦
|
Dn ◦ — ◦ — · · · — ◦ — ◦
◦
|
E6 ◦ — ◦ — ◦ — ◦ — ◦
◦
|
E7 ◦ — ◦ — ◦ — ◦ — ◦ — ◦
◦
|
E8 ◦ — ◦ — ◦ — ◦ — ◦ — ◦ — ◦
F4 ◦ — ◦ ⇒ ◦ — ◦
G2 ◦ ⇛ ◦
Figure 2
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PART 2. REPRESENTATION THEORY.
In this part we develop the representation theory of an arbitrary compact simple matrix group analogously
to that of SU(2). Passing to the Lie algebra, we classify representations by their highest weight and give
a description of the representation in terms of lowering and raising operators. WE then prove the Weyl
character formula by studing the supercharge or Dirac operator. This same procedure will be followed for
affine Kac–Moody algebras. The most important example to follow is SU(N), but we use the language of
root systems so that the proofs apply in general.
10. ROOT AND WEIGHT LATTICES. Let G be a compact simple matrix group with lie algebra g.
Let T be a maximal torus in G with Lie algebra h and Weyl group W = N(T )/T . Let Λ ⊂ h be the kernel
of the map h → T X 7→ e2πT . Thus h/Λ ∼= T so that Λ is a lattice in h, called the unit or integer lattice.
We claim that T∨ = Hom(T, T ) ∼= Λ. In fact any homomorphism f : T→ T has the form f(eit) = exp(tX)
for a unique X ∈ h (simply take the infinitesimal representations). Setting t = 2π, we get exp(2πX) = 1, so
that X ∈ Λ.
The weight lattice. The weight lattice P (G) of T is the group Tˆ = Hom(T,T). Looking at the corre-
sponding infinitesimal homomorphism, we see that any χ ∈ Tˆ has the form χ(exp(X)) = eiλ(x) for a unique
λ ∈ h∗. Let P (G) be the subgroup of h∗ consisting of weights. Clearly χ(exp(2πX)) = 1 if X ∈ Λ, so that
λ ∈ h∗ defines a character or weight iff λ(X) ∈ Z for all X ∈ Z. Thus P (G) forms a lattice, the weight
lattice, and P (G) and Λ are dual lattices. We write P (G) = Λ∗ and Λ = P (G)∗. If we restrict the faithful
representation of G to V and decompose it in characters, we get a finite set of homomorphisms χi : T → T.
Let Γ0 be the subgroup of Tˆ generated by the χi’s. The next result shows that Γ0 = Tˆ .
Lemma. If Γ0 is a subgroup of Γ = Hom(T
n,T) distinguishing the points of Tn, then Γ0 = Γ.
Proof. Γ/Γ0 is a finitely generated Abelian group, so there admits a non–trivial homormorphism θ into T.
Now Γ = Zn with Z–basis e1, . . . , en. Let ti = θ(ei) ∈ T. Thus t = (ti) ∈ Tn. By definition θ(
∑
miei) =
tm = em(t) for m ∈ Zn. But then em(t) = 1 for all m ∈ Γ0, a contradiction.
The root lattice. Let Φ be the set of non–zero weights appearing in the complexified adjoint representation
on gC. Since the adjoint representation is real, if α ∈ Φ, then −α ∈ Φ. Let Q be the sublattice of h∗ spanned
by Φ. Thus Q ⊆ PG.
The centre of G. The centre Z(G) is a closed subgroup of G, so a Lie group. Its Lie algebra is just the
centre of g, so trivial. Hence Z(G) is finite.
Lemma. Z(G) ∼= Q∗/P ∗ = (P/Q)∗.
Proof. Note that Z(G) ⊂ T . Thus we may write any z ∈ Z(G) as z = e2πX for x ∈ h/P ∗. Now e2πX ∈ Z(G)
iff ad(e2πX) = 1 iff Ad(e2πX) fixes gα for all α ∈ Φ iff e2πiα(X) = 1 for all α iff α(X) ∈ Z for all α ∈ Q iff
X ∈ Q∗. Hence Z(G) ∼= Q∗/P ∗, as required.
The generalised weight lattice. For each α, we have a copy of sl2 corresponding to α, namely Hα, Eα, Fα,
where Hα = −2iTα/‖α‖2 and µ(Tα) = (α, µ). Let V be the defining representation of G (so that G ⊂ U(V )).
By the SU(2) theory λ(Hα) ∈ Z for each weight λ of V . Hence 2(λ, α)/‖α‖2 ∈ Z for each root α, i.e. (λ, α∨) ∈
Z. This defines a lattice P (g) = {λ ∈ h∗ : (λ, α∨) ∈ Z}, containing P (G). It is called the generalised weight
lattice.
The dual root system. The inner product on the real inner product space h allows us to identify h and
h∗. Recall that if α ∈ h∗, then α∨ ∈ h is defined by α∨(λ) = 2(α, λ)/(α, α).
Proposition. (1) If Φ is a root system, then Φ∨ is also a root system with W (Φ∨) =W (Φ).
(2) If α ∈ Φ∨, then ±α is a non–negative integer combination of the α∨i ’s, α =
∑
niαi.
bf Proof. (1) Recall that α∨2α/(α, α). Thus α∨∨ = α. Also tα ∈ Φ iff t−1α∨ ∈ Φ∨; thus Φ∨ is reduced.
Since Φ spans V , so too does Φ∨. Note also that σβ
∨
(α∨) = σβ(α∨) = σβ(α)∨). Finally since Φ is a root
system, (α, β∨) ∈ Z for all α, β ∈ Φ. Since α∨∨ = α, the same condition holds for Φ∨. Hence Φ∨ is an
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abstract root system. The Weyl groups coincide because σα∨ = σα.
(2) Since α∨i is proportional to αi, the α
∨
i ’s are a basis of V . So it suffices to show that Φ
∨ ⊂⊕Zα∨i = Q1
say. Clearly Q1 is invaraint under the σαi ’s, so W . If α ∈ Φ+, then α = σαi some i (since h+α is the wall of
some chamber). So α∨ = σα∨i ∈ Q1, as required.
The coroot lattice. This is the lattice in h spanned by the coroots α∨ over Z. The relationship between
the lattices is best illustrated in a picture.
Q∗ P (g)
∪ ∪
Λ P (G)
∪ ∪
Q∨ Q
Toplogical remark. It turns out that the fundamental group of G is just P (g)/P (G). Thus G is simply
connected iff P (g) = P (G), i.e. every generalised weight is a weight. This result is due to Hermann Weyl; its
proof requires extra analytic or topological tools. In this chapter we shall content ourselves with constructing
matrix group G˜ and a homomorphism f : G˜→ G which is a covering map (ker(f) is finite and central) such
that P (G˜) = P (g). (Note that since f is a covering map, the Lie algebra of G˜ is just g, just like the double
cover Spin(V )→ SO(V ).)
11. POINCARE–BIRKHOFF–WITT THEOREM. Let g be a Lie algebra, possibly infinite dimen-
sional, with basis X1, X2, . . .. Then the universal eneveloping algebra of g has basis Xi1Xi2 . . . Xik with
i1 ≤ i2 ≤ · · · ≤ ik.
Proof (Jacobson). We define U(g) to be the quotient of the tensor algebra T (g) by the two–sided ideal
generated by X ⊗ Y − Y ⊗ X − [X,Y ] with X,Y ∈ g. Let X1, X2, . . . be a basis of g (possibly infinite–
dimensional). Let S(g) be the symmetric algebra of g with basis Xi1 . . . Xin with i1 ≤ i2 ≤≤ in. We claim
that there is a unique linear ‘symbol’ map σ : T (g)→ S(g) such that
σ(a1 ⊗ a2 ⊗ · · · ⊗ (a⊗ b− b⊗ a− [a, b])⊗ · · · ⊗ am) = 0 (1)
and
σ(Xi1 ⊗ · · · ⊗Xin) = Xi1 · · ·Xin (2)
if i1 ≤ i2 ≤ · · · ≤ in. Suppose that such a map has been constructed for the linear span of all monomials of
degree ≤ n − 1. We proceed by induction on the length of the permutation required to put a monomial of
degree n in ‘correct’ order. If this length is 0, we simply use (2) to define σ. Otherwise if the order is wrong
we can find a transposition of two adjacent terms which decreases the length of the permutation. We then
define
σ(Xi1 ⊗ · · · ⊗Xin) = σ(Xi1 ⊗ · · · ⊗Xik+1 ⊗Xik ⊗ · · · ⊗Xin) + σ(Xi1 ⊗ · · · ⊗ [Xik , Xik+1 ]⊗ · · · ⊗Xin).
This has to be the case and therefore proves uniqueness of σ. We must show that σ is independent of the
choice of k. If we used another transposition disjoint from (k, k+1). Then we could apply the same process
to the right hand side of the above equation with (ℓ, ℓ + 1) in place of (k, k + 1). We would clearly get the
same answer if we did the (ℓ, ℓ + 1) transposition first followed by (k, k + 1), since they are disjoint. If the
other transpoition was not disjoint, we may suppose that the two transpositions are (k, k+1) and (k− 1, k).
Thus ik−1 < ik < ik+1. Write Yj = Xij . Then if we use (k, k + 1) to define σ, we get
σ(· · ·Yk−1 ⊗ Yk ⊗ Yk+1 · · ·)
= σ(· · ·Yk−1 ⊗ Yk+1 ⊗ Yk · · ·) + σ(· · ·Yk−1 ⊗ [Yk, Yk+1] · · ·)
= σ(· · ·Yk+1 ⊗ Yk−1 ⊗ Yk · · ·) + σ(· · · [Yk−1, Yk]⊗ Yk · · ·) + σ(· · · Yk−1 ⊗ [Yk, Yk+1] · · ·)
= σ(· · ·Yk+1 ⊗ Yk ⊗ Yk−1 · · ·) + σ(· · ·Yk+1 ⊗ [Yk−1, Yk] · · ·)
+ σ(· · · [Yk−1, Yk]⊗ Yk · · ·) + σ(· · ·Yk−1 ⊗ [Yk, Yk+1] · · ·).
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If we use (k − 1, k) to define σ, we get
σ(· · ·Yk−1 ⊗ Yk ⊗ Yk+1 · · ·)
= σ(· · · Yk+1 ⊗ Yk ⊗ Yk−1 · · ·) + σ(· · · Yk ⊗ [Yk−1, Yk+1] · · ·)
+ σ(· · · [Yk, Yk+1]⊗ Yk−1 · · ·) + σ(· · · [Yk−1, Yk]⊗ Yk+1 · · ·).
The difference between these expression is zero by (1) and the Jacobi identity for Yk−1, Yk and Yk+1. The
fact that the extension is well–defined means that it has all the stated properties.
Property (2) implies the map σ induces a map σ : U(g)→ S(g). Property (1) implies that σ carries the
span of the monomials of degree ≤ N onto ⊕j≤N Sj(g). Since the monomials of degree ≤ N are spanned
by the monomials Xα11 · · ·Xαnn with |α| ≤ N which map into identical linearly independent symbols under
σ, the theorem follows.
12. HIGHEST WEIGHT VECTORS. Let π : G → U(V ) be a continuous homomorphism. We call
(π, V ) a unitary representation of G or G–module. We may decompose V as a T –module, V =
⊕
µ∈T̂ Vµ
where eX ∈ T acts on Vµ as the scalar eiµ(X). We call µ a weight of V and Vµ the corresponding weight space.
Because of the identification of T̂ and the weight lattice P (G), we have µ ∈ P (G). Notice that the root
system is invariant under the Weyl group. Hence Q and Q∨ are invariant under the Weyl group. It follows
that P (g) and Q∗ are also invaraint under the Weyl group. Since Ad(g) exp(2πX) = exp(2πAd(g) ·X), for
X ∈ h and g ∈ N(T ), it follows that the integer lattice is invariant under W . Hence the weight lattice is
invariant under W . This also follows by applying the following lemma to a faithful representation.
Lemma. The weights of V are invariant under the Weyl group. In fact if σ = gT for g ∈ N(T ), then
gVλ = V σλ.
Proof. We have
π(eX)π(g)v = π(g)π(eg
−1Xg)v = π(g)eiλg
−1Xgv = eiσ·λ(X)π(g)v,
so that π(g)v lies in Vσλ.
If we pass to the infinitesimal representation of g on V , π(g) and π(G) have the same commutant since
G is connected. As with SU(2), we shall temporarily drop the skew–adjointness assumption on the matrices
π(X). Thus we shall study finite–dimensional representations π : g → End(V ) of the Lie algebra such that
the matrices π(X) (X ∈ h) are simultaneously diagonalisable. We may therefore decompose V as a direct
sum
⊕
Vµ where π(X)v = iµ(X)v for X ∈ h with µ ∈ Hom(h,C). We call µ a weight of V and Vµ the
corresponding weight space. On the other hand for each root α we can construct a copy of sl2 iinside gC,
namely Eα, Fα, Hα with Hα = −2iTα/‖α‖2 and (Tα, X) = α(X) for X ∈ h. We may consider V as an
sl2–module: plainly
π(Hα)v = (µ, α
∨)v
for v ∈ Vµ. This immediately gives the following result.
Lemma. (a) Any weight of V lies in P (g), so is a generalised weight.
(b) EαVµ ⊆ Vµ+α and FαVµ ⊆ Vµ−α, so that Eα and Fα act as raising and lowering operators if α > 0.
Proof. The first statement follows because π(Hα) can only have integer eigenvalues by the SU(2) theory.
The second statement follows because [X,Eα] = α(X)Eα for X ∈ h.
The appearance of lowering and raising operators leads us to define a partial order on h∗. We say that
λ ≥ µ iff λ− µ =∑ tiαi with ti ≥ 0. (In all cases the ti’s will be integers.) Clearly every finite–dimensional
representation has a highest weight space Vµ, not necessarily unique. Any vector in it, besides being an
eigenvector for X ∈ h, will be annihilated by any raising operator Eα for α > 0.
Theorem. (1) Every irreducible representation V has a unique highest weight vector.
(2) Every vector is in linear span of the vectors obtained by successively applying lowering operators to the
highest weight vector.
(3) The corresponding weight space is one–dimensional.
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(4) The highest weight λ satisifies (λ, α) ≥ 0 for all α > 0; we say that λ is dominant.
(5) Two irreducible representations with the same highest weight are isomorphic.
Proof. There certainly is at least one highest weight vector, since dim(V ) <∞. Let v ∈ Vλ be a non–zero
highest weight vector. Thus π(Eα)v = 0 for α > 0. Every elemnt in the enveloping algebra U(g) can be
written as a sum of monomials LDR where L is a product of lowering operators π(Fα) (α > 0), D is a
diagonal operator (a monomial in π(X)’s for X ∈ h) and R is a product of raising operators π(Eα) (α > 0).
Since Rv = 0 and Dv is proprtional to v, it follows that LDRv is either 0 or proportional to Lv, so (2) holds.
Since applying a lowering operator always lowers the weight, (2) implies uniqueness in (1) as well as (3). (4)
follows from λ(Hα) = (λ, α
vee), π(Eα)v = 0 (α > 0) and the SU(2) theory. To prove (5), we may suppose
we have two irreducible representations V1 and V2 with highest weight λ. Let v1 and v2 be corresponding
non–zero highest weight vectors. Then v = v1 ⊕ v2 ∈ V1 ⊕ V2 is a highest vector of weight λ. Let E be the
g–submodule generated by v. Since the raising operators annihilate v, E is spanned by vectors obtained by
applying lowering operators to v. Hence Eλ = Cv. Let f be the restriction of the propjection V1 ⊕ V2 → V1
to E. Since f(v) = v1 and V1 is irreducible, f(E) = V1. On the other hand ker(f) ⊂ V2 ∩E by definition of
f . Now V2 ∩ E is a submodule of V2 and E. It does not contain v2, because if it did v1 = v − v2 would lie
in E which would contradict Eλ = Cv. Thus V2 ∩ E 6= V2, so that V2 ∩ E = (0), by irreducibility of V2. It
follows that f is an isomorphism of E onto V1, so that E ∼= V1 as g–modules. Similarly E ∼= V2 and hence
V1 ∼= V2.
Our next goal will be to prove a converse of this theorem, namely to show that every dominant generalised
weight is the highest weight of a finite–dimensional irreducible representation of g (see the next two sections).
The fundamental weights. We know that if αi are simple roots, then α
∨
i are simple coroots. Thus
they form a Z–basis for the coroot lattice Q∨. Since Q∨ = P (g)∗, we get a dual basis λi ∈ Pg defined by
λi(α
∨
j ) = δij . Thus (λi, αj) = δij(αi, αi)/2. The generalised weights λi are called the fundamental weights.
Simple reflections and positive roots. If α is a simple root, then σα permutes all the positive roots not
equal to α.
Proof. Suppose β is a positive root with β 6= α. Then β =∑γ∈∆ nγγ. Since β 6= α, it is not proportional
to α, so nγ > 0 for some γ 6= α. But sαβ = β − tα, so the coefficient of γ in sαβ is also nγ . Thus sαβ must
be positive.
Corollary 1. If ρ is half the sum of the positive roots and α is simple, then ρ− σαρ = α.
Proof. Immediate since σαα = −α.
Corollary 2. If ρ = 12
∑
α>0 α, then ρ =
∑
λi. Hence ρ ∈ P (g) and, if σρ = ρ for σ ∈W , then σ = 1.
Proof. By Corollary 1, (ρ, α∨i ) = 1. The result follows because (λi) is the dual basis to (α
∨
j ). If σρ = ρ,
then, because ρ is in the positive Weyl chamber, σ is in the subgroup generated by simple reflections fixing
ρ, of which there are none. So σ = 1. Note that this result is obvious for SU(N). Alternatively, we will see
in section 14 that each λi is a highest weight vector of a representation whose weights are invariant under
W . Thus σλi ≤ λi. Hence σλi = λi for all i. Hence σ = 1.
Corollary 3. ρ− σρ =∑α∈Φ
σ−1
α.
Proof. Clearly ρ − σρ = ∑β, where the sum is over all β > 0 such that β = −σα with α > 0. Hence
ρ− σρ = −∑α∈Φσ σα. We get the result by changing σ to σ−1 and applying σ.
13. EIGENVALUES OF THE CASIMIR OPERATOR. Let g be a Lie algebra and (x, y) an invariant
real inner product on g. Let (Xi) be an orthonormal basis. Then Z = −
∑
Xi ⊗Xi is an invariant element
in g⊗g; for clearly Z is independent of the choice of orthonormal basis and ad(g) ·Xi is also an orthonormal
basis. Now let V be any representation of g. Then g⊗ g→ End(V ), X ⊗ Y 7→ XY is g–equivariant. Hence
the image of Z commutes with g. This image is called the Casimir operator Ω = −∑π(Xi)2. Note that we
take the minus sign because, if π(Xi)
∗ = −π(Xi), then Ω =
∑
π(Xi)
∗π(Xi) is a positive operator.
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Recall that if (x, y) is an invariant real inner product on g, (Xi) is an orthonormal basis of g and
π : g → End(V ) a representation, then the Casimir operator C = −∑π(Xi)2 commutes with g. As
for sl(2), we can express C in terms of the elements Hi and the lowering and raising operators Eα, Fα
(α > 0). Let (Ti) be any orthonormal basis of h and let Hα = −2iTα/‖α‖2 with corresponding elements Eα,
E−α = E∗α. Since Hα = 4/‖α‖2 we have ‖E±α‖2 = 2/‖α‖2. Thus (Ti) and ‖α‖E±α/
√
2 is an orthonormal
basis of gC. If we take any orthonormal basis (Xj) of gC, we still have Ω =
∑
X∗jXj . (This is independent
of the choice of orthonormal basis).
Lemma. Ω = −∑T 2i − i∑α>0 Tα +∑α>0 ‖α‖2E∗αEα. It acts on the representation Vλ as the scalar
‖λ‖2 + 2(λ, ρ) = ‖λ+ ρ‖2 − ‖ρ‖2, where ρ = 12
∑
α>0 α.
Proof. We have
Ω = −
∑
T 2i +
∑
α∈Φ
‖α‖2
2
E∗αEα.
On the other hand EαFα = Hα + FαEα = −2iTα/‖α‖2 + FαEα. Hence
Ω = −
∑
T 2i − i
∑
α>0
Tα +
∑
α>0
‖α‖2E∗αEα.
Applying ω to the highest weight vector vλ ∈ Vλ (which is annihilated by Eα for α > 0), we get
Ωvλ = [(λ, Ti)
2 +
∑
α>0
(α, λ)]vλ = [‖λ‖2 + 2(λ, ρ)]vλ.
Freudenthal’s Lemma. If µ is a weight of Vλ and ν is a weight of Vρ, then |µ+ν|2 ≤ |λ+ρ|2 with equality
iff µ = σλ and ν = σρ for σ ∈W , necessarily unique.
Proof. Take σ ∈W such that σ−1(µ+ ν) ≥ 0. Since µ and ν are weights of Vλ and Vρ respectively, we have
µ1 = σ
−1µ ≤ λ and ν1 = σ−1ν ≤ ρ, so that λ+ ρ− µ1 − ν1 is a sum of positive roots. But then
0 = ‖λ+ ρ‖2 − ‖µ1 + ν1‖2 = (λ + ρ− µ1 − ν1, λ+ ρ+ µ1 + nu1) ≤ (λ+ ρ− µ1 − ν1, ρ).
Thus (λ−µ1, ρ) = 0 = (ρ−ν1, ρ) and hence λ = µ1 = σ−1µ, ρ = ν1 = σ−1ν, as required. Uniqueness follows
because σρ = ρ imples σ = 1.
Corollary. If µ is a weight of Vλ, then |µ+ ρ|2 ≤ |λ+ ρ|2 with equality iff µ = λ.
Proof. In this case ν = ρ. On the other hand if σρ = ρ, we must have σ = 1. Hence µ = σλ = λ.
14. LIE ALGEBRAIC CONSTRUCTION OF IRREDUCIBLE REPRESENTATIONS.
Generation by simple root vectors. Let α1, . . . , αm be the simple positive roots and set Ei = Eαi ,
Fi = Fαi and Hi = Hαi .
Lemma. g is generated by the Ei’s and Fi’s as a Lie algebra.
Proof. Let gc be the complex Lie algebra generated by all Ei, Fi and hence Hi = [Ei, Fi]. Clearly g0
is *–invariant and hence the complexification of its skew adjoint part g0. Since the αi’s are a basis of h
∗,
the Hi’s are a basis of hC. Hence h ⊂ g0. Let gi ∈ G be the Weyl group element in the copy of SU(2)
corresponding to αi. Thus gi ∈ exp g0 and Ad(gi) is an automorphism of g0. On the other hand gi is a
representative of the simple reflection σi in N(T ) and the σi’s generate the Weyl group. Hence g0 and gc
are invariant under W . But if g ∈ N(T ) corresponds to σ ∈ W , Ad(g) · gα = gσα. Now by definition every
root space g±αi lies in gc. Since every positive root is in the W–orbit of a simple root, each root space gα
lies in gc. Hence gc = gC and g0 = g.
Corollary. The Ei’s generate
⊕
α>0 gα and the Fi’s generate
⊕
α<0 gα.
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Proof. Let g+ and g− be the Lie algebras generated by the Ei’s and Fi’s respectively. The relation
[Ei, Fj ] = δijHi shows that g+ ⊕ h ⊕ g− is a Lie subalgebra of gC. Since it contains Ei, Fi, Hi, it must be
the whole of gC so the result follows.
Lemma (Serre relations). The generators Ei, Fi, Hi satisfy the following relations:
S1. [Hi, Hj ] = 0.
S2. [Ei, Fj ] = δijHi.
S3. [Hi, Ej ] = n(i, j)Ej and [Hi, Fj ] = −n(i, j)Fj where n(i, j) = 2(αi, αj)/‖αi‖2.
S+ij. adE
−n(i,j)+1
i Ej = 0 for i 6= j.
S−ij. adF
−n(i,j)+1
i Fj = 0 for i 6= j.
Proof. We already know S1, S2 and S3. To prove the S−ij (i 6= j), note that ad(Ei) · Fj = 0, ad(Hi) · Fj =
−n(i, j)Fj . Thus the result follows from SU(2)i–theory, because Fj is a highest weight vector. (In particular
n(i, j) ≤ 0.) S+ij follows by taking adjoints.
Remark. The affine Kac–Moody algebra is given by similar relations but this time indexed by the extended
Cartan matrix. We have to add an extra triple of generators E0, F0, H0. The theory of this chapter then
proceeds almost without change.
Verma module construction (induced modules). Let g be a Lie algebra, possibly infinite–dimensional,
and g1, g2 subalgebras such that g = g1 ⊕ g2. If W is any finite–dimensional g1–module, then the Verma
module is just the induced module U(g) ⊗U(g
2
) W . Since U(g) = U(g1) ⊗ U(g2) as vector space by the
Poincare´–Birkhoff–Witt theorem, the Verma module is also isomorphic to U(g1)⊗W as a vector space. This
description makes the action of g1 clear, but the action of g2 is harder to describe. We therefore give a
more down to earth computational recipe specialised to the case where W is one–dimensional. (The same
arguments apply in general.) Let f : g2 → C be a one–dimensional representation of g2. Set V = U(g1). We
have to make V into an U(g)–module or equivalently a g–module.
Choose a basis (bi) of g1 consisting of monomials. By the Poincare´–Birkhoff–Witt theorem, any element
in U(g) can be written uniquely as ∑ biai with ai ∈ U(g2). Now take x ∈ U(g). Then we have xbi =∑
bjaij(x) with aij(x) ∈ U(g2). Let A(x) = aij(x)) an infinite matrix with entries in U(g2) with finitely
many entries in any row. By uniqueness A(xy) = A(x)A(y) for x, y ∈ U(g). In particular if X,Y ∈ g, we
have [A(X), A(Y )] = A([X,Y ]). Now define x(bi ⊗ w) =
∑
bj ⊗ aij(x)w. This is a representation because
A(xy) = A(x)A(y). By definition the Verma module is a cyclic representation of g generated by a vector w
such that Xw = f(X)w for X ∈ g2. Conversely if V ′ is any other such cyclic representation there is clearly
a unique homorphism of V onto V ′ taking the cyclic vector w onto the cylic vector w′. The homomorphism
is given by b⊗ w 7→ bw′.
Let g be the Lie algebra of a compact semisimple Lie group G. For each α > 0 let Eα, Fα, Hα be the
basis of the Lie algebra sℓ(2)α corresponding to the simple root α. Let λ ≥ 0 in P (g) be a generalised
highest weight. Let g2 = hC ⊕
⊕
α>0 gα and g1 =
⊕
α<0 gα. These are Lie subalgebras of gC with gC =
g1 ⊕ g2. Consider the 1–dimensional representation sending Eα to 0 and H ∈ h to iλ(H). Let M(λ) be the
corresponding Verma module. Thus if v = vλ is the highest weight vector of M(λ), we have Eαvλ = 0 and
Hvλ = λ(H)vλ where λ(Hα) ∈ Z+ for all α > 0. If α1, . . . , αk is a numbering of the positive roots, then
a basis of M(λ) is given by Fm1α1 · · · fmkαk vλ. We know that M(λ) has a unique maximal submodule N such
that L(λ) =M(λ)/N is irreducible as a g–module. In fact, since h is diagonalisable, every submodule is the
sum of its weight spaces. Hence if we take N to be the algebraic sum of all proper submodules, we muat
have v /∈ N , so that N is the unique maximal proper submodule. By the sℓ(2) theory, if ℓi = (λ, α∨i ), then
wi = F
ℓi+1
i vλ is a singular vector i.e. Eiw = 0 and w is an eigenvector for h. It therefore generates a proper
submodule (all weights are strictly less than λ). Hence wi ∈ N for all i. Let N0 be the submodule generated
by the wi’s.
Theorem (Harish–Chandra). L(λ) is the quotient of M(λ) by the submodule generated by F ℓi+1i vλ and
is finite–dimensional.
Proof. We have to show that N = N0 and L(λ) is finite dimensional. Set L =M(λ)/N0. Thus L is a cyclic
35
module for g generated by v = vλ satisfying Xv = λ(X)v for X ∈ h, Eαv = 0 and F ℓi+1i v = 0. The identity
[an, b] =
n∑
r=1
(
n
r
)
[(ad a)rb]an−r (∗)
implies that the action on L is locally nilpotent, i.e. some power of each Ei or Fi kills any vector. For the Ei’s
this follows because the Ei’s lower energy. For the Fi’s it follows because L is spanned by vectors Fi1 · · ·Fikv
where i1, . . . , ik are arbitrary (recall that the Fi’s generate the Fα subalgebra). Starting from the relation
F ℓi+1i v = 0, successive application of (∗) and the Serre relations show that each Fi is nilpotent on any such
monomial vector. This local nilpotence shows that any vector in L lies in a finite dimensional sℓ(2)i module
for each i.
We claim that the weights of L are invariant under the Weyl group W . In fact suppose w ∈ L has
weight µ, Hiw = miw with mi = µ(Hi) = (µ, α
∨
i ). Then w lies in a sum of sℓ(2)i modules. If mi ≥ 0, set
u = fmii w and if mi < 0, set u = e
−mi
i . Thus u 6= 0 by the sℓ(2) theory and u has weight λ −miαi = σiλ.
Thus the set of weights is invariant under each simple reflection σi and hence the whole of W .
To see that L is finite–dimensional, we take the unique σ ∈W such that σC = −C (note that −C is also
a Weyl chamber and the Weyl group acts simply transitively on these). By uniqueness σ2 = 1. We claim
that σλ is the lowest weight of L. Since there are plainly only finitely many weights µ such that σλ ≤ µ ≤ λ,
each of finite multiplicity, this proves that L is finite–dimensional. To prove the claim, note that αi 7→ −σαi
must be a permutation of the simple roots because the walls of C and −C correspond to the same simple
roots. (In particular σΦ+ = −Φ+, so that σ takes the positive roots onto the negative roots.) Let µ ≤ λ
be a weight of L. But then σµ is also a weight, so that σµ = λ−∑ni, αi with ni ≥ 0. Applying σ, we get
µ = σλ+
∑
ni′αi, where σαi = −αi′ . Thus µ ≥ σλ, showing that σλ is the lowest weight.
Irreducibility of L is now a consequence of the following result.
Casimir lemma. Let V be a finite–dimensional cyclic representation of g generated by a highest weight
vector v of weight λ. Then V is irreducible.
Proof. Note that V must be completely reducible for each sl(2)i, so that as above the weights are integrable
and invariant under the Weyl group. Suppose that V is not irreducible. Then V must contain a singular
vector w of weight µ strictly lower than λ: thus eiv = 0 and hiw = miw where mi = µ(hi) ≤ ℓi. But then
w is a highest weight vector generating an irreducible representation of each sℓ(2)i. On the other hand let
Ω be the Casimir operator of g. Then Ωv = (|λ + ρ|2 − |ρ|2)v, so by cyclicity Ω = (|λ + ρ|2 − |ρ|2)I. Since
Ωw = (|µ + ρ|2 − |ρ|2)w, we must have |λ + ρ|2 = |µ + ρ|2. Choose σ ∈ W such that σ(µ + ρ) ≥ 0. Then
σµ < λ and σρ < ρ. But then by Freudenthal’s lemma λ = µ, a contradiction. Hence V is irreducible.
Finally we use the Casimir to argue that Vλ =M(λ) admits an invariant inner product.
Theorem. The representation Vλ is unitary.
Proof (Garland). The representation Vλ
∗
is irreducible with highest weight λ. So there is an isomorphism
T : Vλ → Vλ∗, unique up to a scalar by Schur’s lemma. Hence we get an essentially unique g–invariant
sesquilinear form on Vλ, φ(v, w). But φ
′(v, w) = φ(w, v) is another such form, so that φ(v, w) = cφ(w, v) for
some constant c ∈ C. Clearly |c|2 = 1. Multiplying φ by a with a/a = c, we get φ(v, w) = φ(w, v) with φ
non–degenerate. We claim that ±φ is positive definite. Clearly all the weight spaces are orthogonal. Since
the λ weight space is 1–dimensional, we mus have φ(vλ, vλ) 6= 0. Since it is real, we may rescale φ so that
φ(vλ, vλ) = 1. To prove that φ is positive definite, it suffices to show that φ(v, v) ≥ 0 for any weight vector.
We prove this by downwards induction on the weights under the usual ordering on weights. In fact if v is a
weight vector of weight µ ≤ λ, then
φ(Ωv, v) = (|λ+ ρ|2 − |ρ|2)φ(v, v) (1)
while
φ(Ωv, v) =
∑
φ(Tiv, Ti, v)−i
∑
α>0
φ(Tαv, v)+
∑
α>0
‖α‖2φ(Eαv, Eαv) = (|µ+ρ|2−|ρ|2)‖v‖2+
∑
α>0
φ(Eαv, Eαv).
(2)
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Comparing (1) and (2) we get
(|λ + ρ|2 − |µ+ ρ|2)φ(v, v) =
∑
‖α‖2φ(Eαv, Eαv).
Assume (v, v) = φ(v, v) > 0. since µ < λ, we have ‖µ + ρ|2 < |λ + ρ|2. Since the right hand side is non–
negative (by induction), we deduce that φ(v, v) ≥ 0. The induction argument shows that φ(v, w) is positive
semi–definite. Since φ is non–degenerate, φ must be positive definite, i.e. a complex inner product.
Proposition. Any finite dimensional representation W of g is completely reducible. If V is a non–trivial
irreducible representation C 6= 0 on V .
Proof. We may assume C has only one eigenvalue on W . Note that W is completely reducible for each
sl(2)i. This implies that h is diagonalisable and the weights of W are in P (g). Let W1 be sum of all the
irreducible submodules of W . If W1 6=W , find an irreducible subspace V of W/W1. Suppose V = V/W1 of
weight µ. Let v be a highest weight vector in V . Since h is diagonalisable, we can lift v to an eigenvector v
of h of the same weight. We claim that Eiv = 0 for all i. If this is so, we may apply the Casimir Lemma to
the cyclic module generated by v. It must be irreducible. This contradicts the maximality of W1. Hence W
is completely reducible.
To prove the claim, observe that if Eiv 6= 0, then µ+ αi is a weight of W1, so is less than some highest
weight λ. Thus λ ≥ µ ≥ 0 with ‖λ+ ρ‖2 = ‖µ+ ρ‖2. By Freudenthal’s lemma, λ = µ, a contradiction. The
last assertion is obvious from the formula Ω|Vλ = (λ+ 2ρ, λ)I.
15. PROJECTIVE REPRESENTATIONS AND COVERING GROUPS. For each weight λ ∈
P (g) with λ ≥ 0, we have constructed a representation of g in End(Vλ) with π(X)∗ = −π(X). Since [g, g] = 0,
each π(X) has trace zero, i.e. π(X) ∈ su(Vλ). Now consider the representation πg(X) = π(Ad(g)·X). This is
also an irreducible representation with highest weight λ, so there exists Ug ∈ SU(Vλ) unique up to an element
of Zλ, the finite centre of SU(Vλ), such that π(gXg
−1) = Ugπ(X)U∗g . Let G1 = {(u, g) : π(gXg−1) =
uπ(X)u−1}, a closed subgroup of the compact matrix group SU(Vλ) × G, so a matrix group itself. Let
G˜λ = G
0
1, the connected component of the identity in G1. This is also a matrix group. There is a natural
homomorphsism f : G1 → G with kernel G1 ∩ Z. Since G is connected and f exp(g1) = exp(g), we see that
f(G˜λ) = f(G
0
1) = G. Thus we have an exact sequence 1→ Cλ → G˜λ → G→ 1 with Cλ = Zλ ∩ G˜λ, a cyclic
central subgroup. The Lie algebras of G˜λ and G can naturally be identified. Moreover P (Gλ) = 〈P (G), λ〉.
In general if π is an irreducible projective unitary representation of G, the same argument shows that we
can find G˜ a connected compact matrix group with a covering homomorphism f : G˜→ G and a representation
π˜ such that π˜ = π ◦ f as projective representations.
Let λi be a choice of cosets for P (g)/P (G) and let Gi be the central extension (by Ci) constructed above
with projection maps fi : Gi → G. Let G˜ be the connected component of the identity of the closed subgroup
of elements (xi) ∈
∏
Gi such that fi(xi) = fj(xj). Then there is a natural projection f : G˜→ G with kernel
Z =
∏
Zi ∩ G˜, finite Abelian. By construction λi ∈ P (G˜), so that P (G˜) = P (g). Hence Z(G˜) = P (G˜)/Q.
The group G˜ has the property that every generalised weight is now a weight.
Remark. Weyl’s theorem implies that G˜ is simply connected.
16. THE DIRAC OPERATOR AND SUPERSYMMETRY RELATIONS. Our aim now is to
prove Weyl’s character formula for the character of an irreducible representation with highest weight λ. The
proof is based on supersymmetry and the coset construction of Goddard–Kent–Olive. The supercharge or
Dirac operator and its properties lie at the heart of the method which is manifestly unitary. Later we will
explain why it also gives a geometric construction of all irreducible representations as twisted harmonic
spinors. The Dirac operator or supercharge operator also exists for affine algebras, as shown by Kazama and
Suzuki. The same technique can therefore be used for to prove the Weyl–Kac character formula.
The spin representation. Let V be a real inner product space with orthonormal basis (ei). For T ∈ so(V ),
define s(T ) = 14
∑
c(T · ei)c(ei). Recall that [s(T ), c(X)] = c(TX).
Let G be a compact simple matrix group with Lie algebra g. Let T be a maximal torus in G with Lie
algebra h. We assume that the invariant inner product on g has been normalised so that the highest root
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θ ∈ h∗ has ‖θ‖2 = 2 in the induced norm. Let m = h⊥ ⊂ g. Thus m is even dimensional and invariant under
Ad(T ) and ad(h). Since it is an inner product space, we may consider the real Clifford algebra Cliff m. It
has a unique irreducible representation Wm which is Z2–graded: Wm =W
+
m⊕W−m. Let V be an irreducible
representation of G. We define the supercharge or Dirac operator on V ⊗Wm by
Q =
∑
(π(Xi) +
1
3
s(X i))c(Xi).
By definition Q takes V ⊗W±m into V ⊗W∓m and commutes with T . As we shall explain below, this operator
is really the Dirac operator for a very special connection restricted to an isotypic subspace. However to
understand why we take this particular formula we will have to take a supersymmetric path rather than a
geometric one.
A. Computations for Cliff(g). Take generators c(X) (X ∈ g) for Cliff(g). Thus {c(X), c(Y )} = 2(X,Y ).
Let Q0 =
∑
s(Xi)c(Xi) so that s(X) =
1
4
∑
c([X,Xi])c(Xi). Evidently Q0 is independent of the choice
of orthonormal basis, so that s(g)Q0s(g)
−1 = Q since s(g)Xis(g)−1 is another orthonormal basis of g.
Differentiating this relation, we get
[Q0, s(X)] = 0. (1)
This is one of the supersymmetry relations; we get the other as follows:
{Q0, c(X)} =
∑
s(Xi){c(Xi), c(X)} − [s(Xi), c(X)]c(Xi) =
∑
s(Xi)2(Xi, X) + c([X,Xi])c(Xi) = 6s(X).
Thus
{Q0, c(X)} = 6s(X). (2)
B. Computations in End(V )⊗ Cliff(g). Let V any unitary G–module and set
Q˜ =
∑
(π(Xi) +
1
3
s(Xi))c(Xi).
Then (1) implies that [Q˜, π(X) + s(X)] = 0, while (2) implies
{Q˜, c(X)} = 1
3
{Q, c(X)}+
∑
π(Xi){c(Xi), c(X)} = 2(π(X) + s(X)).
C. Coset construction of the Dirac operator. If (Xi) is an orthonormal basis of m and U is an
irreducible representation of G, then the Dirac (or supercharge) operator on U ⊗Wm is given by
Q =
∑
c(Xi)(π(Xi) +
1
3
s(Xi)).
We can consider the same operator acting on U ⊗Wm ⊗Wh = U ⊗Wg and denote it by the same symbol
(strictly speaking it should be Q ⊗ I). The supercharge operator Qg also acts on this space as does the
supercharge operator for h acting on U ′ ⊗Wh, where U ′ = U ⊗Wh. These operators are given by Qg =∑
a(π(Xa) +
1
3S(Xa))ca and Qh =
∑
(π(XA) + sm(XA))c(XA) since sh(X) = 0 for X ∈ h.
Theorem (coset construction). Q = Qg −Qh.
Proof. Let (Xa) be an orthonormal basis of g, made up of an orthonormal basis (Xi) of m and (XA) of h.
Thus we have structure constants fabc given by [Xa, Xb] =
∑
c fabcXc. The invariance of the inner product
and the orthonormality of (Xa) imply that fabc is totally antisymmetric in its three arguments. In particular
we have s(Xa) =
1
4
∑
fabcc(Xa)c(Xb). Thus
Qg −Qh =
∑
(π(Xa) +
1
3
sg(Xa))c(Xa)−
∑
(π(XA) + sm(XA))c(XA)
=
∑
π(Xa)c(Xa) +
1
12
∑
a,b,c
c(Xa)c(Xb)c(Xc)−
∑
π(XA)c(XA)− 1
4
∑
A,i,j
fAijc(XA)c(Xi)c(j)
=
∑
π(Xi)c(Xi) +
1
12
∑
i,j,k
c(Xi)c(Xj)c(Xk)
=
∑
(π(Xi) +
1
3
sm(Xi))c(Xi),
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since there are three ways that terms c(XA)c(Xi)c(Xj) can appear and fabc = 0 if two or more coefficients
corresponds to basis elements in h.
17. THE SQUARE OF THE DIRAC OPERATOR.
A. Lichnerowicz’s lemma. Let ci = c(Xi), so that {ci, cj} = 2δij , and let Rijkℓ = ([Xi, Xj], [Xk, Xℓ]).
Apart from the obvious symmetry properties
Rijkℓ = Rkℓij = −Rjikℓ = −Rijℓk,
the tensor Rijkℓ satisfies Bianchi’s first identity, namely
Rijkℓ +Rikℓj +Riℓjk = 0.
This follows immediately from the Jacobi identity, since Rijkℓ = (Xi, [Xj , [Xk, Xℓ]]).
Lemma (Lichnerowicz).
∑
i,j,k,l Rijklcicjckcl = −2
∑
i,j Rijij .
Proof. By Bianchi’s identity we have∑
i,j,k,ℓ
Rijkℓcicjckcℓ = −
∑
i,j,k,ℓ
Rijkℓci(ckcℓcj + cℓcjck)
= 2
∑
i,j,k,ℓ
Rijkℓci(δjkcℓ + δkℓcj − 2δjℓck − cjckcℓ).
The symmetry properties allow one to delete the δkℓ term and, upon rearrangement, we get∑
i,j,k,ℓ
Rijkℓcicjckcℓ =
2
3
∑
i,j,k,ℓ
Rijkℓ(δjkcicℓ − 2δjℓcick)
= 2
∑
ijℓ
Rijjℓcicℓ = 2
∑
ijl
Rijjℓ(cicℓ + cℓci)/2 = 2
∑
ij
Rijji
as required.
B. Computations in Cliff(g). If (Xi) is an orthonormal basis of g, let Q =
∑
s(Xi)c(Xi) in Cliff(g).
Lemma 1. Q20 is a scalar operator.
Proof. The supersymmetry relations {Q0, c(X)} = 6s(X) and [Q0, s(X)] = 0 imply
[Q20, c(X)] = {Q0, c(X)}Q0 −Q0{Q0, c(X)} = 6s(X)Q0 −Q0s(X) = 0.
So Q20 is central in Cliff(g). Since Q
2
0 lies in Cliff
+(g), it must be a scalar operator.
Corollary. Q20 = 3
∑
s(Xi)
2, so
∑
s(Xi)
2 is a scalar.
Proof. We have
{Q0, Q0} = {Q0,
∑
s(Xi)c(Xi)} =
∑
[Q0, s(Xi)]c(Xi) + 3
∑
s(Xi)
2 = 6
∑
s(Xi)
2,
so
∑
s(Xi)
2 is a scalar, as claimed.
Lemma 2.
∑
s(Xi)
2 = − 18
∑ ‖[Xi, Xj]‖2 = − 18dim(g) · hg, where the dual Coxeter number hg equals the
value of the Casimir in the adjoint representation.
Remark. Thus hg = −
∑
Tr(ad(Xi)
2) = ‖θ+ρ‖2−‖ρ‖2, where θ is the highest root, i.e the highest weight
in the adjoint representation.
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Proof. We have
s(Xa) =
1
4
∑
([Xa, Xj], Xi)cicj = −1
4
∑
(Xa, [Xi, Xj ])cicj ,
so that ∑
s(Xi)
2 =
1
16
∑
([Xi, Xj], [Xk, Xℓ])cjcjckcℓ
= −1
8
∑
‖[Xi, Xj]‖2
= −1
8
∑
([Xi, Xj], [Xi, Xj])
=
1
8
∑
(ad(Xi)
2 ·Xj, Xj)
=
1
8
Tr(
∑
ad(Xi)
2)
=
1
8
Tr(−hgI)
=
1
8
dim(g) · hg.
Corollary. Q20 = − 38hg · dim(g).
Proof. We have Q20 = 3
∑
s(Xi)
2 = − 38hg · dim(g).
Lemma 3. The weights of W±m as a representation of h are exactly ρ −
∑
α∈S α, where S is an arbitrary
subset of positive roots with |S| even for W+m and odd for W−m. Thus chs(Wm) = ch(W+m) − rmch(W−m) =
eρ
∏
α>0(1− e−alpha).
Proof. This follows immediately from the formulas for the weights of the spin representations. Recall that
every matrix g ∈ SO(N) is conjugate to a matrix with 2 × 2 blocks
(
cos θj sin θj
− sin θj cos θj
)
down the diagonal
where j = 1, . . . , [N/2]. Note that there is an additional 1 on the diagonal if N is odd. Thus the complex
eigenvalues of g are e±iθj . In any irreducible projective representation π(g) of SO(N), the eigenvalues of a
generic block diagonal element π(g) are called the weights of the representation.
Lemma 3′ (weights of spin representation). (1) If dim(V ) is even, the weights of the spin representation
W± are exp i 12
∑±θk where the number of plus signs is even for W+ and odd for W−.
(2) If dim(V ) is odd, the weights of the spin representation W are exp 12
∑±iθk.
Proof. Let v1, . . . , vm be an orthonormal basis for VJ and set vI = vi1 ∧ · · · ∧ vik for i1 < · · · < ik.
Then c(vk) = e(vk) + e(vk)
∗ and c(ivk) = i(e(vk) − e(vk)∗). The generators of Lie algebra of the maximal
torus are given by Tj =
1
4 (c(vj)c(ivj) − c(ivj)c(vj)) = 12c(vj)c(ivj). Thus TjvI = i/2 vI if j ∈ I and
TjvI = −i/2 vI if j /∈ I. The corresponding self–adjoint operators Sj satisfy Tj = iSj so that SjvI = ± 12vI .
Since W+ = Λeven(V ) is spanned by vI ’s with I even and W
− = Λodd(V ) is spanned by vI ’s with I odd,
the result follows.
(2) Note that the maximal torus of SO(V0) coincides with the maximal torus of SO(V ). On the other hand
the spin representation of SO(V ) equals W+ ⊕W−, where W± are the spin representations of SO(V0). So
the result follows immediately from (1).
Corollary of Lemma 3. As a representation of g, the irreducible representation W of Cliff(g) contains a
highest weight vector of weight ρ; in fact it contains exactly N = 2M such vectors where M = [m/2] with
m = dim h.
Proof. We have Wg = Wm ⊗Wh with h acting trivially On Wh and with highest weight ρ on Wm; for as
we have seen the weights of Wm are exactly ρ−
∑
α∈S α, where S is a subset of the positive roots. Clearly
this means that there are exactly N = dim(Wh) vectors of weight ρ in W .
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Corollary 2 (Kostant, Atiyah–Schmid, Wallach, . . . ). W = Vρ ⊗ CN . In particular we get the
“strange” isomorphism Wm ∼= Vρ as h or T modules, so the weights and weight multiplicities of Wm are
invariant under W .
Remark. Invariance of the weights and weight multiplicities of Wm under the Weyl group also follows
because N(T ) acts on m and hence Wm (by quantisation); it is not hard to show that N(T ) permutes the
weight spaces according to the corresponding Weyl group elements.
Proof. Clearly it suffices to show that all highest weight vectors in W have weight ρ. We have already seen
that the Casimir of g has value 3‖ρ‖2 on W , so any other highest weight λ = ρ −∑α∈S α = ρ − ν must
satisfy ‖lambda+ ρ‖2 = 4‖ρ2‖. But
‖λ+ ρ‖2 = 4‖ρ‖2 − (ν, rho) − 3(λ, ν),
with (ν, ρ) ≥ 0 and (λ, ν) ≥ 0. Thus ‖lambda+ ρ‖2 = 4‖ρ2‖ only if (ν, ρ) = 0 and (λ, ν) = 0, so that ν = 0
and λ = 0.
Lemma 4.
∑
s(Xi)
2 = 3‖ρ‖2.
Proof. Let W be an irreducible representation of Cliff(g). Now W = Wm ⊗Wh and h acts trivially on
Wh. On the other hand Wm = Λ
∗(m+
C
), so that ρ is a highest weight of W as a g–module. In fact although
h is canonically quantised, π(T ) = 14
∑
c([T,Xi])c(Xi) does not agree with the canonical quantisation. A
highest weight vector is given by v =
∧
α>0Xα and TXα = α(T )Xα, so that π(T )v = 2ρ(T )v. On the
other hand π(T )Ω = 0, so that Ω is a lowest weight vector. Since the canonical quantisation has the form
π(T ) + λ(T ) and the highest and lowest weight of π have the form ±µ(T ) for some µ > 0, we must have
λ(T ) = µ(T ) = ρ(T ). The Casimir
∑
s(Xi)
2 therefore acts on the corresponding submodule as 3‖ρ‖2. Since
it acts as a scalar on W , the lemma follows.
Corollary (Freudental–de Vries “strange formula”). ‖ρ‖2 = hg · dim g/12.
Proof. Immediate from lemmas 2 and 3.
C. Computations in End(V ) ⊗ Cliff(g). Let π : g → so(V ) be a representation of g and set Qg =∑
(π(Xi) +
1
3s(Xi))c(Xi).
Theorem. Q2g =
∑
π(Xi)
2 + 13
∑
s(Xi)
2.
Proof. Let Q0 =
∑
s(Xi)c(Xi). Thus [Q0, s(X)] = 0 and {Q0, c(X)} = 6s(X). Moreover [Qg, π(X) +
s(X)] = 0 and {Q, c(X)} = 2π(X) + +2s(X). Hence
{Q0, Q0} = {Qg,
∑
(π(Xi) + s(Xi))c(Xi) + (
1
3
− 1)Q0}. (1)
The first term gives
{Qg,
∑
(π(Xi) + s(Xi))c(Xi)} =
∑
(π(Xi) + s(Xi))(2π(Xi) +
2
3
s(Xi)) (2)
while the second term gives
{Qg, Q0} =
∑
π(Xi){Q0, c(Xi)} + ε{Q0, Q0} = 6
∑
π(Xi)s(Xi) + 2
∑
s(Xi)
2. (3)
The result follows by substituting in (1) from (2) and (3).
D. Coset computation of Q2. By the coset construction Q = Qg − Qh. Thus Qg = Q + Qh, where Q
and Qh anticommute, i.e. {Q,Qh} = 0. Hence
{Qg, Qg} = {Q+Qh, Q+Qh} = {Q,Q}+ {Qh, Qh}.
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Thus Q2g = Q
2 +Q2
h
, so that Q2 = Q2g −Q2h.
18. WEYL’S CHARACTER AND DENOMINATOR FORMULAS.
Lemma. If σ ∈ W , then ε(σ) = deth(σ) = (−1)n(σ) where n(σ) = |{α > 0 : σα < 0}|.
Proof. Since G is connected, Ad(G) ⊂ SO(g). Hence N(T ) ⊂ SO(g). But N(T ) normalises h and therefore
acts on m. If g ∈ N(T ) it follows, that detm(g) = deth(g). Since detg(t) = deth(t) = 1, we have detm(t) = 1
for t ∈ T . Thus if σ ∈ W = N(T )/T , detm(σ) is well–defined and equals deth(σ). Let Xα, Yα be a basis for
m. Clearly σXα ∧ σYα is well–defined (independently of the choice of representative in N(T )). If σα > 0,
it equals Xσα ∧ Ysigmaα, while if σα < 0 it equals −X−σα ∧ Y−σα. Thus deth(σ) = (−1)N where N is the
number of α such that σα < 0, as required.
Corollary. π(σ) ∈ End(Wm) is even or odd according as ε(σ) = 1 or −1. If ξ ∈ Wµ has weight µ, then
π(σ)ξ has weight σµ.
Proof. We already know that if T ∈ O(m), then π(T ) is even or odd according to the sign of det(T ), so
the first result follows. Thus π(σ)π(t)π(σ)−1 = ±π(σt)−1 where we regard π as a representation of T (recall
that ρ is a weight). Since T is connected, only the plus sign is possible, so the result follows.
Lemma (Euler–Poincare´ Principle). Let W =W+ ⊕W− be a vector space Z2–graded and let A and B
be even and odd commuting operators on W with B diagonalisable. Then TrsA = TrsA|ker(B).
Proof. Since B is diagonalisable, so is B2. Moreover ker(B) = ker(B2). Let W±λ = {ξ ∈ W± : B2ξ = λξ}.
If λ 6= 0, then B gives an isomorphism between W+λ and W−λ . Since A commutes with B, A leaves W±λ
and the isomorphism given by B intertwines the two actions of A. Hence TrW+
λ
(A) = TrW−
λ
(A) for λ 6= 0.
Hence
TrsA = TrW+(A)− TrW−(A) =
∑
λ
TrW+
λ
(A)− TrW−
λ
(A) = TrW+
0
(A)− TrW−
0
(A) = TrsA|ker(B),
as required.
Theorem (Weyl’s character formula). ch(Vλ) = Π
−1∑
σ∈W ε(σ)e
σ(λ+ρ)−ρ, where Π =
∏
α>0(1− e−α).
Proof. Consider the h or T module Vλ ⊗Wm. Evidently
chsVλ ⊗Wm = ch(V ) · chs(Wm) = ch(Vλ) · eρ
∏
α>0
(1− e−α). (1)
On the other hand, by the Euler–Poincare´ principle,
chsVλ ⊗Wm = chsker(Q) ∩ (Vλ ⊗Wm). (2)
Since Q commutes with h, we can assume ξ ∈ ker(Q) ∩ (Vλ ⊗Wm) is an h–eigenvector of weight µ+ ν say,
where µ < λ and ν < ρ. Since Q is skew–adjoint, ker(Q) = ker(Q). But Q2ξ = (‖λ + ρ‖2 − ‖µ + ν‖2)ξ.
Therefore we must have µ = σλ and ν = σρ for some unique σ ∈ W . Note that if g ∈ N(T ) corresponds to
σ ∈ W , then gvλ ⊗ π(σ)vρ has weight σλ+ σρ. We claim, up to scalar multiples this is the only vector with
this weight. In fact suppose that µ1+ν1 = µ+ν with λ ≥ µ1 and ρ ≥ ν1. Since |µ1+ν1|2 = |µ+ν|2 = |λ+ρ|2,
the previous argument implies that µ1 = τλ and ν1 = τρ for some τ ∈ W . But then γ = τ−1σ fixes λ + ρ.
Since λ ≥ γλ and ρ ≥ γρ, we get γρ = ρ so that γ = id. Thus µ = µ1 and ν = ν1, so that the vector
must lie in the tensor product of the µ–weight space of Vλ and the ν–weight space of Wm. But each of hese
weight spaces is obtained by applying σ to the λ and ρ weight spaces; they therefore have multiplicity one.
Thus the kernel of Q (or equivalently Q2) is indexed by elements of σ and has a basis consisting of vectors
gσvλ ⊗ π(gσ)vρ. The vector π(gσ)vρ lies in W±m according as ε(σ) = ±1. Thus
chs(ker(Q) ∩ (Vλ ⊗Wm)) =
∑
σ∈W
ε(σ)eσ(λ+ρ). (3)
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The character formula follows from (1), (2) and (3).
Corollary (Weyl’s denominator formula).
∑
σ∈W ε(σ)e
σρ−ρ =
∏
α>0(1− e−α).
Proof. This follows by setting λ = 0, since the character of the trivial representation is identically 1.
Remark. Using the denominator formula, we can write ch(Vλ) = A(λ+ ρ)/A(ρ) where A(µ) =
∑
ε(σ)eσµ.
Corollary (Weyl’s dimension formula). dim(Vλ) =
∏
α>0(λ + ρ, α)/
∏
α>0(ρ, α).
Proof. Let X,Y ∈ h be the elements such that µ(X) = (µ, ρ) and µ(Y ) = (µ, ρ + λ) for µ ∈ h∗. Then by
Weyl’s denominator formula∑
ε(σ)ei(ρ+λ)(Xt) =
∑
ε(σ)eiρ(Y t) =
∏
α>0
(eiα(Y )t − e−iα(Y )t),
and ∑
ε(σ)eiρ(Xt) =
∏
α>0
(eiα(X)t − e−iα(X)t).
Dividing these we get
TrVλ(e
Xt) =
∏
α>0
sin(λ+ ρ, α)t
sin(ρ, α)t
.
The result follows by letting t→ 0.
19. REMARKS ON CONNECTIONS AND DIRAC OPERATORS. Let G be a with simple
compact Lie group with Lie algebra g with invariant inner product (X,Y ). Let H be a closed subgroup with
Lie algebra h and let m = h⊥, so that g = h⊕m. Set M = G/H . Then Vect(M) = (C∞(G)⊗m)H , so that
X(gh) = ad(h)−1X(g) for X ∈ Vect(M). If P = Pm is the orthogonal projection onto m and Y ∈ m, then
Y˜ (g) = P (g−1Y g) defines a vector field with Y˜ (1) = Y ; translating on the left, we can produce a vector field
equal to Y at a given point. If X(g) is a vector field and f ∈ C∞(M) = C∞(G)H , we define
Xf(g) =
d
dt
f(g exp(X(g)t))|t=0.
It is immediate from the definitions that Xf(gh) = Xf(g), so that Xf ∈ C∞(M). The canonical connexion
is defined by
∇Xξ(g) = d
dt
ξ(g exp(X(g)t))|t=0,
for ξ ∈ Vect(M) = (C∞(G)⊗m)H . Clearly ∇X(fξ) = (Xf)ξ + f∇Xξ. Any other G–invariant connexion is
given by
∇′Xξ = ∇Xξ + id⊗ αXξ,
where α : m→ End(m) is anH–invariant linear mapping; note that if X ∈ (C∞(G)⊗m)H , then (id⊗α)(X) ∈
(C∞(G)⊗End(m))H . In our case m has an AdH–invariant inner product (X,Y ). This induces a G–invariant
hermitian structure on tangent vectors, (X,Y )(g) = (X(g), Y (g)) ∈ C∞(G/H). A connexion ∆′X is a metric
connexion (or compatible with the metric) X(ξ, η) = (∇′X , η)+(ξ,∇′Xη). It is obvious that ∇X is compatible
with the metric; and ∆X + αX is compatible with the metric iff α(m) ⊂ so(m). We call α the connexion
1–form. We shall take αX(Y ) = −ε[X,Y ]m = εPm[X,Y ] with ε ∈ R.
LetW be an irreducible CliffCm–module, Z2–graded if dimm is even. ThusW is a complex inner product
space. Consider (C∞(G) ⊗W ⊗ V )H , where V is any unitary H–module. Given X ∈ (C∞(G) ⊗ m)H , a
tangent vector, and ξ ∈ (C∞(G) ⊗W ⊗ V )H , define
c(X)ξ = c(X(g))⊗ id)xi(g).
Then clearly c(X)∗ = c(X), c(X)c(Y ) + c(Y )c(X) = 2(X,Y )I and [∇˜X , c(Y )] = c(∇XY ), where the spin
connection ∇˜X is given by ∇X + s(αX). (Recall that if T ∈ so(V ), s(T ) = 14
∑
c(T · vi)c(vi), where (vi) is
an orthonormal basis of the real inner product space V .)
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The twisted Dirac operator DV is defined by DV =
∑
c(Xi)∇Xi , where (Xi) is locally an orthonormal
basis of vector fields near x. DV is clearly independent of the local choice of orthonormal basis, so globally
defined. By definition DV is G–invariant. We want to find a simpler expression for DV in terms of an
orthonormal basis of m.
Proposition. If (Xi) is an orthonormal basis of m, then on (C
∞(G) ⊗W ⊗ V )H , the Dirac operator is
given by
DV =
∑
(id⊗ c(Xi)⊗ id)(r(Xi)⊗ id⊗ id− εid⊗ s(Yi)⊗ id).
Proof. Both DV and the right hand side D
′
V are evidently G–invariant and act on the correct spaces. Take
a section ξ ∈ (C∞(G)⊗W ⊗V )H . By invariance, it is enough to show that (DV ξ)(1) = (D′V ξ)(1). As above
we have X˜i, vector fields on G/H , orthonormal at g = 1. We then have
(DV ξ)(1) =
∑
(c(X˜i)∇X˜iξ)(1) =
∑
c(X˜i(1))
d
dt
ξ(exp X˜i(1)t)|t=0
=
∑
c(Xi)[(r(Xi)ξ)(1)− εs(Xi)ξ(1)] = (D′V ξ)(1),
so the result follows.
20. REMARKS ON DIRAC INDUCTION AND BOTT’S PRINCIPLE. Consider ker(D±V ) ⊂
(C∞(G) ⊗W± ⊗ V ). This is a closed G–invariant subspace (in the C∞ topology). Since DV is an elliptic
operator, we know it is finite–dimensional; in any event it is the closure of the sum of its irreducible subspaces.
Let G be a compact matrix group and let A be the *–algebra generated by the matrix coefficients of a
finite–dimensional faithfull representation. Thus A ⊂ C∞(G) ⊂ C(G) ⊂ L2(G). By the Stone–Weierstrass
theorem, A is uniformly dense in C(G) and hence dense in L2(G). Let V ⊂ L2(G) be a finite–dimensional
left invariant subspace. If f ∈ C∞(G) and ξ ∈ V , we have f ⋆ ξ ∈ V . On the other hand f ⋆ ξ ∈ C∞(G),
so that V ⊂ C∞(G). Now let W be any finite–dimensional irreducible representation of G. Then the map
of taking matrix coefficients defines a G × G–equivariant embedding W ⊗W ∗ → C∞(G). The algebra A
is a algebraic direct sum of representations V ⊗W of G × G. If W ⊗W ∗ does not appear in this list, the
corresponding elements would have to be orthogonal to A, a contradiction. Hence W ⊗W ∗ ⊂ A. On the
other hand HomG(V,C(G)) = V
∗ under the map f 7→ f∗ with f∗(v) = f(v)(1). So A = ⊕Vi⊗V ∗i (algebraic
direct sum) as a G×G–module. Thus L2(G) = ⊕Vi⊗V ∗i (Hilbert space direct sum). The multiplicity space
of U in C∞(G) ⊗ V is HomG(U,C∞(G) ⊗ V ) = Hom(U, V ) and the multiplicity of U in (C∞(G) ⊗ V )H is
HomG(U, (C
∞(G) ⊗ V )H) = HomH(U, V ). Moroever (L2(G)⊗ V )H = ⊕Vi ⊗HomH(Vi, V ) as a G–module.
Thus every representationU ofG appears in (C∞(G)⊗W⊗V )H with finite multiplicity. The multiplicity
space is given by HomH(U,W⊗V ). The operatorDV commutes withG and therefore carries each multiplicity
space onto itself. In fact on the space HomG(U,C
∞(G)⊗W ⊗ V ),
DV =
∑
(id⊗ c(Xi)⊗ id)(r(Xi)⊗ id⊗ id− εid⊗ s(Xi)⊗ id) =
∑
−c(Xi)(π(Xi) + εs(Xi)).
It follows by direct computation (see below) or ellipticity of DV that ker(DV ) is finite–dimensional. Note
that DV is skew–adjoint but breaks up as two operators D
±
V : (C
∞(G)⊗W±⊗V )H → (C∞(G)⊗W∓⊗V )H
with finite–dimensional kernels. The index is the formal difference ind(D+V ) = [ker(D
+
V )]− [ker(D−V )] in the
representation ring R(G). Let (C∞(G) ⊗W± ⊗ V )H = ⊕Vi ⊗M±i , where M±i is the multiplicity space of
Vi. Then D
±
V : M
±
i → M∓i . Since ker(D±V ) is finite–dimensional, D2V is almost everywhere an isomorphism
of M±i onto M
±
i . Thus
ind(D+V ) =
∑
(dim(Mi+)− dim(M−i )) · [Vi].
This proves Bott’s principle: the index depends only on the underlying bundles and not on the elliptic
operator between them. one can also compute ind(D+V ) using supersymmetry and show that if V is positive
(in a certain sense), then ker(D−V ) = (0). This shows that every irreducible representation of G can be
realised on a space of twisted harmonic spinors ker(D+V ) and gives a uniform geometric construction of all
irreducible representations.
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CHAPTER III. REPRESENTATIONS OF AFFINE KAC–MOODY ALGEBRAS
Background. If G is a compact simply connected group, the corresponding loop group is LGC∞(S1, G)
under pointwise multiplication. This group acts by multiplication on C∞(S1, V ) whenever V is a finite–
dimensional representation of V . Let Diff(S1) be a the group of orientation–preserving diffeomorphisms
of S1 and RotS1 the rotation subgroup. These groups act by automorphisms on LG. They also acts on
C∞(S1, V ) compatibly with LG. The semidirect product acts unitarily on H = L2(S1, V ) (after correcting
the action of Diff(S1) by a Radon–Nikodym cocycle). Although H is already a complex Hilbert space, we regard
it as a real Hilbert space, taking a new complex structure given by the Hilbert transform J = i(I−2P ), where
P is the Hardy space projection onto the space with vanishing negative Fourier coefficients. This complex
structure defines an irreducible representation of the corresponding real Clifford algebra with generators c(f)
(f ∈ H). Since each element g in the semidirect product LG ⋊ Diff(S1) commutes with J modulo Hilbert–
Schmidt operators, each such g is implemented on fermionic Fock space by a unitary Ug. This gives a
projective representation LG ⋊ Diff(S1) which lifts to an ordinary representation of Rot(S1) of positive
energy (there are only non–negative eigenspaces each of finite multiplicity). As in the finite–dimensional
case, there is a corresponding infinitesimal projective representation of the Lie algebras of LG and Diff(S1)
by quadratics in fermions. In general, if C∞(S1, g) = Lie(LG), one can look directly for positive energy
projective representations of C∞(S1, g)⋊Rot(S1). We do this below for the Lie subalgebra Lg ⊂ C∞(S1, g)
consisting of (trigonometric) polynomial maps. In view of the fermionic construction, it is not so surprising
that every positive energy projective representation of Lg⋊Rot(S1) extends the Witt algebra. This is the Lie
algebra of polynomial vector fields on S1, a subalgebra of LieDiff(S1). (We will establish an infinitesimal
version of this fermionic construction in the course of this chapter.)
1. LOOP ALGEBRAS AND THE WITT ALGEBRA. Let g be a simple compact Lie algebra with
complexification gC. The (trigonometric) polynomial loops S
1 → g are spanned by X sinmθ, X cosmθ
(X ∈ g, m ≥ 0) and form a real Lie algebra under pointwise Lie bracket, [X(θ), Y (θ)]. The complexification
has a slightly easier spanning set Xn = Xe
inθ. It is called the loop algebra and denotes by Lg. Note that
[Xm, Yn] = [X,Y ]m+n. (1)
Now there is a natural involution X 7→ X∗ on gC as well as the usual involution (conjugation) on complex
functions. This leads to the (conjugate–linear) involution on Lg given by (Xn)
∗ = (X∗)−n. The Witt
algebra corresponds to the complexification of the real Lie algebra of (trigonmetric) polynomial vector fields
a(θ) d/dθ on S1. It has basis dn = ie
inθ d/dθ. We can use Leibniz’ rule to compute the Lie brackets:
[dm, dn] = (m− n)dm+n. (2)
Note that [dm, Xn] = ie
imθ d
dθ (e
inθ)X = −nei(m+n)θX = −nXm+n, so that
[dm, Xn] = −nXn+m. (3)
Note that d ≡ d0 = i d/dθ is the vector field corresponding to rotations and [d,Xm] = −mXm. Note that
the rotation group RotS1 ∼= T acts on Lg by (rαf)(θ) = f(θ− α) and rα = eiαd by Taylor’s theorem. Thus
the Witt algebra Vect(S1) acts by Lie algebra derivations on Lg. We extend the involution to Vect(S1) by
declaring that d∗n = d−n. This picks out the usual real structure on Vect(S
1).
2. POSITIVE ENERGY REPRESENTATIONS AND KAC MOODY–ALGEBRAS. We shall
be interested in projective, unitary, positive energy representations of Lg ⋊ Cd or Lg⋊ RotS1. Thus
if a = Lg⋊Cd is the semidirect product, we look for inner product spaces H (not complete!!) such that:
(1) Projective: a acts projectively by operators π(A) (A ∈ a), i.e. A 7→ π(A) is linear and [pi(A), π(B)]−
π([A,B]) lies in CI for A,B ∈ a.
(2) Unitary: π(A)∗ = π(A∗).
(3) Positive energy: H admits an orthogonal decomposition H =
⊕
k≥0H(k) such that D = π(d) acts on
H(k) as multiplication by k, H(0) 6= 0 and dimH(k) <∞
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Note that we can take Rθ = π(rθ) = e
iθD, so that Rθ acts on H(k) as multiplication by e
ikθ . A more
general version of the positive energy condition requires only that H(k) = (0) for k << 0. Tensoring H
be a representation of RotS1, we may always convert this more general positive energy representation into
the normalised form given in (3). The subspace H(k) are called the energy subspaces with energy k; the
operator D has many names, including the energy operator or hamiltonian operator.
Since the representation is projective, [π(A), π(B)] − π([A,B]) = b(A,B)I where b(A,B) ∈ C. We
call b a 2–cocycle — in fancy language it gives a class in H2(a,C). The definition immediately implies the
antisymmetry condition
b(A,B) = −b(B,A)
because Lie brackets are antisymmetric; and the Jacobi identity immediately implies that
b([A,B], C) + b([B,C], A) + b([C,A], B) = 0
for all A,B,C ∈ a. On the other hand we are free to adjust the operators π(A) by adding on scalars. Thus
to preserve linearity, we change π(A) to π(A) + f(A)I where f : a → C is linear. This changes b(A,B) to
b(A,B) − f([A,B]). We shall now make such adjustments so that b has a canonical form. We normaliseS
the inner product on g (and hence h and h∗) so that ‖θ‖2 = 2, where θ is the highest root.
Theorem. Representatives of X(n) = π(Xn) and D can be chosen so that
[X(m), Y (n)] = [X,Y ](m+ n)−mℓ(X,Y )δm+n,0, [D,X(n)] = −nX(n)
and D = D∗, X(n)∗ = −X(−n) for X ∈ g. Here ℓ is a non–negative integer called the level of H.
Remark. We can extend the inner product (·, ·) on g to a complex inner product on gC. If we set
< X, Y >= (X,Y ∗) for X,Y ∈ C, then we obtain an invariant complex symmetric bilinear form on gC. The
commutation relation then becomes [X(m), Y (n)] = [X,Y ](m + n) +mℓ < X, Y > δm+n,0 for X,Y ∈ gC.
When g = su(n), this bilinear form is given by < X, Y >= Tr(XY ) and is in general a positive multiple of
the Killing form.
Proof. We start by adjusting the operator X = X(0) for X ∈ g (the zero modes). Set b(X(0), Y (0)) =
ic(X,Y ). Thus c([X,Y ], Z) + c([Y, Z], X) + c([Z,X ], Y ) = 0 and c(X,Y ) = −c(Y,X). Since X∗ = −X and
π(X)∗ = −π(X), it follows that c(X,Y ) is real. We show that c(X,Y ) = f([X,Y ]) for f ∈ g∗. Let (·, ·) be
an invariant inner product on g and write b(X,Y ) = (δ(X), Y ) for some linear operator δ ∈ End(g). The
antisymmetry of b implies that δ∗ = −δ, i.e. δ is skew–adjoint, and the cocycle relation translates into
δ([X,Y ]) = [δ(X), Y ] + [X, δ(Y )].
Thus δ is a skew–adjoint derivation of g. We saw in Chapter 2 that any such derivation is inner, i.e. δ(X) =
[A,X ] for some A ∈ g. Hence b(X,Y ) = ([A,X ], Y ) = −([X,A], Y ) = (A, [X,Y ]) = f([X,Y ]) with
f(X) = (A,X). Thus we may adjust the X ’s by purely imaginary scalars so that [π(X), π(Y )] = π([X,Y ])
with π(X)∗ = −π(X).
Now consider the operators [D, π(X)] = ig(X)I. Since D = D∗ and π(X)∗ = −π(X), g(X) is real. It
is also linear and the cocycle relation implies that g([X,Y ]) = 0. Since [g, g] = g, it follows that g ≡ 0 and
hence that [D, π(X)] = 0.
This completes the zero mode adjustments. If n > 0, we can choose X(n) so that [D,X(n)] = −nX(n),
for the left hand side is independent of any choices. Taking X(−n) = −X(n)∗ for X ∈ g, we still have
[D,X(−n)] = nX(−n). These equations imply that the operator X(n) takes the energy space H(k) into
H(k−n). Thus the operatorsX(−n) and X(n) (n > 0) raise and lower energy. We thus have [π(X), π(Y )] =
π([X,Y ]) + ib(x, y)I for some 2–cocycle b(x, y) ∈ C. We now compute b(x, y).
(1) We have already imposed the condition [D,X(n)] = −nX(n) for X ∈ g which uniquely specifies the
choice of X(n)’s.
(2) [X(n), Y (m)] = [X,Y ](n + m) if n + m 6= 0. For these elements lower energy by n + m and scalars
preserve energy.
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(3) [X(n), Y (−n)] = [X,Y ](0) + δn(X,Y ) · I. For if [X(n), Y (−n)] − [X,Y ](0) = λ(X,Y ), then taking Lie
brackets with Z(0), we find λ([Z,X ], Y ) + λ(X, [Z, Y ]) = 0. But any g–invariant bilinear form on g is a
multiple of (X,Y ).
(4) δn = nδ1 for n > 0. It suffices to show that δn+1 = δn + δ1. But
[A(−1), [X(n+ 1), Y (−n)]] = [A(−1), [X,Y ](1)] = ([A, [X,Y ]])(0)− δ1(A, [X,Y ]).
On the other hand
[A(−1), [X(n+ 1), Y (−n)]] = −[X(n+ 1), [Y (−n), A(−1)]]− [Y (−n), [A(−1), X(n+ 1)]]
= −[X(n+ 1), [Y,A](−n− 1)]− [Y (−n), [A,X ](n)]
= −[X, [Y,A]](0)− [Y, [A,X ]](0)− δn+1(X, [Y,A])− δn(Y, [A,X ]).
Since (·, ·) is g–invariant, and [g, g] = g, the result follows.
(5) −δ1 is a non–negative integer ℓ. Suppose that H(0) has a summand Vλ with highest weight λ. Let vλ be a
highest weight vector in Vλ, so that Hi(0)vf = λ(Hi)vλ and Ei(0)vλ = 0 for i > 0. Now consider E = E−θ(1),
F = Eθ(−1), H = [E,F ] = iTθ(0) + δ1, where (Tθ, T ) = θ(T ). Then [H,E] = 2E, [H,F ] = −2F , H = H∗
and E∗ = F . Moreover Evλ = 0 and Hvλ = (−(θ, λ) + δ1)vλ. So by the usual sl2 lemma, −δ1 − (θ, λ) is a
non–negative integer. Hence −δ1 must be a non–negative integer ℓ.
Corollary of proof. Each energy space H(k) is a g–module. For level ℓ ≥ 0, any highest weight λ appearing
in H(0) must satisfy (λ, θ) ≤ ℓ.
In the light of this theorem, we define the affine Kac–Moody algebra ĝ by
ĝ = Lg⊕ Cd⊕ Cc,
with [X(m), Y (n)] = [X,Y ](m+ n) +m < X,Y > δm+n,0c and [d,X(n)] = −nX(n) (note the minus sign!).
All other brackets zero. This contains Lg ⊕ Cc = Lg as an ideal. Note that Cc is a central subalgebra and
Lg/Cc = Lg. Thus Lg is a central extension of Lg by C and RotS1 acts on Lg. Lg is called an affine Lie
algebra.
Invariant symmetric bilinear form. We define a bilinear form on ĝ by
(X1(m)+δ1d+γ1c,X2(n)+δ2d+γ2c) = (X1, X2)δm+n,0+δ1γ2+δ2γ1 = − < X1, X2 > δm+n,0+δ1γ2+δ2γ1.
It is straightforward to check that this form is ad–invariant. It is important that it is not positive definite
on the ”real part”; for example it is clearly Lorentzian on iRd+ iRc.
3. COMPLETE REDUCIBILITY.
Positive energy theorem. (a) Let H be a positive energy representation of ĝ and let V = H(0) be the
lowest energy subspace. If ξ ∈ H(0) is cyclic, then some vector in H(0) generates a lowest energy subspace.
(b) Any positive energy representation is an orthogonal direct sum of irreducible positive energy representa-
tions.
Proof. (a) Let V be the subspace of lowest energy. Let K be any invariant subspace of H . So K =
⊕
K(n)
and H = K ⊕K⊥. Note also that K⊥ is invariant. Now H(0) = K(0) ⊕K⊥(0). Moreover the ĝ–module
generated by K(0) or K⊥(0) is contained in K or K⊥. But the ĝ–module generated by K(0) ⊕ K⊥(0) =
H(0) equals H . Hence K must be the ĝ–module generated by K(0) = K ∩ H(0). Thus there is a 1–1
correspondence between submodules and certain invariant subspaces of H(0). Taking K so that KH(′) has
minimal dimension, we see that K must be irreducible. Any non–zero vector in K ∩ H(0) must be cyclic,
by irreducibility.
(b) Take the cyclic module generated by a vector of lowest energy. This contains an irreducible submodule
generated by another vector of lowest energy H1 say. Now repeat this process for H
⊥
1 , to get H2, H3, etc.
The positive energy assumption shows that H =
⊕
Hi.
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4. CLASSIFICATION OF POSITIVE ENERGY REPRESENTATIONS.
Theorem (Uniqueness). Let (π,H) be an irreducible positive energy representation of ĝ of level ℓ.
(1) H(0) is irreducible as an SU(N)–module.
(2) If H(0) = Vλ, then (θ, λ) ≤ ℓ.
(3) (Uniqueness) If H and H ′ are irreducible positive energy representations of level ℓ of the above form
with H(0) ∼= H ′(0) as g–modules, then H and H ′ are unitarily equivalent as representations of ĝ.
Proof. (1) Let V be an irreducible SU(N)–submodule of H(0). By irreducibility the ĝ–module generated
by V is the whole of H0. Since D fixes V , it follows that the Lg–module generated by V is the whole of
H . The commutation rules show that any monomial in the X(n)’s can be written as a sum of monomials
of the form P−P0P+, where P− is a monomial in the X(n)’s for n < 0 (energy raising operators), P0 is a
monomial in the X(0)’s (constant energy operators) and P+ is a monomial in the X(n)’s with n > 0 (energy
lowering operators). Hence H is spanned by products P−v (v ∈ V ). Since the lowest energy subspace of this
L0g–module is V , H(0) = V , so that H(0) is irreducible as a g–module.
(2) We have already proved this in section 2 by introducing E = E−θ(1), F = Eθ(−1) and H = [E,F ] =
ℓ+ iTθ(0), where (Tθ, T ) = θ(T ). [Thus, if v ∈ H(0) has highest weight λ, then T (0)v = iλ(T )v and Ev = 0.
Thus Hv = (ℓ+ iTθ(0))v = (ℓ − (θ, λ))v. Since E,F,H give a copy of sl2, we get ℓ ≥ (θ, λ).]
(3) Any monomial A in operators from g is a sum of monomials RDL with R a monomial in energy raising
operators, D a monomial in constant energy operators and L a monomial in energy lowering operators.
Observe that if v, w ∈ H(0), the inner products (A1v,A2w) are uniquely determined by v, w and the mono-
mials Ai: for A
∗
2A1 is a sum of terms RDL and (RDLv,w) = (DLv,R
∗w) with R∗ an energy lowering
operator. Hence, if H ′ is another irreducible positive energy representation with H ′(0) ∼= H(0) by a unitary
isomorphism v 7→ v′, U(Av) = Av′ defines a unitary map of H onto H ′ intertwining ĝ.
5. SUGAWARA’S FORMULA FOR L0.
Sugawara’s formula for L0. Let H be a cyclic positive energy representation at level ℓ and let (Xi) be an
orthonormal basis of g. Let L0 be the operator defined on H
0 by
L0 =
1
N + ℓ
(
−
∑
i
1
2
Xi(0)Xi(0)−
∑
n>0
∑
i
Xi(−n)Xi(n)
)
.
Then L0 = D + C/2(N + ℓ) where the Casimir ∆ = −
∑
iXi(0)Xi(0) acts on H(0) as multiplication by C
and on g as 2g (where g is the dual Coxeter number, equal to N for su(N)).
Proof. Since
∑
iXi(a)Xi(b) is independent of the orthonormal basis (Xi), it commutes with G and hence
each X(0) for X ∈ g. Thus ∑i[X,Xi](a)Xi(b) +Xi(a)[X,Xi](b) = 0 for all a, b. If A =∑i 12Xi(0)Xi(0) +∑
n>0Xi(−n)Xi(n), then using the above relation we get
[X(1), A] = −ℓX(1) +
∑
i
1
2
([X,Xi](1)Xi(0) +Xi(0)[X,Xi](1))
+
∑
n
[X,Xi](−n+ 1)Xi(n) +Xi(−n)[X,Xi](n+ 1)
= −ℓX(1) + 1
2
∑
i
[[X,Xi](1), Xi(0)] = ℓX(1) +
1
2
∑
i
[[X,Xi], Xi](1),
since ([X,Xi], Xi) = 0 by invariance of (·, ·). Hence [X(1), A] = −(g + ℓ)X(1), since −
∑
i ad(Xi)
2 = 2g.
Similarly [X(−1), A] = (g + ℓ)X(−1). [Note that if H were a unitary representation, so that X(n)∗ =
−X(−n), then A∗ = A and taking adjoints we get [X(−1), A] = (g + ℓ)X(−1). A similar argument could
be applied in general using the pairing between H and its algebraic dual.] Thus (g + ℓ)D + A commutes
with all X(±1)’s. Since [g, g] = g, these generate L0g, and hence (g + ℓ)D + A commutes with Lg. Since
(g + ℓ)D + A = −∆2 · I on H(0) and the cyclic subspace generated by H(0) is the whole of H , we get
(g + ℓ)D +A = −∆2 · I on H as required.
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Corollary. Let H be a positive energy representation of ĝ.
(a) If H is irreducible as an ĝ—module, then it is irreducible as an Lg–module.
(b) If H1 and H2 are irreducible ĝ–modules which are isomorphic as Lg–modules, then one is obtained from
the other by tensoring with a character of T.
Proof. (a) The Sugawara formula show that given k ≥ 0, there is a finite linear combination T of operators
X(a)Y (b) such that Tξ = Dξ for all ξ ∈ H(0) ⊕ · · · ⊕H(k). Hence the submodule generated by any such
ξ also contains the submodules generated by any of the components ξj ∈ H(j) (j ≤ k). However it is clear
that the ĝ–module generated by any ξj is the same as the Lg module generated by ξj . By irreducibility, it
follows that the Lg–module generated by ξ is the whole of H .
(b) Let T : H1 → H2 be a unitary intertwiner for ĝ. Then V ∗t TUt is also a unitary intertwiner, so must be
of the form λ(t)T for λ(t) ∈ T by Schur’s lemma. Since TUtT ∗ = λ(t)Vt, λ(t) must be a character of T.
Remark. The previous corollary is important because it shows that positive energy representations are
classified by up to tensoring with a character of RotS1. This will appear as an important feature in our
discussion of roots and weights for ĝ below.
6. SUGAWARA’S CONSTRUCTION OF THE VIRASORO ALGEBRA.
Theorem. Let H be an irreducible positive energy prepresentation at level ℓ. If L − 0 is defined as above
and in addition we set
Lm = − 1
2(ℓ+ g)
∑
i
∑
a+b=m
Xi(a)Xi(b),
then
[Lm, X(n)] = −nX(n+m), [Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0,
where c = dim g · ℓ/(ℓ+ g) and g is the dual Coxeter number.
*Proof. Since
∑
iXi(a)Xi(b) is independent of the orthonormal basis (Xi), it commutes with G and hence
eachX(0) forX ∈ g. Thus∑i[X,Xi](a)Xi(b)+Xi(a)[X,Xi](b) = 0 for all a, b. If B = 12∑a+b=mXi(a)xi(b),
then using the above relation we get [X(0), B] = 0. Similarly writing
B =
∑
i
(
1
2
∑
a+b=m,a=b
+
∑
a+b=m,b>a
)Xi(a)Xi(b),
we get
[X(1), B] = ℓX(1) +
∑
i
(
1
2
∑
a+b=m,a=b
+
∑
a+b=m,b>a
)[X,Xi](a+ 1)Xi(b) +Xi(a)[X,Xi](b + 1).
In this sum, consider terms P (α)Q(β) with α+ β = m+ 1: if α < β + 1, the first term gives a contribution∑
i[X,Xi](α)Xi(β), while if α = β + 1, it gives
1
2
∑
i[X,Xi](α)Xi(β); if β = α + 1, the second terms
gives a contribution 12
∑
iXi(α)[X,Xi](β), while if β > α + 1, it gives
∑
iXi(α)[X,Xi](β). Adding these
contributions (when they occur), we get a total of 0 if β > α+ 1;
∑
i
1
2Xi(α)[X,Xi](β) + [X,Xi](α)Xi(β) if
β = α+1;
∑
i[X,Xi](α)Xi(β) if β = α;
1
2
∑
i[X,Xi](α)Xi(β) if β = α−1; and 0 if β < α−1. If m+1 = 2k,
then we must have α = β = k and
[X(1), B] + ℓX(1) =
∑
i
[X,Xi](k)Xi(k)
=
1
2
∑
i
([X,Xi](k)Xi(k)−Xi(k)[X,Xi](k))
=
1
2
[[X,Xi], Xi](m+ 1)− ℓδk,0([X,Xi], Xi)
= gX(m+ 1).
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If m = 2k, then
[X(1), B] + ℓX(1) =
∑
i
1
2
Xi(k)[X,Xi](k + 1) + [X,Xi](k)Xi(k + 1) +
1
2
[X,Xi](k + 1)Xi(k)
=
1
2
∑
i
[[X,Xi](k + 1), Xi(k)]
= −gX(m+ 1).
Thus in both cases [X(1), B] = −(ℓ+ g)X(m+ 1). Hence [Lm, X(1)] = −X(m+ 1). Since L∗m = L−m and
X(1)∗ = −X(−1), taking adjoints we get [Lm, X(−1)] = X(m − 1). Since [g, g] = g, L0g is generated by
the X(1)’s and Y (−1)’s. The relation [Lm, X(n)] = −nX(m+ n) then follows easily by induction and the
Jacobi identity. Hence
[[Lm, Ln], X(p)] = [Lm, [Ln, X(p)]]− [Ln, [Lm, X(p)]] = −p(m− n)X(p+m+ n) = (m− n)[Lm+n, X(p)].
Since the X(p)’s act irreducibly, Schur’s lemma implies that [Lm, Ln] = (m − n)Lm+n + λ(m,n)I for some
scalar λ(m,n). Note that by definition Lm carries H(k) into H(k−m). Thus both [Lm, Ln] and Lm+n carry
H(k) into H(k−m−n). Thus λ(m,n) = 0 if m+n 6= 0. Clearly λ(m,−m) = −λ(−m,m) by antisymmetry
of the Lie bracket. Take ξ ∈ H(0) and m > 0. Then ([Lm, L−m]ξ, ξ) = 2m(L0ξ, ξ)+λ(m,−m)(ξ, ξ). On the
other hand L0ξ = µξ, where µ = ∆/2(ℓ+ g), and ([Lm, L−m]ξ) = (LmL−mξ, ξ). For m > 0, we have
L−mξ =
1
2(ℓ+ g)
∑
i
∑
a+b=m;a,b≥0
Xi(−a)Xi(−b)ξ.
Since [Lm, X(p)] = −pX(p+m) and Lmξ = 0, we get
LmL−mξ =
1
2(ℓ+ g)
∑
i
∑
a+b=m;a,b≥0
aXi(−a+m)Xi(−b)ξ + bXi(−a)Xi(−b+m)ξ.
Now Sj =
∑−(Xi(j)Xi(−j)ξ, ξ) = 0 if j < 0 and = ∆‖ξ‖2 if j = 0. Since Xi(j)Xi(−j) = Xi(−j)Xi(j) +
jℓ · I, ∑−(Xi(j)Xi(−j)ξ, ξ) = jℓ · dim g ‖ξ‖2 for j > 0. Hence
(LmL−mξ, ξ) =
1
2(ℓ+ g)
[
m∑
b=0
(m− b)Sb +
m∑
a=0
(m− a)Sa]
=
1
(ℓ+ g)
[m∆‖ξ‖2 +
m∑
b=0
b(m− b)ℓ · dim g ‖ξ‖2]
=
‖ξ‖2
ℓ+ g
(m∆+ (m3 −m)/6 · ℓdim g),
since
∑m
a=0 a(m − a) = (m3 − m)/6. Thus λ(m,n) = δm+n,0c(m3 − m)/12 with c = ℓdim g/(ℓ + g), as
required.
This result is an example of quantisation. The Witt algebra acts by derivations on Lg preserving the central
extension. Thus by Schur’s lemma there is at most one covariant projective representation of it compatible
with the group. Thus if π(dn) = Ln, we require [Ln, X(m)] = −mX(m + n). By uniqueness, we must
have [Lm, Ln] = (m− n)Ln+m = λ(m,n)I. Here λ(n,m) is a 2–cocycle. As we show below, by appropriate
adjustment of the Ln’s by scalars, λ can always be normalised so that λ(m,n) =
c
12δm+n,0, where c is called
the central charge. Note that the Sugawara construction was automtically normalised with central charge
dim g · ℓ/(ℓ+N). The representation was also unitary, in that L∗n = L−n for all n. This central extension of
the Witt algebra is usually called the Virasoro algebra and is classified by its central charge.
Virasoro cocycle lemma. If [L0, Ln] = −nLn for all n, then [Lm, Ln] = (m − n)Lm+n + (am3 +
bm)δm+n,0I. If we choose L0 so that [L1, L−1] = L0, then a+ b = 0.
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Proof. Note that −n−1[L0, Ln] is independent of adding scalars onto L0 or Ln, so we may always choose
Ln so that [L0, Ln] = −nLn. By the Jacobi idenity for L0, Lm and Ln, we have [L0, [Lm, Ln]] = −(n +
m)[Lm, Ln]. On the other hand [L0, Lm+n] = −(m+ n)Lm+n. Since [Lm, Ln] = (m− n)Lm+n + λ(m,n)I,
we must have λ(m,n) = 0 if m+ n 6= 0. Thus
[Lm, Ln] = (m− n) +A(m)δm+n,0.
Clearly A(m) = −A(−m) nad A(0) = 0. Writing out the Jacobi identity for Lk, Ln and Lm with k+n+m =
0, we get
(n−m)A(k) + (m− k)A(n) + (k − n)A(m) = 0.
Setting k = 1 and m = −n− 1, we get
(n− 1)A(n+ 1) = (n+ 2)A(n)− (2n+ 1)A(1).
This recurrence relation allows A(n) to be determined from A(1) and A(2). Since A(n) = n and A(n) = n3
give solutions, we see that A(m) = am3 + bm for some constants a and b. Clearly we are free to choose
L0 = [L1, L−1] (since we have made no adjustment to L0 so far). But then A(1) = 0 and hence a+ b = 0.
7. WEIGHTS, ROOTS AND THE QUANTUM CASIMIR OPERATOR.
Weights. It is immediately verified that h = h ⊕ iRd ⊕ iRc is a maximal Abelian subalgebra of ĝ. If H
is a positive energy representation (in the generalised sense), it first has an energy decomposition
⊕
H(k)
where H(k) is the k–eigenspace of d. If H has level ℓ, then c = ℓI on H . Each H(k) breaks up as a sum of
h–modules with weights µ ∈ P (g). Thus the weights of H are triples µ = (µ, k, ℓ) ∈ h∗. The dimension of
the corresponding weight space in H is called the multiplicity of the weight.
The Lorentzian inner product on weights. We introduce a real symmetric bilinear form on h
∗
via
(µ1, k1, ℓ1) · (µ2, k2, ℓ2) = (µ1, µ2)+ k1ℓ2+ k2ℓ1. This bilinear form is thus obtained by taking the direct sum
of the eculidean space h∗ with the Lorentzian lattice R1,1, with indefinite symmetric form (x1, y1) · (x2, y2) =
(x1y2 + y1x2).
Roots and multiplicities. The Lie algebra h acts on ĝ through the adjoint representation preserving the
Lorentzian form introduced before (recall (X1(m)+ γ1c+ δ1d,X2(n)+ γ2c+ δ2d) = δm+n,0(X1, X2)+ γ1δ2+
δ2γ1). The inner product is non–degenerate on h and the orthogonal complement splits as a direct sum of
non–zero eigenspaces of h, each of finite multiplicity. Indeed
h
⊥
=
⊕
n6=0
h(n)⊕
⊕
α∈Φ+
gα(0)⊕
⊕
α ∈ Φ, n 6= 0gα(n).
These give weights of h which we call affine roots. Since c is central, they all have the form (∗, ∗, 0). We
can list all the roots: (α, 0, 0) with α ∈ Φ; (α, n, 0) with α ∈ Φ and n 6= 0; and (0, n, 0). We denote the set
of affine roots by Φ. We define the positive roots by Φ
+
to be (0, n, 0) or (α, n, 0) with n < 0 or, if n 6= 0,
(α, 0, 0) with α ∈ Φ+. If α is an affine root we denote by mα the multiplicity of the corresponding root space.
Thus (0, n, 0) has multiplicity m = dim h while all other roots have multiplicity one. (These conventions
are adopted so that we can use highest weight theory painlessly.) The roots are of two types those of form
α = (α, n, 0) with α ∈ Φ and those of the form α = (0, n, 0). The former satisfy (α, α) > 0 and are called
space–like; the latter satsfy (α, α) = 0 and are called time–like.
The simple roots. Let α1, . . . , αm be the simple roots of g (with respect to a standard Weyl chamber).
Let θ be the highest root. Set αi = (αi, 0, 0) for i = 1, . . . ,m and α0 = (−θ,−1, 0). The αi are all roots
called the simple roots.
Lemma. A space–like root is positive iff it is a non–negative integer combination of simple roots.
Proof. Let α = (α, n, 0) be a space–like root. If n = 0, the result is known from the finite–dimensional
case. If n 6= 0 and α = ∑mi=0 niαi, then n0 = −n and α = ∑mi=1 niαi + nθ. If n ≥ 1, then nθ − α =
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(n− 1)θ+(θ−α) = −∑niαi with ni ≤ 0 for i ≥ 1. In this case n0 < 0. If n ≤ −1, then nθ−α = −∑niαi
with ni ≥ 0 for i ≥ 1. In this case n0 > 0. This prove the lemma.
Kac–Moody–Serre generators and relations. Let α1, . . . , αm be the simple positive roots of g and
set Ei = Eαi(0), Fi = Fαi(0) and Hi = Hαi(0). In addition let E0 = E−θ(1), F0 = Eθ(−1) and H0 =
[E0, F0] = ℓ + iTθ(0), where (Tθ, T ) = θ(T ). Thus E
∗
0 = F0, H
∗
0 = H0, [H0, E0] = 2E0, [H0, F0] = −2F0
and [E0, F0] = H0. (Similar relations of course hold for each other Ei, Fi, Hi.) Note that E0 corresponds to
the positive root (−θ,−1, 0) and F0 to the negative root (θ, 1, 0). Since every affine root or its negative is a
non–negative combination of simple roots, it follows that [E0, Fi] = 0 for i 6= 0 and [F0, Ei] = 0 for i 6= 0.
Thus [Ei, Fj ] = δijHi as in the finite–dimensional case.
Lemma. Lg is generated as a complex Lie algebra by the Ei’s and Fi’s where i = 0, . . . ,m.
Proof. Let Lgc be the complex Lie algebra generated by all Ei, Fi and hence Hi = [Ei, Fi]. Clearly Lgc is *–
invariant and hence the complexification of its skew adjoint part Lg0. We already know that gC is generated
by the Ei’s and Fi’s with i ≥ 1. We prove by induction that gC(n) ⊂ Lgc. The Lie algebra g = g(0) acts by
the adjoint representation on gC(±1). Since this action is isomorphic to the adjoint representation of g, it is
irreducible. Hence the g(0)–module generated by E0 = E−θ(1) is the whole of gC(1) and hence gC(1) ⊂ Lgc.
Now suppose that gC(n) ⊂ Lgc for n > 0. Then [X(1), Y (n)] = [X,Y ](n + 1). Since [g, g] = g, we see that
gC(n+ 1) ⊂ Lgc. Taking adjoints, it follows that Lgc = Lg, as required.
Corollary. The Ei’s generate L+g =
⊕
α>0 ĝα and the Fi’s generate L−g =
⊕
α<0 ĝα.
Proof. Let Lg+ and Lg− be the Lie algebras generated by the Ei’s and Fi’s respectively. The relation
[Ei, Fj ] = δijHi shows that g+ ⊕ h ⊕ g− is a Lie subalgebra of gC. Since it contains Ei, Fi, Hi, it must be
the whole of Lg so the result follows.
Lemma (Serre relations). The generators Ei, Fi, Hi satisfy the following relations:
S1. [Hi, Hj ] = 0.
S2. [Ei, Fj ] = δijHi.
S3. [Hi, Ej ] = n(i, j)Ej and [Hi, Fj ] = −n(i, j)Fj where n(i, j) = 2(αi, αj)/(αi, αi).
S+ij. adE
−n(i,j)+1
i Ej = 0 for i 6= j.
S−ij. adF
−n(i,j)+1
i Fj = 0 for i 6= j.
Proof. We already know S1 and S2. S3 follows from the definition of the Lorentzian inner product and
the fact that E0 has weight (−θ,−1, 0) and F0 has weight (θ, 1, 0). To prove the S−ij (i 6= j), note that
ad(Ei) · Fj = 0, ad(Hi) · Fj = −n(i, j)Fj. Thus the result follows from SU(2)i–theory, because Fj is a
highest weight vector. (In particular n(i, j) ≤ 0.) S+ij follows by taking adjoints.
Definition. nij = n(i, j) (i, j ≥ 0) is called the extended Cartan matrix of g. It is the matrix obtained by
taking α0 = −θ together with the simple roots of g and therefore coincides with our previous definition of
the extended Cartan matrix.
If H is irreducible, we know that H(0) is an irreducible g–module. Let λ be its highest weight. The
corresponding highest weight vector vλ has weight λ = (λ, 0, ℓ). The space H is spanned by all vectors
obtained by applying lowering operators Fi to vλ. But if w ∈ H has weight µ, Fiw has weight µ− αi. Thus
all the weights of H have the form µ = λ−∑mi=0 niαi with ni ≥ 0, in analogy to the finite–dimensional case.
Again we denote this relation by λ ≥ µ.
The fundamental weights. If θ =
∑
miα
∨
i , we define the fundamental weights by λ0 = (0, 0, 1) (the
“vacuum” weight) and λi = (λi, 0,mi) for i ≥ 1. Note that these satisfy (λi, α∨j ) = δij with respect to the
Lorentzian form where for a space–like vector W (i.e. one with (W,W ) > 0) we set W∨ = 2(W,W )−1W as
in the euclidean case. If we include (0, 0,−1) with the simple roots and δ = (0, 1, 0) with the fundamental
weights, we get dual bases of h. (The inclusion of δ = (0, 1, 0) amongst the fundamental weights again reflects
the freedom to tensor positive energy representations by characters of RotS1.)
Dominant weights. A weight λ = (λ, k, ℓ) is said to be dominant if λ is dominant and (λ, θ) ≤ ℓ. This
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is the permissibility condition for the highest weight of H(0). Plainly λ is dominant iff (λ, αi) ≥ 0 for all i.
We will usually normalise the weight to have k = 0, using the freedom to tensor by a character of RotS1.
We then have the following analogue of the finite–dimensional result.
Lemma. λ = (λ, 0, ℓ) is a dominant weight iff λ =
∑m
i=0 niλi with ni ≥ 0.
Proof. This is immediate because (λi, α
∨
j ) = δij .
The Weyl weight ρ. We define ρ = (ρ, 0, g). We already know that ρ is a weight, in fact ρ =
∑m
i=1 λi. An
analogous statement holds for ρ, called the Weyl weight.
Lemma. ρ =
∑m
i=0 λi.
Proof. We have λ0 = (0, 0, 1) and λi = (λi, 0,mi) for i ≥ 1. Thus we have to prove that g = 1 +
∑
i≥1mi.
Recall that 2g = (θ, θ) + 2(ρ, θ). We have θ =
∑
miα
∨
i (since θ
∨ = θ), so that
2g = ‖θ‖2 + 2
m∑
i=1
(λi, θ) = 2 + 2
m∑
i=1
mi,
as required.
The quantum Casimir operator. We define the quantum Casimir operator in any positive energy
representation to be the operator Ω = L0 − d.
Theorem. The quantum Casimir operator commutes with Lg. If H is a positive energy representation
generated by a highest weight vector v of weight µ = (µ, k, ℓ), then Ω acts as the scalar [(µ + ρ, µ + ρ −
(ρ, ρ)]/2(g + ℓ) on H.
Proof. By construction L0 − d commutes with g. Since v is cyclic for Lg, it suffices to show that Ω acts as
the given scalar on v. Since v is a highest weight vector X(n)v = 0 for n > 0, so that
Ωv = [2(g + ℓ)]−1(−
∑
Xi(0)
2v, v)] = [2(g + ℓ)]−1(‖µ+ ρ‖2 − ‖ρ‖2)v.
Since dv = kv, we are reduced to showing that
(µ+ ρ, µ+ ρ)− (ρ, ρ) = (µ+ ρ, µ+ ρ)− (ρ, ρ)− 2(ℓ+ g)k,
which is immediate from the definition of the Lorentzian form.
8. THE AFFINE WEYL GROUP.
Hyperbolic realisation. Given a space–like vector α = (α, k, 0) with α 6= 0, we define the hyperbolic
reflection by
σαµ = µ− 2 (µ, α)
(α, α)
α.
Let Ŵ be the group of transformations on h
∗
generated by hyperbolic reflections in the space–like roots. We
call Ŵ the affine Weyl group.
Proposition 1. The affine Weyl group permutes the weights and weight multiplicities in an irreducible
positive energy presentation.
Proof. If α ∈ Φ, set E = Eα(n), F = E−α(n) and H = [E,F ] = −2i‖α‖−2Tα(0)+2n‖α‖−2. Then E∗ = F ,
H∗ = H , [H,E] = 2E and [H,F ] = −2F . Thus we have a copy of sl2. Now suppose that w ∈ H has weight
µ = (µ, k, ℓ). Then Hw = Mw where M = ‖α‖−2(2(α, µ) + 2nℓ). If M ≥ 0, set uFMw. If M < 0, set
u = E−Mw. By the sl2 theory, we know that u 6= 0. The weight of u is (µ− αM, k + nM, ℓ) = σ(α,−n,0)(µ).
Thus the weights are invariant under the generators of Ŵ . Since the inner product is invariant, orthogonal
w’s of weight µ give rise to orthogonal u’s. This proves that the multiplicity of σ(µ) is greater than or equal
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to the multiplicity of µ. Applying σ−1, we get the reverse inequality, so the affine Weyl group preserves
multiplicities.
We compute T = σ−1(α,0,0)σ(α,x,0). We have T = Txα∨ where Tβ(µ, k, ℓ) = (µ+ℓβ, k−(µ, β)−ℓ‖β‖2/2, ℓ).
It is easy to verify that Tα ◦ Tβ = Tα+β and σTασ−1 = Tσα for α ∈ h∗ and σ ∈ W . For α ∈ Q∗, the Txα’s
generate a copy of Q∨. The group W normalises this translation group, so the two groups together generate
a group isomorphic to Q∨ ⋊W .
Proposition 2. Ŵ ∼= Q∨ ⋊W .
Proof. We have just seen that Ŵ lies in the group generated by W and the Txα’s (α ∈ Q∨). Clearly
W ⊂ Ŵ since σα = σ(α,0,0). In addition we can get Tα ∈ Ŵ by taking n = 1 in the above discussion. Thus
Ŵ is generated by W and the Txα’s (α ∈ Q∨), as required.
Euclidean realisation. For fixed level, we consider the first component of the hyperbolic realisation. An
affine root (α, n, 0) gives rise to a transformation X 7→ σα(X) + nℓα∨. Conjugating by the homothety
R(X) = ℓX , we get transformations X 7→ σα(X) which give the usual euclidean generators of the affine
Weyl group.Let hα,n = {X ∈ h : α(X) = n}, an affine hyperplane. Set h′ = h\
⋃
hα,n. The connected
components of h′ are called Weyl alcoves A. The affine Weyl group Wˆ = Wˆ (Φ) acting in h is the group
generated by reflections σα,n in the hyperplane hα,n. Evidently
σα,n(x) = σα(x) + nα
∨. (∗)
Let α∨ = 2α/(α, α), identifying h and h∗ using the normalised inner product. Let Q be the lattice generated
by Φ in h∗ and Q∨ the lattice generated by Φ∨ in h. The Weyl groupW acts in both h and h∗; it is generated
by σαi = σα∨i where αi are walls of a Weyl chamber in h. Under the identification h = h
∗ induced by the
inner product, the α∨i are walls of the corresponding chamber in h
∗. The Weyl group acts simply transitively
on the chambers. Every element of Φ is a positive or negative integer combination of the αi’s. The following
result is an immediate corollary of Proposition 2; it can also easily be proved directly.
Proposition 2*. Wˆ = Q∨ ⋊W , where Q∨ acts on h by translation.
Proof. Formula (∗) shows that Wˆ ⊆ Q∨ ⋊W . Clearly W ⊂ Wˆ , since σα = σα,0. Moreover σα,1σ − α(x) =
x+ α∨. Hence Q∨ ⊂ Wˆ .
Corollary 1. Restriction to the first component with ℓ = 1 gives an isomorphism between the hyperbolic
and euclidean affine Weyl groups.
Corollary 2. Q∗ ⋊W permutes the hα,n and hence the Weyl alcoves. Hence the same is true of Ŵ =
Q∨ ⋊W ⊆ Q∗ ⋊W .
Proof. Clearly
σ(hα,n) = hσα,n, (1)
so W permutes the hyperplanes. Since (Q∗, Q) ⊂ Z, Q∗ also permutes the hyperplanes; in fact if X ∈ Q∗
we have
X + hα,n = hα,n+α(X). (2)
Hence Q∗ ⋊W permutes the hyperplanes.
The highest root. Fix a Weyl chamber C and and let α1, . . . , αℓ be the corresponding simple roots. Let θ
be the highest weight of the adjoint representation on g. Since θ is the highest root and σαiθ = θ− (θ, α∨i )αi
is also a root, we must have (θ, αi) ≥ 0. Since θ is a positive root, we may write θ =
∑n
i=1 diαi with di ≥ 0.
Since αi is also a weight of g, θ − αi ≥ 0. Thus di ≥ 1 for all i. Take Xi ∈ h with αi(Xj) = δij , the dual
basis of Q∗. Recall that we have normalised the inner product on g (and hence h and h∗) so that (θ, θ) = 2.
As usual we identify h and h∗ using this normalised inner product.
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Proposition 3. Let A be the unique Weyl alcove contained in C with 0 ∈ A. Then A = {X ∈ h : (X,αi) >
0, (X, θ) < 1} with closure A = {X ∈ h : (X,αi) ≥ 0, (X, θ) ≤ 1}. Moreover A is a simplex with vertices
m−1i λi, where λi are the fundamental weights with level mi.
Proof. Clearly A = {X ∈ h : α(X) ∈ (0, 1)(α ∈ Φ+)}. Let A′ = {X ∈ h : αi(X) > 0, θ(X) < 1}. Plainly
A ⊆ A′. Conversely if X ∈ A, then α(X) > 0 for all α ∈ Φ+; and, since θ−α is a non–negative combination
of simple roots for any root α, α(X) ≤ θ(X) < 1 for α ∈ Φ+. Thus X ∈ A, so that A′ ⊆ A. Hence A = A′.
Since θ =
∑
diαi with di ≥ 0, this means that A is a simplex with vertices at 0 and the points Yi given by
(Yi, αj) = δij . Since (λi, αj) = miδij (where θ
∨ =
∑
miα
∨
i ), we see that Yi = m
−1
i λi as claimed.
Proposition 4. The affine Weyl group permutes the Weyl alcoves transitively and is generated by the
reflections in the walls of A (“simple reflections”). In particular every weight is in the affine Weyl group
orbit of a dominant weight.
Proof. Let Ŵ0 be the subgroup of Ŵ generated by the simple reflections. We first prove that Ŵ0 permutes
the Weyl alcoves transitively. Let A be the standard alcove and let A′ be another alcove. Take X ∈ A,
X ′ ∈ A′. Choose σ ∈ Ŵ0 minimising ‖X − σX ′‖ and set Y = σX ′. If the line segment [X,Y ] crosses a
hyperplane it must also cross a wall hi of A; but then ‖X − Y ‖ > ‖X − σσi (Y )‖, contradicting minimality
since the simple reflection σi is in Ŵ0. Thus Y must lie in A and hence A
′ = σA with σ ∈ Ŵ0.
Since Ŵ0 permutes the Weyl alcoves transitively, facts about A can be transported to A
′σA. In particular
any alcove A′ has well–defined walls. Since σA is an alcove for any σ ∈ Q∗ ⋊ W , it follows that every
hyperplane hα,n is the wall of some alcove; for (1) and (2) every hyperplane is the image of a wall of A under
Q∗ ⋊W . Let A′ be an alcove having hα,n as a wall and take σ ∈ Ŵ0 such that A′ = σA. Then σ−1hα,n is a
wall hi of A. It follows that σ
−1σα,nσ = σi. Hence σα,n = σσiσ−1 lies in Ŵ0 and so Ŵ = Ŵ0.
Remark. It is also true that the affine Weyl group permutes the Weyl alcoves simply transitively and that
the Weyl alcove is a fundamental domain. Although we shall not need these results, we note that they are
easy to prove directly for the affine Weyl group of SU(N). Recall that the integer lattice Λ = ZN acts by
translation on Rn. The symmetric group SN acts on R
N by permuting the coordinates and normalises Λ,
so we get an action of the semidirect product Λ⋊SN . The subgroup Λ0 = {(N + ℓ)(mi) :
∑
mi = 0} ⊂ Λ is
invariant under SN , so we can consider the semidirect product W = Λ0 ⋊ SN . This is essentially the affine
Weyl group of SU(N).
Lemma 1. If σi is the hyperbolic reflection corresponding to a simple root αi, then σi permutes Φ
+\{αi}
(and σiαi = −αi). Moreover the σi preserves the multiplicity of a root. Hence each σ ∈ Ŵ permutes the
roots, preserving their multiplicities.
Proof. We know that α is a positive root iff α =
∑m
i=0 niαi with ni ≥ 0. If α 6= αi, it cannot be a multiple
of αi so nj > 0 for some j 6= i. But σiα = α− tαi, so the coefficient of αj in σiα is also nj. Thus σiα must
be positive. Note that σi(0, n, 0) = (0, n, 0), so the σi’s preserve root multiplicities.
Lemma 2. σiρ = ρ− αi.
Proof. We have σiλj = λj − δijαi because (λi, α∨j ) = δij . This implies the result because ρ =
∑m
i=0 λi.
9. CONSTRUCTION OF IRREDUCIBLE REPRESENTATIONS. We now prove an analogue of
the Harish–Chandra theorem for an affine Kac–Moody algebra: the proof is almost identical to the finite–
dimensional case. Let λ be a dominant weight. For each simple root αi, let Ei, Fi, Hi be the basis of the Lie
algebra sℓ(2)i corresponding to the simple root αi. Let g2 = hC ⊕
⊕
α>0 gα and g1 =
⊕
α<0 gα. These are
Lie subalgebras of ĝ with ĝ = g1 ⊕ g2. We know that g2 is generated by the Ei’s and h and g1 is generated
by the Fi’s. Consider the 1–dimensional representation sending Ei to 0 and H ∈ h to iλ(H). Let M(λ) be
the corresponding Verma module. Thus if v = vλ is the highest weight vector of M(λ), we have Eivλ = 0
and Hvλ = λ(H)vλ where λ(Hi) ∈ Z+ for all i. We know that M(λ) has a unique maximal submodule N
such that L(λ) = M(λ)/N is irreducible as a ĝ–module. In fact, since h is diagonalisable, every submodule
is the sum of its weight spaces. Hence if we take N to be the algebraic sum of all proper submodules, we
muat have v /∈ N , so that N is the unique maximal proper submodule. By the sℓ(2) theory, if ℓi = (λ, α∨i ),
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then wi = F
ℓi+1
i vλ is a singular vector i.e. Eiw = 0 and w is an eigenvector for h. It therefore generates a
proper submodule (all weights are strictly less than λ). Hence wi ∈ N for all i. Let N0 be the submodule
generated by the wi’s.
Theorem (Harish–Chandra–Kac). L(λ) is the quotient of M(λ) by the submodule generated by F ℓi+1i vλ.
Proof. We have to show that N = N0. Set L = M(λ)/N0. Thus L is a cyclic module for ĝ generated by
v = vλ satisfying Xv = iλ(X)v for X ∈ h, Eiv = 0 and F ℓi+1i v = 0. The identity
[an, b] =
n∑
r=1
(
n
r
)
[(ad a)rb]an−r (∗)
implies that the action on L is locally nilpotent, i.e. some power of each Ei or Fi kills any vector. For the Ei’s
this follows because the Ei’s lower energy. For the Fi’s it follows because L is spanned by vectors Fi1 · · ·Fikv
where i1, . . . , ik are arbitrary (recall that the Fi’s generate the Fα subalgebra). Starting from the relation
F ℓi+1i v = 0, successive application of (∗) and the Serre relations show that each Fi is nilpotent on any such
monomial vector. This local nilpotence shows that any vector in L lies in a finite dimensional sℓ(2)i module
for each i.
We claim that the weights of L are invariant under the affine Weyl group Ŵ . In fact suppose w ∈ L
has weight µ. Then Hiw = miw with mi = µ(Hi) = (µ, α
∨
i ). Then w lies in a sum of sℓ(2)i modules. If
mi ≥ 0, set u = Fmii w and if mi < 0, set u = E−mii . Thus u 6= 0 by the sℓ(2) theory and u has weight
λ−miαi = σiµ. Thus the set of weights is invariant under each simple reflection σi and hence the whole of
Ŵ . As a consequence of this reasoning we have the following result.
Lemma. If λ is dominant, then σλ ≤ λ for all σ ∈ Ŵ .
Corollary. τρ = ρ for τ ∈ Ŵ iff τ = 1.
Proof. Let λi be the fundamental weights of ĝ. We can apply the lemma to these. Since ρ =
∑
i≥0 λi, the
equality τρ = ρ and the inequalities λi ≥ τλi force τλi = λi for i ≥ 0. Hence τ = 1.
Now suppose that L is not irreducible. Then V must contain a singular vector w of weight µ strictly
lower than λ: thus Eiv = 0 and Hiw = miw where mi = µ(hi) ≤ ℓi. But then w is a highest weight
vector generating an irreducible representation of each sℓ(2)i. On the other hand let Ω be the quantum
Casimir operator of ĝ and set C = 2(ℓ + g)Ω. Then Cv = ((λ + ρ, λ + ρ) − (ρ, ρ))v, so by cyclicity
Ω = ((λ+ ρ, λ+ ρ)− (ρ, ρ))I. Since Ωw = ((µ+ ρ, µ+ ρ)− (ρ, ρ))w, we must have ((λ+ ρ, λ+ ρ)− (ρ, ρ)) =
((µ+ρ, µ+ρ)−(ρ, ρ)). As in the finite–dimensional case, the proof is completed by the contradiction implied
by Freudenthal’s lemma.
Freudenthal’s Lemma. Let λ = (lambda, 0, ℓ) be a dominant and let µ = (µ, k, ℓ) be another weight such
that λ− µ =∑mi=0 niαi with ni ≥ 0. Then (λ+ ρ, λ+ ρ) ≥ (µ+ ρ, µ+ ρ) with equality iff λ = µ.
Proof. Take τ ∈ Ŵ such that τ(µ + ρ) is dominant. Thus τµ ≤ λ and τρ ≤ ρ by the lemma. But then
0 = (λ+ ρ+ τµ+ τν, λ− τµ+ ρ− τρ) ≥ (ρ, λ− τµ) + (ρ, ρ− τρ) ≥ 0.
Hence (ρ, λ − τµ) = 0 and (ρ, ρ − τρ) = 0, so that λ = τµ and ρ = τρ. By the corollary above, τ = 1 and
hence λ = µ, as required.
11. GARLAND’S ‘NO–GHOST’ THEOREM ON UNITARITY. Let H = L(λ) be the irreducible
representation just constructed as a quotient of the Verma module M(λ). Consider the algebraic dual
L∗(λ) =
⊕
H(k)∗; if we take complex multiplication on the dual to be given by z · ξ = zξ, it is easy to
verify that the canonical action of ĝ is positive energy of level ℓ with highest weight λ. By Schur’s lemma
there is a unique isomorphism of L(λ) onto this module, we get a ĝ–equivariant linear map from L(λ) onto
its conjugate dual. Since any such map gives and is equivalent to an invariant sesquilinear form on L(λ),
we deduce that there is an essentially unique invariant sesquilinear form (v, w) on L(λ). Since the form is
invariant, its kernel is ĝ–invariant and hence trivial by irreducibility. Thus the form is non–degenerate on
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L(λ). Since D is self–adjoint, the energy spaces H(k) must be orthogonal and the form non–degenerate on
each of these. In particular the form is non–degenerate on H(0), an irreducible g–module. By the finite–
dimensional theory and Schur’s lemma, it is proportional to an inner product on H(0). We may therefore
assume its restriction to H(0) is positive definite.
Theorem. If L(λ) is an irreducible positive energy presentation at level ℓ with (λ, θ) ≤ ℓ, then the canonical
invariant sesquilinear form on L(λ) is positive definite.
Proof. Let (v, w) be the invariant sequilinear form on H = L(λ). By irreducibility (·, ·) is non–degenerate
on H . Clearly the spaces H(k) are orthogonal with respect to (·, ·) because D = π(d) is self–adjoint. The
form must also be non–degenerate on each H(k). Each H(k) is a finite–dimensional g–module and therefore
completely reducible. In particular the action of h is diagonalisable on H(k), so that H(k) breaks up as a sum
of weight spaces for h. Since h acts as skew–adjoint operators with respect to (·, ·), these eigenspaces must
be mutually orthogonal. To prove that (·, ·) is positive definite, it therefore suffices to show that (v, v) ≥ 0
for any vector in H(k) that is a highest weight vector for g. We prove this by induction on H(k). For k = 0,
this follows from the no–ghost theorem for g proved in Chapter 2. We therefore assume that (·, ·) is positive
definite on
⊕
j≤k and show that (v, v) ≥ 0 for v ∈ H(k + 1) of weight µ. Now
2(ℓ+ g)((L0 −D)v, v) = (ℓ+ g)[(λ+ ρ, λ+ ρ)− (ρ, ρ)](v, v). (1)
But we also have
2(ℓ+ g)((L0 −D)v, v) = 1
2
∑
i
(Xi(0)v,Xi(0)v)− 2(ℓ+ g)(Dv, v) +
∑
i,n>0
(Xi(n)v,Xi(n)v)
≥ (ℓ + g)(‖µ+ ρ‖2 − 2k)(v, v)
= (ℓ + g)[(µ+ ρ, µ+ ρ)− (ρ, ρ)](v, v),
since (Xi(n)v,Xi(n)v) ≥ 0 for n > 0 by the induction hypothesis. Combining this equation with (1) we get
[(λ+ ρ, λ+ ρ)− (µ+ ρ, µ+ ρ)](v, v) ≥ 0.
By Freudenthal’s lemma, (λ+ ρ, λ+ ρ)− (µ+ ρ, µ+ ρ) > 0, so we obtain (v, v) ≥ 0 as required.
11. THE CHARACTER OF A POSITIVE ENERGY REPRESENTATION. Our aim now is to
determine the character of a unitary irreducible positive energy representation H = L(λ). If H is a positive
energy representation of ĝ or ĥ and H =
⊕
H(n), we define the character chL(λ) to be the formal power
series
∑
n≥0 q
nTrH(n)(z) for z = e
T with T ∈ h. Although defined as a formal power series in q, the character
converges absolutely for |q| < 1 and T ∈ hC. We can write the character as Tr(qdz). It turns out that qd is
a trace–class operator for |q| < 1 (for 0 < q < 1, this means that the positive operator qd is diagonalisable
with summable eigenvalues). Actually to make the characters invariant under the modular group, it is more
natural to take the normalised characters Tr(qL0−c/24z).
12. BOSONS AND FERMIONS ON THE CIRCLE.
BOSONS. Consider the operators the Lie algebra generated by the operators X(n) and d, where X ∈ h. If
we take an orthonormal basis (Xi) of h and set Xi(n) = iAi(n), then we obtain the boson algebra, also often
called the oscillator or Heisenberg algebra. If M = dim h, then we have M commuting bosonic fields, which
physicists usually suggestive write as Xi(z) =
∑
Xi(n)z−n−1. The boson algebra is the infinite–dimensional
Lie algebra with basis (Ai(n)) (n ∈ Z) satisfying the commutation relations [Ai(m), Aj(n)] = mδijδm+n,0.
It has a conjugate–linear involution given by Ai(n)
∗ = Ai(−n) and a derivation d given by [d,Ai(n)] =
−nAi(n) with d∗ = d. Note that the zero modes Ai(0) are central in the semidirect product. Just as with
affine algebras, we may consider positive energy unitary representations. As before every positive energy
representation is a direct sum of irreducible positive energy representations.
Theorem. The boson algebra has a unique irreducible positive energy representation, up to tensoring by
characters of d and the Ai(0)’s.
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Proof. Let H be a positive energy irreducible representation. Then the Ai(0)’s leave the lowest energy
subspace H(0) invariant and form a commuting self–adjoint set. Thus we can find Ω ∈ H(0) such that
Ai(0)Ω = µiΩ. The vector Ω is annihilated by the creation operators Ai(n) for n > 0, so by the commutation
relations (or the Poincare´–Birkhoff–Witt theorem) the submodule generated by Ω is spanned by vectors∏
Ai(−n)ki,nΩ where ki,n ≥ 0, n ≥ 1. (Note that the operators Ai(−n) commute for n < 0.) It is invariant
under d and the Ai(0)’s and therefore coincides with H by irreducibility. Clearly H(0) = CΩ. Note that each
pair of elements A =
√
nAi(n) and A
∗ =
√
nAi(−n) (n > 0) satisfies the Heisenberg commutation relations
AA∗ −A∗A = I. This is a copy of the usual Heisenberg Lie algebra. A is called an annilation operator and
A∗ a creation operator. The following is a standard computation in quantum mechanics.
Lemma. Let D = A∗A and ξn = A∗nξ0, where ξ0 is a vector satisfying Aξ0 = 0.
(a) AA∗n −A∗nA = nA∗(n−1).
(b) Dξn = nξn.
(c) (ξn, ξm) = δnmn!(ξ, ξ).
Proof. (a) follows by induction from [A,A∗] = I, since AA∗n − A∗nA = (AA∗n−1 − A∗n−1A)A∗ +
A∗n−1(AA∗ −A∗A) = nA∗n−1. Next by (a), Dξn = A∗AA∗nξ0 = (A∗n+1A+ nA∗n)ξ0 = nξn, since Aξ0 = 0.
So (b) follows. Since the ξn’s correspond to different eigenvalues of the self–adjoint operator D, they must
be pairwise orthogonal. Moreover we have
(ξn, ξn) = (A
∗nξ0, A∗nξ0) = (AA∗nξ0, A∗n−1ξ0) = (A∗nAxi0 + nA∗n−1ξ0, A∗n−1ξ0) = n(A∗n−1ξ0, A∗n−1ξ0).
Thus ‖ξn‖2 = n‖ξn−1‖2, so the result follows by induction.
Prophetic remark. Note that [D,A] = −A and [D,A∗] = A∗. Mathematically this may be viewed as
part of the metaplectic action of the symplectic Lie algebra, the bosonic version of spin quantisation for
fermions. Below we will use bilinears in bosons to give the Fubini–Veneziano construction of an L0 operator
implementing d. In fact we will give a construction of the entire Virasoro algebra with central charge 1. Like
the Sugawara construction, this is another example of quantisation in infinite dimensions.
The computation above implies that all the vectors
∏
Ai(−n)ki,nΩ are orthogonal with
‖
∏
Ai(n)
ki,nΩ‖2 =
∏
ki,n!n
ki,n .
Conversely the standard Verma module construction produces a similar basis generated from a vector Ω
with Ai(0)Ω = µiΩ, dΩ = 0. As before, there is unique invariant sesquilinear form on it. By the previous
computation it is positive definite and coincides with the formula given above. It may be realised on poly-
nomials C[zi,n] by Ai(n) = n∂zi,n , Ai(−n) = zi,n, Ai(0) = µI and dzi,n = nzi,n. To prove the representation
is irreducible we proceed as in Chapter 1, acting by annihilation operators ∂zi,n until we get the vacuum and
then acting by creation operators until we get all vectors.
Corollary. The character of the irreducible representation H of ĥ with Xj(0) acting as iµj and d as h on
H(0) is eiµ(X)qh
∏
n≥1(1− qn)−1.
As promised we now produce the quantised action of the Virasoro algebra, which is a simpler case of the
Sugawara construction (for an Abelian Lie algebra rather than a simple Lie algebra).
Proposition (Fubini–Venziano construction). Let
L
h
0 =
∑
i
1
2
Ai(0)
2 +
∑
j>0
Ai(−j)Ai(j) = −
∑
i
1
2
Xi(0)
2 +
∑
j>0
Xi(−j)Xi(j)
and Lm =
1
2
∑
i,j Ai(−j)Ai(j + m) for m 6= 0. Then [Lm, Ai(n)] = −nAi(n + m) and [Lm, Ln] = (m −
n)Lm+n +M
m3−m
12 δm+n,0. Thus the central charge is M , the number of bosons.
Proof. To check that [L0, Ak(n)] = −nAk(n), we compute
[L0, Ak(n)] =
∑
i
∑
j>0
[Ai(−j), Ak(n)]Ai(j) +Ai(−j)[Ai(j), Ak(n)] = −nAk(n).
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A similar computation shows that [Lm, Ak(n)] = −nASk(n +m). It follows that [Lm, Ln]− (m − n)Lm+n
commutes with all Ak(n)’s and hence equals a scalar. Since this operator lowers energy by m + n, this
scalar is zero unless m + n = 0. Thus if m > 0, we have [Lm, L−m] = 2mL0 + λ(m)I. Now L−mΩ =
1
2
∑m
j=0 Ai(−j)Ai(j −m)Ω, so that
[Lm, L−m]Ω = LmL−mΩ =
1
2
∑
i
m∑
j=0
LmAi(−j)Ai(j −m)Ω
=
1
2
∑
i
m∑
j=0
jAi(−j +m)Ai(j −m)Ω + (m− j)Ai(−j)Ai(j)Ω.
Thus
([Lm, L−m]Ω,Ω) = mµ2/2 +
1
2
m∑
j=0
j(a−jΩ, a−jΩ) = mµ2/2 +
1
2
m∑
j=0
j(m− j) = mµ2 +M(m3 −m)/12.
Hence λ(m) =M(m3 −m)/12 as required.
FERMIONS. The fermion algebra (or Clifford algebra) is the Lie superalgebra with basis ψi(n) (n ∈ Z,
1 ≤ i ≤ N) satisfying the anticommutation relations {ψi(m), ψj(n)} = δm+n,0δij and the adjoint condition
ψi(n)
∗ = ψi(−n). It has a derivation d given by [d, ψ−i(n)] = −nψi(n). Note that this is really a collection
of N independent fermi fields on the circle. The zero modes form a subalgebra which can be identified with
the real Clifford algebra on an N–dimensional real inner product space (let ci =
√
2ψi(0)). As we have seen
in Chapter I, these finite–dimensional algebras behave differently for N even or odd, so for this reason our
account is not entirely parallel to the bosonic case.
We start by defining a cyclic representation of the fermion algebra on the exterior algebra on the unit
vectors vi,j (j ≥ 0). ψi(n) acts as e(vi,n)∗ for n > 0 and e(vi,−n) for n < 0; ψi(0) acts as 1√2 (e(vi,0)+e(vi,0)∗).
The operator d acts as the (even) derivation dvi,n = nvi,n. It is clear that we have defined a positive energy
representation H with lowest energy space H(0), the exterior algebra on the vi,0’s. This is not an irreducible
representation of the zero mode algebra, but the usual creation–annihilation argument shows that any
irreducible submodule W ⊂ H(0) generates an irreducible representation of the fermion algbebra. When N
is odd, this representation will not be graded, because the grading operator does not lie inside the Clifford
algebra.
However when N is even, the grading operator is proportional to ψ1(0) · · ·ψN (0) andW is automatically
graded. The irreducible module generated by W is clearly isomorphic to graded tensor product of W
and the exterior algebra on the generators vi,n with n ≥ 1. Conversely any positive energy irreducible
representation must have this form: for H(0) must be irreducible as a module over the zero modes and if wj
is an orthonormal basis of W = H(0), then the vectors in the Verma module obtained by applying products
of distinct
√
2ψi(−n)’s to different wj ’s are all orthonormal.
The fermionic version of the Fubini–Venziano construction is defined on the exterior algebra via
L0 =
N
16
+
∑
i;j>0
jψi(−j)ψi(j), Lk = 1
2
∑
i,j
jψi(−j)ψi(j + k) (k 6= 0).
As before we prove that [L0, ψi(n)] = −nψi(n) and [Lk, ψi(n)] = −(n+ k2 )ψi(n+ k). Again [Lm, Ln]− (m−
n)Lm+n commutes with ψi(n) and lowers energy by m + n. If m+ n > 0, it therefore acts trivially on the
vacuum vector Ω = 1 and hence everywhere. Thus [Lm, Ln] = (m−n)Lm+n for m+n > 0. Taking adjoints
the same is true for m+ n < 0. We check directly that [Lm, L−m]Ω = N24 (m
3 −m) + mN16 , by a computation
similar to the bosonic one. Hence
[Lm, Ln] = (m− n)Lm+n + N
24
(m3 −m)δm+n,0,
so that we get a quantised representation of the Virasoro algebra, with central charge c = N/2.
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13. THE KAZAMA–SUZUKI SUPERCHARGE OPERATOR.
A. GKO supercharge operator in Cliff Lg. Let (Xa) be an orthonormal basis of g with [Xa, Xb] =∑
fabcXc. Let (ψa(n)) (n ∈ Z) be Ramond fermions on Lg, so that {ψa(m), ψb(n)} = δabδm+n,0. Let
Fg be the fermionic Fock space giving a cyclic representation representation of the ψa(n)’s. Let Sa(n) =
− 12
∑
fabcψb(m)ψc(n−m) on Fg. Then the anticommutation relations for ψ immediately imply that
[Sa(n), ψb(m)] =
∑
fabcψc(n+m),
and [d, Sa(n)] = −nSa(n) so that by uniqueness [Sa(m), Sb(n)] =
∑
fabcSc(n+m)+δn+m,0C(m), where C(m)
is a constant. Taking vacuum expectations, i.e. computing ([Sa(m), Sb(−m)]Ω,Ω), we find C(m) = −mg,
with g the dual Coxeter number. Let Q0 =
1
3
∑
a,m ψa(m)Sa(−m) (note that [ψa(m), Sa(n)] = 0 so that no
normal ordering is required). Clearly Sa(m)
∗ = −Sa(m) and Q∗0 = −Q0. Then
3{Q0, ψb(n)} = {ψa(m), ψb(n)}Sa(−m) + ψa(m)[Sa(−m), ψb(n)]
= Sb(n) +
∑
fabcψa(m)ψc(n−m)
= Sb(n)−
∑
fbacψa(m)ψc(n−m)
= 3Sb(n).
Thus {Q0, ψb(n)} = Sb(n).
It is not possible to compute [Q0, Sb(n)] by this method, so we proceed indirectly. Let φb(n) =
[Q0, Sb(n)]. Then
{φb(n), ψa(m)} = {[Q0, Sb(n)], ψa(m)}
= [{Q0, ψa(m)}, Sb(n)] + {Q0, [Sb(n), ψa(m)]}
= [Sa(m), Sb(n)] +
∑
{Q0, fbacψc(n+m)}
=
∑
fabcSc(m+ n) +
∑
fbacSc(m+ n)−mgδabδm+n,0
= −mgδabδm+n.
If n 6= 0, let ξ = −(gn)−1φb(n) + ψb(n). Then [d, ξ] = −nξ and [ξ, ψa(m)] = 0. So by cyclciity ξ must be a
scalar and hence zero. Thus [Q0, S
b
n] = +ngψb(n); this relation also holds for n = 0 because the construction
is manifestly g–invariant. In summary we have obtained the “supersymmetry relations”
{Q0, ψb(n)} = Sb(n), [Q0, Sb(n)] = ngψb(n); (∗)
the supercharge operator thus interchanges fermions ψb(n) and bosons Sb(n).
B. GKO supercharge operator in End(H)⊗Cliff Lg. Let L(λ) be a level ℓ positive energy representation
of Lg with corresponding generators Ta(m). These satisfy the commutation relations
[Ta(m), Tb(n)] =
∑
fabcTc(m+ n)− ℓmδabδm+n,0.
We extend the operator Q0 to L(λ)⊗Fg as Q0 ≡ I⊗Q0. Now consider the operator Q1 =
∑
Ta(m)ψa(−m)
on L(λ)⊗Fg. Then
{Q1, ψb(n)} =
∑
Ta(m){ψa(−m), ψb(n)} =
∑
Ta(m)δabδmn = Tb(n),
so that {Q1, ψb(n)} = Tb(n). Moreover
[Q1, Sb(n)] =
∑
Ta(m)[ψa(−m), Sb(n)] = −
∑
fbacTa(m)ψc(n−m) (1)
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and [Q1, Tb(n)] =
∑
[Ta(m), Tb(n)]ψa(−m), so that
[Q1, Tb(n)] =
∑
fabcTc(m+ n)ψa(−m)− ℓnψb(n) =
∑
fbacTa(m)ψc(n−m)− ℓnψb(n). (2)
Adding (1) and (2), we get [Q1, Tb(n) + Sb(n)] = nℓψb(n). Thus we have
{Q1, ψb(n)} = Tb(n), [Q1, Tb(n) + Sb(n)] = nℓψbn. (∗∗)
Let Q = Q0 +Q1 and Xb(n) = Tb(n) + Sb(n). The supercharge operator is therefore given by the formula
Q =
∑
(Ta(m) +
1
3
Sa(m))ψa(−m);
the factor 1/3 is very important here and is often given incorrectly in much of the literature. Combining (∗)
and (∗∗), we get the supersymmetry relations
{Q,ψa(n)} = Xa(n), {Q,Xa(n)} = n(ℓ+ g)ψa(n).
C. Kazama–Suzuki supercharge operator. We keep the above notation, but write Q = Qg to show
the dependence of the construction on g. Thus
{Qg, ψa(n)} = Xa(n), {Qg, Xa(n)} = n(ℓ+ g)ψa(n). (3)
Let h be a maximal torus in g with orthogonal complement m. We may choose the orthonormal basis of g
to be made up of orthonormal bases (XA) for h and (Xi) for m. We then have fermions ψA(n) and ψi(n).
We take the submodule of Fg given by the tensor product Fm⊗Fh, where the ψA(n)’s act only on the first
factor, irreducibly, and the ψi(n)’s act only on the second factor. Since SA(n) commutes with all ψB(n)’s,
they act only on the first factor; indeed we have SA(n) = − 12
∑
fAbcψb(m)ψc(n−m) and fABc ≡ 0, so that
SA(n) = −
∑
1
2fAijψj(m)ψj(n−m). Consider the representation of Lh on K(λ) = L(λ) ⊗ Fm given by
YA(n) = TA(n) + SA(n) = XA(n). Thus [YA(m), YB(n)] = −m(ℓ + g)δABδm+n,0, since h is Abelian. The
supercharge operator Qh corresponding to h on K(λ)⊗Fh is just
Qh =
∑
YA(m)ψA(−m).
It satisfies
{Qh, ψA(n)} = YA(n), {Qh, YA(n)} = n(ℓ+ g)ψA(n). (4)
The Kazama–Suzuki supercharge operator is defined by Q = Qg −Qh (the supersymmetric coset construc-
tion). Comparing (3) and (4), we see that
{Q,ψA(n)} = 0, [Q,XA(n)] = 0.
The first equation tells us that Q really acts on L(λ) ⊗ Fm, while the second implies that Q commutes
with the natural action of Lh there. To see why Q explicitly why Q acts on L(λ) ⊗ Fm, recall that
Qg =
∑
(Ta(m) +
1
3Sa(m))ψa(−m) and Qh =
∑
YA(m)ψA(−m) =
∑
(TA(m) + SA(m))ψA(−m). Thus we
get
Q =
∑
(Ti(m) +
1
3
Si(m))ψi(−m),
where
Si(n) = −1
2
∑
fijkψi(m)ψj(n−m).
Thus
Q =
∑
Ti(m)ψi(−m)− 1
6
∑
fijkψi(m)ψj(n)ψk(−m− n),
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which evidently acts on L(λ)⊗Fm.
14. THE SQUARE OF THE SUPERCHARGE OPERATOR.
A. Computations in Cliff Lg. We already have proved the supersymmetry relations {Q0, ψb(n)} = Sb(n)
and [Q0, Sb(n)] = ngψb(n).
Proposition. −1g Q
2
0 = L
ψ
0 − dimg/48.
Proof. Note that −1g Q
2
0 − Lψ0 commutes with ψbn. Recall that Q∗0 = −Q0 and that
Q0 = − 1
12
∑
fabcψa(m)ψb(n)ψc(−m− n).
The corresponding finite–dimensional supercharge operator is given by G0 = − 112
∑
fabcψa(0)ψb(0)ψc(0).
Thus Q0ξ = G0ξ for any ξ ∈ H(0). Hence Q20Ω = Q0G0Ω = G20Ω = − g dimg24 Ω. Thus (− 1gQ20 − Lψ0 )Ω =
( 116 − 148 )dim gΩ = dimg48 · Ω. Since Ω is cyclic and −1g Q20 − Lψ0 central, the result follows.
Remark. If we have a Sugawara operator L0 with corresponding central charge c, we define L0 = L0 − c24 .
If we redefine Ln = Ln for n 6= 0, then [Lm,Ln] = (m− n)Lm+n + c12m3δm+n,0. We call L0 the normalised
Sugawara operator. It is the operator needed to make various characters modular invariant.
B. Computation in End(H) ⊗ Cliff Lg. Let Q = ∑Ta(m)ψa(−m) + 13Sa(m)ψa(−m). Set Xa(m) =
Ta(m) + Sa(m). Then we already have proved the supersymmetry relations {Q,ψa(n)} = Xa(n) and
[Q,Xa(n)] = n(ℓ+ g)ψa(n).
Proposition. −(ℓ+ g)−1Q2 = Lg0 +Lψ0 , where L0 = L0− c/24 with cg = ℓdim g/(ℓ+ g) and cψ = dim g/16.
Proof. If we apply {Q, ·} to the supersymmetry relations, we get [Q2, ψa(n)] = n(ℓ + g)ψa(n) and
[Q2, Xa(n)] = n(ℓ + g)Xa(n). Thus −(ℓ + g)−1Q2 − Lg0 − Lψ0 commutes with the ψa(n)’s and Xb(m)’s.
We claim that these operators act cyclically with cyclic vector ξ⊗Ω, where ξ ∈ H(0) is a highest weight vec-
tor. Since the operator Sa(n) are combinations of biinears in ψb(m)’s, the cyclic module generated by ξ⊗Ω
must also be invariant under the Sa(n)’s. But then it must also be invariant under Ta(n) = Xa(n)− Sa(n).
Since ξ ⊗ Ω is obviously cyclic for the comuuting actions of ψa(n)’s and Tb(m)’s, our claim follows. Thus
it will suffice to show that −(ℓ + g)−1Q2 − Lg0 − Lψ0 annihilates ξ ⊗ Ω. But if G is the finite–dimensional
version of Q, we have as before that
−Q2(ξ ⊗ Ω) = −G2(ξ ⊗ Ω) = (g dim g
24
+
1
2
(‖λ+ ρ‖2 − ‖ρ‖2)(ξ ⊗ Ω).
But (Lg0 + Lψ0 )(ξ ⊗ Ω)
= (
dim g
16
+
‖λ+ ρ‖2 − ‖ρ‖2
2(ℓ+ g)
− ℓ dim g
24(ℓ+ g)
− dim g
48
)(ξ ⊗ Ω) = (g dim g
24
+
1
2
(‖λ+ ρ‖2 − ‖ρ‖2))(ξ ⊗ Ω),
as required.
C. Coset construction of Q2. By the coset construction Q = Qg − Qh. Thus Qg = Q + Qh, where Q
and Qh anticommute, i.e. {Q,Qh} = 0. Hence
{Qg, Qg} = {Q+Qh, Q+Qh} = {Q,Q}+ {Qh, Qh}.
Thus Q2g = Q
2 +Q2
h
, so that Q2 = Q2g −Q2h. Hence we have:
Theorem. − 1ℓ+gQ2 = L
g
0 + Lψ,m0 − Lh0 on H ⊗Fm.
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Proof. If we use the formula in B for Qh, we get − 1ℓ+gQ2h = L
h
0 +Lψ,h0 . By definition Lψ,g0 = Lψ,m0 +Lψ,h0 ,
so the result follows. (Note that when the tensor product of H and Fm is restricted to ĥ, it splits up as
a direct sum of positive energy irreducible representations Hj . The formula for Q
2
h
is valid on each tensor
product Hj ⊗Fh.)
Corollary. Let Fm be the irreducible representation of Cliff Lm. Then on H ⊗Fm, we have
− 1
ℓ+ g
Q2 =
‖λ+ ρ‖2
2(ℓ+ g)
− (Lh0 − dg − dψ),
where dg and dψ are the energy operators on H and Fm.
Proof. Using Freudenthal’s strange formula, we get
− 1
ℓ+ g
Q2 = L
g
0 + L
ψ,m
0 − Lh0 − (cg + cψ,m − ch)/24
= (L
g
0 − dg) + (Lψ,m0 − dψ)− (Lh0 − dg − dψ)− (cg + cψ,m − ch)/24
=
‖λ+ ρ‖2 − ‖ρ‖2
2(ℓ+ g)
+
dimm
16
− ℓ dim g
24(ℓ+ g)
− dimm
24
+
dim h
24
− (Lh0 − dg − dψ)
=
‖λ+ ρ‖2
2(ℓ+ g)
− g dim g
24(ℓ+ g)
+
dimm
16
− ℓ dim g
24(ℓ+ g)
− dimm
24
+
dim h
24
− (Lh0 − dg − dψ)
=
‖λ+ ρ‖2
2(ℓ+ g)
− (Lh0 − dg − dψ),
as required.
15. KAC’S CHARACTER AND DENOMINATOR FORMULAS.
Proposition. (1) Let µ+ ν be a weight of ĥ appearing in L(λ)⊗Fm. Then (λ+ρ, λ+ rho) ≥ (µ+ρ, µ+ρ).
(2) Equality occurs in (1) iff µ = σλ and ν = σρ for some σ ∈ Ŵ . In this case µ+ ν = σ(λ + ρ).
(3) σ 7→ σ(λ+ ρ) is a bijection from Ŵ onto the solutions of (2).
(4) σ(λ + ρ) appears in L(λ) ⊗ Fm with multiplicity one and corresponds to a tensor ξ ⊗ η, where ξ has
weight µ and η has weight ν.
Proof. (1) Let µ+ ν be any weight in the tensor product with corresponding vector ξ. The corollary in the
last section gives the following formula for the square of the supercharge operator
−(ℓ+ g)−1Q2 = ‖λ+ ρ‖
2
2(ℓ+ g)
− (Lh0 − dg − dψ).
Since Q∗ = −Q, the operator −Q2 is positive. Thus
(2ℓ+ 2g)−1(‖λ+ ρ‖2)‖ξ‖2 − ((Lh0 − dψ − dg)ξ, ξ) ≥ ((Lh0 − dg − dψ)ξ, ξ)
≥ ((Ωh − dg − dψ)ξ, ξ)
= (2ℓ+ 2g)−1|µ+ ν|2‖ξ‖2,
where Ωh is the zero–mode Casimir contribution to L
h
0 . Clearly ξ̂ is a highest weight vector for ĥ if and only
if (L
h
0 ξ, ξ) = (Ω
hξ, ξ) if and only if L
h
0 ξ = Ω
hξ. Hence (λ+ ρ, λ+ ρ) ≥≥ (µ+ ν, µ+ ν); equality is possible
only if µ+ ν is a highest weight of ĥ.
(2) Suppose that |λ+ ρ|2 ≥ |µ+ ν|2 with λ ≥ µ and ρ ≥ ν. Take τ ∈ Ŵ such that τ(µ+ ν) ≥ 0. Since τµ is
a weight of L(λ) and τν is a weight of F , we have λ− τµ ≥ 0 and ρ− τν ≥ 0. But then
0 = (λ+ ρ+ τµ + τν, λ− τµ + ρ− τν) ≥ (ρ, λ− τµ) + (ρ, ρ− τν) ≥ 0.
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Hence (ρ, λ− τµ) = 0 and (ρ, ρ− τν) = 0, so that λ = τµ and ρ = τν.
(3) Let λi be the fundamental weights of ĝ. Since ρ =
∑
i≥0 λi, the equality τρ = ρ and the ineqalities
λi ≥ τλi force τλi = λi for i ≥ 0. Hence τ = 1.
(4) Suppose that µ1 + ν1 = µ + ν with λ ≥ µ1 and ρ ≥ ν1. Since |µ1 + ν1|2 = |µ + ν|2 = |λ + ρ|2, (2) and
(3)imply that µ1 = σλ and ν1 = σρ for some σ ∈ Ŵ .
But then γ = τ−1σ fixes λ+ ρ. Since λ ≥ γλ and ρ ≥ γρ, we get γρ = ρ so that γ = 1.
Lemma. The formal power series D = eρ
∏
α∈Φ+(1 − e−α)mα satisfies D ◦ σ = ε(σ)D for σ ∈ Ŵ , where
ε : Ŵ → {±1} is the sign character obtained by the sign character of W and the projection Ŵ →W .
Proof. It clearly suffices to show that D ◦ σi = ε(σi)D for each simple reflection σi. We know that
σiρ = ρ− αi. Moreover σi permutes Φ+\{αi} and satisfies σiαi = −αi. Hence D ◦ σi = −D, as required.
Theorem (Kac Character Formula).
chL(λ) =
∑
σ∈Ŵ
ε(σ)eσ(λ+ρ)−ρ/D,
where the denominator D is given by
D =
∏
n≥1
(1 − qn)m ·
∏
α∈Φ+
(1− e−α) ·
∏
n≥1,α∈Φ
(1− eαqn) =
∏
α∈Φ+
(1− e−α)multα.
Proof. Let chsW be the supercharacter of a Z2–graded module. Clearly
chsL(λ)⊗Fm = chL(λ) · chsFm. (1)
Moreover, because Fm can be constructed as the tensor product of an irreducible representation of Cliff(m) on
Λ∗m+ and the irreducible representation of the non–zero modes ψi(n) on the exterior algebra with generators
vi,n, we easily check that
chsFm = eρ
∏
α∈Φ+
(1− e−α) ·
∏
n≥1,α∈Φ
(1− eαqn). (2)
On the other hand chs L(λ)⊗ Fm can be computed by decomposing the tensor product as a direct sum of
ĥ–modules, according to the previous proposition. We find
chs L(λ)⊗Fm =
∑
σ∈Ŵ
ε′(σ)chV (σ(λ + ρ)),
where V (µ) is the irreducible representation of ĥ with highest weight µ and ε′(σ) = ±1 according to whether
the weight σρ appears in the even or odd part of Fm. But chV (µ) = eµ ·
∏
(1 − qn)m, where m = dim h is
the rank of g. Hence
chs L(λ)⊗Fm =
∑
σ∈Ŵ
ε′(σ)eσ(λ+ρ) ·
∏
(1− qn)m. (3)
The character formula follows by combining (1), (2) and (3). It still remains to show that ε′(σ) = ε(σ).
Specialising to λ = 0, we find
eρ
∏
α>0
(1 − e−α) =
∑
σ∈Ŵ
ε′(σ)eσρ.
We know that all the exponents σρ are distinct and we know that the left hand side is antisymmetric. Since
the coefficient of eρ is 1 and ε′ must coincide with ε, as required.
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Theorem (Macdonald’s identity/Kac denominator formula).∑
σ∈Ŵ
ε(σ)eσ(ρ)−ρ ==
∏
α∈Φ
(1− e−α)multα.
Proof. Since chL(0) = 1, the result follows immediately from the character formula with λ = 0.
Comments on the denominator formula. Macdonald’s identities for the classical groups were first
proved by Dyson independently of root systems and then for general root systems by Macdonald, without
representations. In the case of sl2, we see that the action of Ŵ = Z ⋊ Z2 is given by σ(j, k, ℓ) = (−j, k, ℓ)
for σ ∈ Z2 and Tn(j, kℓ) = (j + 2nℓ, k + jn+ ℓm2, ℓ) for n ∈ Z. From the denominator formula, we retrieve
Jacobi’s celebrated triple product identity:∑
k∈Z
(−1)kq(k−1)k/2tk =
∏
(1− qm−1t)(1 − qmt−1)(1 − qm).
We can get another a formula for the characters in terms of theta functions. Let
Θn,m(q, z) =
∑
k∈ n
2m
+Z
qmk
2
e2πikmz .
Then if 0 ≤ j ≤ ℓ/2 is a half–integer, the normalised character of the irreducible positive energy representa-
tion of level ℓ with spin j is given by
chL(ℓ, j) = q−c/24Tr(qL0zH) =
Θ2j+1,ℓ+2(q, z)−Θ−2j−1,ℓ+2
Θ1,2(q, z)−Θ−1,2(q, z) ,
where s = (j+ 12 )
2/(ℓ+2)− 18 . A similar formula holds for any simple algebra: the sum over the affine Weyl
group is first performed as a sum over the coroot lattice followed by an antisymmetrisation over the finite
Weyl group. Each sum over the Weyl lattice results in a theta function and we thus get a product formula
for an alternating sum of theta functions.
The formula for the level one vacuum character of affine SU(2) can be further simplified. (This simplifi-
cation is related to the boson–fermion correspondence and the Frenkel–Kac–Segal construction; an analogue
holds for each simply laced simple Lie algebra of types A, D or E.)
Product formula. Θn,m(q, z)Θn′,m′(q, z) =
∑
j∈Z/(m+m′)Z Fj(q)Θn+n′+2mj,m+m′(q, z), where Fj(q) =∑
k∈Z+x q
mm′(m+m′)k2 and x = (m′n−mn′ + 2jmm′)/2mm′(m+m′).
Proof. We have
Θn,mΘn′,m′ =
∑
k,k′
qmk
2m′k′2emk+m′k′(z),
where k ∈ n2m + Z and k′ ∈ n
′
2m′ + Z. Set k = j +
n
2m and k
′ = j′ + n
′
2m′ . Define s = (k − k′)/(m+m′) and
s′(mk +m′k′)/(m+m′). Write j − j′ = (m+m′)a+ b with a ∈ Z and 0 ≤ b < m+m′. Then
s ∈ nm
′ − n′m+ 2mm′b
2mm′(m+m′)
+ Z, s′ ∈ n+ n
′ + 2mj
2(m+m′)
+ Z.
This gives a bijection between pairs (k, k′) and triples (s, s′, b). Since mk2+m′k′2 = mm′(m+m′)s2+(m+
m′)s′2, we get
Θn,mΘn′,m′ =
∑
b
(
∑
s
qmm
′(m+m′)s2)(
∑
s′
q(m+m
′)s′2em+m′(s
′z),
as required.
Corollary. chL(1, 0) = Θ0,1/η(q), where η(q) = q
1/24
∏
n≥1(1− qn) is Dedekind’s eta function.
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Proof. By Jacobi’s triple product identity (the Weyl–Kac denominator formula for SU(2)), we have∑
k∈Z
qk
2
tk =
∏
(1 + q2m−1t)(1 + q2m−1t−1)(1 − q2m).
If we specialise (q, t) to (q3/2,−q−1/2), we obtain Euler’s pentagonal identity:
ϕ(q) ≡
∏
m≥1
(1− qm) =
∑
m∈Z
(−1)kq3k2−k/2 =
∑
m∈Z
(−1)kq3k2+k/2.
To prove the corollary, we must show that
Θ0,1(Θ1,2 −Θ−1,2) = q 124ϕ(q)(Θ1,3 −Θ−1,3).
By the product formula, the left hand side is
(Θ1,3 −Θ−1,3)(
∑
k∈−1
12
+Z
qk
2 −
∑
k′∈ 5
12
+Z
qk
′2
) = (Θ1,3 −Θ−1,3)q 124
∑
k∈Z
(−1)kq(3k2+k)/2 = (Θ1,3 −Θ−1,3)q 124ϕ(q),
as required.
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CHAPTER IV. REPRESENTATIONS OF THE VIRASORO ALGEBRA
In this chapter we discuss positive energy unitary representations of the Virasoro algebra. We show that
they are classified by a lowest energy h and a central charge c. Of particular interest are the representations
with 0 < c < 1. A series of these can be constructed by the coset construction of Goddard–Kent–Olive. For
these representations c = 1 − 6/m(m+ 1) with m ≥ 3. The h values are then hp,q = [(p(m + 1) − qm)2 −
1]/4m(m+1) where 1 ≤ q ≤ p ≤ m− 1. The coset construction gives representations of the Virasoro algebra
on multiplicity spaces and the characters of these multiplicity spaces can be computed explicitly in terms of
theta functions and Dedekind’s eta function. Using this information, we present the short proof of Kac’s
determinant formula due to Kac and Wakimoto. This is then used to prove the easy part of the unitarity
criterion of Friedan–Qiu–Shenker: the only irreducible unitary representations with c = 1−6/m(m+1) have
h = hp,q as above. We then use this unitarity criterion to give our own direct proof that the multiplicity
spaces are irreducible. (Such a ‘multiplicity one’ theorem seems to hold more generally for W–algebras.) This
gives a very short proof of the Feigin–Fuchs character formula for these values of c and h. Our method uses
unitarity properties rather than a detailed knowledge of null vectors and Verma module resolutions. (These
resolutions are not easy; indeed the lengthy derivation of Feigin and Fuchs needs to be supplemented with
arguments of Astashkevich on the Jantzen filtration.) Finally we prove the hard part of the unitarity criterion
of Friedan–Qiu–Shenker: the only values of c ∈ (0, 1) yielding unitary representations are c = 1−6/m(m+1).
Our techniques extend easily to treat the case c = 1.
1. POSITIVE ENERGY REPRESENTATIONS OF THE VIRASORO ALGEBRA. We shall
be interested in projective, unitary, positive energy representations of the Witt algebra d = VectS1.
Recall that d is the complexification of the real Lie algebra of (trigonometric) polynomial vector fields
a(θ) d/dθ on S1. It has basis dn = ie
inθ d/dθ. We can use Leibniz’ rule to compute the Lie brackets:
[dm, dn] = (m−n)dm+n. We set d∗n = d−n. This extends to a conjugate–linear involution on d. Thus we are
looking for inner product spaces H (not complete!!) such that:
(1) Projective: d acts projectively by operators π(A) (A ∈ d), i.e. A 7→ π(A) is linear and [π(A), π(B)] −
π([A,B]) lies in CI for A,B ∈ d.
(2) Unitary: π(A)∗ = π(A∗).
(3) Positive energy: H admits an orthogonal decomposition H =
⊕
k≥0H(k) such that some (necessarily
unique) representative D for π(d0) acts on H(k) as multiplication by k, H(0) 6= 0 and dimH(k) <∞
The subspaces H(k) are called the energy subspaces with energy k; the operator D has many names,
including the energy operator or hamiltonian operator. Since the representation is projective, [π(A), π(B)]−
π([A,B]) = b(A,B)I where b(A,B) ∈ C. We call b a 2–cocycle — in fancy language it gives a class in
H2(d,C). The definition immediately implies the antisymmetry condition
b(A,B) = −b(B,A)
because Lie brackets are antisymmetric; and the Jacobi identity immediately implies that
b([A,B], C) + b([B,C], A) + b([C,A], B) = 0
for all A,B,C ∈ d. On the other hand we are free to adjust the operators π(A) by adding on scalars.
Thus to preserve linearity, we change π(A) to π(A) + f(A)I where f : d → C is linear. This changes
b(A,B) to b(A,B) − f([A,B]). We shall now make such adjustments so that b has a canonical form.
We start by choosing the canonical representative D for π(d0) as above. By uniqueness, we must have
[Lm, Ln] = (m − n)Ln+m + λ(m,n)I. Here λ(n,m) is a 2–cocycle. As we now show, by appropriate
adjustment of the Ln’s by scalars, that λ can always be normalised so that λ(m,n) =
c
12 (m
3 −m)δm+n,0,
where c is called the central charge. The corresponding central extension of the Witt algebra is usually called
the Virasoro algebra.
Virasoro cocycle lemma. Representatives Ln of π(dn) may be chosen uniquely so that [D,Ln] = −nLn
for all n. In this case [Lm, Ln] = (m−n)Lm+n+(am3+bm)δm+n,0I. If we choose L0 so that [L1, L−1] = L0,
then a+ b = 0 and
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0. (1)
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If instead we take L0 = L0 − c/24 and Ln = Ln (n 6= 0), then
[Lm,Ln] = (m− n)Lm+n + c
12
m3δm+n,0. (2)
Proof. Note that −n−1[L0, Ln] is independent of adding scalars onto L0 or Ln, so we may always choose
Ln so that [L0, Ln] = −nLn. Thus [D,Ln] = −nLn, so that Ln lowers energy by n, i.e. takes H(k) into
H(k − n). But then [Lm, Ln] and Lm+n lower energy by n+m. Since [Lm, Ln]− (m− n)Lm+n is a scalar,
it must be 0 if n+m 6= 0. Thus
[Lm, Ln] = (m− n) +A(m)δm+n,0.
Clearly A(m) = −A(−m) and A(0) = 0. Writing out the Jacobi identity for Lk, Ln and Lm with k+n+m =
0, we get
(n−m)A(k) + (m− k)A(n) + (k − n)A(m) = 0.
Setting k = 1 and m = −n− 1, we get
(n− 1)A(n+ 1) = (n+ 2)A(n)− (2n+ 1)A(1).
This recurrence relation allows A(n) to be determined from A(1) and A(2). Since A(n) = n and A(n) = n3
give solutions, we see that A(m) = am3 + bm for some constants a and b. Clearly we are free to choose
L0 = [L1, L−1] (since we have made no adjustment to L0 so far). But then A(1) = 0 and hence a + b = 0.
This gives (1) and (2) follows by an easy manipulation.
Complete reducibility theorem. (a) If H is a positive energy unitary representation of d, then any
non–zero vector in the lowest energy subspace H(0) generates an irreducible submodule.
(b) Any positive energy representation is an orthogonal direct sum of irreducible positive energy representa-
tions.
Proof. (a) Take v 6= 0 in H(0) and let K be the d–invariant subspace it generates. Clearly since Lnv = 0
for n > 0 and L0v = hv, we see that K is spanned by all products Rv with R = L−nk · · ·L−n1 with
nk ≥ · · · ≥ n1 ≥ 1. But then K(0) = Cv. We claim that K is irreducible. If not let K ′ be a submodule
and let P be the orthogonal projection onto K ′. By unitarity P commutes with d and hence D. Thus P
leaves K(0) = Cv invariant, so that Pv = 0 or v. But P (Rv) = RPv. Hence K ′ = (0) or K, so that K is
irreducible.
(b) Take the irreducible module generated by a vector of lowest energy H1. Now repeat this process for H
⊥
1 ,
to get H2, H3, etc. The positive energy assumption shows that H =
⊕
Hi.
Uniqueness Theorem. If H and H ′ are irreducible positive energy representations of d with central charge
c and h = h′, then H and H ′ are unitarily equivalent as representations of d.
Proof. Any monomial A in operators from d is a sum of monomials RDL with R a monomial in energy
raising operators, D a monomial in constant energy operators and L a monomial in energy lowering opera-
tors. Observe that if v, w ∈ H(0), the inner products (A1v,A2w) are uniquely determined by v, w and the
monomials Ai: for A
∗
2A1 is a sum of terms RDL and (RDLv,w) = (DLv,R
∗w) with R∗ an energy lowering
operator. Hence, if H ′ is another irreducible positive energy representation with h = h′, with H(0) = Cv
and H ′(0) = Cv′ for unit vectors v, v′, then U(Av) = Av′ defines a unitary map of H onto H ′ intertwining
d̂.
2. THE GODDARD–KENT–OLIVE CONSTRUCTION. We have seen a variety of construction of
positive energy representations of the Virasoro algebra in the chapter on affine Kac–Moody algebras: the
Segal–Sugawara construction; the Fubini–Veneziano construction using bosons; and the Fubini–Veneziano
construction using fermions. We now describe a further “coset” construction of Goddard–Kent–Olive on
multiplicity spaces.
Lemma. Let h be a Lie algebra acting unitarily on the inner product space H. Suppose that H is a direct sum
of irreducible submodules and that there are only finitely many isomorphism types of irreducible summands
68
Hi. Let Ki = Homh(Hi, H). Then Ki is naturally an inner product space and the map
⊕
Ki ⊗Hi → H,∑
ξi ⊗ ηi 7→
∑
ξiηi is a unitary map of h–modules. The operators A on H which commute with h act
naturally on each Ki by Ai. This action is a *–homomorphism. Under the unitary isomorphism above, A
corresponds to ⊕Ai ⊗ I and X ∈ h to ⊕I ⊗ πi(X).
Proof. If S, T ∈ Hom(Hi, H), then T ∗S ∈ Ki = Endh(Hi) = C by Schur’s lemma. Thus the canonical
inner product on Ki is defined by (S, T ) = T
∗S. It is then easy to check the assertions about the map
⊕Ki ⊗ Hi → H , since by assumption this map is surjective. The action of A on Ki = Homh(Hi, H) is
defined by Aξ.
Proposition (coset construction). Let g be a Lie algebra with subalgebra h. Let d be a Lie algebra of
derivations action on g by D,X 7→ [D,X ] (D ∈ d, X ∈ g) such that d leaves h invariant. Suppose that g
acts irreducible on the inner product space H and that (H, h) satisfy the hypotheses of the previous lemma.
Suppose in addition that H and the Hi’s admit projective unitary actions of d compatible with the action of
g and h. If D ∈ d acts by π(D) on H and πi(D) on Hi, then π(D) =
∑
I ⊗ πi(D) + σi(D)⊗ I, where σi is
a projective unitary representation of d on Ki; the cocycle of d on Ki is the difference of the cocycles of d
on H and on Hi.
Proof. Let σ(D) = π(D) −∑ I ⊗ πi(D). By construction this operator commutes with h. Therefore by
the previous lemma σ(D) =
∑
σi(D)⊗ I. Now suppose that c(D1, D2)I = [π(D1), π(D2)]− π([D1, D2]) and
ci(D1, D2)I = [πi(D1), πi(D2)]− πi([D1, D2]) for D1, D2 ∈ d. If D1, D2 ∈ d, then
c(D1, D2)I =
∑
[π(D1), π(D2)]− π([D1, D2])
=
∑
([σi(D1), σi(D2)]− σi([D1, D2]))⊗ I +
∑
I ⊗ ([πi(D1), πi(D2)]− πi([D1, D2]))
=
∑
([σi(D1), σi(D2)]− σi([D1, D2]))⊗ I +
∑
I ⊗ ci(D1, D2).
Looking at this equation on Ki ⊗Hi, we get
[σi(D1), σi(D2)]− σi([D1, D2])) = c(D1, D2)− ci(D1, D2),
as required.
We shall apply the coset construction in the following setting. Let H0 be the vacuum representation of
ŝl(2) at level one and let Hj,ℓ be any irreducible representation of ŝl(2) at level ℓ with lowest energy space of
spin j ∈ 12Z. Thus H0⊗Hj,ℓ gives a positive energy representation of ŝl(2) of level ℓ+1. Thus we may write
H0 ⊗ Hj,ℓ =
⊕
Mk ⊗Hk,ℓ+1 with the Mk multiplicity spaces. In this case g = Lsl2 ⊕ Lsl2 and h = Lsl2,
embedded diagonally via X 7→ X⊗ I+ I⊗X . The Witt algebra acts on g and h and is implemented in both
cases by the Sugawara constructions. For g, it has central charge 3ℓ/(ℓ + 2) + 1 while for h it has central
charge 3(ℓ + 1)/(ℓ + 3). Let m = ℓ + 2. Subtracting the central charges, we see that there are canonical
projective representations of the Virasoro algebra on the multiplicity spaces Mk with central charge
c = 1− 3[ℓ(ℓ+ 3)− (ℓ+ 1)(ℓ + 2)]/(ℓ+ 2)(ℓ+ 3) = 1− 6/m(m+ 1).
3. CHARACTER OF THE MULTIPLICITY SPACE. We recall the formula for the characters of
the positive energy representations of LSU(2) (in normalised form). Let
Θn,m(q, ζ) =
∑
k∈ n
2m
+Z
qmk
2
ζ2mk.
Then if 0 ≤ j ≤ ℓ/2 is a half–integer, the character of the irreducible positive energy representation of level
ℓ with spin j is given by
chL(ℓ, j) =
Θ2j+1,ℓ+2(q, z)−Θ−2j−1,ℓ+2(q, z)
Θ1,2(q, z)−Θ−1,2(q, z) .
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Note that the character of a representation of ŝl2 is Tr(q
L0z) where L0 = L0 − c/24 and z corresponds to
the element
(
z 0
0 z−1
)
in SU(2) or SL(2). Similarly the character of a positive energy representation
Product formula. Θn,m(q, z)Θn′,m′(q, z) =
∑
j∈Z/(m+m′)Z Fj(q)Θn+n′+2mj,m+m′(q, z), where Fj(q) =∑
k∈Z+x q
mm′(m+m′)k2 and x = (m′n−mn′ + 2jmm′)/2mm′(m+m′).
Proof. We have
Θn,mΘn′,m′ =
∑
k,k′
qmk
2m′k′2z2(mk+m
′k′),
where k ∈ n2m + Z and k′ ∈ n
′
2m′ + Z. Set k = j +
n
2m and k
′ = j′ + n
′
2m′ . Define s = (k − k′)/(m+m′) and
s′(mk +m′k′)/(m+m′). Write j − j′ = (m+m′)a+ b with a ∈ Z and 0 ≤ b < m+m′. Then
s ∈ nm
′ − n′m+ 2mm′b
2mm′(m+m′)
+ Z, s′ ∈ n+ n
′ + 2mj
2(m+m′)
+ Z.
This gives a bijection between pairs (k, k′) and triples (s, s′, b). Since mk2+m′k′2 = mm′(m+m′)s2+(m+
m′)s′2, we get
Θn,mΘn′,m′ =
∑
b
(
∑
s
qmm
′(m+m′)s2)(
∑
s′
q(m+m
′)s′2z2(m+m
′)s′ ,
as required.
Corollary. chL(1, 0) = Θ0,1/η(q).
Proof. By Jacobi’s triple product identity (the Weyl–Kac denominator formula for SU(2)), we have∑
k∈Z
qk
2
tk =
∏
(1 + q2m−1t)(1 + q2m−1t−1)(1 − q2m).
If we specialise (q, t) to (q3/2,−q−1/2), we obtain Euler’s pentagonal identity:
ϕ(q) ≡
∏
m≥1
(1− qm) =
∑
m∈Z
(−1)kq3k2−k/2 =
∑
m∈Z
(−1)kq3k2+k/2.
To prove the corollary, we must show that
Θ0,1(Θ1,2 −Θ−1,2) = q 124ϕ(q)(Θ1,3 −Θ−1,3).
By the product formula, the left hand side is
(Θ1,3 −Θ−1,3)(
∑
k∈−1
12
+Z
qk
2 −
∑
k′∈ 5
12
+Z
qk
′2
) = (Θ1,3 −Θ−1,3)q 124
∑
k∈Z
(−1)kq(3k2+k)/2 = (Θ1,3 −Θ−1,3)η(q),
as required.
Theorem. chL(0, 1) · chL(j, ℓ) =∑0≤k≤(ℓ+1)/2 ψk(q) · chL(k, ℓ+ 1), where k − j ∈ Z,
ψk(q) = η(q)
−1(Θa+,b(q, 1)−Θa−,b(q, 1)),
a± = r(m+ 1)∓ sm, b = m(m+ 1), r = 2j + 1 and s = 2k + 1.
Proof. By the product formula
Θ0,1(q, z)Θs,m(q, z) =
∑
r≡s (2), |r|≤m
Θr,m+1(q, z)frs(q),
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where
frs(q) =
∑
r′∈r+2mZ
q(r
′(m+1)−qm)2/4m(m+1).
Note that frs(q) = f−r,−s(q). Thus
Θ0,1(q, z)(Θs,m(q, z)−Θ−s,m(q, z) =
∑
r≡s (2), |r|≤m
(Θr,m+1(q, z)−Θ−r,m+1(q, z))frs(q)
=
∑
r≡s (2), 1≤r≤m
(Θr,m+1(q, z)− Θ−r,m+1(q, z))(frs(q)− f−r,s(q)),
since there is no contribution for r = 0. Thus the character of the multiplicity space for L(k, ℓ+ 1) is
(fr,s(q) − f−r,s(q))
η(q)
=
(Θr(m+1)−sm,m(m+1)(q, 1)−Θr(m+1)+sm,m(m+1)(q, 1))
η(q)
,
as required.
4. THE KAC DETERMINANT FORMULA Note that as in Chapter II, section 14, a Verma module
V (c, h) can be constructed which is a representation of the Virasoro algebra with central charge c, generated
by a cyclic vector ξ0 such that Lnξ = 0 for n > 0 and L0ξ = hξ. It has the universal property that, for
any representation generated by a cyclic vector satisfying similar relations, there is unique equivariant map
sending ξ0 to the cyclic vector. A basis of the Verma module is given by monomials in the raising operators
Lnk−k · · ·Ln2−2Ln1−1ξ0, where ni ≥ 0. Clearly the Verma module is a positive energy representation.
We now assume that c and h are real. Let f : V (c, h)→ C be the linear map picking out the coefficient
of ξ0 and extend the involution L
∗
n = L−n to a complex involution on the universal enveloping algebra,
so that (AB)∗ = B∗A∗. We can then define a hermitian form on V (c, h) by (Aξ0, Bξ0) = f(B∗Aξ0). By
definition it satisfies the invariance condition (Lnξ, η) = (ξ, L−nη). Since L∗0 = L0, the eigenspaces of L0
are orthogonal. Moreover (·, ·) is the unique invariant hermitian form on V (c, h) with (ξ0, ξ0) = 1: for the
orthogonality conditions force (Aξ0, Bξ0) = (B
∗Aξ0, ξ0) = f(B∗A). In particular if L(c, h) is a unitary
irreducible representation and T : V (c, h)→ L(c, h) is the canonical map, then the invariant hermitian form
on V (c, h) is just the pull back of the inner product on L(c, h). Let K = {ξ ∈ V (c, h)|(ξ, V (c, h)) = 0}.
Then K is invariant under the Virasoro algebra and the hermitian form passes to a non–degenerate invariant
hermitian form on L = V (h, c)/K. Since K is invariant under L0, L is itself a positive energy representation.
We claim that L is irreducible. In fact let L′ be a submodule of L and let v0 be the image of ξ0 in L. L′ can
be written as the direct sum of eigenspaces L0. Choose v 6= 0 in L′, the image of Aξ0. Thus (Aξ0, Bξ0) 6= 0
for some monomial B, by nondegeneracy. Hence (B∗Av, v0) 6= 0. But then L′(0) 6= 0, so that v0 lies in L′
and thus L′ = L.
It follows that the Verma module V (c, h) is irreducible iff (·, ·) is non–degenerate. In particular this
happens iff (·, ·) is non–degenerate on every energy subspace V (N). Let MN (c, h) be the P (N) × P (N)
matrix
(L−ip · · ·L−i1ξ0, L−jq · · ·L−j1ξ0)
where 1 ≤ i1 ≤ · · · ≤ ip and 1 ≤ j1 ≤ · · · ≤ jq with N =
∑
is =
∑
jt. The Kac determinant detN (c, h) is
the determinant of this matrix. Note that L(c, h) is unitary iff MN(c, h) is positive semi–definite for all N .
In this case, it is is necessary that detN (c, h) ≥ 0 for all N . Using raising and lowering operators to compute
the entries of MN (c, h), we see that they are all polynomials in c and h if c, h ∈ R.
Examples. (0) det0(x, h) = ‖ξ0‖2 = 1.
(1) det1(c, h) = (L−1ξ0, L−1ξ0) = 2h.
(2) det2(c, h) =
(
4h+ c/2 6h
6h 8h2 + 4h
)
= 2h(16h2 + 2hc− 10h+ c).
Lemma. If L(c, h) is unitary, then h ≥ 0 and c ≥ 0.
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Proof. The computation of det1 = 2h shows that h ≥ 0. Now for n > 0 we compute
‖L−nξ0‖2 = ([Ln, L−n]ξ0, ξ0) = 2nh+ c(n3 − n)/12.
For this to be positive for all values of n, we must have c ≥ 0.
Proposition. For fixed c, detN is a polynomial in h of degree
∑
1≤rs≤N p(N − rs). (The coefficient of the
highest power of h is independent of c.)
Proof. We prove the result by “degenerating to bosons”. For c fixed, let h = t−2 and a0 = h−1L0, an =
(2h)−1/2Ln. Thus a0ξ0 = ξ0, [am, a−m] = ma0+ t2c(m3−m)/12 and [am, an] = (m−n)tam+n if m 6= −n, 0,
[a0, am] = −mt2am. Moreover a∗n = a−n. If we look at monomials (a−ip · · · a−i1ξ0, a−jq · · · a−j1ξ0), these are
polynomials in t. We extend these to t = 0; this obviously gives the leading order terms in h in the original
problem. In the limit t = 0, we get the system of oscillators a0 = I, [am, a−m] = mI. For this bosonic
system it is immediate that x = (a
mp
−p · · ·am1−1 ξ0, anq−q · · ·an1−1ξ0) is zero unless ms = ns for all s, in which case
x =
∏
ms!s
ms . This is independent of c. If we substitute these terms into the determinant for detN , we see
that the off–diagonal terms vanish when t = 0, so the determinant is given by the product of the diagonal
entries, all non–zero. Thus limh→∞ h−MdetN 6= 0 is indepedent of c, where M is the sum of all
∑
jk’s
with
∑
jkk = N . Let m(r, s) be the number of partitions of N in which r appears exactly s times. Cearly
M =
∑
1≤rs≤N s ·m(r, s). Now the number of partitions of N in which r appears ≥ s times is P (N − rs).
Thus m(r, s) = P (N − rs)− P (N − r(s+ 1)) (where P (0) = 1 and P (−k) = 0 for k > 0). Thus
M =
∑
s ·m(r, s) =
∑ [nr ]∑
s=1
s · (P (n− rs)− P (n− r(s + 1)) =
∑
1≤rs≤N
P (N − rs).
Since hM is evidently the highest power of h with a non–zero coefficient in detN , the result follows.
Definitions. Let
hp,q(c) =
1
48
[(13− c)(p2 + q2) +
√
(c− 1)(c− 25)(p2 − q2)− 24pq − 2 + 2c].
Set ϕp,p(c, h) = h− hp,p(c) = h+ (p2 − 1)(c− 1)/24 and ϕp,q(c, h) = (h− hp,q(c))(h− hq,p(c))
= (h− (p− q)2/4)2 + h
24
(p2 + q2 − 2)(c− 1) + 1
576
(p2 − 1)(q2 − 1)(c− 1)2 + 1
48
(c− 1)(p− q)2(pq+ 1). (∗)
If we parametrise c as c = 1− 6/m(m+ 1), then
hp,q(c) =
((m+ 1)p−mq)2 − 1
4m(m+ 1)
.
Kac determinant formula. detN (c, h) = CN
∏
1≤rs≤N (h− hrs(c))P (N−rs), where CN > 0 is independent
of c and h.
Lemma 1. If t 7→ A(t) is a polynomial mapping into N ×N matrices and dimkerA(t0) = k, then (t− t0)k
divides detA(t).
Proof. Take a basis vi such that A(t0)vi = 0 for i = 1, . . . , k. Thus the first k columns of A(t) are divisible
by t− t0 and hence (t− t0)k divides detA(t).
Lemma 2. Fix c and regard detN (c, h) as a polynomial in h. If detk vanishes at h = h0, then (h−h0)P (N−k)
divides detN .
Proof. We may take k minimal subject to detk(c, h0) = 0. Thus V (c, h0) has a singular vector v at energy
level k. By the Poincare´–Birkhoff–Witt theorem, the vectors L−it · · ·L−i1v are all linearly independent for
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it ≥ · · · ≥ i1 ≥ 1. So at level N , this submodule has dimension P (N−k). On the other hand this submodule
is contained in ther kernel of (·, ·). ThusMN has a kernel of dimension at least P (N−k) at h0. The assertion
therefore follows from Lemma 1.
Lemma 3. detN vanishes at hr,s(c) for 1 ≤ rs ≤ N .
Proof. By the GKO construction,
chL(c(m), h(m)r,s ) ≤
qh
ϕ(q)
(1− qrs − qr′s′ + · · ·),
where r′ = m − r, s′ = m + 1 − s and the inequality is to be understood in terms of coefficients of qi. It
follows that the kernel of (·, ·) in V (c, h) has a non–zero component at each energy level N ≥ min(rs, r′s′).
Thus detN vanishes at h
(m)
rs for m sufficiently large. But then detN vanishes at infinitely many points of the
curve ϕrs(c, h) = 0 (namely (c
(m), h
(m)
r,s )). Since ϕr,s(c, h) is irreducible in C[c, h], we see that ϕr,s divides
detN for N ≥ rs. Thus detN vanishes at hr,s(c) for 1 ≤ rs ≤ N .
Proof of determinant formula (Kac–Wakimoto). By Lemmas 2 and 3, detN is divisible by∏
1≤pq≤N
(h− hp,q(c))P (N−pq),
since the hp,q(c)’s are distinct for generic c. Since both sides have the same degree in h and the highest order
term in h is indepedent of c (by the Proposition), the result follows.
5. THE FRIEDAN–QIU–SHENKER UNITARITY CRITERION FOR h. We prove the easy part
of the FQS criterion for unitarity. (The harder part of their criterion gives the restrictions on the values of c.
It depends on a detailed knowledge of the representations L(1,m2/4); in this sense, their proof is analogous
to the proof of Jones’ index theorem that uses detailed knowledge of the limiting SU(2) subfactor.)
FQS Theorem. Let L(c, h) be a unitary representation of the Virasoro algebra with c = 1 − 6/m(m+ 1)
for m ≥ 3. Then h = hp,q with 1 ≤ q ≤ p ≤ m− 1 and hp,q = [(p(m+ 1)− qm)2 − 1]/4m(m+ 1).
Proof. Let
hp,q(c) =
1
48
[(13− c)(p2 + q2) +
√
(c− 1)(c− 25)(p2 − q2)− 24pq − 2 + 2c].
Set ϕp,p(c, h) = h− hp,p(c) = h+ (p2 − 1)(c− 1)/24 and ϕp,q(c, h) = (h− hp,q(c))(h− hq,p(c)) =
(h− (p− q)2/4)2 + h
24
(p2 + q2 − 2)(c− 1) + 1
576
(p2 − 1)(q2 − 1)(c− 1)2 + 1
48
(c− 1)(p− q)2(pq + 1). (∗)
If we parametrise c as c = 1− 6/m(m+ 1), then
hp,q(c) =
((m+ 1)p−mq)2 − 1
4m(m+ 1)
.
It will sometimes be more convenient to use the variable x = m + 1/2. Thus c = 1 − 6/(x2 − 14 ) and
hp,q(c) = [(x(p − q) + 12 (p+ q))2 − 1]/(4x2 − 1). Let Cp,q be the real curve {(c, h) : ϕp,q(c, h) = 0}. By the
symmetry of (∗) in p and q, Cp,q = Cq,p. The form of (∗) also shows that φp,q(c, h) > 0 for c > 1 and h > 0.
Hence, for h ≥ 0, the curve Cp,q lies in the region c ≤ 1. We shall only consider it in the domain h ≥ 0 and
c ≥ 0. The curve Cp,q is parametrised by x ∈ R with x = ±∞ giving its intersection with the line c = 1
which it touches at h = (p− q)2/4, giving two branches C±p,q according to the sign of x. Clearly C±p,q = C∓q,p
and C+p,q is the upper branch if p > q. The curve Cp,q arises at level N = pq. Thus there are infinitely
many curves through the point (1,M2/4). The figure below shows the possible curves schemtically (with a
rescaling in the h direction).
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In the degenerate case p = q, the curves Cp,p become straight lines joining the point (1, 0) to (0, (p
2−1)/24),
the first case in the figure above. The remaining three cases give all possible shapes for the curve Cp,q. The
curve C+p,q cuts the h–axis at h = [(3p− 2q)2 − 1]/24 and the c-axis at 0 if |3p− 2q| = 1, between 0 and 1 if
3p = 2q and not all otherwise.
We next make the important observation that at through the special points (1,M2/4) there at most one
curve of a given level and the upper branch of a higher level curve lies above that of curves of lower level and
the lower branch lies below that of the lower level curves the special point. In fact if Cp,q occurs at a higher
level than Cr,s with (p− q)2/4 = (r − s)2/4 and p ≥ q, r ≥ s, then p > r, q > s, so that p− q = r − s > 0
and p+ q > r + s. Since we evidently have
((p− q)x+ 1
2
(p+ q))2 > ((r − s)x+ 1
2
(r + s))2
for x ≥ 0 and the opposite inequality for x < 0, sufficiently large, we see that near (1, (p − q)2/4), the
curve Cr,s lies between the upper and lower branches of the curve Cp,q. Note also that it is not possible for
r − s = p − q with (r, s) and (p, q) having the same level. For if pq = rs, p,−q and r,−s are roots of the
same quadratic. Since p, r ≥ 1 and −q,−s ≤ −1, it follows that p = r and q = s. Hence at any fixed level,
there is at most one curve through (1,M2/4).
Let X be the strip [0, 1]× [0,∞) in the (c, h) plane and let Up,q be the open subset where ϕp,q(c, h) < 0.
Its closure Up,q is compact and connected with boundary made up of the segment of the curve Cp,q in X
and parts of the lines c = 0 and possibly h = 0. In fact if p = q, Up,q is a rightangle triangle with vertices
(1, 0), (0, 0) and (0, (p2−1)/24). While if p > q, as may be assumed without loss of generality, C+p,q increases
as c decreases, cutting the h–axis at (0, [(3p − 2q)2 − 1]/24); similarly the lower branch C−p,q cuts the h–
axis at (0, [(3q − 2p)2 − 1]/24), which lies outside X if |3q − 2p| < 1, in which case it cuts the c–axis at
(1− 6/(x2 − 14 ), 0) with x = 12 (p+ q − 2)/(p− q).
Let XN =
⋃
pq≤N Up,q. We will show that thia is the region bounded a explicit sequence of pieces of
the curves Cp,q as depicted schematically in the diagram below, with the h direction rescaled to make the
special points equally spaced on the line c = 1.
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Then for M = 0, 1, 2, . . . , N − 1 there are curves Cpq with p > q, p − q = M and pq ≤ N . When
M = N − 1, p = N and q = 1, so the upper branch of the curve cuts the h–axis at c = [(3N − 2)2 − 1]/24.
The lower branch is decreasing and cuts the h–axis between 0 and (N − 1)2/4. At the other extreme m = 0,
the curve of highest level through (1, 0) is Cp,p where p = [
√
N ], the largest integer less than or equal to√
N .
More generally if we take a highest level curve Cp,q through a special point (1,M
2/4) withM = p−q > 0,
then pq ≤M < (p+1)(q+1). The highest level curve through the special point with (1, (M+1)2/4 is Cp+1,q
if (p+ 1)q ≤ N and Cp,q−1 otherwise. The highest level curve (1, (M − 1)2/4 is Cp,q+1 if p(q + 1) ≤ N and
Cp−1,q otherwise. Note that if p(q + 1) > N then necessarily (p + 1)q > N since p ≥ q, so that for are are
at most three possibilities for the highest level curves through the two adjacent special points. In particular
if a highest curve through a special point has level N , then the highest level curves through the adjacent
points have level < N .
We now work out the points of intersection of these curves: in fact not only do we calculate them but
we prove that the key observation of Friedan–Qiu–Shenker that they are these points are characterized as
being the first intersections of the highest level curve of level N through (M2/4, 1) with any other curves of
level ≤ N .
Lemma 1. The curve C+N,1 does not intersect any of the other curves at level N .
Proof. It suffices to shows that for each value of x the corresponding point on C+N,1 lies above any point on
C+p,q for p ≥ q and pq ≤ N . But this follows immediately because
x(N − 1) +N/2 ≥ x(p− q) + (p+ q)/2.
Indeed if q = 1, then p < N and the result is obvious. If q ≥ 2, then N−1 > p−q. Moreover p ≤ N/q ≤ N/2.
Since q ≤ p, this implies p+ q ≤ 2p ≤ N .
Lemma 2. If |p − q| 6= |r − s| and (p, q) is not proportional to (r, s), the curves C+p,q and C+r,s intersect
transversely in the (c, h)–plane in the distinct points
(1− 6/(x2 − 1
4
), [(x(p − q) + 1
2
(p+ q))2 − 1]/(4x2 − 1))
with x = 12 (r + s− p− q)/(p− q + s− r) and x = 12 (r + s+ p+ q)/(q − p+ s− r).
Proof. The points of intersection are given by the solutions of
x(p− q) + 1
2
(p+ q) = ±[x(r − s) + 1
2
(r + s)].
Transversality occurs if and only if the derivatives at x are equal, i.e.
(p− q)[x(p − q) + 1
2
(p+ q)] = (r − s)[x(r − s) + 1
2
(r − s)].
Since
|x(p− q) + 1
2
(p+ q)| = |x(r − s) + 1
2
(r + s)|
while |p − q| 6= |r − s|, this can only happen if both sides above vanish and the two points of intersection
coincide. In this case
x =
1
2
(p+ q)/(q − p) = 1
2
(r + s)/(s− r)
so that p/q = r/s.
Lemma 3. If C+p,q is a highest level curve at level N with p ≥ q, pq ≤ N and (p+ 1)(q + 1) > N then the
first intersection with a curve of level ≤ N is with C−p,q−1 if (p + 1)q > N and with C−p+1,q otherwise. The
intersection with C−p+k,q+k−1 takes place at x = p+ q + k − 1/2 where k = 0 or 1. The first intersection of
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C−p,q with a curve of level ≤ N with C+p−1,q if p(q+1) > N and with C+p+1,q otherwise. The intersection with
C+p+k−1,q+k−1 takes place at x = p+ q + k − 1/2 where k = 0 or 1. The interections are transverse.
Proof. Immediate from Lemma 2.
In the prvious diagram we have marked the parts of the highest degree curves lying between these
intersections. Let X ′N be the area bounded by these curves and the c and h axes. We now verify the
assertion made above about the boundary of the closed region XN .
Theorem. XN = X
′
N .
Proof. We assume the result by induction on N , the result being obvious for N = 1.
At level N , the regions bounded by the curves Cpq with pq = N are added. Now when one of these new
curves occurs at level N through m2/4, there are no new curves through (m± 1)2/4. We claim that the new
areas added are just the areas between the new curve, the old curve Cp−1,q−1 and the places where the new
curve cuts the highest level curves to either side. For a curve Cp,q with q > 1, After the new curve cuts the
boundary of the old region it cannot intersect the curved part of the old boundary again by Lemma 3. The
same arguments apply to the curve CN,1 using Lemma 1 and Lemma 3.
Remark. As observed by Friedan–Qiu–Shenker, an immediate consequence of the theorem is that the new
regions added to XN−1 to produce XN are exactly the regions bounded by the curves Cp,q of level N , the
previous highest level curve Cp−1,q−1 through that point and the two adjacent highest level curves Cp−1,q
and Cp,q+1 through adjacent special points; for the special point (1, (N − 1)2/4, the new region is the one
between CN,1 and CN−1,1. These two types of region are indicated in the diagram above: the first is like a
bow–tie; the second like a curved strip.
Proof of FQS Theorem. We first prove that for fixed c ∈ (0, 1) with c = 1− 6/m(m+1), the only values
of h for which L(c, h) can be unitary are the h
(m)
p,q with p, q ≥ 1 and p+ q ≤ m. At level N define the Nth
excluded region RN as being the open set where detn is negative for some n ≤ N . We claim that⋃
RN = {(c(m), h(m)p,q ) : m > p+ q − 1}.
Note first that every point (c, h) with 0 < c < 1 and h > 0 lies in the interior of one of the curves Cp,q for pq
sufficiently large. Indeed the regions Up,1 sweep out the region since the points of intersection of Cp,1 with
the h–axis tend to infinity.
Consider the closure FN of all the interiors of the curves Cp,q for pq ≤ N . We shall prove that the only
parts of FN that might not lie in RN are the parts of the curves Cp,q, pq = N with |m+1/2| > |p+q−1/2|. In
fact the functions detN do not vanish for c > 1 and therefore have the same sign. Since the Segal–Sugawara
construction gives positive values for all N , it follows that detN is positive for all c > 1, h > 0 and N ≥ 0.
Hence if p 6= q, near (1, (p − q)2/4), detN is positive for c > 1. Thus on one side of the curve Cp,q near
(1, (p − q)2/4), detN is positive. Note that near (1, (p − q)2/4), the function detN changes sign as Cp,q
is crossed, because at the Nth stage hp,q is a simple zero of detN . We can therefore exclude all parts of
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the interior of Cp,q which do not meet FN−1 or the closure of the interior of any other Crs with rs = N .
There are two such regions. Since the first curves of level ≤ N met by Cp,q are Cq−1,p and Cq,p−1, both of
these regions are bounded on one of their sides by a segment of Cp,q with |m+ 12 | > p+ q − 12 (starting at
(1, (p − q)2/4)) and on their other sides by segments of curves Crs with rs < N . It follows that the new
parts of the closure of the interiors of the curves Cp,q where detN vanishes are exactly the boundary parts
with |m+ 12 | > p+ q − 12 . Hence the only possible points of unitarity in h > 0 and c ∈ (0, 1) have h = h
(m)
p,q
with p+ q < m+ 1.
Finally we specialise to the case when m ≥ 3 is an integer. We have shown that if L(c, h) is unitary
then h = h
(m)
p,q = [(p(m + 1) − qm)2 − 1]/4m(m+ 1) with p, q ≥ 1 and p + q ≤ m. We want to show that
h = h
(m)
rs with 1 ≤ s ≤ r ≤ m− 1. Note that since p, q ≥ 1 and p+ q ≤ m, we have p, q ≤ m− 1. If p ≥ q,
we take r = p, s = q. Otherwise q ≥ p + 1 ≥ 2. Let p′ = m − p and q′ = m + 1 − q. Then h(m)pq = h(m)p′,q′
and 1 ≤ q′ ≤ p′ ≤ m − 1. so in this case we may take r = p′, s = q′. This completes the proof of the FQS
proposition.
Corollary. For c = 1− 6/m(m+ 1) with m ≥ 3, the values of h from which L(c, h) is unitary are given by
h = hr,s = [(r(m + 1)− sm)2 − 1]/4m(m+ 1) with 1 ≤ s ≤ r ≤ m− 1.
6. THE MULTIPLICITY ONE THEOREM. Each of the multiplicity spaces Kh appearing in the
SU(2) × SU(2)/SU(2) decomposition gives an irreducible representation of the Virasoro algebra, so that
Kh = L(c, h).
Lemma. Let h = hrs and M = rs+ (m− r)(m + 1 + s) = m(m+ 1)− (m+ 1)r +ms. Then
chL(c, h) = chKhmod q
h+M .
Proof. By the Kac determinant formula we have
detN (c
(m), h) =
∏
1≤pq≤N
(1− h(m)pq )P (N−pq).
Note that h
(m)
rs = h
(m)
r′s′ . This is the only possible such coincidence, because if ((m + 1)p − qm)2 = ((m +
1)r −ms)2 with 1 ≤ p, q ≤ m and 1 ≤ s ≤ r ≤ m − 1, we would have (m+ 1)(p ± r) = m(q ± s). Since m
and m + 1 are coprime, we would have p± r = am and q ± s = a(m + 1) for some integer a. Hence either
p = r and q = s or p = m− r and q = m+1− s. Similar reasoning shows that rs 6= r′s′. Indeed if rs = r′s′,
we get rs = (m − r)(m + 1 − s). Thus (m − r)(m + 1) = sm. Since m and m + 1 are coprime, we would
have r would be divisible by m and s by m + 1. This contradicts 1 ≤ r, s ≤ m − 1. Thus we may assume
that rs < r′s′. It follows that h = h(m)rs is first a zero of detN when N = rs. It has multiplicity one. It has
multiplicity P (N − rs) for rs ≤ N < r′s′ and multiplicity P (N − rs) + P (N − r′s′ when r′s′ ≤ N < M . By
Lemma 1 in section 4, this gives an upper bound for the dimension of the kernel of the form (·, ·) and hence
a lower for the character:
chL(c, h(m)rs ) ≥
qhrs
ϕ(q)
(1− qrs − qr′s′)mod qhrs+M .
Here ϕ(q) =
∏
n≥1(1 − qn) and the inequality means that the coefficient of qi+h on the left hand side is
greater than or equal to the coefficient on the right hand side for i ≥M . On the other hand the right hand
side agrees with chKh mod q
hrs+M . Since chL(c, h) ≤ chKh, the result follows.
Proof of Theorem. By the preceding lemma, we have chL(c, h
(m)
rs ) and chKh agree for energy levels
< M = rs − (m+ 1)r +ms, where Kh is the SU(2)× SU(2)/SU(2) multiplicity space. Now suppose that
the representation on the multiplicity space Kh is not irreducible. The character computation we have made
so far shows that there can be no singular vectors with level < M in Kh. For any such would already
appear in the cyclic module generated by the lowest energy vector vh by the equality above. This module
is irreducible (by unitarity), so has no singular vectors apart from its lowest energy vector vh. On the other
77
hand any lowest energy singular vector in Kh would have energy h
′ = [((m + 1)p −mq)2 − 1]/4m(m + 1)
with 1 ≤ q ≤ p ≤ m− 1 by the FQS criterion. We will check that h′ < M + h, i.e.
[((m+ 1)p−mq)2 − 1]/4m(m+ 1) < rs− (m+ 1)r +ms+ [((m+ 1)r −ms)2 − 1]/4m(m+ 1), (1)
so that such a vector would have to lie within the energy range discussed above. It follows that Kh is
irreducible.
To prove (1), note the left hand side is maximised by taking p = m− 1 and q = 1, so we must show that
(m2 −m− 1)2 − 1
4m(m+ 1)
< m(m+ 1)− (m+ 1)r +ms+ ((m+ 1)r −ms)
2 − 1
4m(m+ 1)
.
The quadratic expression in (r, s) is minimised on the triangle 1 ≤ s ≤ r ≤ m− 1 at its vertices. For fixing
s, the derivative in r of the right hand side is −m − 1 + ((m + 1)r −ms)/2m < 0; fixing r the derivative
in s is +m + (ms − (m + 1)r)/2m > 0. Thus in the interior of the triangle we can always decrease the
right hand side by moving towrds an edge parallel the axes. On interior points of edges parallel to the
axes we can decrease the right hand side by moving towards a vertex. On the segment (r, s) = (t, t) with
1 ≤ t ≤ m − 1, the derivative in t of the right hand side is −1 + t/4m(m + 1) < 0. Thus the minimum
occurs at a vertex. At the vertex (r, s) = (m− 1, 1), the two extreme terms agree and the middle terms are
positive. When (r, s) = (1, 1), the right hand side becomes m2 + m − 1 and the inequality is immediate.
When (r, s) = (m− 1,m− 1), the inequality becomes
(m2 −m− 1)2 − 1
4m(m+ 1)
< (m− 1)(m+ 1) + (m− 1)
2 − 1
4m(m+ 1)
.
The left hand side equals (m− 1)(m− 2)/4 which is less than the first term on the right hand side.
7. THE FEIGIN–FUCHS CHARACTER FORMULA FOR THE DISCRETE SERIES. The
unitary representation L(c, h) with c = 1 − 6/m(m + 1) and h = [(p(m + 1) − qm)2 − 1]/4(m + 1)m has
normalised character
chL(c, h) = η(q)−1(Θa+,b(q, 1)− Θa−,b(q, 1)),
where η(q) = q
1
24
∏
n≥1(1− qn), a± = p(m+ 1)∓ qm and b = m(m+ 1).
Proof. We have just shown that the multiplicity space with lowest energy h = hp,q is irreducible. Thus the
character formula for L(c, h) is given by the character of the multiplicity space.
8. THE FRIEDAN–QIU–SHENKER UNITARITY CRITERION FOR c. Our aim now is to
prove the complete version of the Friedan–Qiu–Shenker unitarity theorem.
Theorem (Friedan–Qiu–Shenker). If 0 < c < 1, then a representation with central charge c is unitary
iff c = 1− 6/m(m+ 1) with m ≥ 3.
Remark. From our previous work, the permitted values of h for a particular m ≥ 3 are hp,q(m) with
1 ≤ q ≤ p ≤ m− 1.
We already know that any point not on a curve Cp,q cannot be unitary. The points hp,q(m) are precisely
the intersections of the different curves Cp,q. Each intersection P may be described by first choosing a curve
Cp,q with P ∈ Cp,q and pq minimal and then choosinf Cp′,q′ with P ∈ Cp′,q′ and p′q′ minimal. It is easy to
check that these intersections are obtained by taking p′ = p+ k, q′ = q+ k for k ≥ 1 and m = p+ q+ k− 1.
We now rule out all the points between these intersection points. Note that every curve Cp,q touches c = 1
at h = (p− q)2/4. Thus if Cp′,q′ intersects Cp,q, then the part of Cp,q on the c < 1 side of Cp′,q′ is the part
with h decreasing if h′ < h and h increasing if h′ > h.
Take a point P0 on Cp,q corresponding to p
′, q′ as above. Let N = pq < N ′ = p′q′. Starting from
the asymptote at c = 1 through (p′ − q′)2/4, we may follows the Cp′,q′ curve as it travels to P0 ∈ Cp,q.
We get a stright line parametrisation of Cp′,q′ by taking y = m as coordinate. Along the way to P0, the
curve will cross other curves Cp′′,q′′ transversely and simply at points P1, . . . , Pk. At level N
′, the dimension
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of the null space is 1 on Cp′,q′ away from the intersection points. Near the asymptote on the c > 1 side
of Cp′,q′ , the matrix of inner products A(c, h) is positive–definite. We shall find a open neighbourhood U
of the part of the curve Cp′,q′ above P0 (containing P1, . . . , Pk and part of the asymptote to c = 1) and
a rank one spectral projection P (c, h) of A(c, h) in this strip depending continuously on (c, h) such that
P (c, h)A(c, h) = λ(c, h)P (c, h) with λ(c, h) = 0 only on Cp′,q′ . It will follow that λ(c, h) < 0 on the c < 1
side of Cp′,q′ . In particular A(c, h) will have a negative eigenvalue on Cp,q in the segment between P0 and
the next intersection. This clearly will prove the unitarity theorem.
Using m as parameter, we can replace the curve Cp′,q′ by the y–axis. The following result (with M = 1)
shows the existence and uniqueness of the spectral projection P (z) for z in an open neighbourhood of the
y–axis with z 6= Pi. (This open neighbourhood should of course contain P0, . . . , Pk.)
Lemma 1. Let A(z) be a continuous self–adjoint matrix–valued function on a topological space Z such that
ker(A(z)) has constant rank 1 (or rank M more generally) for z ∈ Z0, a closed subset of Z, and is invertible
otherwise. For each z ∈ Z0, there is an open neigbourhood U of z such that if P (z) is the orthogonal
projection onto (M th) the lowest eigenspace(s) of A(z)2, then z 7→ P (z) is continuous on U . If Z is an open
subset of Rn and A(z) is a smooth (or analytic) function of z, then z 7→ P (z) is also smooth (or analytic)
on U .
Proof. Take z ∈ Z0. By minimax there is a neighbourhood U of z such that the lowest eigenvalue of A(t)2
is less than r/2 and the next eigenvalue is greater than are greater than 2r > 0. Let χ be a continuous bump
function supported in (−r, r) with χ(0) = 1. Then P (z) = χ(A(z)2) for t ∈ U , since the only the lowest
eigenvalue of A(z) occurs in (−r, r). Since χ can uniformly approximated by polynomials on any compact
interval, it follows that z 7→ A(z) is continuous on U . The second assertion follows immediately from the
contour integral expression for the spectral projection P (z):
P (z) =
1
2πi
∫
|w|=ε
(wI −A(z))−1 dw.
Corollary. There is an open subset U of Z containing Z0 on which P (z) can be defined (uniquely).
Proof. Take an open neighbourhood Uz for each point z ∈ Z0 and set U =
⋃
z∈Z0 Uz. By uniqueness the
different P (z)’s must agree on intersections of these opens.
We next need to use information from the Kac character formula to continue P (z) across the points
Pi. We simply have to define P (z) in an open neighbourhood of each point Pi. Since the intersection at Pi
is transverse, we may assume that the transverse curve is the x–axis and P = Pi corresponds to the point
(0, 0).
Proposition. In an open neighbourhood of P = Pi there are
(a) a unique continuous determination of a rank one projection P (z) such that P (z) is a spectral projection
of A(z) coinciding with the projection onto the kernel of A(z) for (0, y) with y 6= 0.
(b) a unique continuous determination of a rank m projection Q(x) on y = 0 such that Q(x) is the spectral
projection onto the kernel of A(x, 0).
Moreover P and Q are orthogonal on y = 0 and P (0) +Q(0) is the projection onto the kernel of A(0, 0).
Proof. Note that Q(z) could be constructed on y = 0, x 6= 0 using the method of the previous lemma.
We need a variant of this construction. Let C′ = Cp′,q′ and let the transverse curve be C′′ = Cp′′,q′′ with
N ′′ = p′′q′′ < N ′. The kernel of MN ′′ is rank one on C′′. We choose parameters such that P = (0, 0), C′
is the y–axis and C′′ the x–axis. As in the previous lemma, let R(z) be a smooth or analytic determination
of a spectral subspace of MN ′′(z) giving the kernel on y = 0. Let u(z) = R(z)u0/‖R(z)u0‖ be a smooth
or analytic choice of eigenvector near z = 0. Define vectors uj(z) = L−j1 · · ·L−jru(z) at level N ′ for∑
ji = N
′ − N ′′. There are P (N ′ − N ′′) such vectors and they form a basis of A(z) for z = (x, 0) with
x 6= 0. The Gram–schmidt orthonormalisation process shows that the orthogonal projection Q(z) onto the
subspace spanned by the uj(z)’s is smooth or analytic. Thus Q(z) is a projection of rank P (N
′ − N ′′)
defined in a neighbourhood of 0. Note that Q(z) is a spectral projection of A(z) for y = 0, x 6= 0, but not
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necessarily otherwise. Let B(z) = Q(z)A(z)Q(z) considered as a self–adjoint operator on im(Q(z)). Since
im(Q(x, 0)) ⊆ ker(A(x, 0)), we must have B(x, 0) = 0. Hence B(x, y) = yB0(x, y) where B0 is smooth or
analytic. The next lemma shows that B0(0) is invertible.
Lemma 2. detB0(0) 6= 0.
Proof. We claim that detMN ′′(c, h + pq) 6= 0 where N ′′ = N ′ − N . In fact if the determinant vanished,
(c,N ′′ + pq) would have to lie on some Crs with rs ≤ N ′′ = pq − p′q′. Thus
(m+ 1)p+mq = ±[(m+ 1)r −ms]. (1)
By assumption p′ = q − 1 + k, q′ = p+ k for some k ≥ 1. Hence
rs ≤ p′q′ − pq = m(m+ 1)− (m+ 1)p−mq. (2)
Combining (1) and (2) yields rs ± (m + 1)r −ms) ≤ m(m + 1), so that (r ±m)(s ∓ (m + 1)) ≤ 0. Since
1 ≤ r, s ≤ m, it follows that r = m or s = m + 1 and equality holds in (2). Reducing modulo m or m+ 1,
we deduce that p = m or q = m+ 1, neither of which is compatible with m = p+ q + k− 1. Thus the claim
holds.
Let u(x) be the null vector at level N ′′ and as above extend u to u(z). Since the submodule generated
by u(z) is isomorphic to the Verma module M(c, h + pq), the corresponding matrix of inner products is
ψ(z) ·MN ′−N where ψ(z) = (u(z), u(z)). But ψ(x, 0) = 0, so that y|ψ(x, y). From the Kac determinant
formula, detMN ′′(x, y) = yf(x, y) with f(0) 6= 0. Hence ψ(z) = yg(z) with g(0) 6= 0. But then detB(z) =
(u(z), u(z))P (N
′−N ′′)h(z) where h(0) 6= 0. Thus yP (N ′−N ′′) is the highest power of y dividing detB(z). Since
B(z) = yB0(z), we must have detB0(0) 6= 0, as required.
By continuity we deduce that B0(z) is invertible (possibly by shrinking the neighbourhood of 0). With
respect to the orthogonal decomposition corresponding to I = Q(z) ⊕ (I − Q(z)), we may write A(z) =(
B(z) C(z)
C(z)∗ D(z)
)
. As above we have C(z) = yC0(z), so that A(z) =
(
yB0(z) yC0(z)
yC0(z)
∗ D(z)
)
. We have already
seen that B0(z) is invertible. If we try to solve A(z)v = 0 with v =
(
a
b
)
, we find a = −B−10 C0b and
(D − yC∗B−1C)b = 0. Looking at the kernel at (0, 0), we see that D(0, 0) has one–dimensional kernel.
Likewise D(0, y) has one–dimensional kernel for y 6= 0. On the other hand D(x, y) must have zero kernel for
x 6= 0. Thus we may define P (z) near z = 0 as the spectral projection of F (z) = D−yC∗B−1B corresponding
to the lowest eigenvalue, just as in Lemma—1. By definition F (z) and hence P (z) is orthogonal to Q(z) on
the x–axis. By construction P (z) and Q(z) have all the required properties.
Remark. Recall that if P and Q are orthogonal projections with ‖P − Q‖ < 1/2, then T = PQ + (I −
P )(I −Q) satisfies check that ‖T − I‖ < 1 and PT = TQ. Thus T is an invertible operator conjugating P
into Q. Since TT ∗ commutes with P , U = (TT ∗)−1/2T gives a unitary such that UQU∗ = P . This means
that on a sufficiently small neighbourhood of 0 the projections (I −Q(z)) can be identified using a unitary
gauge change. This is not true for self–adjoint maps A(z)!
Corollary. The rank one projection–valued function P (z) can be defined on a neighbourhood of the Cp′,q′
containing the points P0, . . . , Pk. It is continuous and satisfies P (z)A(z) = A(z)P (z) = λ(z)P (z) with
λ(z) = 0 iff z ∈ Cp′,q′ . λ(z) < 0 on the c < 1 side of Cp′,q′ .
Proof. These first part follows taking the open to be a (finite) union of neighbourhoods of the Pi’s and
fintely many other points on Cp′,q′ . For c near 1, the matrix MN ′(c, h) is positive–definite on the c > 1
side of Cp′,q′ , invertible off Cp′,q′ and has one–dimensional kernel on Cp′,q′ . On the other hand detMN ′ < 0
on the c < 1 side of Cp′,q′ . By minimax, at most one eiegenvalue of A(z) can change sign crossing Cp′,q′ .
The determinant condition therefore implies that it is the lowest eigenvalue of A that changes sign. (This
evidently corresponds to the lowest eigenvalue of A2.) Thus λ(z) < 0 on the c < 1 side of Cp′,q′ . Since λ(z)
is real and non–zero on the c < 1 side of Cp′,q′ , the last assertion follows.
This last corollary completes the proof of the unitarity theorem.
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