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Résumé – Cet article propose une méthode qui permet une conversion numérique-analogique sélective d’un processus aléatoire passe-bande
soumis à des interférences. Cette méthode permet d’effectuer simultanément la conversion numérique-analogique du signal et le rejet de l’inter-
férence à partir des échantillons du processus observé : aucun démodulation préalable du processus passe-bande n’est nécessaire et le filtrage
est effectué dans le domaine temporel grâce à l’expression explicite des coefficients du filtre. La méthode se base sur l’utilisation d’un schéma
d’échantillonnage périodique non uniforme appelé PNS2 (pour Periodic Nonuniform Sampling d’ordre 2) qui utilise deux séquences d’échan-
tillonnage périodique entrelacées. Des formules appropriées sont établies afin de reconstruire le signal, permettant également de supprimer
l’interférence grâce à un filtrage sélectif. L’observation sur une fenêtre de taille infinie (nombre infini d’échantillons) mène à une reconstruction
exacte. Cependant, dans les applications, la conversion numérique-analogique est généralement pratiquée en temps réel à l’aide d’une fenêtre
d’observation glissante et de taille finie (nombre fini d’échantillons). Ainsi les formules de reconstruction doivent avoir un taux de convergence
élevé. Cet article propose donc des formules avec différents taux de convergence grâce à l’utilisation de filtres avec des fonctions de tranfert de
régularité croissante. Des simulations se basant sur la variation de différents paramètres expérimentaux nous ont permis de tester la méthode.
Abstract – This paper proposes a method for selective digital-to-analog conversion of a stationary band-pass random process submitted to
interference. This method simultaneously performs the signal digital-to-analog conversion and the interference rejection from the observed
process samples: it does not require any preliminary demodulation of the bandpass observed process and the filtering is performed in the time
domain using an explicit expression of the filter taps. The method uses a particular non uniform sampling scheme called Periodic Non-uniform
Sampling of order 2 (PNS2). The PNS2 sampling scheme uses two interleaved sample sequences. Appropriate formulas are derived to reconstruct
the signal from its non-uniform samples while removing the interference by a selective filtering. The reconstruction from an infinite observation
window (an infinite number of samples) is exact. However, in practical applications, the digital-to-analog conversion is generally performed
in real time using a finite sliding observation window (a finite number of samples). Thus the reconstruction formulas should also demonstrate
a high convergence rate. This paper proposes reconstruction formulas with increasing convergence rates using filters with increasingly regular
transfer functions. The proposed method has been tested through simulations according to experimental parameters.
1 Introduction
Dans de nombreuses applications, le signal d’intérêt peut
être modélisé comme un signal passe-bande perturbé par des
interférences passe-bande. C’est le cas par exemple dans les
communications multi-utilisateur se basant sur l’utilisation de
la technique d’accès multiple FDMA (Frequency Division Mul-
tiple Access). Dans cette application, la réduction des interfé-
rences dues aux canaux adjacents est un problème clé traité par
exemple dans [1]. La méthode proposée permet d’effectuer si-
multanément la conversion numérique-analogique du signal et
le rejet de l’interférence à partir des échantillons du processus
observé. Cette méthode se base sur l’utilisation d’un schéma
d’échantillonnage périodique non-uniforme appelé PNSL (Per-
iodic Nonuniform Sampling d’ordre L) [2], [3], [4], [5], [6]. Ce
schéma utilise L séquences d’échantillonnage entrelacées, cha-
cune possédant le même taux d’échantillonnage choisi d’après
le critère de Landau relatif à la bande passante du signal [7].
Ce schéma permet de modéliser par exemple des défauts de
Convertisseurs Analogique-Numérique (CAN) entrelacés tem-
porellement. En raison de l’augmentation des débits de don-
nées et de la bande nécessaire, des CAN opérant à grande vi-
tesse sont nécessaires dans les systèmes de communications
numériques modernes. Les CAN entrelacés temporellement of-
frent une solution efficace tout en maintenant un coût de pro-
duction faible : le signal est traité en parallèle par L CAN régu-
lièrement espacés et opérant tous au même taux d’échantillon-
nage. Ce schéma a été développé par de nombreuses entreprises
fabriquant des CAN [8]. Cependant, en pratique, les phases
entre deux CAN successifs ne sont pas identiques. Le modèle
théorique approprié est donc celui d’un schéma d’échantillon-
nage non-uniforme conforme à un PNSL [9]. Ce schéma a la
particularité de réduire la fréquence d’échantillonnage néces-
saire mais également de réduire l’aliasing [5], [6]. Par ailleurs,
une reconstruction exacte du signal est possible à partir d’une
fenêtre d’observation de taille infinie en supposant la connais-
sance a priori de la bande spectrale du signal [10]. Notons tou-
tefois que dans les applications pratiques la conversion numé-
rique analogique est généralement effectuée en temps réel à
partir d’une fenêtre d’observation glissante et de taille finie.
C’est pourquoi les formules de reconstruction doivent avoir un
taux de convergence élevé [8], [11]. Cet article propose des
formules avec des taux de convergence croissants. Le plan est
le suivant. La partie 1 présente la modélisation du signal et le
schéma d’échantillonnage utilisé. La partie 2 détaille l’opéra-
tion de filtrage puis les différents modèles de filtres et les pro-
priétés de convergence associées, ainsi que les formules de re-
construction dans chaque cas. La partie 3 présente l’analyse
des performances de la méthode selon différents scénarios. La
conclusion et les pistes futures se trouvent dans la partie 4.
1.1 Modèle du signal
Le signal d’intérêt ou signal utile est un processus aléatoire
stationnaire Z = {Z(t), t ∈ R} de moyenne nulle, de variance
finie et de densité spectrale de puissance sZ(ω) définie par :
E[Z(t)Z∗(t− τ)] =
∫
∆
eiωτsZ(ω) dω. (1)
où E[..] représente l’espérance mathématique et * représente le
conjugué complexe. Pour des raisons de simplicité, cet article
considère un signal passe-bande dont le support spectral ∆ est
inclus dans ∆l défini par :
∆l = ((−2l− 1)pi, (−2l+1)pi)∪ ((2l− 1)pi, (2l+1)pi) (2)
où l ∈ N. Les signaux passe-bas correspondent à l = 0, soit
∆0 = (−pi, pi), tandis que les signaux passe-bande corres-
pondent à l 6= 0. Toutes les formules présentées sont valables
pour des signaux passe-bas et passe-bande. Néanmoins nous
nous concentrerons plus particulièrement sur le cas des signaux
passe-bande dans cet article. Le signal observé est constitué de
ce signal d’intérêt et d’un signal d’interférence défini sur la
sous-bande ∆int. On considère cette interférence comme indé-
sirable et on suppose qu’elle n’est pas localisée dans la même
sous-bande que le signal utile, à savoir ∆int ⊂ ∆l \ ∆, ce
qui signifie que les supports spectraux sont distincts. Cet ar-
ticle propose de trouver des formules de reconstruction exacte
du signal utile tout en effectuant une suppression complète de
l’interférence si cette condition est respectée.
1.2 Schéma d’échantillonnage PNS2
Le schéma d’échantillonnage PNS2 est adapté aux signaux
passe-bande (l 6= 0) et il est basé sur l’utilisation de deux sé-
quences d’échantillonnage périodique entrelacées :
t
a = {n+ a, n ∈ Z} et tb = {n+ b, n ∈ Z}. (3)
avec a, b ∈ R. Le taux d’échantillonnage moyen associé est
égal à 2 dans ce cas et est donc adapté à la bande passante du
signal (égale à 4pi) selon le critère de Landau [7]. Cela permet
de passer outre le critère Nyquist qui se base sur la fréquence
maximale du signal. Pour des signaux passe-bande (l 6= 0),
sous la condition que 2l(b−a) /∈ Z, la reconstruction du signal
est possible à partir de ce schéma d’échantillonnage grâce à la
formule suivante [10] :
Z(t) =
Aa(t) sin [2pil(t− b)] +Ab(t) sin [2pil(a− t)]
sin [2pil(a− b)]
avec Ax(t) =
∑
n∈Z
sin[pi(t−n−x)]
pi(t−n−x) Z(n + x). Des formules à
convergence accélérée ont également été proposées dans [12].
Cependant cette formule permet une reconstruction du signal
sur la totalité de la bande ∆l, ce qui signifie dans notre cas que
l’interférence est également reconstruite. La méthode proposée
dans cet article permet de reconstruire uniquement le signal si-
tué dans une sous-bande spécifique, soit dans notre cas dans la
sous-bande ∆, support du signal utile.
2 Formules de reconstruction et filtres
associés
La reconstruction sélective d’une bande spectrale donnée est
effectuée grâce au schéma d’échantillonnage PNS2 combiné à
l’utilisation d’un filtre linéaire invariant dans le temps. Consi-
déronsF un tel filtre de réponse impulsionnelle f(t) et de fonc-
tion de transfert F (ω) telle que F (ω) =
∫ +∞
−∞
f(u)e−iωu du.
Lorsque l’on applique le processus Z en entrée, la sortie est le
processus U = F [Z] défini par U(t) =
∫ +∞
−∞
f(u)Z(t− u) du
En choisissant un modèle de filtre adapté à la bande ∆ du si-
gnal utile, U représente le résultat numérique de l’opération de
filtrage de l’interférence. Plus précisément, le filtre sera choisi
tel que F (ω) = 0 pour ω ∈ ∆int. Ensuite selon [10] et [13],
une reconstruction sans erreur de U est possible car la bande
spectrale ∆l est seulement séparé en deux sous-supports (2).
Cela revient donc à retrouver le signal utile sans aucun impact
 ?? 
?? 
?? 
?? ? 
FIGURE 1 – Schéma de filtrage
de l’interférence. En conséquence le processus filtré U est re-
construit selon le schéma présenté dans la figure 1 où ηt, ψt
sont les gains complexes des filtres numériques :
ηt(ω) =
∑
n∈Z
an(t)e
−inω , ψt(ω) =
∑
n∈Z
bn(t)e
−inω.
qui ont pour entrées Za = {Z(n + a), n ∈ Z} et Zb =
{Z(n + b), n ∈ Z}. Ce schéma particulier appelé schéma sy-
métrique provient de l’étude de projections orthogonales sur
des espaces de Hilbert particuliers dont le détail est présenté
dans [10] and [13]. En utilisant l’isométrie fondamentaleet les
résultats donnés dans [13], on peut en déduire la formule de
reconstruction :
U(t) =
∑
n∈Z
a−n(t)Z(n+ a) +
∑
n∈Z
b−n(t)Z(n+ b) (4)
Dans les applications pratiques, les sommes infinies nécessitent
une troncature. La reconstruction du signal est donc effectuée
sur une fenêtre d’observation de taille fixe. Soit N la taille de
cette fenêtre d’observation, autrement dit le nombre d’échan-
tillons disponibles dans une des deux séquences. La formule
de reconstruction tronquée s’exprime ainsi :
U˜(t) =
N
2∑
n=−N
2
a−n(t)Z(n+a)+
N
2∑
n=−N
2
b−n(t)Z(n+ b) (5)
L’expression des fonctions d’interpolation an(t) et bn(t) dé-
pend de la fonction de transfert F (ω) utilisée. Dans la suite,
nous proposons trois fonctions de transfert différentes. La pre-
mière correspond à un filtre rectangulaire qui donne la for-
mule dite de référence. Le taux de convergence associé est en
n−1. Dans les applications pratiques, il peut être intéressant
d’améliorer ce taux de convergence pour régler le problème du
nombre limité d’échantillons disponibles. Dans ce but, d’autres
filtres sont également considérés. Leurs propriétés de conti-
nuité et de dérivation mènent à des taux de convergence res-
pectivement en n−2 et en n−3. D’autres filtres peuvent faci-
lement être construits (grâce à des fonctions polynomiales par
exemple) afin d’atteindre des taux plus élevés. Dans la suite,
nous considérons la bande passante du signal utile telle que :
∆ = ∆α1,α2 = (−α2,−α1) ∪ (α1, α2) ⊂ ∆l (6)
avec (2l − 1)pi < α1 ≤ α2 < (2l + 1)pi. Nous définissons
également : αm =
α2+α1
2 et α =
α2−α1
2 ≥ 0, tandis que β
représente la largeur de la bande de transition du filtre.
2.1 Filtre rectangulaire
Les formules de référence sont obtenues pour un filtre rec-
tangulaire. Ce filtre Fα1,α2 est défini sur le support ∆l (2) par
la fonction de transfert :
Fα1,α2(ω) =
{
1 pour ω ∈ ∆α1,α2
0 ailleurs
Les fonctions d’interpolation an(t) sont définies comme :
an(t) =
sin [αm(t− a+ n) + 2pil(a− b)] sin [α(t− a+ n)]
pi(t− a+ n) sin [2pil(a− b)]
(7)
Les bn(t) sont obtenues par symétrie en changeant a et b et
inversement. Etant donné que la fonction de transfert de ce filtre
n’est pas continue en certains points, le taux de convergence est
en n−1 : an(t) ∝
n→∞
1
n
.
2.2 Filtre trapézoïdal
Afin d’atteindre un taux de convergence en n−2, un filtre tra-
pézoïdalFα1,α2,β est défini sur le support ∆l (2) par la fonction
de transfert :
Fα1,α2,β(ω) =


1 ω ∈ ∆α1,α2
−ω+α2
β
+ 1 ω ∈ (α2, α2 + β)
ω−α1
β
+ 1 ω ∈ (α1 − β, α1)
−ω−α1
β
+ 1 ω ∈ (−α1,−α1 + β)
ω+α2
β
+ 1 ω ∈ (−α2 − β,−α2)
0 ailleurs
avec :
(2l − 1)pi ≤ α1 − β < α1 ≤ α2 < α2 + β ≤ (2l + 1)pi (8)
Les fonctions d’interpolation an(t) ont pour expression :
an(t) =
sin [αm(t− a+ n) + 2pil(a− b)]
piβ sin [2pil(b− a)] (t− a+ n)2
×
(cos [(α+ β)(t− a+ n)]− cos [α(t− a+ n)])
(9)
Les bn(t) sont obtenues par symétrie en changeant a et b et
inversement. Etant donné que le filtre Fα1,α2,β est continu sur
l’intervalle ∆l mais n’est pas dérivable en α1 − β, α1, α2 et
α2 + β [14], le taux de convergence de ce filtre est en n
−2 :
an(t) ∝
n→∞
1
n2
.
2.3 Filtre en cosinus surélevé
Afin d’atteindre un taux de convergence en n−3, un filtre en
cosinus surélevé Gα1,α2,β est défini sur le support ∆l (2) par la
fonction de transfert :
Gα1,α2,β(ω) =


1 ω ∈ ∆α1,α2
cos2
[
pi
2β (ω − α2)
]
ω ∈ (α2, α2 + β)
cos2
[
pi
2β (ω − α1)
]
ω ∈ (α1 − β, α1)
cos2
[
pi
2β (ω + α1)
]
ω ∈ (−α1,−α1 + β)
cos2
[
pi
2β (ω + α2)
]
ω ∈ (−α2 − β,−α2)
0 ailleurs
Les fonctions d’interpolation an(t) ont pour expression :
an(t) =
β2 sin [αm(t− a+ n) + 2pil(a− b)]
2pi sin [2pil(b− a)] (t− a+ n) [(t− a+ n)2 − β2]
× (sin [α(t− a+ n)] + sin [(α+ β)(t− a+ n)])
(10)
Les bn(t) sont obtenues en changeant a et b et inversement.
Etant donné que Gα1,α2,β est dérivable sur l’intervalle ∆l et
que sa dérivée est continue sur le même intervalle, le taux de
convergence de ce filtre est en n−3 : an(t) ∝
n→∞
1
n3
.
3 Analyse des performances
Dans les simulations, nous étudions un signal passe-bande
situé dans la bande ∆3 = (−7pi,−5pi) ∪ (5pi, 7pi) correspon-
dant à l = 3. Le signal utile est modélisé par la somme d’un
sinus à la pulsation 6pi − pi2 avec une phase aléatoire (unifor-
mément distribuée sur [0, 2pi]) et un bruit blanc dans la bande
∆ = (6pi− 3pi4 , 6pi−
pi
4 )∪(−6pi+
pi
4 ,−6pi+
3pi
4 ). L’interférence
est un sinus à la pulsation 6pi + pi2 avec une phase aléatoire. La
densité spectrale de puissance de ce signal reçu est tracée sur
la figure 2. Nous avons également représenté la forme du filtre
en cosinus surélevé (avec les paramètres α1 = 6pi −
3pi
4 , α2 =
6pi− pi4 , β =
pi
4 ) utilisée pour les simulations. Le signal reçu est
ensuite échantillonné selon les séquences entrelacées ta et tb
avec a = 0.3 and b = 0.777. Dans les applications pratiques,
la reconstruction est effectuée sur une fenêtre glissante mais les
performances sont optimales au centre de cette fenêtre. Dans la
suite, les formules sont comparées grâce à l’estimation de l’Er-
reur Quadratique Moyenne (EQM) de reconstruction entre le
signal estimé et le signal utile. Cette erreur est calculée pour
t = 0 qui correspond au centre de la fenêtre et elle est cal-
culée à partir de nit = 1000 générations de signal. La figure
3 montre l’influence de la taille N de la fenêtre tandis que la
figure 4 montre l’influence de la distance entre les deux sinus
(signal utile et interférence) pour N = 100. Nous retrouvons
le taux de convergence attendu pour chaque filtre et la distance
n’a aucun impact sur la reconstruction tant que l’interférence se
trouve en dehors du filtre. Néanmoins nous pouvons noter que
l’utilisation d’un filtre régulier (trapézoïdal ou en cosinus sur-
élevé) nécessite une bande de garde qui correspond à la bande
de transition du filtre. Pour un filtre rectangulaire il n’y a pas
de bande de garde, ce qui permet d’avoir des conditions moins
restrictives quant à la proximité de l’interférence.
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FIGURE 2 – Densité spectrale de puissance et forme du filtre
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FIGURE 3 – Influence de la taille de la fenêtre
4 Conclusion
Cet article propose une méthode permettant d’effectuer si-
multanément la conversion numérique-analogique d’un signal
passe-bande et une opération de filtrage de ce même signal.
Cette méthode permet d’annuler une interférence située en de-
hors de la bande du signal et d’effectuer une reconstruction
sans erreur. Basée sur l’utilisation d’un schéma d’échantillon-
nage non-uniforme PNS2, la méthode permet de travailler di-
rectement et numériquement sur le signal passe-bande, sans
démodulation préalable ni transition dans le domaine fréquen-
tiel, et à faible fréquence d’échantillonnage fixée selon le cri-
tère de Landau. Le choix de filtres spécifiques conduisant à
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FIGURE 4 – Influence de la distance entre les raies
des formules de reconstruction rapide permet de s’adapter au
problème du faible nombre d’échantillons disponibles recontré
dans les applications pratiques. La recherche de meilleurs taux
de convergence peut être étendue grâce à la prise en compte de
filtres possédant des fonctions de transfert plus régulières.
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