Defining a System of Systems Engineering and integration Approach to Address the Navy's Information Technology Technical Authority by Vaneman, W.K. & Budka, R.
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications Collection
2013
Defining a System of Systems Engineering
and integration Approach to Address the
Navy's Information Technology Technical Authority
Vaneman, W.K.
Vaneman, W.K. and R. Budka (2013). Defining a System of Systems Engineering and
integration Approach to Address the Navy's Information Technology Technical
Authority. Philadelphia, PA: Proceeding of the INCOSE International Symposium 2013.
http://hdl.handle.net/10945/49914
Defining a System of Systems Engineering and 
Integration Approach to Address the Navy’s 
Information Technology Technical Authority 
 
Warren K. Vaneman, Ph.D. 
Naval Postgraduate School 
777 Dyer Road 
Monterey, CA 93943-5189 
wvaneman@nps.edu 
 
 
 
Richard Budka 
Customer Inspired Solutions, LLC 
700 American Ave., Suite 303 
King of Prussia, PA 19406 
rbudka@customerinspiredsolutions.com 
 
 
Copyright © 2013 by Warren K. Vaneman and Richard Budka.  Published and used by INCOSE with permission. 
 
Abstract.  The United States Navy’s focus on Information Dominance as a warfare enabler 
requires an integrated and coordinated System of Systems (SoS) for mission success.  The 
Space and Naval Warfare Systems Command (SPAWAR) has been designated the 
Information Technology Technical Authority (IT TA) to address the challenges posed by this 
unprecedented interoperability among Navy systems.  To address these engineering and 
planning challenges, SPAWAR has adopted a System of Systems Engineering and 
Integration (SoSE&I) methodology.  SoSE&I is the planning, analyzing, and integrating 
constituent systems into an SoS capability greater than the sum of those systems.   This paper 
defines the SoSE&I “Vee” process model, and discusses how it is used to engineer the SoS 
throughout its life-cycle, and how it can be used by decision-makers to increase systems 
integration and interoperability to directly impact the operational effectiveness of the Navy’s 
networks and weapons. 
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1. Introduction 
“The significant problems we face cannot be solved by the same level of thinking that created 
them.”  
-Albert Einstein 
 
We have entered a new era where Globalization and the exponential growth of 
computing, networks, and communication are essential to weapon and non-weapon systems 
alike.  Therefore the Navy must transform to an information-centric force where information 
systems and networks become the “main battery of the 21st Century,” and not just an enabler.   
As such, the Navy is becoming an Information Dominant Force (Dorsett 2010). 
 
Information Dominance is the ability to seize and control the information domain ’high-
ground’ when, where and however required for a decisive competitive advantage across the 
range of Navy missions” (Dorsett 2012).  As such, information becomes a weapon and not an 
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enabler, and the Navy must learn how to operate and field systems that allow for 
maneuvering in cyberspace. 
 
Over the last several decades, Navy Information Technology (IT), Information Systems 
(IS) and Networks aloft, afloat, ashore, and in space have evolved through Systems 
Engineering focused on the individual systems and platforms resulting in local optimization. 
With the complexity and pace of change in information technology, it is evident that the 
Navy must move away from the platform-centric perspective, and adopt a more 
comprehensive Systems of Systems (SoS) approach across all IT assets to ensure an 
integrated and interoperable Information Dominant Force. 
 
To address these challenges, the Chief of Naval Operations (CNO) recently designated 
the Space and Naval Warfare Systems Command (SPAWAR) as the Single Technical 
Authority (TA) for IT (Chief of Naval Operation 2011).  Traditional Technical Authority 
responsibilities include: defining and enforcing technical standards; maintaining subject 
matter expertise for the full spectrum of systems within the domain; ensuring effective and 
efficient systems engineering; making unbiased independent technical decisions; providing 
stewardship of technical capabilities; and ensuring reliable and safe operations of systems 
within the domain. Technical Authority for Naval platforms only extends to the systems level 
for combatant ships, submarines, and aircraft.   
 
IT Technical Authority for Information Dominance is different to the extent that the 
authority resides at both the System and SoS levels.  At the SoS level, SPAWAR will 
exercise technical authority to ensure that the Information Dominance Enterprise effectively, 
efficiently, and reliably supports the Navy’s operational mission areas.  At the systems level, 
SPAWAR exercises traditional technical authority roles and responsibilities, and aides the 
Program Executive Offices (PEO) in the development of the systems.   
 
These issues require a comprehensive SoS Engineering and Integration (SoSE&I) 
approach that begins with the Navy’s assigned missions to define capabilities needed to 
realize Information Dominance followed by proven systems engineering methods to 
articulate the SoS architecture, requirements and interface standards that will govern 
development and procurement of future systems. SoS testing, evaluation and certification 
against the SoS architecture will ensure that user mission needs have been met prior to 
implementation into the Fleet. SPAWAR SoSE&I for Information Dominance is being 
designed to reduce the risk of failing to achieve desired effects with capabilities that meet 
user needs, with improve cost efficiency, increase quality and flexibility, and reduced time to 
field the new capabilities.   
 
2. System of Systems Defined 
Several definitions of a system of systems exist in the literature.  For the purpose of this 
paper, a System of Systems “is a set or arrangement of systems that results when independent 
and useful systems are integrated into a larger system that delivers unique capabilities” (USD 
(AT&L) 2008). “The loss of any part of the system will degrade the performance or 
capabilities of the whole” (CJCS 2009).   While a single Naval platform may be considered a 
SoS, this paper recognizes a SoS as a system of all platforms, assets, systems, nodes, and 
networks that join together to achieve a capability needed to conduct a mission. 
 
The literature identifies four SoS types (CJCS 2009; Maier 1998; DASN RDA 2011): 
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x Virtual – SoS that lacks a central management authority, and a centrally agreed upon 
purpose.  This type of SoS must rely on invisible mechanisms to maintain it. (e.g. 
Internet.) 
x Collaborative – SoS where component systems interact voluntarily to fulfill agreed 
upon central purposes.  The central players collectively decide how to provide or deny 
service, thereby providing a means for maintaining and enforcing standards.  (e.g. 
consortium of university laboratories.) 
x Acknowledged – SoS component systems have recognized goals and objectives, a 
designated manager, and resources.  However, the constituent systems retain 
independent ownership, objectives, funding, development, and sustainment.  (e.g. 
Navy carrier strike group that is made up of various ships and aircraft, linked together 
through voice and data communication networks.) 
x Directed – SoS is designed, built, and managed to fulfill a central purpose, usually 
over a long period of time.  Component systems can operate independently, but 
normally work as an SoS.  (e.g. Satellite and ground station tasking, collection, 
communication, and processing activities.); 
System of Systems Engineering and Integration (SoSE&I) is the planning, analyzing, and 
integrating constituent systems into an SoS capability greater than the sum of those systems.   
SoSE&I differs from other definitions of Systems of Systems Engineering (SoSE) in that it 
spans the entire life-cycle of the SoS, with an equal emphasis on each phase.  Traditional 
SoSE concentrates on the planning activities early in the SoS life-cycle. 
 
This SoSE&I approach leverages a Model-Based Systems Engineering (MBSE) 
methodology to support mission requirements, design, analysis, system requirements, 
verification and validation activities in the conceptual design phase and continue throughout 
the development and later life-cycle phases. A model-based approach is a long-term trend 
toward model-centric approaches adopted by other engineering disciplines, including 
mechanical, electrical and software.  
 
Navy Information Dominant systems typically are characterized as acknowledged SoS, 
therefore the SoSE&I methodology was developed to support the planning and engineering 
for this type of SoS.  However, this approach is also applicable to directed SoSs. 
 
3. System of Systems Engineering and Integration 
     The SoSE&I methodology is built on a Systems Engineering “Vee” process model.  An 
aggregated SoSE&I “Vee” is shown in Figure 1, and consists of three primary tenets. The 
upper-left side of the “Vee”, titled SoS Architecture & Requirements Development, includes 
the early engineering and planning activities to include CONOPS development, enterprise 
architecture definition, architectures analysis, and SoS requirements derivation.  The bottom 
of the “Vee”, titled Systems Design & Development, includes the traditional systems 
engineering activities for individual systems.  Multiple “Vees” are depicted here to represent 
that many systems are being developed and managed in parallel, with each system at a unique 
point in its life-cycle.  The upper-right side of the “Vee”, titled “Mission Assurance”, 
includes SoS interoperability and certification, SoS deployment, and operation and  
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 Figure 1:  Tenets of the SoSE&I “Vee” 
maintenance. The remainder of Section 3 is devoted to discussing the three tenets of the 
SoSE&I “Vee” in more detail. 
 
3.1 SoS Architecture and Requirements Development. The SoSE&I “Vee” begins at the 
upper-left side with SoS Architecture & Requirements Development.  In this phase the user 
needs are defined, and then transformed into technical requirements that can be executed by a 
program office. The activities performed are depicted in Figure 2 and further described in this 
section.   
 
The Capability Collection/Customer Interface activity represents the primary interface 
between the Chief Architect, or Chief Engineer, and the stakeholders. The objective is to 
provide a clear and direct information exchange with a focus on the user perspectives, 
mission needs, and user performance expectations in the context of their mission, and the 
environment that the mission is performed in.   One outcome is a Design Reference Mission 
(DRM) which defines the problem in the user’s terms, and not the solution (Skolnick and 
Wilkins 2000).  Without this context, the best designed system could fall short when 
implemented in operational environment.  
 
 
Figure 2.  SoS Architecture and Requirements Development. 
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During the Capability Assessment and Analysis activity, the Chief Architect also 
collaborates with the stakeholders to develop the Concept of Operations (CONOPS) for the 
given mission. The CONOPS defines the purpose of the mission, and the capabilities the SoS 
(DASN RDA 2011).  Throughout this activity, capability needs are extracted and documented 
in support of the capabilities-based acquisition process. Capability analysis is performed to 
organize the capabilities by functional domain, and identify duplicate capabilities as well as 
gaps.  This analysis also suggest areas where further collaboration with the stakeholders is 
required to prioritize the needs by relating stakeholder goals and objectives to capabilities and 
architecture definition through decision analysis. The CONOPS is used as the basis for 
architecture development, the architecture analysis basis, and requirements development. 
 
The next activity is the SoS Architecture Development & Analysis phase which 
transforms the user’s capability needs and perspectives into static and dynamic architectural 
views. The architecture is defined using a mission-based, top-down approach which yields 
mission threads that consider the architecture from an end-to-end mission perspective.  Static 
architectural views are developed and explored for functionality, interfaces, and standards.   
This activity requires collaboration amongst the resource sponsors as well as the program 
offices to capture and organize the information in an efficient manner for supporting a variety 
of analysis activities. Using the Department of Defense Architecture Framework (DoDAF) 
2.0 and a variety of analytic tools allows us to leverage the power of databases for managing 
relationships between operations, systems and the associated functions in a variety of 
operational contexts to efficiently evaluate the SoS. Dynamic architectural views are 
constructed and used to analyze and forecast SoS performance, identify gaps, bottlenecks, 
and other constraints within the architecture, and explore solution alternatives to mitigate the 
issues found.   These activities are performed in the context of the defined approved mission 
threads and relate back to the goals and objectives to meet Navy missions, the DRM, and the 
CONOPS.   This executable architecture methodology is designed to increase efficiency, 
quality, and flexibility of the analysis process. 
 
The SoS Requirements & Allocation activity derives SoS requirements and interface 
specifications from the SoS architecture, thus maintaining traceability from the user 
capability needs, to the architecture and analysis, to the requirements. Those SoS 
requirements are then allocated to the appropriate program office, for inclusion in acquisition 
plans and program baselines. The allocated SoS requirements are managed under formal 
configuration control, and tracked for progress throughout the life-cycle of each individual 
system.  
 
The Technology Assessment activity monitors emerging technologies, technology 
standards, and forecast emerging trends that can be employed in a SoS. Since a SoS is a 
dynamic technical environment - with new technologies and systems entering the SoS, and 
older systems retired or experiencing degradation to aging – decision-makers must 
understand how the SoS changes, and how it can support a given mission over time.  This 
activity also develops strategies on how to technically migrate the SoS (e.g. software version 
control, COTS refresh).     
 
Figure 3 is an illustration of the output of the activities in the SoS Architecture & 
Requirements Development phase.  There are three distinct horizontal bands each 
representing the responsibility and ownership of the associated information and documents.  
Fleet IT Users communicate their warfare mission needs to IT Acquisition Decision Makers.  
The decision makers consider the warfare mission needs, and decide which will be funded.   
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 Figure 3.  SoS Architecture and Requirements Development IT TA Example. 
They then communicate a prioritized list of needs in an Information Dominance Needs 
Document to the TA (in this case the SPAWAR Chief Engineer).   
 
The TA is responsible for executing the activities in the upper-left side of the SoSE&I 
“Vee.”  The TA develops the SoS CONOPS, and the SoS architectural baseline based on best 
practices from architecture and analysis.    From this architectural baseline, SoS requirements 
are developed.  The SoS requirements are then allocated to portfolios (i.e. logical groupings 
of systems for the purposes of development), and an interface control document is developed 
to ensure interoperability between the different portfolios.  The SoS-portfolio level 
requirements are further decomposed and allocated to the system level, and interface control 
documents are developed for interoperability of systems within and across the portfolios.  
These SoS requirements are needed to ensure that the constituent systems are able to satisfy 
their obligation to the SoS, and should not be confused with requirements needed to satisfy 
the system while operating alone. 
 
3.2 SoSE&I Role in Systems Design and Development. The bottom of the “Vee”, depicted 
in Figure 4, represents the systems engineering activities that are performed by the program 
offices of the constituent systems.  Several “Vees” are shown concurrently to illustrate that 
many systems are developed and managed concurrently, with each system at different 
maturity levels within its own life-cycle. 
 
 
 
Figure 4.  SoSE&I Role in System Design and Development 
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In this phase the focus is on the development, sustainment, and management of individual 
systems.  However, two important SoSE&I activities must occur here to ensure a successful  
SoS.  First, the SoSE&I team must have sufficient insight into the system development, 
sustainment, and management to ensure the system is compatible with the SoS.  This is an 
important point because as decisions are made for individual systems, it is easy for those 
decisions to be contrary to the stated mission of the SoS.  When individual system decisions 
impact the interoperability of the system to be able to work with the SoS, the decision must 
be elevated to the SoS governance-level for resolution.    
 
Second, understanding constituent system functionality and programmatic issues is 
critical since systems in a SoS rely on each other to acheive mission success.  Issues such as 
system program delays are critical since other systems who depend on upstream information 
may not be able to fulfill their missions within a SoS.  System retirements are also an area of 
concern because a premature decommissioning may yield gaps that inhibit the SoS. 
 
To further the example in Figure 3, an additional horizontal band, the IT Acquisition and 
Sustainment Community, is added as shown in Figure 5.  The SoS-system level requirements 
and interface control documents are communicated to the IT Acquisition and Sustainment 
Community.  At this point those documents are jointly owned and managed by the TA and 
the constituent system program offices.  This reflects the necessity of maintaining the SoS 
perspective during the development phase.  The program offices then allocate the SoS-system 
level requirements to the system level requirements, which are eventually included in the 
configuration items.   
 
Two factors are necessary to succeed in this phase.  First, the design and development 
efforts performed by the program offices must be known to a level of detail to evaluate the 
SoS impacts by the TA.  Second, a strong governance process must be in place to 
communicate and manage changes during the development cycle while maximizing SoS and 
Mission Effectiveness. 
 
Figure 5.  Systems Design and Development IT TA Example. 
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3.3 Mission Assurance. The upper-right side of the “Vee” representing the SoS Mission 
Assurance activities are shown in Figure 6.  The activities performed in this phase are 
complementary to the activities performed in the upper-left side of the “Vee.”  While the 
SoSE&I “Vee” does not show interaction between the activities, the interaction does occur 
throughout the process.  The strength of constant collaboration is the coordination of major 
activities for the successful development and integration of the SoS.  The activities include: 
SoS interoperability and certification; SoS deployment; and SoS operation and maintenance.     
 
By the time a system is ready to join a SoS, the traditional systems test and integration 
activities should be completed.  The SoS interoperability and certification takes a different 
form than traditional testing because the SoS (especially a Navy SoS) is more difficult to test 
because of their sheer size and complexity.  To compound this problem, an acknowledged 
SoS is formed to fulfill a desired mission.  It is during the execution of that mission when 
many of the constituent system will be operating together for the first time.  As such, 
innovative means to evaluate and predict SoS performance must be employed.  These means 
could include evaluation of SoS performance during operational exercises, and using MBSE 
to simulate and predict performance.   
 
The deployment activity integrates the constituent systems into a SoS in accordance with 
established operational procedures.  This integration is first conceived during the CONOPS 
development in the SoS Architecture and Requirements Development Phase. 
 
 The SoSE&I involvement during the operations and maintenance activities considers the 
“health and status” of the SoS, given the “health and status” of the constituent systems.  
Heretofore, the “health and status” of the SoS has only been managed at a superficial level, if 
at all.  For example, the Navy has been able to predict the impact with respect to offensive 
and defensive capabilities that the loss of a ship assigned to a carrier strike group would 
result.  However, losses to the IT infrastructure, hence degradation to the Information 
Dominance Warfare Mission, are commonly not considered.  The operation and maintenance 
activity considers the management of IT resources to meet the needs of the mission.   
 
MBSE should also be assumed to be heavily used throughout the “Vee.”   One of the 
tenets of embedding the model-based approach within the “Vee” is to provide direct 
traceability from the approved stakeholder mission areas and scenarios, to capabilities, to the 
C5ISR systems, to the Doctrine, Organizational, Training, Material, Logistics, Personnel, 
 
Figure 6.  Mission Assurance. 
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 Facility (DOTMLPF) solutions during several development epochs.  Figure 7 portrays 
these relationships in the SoSE&I Traceability Matrix (notional “As-Is” Epoch shown).  This 
fit-for-purpose project view supports the acquisition and development process showing the 
relationship from Mission Areas to Mission Threads to Capabilities to Systems to DOTMLPF 
options. This can serve as a dashboard that allows stakeholders, in both management and 
systems engineering, to evaluate the state of the SoS with respect to any or all of these 
combinations. The matrix can be used to identify potential redundancies and/or shortfalls. It 
can be used more elaborately through color coding strategies to illustrate the level of 
performance, highlight phasing issues, expose organizational or system interoperability 
problems, and support program decisions. 
 
 
Figure 7:  SoSE&I Mission Traceability Matrix 
4. Governance 
System of systems increase the complexity, scope, and cost of both the planning process 
and systems engineering, and introduces the need to coordinate inter-program activities and 
manage agreements among multiple program managers and stakeholders who may not have a 
vested interest in the SoS. The problems that need to be addressed are large and complex, and 
not amenable to solutions of better systems engineering alone. 
 
A solid SoS governance and management approach to SoS is imperative to address these 
large and complex issues with more effective processes resulting in:  
 
x Accelerated time to fielding through: 
- Ability to rapidly evaluate alternative concepts 
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- Improved communication with all stakeholders of the value proposition 
and intended operation of the System of Systems 
x Increased quality through improved ability to: 
- Provides additional levels of formalism of the architecture 
- Assess functionality, interfaces, performance, cost, schedule, and risk  
- Produce better long-term decisions 
- Support continuous SoS verification and validation throughout the 
lifecycle 
x Increased flexibility through ability to: 
- Rapidly evaluate changing threats and explore the solution space 
- Develop CONOPs to re-purpose existing/modified systems, as required for 
agility post fielding.  
x Cost Avoidance throughout the Enterprise 
- Identify technical problems that will avoid costly redesign later in the 
system life-cycle. 
- Adopt before Buy, Buy before Create (ABC). 
Decisions within IT TA must be made to ensure effective management, and are based on 
defining five interrelated decisions on: principles, architecture, infrastructure, mission 
application needs, and investment and prioritization. Figure 8 (Weill and Ross 2004) shows a 
governance decision framework that ensures the IT TA decisions reinforce one another 
ensuring strategic objectives are successfully addressed in a joint partnership across the 
enterprise. Decision Principles shown at the top of the figure drive all other decisions. When 
goals and objectives are well understood and communicated effectively the chances of 
success increase dramatically. Architecture decisions are traceable to the top level goals and 
objectives. Architecture decisions are translated into requirements for the SoS for 
interoperability, integration and standardization. These decisions delineate a technical 
roadmap for providing the unique and value-added capabilities to the program offices 
ensuring objective end-to-end enterprise closure and enterprise risk management. Investment 
and prioritization decisions leverage the PEO resources to convert goals and objectives into 
actionable acquisitions and deployment of systems that demonstrate the ability to institute 
flexible and agile program capabilities that drive responsiveness to mission and technology 
dynamics that out-pace current implementation mechanisms. These investment and 
prioritization decisions establish a management approach that emphasizes agility and 
efficiency through clear accountability of goals and objectives of the enterprise. 
 
Infrastructure and mission application needs flow from the Decision Principles (goals & 
objectives) of the Architecture and Investment and Prioritization Decisions. The 
infrastructure decisions create needed capabilities, and mission application needs leverage 
these capabilities. Mission application needs can often drive the need for infrastructure 
changes which come from the bottom up and drive infrastructure requirements.  The 
investment and prioritization decisions identify, select and fund infrastructure and mission 
application initiatives, which implement the IT architecture roadmap designed to embody the 
driving principles of flexibility and agility with discipline. 
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 Figure 8. Governance Decision Framework. 
  
At this point the Navy is carefully evaluating and developing a Governance Model that 
will achieve the objectives of the Navy Single IT TA and work effectively and efficiently 
across the broad scope of Stakeholders.  
5.  Opportunities for Additional Research 
Many SoS in the Department of Defense and Navy are engineered and managed as 
acknowledged SoS.  However, while many of these SoSs are large, they usually have 
boundaries that can be identified with some effort.  The Navy’s Information Dominance 
Enterprise in many ways is analogous to the Internet – interconnected, large network, 
geographically disperse.  However, the Internet is a collaborative SoS where participation is 
voluntary, and the only requirements to join the architecture is an adherence to technical 
interface standards.  As such, several questions deserve further consideration when managing 
the acknowledged SoS:       
x What are the best practices to integrating constituent systems into the SoS? 
x If acknowledged SoS management processes are not adequate, is there another type of 
SoS, heretofore undiscovered, more scalable than an acknowledge SoS, but more 
structured than a collaborative SoS? 
x What are the best practices for SoS governance? 
x What new tools and analysis methods are needed to adequately address the 
complexities of SoS interdependencies? 
x What are the characteristics required to be an effective SoSE&I Chief Engineer? 
Management of an acknowledged SoS, the size of the Navy’s Information Dominance 
Enterprise, must include a MBSE approach.  Model-Based Systems Engineering has 
progressed over the past decade.  However, the author questions if the current MBSE tools 
and databases are capable of handling a large scale digital environment, like one at hand.  
1203
One way to manage acknowledged SoSs is a mission-based perspective.  While this may 
work for SoSs with limited scope (e.g Missile Defense), the author questions whether a 
“grand” SoS architecture can be managed as a single instance in a database.   Given the Navy 
recognizes approximately 20 mission areas, and the fact that a one-to-many relationship 
needs to exist between systems and mission, a robust model-based environment must be 
created so that each entity and descriptive data will only be maintained in a data base once, 
but used for mission-based analysis extensively.       
SoSE&I concepts are not new, but their application as part of a large-scale Technical 
Authority is.  While the benefits of SoSE&I are easily recognized by the Professional 
Systems Engineer, they may not be as apparent to the decision-maker.  Implementation and 
sustainment of SoSE&I across the Navy’s entire Information Domain will be costly.   Studies 
suggest that optimally, 15-20% of a system’s life-cycle budget should be spent on systems 
engineering activities (Honour 2004).  However, architectures, CONOPS, analysis, and 
requirements documents do not produce or field systems.  In this fiscally constrained era, 
convincing decision-makers of the value of SoSE&I can be difficult.  The challenge for the 
research community is to define metrics that will allow for the prediction of cost avoidance 
within the systems life-cycle. 
6. Conclusions 
By designating SPAWAR as the IT TA, the Navy recognizes the need for a more holistic 
approach that focuses early system development work in a way that makes the overall 
fielding of Information Dominance capabilities less reliant on late integration efforts, thus 
preventing system failures and producing standardized solutions in the long-term.  Given the 
current fiscally constrained era, moving in this direction is a prudent course of action.  
However, many questions, and possibly obstacles, remain in implementing SoSE&I 
processes.  The near-term transitional period, as SPAWAR assumes its Single Information 
Technology Technical Authority responsibilities will prove to be an exciting time for 
SoSE&I researchers and practitioners. Over the coming months we will see the results of 
SPAWAR implementation of these principles and expect to gain valuable insight into a 
variety of measures such as “How long do these processes take”; “How many people do these 
processes require”; “What results have come from this approach”. We fully expect the 
execution of these activities and the insights gained will likely advance the field of Systems 
of Systems Engineering and Integration. 
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