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FINITE-DIMENSIONALITY IN TANAKA THEORY
BORIS KRUGLIKOV
Abstract. In this paper we extend the Tanaka finiteness theorem
and inequality for the number of symmetries to arbitrary distribu-
tions (differential systems) and provide several applications.
Introduction and main results
Let ∆ be a regular completely non-holonomic distribution on a con-
nected smooth manifoldM , i.e. a vector subbundle of TM . This paper
concerns the Lie algebra sym(∆) of its symmetries.
In [T] N.Tanaka introduced a graded nilpotent Lie algebra (GNLA)
mx and its algebraic prolongation gx = mˆx at every point x ∈ M to
majorize the symmetry algebra of ∆ (precise definitions follow in the
next section). One of the purposes of this paper is to prove
Theorem 1. The Lie algebra sym(∆) of the symmetries of ∆ satisfies:
dim sym(∆) ≤ supM dim gx.
This statement was proven in [T] (Corollary of Theorem 8.4) for
strongly regular systems, i.e. such ∆ that the GNLA mx does not
depend on x. Generic distributions on high-dimensional manifolds (for
instance, for rank 2 distributions starting from dimension 8) fail to
satisfy this property, but we relax the assumption to usual regularity.
Remark 1. In fact, the equality in the above theorem, provided that
all gx are finite-dimensional Lie algebras, is attained only in one case:
when the distribution ∆ is strongly regular and flat in the Tanaka sense
(then it is locally isomorphic to the standard model of [T]).
Remark 2. If we assume dim gx < ∞ ∀x ∈ M , then the above in-
equality refines to
dim sym(∆) ≤ infM dim gx. (1)
Our approach here is to elaborate upon the Tanaka theory of sym-
metries for distributions and relate it to the Spencer theory of formal
integrability for PDEs. Existence of this relation is natural since both
theories are abstract versions and generalizations of the Cartan equiv-
alence method [St, SS, Y].
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Corollary 1. Suppose for every x ∈ M there exists no grading 0
derivation of the GNLA mCx = ⊕i<0g
C
i , which has rank 1 in gl(g
C
−1)
and acts trivially on gCi , i < −1. Then the Lie algebra sym(∆) is
finite-dimensional.
The meaning of the condition in the theorem is that the complex
characteristic variety of (the prolongation-projection of the Lie equa-
tion corresponding to) ∆ is empty. When the distribution is strongly
regular this assertion follows from [T] (Corollary 2 of Theorem 11.1).
This latter theorem and corollary concern finite-dimensionality of
the Lie algebra gx and are purely algebraic. That is the reason it is ”if
and only if” statement. For just regular distributions (even strongly
regular but non-flat) there are other reasons for decrease of the size
of the symmetry algebra (for instance, abundance of the independent
components of the curvature).
Our theorems imply a-priory knowledge of finite-dimensionality and
size estimate for the algebra sym(∆). Here is one output (the derived
distribution is defined in Section 1).
Theorem 2. Consider a distribution ∆ of rank n. Assume that rank of
the derived distribution ∆2 is greater than
n(n−1)
2
+2 in the case n > 2.
For n = 2 we assume that rank of the 2nd derived distribution ∆3 is 5.
Then the Lie algebra sym(∆) is finite-dimensional.
Another application of Corollary 1 is investigation of distributions
with infinite algebra of symmetries. In Section 8 we construct a model
that, together with the operation of prolongation, allows to classify all
rank 2 and 3 distributions with infinitely many symmetries.
Acknowledgment. I am grateful to Ian Anderson, Keizo Yam-
aguchi and Igor Zelenko for useful discussions during the mini-workshop
organized by Ian Anderson in Utah State University in November 2009.
1. Review of Tanaka theory
Given a distribution ∆ ⊂ TM , its weak derived flag {∆i}i>0 is given
via the module of its sections by Γ(∆i+1) = [Γ(∆),Γ(∆i)] with ∆1 = ∆.
We will assume throughout this paper that our distribution is com-
pletely non-holonomic, i.e. ∆i = TM for i ≥ κ, and we also assume
that the flag of ∆ is regular, so that the ranks of ∆i are constant
(whence κ is constant as well).
The quotient sheaf m = ⊕i<0gi, gi = ∆−i/∆−i−1 (we let ∆0 = 0),
has a natural structure of graded nilpotent Lie algebra at any point
x ∈ M . The bracket on m is induced by the commutator of vector
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fields on M . ∆ is called strongly regular if the GNLA m = mx does not
depend on the point x ∈M .
The growth vector of ∆ = g−1 is the sequence of dimensions
1
(dim g−1, dim g−2 . . . ) depending on x ∈M .
The Tanaka prolongation g = mˆ is the graded Lie algebra with neg-
ative graded part m and non-negative part defined successively by
gk = {u ∈
⊕
i<0
gk+i⊗g
∗
i : u([X, Y ]) = [u(X), Y ]+[X, u(Y )], X, Y ∈ m}.
Since ∆ is bracket-generating, the algebra m is fundamental, i.e. g−1
generates the whole GNLA m, and therefore the grading k homomor-
phism u is uniquely determined by the restriction u : g−1 → gk−1.
The space g = ⊕gi is naturally a graded Lie algebra, called the
Tanaka algebra of ∆, and to indicate dependence on the point x ∈ M ,
we will write g = gx (also the value of a vector field Y at the point x
will be denoted by Yx).
Alternatively the above symbolic prolongation can be defined via Lie
algebra cohomology with coefficients: g0 = H
1
0 (m,m), g1 = H
1
1 (m,m⊕
g0) etc, where the subscript indicates the grading [AK]. The prolonga-
tion of m is g = m⊕g0⊕g1⊕. . . . In particular, if g is finite-dimensional,
then H1(m, g) = 0 in accordance with [Y].
In addition to introducing the Lie algebra g, which majorizes the
symmetry algebra of ∆, the paper [T] contains the construction of an
important ingredient to the equivalence problem – an absolute paral-
lelism on the prolongation manifold of the structure.
Distribution is locally flat if the structure functions of the absolute
parallelism vanish. Then the distribution ∆ is locally diffeomorphic to
the standard model on the Lie group corresponding to m, see [T].
2. Lie algebra sheaf of a distribution
Instead of considering the global object (vector fields) sym(∆) ⊂
D(M) let us study the more general structure of local symmetries.
Namely we consider the Lie algebras sheaf (LAS) L of germs of vector
fields preserving the distribution ∆. Regularity of the latter implies
that L is a sub-sheaf of Dloc(M) = Γloc(TM).
Let L (x) be its stalk at x ∈M and L (x)0 the isotropy subalgebra.
Note that in terms of the evaluation map evx : L (x) → TxM the
latter is ev−1x (0). The LAS L is transitive if evx is onto and in this
case all stalks L (x) are isomorphic. In the opposite case (provided
1In other sources, it is (dim∆1, dim∆2, . . . ).
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L is integrable and regular) the Frobenius theorem implies that M is
foliated by the leaves of evx(L (x)); the stalks are constant along it.
We define the dimension of LAS to be
dimL = supM(rank[evx] + dimL (x)
0).
Since globalization can only decrease objects (see the Appendix for
precise conditions), we will have:
dim sym(∆) ≤ dimL .
There are two decreasing filtrations of the stalk L (x) of the LAS L
for every x ∈M .
The first filtration is defined in the transitive case by the rule [SS]:
L (x)i∗ = L (x) for i < 0, L (x)
0
∗ = L (x)
0 and
L (x)i+1∗ = {X ∈ L (x)
i
∗ : [X,L (x)] ⊂ L (x)
i
∗} for i ≥ 0.
This definition works in the abstract setting and in general there are
existence and realization theorems [SS]. In our case this filtration is
closely related to the jets. In fact, L (x)i∗ = L (x) ∩ µ
i+1
x · Dloc(M),
where µx ⊂ C
∞(M) is the maximal ideal. This latter definition of
L (x)i∗ (i ≥ 0) works nicely in the intransitive case as well.
The second filtration in the transitive case is defined as follows [T]:
L (x)i = ev−1x (∆−i) for i < 0, L (x)
0 as above and
L (x)i+1 = {X ∈ L (x)i : [X,L (x)−1] ⊂ L (x)i} for i ≥ 0.
In particular, L (x)−i = L (x) for i ≥ κ.
The two filtrations are related by the following diagram:
L (x) = . . . = L (x)−1∗ ⊃ L (x)
0
∗ ⊃ L (x)
1
∗ ⊃ L (x)
2
∗ ⊃ . . .
|| ∪ || ∩ ∩
L (x)−κ ⊃ . . . ⊃ L (x)−1 ⊃ L (x)0 ⊃ L (x)1 ⊃ L (x)2 ⊃ . . .
In the intransitive case the situation with the second filtration is
more complicated and can be resolved as follows. The non-positive
terms keep the same value.
For X ∈ L (x)0 and Y ∈ D(M) the value Ψ1X(Y ) = [X, Y ]x ∈ TxM
depends on Yx ∈ TxM only. Thus Ψ
1
X : TxM → TxM is a linear
morphism and it maps ∆i to ∆i, i > 0. We define
L (x)1 = {X ∈ L (x)0 : Ψ1X |∆x = 0}.
Thus X ∈ L (x)1 are characterized by the property Ψ1X : ∆i → ∆i−1.
ForX ∈ L (x)1 and Y, Z ∈ D(M) the value Ψ2X(Y, Z) = [[X, Y ], Z]x ∈
TxM depends on Yx, Zx ∈ TxM provided Yx, Zx ∈ ∆x.
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Indeed, since R-linearity of Ψ2X is obvious, consider multiplication
by a function f ∈ C∞(M):
[[X, fY ], Z] = f [[X, Y ], Z] +X(f)[Y, Z]
− Z(f)[X, Y ]−X(Z(f))Y + [X,Z](f)Y.
At the point x all the terms except the first in the r.h.s. vanish, implying
the claim. The claim for the second argument is even easier, as the last
term below vanishes at x:
[[X, Y ], fZ] = f [[X, Y ], Z] + [X, Y ](f)Z.
Thus we have a linear morphism Ψ2X : ∆x ⊗ ∆x → ∆x, which we can
also treat as a map ∆x → ∆
∗
x ⊗∆x, Z 7→ Ψ
2
X(·, Z).
We define
L (x)2 = {X ∈ L (x)1 : Ψ2X |∆x⊗∆x = 0}.
The Jacobi identity implies that Ψ1X |∆2 = 0 for X ∈ L (x)
2 and more
generally Ψ1X : ∆i → ∆i−2 for such X and i ≥ 2.
Continuing in the same way we define L (x)i for i > 0 and we induc-
tively get the multi-linear maps Ψi+1X : ⊗
i+1∆x → TxM , X ∈ L (x)
i by
the formula
Ψi+1X (Y1, . . . , Yi+1) = [[..[[X, Y1], Y2], ..], Yi+1]x.
In the next section we extend Ψi+1X to various arguments and show that
Ψi+1X : ⊗
i+1∆x → ∆x. Then the next filtration term is
L (x)i+1 = {X ∈ L (x)i : Ψi+1X |∆x⊗..⊗∆x = 0}.
These two filtrations define the same topology on L (x) because
L (x)i·κ ⊂ L (x)i∗ ⊂ L (x)
i, i ≥ 0. (2)
3. Investigation of the second filtration
We need first to prove the following characterization of X ∈ L (x)i,
i ≥ 0. Let Zjl be a frame around x, compatible with the weak flag, i.e.
Z1l(x) is a basis of g−1 = ∆x, Z2l(x) produces a basis of g−2 = ∆2/∆1
etc. Decompose a local symmetry X =
∑
fjl Zjl.
Let us say that function f ∈ C∞(M) belongs to µk+1∆,x if Y1 · · ·Yt(f)
vanishes at x for all Yj ∈ Γ(∆), t ≤ k (for k = 0 we have: µ∆,x = µx).
Lemma 1. If for i ≥ 0 X ∈ L (x)i, then fjl ∈ µ
i+j
∆,x, 1 ≤ j ≤ κ.
Proof. X is a local symmetry if for any Yi1 ∈ Γ(∆) the Lie bracket
[X, Yi1 ] =
∑
(fjl[Zjl, Yi1]− Yi1(fjl)Zjl)
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is also a section of ∆. This equality mod∆j−1 implies the following
decomposition
Yi1(fjl) =
∑
s≥j−1
αsti1jlfst, j > 1. (3)
Differentiation of this implies
Yi1Yi2(fjl) =
∑
s≥j−2
αsti1i2jlfst, j > 2; (4)
Yi1Yi2(f2l) =
∑
s,t
αsti1i22lfst + β
t
i1i2l
Yi1(f1t). (5)
Proceeding we get generally for j > 1
Yi1 · · ·Yir(fjl) =
∑
s≥j−r
αsti1...irjl fst +
r−j+1∑
k=1
βq1...qkti1...irjl Yq1 · · ·Yqk(f1t), (6)
where we assume
∑B
A = 0 if A > B; we can also assume that (q1 . . . qk)
is an ordered subset of (i1 . . . ir) though it plays no role in what follows.
Consider at first the case i = 0. Then obviously fjl(x) = 0, i.e.
fjl ∈ µ
1
x. Substituting this into (3) we get fjl ∈ µ
2
∆,x for j ≥ 2. Next
substitution into (4) yields fjl ∈ µ
3
∆,x for j ≥ 3, and continuing with
(6) we get fjl ∈ µ
j
∆,x for all j.
Now let us look at i = 1. By definition f1l ∈ µ
2
∆,x. Then (5) implies
f2l ∈ µ
3
∆,x. Continuing with (6) we get fjl ∈ µ
j+1
∆,x.
Now the pattern is clear and the general claim fjl ∈ µ
i+j
∆,x is easily
obtained by induction. 
Lemma 2. For X ∈ L (x)i and Y1, . . . , Yi+1 ∈ ∆x we have:
Ψi+1X (Y1, . . . , Yi+1) ∈ ∆x.
Proof. Indeed Lemma 1 implies that for X ∈ L (x)i and Yj ∈ Γ(∆)
[[..[X, Y1], . . . Yi], Yi+1] =
∑
±Yi+1 · · ·Y1(f1l)Z1l + . . . ,
where the omitted terms that are linear combinations of fjl, Yq1(fjl),
. . . , Yq1 · · ·Yqi(fjl) and Yq1 · · ·Yqi+1(ftl) for t > 1, all of which vanish at
x. Thus the result evaluated at x is a vector from ∆x. 
Recall that ∆s = 0 for s ≤ 0 and ∆s = TM for s ≥ κ. The formulae
of the previous section for any X ∈ L (x) yield the maps (j, sν > 0)
ΨjX : Γ(∆s1)⊗ . . .⊗ Γ(∆sj )→ Γ(∆s1+...+sj).
Lemma 3. If X ∈ L (x)i and Yt ∈ Γ(∆st) for 1 ≤ t ≤ j ≤ i+ 1, then
ΨjX(Y1, . . . , Yj)x ∈ ∆s1+···+sj−i.
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Proof. For i = j and s1 = · · · = sj = 1 this is just the definition as
∆0 = 0. Without loss of generality we can take decomposable Yt =
[[..[Vt1, Vt2], ..], Vtst ]x, Vtα ∈ Γ(∆), 1 ≤ t ≤ j, 1 ≤ α ≤ st. Then as a
result of the Jacobi identity ΨjX(Y1, . . . , Yj) decomposes into a linear
combination of the terms
[[..[[X, Vα1 ], Vα2 ]..], Vαr ], r = s1 + · · ·+ sj.
For r ≤ i this vanishes at x, i.e. the result belongs to ∆0.
For r > i we deduce from Lemma 1 for X =
∑
fjlZjl:
[[..[[X, Vα1 ], Vα2 ]..], Vαr ]x =
∑
j≤r−i
±Vαr · · ·Vα1(fjlZjl)x ∈ ∆r−i.
Finally for i = j − 1 the claim follows from Lemma 2 and the exten-
sion argument of this proof. 
For X ∈ L (x)i the multi-linear map ΨjX(Y1, . . . , Yj) of Lemma 3
is not C∞(M)-linear in Yt, but considered with the values modulo
∆s1+···+sj−i−1 it is. Thus it induces the map (all spaces evaluated at x)
ΨjX : ∆s1 ⊗ . . .⊗∆sj → gi−s1−...−sj
with the kernel
∑
t1+...+tj<s1+...+sj
∆t1 ⊗ . . .⊗∆tj , whence the map
ΨjX : g−s1 ⊗ . . .⊗ g−sj → gi−s1−...−sj . (7)
Remark 3. For X ∈ L (x)i and i ≥ (j − 1)κ the map
ΨjX : ∆s1 ⊗ . . .⊗∆sj → ∆s1+...+sj−i,
is tensorial, so in this case we do not need to quotient.
Lemma 4. The second filtration respects the Lie brackets:
[L (x)i,L (x)j ] ⊂ L (x)i+j .
Proof. Let X ′ ∈ L (x)i, X ′′ ∈ L (x)j . If i, j ≤ 0, then X ′x ∈ ∆i,
X ′′x ∈ ∆j and so [X
′, X ′′]x ∈ ∆i+j , i.e. [X
′, X ′′] ∈ L (x)i+j.
Consider i, j ≥ 0. Then for Y1, . . . , Yi+j ∈ Γ(∆) we have with some
factors νt:
[[..[[X ′, X ′′], Y1].., Yi+j] =
∑
t; σ∈Si+j
νt [..[..[X
′, Yσ(1)].., Yσ(t)], [..[X
′′, Yσ(t+1)].., Yσ(i+j)]]
If a term in the above summation has t ≥ i, then i + j − t ≤ j
and for Z = [..[X ′, Yσ(1)].., Yσ(t)] with Zx ∈ ∆t−i Lemma 3 implies:
[[..[X ′′, Yσ(t+1)].., Yσ(i+j)], Z]x = 0. If t < i, then a symmetric (X
′
⇆
X ′′) argument applies.
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Let finally i > 0, j < 0, i+ j ≥ 0. Then
[[..[[X ′, X ′′], Y1].., Yi+j] =
∑
t,σ∈Si+j
νt [..[X
′, Yσ(1)].., Yσ(t)], Z(X
′′, Yσ(t+1), .., Yσ(i+j))]]
where Z(..) = [..[X ′′, Yσ(t+1)].., Yσ(i+j)] has Zx ∈ ∆i−t, so that the result
follows from Lemma 3.
If i+ j < 0, then the claim follows from Lemma 1. 
4. Formal Lie algebra of symmetries
In Section 2 we introduced two compatible filtrations (2). The cor-
responding formal Lie algebra is
L∆x = lim
i→+∞
L (x)/L (x)i = lim
i→+∞
L (x)/L (x)i∗.
This algebra has two gradations (jets and weighted jets2) corresponding
to the above two filtrations. In fact, the first grading is
gr∗(L
∆
x ) = ⊕ g¯i(x), g¯i(x) = L (x)
i−1
∗ /L (x)
i
∗ (i ≥ 0).
(the reason for the shift of indices will be clear in the next section).
The second grading is the following
gr(L∆x ) = ⊕gi(x), gi(x) = L (x)
i/L (x)i+1 (i ≥ −κ).
Notice the difference in the range of indices. Both gradings have the
induced Lie bracket, so that we have two graded Lie structures (which
might be different as Lie algebras from L∆x ).
We clearly have the inclusion of GNLAs ⊕i<0gi ⊂ mx, and now would
like to elaborate upon (7) to understand the symbols gi, i ≥ 0.
The Tanaka symbol space g0 ⊂
∑
i<0 g
∗
i ⊗ gi is uniquely determined
by its restriction to g−1 and thus can be identified with its image g0 →֒
g∗−1 ⊗ g−1.
Similarly, g1 ⊂ (
∑
j<0 g
∗
−1 ⊗ g
∗
j ⊗ gj) ⊕ (
∑
i<−1 g
∗
i−1 ⊗ gi) can be
identified with its image g1 →֒ g
∗
−1 ⊗ g0 →֒ g
∗
−1 ⊗ g
∗
−1 ⊗ g−1.
In the general case, gi →֒ ⊗
i+1g∗−1⊗ g−1 is a monomorphism and we
identify the symbol gi (i ≥ 0) with its image.
Now notice that by (7) every X ∈ L (x)i induces the linear map
ΨjX : ⊗
jg−1 → gi−j.
Lemma 5. For X ∈ L (x)i the element Ψi+1X ∈ ⊗
i+1g∗−1 ⊗ g−1 belongs
to (the image of) gi (i ≥ 0).
2Weighted jets play a crucial role in Morimoto’s approach to the equivalence
problem [M].
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Proof. For i = 0 the claim is obvious since Ψ1X = adX ∈ Der0(mx).
For i = 1 the Jacobi identity implies the following symmetry of Ψ2X ,
with Y, Z ∈ Γ(∆) so that [Y, Z] ∈ Γ(∆2):
Ψ2X(Y, Z)−Ψ
2
X(Z, Y ) = Ψ
1
X([Y, Z]).
Moreover this formula holds true if we understand Y ∈ gj, Z ∈ gl,
[Y, Z] ∈ gj+l, which provides us the extension Ψ
2
X ∈
∑
i<0 g
∗
i ⊗ gi+1 we
seek. By the construction this element satisfies the Leibniz rule and so
belongs to g1. In other words, Ψ
2
X |∆x⊗∆x belongs to the image of g1 in
g∗−1 ⊗ g
∗
−1 ⊗ g−1.
For the general i > 0 the arguments are the same (induction), and
the reason behind the claim of Lemma 5 is that both the element Ψi+1X
and the elements of gi are constructed on the same principle using the
same formula (cf. introduction of the spaces gi for i ≥ 0 in [T, Y]). 
Now we are ready for our main technical result.
Theorem 3. For all i ∈ Z: gi ⊂ gi. Thus we get the monomorphism
of the graded Lie algebras:
gr(L∆x ) = ⊕gi →֒ ⊕gi = gx
Proof. Consider the map
L (x)i ∋ X 7→ Ψi+1X ∈ gi, i ≥ 0.
Its kernel is L (x)i+1 and therefore we get the induced monomorphism
gi → gi. Existence of this arrow for negative i is obvious.
Since the Lie bracket in both cases is induced by the commutator of
vector fields and by Lemma 4 it respects the filtration, so it respects
the gradation and the map is a homomorphism of Lie algebras. 
Notice though that the formal Lie algebra L∆x is not a Lie subalgebra
of gx, as can be seen by studying the sub-maximal examples in [C1].
Corollary 2. At any point x ∈M we have dimL∆x ≤ dim gx.
Thus for the LAS L we achieved our claim. To prove it for global/lo-
cal3 Lie algebra sym(∆) we shall study the first grading too.
5. Lie equation associated to a distribution
We will use here jet-spaces and the geometric theory of PDE, for
which we refer the reader to [Sp, KLV, KS, KL]. Consider the Lie
equation E = Lie(K) of a geometric structure K. For instance, if K is
a tensorial field, then this is the equation for its symmetries, i.e. vector
fields X satisfying LX(K) = 0.
3This means over a small neighborhood, fixed for all vector fields.
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In the case of our current interest K = ∆ and the Lie equation,
considered as the submanifold in jets, is
E = {j1xX : LX(∆)x ⊂ ∆x | x ∈M} ⊂ J
1(TM).
As is customary in the theory of overdetermined systems, finding
compatibility conditions on the solutions of E binds to applying the
prolongation-projection method. Namely the prolongation E (k−1) ⊂ Jk
is determined by the original equations and their derivatives up to
order k. It can happen that some projections πk,l : E
(k−1) → E (l−1)
are not surjective (i.e. there is a differential corollary of lower order),
then we take the image as the new system of equations and apply the
prolongations and projections again. The procedure is finite due to
Cartan-Kuranishi theorem [Ku] and the output is formally integrable,
meaning that it possesses a formal series solution through every regular
point (or local analytic solution for analytic E).
Calculation of prolongation-projection in general is a difficult task,
and Lie(∆) is not an exception. Hopefully, we can guess an equation
squeezed in between E and its k-th derived πk,1(E
(k−1)) ⊂ J1. This is
so because of the obvious fact that if k-jet of X preserves ∆ at x, then
j1xX preserves its weak derived flag up to order k.
Thus instead of studying symmetries of ∆ we can equally well study
symmetries of the derived flag W∆ = {∆i}i>0. Denote by E∆ the
corresponding Lie equation
Lie(W∆) = {j
1
xX : LX(∆i)x ⊂ (∆i)x ∀i > 0 | x ∈M} ⊂ J
1(TM).
Denote by E¯ the result of the prolongation-projection. This consists of
the subsets (submanifolds with singularities)
E¯i = lim
j→∞
πj+1,i(E
(j)
∆ ) ⊂ J
i(TM).
Symbols of this equation are the vector spaces (we use linearity of E¯
which simplifies the general formulae)
g¯i = Ker(πi,i−1 : E¯i → E¯i−1).
Clearly these are subspaces of the symbols gi of the original Lie equation
E∆:
g¯i ⊂ gi ⊂ S
iT ∗xM ⊗ TxM. (8)
In particular, g¯0 is the tangent to the orbit of the symmetry group
action (the whole TxM in the transitive case).
Ultimately the infinite jets E¯∞ correspond to L
∆
x (another descrip-
tions is this: E¯∞ consists of formal vector fields preserving all differen-
tial invariants of ∆). We shall relate the Spencer symbols g¯i+1 to the
Tanaka symbols gi, i ≥ 0.
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Consider the decreasing filtration L (x)i∩L (x)j∗ of the space L (x)
i.
It produces the grading (the isomorphisms below are not natural and
respect only the linear structure)
L (x)i ≃
⊕
j≥0
L (x)i ∩L (x)j∗
L (x)i ∩L (x)j+1∗
=
i−1⊕
j=0
L (x)i ∩L (x)j∗
L (x)i ∩L (x)j+1∗
⊕
⊕
j≥i
g¯j+1.
This implies for i ≥ 0
gi = L (x)
i/L (x)i+1 ≃
⊕
j≤i
hij , (9)
where hij = (L (x)
i ∩L (x)j∗)/(L (x)
i ∩L (x)j+1∗ +L (x)
i+1 ∩L (x)j∗).
Note that hij = 0 if either i < j or i ≥ (j + 1)κ (j ≥ 0).
Similarly the decreasing filtration L (x)i∩L (x)j∗ of the space L (x)
j
∗
yields
g¯j+1 = L (x)
j
∗/L (x)
j+1
∗ ≃
⊕
i≥j
hij . (10)
As a by-product of calculations in the previous sections, we can in-
terpret the vector space hij as a subspace in
∑
s1+...+sj+1=i+t
g∗−s1 ⊗ . . .⊗ g
∗
−sj+1
⊗ g−t (t, sν ≥ 1).
Theorem 4. The Spencer symbols g¯i of the equation E¯ are related
to the Tanaka symbols gi via (9)-(10). This yields a (noncanonical)
monomorphism of ⊕j>0g¯j into ⊕i≥0gi.
The claim of the theorem follows from the inclusions gi(x) ⊂ gi(x) of
Theorem 3. These are strict and the only case, when we have equalities
for all x is the Tanaka flat distribution (for finite-dimensional g)4.
Indeed, equalities everywhere mean that the Lie equation of the
GNLA mx is formally integrable, and the prolongation-projection does
not decrease its symbols. In particular, g¯0(x) = TxM , the pseudogroup
of symmetries is transitive, so that the distribution is strongly regular
and the result follows. This justifies Remark 1.
Corollary 3. For a regular distribution ∆ (not necessarily strongly
regular) ∑
i>0
dim g¯i ≤
∑
j≥0
dim gj.
4In this case Theorem 4 gives two gradings on the space of symmetries of the
standard model ∆ = ∆m, but only gr(L
∆
x
) yields the Lie algebra structure of
sym(∆).
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This implies that if the map j∞x : L (x)
0 → J∞x (TM) is injective (we
justify the assumption in the next section), then
dimL (x) ≤
∞∑
j=−κ
dim gj(x),
and so dimL ≤ supM
∑
j dim gj .
6. Proof of Theorem 1 and beyond
We can suppose that dim gx is finite at every point x ∈ M , because
else the inequality in Theorem 1 is trivial.
Lemma 6. The function x 7→ dim gx is upper semi-continuous.
Proof. Indeed, gx is obtained from mx by certain linear algebra rules
(in [T, Y] the positive grades gi are defined successively, but this can
be easily modified to obtain g+ via m at once). Since ranks of matrices
can only drop in the limit process, the result follows. 
Thus dim gx attains a maximum in any compact domain U¯ .
Let N be the number such that gi(x) = 0 for all i ≥ N and x ∈ U¯ .
Then (9)+(10) imply that g¯i(x) = 0 for all i > N and x ∈ U¯ . In fact,
the whole prolongation-projection process is not required, but as the
condition that X preserves the GNLA mx structure is obtained from
the original Lie(∆) in a finite number of steps and gx is obtained via
mx by algebraic prolongation we conclude: In finite number of steps of
prolongation-projection the Lie equation becomes of finite type at all
points x ∈ U¯ .
Consequently by the results of Theorem 8 from the Appendix, there
are no symmetries in U¯ flat at some point. Since U¯ ⊂ M is arbitrary,
we conclude the result for the whole M and hence the map
j∞x : sym(∆)→ E¯
∞
x
is injective for every point x ∈ M .
Thus results of Section 5 imply the inequality
dim sym(∆) ≤ dimL (x) ∀x ∈M
and consequently we prove inequality (1) of Remark 2, which implies
in turn Theorem 1. 
Remark 4. If the distribution is not strongly regular, then the leaves
on M through a typical point x (obtained by fixing the invariants) have
codimension r = n− rank[evx] > 0 and we refine inequality (1) to
dim sym(∆) ≤ infM dim gx − r.
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Proof of Corollary 1. We use Corollary 2 of Theorem 11.1 from [T],
which states that if the subalgebra
h0 = {v ∈ g0 : [v, gr] = 0 ∀r < −1}
is of finite type as the subalgebra of gl(g−1), then g is finite-dimensional.
The subalgebra h0 ⊂ gl(g−1) is of finite type iff its complex charac-
teristic variety is empty [GQS].
Thus all Tanaka algebras gx, x ∈ M , are finite-dimensional and the
result follows. 
We can introduce the characteristic variety (the set of covectors sat-
isfying the defining relation is homogeneous and we projectivize it)
Char(∆) = P{p ∈ g∗−1 \ {0} : ∃q ∈ g−1 \ {0}, p⊗ q ∈ h0} ⊂ P∆
∗.
Working over C (this part of the theory is algebraic, and complexifica-
tion makes no problem) we obtain CharC(∆) ⊂ PC∆∗. The criterion of
the theorem reformulates now as follows:
CharC(∆) = ∅ =⇒ dim sym(∆) <∞.
If the set CharC(∆) is empty, then the complex characteristic variety
of the differential closure E¯ of the Lie equation E∆ is empty as well,
but the reverse implication is not generally true though it holds for a
Tanaka flat distribution ∆.
Remark 5. One should be cautious as CharC(E¯) is usually smaller
than the initial complex characteristic variety CharC(E∆).
Example. Consider the Tanaka flat rank 2 distribution in R6 of
growth (2, 1, 2, 1) and maximal symmetry algebra p6 of dimension 11.
In [AK] (see also [DZ]) it was shown that it corresponds to the Monge
equation
E1,3 : y
′ = (z′′′)2,
namely ∆ = 〈Dx = ∂x+z
2
3∂y+z1∂z+z2∂z1 +z3∂z2 , ∂z3〉 in the standard
jet-coordinates in mixed jets J1,3(R,R×R) ⊃ E1,3 ≃ R
6(x, y, z, z1, z2, z3).
Moreover its algebra of symmetries sym(∆) is isomorphic to the
Tanaka algebra g = p6 with g0 ≃ R
3, g1 ≃ R
2, g2 = 0, and it has
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the following basis corresponding to elements of pure grade in g:
g−4 : Z0 = ∂z,
g−3 : Z1 = x∂z + ∂z1 , Y0 = ∂y,
g−2 : Z2 =
x2
2
∂z + x∂z1 + ∂z2 ,
g−1 : Z3 =
x3
3!
∂z +
x2
2
∂z1 + x∂z2 + ∂z3 + 2z2∂y, S0 = ∂x
g0 : Z4 =
x4
4!
∂z +
x3
3!
∂z1 +
x2
2
∂z2 + x∂z3 + 2(xz2 − z1)∂y,
S1 = x∂x +
5
2
z∂z +
3
2
z1∂z1 +
1
2
z2∂z2 −
1
2
z3∂z3 ,
R = y∂y +
1
2
z∂z +
1
2
z1∂z1 +
1
2
z2∂z2 +
1
2
z3∂z3 ,
g1 : Z5 =
x5
5!
∂z +
x4
4!
∂z1 +
x3
3!
∂z2 +
x2
2
∂z3 + 2(
x2
2
z2 − xz1 + z)∂y,
S2 = x
2∂x + 9z
2
2∂y + 5xz∂z + (5z + 3xz1)∂z1+
+ (8z1 + xz2)∂z2 + (9z2 − xz3)∂z3 .
If we take the classes of these fields in L (x)i∗/L (x)
i+1
∗ we get:
g¯0 = 〈[S0], [Y0], [Z0], [Z1], [Z2], [Z3]〉, g¯1 = 〈[S1], [S2], [R], [Z4], [Z5]〉.
However this corresponds to the differential closure (via prolongation-
projection) E¯∆, while the original Lie equation E∆ = Lie(∆) is bigger.
In particular, the element [Z5] = dz⊗∂y ∈ g¯1 ⊂ g1 is of rank 1. Further
prolongation-projections of E∆ yield g¯2 = 0 and kill this characteristic.
7. Finite-dimensionality of the symmetry algebra
Theorem 2 for n = 2 was essentially established in [AK] (but in that
paper we restricted to the strongly regular case) by showing that h0 = 0
provided the growth vector is (2, 1, 2, . . . ), and even in a more general
case (2, 1, . . . , 1, 2, . . . ).
Another proof is as follows. We can work over C as this does not
change the dimensions of graded components. Suppose there is a
nonzero element of rank 1 ω = p ⊗ ζ ∈ h0 ⊂ g
∗
−1 ⊗ g−1. Let ξ be
a complement to ζ in g−1. Then ω acts trivially on g−2 = R · [ζ, ξ] iff
p(ζ) = 0. Furthermore ω acts trivially on gi, i < −2, iff the operator
adζ : gi+1 → gi is zero. Consequently dim gi = 1 for i < −1.
Proof of Theorem 2 for n > 2. Again, working over C and taking
an element of rank 1 ω = p ⊗ ζ ∈ h0 ⊂ g
∗
−1 ⊗ g−1 we observe that
ω acts trivially on g−2 iff adζ |Ann(p) = 0. As ζ can belong to Ann(p),
this imposes (n − 2) restrictions. Thus in the case the characteristic
variety is non-empty, dimension of g−2 = ad(Λ
2g−1) does not exceed
n(n−1)
2
− (n− 2) = (n−1)(n−2)
2
+ 1.
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Thus distributions with growth starting (3, 3, ..), (4, 5, ..), (4, 6, ..) etc
have finite-dimensional symmetry algebras. 
The a-priory knowledge of finite-dimensionality of the symmetry al-
gebra can be enhanced by estimation of its maximal size in many cases.
For distributions of rank 2 it is done in [DZ, AK].
It can be also done for distributions ∆ with free truncated GNLAs.
Assume thatmx is the free Lie algebra of step k, i.e. the only constraints
are the Jacobi identity and the requirement g−k−1 = 0. Then obviously
g0 = g
∗
−1⊗g−1. Moreover by [W] g1 = 0 provided k > 2, n > 2 or k > 3,
n = 2. This implies ([W] concerned only homogeneous distributions,
but the result holds for any ∆ with truncated free m due to [T] or
Theorem 1):
dim sym(∆) ≤ ℓn(k) + n
2
Here ℓn(k) = dimmx can be calculated recursively or via the Mo¨bius
function by [Se]
k ℓn(k) = n
k −
∑
m|k,m<k
mℓn(m) =
∑
m|k
µ(m)nk/m.
For the exceptional cases we have: dim sym(∆) ≤ 2n2 + n, provided
k = 2, n > 2 and the maximal symmetric case is given by Bn =
o(2n+ 1) [Y, CN].
For k = 3, n = 2 dim sym(∆) ≤ 14, the maximal dimension being
realized only in the case of Lie(G2) [C1].
The estimate of Theorem 2 is sharp as there exist infinite-dimensional
Lie algebras acting as symmetries on distributions with growth vec-
tor beginning (2, 1, 1, ..), (3, 1, ..), (3, 2, ..), (4, 1, ..), (4, 2, ..), (4, 3, ..),
(4, 4, ..) etc, as discussed in the next Section.
8. Infinite algebras of symmetries
As in the rest of the paper we assume ∆ totally non-holonomic.
Notice however that if the bracket-closure ∆∞ 6= TM , and F are the
leaves of ∆∞, then existence of one symmetry transversal to F implies
existence of an infinite-dimensional space of such symmetries.
8.1. Distributions of rank n = 2. If a totally non-holonomic distri-
bution with rank(∆) = 2 has infinite-dimensional symmetry algebra
then its growth vector starts (2, 1, 1, . . . ).
Recall that a Cauchy characteristic of a distribution is a symme-
try tangent to this distribution. The following statement is due to
E.Cartan [C2] (see [AK] for another proof; alternatively the vector
field ζ is the one constructed in the beginning of Section 7).
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Theorem 5. The growth vector of a rank 2 distribution ∆ is (2, 1, 1, . . . )
if and only if there exists a vector field ζ ∈ Γ(∆) which is a Cauchy
characteristic for the distribution ∆2. In this, and only in this case, ∆
is locally the prolongation of another rank 2 distribution ∆¯.
Here the (geometric) prolongation of a rank 2 distribution ∆¯ on M¯
is the projectivization M = P∆¯ = {lx ⊂ ∆¯x : x ∈ M¯} with natural
projection π : M → M¯ and the distribution ∆ = π−1∗ (lpi(x)). Locally in
M¯ for ∆¯ = 〈U, V 〉 and t ∈ S1 = R1/2πZ we have: M = M¯ × S1 and
∆ = 〈cos t · U + sin t · V, ∂t〉.
If the distribution ∆¯ has a preferred (vertical) section V ∈ Γ(∆¯) [this
means that the symmetries preserve it], then the (affine) prolongation
∆ = ∆¯(1) is simply ∆ = 〈U + t V, ∂t〉 on M = M¯ × R
1, where t is the
coordinate on R1. This coincides with (Spencer) prolongation in the
geometric theory of PDEs ([KLV, MZ]).
When ∆ = ∆¯(1), the operation ∆ 7→ ∆¯ is called de-prolongation.
In the case of Theorem 5, de-prolongation is the quotient of the first
derived distribution by the Cauchy characteristic
(M¯, ∆¯) = (M,∆2)/ζ.
The algebras sym(∆¯) and sym(∆¯(1)) are isomorphic [indeed any sym-
metry on M¯ induces the action on t and thus lifts to M ]. Therefore
Theorem 2 and a sequence of de-prolongations yield the following im-
portant statement (it gives a-posteriori transitivity of the symmetry
group action; with transitivity imposed a-priori – as an additional as-
sumption – the claim follows from Theorem 7.1 of [MT]).
Theorem 6. A regular germ of a rank 2 non-holonomic distribution ∆
has infinite-dimensional symmetry algebra if and only if ∆ is equivalent
to the Cartan distribution Ck on jet-space J
k(R,R), k = dimM − 2.
Recall that distributions ∆ with strong growth vector (2, 1, 1, . . . , 1)
are called Goursat distributions. Their regular points can be character-
ized by the condition that the growth vector is (2, 1, 1, . . . , 1) in both
the weak and the strong sense. Near such points the normal form
Ck = Ann{dyi − yi+1 dx|0 ≤ i < k} ⊂ TJ
k(R,R)
is provided by the von Weber - Cartan theorem [W, C2], see also [GKR].
8.2. Distributions of higher rank. We indicate a local construc-
tion to produce a distribution with infinite-dimensional (intransitive)
symmetry algebra from any distribution.
For simplicity let’s start with the case, when we extend a rank 2
distribution. Locally any such distribution can be represented as the
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Cartan distribution Ck for the Monge system, i.e. an underdetermined
ODE E ⊂ Jk(R,Rm) given by (m− 1) equations.
Then we define M = E ×R J
l(R,R) ⊂ Jk,l(R,Rm × R) and the
distribution is ∆ = (Ck|E)×RCl. In local coordinates if the equations in
E are uik = ψ
i(x, uj, . . . , ujk−1, v, . . . , vk), i, j = 1, . . . , m−1 (u
i = ui(x),
v = um(x) are unknowns, uj1 = u
j
x, v1 = vx, v2 = vxx etc), then
Ck|E = 〈D
′
x = ∂x + u
i
1∂ui + · · ·+ψ
i∂ui
k−1
+ v1∂v + · · ·+ vk∂vk−1 , ∂vk〉 and
Cl = 〈D
′′
x = ∂x + w1∂w + w2∂w1 + . . . , ∂wl〉, so that
∆ = 〈Dx = ∂x + u
i
1∂ui + v1∂v + w1∂w + . . . , ∂vk , ∂wl〉.
It is obvious that prolongation Xˆ of the vector field X = f(w)∂w is a
symmetry of ∆ for any function f(w).
Similarly a general regular rank n distribution is realized locally as
the Cartan distribution Ck|E of an overdetermined PDE system E ⊂
Jk(Rs,Rm). Then the distribution ∆ = (Ck|E) ×Rs Cl on M = E ×Rs
J l(Rs,R) ⊂ Jk,l(Rs,Rm × R) has an infinite algebra of symmetries.
We can shrink the 2nd factor to a symmetric equationR ⊂ J l(Rs,R),
for instance taking R = J l(R,R) given by the equations wx2 = · · · =
wxs = 0, and still have infinitely many symmetries Xˆ, X = f(w)∂w for
the distribution ∆ = (Ck|E)×Rs (Cl|R).
Remark 6. For l = 0 we get extension of the distribution via the
Cauchy characteristic, i.e. locally (M,∆) = (M¯, ∆¯)× (R,R).
This construction allows realizing all cases not prohibited by Theo-
rem 2 as distributions with infinite-dimensional symmetry algebras.
For rank 3 distributions all infinite primitive symmetry algebras that
occur are Lie transformations5 of Jk(R,R2), while for rank 4 there ap-
pear new real primitive algebras from the list of [MT]: the symmetries
of the Cartan distribution of Jk(R,R3), J1(R2,R) and Jk(C,C)R.
8.3. Distributions of rank n = 3. Let us describe in more details
the case of rank(∆) = 3. If the growth vector is (3, 1, ..), then the
bracket Λ2g−1 → g−2 has a kernel v ∈ g−1, and this corresponds to a
Cauchy characteristic vector field, so that (M,∆) ≃ (M¯, ∆¯)× (R,R).
Consider the growth (3, 2, ..). Then ∆ contains a rank 2 sub-distrib-
ution Π, with Π2 ⊂ ∆. If Π2 = ∆, then sym(∆) = sym(Π). The growth
vector of Π starts (2, 1, 2, ..) and so sym(Π) is finite-dimensional.
Thus infinite algebras sym(∆) correspond to integrable Π. In this
case the characteristic variety is real and CharC = Char equals the one
point set P(Π⊥), where Π⊥ is the annihilator of Π ⊂ g−1.
5In their natural representation k = 0 and k = 0, 1 in the next cases to be
primitive, but the algebra does not change with k due to Lie-Ba¨cklund theorem.
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Moreover let p ∈ Π⊥ ∩ g∗−1 \ 0. Then the kernel bundle over charac-
teristic variety K = {q ∈ g−1 : p⊗ q ∈ h0} is either 1- or 2-dimensional
subspace of Π.
I: dimK = 1. Here sym(∆) is the symmetry of the flag (K,Π,∆).
Moreover this triple extends (locally) to a complete flag F of subspaces
(K,Π,∆, [K,∆],∆2, . . . ) in TM , invariant under sym(∆).
Remark 7. For n = 2 the infinite symmetry algebra also leaves in-
variant the complete flag F = (〈ζ〉,∆,∆2, . . . ), see Section 8.1.
Now K is the Cauchy characteristic space of the distribution ∆† =
[K,∆], so we can pass to the (local) quotient M¯ = M/K, ∆¯ = ∆†/K.
Any symmetry of ∆ descends to a symmetry of ∆¯, and the latter
contains a preferred direction Π/K. It is not necessarily the kernel
direction K¯ of ∆¯, but it belongs to the corresponding 2-distribution Π¯.
The passage ∆ 7→ ∆¯ is de-prolongation of rank 3 distributions in the
same sense as in Section 8.1, namely this operation is inverse to the
prolongation defined as follows (this applies only for Char(∆) 6= ∅, so
that Π ⊂ ∆ is integrable etc).
Prolongation Ia. This works in the case ∆¯ has a preferred direction
ℓ = 〈Y 〉 different from K¯ [if not, then the Lie algebra sym(∆¯) shrinks to
the stabilizer]. Namely M is the space of all 2-planes P ⊂ ∆¯ through ℓ
transversal to K¯ (this is the affine version; compact version is without
transversality). If π :M → M¯ is the projection, then ∆ = π−1∗ (P ).
Locally if ∆¯ = 〈X, Y, Z〉 with X ∈ K¯ and Y ∈ ℓ ⊂ Π¯, then M =
M¯ ×R(t), ∆ = 〈Y, ∂t, Z + tX〉. In these notations Π = 〈Y, ∂t〉, ∂t ∈ K.
This is inverse to the above de-prolongation when dimK = 1.
Prolongation Ib. K¯ is clearly a preferred direction, so we can prolong
along it: M is the space of all 2-planes P ⊂ ∆¯ through K¯ different
from Π¯ (the affine version; compact version - no conditions).
Again ∆ = π−1∗ (P ) and locally ∆ = 〈X, ∂t, Z + tY 〉. Here Π =
〈X, ∂t〉 = K, so this is not inverse to the above de-prolongation.
II: dimK = 2. Here Π = K is the space of Cauchy characteristics for
rank 5 distribution ∆2, and we can reduce (M,∆) to a rank 3 distribu-
tion ∆¯ = ∆2/Π on a lower-dimensional manifold M¯ = M/Π. This is
de-prolongation in the same sense as in Section 8.1, while the prolon-
gation (Π integrable) mimics the Spencer prolongation on Jk(R,R2).
Prolongation II. Here M is the space of lines L ⊂ ∆ transversal to
Π (the affine version; compact version - no restrictions), π : M → M¯
the natural projection, then ∆ = π−1∗ (L).
Locally if ∆¯ = 〈X, Y, Z〉 with Π = 〈X, Y 〉, then M = M¯ × R2(u, v)
and ∆ = 〈∂u, ∂v, Z + uX + vY 〉. Clearly K = 〈∂u, ∂v〉.
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Notice that de-prolongations in both cases induce the injective map
π∗ : sym(∆) →֒ sym(∆¯) [prolongations Ia can shrink the symmetry
algebra, though in a controllable way].
Thus de-prolongations can be applied until the distribution gets a
Cauchy characteristic or its length (degree of non-holonomy) becomes
κ = 1. Thus we obtain the following normal form [for n = 3 infinitely-
symmetric models can have functional moduli, but these are gone for
most symmetric models in the sense of functional dimension].
Theorem 7. A regular germ of a rank 3 non-holonomic distribution ∆
has infinite-dimensional symmetry algebra if and only if ∆ is obtained
from the product Π × R, where Π is some rank 2 distribution, by the
operations of prolongations (of type I or II).
Here we include the case when Π is the trivial distribution (R2,R2),
in which case prolongation II of Π× R yields Jk(R,R2).
Example I. Consider the Monge equation Em,n = {ym = z
2
n} as a
submanifold in the mixed jets (subscripts count the derivatives by x)
Jm,n(R,R2) ≃ Rm+n+3(x, y, y1, . . . , ym, z, z1, . . . , zn)
and let M = Em,n ×R J
l(R,R) ⊂ Jm,n,l(R,R3) with the natural rank 3
distribution ∆ = Cm,n ×R Cl = 〈Dx, ∂zn , ∂wl〉,
Dx = ∂x+y1∂y+ . . .+z
2
n∂ym−1+z1∂z+ . . .+zn∂zn−1+w1∂w+ . . .+wn∂wl−1 .
De-prolongation I results in M¯ = Rm+n+l+2(x, {yi}
m−1
0 , {zi}
n
0 , {wi}
l−1
0 )
with ∆¯ = 〈Dx, ∂zn , ∂wl−1〉. Further de-prolongations I bring the distri-
bution to ∆ˆ = 〈Dx, ∂zn, ∂w〉 = Cm,n × R on Em,n × R(w).
The general symmetry of this distribution is X0 = YE + f ·∂w, where
YE is the general symmetry of Em,n, m ≤ n (it depends on 2n + 5
parameters for m = 1, n > 2 or 2n+4 parameters for m > 1, see [AK])
and f ∈ C∞(Em,n × R).
In order for this symmetry to allow prolongation Ia, it shall preserve
the vertical line v = 〈∂zn〉. This is so for the first component YE
[AK], and it holds for f · ∂w iff fzn = 0. The prolongation is X1 =
YE + f · ∂w +Dx(f) · ∂w1 . Now this preserves v iff fzn−1 = 0, fym−1 = 0,
and the prolongation is X2 = YE + f · ∂w +Dx(f) · ∂w1 +D
2
x(f) · ∂w2 .
Continuing in this way we obtain that the symmetries of (M,∆) are
Xl = YE +
∑
k≤lD
k
x(f) · ∂wk and f = f(x, {yi}
m−l
0 , {zi}
n−l
0 , w) is any
smooth function of 2+max{0, m− l+1}+max{0, n− l+1} arguments.
Example II. For the mixed jets Jm,n(R,R2) = Jm(R,R)×RJ
n(R,R)
with canonical Cartan distribution Cm,n of rank 3, de-prolongation II
reduces it to J0,n−m(R,R2) = R × Jn−m(R,R), m ≤ n. The infinite
algebra of symmetries for this model is described in [AK].
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Some other results on distributions with infinitely many symmetries
(on graded nilpotent Lie groups) can be found in [DR, OR].
Appendix A. Estimate of the solution space size
In the theory of formal integrability [Go, Sp] a PDE (system) is
considered as a submanifold Ek in jets J
kπ of a bundle π : E → M (if
different orders are involved, E is a collection of submanifolds [KL]),
and its prolongations defined geometrically are submanifolds, possibly
with singularities, in higher jets Ei ⊂ J
iπ.
The (tangent to the) fiber of the projection πi,i−1 : Ei → Ei−1 is the
symbol space gi ⊂ S
iT ∗ ⊗ N . Then the following estimate on the size
of the solution space holds formally (i.e. the solutions are viewed as
formal series at x and the r.h.s. is evaluated at the same point):
dimSol(E) ≤
∞∑
0
dim gi. (11)
Of course, this inequality is meaningful only in the case the r.h.s. is
finite (such E are said to have finite type at x).
If the equation E is formally integrable and regular (Ei are smooth
and dimensions of gi are constant), the same estimate holds locally and
globally (but in the latter case the l.h.s. can shrink by other reasons).
But often for a regular but formally integrable overdetermined PDE
E the result of prolongation-projection E¯ (which is formally integrable
in regular points by Cartan-Kuranishi theorem [Ku]) is not everywhere
regular (e.g. for Lie equations). We would like to prove inequality (11)
in the presence of singularities under some mild assumptions.
To be more precise, assume that the original equation Ek is regular
(we restrict to pure order systems, but the result can be generalized),
consider the nested sequence E li = πl,i(E
(l−k)
k ) and let E¯i = ∩lE
l
i . Then
the co-filtration E¯i represents a formally integrable equation away from
singularities.
We restrict to linear equations E , as our main application here – the
Lie equation for symmetries Lie(K) – is linear.
Our main result states that if in finite number of steps of prolongation-
projection we get finite type at all points (including singularities), then
we conclude (11) even before arriving to formally integrable equation.
Denote by g¯i the fiber of the projection πi,i−1 : E¯i → E¯i−1 (can be
empty). For linear equations the symbol g¯i depends on x ∈M .
Theorem 8. Let Ek ⊂ J
k(π) be a linear equation in a bundle over a
connected manifold M . The space Sol(E) of global solutions over M
is a linear space, and its dimension is well-defined. Suppose that there
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exists a number l such that the projection πi,i−1 : Ei → Ei−1 is injective
for i = l (and hence for i ≥ l), where Ei = E
(i−k)
k . Then
dimSol(E) ≤ inf
M
∞∑
0
dim g¯i(x). (12)
Proof. The result follows from the following claim (with the imposed
assumptions): for every point x ∈ M the map j∞x : Sol(E) → J
∞
x π
is injective. Indeed, in this case Sol(E) is a subset of E¯x, which has
dimension bounded by
∑∞
0 dim g¯i(x). What the claim states is that
there exists no solutions flat at the given point.
To prove the claim consider a relatively compact connected neigh-
borhood U ′′ ⊂ El+1 and let U
′ = πl+1,l(U
′′) ⊂ El, U = πl,l−1(U
′) ⊂ El−1.
For any xl ∈ U
′ and xl−1 = πl,l−1(xl) ∈ U we have the horizontal n-
plane Π(xl−1) = dπl,l−1(C(xl)) ⊂ C(xl−1) ⊂ Txl−1J
l−1π, where C(·) is
the canonical Cartan distribution in jets ([KLV]).
If U is sufficiently small, then πl,l−1 : U
′ → U is a homeomorphism.
Indeed, it is bijective (the equation is linear, the fiber gl of πl,l−1 is
zero) and is a continuous map of a compact into a Hausdorff space.
Moreover the slope of Π(xl−1) (in canonical coordinates) is determined
by xl. Variation of slopes is governed by xl+1 = π
−1
l+1,l(xl) ∩ U
′′, and
πl+1,l : U
′′ → U ′ is a homeomorphism as well. Consequently this
distribution of planes has Lipschitz dependence on the point xl−1 ∈ El−1
(and is C1 in regular points).
Suppose there are two local solutions of E with infinite tangency at
x ∈ M . Let xl−1 be their (l − 1)-jet at x, and denote by Υ,Υ
′ ⊂ El−1
the corresponding integral manifolds (jet-lifts) through xl−1.
Consider a curve σ ⊂ M through x and denote Mσ = π
−1
l−1(σ) ∩ U .
Then γσ = Υ∩Mσ and γ
′
σ = Υ
′∩Mσ are integral curves of the Lipschitz
line distribution lσ = Π ∩ TMσ.
As in the usual uniqueness theorem for ODEs this implies our claim.
Actually if γσ(t), γ
′
σ(t) are parametrized integral curves, t ∈ I and
τ = |I| is the length of the interval, then for C0-max norms (in any
coordinates) we have from the integral version of the ODE γ˙ = lσ ◦ γ:
‖γσ − γ
′
σ‖ ≤ cτ ‖γσ − γ
′
σ‖
with some constant c depending only on Π and σ. Shrinking I if nec-
essary we obtain cτ < 1 and so locally γσ = γ
′
σ. As σ is arbitrary, we
get locally Υ = Υ′. As U is connected, this implies coincidence over
the whole neighborhood πl(U) and further over the whole domain of
the solutions (ultimately M). 
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A version of this theorem holds for non-linear E (then dim in the
l.h.s. means the Hausdorff dimension, the infimum in the r.h.s. is
taken over the equation E¯ and the symbols g¯i are the linear envelopes
of the πi,i−1-vertical tangent cone to E¯i at the singular point xi), but
more care shall be taken about regularity of the original equation E .
Let us notice that the statement obviously holds true in the case,
when the singularities in the differential closure E¯ of E have codim ≥ 2.
In the opposite case we have the following counter-example (thanks
to Valentin Lychagin).
Example. Consider the ODE E : x3 y′(x) = y. Then g0 = R
and gi = 0 for i > 0 and all points x 6= 0. Near all such points the
equation is regular and the solution space is one-dimensional. However
the space of global solutions Sol(E) is two-dimensional with the basis
χ(x)e−1/x
2
, χ(−x)e−1/x
2
, where χ(x) is the Heaviside function.
Notice however that E is neither regular, nor of finite type at 0, and
the jet-lift does not resolve this singularity. In addition, the codimen-
sion of the singularity is 1.
Remark 8. Thus a generalization of (12) could fail if one wants to dis-
regard the singularities and change the r.h.s. to ess.supM
∑∞
0 dim g¯i(x).
A modification of the above example yields an equation E having
finite type at all regular points but with infinite-dimensional Sol(E).
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