In this paper, we define a stopping set of turbo codes with the iterative decoding in the binary erasure channel. Based on the stopping set analysis, we study the block and bit erasure probabilities of turbo codes and the performance degradation of the iterative decoding against the maximum-likelihood decoding. The error floor performance of turbo codes with the iterative decoding is dominated by the small stopping sets. The performance degradation of the iterative decoding is negligible in the error floor region, so the error floor performance is asymptotically dominated by the low weight codewords. key words: turbo codes, iterative decoding, stopping set, block/bit erasure probability, error floor
Introduction
Since turbo codes with the iterative decoding were introduced [1] , a huge amount of research activities have been conducted on the evaluation or prediction of the bit error rate (BER) performance of turbo codes with the maximumlikelihood decoding mainly in the additive white Gaussian noise channel (AWGNC) under the assumption that the performance of the iterative decoding is equivalent to that of the maximum-likelihood decoding [2] , [3] . Due to the complexity of the iterative turbo decoding algorithm and the soft values of extrinsic information obtained during the iterative decoding in the AWGNC, the BER evaluation of turbo codes with the iterative decoding, which is actually used, has rarely been conducted. Different from the AWGNC, the binary erasure channel (BEC) has a pleasing property that the extrinsic information at each iteration of the decoding process has one of the following three values: −∞, 0 and ∞. Thanks to this property and the simplicity of the decoding algorithm of low-density parity-check (LDPC) codes, the combinatorial approach has successfully been applied to the analysis of the decoding of LDPC codes in the BEC [4] . Di et al. introduced the stopping set of LDPC codes and evaluated the block and bit erasure probabilities of LDPC codes in the BEC [5] .
In this paper, we define the stopping set of turbo codes with the iterative decoding in the BEC based on the graphical framework [6] , [7] . The stopping set of turbo codes has characteristics which are quite different from those of LDPC codes in that it is strongly related with the coding constraints of constituent encoders rather than the edge dis- tribution which is an important element in the stopping set of LDPC codes. In short, the stopping set of turbo codes is defined as the set of variable nodes corresponding to 1's either of a certain codeword or of a certain pseudo-codeword, where the pseudo-codeword is not a codeword but is obtained by concatenating the bitwise unions of constituent codewords in each constituent encoder. It is shown qualitatively and quantitatively from the stopping set analysis that there exists the performance degradation of the iterative decoding against the maximumlikelihood decoding in the BEC. The block and bit erasure probabilities in the error floor region with sufficiently low BEC parameter are dominated by the small stopping sets, which is similar to the characteristic of the error floor of LDPC codes [8] . Since the contribution of the stopping sets associated with pseudo-codewords to the error floor performance is negligible at sufficiently low , the block and bit erasure probabilities of turbo codes with the iterative decoding are asymptotically dominated by the minimum-weight codewords in the error floor region. This verifies the widely used assumption that the performance of the turbo decoding is almost equivalent to that of the maximum-likelihood decoding at least in the error floor region. We propose to consider the codewords with the information weight 2 and 3 to obtain the error floor asymptotes which are reasonably tight and practically simple to evaluate.
Framework
We consider the parallel concatenated convolutional codes with an interleaver π over the BEC with a parameter , which is depicted in Fig. 1 , where the constituent encoders are the recursive systematic convolutional (RSC) encoders. Let π map the position k in the original sequence to the position n in the interleaved sequence. We consider the unpunctured case for a simple analysis. 2 , respectively, after the channel. We assume, without loss of generality, the all-zero information sequence which is encoded to the all-zero codeword. Then, r is composed of zeros and erasures.
The turbo decoder is composed of two constituent decoders denoted by DEC1 and DEC2, respectively. The turbo decoding can be described on a bipartite graph shown in Fig. 2 k the parity nodes. The decoding process in DEC1 can be described by using the right half graph in Fig. 2 can be represented by
where
and Pr ( ) {x s j = b j } is the prior information for x s j to be b j , which is estimated in DEC2 at the iteration . In the similar manner, the computation of extrinsic information π(λ
is the prior information for π(x s j ) to be b j , which is estimated in DEC1 at the iteration . The prior information Pr ( ) {x s j = b j } is estimated by using the extrinsic information λ
and Pr ( ) {π(x s j ) = b j } is estimated in the similar manner to (4). The initial condition of the iterative decoding process is λ 
, is obtained by
where the first term on the right hand side is called the channel information. We index c 1 i } be the set of nodes corresponding to 1's in c i . In this paper, we introduce the bitwise union, denoted by ' ', of sequences which is obtained by the bitwise 'or' operation. For example, the bitwise union of two sequences {0101} and {1100} is {1101}, i.e., {0101} {1100} = {1101}. The sequence obtained by the bitwise 'xor' operation of any constituent codewords is also a constituent codeword since the constituent code is a linear code On the other hand, the sequence obtained by the bitwise union of constituent codewords, i.e., i c i 1 and j c j 2 , can be or cannot be the constituent codeword in ENC1 and ENC2, respectively. The sequence i c i 1 and j c j 2 which cannot be the constituent codeword in ENC1 and ENC2, respectively, will be called the constituent pseudo-codeword in ENC1 and ENC2, respectively. Then, we define a pseudo-codeword as the word which is not a codeword but is obtained by concatenating the bitwise unions of constituent codewords in ENC1 and ENC2. In other words, the pseudo-codeword is defined as
The pseudo-codeword can be obtained by two kinds of concatenations. The first one is the concatenation of two constituent pseudo-codewords generated in ENC1 and ENC2. The second one is the concatenation of a constituent codeword generated in ENC1 (or ENC2) and a constituent pseudo-codeword generated in ENC2 (or ENC1). Note that the concatenation of two constituent codewords generated in ENC1 and ENC2 forms a codeword. It follows that the set of nodes corresponding to 1's in a pseudo-codeword is
Turbo Decoding in BEC and Stopping Set
Let us consider an iterative decoding of the all-zero information sequence, which is encoded to the all-zero codeword transmitted to the BEC with a parameter . The decoding of 
Suppose that a set {E s 2 ( −1) , E p 1 } does not include the set of nodes corresponding to 1's of any possible c 1 with The largest possible stopping set will be called the maximal stopping set. The stopping set has the following properties.
Lemma 1: Given E 1. A systematic nodes in the stopping set remain erased at every iteration. 2. The union of stopping sets of E is also a stopping set of E. 3. Each E contains a unique maximal stopping set which might be an empty set. 4. The systematic nodes remaining erased when the iterative decoding converges with no further progress is the systematic nodes in the maximal stopping set of E.
Proof : All proofs below are for a given E.
1. It is obvious from the explanation given prior to Definition 1. 2. It is clear from Definition 1 that the union of stopping set is still included in E and is represented as
, so the union of stopping set is also a stopping set. 3. Suppose that there exist multiple distinct maximal stopping sets with the size |S max |. By Lemma 1.2, the union of these distinct maximal stopping sets is also a stopping set and its size is greater than |S max |, which contradicts the assumption. Thus, the maximal stopping set is unique. If E s(∞) = φ, the set of systematic nodes included in E s(∞) is an empty set. With the coding constraint that the all-zero information sequence results in the all-zero parity sequence, the empty set of systematic nodes results in an empty set of parity nodes. Consequently, in this case, the maximal stopping set is an empty set. 4 
The stopping set of turbo codes is quite different from that of LDPC codes. The coding constraints of constituent encoders should be considered when we define and analyze the stopping set of turbo codes while the degree of edges connected to the check nodes is considered when the stopping set of LDPC codes is defined and analyzed. Thus, the combinatorial approach is hard to be used in the study for the stopping set of turbo codes.
Block and Bit Erasure Probability
If some variable nodes remain erased after the iterative decoding converges, we have nonzero block and bit erasure probabilities. From Definition 1 and Lemma 1, we have the following theorem whose proof is not given because it is obvious.
Theorem 1:
If there exists a nonempty stopping set of E, the nonzero block and bit erasure probabilities are obtained with the iterative decoding for a given E.
For a given E, let A denote the event that there exists a nonempty stopping set, which results in a non-empty maximal stopping set. The maximal stopping set may be the set of variable nodes corresponding to 1's either of a certain codeword or of a certain pseudo-codeword. Let B and B c denote the event that the maximal stopping set is the set of nodes corresponding to 1's of a certain codeword and a certain pseudo-codeword, respectively. 
Note that if the set of variable nodes erased by the channel contains the variable nodes corresponding to 1's of certain codewords, the received sequence containing erasures is not decoded correctly by the maximum-likelihood decoding and remains erased. It is clear that
which is the block erasure probability with the maximumlikelihood decoding for given E and π. We let E{P
ML
B } E,π Pr{A∩B | E, π}Pr{E}Pr{π} denoting the expected block erasure probability obtained by the maximum-likelihood decoding. Then, the last term in (7) is interpreted as the expected degradation in the block erasure probability resulted from using the iterative decoding against using the maximum-likelihood decoding, where we let E{D
c | E, π}Pr{E}Pr{π}. By using the union bound technique, we obtain 
and it follows that
where d min is the minimum distance of codewords c and M d|π is the multiplicity of codewords with the Hamming weight d for a given π. Let us consider the uniform random interleaver, which results in Pr{π} = 1 N! . Then, it is straightforward to extend (11) to
is the average multiplicity of codewords with the Hamming weight d considering all possible uniform random interleavers π, and d(w) is the weight of the codeword with the information weight w. Note that every codeword has the information weight at least 2, i.e., w ≥ 2, because the trellis of ENC1 should be terminated as the zero state, which needs at least two 1's in the information sequence.
Let d pc (w) be the weight of the pseudo-codeword with the information weight w, w ≥ 3, which is obtained by concatenating the bitwise unions of constituent codewords in ENC1 and ENC2 terminating the trellis as the zero state. Since each constituent codeword, whose corresponding trellis is terminated as the zero state, has the information weight at least 2 as mentioned above, the constituent pseudo-codeword, which is obtained by the bitwise union of constituent codewords has the weight at least 3. Let M d pc (w) be the average multiplicity of pseudo-codewords with the weight d pc (w). Then, we obtain
. From (12) and (13), the expected block erasure probability obtained by the iterative decoding is upper-bounded as
The expected bit erasure probability, E{P IT b }, obtained by the iterative decoding can be written as
where E{P ML b } is the expected bit erasure probability obtained by the maximum-likelihood decoding, which is bounded by
and E{D IT b } is the expected degradation resulted from using the iterative decoding against the maximum-likelihood decoding, which is upper-bounded by
Note that E{D
. Consequently, the expected bit erasure probability is upper bounded as
The evaluation of M d(w) and M d pc (w) basically follow the work of Seghers [9] by considering the constituent codewords in ENC1 and ENC2 terminating the trellises as the zero state and their bitwise unions. The information bit stream terminating the trellis for itself, which will be called the self-terminating stream, has the 0,1 pattern depending on the constituent convolutional encoder. The self-terminating stream is always sandwiched by 1's [9] , i.e., the first bit and the last bit of the stream are 1. Consider, first, an information sequence x si of ENC1 containing a self-terminating stream with all other bits being 0's. Note that the parity sequence x p 1 i generated from x si may have 1's only in the block corresponding to the self-terminating stream. si and each π(x s j ) contains a self-terminating stream of ENC1 and ENC2, respectively, with all other bits being 0's. For a general description, we let the number of i and j involved in the bitwise unions be greater than or equal to 1. Let the interleaver π scramble the information sequence i x si of ENC1 to the information sequence j π(x s j ) of ENC2, where i x si and j π(x s j ) contain the information bit streams sandwiched by 1's with the same weight, w.
Let T 1 and T 2 be the length of the weight-w information bit stream sandwiched by 1's residing in i x si and j π(x s j ), respectively, where all other bits of i x si and j π(x s j ) outside these bit streams are 0's. Note that, then, the weights of i x si and j π(x s j ) are w. Let w p1 and w p2 be the weight of the parity bit stream corresponding to the length-T 1 /weight-w information bit stream sandwiched by 1's in i x si of ENC1 and the length-T 2 /weight-w information bit stream sandwiched by 1's in j π(x s j ) of ENC2, respectively. By concatenating
, the codeword or the pseudocodeword is obtained as
It is clear that the weight of the codeword or pseudo-codeword is d (w) = w+w p1 +w p2 . The average multiplicity of codewords or pseudo-codewords with the weight d (w), generated from the aforementioned information sequences i x si of ENC1 and j π(x s j ) of ENC2 is the same as the average number of interleavers π mapping these information sequences.
By 
and M d pc (w) are evaluated as above.
Error Floor Analysis
Due to the sparse distance spectrum of turbo codes [3] , E{P Recalling the form of the average multiplicity of codewords introduced in Sect. 4, which is
be the minimum weight of the codeword generated by the weight-w information sequence terminating the trellises of ENC1 and ENC2 as the zero state. For a given w, cpt (w). This assumption implies that all constituent codewords involved in the bitwise union generating the constituent pseudocodeword have the same parity sequence as that of the constituent pseudo-codeword. Then, there exists a constituent codeword with the zero parity weight, which is obtained by the bitwise 'xor' operation of any two same parity sequences, because the constituent code is a linear code. Then, min 2≤ŵ<w d Then, it is clear that d , N = 1024 and code rate R c = 1/3. 
Conclusion
The stopping set of turbo codes with the iterative decoding was defined in BEC. Given erasures obtained in BEC, the variable nodes corresponding to the information bits, whose decoding fail, are the systematic nodes in the maximal stopping set. By using the stopping set analysis, it was found that there exists a degradation in the block/bit erasure probabilities achieved by the iterative decoding against by the maximum-likelihood decoding. The degradation gets negligible as decreases, which validates at least in BEC with sufficiently low the widely used assumption that the turbo decoding performance is almost equivalent to the maximum-likelihood decoding performance. The error floor performance of turbo codes with the iterative decoding is dominated by the small stopping sets, and is dominated asymptotically by the low weight codewords.
