Selection is one of the key operations of genetic algorithm (GA). This paper presents a comparative analysis of GA performance in solving multi-objective network design problem (MONDP) using different parent selection methods. Three problem instances were tested and results show that on the average tournament selection is the most effective and most efficient for 10-node network design problem, while Ranking & Scaling is the least effective and least efficient. For 21-node and 36-node network problems, Roulette Wheel is the least effective but most efficient while Ranking & Scaling equals and outperformed tournament in effectiveness and efficiency respectively.
INTRODUCTION
The selection of individuals for the production of the next generation is a critical process in GA. The individuals that are chosen for reproduction and the number of children each selected individual produces are determined by the selection mechanism. The underlying principle of selection strategy is "the fitter an individual is the higher is its chance of being parent". A critical parameter to be determined in GA is the selection pressure which is the process of selecting the fittest individuals for reproduction. If it is set too low, then the rate of convergence towards the optimum solution will be too slow. If the selection pressure is set too high, the algorithm is likely to be stuck in a local optimum due to the lack of diversity in the population. Therefore, the selection methods tune the selection pressure, which in turn determines the convergence rate of the algorithm. The selection mechanism should be chosen such that convergence to the global optimum solution is guaranteed. In addition the selection mechanism should encompass knowledge of the existing data.
Different selection schemes will undoubtedly influence the performance of GA differently. This study aims at exploring the performance of GA when using different selection strategies particularly in solving Multi-Objective Network Design Problem (MONDP). MONDP is a typical example of NP-hard optimization problem The remainder of this paper is organized as follows: Section 2 presents a brief review of literature on selection method. Selection 3 presents a brief description of MONDP while section 4 gives an overview of the genetic algorithm for MONDP. Section 5 describes in detail the selection methods that are used in the experiments. Section 6 tests the performance of GA and discusses the experimental results. The Paper is concluded in section 7.
LITERATURE
REVIEW ON SELECTION METHOD Several researchers have studied the performance of GA using differing selection schemes. However, virtually no of these researchers tested the algorithm on network design problem. The performance of GA is usually evaluated in terms of convergence rate and the number of generations to reach optimal solution [1] . Goldberg and Deb [2] were the first to study the performance of different selection schemes. They investigated the performance of proportional ranking, tournament and Genitor (steady state) selection schemes using solutions to differential equations as basis. Their investigation aimed at understanding the expected fitness ratio and convergence time. It was found that ranking and tournament selections outperformed proportional selection in terms of maintaining steady pressure towards convergence. They also showed that linear ranking and stochastic binary tournament selections have similar expectations, but recommended binary tournament selection due to its better time complexity. Goh et al. [3] focused on the selection process of GA and study common problems and solution methods of such selection schemes. They further proposed a new selection scheme called sexual selection and compared its performance with commonly used selection methods in solving some scheduling problems. It is claimed that the proposed scheme performed either on-par or better than roulette wheel selection on the average without the use of fitness scaling. In the more difficult test cases when no fitness scaling is used, the new scheme also performed better on the average when compared to tournament selection. Julstrom [4] studied the computing time efficiency of two types of rank-based selection probabilities namely linear ranking and exponential ranking probabilities in comparison with tournament selection. He noted that tournament selection is superior to rank-based selection because repeated tournament selection is faster than sorting the population to assign rank-based probabilities.
Mashohor et al [5] analyzed the performance of PCB inspection system with the use of three GA selection methods namely tournament, deterministic and roulette wheel selections. Their findings show that deterministic method
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requires the least computation to attain maximum fitness compared to other two methods. Zhong et al [6] did a comparative study of proportional roulette wheel selection and tournament selection, with tournament size of 6 for seven general test functions and observed that algorithm with tournament selection converges faster than the algorithm with proportional roulette wheel. Jadaan et al [7] compared proportional roulette wheel selection and rank-based selection using many mathematical fitness functions and discovered that rank-based is superior to proportional in number of generations to get optimal solution. He further observed that rank-based is steadier, faster, and more robust towards optimal solutions than proportional roulette wheel. Razali and Geraghty [1] studied the performance of GA in solving traveling salesman problem (TSP) using different selection strategies. The results of their tests on some TSP instances reveal that tournament selection is superior to proportional roulette wheel and rank-based roulette wheel selections, obtaining best solution quality with low computing times.
Results also show that tournament and proportional roulette wheel can outperform rank-based roulette wheel selection for smaller problems only and become susceptible to premature convergence as problem size increases.
MONDP
The problem of network design consists of designing the links layout among the nodes, given a set of nodes and the mean/peak internodes traffic. The selected network (links layout) should be such that (i) certain objectives are simultaneously optimized (ii) particular constraints (requirements) are satisfied. Obviously this problem can be expressed as a multi-objective optimization problem and the problem can be as complex as the designer states it since the designer can choose as many objectives as he wants, he can also have as many kinds of links as technology and budget allow him.
In this paper, the problem is stated as an optimization of two objectives i. e., total network cost and average delay on links subject to satisfaction of flow and reliability constraints. Then, the mathematical expression of the problem can be stated as: Optimize Breadth First Search (BFS) is used for routing and the following assumptions were made in the problem formulation
The location of each network node is given Each is fixed and known
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Each link is bidirectional i.e. a path can be traversed in either direction There is no redundant link in the network 
GENETIC ALGORITHM FOR MONDP

SELECTION METHODS FOR REPRODUCTION
Roulette Wheel selection
In the Roulette wheel selection method [9] , the first step is to calculate the cumulative fitness of the whole population through the sum of the fitness of all individuals. After that, the probability of selection is calculated for each individual as being pseli = fi/Pfi. Then, an array is built containing cumulative probabilities of the individuals. So, n random numbers are generated in the range 0 to Pfi and for each random number an array element which can have higher value is searched for. Therefore, individuals are selected according to their probabilities of selection.
Tournament Selection
Tournament selection is probably the most popular selection method in genetic algorithm due to its efficiency and simple implementation [2] . In tournament selection, n individuals are selected randomly from the larger population, and the selected individuals compete against each other. The individual with the highest fitness wins and will be included as one of the next generation population. The number of individuals competing in each tournament is referred to as tournament size, commonly set to 2 (also called binary tournament). Tournament selection also gives a chance to all individuals to be selected and thus it preserves diversity, although keeping diversity may degrade the convergence speed. The tournament selection has several advantages which include efficient time complexity, especially if implemented in parallel, low susceptibility to takeover by dominant individuals, and no requirement for fitness scaling or sorting [2, 10] .
In tournament selection, larger values of tournament size lead to higher expected loss of diversity [10, 11] . The larger tournament size means that a smaller portion of the population actually contributes to genetic diversity, making the search increasingly greedy in nature. There might be two factors that lead to the loss of diversity in regular tournament selection; some individuals might not get sampled to participate in a tournament at all while other individuals might not be selected for the intermediate population because they lost a tournament
Ranking and Scaling Selection
The scaling method maps raw objective function values to positive real values, and the survival probability for each chromosome is determined according to these values. Fitness scaling has a twofold intention: to maintain a reasonable differential between relative fitness ratings of chromosomes; and to prevent too-rapid takeover by some dominant chromosomes to meet the requirement to limit competition early but to stimulate it later. 
COMPUTATIONAL EXPERIMENTS AND RESULTS
CONCLUSION
In this paper three types of selection strategy in the GA procedure to solve network topology design problem are described. Their relative performances in terms of solution quality and computation time are compared. From the results of experiment on three randomly generated networks. On the average, tournament selection returns the best solution both in quality and computation time while the solution returned by Ranking & Scaling is the worst both in quality and computation time for 10-node network. For 21-node and 36-node networks, Ranking & Scaling performed as well as tournament selection in solution quality but outperformed tournament in computation time. Roulette wheel has the worst solution quality but the best computation time
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