Direction-of-arrival (DOA) estimation in the presence of mutual coupling among the antennas is an important problem in direction finding systems. To address the mutual coupling issue, a polynomial manifold interpolation approach is proposed in this paper. In this approach, a set of sample manifold vectors corresponding to pre-determined DOA grids are acquired and stored in advance in the direction finding receiver. The manifold vector corresponding to the DOA of interest can be obtained via polynomial interpolation over the sample manifold vectors. Then, MUtiple SIgnal Classification (MUSIC) algorithm can be used over the interpolated manifold vector to obtain the desired DOA estimation. Compared to the linear manifold interpolation, the density of the pre-determined DOA grids can be greatly reduced for polynomial manifold interpolation, and thus the burden for acquisition and storage of the sample manifold vectors can be also reduced substantially. Simulation results are also presented in this paper to demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
Direction finding using antenna arrays is an important problem in many applications, and has been extensively studied in the past decades [1] . Many algorithms, such as MUtiple SIgnal Classification (MUSIC) [2] , have been proposed to estimate the direction-of-arrival (DOA) of the signal received by the antenna array. In practical systems, the received signal is usually affected by the mutual coupling among the array elements. The performance of DOA estimation will be substantially degraded if the mutual coupling cannot be well addressed [3] .
A number of approaches are proposed to deal with mutual coupling among the antennas [4] - [10] . For auto-calibration algorithms, mutual coupling matrix is used to model the mutual coupling effect among the array elements, and the The associate editor coordinating the review of this manuscript and approving it for publication was Yue Zhang . mutual coupling effect can be eliminated by estimating DOAs and unknown mutual coupling matrix jointly. Iterative algorithms are used in [4] , [5] for the joint estimation of DOAs and mutual coupling matrix in uniform linear arrays (ULAs) and uniform circular arrays (UCAs). In [6] , a recursive rank-reduction approach is proposed to overcome the ambiguous estimation, which arises in traditional rankreduction approaches [7] , [8] . Direction-dependent mutual coupling is taken into account in [9] because the effect of mutual coupling may vary for different directions. To obtain a non-iterative algorithm, general singular value decomposition is used in [10] , which can derive an analytical DOA estimation even in the presence of mutual coupling. Although auto-calibration algorithms have no need of auxiliary signal sources, they require specific array structures, such as ULAs or UCA, for mutual coupling matrix estimation, which restricts their application in arbitrary array structure. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Another approaches that can address the mutual coupling issue are to adopt auxiliary antennas or auxiliary signal sources from pre-determined DOA grids [11] - [19] . Auxiliary antennas are used in [16] for ULA to prove the resiliency of the MUSIC algorithm against the mutual coupling effect. It is shown in [16] that mutual coupling does not affect much on non-blind DOA angles, and thus MUSIC algorithm can be adopted to estimate non-blind DOA angles. Auxiliary signal source is employed first for amplitude and phase calibration of the array [12] , and then it is used in manifold interpolation [13] , [14] . Different from the auto-calibration algorithms [4] , [5] where the mutual coupling effect is canceled by estimating the mutual coupling matrix, manifold interpolation provides an alternative way to address the mutual coupling issue [13] . In this approach, a set of sample manifold vectors corresponding to pre-determined DOA grids are first obtained with the aid of auxiliary signal sources, then the manifold vectors corresponding to off-gird DOAs can be obtained through interpolation. Since the mutual coupling effect has affected the sample manifold vectors, it will be included in the interpolated manifold vectors as well. Therefore, the desired DOA can be estimated by exhaustive searching over the interpolated manifold vector. Linear manifold interpolation is used in [13] , which can lead to an analytical DOA estimation so that the complexity caused by exhaustive searching can be avoided. Linear manifold interpolation is also adopted in [17] - [19] where the dictionary entries for off-grid DOAs are obtained using linear interpolation. In [15] , the first-order Taylor expansion is employed to approximate the manifold vectors at non-discretized grids, which is similar to the idea of linear manifold interpolation. The value of linear manifold interpolation lies in that it provides an efficient way to express the manifold vectors corresponding to off-grid DOAs as in [17] - [19] , which can be further exploited to derive an analytical DOA estimation as in [13] . However, to achieve satisfactory performance, dense DOA grids with a larger number of sample manifold vectors have to be employed in linear manifold interpolation, which is a huge burden for acquisition and storage of the sample manifold vectors.
To reduce the burden for acquisition and storage of the sample manifold vectors, we propose a polynomial manifold interpolation approach in this paper. In this approach, the manifold vector corresponding to the DOA of interest can be obtained via polynomial interpolation over the sample manifold vectors. Since polynomial interpolation has better accuracy than linear interpolation, the number of sample manifold vectors can be therefore reduced substantially. For polynomial interpolation, exhaustive searching has to be adopted to obtain the DOA estimation. To avoid the computational burden caused by exhaustive searching over the entire DOA spectrum, the sample manifold vectors are used to first obtain a coarse DOA estimation, then the interpolated manifold vector is used to obtain refined DOA estimation by exhaustive searching in a smaller DOA interval. Furthermore, a low-complexity solution is also provided in this paper such that the exhaustive searching can be completely avoided.
Compared to linear manifold interpolation, the value of the proposed approach lies in that it can greatly reduce the number of sample manifold vectors, saving the implementation complexity of the acquisition and the cost of the storage for those sample manifold vectors.
The rest of this paper is organized as follows. System model is presented in Section II. In Section III, we first review the linear interpolation briefly, and then introduce the proposed approach. Simulation results are shown in Section IV and the conclusions are given in Section V.
II. SYSTEM MODEL
In this paper, we consider K narrowband signals impinging from far field on an M -element antenna array. Denote s k [n] to be the n-th sample of the k-th signal, arriving at the array with DOA θ k for k = 1, 2, · · · , K . The impinging signals are mutually independent and have unit powers, that is, E(|s k [n]| 2 ) = 1. Then, the M × 1 array output vector,
where b(θ k ) denotes the ideal manifold vector (or steering vector) for the k-th signal with the m-th entry given by
where λ is the wavelength and (x m , y m ) denotes the coordinate of the m-th antenna. It is shown in (2) that the ideal manifold vector is only determined by the array geometry. In (1), C(θ k ) denotes the direction-dependent mutual coupling matrix [9] . The amplitude of an off-diagonal entry of C(θ k ) is inversely proportional to the squared distance between the corresponding antennas [3] . Therefore, the (m, n)-th entry of C(θ k ) can be given by
where d mn denotes the distance between the m-th and the n-th antennas, and α is a constant for regulation. In (1), a(θ k ) = C(θ k )b(θ k ) denotes the practical manifold vector in the presence of mutual coupling, which is not only determined by the array geometry but also the unknown mutual coupling matrix. z[n] = (z 1 [n], z 2 [n], · · · , z M [n]) T is the spatially and temporarily white Gaussian noise vector with E{|z m [n]| 2 } = N 0 . The signal-to-noise ratio (SNR) is given by SNR = 1/N 0 .
The spatial covariance matrix of the received vector and its eigen-value decomposition can be represented by
where U s includes K eigen-vectors corresponding to the signal subspace, and U n includes M − K eigen-vectors corresponding to the noise subspace which is used in MUSIC algorithm [2] . In practice, an estimation of the spatial covariance matrix can be obtained by replacing the statistical average in (4) with a sample average in the time domain,
where N denotes the number of sample instances.
III. MANIFOLD INTERPOLATION
In this section, linear manifold interpolation is first reviewed briefly, and then the proposed approach in this paper will be presented.
A. LINEAR MANIFOLD INTERPOLATION
For linear manifold interpolation, auxiliary signal source is first used to obtain a set of sample manifold vectors corresponding to pre-determined DOA grids 0 = θ (1) < θ (2) < · · · < θ (Q) = 2π . Denote s[n] to be the signal transmitted from the auxiliary signal source at DOA θ (q) with unit power, that is, E(|s[n]| 2 ) = 1. Then, the received signal vector in (1) will be reduced to
By using (6), an estimation of the sample manifold vector a(θ (q) ) can be obtained as a(θ (q) ) = E(s * [n]x[n]).
In practice, the statistical average in (7) can be replaced by sample average in the time domain as in (5), as long as the number of samples is large enough.
Once the sample manifold vectors are available, linear manifold interpolation can be used for DOA estimation in the presence of mutual coupling [13] . In this approach, an initial coarse DOA estimation is first obtained by exhaustive searching over the reciprocal DOA spectrum at pre-determined DOA grids,
If we suppose the initial coarse estimation θ is between θ (q) and θ (q+1) , an refined DOA estimation can be obtained as a linear combination of neighboring DOA grids, that is
where c 0 and c 1 are the combination coefficients. Note that only two neighboring DOAs are used in (9) because only the azimuth angle is considered. Three neighboring DOA grids should be employed if azimuth and elevation angles are both considered [13] . It is shown in [13] that the combinations coefficients can be obtained by solving [U H n a(θ (q) ), U H n a(θ (q+1) )]
subject to c 0 + c 1 = 1.
As in (9) , linear manifold interpolation can give an analytical solution to refine DOA estimation, and the exhaustive searching can be therefore avoided. However, to achieve satisfactory performance, the linear combination in (9) requires dens DOA grids which correspond to a large number of sample manifold vectors. It may incur a huge burden for acquisition and storage of the sample manifold vectors.
B. PROPOSED APPROACH
To reduce the number of sample manifold vectors, a polynomial interpolation is used in the proposed approach. In particular, the proposed approach can be conducted in the following three steps:
• Step I: suppose a set of Q sample manifold vectors have been stored in the direction finding receiver, then we can determine an initial coarse estimation θ using (8).
•
Step II: if we suppose the initial coarse estimation θ is between θ (q) and θ (q+1) , then P sample mainfold vectors around θ (q) are adopted to generate the manifold vector corresponding to the DOA of interest. In particular, if denote θ to be the DOA of interest, a P-th order polynomial interpolation can be expressed as
where the combination coefficients can be obtained using Lagrange interpolation formula, that is
• Step III: once the manifold vector a(θ ) is available, the refined DOA estimation can be obtained by exhaustive searching over the interval [θ (q) , θ (q+1) ],
Compared to traditional MUSIC algorithm, the computational burden in (13) is substantially reduced because the exhaustive searching is conducted in a much smaller interval. However, the exhaustive searching is still unavoidable, which still causes a heavy computational burden. To avoid exhaustive searching, a lowcomplexity solution can be adopted to solve (13) . For this solution, divide the interval [θ (q) , θ (q+1) ] into R subintervals, that is, θ (q) = θ (q,1) < θ (q,2) < · · · < θ (q,R) = θ (q+1) . A coarse estimation θ (q) with respect to the interval [θ (q) , θ (q+1) ] is first obtained as 1
where the manifold vector a(θ (q,r) ) can be generated by using (11) . Then, if we suppose the coarse estimation θ (r) is between [θ (q,r) , θ (q,r+1) ], the refined DOA estimation can be obtained via (9) and (10) by replacing θ (q) , θ (q+1) with θ (q,r) , θ (q,r+1) . In this way, only R reciprocal DOA spectrum calculations are required as in (14) , and thus the exhaustive searching in (13) is avoided.
Although the low-complexity solution in
Step III also adopts the idea of linear interpolation, it is in essence different from the linear manifold interpolation in Section III.A. In Section III.A, the manifold vectors required for interpolation are the sample manifold vectors, and they have to be obtained with the aid of auxiliary signal sources, while in
Step III, the required manifold vectors are obtained using polynomial manifold interpolation in (11) . Therefore, adopting linear interpolation in Step III has no impact on the acquisition and the storage of the sample manifold vectors.
C. DISCUSSION
For MUSIC algorithm, the key is to solve
The solutions to (15) will be different, depending on the manner for generating a(θ). When P = 2, only two sample manifold vectors are employed to generate a(θ ), and the polynomial interpolation is then reduced to a linear interpolation. In this case, the interpolated manifold vector in (11) is reduced to a(θ) = c 0 a(θ (q) ) + c 1 a(θ (q+1) ),
where c 0 , c 1 are given by
By substituting (16) into (15) , it is simple to verify that c 0 , c 1 in (17) are the solutions to (10) subject to c 0 + c 1 = 1. This is not surprising because the polynomial interpolation reduces to the linear interpolation when P = 2. Similar to [13] , an analytical DOA estimation can be obtained in this case as
by substituting (17) into (10). 1 The coarse estimation θ (q) is with respect to the interval [θ (q) , θ (q+1) ], while the initial coarse estimation θ in Step I is with respect to [0, 2π]. When P > 2, more sample manifold vectors should be employed to generate a(θ ). In this case, substituting (11) into (15) leads to
Equation (19) has a nonlinear form for the unknown variable θ . It is therefore difficult to derive an analytical DOA estimation from (19) . As a result, exhaustive searching in (13) or the low-complexity solution has to be employed to solve (19) .
IV. SIMULATION RESULTS
Computer simulation is used in this section to demonstrate the performance of the proposed approach. In the simulation, a ''V-shaped'' antenna array with M = 7 elements are considered. The distance between neighboring antenna elements is λ/2 where the angle between the two branches is 54 • , as shown in Fig. 1 . It is shown that the ''V-shaped'' antenna array has isotropic behavior and can outperform its UCA counterparts [20] , [21] . K = 2 narrowband signals are received by the antenna array with DOAs randomly generated among [0 • , 360 • ]. Q pre-determined DOAs are uniformly distributed over [0 • , 360 • ], and thus the DOA interval is 360 • /Q. R = 15 sub-intervals are considered in the simulation for each DOA interval. The diagonal entries of C(θ) is set to be 1, and the regulation constant α is randomly generated. N = 500 sample instances are used in the simulation for spatial covariance matrix estimation and acquisition of the sample manifold vectors. Fig. 2 presents the accuracy of the manifold interpolation with different intervals between pre-determined neighboring DOAs. The accuracy is evaluated using the mean-squareerror (MSE) between the interpolated and the true manifold vectors. When P = 2, only two pre-determined manifold vectors are employed for linear interpolation, and the interpolation error increases significantly as the rising of the DOA interval. The interpolation performance can be greatly improved by using polynomial interpolation with higher orders, e.g P = 4 and P = 10. It means the number of predetermined DOAs can be significantly reduced, and therefore the burden for acquisition and storage of the manifold vectors can be reduced as well. Fig. 3 presents the DOA estimation performance for the proposed approach. The interval between pre-determined neighboring DOAs is 10 • . Fig. 3 also includes the case where the manifold vector corresponding to the DOA of interest is ideally known for comparison. When SNR is large, the DOA estimation performance can be greatly improved by using higher order interpolations. This is not surprising because the interpolated manifold vectors will be more accurate if higher order interpolations are used, and thus the DOA estimation performance can be improved. When SNR is small, the noise is dominant and thus increasing the interpolation order can hardly improve the DOA estimation performance. Fig. 4 shows the DOA estimation performance for the proposed approach with different interpolation orders and DOA intervals. It shows that the DOA estimation performance with DOA interval 10 • can achieve nearly the same performance with the case for DOA interval 1 • , by employing higher order interpolations. Compared to the case for DOA interval 6 • , higher order interpolation can even result in performance improvement. As a result, burden for acquisition and storage of the manifold vectors can be substantially reduced. For example, Q = 360 pre-determined manifold vectors should be acquired and stored for DOA interval 1 • , while only Q = 36 pre-determined manifold vectors are required for DOA interval 10 • . Therefore, the burden for acquisition and storage of the pre-determined manifold vectors can be reduced by ten times. Sparse Bayesian learning (SBL) proposed in [15] is also considered in Fig. 4 for comparison. It shows that SBL can outperform the linear interpolation because apriori information are exploited in SBL. However, compared to the polynomial interpolation, a performance gap is still in presence because only linear interpolation are used for off-grid DOAs.
V. CONCLUSION
In this paper, a polynomial manifold interpolation has been proposed to address the mutual coupling among the antennas for arbitrary array structure. In this approach, a set of sample manifold vectors corresponding to pre-determined DOA girds are acquired and stored, and then the manifold vector corresponding to the DOA of interest can be obtained via polynomial interpolation over the sample manifold vectors. Simulation results have also been presented in this paper, demonstrating that the proposed approach can greatly reduce the burden for acquisition and storage of the sample manifold vectors.
