This paper looks at the patterns of causation between income, export, import, and investment growth for 39 developing countries. Our approach di®ers from previous e®orts in a number of ways. First, we examine each country individually in order to allow for complete heterogeneity. Second, we apply novel model selection techniques which are based on in-sample goodness-of-¯t criteria and ex-ante predictive ability criteria to identify the best model for each country. Our approach allows us to shed new light on at least two issues. First, we look at the incidence of causation and reverse causation between various economic variables which are commonly believed to lead economic growth and¯nd that there is less reverse causation from income to these variables than suggested by the literature. Second, we suggest that there is a missing variable in previous work, namely an index of global business cycle conditions. We¯nd, as expected, that countries with high trade exposure, growth rates, and investment rates tend to gain in predictive ability from the addition of such a variable.
Introduction
In the post world war II decades, much attention has been directed to the problem of development.
Why, it has been asked, did some countries develop and others, which looked quite similar, did not? In particular, what causes growth and what retards it? There are many schools of thought on this issue, and the ideology and analysis associated with these schools permeates the body of work known as development economics. In much of the literature, exports are seen as causing growth.
One school of thought sees the stumbling block in attaining self sustaining growth as a lack of demand for one's products. In this area an in°uential set of ideas has come to be called the \big push" or \balanced growth" doctrine. Rosenstein-Rodan (1943) , along with Nurkse (1953) , Scitovsky (1954) , and Fleming (1955) , support an argument based on the presence of a \vicious circle", wherē rms do not industrialize because there is no market for their goods, and there is no market for their goods because income is low, and income is low because¯rms did not industrialize. This kind of low level equilibrium, it was argued, could be broken by the simultaneous industrialization of a large part of the economy, and any failure to industrialize was essentially viewed as a coordination problem. Of course, exports, by breaking this circle of causation, could provide an important avenue for growth. The other \unbalanced growth" camp, led by Albert O. Hirschman (1958) , while agreeing on the existence of a vicious circle, argued that industrialization of certain \leading" sectors would pull along the rest of the economy. Exports, especially in such leading sectors, could jump start the industrialization process.
Exports may be seen as causing growth for other reasons as well. One might believe that the stumbling block to growth is the lack of the technology needed to be competitive in the market, and if appropriate machinery needs to be imported, then exports of goods to pay for said imports will be required for growth. Thus, exports or foreign aid can¯ll in the \foreign exchange gap" that was perceived as an obstruction to growth (see e.g. McKinnon (1964) ).
Exporting¯rms, especially multinationals, have also been seen as providing externalities by serving as conduits for the dissemination of world class technology to less dynamic domestically oriented¯rms. Coe and Helpman (1995) , for example, argue that there are international R&D spillovers as foreign R&D has bene¯cial e®ects on domestic productivity, and that these are stronger the greater is trade. However, Keller (1998) demonstrates that there are problems with their interpretation of the data (they suggest that there is evidence that patterns of trade are important in driving R&D spillovers), since counter factual random trade patterns are more closely linked to actual observation than are actual trade patterns.
Alternatively, it is argued that¯rms which export, learn from exporting. However, recent micro-level studies of the externality view seem to contradict this story. For example, based on examinations of plant level panel data, Clerides, Lach and Tybout (1998) , Aw, Chen, and Roberts (1997) , and Bernard and Jensen (1997) ¯nd that learning-by-exporting does not appear to have a strong impact on growth. Rather than learning-by-exporting, self-selection of high productivitȳ rms into exporting sectors seems to be the main reason for the growth of exports. Thus, it is not export oriented¯rms which become productive; rather, it is productive¯rms which export! Yet another strand of the literature uses endogenous growth models to link trade policy to growth. Ben-David and Loewy (1997) , for example, ask whether free trade can have a permanent e®ect on output levels and growth rates. They emphasize the e®ects of knowledge spillovers which are due to increased trade, and¯nd that these externalities can have an e®ect on income convergence and growth rates during transition, as well as in the long-run. Many new trade theories relate an increase in market size or in the availability of productive technology associated with imports to the returns to innovation, and hence to higher steady state growth rates. Thus, externalities associated with liberal trade policies are seen as leading to higher levels of GDP or higher growth (e.g. see Grossman and Helpman (1992) for a comprehensive discussion of a class of such models). In this context, one can argue that it is interference in the economy that prevents growth, and thus, one might look for evidence that a neutral stand on trade and the domestic economy (one de¯nition of greater openness) causes growth.
However, conceptually well based indices of trade barriers are hard to construct. The only such index is the distance function based measure outlined in Anderson and Neary (1996) 1 . Moreover, because trade policy is multi-faceted, no unique measure exists. Indeed, various di®erent measures that have been suggested in the literature are loosely used to cover a host of di®erent concepts 1 However, the index is based on a rather restricitive assumption: that of implicit separability of the di®erence in the revenue and expenditure functions of a country. It is not unreasonable to make this assumption separately for each of the two functions, but separability of the di®erence is hard to justify without additionally assuming that imported goods are not produced at home and exported goods are not consumed at home, as in this case, implicit separability of the two functions individually ensures implicit separability of their di®erence. It is also worth noting that their approach could be implemented without the assumption of implicit separability by using a computable general equilibrium model (see e.g. O'Rourke (1997) , who also argues that their approach is misleading in practice).
and theories, resulting in considerable confusion of terminology. This point is argued forcefully by Krishna (1992) , where the advantages and limitations of existing indices are discussed. Indeed, it turns out that di®erent measures of \openness" are generally uncorrelated with each other, as shown by Pritchett (1996) . Perhaps the most common measure for openness is the ratio of trade to national income. This ratio can be interpreted as an index of vulnerability to terms of trade shocks.
It can also be interpreted as the elasticity of indirect utility with respect to the terms of trade 2 .
However, trade share does not give a measure of the strength of trade barriers, as small countries tend to have larger trade shares than large ones, ceteris paribus. For all of these reasons, we do not use measures of openness or trade policy. Instead, we focus directly on exports and imports when evaluating di®erent theories of growth.
Finally, it should be noted that investment has also been linked with growth and with exports.
For example, one hypothesis holds that an increase in exports will be correlated with growth because higher investment demand causes a rise in exports (see e.g. Rodrik (1995) ). Similarly, Young (1994) argues that in contrast to export led growth, the success of the NICs can also be explained by policies that promoted investment in productive resources and human capital. According to this 2 Let there be n goods, of which the¯rst m are exported and the remainder are imported, and assume that trade is balanced. Let V (P 1 ; P 2 ; :::; P m ; ::; P n ; R(P 1 ; ::P n ; E) ) be the indirect utility function for the aggregate consumer who has homothetic preferences, where R(P 1 ; ::P n ; E) represents the revenue function, and E is the factor endowment vector. Consider a terms of trade shock, µ; which a®ects the price of all imported goods. Then, the vulnerability index or index of exposure, denoted by e; is the elasticity of indirect utility with respect to µ; evaluated at µ = 1:
Thus, e = @V (P 1 ; :::; P m ; µP m+1 ; ::; µP n ; R(P 1 ; ::µP
where the last equality follows from homotheticity, which in turn ensures that the indirect utility function is linear in income so that
view, investment would be causally prior to output growth.
Of course, one might say that all of the above arguments are headed in the wrong direction, and that in fact, everything causes everything else! Understanding the patterns of causation between growth in output, exports, imports, and investment is thus very important for development policy.
For example, if exports cause output changes, and causality does not run the other way, then export promoting policies look good. However, if causality runs both ways, or if exports do not enter into some sort of \preferred" model, then export promoting policies look less inviting. 3 One obvious way to address this issue empirically is to look for evidence on patterns of causality. Unfortunately, the evidence which has been uncovered to date has been mixed.
Most of the previous time series research in this area is based on the application of Granger causality analysis to annual data on exports and GDP. Jung and Marshall (1987) ¯nd that only four of the thirty-seven countries in their data set show evidence of a causal linkage from export growth to output growth. Hsiao's (1987) causality tests indicate no causal relationship between exports and output in either direction for Korea, Singapore, and Taiwan. 4 Bahmani-Oskooee et al. (1991) address the issue of optimally selecting the lag structures for empirical models used to explore causality, and¯nd that for¯ve countries 5 out of twenty in their sample, export growth is causally prior to output growth. Taking a di®erent tack, Chow (1987) asks whether export growth promotes industrialization as proxied by growth in the manufacturing industries in eight NICs. 6 He¯nds bi-directional causality for six of these countries, causality from export growth to manufacturing growth for Mexico, and no causal relationship in either direction for Argentina.
In a novel paper which estimates panel data models with¯xed e®ects, Harrison (1996) ¯nds evidence of bi-directional Granger causality between openness and growth, and concludes that the issue of causality remains unresolved. One of the reasons for her¯ndings may be that her panel approach restricts the dimensions in which countries can di®er from each other, as outlined below.
3 Another example of reverse causality is discussed in Carroll and Weil (1994) , where it is suggested that there may be reverse causation between output and savings, and hence investment (as investment tend to track savingssee e.g. Feldstein and Horioka( 1980) ).
4 However, using the Sims (1972 ) version of Granger (1969 causality tests, he¯nds bi-directional causality, except for Hong Kong which exhibits causality only from output to exports.
5 The Dominican Republic, Indonesia, Korea, Taiwan, and Thailand. 6 The countries used in his study are Argentina, Brazil, Hong Kong, Israel, Korea, Mexico, Singapore, and Taiwan.
Sample sizes range from 20 to 24 years.
In her defense, it is worth noting that econometric techniques for non-stationary panels have only recently become available. Based on cross-sections and panels of data for LDCs, Harrison also¯nds that there is generally a positive association between growth and openness, even after controlling for other variables, although the strength of association is highly dependent on the particular measure of openness used. However, her results are sensitive to whether sample averages,¯ve year averages or annual data are used. 7 Thus, convincing dynamic empirical evidence on the link between trade and development remains elusive, although economic policy-makers in general regard openness to trade as an integral part of successful development strategies.
In this paper, a model selection approach is employed to examine the marginal predictive content of trade variables and investment for GDP, and vice versa. The paper has two main components.
In the¯rst component we focus on which models are chosen by the data and on whether there is bidirectional causality or not 8 . In particular, we begin our analysis by noting that di®erent countries do indeed seem to warrant di®erent models (i.e. the \best" model for one country can di®er from the \best" model for another country). We then adopt the approach of¯rst choosing the best model for each country via a model selection approach based on predictive ability, and subsequently looking for evidence of bi-directional causality. Our¯ndings suggest that bi-directional causality is much less prevalent than suggested by earlier work.
In the second component of this paper, we argue that previous work may also have omitted an important variable, namely the economic state of a countries' trading partners. This is represented by the e®ective external economic conditions (EEEC) index which is the growth rate of the weighted average of the GDP s of trading partners at constant prices, where e®ective export shares are used 7 Frankel, Romer, and Cyrus (1996) tackle the problem of endogeneity in cross sections. In particular, they correct for the endogeneity of trade using an instrumental variables approach, and¯nd that openness has a strong e®ect on growth.
8 An assumption, which is perhaps not unreasonable, is that one of the leading reasons why the evidence to date has yielded such mixed results is that the empirical models examined are misspeci¯ed in some way. For example,
given the likelihood that data examined in this area are generated by models which include nonstationary variables, an important candidate for model misspeci¯cation is the inadequacy of previous models to adequately account for cointegration. In order to address this issue, we ask the question: Are GDP, investment, imports, exports linked in the long-run by the presence of common stochastic trends? If so, then how does this impact on the marginal predictive content of the various variables for one another. We are careful to account for cointegration in all of our analyses, although it turns out that are¯ndings are robust to the inclusion of cointegration as long as growth rates of all variables are used.
as weights. We argue that if this index is important, then including it in our models should result in greater predictive ability, particularly for more open countries. We show that this does indeed seem to be the case.
The model selection approach which we use contrasts with the techniques used in previous papers, in the sense that it does not rely on classical hypothesis testing as standard Granger causality tests do. Rather, we attempt to directly examine the predictive ability of the variables for one another. Given that Granger causality tests can be viewed as tests of predictive ability, this approach of directly assessing marginal predictive content o®ers an alternative to previous approaches 9 . A¯nal feature of our model selection approach is that we adopt a two-pronged strategy for disentangling the relationships among our variables. First, we use standard model selection tools based on the comparison of complexity based penalized likelihood criteria among competing empirical models. This method is based on in-sample estimation. Our second strategy is somewhat more novel, and perhaps more in line with Granger's original notion of causation. The strategy involves the simulation of a real-time policy setting environment. In particular, we mimic the information available to policy-makers in the day-to-day process of policy setting. This is done by creating sequences of real-time economic forecasts of our variables using increasing windows of observations and a variety of alternative empirical models. By selecting the \best" models based on this approach we are able to truly assess the predictive content of our variables, thereby gaining valuable new insight into the causal linkages among them. An important aspect of this two-pronged strategy for implementing our analysis is that we are able to show that our¯ndings are by and large quite robust.
Another feature of our approach is that instead of attempting to use various di®erent measures of trade policy, we focus on two of the basic targets of development strategy, namely exports and imports. We take this approach because previous causality tests based on the use of trade shares as a measure of openness su®er from the implicit assumption that the coe±cients on exports and imports are constrained to be the same. Instead, we ask how important each individual variable 9 Granger (1980) and Ashley, Granger, and Schmalensee (1980) argue, for example, that in-sample t-and F-tests of the Granger noncausality null hypothesis miss the point that Granger was trying make when he presented his notion of causality in Granger (1969) , as he originally had in mind that causal analysis should be carried out by comparing the out-fo-sample predictive ability of models with and without the causal variable(s) of interest. This point is discussed in Chao, Corradi, and Swanson (1999) , for example.
is for predicting the behavior of GDP over time. In addition, we directly include investment in our empirical models, enabling us to select among a wider class of theories, including those that suggest investment leads growth, and those that are based on exports and imports.
Thus, our contribution to the literature is twofold. First, by adopting a model-selection approach, we believe that we contribute not only to the discussion of causality and growth in developing countries but also to the methodology of examining this and similar issues. Second, we include not only imports and exports, but also investment in our analysis, and propose an index which measures e®ective external economic conditions, and which turns out to be important for a number of countries.
The rest of the paper is organized as follows. Section 2 discusses our data set, while Section 3 outlines the econometric methodology used. Our empirical¯ndings are gathered in Section 4.
First we discuss our¯ndings on model selection and bi-directional causality. Following that we examine the importance of global market conditions indices in empirical models of growth. Section 5 contains concluding remarks.
Data
Annual data for 39 developing countries 10 reported in the International Monetary Fund publication entitled International Financial Statistics (IFS) are used. The period covered is 1951-1998 (for numerous countries) to 1970-1997 for Malaysia (see Table 1 for a complete listing of sample sizes).
The series which we examine include the real growth rate of GDP; y t , de°ated using the GDP de°ator, the rate of growth in gross¯xed capital formation (our investment series), i t , the growth rate of imports, m t , and the growth rate of exports, x t : In addition, we compute an e®ective external economic conditions (EEEC) index for each country, as the weighted average growth rate of the GDP of the countries' primary trading partners, where e®ective export shares are used as weights, and all¯gures used in the calculation are in real GDP de°ated units. This can be motivated as follows.
10 The countries are Bolivia, Chile, Colombia, Costa Rica, Cyprus, Dominican Republic, Ecuador, El Salvador, Ghana, Greece, Guatemala, Haiti, Honduras, India, Iran, Israel, Jamaica, Kenya, Korea, Malaysia, Mauritius, Mexico, Morocco, Myanmar, Pakistan, Panama, Paraguay, Peru, Phillipines, Portugal, Saudia Arabia, Singapore, South Africa, Sri Lanka, Syria, Thailand, Trinidad and Tobago, Venezuela, and Uruguay.
Think of an Armington model, where each country makes one good and imports other country's goods. Treat the prices of other countries goods and their incomes as exogenous. The utility level at home, u i; and price of its good, p i ; as endogenous. Assume there are no tari®s. Using the dual approach, the system is given by the following where E is the rest of the worlds demand for good i or the exports of country i. As usual, e(P; u) and r(p; V ) denote the revenue and expenditure functions of the economy.
where the¯rst equation gives u i and the second gives p i in equilibrium. Totally di®erentiating this and allowing only M to change will give
where m is the marginal propensity to consume and Y is income. Hence
where s ji is the share of j in i 0 s exports which motivates our use of export shares as weights in constructing the EEEC index.
A country's primary trading partners are assumed to be a¯xed list of countries which is such that for any given year a minimum of 80% of a country's exports are to members of the list.
E®ective export shares are calculated for each country's list of trading partners on an annual basis as a straight percentage of the aggregate exports to all members of the list. 11 Our¯nal EEEC 11 For the majority of countries in our sample, export data are available for the entire sample period. However, index, say e t , is de¯ned to be the growth rate of the export share weighted GDP of a countries' primary trading partners.
All growth rates were constructed using the natural logs of the raw data in 1990 prices. In addition, all measures given in Table 8 are constructed from the above variables.
Econometric Methodology
One of the main drawbacks associated with the use of cross sections and panels within our context is that there are competing theories of growth. In particular, one theory might be appropriate for one country, while a di®erent theory could be appropriate for another country. Indeed, if the correctness of a theory is dependent on the country in question, then the simple use of pooled data from di®erent countries may pose serious problems, and coe±cient estimates associated with standard pooled regressions may be suspect. To illustrate, consider the case of panels of data.
One advantage of panel data models is that by¯xing some (or all) of the coe±cients in a model across countries, one is able to estimate a model with more observations, and hence more degrees of freedom, than if one were to estimate a separate time series model for each country. Of course, under complete heterogeneity (i.e. all parameters used in the speci¯cation of a growth model di®er for each country in the panel), one needs to allow all coe±cients in a panel data model to vary by country. If this is not done, then parameter estimates are not guaranteed to be consistent estimates of the parameters of interest in the model. However, allowing all coe±cients in a panel data model to vary essentially reduces the degrees of freedom and the precision of econometric estimates to the following countries are exceptions to this rule, as data were missing for exports during a number of years: Ecuador (1958 Ecuador ( -1959 , Haiti (1957 Haiti ( -1958 , Iran (1951 Iran ( -1963 Iran ( , 1969 Iran ( -1980 , Korea (1951 Korea ( -1954 , Malaysia (1951 Malaysia ( -1967 , Mauritius (1967 ), Paraguay (1951 -1956 ), Saudi Arabia (1951 -1963 , Singapore (1951 -1959 , 1961 , 1964 -1967 ), Thailand (1951 -1955 ), and Venezuela (1971 . For these years with missing observations, exports were extrapolated linearly using the two surrounding observations. When insu±cient observations were available for this extrapolation, exports of the¯rst (last) available year were¯xed and used to construct the e®ective export shares. Note in addition that for a small number of observations across countries and sample periods, some countries'¯xed list of trading partners constituted less than 80% of a countries' total exports. Finally, note that the EEEC index was also constructed using GDP and export data de°ated using CPI data and GDP and export data expressed in U.S. PPP adjusted dollars, with PPP weights obtained from the Penn World Table. As all calculations led to similar results when the EEEC index was included, though, we focus our subsequent discussion only on the EEEC index constructed based on using the GDP de°ator.
that associated with simple separate estimation of time series models. 12 Thus, as the evidence to date on growth models is so mixed, we make the assumption that models are heterogeneous, and estimate a separate time series model for each country.
We examined each country individually in order to carefully account for the stochastic trending properties of the data. Standard F-or Wald-tests for causality are prone to severe upward size distortions when vector error correction (VEC) models are estimated using only di®erenced data, without accounting for cointegrating restrictions (see e.g. Swanson, Ozyildirim and Pisu (1999) ).
This could, in theory, account for¯ndings of bi-directional causality. Thus, in order to assess the importance of heterogeneity across countries, and to examine the importance of the \non-stationary" characteristics of our data, we begin by specifying models of the form:
where ² t is a vector of innovations,
and B(L) is a matrix polynomial in the lag operator L. 13 The vector ¢q t is a vector of between two and¯ve variables, with vector elements chosen from the set fy t ; x t ; m t ; i t ; e t g (see above for variable descriptions). In addition, z i;t¡1 =® 0 q t¡1 , i=1,...,r, is a vector of I(0) error-correction terms de¯ned as in Engle and Granger (1987) . For each country, r is the estimated rank of the cointegrating space, and is estimated using standard maximum likelihood procedures. The lag order of our models, say l, is chosen on the basis of the Schwarz Information Criterion (SIC) discussed below. In all cases, the number of lags for each endogenous variable in the system is the same. It should perhaps be stressed that we are not imposing cointegration on our models, as an estimate of 12 In the above example, we are assuming for simplicity that the researcher is interested in constructing estimates of all coe±cients in the growth models. If this were not so, then some coe±cients could in certain cases be averaged, resulting in degrees of freedom gains. In addition, we are assuming that no gains accrue by modelling in some simpli¯ed fashion the joint covariance structure of the errors associated with the models for the entire panel of countries. However, it is worth noting that when testing for cointegration in panels, degrees of freedom gains may accrue by simply assuming that the rank of the cointegrating space is the same for each country, for example (see e.g. Holz-Eakon, Newey, and Rosen (1987) and Pedroni (1997 Pedroni ( ,1998 for further discussion of this and related issues). 13 In passing, it is worth mentioning that the linear and¯xed parameter vector autoregression methodology which we adopt is subject to a variety of reservations. For example, time varying parameter and other sorts of nonlinear models are receiving increasing attention in the literature (see e.g. Granger and Terasvirta (1993) , Kuan and Liu (1995) and the references contained therein).
zero for r is allowable. In addition, we later report unit root test statistics which con¯rm that all of our undi®erenced variables are consistently viewed as I(1) around a linear deterministic trend.
Our approach to assessing the relative usefulness of investment versus export driven growth theories is to implement two rather novel \causality tests". As we shall later see, the use of these \tests" not only enables us to unravel the problem of bi-directional Granger causality, but also signals an important form of misspeci¯cation in our models. The \tests" which we use in our analysis are based on a model selection approach to assessing the predictive (or causal) content of one group of variables for another. As such, they do not rely on classical testing theory, in the sense that the traditional approach of¯xing the test size (given that the limiting size is known) and rejecting the null hypothesis at that size regardless of sample size is not adopted. In particular, rather than focusing directly on testing zero coe±cient restrictions, as is done with standard F-and Wald-tests, our approach is to measure the relative predictive accuracy of alternative econometric models. We do this by specifying competing econometric models, one of which contains the variable(s) whose causal e®ect is of interest, the other of which does not. Then, noncausality can be directly tested by simply observing which model is selected as \best", according to some model selection criterion.
One desirable feature of this model selection approach is that the probability of selecting the truly best model approaches unity as the sample size increases, if the approach is properly designed. On the other hand, it can sometimes be di±cult to assess the Type I error associated with testing the implicit assumption that the two models being considered perform equally well based on observed di®erences in realized model selection criteria. This defect is of the same order of magnitude as using a traditional test whose size is known only asymptotically. The two model selection approaches which we consider can be summarized as follows:
I. Complexity Based Likelihood Criterion Approach
Granger, King, and White (1995) suggest that although standard hypothesis testing has a role to play in terms of testing individual economic theories, it is more di±cult to justify using standard hypothesis tests for choosing between two competing models. One reason for their concern is that one model must be selected as the null, and this model is often the more parsimonious model.
However, it is often di±cult to distinguish between the two models (because of multicollinearity, near-identi¯cation, etc.), so that the null hypothesis may be unfairly favored. For example, it is far from clear that pre-test signi¯cance levels of 5% and 1%, say, are optimal, as pointed out by Fomby and Guilkey (1978) in the context of serial correlation tests. The use of model selection criteria neatly avoids related sticky issues associated with how to test theories and how to arbitrarily choose signi¯cance levels.
In a recent paper, Sin and White (1995) consider the use of penalized likelihood criteria for selecting models of dependent processes. In the context of strictly nested, overlapping or nonnested, linear or nonlinear, and correctly speci¯ed or misspeci¯ed models they provide su±cient conditions on the penalty to ensure that the model selected attains the lower average KullbackLeibler Information Criterion, with probability (approaching) one. A leading example of criteria which fall within the class considered by Sin and White (1995) is the Schwarz Information Criterion (SIC). It de¯ned as:
where f is the total number of parameters in the model and § is variance/covariance matrix of the residuals. If only one equation is being examined, then j §j is replaced by the residual sum of squares. From a practical perspective, implementation is extremely easy as one need only estimate competing models with and without the variable(s) of interest using the entire data set, construct the SIC criterion based on these estimated models, and select as \best" the model which attains the lowest criterion value. If the best model contains the variable of interest, then that variable is said to be \causal" in the sense of marginal predictive ability. Swanson (1998) implements a version of the above procedure to assess the marginal predictive content of money for output, and nds that previous evidence of a lack of predictive ability may be due to the inability of F-and
Wald-tests to appropriately account for model misspeci¯cation.
II. An Ex-Ante Predictive Ability Criterion Approach
Although the SIC criterion is useful for examining statements of causality (see e.g. Swanson, Ozyildirim and Pisu (1999) for Monte Carlo and related evidence), note that it is calculated \in-sample" as are standard F-and Wald-tests. Thus, the criterion provides only indirect¯nite sample evidence concerning the predictive usefulness of our variables for economic growth. Our second model selection approach involves simulating a real-time economic environment, thus enabling us to directly assess the relative predictive ability of our di®erent variables. There are many papers which discuss predictive ability, model selection, and ex ante forecasting of this type. Some of these include Diebold and Mariano (1995) , Swanson and White (1997a) , and the references contained therein. For example, Diebold and Mariano (1995) conclude their paper by suggesting that versions of the ex-ante forecasting approach which we adopt here may be of interest as a model speci¯cation diagnostic, and to test both nested and nonnested hypotheses under non-standard conditions.
Our approach is to construct a sequence of real-time one-step ahead forecasts of a given variable of interest, say t t , using equation (1). In order to properly simulate real-time responses of output to our other endogenous variables (and of our other endogenous variables to output), we begin by estimating all coe±cients, the lag length, the cointegrating rank, and the cointegrating space of equation (1) based on a sample of length R, say, where R < T , and T is the entire sample size. A one-step ahead forecast of t t for period R + 1 is then constructed. At this point, we augment our sample with one new observation, re-estimate all coe±cients, the lag length, and the cointegrating rank, and form a second real-time one-step ahead forecast of t t for period R + 2.
This process is continued until the entire sample of T observations is exhausted, and we are left with a sequence of P one-step ahead forecasts, where T = R + P . A sequence of real-time forecast errors is then constructed by subtracting the real-time forecasts from actual realizations of the variable of interest. These forecast errors are used to construct the Mean Square Forecast Error -
where P is the number of real-time forecasts made, and f err t are the real-time forecast errors. 14 By forming competing models with and without a particular variable of interest we can assess causal directionality by simply picking the model with the lowest MSE value, say, and observing whether or not this model contains the variable of interest. In addition, we can apply the test proposed in Diebold and Mariano (1995) for assessing whether the MSEs from two di®erent models are the same, so that we can construct a probability value for the null hypothesis that nothing is gained by including the variable of interest (i.e. the absence of a causal linkage), as long as the fact that our competing models are nested is taken into account, as discussed in McCracken (1999) 15 .
14 In addition to the MSE, the forecast errors are used to construct Mean Absolute Forecast Error Deviation (MAD) and Mean Absolute Forecast Percentage Error (MAPE) criteria. Results based on these criteria are similar to those reported below for MSE, and are available upon request. See Swanson and White (1997b) for further discussion of these loss functions. Other loss functions besides MSE, MAD and MAPE are also available, but are not examined here. For a discussion of loss functions in economics, see Christo®ersen and Diebold (1997) , Weiss (1996) , and the references contained therein.
15 We apply to Diebold and Mariano test to the MSEs based on single \target" variable equations in vector autoregressions which take the form of (1) with r = 0.
Empirical Findings

Stochastic Trending Properties of the Variables
We begin our empirical investigation by examining the basic time series properties of the data. The main reason for this is that the integration and cointegration properties of the data are critical in the subsequent analysis. For example, if cointegration is not accounted for, our regression models are misspeci¯ed and standard causality tests become invalid in principle. In addition, classical inference based on regressions of variables which are I(1), and are not di®erenced, is not valid in most contexts. Some of the dangers involved with inference in this context are discussed above. 
where the lag order, p, is selected by examining the signi¯cance of estimates of d i , i=1,...,p (see e.g. Ng and Perron (1995)), u t is some variable of interest measured in logs, and the test statistic is the standard t-statistic associated with the least squares estimate of c. Rejections of the null hypothesis at a 5% signi¯cance level are noted in the table by the placement of a star next to the associated statistic value. As is immediately apparent, almost all of our country speci¯c series can be viewed as I(1) in logs, thereby justifying our use of growth rates, and also suggesting that it is important to assess whether the variables are cointegrated. If country speci¯c variables are cointegrated, then we must include so-called error-correction terms as additional variables in our econometric models in order to ensure correct speci¯cation. We did this by re-estimating the rank of the cointegrating space, and re-specifying the error correction terms for inclusion in each model, each time a model was re-estimated. However, as a benchmark, we also carried out all calculations under the assumption that there was no cointegration. It turns out that although cointegration is often important, our empirical¯ndings based on models with and without cointegration do not change, and hence in the sequel we report and discuss results based only on models in which the cointegrating rank, r, in equation (1) is assumed to be zero. Complete tabulated results are available from the authors upon request.
Model Selection and Bi-Directional Causality
In this subsection we summarize which models are chosen as\best" according to our two model selection approaches, and assess whether bi-directional causality arises. In the next subsection, we ask whether there is reason to believe that there is an omitted variable, namely the EEEC index.
With this in mind, we turn¯rst to a discussion of Tables 2-5, which contain a summary of our model selection analysis based on models estimated without the EEEC index variable 16 . Table 2 contain¯ndings based on our SIC or penalized likelihood criterion model selection approach 17 .
The In-Sample Penalized Likelihood Approach
As discussed above, this approach is based on constructing competing empirical models and \select-ing" the \best" model by examining SIC criterion values (the lower the SIC value, the \better" the model). In particular, Table 2 Portugal, where it includes three. This is not surprising, given the well known empirical observation that the SIC tends to pick very parsimonious models. At this stage, however, we have only discussed predictive (or causal) association from x t , m t , and i t to y t .
In order to tackle the issue of bi-directional causality, we must also consider reverse causation, 16 The lag structure of all estimated models is chosen by using the SIC. In almost all cases reported in this paper, the SIC picked one lag. We thus use only one lag in all models, corresponding to a loss of at most 4 degrees of freedom when estimating our¯nal empirical models, and thereby allowing us to obtain surprisingly precise estimates, even given the relatively small country speci¯c samples which we examine.
17 Results based on the Akaike Information Criterion (AIC) are similar.
which is done in Table 3 . Consider the penalized likelihood approach. The¯rst column of the table lists the countries and the second column lists the preferred model based on Table 2: For example, while i t appears to cause y t for Jamaica as the preferred model is y t , i t in Table 2 , we do not yet know whether the reverse also holds. In Table 3 , results from regressions which contain each of i t ; m t and x t as dependent variable are presented. In addition, models of these variables both with and without lags of y t are reported. In each of the three vertical panels (corresponding to each of the 3 dependent variables) of entries in the table, primed entries indicate that the preferred models do contain lagged GDP growth. As an illustration, note that for Jamaica, GDP growth does not cause investment, but does cause export and import growth (as the smaller models which do not contain GDP growth are preferred to the larger models in the¯rst panel but not in the second and third panels). Since the \best" model for GDP growth in Jamaica does not contain exports or imports and we now also know that investment is not caused by GDP, we have evidence of uni-directional causality from investment to GDP. Note that in general, only the variables in the preferred model for a country need to be looked at. If these panels indicate a lack of predictive ability from GDP to the variables (i.e. in both panels the smaller model is preferred) then we have evidence of uni-directional causality. Thus, the data in Table 3 allows us to directly assess whether bi-directional causality is a problem. By examining each country in this fashion, we may summarize our evidence of bi-directional causality. In particular, 32 out of 39 countries yield evidence of unidirectional causality, while 7 countries exhibit bi-directional causality, including: Bolivia, Chile, Israel, Panama, Sri Lanka, Thailand and the Philippines.
This rather surprising new evidence of uni-directional causality among our sample countries may be attributed to a number of factors 18 . The most obvious is the fact that the criterion used here picks smaller models and hence works against a¯nding of bi-directional causality. In addition, recall that our models separately account for exports and imports, and also include investment.
Previous studies which focussed on only exports (or openness measures) may have been misspeci¯ed in two ways: First, basing an analysis solely on exports or openness leads to model misspeci¯cation if investment is a relevant variable. As we have evidence of this for some countries, causality results, particularly those based on panels of data where all countries are merged together might become quite confused, leading to spurious results. Second, as mentioned above, separately treating 18 We view our evidence as surprising given that there is almost no evidence of uni-directional causality in the literature to date, as discussed above.
exports and imports avoids assumptions made in order to construct openness measures. Notice also that by focussing on model selection rather than in-sample based classical hypothesis testing, we avoid sticky issues related to speci¯cation of a null model and what signi¯cance levels to use, for example. Rather, we simply choose the \best" empirical model, and determine which variables it includes. However, it should be stressed that we do not explicitly address predictive ability using this¯rst approach. Instead, we essentially focus on the in-sample \¯t" of the competing models, as the SIC criterion is a complexity penalized likelihood criterion. This potential shortcoming of our approach based on the SIC is one of the driving forces behind our adoption of the alternative ex-ante predictive ability criterion approach discussed below.
Before turning to our discussion of ex-ante prediction, it is worth noting that the random walk with drift model (given as the¯rst column of entries in Table 2 ) obtains a lower SIC (and is hence preferred) for 12 of 39 countries, including: Cyprus, Ghana, Greece, Guatemala, Israel, Kenya, Malaysia, Pakistan, Portugal, Saudi Arabia, Singapore, and Thailand. This is rather surprising, and might be taken as evidence that causality does not run in either direction for these countries.
However, this would not be the correct conclusion to draw. As mentioned above, the SIC criterion is not only an in-sample measure, but also quite severely penalizes when additional variables are included, hence improving the relative performance of the simpler random walk with drift model.
In fact, when we examine our out-of-sample predictive ability results we shall see that the random walk with drift model has a lower MSE predictive ability value for only 8 of 39 countries, and of these, the random walk with drift model is only signi¯cantly better (based on the Diebold and Mariano test) the \best" remaining model in only 4 countries, including: Greece, Israel, Haiti, and
Iran (see Table 4 ). Additionally, it is not obvious whether a good policy model should be required to \beat" a random walk model, in any case. One reason for this is that empirical evidence based on ex-ante prediction suggests that VAR models in di®erences are not always outperformed by VEC models (see e.g. Ho®man and Rasche (1996) and Lin and Tsay (1996) ). Thus, if a hypothetical VAR in di®erences is based on a VAR(1) in levels, say, then one equation of the analogous VEC model could take the form:
say, where z t¡1 is an error-correction term which is constructed by forming a stationary linear combination of the original variables in the VAR model, p1 t is the target variable (say GDP growth), and º t is an error term. But in this context, if z t¡1 is not useful for prediction, then a random walk model will perform just as well (i.e. set ® 2 = 0) as a model with z t¡1 in it. This is so, even if the above equation represents the truth! Thus, even if z t¡1 contains a potential causal variable, say p2 t , one might be misled into believing that p2 t is not causal for ¢p1 t if one only notes that the random walk model performs just as well (from a predictive standpoint) as the model which contains z t¡1 .
The Out-of-Sample Prediction Ability Approach
As discussed in Section 4.2.1 and in the introduction, the use of a real-time experiment to pick growth models which are truly \best" from a predictive standpoint may shed further light on the issues of causality and model selection in the current context, particularly given that Grangers' original notion of causation was meant to focus on the predictive ability of competing models, and not on the construction of in-sample test statistics. For example, as our SIC criteria are in-sample, they are not strictly in adherence with Granger's original notion of causation. Put another way, we feel that an out-of-sample analysis o®ers the most direct route to assessing which variables to include in our models, and whether or not bi-directional causality is a problem, particularly if the objective is to specify models which most accurately paint a picture of what will transpire in the future, were certain policies to be adopted.
Our main¯ndings based on ex-ante predictive ability model selection using a 15 year ex-ante simulation period (the ex-ante period is the most recently available 15 year period for each country) are gathered in Tables 4 and 5 . These tables are organized in similar fashion to Tables 2 and 3, except that predictive MSE values rather than SIC values are reported, with lower MSE values corresponding to \better" models. In addition, when our preferred model outperforms the random walk model, the associated MSE entry is superscripted with ¤, based on a signi¯cance level of 5%.
Similarly, when the random walk with drift model outperforms the remaining preferred model for any given country, the random walk MSE value is superscripted with a ¤. As discussed above, it is noteworthy that the random walk model outpredicts our preferred model for only 4 of 39 countries.
Additionally, our preferred model outpredicts the random walk model for 23 of 39 countries 19 . As usual, preferred models are signi¯ed by the use of a boldface font.
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The preferred model for South Africa also outperforms the random walk model, but at a 10% level of signi¯cance.
Following the approach of the section 4.2.1, Table 4 can be summarized by noting that growth is best explained by models which include: exports and/or imports (20 countries), investment (13 countries), and a mixture of exports, imports, and investment (6 countries). In addition, 27 of 39 countries yield evidence of uni-directional causality, while 12 countries exhibit bi-directional causality, including: Bolivia, Chile, Costa Rica, Cyprus, El Salvador, Greece, Jamaica, Korea, Panama, Philippines, Thailand, and Uruguay. Note that¯ve countries (Bolivia, Chile, Panama, Philippines, and Thailand) have bi-directional causality according to both approaches. As expected, since this approach does not penalize the inclusion of additional variables as long as they improve ex ante predictability, the more parsimonious random walk option is preferred less often. Correspondingly, there is more bi-directional causality than under the penalized likelihood approach. However, it is interesting to note that despite not explicitly penalizing complexity, the \best" models picked remain the simpler ones: investment, imports or exports are individually chosen in all but 7 cases.
Global Business Cycle Conditions and Growth
In this section we suggest that there is possibly an omitted variable in our above analysis. We argue that countries, especially those which trade a great deal, and so have large trade to GDP shares, are particularly vulnerable to changes in global economic conditions. This macro economic linkage between countries needs to be accounted for. If important, and not accounted for, it could result in spurious¯ndings of causal linkages. For example, if macro economic conditions in the economies of trading partners of a particular country improve, the trading partners may increase their imports, hence leading to increased exports and thus increased GDP in the country of interest. This in turn will show up as a strong causal linkage from export growth to GDP growth, given that the health of the economies of the trading partners are not accounted for in our models. However, the conclusion of a direct causal linkage between export growth and GDP growth would be inappropriate. For this reason, we add the EEEC index, e t , to the list of variables considered. Continuing our earlier discussion of the EEEC index, it is worth noting that our use of trade weights is intuitively justi¯ed by noting, for example, that if Singapore trades mostly with Australia and Malaysia, then conditions in these countries would have a greater impact on Singapore's growth prospects than conditions in a country that it has little trade with 20 . Given the above arguments, we hypothesize 20 Recall also our earlier discussion motivatng the construction of this index.
that the inclusion of the EEEC index in our models should result in greater predictive ability,
particularly for more open countries.
Empirical evidence on the usefulness of our e t variable is presented in Tables 6 and 7. Note that Table 6 is analogous to Table 2 (where our in-sample complexity penalized likelihood criterion (the SIC) is used for model selection), and Table 7 is analogous to Table 4 (where our out-of-sample predictive ability criterion (the MSE) is used for model selection). Not surprisingly, based on the in-sample criterion, only 3 countries (Chile, Portugal, and Trinidad & Tobago) prefer models with e t over similar models without e t (compare Tables 2 and 6 ). As discussed above, this is not unexpected, as the additional variables result in a severe increase in the penalty function associated with the SIC. Interestingly, the other included variables in the preferred model are only a®ected by the inclusion of e t in the cases of Chile and Kenya. For example, note that in the case of Chile, the \best" model goes from being (y; i) in Table 2 to being (y; m; e) in Table 6 : This suggests that the inclusion of e t is not adversely a®ecting our model selection. It also begs the question: How do models which include e t fare when our truly ex ante measure of predictive ability is used to select among models? Table 7 contains results based on predictive ability type model selection. By comparing preferred models in this table with preferred models in Table 4 , we see that including e t does not raise the value of MSE in 13 cases and actually reduces it in 12 21 : Thus, in at least 12 countries, the chosen model includes e t ! These 12 countries include Bolivia, Chile, Colombia, Costa Rica, El Salvador, Ghana, Guatemala, Mexico, Portugal, South Africa, Syria, and Trinidad and Tobago. Note that in all of these cases, the other variables included in the preferred model are the same as those appearing in the preferred model in Table 4 . Thus, if the model chosen includes m t on the basis of Table 4 , then adding e t not only reduced the MSE, but the new preferred model still includes m t (as well as e t )! It is also interesting to note that of the 9 countries in our sample which might loosely be characterized as being in the Central America region, 7 are among the above group of 12, including: Bolivia, Chile, Colombia, Costa Rica, El Salvador, Guatemala, and Mexico. Indeed, only Panama and Honduras do not appear in this list.
In order to shed additional light on these¯ndings, we also ranked countries according to a variety of criteria including export share, trade share, investment share, and per capita GDP:
21 In addition, in two cases (Korea and the Phillipines), including e t results in an increase in MSE of only 0.01.
These summary measures are gathered in Table 8 . In this table, the 12 countries which have preferred models according to ex ante predictive ability that include e t are superscripted with a ¤. Note that starred entries tend to be dispersed rather uniformly across di®erent ranking of the countries according to the 4 di®erent measures reported in the table. This might be taken as evidence that countries are not necessarily vulnerable to changes in global economic conditions.
This¯nding, though, is based only on the examination of squared predictive error loss (MSE).
Another predictive ability criterion which is commonly used to assess the predictive ability of competing models is the confusion rate. The confusion rate measures the percentage of times that the direction of change in a variable is incorrectly predicted. For example, if our¯rst prediction is that GDP growth will increase, and, ex-post, growth does actually increase, then we have correctly predicted the direction of change in growth. We calculated confusion rates for each of our countries when prediction models were alternatively constructed both with and without e t . 22 In Table 8 , countries which achieved lower confusion rates when e t was included are superscripted with a @ symbol. Notice that at least 5 of the top 10 countries in terms of trade share, export share, and per capita income were less confused when e t was added to their preferred models. Thus, we have some evidence that e t tends to be included for more open countries. Clearly, other measures of global economic conditions can be entertained in analyses such as ours. As such, our¯ndings in this regard should be viewed as preliminary. However, it does seem that global conditions variables should not be overlooked when constructing models of economic growth in order to assess the testable implications of various theories of growth.
Conclusions
We have used a model selection approach based on ex-ante predictive ability and in-sample goodness of¯t measures to examine the patterns of causation between income, export, import, and investment growth for 39 developing countries. We o®er the following conclusions. First, many of the variables used are found to be I(1), with cointegrating restrictions. Taking these restrictions into account when modelling growth avoids potentially spurious¯ndings with respect to causality.
In our analysis, however, cointegration does not impact upon our conclusions, and indeed adds little to the predictive content of our models. For this reason, all of our reported¯ndings are based on vector autoregressions in growth rates. Second, we¯nd that separately including exports, imports, and investment is useful as growth in some countries appears to be led by investment, while for other countries, growth is driven primarily by trade. Third, we¯nd strong new evidence of uni-directional causality, particularly based on measures of real-time predictive ability, although it must be stressed that we avoid the use of standard Granger causality tests, as our model selection approach essentially equates Granger causality with predictive ability. We view this as a positive innovation, particularly given that Granger's original notion of causality should perhaps be equated with the presence of predictive ability (as discussed for example in Granger (1980)).
Finally, we posit that GDP growth is better modelled by including an index of global business cycle conditions, in addition to the above variables. Evidence suggests that this is indeed the case, as 12 of our countries have \preferred" growth models which include our global business cycle conditions index, 7 of these being members of our 9 country sample from Central America. 1965-1996 -3.806 (0) Table 2 . Reported entries are Mean Squared Forecast Errors (MSE) multiplied by 10000. The MSEs are based on GDP growth equations from VAR models which are used to construct a sequence of 1-step ahead forecasts for the last 20 years of the sample period (see Table 1 ). Model speci¯cations, including lag structures and parameters are re-estimated before each new forecast is constructed, as discussed above. In each row, the bold entry denotes the model which has the lowest MSE among the seven candidate models, and hence indicates the model (and associated explanatory variables) which yield the \best" predictive ability. Entries with a ¤ denote models which outperform the RW with drift model (the¯rst column of numerical entries) at a 5% level of signi¯cance using the Diebold-Mariano (1995) test statistic. Critical values for the test are taken from McCracken (1999) , assuming that ¼ = 1=2, where P=R¡ > ¼, P is the out-of-sample period, and R is the in-sample period. See Chao, Corradi, and Swanson (1999) for further details. 
