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Abstract. A weakly chaotic iteration, celled the Generalized Theodorue Iteration, is introduced 
and analyzed with respect to boundedness and asymptotica. An application is made of the 
discrete vereion of Hukuwara’s Theorem. 
We will consider the iteration 
1. INTRODUCTION 
V ,+,=A*V,+B* (1.1) 
where A and B are real m x m matrices, Vo is a given non-zero vector, and I] - 11 is the 
Euclidean vector norm. This iteration, called the Generalized Theodorus Iteration (GTI) [l], 
or the matrix Theodorus equation [2], was suggested by Philip J. Davis based upon his 
study of the Spiral of Theodorus [2,3]. It displays a wide variety of strange attractors 
in the m-dimensional phase space; however, we shall concentrate on establishing sufficient 
boundedness conditions and some asymptotic estimates for the unbounded orbits in this 
paper. For simplicity, we make the assumption that Vo is a non-zero vector such that V, is 
non-zero for every n 2 1. 
2. BOUNDEDNESS 
Let us try to find sufficient conditions for boundedness of the GTI. Taking norms on both 
sides of (1.1) gives 
IlK+lll I II4 . IIKII + IIW 
Iterating this relation gives 
lkll I IPlY . llvOll + llBll . ne llAlli, 
i=O 
(2.1) 
and clearly if [(A(/ < 1, then in the limit the norm is bounded by 
IPII 
(1 - IIN ’ 
Hence, I IAll < 1 is sufficient for boundedness of the orbit. From this and the similarity of 
(1.1) to the linear system 
V n+l =A*K, (2.2) 
which has a bounded solution for every Vo when the spectral radius of A is less than unity 
(and at least one unbounded solution when the spectral radius of A is greater than unity), 
it seems reasonable to conjecture that p(A) c 1 suffices for the boundedness of (l.l), where 
p(A) is the spectral radius of A. That this is in fact the case follows from two lemmas: 
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LEMMA 1. If jlVnll is unbounded, then llVnll -+ co. 
LEMMA 2. Let A be a matrix with p(A) < 1 andsuppose that B(n) is a sequence ofmatrices 
with ]]B(n)]] + 0 as n + 00. Then all solutions of 
.zn+l = (A + B(n)) * *n 
tend to zero as n + 00. 
Lemma 1 states that if llVnll h as an unbounded subsequence, then it cannot also have 
a bounded subsequence. Lemma 2 is a discrete version of a result in [4] for differential 
equations. We may now show the desired result: 
THEOREM 1. If p(A) < 1, then the solution of (1.1) is bounded. 
PROOF: Suppose the contrary, and choose a Vo such that llVnll is unbounded. By Lemma 1, 
IIKII ----) 00. Define B(n) = B/IIV;lll. By the hypothesis, ]]B(n)]] -+ 0. Consider the 
iteration 
zn+l = (A + B(n)) * zn, 
with ze = VO. Clearly z, = V, for all n. The conditions of Lemma 2 are met and so 
llVnll + 0 as n * CCL But this contradicts IlV,ll un b ounded, which establishes the result. 1 
It is also possible to show that if p(A) < 1, then there exists a VO such that llVnll is 
unbounded. In this sense the GTI is surprisingly similar to the linear system (2.2). 
In the particular case A = 0 a detailed analysis is possible [5]; this case is related to the 
power method for numerical eigenvalue problems. 
3. ASYMPTOTICS 
This leaves the question of boundedness for the case p(A) = 1, and it is possible to find 
examples to show that when p(A) = 1, the orbits of the GTI may be always bounded for one 
choice of B and always unbounded for another choice of B. However, a general statement 
about the asymptotics of the iteration may be made when A is of bounded type, that is, 
when p(A) 2 1 and any eigenvalues of A that lie on the unit circle are simple (i.e., have as 
many linearly independent eigenvectors as their multiplicity). In this case the linear system 
(2.2) has the property that all solutions are bounded (generally the bound depends on Vo). 
Before stating the corresponding result for the GTI, we state: 
HUKUWARA’S THEOREM. Let zt be any solution of 
a+1 = (A + B(t)) * ~tr (3-l) 
for t = 0, 1, 2, * . . ) where A is a constant matrix and 
2 IW)ll < 00. 
t=1 
Suppose that A is of bounded type, so that all solutions of ut = A * gt-1 are bounded for 
t 1 0. Then every solution of (3.1) is bounded. 
This result, an analogue of a theorem from differential equations, may be found in [6]. We 
will now use it to prove an asymptotic result for the GTI. 
THEOREM 2. Let A be of bounded type in (1.1). Then 
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PROOF: Suppose the contrary, i.e., that for some Vo we have 
and construct such a sequence {Vn} by using this Vo and (1.1). Define B(n) = B/ ]]K]l 
and consider the iteration 
Y n+l = (A + B(n)) * Kr 
with YO = Vi. Clearly Y, = V,, for all n 2 0. Now 
2 IP( = zfl= IlBll~&~ 
VI=0 n n 
which by supposition is bounded. Therefore by Hukuwara’s Theorem, ]]Y, ]I is bounded. 
Then IlVnl] b is ounded, that is, 3M > 0 such that llVnll < M for all n. But then ]]l/K]] > 
l/M and, since l/ IlV,(l d oes not + 0, we cannot have (3.2). This contradiction establishes 
the result. I 
In fact a slightly stronger result holds. If ]I .I[ is any vector norm and Q(e) is any function 
that is continuous on [O,oo) and positive on (O,oo), and if A is of bounded type, then any 
solution of 
V n+l = A * v, + $;.;,) 
must be such that 
03 
ta=O Q w4 = cQO. c 
1 
This may be shown in a completely analogous manner. 
Theorem 2 establishes that when p(A) = 1 but A is of bounded type, if the orbits diverge, 
then they do so in a way that is not much worse than linear (since the sum of the reciprocals 
of the norms diverges). In fact, if llA[l = 1 in the Euclidean norm, then it is a fact that the 
divergence is at most linear, as can be seen by setting IjAIl = 1 in (2.1) to get 
Ilv,ll I IIVOII + n IIBII 
as the asymptotic estimate. 
4. LIMIT SETS 
Define the limit set I’(A, B,V,) of the GTI (1.1) to be the set of all limit points of 
the iteration with initial point VO; that is, Y E I’(A, B,Vo) if there exists an increasing 
subsequence n(i) such that V,(i) + Y as i -+ cm, when the initial condition is Vo (also called 
the w-limit set [7]). The limit set is compact and non-empty and V, -+ I’(A, B, Vo) as n -+ cm; 
further, if 0 $! I’(A, B, VO), then the limit set is positively invariant [1,7]. Experimentally, it 
is often the case that 
U-4, B, I/o) = I’@, B, Yo), 
for any two non-zero vectors V. and Yo; that is, often the limit set is independent of the 
initial condition I/O. When this happens the limit set is often a strange attractor, which can 
be shown to be symmetric in the origin (Iserles has determined a formula for the attractor 
in a special case, see [2]; the geometry of the attractor is also known when A is the null 
matrix [5]). A great many attractors, distinct in appearance, can be found by the appropriate 
choice of A and B; see [1,2] for examples. 
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5. CONCLUSIONS 
We call this iteration weakly chaotic because the dynamics do not appear to be very 
complicated, despite the visually striking strange attractors. The simplicity of this matrix 
iteration combined with the presence of strange attractors and the interesting connection to 
analogues of differential equations formulas would seem to make it worthy of further study, 
from both a chaotic and a matrix-iterative perspective. 
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