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Abstract
The goal of this paper is to increase our understanding of harmonic Rayleigh–Ritz for real
symmetric matrices. We do this by discussing different, though related topics: a priori error
analysis, a posteriori error analysis, a comparison with refined Rayleigh–Ritz and the selection
of a suitable harmonic Ritz vector.
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1. Introduction
In some applications it is necessary to compute a few eigenvectors corresponding
to eigenvalues in the interior of the spectrum of a real symmetric matrix A. Or in
other words, to find a pair (λ, x) (with x /= 0) that satisfies
Ax = λx.
Iterative methods are often the only option for computing λ and x when the ma-
trix A is very large and sparse. Well-known examples of such methods include the
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Lanczos method [16, Chapter 13], the Davidson method [4] and Jacobi–Davidson
[19], to mention only a few.
There are two distinct aspects of most methods. The first is the step-by-step con-
struction of a good subspace. The second is the extraction of a good eigenvector
approximation from that subspace by a projection technique. Both aspects are im-
portant. In this paper we focus on the extraction phase.
The subspace projection is often seen as a way to accelerate the convergence of a
simple iteration in a similar fashion as, for example, GMRES for linear systems of
equations can be viewed as an accelerated version of Richardson iteration. However,
the situation for eigenvalue methods is often more delicate because here frequently
an approximate eigenpair from the subspace is used in the computation of a vector
to expand the subspace or for restarts. Then the success of the eigenvalue method
crucially depends on the success of the subspace projection in constructing a good
eigenvector approximation.
The best-known method for forming approximations from a subspace is Rayleigh–
Ritz.Thismethodhassomeoptimalproperties forexterioreigenvalues, see forexample
[16, Section 11.4], and is therefore well-suited for the computation of these eigenvalues
and associated eigenvectors. Unfortunately, the situation is less favorable when search-
ing for eigenvectors with eigenvalues in the interior of the spectrum [8,13,17].
There are various efforts to overcome the problems for interior eigenpairs. For
example, Scott [17] argues that working with a shifted and inverted operator in Ray-
leigh–Ritz is preferable. Morgan recognized and proposed in [13] that the required
inversion of the operator can be handled implicitly with a particular choice for the
subspace. The resulting method has been given the name harmonic Rayleigh–Ritz in
[15]. The eigenvalue approximations corresponding to this method (harmonic Ritz
values) had already received considerable attention due to their connection with the
polynomials of iterative minimal residual methods for linear systems (Kernel polyno-
mials), see [5,12,15] for some recent work, and have also been studied in the context
of Lehmann’s optimal inclusion intervals for eigenvalues [1,10,11,16].
We treat the following aspects of harmonic Rayleigh–Ritz. The aspects are differ-
ent but related and in the analysis we use similar arguments.
The subject of Section 5 is a priori error bounds for the harmonic Ritz pairs. We
generalize well-known error bounds for Rayleigh–Ritz to the harmonic Rayleigh–
Ritz context and discuss some of their limitations.
A posteriori error bounds for the harmonic Ritz values are discussed in Section 6.
By changing the shift in harmonic Rayleigh–Ritz different intervals can be obtained.
All intervals contain at least one eigenvalue. We give a condition for a posteriori
choosing a new shift that results in a smaller inclusion interval. Repeatedly relocating
the shift using this condition will ultimately result in an, evidently appealing, optimal
interval with respect to the given information. This interval can be used as an a
posteriori error estimator.
For each shift, the harmonic Rayleigh–Ritz method produces a set of harmonic
Ritz vectors. In practice, the eigenvector is unknown, and it is not obvious how to
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tell which vector from this set forms the best approximation to the target-eigenvec-
tor. The problem of selecting a well-suited harmonic Ritz vector for a given shift is
treated in Section 7.
We begin, in Section 2, by giving a definition of harmonic Rayleigh–Ritz. Then
we summarize some useful properties in Section 3.
Subsequently, in Section 4, we compare harmonic Rayleigh–Ritz to refined
Rayleigh–Ritz. Refined Rayleigh–Ritz, popularized by Jia [7], is a different method
to compute approximations from a subspace specially for eigenvectors with eigen-
values in the interior. Although the relation between these approaches is of interest
on its own account, it turns out to be also useful in the rest of this paper.
By varying the shift the angle between the best harmonic Ritz vector for that
shift and the target-eigenvector changes. As an application of the relation between
harmonic and refined Rayleigh–Ritz, we discuss also in Section 4 the question what
shift minimizes this angle.
Although some of the results in this paper have practical applications, the purpose
of this paper is to provide insight rather than algorithms.
2. Harmonic Rayleigh–Ritz
The matrix A is n× n and real symmetric and we assume that the eigenpairs of
interest have eigenvalues close to some target value. The eigenpairs (λi, xi) of A are
numbered such that
λ1  λ2  · · ·  λn.
Let V ∈ Rn×k be an orthonormal matrix, whose columns span a k dimensional sub-
space V. We are interested in techniques that compute approximations to (interior)
eigenpairs, only using information aboutV and AV. The most important method in
this class is Rayleigh–Ritz.
The Rayleigh–Ritz approach gives k approximate eigenpairs (θi, ui), the so-called
Ritz pairs, by imposing the Ritz–Galerkin condition
Aui − θiui ⊥V with ui ∈V\{0},
or equivalently,
V TAV zi − θizi = 0 with ui ≡ V zi /= 0. (1)
The vector ui is called a Ritz vector. From (1) it follows that the corresponding
eigenvalue approximation θi (Ritz value) is the so-called Rayleigh quotient ρ(ui) of
the vector ui
θi = ρ(ui), where ρ(v) ≡ v
TAv
vTv
.
It follows from (1) that the Ritz values are real. We assume that they are increasingly
ordered and that ‖ui‖2 = 1.
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Rayleigh–Ritz is not well-suited for eigenpairs (λ, x) with eigenvalue λ in the
interior of the spectrum, see [8], [16, Section 11.6] and [17]. If the eigenvector x
makes a small angle with V, then there is a Ritz value close to the eigenvalue λ
associated with x. However, for interior eigenvalues the corresponding Ritz vector
may be a combination of eigenvectors that have little to do with the eigenvector x.
It is known [8] that this can only happen if there is another Ritz value close to λ and
its Ritz vector can also be a poor approximation to x. See also [13, Example 1]. Due
to the Interlace Property of the Ritz values [16, Theorem 10.1.1], we know that there
cannot be two Ritz values arbitrary close to λ1 (or for that matter λn) and, therefore,
Rayleigh–Ritz is robust for eigenvalues at the boundary of the spectrum.
A simple strategy to make Rayleigh–Ritz work for interior eigenpairs is to apply
a spectral transformation such that the interesting eigenvalues are mapped to the
boundary, for example apply Rayleigh–Ritz to (A− ξI )2 if the interesting eigen-
values are close to some target ξ , e.g. [13]. This gives
(A− ξI )2ûi − θ̂i ûi ⊥V with ûi ∈V\{0}
or
V T(A− ξI )2V ẑi − θ̂î zi = 0 with ûi ≡ V ẑi /= 0. (2)
This approach plays an important role in the rest of this paper.
An alternative is to apply Rayleigh–Ritz to (A− σI)−1 for some shift σ in the
neighborhood of the eigenvalue of interest. Morgan proposed to use the subspace
(A− σI)V to prevent the explicit inversion of the matrix A− σI , which results
in harmonic Rayleigh–Ritz. For details see [13]. We use the following equivalent
definition [19, Theorem 5.1] which does not require the existence of the inverse of
A− σI . The harmonic Ritz pairs (θ˜i , u˜i ) w.r.t. a shift σ are given by imposing the
Petrov–Galerkin condition
(A− θ˜iI )˜ui ⊥ (A− σI)V with u˜i ∈V\{0}
or as the generalized eigenvalue problem,
V T(A− σI)2V z˜i − (θ˜i − σ)V T(A− σI)V z˜i = 0
with u˜i ≡ V z˜i /= 0. (3)
Just as Ritz values are Rayleigh quotients of Ritz vectors, harmonic Ritz values θ˜i
are harmonic Rayleigh quotients ρ˜σ (˜ui) of harmonic Ritz vectors u˜i
θ˜i = ρ˜σ (˜ui), where ρ˜σ (v) ≡ σ + v
T(A− σI)2v
vT(A− σI)v . (4)
The harmonic Rayleigh quotient is sometimes also called Temple quotient, cf. [3,
Eq. 8.31]. In principle it can happen that u˜T(A− σI )˜u = 0 in (4), in this case
we will write θ˜ = ∞ and (θ˜ − σ)−1 = 0. Furthermore, the vectors u˜i are normalized
and we index the harmonic Ritz values as follows:
θ˜−l  · · ·  θ˜−1 < σ < θ˜1  · · ·  θ˜k−l .
G.L.G. Sleijpen, J. van den Eshof / Linear Algebra and its Applications 358 (2003) 115–137 119
Ideally we should write something like θ˜ σi and θ̂
ξ
i to express the non-trivial depen-
dence of these values on the shifts σ and ξ . However, we will drop the superscripts
in order not to clutter the notation too much.
3. Some useful properties of harmonic Rayleigh–Ritz
For the convenience of the reader we summarize some properties of harmonic
Rayleigh–Ritz with shift σ that turn out to be useful in the rest of this paper but are
also of interest on their own account.
Lemma 3.1. Assume that (A− σI)V has full rank. Let k = dim(V) and let l, m,
k − l −m be the number of Ritz values of A w.r.t.V less than σ, equal to σ, greater
than σ, respectively.
Then there exist k reciprocals of shifted harmonic Ritz values (θ˜i − σ)−1 (see
(3)), of which l are negative, m equal zero and k − l −m are positive.
There are k linear independent u˜i . More precisely,
u˜Ti (A− σI )˜uj = 0, u˜Ti (A− σI)2u˜j = 0, if i /= j.
Proof. The matrix V T(A− σI)2V is symmetric. Since it also has full rank it is
strictly positive definite and the Cholesky decomposition LLT = V T(A− σI)2V
exists. Then the z˜i from (3) equals yi = LT˜zi , where ((θ˜i − σ)−1, yi) is an eigenpair
of B ≡ L−1V T(A− σI)VL−T . The (θ˜i − σ)−1 are real, possibly zero, because of
the symmetry of this operator. Sylvester’s law of inertia [16, Fact 1.6] shows that
the number of positive, negative and zero eigenvalues of V T(A− σI)V equals these
numbers for B. Finally, the (A− σI)- and (A− σI)2-orthogonality follow easily
from the orthogonality and B-orthogonality of the yi . 
This lemma shows that the number of Ritz values equal to the shift σ equals the
number of infinite harmonic Ritz values.
3.1. A minmax characterization for harmonic Ritz values
A useful characterization of the harmonic Ritz values is the following formulation
of the minmax property, see also [10].
Lemma 3.2. Assume that (A− σI)V has full rank. Let k = dim(V) and let l, m,
k − l −m be the number of Ritz values less than σ, equal to σ, greater than σ,
respectively. In this case
1
θ˜j − σ = maxS⊂V, dim(S)=j minu∈S, u /=0
1
ρ˜σ (u)− σ for j ∈ {1, . . . , k − l −m},
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1
θ˜−j − σ = minS⊂V, dim(S)=j maxu∈S, u /=0
1
ρ˜σ (u)− σ for j ∈ {1, . . . , l}.
Proof. Using the matrix B defined in the proof of Lemma 3.1, the standard minmax
characterization [16, Theorem 10.2.1] for the eigenvalues of B yields for j > 1
1
θ˜j − σ = maxS⊂Rk, dim(S)=j miny∈S, y /=0
yTBy
yTy
= max
S⊂Rk, dim(S)=j
min
z˜∈S, z˜ /=0
z˜TV T(A− σI)V z˜
z˜TV T(A− σI)2V z˜
= max
S⊂V, dim(S)=j
min
u˜∈S, u˜ /=0
u˜T(A− σI )˜u
u˜T(A− σI)2u˜ .
A similar argument can be used for the harmonic Ritz values with a negative index. 
Note that due to the way we index the harmonic Ritz values it is necessary to split
the minmax property in two parts.
In case the subspaceV is a Krylov space for A it is known that the harmonic Ritz
values interlace the Ritz values and the shift σ [15, Section 7]. The following interest-
ing corollary can be interpreted as generalization of this interlace property for more
general subspaces. It is an application of the minmax property (in Lemma 3.2) for har-
monic Ritz values in combination with the statement from Lemma 3.1. The corollary
can also be viewed as a generalization of [1, Theorem 2.1] for indefinite matrices.
Corollary 3.1. Assume that (A− σI)V has full rank. Let k = dim(V) and let l,
k − l be the number of Ritz values less than σ, greater than σ, respectively. Then
σ < θl+j  θ˜j for j ∈ {1, . . . , k − l},
σ > θl+1−j  θ˜−j for j ∈ {1, . . . , l}.
Proof. We prove the first statement.
With T ≡ V T(A− σI)V andR ≡ (A− σI)V − V T we have that (A− σI)V =
V T + R and V TR = 0. Hence, xTV T(A− σI)2V x = xTT 2x + xTRTRx  xTT 2x
for all x. We know from Lemma 3.1 that for j  1, θl+j > σ and θ˜j > σ . Since
T zi = (θi − σ)zi we have that T zi = (θi − σ)−1T 2zi . Because T 2 is positive defi-
nite (there are no Ritz values equal to σ ) we can use the minmax property for
generalized eigenvalue problems and for harmonic Ritz values to get
1
θl+j − σ = maxS⊂Rk, dim(S)=j miny∈S, y /=0
yTTy
yTT 2y
 max
S⊂Rk, dim(S)=j
min
y∈S, y /=0
yTTy
yT(T 2 + RTR)y =
1
θ˜j − σ . 
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3.2. Optimal inclusion intervals for eigenvalues
Just like Ritz values, harmonic Ritz values provide information about the eigen-
values that is optimal in some sense. Paige et al. [15] pointed out an important rela-
tion between Lehmann intervals and harmonic Rayleigh–Ritz. They showed that the
harmonic Ritz values with respect to the shift σ give Lehmann’s optimal inclusion
intervals for eigenvalues as described in the following proposition.
Proposition 3.1 [10]. Let k = dim(V) and let l, k − l be the number of Ritz values
less than σ, greater than σ, respectively.
For each i = 1, . . . , l, the interval [θ˜−i , σ ] contains at least i eigenvalues
of A. For each i = 1, . . . , k − l, the interval [σ, θ˜i] contains at least i of A’s eigen-
values. Moreover, in the absence of extra information no smaller intervals have this
property.
This shows that the harmonic Ritz values provide outer bounds for the eigen-
values. Another consequence is that if λp−1 < σ < λp < λp+1 there can at most
be one harmonic Ritz value in the interval [λp, λp+1) and there is no θ˜ such that
σ  θ˜ < λp.
Kahan derived an explicit matrix Âwith V TÂ2V = V TA2V and V TÂV = V TAV
such that the eigenvalues of Â are at the end points of the intervals. This matrix
can be used to compute the harmonic Ritz values, which can offer computational
advantages, for example, whenV is a Krylov subspace. See [15, Section 7] and [16,
Section 10.5] for details.
3.3. The concept of ρ-values
We see from the harmonic Rayleigh quotient (4) that if the shift σ is close to the
eigenvalue λp, then a harmonic Ritz vector u˜ must make a relatively small angle
with xp to have the harmonic Ritz value θ˜ close to λp. This problem becomes more
severe when σ is chosen closer to λp. Hence, the harmonic Ritz values do not always
provide good approximations to the eigenvalues.
Several authors note (i.e., [13,14,20]) that “better” eigenvalue approximations are
given by the so-called ρ-values defined as (recall that the u˜i are normalized)
ρi ≡ ρ(˜ui) = u˜Ti Au˜i .
In practical implementations these ρ-values are cheap to compute, i.e., they do not
require an additional matrix-vector product.
We note, using an application of Cauchy–Schwarz and (4), that
0  (ρi − σ)2 = (˜uTi (A− σI )˜ui)2  u˜Ti (A− σI)2u˜i = (θ˜i − σ)(ρi − σ),
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where the second inequality is strict if and only if (A− σI )˜ui is not a multiple
of u˜i , i.e., u˜i is not an eigenvector. We see that |θ˜i − σ |  |ρi − σ | and from
(θ˜i − σ)(ρi − σ)  0 it follows that the ρ-value ρi always lies between the shift
σ and θ˜i . This was also observed by Morgan and Zeng [14], who derived this as
a corollary of the following lemma. This lemma from [14] allows for an inexpen-
sive calculation of the norm of the residual of a harmonic Ritz vector with ρi as
approximate eigenvalue. We give a different proof here.
Lemma 3.3 [14, Theorem 2.1]. Let ri ≡ Au˜i − ρiu˜i . Then
‖ri‖22 = (ρi − σ)(θ˜i − ρi). (5)
Proof. Using the fact that (A− θ˜iI )˜ui ⊥ (A− σI )˜ui and (A− ρiI )˜ui ⊥ u˜i leads
to
‖ri‖22 = (Au˜i − ρiu˜i)T(Au˜i − ρiu˜i) = (Au˜i − θ˜i u˜i )T(Au˜i − ρiu˜i)
= (Au˜i − θi u˜i)T(σ u˜i − ρiu˜i) = (ρi u˜i − θ˜i u˜i )T(σ u˜i − ρiu˜i)
= (ρi − σ)(θ˜i − ρi). 
For readers familiar with Temple’s bound (cf. [2, Lemma 1.27] and [3, p. 116]) we
mention that the expression in (5) is very natural given the optimality of the inclusion
intervals [σ, θ˜1] and [θ˜−1, σ ] from Proposition 3.1.
4. A comparison with refined Rayleigh–Ritz
A different approach for finding approximations from a subspace to eigenvectors
with an eigenvalue in the interior is refined Rayleigh–Ritz by Jia [7]. In the
real symmetric case this method is closely related to applying Rayleigh–Ritz to
(A− ξI )2 as in Section 2. It is of theoretical and practical interest to have some
insight on how this method is related to harmonic Rayleigh–Ritz and which
method works best in which situation. Some numerical experiments were done in
[13] for specific choices of the shifts in both methods, but no explanation or
insight is offered there.
In this section we want to give some heuristics on this subject and we relate
the quality of the approximation by refined Rayleigh–Ritz to the quality of the
harmonic Ritz vector u˜1 (or u˜−1). In Section 4.1 we give a definition of the refined
Ritz vector and prove a relation between harmonic and refined Rayleigh–Ritz.
This relation also plays a crucial role in the rest of this paper. In Sections 4.2 and
4.3 we study the optimal tuning of the parameters for the two approaches. This is
necessary in order to make a fair comparison between both methods which is done
in Section 4.4.
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4.1. Refined Rayleigh–Ritz and its relation to harmonic Rayleigh–Ritz
We give a formal definition of refined Rayleigh–Ritz [7]. Let ξ be a given ap-
proximation for the eigenvalue of which we want to approximate the corresponding
eigenvector. Define
νξ ≡ min
u∈V,‖u‖2=1
‖Au− ξu‖2 and û ≡ minarg
u∈V,‖u‖2=1
‖Au− ξu‖2. (6)
Then û is equal to the Ritz vector with smallest Ritz value of (A− ξI )2 with respect
to V, see (2). The vector û is called the refined Ritz vector of A with respect to the
approximate eigenvalue ξ and the search subspaceV. In refined Rayleigh–Ritz as in
[7], it is proposed to pick ξ as the currently best known approximation for the wanted
eigenvalue, for example a Ritz value. Here we allow that ξ is more general.
There is an interesting relation between harmonic Ritz vectors and the refined
Ritz vectors. It is based on the following observation. If the approximate eigenvalue
ξ is in the middle of the interval with endpoints σ and θ˜ (either θ˜1 or θ˜−1), then the
refined Ritz vector û and the harmonic Ritz vector u˜ (with harmonic Ritz value θ˜)
coincide. We will show this in Theorem 4.1. Moreover, the radius of the interval is
exactly equal to the residual norm νξ of the refined Ritz vector: Fig. 1 illustrates this
situation. This latter observation was also used by Lehmann (in a more general form)
in the construction of his optimal intervals [10, p. 258] (see also [16, p. 219]). The
situation of Fig. 1 can be enforced for a given shift σ by picking ξ as the average of
σ and θ˜ , and, for given ξ , by picking σ at distance νξ from ξ .
Theorem 4.1. If σ is given, then select ξ = 12 (σ + θ˜±1). If ξ is given, then select
σ = ξ ∓ νξ . In both cases, we have that θ˜±1 = ξ ± νξ , νξ = | 12 (σ − θ˜±1)| and if
u˜±1 and û are unique (up to a sign), then û equals u˜±1 up to a sign.
Proof. We work out the details for θ˜ = θ˜1. Consider a v ∈V and put ξ˜ ≡ 12 (σ + θ˜ )
and γ ≡ 12 (θ˜ − σ). Then v = u˜ if and only if Av − θ˜v ⊥ (A− σI)V and ‖v‖ = 1
or equivalently,
(A− σI)(A− θ˜ I )v = (A− ξ˜ I )2v − γ 2v ⊥V. (7)
Note that γ 2 = (θ˜ − σ)2/4 = ‖(A− ξ˜ I )v‖22. Hence, u˜1 satisfies (2). It must also
correspond to the smallest Ritz value, otherwise this would contradict the optimality
of the Lehmann interval from Proposition 3.1.
Furthermore, v = û if and only if
Fig. 1. The location of the shift σ and the approximate eigenvalue ξ for which the harmonic Ritz vector
and the refined Ritz vector coincide (see Theorem 4.1).
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(A− ξI )2v − δv ⊥V (8)
for the pair (δ, v) with the smallest value of δ. Note that (8) implies that
δ = ‖(A− ξI )v‖22 = ‖(A− ξI )̂u‖22 = ν2ξ .
Now, using the fact that (7) and (8) are equivalent for appropriate scalars ξ , ξ˜ , γ
and δ, the theorem follows. 
As a side remark we note that this theorem has a nice consequence if V is a
Krylov space for A. It gives a way to compute the roots of the refined Ritz polynomial
(see [6]): select σ = ξ − νξ . Then the roots are given by the harmonic Ritz values,
excluding the one at σ + 2νξ . This is an alternative for the construction in Theorem
3.1 in [6] for symmetric matrices.
4.2. The optimal value of ξ in refined Rayleigh–Ritz
In this section we investigate for which ξ the angle between the refined Ritz vector
and the unknown eigenvector xp is as small as possible. We call this shift ξ∗. It is
difficult to make general statements about the value of ξ∗ because it depends not
only on eigenvalue distribution but also on the structure of the space V. However,
some general observations can be made. For example, if ξ is closest to the eigenvalue
λp, then for sin2∠(xp,V) small enough, we have the following proposition with an
error bound for the refined Ritz vector. This bound is simply Theorem 3.1 from [18]
with A replaced by (A− ξI )2.
Proposition 4.1. Let
ξ ∈
(
1
2
(λp−1 + λp), 12 (λp + λp+1)
)
and q ≡ argmini /=p|λi − ξ |, r ≡ argmaxi |λi − ξ | and % ≡ sin2∠(V, xp).
Define
κξ ≡ Cξ + C−1ξ − 2, where Cξ ≡
(λr − ξ)2 − (λp − ξ)2
(λq − ξ)2 − (λp − ξ)2 . (9)
If
% < C−1ξ , (10)
then we have for all k ∈ {2, . . . , n− 1}:
sin2∠(̂u, xp) 
1
2
(1 + %)− 1
2
√
(1 − %)2 − κξ %. (11)
Furthermore, if ξ is independent of V, then bound (11) is sharp.
The constant Cξ can be interpreted as a condition number of the eigenvector
xp of the matrix (A− ξI )2 (see [2, Section 2.3]). From the fact that Cξ  1 and
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κξ ≡ Cξ + C−1ξ − 2, it follows that without additional information the shift ξ that
minimizes Cξ , results in the smallest attainable upper bound and gives this bound
the largest area of application.
A simple analysis shows that the shift
λp+1 + λp−1
2
(12)
minimizes Cξ and, therefore, without further information, is the best shift.
In practice one often picks ξ as close as possible to the eigenvalue. This makes
sense for general non-normal problems, but in our context the singular- and eigen-
vectors coincide and selecting ξ ≈ λp is only expected to be optimal if the eigen-
value distribution is uniform around λp.
4.3. The optimal value of σ in harmonic Rayleigh–Ritz
We now look at the optimal position of σ , denoted by σ ∗, for harmonic Rayleigh–
Ritz. We expect there to be two (locally) optimal positions, one left of λp in which
case u˜1 is offering the approximation and, of course, one right of λp where u˜−1 is
the vector of interest.
Given the statement of Theorem 4.1 it is straightforward to give an expression
for the location of the optimal shifts in terms of the quantities ξ∗ and νξ∗ : if ξ∗ is
the best shift for the refined Ritz approach, then the harmonic Ritz vector u˜±1 is
the best possible approximation for xp if and only if σ ∗ = ξ∗ ∓ νξ∗ . Indeed we see
that, because νξ∗  |λp − ξ∗|, there are two equally good and optimal positions for
σ (left and right of λp).
Again let % ≡ sin2 ∠(V, xp) and note that νξ∗ and |λp − ξ∗| approach the same
value if % → 0 (recall that ξ∗ depends on the spaceV). Hence, we expect the optimal
shifts σ ∗ to be arbitrarily close to λp and 2ξ∗ − λp for the angle between V and xp
small enough. More precisely, if ξ∗ is a bounded number, then νξ∗ = |λp − ξ∗| +
O(
√
%) and the optimal shifts lie at λp + O(√%) and 2ξ∗ − λp + O(√%). So, if no
additional information is at hand, it follows using (12) that the optimal shifts are at
λp−1 + λp+1 − λp + O(√%) and λp + O(√%) (% → 0). (13)
4.4. Discussion
Theorem 4.1 allows us to interpret the harmonic Ritz vector u˜±1 as a refined Ritz
vector with shift ξ˜ ≡ (σ + θ˜±1)/2 and using this interpretation we can try to explain
some often observed differences in the behavior of both methods. It is clear from
Theorem 4.1 that we cannot say that one approach is best for general choices of ξ
and σ . But some heuristic can be given for more practical situations in which σ and
ξ are chosen fixed and close to λp, as in the experiments in [13].
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Assume for the moment that λp+1 > σ > λp such that we can restrict our atten-
tion to (θ˜ , u˜) = (θ˜−1, u˜−1). If θ˜ is far from λp, hence ∠(V, xp) is large compared to
the distance between σ and λp (see also Section 3.3), then the shift ξ˜ ≡ (σ + θ˜ )/2
can be at some distance from the optimal ξ∗. This is not necessarily a problem but
can cause the refined Ritz approach to pick up information about xp a little easier
if V contains a poor approximation to xp. This can be viewed as an analogy of
the difference between inverse iteration and Rayleigh quotient iteration for a bad
approximating vector.
For the asymptotic situation (∠(V, xp)→ 0) and σ /= λp, comparing the quality
of the refined Ritz vector û and the harmonic Ritz vector u˜ amounts to comparing
the shifts ξ and ξ˜ = (σ + λp)/2. From the previous two sections we expect that
the method that constructs the best approximation asymptotically depends on the
distribution of the eigenvalues of A and one method is not best in general.
We give a simple illustration with the matrix
A = diag(1, 2, . . . , 100, 110, 114, . . . , 200) (14)
and λp = 110. As subspace V we take a Krylov space for A with a starting vector
with all components equal and of dimension k = 10, 20, . . . , 100. We illustrate for
different choices of σ (for the harmonic case) and ξ (for refined) the quality of the
approximation in Fig. 2.
For this matrix we expect from (12) that ξ = 107 is a good choice whereas the real
minimum value, ξ∗, is close to this value. Note that in this situation the position of
the optimal ξ does not depend much on∠(V, xp). This is in contrast to the harmonic
case where the optimal positions of σ vary with V. Fig. 2(b) and (c) show this. For
every V there are two optimal values that for larger dimensional V seem to settle
close to fixed positions as expected. From (13) these positions are expected in the
neighborhood of λp = 110 and λp−1 + λp+1 − λp = 104. This seems in accordance
with Fig. 2. Although one optimal shift becomes closer and closer to λp = 110, the
shift σ = 110 is not the best candidate.
Fig. 2. (a) sin2 ∠(̂u, xp) on log-scale for different choices of ξ ; (b) sin2 ∠(˜u1, xp) on log-scale for
σ  110; (c) sin2 ∠(˜u−1, xp) on log-scale for σ  110.
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Using our new insight we can try to explain some observed differences between
harmonic Rayleigh–Ritz and Rayleigh–Ritz applied to (A− ξI )2 for [13, Example
2, p. 299], where there is a matrix with λp−1 = 9, λp = 10, λp+1 = 11 and λp+2 ≈
11.03488 and some subspaces V. Furthermore, σ = ξ = 10.1. It is observed that
the quality of u˜−1 and û1 as approximations to xp is competitive. But the vector u˜1
is a better approximation to xp+1 than û2 from (2).
The optimal shift for refined Ritz for λp is expected with (12) to be at 10 and
for λp+1 at approximately 10.51. In case the harmonic Ritz values θ˜−1 and θ˜1 are
sufficiently close to λp and λp+1, respectively, the harmonic Ritz vectors u˜−1 and
u˜1 are equivalent to refined Ritz with shifts 10.05 and 10.55. Notice that these shifts
are close to the predicted optimal shifts for refined Rayleigh–Ritz and we can expect
good approximations for both vectors with harmonic Rayleigh–Ritz with σ = 10.1.
If ξ = 10.1, the eigenvalue λp+1 becomes almost a double eigenvalue after shifting
and squaring which explains the poor approximation. In general, for refined Ritz
or Rayleigh–Ritz to (A− ξI )2, a good shift for λp, as in (12), introduces a double
eigenvalue and therefore potentially a poor approximation for xp−1 or xp+1. This
seems less likely for harmonic Rayleigh–Ritz and according to [13] somehow easier
to detect.
5. A priori error estimation
For Rayleigh–Ritz the a priori error bounds
θ1 − λ1  (λn − λ1) sin2∠(V, x1) and sin2∠(u1, x1)  θ1 − λ1
λ2 − λ1 (15)
are standard bounds for the smallest Ritz value and the corresponding Ritz vector
[9]. For λ1  θ1 < λ2 we rewrite the bound for the Ritz vector in (15) to
tan2∠(u1, x1) 
θ1 − λ1
λ2 − θ1 . (16)
We translate (15) and (16) to harmonic Rayleigh–Ritz. Similar statements can be
found in [13, Theorem 3].
We assume in this section that the eigenvalue of interest is λp with p such that
λp > σ > λp−1 and we concentrate on the pair (θ˜1, u˜1). Statements for u˜−1 can be
obtained by replacing A by −A.
We first give a variant of (16) for the harmonic Ritz vector u˜1.
Theorem 5.1. Let q ≡ argmini /=p|λi − 12 (θ˜1 + σ)|. If θ˜1 exists and λp  θ˜1 < λp+1,
then
tan2∠(˜u1, xp) 
(
λp − σ
λq − σ
)(
θ˜1 − λp
λq − θ˜1
)
.
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Proof. According to Theorem 4.1, the pair ( 14 (θ˜1 − σ)2, u˜1) is the Ritz pair of (A−
1
2 (θ˜1 + σ)I)2 with respect to V with the smallest Ritz value. Now, apply (16). 
Besides the factor |(λp − σ)/(λq − σ)| (which can be less than one), the expres-
sion in this theorem is similar to (16). But it is well known that the distance between
λp and θ˜1 can be large even if ∠(V, xp) is small, see also Section 3.3. In fact, it can
take a very small angle ∠(V, xp) for a harmonic Ritz value larger than σ to exist.
The following simple example illustrates this.
We consider the one-dimensional subspace V ≡ span(u) with u ≡ √1 − %xp +√
%x1. From Lemma 3.1 we know that there can only be a harmonic Ritz value larger
than σ if there is a positive Ritz value for A− σI . The only Ritz value is given by
(λp − σ)(1 − %)+ (λ1 − σ)% which is positive if %/(1 − %) < (σ − λp)/(λ1 − σ).
Apparently, we may not expect that there are harmonic Ritz values larger than σ if
tan2∠(xp,V) = %/(1 − %) > (σ − λp)/(λ1 − σ).
The following theorem shows that for smaller angles, there is at least one har-
monic Ritz value larger than σ and it gives an a priori error bound for θ˜1.
Theorem 5.2. Let τ ≡ tan2∠(V, xp) < (σ − λp)/(λ1 − σ). Then there exists a
harmonic Ritz value θ˜1 of A with respect to shift σ for which
0  θ˜1 − λp  τ max
i
(λi − σ)(λi − λp)
(λp − σ)+ τ(λi − σ) . (17)
Proof. For ease of notation, first assume that σ = 0.
Let xV be the normalized projection of xp onV. Decompose xV =
√
1 − %xp +√
%e with e ⊥ xp and ‖e‖2 = 1. Then the Rayleigh quotient ρ(xV) > 0 and λp +
τλ1 > 0. Hence, because τ = %/(1 − %), we have
ρ˜0 ≡ ρ˜0(xV) =
(1 − %)λ2p + %eTA2e
(1 − %)λp + %eTAe =
λ2p + τeTA2e
λp + τeTAe .
Therefore, λp(ρ˜0 − λp) = τeTA(A− ρ˜0I )e  τλi(λi − ρ˜0) with i = 1 (if ρ˜0 >
λ1 + λn) or i = n (otherwise), which implies ρ˜0 − λp  λi(λi − λp)/(λ+ τλi).
An application of Lemma 3.2 concludes the proof for σ = 0. The more general state-
ment follows by noting that the harmonic Ritz values w.r.t. shift σ are the harmonic
Ritz values minus σ of A− σI w.r.t. the shift 0. 
True a priori bounds for small enough τ (≡ tan2 ∠(V, xp)) can be obtained by
substituting the result of Theorem 5.2 in the bound of Theorem 5.1. This shows that if
λp /= σ , tan2 ∠(˜u1, xp) = O(τ ) for τ → 0. Unfortunately, this bound becomes use-
less when λp lies too close to σ . Sharper asymptotic a priori bounds can, for example,
be obtained, by combining Theorem 4.1 with Proposition 4.1 or using a technique
as used in [18] for Rayleigh–Ritz. However, this does not remove the problem of the
small applicability of these bounds when λp close to σ .
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The question is if this means, in case λp is close to σ , that all harmonic Ritz
vectors can be poor approximations to xp in some instances. If σ = λp, then all the
eigenvectors of the pencil
(
A− σI, (A− σI)2) can have arbitrary components in
the direction of xp. This non-uniqueness seems to cause in (3) that many harmonic
Ritz vectors can point in a direction close to xp. Also if ∠(V, xp) is large compared
to λp − σ , this behavior is often observed, see [13].
It would be interesting to have an error bound for the harmonic Ritz vectors in
case λp = σ to better understand this behavior. Numerical experiments suggest that
this upper bound only depends on the dimension of V (k) and not on some measure
of the gap as is the case for λp /= σ . In fact, we expect that for σ = λp:
tan2∠(˜uj , xp)  k tan2 ∠(V, xp) for some j.
However, we have no proof for this in general.
6. A posteriori error estimation
We assume that we apply harmonic Rayleigh–Ritz with some shift σ that lies left
of the interesting eigenvalue λp such that we can restrict our attention to (θ˜1, u˜1).
In Section 3.3 we observed that, in general, ρ1 provides a better approximation to
λp than θ˜1. We, furthermore, noted that ρ1 lies in the Lehmann interval [σ, θ˜1] that
contains at least one eigenvalue of A (Proposition 3.1). Hence, this interval can serve
as an a posteriori error estimator for the approximate eigenvalue ρ1. However, this is
not expected to be a very effective error estimator. In the first place, the size of the
interval is bounded from below by |λp − σ | and is not going to zero if u˜1 approaches
an eigenvector. Secondly, we have seen in Section 5 that if λp is close to σ , θ˜1 can
approach λp more slowly for ∠(V, x)→ 0 than might be expected from the quality
of the subspace V.
In this section we are interested in how to choose the shift σ such that its distance
to either θ˜1 or θ˜−1 is as small as possible. This means that we then have located
one eigenvalue with maximal precision in the absence of additional information, see
Proposition 3.1.
6.1. A condition for the minimizing shift
We denote the shift σ that results in the smallest possible Lehmann interval [σ, θ˜1]
or [θ˜−1, σ ] with σ+. This shift can be easily characterized.
Theorem 6.1. The shift σ+ results in the smallest possible Lehmann interval if and
only if
σ+ = u+TAu+ ± ‖Au+ − ρ(u+)u+‖2 (18)
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and
u+ = argmin
u∈V,‖u‖2=1
‖Au− ρ(u)u‖2. (19)
Proof. According to Theorem 4.1 minimizing |θ˜±1 − σ | with respect to σ is
equivalent to minimizing νξ from (6) with respect to ξ . Since ‖Au− ρ(u)u‖2 
‖Au− ξu‖2 for all u and ξ , we see that the claim follows. 
We give a simple example. A similar illustration can be found in [16, Section
10.5].
Example 6.1. Let the matrix A be three-dimensional and diagonal with Aii = i and
let V = span(u) with u = (1, 1/2, 1/2)T. The one harmonic Ritz value in this case
is given by the harmonic Rayleigh quotient
θ˜ = ρ˜σ (u) = σ + u
T(A− σI)2u
uT(A− σI)u
and the only Ritz value is θ = ρ = 1.5. Fig. 3 shows the size of the Lehmann
interval |θ˜ − σ | for some values of σ < θ . A simple computation shows that the
smallest interval is attained for σ+ = θ − ‖Au− θu‖2 ≈ 0.74 for which |θ˜ − σ | =
2‖Au− θu‖2 ≈ 1.53. Note that there is of course a second minimal value at θ +
‖Au− θu‖2.
In [16, p. 218] it is remarked that no explicit expression is known for the best
shift: considering the non-linearity of (19) it is not likely that such an expression can
exist. Eqs. (18) and (19) do, however, give a computable expression for the best shift
σ+. Note that the computation based on (19) only requires availability of the low
dimensional matrices V TA2V and V TAV and can be done with a suitable iterative
Fig. 3. Size of Lehmann interval |θ˜ − σ | as a function of σ (see Example 6.1).
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method. The method we will propose in the next subsection is similar. It is iterative
and only requires V TAV and V TA2V but it computes a sequence of shifts σ 0, σ 1, . . .
for harmonic Rayleigh–Ritz where for the computation of σm+1 only the ρ-values
and harmonic Ritz values are used from the previous shift σm.
6.2. A condition for the shift σm+1
Let θ˜mi be the harmonic Ritz values w.r.t. shift σm. We will also denote the corre-
sponding ρ-values and residuals for this shift with a superscript m.
Given some harmonic Ritz value θ˜mi w.r.t. shift σm we want an expression for
σm+1 such that
|θ˜m+11 − σm+1| < |θ˜mi − σm|. (20)
We remark that |θ˜m+1−1 − σm+1| < |θ˜mi − σm| is also possible but we do not consider
it here.
We consider here i to be more general than±1. It can be useful to start for σ 0 with
another harmonic Ritz value than θ˜1 or θ˜−1, we return to this in Section 6.3. If in the
next steps we take i to be constantly 1, we get a sequence of shifts σ 0, σ 1, σ 2, . . . for
which the size of the Lehmann interval [σm, θ˜m1 ] becomes smaller and smaller and
will ultimately result in an evidently appealing minimal interval. The idea we use to
get an expression for a new shift σm+1, given σm and the harmonic Ritz values and
ρ-values for this shift, is based on the following observation.
Every Lehmann interval with boundaries θ˜i and σ contains ρi and at least one
eigenvalue. An alternative interval with this inclusion property can be given using
the Bauer–Fike theorem [16, Theorem 4.5.1]. This theorem implies that there is at
least one eigenvalue of A in the interval [ρi − ‖ri‖2, ρi + ‖ri‖2], where ri is the
residual ri ≡ Au˜i − ρiu˜i of the approximate eigenpair (ρi, u˜j ). It turns out that the
size of this interval is always smaller than the size of the corresponding Lehmann
interval as follows from the following lemma.
Lemma 6.1. Let (θ˜i , u˜i ) be a harmonic Ritz pair and ρi the corresponding ρ-value
and define ri ≡ Au˜i − ρiu˜i . Then
2‖ri‖2  |θ˜i − σ |
with equality if and only if ρi = 12 (θ˜i + σ).
Proof. Apply Lemma 3.3 and note that the expression on the right is maximal for
ρi = 12 (θ˜i + σ). 
The idea now is as follows. Although the harmonic Ritz values w.r.t. shift σm
provide the best upper bound on the eigenvalues closest to σm, they provide no
better error estimates for the computed ρ-value, ρmi , than a simple application of
the Bauer–Fike theorem, see Lemma 6.1. Because in the Bauer–Fike interval only
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information is used about the vector u˜mi it is suggested that we can find a smaller
interval with the same inclusion property by choosing σm+1 at the boundary of the
Bauer–Fike interval, for example σm+1 = ρmi − ‖rmi ‖2. We use Lemma 3.3 to get a
cheaply computable expression for ‖rmi ‖2 and select
σm+1 ≡ ρmi −
√
(θ˜mi − ρmi )(ρmi − σmi ). (21)
Fig. 4 illustrates the idea for θ˜mi . Note that the inter-section of the Bauer–Fike inter-
val and the Lehmann interval cannot be empty because ρi is in both intervals. On
the other hand the Bauer–Fike interval cannot be strictly contained in the Lehmann
interval, this would contradict the optimality from Proposition 3.1.
Indeed, the property in (20) can be proven for the shift σm+1 given by (21).
Lemma 6.2. Take σm+1 as in (21). Then
|θ˜m+11 − σm+1|  |θ˜mi − σm|
with equality if and only if ρmi = 12 (θ˜mi + σm).
Proof. If ρmi is not precisely in the middle of the Lehmann interval, then
(θ˜m+11 − σm+1)2  4(θ˜mi − ρmi )(ρmi − σm) < (θ˜mi − σm)2.
The first inequality follows from Theorem 4.1 applied to the one-dimensional sub-
space u˜mi followed by the minmax property of harmonic Ritz values (Lemma 3.2).
If ρmi is precisely in the middle of the interval, σm+1 = σm which concludes the
proof. 
We give a simple numerical illustration for the matrix defined in (14) and V is
a Krylov subspace for the matrix A of dimension 150. Again λp = 110. We started
with two different initial shifts: σ 0 = 110 and σ 0 = 109.75. In all applications of
(21) we choose i = 1 except for σ 0: because we are interested in a small interval
in the neighborhood of σ 0 it is wise to select a harmonic Ritz vector that makes a
small angle with the eigenvector xp and this is not necessarily u˜1. So, for σ 0 we
have selected a suitable harmonic Ritz vector using a new selection strategy that is
discussed in Section 7. The numbers are in Table 1. For both initial shifts σ 0 applying
(21) a few times results in almost the same interval.
Fig. 4. Relocation of the shift σm can lead to Lehmann intervals of smaller size, but the shorter interval
cannot be a contained in the taller one: see Section 6.2.
G.L.G. Sleijpen, J. van den Eshof / Linear Algebra and its Applications 358 (2003) 115–137 133
Table 1
The effect of applying (21) for σ 0 = 110 and σ 0 = 109.75
m σm Lehmann interval Bauer–Fike interval
Interval Size Interval Size
0 110.0000 [110.0000, 518.0980] 408.0980 [109.9964, 110.0036] 0.007171
1 109.9964 [109.9964, 110.0012] 0.004779 [109.9979, 110.0021] 0.004136
2 109.9979 [109.9979, 110.0021] 0.004136 [109.9979, 110.0021] 0.004136
0 109.7500 [109.7500, 110.0000] 0.250020 [109.9979, 110.0021] 0.004136
1 109.9979 [109.9979, 110.0021] 0.004136 [109.9979, 110.0021] 0.004136
2 109.9979 [109.9979, 110.0021] 0.004136 [109.9979, 110.0021] 0.004136
6.3. Discussion
In Section 6.2 we discussed the idea of relocating the shift σ in harmonic Ray-
leigh–Ritz to the boundary of the Bauer–Fike interval for one of the harmonic Ritz
vectors. A point of concern is which i in (20) to begin with or how to pick σ 0. We
note that in fact any boundary point of any inclusion interval (e.g. Gershgorin discs,
etc.) can be used as a starting point for σ . But it is not necessarily true that there is
enough information in V and AV such that this interval can be reduced. However,
it can be useful to start with intervals at different positions if one wants to outline the
spectrum of the matrix A.
If we take as starting point a Bauer–Fike interval for one of the harmonic Ritz
vectors, it is true that this results in intervals that do reduce in size. However, if we are
interested in some small inclusion interval in the neighborhood of σ 0, it is not always a
good idea to start with θ˜01 or θ˜
0
−1 or equivalently, pick i = ±1 in (20). This is the
problem of Section 7, where we want to select the harmonic Ritz vector w.r.t. shift σ
that is making a small angle with the eigenvector with eigenvalue closest to σ .
7. The selection of a harmonic Ritz pair
In this section σ is fixed and we are interested in the eigenvector xp that is asso-
ciated with the eigenvalue λp closest to σ . We want to select an approximation to xp
from the set of all harmonic Ritz vectors u˜i with respect to the shift σ . An important
practical question is which harmonic Ritz vector is a good candidate.
Although theoretical justification is still incomplete, numerical experiments [13]
suggest that there is at least one harmonic Ritz vector, say u˜j , that offers a good
approximation to xp, whenever the angle between xp andV is small. In this section
we will propose a new strategy for selecting a u˜j . We will argue that the new strategy
is more successful in finding the desired u˜jp than the obvious strategies that select
the harmonic Ritz vector with harmonic Ritz value or with ρ-value closest to σ .
134 G.L.G. Sleijpen, J. van den Eshof / Linear Algebra and its Applications 358 (2003) 115–137
7.1. The selection strategies
Ideally we want to detect the harmonic Ritz vector u˜j that makes the smallest
angle with the eigenvector xp. The first strategy is based on the harmonic Ritz val-
ues. We take the u˜j with j = argmini |θ˜i − σ | and call this harmonic selection. An
alternative (ρ-selection) is to use the ρ-values as indication, i.e., select u˜j with j =
argmini |ρi − σ |. The third and new alternative that we propose is a mixture of these
two strategies (product selection), we select u˜j with
j = argmini
√
(ρi − σ)(θ˜i − σ). (22)
Note that√
(ρi − σ)(θ˜i − σ) = ‖Au˜i − σ u˜i‖2.
All three strategies can be applied equally cheaply. It is interesting to observe that
because |ρi − σ |  |θ˜i − σ |
|ρi − σ | 
√
(ρi − σ)(θ˜i − σ)  |θ˜i − σ |.
In order to illustrate some characteristic properties of these three selection methods
we applied harmonic Rayleigh–Ritz with shift σ = 0 to the following matrix A and
subspace V:
A = Aµ ≡

µ 0 00 −2 0
0 0 1


and
V =V%,φ ≡ span




√
1 − %√
% sin(φ)√
% cos(φ)

 ,

 0− cos(φ)
sin(φ)



 .
The eigenpair of interest is (µ, e1) and note that sin2 ∠(V, e1) = %. The best pos-
sible approximation from the subspace V%,φ is denoted by xV%,φ . We have applied
harmonic Rayleigh–Ritz with zero-shift and subspace V =V%,φ , applied the three
selection strategies and calculated the maximal angle over φ between the selected
harmonic Ritz vector and xV%,φ for a fixed %. The results are in Fig. 5 for the matrix
Aµ with µ = 0 and µ = −0.5.
For µ /= σ = 0 Theorem 5.1 shows that for % small enough, harmonic selection
selects a relevant harmonic Ritz vector. This can be seen in Fig. 5(b). In case µ =
σ = 0 the graph for harmonic selection equals one, this means that the selected har-
monic Ritz vector can be perpendicular to xV%,φ for some subspaces V%,φ and har-
monic selection can perform very poorly.
For ρ-selection the situation is the reverse. If µ = σ = 0, it seems that the ρ-
values provide useful information about the quality of the harmonic Ritz vector.
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Fig. 5. Numerical approximation of the maximal angle over φ between u˜j and xV for harmonic Ray-
leigh–Ritz and the three selection strategies. Also included is the situation of optimal selection. (a) for
µ = 0, (b) for µ = −0.5.
However, ifµ /= σ = 0, an irrelevant harmonic Ritz vector can be selected. In general
we expect thatρ-selection is not effective ifσ is far from the eigenvalue of interest. Our
new selection strategy based on the product
√
θ˜ρ gives a reasonable compromise be-
tween the two strategies.
7.2. Numerical experiments
To illustrate the three selection strategies in the framework of the computation of
an eigenvector with an iterative method, we adapt Example 5 from [13].
We search for the eigenvalue closest to 27.0 of the tridiagonal matrix A with
0.2, 0.4, . . . , 58.8, 60.0 on the diagonal and one on the sub- and super-diagonal. In
every iteration step the spaceV is expanded with a correction v given by the David-
son correction-equation
v = (diag(A)− σI)−1r, with the residual r ≡ Au− ρ(u)u.
Here u is some approximation to the wanted eigenvector constructed from the sub-
space. For this construction we have used harmonic Rayleigh–Ritz with shift σ and
selected the vector u = u˜j using our three selection methods. Furthermore, we com-
puted the results when u was taken the refined Ritz vector û from (6) with shift
ξ = σ . Fig. 6 shows the convergence history for two values of σ .
From this picture the best strategy to use seems refined Rayleigh–Ritz due to
faster convergence in the initial phase. For σ = 27.05 the figure shows a very irregu-
lar behavior for ρ-selection, the other two selection strategies perform equally well.
When σ is decreased to σ = 27.0001 the convergence for ρ-selection is still irregular
but in the end not slower than for selection with (22). In the setting discussed here,
irregular convergence is not really a problem, but if restarts are performed, then a
restart at a peak in the convergence curve may be fatal. With harmonic selection the
process converges to a different eigenpair, in contrast to the other strategies.
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Fig. 6. Finding the eigenpair with eigenvalue closest to σ with refined Ritz with shift σ (..) and har-
monic Rayleigh–Ritz using harmonic selection (o), ρ-selection (*) and selection with (22) (+). Harmonic
selection in the right picture finds the eigenvalue ≈ 27.2, which is not the eigenvalue closest to σ .
Now consider the case where the eigenvalue closest to the left of σ is to be com-
puted, in other words the λi for which 1/(σ − λi) is maximal. It is not immediately
clear how to adapt the refined Ritz method with fixed shift for this situation. Har-
monic selection is changed to selecting u˜j with j = argmaxi1/(σ − θ˜i ). Similarly,
for ρ-selection we pick u˜j with j = argmaxi1/(σ − ρi). Our new strategy becomes
choosing u˜j with
j = argmaxi
sign(σ − θ˜i )√
(ρi − σ)(θ˜i− σ)
. (23)
Fig. 7 gives the convergence history for the new situation. Again, the convergence
for ρ-selection is quite irregular. Harmonic selection works in both situations, but
again, if the shift is chosen any closer to 27 the method finds the eigenvalue ≈ 26.8
(not shown here). The convergence for condition (23) is again smooth and robust in
this situation.
Fig. 7. Finding the eigenpair with the largest eigenvalue that is less than σ with harmonic Rayleigh–Ritz
using harmonic selection (o), ρ-selection (*) and selection with (23) (+). In all cases convergence is
towards the desired eigenvalue.
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We conclude with the remark that (22) and (23) can also be used for non-normal
problems.
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