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ABSTRACT. The space of the global sections of chiral de Rham complex on a compact Ricci-
flat Ka¨hler manifold is calculated and it is expressed as an invariant subspace of a βγ − bc
system under the action of certain Lie algebra.
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1. INTRODUCTION
In 1998, Malikov et al. [1] constructed a sheaf of vertex algebras ΩchX called the chiral
de Rham complex on a complex manifold X . It has a grade of conformal weight, and
the weight zero piece coincides with the ordinary de Rham sheaf. This construction has
substantial applications to mirror symmetry and is related to stringy invariants ofX such
as the elliptic genus [8]. According to [7], on any Calabi-Yau manifold, the cohomology
of ΩchX , called chiral Hodge cohomology, can be identified with the infinite-volume limit
of the half-twisted sigma model defined by E. Witten.
We will study the chiral Hodge cohomology H∗(X,ΩchX ) of X , especially, H
0(X,ΩchX ),
the space of the global sections of ΩchX . There is a chiral duality theorem forH
∗(X,ΩchX ) [3],
which restricted to weight zero piece is the Ponca´re duality. Certain geometric structures
onX give rise to interesting substructures ofH0(X,ΩchX ). For example, ifX is a Calabi-Yau
manifold, H0(X,ΩchX ) contains a topological vertex algebra structure, or equivalently, an
N = 2 superconformal structure [1]. If X is hyper-Ka¨hler, H0(X,ΩchX ) contains an N = 4
superconformal structure with central charge c = 3N , where N is the complex dimension
of X [8][9]. Describing the vertex algebra H0(X,ΩchX ) is a difficult problem. In [2], when
X is projective space, there is a description of H0(X,ΩchX ). In [5][6], we gave a complete
description of H0(X,ΩchX ) when X is a K3 surface: it is isomorphic to the simple N = 4
algebra with central charge c = 6. In this paper (Corollary 5.9), when X is a compact
Ricci-flat K ahler manifold, we will show that H0(X,ΩchX ) is an invariant subspace of a
βγ − bc system under the action of certain Lie algebra.
The calculation of H0(X,ΩchX ) is through the following steps. We first find a soft resolu-
tion (Ωch,∗X , ∂¯) of the chiral de Rham complex Ω
ch
X ). Then throng a canonical isomorphism,
(Ωch,∗X , ∂¯) is isomorphic to (Ω
0,∗
X (E), D¯) with
E = Sym∗(
∞⊕
n=1
T¯ )
⊗
Sym∗(
∞⊕
n=1
T¯ ∗)
⊗
∧∗(
∞⊕
n=1
T¯ )
⊗
∧∗(
∞⊕
n=1
T¯ ∗)
and D¯ is an elliptic operator. At last, we use the Bochner technique to show that if the
holonomy group of X is SU(N) with holomorphic volume form ω, H0(X,ΩchX ) is isomor-
phic to W(T¯xX)Vect(T¯xX,ω|x). W(T¯xX) is the βγ − bc system on T¯xX and Vect(T¯xX,ω|x) is
the space of the algebraic vector fields on T¯xX which preserve ω|x. We have the similar re-
sult if the holonomy group ofX is Sp(N
2
). These results can be regarded as vertex algebra
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analog of a theorem of Bochner ([11], p. 142), which says that holomorphic sections of the
vector bundle given by tensors of tangent and cotangent bundles on a Ka¨hler manifold
with Ricci tensor zero are exactly the parallel sections.
The plan of the paper is following: in section 2, we introduce the Lie algebra of algebraic
vector field on a vector space, its action on the βγ − bc system of the vector space and the
invariants under the action; in section 3, we introduce the chiral de Rham complex and
chiral Hodge cohomology; in section 4, we introduce a harmonic theory for H∗(X,ΩchX ).
in section 5, we calculate the space of global sections of chiral de rham complex of the
compact Ricci-flat Ka¨hler manifold.
2. βγ − bc SYSTEM
Let V be an N dimensional complex vector space. The βγ-system S(V ) and bc-system
E(V ) were introduced in [10]. The βγ-system S(V ) is generated by even elements βx
′
(z),
x′ ∈ V and γx(z), x ∈ V ∗ with OPEs
βx
′
(z)γx(w) ∼ 〈x, x′〉(z − w)−1.
The bc-system E(V ) is generated by odd elements bx
′
(z), x′ ∈ V and cx(z), x ∈ V ∗ with
OPEs
bx
′
(z)cx(w) ∼ 〈x, x′〉(z − w)−1.
Here for P = β, γ, b or c, we assume a1P
x1 + a2P
x2 = P a1x1+a2x2 .
Let
W(V ) := S(V )⊗ E(V ).
Let αx = ∂γx, βx
′
and αx has OPE
βx
′
(z)αx(w) ∼ 〈x, x′〉(z − w)−2.
Let S+(V ) be the subalgebra of S(V ) generated by βx
′
and αx, S+(V ) is a system of free
bosons. Let
W+(V ) := S+(V )⊗ E(V ).
Let W (V ) be the vector space linearly expanded by even vectors βx
′
(n), α
x
(n) and odd
vectors bx
′
(n), c
x
(n), n < 0, x
′ ∈ V , x ∈ V ∗. These operators are super commutative. Let
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SW (V ) = Sym∗(W (V )). There is a canonical isomorphism
π˜ : SW (V )⊗C C[γ
x1
(−1), · · · , γ
xN
(−1)]→W(V ), π˜(a⊗ f) = af1,
by acting on the unit of W(V ). Through π˜, W(V ) is a free module of C[γx1(−1), · · · , γ
xN
(−1)].
Restricting π˜ on SW (V )⊗ {1}, we get a linear isomorphism
π : SW (V )→W+(V ), a 7→ a1.
The following two equations are often used in this paper. For any elements A and B of
a vertex algebra, we have
: AB :(n) =
∑
k<0
A(k)B(n−k−1) + (−1)|A||B|
∑
k≥0
B(n−k−1)A(k);(2.1)
A(n)B =
∑
k∈Z
(−1)k+1(−1)|A||B|(A(k)B)(n−k−1)1.(2.2)
In this paper, if there is no confusing arising, a vertex operator A(z) will be written as A.
An Hermitian form onW+(V ). If there is an positive definite Hermitian form on V . Let
x′1, · · ·x
′
N be an orthonormal basis of V and x1, · · ·xN be its dual basis in V
∗. W+(V ) is
equipped with a positive definite Hermitian form (−,−) with the following property:
(β
x′i
(n)A,B) = (A, α
xi
(−n)B), for any n ∈ Z, n 6= 0, ∀A,B ∈ W+(V );(2.3)
(b
x′i
(n)A,B) = (A, c
xi
(−n−1)B), for any n ∈ Z, ∀A,B ∈ W+(V ).
The Hermitian form (−,−) can be constructed through the following process. On
W (V ), there is a positive definite Hermitian form such that { 1√−nβ
x′i
(n),
1√−nα
xi
(n), b
x′i
(n), c
xi
(n)}n<0
is an orthonormal basis of W (V ). This Hermitian form induce an Hermitian form on
SW (V ) by tensor product, and then we get a positive definite Hermitian form onW+(V )
through the linear isomorphism π, which satisfies Equations (2.3). Let VA(V ) be the vertex
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algebra generated by the following elements:
Q(z) =
N∑
i=1
: βx
′
i(z)cxi(z) :, L(z) =
N∑
i=1
(: βx
′
i(z)∂γxi(z) : − : bx
′
i(z)∂cxi(z) :),
J(z) = −
N∑
i=1
: bx
′
i(z)cxi(z) :, G(z) =
N∑
i=1
: bx
′
i(z)∂γxi(z) :,(2.4)
D(z) =: bx
′
1(z)bx
′
2(z) · · · bx
′
N (z) :, E(z) =: cx1(z)cx2(z) · · · cxN (z) :,
B(z) = Q(z)(0)D(z), C(z) = G(z)(0)E(z).
Because β(0) = (∂γ)(0) = 0 onW+(V ), we have
Q∗(n) = G(−n+1), J
∗
(n) = J(−n),(2.5)
L∗(n) = L(−n+2) − (n− 1)J(−n+1), D
∗
(n) = (−1)
N(N−1)
2 E(N−2−n).
SoW+(V ) is a unitary representation of VA(V ).
If N = 2l is even, let VC(V ) be the vertex algebra generated by Q(z), L(z), J(z), G(z)
and
D′(z) =
l∑
i=1
: bx
′
2i−1(z)bx
′
2i(z) :, E ′(z) =
l∑
i=1
: cx2i−1(z)cx2i(z) : .
We have D′∗(n) = −E
′
(−n). SoW+(V ) is a unitary representation of VC(V ).
Since the wick product of l copies of D′(z) is l!D(z) and the wick product of l copies of
E ′(z) is l!E(z), VA(V ) is a subalgebra of VC(V ).
W+(V ) is graded by conformal weights k and fermionic charges l:
W+(V ) =
⊕
k∈Z≥0
⊕
l∈Z
W+(V )[k, l].
W+(V )[k, l] = {A ∈ W+(V )|L(1)A = kA, J(0)A = lA}
W+(V )[k, l] are finite dimensional vector spaces and perpendicular to each other under
the Hermitian metric we defined.
Algebraic vector fields on V . The space of algebraic vector fields on V is a graded Lie
algebra Vect(V ) = ⊕n≥−1Vectn(V ), Vectn(V ) = Symn+1(V ∗)⊗V . If (x1, · · ·xN ) is a basis of
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V ∗, then any element v ∈ Vectn(V ) can be written as v =
∑N
i=1 Pi
∂
∂xi
. Pi are homogeneous
polynomial of degree n+ 1. For
∑N
i=1 Pi
∂
∂xi
∈ VectAn (V ) and
∑N
j=1Qj
∂
∂xj
∈ VectAm(V ),
[
N∑
i=1
Pi
∂
∂xi
,
N∑
j=1
Qj
∂
∂xj
] =
∑
i,j
(Pi
∂Qj
∂xi
−Qi
∂Pj
∂xi
)
∂
∂xj
∈ Vectn+m(V ).
For a k form ω ∈ ∧kV ∗, let
Vectn(V, ω) = {v ∈ Vectn(V )|Lvω = 0},
Vect(V, ω) =
⊕
n≥0
Vectn(V, ω).
Here Lv is the Lie derivative of v.
Lemma 2.1. Vect(V, ω) is a graded Lie subalgebra of Vect(V ).
Proof. If v1 ∈ Vectn(V, ω) and v2 ∈ Vectm(V, ω), then L[v1,v2]ω = [Lv1 , Lv2 ]ω = 0. So [v1, v2] ∈
Vectn+m(V, ω). Vect(V, ω) is a graded Lie subalgebra of Vect(V ). 
We consider the Lie subalgebras of Vect(V ) of type AN−1 and type Cl.
Type AN−1. Let ω = dx1 ∧ · · · ∧ dxN . For n ≥ 0, let
VectAn (V ) = Vectn(V, ω) = {
N∑
i=1
Pi
∂
∂xi
∈ Vectn(V )|
∑ ∂
∂xi
Pi = 0}.
Let VectA(V ) = Vect(V, ω).
Lemma 2.2. VectA(V ) have the following properties:
(1) VectA0 (V ) is isomorphic to the simple Lie algebra slN(C) of type AN−1;
(2) VectAn (V ) is an irreducible representation of Vect
A
0 (V );
(3) VectA(V ) is generated by VectA0 (V ) and any non zero element of Vect
A
1 (V ).
Proof. (1) Elements in VectA0 (V ) are exactly elements in V
∗⊗V = Hom(V, V )with their
traces vanish. So VectA0 (V )
∼= slN (C).
(2) VectAn (V ) is the kernel of the contraction
Symn+1(V ∗)⊗ V → Symn(V ∗).
When n ≥ 0, the contraction map is surjective. By Weyl’s dimension formula,
VectAn (V ) is an irreducible representation of slN (C).
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(3) Since VectAn (V ) is an irreducible representation of Vect
A
0 (V ), it is generated by a
non zero element and VectA0 (V ). x
n
1
∂
∂x2
∈ VectAn−1(V ) and x
2
2
∂
∂x1
∈ VectA1 (V ),
[xn1
∂
∂x2
, x22
∂
∂x1
] = 2x2x
n
1
∂
∂x1
− nxn−11 x
2
2
∂
∂x2
6= 0.
So VectA1 (V ), Vect
A
n−1(V ) and Vect
A
0 (V ) generate Vect
A
n (V ). By induction, Vect
A
1 (V )
and VectA0 (V ) generate Vect
A(V ). Since VectA1 (V ) is an irreducible representa-
tion of VectA0 (V ), Vect
A(V ) is generated by VectA0 (V ) and any non zero element
of VectA1 (V ).

Type Cl. If N = 2l is even, let ω =
∑l
i=1 dx2i−1 ∧ dx2i. Let Vect
C
n (V ) = Vectn(V, ω) and
VectC(V ) = Vect(V, ω).
Lemma 2.3. VectC(V ) have the following properties:
(1) VectC0 (V ) is isomorphic to the simple Lie algebra spN(C) of type Cl;
(2) VectCn (V ) is an irreducible representation of Vect
C
0 (V );
(3) VectC(V ) is generated by VectC0 (V ) and any non zero element of Vect
C
1 (V ).
Proof. (1) This is straightforward.
(2) There is an isomorphism V → V ∗, v 7→ ιvω by the contraction with ω. It in-
duces an isomorphism VectCn (V )
∼= Symn+2(V ∗) of the representation of spN(C).
So VectCn (V ) is an irreducible representation of spN(C).
(3) The proof is the same as the proof of Lemma 2.2(3).

Invariants under the action of vector fields on βγ − bc system. Vect(V ) has a canonical
action onW(V ). Let L : Vect(V )→ Der(W(V )), which is given by
L(Pi(x1, · · · , xN )
∂
∂xi
) = (Q(0) : Pi(γ
x1 , · · ·γxN )bx
′
i :)(0).
By a direct calculation, we have
Lemma 2.4. L is a Lie algebraic homomorphism.
Lemma 2.5. VA(V ) is VectA(V ) invariant and VC(V ) is VectC(V ) invariant.
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Let Z = ZN≥0. Let ei = (0, · · · , 0, 1, 0 · · · , 0) ∈ Z be the elements with i-th component 1
and others 0. For s = (s1, · · · , sN) ∈ Z , let
|s| =
N∑
i=1
si, s! =
N∏
i=1
si!.
For any symbol ’X’, let
Xs =
N∏
i=1
(X i)si (or
N∏
i=1
(Xxi)si),
∂
∂xs
=
N∏
i=1
(
∂
∂xi
)si.
Let γ˜xi(z) = γxi(z)−γxi(−1) =
∑
n 6=0 γ
xi
(n)z
−n−1. Let L+ : Vect(V )→ EndC(W+(V )) be a linear
map, such that for v = Pi(x1, · · · , xN )
∂
∂xi
∈ Vectn(V ),
L+(v) = (::
∂Pi
∂xj
(γ˜x1 , · · · , γ˜xN )cxj : bx
′
i :)(0)+ : Pi(γ˜
x1 , · · · , γ˜xN )βx
′
i :)(0).
Lemma 2.6.
L(v) =
∑
s∈Z
1
s!
γs(−1)L
+(
∂Pi
∂xs
∂
∂xi
),
and
L+(v) =
∑
s∈Z
(−1)|s|
1
s!
γs(−1)L(
∂Pi
∂xs
∂
∂xi
).
Proof. We only need to show the first equation.
L(v) = ::
∂Pi
∂xj
(γx1, · · · , γxN )cxj : bx
′
i :(0) + : Pi(γ
x1 , · · · , γxN )βx
′
i :(0)
= ::
∂Pi
∂xj
(γ˜x1 + γx1(−1), · · · , γ˜
xN + γxN(−1))c
xj : bx
′
i :(0) + : Pi(γ˜
x1 + γx1(−1), · · · , γ˜
xN + γx1(−1))β
x′i :(0)
=
∑
s∈Z
1
s!
γs(−1)(::
∂
∂xj
(
∂Pi
∂xs
)(γ˜x1, · · · , γ˜xN )cxj : bx
′
i :(0) + : (
∂Pi
∂xs
)(γ˜x1 , · · · , γ˜xN )βx
′
i :(0))
=
∑
s∈Z
1
s!
γs(−1)L
+(
∂Pi
∂xs
∂
∂xi
).

Corollary 2.7. For v ∈ V ect0(V ), a ∈ W+(V ), L+(v)a = L(v)a.
Proof. For v ∈ V ect0(V ), v = cijxi
∂
∂xj
. By Lemma 2.6,
L(v)a = L+(v)a+
∑
γxi(−1)L
+(cij
∂
∂xj
)a = L+(v)a+
∑
γxi(−1)cijβ
x′i
(0)a = L
+(v)a.

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Let gn = VectAn (V ) (or Vect
C
n (V )) and g = Vect
A(V ) (or VectC(V )). LetW(V )g,W+(V )g0
be the invariant subspaces of W(V ) and W+(V ) under the action of L(g) and L(g0), re-
spectively.
Lemma 2.8. The g invariant spaceW(V )g ⊂ W+(V )g0 .
Proof. g0 is the classical Lie algebra slN (C) ( or spN(C)). W(V )
g ⊂ W(V )g0 . Let v =
x1x1
∂
∂x2
∈ g1. By Lemma 2.6,
L(v) = −γx1(−1)γ
x1
(−1)β
x′2
(0) + 2γ
x1
(−1)(Q(0) : γ
x1bx
′
2 :)(0) + L
+(v).
For any a ∈ W(V )g, a can be regarded as a polynomial of γxi(−1) with its coefficients in
C[β
x′i
(n), b
x′i
(n), c
xi
(n), γ
xi
(n−1)], n < 0. So a = ak + ak−1 + · · · with ai is a homogenous polynomial
of degree i. L+(v) will not increase the degree of γxi(−1) since L
+(v) does not contain any
γxi(−1). So L(v)a is a polynomial of degree k + 1 and the part of degree k + 1 is
−γx1(−1)γ
x1
(−1)β
x′2
(0)ak + 2γ
x1
(−1)(Q(0) : γ
x1bx
′
2 :)(0)ak = −γ
x1
(−1)γ
x1
(−1)β
x′2
(0)ak.
Since a is g0 invariant, so ak is g0 invariant and (Q(0) : γ
x1bx2 :)(0)ak = 0. But L(v)a is zero,
so we must have β
x′2
(0)ak = 0, that is ak does not contain any γ
x2
(−1). Since ak is g(0) invariant,
ak does not contain any γ
xi
(−1). So a = a0. We conclude thatW(V )
g ⊂ W+(V )g0 .

Lemma 2.9. For any nonzero g ∈ g1
W(V )g = (W(V )g0)L(g).
Proof. By Lemma 2.2 and Lemma 2.3, g is generated by g0 and g. 
Lemma 2.10. For any nonzero g ∈ g1,
W(V )g = (W+(V )
g0)L
+(g).
Proof. Assume g = Pi
∂
∂xi
, Pi are quadric polynomials.
L(g) = L+(g) + γ
xj
(−1)L
+(
∂Pi
∂xj
∂
∂xi
) + Pi(γ
x1
(−1), · · · , γ
x1
(−1))β
x′i
(0).
∂Pi
∂xj
∂
∂xi
∈ g0. So for any a ∈ W+(V )g0 , L(g)a = L+(g)a.We haveW(V )g = (W+(V )g0)L(g) =
(W+(V )
g0)L
+(g). 
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Lemma 2.11. W(V )g =W+(V )L
+(g).
Proof. By Lemma 2.8,W(V )g = W+(V )g. OnW+(V ), β
xi
(0) = 0, so by Lemma 2.6, L(g) and
L+(g) can be represented by each other. SoW+(V )L(g) =W+(V )L
+(g). 
Let g0[t] = ⊕n≥0g0tn be the Lie algebra given by
[git
i, gjt
j] = [gi, gj]t
i+j, for gi, gj ∈ g0.
The action of g0 on V induces an action of g0[t] on SW (V ), which is given by
gtnβ
x′i
(−k) = β
gx′i
(−k+n), n < k, gt
nβ
gx′i
(−k) = 0, n ≥ k;
gtnb
x′i
(−k) = b
gx′i
(−k+n), n < k, gt
nb
gx′i
(−k) = 0, n ≥ k;
gtncxi(−k) = c
gxi
(−k+n), n < k, gt
ncgxi(−k) = 0, n ≥ k;
gtnγxi(−k) = γ
gxi
(−k+n), n < k − 1, gt
nγgxi(−k) = 0, n ≥ k − 1.
Let SWn(V ) be the linear subspace of SW (V ) which is spanned by the monomials of
γ, β, b, cwith the property that the number of c in themonomial plus double of the number
of γ in the monomial is n. SW (V ) = ⊕n≥0SWn(V ). Since the action of g0[t] on SW (V )
preserve SWn(V ), SW (V )
g0[t] = ⊕n≥0SWn(V )g0[t].
Lemma 2.12. For a ∈ W+(V )g, a = π(ak + ak−1 + · · · ) with an ∈ SWn(V ), then ak is g0[t]
invariant.
Proof. Obiviously ak is g0 invariant. Let v1 = x
2
1
∂
∂x2
∈ g1 and g1 = x1
∂
∂x2
. Let
K1 =
∑
l≥1
γx1(−l−1)gt
l.
0 = L(v1)a = (2 :: γ
x1cx1 : bx
′
2 ::(0) + :: γ
x1γx1 : β
x′2
(0))π(ak + ak+1 + · · · ).
Consider the part of SWk+2(V ),
0 = (L(v1)a)k+2 = 2
∞∑
k=1
γx1−k−1g1t
kak = 2K1ak.
Similarly, let v0 = x
2
1
∂
∂x1
− 2x1x2
∂
∂x2
and g0 = x1
∂
∂x1
− x2
∂
∂x2
. Let
K0 =
∑
l≥1
γx1(−l−1)g0t
l −
∑
l≥1
γx2(−l−1)g1t
l.
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We have K0ak = 0.
Inductively, letKn = [K0, Kn−1], for n ≥ 2, then Knak = 0.
[K0, γ
x1
(−l)] =
l−2∑
s=2
γx1(−s)γ
x1
(−l+s).
[K0, g1t
j ] = 2
∑
s≥1
γx1(−s−1)g1t
j+s.
So inductively, we can show
Kn =
∑
li≥1
cl1,··· ,ln(
n∏
i=1
γx1−li−1)g1t
l1+···+ln .
Her cl1,··· ,ln are positive numbers. When l large enough, g1t
lak = 0. Let L is the largest
number, such that g1t
Lak 6= 0. IfK ≥ 1 then
0 = KLak = c1,··· ,1(γ
x1
−2))
Lg1t
Lak 6= 0.
So g1ta = 0. g0 is a simple algebra, g0[t] is generated by g0 and g1t. So ak is g0[t] invariant.

Theorem 2.13. When dim V = 2, the invariant space of VectA(V ) acting onW(V ) is theN = 4
super conformal vertex algebra with central charge c = 6. That is
W(V )g = VA(V ) = VC(V ).
Proof. If dimV = 2, by the definition, VectA(V ) = VectC(V ) and VA(V ) = VC(V ). From
[15] and the classical invariant theory [16], as a ring with a derivation ∂, SW (V )g0[t] is gen-
erated by π−1(Q(z)), π−1(L(z)), π−1(G(z)), π−1(J(z)), π−1(E(z)), π−1(B(z)), π−1(C(z)), π−1(D(z)).
Here the derivation ∂ is given by ∂P(−k) = kP(−k−1), for P = βx
′
i, bx
′
i, cxi and αxi . Thus
any ak ∈ SWk(V )g0[t], ak can be represented as a polynomial of ∂lπ−1(Q(z)), ∂lπ−1(L(z)),
∂lπ−1(G(z)),∂lπ−1(J(z)), ∂lπ−1(E(z)), ∂lπ−1(B(z)), ∂lπ−1(C(z)), ∂lπ−1(D(z)). Let b be the
wick product of ∂lL(z), ∂lG(z),∂lπ−1(J(z)), ∂lπ−1(E(z)), ∂lπ−1(B(z)), ∂lπ−1(C(z)), ∂lπ−1(D(z))
according to the polynomial representation of ak. We have π
−1(b) = bk + bk−1 + · · · ,
bn ∈ SWn(V )with bk = ak.
If a ∈ Wg, π−1(a) = ak + ak−1 + · · · , then ak ∈ SWk(V )g0[t], there is a b ∈ VA(V ), with
π−1(b) = bk + bk−1 + · · · and ak = bk, Thus π−1(a − b) = (ak−1 − bk−1) + · · · and a− b is g
invariant. By induction on k, we conclude a ∈ VA(V ). SoW(V )g = VA(V ). 
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From the above thereom, We may give the following conjecture
Conjecture 2.14. W(V )Vect
A(V ) = VA(V );W(V )Vect
A(V ) = VA(V ).
3. CHIRAL DE RHAM ALGEBRA
The chiral de Rham complex introduced in [1][2] is a sheaf of vertex algebras ΩchX de-
fined on any manifold X in either the algebraic, complex analytic, or C∞ categories.
In this paper we work in the complex analytic and C∞ settings. Let W = W (CN) and
x′1, · · · , x
′
N be a standard basis of C
N . Let βi = βx
′
i , bi = bx
′
i , γi = γxi and ci = cxi .
If X is a complex manifold and (U, γ1, · · ·γN ) is a complex coordinate system of X ,
O(U) is a C[γ1(−1), · · · γ
N
(−1)] module by identifying the action of γ
i
(−1) with the product of
γi. W is a C[γ1(−1), · · · γ
N
(−1)]module. Ω
ch
X (U) is the localization ofW on U ,
ΩchX (U) =W ⊗C[γ1(−1),···γN(−1)] O(U).
Then ΩchX (U) is the vertex algebra generated by β
i(z), bi(z), ci(z) and f(z), f ∈ O(U) .
These generators satisfy the nontrivial OPEs
βi(z)f(w) ∼
∂f
∂γi
(z)
z − w
, bi(z)cj(w) ∼
δij
z − w
,
as well as the normally ordered relations
: f(z)g(z) : = fg(z), for f, g ∈ O(U).
Through π˜, we have a linear isomorphism
SW ⊗C O(U)→ Ω
ch
X (U), a⊗ f 7→ af.
Here SW = SW (CN). ΩchX (U) is a free O(U)module.
Let γ˜1, · · · γ˜N be another set of coordinates on U , with
γ˜i = f i(γ1, · · · γN), γi = gi(γ˜1, · · · γ˜N).
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The coordinate transition equations for the generators are
∂γ˜i(z) =:
∂f i
∂γj
(z)∂γj(z) : ,
b˜i(z) =:
∂gi
∂γ˜j
(g(γ))bj : ,
c˜i(z) =:
∂f i
∂γj
(z)cj(z) : ,(3.1)
β˜i(z) =:
∂gi
∂γ˜j
(g(γ))(z)βj(z) : + ::
∂
∂γ
(
∂gi
∂γ˜j
(g(γ)))(z)ck(z) : bj(z) : .
Global sections. There are four sections in ΩchX (U):
Q(z) =
N∑
i=1
: βi(z)ci(z) :, L(z) =
N∑
i=1
(: βi(z)∂γi(z) : − : bi(z)∂ci(z) :),
J(z) = −
N∑
i=1
: bi(z)ci(z) :, G(z) =
N∑
i=1
: bi(z)∂γi(z) : .
They makes ΩchX (U) a topological vertex algebra. For a general complex manifoldX , L(z)
and G(z) are globally defined. Q(z) and J(z) are not globally defined. But Q(0) and J(0),
the zero modes of Q(z) and J(z), are globally defined. The operators L(1) and J(0) give
ΩchX the grades of conformal weights k and fermionic numbers l, respectively.
ΩchX =
⊕
ΩchX [k, l].
If X is a Calabi-Yau manifold, there is a nowhere vanishing holomorphic N form ω on
X . Let (U, γ1, · · · , γN) be a coordinate system of X such that ω|U = dγ1 · · · dγN . The four
sections Q(z), L(z), J(z), G(z) are globally defined on X . There are two global sections
D(z) and E(Z) of ΩchX constructed from ω. Locally, D(z) and E(Z) can be represented by
D(z) =: b1(z)b2(z) · · · bN (z) :, E(z) =: c1(z)c2(z) · · · cN(z) : .
Let B(z) = Q(z)(0)D(z), C(z) = G(z)(0)E(z). These eight sections are generators of the
vertex algebra VA(V ).
IfX is a hyperKa¨hlermanifoldwith the symplectic holomorphic form ω, let (U, γ1, · · · , γN)
be a coordinate system of X such that locally, ω|U =
∑N
2
i=1 dγ
2i−1 ∧ dγ2i, then
D′(z) =:
N
2∑
i=1
b2i−1(z)b2i(z) :, E ′(z) =:
N
2∑
i=1
c2i−1(z)b2i(z) : .
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are globally defined on X . D′(z), E ′(z) and L(z), G(z), Q(z), J(z) generate the vertex al-
gebra VC(V ).
Cohomology of chiral de Rham complex. Regarding X as a smooth real manifold, in
the above construction of ΩchX , replacing the complex coordinate system and the space
of analytic functions O(U) by the smooth coordinate system and the space of smooth
complex functions C∞(U), we get a chiral de Rham complex in the smooth setting, which
we denote Ωch,smX . Ω
ch,sm
X contains Ω
ch
X and its complex conjugate. So L(z), G(z), Q(0), J(0)
and their complex conjugates L¯(z), G¯(z), Q¯(0), J¯(0) are globally defined. L(z), G(z), Q(0)
and J(0) commute with L¯(z), G¯(z), Q¯(0) and J¯(0)
Ωch,smX is Z≥0 × Z graded
Ωch,smX =
⊕
k≥0
⊕
l
Ωch,smX [k, l]
with L¯(1)a = ka, J¯(0)a = la for a ∈ Ω
ch,sm
X [k, l](U).
Since Q¯(0)Q¯(0) = 0 and Q¯(0) maps Ω
ch,sm
X [k, l] to Ω
ch,sm
X [k, l+1], (Ω
ch,sm
X , Q¯(0)) is a complex
of sheaves.
Let Ωch,lX = Ω
ch,sm
X [0, l] and Ω
ch,∗
X = ⊕
N
l=0Ω
ch,sm
X [0, l]. Let ∂¯ = Q¯(0)|Ωch,sm
X
. (Ωch,∗X , ∂¯) is a sub
complex of (Ωch,smX , Q¯(0)).
By
[Q¯(0), G¯(1)] = L¯(1),
we have
Lemma 3.1. For any complex manifold, the obviously imbedding
(Ωch,∗X , ∂¯) →֒ (Ω
ch,sm
X , Q¯(0))
is a quasiisomorphism.
Let SW be the complex conjugate of SW . Locally, we have a linear isomorphism
SW ⊗ SW ⊗ C∞(U)→ Ωch,smX (U), a⊗ b⊗ f → abf.
This give the isomorphism
SW ⊗ Ω0,∗X (U)→ Ω
ch,∗
X (U), a⊗ f → af,
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by identifying dγ¯i with c¯i. Here Ω0,∗X (U) = ⊕kΩ
0,k
X (U) and Ω
0,k
X (U) is the space of (0, k)
differential forms on U . It is easy to see that (Ωch,∗X , ∂¯) is a soft resolution of Ω
ch
X . Let
H∗(X,ΩchX ) be the cohomolgoy of the sheaf Ω
ch
X , called chiral Hodge cohomology of X .
Theorem 3.2. Chiral Hodge cohomology of X is the cohomology of complex
Ωch,0X (X)
∂¯
−→ Ωch,1X (X)
∂¯
−→ · · ·
∂¯
−→ Ωch,NX (X).
It is also the cohomology of complex (Ωch,smX (X), Q¯(0)).
Ωch,smX is a sheaf of vertex algebra and
Q¯(0)(a(n)b) = (Q¯(0)a)(n)b) + (−1)
|a|a(n)(Q¯(0)b), for a, b ∈ Ω
ch,sm
X (X).
So the cohomology of the complex (Ωch,smX (X), Q¯(0)) is a vertex algebra. H
0(X,ΩchX ) =
ΩchX (X) is the space of holomorphic sections of Ω
ch
X .
Corollary 3.3. H∗(X,ΩchX ) is a vertex algebra.
4. HARMONIC THEORY FOR CHIRAL DE RHAM COMPLEX
In this section, we assume the X is a compact Ka¨hler manifold with the Ka¨hler form
Hijdγ
i ∧ dγj . Let (Hjk) be the inverse matrix of (Hij), that is
∑
j HijH
jk = δik.
A canonical isomorphism. Let (U, γ1, · · · , γN) be a holomorphic coordinate system ofX .
Let
Γ
j =: Hij∂γ
i :, cj =: Hijc
i :, bj =: Hjibi :, Bj = Q(0)b
j .
Their nontrivial OPEs are
B
i(z)Γj(w) ∼ δij(z − w)
−2, bi(z)cj(w) ∼ δij(z − w)
−1.
LetWγ+ be the vertex algebra generated by B
i, Γi, bi and ci. It is isomorphic toW+(V ) as
a vertex algebra. bi, ci and Γi commute with smooth functions on U , and
B
j(z)f(w) ∼
Hji ∂f
∂γi
z − w
, for any smooth function on U.
In particular, bi, ci, Γi and Bi commute with antiholomorphic functions.
Since
∂γi =: HjiΓj :, ci =: Hjicj :, bi =: Hijbj :, β
i =: HijB
j+ ::
∂Hij
∂γk
H lkcl : bj : .
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Ωch,∗X (U) is generated by b
i, ci,Γi,Bi and Ω0,∗X (U). Let SW
γ = C[Bi(n),Γ
i
(n),b
i
(n), c
i
(n)], 1 ≤
i ≤ N and n < 0, be the polynomial ring generated by negative modes of B,Γ,b and c.
We have a linear isomorphism
IU : SW
γ ⊗C Ω
0,∗
X (U)→ Ω
ch,∗
X (U), a⊗ f 7→ af.
Ωch,∗X (U) is a free Ω
0,∗
X (U)module.
Restricting IU on SW
γ ⊗ {1}, we get a linear isomorphism
ΦU : SW
γ →Wγ+, a 7→ a1.
Now if (U˜ , γ˜1, · · · γ˜N) is another holomorphic coordinate system of X with γi = gi(γ˜)
and γ˜i = hi(γ). Then on U ∩ U˜ ,
Γ˜
j =: H˜ij∂γ˜
i :=: Hkl
∂gk
∂γ˜i
∂gl
∂γ˜j
∂γ˜i :=: Hkl∂γ
k ∂gl
∂γ˜j
:=:
∂gl
∂γ˜j
Γ
l :
Similarly,
c˜
j =:
∂gl
∂γ˜j
c
l :, b˜j =:
∂hj
∂γl
b
l :, B˜j =:
∂hj
∂γl
B
l : .
Since ∂gl
∂γ˜j
and ∂hj
∂γl
are antiholomorphic functions, they commute with bi, ci,Γi,Bi. So
under coordinate transition, Bi and bi change like dγ¯i, and Γi and ci change like ∂
∂γ¯i
.
Thus we get antiholomorphic bundles of algebras SW (T¯X) and W+(T¯X) with fibres
SW (T¯xX) ∼= SW γ and W+(T¯xX) ∼= W
γ
+ for x ∈ U , respectively. As antiholomorphic
vector bundles, SW (T¯X) andW+(T¯X) are isomorphic to E.
Let S0 = {bi(n), c
i
(n),Γ
i
(n),B
i
(n)}n<0. Let S be the set of monomials of b
i
(n), c
i
(n),Γ
i
(n),B
i
(n)
with n < 0. It is a set of basis of SW γ . Let
S[k, l] = {a ∈ S|[L(1), a] = ka, [J(0), a] = la},
S[k, l,m] = {a ∈ S[k, l]|the number of B′smines the number of Γ′s in a is less thanm}.
ΦU are compatible under the coordinate transitions. They gives an isomorphism of vec-
tor bundles Φ : SW (T¯X)→W+(T¯X). The sheaf of antiholomorphic sections ofW+(T¯X)
is the subsheaf of Ωch,∗X , which is locally generated by b
i, ci,Γi,Bi and antiholomorphic
functions on U .
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Let Ω0,kX (SW (T¯X)) be the sheaf of smooth (0, k) forms with values in SW (T¯X) and
Ω0,∗X (SW (T¯X)) = ⊕Ω
0,k
X (SW (T¯X)). We have
Ω0,∗X (SW (T¯X))(U) = SW
γ ⊗C Ω
0,∗
X (U).
IU are compatible under the coordinate transitions. They give an isomorphism of sheaves
of vector spaces
I : Ω0,∗X (SW (T¯X))→ Ω
ch,∗
X .
Let SW γ[k, l] and SW γ[k, l,m] be the subspaces of SW γ , which is spanned by S[k, l] and
S[k, l,m], respectively. Since under coordinate transition, B, b, Γ and c change to B, b,
Γ and c, respectively. SW (T¯X) has subbundles SW (T¯X)[k, l] and SW (T¯X)[k, l,m] with
fibres isomorphic to SW γ[k, l] and SW γ[k, l,m], respectively.
The positive definite Hermitian form on T¯xX induces a positive definite Hermitian
forms on SW (T¯xX) andW+(T¯xX), which satisfies Equation (2.3). Thus the Ka¨hler metric
ofX induces Hermitian metrics on SW (T¯X) andW+(T¯X). Let∇ = ∇1,0+∂¯′ be the Chern
connection on SW (T¯X) corresponding to the Hermitian metric. We have
∇ab = (∇a)b+ (−1)|a|a∇b, a, b ∈ Ω∗,∗X (X,SW (T¯X))
Let θij = −H ik∂¯Hkj be the connection one form. Then for k < 0,
∇1,0Bi(k) = ∇
1,0
Γ
i
(k) = ∇
1,0
b
i
(k) = ∇
1,0
c
i
(k) = 0,
∂¯′Bi(k) = θijB
i
(k), ∂¯
′
b
i
(k) = θijb
i
(k),(4.1)
∂¯′Γi(k) = −θjiΓ
i
(k), ∂¯
′
c
i
(k) = −θjic
i
(k).
For a ∈ S, assume ∇I(a) =
∑
a′∈S Θa,a′I(a
′). Θa,a′ is zero unless a′ has the same numbers
of B′s, Γ′s b′s and c′s as a.
Let 〈 , 〉 be the Hermitian metric on SW (T¯X) induced from the Kahler metric of X ,
then SW (T¯X)[k, l,m] are perpendicular to each other. We rescale the metric 〈 , 〉 on
SW (T¯X) and get new Hermitian metrics 〈 , 〉λ, λ > 0 such that SW (T¯X)[k, l,m] are per-
pendicular to each other and 〈a, b)λ = λ
m〈a, b〉 for any sections a, b of SW (T¯X)[k, l,m].
Using the Kahler metric on X , 〈 , 〉λ can be extended to SW (T¯X)⊗ ∧∗T¯ ∗. Let
( , )λ : Ω
0,∗
X (SW (T¯X))(X)× Ω
0,∗
X (SW (T¯X))(X)→ C,
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(a, b)λ =
∫
X
〈a, b〉λ, a, b ∈ Ω
0,∗
X (SW (T¯X))(X).
∂¯ operator. A straight forward calculation shows that
Lemma 4.1. ∂¯Γj = − : Γkθkj :, ∂¯cj = − : ckθkj :, ∂¯bj =: bkθjk :,
∂¯Bj =: Bkθjk : − : b
kQ(0)θjk :.
Since Hijdγ
i ∧ dγ¯j is a Ka¨hler form, locally, there is a one form hjdγj with ∂hjdγ¯j =
Hijdγ
i ∧ dγ¯j . We have θij = −B
i
(0)∂¯hj .
Let
v = Q(0) : (∂¯hj)b
j : .
By Lemma 4.1, we have
Lemma 4.2. ∂¯Γj = v(0)Γ
j , ∂¯cj = v(0)c
j , ∂¯bj = v(0)b
j , ∂¯Bj = v(0)B
j . So ∂¯ − v(0) is
commutative with all the modes of Γj , cj,bj ,Bj .
For s ∈ Z , let θ(s, j) = Bs(0)∂¯hj . Then θ(ei, j) = θi,j , θ(s+ ei, j) = B
i
(0)θ(s, j), and
[Bi(m), θ(s, j)(n)] = θ(s+ ei, j)(n+m).
Let Γi(z) =
∑
j 6=0
1
−jΓ
j
(j)z
−j .
Lemma 4.3. For a ∈ SW γ , f ∈ Ω0,∗X (U)
∂¯(af) = (−1)|a|a∂¯f +
∑
s∈Z
1
s!
[:: Γsci : bj :(0), a]fθ(s+ ei, j)(4.2)
+
∑
s∈Z
1
s!
[: ΓsBj :(0), a]fθ(s, j)−
∑
s∈Z
1
s!
[Γs(−1), a]fθ(s+ ej , j)).
Proof.
∂¯(af) = (−1)|a|a∂¯(f) + [∂¯, a]f.
By Lemma 4.2,
[∂¯, a]f = [v(0), a]f = [:: θ(ei, j)c
i : bj :(0), a]f + [: θ(0, j)B
j :(0), a]f.
By compare it with Equation (4.2), to show the Equation (4.2), we only need to show that
(4.3) θ(s, j)(k)af =
∑
s′∈Z
1
s′!
Γs
′
(k)afθ(s+ s
′, j).
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The above Equations (4.3) are just the Taylor expressions of θ(s, j)(k). Since both θ(s, j)
and Γs commute with ci,bi,Γi, we only need to show the Equation (4.3) when a =
B
i1
(k1)
· · ·Bin(kn).
This can be shown by induction on n. When n = 0, a = 1, if k ≥ 0, both sides of the
equation is zero; if k < 0
θ(s, j)(k)f =
1
(−k − 1)!
(∂−k−1θ(s, j))f =
∑
s∈Z
1
s′!
Γs
′
(k)fθ(s+ s
′, j).
If Equation (4.3) is true for a, for l < 0,
θ(s, j)(k)B
i
(l)af = B
i
(l)θ(s, j)(k)af + [θ(s, j)(k),B
i
(l)]af
= Bi(l)θ(s, j)(k)af − θ(s+ ei, j)(k+l)af
= Bi(l)
∑
s′∈Z
1
s′!
Γs
′
(k)afθ(s + s
′, j)−
∑
s′∈Z
1
s′!
Γs
′
(k+l)afθ(s+ s
′ + ei, j)
=
∑
s′∈Z
1
s′!
[Bi(l),Γ
s′
(k)]afθ(s+ s
′, j) +
∑
s′∈Z
1
s′!
Γs
′
(k)B
i
(l)afθ(s+ s
′, j)
−
∑
s′∈Z
1
s′!
Γs
′
(k+l)afθ(s+ s
′ + ei, j)
=
∑
s′∈Z
1
s′!
Γs
′
(k)B
i
(l)afθ(s+ s
′, j)
So Equation (4.3) is true for Bi(l)a. 
Lemma 4.4. Let a ∈ SW γ and f ∈ Ω0,∗X (U), then
∂¯(af)− I(∂¯′(a⊗ f)) =
∑
s∈Z,|s|>0
1
s!
[:: Γsci : bj :(0), a]fθ(s+ ei, j)
+
∑
s∈Z,|s|>1
1
s!
[: ΓsBj :(0) −Γ
s
(−1)B
j
(0), a]fθ(s, j) +
∑
s∈Z,|s|>1
1
s!
[Γs(−1), a](B
j
(0)f)θ(s, j).
Proof. Bj(0) is commutative with elements of S0, so [B
j
(0), a] = 0.
Now [: ΓiBj :(0) + : c
i
b
j :(0), a]⊗ θ(ei, j) = ∂¯
′a. So
I(∂¯′(a⊗ f)) = (−1)|a|a∂¯f +
∑
[: ΓiBj :(0) + : c
i
b
j :(0), a]⊗ fθ(ei, j).
When |s| = 0, [Γs(k), a] = 0 and by the definition, Γ
i
(−1) = 0. By Lemma 4.2, we get
∂¯(af)− I(∂¯′(a⊗ f) =
∑
s∈N ,|s|>0
1
s!
[:: Γsci : bj :(0), a]fθ(s+ ei, j)
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+
∑
s∈Z,|s|>1
1
s!
[: ΓsBj :(0), a]fθ(s, j)−
∑
s∈Z,|s|>1
1
s!
[Γs(−1), a]fθ(s+ ej, j).
Now
[Γs(−1)B
j
(0), a]fθ(s, j) = [Γ
s
(−1), a]B
j :(0) (fθ(s, j))
= [Γs(−1), a](B
j
(0)f)θ(s, j) + [Γ
s
(−1), a]fθ(s+ e
j , j).
We get the equation. 
Lemma 4.5. Let a ∈ S[k, l,m+ 1] and f ∈ Ω0,∗X (U), then
(4.4) ∂¯af − I(∂¯′(a⊗ f)) =
∑
a′∈S[k,l,m]
a′(Qa,a′f).
Here Qa,a′ only depend on a, a
′ and Hij and Qa,a′ is a first order differential operators which
takes value in Ω0,1(U).
Proof. The operators :: Γsci : bj :(0), : Γ
s
B
j :(0) and Γ
s
(−1) preserves the conformal weights
k and fermionic numbers l. When |s| > 0, :: Γsci : bj :(0) and Γ
s
(−1) decrease the number of
B mines the number of Γ at least one. When |s| > 1, : ΓsBj :(0) decreases the number of
B mines the number of Γ at least one. In each term, the modes B0 appear at most once,
which act as a first order differential operator. So the right-hand side of the equation in
Lemma 4.4 can be written as
∑
a′∈S[k,l,m] a
′(Qa,a′f). Qa,a′ only depend on a, a′ and Hij and
Qa,a′ is a first order differential operators which takes value in Ω
0,1(U).

Elliptic complex. Let D¯ = I−1(∂¯). By Lemma 4.5, D¯ is a first-order differential operators
on Ω0,∗X (SW (T¯X)), which locally has the form
(4.5) D¯ =
∑
i
dγ¯i ∧
d
γ¯i
+
∑
i,j
Mijdγ¯
i ∧
d
dγj
+
∑
Aidγ¯
i ∧ .
Here Mij maps Ω
0,∗
X (SW (T¯X)[k, l,m + 1])(U) to Ω
0,∗
X (SW (T¯X)[k, l,m])(U) and Ai maps
Ω0,∗X (SW (T¯X)[k, l,m+ 1])(U) to Ω
0,∗
X (SW (T¯X)[k, l,m+ 1])(U).
Lemma 4.6. (Ω0,∗X (SW (T¯X))(X), D¯) is an elliptic complex.
Proof. Since D¯2 = I−1(∂¯2) = 0.
(Ω0,∗X (SW (T¯X))(X), D¯)
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is a complex.
The symbol of D¯ is
σ(D¯) =
∑
ξidγ¯
i ∧+
∑
Mij ξ¯jdγ¯
i ∧ .
Let’s show that for any nonzero ξ = (ξ1, · · · , ξN), any p ∈ X , the symbol sequence
→ SW (T¯X)p ⊗ ∧
iT¯ ∗p →
σ(D¯)(ξ) SW (T¯X)p ⊗ ∧
i+1T¯ ∗p →
is exact. LetMi = Id⊗ ξi +
∑
Mij ξ¯j ,
σ(D¯)(ξ) =
∑
Midγ¯
i ∧ .
Without loss generality, we can assume ξ1 6= 0, Then M1 is an invertible matrix. D¯2 = 0
implies
σ(D¯)(ξ)2 =
∑
MiMjdγ¯
i ∧ dγ¯j∧ = 0.
SoMiMj =MjMi. Each a ∈ SW (T¯X)p ⊗ ∧iT¯ ∗p can be uniquely written as:
a = a1 + dγ¯
1 ∧ a2
where a1 and a2 do not involve dγ¯
1. If σ(D¯)(ξ)a = 0, it follows that
M1dγ¯
1 ∧ a1 +
∑
i≥2
Midγ¯
i ∧ a1 +
∑
i≥2
dγ¯i ∧ dγ¯1 ∧ a2 = 0.
M1a1 =
∑
i≥2
dγ¯i ∧ a2 and
∑
i≥2
Midγ¯
i ∧ a1 = 0.
Let b = M−11 a2 ∈ SW (T¯X)p ⊗ ∧
i−1T¯ ∗p , then
σ(D¯)(ξ)b = M1dγ¯
1 ∧M−11 a2 +
∑
i≥2
Midγ¯
i ∧M−11 a2 = a
This proves the lemma. 
Let D¯∗λ be the dual operator of D¯ under (−,−)λ, so (Da, b)λ = (a,D
∗
λ)λ. Let
∆iλ = D¯D¯
∗
λ + D¯
∗
λD¯ : Ω
0,i
X (SW (T¯X))(X)→ Ω
0,i
X (SW (T¯X))(X).
The Laplacian∆iλ are elliptic operators. By the Hodge theorem for elliptic complexes,
H i(X,Ωch,∗X ) ∼= H
i(Ω0,∗X (SW (T¯X))(X), D¯) = Ker∆
i
λ.
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5. GLOBAL SECTIONS ON COMPACT RICCI-FLAT KA¨HLER MANIFOLDS
In this section, we assume X is a compact Ricci-flat Ka¨hler manifold. We will calculate
the space of global sections of chiral de Rham complexes on X .
Let ∂¯′∗ be the dual operator of ∂¯′ under (−,−)λ, then ∂¯′∗ = −H ijι ∂
∂γ¯i
∇1,0∂
∂γj
. It does not
depend on λ. Since X is Ricci flat, the mean curvature of the finite dimensional vector
bundle SW (T¯X)[k, l] vanishes. By Bochner’s technique,
(∂¯′∂¯′∗a+ ∂¯′∗∂¯a, a) = (∇a,∇a).
So a smooth section a of SW (T¯X)[k, l] is holomorphic, ∂¯′a = 0 if and only if it is parallel,
that is ∇a = 0. The space of the parallel sections of SW (T¯X)[k, l] is isomorphic to the
invariant subspace of its fibre under the action of holonomy groupG ofX (see Proposition
2.5.2[4]). SW (T¯X) is a direct sum of SW (T¯X)[k, l], so the space of holomorphic sections of
SW (T¯X) is isomorphic to the invariant subspace of its fibre under the action of holonomy
group G of X . That is
r˜x : H
0(X,SW (T¯X)) ∼= (SW (T¯X)|x)
G.
The isomorphism r˜x is given by restricting the section a of SW (T¯X) to a point x ∈ X , that
is r˜x(a) = a(x) ∈ (SW (T¯X)|x)G.
Since Bi0 and∇
1,0 are commutative with a ∈ SW γ , we have
Lemma 5.1. I(∇1,0
Hij ∂
∂γj
a⊗ f) = Bi(0)af . So
∂¯′∗ = −H ijι ∂
∂γ¯i
∇1,0∂
∂γj
= I−1(−
∑
j
ι ∂
∂γ¯i
B
i
0).
Lemma 5.2. If the ka¨hler metric of X is Ricci flat,
[
∑
i
ι ∂
∂γ¯i
B
i
0, ∂¯] =
∑
i
(β¯i(0)B
i
0 +
∑
i,k
(Q(0)b
kθik)(0)b¯
i
(0) + θik(
∂
∂γ¯i
)Bk(0).
Here β¯i(0) =
∂
∂γ¯i
and b¯i(0) = ι ∂
∂γ¯i
. In particular, for any a ∈ SW γ , [∂¯′∗, D¯]a = I−1([
∑
i ι ∂
∂γ¯i
B
i
0, ∂¯]a1) =
0.
Proof. If the ka¨hler metric is Ricci flat, i.e.
∑
H ij ∂
∂γj
θkl(
∂
∂γ¯k
) =
∑
Hkj ∂
∂γj
θil(
∂
∂γ¯k
) = 0. Then∑
θkl(
∂
∂γ¯k
) is antiholomorphic.
[
∑
ι ∂
∂γ¯i
B
i
0, ∂¯] =
∑
β¯i(0)B
i
0 +
∑
b¯i(0)(Q(0) : b
kθik :)(0)
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=
∑
β¯i(0)B
i
0 +
∑
(Q(0) : b
kθik :)(0)b¯
i
(0) +
∑
(Q(0) : b
kθik(
∂
∂γ¯i
) :)(0)
=
∑
β¯i(0)B
i
0 +
∑
(Q(0) : b
kθik :)(0)b¯
i
(0) +
∑
θik(
∂
∂γ¯i
)Bk(0).

D¯ can be written in the form
D¯ = ∂¯′ +
∞∑
i=1
Fi.
Fi are first differetial operators whichmapΩ
0,∗
X (SW (T¯X)[k, l,m]) toΩ
0,∗+1
X (SW (T¯X)[k, l,m−
i]). Locally by Lemma 4.4,
I(Fn)(af) =
∑
s∈Z,|s|=n
1
s!
[:: (Γsci : bj :(0), a]fθ(s+ ei, j)(5.1)
+
∑
s∈Z,|s|=n+1
1
s!
[: ΓsBj :(0) −Γ
s
(−1)B
j
(0), a]fθ(s, j) +
∑
s∈Z,|s|=n
1
s!
[Γs(−1), a](B
j
(0)f)θ(s, j).
Lemma 5.3. If X is a compact Ricci flat Ka¨hler manifold, a smooth section a of SW (T¯X) with
D¯a = 0 if and only if ∂¯′a = 0 and
∑∞
i=1 Fia = 0.
Proof. SW (T¯X) is a direct sum of finite dimensional vector bundles SW (T¯X)[k, l] and D¯
preserve the conformal weights k and fermionic number l. We can assume a = as +
as−1 + as−2 + · · · is a smooth section of SW (T¯X)[k, l] with am is a smooth section of
SW (T¯X)[k, l,m]. D¯ = ∂¯′ +
∑∞
i=1 Fi, so if ∂¯
′a = 0 and
∑∞
i=1 Fia = 0, D¯a = 0. If D¯a = 0,
0 = (D¯a, D¯a)λ = (∂¯
′a+
n∑
i=1
Fia, ∂¯
′a +
n∑
i=1
Fia)λ
= λs(∂¯′as, ∂¯′as) + λs−1(∂¯′as−1 + F1as, ∂¯′as−1 + F1as) + · · · .
So
(∂¯′am +
∑
Fiam+i, ∂¯
′as−1 +
∑
Fiam+i) = 0.
Let’s show ∂¯′am = 0 by induction. If m = s, (∂¯′as, ∂¯′as) = 0, so ∂¯′as = 0. Assume for any
m > n ∂¯′am = 0. Since X is Ricci flat and the mean curvature of SW (T¯X)[k, l] is zero. am
are parallel sections of SW (T¯X)[k, l] and ∇am = 0. By Lemma 5.2,
∂¯′∗
∑
Fiam = ∂¯
′∗D¯am = −D¯∂¯′am + [∂¯′∗, D¯]am = 0.
So ∂¯′∗Fiam = 0 and
0 = (∂¯′an +
∑
Fian+i, ∂¯
′an +
∑
Fian+i) = (∂¯an∂¯an) + (
∑
Fian+i,
∑
Fian+i) = 0.
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So ∂¯an = 0. Inductively, we can get ∂¯
′a = 0 and
∑∞
i=1 Fia = D¯a− ∂¯
′a = 0. 
By the above lemma, H0(Ω0,∗X (SW (T¯X))(X), D) ⊂ H
0(X,SW (T¯X)). Through the iso-
morphism I andΦ,H0(X,ΩchX )
∼= H0(Ω
0,∗
X (SW (T¯X))(X), D) and (SW (T¯X)|x)
G ∼= (W+(T¯X)|x)G,
respectively. We can define the restriction
rx = Φ ◦ r˜x ◦ I
−1 : H0(X,ΩchX )→ (W+(T¯X)|x)
G.
Any holomorphic section a of ΩchX , locally on U ∋ x , can be written as a|U = aUf ,
for aU ∈ SW γ and f is a smooth function on U . By lemma 5.3, ∂¯′I−1(a) = 0. It is a
parallel section, ∇I−1(a) = 0, which imply f is a constant. We can assume f = 1. So
rx(a) = aU |x1x ∈ W+(T¯X)|x, which is the composition of the restriction to the open set U ,
H0(X,ΩchX )→ I(SW
γ ⊗ 1) ⊂ ΩchX (U) and isomorphism I(SW
γ ⊗ 1)→ Φ((SW γ ⊗ 1)|x). So
rx is a homomorphism of the vertex algebra. We have
Lemma 5.4. rx is injective and it is a homomorphism of the vertex algebra.
If the holonomy group of X is SU(N) and ω is a nowhere vanishing N holomorphic
form of X . There is a linear isomorphism, φ : T¯xX → V , such that φ∗(dx1 ∧ · · · ∧ dxN) =
ω¯|x. Through φ, we can get isomorphisms Vect(T¯xX, ω¯|x) ∼= VectA(V ) and W+(T¯X)|x ∼=
W+(V ). So
W+(T¯X)|
Vect(T¯xX,ω¯|x)
x
∼=W+(V )
VectA(V ) =W(V )Vect
A(V ).
Vect0(T¯xX, ω¯|x) is the complexification of the Lie algebra of SU(N). So
(W+(T¯X)|x)
SU(N) = (W+(T¯X)|x)
Vect0(T¯xX,ω¯|x).
Let (z1, · · · zN ) be the dual basis of ( ∂
∂γ¯1
, · · · , ∂
∂γ¯1
). Let
vn,j = ι ∂
∂γ¯j
∑
s∈Z,|s|=n+1
1
s!
zsθ(s, j)|x
∂
∂zj
,
then vn,j ∈ Vectn(T¯xX,ω|x). By Equation (5.1), for a ∈ SW γ ,
(5.2) L+(vn,j)rx(a1) = rx(ι ∂
∂γ¯j
I(Fn)a1).
Similarly, if N = 2l is even and the holonomy group of X is Sp(l). Let ω be a holo-
morphic symplectic form of X . There is a linear isomorphism, φ : T¯xX → V , such that
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φ∗(
∑l
i=1 dx2i−1 ∧ dx2i) = w¯|x. Through φ, we can get isomorphisms Vect(T¯xX, w¯|x) ∼=
VectC(V ) andW+(T¯X)|x ∼=W+(V ). So
W+(T¯X)|
Vect(T¯xX,w¯|x)
x
∼=W+(V )
VectA(V ).
Vect0(T¯xX, ω¯|x) is the complexification of the Lie algebra of Sp(l). So
(W+(T¯X)|x)
Sp(l) = (W+(T¯X)|x)
Vect0(T¯xX,ω¯|x).
Let
vn,j = ι ∂
∂γ¯j
∑
s∈Z,|s|=n+1
1
s!
zsθ(s, j)|x
∂
∂zj
,
then vn,j ∈ Vectn(T¯xX,ω|x). By Equation (5.1), for a ∈ SW
γ ,
(5.3) L+(vn,j)rx(a1) = rx(ι ∂
∂γ¯j
I(Fn)a1).
Theorem 5.5. If X is an N dimensional compact Ka¨hler manifold with holonomy group G =
SU(N) and ω is a nowhere vanishing holomorphic N form, then
H0(X,Ωch,∗X ) ∼=W+(T¯xX)
Vect(T¯xX,ω¯);
If X is an N dimensional compact Ka¨hler manifold with holonomy group G = Sp(N
2
) and ω is a
holomorphic symplectic form, then
H0(X,Ωch,∗X ) ∼=W+(T¯xX)
Vect(T¯xX,ω¯).
The isomorphisms are given by r.
Proof. Assume the holonomy group ofX is SU(N). By Lemma 5.4, we only need to show
that the image of rx isW+(T¯xX)Vect(T¯xX,ω¯). If I−1(a) is a holomorphic section of SW (T¯X)
with r˜x(a) is Vect(T¯xX, ω¯|x) invariant. ∇I−1(a) = 0, I−1(a) and ω are parallel sections, so
for any y ∈ X , ry(a) is Vect(T¯ |y, ω¯|y) invariant. locally, I−1(a)|U = aU ⊗ 1, aU ∈ SW γ .
I(r˜y(a)) = aU1|y ∈ Wa+
Vect(T¯ |y,ω¯|y). By Equation 5.2,
ry(ι ∂
∂γ¯j
∂¯a) = ry(ι ∂
∂γ¯j
∑
i
I(Fi)a) =
∑
i
L+(vi,j)ry(a) = 0.
So ∂¯a = 0 and a ∈ H0(X,Ωch,∗X ).
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On the other hand, if a ∈ H0(X,Ωch,∗X ), without loss of generality, we can assume a =
as+as−1+· · · with am are smooth sections of SW (T¯X)[k, l,m]. Then by lemma 5.3, ∂¯as = 0
and F1as = 0. So rx(as) ∈ W+(T¯xX)Vect(T¯xX,ω|x) and
L+(v1,j)rx(as) = rx(ι ∂
∂γ¯j
I(F1)as) = 0.
Since the holonomy group ofX is SU(N), the curvature is not zero, so there is 1 ≤ j0 ≤ N ,
v1,j0 6= 0. By Lemma 2.10 and Lemma 2, rx(as) ∈ (W+(T¯X)|x)
Vect(T¯xX,ω¯|x). By previous
argument, we know that as ∈ H0(X,Ω
ch,∗
X ), so a−as = as−1+ · · · ∈ H
0(X,Ωch,∗X ). By induc-
tion, we can show am ∈ (W+(T¯X)|x)Vect(T¯xX,ω¯|x) for m ≤ s. So a ∈ (W+(T¯X)|x)Vect(T¯xX,ω¯|x).
The proof of the theorem for the case G = Sp(N
2
) is similar. 
If N = 2, by Theorem 2.13 and Theorem 5.5, we have the result in [5][6] for the global
sections of chiral de Rham complex on K3 surfaces.
Corollary 5.6. The space of global sections of chiral de Rham complex of a K3 surface is isomorphic
to VA(V ).
For a compact Ricci-flat Ka¨hler manifold, we have the following properties (See Propo-
sition 6.22,6.23 in [4]).
Proposition 5.7. Let X be a compact Ricci-flat Ka¨hler manifold. Then X admits a finite cover
isomorphic to the product Ka¨hler manifold T 2l×X1×X2 · · ·×Xk, where T 2l is a flat Ka¨hler torus
and Xj is a compact, simply connected, irreducible, Ricci-flat Ka¨hler manifold for j = 1, · · · , k.
Proposition 5.8. Let X be a compact, simply-connected, irreducible, Ricci-flat Ka¨hler manifold
of dimension N . Then either N ≥ 2 and its holonomy group is SU(N), or N ≥ 4 is even and its
holonomy group is Sp(N
2
). Conversely, ifX is a compact Ka¨hler manifold and its holonomy group
is SU(N) or Sp(N
2
), then X is Ricci-flat and irreducible and X has finite fundamental group.
If X ia s compact Ricci-flat Ka¨hler manifold with its holonomy group G. Let Y =
T 2l×X1×X2 · · ·×Xk is the finite cover ofX in Proposition 5.7. Assume the dimension ofXi
is Ni. By Proposition 5.8, we can assume the holonomy group of Xi, 1 ≤ i ≤ n, is SU(Ni)
and the holonomy group of Xj , n < j ≤ k, is Sp(
Nj
2
). Let ωi, 1 ≤ i ≤ n, is a nowhere
vanishing holomorphic Ni form of Xi and ωj , n < j ≤ k, is a holomorphic symplectic
form of Xj . Let G0 be the restricted holonomy group of X . G0 is the holonomy gourp of
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Y and it is a normal subgroup of G. Let H = G/G0. There is a group homomorphism
π1(X)→ H . Let p : Y → X is the covering map. A holomorphic section a of SW (T¯X) on
Y is a pullback through p of a holomorphic section of SW (T¯X) ofX if and only of r˜y(a) is
G invariant. A holomorphic section of SW (T¯X) on Y is G0 invariant. So a holomorphic
section a of SW (T¯X) on Y is a pull of a holomorphic section of SW (T¯X) ofX if and only
of r˜y(a) is H in variant. Through I , we see a holomorphic section a of Ω
ch
Y is a pullback
through p of a holomorphic section of ΩchY if and only of ry(a) is H invariant. For a flat
Ka¨hler torus T 2l, we have the isomorphism rx : H
0(T 2l,Ωch
T 2l
)→W+(T¯X)|x, for x ∈ T 2l.
H0(Y,ΩchY ) = H
0(T 2l,ΩchT 2l)⊗H
0(X1,Ω
ch
X1
)⊗ · · · ⊗H0(Xk,Ω
ch
Xk
)
∼=W+(T¯xT
2l)⊗W+(T¯x1Xi)
Vect(T¯ |x1 ,ω1|x1) ⊗ · · · ⊗W+(T¯xkXk)
Vect(T¯ |xk ,ωk|xk ).
So
Corollary 5.9. If X ia s compact Ricci-flat Ka¨hler manifold,
H0(X,ΩchX )
∼= (W+(T¯xT
2l)⊗W+(T¯x1Xi)
Vect(T¯ |x1 ,ω1|x1) ⊗ · · · ⊗W+(T¯xkXk)
Vect(T¯ |xk ,ωk|xk))H .
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