This paper presents a lower bound of~ D + p n on the time required for the distributed construction of a minimum-weight spanning tree MST in n-vertex networks of diameter D = log n, in the bounded message model. This establishes the asymptotic near-optimality of existing time-e cient distributed algorithms for the problem, whose complexity i s OD + p n log n.
Introduction
The study of distributed algorithms for MST construction was initiated by the pioneering work of Gallager et al. GHS83 , which introduced a basic distributed technique for the problem and presented a message-optimal algorithm with time complexity On log n on an n-vertex network. This result was later improved to a message-optimal algorithm with time complexity On b y A w erbuch A87 .
However, for many natural distributed network problems, the parameter controlling the time complexity is not the number of vertices but rather the network's diameter D, namely, the maximum distance between any t wo v ertices measured in hops. This holds, for example, for leader election and related problems P90 .
It is easy to verify that D time is required for distributed MST construction in the worst case. More formally, for every two i n tegers n 2 and 1 D bn=2c there exist n-vertex networks of diameter D say, based on a 2D-vertex ring with n , 2D vertices Department of Applied Mathematics and Computer Science, The Weizmann Institute of Science, Rehovot, 76100 Israel. E-mail: peleg@wisdom.weizmann.ac.il. Supported in part by a grant from the Israel Ministry of Science and Art.
y Department of Mathematics and Computer Science, Bar Ilan University, Ramat Gan, Israel. E-mail: rabinov@macs.biu.ac.il. attached to it as leaves on which any distributed MST algorithm will require at least D time.
Hence a natural question is whether OD-time algorithms exist for distributed MST construction as well. More generally, the problem of devising fasterthan-On though possibly not message-optimal distributed algorithms for MST construction was introduced in GKP98 . Clearly, in the extreme model allowing the transmission of an unbounded-size message on a link in a single time unit cf. L87 , the problem can be trivially solved in time OD b y collecting the entire graph's topology and all the edge weights into a central vertex, computing an MST locally and broadcasting the result throughout the network. The problem thus becomes interesting in the more realistic, and rather common, B-bounded-message model henceforth referred to simply as the B model, in which message size is bounded by some value B usually taken to be either constant o r Olog n, and a vertex may send at most one message on each edge at each time unit.
The algorithm presented in GKP98 for distributed
MST construction in this model with B = Olog nbit messages has time complexity OD + n log n for = l n 6 = ln 3 0:613. This was later improved to OD + p n log n in KP98 . Similar bounds were recently obtained by us using other algorithmic methods, but none of those methods were able to break the p n-time barrier, indicating that distributed MST might be harder than other distributed network problems such as leader election or BFS tree construction. The current paper concerns establishing the asymptotic near-optimality of the algorithm of KP98 , by showing that~ p n is a lower bound 1 as well, even on low diameter networks. Speci cally, for any integers K;m 2, we construct a family of Om 2K -vertex networks of diameter D = OK m for 1~ is a relaxed variant of the notation that ignores polylog factors which m K =BK time is required for constructing a minimum spanning tree in the B model. Fixing some positive i n teger m 2, we get that for every integer n 1 there exists a family of n-vertex networks of diameter log n for which MST construction requires p n=B log n time in the B model.
While it is not clear that the log n limitation on the diameters for which the lower bound holds is essential, some limitation must apparently exist.
This follows from the observation that the n-vertex complete graph D = 1 admits a simple Olog n time distributed MST construction algorithm.
Towards proving the lower bound on distributed MST construction, we rst establish a lower bound on the time complexity of a problem referred to as the mailing problem, which can be informally stated as follows. Given a particular type of graph named F K m , for integers m; K 2, and two vertices s and r in it, it is required to deliver a m K -bit string X generated in s to r. bits from s to r along such short or relatively short" paths. This intuition yields a rather simple proof of the claim if we limit ourselves to a restricted class of algorithms, referred to as explicit delivery algorithms. These are algorithms in which the input bits are required to be delivered in an explicit way, namely, each bit x i must be shipped from s to t along some path p i naturally, the paths of di erent bits may be identical, or partly overlap. However, we w ould like the lower bound to apply also to arbitrary algorithms, in which the information can be conveyed from s to r in arbitrary ways. This may include applying arbitrary functions to the bits at s and sending the resulting values, possibly modifying and recombining" these values in intermediate nodes along the way, i n a w ay that will allow r to extract the original bits from the messages it receives. For handling such a general class of algorithms, the proof must be formalized in a more careful way.
Let us start with an outline of the proof. Consider the set of possible states a vertex v may be in at any given stage t of the execution of a mailing algorithm on some m 2 -bit input X. The state of a vertex consists of all its local data, hence it is a ected by its input, topological knowledge, and history, namely, all incoming messages. As the computation progresses, the tree of possible executions diverges, and thus the set of possible states of v becomes larger. In particular, when the execution starts at round 0, each of the vertices is in one speci c initial local state, except for the sender s, which m a y b e i n a n y one of 2 m 2 states, determined by the value of the input string X. Upon termination, the string X should be known to the receiver r, meaning that r should be in one of 2 m 2 states. Our argument is based on analyzing the growth process of the sets of possible states, and showing that this process is slow, forcing the algorithm to spend at least m i.e., v;t;X = v;t;X 0 , i it receives the same sequence of messages on each of its incoming links; for di erent sequences, the states are distinguishable.
For a given set of vertices U = fv 1 ; : : : ; v l g V , a con guration CU; t; X = h v 1 ; t ; X; : : : ; v l ; t ; Xi is a vector of the states of the vertices of U at the beginning of round t of the execution ' X . Denote by C U; t the collection of all possible con gurations of the subset U V at time t over all executions ' X of algorithm A mail i.e., on all legal inputs X, and let U; t = jC U; t j.
Prior to the beginning of the execution i.e., at the beginning of round t = 0, the input string X is known only to the sender s. The rest of the vertices are found in some initial state, described by the con guration C init = CT 0 ; 0; X, which is independent of X. Thus in particular T 0 ; 0 = 1. Note, however, that V ;0 = 2 m 2 .
Our main lemma is the following.
Lemma 3.1. For every 0 t m 2 , T t+1 ; t + 1 2 B + 1 T t ; t : Proof Sketch: The lemma is proved by showing that in round t + 1 of the algorithm, each con guration in C T t ; t diverges into at most 2 B + 1 di erent con gurations of C T t+1 ; t + 1 .
Fix a con gurationĈ 2 C T t ; t , and let = t + 1. The tail set T t+1 is connected to the rest of the graph by the highway edge f ,1 = h ,1m ; h m and by the m Let us count the number of di erent con gurations in C T t+1 ; t +1 that may result of the con gurationĈ. Starting from the con gurationĈ, each v ertex v j t is restricted to a single state, and hence it sends a single well determined message over the edge e j t to v j t+1 , thus not introducing any divergence in the execution.
The same applies to all the edges internal to T t+1 . As for the highway edge f ,1 , the vertex h ,1m is not in the set T t , hence it may b e i n a n y one of many possible states, and the value passed over this edge into the set T t+1 is not determined by the con guration C. However, due to the restriction of the B-boundedmessage model, at most 2 B + 1 di erent behaviors of f ,1 can be observed by h m . Thus altogether, the con gurationĈ diverges into at most 2 B + 1 possible con gurationsĈ 1 ; : : : ; C 2 B +1 2 C T t+1 ; t + 1 , di ering only by the state h m ; t + 1 ; X. The lemma follows.
Applying Lemma 3.1 and the fact that T 0 ; 0 = 1 , we get the following result. Some of the proofs are omitted from this extended abstract. Formally, the minimum spanning tree MST problem can be stated as follows. Given a graph GV ;E a n d a w eight function ! on the edges, it is required to nd a spanning tree M S T G E whose total weight, !M S T G = P e2M S T G !e, is minimal. Proof: Since the MST must be connected, at least one of the two edges of P E j must belong to it, as otherwise the path P j is completely disconnected from the rest of the graph, by Lemma 4.1. It remains to show that the MST cannot contain both edges of P E j .
The proof is by contradiction. Consider the cycle in J 2 m; consisting of the edges of H, P E j and P j , and suppose that both edges of P E j are in the MST.
In order for the MST to be cycle-free, at least one edge e of either the highway H or the path P j must not belong to the MST. Since the edges of H and P j have zero weight, ! e = 0 . Hence deleting the heavier edge of the pair P E j and adding the edge e instead leaves us with a lighter tree than the original one, leading us to contradiction. Lemma 5.6. For every 1 j m K , exactly one of the two edges of P E j belongs to the MST of J K m; , namely, the lighter one.
We obtained an instance of MST problem, in which the membership of edges in the MST is predetermined for all but the m K edge pairs P E j . Following the proof method of Lemma 4.4, we show that 
