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RANDOM WALK ON BARELY SUPERCRITICAL
BRANCHING RANDOM WALK
REMCO VAN DER HOFSTAD, TIM HULSHOF, AND JAN NAGEL
Abstract. Let T be a supercritical Galton-Watson tree with a bounded offspring
distribution that has mean µ > 1, conditioned to survive. Let ϕT be a random
embedding of T into Zd according to a simple random walk step distribution. Let Tp
be percolation on T with parameter p, and let pc = µ−1 be the critical percolation
parameter. We consider a random walk (Xn)n≥1 on Tp and investigate the behavior
of the embedded process ϕTp(Xn) as n→∞ and simultaneously, Tp becomes critical,
that is, p = pn ↘ pc. We show that when we scale time by n/(pn − pc)3 and space
by
√
(pn − pc)/n, the process (ϕTp(Xn))n≥1 converges to a d-dimensional Brownian
motion. We argue that this scaling can be seen as an interpolation between the scaling
of random walk on a static random tree and the anomalous scaling of processes in
critical random environments.
MSC 2010. Primary: 60K37, 82C41. Secondary: 60F17, 60K40.
Key words and phrases. Branching random walk, random walk indexed by a tree, percolation,
scaling limit, supercriticality.
1. Introduction
Percolation has long stood as a simple and tractable model for random media in
physics. Starting with the infinite integer lattice Zd with nearest-neighbor edges, each
edge is kept independently with probability p ∈ (0, 1). The resulting random subgraph
already has many properties of real random media, see e.g. [Sta85,Sah94]. Moreover,
the model has a rich mathematical structure. Its main feature is the existence of a
phase transition: there exists a pc(Zd) ∈ (0, 1) such that when p > pc the model has an
infinite connected component or cluster, while it does not when p < pc. The behavior
for p close to and at the critical point pc, moreover, has many remarkable features.
Random walk on percolation clusters of the lattice Zd at or near the critical point
has been a central model in both physics and modern probability ever since de Gennes
proposed it more than forty years ago [dG76] (see [BAF16] for an overview). Computer
simulations and non-rigorous studies suggest that the model, which de Gennes dubbed
“the ant in the labyrinth”, has many intriguing features, such as the observation that
random walk on large critical clusters exhibits anomalous diffusion. This fact has
since been rigorously verified in two dimensions [Kes86] and in high dimensions [KN09].
Yet many questions still remain unanswered. For instance, almost all rigorous results
we have are either for the two-dimensional lattice or when the dimension is “high
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enough” (depending on the problem this is typically above either six or ten dimensions
[HS90, FvdH17]). Dimensions three to six are terra incognita. And even in high
dimensions, where the picture is perhaps most complete, there are still many big open
problems. For instance, it is currently unknown what the scaling limit of random walk
on large critical clusters is (although there are good conjectures [HS00,Sla02], on which
much progress has been made recently [BACF16a,BACF16b]).
One subject that is now, after a long line of research, rather well understood for
percolation in any dimension, is random walk on the infinite supercritical percolation
cluster, i.e., when p > pc. When the temporal and spatial scaling factors are n
and 1/
√
n, respectively, it has a Brownian scaling limit, just as for random walk on
Zd [KV86,DMFGW85,DMFGW89,SS04,BB07,MP07]. That is, writing (X˜n)n≥0 for
a random walk on an infinite percolation cluster C∞ at supercriticality, one obtains a
scaling limit of the form
(
n−1/2X˜btnc
)
t≥0
d−−−→
n→∞
(σ˜(p)Bt)t≥0, (1.1)
where (Bt)t≥0 is a standard d-dimensional Brownian motion. The diffusion constant
σ˜(p), which describes the typical fluctuations of this Brownian motion, depends on p
(and the dimension d). Remarkably, it is at this time not even known whether σ˜(p) is
monotonically increasing for p > pc. There is, however, clear evidence that the above
scaling limit cannot hold for (an infinite version of) critical clusters, because there it is
known that (n−1/6|X˜n|)n≥1 is a tight sequence of random variables [HvdHH14]. This
suggests that either σ˜(p)→ 0 as p↘ pc, or that there exists a discontinuity for σ˜(p).
Following heuristic arguments (see [Bis11], Problem 4.21, or [HvdH17], Chapter 14), it
is conjectured that σ˜(p) ∼ (p− pc) for p slightly above pc in high dimensions.
In the current paper we investigate this barely supercritical regime for a different model
that is believed to be in the same universality class as the high-dimensional setting,
namely for random walk on a branching random walk (defined below). The barely
supercritical regime here refers to the case where the underlying branching process
becomes critical, which we can also parametrize in a natural way as p approaching
pc. In Theorem 1.2, we show that this model indeed has σ(p) ∼ (p− pc), the scaling
conjectured for the high-dimensional percolation case. Furthermore, the underlying tree
structure allows for a finer analysis of the process, and as the main result in Theorem
1.1, we establish a scaling limit of the random walk after a large number of steps when
p ↘ pc and the underlying branching process thus becomes more and more critical.
This requires a bounds that have a high level of uniformity in p, which is one of the
main challenges in this paper. We show that the Brownian scaling remains observable
in the limit where we apply a temporal and spatial scaling with factors n/(p − pc)3
and
√
(p− pc)/n, respectively. In a way, this scaling interpolates between the diffusive
rescaling by n−1/2 of the strictly supercritical case, and the subdiffusive rescaling by
n−1/6 of the critical case, by letting pn tend to pc slower or faster, respectively. To our
knowledge this is the first result of such a scaling limit on a sequence of increasingly
critical graphs, interpolating between the supercritical and the critical regime.
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1.1. Random walk on a randomly embedded random tree. Before we proceed
with the main results, let us define the model.
Percolation on Galton-Watson trees. Let T be a Galton-Watson tree rooted at
% with law P, and let ξ be the random number of offspring of the root. Suppose that
the tree is supercritical, i.e., µ := E[ξ] > 1. We write ∆ for the maximal number of
children that a single individual in the (unpercolated) tree can have, i.e.,
∆ := sup{n : P(ξ = n) > 0}.
We consider percolation on the edges of the tree and let Tp denote the connected
component of the root % in T , when each edge is deleted with probability 1− p ∈ (0, 1),
independently of every other edge and of T . Then Tp is again a Galton-Watson tree,
whose distribution we denote by Pp. The root of a tree T chosen according to Pp now
has ξp offspring, such that, conditioned on {ξ = n}, ξp is a binomial random variable
with parameters n and p.
The percolated tree has mean number of offspring pµ and is supercritical if and only
if p > pc := 1/µ. In this setting, denote by P¯p = Pp( · | |T | =∞) the distribution of the
percolated tree, conditioned on non-extinction. Given a tree T rooted at %, let (Xn)n≥0
be a simple random walk on T started at %. Given v ∈ T , we write P vT for the law of
(Xn)n≥0 with X0 = v, and write PT if v = %. Given a realization of a Galton-Watson
tree T , we call PT the quenched law of the random walk, and we call Pp := P¯p × PT
the annealed law of the random walk on the tree (writing Pvp := P¯p × P vT , with the
convention that P vT = δ{(Xn)n≥0=(v)n≥0} if v /∈ T ).
Spatial embedding: branching random walk. We embed a Galton-Watson tree
T into Zd by means of a branching random walk, which we will define now: Let D denote
a non-degenerate probability distribution on Zd. Given a tree T rooted at %, set Z(%) = 0
and assign to each vertex v 6= % of T an independent random variable Z(v) with law
D. For any v ∈ T there exists a unique path % = v0, v1, . . . , vm = v. The branching
random walk embedding ϕ = ϕT is defined such that ϕ(v) := Z(v0) + · · ·+ Z(vm). If
we write (Yn)n≥1 for a random walk on Zd with step distribution D started at 0, then
two vertices v, w ∈ T with the unique path v = v0, v1, . . . , vk = w between them are
mapped such that (ϕ(v0), . . . , ϕ(vk)) has the same law as the translation of (Y1, . . . , Yk)
by ϕ(v0), i.e., the marginal of the branching random walk embedding of any simple path
in T is a random walk path. This type of branching random walk is also sometimes
referred to in the literature as “random walk indexed by a tree”.
Random walk on barely supercritical BRW. The process that we consider in
this paper is that of (ϕT (Xi))1≤i≤an under Ppn as pn ↘ pc, i.e., the first an steps of a
random walk on a barely supercritical infinite tree, embedded by a branching random
walk ϕ into Zd.1
1Note that this is a different process than if we were to consider a simple random walk on the
subgraph of Zd traced out by the branching random walk, as is for instance the topic of [BACF16a]
(for a different kind of trees): random walk on the trace is, in our setting, a vacuous complication,
because T is supercritical, and thus grows at an exponential rate, while Zd has polynomial growth, so
that ϕT (T ) = Zd Pp-almost surely.
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The main result of this paper is the following scaling limit. In its statement, we
regard
(
ϕ(Xbtnc)
)
t≥0 as a random element in the space DRd [0,∞), endowed with the
Skorokhod topology (see [Bil99]) and the Borel σ-algebra.
Theorem 1.1. Consider random walk (Xm)m≥0 a percolated Galton-Watson tree with
µ > 1, ∆ < ∞, and percolation parameter pn satisfying pn ↘ pc = 1/µ, embedded
into Zd with d ≥ 1 by ϕ whose one-step distribution D satisfies ∑x∈Zd xD(x) = 0
and
∑
x∈Zd e
c‖x‖D(x) < ∞ for all c > 0. For any such sequence (pn)n≥1 satisfying
eδ
√
n(pn − pc)→∞ for any δ > 0 as n→∞,(√
pn−pc
n
ϕ(Xbtn(pn−pc)−3c)
)
t≥0
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t≥0
under Ppn, with (Bt)t≥0 a standard Brownian motion in Rd, Σ the covariance matrix of
D, and κ is an explicit constant given in Theorem 1.2 below.
Note that the process in Theorem 1.1 is effectively a sequence pairs indexed by n:
The first element of the pair is the random embedding of a tree percolated at pn such
that, as n tends to infinity, it becomes more and more critical. The second element
of the pair is a time-rescaled random walk
(
Xbtn(pn−pc)−3c)
)
t≥0 on this tree, that, as n
tends to infinity, takes more steps per unit of time t. The increasing number of steps is
needed to see the Brownian motion in the limit, because the closer to criticality the
tree is, the more steps it takes before the ballistic nature of the random walk becomes
visible. In Section 1.2 we give a heuristic explanation for why this is the correct order,
and also discuss the implications of observing the random walk on different time scales.
In Section 1.4 we explain the assumptions of the theorem.
One of the main features of the convergence in Theorem 1.1 is that it, in some sense,
interpolates between a random walk in a strictly supercritical and critical environment.
Indeed, for p = pn > pc fixed, the scaling is the same as in (1.1) (and also in (1.2)
below), while in the barely supercritical regime where pn ↘ pc, the additional factors
(pn − pc) bring the scaling close to that on a critical tree. We discuss the latter point in
more detail in Section 1.3.
To understand the problem of random walk on a barely supercritical BRW, and to
give a clearer context to the main results, let us first discuss the behavior of random
walk on a strictly supercritical BRW.
Random walk on supercritical BRW. Consider for the moment random walk
on BRW under Pp, with p > pc fixed. Given v ∈ T , let |v| denote the distance of a
vertex v to the root. It is shown in [LPP95] that there exists an infinite sequence of
regeneration times (τk)k≥1 such that |Xn| < |Xτk | for any n < τk and |Xn| > |Xτk |
for any n > τk, Pp-almost surely. These regeneration times decompose the trajectory
of the random walk into independent increments with good moment bounds. Since(
ϕ(Xτk+1)−ϕ(Xτk)
)
k≥1 are then independent as well, and this increment is given by the
displacement of the embedding random walk after τk+1 − τk steps, standard arguments
allow us to conclude the convergence(
n−1/2ϕ(Xbtnc)
)
t≥0
d−−−→
n→∞
(Σ(p)1/2Bt)t≥0 (1.2)
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in distribution under Pp, with (Bt)t≥0 a standard d-dimensional Brownian motion and
Σ(p) denoting a covariance matrix. (The proof of Theorem 1.1 in Section 5 below also
establishes (1.2).) Further writing Σ for the covariance matrix associated with D, i.e.,
Σij :=
∑
x xixjD(x), and v
T for the transpose of v ∈ Zd, we can determine that the
covariance matrix Σ(p) is given by
Σ(p) = lim
n→∞
1
n
Ep[ϕ(Xn)ϕ(Xn)T] = lim
n→∞
1
n
Ep[|Xn|] Σ, (1.3)
where the last equality follows by conditioning on the distance of Xn from the root, so
that ϕ(Xn) can be written as a sum of i.i.d. increments with covariance Σ.
It is a well-known result [LPP95] that the effective speed
v(p) := lim
n→∞
|Xn|
n
(1.4)
exists Pp-almost surely and is non-zero when p > pc. This implies that the covariance
matrix in the supercritical setting is given by
Σ(p) = v(p)Σ. (1.5)
We know that v(p) > 0 for any fixed p > pc. It is not known what happens to v(p)
when p↘ pc. The following result establishes that v(p)→ 0, and at what rate it does
so.
For k ∈ N, define the k-th factorial moment of the (unpercolated) offspring distribution
as
mk := E
[
k−1∏
i=0
(ξ − i)
]
.
Theorem 1.2 (The speed of random walk on a barely supercritical tree). Consider a
simple random walk (Xn)n≥0 with X0 = % on a Galton-Watson tree with m1 > 1 and
m3 <∞. Then,
lim
p↘pc
v(p)
(p− pc)2 =
m41
3m2
=: κ.
We prove this theorem in Section 11 by analyzing the Taylor expansion of the
extinction probability in terms of the generating function. Note that (1.5) and Theo-
rem 1.2 imply that the variance of the limit in Theorem 1.1 is given by the limit of the
supercritical variance, appropriately rescaled. That is,
lim
p↘pc
Σ(p)
(p− pc)2 = κΣ, (1.6)
where the scaling in (p− pc) is thus same as the conjectured scaling for random walk
on a high-dimensional barely supercritical infinite percolation cluster mentioned above.
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1.2. On the scaling factors in Theorem 1.1. Heuristically, the fact that rescaling
space by
√
(p− pc)/n and time by n/(p−pc)3 yields a Brownian limit can be understood
as follows: The duality principle tells us that any infinite supercritical GW-tree can be
decomposed into a supercritical GW-tree with no leaves (which we call the “backbone
tree”) to which, at each vertex, are attached a random number of i.i.d. subcritical
GW-trees (which we call “traps”), see Section 2 below for details.
The furcations or branch points in the backbone tree are then separated by path-like
segments with lengths of order (p− pc)−1. Simple random walk on a GW-tree with no
leaves is transient because each time the walk reaches a furcation, it is more likely to
take a step away from the root than towards it. If we look at the sequence of pairs of
an n step walk (Xk)0≤k≤n on the tree Tpn , then if the walk sees a growing number of
furcations as n tends to infinity, a limit of the form (1.2) can be expected. Together, the
rate at which pn tends to pc, and the length of the long line segments in the backbone
tree, thus imply that we need to rescale the tree by (pn − pc)/n for the walk to see
a linearly growing number of furcations. Since the embedding of the tree into Zd is
diffusive, this means that we need to rescale space by
√
(pn − pc)/n.
If the walk were restricted to the backbone tree, then it would take the walk order
(p − pc)−2 steps to visit the next furcation, because that is how long it takes for a
random walk to travel distance O((p− pc)−1) on a line. Between two furcations, we can
expect a tight number of large traps of size O((p− pc)−2), each visited O((p− pc)−1)
times. An application of electrical network theory for Markov chains tells us that the
time to exit such a large trap is of order (p− pc)−2. The time spent in traps between
furcations thus accumulates to O((p− pc)−3). Since the above spatial scaling implies
that the number of furcations for the walk restricted to the backbone grows linearly in
n, to see a scaling limit like (1.2), we need to rescale time by a factor n/(p− pc)3 for
the same to be true about the walk on the full tree.
We can expect rather different behaviour when the number of furcation points visited
by the random walk remains bounded, i.e., in the setting where we consider the walk
at a time scale an such that an(pn − pc)3 remains bounded. In this case, the walk will
barely observe that the BRW is supercritical. In particular, when an(pn− pc)3 → 0, the
random walk does not observe the supercritical nature at all, and basically observes a
critical BRW conditioned to survive forever. As discussed in more detail in the next
section, we do not expect that the limit in Theorem 1.1 holds for these time scales.
1.3. Interpolation of supercritical and critical scaling. As mentioned, we view
the limit in Theorem 1.1 as interpolating between the supercritical and the critical
regime. This behavior becomes more visible when a nonstandard scaling is applied to
the random walk (Xn)n≥0: Writing an := n(pn − pc)−3, an equivalent representation of
the convergence in Theorem 1.1 then reads(
(pn − pc)−1a−1/2n ϕ(Xbtanc)
)
t≥0
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t≥0 . (1.7)
Consider a sequence (pn)n≥1 converging to the critical value pc very slowly. The
prefactor (pn − pc) then plays a negligible role compared to the prefactor a−1/2n . Indeed,
completely omitting (pn−pc)−1 yields exactly the same diffusive scaling factors as those
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of the random walk on the supercritical percolation cluster as in (1.1), or of the random
walk on a supercritical BRW as in (1.2). In this setting, the random walk on the BRW
behaves “almost supercritical”.
Now consider a sequence (pn)n≥1 converging very quickly to pc. This gives rise to
behavior of the random walk that is “almost critical”. To observe this, note that in
this setting the dominant factor in the time rescaling by an is (pn − pc)−3 and the
convergence in Theorem 1.1 may be rewritten as(
n−1/3a−1/6n ϕ(Xbtanc)
)
t≥0
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t≥0 . (1.8)
This time, the prefactor n−1/3 plays a negligible role compared to a1/6n when n→∞.
The rescaling we see here, of time by an and of space by a
−1/6
n , is characteristic for
processes on high-dimensional critical random objects, as we discuss now.
A key example of such critical processes is a random walk on a critical BRW con-
ditioned to survive forever. There, it is known that a
−1/6
n ϕ(Xbtanc) is tight ( [Kes86]
proves for random walk on the critical Galton-Watson tree conditioned to survive that
a
−1/3
n |Xbtanc| is tight, and tightness of the associated BRW then easily follows from the
diffusive nature of the random walk embedding ϕ).
For percolation a similar result is proved in [HvdHH14] (which builds upon [BJKS08,
KN09]). We expect that the scaling limit of critical BRW conditioned to survive forever
is superBrownian motion (SBM) conditioned to survive forever (or equivalently, SBM
with an immortal particle, see [Eva93]). See [Hof06] for several examples of critical
models that converge to this superprocess, including the incipient infinite cluster of
oriented percolation. For a random walk (Yn)n≥0 on such a critical high-dimensional
structure, we further expect that the limit(
a−1/6n Ybtanc
)
t≥0
d−−−→
n→∞
(√
κ¯BIICν¯t
)
t≥0 (1.9)
holds, where (BIICν¯t )t≥0 is a Brownian motion on the trace of SBM conditioned to survive
forever (mind that this combined process has not yet been defined rigorously, as far as
we are aware).
A full scaling limit for random walk on a critical Galton-Watson tree conditioned to
be infinite was recently proved by Athreya, Lo¨hr, and Winter [ALW17], with a rescaling
that, after embedding the tree, exactly corresponds to the one in (1.9). Also recently,
Ben-Arous, Cabezas, and Fribergh [BACF16b] proved that the same scaling limit holds
in high dimensions (with different κ¯ and ν¯) for the model where the random walk moves
on the trace of the critical BRW in Zd (rather than directly on the tree, as in the
current paper).
Croydon [Cro09] showed that a random walk (Ym)m≥1 on a sequence of critical trees
(Tn)n≥1 conditioned to have size n, and randomly embedded by ϕ (with Σ = Id), has
the scaling limit (
b−1/6n ϕ(Ybtbnc)
)
t≥0
d−−−→
n→∞
(√
κ¯BISEν¯t
)
t≥0 , (1.10)
with bn = n
3/2 and where BISE is a Brownian motion on the Integrated superBrownian
Excursion, or ISE. The ISE is now understood to be a canonical random object. It
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can be viewed as a Brownian embedding of a continuum random tree of a fixed size
(cf. [Ald91]), or as the scaling limit of high-dimensional lattice trees, cf. [DS98]. Here,
the time scale bn = n
3/2 is asymptotically the minimal time scale that ensures that
the random walk explores a non-vanishing fraction of the tree, and thus notices that it
moves on a finite structure. We expect that if we set bn  n3/2 instead, using the same
scaling as in (1.10) will yield a limit equal to that in (1.9). This is because the random
walk only explores a small part of the embedded tree that is close to its starting point,
and this local perspective is the same as the local perspective of a critical branching
process conditioned to survive forever as in (1.9).
It would be interesting to consider the regime when an(pn − pc)3 converges to a
constant. We expect that when an →∞ but an(pn − pc)3 → 0, the limit is the same as
in (1.9). In the case where an(pn − pc)3 converges to a positive constant, it is not clear
to us what the scaling limit should be (but we expect that it will not be equal to that
in (1.9)).
Heuristically, the case where an(pn − pc)3 converges can be viewed as the setting
in which the random walk sees only a finite number of furcation points of the tree.
Returning to the point of view of (1.7), where the time scale is set to be an = n(pn−pc)−3,
which diverges as n→∞ for any pn → pc, we see that this choice can be understood as
a time scale such that the random walk sees a growing number of furcation points. This
means that it can “feel” the drift that arises from the fact that the barely supercritical
tree is in fact supercritical. The factor n in an does not seem necessary for that, and
we thus expect that any diverging an leads to a Brownian limit. In particular, we do
not see the need for a restriction on pn here. The reason we do have restrictions on (pn)
in the assumptions of Theorem 1.1 is different: we need to control the displacement in
traps, which requires n = an(pn− pc)3 to grow sufficiently fast compared to (pn− pc)−1,
as formulated in the condition that eδ
√
n(pn − pc)→∞ for any δ > 0 as n→∞.
1.4. About the assumptions in Theorem 1.1. (1) We only assume that there exists
a finite maximal degree ∆ to simplify the proofs below. We believe that the proof can
be modified (albeit with some lengthy computations) to admit any offspring distribution
whose generating function f(s) = E[sξ] has derivatives that satisfy f (n+1)(s) ≤ Cnf (n)(s)
for all n ≥ 1 and 0 ≤ s ≤ 1 (we do not know if this condition is necessary). Examples
of distributions that satisfy this condition are Poisson and Geometric.
(2) The assumption on D that
∑
x∈Zd xD(x) = 0 is necessary, otherwise the BRW
would have a drift, which would require a different analysis and yield a different limit.
(3) The assumption that
∑
x∈Zd e
c‖x‖D(x) <∞ prevents the BRW from making very
large jumps. The strength of the assumption is for techical reasons. We believe that the
result should remain valid when
∑
x∈Zd ‖x‖4D(x) <∞. It is known that the behavior of
BRW (and other statistical mechanical models) alters dramatically when this restriction
is relaxed further, see e.g. [Kes95, JM05, Hul15]. In particular, macroscopically long
edges in the BRW embedding are not sufficiently rare that the random walk can avoid
them w.h.p. When the random walk crosses such a long edge, it will likely only spend a
very short time at the other end of the edge, which should not affect the random walk’s
diffusivity, but we expect that it will affect the continuity of the limiting process. We
thus conjecture that when D is such that α = sup{a : ∑x∈Zd ‖x‖aD(x) <∞} satisfies
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2 ≤ α < 4, we may still be able to see convergence to a Brownian motion in finite-
dimensional distributions, but we would not be able to achieve such convergence in the
Skorokhod topology. When α < 2 the long edges become so common that the random
walk will cross them frequently enough that also the finite-dimensional distributions
will be affected, see e.g. [HvdHS08,CS15]. When α < 2, we expect to see convergence
to an α-stable motion, but again only for the finite-dimensional distributions.
(4) We require that (pn)n≥1 satisfies that for any δ > 0 we have eδ
√
n(pn−pc)→∞, so
that we may apply a result of Neuman and Zheng regarding the maximal displacement
of subcritical BRW [NZ17], which we crucially use to estimate the size of the traps
after embedding into Zd. We expect the result to remain valid when thus condition is
relaxed (see Section 1.3 below).
1.5. About the proofs. The proof of Theorem 1.1 is, at its core, close to the classical
proofs of Brownian limits for random walk in random environment. In particular, we
construct a sequence of regeneration times to find (almost) independent increments,
and follow the standard approach from there.
What is new about our proof is that we require all the necessary moment bounds to
hold uniformly for p ∈ (pc, pd) for some pd > pc. To obtain such uniform bounds we
need to perform a careful analysis of the structure of the backbone tree. In particular,
we need to take into account that furcations occur only on a length scale of order
(p− pc)−1 and the influence of the traps grow as p tends to pc.
Our regeneration structure is based on that of [SZ99], but is specifically designed
to account for the length rescaling of the tree, due to furcation points growing far
apart. Classical regeneration times would require the random walk to never visit a
parent vertex, but this probability tends to zero as the tree becomes critical. Instead,
inspired by the regenerations of [GMP12], we construct a sequence of regeneration
times (τk)k≥1 that allows the random walk to backtrack a distance of order (p− pc)−1
after a regeneration time, to increase the density of the regeneration times to the right
scale. This relaxation comes at the cost of (1) having a small and localized intersection
between the past and future of the walk at τk, and (2) making (τk+1−τk)k≥1 a stationary
and 1-dependent sequence, rather than an i.i.d. sequence (but these are not serious
complications). From this new construction of regeneration times we are then able
to derive all the necessary moment bounds on the regeneration times and distances
uniformly for p ∈ (pc, pd). We stress the fact that the distribution of (τk+1 − τk)k≥1
depends sensitively on pn, and thus it might be appropriate to write (τ
(n)
k+1 − τ (n)k )k≥1
instead. We omit it to simplify notation. Recalling from (1.7) that we investigate the
random walk on a time scale an = n(pn − pc)3 is it worthwhile however to note that n
can be interpreted as the order of the number of regenerations before time an. The fact
that n→∞ allows us to use classical laws of large numbers for the sequence (τk)k≥1.
Besides controlling the regeneration structure, we also need exponentially tight control
over the displacement of the random walk in the traps (Lemma 5.1), and a bound on all
moments of the size of the trace of the random walk on the backbone tree (Lemma 5.2).
Uniformity in p is again an important requirement here, since we apply these bounds
to p = pn ↘ pc. If, rather than looking at ϕ(Xbantc), we would consider the position
of the walker only at regeneration times, i.e., ϕ(Xτn), then Theorem 1.1 would holds
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without any assumption on pn except for pn ↘ pc. This follows from the first three
steps of the proof in Section 5. The restriction eδ
√
n(pn − pc)→∞ is needed to control
the maximal displacement between regeneration times.
The proof of Theorem 1.2 in Section 11 is a straightforward Taylor expansion of a
generating function for the effective speed of simple random walk on a supercritical
GW-tree derived in [LPP95], applied to our setting. It is, however, interesting to note
that in two seemingly far removed parts of the proof we see a term involving the third
moment of ξ arise, but these terms cancel perfectly, leaving us with an expression of
the asymptotic speed that only involves the first two moments. It is unclear to us why
the third moment should drop out like this.
An alternative proof of the scaling as in Theorem 1.2 may be obtained as a byproduct
of the regeneration structure. Although this method does not give the precise limit, it
is more robust and could be applied to more general models (see Remark 4.7).
1.6. The structure of the paper. We start by stating some preliminary lemmas
about the structure of slightly supercritical trees in Section 2. We conclude that the
typical length scale of the trees is (p− pc)−1, and introduce a rescaling by this length
that we use throughout the paper. In Section 3, we state some further lemmas with
preliminary bounds on escape probabilities of random walk on such trees. The proofs
of these lemmas can be found in Section 6.
In Section 4 we define a new regeneration structure, which decomposes the trajectory
into one-dependent increments. We state moment bounds on the regeneration distances
in Lemma 4.5 (which we prove in Section 7), and moment bounds on times between
regenerations in Lemma 4.6 (which we prove in Section 8).
In Section 5 we give the main steps of the proof of Theorem 1.1. Utilizing the
decoupling effect of the regenerations, we first prove that the limit holds if we consider
the increments of the walk between regeneration times. For this we need the moment
bounds on the regeneration distances of Lemma 4.5, and also bounds on the inter-
regeneration times of Lemma 4.6. Because this process does not take into account
where the random walk is between regeneration times, and the regeneration times by
definition never occur in the traps of the tree, the final step of the proof is to show
that the random walk is not able to walk great distances in traps. For this we use a
recent result by Neuman and Zheng [NZ17] on the maximal displacement of subcritical
BRW, which yields a bound on the maximal displacement of the traps in Lemma 5.1.
The proof of Lemma 5.1 can be found in Section 9. We also need bounds on the size
and shape of the trace of the backbone of the BRW, in Lemma 5.2 (which we prove in
Section 10).
Finally, Section 11 contains the expansion of the speed on the tree and thus proves
Theorem 1.2.
2. Preliminaries: the shape of the tree
In this section we establish some facts about the percolated trees, such as their growth
rate. We also discuss a useful decomposition of the tree.
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To simplify notation we frequently drop the subscript p. We write c and C for generic
constants whose value may change from line to line. Central bounds appearing in the
a-priori estimates in this section are denoted by ai and ci. The constants ai, c, C, and ci
may depend on the original offspring distribution and on d, but we stress that they are
independent of p. Since we are interested in p close to pc, we will state many results
only for p ∈ (pc, pd) for some unspecified pd > pc.
Given a tree T rooted at % and v, w ∈ T , v 6= w, we say w is a descendant of v if the
unique self-avoiding path from % to w passes through v, and we call w an ancestor of
v if the path from % to v passes through w. We write Tv for the subtree of T rooted
at v induced by v and all descendants of v. We say a vertex v has an infinite line of
descent if Tv is an infinite tree. We can decompose any infinite tree T into its backbone
tree TBb, the tree induced by all vertices with an infinite line of descent, and the forest
T \ TBb, which consists only of finite trees. Here, we denote by the difference T1 \ T2 of
a tree T1 and a subgraph T2 of T1 the graph obtained by removing from T1 all edges of
T2 and all then isolated vertices. This is equivalent to removing from T1 all vertices
that are only part of edges in T2. Note that by this definition, T \ Tv is the subtree of
T with all descendants of v removed, but still containing v. Given v ∈ TBb, we call the
connected component of v in T \ TBb the trap at v and denote it by T trapv .
Lyons [Lyo92, Proposition 4.10] gives an explicit description of this decomposition
for Galton-Watson trees using the “duality principle” (cf. [AN72, Chapter 12]). For f a
generating function of an offspring distribution of a Galton-Watson tree with extinction
probability q ∈ (0, 1), set
fˆ(s) :=
f((1− q)s+ q)− q
1− q and f
∗(s) :=
f(qs)
q
. (2.1)
A supercritical Galton-Watson tree T with generating function f conditioned on survival
can be generated by sampling a tree T Bb with generating function fˆ , and then adding
to every vertex v ∈ T Bb a random number Uv of edges, and to the other ends of those
edges independent Galton-Watson trees T ∗i , i ∈ {1, . . . , Uv} with generating function
f ∗. While T Bb has no leaves, the trees generated by f ∗ go extinct with probability 1.
Conditionally on T Bb, the (Uv)v∈T Bb are independent (but not identically distributed).
The marginal distribution of Uv can be characterized as follows: for v ∈ T Bb write
δv = degT Bb(v)− 1 and write f (n)(s) for the n-th derivative of f(s). Then,
E[sUv ] =
f (δv)(qs)
f (δv)(q)
. (2.2)
Then T trapv is the random subtree consisting of v, the Uv edges attached to v, and the
finite trees generated by f ∗ attached to the edges.
Lemma 2.1 (Properties of the generating functions). Consider a Galton-Watson tree
with generating function f and m1 > 1 and m3 < ∞. There exist a pd > pc and
constants c0 ∈ (0, 1) and c1 > 0 such that for any p ∈ (pc, pd),
f ′p(0) ≥ c0, µp = µˆp = f ′p(1) = p/pc, (2.3)
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and, for p↘ pc,
qp = 1− c1(p− pc)(1 + o(1)),
µ∗p = f
′
p(qp) = 1−m1(p− pc)(1 + o(1)), (2.4)
fˆ ′′p (0) = 2m1(p− pc)(1 + o(1)).
The proof of this lemma is standard and can be found in Section 11.
Remark 2.2 (Topology of barely supercritical tree, backbone tree and traps as pn ↘ pc).
From the above lemma we can infer that, heuristically speaking, the percolated GW-tree
T ∼ P¯p, conditioned on survival, and its decomposition look as follows for p close to pc:
Both T and T Bb grow at rate f ′p(1) = p/pc, but only a fraction p− pc of the vertices in
T is contained in T Bb. By the asymptotics above,
P(degT Bb(ρ) ≥ 3) = 1− fˆ ′p(0)− 12 fˆ ′′p (0) = o(p− pc),
so we are unlikely to see any vertices in T Bb with out-degree three or more up to a
height of order (p − pc)−1. Up to this height, the tree looks like a binary tree where
each edge has been replaced by a path whose length is distributed as an independent
geometric random variable with a parameter of order p− pc. The trap at any vertex
v consists of a random number of i.i.d. subcritical Galton-Watson trees with mean
offspring distribution µ∗p ≈ 1 − c1(p − pc), whose expected size and depth are both
known to be of order (p− pc)−1. The distribution of the traps, however, is such that
P(|T trapv | ≥ A(p− pc)−2) ≈ p−pcA e−A/2, which implies that among O((p− pc)−1) typical
traps, almost all traps will be very small (or non-existent), while a tight number of
them are macroscopically large, having a size of the order of (p− pc)−2 and depth of
the order (p− pc)−1. Although we do not use any of the computations of this heuristic
directly in the proofs that follow, we do use them often as guiding principles.
For a tree T with backbone tree TBb, let G′m(T ) = {v ∈ TBb : |v| = m} be the
backbone-tree vertices in generation m ≥ 0. As discussed above, the relevant spatial
scaling factor of the random tree will be of order p−pc, so throughout this paper we will
often consider the backbone tree only at generations that are multiples of L/(p− pc),
for some L ≥ 1 to be determined later. We call these generations the L-levels of T , and
for m ∈ N write
G[m] := G[m](T ) := G
′
mbL/(p−pc)c(T ) (2.5)
for the m-th L-level, and write G[0] := {%}, the root of the tree. We tacitly ignore the
dependency on L (and p) in the definition of G[m], the reason being that we soon fix the
value of L. Roughly speaking, the choice of L will be such that with good probability
(uniform in p− pc), the random walk starting from a vertex v ∈ G[m] never hits G[m−1].
For m < n, let
TBb[m,n] := {v ∈ TBb : mbL/(p− pc)c ≤ |v| ≤ nbL/(p− pc)c} (2.6)
denote the forest segment of the backbone tree between the m-th and n-th L-level. Let
T[m,n] :=
⋃
v∈TBb
[m,n]
T trapv (2.7)
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denote the same forest segment with all the traps attached.
The next lemma shows that on the scale of a single L-level, the backbone tree T Bb
looks like a non-degenerate tree:
Lemma 2.3 (The size of the first L-level). For any L > 0 there exists pd > 0 and
constants 0 < a1 ≤ a2 < 1 and a3 <∞, such that for all p ∈ (pc, pd)
a1 ≤ P¯p(|G[1](T )| = 1) ≤ a2 and E¯p[|G[1](T )|] ≤ a3.
Proof. By (2.1) we know that the backbone tree T Bb is a Galton-Watson tree with
generating function fˆ(s), so the probability that a vertex in the backbone tree has
exactly one child in T Bb is pˆ1 = f ′(qp). By Lemma 2.1, f ′(qp) = 1− c2(p− pc)(1 + o(1))
as p↘ pc. Therefore,
lim
p↘pc
P¯p(|G[1](T )| = 1) = lim
p↘pc
(1− c2(p− pc)(1 + o(1)))L/(p−pc) = e−c2L. (2.8)
This proves the first part of the lemma.
For the second part, recall that Tp has offspring mean µp = µp and that pc = 1/µ, so
that
E¯p[|G[1](T )|] = µbL/(p−pc)cp = (1 + µ(p− pc))bL/(p−pc)c,
which is uniformly bounded as p↘ pc. 
3. Preliminaries: escape probabilities
In this section we establish three useful bounds on the probability that the random
walk escapes to infinity before returning to the previous L-level. Recall that (Xn)n≥0
denotes the random walk on T .
For A a set of vertices of T , let η(A) = inf{n ≥ 0 : Xn ∈ A} be the hitting time
of the set A. For m ≥ 0, we denote by ηm := η(G[m](T )) the hitting time of the mth
L-level. A crucial step in defining the regeneration times is the following uniform bound
for the probability that the random walk backtracks bL/(p− pc)c steps in tree distance:
Lemma 3.1 (Annealed escape probability). There exists an L0 ≥ 1 depending only
on the original offspring distribution, such that for any L ≥ L0, for any tree T with
G[1](T ) 6= ∅ and any v ∈ G[1](T ),
Pvp(η0 =∞ | T[0,1] = T[0,1]) ≥ 13 .
We prove this lemma in Section 6.1.
In what follows, fix an L such that the estimate in Lemma 3.1 holds.
It would simplify our argument substantially if we could get a quenched version of
Lemma 3.1. Unfortunately, such a quenched version does not hold. We do, however,
have the following statement, which shows that the backtracking probabilities are small
with a high probability, even when we additionally delete all outgoing edges at the
starting point v ∈ G[1](T ), so that the walker has to escape to infinity via a different
vertex in G[1](T ):
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Lemma 3.2 (Quenched indirect escape probability). There exists a function h inde-
pendent of p with h(α)→ 0 as α→ 0, such that
E¯p
 ∑
v∈G[1](T )
1{P vT \Tv (η0=∞)<α}
 ≤ a2 + h(α),
with a2 as in Lemma 2.3.
We prove this lemma in Section 6.2.
For a vertex v ∈ G[m](T ) with m ≥ 1, let anc(v) ∈ G[m−1](T ) denote the L-ancestor
of v, its ancestor in L-level m− 1, and define the number of L-siblings of v as
sib(v) := |G[1](Tanc(v))| − 1. (3.1)
Note that anc(v) and sib(v) are only defined for vertices on the backbone tree, and that
sib(v) only counts the siblings on the backbone tree. The following bound shows that
we have a uniformly bounded probability of hitting vertices that have no L-siblings:
Lemma 3.3 (Escape probability on thin parts of the backbone tree). There exists a
constant a4 > 0 such that for any tree T with G[1](T ) 6= ∅ and any v ∈ G[1](T ),
Pvp(η2 < η0, sib(Xη2) = 0 | T[0,1] = T[0,1]) ≥ a4.
We prove this lemma in Section 6.3.
4. The regeneration structure
Regeneration times are a classical tool to decouple the increments of random walks in
random environments. For random walks on GW-trees, they were utilized already in the
papers [LPP95,LPP96] or [PZ08]. In our definition we follow the formulation of [SZ99].
There are two main changes from the classical regeneration time structure of the above
mentioned papers: First, we have to allow the random walk to backtrack a distance of
order (p− pc)−1, similar to the construction in [GMP12,GGN17]. Second, to obtain a
stationary sequence even with backtracking, we have to control the environment where
the walker regenerates. For the first point, we can rely on Lemma 3.1 to see that we
have a good probability of not backtracking too far. For the second point, we want
to ensure that a regeneration point has no siblings, such that the random walk can
backtrack only on a branch where the backbone has no furcations.
Intuitively, the regeneration times are constructed as follows: We wait until the
random walker for the first time reaches a vertex with the potential for regeneration,
namely a vertex in an L-level with no siblings. We call this time S1 and the associated
L-level M1. If the previous L-level M1 − 1 is never visited again, then we call S1 the
first regeneration time τ1. But suppose that the walker does revisit L-level M1− 1 again
at time R1. Then S1 is not a regeneration time. Instead, we denote by N1 the highest
L-level that the walker visited between S1 and R1 on the backbone tree, and we wait
until the walker first reaches an L-level with no siblings with generation greater than
N1 + 1 (the additional generation is required to guarantee that we see a new part of
the tree, so that we can apply annealed estimates). We call this potential regeneration
time S2 and the corresponding l-level M2. If M2 − 1 is never visited again, then we
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set τ1 = S2. If it is revisited again, then we repeat the above procedure. Because the
walk on the tree is transient, the first regeneration time τ1 is finite almost surely. We
repeat the entire procedure to construct the sequence (τk)k≥1 of regeneration times. See
Figure 1 for a sketch of this construction.
To define the above construction formally, we start with some more notation. Let
(zn)n≥0 be an infinite path, and let θm be the time shift on the path such that (θmz)n =
zm+n and such that for any function f that takes an infinite path as its argument, f ◦θm
denotes the same function applied to the time-shifted path. Define the backtracking
time η′ = η′((Xn)n≥1) := inf{n ≥ 0 : |Xn| = |X0| − bL/(p− pc)c}. We need η′ =∞ to
regenerate. The regeneration structure that we rely on is then defined as follows:
Definition 4.1. Given a tree T and a random walk (Xn)n≥0 on T , we define a sequence
of stopping times S1 ≤ R1 ≤ S2 ≤ R2 ≤ . . . and distances Mk, Nk, beginning with
M1 := min{m ≥ 1 : sib(Xηm) = 0}, S1 := ηM1 ,
R1 := S1 + η
′ ◦ θS1 , (4.1)
N1 := max{m ≥ 1 : ηm < R1},
and recursively, for k ≥ 1,
Mk+1 := min{m ≥ Nk + 2 : sib(Xηm) = 0}, Sk+1 := ηMk+1 ,
Rk+1 := Sk+1 + η
′ ◦ θSk+1 , (4.2)
Nk+1 := max{m : ηm < Rk+1}.
These definitions make sense until Rk =∞ for some k and we set
K := inf{k : Rk =∞}, τ1 := SK .
We call τ1 the first regeneration time. By Lemma 3.1, K < ∞ almost surely so that
τ1 is well-defined. We set τ0 := 0 and for k ≥ 2 we define the subsequent regeneration
times as
τk := τk−1 + τ1 ◦ θτk−1 . (4.3)
Finally, denote by pik := η(anc(Xτk)) the times when the L-ancestors of the regeneration
points are visited for the first time, and by Λk the L-generation at which the k-th
regeneration time occurs, i.e., Λk := |Xτk |/(bL/(p− pc)c).
Remark 4.2 (Decoupling property of the regenerations). We can make the following
observations:
(a) Up to time pik, the random walk walks on the tree up to L-generation Λk − 1.
From time τk on, the walk never visits L-generation Λk − 1 again. This means
that (Xn)n≤pik and (Xn)n≥τk visit disjoint parts of the tree.
(b) The only part of the environment that is visited by both (Xn)n≤τk and (Xn)n≥τk
is the tree segment consisting of the tree rooted at Xpik with all descendants of
Xτk removed. Since we require sib(Xτk) = 0, we know that the corresponding
backbone-segment T BbXpik \ T
Bb
Xτk
is isomorphic to a line graph of length bL/(p−
pc)c − 1.
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G[1] G[2] G[3] G[4] = G[Λ1] G[5]
b
̺
b
S1
b
R1
b π1
b S2 = τ1
Figure 1. An idealized sketch of the sample path of the random walk (in red) on
a portion of the backbone tree (in black). The labels correspond to hitting times
of vertices, L-levels are indicated by dashed lines. The hitting time η1 of the first
L-level is not the first potential regeneration time S1, since sib(Xη1) = 1. Observe
that η2 is the first potential regeneration time S1 because XS1 has no L-siblings,
but that the random walk then backtracks more than one L-level. Finally, η4 = S2
satisfies the condition for a regeneration time and pi1 = η3.
(c) The definition above allows for the random walk to move distance at most
bL/(p−pc)c−1 towards the root after a regeneration time. Since the backbone
structure in this tree segment is fixed, and because the inter-regeneration
distances |Xτk | − |Xτk−1| are independent of the traps, we may conclude that
the inter-regeneration distances are independent. With the exception of k = 1,
they are identically distributed as well. (This observation is formalized in
Lemma 4.3 below.)
(d) The inter-regeneration times τk−τk−1 are not independent, since two subsequent
time intervals both depend on the traps in the tree segment between Xpik−1 and
Xτk . The inter-regeneration times are, however, stationary and 1-dependent.
(This is formalized in Lemma 4.4 below.)
To state the above observations generally and unambiguously, we introduce the
σ-fields
Gk := σ
(T \ TXpik , (Xn)0≤n<pik , pik)
and the time shift θ¯m defined for a set
B =
{T ∈ B1, (Xn)n≥0 ∈ B2}
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by
B ◦ θ¯k =
{TXpik ∈ B1, (Xn −Xτk)n≥τk ∈ B2}.
We say that a sequence (Yn)n≥0 ism-dependent, if (Yn)n≤k and (Yn)n≥k+` are independent
whenever ` > m. The following two lemmas are standard, so we omit their proofs (see
e.g. [Guo16, Lemma 17 and Proposition 18]):
Lemma 4.3 (Stationarity of the tree and walk). For any measurable set B =
{T ∈
B1, (Xn)n≥0 ∈ B2
}
and k ≥ 1,
Pp(B ◦ θ¯k | Gk) = Pvp(B | G[1](T ) = {v}, η0 =∞).
Lemma 4.4 (Stationarity and 1-dependence of the regeneration times). Under Pp, the
sequence (TXpik \ TXτk+1 , (Xn −Xτk)τk≤n<τk+1 , τk+1 − τk)k≥1
is stationary and 1-dependent. Furthermore, the marginal distribution of this sequence
is given by
Pp
(TXpik \ TXτk+1 ∈ B1, (Xn −Xτk)τk≤n<τk+1 ∈ B2, τk+1 − τk ∈ B3)
= Pvp
(T \ TXτ1 ∈ B1, (Xn)0≤n<τ1 ∈ B2, τ1 ∈ B3 | G[1](T ) = {v}, η0 =∞).
The moment bounds for the regeneration distances and the regeneration times in the
two following lemmas are crucial ingredients for the proof of the main result:
Lemma 4.5 (Moment bounds on regeneration distances). For any a ≥ 1, there exists
a finite constant Ca such that
(p− pc)aEp [|Xτ1|a] ≤ Ca, (p− pc)aEp [(|Xτ2| − |Xτ1|)a] ≤ Ca,
for any p > pc.
We prove this lemma in Section 7 below. Note that we also have the trivial lower
bound |Xτ1 | ≥ c(p− pc)−1.
Lemma 4.6 (Moment bounds on regeneration times). There exists a constant C such
that
(p− pc)6Ep
[
(τ1)
2
] ≤ C, (p− pc)6Ep [(τ2 − τ1)2] ≤ C,
for any p > pc. Furthermore, there exists a constant c0 > 0, such that
(p− pc)3Ep[(τ2 − τ1)] ≥ c0.
We prove this lemma in Section 8 below.
Remark 4.7 (Robust bounds on the effective speed near criticality). Given the moment
bounds of Lemmas 4.5 and 4.6, we may apply the Law of Large Numbers to obtain an
expression for the effective speed in terms of regeneration times, as
v(p) = lim
n→∞
|Xn|
n
= lim
n→∞
|Xτn|
τn
=
Ep[|Xτ2 | − |Xτ1|]
Ep[τ2 − τ1] . (4.4)
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In particular, the p-independence of the moment bounds implies
0 < lim inf
pn↘pc
(pn − pc)−2v(pn) ≤ lim sup
pn↘pc
(pn − pc)−2v(pn) <∞. (4.5)
This gives the order of the effective speed v(p) close to criticality. The result of
Theorem 1.2 is stronger and shows that lim inf and lim sup in (4.5) agree, but the proof
of Theorem 1.2 in Section 11 below relies on an explicit formula for the effective speed
of SRW on GW-trees obtained in [LPP95], while the above arguments are quite robust
against changes to tree or the behavior of the random walk.
5. The scaling limit: proof of Theorem 1.1
In this section we prove Theorem 1.1, subject to the proofs of Theorem 1.2, the
lemmas in Sections 2, 3, and 4, and subject to the proofs of two further lemmas, Lemmas
5.1 and 5.2, which are stated below as we need them.
The proof of Theorem 1.1 will go in four steps. In the first two, we consider the
scaling limit of a simple random walk whose jumps have the same size distribution as
the increments of the random walk on the BRW at regeneration times, but with jumps
at a fixed rate. We show that under a rescaling equivalent to the one of Theorem 1.1,
this process converges to a Brownian motion with diffusion (κΣ)1/2 as desired. Then,
we will apply a time change to have the jumps occur at random times with the same
distribution as the regeneration times and show that the difference with the process
of the first step vanishes in the limit. In the final step, we show that the trajectories
of the random walk during excurions between regeneration times also vanishes in the
limit, thus yielding the scaling limit for the process that we are after.
We assume in this section some familiarity with the theory of convergence for Markov
processes. We refer the reader who is insufficiently knowledgable about this topic
to [Bil99, EK86], where all convergence-related topics of this section that are not
explicitly cited are defined and discussed.
To start, let us recall that in the setting of Theorem 1.1 we consider p = pn with
pn ↘ pc as n → ∞. Therefore, the distribution of the random walk changes with n.
We will thus indicate this dependency on n clearly in this section.
First step: i.i.d. increments between regenerations. For the first step of the
proof, we define the process
W(1)t,n :=
1√
n
bntc∑
k=1
Wk
as a random element of the Skorokhod space DRd [0, T ]. Without loss of generality, we
take T ∈ N and then, rescaling n linearly and using the scale invariance of the limiting
Brownian motion, may restrict the proof further to the case T = 1. The increments of
W(1)t,n are given by
W1 :=
ϕ(Xτ1)√
(pn − pc)2Epn [τ1]
, and Wk :=
ϕ(Xτk)− ϕ(Xτk−1)√
(pn − pc)2Epn [τ2 − τ1]
for k ≥ 2.
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By Definition 4.1 and Lemma 4.3, the Wk are independent and W2,W3, . . . are
identically distributed. Conditioned on (Xn)n≥0, ϕ(Xτk)− ϕ(Xτk−1) is the increment of
(Yn)n≥0 (the random walk on Zd with step distribution D) after |Xτk | − |Xτk−1| steps.
Thus, by the assumption in Theorem 1.1 that
∑
x∈Zd xD(x) = 0, we get E[Wk] = 0 and
by Lemma 4.5 and Lemma 4.6 we get
Epn
[‖Wk‖2] = Epn [|Xτk | − |Xτk−1|]Epn [‖Y1‖2]
(pn − pc)2Epn [τ2 − τ1]
≤ C (5.1)
for k ≥ 2 and for the first term
Epn
[‖W1‖2] = Epn [|Xτ1|]Epn [‖Y1‖2]
(pn − pc)2Epn [τ1]
≤ C. (5.2)
Writing vT for the transpose of v, we also have the convergence
lim
n→∞
1
n
Epn
( n∑
k=1
Wk
)(
n∑
k=1
Wk
)T = lim
n→∞
Epn [|Xτn|]
n(pn − pc)2Epn [τ2 − τ1]
Epn
[
Y1Y
T
1
]
= lim
n→∞
Epn [|Xτ2| − |Xτ1 |]
(pn − pc)2Epn [τ2 − τ1]
Epn
[
Y1Y
T
1
]
= lim
n→∞
v(pn)
(pn − pc)2Epn
[
Y1Y
T
1
]
(5.3)
= κΣ,
where in the last step we have used Theorem 1.2 and the assumption in Theorem 1.1
that
∑
x∈Zd ‖x‖2D(x) < ∞, so that Σ exists. Because E[Wk] = 0 and (5.1) and (5.3)
hold, we may now apply the Invariance Principle for triangular arrays (see [Bil99], p.
147, for a one-dimensional version, which applies thanks to the Crame´r-Wold technique),
and conclude the convergence(
W(1)t,n
)
t∈[0,1]
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t∈[0,1] , (5.4)
under Ppn , with (Bt)t≥0 a standard Brownian motion on Rd. This concludes the first
step.
Second step: The correct (random) number of jumps. The process W(1)n :=
(W(1)t,n )t∈[0,1] is a piecewise constant function in t, jumping exactly n times in [0, 1]. The
second step is to construct a process that will also jump at regular intervals, but has a
random number of jumps, determined by the random number of regeneration times we
see in n steps. Given n ≥ 0, let kn be the integer satisfying
τkn ≤ n < τkn+1, (5.5)
where we recall that τ0 = 0. Set νn := (pn − pc)−3kn and define
W(2)t,n :=W(1)t,νn . (5.6)
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This process jumps νn times and we next show that this number of jumps is asymptoti-
cally equal to
an := n(pn − pc)−3Epn [τ2 − τ1]−1. (5.7)
Note that by Lemma 4.6, an →∞. Now, by definition of kn,
an
νn
=
n
knEpn [τ2 − τ1]
≤ τkn+1
knEpn [τ2 − τ1]
=
1
knEpn [τ2 − τ1]
kn+1∑
m=1
(τm − τm−1). (5.8)
Using the 1-dependence of (τm − τm−1)m and the moment bound in Lemma 4.6, Cheby-
shev’s inequality shows that the variance of the right hand side of (5.8) converges to
zero as n→∞. Thus, the right hand side of (5.8) converges to 1 in distribution under
Ppn . Bounding n ≥ τkn , the same argument shows that an/νn ≥ 1 dominates a sequence
of random variables converging to 1, which implies that under Ppn ,
an
νn
d−−−→
n→∞
1. (5.9)
We may then apply [Bil99, Theorem 14.4] to conclude that W(2)t,n has the same limit as
W(1)t,n , that is, (5.4) with W(1)t,n replaced by W(2)t,n . This concludes the second step.
Third step: The correct (random) jump times. The processW(2)n := (W(2)t,n )t∈[0,1]
still jumps with equal intervals, at times t = 1
νn
, 2
νn
, . . . , 1. The third step of the proof
is to consider instead the process W(3)n := (W(3)t,n )t∈[0,1], which has the same increments
as W(2)n , but jumps at times t = τ1/τνn , τ2/τνn , . . . , 1. That is,
W(3)t,n :=W(2)k/νn,n =
ϕ(Xτk)√
νn(pn − pc)2Epn [τ2 − τ1]
for τk ≤ btτνnc < τk+1,
soW(3)n is a random time change ofW(2)n . We can bound their distance in the Skorokhod
metric dS as
dS(W(3)n ,W(2)n ) ≤ max
k=1,...,νn
∣∣∣∣ τkτνn − kνn
∣∣∣∣
≤ max
k=1,...,νn
∣∣∣∣τk − Epn [τk − τ1]τνn
∣∣∣∣+ maxk=1,...,νn
∣∣∣∣Epn [τk − τ1]τνn − kνn
∣∣∣∣ . (5.10)
By Lemma 4.4 we have Epn [τk− τ1] = kEpn [τ2− τ1], so we may write the second term as
max
k=1,...,νn
∣∣∣∣Epn [τk − τ1]τνn − kνn
∣∣∣∣ = ∣∣∣∣νnEpn [τ2 − τ1]τνn − 1
∣∣∣∣ .
Using again the moment bounds of Lemma 4.6,
τνn
νnEpn [τ2 − τ1]
=
τ1
νnEpn [τ2 − τ1]
+
1
νn
νn∑
k=2
τk − τk−1
Epn [τ2 − τ1]
d−−−→
n→∞
1, (5.11)
in distribution under Ppn . This shows that the second term in (5.10) vanishes as n→∞.
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We write the first term in (5.10) as
max
k=1,...,νn
∣∣∣∣ τ1νnEpn [τ2 − τ1] + (τk − τ1)− Epn [τk − τ1]νnEpn [τ2 − τ1]
∣∣∣∣ ∣∣∣∣ τνnνnEpn [τ2 − τ1]
∣∣∣∣−1 .
The second factor converges in distribution to 1 by (5.11). That the first factor also
converges to 1 follows from Lemma 4.4 combined with an Invariance Principle for
triangular arrays of 1-dependent random variables due to Chen and Romano [CR99,
Theorem 2.1]. This implies that (5.10) vanishes in probability and thus (5.4) also holds
with W(1)n replaced by W(3)n . This concludes the third step.
Fourth step: Adding the path between regenerations. The fourth and last
main step of the proof is now to transfer the convergence to
W(4)t,n :=
ϕ(Xbtτνnc)√
νn(pn − pc)2Epn [τ2 − τ1]
,
i.e., to the full (rescaled) process of random walk on a BRW, where we now also
incorporate the fluctuations of (Xn)n≥0 between regeneration times. Note that by
definition of an and νn and by (5.9), we have
1√
νn(pn − pc)2Epn [τ2 − τ1]
=
√
an(pn − pc)
νnn
≤ C
√
pn − pc
n
,
so bounding
dS(W(4)n ,W(3)n ) ≤ C
√
pn − pc
n
max
k=1,...,νn
max
τk−1≤i<τk
‖ϕ(Xi)− ϕ(Xτk−1)‖, (5.12)
it suffices to show that the right-hand side vanishes in probability. Again by the
moment bounds of Lemma 4.6, νn ≤ Cn with probability converging to 1, so that
we may replace the remaining νn in (5.12) by Cn. We need a lemma that controls
the maximal displacement of the embedded traps. As we show in Section 9, this is a
direct consequence of a precise estimate by Neuman and Zheng [NZ17] for the maximal
displacement of subcritical branching random walks.
Recall that in the decomposition of T into the backbone tree and the traps given in
Section 2, for any v ∈ T Bb we have that the law of T trapv only depends on v through
degT (v), and that we have assumed in Theorem 1.1 that degT (v) ≤ ∆ + 1 almost surely.
Lemma 5.1 (Maximal displacement inside traps). Under the assumptions of Theorem
1.1, there exists a γ > 0 and C <∞, both independent of p, such that
max
1≤δ≤∆−1
Ep
[
exp
(
γ
√
p− pc sup
w∈T trapv
‖ϕ(w)− ϕ(v)‖
)∣∣∣∣∣ degT trapv (v) = δ
]
≤ C. (5.13)
We prove this lemma in Section 9 below.
We also need to bound the number of visited backbone-tree vertices. For this we
write
BBTk := {Xτk−1 , Xτk−1+1, . . . , Xτk} ∩ T Bb,
i.e., BBTk is the trace of (Xn)τk−1≤n≤τk restricted to the backbone tree.
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Lemma 5.2 (Size of and maximal distance from BBTk). Under the assumptions of
Theorem 1.1, for any a ≥ 1 there exists a Ca such that for any k ≥ 1
Ep[|BBTk |a] ≤ Ca(p− pc)−a, (5.14)
and
Ep[ max
v∈BBTk
‖ϕ(v)− ϕ(Xτk−1)‖a] ≤ Ca(p− pc)−a/2. (5.15)
We prove this lemma in Section 10 below.
Using the estimates of Lemmas 5.1 and 5.2, we can show that the right-hand side of
(5.12) vanishes. Indeed,√
pn − pc
n
max
τk−1≤i<τk
‖ϕ(Xi)− ϕ(Xτk−1)‖
≤
√
pn − pc
n
(
max
v∈BBTk
‖ϕ(v)− ϕ(Xτk−1)‖+ max
v∈BBTk
sup
w∈T trapv
‖ϕ(w)− ϕ(v)‖
)
. (5.16)
By (5.15) with a = 3, we have for any ε > 0,
Ppn
(√
pn − pc
n
max
v∈BBTk
‖ϕ(v)− ϕ(Xτk−1)‖ > ε
)
≤ 1
ε3n3/2
C. (5.17)
Using further that by the decomposition (2.1), the GW-trees of the traps are independent
of the backbone tree,
Ppn
(√
pn − pc
n
max
v∈BBTk
sup
w∈T trapv
‖ϕ(w)− ϕ(v)‖ > ε
)
≤ Epn [|BBTk |] max
1≤δ≤∆−1
Ppn
(√
pn − pc
n
sup
w∈T trapv
‖ϕ(w)− ϕ(v)‖ > ε
∣∣∣∣∣ degT trapv (v) = δ
)
≤ e−γε
√
n Epn [|BBTk |]
× max
1≤δ≤∆−1
Epn
[
exp
(
γ
√
pn − pc sup
w∈T trapv
‖ϕ(w)− ϕ(v)‖
)∣∣∣∣∣ degT trapv (v) = δ
]
≤ C
(
(pn − pc)eγε
√
n
)−1
, (5.18)
where the last inequality follows from (5.13) and (5.14). From (5.16), (5.17), and (5.18)
we may conclude
Ppn
(√
pn − pc
n
max
k=1,...,Cn
max
τk−1≤i<τk
‖ϕ(Xi)− ϕ(Xk−1)‖ > ε
)
≤ C
ε3n1/2
+ C
(
(pn − pc)eγε
√
n
)−1
. (5.19)
Recall that in Theorem 1.1 we assumed that for any δ > 0, eδ
√
n(pn − pc)→∞. Under
this assumption the right-hand side converges to zero, which implies that the right-hand
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side of (5.12) vanishes in probability. Therefore, the convergence (5.4) also holds with
W(1)n replaced by W(4)n , that is,(
ϕ(Xbtτνnc)√
νnEpn [τ2 − τ1](pn − pc)2
)
t∈[0,1]
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t∈[0,1] . (5.20)
This completes the fourth step.
All that remains to finish the proof of Theorem 1.1 is to apply the time change
t 7→ tn(pn − pc)−3τ−1νn , which, by the scale invariance of Brownian motion, yields(√
(pn − pc)3τνn
nνnEpn [τ2 − τ1](pn − pc)2
ϕ(Xbtn(pn−pc)−3c)
)
t∈[0,1]
d−−−→
n→∞
(
(κΣ)1/2Bt
)
t∈[0,1] . (5.21)
The Law of Large Numbers for τn then allows us to replace the prefactor by
√
(p− pc)/n,
which completes the proof. 
6. Proofs of the escape time estimates
In this section we prove the lemmas of Section 3. We assume in this section some
familiarity with the theory of reversible Markov chains and electrical networks. We
refer the reader who is insufficiently knowledgable about this topic to [AF02, LP16],
where all reversiblility-related topics of this section that are not explicitly cited are
defined and discussed.
6.1. Proof of Lemma 3.1. Let T be an infinite tree and v ∈ G[1](T ). We have
P vT (η0 <∞) = lim
n→∞
P vT (η0 < ηn).
Denote by CG(x,A) the effective conductance in a graph G = (V,E) with unit edge
weights between a vertex x ∈ V and a subset A ⊂ V , and write RG(x,A) := CG(x,A)−1
for the associated effective resistance. For two disjoint sets A,B and x /∈ A,B we have
the bound
P xG(η(A) < η(B)) ≤
CG(x,A)
CG(x,A ∪B) ≤
CG(x,A)
CG(x,B) , (6.1)
see [LP16, Exercise 2.34] or [BGP03, Fact 2]. In fact, the arguments in the latter
reference even show that if it is impossible that the random walk hits both A and B
during the same excursion starting from x, then
P xG(η(A) < η(B)) =
CG(x,A)
CG(x,A ∪B) =
CG(x,A)
CG(x,A) + CG(x,B) . (6.2)
In our setting, (6.1) gives
P vT (η0 < ηn) ≤
CT (v, %)
CT (v,G[n](T )) . (6.3)
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The Series Law for conductances implies that for any v ∈ G[1](T ) we have CT (v, %) =
bL/(p − pc)c−1. Rayleigh’s Monotonicity Principle, moreover, implies that for any
v ∈ G[1](T ) we have
CT (v,G[n](T )) ≥ CTv(v,G[n−1](Tv)).
Observe that CTv(v,G[n−1](Tv)) (and any bound we formulate from here on) depends
only on the subtree rooted at v, and is thus independent of the tree segment T[0,1] under
P¯p. This implies
Pvp(η0 <∞ | T[0,1] = T[0,1]) ≤ lim
n→∞
p− pc
L
E¯p
[RTv(v,G[n−1](Tv))] . (6.4)
Now given an infinite tree T and v ∈ G[1](T ), we prune Tv as follows: first, remove
any vertex w ∈ Tv that does not have an infinite line of descent to obtain TBbv , and
second, at every vertex w ∈ TBbv with more than two children in TBbv , keep the first two
in Ulam-Harris ordering and delete all other children (and their subtrees). Call the
resulting tree T˜v. Since we only removed edges, Rayleigh’s Monotonicity Principle once
more implies
RTv(v,G[n](T )) ≤ RT˜v(v,G[n](T˜v)). (6.5)
Now let G˜[n](T˜v) denote the set of vertices w ∈ T˜v such that degT˜v(w) = 3 and such
that the unique path v = v0, v1, . . . , vm = w in T˜v satisfies |{vi : degT˜v(vi) = 3}| = n
(i.e., there are exactly n degree-three vertices between v and w in T˜v). For P¯-almost all
trees, G˜[n](T˜v) is nonempty for all n. Moreover, for any T ,
lim
n→∞
RT˜v(v,G[n](T˜v)) = limn→∞RT˜v(v, G˜[n](T˜v)), (6.6)
because this limit does not depend on the choice of the sequence of exhausting subgraps
of T˜v (see [LP16, Exercise 2.4]).
Under P¯p, the subtree of T˜v of all paths connecting v to G˜[n](T˜v) now has a particularly
easy structure: vertices with two children are connected by line segments (a sequence
of vertices with one child) up to the n-th “generation” of branching points. By the
Series Law, the effective resistances of these line segments are just their respective
lengths, so they are independent Geo(1− pˆ1) random variables (which take values on
{1, 2, . . . }), where pˆ1 is the probability that the root of a Galton-Watson tree with
generating function fˆ(s) as described in (2.1) has exactly one child. By Lemma 2.1,
pˆ1 = fˆ
′(0) = f ′(qp) = 1− c1(p− pc)(1 + o(1)), so the mean length of a path segment
between two branching points in T˜v is at most λ(p− pc)−1 for some λ > 0.
Suppose G˜[1](T˜v) = {w} and call T˜ (1)w , T˜ (2)w the two subtrees of T˜v rooted at w. An
application of the Series Law and the Parallel Law gives rise to the recursion
RT˜v(v, G˜[n](T˜v)) = dT˜v(v, w) +
(
1
R
T˜
(1)
w
(w, G˜[n−1](T˜
(1)
w ))
+
1
R
T˜
(2)
w
(w, G˜[n−1](T˜
(2)
w ))
)−1
.
(6.7)
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Now write R˜[n] := RT˜v(v, G˜[n](T˜v)) for the effective resistance between v and G˜[n](T˜v),
and write R˜(1)[n−1] and R˜(2)[n−1] for independent copies of R˜[n−1]. Then, under P¯p, we have
the following equality in distribution:
R˜[n] d= S +
(
1
R˜(1)[n−1]
+
1
R˜(2)[n−1]
)−1
, (6.8)
where S ∼ Geo(1 − pˆ1). Bounding the harmonic mean by the arithmetic mean, i.e.,
using that ( 1
x
+ 1
y
)−1 ≤ 1
4
(x+ y) for x, y > 0, this yields the stochastic domination
R˜[n] 4 S + 14(R˜(1)[n−1] + R˜(2)[n−1]). (6.9)
Iterating (6.9), we obtain
R˜[n] 4
n−1∑
i=0
4−i
 2i∑
j=1
Si,j
 , (6.10)
where (Si,j)i,j≥1 is an array of i.i.d. copies of S. Taking the expectation,
lim
n→∞
E¯p[R˜[n]] ≤ lim
n→∞
n−1∑
i=0
2−iEp[S] = 2Ep[S] ≤ 2λ
p− pc . (6.11)
Combining (6.4), (6.5), (6.6) and (6.11), we obtain
Pvp(η0 <∞ | T[0,1] = T[0,1]) ≤
p− pc
L
2λ
p− pc =
2λ
L
,
and this upper bound is smaller than 2
3
when we choose L ≥ L0 := 3λ. 
6.2. Proof of Lemma 3.2. Define the event G := {|G[1](T )| > 1} and, for α < 14 , letF(α) := {|G′b√αL/(p−pc)c(T )| = 1} denote the event that the backbone tree does not
branch before the b√αL/(p− pc)c-th generation. Splitting the expectation along G and
F(α), we bound
E¯p
[ ∑
v∈G[1](T )
1{P vT \Tv (η0=∞)<α}
]
≤ P¯p(Gc) + E¯p
[
1F(α)c |G[1]|
]
(6.12)
+ E¯p
1G∩F(α) ∑
v∈G[1](T )
P¯p(P
v
T \Tv(η0 =∞) < α | T[0,1])
 .
By Lemma 2.3 the first term on the right-hand side is bounded from above by a2, as
desired. It remains to show that the second and third term on the right-hand side above
both vanish as α→ 0.
We start with the second term. Let Bk be the event that the first branching of the
backbone tree occurs in generation k, that is, |G′1| = · · · = |G′k−1| = 1, but |G′k| > 1. At
time Bk, the backbone branch splits into at most ∆ branches. Let G
(i)
[1] , 1 ≤ i ≤ ∆ be
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i.i.d. copies of G[1], then we can stochastically dominate |G[1]| by |G(1)[1] |+ · · ·+ |G(∆)[1] |,
on any of the events Bk, k ≤ b
√
αL/(p− pc)c. This implies
E¯p
[
1F(α)c |G[1]|
]
=
b√αL/(p−pc)c∑
k=1
E¯p
[
1Bk |G[1]|
]
≤
b√αL/(p−pc)c∑
k=1
E¯p
[
1Bk
∆∑
i=1
|G(i)[1] |
]
= ∆P¯p(F(α)c)E¯p
[|G[1]|] ,
where we used the independence of Bk and the |G(i)[1] | and Wald’s identity for the last
equality. By Lemma 2.3, E¯[|G[1](T )|] ≤ a3 and, by an argument similar to (2.8), there
exists a constant c > 0 such that P¯p(F(α)c) ≤ C
√
α when α is sufficiently close to 0,
so we conclude
E¯p
[
1F(α)c |G[1]|
] ≤ C√αa23. (6.13)
Now we show that the third term on the right-hand side of (6.12) also tends to 0
as α → 0. Let T ∈ G ∩ F(α) and denote by v0 the unique vertex of G′b√αL/(p−pc)c(T ).
Then, for any v ∈ G[1],
P vT\Tv(η0 =∞) ≥ P v0T\Tv(η0 =∞) =
CT\Tv(v0,∞)
CT\Tv(v0, %) + CT\Tv(v0,∞)
by (6.2). By the Series Law and the fact that T ∈ G ∩ F(α) we have CT\Tv(v0, %) =
b√αL/(p− pc)c−1. It follows that P v0T\Tv(η0 =∞) < α can only hold if
RT\Tv(v0,∞) >
1− α√
α
L
p− pc .
This implies that for any vertex w ∈ G[1] \ {v},
P¯p
(
P vT \Tv(η0 =∞) < α | T[0,1]
) ≤ P¯p(RT\Tv(v0,∞) > 1− α√α Lp− pc
∣∣∣∣ T[0,1])
≤ P¯p
(
L
p− pc +RTw(w,∞) >
1− α√
α
L
p− pc
∣∣∣∣ T[0,1])
≤ 4√αp− pc
L
E¯p [RTw(w,∞)] ,
where we have used the independence of Tw and T[0,1] and the fact that α < 1/4. We
established in (6.11) above that E¯p [RTw(w,∞)] ≤ C(p − pc)−1. Inserting this and
(6.13) into (6.12) to obtain
E¯p
 ∑
v∈G1(T )
1{P vT \Tv (η0=∞)<α}
 ≤ a2 + C√α, (6.14)
which completes the proof. 
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6.3. Proof of Lemma 3.3. The main idea in this proof is to decompose the random
walk on T[0,2] into random walks on T[0,1] and walks on the disjoint trees of T[1,2]. Let
(Yn)n≥1 be a simple random walk on T[0,1] started at v, and write H = σ(Y1, Y2, . . . , Yη0)
for the history of this process until it hits the root %. For i ≥ 1, let hi be the i-th
time that (Yn)n≥1 visits a vertex in G[1] ∪ {%} and let Vi = Yhi . Furthermore, let H
denote the number of visits of (Yn)n≥1 to G[1] ∪ {%} until its first visit to the root, i.e.,
H = inf{i : Vi = %}. We can decompose the walk on T[0,2] into the walk (Yn)n≥1 and
the walks on the branches of T[0,2] \ T[0,1], and write
Pvp(η2 < η0, sib(Xη2) = 0 | T[0,1] = T[0,1])
= Ep
[
Ep
[
H−1∑
m=1
P VmT (η2 < η
p
1 )1{|G[1](TVm )|=1}
m−1∏
i=1
P ViT (η
p
1 < η2)
∣∣∣∣∣H
]∣∣∣∣∣ T[0,1] = T[0,1]
]
,
(6.15)
where we write ηp1 for the hitting time of a parent vertex of G[1] (i.e., the hitting time of
level bL(p−pc)−1c−1). Observe that conditioned on Vi, P ViT (η2 < ηp1 ) and 1{|G[1](TVi )|=1}
are independent of T[0,1]. By (6.2) we have
P VmT (η2 < η
p
1 )1{|G[1](TVm )|=1} =
CTVm (Vm, G[1](TVi))
1 + CTVm (Vm, G[1](TVi))
1{|G[1](TVm )|=1}
≥ c(p− pc)1{|G[1](TVm )|=1}, (6.16)
and similarly
P ViT (η
p
1 < η2) =
1
1 + CTVm (Vm, G[1](TVi))
≥ 1− c|G[1](TVi)|(p− pc). (6.17)
Define for m < H and v ∈ G[1]
Hm(v) := |{k < m : Yhk = v}|, (6.18)
which counts the number of visits of (Yn)n≥1 to vertex v before the m-th visit to a
vertex in G[1]. Reordering the product in (6.15) according to the vertices and applying
the bound in (6.16) gives the following lower bound,
Ep
[
H−1∑
m=1
P VmT (η2 < η
p
1 )1{|G[1](TVm )|=1}
m−1∏
i=1
P ViT (η
p
1 < η2)
∣∣∣∣∣H
]
≥ c(p− pc)Ep
H−1∑
m=1
1{|G[1](TVm )|=1}
∏
v∈G[1]
P vT (η
p
1 < η2)
Hm(v)
∣∣∣∣∣∣H
 . (6.19)
Now note that H, Hm(v) and Vm are measurable with respect toH, and the probabilities
P vT (η
p
1 < η2) are independent of H and independent under P¯p( · | T[0,1]) for different v,
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so
Ep
[
H−1∑
m=1
P VmT (η2 < η
p
1 )1{|G[1](TVm )|=1}
m−1∏
i=1
P ViT (η
p
1 < η2)
∣∣∣∣∣H
]
≥ c(p− pc)
H−1∑
m=1
Ep[1{|G[1](TVm )|=1}P
Vm
T (η
p
1 < η2)
Hm(Vm) | H]
×
∏
v∈G[1]:
v 6=Vm
Ep[P vT (η
p
1 < η2)
Hm(v) | H]. (6.20)
Applying now the bound (6.17), we see that for p sufficiently close to pc, (6.20) is
bounded from below by
c(p− pc)
H−1∑
m=1
P¯p(|G[1]| = 1)(1− c(p− pc))Hm(Vm)
∏
v∈G[1]:
v 6=Vm
(
1− cE¯p[|G[1]|](p− pc)
)Hm(v)
≥ c(p− pc)P¯p(|G[1]| = 1)
H−1∑
m=1
∏
v∈G[1]
(
1− cE¯p[|G[1]|](p− pc)
)Hm(v)
= c(p− pc)P¯p(|G[1]| = 1)
H−1∑
m=1
(
1− cE¯p[|G[1]|](p− pc)
)m
(6.21)
= cE¯p[|G[1]|]−1P¯p(|G[1]| = 1)
((
1− cE¯p[|G[1]|](p− pc)
)− (1− cE¯p[|G[1]|](p− pc))H) .
By Lemma 2.3, P¯p(|G[1](T )| = 1) ≥ a1 and E¯p[|G[1](T )|] ≤ a3. So to show a uniform
lower bound for (6.15), it remains to show that
Ep
[(
1− cE¯[|G[1]|](p− pc)
)H∣∣∣ T[0,1] = T[0,1]] < 1− a (6.22)
for an a > 0 independent of p. While the exact distribution of H depends on T[0,1], we
may give an easy lower bound. Recall that H − 1 is the number of visits of (Yn)n≥1 to
G[1] until it hits the root, starting at some v ∈ G[1]. For any tree T with v ∈ G[1](T )
we have
P vT (η0 < η
+
1 ) ≤ CT (v, %) ≤ c(p− pc), (6.23)
where η+1 denotes the first hitting time of G[1] after time 0. This bound implies that
H stochastically dominates a Geometric random variable H ′ with success probability
c(p− pc) and generating function
Ep[θH
′
] =
c(p− pc)θ
1− θ + cθ(p− pc)
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for 0 ≤ θ ≤ 1, which in turn implies that
Ep
[(
1− cE¯p[|G[1]|](p− pc)
)H∣∣∣ T[0,1] = T[0,1]] ≤ Ep [(1− cE¯p[|G[1]|](p− pc))H′]
= 1− cE¯p[|G[1]|]
cE¯p[|G[1]|] + c
(
1− cE¯p[|G[1]|](p− pc)
) . (6.24)
The last term is bounded away from 0 uniformly in p, which shows (6.22) and completes
the proof. 
7. Moment bounds on regeneration distances: proof of Lemma 4.5
This proof is inspired by a similar moment estimate of [DGPZ02] and a regularity
estimate for trees from [GK01]. By Lemmas 2.3, 3.1, and 4.4,
Ep[(|Xτ2 | − |Xτ1|)q] = Evp[|Xτ1 |q | G[1](T ) = {v}, η0 =∞]
≤ CEp[|Xτ1|q],
so it suffices to find a moment estimate for |Xτ1|. Recall that by Definition 4.1, the first
regeneration occurs at one of the potential regeneration times Sk. More precisely, the
regeneration time is set to equal the last Sk that is finite, so that
Ep[|Xτ1|q] ≤
∑
k≥1
Ep[|XSk |q1{Sk<∞}]
≤
∑
k≥1
Ep[|XSk |2q1{Sk<∞}]1/2Pp(Sk <∞)1/2.
For Sk to be finite, it has to occur at least k times that the walker sees a new part of
the tree but then backtracks a generation, so by Lemma 3.1,
Pp(Sk <∞) ≤
(
sup
T :v∈G[1](T )
Pvp
(
η0 <∞ | T[0,1] = T[0,1]
))k ≤ (2
3
)k
.
By Definition 4.1, we can also write
|XSk |
bL/(p− pc)c = Mk =: Nk−1 +Hk, M1 =: H1 (7.1)
so that Hk = Mk −Nk−1. That is, Hk counts the number of L-levels that are visited by
the walk after it surpasses the previous maximum generation Nk−1, until it arrives at
the next possible regeneration point, i.e., at a vertex v in an L-level with sib(v) = 0.
Then Hk can be stochastically dominated by 2 + H˜k, where H˜k is a Geometric random
variable with success probability
inf
T :v∈G[1](T )
Pvp(η2 < η0, sib(Xη2) = 0 | T[0,1] = T[0,1]) ≥ a3,
where the lower bound holds by Lemma 3.3. Since Geometric random variables have
all moments bounded, it also holds for any q > 0 that Ep[H2qk ] <∞.
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Write N˜k := Nk −Mk. Iterating the recursion (7.1), and noting that {Sk < ∞} ⊂
{Rk−1 <∞}, we arrive at
(p− pc)qEp[|Xτ1|q] ≤Lq
∑
k≥1
Ep
(H1 + k−1∑
i=1
(N˜i +Hi+1)
)2q
1{Rk−1<∞}
1/2 (2
3
)k/2
≤Lq
(∑
k≥1
(2k)2q−1
(
k∑
i=1
Ep[H2qi ] +
k−1∑
i=1
Ep[N˜2qi 1{Ri<∞}]
))1/2 (
2
3
)k/2
.
Since the (2q)−th moment of Hi is uniformly bounded, the proof will be completed
once we show that
Ep
[
esN˜i1{Ri<∞}
]
≤ C <∞, (7.2)
for some s > 0. Observe that N˜i counts how many new L-levels are reached by the walker
at XηMi before backtracking to its L-ancestor. Since for different i these excursions
happen in disjoint parts of the tree, the N˜i are in fact i.i.d. under Pp. It thus suffices to
bound
Ep
[
esN˜11{R1<∞}
]
=
∑
n≥1
esnPp(N˜1 = n,R1 <∞).
On the event {R1 <∞}, a large value for N˜1 implies that the random walk backtracks
a long distance towards the root. We will bound the probability by decomposing this
trajectory into level-sized chunks. Since the segment of the backbone tree between
XηMi and its L-ancestor is by definition of ηMi isomorphic to a line graph of lengthbL/(p− pc)c, the first step in this decomposition is to bound
Pp(N˜1 = n,R1 <∞) ≤ E¯p
 ∑
v∈G[n](T )
P v1T (Xηn = v)P
v
T (η0 <∞)
∣∣∣∣∣∣ |G[1](T )| = 1
 ,
where v1 is the unique vertex of G[1](T ). Note that Lemma 3.1 is not sufficient to
bound P vT (η0 <∞), because the lemma gives an annealed bound, whereas we need a
quenched bound. We instead use Lemmas 2.3 and 3.2 to show that the event
Bn(α, β) :=
{
n∑
i=1
1{P viT \Tvi (ηi−1=∞)≥α}
≥ βn for all v ∈ G[n](T )
}
,
has a high probability provided α and β are small enough, where, for v = vn ∈ G[n](T ),
we denote by vi its ancestor in G[i](T ) for 0 ≤ i < n. If we show this, then we are done,
because, for T ∈ Bn(α, β) and v ∈ G[n](T ),
P vT (η0 <∞) ≤
n∏
i=1
P viT \Tvi (ηi−1 <∞) ≤ (1− α)
βn, (7.3)
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so that
Pp(N˜1 = n,R1 <∞) ≤ (1− α)βnE¯
[ ∑
v∈G[n](T )
P v1T (Xηn = v)
∣∣∣∣ |G[1](T )| = 1]
+ P¯p
(
Bn(α, β)
c | |G[1](T )| = 1
)
= (1− α)βn + P¯p
(
Bn(α, β)
c | |G[1](T )| = 1
)
,
(7.4)
where for the equality we have used that conditionally on sib(v1) = 0, the probabilities
add to 1 because G[n](T ) is a cutset on T separating the root from infinity. To show
that Bn(α, β)
c also has exponentially small probability, we introduce
An(α, v) :=
n∑
i=1
1{P viT \Tvi (ηi−1=∞)≥α}
,
and
Zn(α, θ) :=
∑
v∈Gn(T )
e−θAn(α,v).
We want to show that Zn(α, θ) decays exponentially for θ large enough. Note that by
asking for the event {ηi−1 =∞} only on the cropped tree T \ Tvi we have independence
of P viT \Tvi (ηi−1 = ∞) for different i under the environment law, which allows us to
calculate recursively
E¯p[Zn(α, θ) | sib(v1) = 0]
= E¯p
[ ∑
v∈G[n−1](T )
e−θAn−1(α,v)E¯p
[ ∑
w∈G[1](Tv)
1{PwT \Tw (ηi−1=∞)<α}
+ e−θ1{PwT \Tw (ηi−1=∞)≥α}
∣∣∣∣|G[n−1](T )]
∣∣∣∣∣ |G[1](T )| = 1
]
= E¯p[Zn−1(α, θ) | |G[1](T )| = 1]ζ(α, θ) = ζ(α, θ)n−1,
where
ζ(α, θ) := E¯p
 ∑
v∈G[1](T )
1{P vT \Tv (η0=∞)<α} + e
−θ
1{P vT \Tv (η0=∞)≥α}
 .
In the last step in the recursion we have used that E¯p[Z1(α, θ)| |G[1](T )| = 1] = 1, since
|G[1](T )| = 1 implies that P v1T \Tv1 (η0 =∞) = 0.
We proceed by bounding ζ(α, θ) as
ζ(α, θ) ≤ E¯p
 ∑
v∈G1(T )
1{P vT \Tv (η0=∞)<α}
+ e−θE¯p[|G[1](T )|]. (7.5)
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By Lemma 2.3 we have E¯p[|G[1](T )|] ≤ a3. With the bound of Lemma 3.2, this means
that we can bound
ζ(α, θ) ≤ a2 + h(α) + e−θa3 =: γ(α, θ),
with γ(α, θ) < 1 if α is small enough and θ is large enough. Fix such a sufficient choice
of α and θ, then, by Markov’s inequality,
P¯p(Bn(α, β)
c| |G[1](T )| = 1) = P¯p
(
min
v∈G[n](T )
An(α, v) < βn
∣∣∣∣ |G[1](T )| = 1)
= P¯p
(
e−θminv An(α,v) > e−θβn
∣∣ |G[1](T )| = 1)
≤ enβθE¯p
[
e−θminv An(α,v)
∣∣ |G[1](T )| = 1]
≤ enβθE¯p[Zn(α, θ)| |G[1](T )| = 1]
≤ enβθγ(α, θ)n−1,
and this bound decays exponentially in n if β is small enough. Inserting this bound
into (7.4) we see that (7.2) holds for some s > 0 sufficiently small, which completes the
proof. 
8. Moment bounds on the regeneration times: proof of Lemma 4.6
We start by establishing moment bounds for the time spent in the finite trees T trapv ,
which as the name suggests, act as traps for the random walk. Let Hv := inf{n ≥ 0 :
Xn = v} be the hitting time of vertex v and H+v = inf{n > 0 : Xn = v}. When v = %
we will suppress the subscript. If piT is the invariant distribution for random walk on a
tree T , then the well-known formula
EvT [H
+
v ] = piT (v)
−1 (8.1)
holds. For the second moment we have the following identity, see [AF02, (2.21)],
EvT [(H
+
v )
2] = piT (v)
−1
(
2
∑
w∈T
piT (w)E
w
T [Hv] + 1
)
. (8.2)
Furthermore, we may bound EwT [Hv] by the commute time E
w
T [Hv] + E
v
T [Hw]. The
Commute Time Identity of [CRR+97] applied to simple random walk on a finite tree T
gives
EwT [Hv] + E
v
T [Hw] = 2(|T | − 1)dT (v, w), (8.3)
with |T | the vertex cardinality of the tree and dT (v, w) the graph distance between v
and w on T . This implies
EvT [(H
+
v )
2] ≤ 4piT (v)−1(|T | − 1)
∑
w∈T
piT (w)dT (v, w). (8.4)
Moreover, for simple random walk on a finite connected tree T ,
piT (v) =
degT (v)∑
w∈T degT (w)
=
degT (v)
2(|T | − 1) .
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So we arrive at
EvT [(H
+
v )
2] ≤ 4 degT (v)−1(|T | − 1)
∑
w∈T
degT (w)dT (v, w). (8.5)
Now, from here on, consider instead of T the tree T trapv located at v ∈ T Bb, i.e., a
tree rooted at v where v has degree Uv (given by (2.2)) and where to the ith edge,
i ∈ {1, . . . , Uv}, coming out of the root, there is an independent tree T ∗i with generating
function f ∗(s) as defined in (2.1) and with root %i attached to the other end of the ith
edge. We know that T trapv is almost surely finite. Write H trapv for H+v of random walk
started at v, restricted to T trapv , with the convention that H trapv = 0 if T trapv = {v}, that
is, when Uv = 0. Then, by (8.1),
Ep[H trapv | Uv] = Ep[piT trapv (v)−1 | Uv]1{Uv 6=0}
= 2Ep
[
U−1v
((
Uv∑
i=1
|T ∗i |
)
− 1
)∣∣∣∣∣ Uv
]
1{Uv 6=0}
= 2Ep[|T ∗| − U−1v ]1{Uv 6=0}.
(8.6)
Applying Lemma 2.1 we obtain
Ep[H trapv | Uv] = 2(1− µ∗)−11{Uv 6=0} +O(1) = C(p− pc)−11{Uv 6=0} + o((p− pc)−1).
(8.7)
From (8.5) we get for the second moment
Ep[(H trapv )2|Uv] ≤ 4Ep
U−1v
(
Uv∑
i=1
|T ∗i |
) Uv∑
i=1
∑
w∈T ∗i
degT trapv (w)dT trapv (w, v)1{Uv 6=0}
∣∣∣∣∣∣Uv

≤ 4
∆∑
i=1
Ep
|T ∗i |∑
w∈T ∗i
(degT ∗i (w) + 1)(dT ∗i (w, %i) + 1)

+ 4
∑
i 6=j
Ep
|T ∗i |∑
w∈T ∗j
(degT ∗j (w) + 1)(dT ∗j (w, %j) + 1)

= 4∆Ep
[
|T ∗|
∑
w∈T ∗
(degT ∗(w) + 1)(dT ∗(w, %) + 1)
]
+ 4∆(∆− 1)Ep [|T ∗|] Ep
[∑
w∈T ∗
(degT ∗(w) + 1)(dT ∗(w, %) + 1)
]
=: (I) + (II),
(8.8)
where we have used Uv ≤ ∆, the independence of the different GW-trees in a trap and
in the second step we added one to the degree because degT trapv (%i) = degT ∗i (%i) + 1. Now
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write Z∗n for the size of the nth generation of T ∗ and observe that |T ∗| =
∑
w∈T ∗ 1 =∑
n≥0 Z
∗
n, and that
∑
w∈T ∗ degT ∗(w) =
∑
n≥0(Z
∗
n +Z
∗
n+1) (each vertex has degree equal
to the number of its offspring plus one, the latter accounting for its ancestor), so that
we may bound
(I) ≤ 4∆Ep
[(∑
n≥0
Z∗n
)(∑
n≥0
(2Z∗n + Z
∗
n+1)(n+ 1)
)]
≤ CEp
[(∑
n≥0
Z∗n
)(∑
n≥0
nZ∗n
)]
,
where in the last step we used the assumption that ∆ <∞. By conditioning on the
earlier generations we can write the right-hand side as
(I) ≤ C
∑
0≤m<n
Ep[Z
∗
mEp[nZ
∗
n | Z∗m]] + C
∑
n≥0
Ep[n(Z
∗
n)
2]
+ C
∑
m>n≥0
Ep[Ep[Z
∗
m | Z∗n]nZ∗n]
= C
∑
0≤m<n
nEp[(Z
∗
m)
2]Ep[Z
∗
n−m] + C
∑
n≥0
nEp[(Z
∗
n)
2]
+ C
∑
m>n≥0
nEp[Z
∗
m−n]Ep[(Z
∗
n)
2].
With the inequality Ep[(Z
∗
n)
2] ≤ Cn(µ∗)2n, this simplifies to
(I) ≤ C
∑
0≤m<n
nm(µ∗)n+m + C
∑
n≥0
n2(µ∗)2n + C
∑
m>n≥0
n2(µ∗)n+m
≤ C
(∑
n≥0
n(µ∗)n
)2
+ C
∑
m≥n≥0
n2(µ∗)n+m
=
C(µ∗)2(2 + µ∗)2
(1− µ∗)4 ≤
C
(p− pc)4 , (8.9)
where the final inequality is due to Lemma 2.1.
An easier computation shows that
(II) ≤ CEp[T ∗]Ep
[∑
n≥0
nZ∗n
]
≤ C
(p− pc)3 . (8.10)
Combining the bounds (8.9) and (8.10), we may thus conclude that
Ep[(H trapv )2 | Uv] ≤
C
(p− pc)4 . (8.11)
We now need to combine the time spent in the traps with the time the random walk
spends on the backbone tree between regeneration times. For this, let (XBbm )m≥0 be
the random walk restricted to the backbone tree without holding times, i.e., writing
t(m) for the time that the random walk (Xn)n≥0 visits a vertex of T Bb, distinct from
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the previously visited vertex, for the mth time, and we let XBbm := Xt(m). If v ∈ T Bb,
then we write `n(v) for the local time of (X
Bb
m )m≥0 at v until time n. During a visit of
(XBbm )m≥0 to v ∈ T Bb, the total time (Xn)n≥0 spends in T trapv is given by
Lv = 1 +
Yv∑
i=1
H trapv,i , (8.12)
where for each v ∈ T Bb, H trapv,1 , H trapv,2 , . . . are independent random variables that, condi-
tioned on T trapv , have the same distribution as H trapv under P vT trapv . That is, they count
the number of steps spent in the trap until returning to v. Furthermore, conditioned on
T , we let Yv be a Geo(1− Uv/ degT (v)) random variable (of the type that takes values
in {0, 1, 2, . . . }), independent of H trapv,i for all i. So Yv counts the number of times that
the random walk (Xn)n≥0 at a visit to v enters and exits the trap before moving on to
a different vertex on the backbone tree.
If τ is a random time measurable with respect to σ(XBbm ,m ≥ 0), then these definitions
allow us to write
Ep[τ ] = Ep
∑
v∈T Bb
`τ (v)∑
i=1
L(i)v
 , (8.13)
where L
(i)
v are i.i.d. copies of Lv, with the convention that if `τ (v) = 0, then the sum
equals 0.
We first apply this general formula to determine a lower bound for the inter-
regeneration times. Recall from Definition 4.1 the regeneration structure and the
various definitions. We bound
Ep[τ2 − τ1] ≥ Ep[(τ2 − τ1)1{|G[Λ1+1]|=1}]
≥ Ep[(ηΛ1+1 − τ1)1{|G[Λ1+1]|=1}]
≥ a1Ep[ηΛ1+1 − τ1 | |G[Λ1+1]| = 1]
= a1Ep[ηΛ1+1 − τ1 | |G[Λ1]| = |G[Λ1+1]| = 1, ηΛ1+1 < ηΛ1−1]
= a1Ewp [η2 − η1 | G[1] = {w}, |G[2]| = 1, η2 < η0]
= a1Ewp
 ∑
v∈T Bb
[0,2]
`η2−η1 (v)∑
i=1
L(i)v
∣∣∣∣∣∣∣ G[1] = {w}, |G[2]| = 1, η2 < η0
 ,
(8.14)
where in the third step we have used Lemma 2.3, in the fourth step we have conditioned
on further events that are guaranteed to occur by the definition of the regeneration
times, and in the fifth step we have used that τ1 is a regeneration time to justify the
time shift.
Conditionally on the event {|G[1]| = |G[2]| = 1}, the graph T Bb[0,2] is isomorphic to a
line graph of length 2bL/(p− pc)c, so every vertex, except for the root, and possibly the
vertex at the second L-level, has degree 2 in T Bb[0,2]. Conditionally also on Uv, the Yv,i are
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distributed as independent Geo(1−Uv/(Uv + 2)) random variables. From (8.12) we get
Evp[Lv | Uv, degT Bb(v) = 2]
= 1 + Evp
[
Yv | Uv, degT Bb(v) = 2
]
Evp
[
H trapv,1 | Uv, degT Bb(v) = 2
]
= 1 + 1
2
U (2)v Evp[H
trap
v,1 | Uv] ≥ c(p− pc)−1U (2)v , (8.15)
where U
(2)
v is distributed as Uv conditionally on degT Bb(v) = 2, and we have used (8.7)
for the last step. Thus, for any v ∈ T Bb[0,2] \ {%,Xη2},
Ewp
 `η2−η1 (v)∑
i=1
L(i)v
∣∣∣∣∣∣ Uv, `η2−η1(v), G[1] = {w}, |G[2]| = 1, η2 < η0

≥ `η2−η1(v)c(p− pc)−1U (2)v . (8.16)
Using (2.2) and Lemma 2.1, we can bound
Ep[U (2)v ] ≥ P(U (2)v > 0) = 1− f ′p(0)/f ′p(qp) ≥ c.
Combining this bound with (8.16), inserting that into (8.14), and writing ηBbj for the
hitting time of G[j] for (X
Bb
m )m≥0, we obtain
Ep[τ2 − τ1] ≥ c
p− pcE
w
p
[
ηBb2 − ηBb1 − 2 | G[1] = {w}, |G[2]| = 1, ηBb2 < ηBb1
] ≥ c′
(p− pc)3 ,
where, in the last step, we have used that (XBbm )m≥0 restricted to T Bb[0,2], conditionally on
{|G[1]| = |G[2]| = 1}, is equivalent to a simple random walk on a line graph of length
2bL/(p− pc)c. This proves the lower bound in Lemma 4.6.
For the upper bounds, we first notice that by the same reasoning as in Lemma 4.5 it
suffices to show the bound for τ1. Let us again first consider Lv as in (8.12), for which
we can bound
Evp[L2v | T Bb] ≤ 1 + Evp[Y 2v | T Bb]Evp[(H trapv,i )2 | T Bb]. (8.17)
For the Geometric random variable Yv, the parameter satisfies 1− Uv/ degT (v) ≥ 1/∆,
which implies
Evp[Y 2v | T Bb] ≤ ∆2, (8.18)
while for the second expectation in (8.17) we may apply (8.11) to conclude
Evp[L2v | T Bb] ≤ C(p− pc)−4. (8.19)
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We can use this upper bound to state a bound on the second moment of a generic
random time τ that is measurable with respect to σ(XBbn , n ≥ 0),
Ep[τ 2] = Ep
∑
v∈T Bb
`τ (v)∑
i=1
L(i)v
2
= Ep
∑
v∈T Bb
`τ (v)∑
i=1
L(i)v
2+ Ep
 ∑
v 6=w∈T Bb
`τ (v)∑
i=1
L(i)v
`τ (w)∑
i=1
L(i)w

= Ep
[ ∑
v∈T Bb
`τ (v)Ev[L2v | T Bb] + `τ (v)(`τ (v)− 1)Evp[Lv | T Bb]2
]
+ Ep
 ∑
v 6=w∈T Bb
`τ (v)`τ (w)Evp[Lv | T Bb]Ewp [Lw | T Bb]

≤ C(p− pc)−4Ep[τBb] + C(p− pc)−2Ep[(τBb)2], (8.20)
where, for the third equality, we have used that traps at distinct vertices of the backbone
tree are independent, and for the final inequality we have used (8.17). Applying this
upper bound to τBb1 , which denotes the number of steps of (X
Bb
n )n until τ1, the upper
bounds in Lemma 4.6 will therefore follow once we show
Ep[(τBb1 )2] ≤ C(p− pc)−4. (8.21)
Since |XBbn | stochastically dominates a simple random walk on N0 reflected at the
origin, ηBbm is stochastically dominated by the time the simple random walk hits the
vertex mbL/(p− pc)c. We have Ep[(ηBbm )k] ≤ Cm2k(p− pc)−2k for any k ≥ 1, so
Ep[(τBb1 )q] =
∞∑
m=1
Ep[(ηBbm )q1{Xτ1∈G[m]}]
≤
∞∑
m=1
Ep[(ηBbm )2q]1/2Pp(Xτ1 ∈ G[m])1/2
≤ C(p− pc)−2q
∞∑
m=1
m2qPp(Xτ1 ∈ G[m])1/2. (8.22)
By the moment bound of Lemma 4.5, Pp((p− pc)|Xτ1 | ≥ m) ≤ Cm−4q−4. This implies
(8.21), which concludes the proof. 
9. The maximal displacement of a trap: proof of Lemma 5.1
The claimed moment bound follows from the following bound for the projected
processes,
max
1≤δ≤∆−1
Ep
[
exp
(
γ
√
p− pc sup
w∈T trap%
ϕ(w) · e
)∣∣∣∣∣ degT trap% (%) = δ
]
≤ C, (9.1)
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for constants γ, C, arbitrary unit vectors e with ‖e‖ = 1 and where, without loss of
generality, we consider a trap at the root, such that ϕ(%) = 0.
Recall from the decomposition in (2.1) that T trap% consists of at most ∆− 1 GW-trees
attached by a single edge to %, each tree having generating function f ∗ and mean
number µ∗p of offspring. Thus, it suffices to show (9.1) with T trap% replaced by a single
tree T ∗ with generating function f ∗. Let W denote a Zd-valued random variable with
distribution D, and write K(s) = Ep[sW ·e] for the probability generating function of
W · e. For x > 1, let θ(x) be the unique solution in (1,∞) to
K(θ(x)) = x. (9.2)
Neuman and Zheng [NZ17, Theorem 1.2] show that
lim sup
n→∞
θ((µ∗p)
−1)nPp
(
sup
w∈T ∗
ϕ(w) · e ≥ n
)
≤ 1 (9.3)
(it is here that we need the assumption Ep[ec||W ||] =
∑
x∈Zd e
c‖x‖D(x) <∞ for all c > 0).
The assertion of Lemma 5.1 thus easily follows if it holds that
θ((µ∗p)
−1)−n(p−pc)
−1/2 ≤ e−cn, (9.4)
for n sufficiently large, uniformly in p close enough to pc. We proceed by showing that
this is the case.
From Lemma 2.1 we obtain
(µ∗p)
−1 = 1 + c(p− pc)(1 + o(1)). (9.5)
Since Ep[W ] =
∑
x∈Zd xD(x) = 0 by the assumption in Theorem 1.1 we have Ep[W ·e] =
0, which implies K ′(1) = 0, so that expansion around s = 1 gives
K(s) ≤ 1 + c(s− 1)2, (9.6)
for s close enough to 1 (again using that Ep[ec||W ||] <∞). This in turn implies that for
x close enough to 1,
θ(x) ≥ 1 + c(x− 1)1/2. (9.7)
Combining (9.5) and (9.7), as well as (µ∗p)
−1 ≥ 1 + c(p− pc), we arrive at
θ((µ∗p)
−1)−n(p−pc)
−1/2 ≤ (1 + c(p− pc)1/2)−n(p−pc)−1/2 ≤ e−cn, (9.8)
for p close enough to pc. This implies (9.4), which finished the proof. 
10. The trace of the walk on the backbone: proof of Lemma 5.2
We will show a general moment bound for the trace until the second regeneration,
that is, a moment bound for the cardinality of
BBT1 ∪BBT2 = {X0, X1, . . . , Xτ2} ∩ T Bb = {XBb0 , XBb1 , . . . , XBbτBb2 }. (10.1)
The bound on Ep[|BBTk |] for any k ≥ 1 then follows from Lemma 4.4. We denote by
B = B(T ) the set of branch points of the backbone tree, that is,
B(T ) := {%} ∪ {v ∈ T Bb : degT Bb(v) ≥ 3}.
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The bound for the trace on the backbone tree will follow from a bound on the number
of visited branch points of the backbone. Between those branchpoints, the random walk
has to travel across a section of the tree isomorphic to a line segment. For v ∈ T Bb, let
ancB(T )(v) denote the first vertex on the shortest path between v and % that is in B(T ).
Given v ∈ B(T ), we call the path in T between v and ancB(T )(v) the backbone branch
to v.
Fix a small δ > 0 (to be determined below) and let S(T ) be the set of all vertices
v ∈ T Bb for which there exists a path connecting v to the root %, such that for any
vertex w on this path,
dT (w, ancB(T )(w)) ≤ bδ/(p− pc)c,
i.e., v is in S(T ) if the path from v to ancB(T )(v) and all backbone branches along the
path to % have length at most bδ/(p− pc)c.
The motivation for these definitions is as follows: Until the random walk exits S(T ),
the trace of the random walk on the backbone is a subset of S(T ), and in order to exit
S(T ) the random walk has to cross a backbone branch of length at least bδ/(p− pc)c.
We can find a lower bound for the time it takes to traverse such a backbone branch,
which implies an upper bound for the size of the trace on the backbone until that time.
When the random walk exits S(T ) and crosses a long backbone branch, it enters a new,
independent subtree, and in this new tree we can iterate this upper bound.
So set S1 := S(T ) and let E1 := HBbSc1 be the exit time of the set S1 for the random
walk (XBbn )n≥1 restricted to the backbone tree. Define recursively for k > 1,
Sk := Sk−1 ∪ S(TXEk−1 ) and Ek := HBbSck . (10.2)
Then Ek stochastically dominates the sum E˜k = E˜
(1)
1 + · · ·+ E˜(k)1 of k i.i.d. copies of
E˜1 = inf{n ≥ 0 : Yn = bδ/(p− pc)c}, (10.3)
where (Yn)n≥1 is a simple random walk on {0, . . . , bδ/(p−pc)c} starting in and reflected
at 0. Moreover, |Sk| stochastically dominates |{X0, . . . , XEk} ∩ T Bb|. Since at each
time Ei the set S(TXEi ) is independent of the tree explored so far, we can bound
Ep[|{X0, . . . , XEk} ∩ T Bb|q] ≤ Ep[|Sk|q] ≤ Ep
[(
k∑
i=1
S˜(i)
)q]
≤ kqEp[|S1|q], (10.4)
where we wrote S˜(i) for i.i.d. copies of S1.
The next step is to show that, for any q ≥ 1,
Ep[|S1|q] ≤ Cq(p− pc)−q. (10.5)
Recall that ∆ is the maximal number of children in the original Galton-Watson tree.
By definition of S1,
|S1| ≤ ∆ · |S1 ∩ B(T )| · bδ/(p− pc)c, (10.6)
where we have used that ∆, the maximal number of offspring in the unpercolated tree,
is finite. By construction, the set |S1 ∩ B(T )| is stochastically dominated by the total
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progeny of a Galton-Watson process, denoted by Z˜, with offspring distribution given
by the law of
ξ˜ :=
∆∑
i=1
1{`i≤bδ/(p−pc)c}. (10.7)
Here, `i are independent random variables corresponding to the length of a backbone
branch, so that each `i is an independent Geometric random variable, having mean
c(p− pc)−1 (see Remark 2.2). Then ξ˜ is a Binomial random variable with ∆ trials and
probability of success
Pp(`i ≤ bδ/(p− pc)c) ≤ 1− (1− c(p− pc))bδ/(p−pc)c ≤ 1− e−cδ, (10.8)
where we have used Lemma 2.1. This means that we can choose δ > 0 small enough so
that uniformly in p,
Ep[ξ˜2q] ≤ c < 1, (10.9)
i.e., Z˜ is a subcritical Galton-Watson process. Writing Z˜n for the size of the n-th
generation of Z˜ and using Ep[Z˜2qn ] ≤ Ep[Z˜2qn−1]Ep[ξ˜2q] ≤ Ep[ξ˜2q]n, we can bound the
moments of the total progeny |Z˜| as
Ep[|Z˜|q] =
∞∑
N=0
Ep
[(
N∑
n=0
Z˜n
)q
1{Z˜N 6=0, Z˜N+1=0}
]
≤
∞∑
N=0
N∑
n=0
N q−1Ep
[
Z˜qn1{Z˜N 6=0}
]
. (10.10)
Applying the Cauchy-Schwarz inequality and using Pp(Z˜N 6= 0) ≤ Ep[Z˜N ] = Ep[ξ˜]N ,
Ep[|Z˜|q] ≤
∞∑
N=0
N∑
n=0
N q−1Ep[Z˜2qn ]1/2Pp(Z˜N 6= 0)1/2
≤
∞∑
N=0
N q−1
( ∞∑
n=0
Ep[ξ˜2q]n/2
)
Pp(Z˜N 6= 0)1/2
≤ (1− Ep[ξ˜2q]1/2)−1
∞∑
N=0
N q−1Ep[ξ˜]N/2. (10.11)
Since Ep[ξ˜] ≤ Ep[ξ˜2q] < 1 uniformly in p, (10.10) is bounded uniformly in p also. This
implies that by the Cauchy-Schwarz inequality, (10.4) and (10.5),
Ep[|S1 ∩ B(T )|q] ≤ Ep[|Z˜|q] ≤ Cq, (10.12)
and, by (10.6), (10.12) shows that (10.5) holds.
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So far, we have shown that (10.4) is bounded by Cqk
q(p − pc)−q. In order to turn
this into a bound for (10.1), we note that
Ep[|{XBb0 , XBb1 , . . . , XBbτBb2 }|
q/2] ≤
∞∑
k=1
Ep[|{XBb0 , XBb1 , . . . , XBbEk}|q/21{Ek−1≤τBb2 <Ek}]
≤ Cq(p− pc)−q
∞∑
k=1
kqPp(Ek−1 ≤ τBb2 < Ek)1/2
≤ Cq(p− pc)−q
∞∑
k=1
kqPp(Ek−1 ≤ τBb2 )1/2, (10.13)
where we set E0 = 0. It remains to show that the sum is bounded.
Consider first the random variable E˜k, which is stochastically dominated by Ek and is
a sum of k i.i.d. random variables each distributed as E˜1 in (10.3). Letting the random
walk (Yn)n≥1 in the definition (10.3) run for (p − pc)−2 steps and using the scaling
limit of a simple random walk, it is easy to see that (p− pc)2E˜1 dominates a Bernoulli
distributed random variable with a success probability independent of p. This implies
that by Crame´r’s Theorem, there is a γ > 0 such that
Pp(E˜k ≤ k(p− pc)−2γ) ≤ Ce−ck. (10.14)
Since Ek dominates E˜k, we also get
Pp(Ek ≤ k(p− pc)−2γ) ≤ Ce−ck. (10.15)
For this choice of γ, we use that
Pp(Ek ≤ τBb2 ) ≤ Pp(Ek ≤ k(p− pc)−2γ) + Pp(τBb2 ≥ k(p− pc)−2γ). (10.16)
On the other hand, the arguments in (8.22) with τBb1 replaced by τ
Bb
2 show that
(p− pc)4q+8Ep[(τBb2 )2q+4] ≤ C <∞, so Markov’s inequality implies
Pp(τBb2 ≥ k(p− pc)−2γ) ≤ Ck−2q−4. (10.17)
The bounds (10.15) and (10.17) thus together with (10.16) imply
Pp(Ek ≤ τBb2 ) ≤ Ck−2q−4, (10.18)
which, when inserted into (10.13), proves the first assertion of Lemma 5.2.
To prove (5.15), the second assertion of Lemma 5.2, we first observe that the number
of visited branchpoints until time Ek satisfies
Ep[|{X0, . . . , XEk} ∩ T Bb ∩ B(T )|q] ≤ kqEp[|S1 ∩ B(T )|q], (10.19)
and similarly to (10.2), and by (10.12), this moment is bounded by Cqk
q. If NEk denotes
the number of distinct backbone branches visited by (XBbn )n≥0 before time Ek, then
NEk is bounded by the number of visited branchpoints multiplied by the bound ∆ for
the number of offspring, which implies
Ep[(NEk)q] ≤ Cq∆qkq. (10.20)
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By the same arguments as in the preceding paragraph, we may then go on to conclude
that
Ep[(NτBb2 )q] ≤ Cq∆q. (10.21)
Recall that the embedding ϕ of the tree T into Zd is generated by the random walk
one-step distribution D. Following the branching random walk interpretation, we can
think of the process as a random walker that splits into ξ random particles at each
step. Therefore, we arrive at an upper bound for ‖ϕ(v)− ϕ(Xτ1)‖ by considering the
maximal displacement among NτBb2 independent |BBT2 |-step random walks started at
0 with step distribution D. Let (W
(i)
n )n≥0 for 1 ≤ i ≤ NτBb2 denote these independent
random walks. Then
Ep
[
max
v∈BBT2
‖ϕ(v)− ϕ(Xτ1)‖q
] ≤ Ep[ max
1≤i≤N
τBb2
max
0≤k≤m≤|BBT2 |
‖W (i)k −W (i)m ‖q
]
≤ Ep
[
NτBb2
]
Ep
[
max
0≤k≤m≤|BBT2 |
‖W (1)k −W (1)m ‖q
]
≤ CEp
[
NτBb2
]
Ep
[|BBT2 |q/2] (10.22)
where we have bounded the maximum over i by the sum and used Wald’s identity.
For the last inequality we have used the independence between the increments of the
embedding and |BBT2 |, and that Ep
[
max0≤k≤m≤N ‖W (1)k −W (1)m ‖q
]
≤ CN q/2 by the
assumption that D has finite exponential moments. By (10.21), the first expectation in
(10.22) is bounded by a constant, and by (5.14) the second expectation is bounded by
C(p− pc)q/2. This completes the proof of Lemma 5.2. 
11. The speed of the walk: proof of Theorem 1.2 and Lemma 2.1
In this section we prove Theorem 1.2 and Lemma 2.1. We start with Lemma 2.1,
and also derive a result that will be crucially used in the proof of Theorem 1.2. In the
following, let
mp,k := f
(k)
p (1) = Ep[ξp(ξp − 1) · · · (ξp − k + 1)]
denote the k-th factorial moment of ξp. We abbreviate mk = m1,k, noting that
mp,k = p
kmk. Recall that qp is the extinction probability, i.e., the unique fixed point of
fp in (0, 1).
Proof of Lemma 2.1. We start by deriving the generating function fp, for which
we use that, conditioned on {ξ = n}, the number of offspring ξp in the pruned tree is
distributed as a Binomial with n trials and success probability p. Therefore,
fp(s) = Ep[ξ
s
p] =
∞∑
k=0
Ep[ξ
s
p | ξ = n]pk
=
∞∑
k=0
(ps+ (1− p))kpk = f(ps+ (1− p)), (11.1)
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where f is the generating function of the offspring distribution (pk)k≥0. Thus, we obtain
that
f ′p(0) = pf
′(1− p) ≥ c0 > 0, (11.2)
uniformly for p ≥ pc, as required. Furthermore, setting s = 1 yields f ′p(1) = pf ′(1) =
pm1 = p/pc. This proves the two equalities in (2.3).
We proceed with the three asymptotic relations in (2.4), where we start with the
first.
Since qp is the fixed point of fp, we have
1− qp = 1− fp(qp) = 1− f(pqp + 1− p) = 1− f(1− p(1− qp)). (11.3)
Taking the Taylor expansion of the right-hand side in 1− qp and using that qp → 1 as
p↘ pc yields
1− qp = pf ′(1)(1− qp)− 12p2f ′′(1)(1− qp)2 + 16p3f ′′′(1)(1− qp)3 + o((1− qp)3). (11.4)
Here we have used the assumption that Ep[ξ
3] < ∞. Using that f (k)(1) = mk and
dividing through by 1− qp > 0 we obtain
1
2
p2m2(1− qp) = (pm1 − 1) + 16p3m3(1− qp)2 + o((1− qp)2). (11.5)
We will use these asymptotics in the proof of Theorem 1.2 below. Replacing the last
two terms by O((1− qp)2), the first asymptotics in (2.4) follows, as
1− qp = 2
m2p2
(pm1 − 1) +O((1− qp)2) = 2m
3
1
m2
(p− pc) +O((1− qp)2), (11.6)
with c2 = 2m
3
1/m2, since p = pc +O(p− pc) = 1/m1 +O(p− pc).
To prove the second asymptotics in (2.4), we note that
f ′p(qp) = pf
′(qp) = pf ′(1− p(1− qp)) = pf ′(1)− p2f ′′(1)(1− qp) +O((1− qp)2),
so that, by (11.6),
f ′p(qp) = pm1 − (1− qp)p2m2 +O((1− qp)2)
= 1 +m1(p− pc)− 2m1(p− pc) +O((p− pc)2)
= 1− (p− pc)m1 +O((p− pc)2). (11.7)
The third asymptotics in (2.4) similarly follows, since
fˆ ′′p (0) = (1− qp)f ′′p (qp) = (1− qp)p2f ′′(1− p(1− qp))
= (1− qp)p2cf ′′(1)(1 + o(1)) = 2m1(p− pc)(1 + o(1)).

We proceed with the proof of Theorem 1.2, for which we rely on an explicit formula
for the effective speed due to Lyons, Pemantle and Peres [LPP95, Page 601],
v(p) =
∞∑
k=0
k − 1
k + 1
pk(p)
1− qk+1p
1− q2p
,
with pk(p) = Pp(ξp = k). Using Lemma 2.1, we expand this expression for p close to pc.
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Proof of Theorem 1.2. We again expand in terms of 1− qp. We rewrite
(1 + qp)v(p) =
∞∑
k=0
k − 1
k + 1
pk(p)
k∑
i=0
qip =
∞∑
k=0
k − 1
k + 1
pk(p)
k∑
i=0
(1− (1− qp))i. (11.8)
Substituting the expansion
(1− (1− qp))i = 1− i(1− qp) + 12i(i− 1)(1− qp)2 + o
(
i2(1− qp)2). (11.9)
gives three terms and an error term. Using pc = 1/m1 = 1/Ep[ξ], the first term equals
∞∑
k=0
k − 1
k + 1
pk(p)(k + 1) = Ep[ξp − 1] = pEp[ξ]− 1 = m1(p− pc). (11.10)
Using
∑k
i=0 i =
1
2
k(k + 1), the second equals
− 1
2
(1− qp)
∞∑
k=0
k(k − 1)pk(p) = −12(1− qp)mp,2 = −12(1− qp)p2m2. (11.11)
Using
∑k
i=0 i(i− 1) = 13(k + 1)k(k − 1), the third equals
1
2
(1− qp)2
∞∑
k=0
k − 1
k + 1
pk(p)
k∑
i=2
i(i− 1) (11.12)
= 1
2
(1− qp)2
∞∑
k=0
k − 1
k + 1
pk(p)
1
3
(k + 1)k(k − 1)
= 1
6
(1− qp)2
( ∞∑
k=0
k(k − 1)(k − 2)pk(p) +
∞∑
k=0
k(k − 1)pk(p)
)
= 1
6
(1− qp)2
(
mp,3 +mp,2
)
.
Using Ep[ξ
3] <∞ and |(k − 1)/(k + 1)| ≤ 1, the error term can be estimated as
o((1− qp)2)
∞∑
k=0
pk(p)
k∑
i=0
i2 = o((1− qp)2). (11.13)
We conclude that
(1 + qp)v(p) = m1(p− pc)− 12(1− qp)p2m2 (11.14)
+ 1
6
(1− qp)2
(
mp,3 +mp,2
)
+ o((1− qp)2).
Substituting (11.5) for the second term, we obtain
m1(p− pc)− 12(1− qp)p2m2 = −16p3m3(1− qp)2 + o((p− pc)2), (11.15)
which cancels up to leading order with the term 1
6
(1− qp)2mp,3. (We have no intuitive
explanation for why the third moment drops out.)
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By (11.6), we arrive at
(1 + qp)v(p) =
1
6
(1− qp)2mp,2 + o
(
(p− pc)2
)
(11.16)
= 2
3
(p− pc)2m
4
1
m2
+ o
(
(p− pc)2
)
.
Using that 1 + qp = 2 +O(p− pc) completes the proof. 
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