We show that any mean-periodic function f can be represented in terms of exponential-polynomial solutions of the same convolution equation f satisfies, i.e., ', f 0 (E'(IRn)). This extends to n-variables the work of L. Schwartz on mean-periodicity and also extends L. Ehrenpreis' work on partial differential equations with constant coefficients to arbitrary convolutors. We also answer a number of open questions about mean-periodic functions of one variable. The basic ingredient is our work on interpolation by entire functions in one and several complex variables. 200 C. A. BERENSTEIN AND B. A. TAYLOR KEY WORDS AND PHRASES. leai-peridic fu;zcio, Ip,CaC6,n by e fuci,ns. 1980
of interest to mathematicians over the past two hundred years. It is a subject which touches many different branches of mathematics, ranging from number theory to applied mathematics. In recent years, major contributions to the theory have been made by L. Schwartz, J.-P. Kahane, L. Ehrenpreis, and B. Malgrange, among others. The present survey is an attempt to place some of these contributions in mathematical and historical perspective and to give applications of our recent work [7, 8] on interpolation by entire functions which answers a number of old questions and (as usual) raises new ones. While only a few proofs have been given, we have tried to provide complete references or, at least, sources for references.
The particular aspect of the theory of mean-periodic functions we are concerned with in this paper is their representation as sums or integrals of exponentials.
The main new result is the existence of such a representation for functions of more than one variable (Theorems 7, 8) . Other results that are new even for functions of one variable are the estimates of coefficients in exapansions of mean-periodic functions (Theorems 4, 7, ii) and applications (Theorem 5 and Section 4), and a new "summability method" for summing formal expansions of meanperiodic functions which, in contrast to the original method of L. Schwartz [64] , applies in any number of variables. We also mention some applications of our work on interpolation from varieties of codimension greater than 1 to certain systems of equations (Theorem 9). MEAN-PERIODIC FUNCTIONS 201 2. We begin by discussing some familiar convolution equations. Consider first a homogeneous ordinary differential equation with [25] he showed that they are given by finite For the history of the theory of these series, the Fourier series, see [28, 202 C.A. BERENSTEIN AND B. A. TAYLOR 78] . For the theory there is the comprehensive treatise [77] . The main points we wish to recall may be summarized as follows.
THEOREM i: (i) The Fourier series (3) of a smooth (C) periodic function f converges to f. Further, the series can be differentiated term by term any number of times and the resulting series converges to the corresponding derivative of f. (ii) The coefficients c a of the above series satisfy the estimates (4) for every N > 0.
(iii) Conversely, any series (3) whose coefficients c a satisfy (4) is the series of some smooth periodic function.
(iv) The coefficients are uniquely determined by f.
Note that these four properties are also satisfied by any finite sum (2) .
Observe further that (iv) can be strengthened to the following. If f has also the period 2p (in addition to being periodic of period 2n) the only a for -iax which c 0 are those for which e is also periodic of period 2p. In particular, if p is not commensurable with , we have f m const. This uniqueness property is easily seen to be a consequence of the convergence of the series (3) in
The periodic functions and the solutions of constant coefficient differential equations are examples of mean-periodic functions, a notion introduced by Delsarte and Schwartz [15, 64] . Following the notation of Schwartz [63] , let 
where the c are polynomials with the same restrictions in their degree imposed above. Before drawing any conclusion we consider another example.
A particular kind of convolution equation which includes the two cases studied by Euler are the difference-differential equations. These were first considered by Condorcet in 1771 who found the exponentials with frequencies solving () 0 as particular solutions to * 0 (see [44, vol. 
where the oj R. (The a. are polynomials with complex coefficients.) In the 19th century, Cauchy and Poisson among others worked on this kind of problem (see [44, 58] ), but the first significant attempts to prove that all solutions of * f 0 are of the form (5) when u represents a difference-differential operator were those of Schmidt [61] , Polossuchin [60] , Schrer [62] and Hilb [34] .
The difficulty is that the series (5) is in general not pointwise convergent as shown by Leont'ev [47] . His 
explicitly,
If k @, the rational numbers, then all the roots of (a) 0 are of the form p 6 Z and qk(q Z) and each of them is simple except when a 0 which is a double root. If we pick k a Liouville number, as done by Leont'ev, these roots tend to pair up, at least for infinitely many values of p and q. In fact, with a convenient choice of k, one can find subsequences Pk' qk of the integers such that Ip k qkkl _< (l+IPkl)-k as k , (8) and these values of the frequencies cause trouble for the unrestricted convergence of the series (5) (compare with Theorems 4 and 5 below). Other important work on difference-differential equations appeared in [12, 17, 68, 69, 73 ]. An account of these and other references can be found in [58, Section 
then f is periodic and its average (mean) over a whole period is zero [15] . THEOREM 2 (see [64] ): Let f be mean-perlodlc with respect to and let V vC) {= 6 : () 0} be the zero set of . Then f has a unique ornal series expansion (5) 
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In the fifties, J-P. Kahane (in his thesis [40] ) and A. F. Leont'ev extended Schwartz' results to analytic mean-periodic functions. An account of Leont'ev's work in this area accompanied by a detailed bibliography appears in [48] . In [21] , Ehrenpreis showed that for a wide class of distributions the abelian summation process is not necessary. More precisely, we call a distribution E E' sZcZy corasn if there are constants A,B,e > 0 such that for any x E IR max{l(y) l: y IR, Ix-yl -< A log(2+ Ixl)} >_ e(l+ Ixl) -B.
It turns out that every for which is a non-zero exponential-polynomial is slowly decreasing. On the other hand, if E C O then it is not slowly decreasing (see [21, 5] A' (n) (analytic functionals, basically Radon measures with compact support in Cn) one has the analytic mean-periodic functions. Generally, the reasoning involved carries over from to these other cases and only occasionally will we point out some differences as remarks. Accordingly, functions f will always be smooth and distributions always have compact support unless otherwise stated.
REMARK i: There is a technical condition similar to (9), defining slowly decreasing analytic functionals. It is easy to see that every 0 is automatically slowly decreasing in this sense, hence the conclusion of Theorem 3 holds with no restrictions in the case of analytic mean-periodic functions. (The convergence of (i0) being this time in A(C), see [7, 23] .)
Neither of Theorems 2 and 3 provides information analogous to parts (il) and (iii) of Theorem I. Nor do they address the question of characterizing these slowly decreasing for which the series (5) converges in E without any groupings (i.e., for which we have #(V k) i in (i0) for all k). Ehrenpreis and Malliavin gave partial answers to both questions in [24] . We shall give the complete answer in the next section.
For the more subtle properties of mean-periodic functions, such as their relation to almost-periodicity, quasianalyticity, and related questions in the theory Given n numbers a I, ,a n, associate to them a norm in n as follows.
Let d denote d max{l, lak-ajl, i _< k,j _< n}. We assume first that all the are distinct. Then if b E n we define
where the vector c (Cl,...,c) is related to b by c Db, D the nonn singular matrix
The transpose of this matrix appears as the matrix of the linear map (bl,...,bn) (Q(a I) ,Q(an )) where Q is the Newton interpolation polynomial
It is not hard to see what to do when some of the coincide. For example, J consider the sequence al,a2,a2,a2,a3, and the map (bl, b 5) (Q(Cl), Q"(a 2) Q(2)'Q'(c2)' 2! 'Q(a3)); the corresponding 5 x 5 matrix D is given by
As in Theorem 3, to the grouping V k of roots we will associate the partial sum of (5)
where m indicates the multiplicity of the root .. Set n n m I + + where each root appears repeated according to its multiplicity and d d k max{l,lj-gl, I _< j, g <_ r}.
We [23] . It is this last result that permits the reduction of questions about mean-periodic functions to problems in function theory.
To outline the proof, let M be the closed subspace of all mean-periodic functions with respect to , {f E: * 0}.
The ideal generated by , J {, v v 6 E'} is closed in ' because is slowly decreasing [21] . It annihilates M (recall <,v,f>= v**(0)), and one can see that is precisely the dual of the space E'/J (see [38] 
since the restriction to V of e F(6 is given by the sequence
The fact that the series (5) obtained from this converges absolutely, after groupings, in and the required estimates (15) are consequences of the above mentioned characterization of '/J as a certain space of analytic functions on V (see [7] for the details).
REMARK 2: In the case of analytic mean-periodic functions there is no restriction on (see Remark i) and Theorem 4 holds if we take p(z) zl in (15) .
Note that in the last theorem we gave no indication of the size of the groupings V k, i.e. of the numbers r k and n k appearing in the definition of the norm ll-ll(k). Actually such an estimate exists (see [7] ) but r k and n k are unbounded in general. In the case of difference-dlfferential operators, it can be MEAN-PERIODIC FUNCTIONS 213 seen that d k can be taken <i and n k is always bounded, in fact, if is given by (6) and v j indicates the degree of the polynomial aj, one gets the estimate 2 (l+v) (14 ) ,
, maxl (see [7] ). In the case of the example (7) the zeroes cj are ali simple (with only the exception a 0), n k r k-2 but in general r k # i as can be seen from Theorem 5 below.
In the next section we give an application of the estimates (15) . Here we will compare them with classical ones for Fourier series given by Theorem i (ii) .
If all the r k i (see Theorem Ibk,I 0(exp(-Np( k))) as k . (16) In the case of the Fourier series the roots are k k E Z, r k n k i and (16) is exactly (ii) of Theorem i since p(k) log(l+Ikl). The estimate (16) is the same obtained by Ehrenpreis-Malliavin [24] , where only the case r k --i was discussed.
It is easy to derive interesting and simple estimates from (16) Ibj -j for every N > 0 (see [7] ). Ehrenpreis-Malliavln [24] give a condition immediately seen to be equivalent to (17) 
m Within the class of dlfference-differential operators, it is easy to see that if (6) has all frequencies . rational (or mutually commensurable) then there is no need for groupings (i.e. r k --i). On the other hand, the example (7) shows that this is not always the case (the roots get too close together because of the transcendental nature of the relation between the frequencies.) Since the multiplicities m k are bounded in the case of exponential polynomials, (17) shows that a necessary condition for r k _= i is that for some 5, A > 0 exp (-AI Im lk-ajl >_ 5 A (k# j).
(14 lakl) It follows easily from the estimates in [5, 31] or even from [17] that (19) is also sufficient for r ki. Furthermore, from the work of Pdlya et al [17, 46] , it follows that (19) is equivalent to the existence of , B > 0 such that
Ehrenpreis has conjectured that if all the e. are algebraic then (20) holds [23] .
Particular cases of this conjecture have been proved [22, 57] . This discussion also shows that Theorem 5 includes the results from [72] . (Certainly, the consequences of Theorem 5 for difference-differential equations when (19) In general, we can remove it at the expense of bringing into the picture a further summation procedure. Our method is similar to that used by Schwartz in [64, 66] to prove Theorem 2; but, since we avoid reliance on the uniqueness of the coefficients of the Fourier expansion, we can handle the case of more than one variable (where this uniqueness does not hold). Roughly the idea consists in noting that: (i) in dealing with the analytic case there is no restriction at all on (other than # 0) for convergence with groupings, and (ii) given (9)). Thus although not every E' is slowly decreasing, they fail by very little. This fact has been used in other contexts [33, 37] ; here the idea is to use (ii) to reduce the situation to one similar to (i). 
Since fR is bounded and of compact support, its Cauchy transform is defined as y-3+
The limit makes sense in (Ixl<R), i.e., is uniform over compact subsets of (-R,R) and the same is true for derivatives.
The distribution acts as a convolutor also on functions holomorphic in the upper half-plane by means of the formula ,(z)
where the "integration takes place over the real axis, the function * is also holomorphic for Im z > 0. Similarly for Im z < 0 or even if is MEAN-PERIODIC FUNCTIONS 217 defined only on a strip parallel to the real axis. If is defined on a vertical strip or half-strip, then , still makes sense as long as the width of this strip is bigger than L 0 and z is restricted conveniently.
Since ,(x) *f(-x), it is easy to see that (22) where the convergence of the series and of the limit is in E(). This gives a proof of Theorem 2 which avoids involving the uniqueness of the coefficients or the Spectral Analysis Theorem. Using these results, one sees easily that the when g O. 3 . We give here a simple application of the estimates (15) from Theorem 4. This example is also borrowed from [7] but we provide more details here.
We wish to study the problem, raised in [21] , of solving the over-determlned system of convolution equations (25) where g,h E and the unknown function f is also sought in E. Clearly, one has to assume the compatibility condition ,h v* g,
and we do so henceforth. To simplify the arguments we assume there is no "resonance" in this system, that is, { E c: .() C(n) o} . (27) In order to apply Theorem 4 we assume that one of the distributions, say , is slowly decreasing. (All these assumptions were already made in [21] .) Under the above assumptions we wish to find necessary and sufficient conditions on the pair MEAN-PERIODIC FUNCTIONS 219 g,h in order that the system (25) 
Conversely, (28) implies that ((,v)) E' and hence it is closed. It is easy to check that f 0" g + 0*h solves (25) , hence (28) is sufficient for the solvability of (25) for eve.ry pair that satisfies (26) . We now show that (28) If follows from [34, 40] (29) Going back to our original problem, it is clearly interesting only when (29) fails, e.g. 5. We proceed now to discuss mean-periodic functions functions of several variables. It was the question of the existence of a Fourier representation for such functions which motivated both our work [8] and our reevaluation of the one variable situation, which in turn led to the Theorems 4 and 5 above. After the work of Schwartz [64] , it wasn't very clear which shape, if any, Fourier representation would take in several variables. It was suggested in [64] that it might be easier to deal with the Spectral Analysis Theorem (and its companion, the Spectral Syn- [49, 50] and [19, 37] for related results), but gave no hint as to what the representation looked like. In 1960, Ehrenprels attacked this question in the case of partial differential operators with constant coefficients. To start with we shall see what can be done about the wave operator in two variables.
Since E is an AU space, it follows that every smooth function has a Fourier representation of the following kind. Given (n) there is a Radon Measure
cn and this integral converges in E (see [4, 23] ). The point here is that we are allowing arbitrary complex frequencies to occur in (33) . Going x I x 2 O, (34) D'Alembert showed that the general smooth solution of (34) is of the form f(xl,x2) fl(Xl-X2) + f2(xl+x2) (35) with fl' f2 smooth functions of one variable (see [44] ). Hence there are two measures dVl, dv 2 in such that z-z=O} -ix e "Zdv(z), (37) where the last integral converges in E and the Radon measure dv is supported by the algebraic variety V 0}. This is precisely the algebraic variety V() {z 2 (z) 0}, where is the distribution arising from the convolution equation (34) . (It is easy to see that the choice of measure dv is not unique [59] .) This representation of the solutions of the wave equation was generalized to 224 C. A. BERENSTEIN AND B. A. TAYLOR the case of arbitrary linear differential operators with constant coefficients in [22] . As usual, if P is a polynomial in n variables with complex coefficient and Dj = x.' then P(D) represents a partial differential operator. 
V for some Radon measure dr.
The proof follows the same lines as Theorem 4 above except that the function theory needed is much harder. In [23, 59] [18, 75, 76] .
In [2, 4] first, the concept of groupings had to be extended to several variables and, second, in the case of systems the Spectral Analysis Theorem had to be built into the system. We finally solved this problem in [8] ; an announcement of some of our results for the case of a single equation appeared in [3] . To cope with the necessary "groupings" we gave in [8] a definition of slowly decreasing (for E'(Rn)) slightly different from the usual one [21] . Instead of giving the formal definition, let us just mention a few examples of such distributions (a) For n i, the definition is the same as before, i.e. condition (9) .
(b) Every difference-differential operator (in n variables) is slowly decreasing.
(c [23, 59] ); on the other hand, we are dealing with analytic varieties instead of algebraic varieties. We refer the reader to [8] for the exact details and pertinent examples; here let us simply observe that one of the main ingredients in the proof is the construction of a function, the Jacobi interpolation function, which plays the role of the Newton polynomial Q from (13) . This Jacobi interpolation function was so named because it appears implicitly in [39] . For other insights into the contents of [39] we suggest [30] .
Here is an application of our result about systems; other examples appear in [8] . The proof consists simply of checking that i' 2 are jointly slowly decreasing and applying the general theory from [8] . Delsarte [74] .
As a final observation in this section we note that while a Fourier representation for a general class of systems of convolution equations was proposed in [23, Chapter 9] , this representation uses a ull ne@.gborhood of the variety V {z E n: l(Z r(Z) 0} (even for the case r i) and hence is substantially weaker than our results. (The case r i is very easy and was done in [2] .)
6. The equivalent to Theorem 5 is conspicuously missing from the previous section; the reason is that we have only partial results in this direction. Typical examples are the following (see [8] ). THEOREM i0: Let be a difference-differential operator of the form (4) such that the discriminant of the pseudopolynomial (see (41)) Observe that the second part of Theorem 6 is a particular case of this theorem.
Theorem i0 can be extended to distributions for which is a distinguished polynomial whose discriminant satisfies certain lower bounds (see [8, 4] Even under the assumption that V is a manifold (as in Theorem Ii) we don't know the necessary conditions for a representation of the form (39) .
This representation corresponds to the situation in Theorem 5 where all the multiplicities are one. The problem of finding necessary and sufficient conditions on slowly decreasing in order that the conclusion of Theorem i0 holds or, more generally, for either representation (38) or (39) from Theorem 6 to hold, is one of the most interesting open questions left in the theory of mean-periodic functions of several variables. Among the very few cases for which we know the answer, is the case of discrete varieties (see [8] ); another is the following. Summarizing, hegeneral theory of mean-periodic functions of several variables stands now, where the one variable theory stood in the sixties. Still missing is work of the caliber of [23, 59] which explored the applications of Theorem 6 to the theory of partial differential equations. Only one chapter of [4, Chapter 3] deals with an application of these theorems to convolution equations (see also a sharpening of these results in [6] ). We expect that further developments will come through new results in interpolation theory, in applications to other areas like those in [29] and in the study of general classes for which the Spectral Analysis Theorem hold, especially in relation to the study of distributions in symmetric spaces or Lie groups (see [9] ).
As S. Bochner has argued in [ii, p. [65] [66] surveys are usually biased in the sense that in trying to present the gist of the ideas of our predecessors one does not always do justice to their work. He goes on to say that nevertheless this approach has "a very good effect on the whole." Though we cannot expect to escape this general indictment, our hope is that the present work will contribute to further developments in the area of mean-periodicity. That alone should be coumted as a positive effect.
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