In many stream monitoring situations, the data arrival rate is so high that it is not even possible to observe each element of the stream. The most common solution is to sample a small fraction of the data stream and use the sample to infer properties and estimate aggregates of the original stream. However, the quantities that need to be computed on the sampled stream are often different from the original quantities of interest and their estimation requires new algorithms. We present upper and lower bounds (often matching) for estimating frequency moments, support size, entropy, and heavy hitters of the original stream from the data observed in the sampled stream.
INTRODUCTION
In many stream monitoring situations, the data arrival rate is so high that it is possible to observe each element in the stream. The most common solution is to sample a small fraction of the data stream and use the sample to infer properties of the original stream. For example, in an IP router, aggregated statistics of the packet stream are maintained through a protocol such as Netflow [6] . In * Supported by NSF CAREER Award CCF-0953754. † Supported in part by NSF CCF-0916797. ‡ Supported in part by NSF CNS-0834743, CNS-0831903.
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In such scenarios of extreme data deluge, we are faced with two constraints on data processing. First, the entire data set is not seen by the monitor; only a random sample is seen. Second, even the random sample of the input is too large to be stored in main memory (or in secondary memory), and must be processed in a single pass through the data, as in the usual data stream model.
While there has been a large body of work that has dealt with data processing using a random sample (see for example, [2, 3] ), and extensive work on the one-pass data stream model (see for example, [1, 15, 17] ), there has been little work so far on data processing in the presence of both constraints, where only a random sample of the data set must be processed in a streaming fashion. We note that the estimation of frequency moments over a sampled stream is one of the open problems from [16] , posed as Question 13, "Effects of Subsampling".
Problem Setting
We assume the setting of Bernoulli sampling, described as follows. Consider an input stream P = a1, a2, . . . , an where ai ∈ {1, 2, . . . , m}. For a parameter p, 0 < p ≤ 1, a sub-stream of P , denoted L is constructed as follows. For 1 ≤ i ≤ n, ai is included in L with probability p. The stream processor is only allowed to see L, and cannot see P . The goal is to estimate properties of P through processing stream L. In the following discussion, L is called the sampled stream, and P is called the original stream.
Our Results
We present algorithms and lower bounds for estimating key aggregates of a data stream by processing a randomly sampled substream. We consider the basic frequency related aggregates, including the number of distinct elements, the kth frequency moments (F k for k ≥ 1), the empirical entropy of the frequency distribution, and the heavy hitters.
Frequency Moments:
For the frequency moments F k , k ≥ 2, we present (1+ε, δ)-approximation algorithms with space complexity 1Õ (p −1 m 1−2/k ). We show a matching lower bound of Ω(p −1 m 1−2/k ), showing that the above algorithm is space optimal. This result yields an interesting tradeoff between the sampling probability and the space used by the algorithm. The smaller the sampling probability (up to a certain minimum probability), the greater is the streaming space complexity of F k . The algorithms and lower bounds for F k are presented in Section 3.
Distinct Elements:
For the number of distinct elements, F0, we show that the current best offline methods for estimating F0 from a random sample can be implemented in a streaming fashion using very small space. While it is known that random sampling can significantly reduce the accuracy of an estimate for F0 [5] , we show that the need to process this stream using small space does not. The upper and lower bounds are presented in Section 4.
Entropy:
For estimating entropy we first show that no multiplicative approximation is possible in general even when p is constant. However, we show that estimating the empirical entropy on the sampled stream yields a constant factor approximation to the entropy of the original stream given that the entropy is larger than some vanishingly small function of p and n. These results are presented in Section 5.
Heavy Hitters:
We show tight bounds for identifying a set of O(1/α) elements whose frequency exceeds αF
In the case of k = 1, we show that existing heavy hitter algorithms can be used if the stream is sufficiently long compared with p. In the case of k = 2, we show how to adapt ideas used in Section 3 to prove matchingΘ(1/p) upper and lower bounds. These results are presented in Section 6.
Another way of interpreting our results is in terms of time-space tradeoffs for data stream problems. Almost every streaming algorithm has a time complexity of at least n, since the algorithm reads and processes each stream update. We show that for estimating F k (and other problems) it is unnecessary to process each update; instead, it suffices for the algorithm to read each item independently with probability p, and maintain a data structure of sizeÕ(p −1 · m 1−2/k ). Interestingly, the time to update the data structure per sampled stream item is still onlyÕ (1) . The time to output an estimate at the end of observation isÕ(p −1 · m 1−2/k ), i.e., roughly linear in the size of the data structure. As an example of the type of tradeoffs that are achievable, for estimating F2 if n = Θ(m) we can set p =Θ(1/ √ n) and obtain an algorithm usingÕ( √ n) time andÕ( √ n) space.
Related Work
Duffield et al. [9] study issues in Internet traffic measurement using a sampled packet stream, and consider the estimation of the sizes of IP flows and the number of IP flows in a packet stream through observing the sampled stream. In a follow up work [10] , they provide methods for estimating the distribution of the sizes of the input flows by observing samples of the original stream; this can be viewed as constructing an approximate histogram. This work is focused on Internet traffic estimation. The techniques used here are maximum likelihood estimation, as well as protocol level detail at the IP and TCP level. While this work deals with inference from a random sample in detail, it does not consider the streaming aspect of the computation, as we do here. Further, the aggregates that we consider (frequency moments, entropy) are not considered there.
Rusu and Dobra [18] consider the estimation of the second frequency moment of a stream, equivalently, the size of the self-join, through processing the sampled stream. Our work differs from theirs in the following ways. First, their algorithm for the second frequency moment does not yield an (1 + , δ) approximation of the second frequency moment, while ours does. Next, we consider higher frequency moments F k , for k > 2, as well as the entropy, while they do not. Finally, our technique for estimating F2 is different from theirs; ours relies on counting the number of collisions in the sampled stream, while theirs relies on estimating the second frequency moment of the sampled stream; this way we are able to get the theoretically optimal dependence of space on the sampling probability p. Rusu and Dobra have not explicitly mentioned the space bound of their algorithm; when we derived an (1 + , δ) estimator for F2 based on their algorithm, we found that the estimator tookÕ(1/p 2 ) space. We improve the dependency on the sampling probability and obtain an algorithm that only requiresÕ(1/p) space. Bhattacharya et al. [4] consider stream processing in the model where the stream processor can adaptively "skip" past stream elements, and look at only a fraction of the input stream, thus speeding up stream computation. In their model, the stream processor has the power to decide which elements to see and which to skip past, hence it is "adaptive"; in our model, the stream processor does not have such power, and must deal with the randomly sampled stream that is presented to it. Our model reflects the setup in current network monitoring equipment, such as Randomly Sampled Netflow [6] . They present a constant factor approximation for F2, while we present (1 + , δ) approximations for all frequency moments
There is work on probabilistic data streams [7, 14] , where the data stream itself consists of "probabilistic" data, and each element of the stream is a probability distribution over a set of possible events. In contrast with our model, in this model the stream processor gets to see the entire input.
NOTATION AND PRELIMINARIES
Throughout this paper, we will denote the original length-n stream by P = a1, a2, . . . , an and will assume that each element ai ∈ {1, 2, . . . , m}. We denote the sampling probability with p. The sampled stream L is constructed by including each ai, 1 ≤ i ≤ n, with probability p. It is assumed that the sampling probability p is fixed in advance and is known to the algorithm.
Throughout let fi be the frequency of item i in the original stream P . Let gi be the frequency in the sub-sampled stream and note that gi ∼ Bin(fi, p). Thus the stream P can be thought of as a frequency vector f = (f1, f2, . . . , fm). Similarly L can be represented by frequency vector g = (g1, g2, . . . , gm).
When considering a function F on a stream (e.g., a frequency moment or the entropy) we will denote F (P ) and F (L) to indicate that value of the function on the original and sampled stream respectively. When the context is clear, we will also abuse notation and use F to indicate F (P ).
We will primarily be interested in (randomized) multiplicative approximations.
FREQUENCY MOMENTS
We first present our algorithm for estimating the kth frequency moment F k , and then in Section 3.3, we present lower bounds on space for estimating F k . We assume k is constant throughout. The guarantee provided by our algorithm is as follows. THEOREM 3.1. There is a one pass streaming algorithm which observes L and outputs a ( 
there is not enough information to obtain an (1 + ε, δ) approximation to F k (P ) with any amount of space, see Theorem 4.33 of [2] .
Our algorithm is based on the following connection between the th frequency moment of a stream and the -wise collisions in the stream.
where
The following lemma relates the expectation of C (L) to C (P ) and bounds the variance.
Since each -way collision in P appears in L with probability p , we have 
. . , , we have
If we can show that the first term of this sum dominates, the desired variance bound follows. This is the case if p · F 1/ ≥ 1,
since this is the ratio of two consecutive summands. Note that F is minimized when there are F0 frequencies each of value F1/F0. In this case,
/F1, which holds by assumption.
We will first describe the intuition behind our algorithm. To estimate F k (P ), by Eq. 1, it suffices to obtain estimates for F1(P ), F2(P ), . . . , F k−1 (P ) and C k (P ). Our algorithm attempts to estimate F (P ) for = 1, 2, . . . inductively. Since, by Chernoff bounds, F1(P ) is very close to F1(L)/p, F1(P ) can be estimated easily. Thus our problem reduces to estimating C k (P ) by observing the sub-sampled stream L. Since the expected number of collisions in L equals p k C k (P ), our algorithm will attempt to estimate C k (L), the number of k-wise collisions in the sub-sampled stream. However, it is not possible to find a good relative approximation of
is small, it does not contribute significantly to the final answer and we do not need a good relative error approximation! We only need that our estimator does not grossly over estimate C k (L). Our algorithm to estimate C k (L) will have the following property: If C k (L) is large, then it outputs a good relative error approximation, and if C k (L) is small the it outputs a value that is at most 3C k (L).
The Algorithm
Define a sequence of random variables φ :
Algorithm 1 inductively computes an estimateφi for each φi. Note that if C (L)/p takes its expected value of C (P ) and we could compute C (L) exactly, then Eq. 1 implies that the algorithm would return F k (P ) exactly. While this is excessively optimistic we will show that C (L)/p is sufficiently close to C (P ) with high probability and that we can construct an estimate forC (L) for C (L) such that the final result returned is still a (1 + ) approximation for F k (P ) with probability at least 1 − δ. We compute our estimate ofC (L) via an algorithm by Indyk and Woodruff [13] . This algorithm attempts to obtain a 1 + −1 approximation of C (L) for some value of −1 to be determined. The estimator is as follows.
where η is randomly chosen between 0 and 1 and = −1 /4. The algorithm of Indyk and Woodruff [13] returns an estimatesi for |Si| and our estimate for C (L) is defined as
The space used by the algorithm isÕ(p −1 m 1−2/ ). We defer the details to Section 3.2.
We next define an event E that corresponds to our collision estimates being sufficiently accurate and the sampled stream being "well-behaved." The next lemma establishes that Pr [E ] ≥ 1 − δ. We will defer the proof until Section 3.2.
The next theorem establishes that, conditioned on the event E , the algorithm returns a (1± ) approximation of F k (P ) as required.
PROOF. The proof is by induction on . By our assumptionφ1 is an
Proof of Lemma 3.2.
Our goal is to show that
To do this it will suffice to show that for each ∈ [k], Pr [E ] ≥ 1 − δ/k and appeal to the union bound. It is easy to see that, by Chernoff bounds, the event E1 happens with probability at least 1 − δ/k. To analyze Pr [E ] for 2 ≤ ≤ k we consider the events:
By the triangle inequality it is easy to see that Pr
and hence it suffices to show that Pr
and Pr E 2 ≥ 1 − δ/(2k). The first part follows easily from the variance bound in Lemma 3.1.
PROOF. There are two cases depending on the size of E [C (L)].
. Therefore, by Lemma 3.1, we also know that
By Markov's bound
Eq. 2 and Eq. 3 together imply that with probability at least
. By Chebyshev's bound, and using Lemma 3.1, we get:
where D is a sufficiently large constant. The last inequality follows because
and our assumption on p. Since E [C (L)] = p C (P ) and C (P ) ≤ F (P )/ !, we have that
as required.
We will now show that E 2 happens with high probability by analyzing the algorithm that computesC (L). We need the following result due to Indyk and Woodruff [13] . Recall that = −1 /4. THEOREM 3.2 (INDYK AND WOODRUFF [13] ). Let G be the set of indices i for which
then
For every i (whether it is in G or not)si ≤ 3|Si|. Moreover, the algorithm runs in spaceÕ(1/γ).
We say that a set Si contributes if
where B = poly( −1 log n). We will first show that for every Si that contributes, Eq. (4) holds with high probability with
PROOF. Consider a set Si that contributes. Note that the probability that number η < 1/ poly(δ −1 −1 log n) with is at most 1/ poly(δ −1 −1 log n). Without loss of generality we can take this probability to be less than δ/16k. By our assumption on C (L),
holds with probability at least 1 − δ/8k. Thus
where the second inequality is an application of Hölder's inequality.
Note that
Thus, an application of the Markov bound,
.
with probability at least 1 − δ/8k. Now we are ready to prove that the event E 2 holds with high probability.
PROOF. There are two cases depending on the size of C (L).
. By Lemma 3.5, for every Si that contributes,
Now by Theorem 3.2 for each Si that contributessi ∈ (1 ± )|Si|, with probability at least 1 − δ 8k
. Therefore,
If E 1 is true, then:
Since
Lower Bounds
In this section we prove that Ω(n 1−2/k /p) bits of space are necessary for estimating F k in the Bernoulli sampling model for n = Θ(m). Henceforth we assume p < 1/2 since for any constant p > 0, an Ω(n 1−2/k ) bound follows immediately from existing bounds when there is no subsampling [11] . The bound will also apply if the original stream P is not ordered adversarially but has been permuted at random.
Intuition
The intuition behind the result is as follows. Existing data stream research establishes that Ω(nt −2 ) bits of space are required to distinguish between the cases a) all n elements in a stream are unique and b) there exists a high frequency element with multiplicity t. If t ≥ n 1/k , then a good constant approximation of F k distinguishes these cases. However, if every element of the stream is only observed with probability p, then the length of the new stream is roughly n = np and any high frequency element now only has frequency roughly t = pt. Hence, distinguishing the two cases now requires Ω(n t −2 ) = Ω(nt −2 /p) = Ω(n 1−2/k /p) bits of space.
Details
Consider the following distribution μ(n, p, t) over data streams:
• With probability 1/2: for each of n items, include it in the stream once with probability p, otherwise do not include it. Output a random ordering.
• With probability 1/2: choose a random special item i, include i in the stream t times, and for each j ∈ [n] \ {i}, include j in the stream once with probability p, otherwise do not include it. Output a random ordering.
Guha and Huang [11] show that any 1/3-error, 1-pass streaming algorithm that determines whether there is a special item in a stream stream distributed according to μ(n, 1/2, t), requires Ω(n/t 2 ) bits of space. Furthermore, and importantly for our application, they show this even if the streaming algorithm is given an arbitrarily large read-only random tape. This follows from the fact that the lower bound in Theorem 2 of their paper is for a multi-party communication game with public coins. In the reduction from the streaming algorithm to a communication game, the first player runs the streaming algorithm on his input, who passes the state of the algorithm to the second player, etc. Therefore, we can assume the public-coin encodes an arbitrarily large read-only random tape that the streaming algorithm can access.
We need to generalize the lower bound of [11] to hold for streams distributed according to μ(n, p, t). We assume, w.l.o.g., that n·(2p) and n are powers of 2.
LEMMA 3.7. There is a constant δ0 > 0 for which any constantpass streaming algorithm which with probability at least 1 − δ0 decides whether there is a special item in the stream, when the stream is distributed according to μ(n, p, t), requires Ω(np/t
2 ) bits of space.
PROOF. Suppose we had a constant-pass streaming algorithm A for μ(n, p, t) which succeeds with sufficiently large constant probability 1 − δ0. We claim that A also succeeds with probability at least 2/3 on μ(n · (2p), 1/2, t). The reduction is as follows.
Given a stream S from μ(n · (2p), 1/2, t), we use the algorithm's random tape to specify a uniformly random injection h :
. This can be done using O(log n) bits of space (not counting that for the random tape), since given an i ∈ [n·(2p)], specified with O(log n) bits, the streaming algorithm sets h(i) to equal the i-th chunk of log n bits in the random tape. The algorithm replaces each item i ∈ [n · (2p)] in S with the item h(i), obtaining a stream S . Observe that there is a special item in S if and only if there is a special item in S.
It is clear that S is randomly ordered since S is randomly ordered, so we just need to compare the induced distribution on frequency vectors of S and of those from a stream drawn from μ(n, p, t). The latter corresponds to n i.i.d. Bernoulli(p) variables. For the former, we choose a random subset of [n] of size n · (2p), then include each element in our subset in the stream independently with probability 1/2.
We argue that the variation distance of these two distributions on frequency vectors is sufficiently small. To make this argument, it suffices to consider the number of non-zero frequencies in both distributions, since conditioned on this number any set is equally likely in both distributions.
In one case the number of non-zero frequencies is distributed as Bin(n, p), and in the other case it is distributed as Bin(2pn, 1/2). We use the following well-known fact about binomial distributions. 
Let μ1 be the Bin(n, p) distribution, and μ2 the Bin(2pn, 1/2) distribution. Applying Fact 3.1, there are positive constants
If Δ(μ1, μ2) denotes the variation distance, it follows that
Hence, if A succeeds with sufficiently high success probability on μ(n, p, t), then it succeeds with probability at least 2/3 on μ(n · (2p), 1/2, t). By the lower bound of [11] , A requires Ω(np/t 2 ) bits of space.
In our Bernoulli sampling with probability p model, parameterized by s, we have the following distribution:
• With probability 1/2, the frequency vector is (1, 1, ..., 1) .
• With probability 1/2, the frequency vector is (s, 1, ..., 1) .
In each case we randomly permute the multiset of items (in the first case there are n, while in the second case there are n + s), then the stream is formed by walking through the permutation and including each item independently with probability p.
The claim is that if we had a streaming algorithm A for distinguishing these two cases with sufficiently large probability 1 − δ1, then we could design a streaming algorithm for deciding whether there is a special item in the stream when the stream is distributed according to μ(n, p, t) for a value t ∈ [ps − √ ps, ps + √ ps]. Indeed, by Fact 3.1 and averaging, there must be a value t in this range so that A succeeds with probability at least 2/3 conditioned on the number of samples of the special item equaling t. The resulting distribution is equal to μ(n, p, t), and so by Lemma 3.7, A must use Ω(np/(p 2 s 2 )) = Ω(n/(ps 2 )) bits of space.
To get a lower bound for F k , we set s = n 1/k to obtain a constant factor gap in the F k -value of the streams. Hence, we have the following theorem. 
DISTINCT ELEMENTS
There are strong lower bounds for the accuracy of estimates for the number of distinct values through random sampling. The following theorem is from Charikar et al. [5] , which we have restated slightly to fit our notation (the original theorem is about database tables). Let F0 be the number of elements in a data set T of total size n. Note that T maybe a stored data set, and need not be processed in a one-pass manner. The above theorem implies that if we observe o(n) elements of P , then it is not possible to get even an estimate with a constant multiplicative error. This lower bound for the non-streaming model leads to the following lower bound for sampled streams. PROOF. Let E1 denote the event |L| ≤ 6np. Let β denote the multiplicative error of any algorithm (perhaps non-streaming) that
Note that |L| is a binomial random variable. The expected size of the sampled stream is E [|L|] = np. By using a Chernoff bound:
If E1 is true, then the number of elements in the sampled stream is no more than 6np. Substituting r = 6np and γ = 1/2 in Theorem 4.1, we get:
Simplifying, and using p ≤ 1/12, we get:
We now describe a simple streaming algorithm for estimating F0(P ) by observing L (P, p) , which has an error of O(1/ √ p) with high probability.
Algorithm 2: F0(P )
1 Let X denote a (1/2, δ)-estimate of F0(L), derived using any streaming algorithm for F0 (such as [15] ).
(F0 UPPER BOUND). Algorithm 2 returns an estimate Y for F0(P ) such that the multiplicative error of Y is no more than 4/
√ p with probability at least 1 − (δ + e −pF 0 (P )/8 ).
Without loss of generality, let 1, 2, . . . , D denote the items that occurred in stream P . Define Xi = 1 if at least one copy of item i appeared in L, and 0 otherwise. The different Xis are all independent.
Xi is a the sum of independent Bernoulli random variables and
Since each copy of item i is included in DL with probability p, we have
Suppose E is true. Then we have the following:
and therefore X has a multiplicative error of no more than 4/ √ p.
We now bound the probability that E is false.
where we have used the union bound, Eq. (5), and the fact that X is a (1/2, δ)-estimator of DL.
ENTROPY
In this section we consider approximating the entropy of a stream.
DEFINITION 5.1. The entropy of a frequency vector
Unfortunately, in contrast to F0 and F k , it is not possible to multiplicatively approximate H(f ) even if p is constant.
LEMMA 5.1. No multiplicative error approximation is possible with probability 9/10 even with p > 1/2 . Furthermore,
There exists f such that H(f ) = Θ(log n/pn) but H(g) = 0
with probability at least 9/10.
There exists f such that
| with probability at least 9/10.
PROOF. First consider the following two scenarios for the contents of the stream. In Scenario 1, f1 = n and in Scenario 2, f1 = n − k and f2 = f3 = . . . = f k+1 = 1. In the first case the entropy H(f ) = 0 whereas in the second,
Distinguishing these streams requires that at least one value other that 1 is present in the subsampled stream. This happens with probability (1 − p) k > 1 − pk and hence with k = p −1 /10 this probability is less than 9/10.
For the second part of the lemma consider the stream with f1 = f2 = . . . = fm = 1 and hence H(f ) = lg m. But H(g) = lg |L| where |L| is the number of elements in the sampled stream. By an application of the Chernoff bound |L| is at most 2pm with probability at least 9/10 and the result follows.
Instead we will show that it is possible to approximate H(f ) up to a constant factor with an additional additive error term that tends to zero if p = ω(n −1/3 ). It will also be convenient to consider the following quantity:
The following propositions establishes that Hpn(g) is a very good approximation to H(g). 
The next lemma establishes that the entropy of g is within a constant factor of the entropy of f plus a small additive term. LEMMA 5.2. With probability 99/100, if p = ω(n −1/3 ),
Hpn(g) ≤ O(H(f )).

Hpn(g)
PROOF. For the first part of the lemma, first note that
where the inequality follows from Jensen's inequality since the function x lg x −1 is concave. Hence, by Markov's inequality
To prove the second part of the lemma, define f * = cp −1 −2 log n for some sufficiently large constant c and
By applications of the Chernoff and union bounds, with probability at least 299/300,
Hence,
For H A pn (g) we have two cases depending on whether i∈A fi is smaller or larger than θ := cp −1 −2 . If i∈A fi ≤ θ then
On the other hand if i∈A fi ≥ θ then by an application of the Chernoff bound,
Combining the above cases we deduce that
Therefore, by using an existing entropy estimation algorithm (e.g., [12] ) to multiplicatively estimate H(g) we have a constant factor approximation to 
HEAVY HITTERS
There are two common notions for finding heavy hitters in a stream: the F1-heavy hitters, and the F2-heavy hitters. DEFINITION 6.1. In the F k -heavy hitters problem, k ∈ {1, 2} we are given a stream of updates to an underlying frequency vector f and parameters α > ε, and δ. The algorithm is required to output a set S of O(1/α) items such that: (1) 
The algorithm is additionally required to output approximations f i with
The overall success probability should be at least 1 − δ.
The intuition behind the algorithm for heavy hitters is as follows. Suppose an item i was an F k heavy hitter in the original stream P , i.e. fi ≥ α(F k ) 1/k . Then, by a Chernoff bound, it can be argued that with high probability, gi the frequency of i in the sampled stream is also close to pfi. In such a case, it can be shown that i is also a heavy hitter in the sampled stream and will be detected by an algorithm that identifies heavy hitters on the sampled stream (with the right choice of parameters). Similarly, it can be argued that an item i such that fi < (1 − ε)α(F k ) 1/k cannot reach the required frequency threshold on the sampled stream, and will not be returned by the algorithm. We present the analysis below assuming that the heavy hitter algorithm on the sampled stream is the CountMin sketch. Other algorithms for heavy hitters can be used too, such as the Misra-Gries algorithm [17] ; note that the MisraGries algorithm works on insert-only streams, while the CountMin sketch works on general update streams, with additions as well as deletions.
THEOREM 6.1. Suppose that
for a sufficiently large constant C > 0. There is a one pass streaming algorithm which observes the sampled stream L and computes the F1 heavy hitters of the original stream P with probability at least 1 − δ. This algorithm uses O(ε −1 log 2 (n/(αδ))) bits of space.
PROOF. The algorithm is to run the CountMin(α , ε , δ ) algorithm of [8] for finding the F1-heavy hitters problem on the sampled stream, for α = (1 − 2ε/5) · α, ε = ε/10, and δ = δ/4. We return the set S of items i found by CountMin, and we scale each of the f i by 1/p.
Recall that gi the frequency of item i in the sampled stream L. Then for sufficiently large C > 0 given in the theorem statement, by a Chernoff bound,
By a union bound, with probability at least 1 − δ/4, for all i ∈ [n],
We also need the property that if fi
For such i, by the premise of the theorem we have
Hence, for sufficiently large C, applying a Chernoff and a union bound is enough to conclude that with probability at least
We set the parameter δ of CountMin to equal δ/4, and so CountMin succeeds with probability at least 1 − δ/4.
, the inequality following from the premise of the theorem. By a Chernoff bound,
By a union bound, all events discussed thus far jointly occur with probability at least 1−δ, and we condition on their joint occurrence in the remainder of the proof. 
Next consider any i for which fi < (1 − ε)αF1(P ). Then
It follows that by setting α = (1 − 2ε/5) · α and ε = ε/10, CountMin(α , ε , δ ) does not return any i ∈ S for which fi < (1 − ε)αF1(P ), since for such i we have gi ≤ (1 − ε/2)αF1(L), and so gi < (1 − ε/10)α F1(L). On the other hand, for every i ∈ S for which fi ≥ αF1(P ), we have i ∈ S, since for such i we have gi ≥ α F1 (L) .
It remains to show that for every i ∈ S, we have f i ∈ [(1 − ε)fi, (1 + ε)fi]. By the previous paragraph, for such i we have fi ≥ (1 − ε)αF1(P ). By the above conditioning, this means that gi ≥ p(1 − ε/5)fi. We will also have gi ≤ p(1 + ε/5)fi if p 1 + which holds by the theorem premise provided ε is less than a sufficiently small constant. This completes the proof.
The proof of the next theorem follows from the proofs of Theorem 3.1 for k = 2 and Theorem 6.1 We omit the details. PROOF. This follows from our lower bound in Section 3.3 for estimating F2 in this model. Indeed, there we show that any algorithm which distinguishes between the case when the frequency vector is (1, 1, . . . , 1) and the case when the frequency vector is (s, 1, . . . , 1) requires Ω(m/(ps 2 )) bits of space. If we set s = m 1/2 , then in the first case the heavy hitters algorithm is required to return an empty list, while in the second case the heavy hitters algorithm must return a list of size 1. Hence the algorithm can distinguish the two cases and requires Ω(1/p) bits of space.
CONCLUSION
In this paper we presented small-space stream algorithms and space lower bounds for estimating functions of interest when observing a random sample of the original stream.
The are numerous directions for future work. As we have seen, our results imply time/space tradeoffs for several natural streaming problems. What other data stream problems have interesting time/space tradeoffs? Also, we have so far assumed that the sampling probability p is fixed, and that the algorithm has no control over it. Suppose this was not the case, and the algorithm can change the sampling probability in an adaptive manner, depending on the current state of the stream. Is it possible to get algorithms that can observe fewer elements overall and get the same accuracy as our algorithms? For which precise models and problems is adaptivity useful?
