We consider the practical problem of 
been studied extensively in both the computer graphics and the computational geometry communities [ 11, 121. One of the conceptually simplest solutions to this problem is the z-buffer algorithm [6, 121. This algorithm sequentially processes the objects; and for each object it updates the pixels of the image plane covered by the object, based on the distance information stored in the z-buffer. A very fast hiddensurface removal algorithm can be obtained by implementing the z-buffer in hardware. However, the cost of a hardware z-buffer is very high. Only special-purpose and costly graphics engines contain fast z-buffers, and z-buffers implemented in software are generally inefficient. Even when fast hardware z-buffers are present, they are not fast enough to handle the huge models (containing hundreds of millions of polygons) that often have to be displayed in real time. As a result, other methods have to be developed either to "cull away" a large subset of invisible polygons so as to decrease the rendering load on the 2-buffer (when models are large; e.g., see [23] ) or to completely solve the hidden-surface removal problem (when there are very slow or no z-buffers).
One technique to handle both of these problems is the binary spacepartition (BSP) introduced by Fuchs et al. [14] . They used the BSP to implement the so-called "painter's algorithm" for hidden-surface removal, which draws the objects to be displayed on the screen in a back-to-front order (in which no object is occluded by any object earlier in the order). In general, it is not possible to find a back-to-front order from a given viewpoint for an arbitrary set of objects. By fragmenting the objects, the BSP ensures that from any viewpoint a back-to-front order can be determined for the fragments.
Informally, a BSP for a set of objects is a tree each of whose nodes is associated with a convex region of space. The regions associated with the leaves of the tree form a convex decomposition of space, and the interior of each region does not intersect any object. The fragments created by the BSP are stored at appropriate nodes of the BSP.
Given a viewpoint p , the back-to-front order is determined by a suitable traversal of the BSP. For each node ' U of the BSP, the objects in one of w's subtrees are separated from those in v's other subtree by a hyperplane. The viewpoint p will lie in one of the regions bounded by the hyperplane at w. The traversal recursively visits first the child of U cor-0272-5428/96 $05.00 0 1996 IEEE responding to the halfspace not containing p and then the other child of 11. The efficiency of the traversal, and thus of the hidden-surface removal algorithm, depends upon the size of the BSP.
The BSP has subsequently proven to be a versatile data structure with ;applications in many other problems that arise in practicc+global illumination [SI, shadow generation [7, 8, 91 , ray tracing [19] , visibility problems [3, 231, solid geometry [17, 18, 241 , robotics [4] , and approximation algorithms for network flows and surface simplification 1 [2, 161. Although several simple heuristics have been developed for constructing BSPs ofreasonable sizes [3, 13, 14, 23, 24] , proviible bounds were first obtained by Paterson and Yao.
They show that a BSP of size O(n2) can be constructed for n disjoint triangles in R3, which is optimal in the worst case [20] . But in graphics-related applications, many common environments like buildings are composed largely of orthogonal rectangles. Moreover, many graphics algorithms approximate non-orthogonal objects by their orthogonal bounding boxes and work with the bounding boxes [12] . In another paper, Paterson and Yao show that a BSP of size ( 3 ( n f i ) exists for n non-intersecting, orthogonal rectangles in IR3 [2:l] . This bound is optimal in the worst case.
In all known lower bound examples of orthogonal rectangles in IR3 requiring BSPs of size fl(nfi), most ofthe rectangles are "thin." For example, Paterson and Yao's lower bounld proof uses a configuration of o(n) orthogonal rectangles, arranged in a fi x fi x fi grid, for which any BSP has size Q ( n f i ) . All rectangles in their construction have aspect ratio Cl(+).
Such configurations of thin rectangles rarely occur in practice. Many real databases consist mainly of "fat" rectangles, i.e., the aspect ratios of these rectangles are bounded by a constant. An examination of four datasets-the Sitterson Hall, the Orange United Meth(odist Church Fellowship Hall, and the Sitterson Hall Lobbly databases: from the University of North Carolina at Chap121 Hill and the model of Soda Hall from the University of California at Berkeley-hows that most of the rectangles in these models have aspect ratio less than 30.
It lis natural to ask whether BSPs of near-linear size can be constructed if most of the rectangles are "fat." We call a rectariglefat if its aspect ratio (the ratio of the longer side to the shorter side) is at most CY, for a fixed constant n 2 1.
A rectangle is said to be thin if its aspect ratio is greater than CY. In this paper, we consider the following problem:
Given a set S of n non-intersecting, orthogonal, two-dimensional rectangles in IR3, of which m sire thin and the remaining n -m are fat, construct a BSP for S.
We first sllow how to construct a BSP of size n 2 0 ( 6 ) for n fat rectangles in I R~ (i.e., when m = 0). We then show that if m > 0, a BSP of size nfi2*(*) can be built. This bound comes close to the lower bound of Q ( n f i ) .
We finally prove two important extensions to these results. We show that an n p 2°( G ) -s i z e BSP exists if p of the n input objects are non-orthogonal. Unlike in the case of orthogonal objects, fatness does not help in reducing the worst-case size of BSPs for non-orthogonal objects.
In particular, there exists a set of n fat triangles in lR3 for which any BSP has fl(n2) size. However, non-orthogonal objects can be approximated by orthogonal bounding boxes. The resulting bounding boxes might intersect each other. Motivated by this observation, we also consider the problem where n fat rectangles contain le intersecting pairs of rectangles, and we show that we can construct a BSP of size ( n + le)&2'(*).
There is a lower bound of fl(n + l e & ) on the size of such a BSP.
In all cases, the constant of proportionality in the big-oh terms is linear in log CY, where CY is the maximum aspect ratio of the fat rectangles. Our algorithms to construct these BSPs run in time proportional to the size of the BSPs they build, except in the case of non-orthogonal objects, when the running time exceeds the size by a factor of p . Experiments demonstrate that our algorithms work well in practice and construct BSPs of near-linear size when most of the rectangles are fat, and perform better than Paterson and Yao' s algorithm for orthogonal rectangles [ 11.
As far as we are aware, ours is the first work to consider BSPs for the practical and common case of twodimensional, fat polygons in IR3. de Berg considers a weaker model, the case of fat polyhedra in IR3 (a polyhedron is said to be fat if its volume is at least a constant fraction of the volume of the smallest sphere enclosing it), although his results extend to higher dimensions [lo] .
One of the main ingredients of our algorithm is an O(n log n)-size BSP for a set of n fat rectangles that are "long" with respect to a box B, i.e., none of the vertices of the rectangles lie in the interior of B. To prove this result, we crucially use the fatness of the rectangles. We can use this procedure to construct a BSP of size O(n4I3) for fat rectangles. The algorithm repeatedly applies cuts that bisect the set of vertices of rectangles in the input set S until all sub-problems have long rectangles and the total size of the sub-problems is O(n4/3), at which point we can invoke the algorithm for lon rectangles. We improve the size of algorithm for long rectangles and partitioning the vertices of rectangles in S in a clever manner.
The rest of the paper is organized as follows: Section 2 gives some preliminary definitions. In Section 3, we show how to build an O ( n log n)-size BSP for n long rectangles. We extend this result in Section 7 to construct BSPs in cases when some objects in the input are (i) thin, (ii) non-orthogonal, or (iii) intersecting. We conclude in Section 8 with some open problems.
Due to lack of space, we defer many proofs to the full version of the paper.
Geometric preliminaries
A binary space partition B for a set S of pairwise- 
The size of B is the number of nodes in B.
Suppose U is a node of B. In all our algorithms, the region 72, associated with v is a box (rectangular parallelepiped). We say that a rectangle T is long with respect to R, if none of the vertices of T lie in the interior of R, .
Otherwise, T is said to be short. A long rectangle is said to be free if all its edges lie on the boundary of R, ; otherwise it is non-free. Afree cut is a cutting plane that divides S into two non-empty sets and does not cross any rectangle in S.
Note that the plane containing a free rectangle is a free cut. Free cuts will be very useful in preventing excessive fragmentation of the objects in S.
We will often focus on a box B and construct a BSP for the rectangles intersecting it. Given a set of rectangles R, let be the set of rectangles obtained by clipping the rectangles in R within B. For a set of points P , let PB be the subset of P lying in the interior of B.
Although a BSP is a tree, we will often discuss just how to partition the region represented by a node into two convex regions. We will not explicitly detail the associated construction of the actual tree itself. 
BSPs for long fat rectangles
Let S be a set of fat rectangles. Assume that all the rectangles in S are long with respect to a box B. In this section, we show how to build a BSP for S B , the set of rectangles A rectangle s belongs to the top class if two parallel edges of s are contained in the top and bottom faces of B. We similarly define the front and right classes. A long rectangle belongs to at least one of these three classes; a nonfree rectangle belongs to a unique class. See Figure 1 for examples of rectangles belonging to different classes.
In general, SB can have all three classes of rectangles.
We first exploit the fatness of the rectangles to prove that whenever all three classes are present in SB, a small number of cuts can divide B into boxes each of which has only two classes of rectangles. Then we describe an algorithm that constructs a BSP when all the rectangles belong to only two classes.
We first state two preliminary lemmas that we will use below and in Section 5. The first lemma characterizes a set of rectangles that are long with respect to a box and belong to one class. The second lemma applies to two classes of long rectangles. The parameter a is real and non-negative. See Figure 2 (b). This decomposition of B into kl boxes can easily be constructed in a tree-like fashion by performing (k -l)(l -1) cuts. We refer to these cuts as a-cuts.
Lemma 1 Let C be a box, P a set of points in the interior
If an:y resulting box has a free rectangle (such as t in Figure 2(b) ), we divide that box into two boxes by applying the free cut along the free rectangle. Let C be the set of boxes into which B is partitioned in this manner. We can prove the following theorem about the decomposition of B into C. This is the only place in the whole algorithm where we use the faitness of the rectangles in S.
Lemima 3 The set of boxes C formed by the above process satisjies the follawing properties:
Zk-1. we cannot claim that z = 1; in these cases, it is possible that z is much less than 1.) See Figure 3 . We see that
It follows that the length of F , and hence the length of z i z i + l , is at least a l a . Since every altemate interval z i z i + l , 0 < i < k -1 contains i i for at least one rectangle s in R, k is at most 2 1 . 1 + 3 . In a similar manner, 1 is also at most 2 La] + 3.
This implies that B is divided into at most k l 5 (ala] + 3)2 boxes by the planes z = zi, l < i < k --I a n d t h e p l a n e s y = y j , 1 L j < l -1 . Each such box C can contain at most n rectangles. Hence, at most n free cuts can be made inside G. The free cuts can divide C into at most n + 1 boxes. This implies that the set C has at most at most 26 1 . 1 2n boxes. 
BSPs for two classes of long rectangles
Let C be one of the boxes into which B is partitioned in Section 3.1. We now present an algorithm for constructing a BSP for the set of clipped rectangles SC, which has only two classes of long rectangles. We recursively apply the following steps to each of the boxes produced by the algorithm until no box contains a rectangle.
1. If SC has a free rectangle, we use the free cut containing that rectangle to split C into two boxes.
2. If SC has two classes of rectangles, we use Lemma 2 (with R = S and P = 0) to split C into at most three boxes using two parallel free cuts. We now analyze the overall algorithm for long rectangles. The algorithm first applies the @-cuts to the rectangles in SB, as described in Section 3.1. Consider the set of boxes C produced by the a-cuts. Each of the boxes in C contains only two classes of rectangles (by Lemma 3(i)). In view of the above discussion, for each box C E C, we can construct a BSP for Sc ofsize O(ISC/loglScl) intimeO(ISc(log/ScI).
Lemma 3(ii) and 3(iii) imply that the total size of the BSP is O ( n ) + C c E C O ( I S~I l o g I S c ( ) = O ( n l o g n ) .
The BSP can be built in the same time. We can now state the following theorem. 
BSPs of size O(n4/3)
In this section, we present a simple algorithm that construct!< a BSP of ;size O ( n 4 / 3 ) for n fat rectangles. We then use the intuition gained from the O(n4/3) algorithm to develop an improved BSP algorithm in Section 5. We analyze the improved algorithm in Section 6.
We need a definition before describing the algorithm. A bisecting cut is am orthogonal cut that divides B into two boxes and bisects the set of vertices of rectangles in S that lie in ihe interior of B.
The algorithm for fat rectangles proceeds in phases. A phase is a sequence of three bisecting cuts, with exactly one cut perpendicular to each of the three orthogonal directions. After leach phase, if a box contains a free rectangle, we use the corresponding free cut to hrther divide the box into two. We begin the first phase with a box enclosing all the rectangles with at mlost 4n vertices in its interior (since there are n irectangles in S each with four vertices) and continue executing phases of bisecting cuts until each node has no vertex in its interior. At termination, each node contains only long rectangles. We then invoke the algorithm for long rectangles to construct a BSP in each of these nodes.
The crux of thie analysis of the size of the BSP produced by this algorithm is counting how many pieces one rectangle can split into when subjected to a specified number of phases. To this effect, we use the following result due to we construct a top subtree 7~ of the BSP for the set SB and attach it to the corresponding leaf of B, . This gives us the new top subtree Thus, it suffices to describe how to build the tree 'TB on a box B during a round.
Let F C SB be the set of rectangles in SB that are long with respect to B . Set f = IF( and k to be the number of vertices of rectangles in SB that lie in the interior of B (note that each such vertex is a vertex of an original rectangle in the input set S). By assumption, all rectangles in F are non-free. We choose a parameter a, which remains fixed throughout the round. We pick a = 2 -to optimize the size of the BSP that the algorithm creates (see Section 6). We now describe the ith round in detail.
If k = 0, i.e., if all rectangles in SI? are long, we apply the algorithm described in Section 3 to construct a BSP for SB. Otherwise, we perform a sequence of cuts in two stages that partition B as follows:
Separating Stage: We apply the a-cuts, as described in Section 3.1. We make these cuts with respect to the rectangles in F, i.e., we consider only those rectangles of SB that are long with respect to B. In each box so formed, if there is a free rectangle, we apply the free cut along that rectangle. Let C be the resulting set of boxes.
DividingStage:
We refine each box C in C by applying cuts, similar to the ones made in Section 3.2, as described below. We recursively invoke the dividing stage on each box that C is partitioned into. Let kc denote the number of vertices of rectangles in SC that lie in the interior of C. The set F c is the set of rectangles in F that are clipped within C.
1. If C has any free rectangle, we use the free cut containing that rectangle to split C into two boxes.
2. If lFcl+ a k c 5 (f + ak)/2&, we do nothing.
.
If the rectangles in FC belong to two classes, let PC denote the set of vertices of the rectangles in SC that lie in the interior of C. We apply two parallel free cuts hl and hz that satisfy Lemma 2,
with R = F and P = Pc.
4. If the rectangles in F'c belong to just one class, we apply one cut h using Lemma 1, with R = F and P = Pc.
The cuts introduced during the dividing stage can be made in a tree-like fashion. At the end of the dividing stage, we have a set of boxes so that for each box D in this set, SD does not contain any free rectangle and l F~l + a k~ 5 (f + ak)/2&. Notice that as we apply cuts in C and in the resulting boxes, rectangles that are short with respect to C may become long with respect to the new boxes. We ignore these new long rectangles until the next round, except when they induce a free cut.
Analysis of the improved algorithm
We now analyze the size of the BSP constructed by the algorithm and the time complexity of the algorithm. In a round, the algorithm constructs a top subtree TB on a box B for the set of clipped rectangles S E . Recall that F is the set of rectangles long with respect to B. For a node C in TE, let IC be the subtree of IE rooted at C , 4~ the number of long rectangles in Fc, and RC the number of long rectan- The boxes in C correspond to the leaves of a top subtree of 7'. Therefore, the total number of long rectangles in the boxes, associated with the leaves of 'TB is
which by equation (1) 
~( f ,
where ED 5 IC, ED f D 5 o(f + a3I2k),
The solution to this recurrence is
where the constant of proportionality in the big-oh term is linear in loga. The intuition behind this solution is that each round increases the number of "old" long rectangles by at most a constant factor, while also creating O(a3I2IC) "new" long rectan les. The depth ofeach round is O(1og a).
number of "old" rectangles (over all the rounds) and the total increase in the number of "new" rectangles.
Since all operations at a node can be performed in time linear in the number of rectangles at that node, the same bound can be obtained for the running time of the algorithm.
Since f 5 n and k 5 4n at the beginning of the first round, we obtain the following theorem. 
Extensions
In this section, we show how to modify the algorithm of Section 5 to handle the following three cases: (i) some of the rectangles are thin, (ii) some of the rectangles are nonorthogonal, and (iii) the input consists of intersecting fat rectangles.
Fat and thin rectangles
Let us assume that the input S = FU T has n rectangles, consisting of m thin rectangles in T and n -m fat rectangles in F.
Given a box B, let f be the number of long rectangles in FB, let IC be the number of vertices of rectangles in FB that lie in the interior of B, and let t be the number of rectangles in T'. The algorithm we use now is very similar to the a1 orithm for fat rectangles. We fix the parameter a = 2 sg-log(.f+').
If SB contains a free rectangle, we use the corresponding free cut to split B into two boxes.
If k = t = 0, we use the algorithm for long rectangles to construct a BSP for B. 
where the constant of proportionality in the first big-oh term is linear in log a . The following theorem is immediate. There exists a set of m thin rectangles and n -m fat rectangles in IR3 for which any BSP has size Q ( n f i ) .
Fat rectangles and non-orthogonal rectangles
Suppose p objects in the input are non-orthogonal and the rest are fat rectangles. The algorithm we use is very similar to the algorithm in Section 7.1, except in two places. In Step 1, we check whether we can make free cuts through the non-orthogonal objects too. In Step 3, if the number of non-orthogonal object at a node dominates the number of fat rectangles, we use Paterson and Yao's algorithm for triangles in lR3 to construct a BSP of size quadratic in the number of objects in cubic time 1201. There exists a set of n rectangles in IR3, containing k intersecting pairs, for which any BSP has size n ( n + k&),
Conclusions
Since worst-case complexities for BSPs are very high (fl(n2) for 12 triangles in R3 and Q(n3iz) for n orthogonal rectangles in Et3) and all known examples that achieve the worst case use mainly skinny objects, we have made the natural assumption that objects are fat and have shown that this assumption allows smaller worst-case size of BSPs. We have implemented these algorithms. The practical results are very encouraging and are presented in a companion paIt seems very probable that BSPs of size smaller than n2* (=) can be built for n orthogonal rectangles of bounded aspect-ratio in IR3. The only lower bound we have is the trivial fl(n) bound. It would be interesting to see if algorithms can be developed to construct BSPs of optimal size. Similar improvements can be envisioned for Theorems 4,5 and 6. An even more challenging open problem is determining the right assumptions that should be made about the input objects and the graphics display hardware so that provably fast and practically eficient algorithms can be developed for doing hidden-surface elimination of these objects. A preliminary investigation into an improved model for graphics hardware has been made by Grove et al. [ 151.
per [I] .
