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Abstract
We compare correspondence analysis (CA) and the alternative approach using Hellinger distance (HD),
for representing categorical data in a contingency table. As both methods may be appropriate, we introduce
a parameter and define a generalized version of correspondence analysis (GCA) which contains CA and HD
as particular cases. Comparison with alternative approaches are performed. We propose a coefficient which
globally measures the similarity between CA and GCA, which can be decomposed into several components,
one component for each principal dimension, indicating the contribution of the dimensions on the difference
between both representations. Two criteria for choosing the best value of the parameter are proposed.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Correspondence analysis (CA) is a multivariate method to visualize categorical data, typically
presented as a two-way contingency table N. The distance used in the graphical display of the
rows (and columns) of N is the so-called chi-square distance between the profiles of rows (and
columns). This method is described in Greenacre [13].
Rao [15] introduced the concept of canonical coordinates for graphical representation of mul-
tivariate data. More recently, Rao [16] also used canonical coordinates to represent the rows of a
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contingency table N, using the Hellinger distance (HD) between the profiles of rows. Aitchison
and Greenacre [1] adapt biplot methodology by taking log-ratios (LR) to represent compositional
data, which can be used for the same purpose. Arenas and Cuadras [2] compare related multidi-
mensional scaling and generalized canonical variate analysis, two methods for joint representation
of multivariate data.
This paper extends that of Cuadras and Greenacre [9] and aims to define, study and com-
pare a generalized version of correspondence analysis (GCA) by introducing a parameter in the
chi-square distance, which reduces to CA and HD for particular values of this parameter.
2. Correspondence analysis
Let N = (nij ) be an I × J contingency table and P = n−1N the correspondence matrix,
where n = ∑ij nij . Let K = min{I, J } and r = P1,Dr = diag(r), c = P ′1,Dc = diag(c), the
vectors and diagonal matrices with the marginal frequencies of P, where 1 is the vector of ones.
CA uses the SVD
D
−1/2
r (P − rc′)D−1/2c = UDλV ′, (1)
where Dλ = diag(λ1, . . . , λK−1) is the diagonal matrix of singular values in descending order,
U is an orthogonal matrix and the columns of V are orthonormal. To represent the I rows of N we
may take as principal coordinates the rows of
A = D−1/2r UDλ. (2)
Then the squared Euclidean distance between rows i, i′ of A equals the chi-square distance
δ2ii′ =
J∑
j=1
(
pij
ricj
− pi′j
ri′cj
)2
cj . (3)
Similarly, to represent the J columns of N we may use the principal coordinates contained in
the rows of B or the standard coordinates B0, where
B = D−1/2c VDλ, B0 = D−1/2c V . (4)
The transitive relations
A = D−1r PBD−1λ , B = D−1c P ′AD−1λ (5)
allow us to perform a joint representation of rows and columns, called the symmetric representa-
tion.
Correspondence analysis is an exploratory procedure to represent multivariate data which has
some advantages: (1) It satisfies the “principle of distributional equivalence”, see Section 4. (2) It
can be related to the log-linear models. (3) CA is the discrete version of the diagonal expansion of a
bivariate probability density [8] and can also be expressed in terms of the cumulative frequencies
[4]. (4) CA has equivalent approaches: canonical correlation analysis, dual scaling, reciprocal
averaging [13].
3. The Hellinger distance alternative
Rao [16] describes and comments CA and finds some drawbacks in using the chi-square
distance
δ2ii′ =
J∑
j=1
(pij /ri − pi′j /ri′)2/cj , (6)
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which is not a function only of the ith and i′th rows, it is weighted by the columns and also depends
on the number of observations in the rows. As distance (6), equivalent to (3), uses the marginal
proportions in the denominator, undue emphasis is given to the columns with low frequencies.
The Hellinger distance alternative or HD approach [16] is described as the SVD
D
1/2
r
(√
D−1r P − 1
√
c′
)
= U1/2D˜λV1/2′, (7)
where if M = (mij ) is a matrix then
√
M = (√mij ). The I rows of N can be represented by taking
as principal coordinates the rows of
A1/2 = D−1/2r U1/2D˜λ.
The use of the subscript 1/2 here and below is justified later. The squared Euclidean distance
between rows i, i′ of A1/2 equals the Hellinger distance
δ˜ 2ii′ =
J∑
j=1
(√
pij /ri −
√
pi′j /ri′
)2
. (8)
Equivalently, HD can be approached by using the SVD
D
1/2
r (D
−1/2
r
√
PD
−1/2
c − 11′)D1/2c = U1/2D˜λV1/2′. (9)
There are some advantages in using HD. Distance (8) depends only on the profiles of the
concerned rows, it is not altered when an extended set is considered and does not depend on the
sample sizes ni of the rows. HD also satisfies the “principle of distributional equivalence”. As
distance (8) does not depend on the column marginals, we can apply the add-a-point formula, see
(15).
But HD has some drawbacks: the full representation needs K dimensions whereas CA only
needs K − 1, there is no transitive formulas to relate coordinates of rows and columns and it has
no relation with log-linear models.
In spite of Rao’s opinion that there is not advantage in plotting rows and columns in the same
graphic, in order to represent the columns of N in the principal coordinates row space obtained
via HD, in [9] it is justified the following coordinates for the columns:
B1/2 = HJ
(√
P ′D−1/2r HID−1/2r
√
P
)−1 √
P ′D−1/2r HIA1/2. (10)
In Section 4 we propose a more general procedure for representing columns.
Finally, both CA and HD are methods where the dimensionality is reduced and only show a
part of the association in a two-dimensional representation. The quality of the representation is
measured by the percentage of inertia accounted for the first two eigenvalues. Alternative methods
of representation such as mosaic displays [10] and modified Andrews plots [14], may capture all
information in the data. A way of improving the quality of the graphical display is next given.
4. Parametric correspondence analysis
Cuadras and Greenacre [9] compare CA and HD and show that both methods may provide
similar results when there is low dependence between rows and columns. This is implicitly noted
by Khattree and Naik [14], which refers to HD as Rao’s correspondence analysis. Motivated by
this resemblance, we introduce here a generalized version of correspondence analysis (GCA),
which depends on a parameter α and contains as particular cases CA and HD.
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Let us consider the SVD
D
−1/2
r
(
Dαr P
(1−α)Dαc − rc′
)
D
−1/2
c = UαDλV ′α, 0  α  1/2, (11)
where P (1−α) stands for the matrix with entries p1−αij . Then the rows of N can be represented by
the principal coordinates contained in the rows of
Aα = D−1/2r UαDλ. (12)
Thus (
Qα − 1
√
c′
)(
Qα − 1
√
c′
)′ = AαA′α,
where Qα = Dα−1r P (1−α)Dα−1/2c . Therefore, the squared Euclidean distance between the rows
i, i′ of Aα equals the squared parametric distance
δ2ii′(α) =
J∑
j=1
[(
pij
ricj
)1−α
−
(
pi′j
ri′cj
)1−α]2
cj . (13)
This GCA approach has the following advantages:
1. It reduces to correspondence analysis for α = 0.
2. It reduces to Hellinger distance analysis for α = 1/2.
3. It satisfies the “principle of distributional equivalence”: if two column profiles are identical,
i.e., pij /cj = pij ′/cj ′ , i = 1, . . . , I , then the columns j, j ′ of N may be replaced by their
summation without affecting the chi-square distances between rows.
When this principle is satisfied pij /cj = pij ′/cj ′ = (pij + pij ′)/(cj + cj ′). Thus[(
pij
ricj
)1−α
−
(
pi′j
ri′cj
)1−α]2
cj +
[(
pij ′
ricj ′
)1−α
−
(
pi′j ′
ri′cj ′
)1−α]2
cj ′
=
[(
pij + pij ′
ri(cj + cj ′)
)1−α
−
(
pi′j + pi′j ′
ri′(cj + cj ′)
)1−α]2
(cj + cj ′)
and the distance is unaltered by joining the columns j and j ′.
Except in CA, see (4), there is not a similar formula for representing columns, so the duality
row-columns does not apply in GCA forα > 0 and hence in HD. To overcome this deficiency, let us
propose a procedure for representing columns in GCA, similar to the way standard coordinates may
be defined in CA. Clearly, distance (13) is the Euclidean distance with coordinates the rows of the
above Qα . Centering Qα and Aα , the principal coordinates transformation is HIAα = HIQαT ,
where T is orthogonal. To obtain T, we can use the Procrustean rotation (see [3]) from Qα to
Aα via the singular value decomposition (HIQα)′(HIAα) = RDS′, where D is diagonal. Then
T = RS′.
To represent columns in the row space, we may interpret the jth column of the contingency
table as a set of J frequencies where only the jth category is present. Thus we may identify this
jth column as the dummy profile (0, . . . , 0, 1, 0, . . . , 0) with 1 in the jth entry, which assigns
probability one to this column-variable (see [12]).
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Accordingly, the profiles for the J columns is the J × J identity matrix. Also centering this
matrix, in order to represent the columns of N in the centred principal coordinates row space, the
coordinates of the columns are given by
Bα = HJT . (14)
As an alternative and only when α = 1/2 and J < I , we can compute the Hellinger distances
between columns and rows, and use the add-a-point formula ([11,12], p. 250). The I × J distance
matrix is 2(L − Q1/2), with L the matrix I × J of ones and Q1/2 = D−1/2r P (1/2). Then if g is
the column vector with the diagonal entries of HIA1/2A′1/2HI , the coordinates of the columns
are the rows of C′, where
C = 1
2
(A′1/2HIA1/2)−1A′1/2HI (g1′ + 2Q1/2). (15)
5. Comparing CA and GCA along principal dimensions
In this section we compare classic CA and GCA globally and along each dimension.
Clearly GCA reduces to CA for P = rc′. A measure of agreement between CA and this
generalized analysis is given by
θα = 1 −
I∑
i=1
J∑
j=1
hij (α) =
I∑
i=1
J∑
j=1
(pij − hij (α)),
where hij (α) = rαi p1−αij cαj . Note that θα = 0 if P = rc′ but θα = 0 is possible even if P /= rc′.
Theorem 1. If K = min{I, J } the following inequality holds:
0  θα  1 − K−α.
Proof. Write hij (α) = pij (pij /ricj )−α . Then
θα =
I∑
i=1
J∑
j=1
pijf
(
pij
ricj
)
,
where f (x) = 1 − x−α . As f ′(x)  0 and f ′′(x)  0, f is increasing and concave. Also from
ri  pij , cj  pij ,
I∑
i=1
J∑
j=1
p2ij
ricj
 min

I∑
i=1
1
ri
J∑
j=1
pij ,
J∑
j=1
1
cj
I∑
i=1
pij
 = min{I, J }.
Thus, from
∑J
j=1
∑I
i=1 pij = 1 and f concave and increasing,
θα  f
 I∑
i=1
J∑
j=1
p2ij
ricj
  f (K) = 1 − K−α.
Similarly, let us write
θα =
I∑
i=1
J∑
j=1
pijg
(
ricj
pij
)
,
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where g(x) = 1 − xα . As g′(x) < 0 and g′′(x) > 0, g is decreasing and convex. Thus
θα  g
 I∑
i=1
J∑
j=1
pij
ricj
pij
 = g(1) = 0. 
We may also compare CA and GCA writing (11) as
D
1/2
r
(
Dα−1r P (1−α)Dα−1c − 11′
)
D
1/2
c = UαDλV ′α. (16)
If pij ≈ ricj then θα ≈ 0 and
(pij /ricj )
1−α − 1 ≈ (1 − α)(pij /ricj − 1). (17)
Thus, up to the constant (1 − α), GCA gives practically the same representation as CA when rows
and columns are almost independent.
The so-called standard coordinates for representing columns in CA are B0 = D−1/2c V . Then
from (1) we have P − rc′ = DrAB ′0Dc. Notice that the full representation using A,B0 for rows
and columns, called asymmetric representation, interprets graphically the whole frequency matrix
N. Similarly, in HD the joint representation uses A1/2, B1/2. In GCA we should use Aα,Bα .
Let us consider B∗α = D−1/2c Vα , the “standard coordinates” in GCA.
Theorem 2. The global measure θα satisfies
θα = −(µ1ν1 + µ2ν2 + · · · + µKνK),
where µi, νi are the weighted means of the ith principal and “standard coordinates” in GCA,
respectively.
Proof. Dαr P (1−α)Dαc − rc′ = DrAαB∗′α Dc and by subtraction
P − Dαr P (1−α)Dαc = Dr(AB ′0 − AαB∗′α )Dc.
We can express θα as
θα =1′(P − Dαr P (1−α)Dαc )1
=1′Dr(AB ′0 − AαB∗′α )Dc1
=r ′(AB ′0 − AαB∗′α )c.
But r ′A = 0, as the principal coordinates in CA have mean zero. Hence
θα = −r ′AαB∗′α c = −(µ1ν1 + µ2ν2 + · · · + µKνK),
where µi, νi are the weighted means of the ith principal coordinates in Aα = D−1/2r UαDλ and
“standard coordinates” in B∗α = D−1/2c Vα , respectively. 
Thus, a global agreement measure is given by τα = θα/(1 − K−α), and a partial agreement
measure for an specific dimension is τi = −µiνi/(1 − K−α). CA and GCA gives the same
two-dimensional representation of the rows of N provided that τ1 and τ2 are close to 0.
6. Weighted multidimensional scaling solution
Multidimensional scaling is a general way of representing proximity data. Let  be an I × I
distance matrix which entries are the Euclidean distances between the rows of an I × p matrix X.
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If w is a vector with non-negative entries summing to one, Dw = diag(w), the weighted scaling
solution is Y = D−1/2w UDλ, where
D1/2w (I − 1w′)
(
−1
2
(2)
)
(I − w1′)D1/2w = UD2λU ′
is the spectral decomposition of the weighted centered inner product matrix for  (see [13, p.
41], [5]). As the matrix of squared distances is (2) = g1′ + 1g′ − 2XX′, where g is the column
vector containing the diagonal entries in XX′, the principal coordinates Y can be obtained from
the SVD of D1/2w (I − 1w′)X.
For example, if X = D−1r PD−1/2c and w = r , we obtain the chi-square distance and
D
1/2
r (I − 1r ′)D−1r PD−1/2c = D−1/2r (P − rc′)D−1/2c (18)
the CA solution.
Let us explore the weighted solution using distance (13). The matrix of coordinates is Qα =
Dα−1r P (1−α)D
α−1/2
c and with w = r we have
D
1/2
r (I − 1r ′)Dα−1r P (1−α)Dα−1/2c
= D−1/2r (Dαr P (1−α)Dαc − rr ′Dα−1r P (1−α)Dαc )D−1/2c ,
which is substantially different from (11). However, if we replace P in (18) by the matrix Pα =
(rαi p
(1−a)
ij c
α
j ) and c by the vector cα = P ′α1, the weighted solution is formally similar, as it is
obtained by SVD of D−1/2r (Pα − rc′α)D−1/2c .
7. The log-ratio alternative
An alternative to represent categorical data is based on compositional data [1]. Suppose now
that the elements of P are positive. Let us consider the weighted double-centering of the matrix
log(D−1r PD−1c ) with elements log(pij /ricj ):
D
1/2
r (I − 1r ′) log(D−1r PD−1c )(I − c1′)D1/2c = U∗D∗λV ∗′. (19)
With this log-ratio (LR) alternative, we may represent the rows of N using the principal coordinates
A∗ = D−1/2r U∗D∗λ. This representation implicitly uses the following squared distance between
rows:
δ∗2ii′ =
J∑
j=1
cj
(
log
pij
(pi1 · · ·pij )1/J − log
pi′j
(pi′1 · · ·pi′j )1/J
)2
= 1
J
∑∑
j<j ′
(
log
pij
pij ′
− log pi′j
pi′j ′
)2
.
Note that all entries in N must be strictly positive. As it is seen in (17), when rows and columns
are almost independent we have
log(pij /ricj ) ≈ (pij /ricj − 1) ≈ (1 − α)−1[(pij /ricj )1−α − 1]
so LR, CA and GCA can provide quite similar graphical results. The following theorem shows
the role of CA in the context of the competitors GCA and LR.
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Theorem 3. CA is the first-order approximation to the alternatives GCA and LR.
Proof. Let us expand [pij /(ricj )]1−α − 1 and log(pij /ricj ), see (16) and (19). Write β =
pij /ricj . Then
(1 − (1 − β))1−α − 1 = (1 − α)(β − 1) + 1
2
(α − 1)α(1 − β)2 + O((1 − β)3)
and if pij > 0,
log(β) = (β − 1) − 1
2
(1 − β)2 + O((1 − β)3).
The first expansion reduces to (β − 1) for α = 0, i.e., for CA. Clearly the first term in both
expansions is proportional to (β − 1). 
8. The geometric variability
If D = (dij ) is an I × I distance matrix, the geometric variability of D gives a measure of the
variability of the data and is defined as the average of the I 2 squared distances [6]. For distance
(13), the geometric variability is given by
Vα = 12
I∑
i,i′=1
riri′δ
2
ii′(α) =
1
2
r ′(2)α r,
where (2)α = (δ2ii′(α)).
Let us define the α-Pearson contingency coefficient
φ2α =
I∑
i=1
J∑
j=1
[(
pij
ricj
)1−α
− 1
]2
ricj ,
which reduces to the Pearson contingency coefficient for α = 0. It can be proved that
1. V0 = φ20 .
2. Vα =tr(D2λ).
3. Vα = φ2α − ηα − 2θα + 1, where
ηα =
I∑
i,i′=1
J∑
j=1
(
pij
ricj
)1−α ( pi′j
ri′cj
)1−α
riri′cj .
4. Vα is maximum for α = 0 and decreases with α.
If we allow α to reach 1, then V1 = φ21 = 0 and the configuration of the rows collapse. So it is
convenient to work only with 0  α  1/2.
9. Two criteria of representation
In this section we discuss two ways of choosing α in GCA.
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First, we propose the choice of the value α such that it accounts for the maximum percentage
of inertia in a GCA plot in low dimension, generally two dimensions. The best value for α may
provide a relatively high percentage.
Second, let us consider another distance matrix between the objects related to the rows of N,
obtained from a different kind of data (e.g., quantitative data), and suppose that multidimensional
scaling provides a matrix X of principal coordinates. The agreement between X and Aα can be
measured by
R2α = 1 − {tr(X′AαA′αX)1/2}2/{tr(X′X) tr(A′αAα)},
where R2α is the Procrustes statistic [3]. To have the best agreement, we may choose the value α
for which R2α is minimum.
10. Example
In this section we illustrate GCA with the categorical data shown in [7], who uses Hellinger
distance to represent I = 11 Spanish authors according to the number of papers classified into
J = 11 subjects in statistics, as well as a distance measuring the joint papers published by each pair
of authors. We do not plot and interpret this dataset but comment the two criteria of representation
in GCA.
Fig. 1 plots the percentage of inertia accounted for the first two dimensions as a function
of α. For α = 0 is 51% and for α = 1/2 is 59%. Thus HD provides the best two-dimensional
representation.
Next, we consider another distance matrix between authors in relation with the number of papers
published jointly. The distance between two authors ranges between 0 and 1, being 0 if they had
published all papers jointly or 1 if they never had published a joint paper. Multidimensional scaling
on this distance matrix, given in [7], provides a matrix X of principal coordinates. The agreement
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.551
52
53
54
55
56
57
58
59
60
CA
HD
Fig. 1. Percentage of total variation in generalized correspondence analysis using the first two dimensions.
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0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.56
0.58
0.6
0.62
0.64
0.66
0.68
0.7
0.72
0.74
0.76
Fig. 2. Agreement based on the Procrustes statistics between the generalized correspondence analysis display and a
previously given representation.
between X and Aα can be measured by Pα = 1 − R2α , where R2α is the Procrustes statistic. Fig. 2
plots Pα against α, which is maximum for α = 0.1.
The agreement measure θ1/2 between CA and HD is
0.3964 = 0.0045 + 0.3935 − 0.0026 − 0.0001 − 0.0001
+ 0.0003 + 0.0013 + 0.0003 − 0.0007.
CA and HD provides practically the same representation along the first dimension, but there is a
notable difference along the second dimension.
If α = 0.1 the agreement measure θ0.1 between CA and GCA is
0.1045 = − 0.0001 − 0.0004 − 0.0001 − 0.0001 + 0.0004
+ 0.0001 + 0.0007 + 0.0012 + 0.1028.
Now the CA and GCA representations in two dimensions are very similar, but there is some
difference at dimension 9.
11. Conclusions
Generalized correspondence analysis (GCA) is an extension of correspondence analysis for
representing categorical data. This method may provide similar results under some circumstances,
e.g., rows and columns near independence. Correspondence analysis is the best particular case
of GCA for several reasons (symmetric joint representation, probabilistic interpretation, relation
to log-linear models, reciprocal averaging approach), but actually may have some drawbacks
when the rows are multinomial populations and the solution should not depend on the column
frequencies, for which the Hellinger distance approach, another particular case of GCA, may be
preferable. In general, we may apply this generalized approach, which depends on a parameter
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α and may provide an optimum solution from two points of view: maximizing the percentage of
variation and the agreement with another representation of the rows. Finally, this method is based
on the convex power Dαr P (1−α)Dαc . We may also consider the convex sum of the chi-square and
Hellinger distances, or the redundant sum proposed in [7].
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