Introduction
============

Gene expression in eukaryotic organisms is a complex trait influenced by genetic, environmental and epigenetic factors. Although there are many mechanisms of gene expression regulation (Figure [1](#F1){ref-type="fig"}), including chromatin condensation, alternative splicing, DNA methylation, transcription initiation, mRNA stability, translational controls, post-translational controls and protein degradation, transcription initiation is the most common point of control, with elements located both *cis*(proximal to the gene) and *trans*to the coding locus interacting to control initiation of transcription \[[@B1]\]. The simplest model of transcriptional regulation involves the binding of transcription factors (TFs) in a sequence-specific manner to TF binding sites, short stretches of DNA usually near a gene, thereby altering rates of transcription. Both the identity of TFs present and their binding affinities play an important role in transcription initiation. Genetic mutations that alter either the nucleotide sequence of a TF binding site, the nucleotide sequence of the transcript (eg affecting stability) or the transcription factor amino acid sequence are just some examples of types of mutations that can have substantial effects on mRNA transcript levels.

![**The different levels at which regulatory mutations can have an effect**. \'Reg\' indicates a regulatary region. Red stars indicate the position of a putative mutation. There can be mutations that: i) have an effect on the stability of the pre-mRNA; ii) have an effect on the stability of the mRNA or the rate of its translation (eg micro-RNA pairing); iii) have an effect on the structure of the protein and influence interactions with DNA or other proteins; iv) have an effect directly at the DNA level and abolish or modify sites of protein binding or affect DNA conformation.](1479-7364-2-2-126-1){#F1}

The control and maintenance of appropriate levels of transcription for each of the genes expressed in a given cell type are vital cellular processes. Many human disorders are caused by molecular changes that have an impact at the level of gene expression \[[@B2]\]. Often, alterations in gene expression are extreme and involve either many-fold overexpression (eg Burkitt\'s lymphoma \[[@B3]\]) or partial/complete loss of expression (eg alpha thalassaemia \[[@B4]\]). Typically, these are monogenic or rare disorders where the effect is strong and the mutations are present at low frequency. In other instances, however, such as Type 1 diabetes,\[[@B5]\] subtle changes in expression can have small phenotypic consequences that are conditional on the genetic background of the individuals. For example, Eaves *et al*. \[[@B5]\] and Karp *et al*. \[[@B6]\] used differential gene expression patterns to map susceptibility genes. It is hypothesised that complex disorders are likely to be associated with gene expression variation, since susceptibility alleles have mostly quantitative rather than qualitative differences between individuals \[[@B7]\]. The use of gene expression variation as an endophenotype \[[@B8]\] between nucleotide polymorphism and disease susceptibility can prove useful in identifying the underlying genetic basis of complex disorders and designing appropriate models to test it \[[@B9]\]. Gene expression levels can thus be used as genetic markers which can help in linking nucleotide variation with a disease phenotype. A comprehensive study of segregating gene expression variation will provide an important starting point for the utilisation of gene expression as an intermediate level of phenotypic attributes between a nucleotide polymorphism and a complex disorder.

Challenges and approaches for identifying regulatory regions
============================================================

One of the major challenges ahead is to identify the DNA sequences that carry the *cis*signals for regulation of the spatial and temporal expression of all of the genes in the human genome \[[@B10]-[@B12]\]. This is a difficult task because little is known about the characteristics of the structure of regulatory regions. One of the main limitations is that little is known about the functional units that comprise a *cis*regulatory region, and current knowledge is restricted to transcription factor binding sites that may be only one part of a regulatory region organisation. Transcription factor binding sites are found throughout the genome but the organisation and abundance requirements of such sites within regulatory elements is not yet clear \[[@B13]-[@B15]\]. Given the redundancy and short length of binding sites, it is expected that specificity is achieved through a higher order code of organisation. Therefore, this code needs to be deciphered to be able reliably to identify them in the genome. Current knowledge of regulatory sequence organisation lacks uniform and easily interpretable sequence characteristics, such as the open reading frame (ORF) and the splicing signals in coding sequences. In other words, we are missing information about the code that the cell recognises in order to identify *cis*regulatory regions in the raw sequence data. Moreover, and the dimensionality of this code is currently unknown.

Experimental identification of variation in regulatory sequences currently relies on extensive use of model systems such as yeast, mouse and cultured human cell lines. Studies to detect differences in gene expression caused by known promoter polymorphisms have generally used reporter gene assays with allele-specific promoter constructs;\[[@B16],[@B17]\] however, these experiments have several limitations that make them impractical for whole-genome analyses. First, they require knowledge of the promoter region and candidate functional variants to test; at present, there are experimentally validated promoters for less than 10 per cent of human genes,\[[@B18]\] and the properties of long-distance regulators remain unknown and untested. Secondly, these methods are indirect and performed either *in vitro*or in cellular conditions (tissue, developmental stage, environmental stimuli) distant from the tissue context \[[@B19],[@B20]\]. Therefore, any inference about the potential regulatory role of a sequence relies on the assumption that the experimental system is similar to the *in vivo*conditions. Thirdly, experiments that target candidate regulatory regions based on computational predictions are performed without previous knowledge of the target gene \-- for example, distant enhancers and suppressors \-- and therefore the significance of the identified sequence for genome function cannot be fully revealed. Finally, experiments that make use of the proper genomic and cellular context are intensive and slow when intended for large-scale analysis,\[[@B21],[@B22]\] so for practical reasons they cannot be applied to all of the genes of the human genome.

Detailed functional experiments to elucidate mechanisms of gene regulation have typically been carried out at the level of individual genes or sets of genes. Although the mechanism of gene expression is well-documented for some genes in great detail (HOX genes and the genes encoding β-globin, α-globin etc), it is unknown how transferable these results are to the whole genome. With the development of microarray technologies, it is now feasible to quantify the transcript abundance of thousands of genes simultaneously and efficiently in a single experiment. These technologies have medical applications, for example in identifying genes that are differentially expressed in a disease state versus non-disease controls,\[[@B23]\] to classify disease into subtypes \[[@B24]\] and to examine differences in transcript profile among different tissues or organs \[[@B25]\]. More recently, researchers have begun to use these technologies to quantify naturally-occurring variation in gene expression for many genes among multiple \'non-diseased\' individuals of a species.

The Genetic basis of Gene Expression Variation
==============================================

Large-scale surveys of gene expression variation in humans can provide important baseline information about \'normal\' naturally-occurring variation among individuals. These data can be used to assess the significance of variation observed in experimental studies where groups of individuals (eg disease versus non-disease controls) are compared. In addition to being useful to the medical community, these studies will fundamentally increase our understanding of the causes of naturally-occurring gene expression variation. The total phenotypic variance among individuals (*V~P~*) for any trait can be broken down into a component of variance due to genotype (*V~G~*), a component due to environment (*V~E~*) and a component due to different genotypes in different environments (*V~GE~*), according to the following equation:

$$\textsf{V}_{\textsf{P}} = V_{G} + V_{E} + V_{GE}.$$

The genetic component of phenotypic expression variation reflects interindividual genetic differences that result in interindividual expression differences.

Little is known about the genetic basis of natural variation in gene expression. There are questions of fundamental biological importance, including, but not limited to:

• How much variation in gene expression (mRNA transcript levels) exists among individuals of a natural population of a single species?

• How much of this variation has a genetic component?

• How common are genetic polymorphisms in regulatory elements in natural populations, and what are the magnitudes of effect of these variants on mRNA levels?

• Are there \'regulatory hotspots\', regions of the genome that affect transcription patterns of multiple genes?

• Is there interaction among loci, such that co-expressed gene complexes are observed?

Recent work in model organisms and humans has begun to address these and other questions.

Studies in model organism systems have documented significant, naturally-occurring variation in gene expression among individuals, including yeast,\[[@B26],[@B27]\]*Drosophila*\[[@B28],[@B29]\] and mouse,\[[@B30]-[@B33]\] although additional studies have made similar observations in fish,\[[@B34],[@B35]\] maize,\[[@B33]\] primates \[[@B36]\] and humans \[[@B37]-[@B42]\]. As it has become accepted that naturally-occurring variation in gene expression among individuals is a common phenomenon, focus has shifted toward trying to quantify the contribution of genetic factors to that variation and to locate the responsible genomic regions.

Yan *et al*. \[[@B42]\] were among the first to demonstrate a genetic component of expression variation in humans. For six of 13 loci surveyed in 96 Centre d\'Etude du Polymorphisme Humain (CEPH)\[[@B43]\] individuals, they observed significant differences in mRNA transcript abundance for the two alleles of heterozygous individuals (allelic imbalance). Furthermore, when families of individuals exhibiting allelic expression differences were examined; one-third of them showed expression patterns consistent with underlying Mendelian inheritance of functional variants. Other recent studies of allelic imbalance in humans and mice provided similar evidence for a functional genetic influence separate from that attributable to imprinting \[[@B18],[@B30],[@B31]\]. In a large-scale microarray study, Cheung *et al*. \[[@B38]\] provided further evidence of familial aggregation of expression profiles. The authors surveyed genome-wide patterns of gene expression in immortalised lymphoblastoid cells of humans and identified a set of genes whose transcript level varied greatly among 35 unrelated CEPH individuals. To determine whether the variation was influenced by genetic differences segregating among individuals, mRNA transcript levels of the most variable genes were quantified in several samples of individuals of different degrees of genetic inter-relatedness, including a sample of 49 unrelated CEPH individuals (the 35 individuals mentioned above plus an additional 14), offspring from five CEPH families and ten pairs of monozygotic twins. The authors observed that genes exhibited less variability in transcript abundance in more closely related individuals, suggesting a heritable component of gene expression variation among individuals.

Some studies have gone a step further and used large-scale studies to estimate the percentage of genes that exhibit significant heritability. In a study of gene expression in lymphoblastoid cell lines of CEPH pedigrees, Schadt *et al*. \[[@B33]\] reported extensive differences among 56 individuals of four CEPH families in mRNA transcript levels, and through heritability analyses were able to estimate that approximately 29 per cent of these genes had a genetic component influencing these levels. Monks *et al*. \[[@B39]\] followed up this study with a massive survey of expression of 23,499 genes in 167 individuals of 15 CEPH families. Of the detected genes, 31 per cent exhibited significant heritability (false discovery rate 0.05), with a median heritability of 0.34.

The above studies in human and other species demonstrate gene expression is an abundantly variable phenotype with a genetic component; thus, gene expression \-- or mRNA transcript level among individuals \-- can be considered as a quantitative trait. In general, quantitative traits exhibit continuous phenotypic variation among individuals, and the genetic component of that variation is often due to contributions of more than one locus. By combining microarray quantification of gene expression among individuals with marker genotype data (eg single nucleotide polymorphisms; SNPs) for the same individuals, it has become possible to map the genomic regions containing factors responsible for natural variation in human gene expression by performing association analyses. In these analyses, first referred to as \'genetical genomics\',\[[@B44]\] transcript abundance of each of thousands of genes is treated as a quantitative phenotype \[[@B9]\] that is under genetic control. Association analyses are used to map functional regulatory regions by associating genotype at an individual marker locus with the expression of each gene (Figure [2A](#F2){ref-type="fig"} and [2B](#F2){ref-type="fig"}). These methods differ from family-based linkage analysis that traces genotypes and phenotypes of related individuals, looking for polymorphisms that co-segregate with the phenotype (Figure [2C](#F2){ref-type="fig"}).

![**(A) Structure of a hypothetical gene and the haplotype organisation of single nucleotide polymorphisms (SNPs) in the region**. Vertical lines represent the location of SNPs, with two nucleotides of a single SNP shown. Horizontal blue lines represent the arrangement of SNPs into haplotype blocks. (B) Relationship between a hypothetical phenotypic distribution and associated SNP genotypic frequencies in a population. In this example, the individuals with highest transcript abundance are almost exclusively genotype CC, and those with lowest transcript abundance are almost exclusively AA. The individuals with transcript abundance closest to the population mean are primarily AC. (C) A hypothetical family pedigree used to identify functional variants through family-based linkage analysis. The individuals are coloured in grey scale according to a two-locus genotype additive model, with black corresponding to AABB and white corresponding to aabb.](1479-7364-2-2-126-2){#F2}

Progress through use of genome-wide association mapping
=======================================================

One of the advantages of a large-scale association approach is that it may be possible to identify functionally important regulatory variants without requiring any previous knowledge about specific *cis*or *trans*regulatory regions. Because these methods link expression variation of a particular gene to the genomic sequences directly or indirectly affecting it, there is a causal connection between phenotype and genotype. The identification of many significant associations between markers and individual gene expression phenotypes will allow researchers to address the issue of the relative proportion of *cis*or *trans*regulatory variation for each of many thousands of genes. These studies also have the potential to identify sets of genes exhibiting correlated expression patterns and may identify clusters of regulators of multiple genes suggesting networks of co-regulated genes. Furthermore, because these methods look at the effects of naturally-occurring alleles, they may be able to identify regulatory regions that have subtle effects, as opposed to the large effects generally observed in knockout experiments.

Some recent work applying linkage and association analyses to expression variation in humans has led to the identification of regions of the genome influencing observed variation. A recent study using microarrays to measure gene expression variation \[[@B40]\] employed genome-wide linkage analysis to map regions influencing gene expression in immortalised B cells of 14 CEPH families (all parents and a mean of eight offspring per sibship). The authors performed linkage analyses for the expression phenotype of 3,554 genes (observed to be highly variable in a sample of 94 CEPH grandparents) and the genotypes of 2,519 SNP markers in the same individuals. They identified nearly 1,000 genes exhibiting significant linkage. Of the 142 genes with the strongest evidence for linkage, 110 (77.5 per cent) had only a *trans*-acting regulator, although 27 (19 per cent) had only a *cis*-acting transcriptional regulator (defined in this study as 5 megabases from the target gene). Interestingly, they identified regions that were hotspots of transcriptional regulation where there were clusters of SNPs with strong linkage to the expression phenotype of multiple genes. A quantitative transmission disequilibrium test performed on 17 of the 27 phenotypes displaying significant *cis*linkage identified 14 phenotypes exhibiting both significant linkage and association. A regression-based association analysis of the same 17 phenotypes in 94 CEPH grandparents confirmed significant association between the same 14 gene expression levels and an SNP located within or near the gene. Additional surveys in humans, mice and maize have confirmed that genetic variation located *cis*to the locus in question has functional effects on the transcript level of that gene \[[@B18],[@B30],[@B33]\].

It is essential to point out that the distinction between *cis*and *trans*effects becomes less clear, and sometimes problematic, when one looks at genome-wide expression data. If one is taking a gene-centric view of the genome and is interested in the proportion of genes that have *cis*or *trans*regulatory variation and the relative contribution to genetic variance *per gene*, then it is appropriate to use this distinction because the view of the data remains gene-centric. If, however, one is interested in the overall contribution of genetic variation to gene expression variation as a whole-genome property, then the terms *cis*and *trans*become irrelevant, since all genetic variation of any nature (amino acid, transcript or *cis*-regulatory region; Figure [1](#F1){ref-type="fig"}) is mapped to unique locations in the genome. There is no such thing as a genetic variant *trans*to a whole genome because all genetic variation is encoded in the DNA.

Considerations
==============

The massive amounts of data produced in microarray experiments require some significant statistical considerations. First, it is necessary to assess the quality of the measurements reliably and omit low-quality data from the primary analysis. Normalisation methods are then applied to the data to adjust for any sources of variability due to the experiment (different arrays, hybridisation efficiency differences, mRNA preparation differences etc) that may interfere with detecting those differences that reflect real biological variability. These methods are data transformations, and there are many procedures to choose from, some of which may be more relevant to certain microarray platforms and raw data distributions. The normalised microarray data and marker genotypes can then be subjected to association analyses, in which the genotype of the individuals is the primary classification variable and the response variable is the normalised transcript level of each gene (Figure [2B](#F2){ref-type="fig"}). Because these procedures test for association between each gene expression phenotype and many marker genotypes, the threshold for assessing significance must be adjusted to control for the massive amount of multiple testing inherent in testing each gene.

Can these methods lead to the identification of the individual nucleotides responsible for naturally-occurring variation in gene expression in humans? Regulatory variant identification in humans is complicated by the non-random association of alleles at different loci (linkage disequilibrium \[LD\]) in the human genome. In one of the available human cell line populations, the CEPH pedigrees, for example, on average the LD is high \[[@B45]\]. If LD is high among markers for a region showing a very strong association between genotype and expression phenotype, it can be difficult to pinpoint the causal functional variant, as multiple variants covering a large region might all exhibit the same strong association. In cases like these, it may be possible to narrow down the length of the responsible genomic region by generating a map with a high local marker density, effectively identifying markers that are not perfectly correlated with each other. Alternatively, finescale mapping may be facilitated by examining several populations that exhibit different patterns of LD. Finally, sequencing the region around a strongly associated marker may permit identification of the responsible regulatory variant that is in LD with the associated marker. At this stage, individual nucleotide variants linked to the marker are tested for association with the phenotype. Candidate regulatory regions (and variants) can be tested with experimental procedures to determine their potential to modulate gene expression.

In conclusion, the availability of genotyped (or nearly genotyped) human pedigrees (CEPH and other populations; Coriell\'s repositories; the International HapMap Consortium \[[@B45]\]), as well as more sensitive and less expensive microarray technologies for gene expression and genotyping, means that the time is right for carrying out large-scale genome-wide association studies. This will contribute greatly to our understanding of the genetic basis of complex phenotypes in human populations, and may lead to novel diagnostics, preventative methods and therapeutics for human disease.
