Abstract. We study the approximation of expectations E(f (X)) for Gaussian random elements X with values in a separable Hilbert space H and Lipschitz continuous functionals f : H → R. We consider restricted Monte Carlo algorithms, which may only use random bits instead of random numbers. We determine the asymptotics (in some cases sharp up to multiplicative constants, in the other cases sharp up to logarithmic factors) of the corresponding n-th minimal error in terms of the decay of the eigenvalues of the covariance operator of X. It turns out that, within the margins from above, restricted Monte Carlo algorithms are not inferior to arbitrary Monte Carlo algorithms, and suitable random bit multilevel algorithms are optimal. The analysis of this problem leads to a variant of the quantization problem, namely, the optimal approximation of probability measures on H by uniform distributions supported by a given, finite number of points. We determine the asymptotics (up to multiplicative constants) of the error of the best approximation for the one-dimensional standard normal distribution, for Gaussian measures as above, and for scalar autonomous SDEs.
Introduction
We study the approximation of expectations E(f (X)), where X is a random element that takes values in a separable Hilbert space H and where f : H → R is Lipschitz continuous. We consider randomized (Monte Carlo) algorithms that are only allowed to use random bits instead of random numbers. By assumption, all other operations (arithmetic operations, evaluations of elementary functions, and oracle calls to evaluate f ) are performed exactly. Algorithms of this type are called restricted Monte Carlo algorithms, and the approximation of expectations by algorithms of this type will be called random bit quadrature.
Let µ denote the distribution of X. We consider the worst case setting, where randomized algorithms A are compared according to their maximal error e(A, F, µ) and their maximal cost cost(A, F ) on a class F of functionals f . For an arbitrary Monte Carlo algorithm or a restricted Monte Carlo algorithm cost(A, F ) takes into account, in particular, the number of calls of the generator for random numbers or random bits, respectively.
A basic question is to what extent restricted Monte Carlo algorithms are inferior to arbitrary Monte Carlo algorithms. To answer this question one has to compare the n-th minimal error e res n (F, µ) = inf{e(A, F, µ) : A restricted Monte Carlo algorithm, cost(A, F ) ≤ n} of restricted Monte Carlo algorithms with the corresponding quantity e n (F, µ) for arbitrary Monte Carlo algorithms on classes F of functionals f . In the case of infinitedimensional spaces H, this question is closely related to three variants of approximation problems for probability measures, namely, quantization, average Kolmogorov widths, and random bit approximation.
In most of the papers on randomized algorithms for continuous problems, uniformly distributed random numbers from [0, 1] are assumed to be available. Restricted Monte Carlo algorithms are studied for the classical quadrature problem, where µ is the uniform distribution on [0, 1] d ⊆ H = R d , in, e.g., [11, 14, 22, 23, 24, 29, 31] . In the present paper, we are interested in zero mean Gaussian random elements X with values in a separable Hilbert space H and with a distribution µ with infinite-dimensional support, and in the class F = Lip 1 of all Lipschitz continuous functionals f : H → R with Lipschitz constant at most one.
The Karhunen-Loève expansion of X may be written as
with convergence, e.g., in mean-square with respect to the norm of H. 
where β > 1 and α ∈ R. The asymptotic behavior of the variances λ i of the random coefficients of X is known in many cases, see, e.g., [18] . We show that suitable random bit multilevel Monte Carlo algorithms yield the upper bound 
and, in particular, there is no superiority of Monte Carlo algorithms over restricted Monte Carlo algorithms in this case. For β = 2, a superiority may at most be present on the level of logarithmic factors, since
For β > 2 we may only conclude that
Note that for many infinite-dimensional quadrature problems the asymptotic behavior of n-th minimal errors is only known up to logarithmic factors. Except for the case β = 2 and α < 1, the upper bound from the present paper slightly improves the respective bound from [3] , which holds true in a Banach space setting. In [14] , random bit quadrature with respect to the uniform distribution µ on [0, 1] d and Sobolev and Hölder classes F of functions on [0, 1] d are considered. The n-th minimal errors of unrestricted and of restricted Monte Carlo algorithms turn out to be of the same order, and a very small number of O((2 + d) · log n) random bits suffice to achieve asymptotic optimality. The proofs of these results are based on a reduction of the quadrature problem to a summation problem and on a discrete variant of Bakhvalov's trick. See [25] for a related approach to integral equations. Anisotropic function classes are considered in [11, 31] .
For the Gaussian measures µ on infinite-dimensional spaces we do not know whether the number of random bits that are needed to achieve the upper bound for e res n (Lip 1 , µ) (or asymptotic optimality) is negligible, compared to n. In our construction of a multilevel algorithm that yields the upper bound for e res n (Lip 1 , µ) the number of random bits is of the order n.
The analysis of random bit quadrature problems leads to the following variant of the quantization problem for probability measures, namely, the optimal approximation of probability measures µ by uniform distributions ν on 2 p points. Since p random bits suffice to sample any such ν, we use the term random bit approximation of probability measures to denote this new type of approximation problem. Let d denote the Wasserstein distance of order two on the set M(H) of all Borel probability measures on H, and let U(H, p) ⊆ M(H) denote the set of all uniform distributions on H with support of size 2 p . Given µ ∈ M(H) we study the distance rbit(µ, p) = inf{d(µ, ν) : ν ∈ U(H, p)} between µ and U(H, p). In the one-dimensional case H = R this approximation problem has recently been introduced and thoroughly studied for Wasserstein distances of any order in [30] , and some of the results from [30] are generalized to the Banach space R d , equipped with the maximum norm, for any d ∈ N in [2] .
Random bit approximation is closely related to quantization, which has been studied intensively for finite-dimensional and for infinite-dimensional Banach spaces H. More precisely, let F(H, p) denote the set of all Borel probability measures on H with support of size at most 2 p . Obviously the quantization number
for every µ ∈ M(H) and every p ∈ N. A partial list of references on quantization of probability measures includes the monograph [13] and the survey [7] as well as [3, 4, 5, 6, 8, 9, 17, 18, 19] . We stress that the strong asymptotics of quant(µ, p) is studied most of the time in the literature, while we only consider the weak asymptotics of rbit(µ, p).
Observe that we lose the control about asymptotic constants anyway in the analysis of the random bit quadrature problem. For the one-dimensional standard normal distribution µ we derive
see Theorem 1, while quant(µ, p) ≍ 2 −p according to a known general result for quantization. For the Gaussian measures µ on Hilbert spaces we have In the present paper we employ upper bounds for rbit(µ, p) and asymptotically optimal random bit approximations to construct random bit algorithms for quadrature and to derive upper bounds for e res (Lip 1 , µ). In [3] close relations between quantization numbers and average Kolmogorov widths on the one-hand side, and upper and lower bounds for (minimal) errors of arbitrary Monte Carlo algorithms have been established. This work is partially motivated by reconfigurable architectures like field programmable gate arrays (FPGAs). These devices allow users to choose the precision of each individual operation on a bit level and provide a generator for random bits. In the setting and analysis of the present paper we take into account the latter fact, while we ignore all finite precision issues for arithmetic operations. We refer to [1, 27] for the construction and for extensive tests of a finite precision multilevel algorithm for FPGAs with applications in computational finance. For an error analysis of the Euler scheme for SDEs in a finite precision arithmetic we refer to [26] . This paper is organized as follows. In Section 2 we formulate and study the random bit approximation problem for probability measures. Section 3 is devoted to the analysis of random bit quadrature with respect to Gaussian measures. In the Appendix we derive some asymptotic properties of the distribution function and its inverse for the standard normal distribution.
Random Bit Approximation of Probability Measures
2.1. Definitions and Basic Properties. Consider the set M(V ) of all Borel probability measures on a separable Banach space (V, · V ) with a finite second moment, equipped with the Wasserstein distance d of order two, i.e.,
Here X 1 and X 2 are jointly defined on any probability space and take values in V , and P X i denotes the distribution of X i .
For p ∈ N we use ν (p) to denote the uniform distribution on {0, 1} p , and we define
where ν
denotes the distribution of f with respect to ν (p) . Observe that R(V, p) is the set of all probability measures on V with support of size at most 2 p and with probability weights being integer multiples of 1/2 p . Clearly p random bits suffice to sample from any ν ∈ R(V, p).
Given µ ∈ M(V ) we study the distance
between µ and R(V, p). We wish to determine the asymptotic behavior of rbit(µ, p) as p tends to infinity and to construct probability measures
Specifically, we are interested in separable Hilbert spaces (H, · H ) and the cases of µ being the one-dimensional standard normal distribution, the distribution of a Brownian bridge on H = L 2 ([0, 1]) or, more generally, of a Gaussian random element on an infinitedimensional Hilbert space H, and finally the distribution of the solution of a scalar SDE on
which is the set of all uniform distributions on V with support of size 2 p . Since U(V, p) ⊆ R(V, p) with a dense embedding with respect to the Wasserstein distance d, we have rbit(µ, p) = inf{d(µ, ν) : ν ∈ U(V, p)} for every µ ∈ M(V ) and every p ∈ N. Consequently, random bit approximation deals with the optimal approximation of probability measures by uniform distributions on 2 p points.
The one-dimensional case V = R has been thoroughly studied in a more general setting in [30] , and some of the results in the latter paper have been generalized in [2] to the Banach space V = R d , equipped with the maximum norm, for any d ∈ N. Given p ∈ N and probability weights a 1 , . . . , a 2 p the objective is to minimize the Wasserstein distance of order r between a Borel probability measure µ on V with a finite moment of order r and ν = 2 p k=1 a k · δ x k with Dirac measures δ x k at any points x k . This problem is called best finite constrained approximation with prescribed weights a k in [30] .
The special case V = R, r = 2, and a k = 2 −p corresponds to the random bit approximation of µ ∈ M(R), and we present key results from [30] in this case. In the sequel, Ψ −1 denotes the inverse of the distribution function of µ.
Remark 3.
According to [30, Rem. 5.6 (ii)], the unique best approximation ν ∈ R(R, p) of µ ∈ M(R) with respect to d is determined by the points
Assume that the measure corresponding to Ψ −1 is absolutely continuous with respect to the Lebesgue measure on [0, 1]. In [30, Thm 5.15] 
In particular, rbit(µ, p) 2 −p , and this lower bound is sharp if and only if c < ∞. As an elementary example we have c = (2 · √ 3) −1 for µ being the uniform distribution on the unit interval.
Next, assume that all moments of µ are finite. Then we have
for all ε > 0, see [30, Thm. 5.20] .
Remark 4.
Random bit approximation is closely related to quantization, which has been studied intensively for finite-dimensional and for infinite-dimensional spaces V . More precisely, let
denote the set of all probability measures on V with support of size at most 2 p . The quantization numbers
for every µ ∈ M(V ) and every p ∈ N. A partial list of references on quantization of probability measures includes the monograph [13] and the survey [7] as well as [3, 4, 5, 6, 8, 9, 17, 18, 19] .
The results from [10] , which deals with quantization on V = R d by means of empirical measures, immediately yield upper bounds for rbit(µ, p). In particular, if d ≥ 5 and if µ has a finite moment of any order greater than 2 [10, Thm. 1] . This upper bound is sharp in many cases, since quant(µ, p) 2 −p/d under mild assumptions on µ for every d ∈ N, see [7, 13] for details.
We stress that the strong asymptotics of quant(µ, p) is studied most of the time in the literature, while we only consider the weak asymptotics of rbit(µ, p). Observe that we lose the control about asymptotic constants anyway in the analysis of the random bit quadrature problem. 
Approximation of the Standard Normal Distribution.
We first fix some notations. For p ∈ N let
denote the set of dyadic numbers from [0, 1[ with p bits, shifted by 2 −(p+1) , so that D (p) is symmetric with respect to 1/2. Furthermore, we define the truncation operator T (p) via
i.e., the application of T (p) means rounding to a nearest element from D (p) . Let Y be a standard normally distributed random variable and let Φ denote the corresponding distribution function.
therefore belongs to U(R, p).
Theorem 1. Let µ denote the standard normal distribution. Then we have
Moreover,
Hence we show that
. . , 2 p , and let ϕ denote the density of the standard normal distribution. We have
Consider the case 2
Consequently,
where
for a > 0. By Lemma 8 from the Appendix we obtain lim sup
For every 2
Furthermore, this upper bound for A k is monotonically increasing in k, since Φ −1 is convex on [1/2, 1[. Therefore we consider the case k = 2 p . Put
for a > 0. By Lemma 9 from the Appendix we obtain lim sup
which completes the proof of the upper bound (10). Next we show
To this end we consider a random variable Y (p) with distribution in R(R, p) and defined on the same space as Y . Let x denote the essential supremum of Y (p) . We are going to consider two cases, at first we assume
Due to the monotonicity of Φ −1 we have
Lemma 9 from the Appendix yields g
we use Lemma 11 from the Appendix with a = 1 − 3 · 2 −(p+2) and b = 1 − 2 −(p+1) to conclude that
Together with the monotonicity of Φ −1 this leads to
This completes the proof of (13) . Combing (9), (10), and (13) yields (5) and (6) . For the proof of (7) we observe that
r is a convex function on [1/2, 1[ for r ≥ 1 with integral equal to 1 2 E |Y | r , and applying a midpoint rule to this function we get
which implies (8).
Remark 6. We compare Theorem 1 with the results from [30] , as discussed in Remark 3, for the standard normal distribution µ. Note that the measure corresponding to Φ −1 is absolutely continuous with respect to the Lebesgue measure on [0, 1]. Theorem 1 implies that c = ∞ in (2). Moreover, the order of convergence of rbit(µ, p) is only slightly better than the upper bound (3), which holds for every µ ∈ M(R) with finite moments of any order.
The optimal selection of support points x * k is given by the local averages of Φ −1 based on a uniform partition of [0, 1], see (1) with Ψ −1 = Φ −1 . In Theorem 1 we consider a slightly simpler construction, which still yields the same order of convergence of the Wasserstein distance, as we employ the values x k of Φ −1 at the midpoints for this partition. Both of these point sets are symmetric with respect to 1/2, and 
for m ∈ N 0 and k = 1, . . . , 2 m , where 
with convergence, e.g., in mean-square with respect to the L 2 -norm. Here Y 1 , Y 2 , . . . is an independent sequence of standard normally distributed random variables.
We define 
For ℓ ∈ N we consider a vector
of bit numbers. We define
is the approximation of Y i according to (4) . This approach, which is appropriate for the construction of multilevel algorithms, see Section 3, has been suggested in [12, p. 320] . Note that the distribution of B (ℓ,p) belongs to U(L 2 , |p|) with
Lemma 2.
We have
Theorem 2. Let µ be the distribution of a standard Brownian bridge
Then we have
Proof. We write p and p i instead of p(ℓ) and p i (ℓ), respectively, to simplify the notation. By definition,
for the specific choice of the bit numbers p i , Lemmata 1 and 2 yield
The explicit formula for |p| is easily verified by induction, and this completes the proof of the asymptotic upper bound (15) . On the other hand, (16) . Therefore the minimum of |p|, subject to the constraints (16) and (17) is only of the order 2 ℓ · ℓ.
Approximation of Gaussian Measures. In this section we consider a centered
Gaussian random element X that takes values in a separable Hilbert space (H, · H ) and has an infinite-dimensional support. The Karhunen-Loève expansion of X may be written as (18) with convergence, e.g., in mean-square with respect to the norm of H. Here (e i ) i∈N is an orthonormal system in H and (λ i ) i∈N is a non-increasing and summable sequence of strictly positive numbers, and Y 1 , Y 2 , . . . is an independent sequence of standard normally distributed random variables. We assume that (19) lim The analysis from the previous section extends to the case of Gaussian random elements in a straight-forward way. In contrast to the Lévy-Ciesielski representation the KarhunenLoève expansion may naturally be truncated after any number of terms. For m ∈ N we consider a vector
is the approximation of Y i according to (4) . Note that the distribution of X (m,p) belongs to U(H, |p|) with
Theorem 3. Let µ denote the distribution of the Gaussian random element X on H, and assume that (19) is satisfied. Then we have
Proof. We write p, p i , andp i instead of p(m), p i (m), andp i (m), respectively, to simplify the notation. Note that By definition,
First of all,
see (19) . Furthermore, Theorem 1 yields
uniformly in m ∈ N and p ∈ N m . For the specific choice of bit numbers p i we obtain
which completes the proof of (21).
On the other hand,
see, e.g., [18, p. 1581]
Approximation of the Distribution of a Scalar SDE. We consider a scalar autonomous SDE dX(t) = a(X(t)) dt + b(X(t)) dW (t), t ∈ [0, 1],
with a deterministic initial value x 0 ∈ R and a scalar Brownian motion W . Both, the drift coefficient a : R → R and the diffusion coefficient b : R → R are assumed to be differentiable with bounded and Lipschitz continuous derivatives. This yields, in particular,
Furthermore, we assume that b(x 0 ) = 0 in order to exclude the case of a deterministic equation. At first, we consider the random bit approximation of marginal distributions of X. To this end we consider the Milstein scheme based on the equidistant points
where m ∈ N. In terms of the normalized increments
the scheme reads as 
Let q ∈ N. The approximation
of the normalized increments, cf. (4), leads to the random bit Milstein scheme
We are going to employ results from [21] , which deals with the quantization problem. In the latter setting approximations Y (q) k to Y k with distributions in F(R, q) and error of order 2 −q are available, see Remark 7. However, the method of proof for Lemma 3 from [21] is immediately applicable in the present setting of random bit approximation, where we rely on Theorem 1.
Lemma 4 (Cf. [21, Lemma 3]).
uniformly in m, q ∈ N.
Remark 10. Let ν (q)
m denote the joint distribution of X 
Now we turn to the random bit approximation of the distribution of X on the space L 2 = L 2 ([0, 1]). We employ a piecewise linear interpolation together with a local refinement of the Milstein approximation on each of the subintervals [t k−1 , t k ]. To this end we consider the Brownian bridges
and we define
where t ∈ [t k−1 , t k ] and k = 1, . . . , m.
Lemma 5 ([21, Lemma 4]).
Finally we choose p(ℓ) according to (14) , and we define X
. This leads to c(m, q, ℓ) ), where
Lemma 6.
Proof. We closely follow the proof of m . This difference is split up into
and
see Lemma 4. Clearly |U 1 (t)| ≤ ∆, and therefore
The Lipschitz continuity of b yields
We use the independence of ∆ and (
It remains to consider the term U 3 . From (22) and (23) 
Moreover, 
which does not suffice for our purposes.
and c(ℓ) = c(m(ℓ), q(ℓ), ℓ). Then we have
Proof. We write m, q, and p instead of m(ℓ), q(ℓ), and p(ℓ), respectively, to simplify the notation. By definition,
Use Lemma 6 to derive
The explicit formula for c(ℓ) obviously holds true, and this completes the proof of the asymptotic upper bound (24) .
On the other hand, quant(µ, p) ≍ p −1/2 , see [6, Thm. 1.1]; the same asymptotic result for quantization is derived in [3, 19] under stronger assumptions.
Random Bit Quadrature with respect to Gaussian Measures
As in Sections 2.3 and 2.4 we consider a centered Gaussian random element X that takes values in an infinite-dimensional separable Hilbert space (H, · H ) . We define and analyze algorithms that use random bits for the approximation of
that are Lipschitz continuous with Lipschitz constant one, i.e.,
for all x, y ∈ H. For comparison we also consider algorithms that may use uniformly distributed random numbers from [0, 1] instead of random bits. Let Lip 1 denote the corresponding class of all such functionals f , and let µ denote the distribution of X on H. Of course, the output A(f ) of a randomized (Monte Carlo) algorithm A on input f ∈ Lip 1 is a random quantity, and therefore the worst case error of A on the class Lip 1 is defined by
Consider any increasing sequence
of finite-dimensional subspaces of H such that dim H n = n for n ∈ N, and putH = ∞ n=1 H n as well as H 0 = ∅. We suppose that a randomized algorithm may evaluate any functional f ∈ Lip 1 at any point x ∈H at cost n, if x ∈ H n \ H n−1 . Furthermore, algorithms are assumed to perform arithmetic operations with real numbers exactly and to evaluate elementary functions at unit cost. Finally, the algorithms have access to a random number generator at cost one per call, and here we distinguish two cases. If the generator provides random bits, we use the term of a restricted Monte Carlo algorithm. Otherwise, if the generator provides random numbers from [0, 1], the algorithm is called a Monte Carlo algorithm.
By cost(A, f ) we denote the cost for applying the randomized algorithm A to the functional f , which is defined as the sum of the cost associated to every instruction that is carried out. Observe that cost(A, f ) is a random quantity, analogously to A(f ), and therefore the worst case cost of A on the class Lip 1 is defined by cost(A, Lip 1 ) = sup
This cost model, which is called variable subspace sampling, is appropriate for quadrature problems on infinite-dimensional spaces, see [3] for details and for the mild measurability assumptions involved. The latter are obviously satisfied for the specific algorithms to be constructed below.
We are particularly interested in multilevel Monte Carlo algorithms, see [12] for a survey. At first we consider the setting from Section 2.4 with the natural choice of subspaces
It follows, in particular, thatH is a dense subspace of the support of µ. In the present setting of a quadrature problem with random bits we construct a multilevel algorithm as follows. Let L ∈ N be the maximal level of the multilevel algorithm. On every level ℓ = 2, . . . , L the algorithm involves a fine and a coarse approximation that are based on the first m = 2 ℓ and m = 2 ℓ−1 terms, respectively, of the Karhunen-Loève expansion of X. On level ℓ = 1 we only consider the fine approximation with m = 2 terms. The bit numbers that are used to approximate the random coefficients Y i of X are chosen according to Theorem 3. In this way we have two dimensions of discretization: the truncation level for the Karhunen-Loève expansion and the bit numbers for the approximation of the random coefficients.
Let N 1 , . . . , N L ∈ N be the replication numbers on the levels 1, . . . , L, and let X ℓ,j with ℓ = 1, . . . , L and j = 1, . . . , N ℓ denote independent copies of X. Recall the definition of p(m) ∈ N m and X (m,p(m)) according to Theorem 3. We study the multilevel Monte Carlo algorithm
) .
At first we show that this algorithm only requires L ℓ=1 N ℓ · |p(2 ℓ )| calls to the random number generator for random bits. Since the X ℓ,j are independent copies of X and since
. . , 2 ℓ−1 and ℓ ∈ N, it suffices to show that the joint distribution of X (m,p) and X (m,p) can be simulated using |p| random bits, where 1 ≤m ≤ m as well as
By definition we have
Combining (25) and (26) can be simulated using |p| random bits.
Theorem 5. Let µ denote the distribution of the Gaussian random element X on H, assume that (19) is satisfied, and let
as well as
Then the random bit multilevel algorithm
Proof. At first we consider the cost of A (ε) . Theorem 3 implies |p(2
In fact the number of calls to the random number generator for random bits is of this order, see the discussion directly before Theorem 5, and the same holds true for the number of arithmetic operations as well as for the cost associated to the evaluation of f . Observe that
and consequently that
Together with (27) this yields the asymptotic estimate for cost(A (ε) , Lip 1 ) as claimed. It remains to establish the asymptotic upper bound for the error of A (ε) . Observe that
. . , L, due to the Lipschitz continuity of f ∈ Lip 1 . From Theorem 3 we hence get sup
see (28) , and therefore e(A (ε) , Lip 1 , µ) ε as claimed.
The same analysis applies to the setting of a Brownian bridge X, as studied in Section 2.3. Here we employ a multilevel algorithm with the first 2 ℓ − 1 and 2 ℓ−1 − 1 terms, respectively, of the Lévy-Ciesielski representation of X for levels ℓ ≥ 2, and with only the first term for level ℓ = 1. Furthermore, the bit numbers are chosen according to Theorem 2. Theorem 5 holds true also in this case with β = 2 and α = 0.
In order to analyze the optimality of the random bit multilevel algorithm we consider the n-th minimal error for the random bit quadrature problem, which is defined by (Lip 1 , µ) . For β = 2 we have sharp bounds up to logarithmic factors, and, in particular, a superiority of Monte Carlo algorithms over restricted Monte Carlo may at most be present on the level of such logarithmic factors. For β > 2 the bounds are sharp only up to logarithmic factors and up to the presence of a lim sup in the lower bound for e n (Lip 1 , µ) . Note that for many infinite-dimensional quadrature problems the asymptotic behavior of minimal errors is only known up to logarithmic factors.
The lower bounds from Corollary 1 are also true, if every random bit algorithm is allowed to choose the hierarchy of subspaces H n on its own and, roughly speaking, without any restriction on the randomness that algorithms are allowed to use. Furthermore, the general situation of a Banach space is considered in [3] . The upper bound from Corollary 1 improves the upper bound from [3, Thm. 10] in terms of powers of ln(n) or ln(ln(n)), if β = 2 or α ≥ 1; the bounds do coincide in the remaining cases. For simplicity of the presentation we omit the details; instead we refer to [3] . Proof. The mean value theorem yields the existence of m ∈ ]a, b[ such that
The statement is now an immediate consequence of Lemma 10.
