In this paper, image deblurring and denoising are presented. The used images were blurred either with Gaussian or motion blur and corrupted either by Gaussian noise or by salt & pepper noise. In our algorithm, the modified fixed-phase iterative algorithm (MFPIA) is used to reduce the blur. Then a discrete wavelet transform is used to divide the image into two parts. The first part represents the approximation coefficients. While the second part represents the detail coefficients, that a noise is removed by using the BayesShrink wavelet thresholding method.
Introduction
Digital image processing deals with many operations such as image compression, image edge enhancement, blurred image restoration, and noise removal from images.
Image restoration methods are used to improve the appearance of an image by application of a restoration process that uses a mathematical model for image degradation.
It is assumed that the degradation model is known or can be estimated. The idea is to model the degradation process and then apply the inverse process to restore the original image [1] .
When noises are found on images, the bad data will be found . It should be noted that signals do not exist without noise while working with data obtained from the real world. Under ideal conditions, this noise may decrease to some negligible levels, while in many practical cases, the signal to noise ratio should be increased to some significant levels, that for all practical purposes denoising is a necessity [2] .
Two words must be distinguished , "smoothing " and "denoising". Whereas smoothing removes high frequencies and retains low frequencies, denoising attempts to remove whatever noise present and retain all signal components present regardless of the frequency content of the signal [3] .
System Model
The degradation process model consists of two parts, the degradation function and the noise function. The general model in the spatial domain follows [1] : 
Blurring Models
The types of blurring are [4, 5] :
i. Gaussian Blur
The Gaussian blur can be generated by the following filter:
The number of selected pixels and the deviation sigma ( σ ) can be modified in order to control the Gaussian blurring degree on the image.
ii. Motion Blur
In motion blur, the number of selected pixels to be shifted and the angle 2013 of shifting (θ) (shifting direction) can be changed [5] .
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Noise Models
In the image denoising process, information about the type of noise present in the original image plays a significant role. Typical images are corrupted with noise modeled with either a Gaussian, or salt and pepper distribution [1, 5, 6] :
Gaussian noise is evenly distributed over the signal. This means that each pixel in the noisy image is the sum of the true pixel value and a random Gaussian distributed noise value. As the name indicates, this type of noise has a Gaussian distribution, which has a bell shaped probability distribution function given by
where g represents the gray level, m is the mean or average of the function, and σ is the standard deviation of the noise ( 
ii. Salt and Pepper Noise
Salt and pepper noise is an impulse type of noise, which is also referred to as intensity spikes [1] . This is caused generally due to errors in data transmission. It has only two possible values, a and b . The probability of each is typically less than 0. 
Wavelet-based Denoising

Algorithm
The general wavelet denoising procedure is as follows [7] :
(1) Apply wavelet transform to the noisy image to produce the noisy wavelet coefficients. 
Wavelet Thresholding
Wavelet thresholding is the decomposition of a data or an image into some wavelet coefficients, comparing the detail coefficients with a given threshold value, and shrinking these … 1 , 2013 coefficients close to zero to take away the effect of noise in the data.
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During thresholding, a wavelet coefficient is compared with a given threshold and is set to zero if its magnitude is less than the threshold; otherwise, it is retained or modified depending on the threshold rule. and soft-thresholding types [8] .
Hard Thresholding
The hard-thresholding (T H ) can be defined as [8] :
In hard thresholding, all coefficients whose magnitudes are greater than the selected threshold value remain as they are and the others with magnitudes smaller than or equal are set to zero.
Soft Thresholding
The soft-thresholding (T S ) can be defined as [8] :
In soft thresholding, all coefficients whose magnitude is greater than the selected threshold value, a signum function returns the (+1) value when the image coefficient exceeds the preset threshold, returns a(0) when it equals the preset threshold and returns a (-1) when it falls below the threshold. And the others with magnitudes smaller than or equal threshold value are set to zero.
In practice, it is well known that the soft method is much better and yields more visually pleasant images. That is because the hard method is discontinuous and yields abrupt artifacts in the recovered images [9] . thresholding may seem to be natural, the continuity of soft thresholding has some advantages. It makes algorithms
mathematically more tractable [10] . Some times, pure noise coefficients may pass the hard threshold and appear as annoying 'blips' in the output. Soft thresholding shrinks these false structures [11, 12, 13] .
In fact, since many optimal threshold values were derived for the purpose of soft thresholding, it is a common practice to simply set the optimal hard threshold value to be twice that of the optimal soft threshold .The relationship between the optimal values of hard and soft thresholding can be defined as [6] :
So in this paper, soft thresholding will be calculated and then hard thresholding can be calculated by applying Eq. (7) .
BayesShrink Wavelet Thresholding
The goal of this method is to minimize the Bayesian risk, and hence its name, BayesShrink [14] . In BayesShrink the threshold for each subband will be determined. It uses soft thresholding and is subband-dependent, which means that thresholding is done at each band of resolution in the wavelet decomposition. It is smoothless adaptive [14] .
The Bayes threshold, BS t , is defined as [1 ,11, 14] : ... (7) ...(8)
... (10) ... (11) ... (12) ... (13) 2013 Zho Ren Feng and Zhou Hui in the fixed phase iterative recovery algorithm of blurred images which states that the phase spectrum of the original clear image is the same as that for the blurred image [15] . The other concept is presented in the derivation and analysis of Slepin method [16] .
In this algorithm, supposes that there is no noise effect n(r,c)=0, so that:
The MFPIA algorithm is carried out by implementing the following tasks:
(1) For the first iteration , set f 0 (r,c) = Transform (FFT -1 ) must be bigger than 2M 2 to ensure that the recovery is done perfectly [16] :
in magnitude and phase forms:
The phase replacing process should take place here, i. e.,
can be obtained, and since f p+1 (m) is a If the restored image quality is not good the iteration is repeated from step2 [16] .
The Proposed Algorithm
The present algorithm will introduced to be able to restore noisy blurred images. It can be manipulate blurring only without noise, because the noise lies at high frequencies. The wavelet transform will be used to distinguish between the low frequency components and high ... (15) ... (19) ... (20) ... (17) ... (18) 2013 frequency components and then it is assumed that there is no effect of noise at low frequencies. 
.(21)
and
Then the new sequence F p+1 (k) is obtained as: 
Discussion
After image processing (restoration), the need to know how much the restored image is compatible to the original image, in other words whether the restoration process is effective or not.
i. Objective Fidelity Criteria
These criteria are borrowed from The RMS can be defined as [6, 17, 18] : Another related image quality measure is the Peak Signal to Noise Ratio (PSNR), which is inversely proportional to the RMS, its units are in decibels (dB) and is formally defined by [6] : 
ii. Correlation Factor
Correlation factor (Cor) measures the similarity between two images and can be defined as [22] : height of the two images, and C: width of the two images.
Results
The application of the presented algorithm will be tested. The images under test will be blurred by two types of blurrings: (8) denoted as " db8 ".
These filters are found to be appropriate for excellent restoration for all images [8] .
The images are degraded with Gaussian blur where the value of (σ) will be chosen equal to 2 with the number of 
Lena Original image RiceOriginal image
The objective fidelity criteria is used to find SNR, PSNR and RMS , the correlation factor is calculated to compare among the images which were corrupted (with noise and blurring) and the original one. Also this factor is calculated to compare between the restored image are "Lena" and "Rice", which are the original images are shown in Figure 2 .
These images are restored by using our algorithm and hard, soft thresholding.
In Tables [1, The presented tables, may conclude that our algorithm has good candidates for the restoration of noisy blurred images.
All values have SNR,RMS and PSNR good
enough results limited ranges.
Conclusion
The main advantage of our algorithm is the deblurring process is not needed of PSF deformation. MFPIA using DWT will not be iteratived algorithm because the best results will be obtained for one 
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