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Abstract— In this paper we describe a novel local algorithm
for large statistical swarms using harmonic attractor dynamics,
by means of which a swarm can construct harmonics of the
environment. This in turn allows the swarm to approximately
reconstruct desired structures in the environment. The robots
navigate in a discrete environment, completely free of localization,
being able to communicate with other robots in its own discrete
cell only, and being able to sense or take reliable action within a
disk of radius r around itself. We present the mathematics that
underlie such dynamics and present initial results demonstrating
the proposed algorithm.
I. INTRODUCTION
Statistical methods in swarm robotics has been studied
extensively [3]. However, most of the past research has
focused on a diffusion-based model where swarms diffuse
in an environment while attaining coverage [4] or making
estimations [10, 6]. Particle dynamics (microscopic model)
in such problems constitute of a Gaussian kernel around a
robot’s current location, according to which the robot either
re-samples its new location or updates its weight.
This paper is a first attempt towards developing local
behaviors of robots (kernels) that would allow the construction
of structured information at a global scale contained in the
robot swarm, and hence the environment. The key innovation
in doing this is to develop new dynamics (harmonic attractor
dynamics represented by novel kernels) that can manifest itself
in weights carried by the robots in the swarm, and hence
be able to construct stable patterns in spatial distribution
of the weights (the harmonics of the environment). While
weighted Monte-Carlo methods have been extensively used in
the past [5, 7, 11], they have mostly been used for estimation
and sensing.
The key assumptions behind this work are:
1) No localization: There is no global localization and the
robots in the swarm do not have odometer that would
allow them to reliably infer their locations in the global
space. If a robot takes an action to move to a new
location, the action can be reliably executed only if
the new location is within a radius of ra of its current
location.
2) Local behavior: The robots can communicate with other
robots in a small neighborhood (within a radius rc) and
can sense presence of boundaries/obstacles only locally
(within a limited radius of rb around itself).
3) No central coordination: There is no global or central-
ized coordination that can decide and assign tasks to the
robots online. The robots can only have fixed, local, pre-
determined behaviors described to them at the beginning.
1 In this paper we consider a discretized representation of
the environment and construct a Markov chain model on
it, instead of the usual continuous model of environments
traditionally used for statistical swarms. Kernels in such a
discrete model constitute of local actions that are taken relative
to a robot’s current location, and do not, in general, depend
on robot’s position in the environment (unless the robot senses
an obstacle/boundary within a radius of rb). While statistical
swarms have been used in discrete or Markov chain models
of environments [1, 2], past research in this area has relied on
an underlying assumption of global localization of the robots,
which we do not require in the present paper.
II. BACKGROUND
A. Markov Chain
In this paper we will consider a discrete representation of
an environment. For illustration we will use a line segment
environment discretized into n “cells” (Figure 1(a)). However
the theory generalizes naturally to planar environments as well.
We construct a Markov Chain [8] where every state cor-
responds to a discrete cell in the environment. The set of
states (cells) is denoted S = {x1, x2, · · · , xn}. For a robot
residing on a particular cell, it can take an action to move
to a neighboring cell, with associated transition probabilities.
For example, one can consider the case of a robot navigating
on a line segment (Figure 1(a)), where, if the robot is at
xi(i 6= 1, n), in the next time step it moves to xi−1 or xi+1
with equal probability of 0.4, while it remains in xi with
probability of 0.2. The states that have only one adjacent state
(the boundary states x1 and xn), the transition to the adjacent
state happens with a probability of 0.8, where the robot stays
at its previous state with probability 0.2. This dynamics can
be described using a sparse transition probability matrix, P
(Figure 1(b)), in which the element Pij gives the probability
that a robot at xj transitions to xi at the next time step. As
a consequence, each column of P needs to add up to 1 (such
matrices are referred to as stochastic matrices).
1For the purpose of this paper we will choose ra = rb = r and rc = 1.
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(a) Markov chain model for a robot navigating along a line segment
of length 5, discretized into five segments of unit length, each
corresponding to a state.
P =

0.2 0.4 0 0 0
0.8 0.2 0.4 0 0
0 0.4 0.2 0.4 0
0 0 0.4 0.2 0.8
0 0 0 0.4 0.2

(b) Corresponding transition probability matrix.
λ1 = 1.00, pi1 = [0.12, 0.25, 0.25, 0.25, 0.13]
T
λ2 = 0.77, pi2 = [−0.19,−0.27, 0.00, 0.27, 0.19]T
λ3 = −0.60, pi3 = [−0.12, 0.25,−0.25, 0.25,−0.13]T
λ4 = −0.37, pi4 = [−0.19, 0.27, 0.00,−0.27, 0.19]T
λ5 = 0.20, pi5 = [0.19,−0.00,−0.38, 0.00, 0.19]T
(c) Eigenvalues and eigenvectors of P . Notice that the eigenvalue with
the highest magnitude is λ1 = 1, and the corresponding eigenvector
is the only one that has all positive entries.
1 2 3 4 5
-0.4
-0.2
0
0.2
0.4
(d) Eigenvector pi1.
1 2 3 4 5
-0.4
-0.2
0
0.2
0.4
(e) Eigenvector pi2.
1 2 3 4 5
-0.4
-0.2
0
0.2
0.4
(f) Eigenvector pi3.
1 2 3 4 5
-0.4
-0.2
0
0.2
0.4
(g) Eigenvector pi4.
1 2 3 4 5
-0.4
-0.2
0
0.2
0.4
(h) Eigenvector pi5.
Fig. 1: An illustrative example of a Markov Chain, the transition probability matrix, and its eigen-spaces. (d)-(h): The
eigenvectors (L1-normalized) of P constitute harmonics of the space with respect to the Markov chain. (The positive bars are
colored blue, while the negative bars are colored red, just for visualization.)
A probability distribution over the states is represented as a
column vector, ρ = [ρ1, ρ2, · · · ρn]T , such that the probability
of finding a robot in state xi is ρi (sometimes we will use
the equivalent notation ρ(xi) = ρi for convenience). The
probability distribution itself is a dynamical variable that
evolves with time (placed in the superscript of ρ) according
to the dynamics,
ρ(t+1) = P ρ(t), t = 0, 1, 2, · · · (1)
For example, in the example of Figure 1(a), if the robot starts
at x1 at t = 0 (i.e., ρ(0) = [1, 0, 0, · · · , 0]T – Figure 2(a)), in
the next time step it can be either at x1 or x2 with probability
0.2 and 0.8 respectively (Figure 2(b)). This is validated by the
fact that ρ(1) = Pρ(0) = [0.2, 0.8, 0, 0, · · · , 0]T .
B. Steady-state Distribution
It is easy to observe that the Markov chains as described
are irreducible (every state can be reached from another state
vis some path) and aperiodic (for any given positive integer,
τ , the robot has a non-zero probability of returning back to its
starting state exactly after time τ ). With these assumptions, the
convergence of the dynamics (1) for any initially chosen ρ(0)
is guaranteed by the property of a Stochastic matrix that its
eigenvalue of maximum magnitude is 1 and the corresponding
eigenspace is one-dimensional (a consequence of the Perron-
Frobenius theorem). This guarantees that the component of
ρ(0) in the direction of the eigenvector corresponding to the
unit eigenvalue survives, while the components in the direction
of any of the other eigenvector (corresponding to eigenvalues
with magnitude less than 1) go to zero due to the dynamics
(1).
Let’s denote the eigenvector of P corresponding to the
eigenvalue of λ1 = 1 by pi1. The other eigenvalues (with
magnitude less than 1) and corresponding eigenvectors will be
denoted by λ2, λ3, · · · , λn and pi2, pi3, · · · , pin respectively. 2
The above discussion implies the following limit result
lim
t→∞ P
t ρ(0) = pi1 (2)
for any initial probability distribution ρ(0). Note that
pi1 = Ppi1 (3)
is the eigenvector of P corresponding to eigenvalue 1. This
distribution, pi1, is known as the steady-state or stationary
distribution of the Markov chain.
We introduce the following two terminologies for future
reference:
Definition 1 (Harmonics of the Markov Chain): The
eigenvectors, pi1, pi2, · · · , pin, of P will be referred to as
harmonics of the space with respect to the Markov chain.
Clearly they form a basis for Rn. However, only pi1 has a
physical interpretation of being a probability distribution (the
steady-state distribution), since all other eigenvectors have
negative entries and do not add up to unity.
2A notational disambiguation: Since pii is itself a vector, we will denote
the element of pii corresponding to the location xj as pii,j .
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(a) Probability distribution at t = 0.
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(f) ρ(50). Converged to pi1.
Fig. 2: The dynamics of probability distribution on the Markov
chain of Figure 1. The distributions, ρ(t) = P tρ(0), changes
with t and converges to the eigeenvector pi1 of P .
[P.S.: This terminology is motivated by the natural re-
semblance of the eigenvectors to harmonics or the shape of
standing waves (Figure 1(d)-1(h)).]
Definition 2 (Attractor of a Dynamics): Since the dy-
namics of equation 1 always converges to the distribution pi1
(or a scalar multiple thereof), we say that the dynamics of P
is attracting with the unique attractor pi1.
An illustration of the convergence to the limit (2) is shown
in Figure 2, where, starting with a distribution ρ(0) in which
all the particle are located at x1, the distribution eventually
converges to pi1.
C. The Monte-Carlo Perspective
The Monte-Carlo method [5] considers an ensemble of
robots that make transitions according to the transition proba-
bility matrix, P . Unsurprisingly, if the robots in the ensemble
move around according to the transition probabilities in P ,
their eventual distribution will converge to that of the steady-
state distribution, pi1. This is illustrated in Figure 3(c)-3(f)
using 20000 robots navigating on a line segment with 20 states
and the same transition probabilities as in Figure 1(a).
The Local Nature of the Markov Chain and the Monte-
Carlo Algorithm: One of the key features of a Markov
chain described as above and the corresponding Monte-Carlo
algorithm is its local nature – wherever a robot is in its state
space, it needs to transition only to a neighboring state, and the
probabilities of transition do not depend on absolute location
of its current or the neighboring states – the probabilities
depend only on the relative location of the neighboring state
with respect to the current state (except for states that are close
to the boundaries). This makes a Markov chain description of
robot navigation important in absence of localization – the
robot may not know what its current state xi is, but it can still
identify the neighboring states xi−1 and xi+1 to move to with
designated probability that are independent of the absolute
position of the robot. The exception is only at the boundaries
where the transition probabilities can be different, and hence
a robot needs to be able to sense the presence of a boundary
and adjust its behavior accordingly.
The local nature of the transition probabilities is reflected
in the matrix P by the fact that it’s a multi-diagonal matrix
(a tri-diagonal matrix for the examples in Figure 1(b) or
3(a)) and the columns of P are vertically shifted versions of
each other (except for the boundary columns, where, once
again, the boundary effects are manifested). The non-zero
entries in each column of P will be referred to as Kernel
of the dynamics of the particles. Thus, for the matrix in
Figure 1(b), the Kernel for particles far from the boundaries
consist of [· · · , 0.4, 0.2, 0.4, · · · ]T , where “· · · ” represent the
appropriate number of zeros depending on the particle’s po-
sition. Of course at the boundaries the Kernels are different
([0.2, 0.8, · · · ]T and [· · · , 0.8, 0.2]T for the P in Figure 1(b)).
We introduce the following notation: We assign a differ-
ential/relative index of 0 for the position that represents the
current state, and differential indices −1 and 1 to the two posi-
tions adjacent to the current state, and so on. Thus, the kernel
vector will be represented as K∗ = [· · · , k−1, k0, k1, · · · ]T .
Thus in the example of 3(a), for the kernel K∗ away from the
boundary, k0 = 0.2, k±1 = 0.4 and kδ = 0 ∀|δ| > 1. We
define the radius of the kernel, r = max({|δ| ∣∣ kδ 6= 0}). If
the state under consideration is a boundary state, b, we will
write the corresponding kernel vector as Kb.
1) Monte-Carlo with Weights: In the above description of
the Monte-Carlo algorithm, the robots distribute themselves
into an approximate number density of g = Npi1 (where N
is the number of robots). Very often in Monte-Carlo methods
one assigns weights to the robots as well [11, 7], and updates
them based on the transitions that the robots make. This serves
as a means of estimating a distribution auxiliary to the density
distribution.
In such a setup, one defines a n×n transition weight update
matrix, W , with entries Wij , which gives the factor by which a
particle’s weight is to be multiplied when it makes a transition
from state xj to state xi. The following simple observation is
vital:
Proposition 1: If the robots in a Monte-Carlo algorithm
transition according to transition probability matrix Q, and
uses a transition weight update matrix W to update their
weights, then the vector of aggregated weights in the states,
w = [w1, w2, · · · , wn]T , follow the dynamics
w(t+1) = (W ◦Q)w(t)
Kernel, K1, for 
robots at the 
left-most state
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… … … … 
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position
(a) The P matrix for n = 20.
(b) The corresponding eigenvector, pi1.
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(c) Robot distribution at t = 1.
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(f) Robot distribution at t = 500.
(c-f): Unweighted Monte-Carlo algorithm using 20000 robots, with robots transitioning
according to the transition probability matrix, P . The green dots shown below the
particle histograms is purely for visualization, with each green dot representing 10
robots. Note how the distribution (proportion of robots in the different states) converges
to pi1.
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(g) Aggregated weights at t = 1.
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(h) Aggregated weights at t = 10.
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(i) Aggregated weights at t = 1.
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(j) Aggregated weights at t = 1.
(g-j): Monte Carlo algorithm using 200000 robots with weights. Robots transition according to uniform transition probability matrix, U .
But they update their weights according to transition weight update matrix W = nP . The bar plot shows the sum total of weights on the
robots in each state (the aggregated weight vector w). Each blue/white dot below represent 100 robots, and the color of the dots represent
the weights (darker is weight close to 1.0, while lighter is weight close to 0). At t = 0 the robots strt at x1, each with a weight of 1.0.
Note how at t = 1 robots have already distributed themselves uniformly across all the states, although the aggregated weights haven’t. The
aggregated weights (normalized by the total weight across all states) eventually converge to to pi1.
Fig. 3: Monte-Carlo algorithm for robot swarm navigating on a line segment represented as a Markov Chain with 20 states.
(c-f): The unweighted version, and, (g-j): the weighted version. In both the cases all the robots start at state x1 (left-most state)
at t = 0. In the weighted version the initial weight on each particle is 1.
where ‘◦’ indicate a Hadamard product or an element-wise
product.
Proof: Suppose at time t the distribution (proportion)
of the robots in the different states is ρ(t). Likewise, suppose
w(t) is the average weight per particle in the different states
(so that the aggregated weight, w(t)i = w
(t)
i ρ
(t)
i , for state xi).
At the next time step, the expected number (proportion) of
robots entering sate xi from state xj is Qijρ
(t)
j . Each of those
particle, on an average will bring in weight Wijw
(t)
j into state
xi. Thus, at time t+ 1, the aggregated weight in state xi will
be w(t+1)i =
∑
jWijw
(t)
j Qijρ
(t)
j =
∑
j(WijQij)w
(t)
j .
Based on the above, we can choose the transition probability
matrix, Q, to be equal to the the uniform probability matrix,
U (which is a matrix in which all the entries are equal to
1/n), and choose the transition weight update matrix, W , to
be equal to nP . In doing so, the dynamics of the aggregated
weight vector, w, becomes indistinguishable from the earlier
dynamics of the probability distribution in (1):
w(t+1) = (W ◦Q)w(t) = (nP ◦ U)w(t) = Pw(t) (4)
Thus in the weighted version of the Monte-Carlo algorithm,
the probability transition matrix is chosen to be uniform, but
every time a robot makes a transition to state i from state
j, it multiplies its own weight (a real number maintained by
the robot) by nPij . For a large number of robots, due to (4),
this ensures that the eventual distribution of the aggregated
weights, w, converges to a scalar multiple of pi1. This is
illustrated in Figures 3(g)-3(j).
Just as before, the columns of the transition weight update
matrix, W = nP , are use to define the kernel vectors – K∗
for state away from boundary, Kb for a boundary state b.
The overall algorithm that a particle follows in performing
a transition is summarized below:
Algorithm 1: Individual Robot Algorithm
in Weighted Monte-Carlo
1
Detect (sense) if there is a boundary in the neighbor-
hood. If so (say the robot is in boundary cell b),
choose the boundary kernel Kb, otherwise choose
the generic kernel K∗.
2 Choose an action that will transition the robot to a
location δ relative to robot’s current state.
3
Transition using the chosen action. If successful,
multiply own weight with kernel entry kδ (which
is zero if the action is larger than the radius r of
the kernel).
4
Communicate with other robots inside the new state
and compute average weight of the robots in that
state. Set own weight to the average value.
The last step (average weight computation within a state)
is necessary to smoothen noise and ensure that the dynamics
(4) of the weights hold.
Remark on local nature of the algorithm: Although in
the weighted version of the Monte-Carlo algorithm robots
do not transition according to the Markov chain’s transition
probability matrix, P , as far as the aggregated weights are con-
cerned, its dynamics is indistinguishable from the dynamics of
robot distribution in the unweighted case. Furthermore, even
though the robots can make larger transitions (according to the
uniform transition probability matrix, U ), the local nature of
the Monte-Carlo still holds since the transition weight update
is non-zero only if the robot transitions to one of the neighbors
(corresponding to the non-zero elements in the kernel) – longer
jumps to distant states do not require the robot to sense its
surroundings (for kernel determination) or make non-trivial
updates to its weights – it simply multiplies its weight by
zero (i.e. set it to zero).
The advantage of the weighted Monte-Carlo over the un-
weighted version is that the weights in the weight matrix,
W , need not in general satisfy the properties of a Stochastic
matrix. In fact one can consider a weight matrix, the columns
of which do not add up to unity, and some of the entries can
even be negative. None of these violate Proposition 1, and
hence the dynamics of the aggregated weight vector, (4), still
holds true. We will exploit this key observation in the next
section.
III. HARMONIC ATTRACTOR DYNAMICS
As described earlier, the stable/attractor eigenvector of the
dynamics of the stochastic matrix, P , and hence the weight
matrix W = nP , is pi1 – the eigenvector corresponding to
eigenvalue 1 of P . We now construct a different set of matrices
whose attractors are the other harmonics of the Markov Chain
(i.e., the other eigenvectors of P ).
Proposition 2 (Harmonic Attractor Dynamics):
Suppose P is a stochastic matrix with eigenvalues
λ1, λ2, · · · , λn (with λ1 = 1, |λi| < 1, i 6= 1) and
corresponding eigenvectors pi1, pi2, · · · , pin. If f(u) is a
polynomial in u with f(0) = 1 and |f(λi−λa)| < 1, ∀i 6= a,
then the eigenvectors of Ma = f(P − λaI) are the same
eigenvectors pi1, pi2, · · · , pin, with eigenvalue corresponding to
pia equal to 1, and the magnitudes of all the other eigenvalues
less than 1. Thus the dynamics v(t+1) = Mav(t) always
converges to pia.
Proof: Since pii is an eigenvector of P with eigenvalue
λi, we have
(P − λaI)m pii = (P − λaI)m−1(Ppii − λaIpii)
= (P − λaI)m−1(λipii − λaIpii) = (λi − λa)(P − λaI)m−1 pii
= (λi − λa)2(P − λaI)m−2 pii = · · · = (λi − λa)m pii
Since f is a polynomial, we thus have f(P−λaI)pii = f(λi−
λa)pii. Thus, pii, i = 1, 2, · · · , n are eigenvectors of f(P −
λaI) with eigenvalues f(λi − λa).
Examples of such polynomials:
Second order: f(u) = 1− β+1∆2a u
2 (5)
Fourth order: f(u) = 1− 3(β+1)∆2a u
2 + 2(β+1)∆4a
u4 (6)
where ∆a = maxi |λi − λa| and |β| < 1 is a parameter. We
can even choose to have different f for computing the different
Ma (for example, f(u) = 1+u is sufficient when a = 1 since
−2 < λi − λ1 < 0, i 6= 1).3
From a convergence rate and numerical stability standpoint,
convergence is attained faster in the dynamics of Ma when the
magnitudes of eigenvalues f(λi−λa) are farther from 1 (since
then the components of w along the eigenvectors other than pia
will decay faster). Thus, for computing Ma using a general
order-r polynomial, f(u) = 1 + κ1u + κ2u2 + · · · + κrur,
the coefficients, κ = {κ1, κ2, · · · , κr}, can be computed by
solving the following optimization problem
κ∗ = argminκ
(
max
i 6=a
f(λi − λa)
)
s.t. − β ≤ f(λi − λa) < 1−  (7)
where −1 < β ≤ 1 is a parameter and 0 <   1 is a
very small positive number. This is a nonlinear optimization
problem, and can be solved using sequential quadratic pro-
gramming [9]. For all practical purposes we choose β = 0 to
ensure that all the eigenvalues of Ma are positive (in order to
avoid oscillations).
A. Monte-Carlo with Ma as Transition Weight Update Matrix
If we use uniform transition probabilities, U , as before, and
use W = nMa as the transition weight update matrix, then
by Proposition 1 the dynamics of the vector of aggregated
weights, w, is governed by
w(t+1) = (nMa ◦ U)w(t) = Maw(t)
3Non-polynomial examples include e(P−λaI)
2
, but they break the local
nature of the Monte-Carlo algorithm, as discussed later.
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(a) The harmonic/eigenvector, pi5, of the
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(b) The matrix M5 computed using a 4th order poly-
nomial, f . Blue: positive values, red: negative values,
white: zero. Note that the radius of the kernel is 4.
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(c) Aggregated weights at t = 1.
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(c-f): Monte Carlo algorithm using 200000 robots with weights, all starting at x = 1 at
t = 0. Robots transition according to uniform transition probability matrix, U . But they
update their weights according to transition weight update matrix W = nM5. The bar
plot shows the aggregated weight vector w. Each dot below represent 100 robots, with
the color of the dots indicating the weights (red: negative, blue: positive, lighter: lower
magnitude, darker: higher magnitude). The aggregated weights (when normalized by
the total weight across all states) eventually converge to to pi5.
Fig. 4: The dynamics of M5 (computed using (6), with β = 0.7) has the harmonic pi5 as attractor.
This implies that the aggregated weight vector, w, will con-
verge to (a scalar multiple of) the harmonic pia. This is
illustrated in Figure 4, where we choose the same Markov
chain with 20 states as in Figure 3, but the dynamics is that
of M5.
B. Local Nature of Weighted Monte-Carlo withMa Dynamics
The advantage of having a rth order polynomial for f is that
the resulting matrix, Ma = f(P − λaI), has non-zero entries
for transitions within a radius of r of the robot’s current state.
Since the highest power of P in f(P −λaI) is r, the element
in the position (i, j) in matrix Ma can be non-zero if only if
states xi can be reached from state xj in at most r hops in
the Markov Chain whose transition probability matrix is P .
Thus the kernel K∗ of the dynamics of Ma has a radius
of at most 2r + 1, which is the same kernel for all the states
except for boundary states, b, where the kernel is Kb. Thus,
if the order of the polynomial f is r, then the robot needs
to be able to sense within a disk of radius r around itself, in
oder to determine if it needs to use a boundary kernel (if a
boundary state is sensed in that disk), otherwise it uses the
generic kernel K∗ to update weight upon taking an action.
[Note: Here, by “disk of radius r”, we mean the states that
are within r hops in the Markov chain.]
C. Conservation Principal and Initial Weight Choice
As in case of both the dynamics of P and Ma, the
aggregated weight vector w converges to a scalar multiple
of the dynamics’ attractor harmonic. This is because the 1-
dimensional vector space spanned by the attractor harmonic
constitutes the eigenspace corresponding to the eigenvalue of
1. The following proposition gives the recipe for choosing the
right initial weights for the particles in order to ensure that
the final converged weight is as desired.
Proposition 3 (Conservation of Weight Projection):
Suppose Ma is a matrix with eigenvectors pi1, pi2, · · · , pin and
corresponding eigenvalues λ1, λ2, · · · , λn such that λa = 1
and |λi| < 1, i 6= a. The dynamics w(t+1) = Maw(t)
converges to limt→∞ w(t) = capia, where
ca =
w(0) · pia
‖pia‖2
where, ‘·’ is the vector dot product, and ‘‖ · ‖’ is the vector
2-norm. Furthermore, the projection of w(t) in the eigenspace
spanned by pia remains conserved. That is, w(0) · pia = w(1) ·
pia = · · · = w(t) · pia = · · · . [Note: Here we do not assume
that the eigenvectors are L2 normalized.]
Proof: The proof follows by decomposing the initial
aggregated weight vector into components along the different
eigen-directions: w(0) = c1pi1+c2pi2+· · ·+capia+· · ·+cnpin,
and thus observing that w(t) = c1λt1pi1+c2λ
t
2pi2+· · ·+capia+
· · ·+ cnλtnpin.
Conversely, if the desired final/converged aggregated weight
vector is capia, then we need to choose the initial vector w(0)
such that w(0) · pia = ca‖pia‖2.
IV. 2-DIMENSIONAL ENVIRONMENTS AND STRUCTURE
CONSTRUCTION
For the purpose of this paper, a 2-dimensional environment
is discretized into an uniform grid, and the Markov chain is
such that for a cell with all available neighbors (Figure 5(i)),
the probabilities of vertical or horizontal transitions are 0.14,
the probabilities of diagonal transitions are 0.1, and the prob-
ability of transitioning to the same state is 0.04. In case one
or more of the neighboring states are unavailable (obstacles or
boundary), the freed-up probability gets uniformly distributed
among the remaining neighbors (Figure 5(ii)).
0.14
0.14
0.140.14
0.1 0.1
0.1 0.1
0.04
0.187
0.1870.187
0.133
0.133 0.133
0.04
(i) (ii)
Fig. 5: Markov chain for a grid representation of a 2-
dimensional space. Left: When all neighbors are free. Right:
An example where some of the neighbors are occupied.
As before, if there are n states, the matrix P is n× n with
entries in it being non-zero only if it corresponds to transition
between two neighboring states. The matrices of the harmonic
attractor dynamics, Ma, assuming f is an order-r polynomial,
has non-zero elements corresponding to transitions that are at
most r hops in the Markov chain. We, in particular, choose
4th order polynomials computed through the optimization (7).
The overall algorithm in deploying the swarms consists of
the following steps:
target reconstructed image
(a) 29 out of 120 har-
monics constitute a tar-
get shape (blue).
Aggregated amplitudes (un-processed). file: outfiles/particle_data_1000.mat. Log range: [-1.950078, -1.564793]
(b) The total aggregated
weight of the robots in
the swarms across all the
harmonics.
Thresholded amplitude. file: outfiles/particle_data_1000.mat.
(c) The robots threshold
the local weights to re-
construct desired struc-
ture.
Fig. 6: Approximate construction of an annular shape in an
obstacle-free environment using 29 groups/swarms of robots,
each constructing one of the constituent harmonics.
Algorithm 2: Deployment of Large Statistical
Swarms For Structure Construction
1
Compute the harmonics, pi1, · · · , pin of a given space
and decompose the desired shape, wdes, into con-
stituent harmonics. Choose the best p percentile
of the harmonics (ordered by the coefficients of
the L2-normalized harmonics in the decomposition)
to approximate wdes ' cα1piα1 + cα2piα2 + · · · +
cαdnpepiαdnpe (top row of Figure 7(d), Figure 7(c)).
2
For each of the constituent harmonics, piαh , assign a
swarm, Sαh , constituting of N robots. The robots
in Sαh are equipped with / informed of the Kernels
of Mαh . Assuming all robots start at state s, assign
initial weights of cαh‖piαh‖
2
Npiαh,s
to each robot in Sαh .
3
Individual robots in Sαh follow Algorithm 1, while
communicating only with the robots in Sαh that are
present in its current state (columns of Figure 7(d)).
Continue until convergence is attained (average
aggregated weights of robots in Sh stabilizes).
4 Upon attaining convergence, perform environment-
wide rescaling of weights to match coefficients cαh .
5
In each state, i, robots of all the swarms commu-
nicate to compute the total aggregated weights wi
(Figure 7(e)). Robots hold position in states where
the aggregated weight is above a threshold, τ ,
otherwise they leave the environment (Figure 7(f)).
The step 4 (rescaling) is necessary since the aggregated
weight maintained by the swarm, Sa, encounter dissipations
due to the finite number of robots in the swarm. Thus, upon
attaining convergence, w(t) · pia, do not exactly remain the
same as was set at t = 0, despite the Proposition 3 (which
holds true for the limiting case of infinite robots). A one-time
global aggregated L2 norm is computed after attainment of
convergence for each of the swarms, Sa, through multi-hop
neighbor communication.
Implementation: Our current implementation (Figures 4,
7, 6) were made using Octave, and are centralized imple-
mentations. However, being statistical swarm, each robot acts
independently, with only local communication with robots in
its own state, and sensing within radius r, thus making our
algorithm massively distributable and decentralizable.
V. CONCLUSION
In this paper we present a novel method for constructing har-
monics of an environment in the spatial distribution of weights
carried by a large swarm of robots using harmonic attractor
dynamics. This allowed us to decompose desired structures
into constituent harmonics, and have multiple swarms of
robots construct them. Our algorithm is highly local at the
level of individual roots, with robots having non-zero updates
to their weights only when they take action within a radius of
r. Sensing of obstacles/boundaries is also required only within
a radius of r. Our initial simulation results, even with finite
swarm size and noise in robot actions, show promising ability
to reconstruct desired structures in an environment.
Environment
(a) A 12×10 grid environment with
obstacles (black), 95 free cells, and
a desired shape to be constructed by
the swarms (blue).
(b) Harmonics pi1, pi2, · · · , pi6 of the environment (first
6 out a total of 95 in order of the magnitude of
corresponding eigenvalues of P ).
target reconstructed image
(c) The target shape constructed using a superposition
of the first 24 harmonics (out of 95, ordered by the
magnitude of coefficients of L2 normalized harmon-
ics) constituting the desired shape in Figure 7(a). This
is the shape that the swarms attempt to reconstruct.
a = 1
c1 = 0.445443
a = 18
c18 = -0.260531
a = 9
c9 = 0.240065
a = 8
c8 = -0.201568
a = 17
c17 = -0.188549
t = 1
t = 50
t = 200
t = 800
Target 
Harmonics,
πa
(d) The first 5 of the constituent harmonics of Figure 7(c), and its weighted Monte-Carlo based
reconstruction using 190000 robots per swarm representing a harmonic. The first row shows the actual
harmonics. The row below that shows the index, a, of the harmonics and the corresponding coefficients,
ci, in the desired shape. The rows below show the aggregated weights in robot swarm Sa from the
dynamics of Ma.
(e) The the total aggregated weight at t =
800 from the robot swarms constructing 24
constituent harmonics of Figure 7(c).
(f) After attaining convergence, robots
communicate locally to threshold their
weights and recreate an approximation rep-
resentation of the desired Figure ??.
Fig. 7: A 2-dimensional environment and desired shape to be constructed in it. A total of 24 large groups/swarms of robots
construct the best 24 constituent harmonics using the respective harmonic attractor dynamics.
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