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INTRODUCTION
Iodine-131 ( 131 I) has been used for diagnosis and therapy in Nuclear Medicine Centers in Brazil for more than 50 years. 131 I emits beta particles with a mean energy of 606.3 keV (89.4%) and gamma radiation with energy of 364.5 keV (81.2%) with a half-life of 8,02 days [1] . The treatment of differentiated thyroid carcinoma (DTC) is usually surgical followed by an ablation therapy with 131 I
to destroy residual cervical thyroid tissues [2] . Therapy efficiency depends on the activity of administered radioiodine, remaining thyroid masses and 131 I biodistribution [2] .
In general, the use of the highest dose (optimal therapeutic dose) is recommended to destroy tumors without, however, increasing probability occurrence of side effects (radiological risk), represented by the absorbed doses in healthy radiosensitive organs near the tumor [3] . For the analysis of the treatment efficacy and the detection of metastases, a post-therapy image with the remaining 131 I is performed [3] . The best post-injection time for the imaging has not been defined yet. A previous study [5] carried out with 18 patients demonstrated a greater detection of lesions in tissues with imaging performed 7 days after the administration of ablative doses of 131 I than in an image performed after 2 days, due to the greater image contrast between lesions and background radiation in the body of patients [5] . Hung et at. (2009) pointed out, with a study of 239 patients, images performed with up to one week post-therapy are necessary and important for the detection of metastases in patients with DTC, which are more accurate than images performed later, e.g., 10
days post-therapy [6] .
Images acquired post-therapy are very important to obtain the dosimetry parameters based on image quantification. It is the only method that determines residual activity in organs, through region of interest (ROI) or volume of interest (VOI) quantification [2, 7] . For dosimetry purposes, at least 3 points of different acquisition times are necessary to account for the retention and elimination stages [8] . The time-integrated activity is calculated from these time-activity curves (TAC). Due to the high count rates until 24h after dose administration, to avoid dead time effects, it is common the earliest imaging to be performed 2 to 4 days post-injection [2] .
In January 2014, the Brazilian Ministry of Health published the "Clinical Protocol and therapeutic guidelines in oncology" [9] . This document determines the administered activities according to the disease staging and suggests that the therapy have to be evaluated through an image acquired 7-10 days post-therapy. There is no suggestion about individualized dosimetry studies. However, there are internal dosimetry studies from public institutions in Brazil, using images acquired 1, 5 and 7 days post-therapy [10] , and 1, 4 and 10 days post-therapy [3] , hence including the image acquisition predicted by the Brazilian guideline. In both works, the authors mentioned the difficulty to acquire all images required on the dosimetry protocol, due to the social and economic situation of the patient [3, 10] .
The long interval between the first and last images is important to consider the rapid and the slow elimination of the radioactive material from the organs. However, especially in Brazilian dosimetry studies, these several days between the images acquisitions causes a large difference in the values of counts density and signal-to-noise ratio (SNR) of these acquisitions [3] [4] 10] . Therefore, patient imaging requires different set of reconstruction parameters for each acquisition [13] . The most widely used iterative reconstruction algorithm in clinical routine is the ordered subset expectation maximization (OSEM) scheme [11] . The iterative reconstruction allows the modeling of various effects, such as photon scatter and attenuation. However, the amount of image noise tends to increase accordingly to the numbers of iterations, particularly in the poor counts density acquisitions [12] . Because of this, images with higher counts density can be reconstructed using more iterations and subsets, resulting in a faster and more accurate final image [12] . Recently, a study for optimization of OSEM reconstruction parameters in myocardial perfusion imaging [13] showed that the arrangement of four iterations with four subsets was the most frequently selected as it produces the best image quality, but images with less attenuation could be improved using 10 iterations and 16 subsets [13] .
The MIRD pamphlet No. 24: Guidelines for quantitative 131 I SPECT in Dosimetry Applications [2] emphasizes the importance of using the same acquisition and reconstruction protocols for calibration and patient imaging. In this way, dosimetry studies protocols predict only one calibration image acquisition and posterior image reconstruction according to the parameters used in the patient images [2, 3, 7] .
A previous study with 177 Lu [14] performed calibration once a week with the same camera settings as in the patient studies to account for the counts density, but the influence of reconstruction parameters are not studied. The present study aims to investigate the impact of the counts density and the reconstruction parameters in the calibration factor determination, and consequently, in the image quantification accuracy in dosimetry studies with a long interval between images acquisitions.
MATERIALS AND METHODS

SPECT image calibration
Imaging was performed on Symbia SPECT T2 (Siemens, Germany) available in the nuclear medicine center of the Clinical Hospital at the University of Campinas (HC/Unicamp). The calibration factor, which converts counts into activity values in the VOI was determined using a cylindrical source of 15 mL containing 131 I at an activity concentration of 361.13.6 kBq/mL and diluted in distilled water in order to avoid heterogeneity effects. The source was positioned at the center of an cylindrical phantom filled with water [2] .
Acquisitions were performed with a high energy all-purpose (HEAP) collimator, 64 × 64 matrix size, 32 frames per head, non-circular orbit and unitary zoom. According to the patient images database of the HC/Unicamp, it was observed that images acquired 8-10 days after therapeutic dose administration, as required by the Brazilian guideline, have approximately 3,000 counts per frame.
Based on this analysis, images were acquired with 15,000 counts per frame for High Counts Density (HCD) and 3,000 counts per frame for Low Counts Density (LCD).
The Ordered Subsets Expectation Maximization (OSEM) iterative algorithm, provided by Syngo workstation, was used for image reconstruction. For the calibration images, both HCD and LCD images were reconstructed using 4 subsets and 4 iterations followed by Gaussian filtering with 13.20 mm, and 16 subsets and 10 iterations followed by Gaussian filtering with 4.75 mm. Images were attenuated-corrected by attenuation map from the CT acquisition (SIEMENS, 120 kVp, 80 mAs), performed after SPECT acquisition [12] . Scatter correction was performed applying triple energy window (TEW) technique [15] , the primary window was defined at 364 keV ± 10% and scatter windows at 320-326 keV and 401-409 keV [15] .
The VOIs were defined using the semi-automatic method available on Syngo Workstation. The method employs a threshold based on the ratio percentage between the background counts and the counts in the cylindrical source. obtained for each applied threshold. The fit parameters are S0, S1 and k [16] .
Reference phantom image acquisition and quantification
For the accuracy analysis of the image quantification, the cylindrical phantom was filled with water and the 131 I reference source (15 mL) was positioned at three different distances to the center.
( Figure 1 ). The HCD and LCD images were acquired using the same settings as used in the calibration images. Image reconstructions used the usual parameters for patients at UNICAMP clinical routine: HCD images were reconstructed using 16 subsets and 10 iterations followed by
Gaussian filtering with 4.75 mm, and LCD images with 4 subsets and 4 iterations followed by
Gaussian filtering with 13.2 mm. The calibration factors S0 were used for absolute quantification of the total reference activities.
Figure 1: References source positioned at (A) 73 mm, (B) 45 mm and (C) 6 mm from the center of the cylindrical phantom filled with water.
Uncertainty Analysis
Phantom volume uncertainties were considered negligible to compute the uncertainty of the system sensitivity, as the VOI of each acquisition was defined using the semi-automatic method [17] .
Therefore, the uncertainty of the absolute activity , described in equation 1 and given by the sum in quadrature of the standard uncertainties of calibration factor, , image acquisition time, , and counts, :
Where is equal to the half of the lowest value, is the square root of the counts in the VOI and is given by the standard deviation of the exponential fit.
3. acceptable convergence for all points in the image is not guaranteed [12] . This justifies the large differences between calibration factors obtained with HCD images varying the reconstruction parameters.
RESULTS AND DISCUSSION
Usually, in a dosimetry protocol, only one calibration image is acquired, which is reconstructed using the same parameter from patient images. Therefore, for the quantification of patients images acquired shortly after therapy and typically reconstructed with 16 subsets and 10 iterations, the relative difference between the calibration factors obtained with HCD and LCD images is 4.8%.
While for the parameters used in patient images acquired after a long time post-therapy, i.e., 4 subsets and 4 iterations, the relative difference between the calibration factors obtained with HCD and LCD images is 11.4%. Results suggest that the accuracy of the quantification can be improved considering the SNR in the calibration image, which in SPECT dosimetry studies leads to the need to acquire more than only one calibration image and not only changing the parameters. For Hybrid Planar/SPECT approach [7] , the accuracy of SPECT calibration could also be improved if one considers the counts density of the SPECT acquisition. Each calibration factor was used to quantify the reference sources. For the HCD reference source images, the quantification accuracy ranges 9-13% using calibration factor obtained with HCD calibration image (Table 2 ), while using the calibration factor obtained with LCD calibration images, the maximum deviation increased by 18% (Table 2) . For the LCD reference source images, the quantification accuracy ranges 2-17% using calibration factor obtained with an HCD calibration image (Table 3) , while using the calibration factor obtained with an LCD calibration image, the maximum deviation decreased by 9% (Table 3) . Considering all situations, the different deviations between the three quantified sources suggest that the errors strongly depend on the positions of the sources. These results agree with a previous work performed for Shcherbinin et al. (2008) , where reconstructed activities of the sources located peripherally (near the spine of the phantom) were 5-9% higher than those located at the center of the phantom [18] . It can be explained by the uncertainties of the CT-based attenuation maps due to the boundary between materials with different attenuation coefficients, such as water and phantom materials [15] .
It is important to observe that for all cases the SPECT quantification results in an accuracy in accordance with other previous 131 I SPECT studies: 10-15% for small objects with simulations [19] , < 17% with phantoms measurements and simulations [20] and < 20% with phantoms measurements [21] . However, considering the best approach, HCD images quantified using calibrations factor obtained with HCD image and LCD images quantified using calibrations factor obtained with LCD image, the SPECT quantification accuracy was improved.
The best post-injection time to acquire images for dosimetry and post-therapy follow up is not so well defined. The end of the elimination phase can be estimated using other approaches [8] , decreasing the time for the last image acquisition and the variations of counts density from images acquired. However, other aspects need to be considered, such as the social and economic reality of the patient, which is especially important in Brazil.
CONCLUSION
Optimization of reconstruction parameters is very important to provide images with better quality for diagnostic and therapeutic purposes, not only for a qualitative analysis as previously showed [12] , but also for a quantitative analysis as required in dosimetry studies.
This work presented SPECT quantification results with an accuracy in accordance with previous 131 I SPECT studies and suggested that, due to the long time interval between the first e last images, to account for the images as required by the Brazilian guideline, the image quantification accuracy can be improved if the counts density in calibration measurements is considered. Improved SPECT image quantification accuracy in dosimetry protocol results in a better analysis of treatment efficacy and decision-making.
This work has focused on 131 I dosimetry studies and we recommend the evaluation of the proposed approach in others therapeutics procedures, since each dosimetry protocol consider the physical and biokinetics characteristics of the radioisotope in study.
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