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In this paper we develop a comprehensive theory on the well-posedness of the initial-value problem for the neutral functional-differential equation and the asymptotic behaviour of its solutions. We prove that the existence and uniqueness of solutions depend mainly on the coefficients c , i s 1, 2, . . . , and on i the smoothness of functions in the solution space. As far as the asymptotic behaviour of analytic solutions is concerned, the c have little effect. We prove that i Ž . if Re a ) 0 then the solution y t either grows exponentially or is polynomial. The most interesting result is that if Re a F 0 and a / 0 then the asymptotic behaviour of the solution depends mainly on the characteristic equation 
Ý i i is1
These results can be generalized to systems of equations. Finally, we present some examples to illustrate the change of asymptotic behaviour in response to the variation of some parameters. The main idea used in this paper is to express the solution in either Dirichlet or Dirichlet᎐Taylor series form. ᮊ 1997 Academic Press
Current Address: Gonville and Caius College, University of Cambridge, Cambridge, England. w x Details for this and for more general results can be found in Hale 11 . In this paper we study the initial-value problem for neutral functional-differential equations of the form Ž . and 1.3 is that the latter has unbounded variable time delays.
The objective of this paper is to develop a fairly comprehensive theory Ž . Ž . on the well-posedness of the initial-value problem 1.3 ᎐ 1.4 and, most importantly of all, the asymptotic behaviour of its solutions. We prove that Ž . Ž . the existence and uniqueness of solutions of 1.3 ᎐ 1.4 depend mainly on the coefficients c , i s 1, 2, . . . , and the smoothness of functions in the i solution space. However, the c have little effect on the asymptotic i Ž . Ž . behaviour of analytic solutions of 1.3 ᎐ 1.4 . We prove that if Re a ) 0 Ž . Ž . ya t then the solution y t either grows exponentially, i.e., lim y t e / 0, t ªϱ or is polynomial. Our most interesting result is that if Re a F 0 and a / 0 then the asymptotic behaviour of the solution depends mainly on the characteristic equation
Our results can be generalized to systems of functional-differential equations with proportional time delays. Finally, we specialize our discussion by w x paying closer attention to the generalized pantograph equation 12
We present some examples that illustrate the change of asymptotic behaviour in response to the variation of some parameters.
EXISTENCE AND UNIQUENESS OF SOLUTIONS
w x Analogous to the existence and uniqueness theorem of Nussbaum 22 then posed the problem of establishing the same result in the case of Ž . function f t g C , it is easy to see that the function y t given by the following recurrence relation:
Ž .
Ž . is a continuous solution of 2.4 . 
EXAMPLE 1. Consider solutions of the initial-value problem
y X t s cy X pt , t ) 0, y 0 s y , 2 . 5 Ž . Ž . Ž . Ž .
Ž .
This example shows that the initial-value problem 2.5 loses uniqueness Ž . Ž .
X Ž . c y p t satisfies the functional equation 1 1 x t s c x p t , t G 0.
Ž . Lemma 2 implies that x t ' 0. Therefore,
It follows from Lemma 2 that y t ' 0. Hence, the only C 0, ϱ solution Ž . Ž . < < < < of 2.7 is y t ' y . This example shows that the condition c q c q . function space C 0, ϱ .
In the rest of this paper, we assume that a / 0, that 2.1 holds, and that Ä 4 ssup max p , q -1. We shall only consider the analytic solution
DIRICHLET AND DIRICHLET᎐TAYLOR SERIES SOLUTIONS

Ž .
The Taylor series solution 2.2 is of little use in the study of asymptotic behaviour. On the other hand, it seems that the solution cannot be found Ž . Ž . through Laplace transform as was done in the case of 1.1 ᎐ 1.2 . Fortunately, it can be expressed in either Dirichlet or Dirichlet᎐Taylor series Ä 4 ϱ form. To begin with, we introduce some notation. For sequences x ,
of complex numbers and j of integers, we define
and the standard multi-index operations
First, we seek Dirichlet series solution of the form 
and for i g ‫ގ‬ that
where e s ␦ , ␦ , . . . with ␦ denoting the Kronecker symbol. By
Ž . Ž j k . substituting 3.1 into 1.3 and comparing the coefficients of exp atq p on both sides, we obtain the recurrence relation
which leads to the following result. 
j,k
Therefore, the generating function
is analytic for all x, y g ‫ރ‬ satisfying x q y -. where, by Theorem 1, According to Theorem 3, we have
satisfies the recurrence relation
we have the following result. 
ASYMPTOTIC BEHAVIOUR
In this section we demonstrate how to use Dirichlet and Dirichlet᎐Taylor series solutions to analyse the asymptotic behaviour of the neutral equa-Ž . tion 1.3 .
Ž .
Ž 
Ž . 
If Re a -0 then y t s o t as t ª ϱ for all
H 1y 0 and, for t G ,
Ž . satisfies the functional-differential equation
ŽIn what follows we use standard notation from the theory of basic w x hypergeometric functions 10 , e.g.,
1,
n s 0, a; q s Ž .
ny1 n ½ 1ya 1yaq иии 1 y aq , n s 1, 2 Re a -0 and b -a then y t s O O t as tªϱ for Ž < < < <. ) log a y log b rlog . y Ž . Ž < < < <. Proof. It is easy to see from 3.2 that for any ⑀ g 0, 1 y b r a there exists a constant M ) 0 such that
According to Theorem 3, we have
Ž . Ž . Ž < < It follows from Lemma 8 that y t s O O t as t ª ϱ for s log a y Ž< < .. log b q ⑀ rlog . The arbitrariness of ⑀ implies the desired result. denotes the matrix norm induced by a vector norm, likewise denoted by 5 5 и , which is arbitrary. Note that this assumption is independent of the norm, since all norms in a finite-dimensional space are equivalent. In the Ž . Ž . Ž . sequel и denotes the spectrum, и the spectral radius, ␣ и the Ž . maximal real part of the eigenvalues of the matrix the spectral abscissa , Ž . and A the geometric multiplicity of the eigenvalue with maximal real part. If there is more than one eigenvalue that attains the maximal real Ž . part, then A denotes the maximal geometric multiplicity of all such eigenvalues.
Analogously to Theorem 1 we have the following result. 
where the multiplication of matrices in the product is carried out from left to right.
Ž . In the rest of this section, we assume that A is nonsingular, 5.3 holds, Ä 4 ssup max p , q -1, and
Ž . Ž q . ϱ Ž q . ϱ Ž . holds for all j, k g ‫ޚ‬ = ‫ޚ‬ _ 0, 0 . Again we seek a Dirichlet or Dirichlet᎐Taylor series solution.
Analogously to Theorem 3 we have the following result.
Ý Ž . 
Ž .
Proof. It is easy to prove by induction from 5.7 that, in the present Ä 4 Ž . Ž q . ϱ Ž q . ϱ situation, A and D , j, k g ‫ޚ‬ = ‫ޚ‬ , commute with each other.
j, k
We can then prove this theorem directly from Theorem 11 or 12, depend- Ý n! c; q
In the case where Re a -0 and b / 0, the result in Section 4 can be improved. 
If is irrational then the -limit set of z t is the annulus ⍀ s z:
tªϱ tªϱ w x This theorem is proved in Liu 16 for a slightly more general case. The Dirichlet and Dirichlet᎐Taylor series solutions make it possible to calcu-Ž . Ž w x late the -limit set of z t the numerical methods presented in Liu 17 . can be used in more general cases . In Figs. 1᎐6 we display the solutions Ž . for t c 1 in the ''phase plane'' Re y, Im y .
Finally, we discuss the change in asymptotic behaviour in response to Ž . Ž . the variation of some parameters. Denote by y t; q the solution of 1.5 . It Ž .
1yc 1yc
Consider the case of Re a ) 0. Obviously, the asymptotic behaviour of Ž . Ž . y t; q is different from y t; 1 no matter how close q is to 1 except when Ž . However, as q ª 0 q , the asymptotic behaviour of y t; q is quite similar Ž . to y t; 0 . In fact, we have 1 q bra ya t yat lim lim y t; q e s lim y t; 0 e s .
Ž . Ž .
1yc qª0q tªϱ tªϱ < < Consider the case of Re a -0. If we treat bra as a parameter, it is < < clear from Theorem 16 that there exists a Hopf-like bifurcation as bra < < < < passes through 1. Another interesting phenomenon happens when b s a Ž . Ž and a ª 0 q . It seems that the -limit set of y t; q tends to a set see . Ž . Ž . Figures 3 and 4 which is obivously distinct from y c q bra r 1 y c , the Ž . limiting value of y t; 0 . Remark. The case a s 0 has been studied by Morris, Feldstein, and w x w x w x w x Bowen 21 , Kuang and Feldstein 20 , Iserles 12 , and Liu 16 . In the first two papers the authors proved the unboundedness of the nonpolynomial solution via the Phragmen᎐Lindelof principle, and by the Ahlfors theoreḿï n the third paper. In the fourth paper, the author proved by using the w x same technique as that used in Derfel 5 that for every nonpolynomial Ž . Ž . Ä 4 ϱ solution y t of 1.3 there exists a sequence t , which tends to ϱ as n ns1 < Ž .< Ž Ž Ž . 2 .. n ª ϱ, such that y t G M exp ␤ log t at t s t , n s 1, 2, . . . , for n some positive constants M and ␤. 
