Volumetric visualisation of Fourier spectral data is a powerful but computationally intensive tool for understanding growth models. Visualising frequency-domain spectral representations of simulation model variables that are normally defined on a spatial mesh can be a useful aid to understanding time evolutionary behaviour. While it is common to study the symmetric or spherically averaged FFT of models, we consider rendering the full 3D FFT representations in interactive time. We use volume rendering methods to study the FFT and also consider asymmetric model cases where spherical averaging would be misleading. We discuss visualisation of Fourier-transformed data fields and some techniques for analysing and interpreting them. We present some application examples and implementations of rendering iso surfaces in the spectral scattering representation of of the normal and small-world rewired Ising model using Graphical Processing Units(GPUs) that allow both simulation and rendering to be achieved in interactive time.
Introduction
A commonly recurring problem in scientific visualisation is to "see inside" a block of three dimensional data that is associated with a simulation model. Many physical and engineering models in materials science, fluid dynamics, chemical engineering and other application areas including medical reconstruction [1] fit this problem pattern.
Volume rendering [2] [3] [4] is a relatively long standing problem in computer graphics [5] with a number of approaches for "seeing into volumes" [6] and for providing visual cues into volumes [7] having been explored. Approaches vary from identifying the surfaces present [8] in the interior of a data volume [9] and either colouring them or texturing [10] them accordingly.
It is often hugely useful to a scientific modeller to be able to visualise an interactively running model and experiment with different parameter combinations prior to committing computational resources to detailed statistical investigations. The visualisation often leads to some insight into a particular phenomena that bears close numerical study or might lead to a hypothesis or explanation as to a numerical observation such as a phase transition or other critical phenomena. Some data models require visualisation of complex data fields that may have vector elements [11] or complex numbers [12] . We focus solely on scalar voxel element data and in the case of the complex numbers that arise from FFT data we visualise as separate real or imaginary parts, or more usefully as the normalised amplitudes.
In recent times the notion of computational-steering [13] has been identified as attractive to users, as has the potential use of remote visualisation [14] to link fast graphics processing devices to high-performance compute systems to enable interactive real time simulation of large scale model systems with associated real time volume rendering [15] or visualisation [16] . To this end data-parallel computing systems such as the MAS-PAR [17] and other specialist hardware [18] were once employed.
An obvious continued goal is to incorporate on-demand high-performance simulation into fully interactive virtual reality systems [19] . While this goal is still some economic way away for desktop users, modern GPUs do offer some startling performance potential for both computation [20] [21] [22] and volume visualisation [23] for interactive simulations in computational science.
In this paper we consider some of the recent highperformance hardware capabilities of GPUs and just as importantly recent software developments that have led to programming languages for accelerator devices like NVIDIA's Compute Unified Device Architecture (CUDA) [24] . GPUs can help accelerate the numerical simulation as well accelerate the rendering performance of the graphical system. Together, these two capabilities allow exploration of model systems that are large enough and yet can be simulated fast enough in interactive time, to spot new and interesting phenomena.
The application example we visualise in this paper is the well known Ising model of a computational magnet [25] . This model has been very well-studied numerically in two and three dimensions and also graphically in two dimensions. We harness the power of GPUs to show how both the computations and the graphical rendering can be accelerated sufficiently so that a system of sizes up to around 256 3 individual spin cells can be simulated interactively. We add small-world link rewirings to the model to experiment with visualisation of asymmetric model systems in the spectral representation.
Our article is structured as follows: In Section 2 we discuss the meaning and interpretation of a discrete Fourier transform of a model such as the Ising system. We describe how the Fourier field in 3D can be visualised and appropriately rendered in Section 3. We give a brief summary of pertinent aspects of the GPU that enable interactive time computation of FFTs and visualisation in Section 4. We present a set of rendered screen-dumps and spherical averaged data plots in Section 5 to show how the rendering exposes the asymmetry from model perturbations such a s small-world shortcut re-wirings. We offer some discussion of the results in Section 6 and concluding remarks and areas for further development of these techniques in Section 7.
Fourier Spectral Fields
Direct visualisation of field data can often be augmented by examination of the Fourier transformed field. A number of particle scattering techniques involving electrons or neutrons are commonly used in materials science experimentation. These techniques yield a scattering pattern that is mathematically equivalent to the Fourier transform of the atomic pattern of the sample. A similar "numerical scattering" approach can be employed [26, 27] to represent the bulk properties of a simulated model. The scattering pattern formed by collecting the scattered particles in suitable detectors can give quantitative indications of the size and sometimes shape of spatial fluctuations and structures that are forming in the material. In the numerical simulation, a computation of the scattering pattern is possible and this can reveal properties of the simulated data field that would otherwise be hard to extract and observe. We give a brief derivation of the scattering formula.
A neutron scattering experiment conducted on a sample with volume V with scattering angle Ω and scattering cross-section (probability) of σ is given by:
The term (ρ p − ρ m ) 2 is the difference between the densities of the phase of interest and the background density and is known as the small angle scattering contrast, denoted as ρ 2 . A large value of ρ 2 gives higher relative scattering intensity from the precipitate phase. Equation 1 can then be rewritten as:
which defines the structure function as:
which is strictly a dimensionless quantity.
In material science it would be usual to factor out various bulk constants and volume factors to separate the scattering intensity I from the the structure function. For the purposes of this paper, we can treat the S(Q) as the same as the scattering intensity and which corresponds to the Fourier transform of the "contrast" or the physical configuration in the model system. We can take the contrast as simply the value of the field. So S(Q) or I(q x , q y ) can be computed by a twodimensional Fast Fourier Transform (FFT) of the simulated model data field u.
The Fourier transform of wholly real data such as for the scalar field of the Cahn Hilliard system on a symmetric geometry is also symmetric and it is common to spatially shift it to show the centred scattering pattern. We can visualise a movie time sequence of FFT data in much the same way as we visualise the direct model field. In the case of a symmetric scattering pattern, no one dimension is dominant and it is also possible to make a spherical average (or circular average in 2 dimensions). Various properties such as the characteristic length scale and effective dimensions of the internal model structures can be obtained from an analysis of the position of peaks and the fitted power-laws of these averaged scattering curves [28, 29] .
The new contribution we explore in this present paper however involves treating the full three dimensional scattering pattern as a data set we can colour, fly through and visualise looking for features and isosurfaces.
The multi-dimensional discrete Fourier Transform H is defined: where the l'th dimension is subdivided into N l discrete values and n l and k l range from 0...N l − 1.
For our purposes in this present paper we use three dimensional transforms and N 1 = N 2 = N 3 = 2 p so that the standard fast Fourier Transform library routines for CPU and GPU work straightforwardly without the need for explicit data padding. In effect we are transforming a complex function h defined on a 3D mesh in physical space and transforming it to its corresponding complex function H defined on a mesh in spatial frequency space. Spatial "frequencies" are usually known as wave-numbers, and we define Q = 2π/λ for a wavelength λ.
The spatial model we are focusing on in this paper is the Ising model of spins that are located on a spatial grid. In taking the FFT of the Ising spins we are effectively computing a scattering pattern from the spatial arrangement of spins. This is analogous to measuring the actual neutron scattering from a single perfect magnetic crystal. Due to the symmetry properties of FFTs, the transform of a wholly real function has some twofold redundancy in the transform. Phase information is introduced -the transform consists of complex numbers with both a real and an imaginary part, but the transformed values are mirror imaged in each dimension. Large length scale features in the original spatial data correspond to short spatial frequencies in the transformed data.
In a growth model system such as the Ising model, a quench experiment starts off with a noisy system with noise on all length scales. As the system is quenched, small domains form rapidly -corresponding to long spatial frequencies. As the system anneals and these small domains grow, these long wavelengths correspondingly shorten. The scattering probability (distribution) of wave-numbers will typically start out flat, then develop a peak corresponding to the reciprocal of the most commonly occurring length scale in the material. The location of the peak typically decreases in wavenumber as the time annealing growth process continues.
It is difficult to track a three-dimensional system visually and reliance in normally placed on the size characterisation of the separating phases by spherically averaged Fourier transforms (or circular averages on 2D scattering patterns). The peaks vary considerably in magnitude, but the peak positions can be well determined, and mapped to characteristic domain sizes.
This much is known from standard small angle scattering experiments on real materials. In this present paper however we are able to examine the full 3D transform as it changes in time and furthermore to examine asymmetries that correspond to asymmetric growth phenomena.
The Ising model is a discrete spin model that exhibits interesting phase transitional properties. We have experimented with a number of visualisation techniques for the 3D Ising system including cut away sections [30] . Spectral methods can also be applied to the Ising system and a particularly interesting area of study is the effect of long range small-world re-wirings to the regular nearest neighbour lattice [31] . The unaveraged Fourier Transform of the Ising system yields an effective scattering pattern which in turn reveals the length scales present in the Ising system. This is especially useful because these scattering patterns can be added together to get a meaningful average, which is not possible in the spatial domain.
The Ising model gives rise to a bit field s(x, y, z) which we transform to obtain the spatial structure function S(q x , q y , q z ), where we follow the literature convention and use Q = (q x , q y , q z ) for the wavenumber. These are the spatial analogies of the h(t) and H(f ) functions described above in equation 4 in more conventional time-frequency notation. We are interested in the location of features in wavenumber space and these will suggest (reciprocal) length scales that are pertinent to the spatial structure and growth going on inside the Ising bit field.
The transform we obtain in 3D is a set of complex numbers, but it is useful to interpret them as scattering intensities so we take the norm of each cell thus combining its real and imaginary parts and losing the phase. When averaging over many independent simulation runs we can directly average intensities with the interpretation of enhancing the scattering beam signal strength. We thus have a 3D field of (real) scalar intensity numbers to visualise.
Visualisation Methods
When visualising a three-dimensional FFT, the usual challenges of visualising a three-dimensional field are encountered. FFT transforms of a single system have
both a real and imaginary part which can further complicate the visualisation. Features and structure in Fourier space data reflect characteristics of the realspace field. We visualise the magnitudes of the complex Fourier values averaged over many simulations, the averages produce Fourier data representative of the entire model rather than one individual system. Visualising these averaged magnitudes rather than a single FFT reduces the data to be visualised from a complex field to a scalar field.
A number of different methods are available for visualising a scalar field such as this. The visualisation method selected for analysing these FFTs is constructing and rendering iso-surfaces. Various ISO values can be used to construct different iso-surfaces within the FFTs. Cycling through these different iso-surfaces can reveal the internal features and structure of the FFTs.
We use the marching cubes algorithm [32] to construct a polygon representation of the iso-surfaces. This algorithm generates a polygon surface representing the iso-surface in the FFT and has been implemented on the GPU using CUDA. The GPU implementation can accelerate the processing speed and also avoid unnecessary data transfer between the GPU and the host CPU.
Once the surfaces have been created, they can be rendered using either a flat or smooth shading model. Smooth shaded polygon surfaces will appear more like the smooth iso-surfaces they approximate. However, as with any visualisation, care should be taken that this graphics interpolation does not introduce any incorrect information into the rendered image. Algorithm 1 shows the two methods of calculating the normals. The flat shading implementation computes a single normal for each face while smooth shading computes a normal for each vertex. The renderings in Figure 1 and Figure 2 both use the flat shading model.
Graphical Processing Units & CUDA
Data parallel and array processing computer systems are typically well suited to the highly regular computational structure of Fast Fourier Transforms and volume rendering. Systems such as the DAP [33, 34] , MASPAR [35, 36] 
1990s. This capability is now available for highly dataparallel processing accelerators in the form of Graphical Processing Units (GPUs) [38] .
To keep up with the demands of the 3D games and rendering industries, Graphical Processing Units (GPUs) have been designed for very high compute throughput using increasingly parallel processing architectures. A current generation NVIDIA GPU (GTX-580), contains up to 16 streaming multiprocessors (SMs), each of which contains 32 scalar processors (SPs), and can handle millions of threads that are managed and scheduled by the GPU hardware.
Threads are grouped into thread blocks of up to 1024 threads (512 for older devices), which are then executed on the SMs. A thread block is further sub-divided into blocks of 32 continuous threads called warps. At every instruction issue time, a warp scheduler issues an instruction to a warp that is ready to execute. All the threads in the warp either execute this instruction or are individually disabled if they diverge at a data-dependent conditional branch. Full efficiency is thus only achieved when all 32 threads agree on the execution path. This is a common challenge when developing on data-parallel architectures.
CUDA devices have a large global memory, a number of fast on-chip memory areas including texture cache, constant memory cache and shared memory, as well as a set of 32-bit registers for each SM. The latest generation of NVIDIA devices provides an additional L2 cache, which is shared among all multiprocessors, as well as an L1 cache that takes up part of the shared memory on each individual SM. The L1 and L2 caches are used to cache global memory accesses and temporary register spills. Global memory is by far the slowest memory on the device and the fast on-chip caches should be utilised where possible to improve performance. Global memory bandwidth can be significantly improved when the threads of a (half-)warp access memory addresses within the same segment of global memory (various restrictions apply depending on the compute architecture of the device).
We use CUDA to harness this massively parallel compute power provided by todays commodity GPUs to offload the main workload of our simulations to the graphics device. This allows us to simulate much larger systems than otherwise feasible. Although we have used CUDA and GPUs to do the simulation calculations themselves [39] , we focus in this present paper on the volume and FFT processing.
To perform the spectral analysis described in this paper, we utilise NVIDIA's CUDA Fast Fourier Transform (CUFFT) library to compute the Fourier Transform in parallel on the GPU. This solution is particularly appealing because the input data to the FFT, generated by the simulation, already resides in graphics memory and thus does not need to be copied between the host and the graphics card. CUDA can be used to perform all the processing required to compute the FFT for the current system state (e.g. the spins of the Ising model) in parallel: (1) convert the input data structure into the format required by the CUFFT library; (2) compute the Fourier Transform; (3) compute the magnitudes and shift the data to center it.
3D FFT Results
We present some illustrative screen-dumps of the 3D FFTs of various 3D Ising model configurations. The introduction of small-world rewired long distance links in the x-dimension speeds up the formation of clusters, but it also increases the variance in the magnitude of the frequency components.
When edges are only rewired in the x-dimension, then this means that the y-and z-coordinates of the current neighbour are "frozen" and only the x-value is randomly modified. The total number of rewired edges thus remains the same-on average-for a given rewiring probability P , no matter if the selection of new neighbours is restricted to certain dimensions or not. The hyper-surfaces for Ising systems rewired only in the x-dimension are given in Figure 2 .
The shape of the hyper-surfaces for the irregular system configuration easily explains the large error in the measurements of the spherical mean. Limiting the rewiring to the x-dimension reduces the distance between cells in this dimension only, which produces a disk-like shape (the center value is the constant of the FFT and has been set to 0 as it is of no interest to us) for large ISO values, and a growing hole in the middle of the disk for even larger ISO values. The explanation for the disk-like shape is that the magnitude increases less steeply for the lower frequencies in the x-dimension as it does in the other dimensions. The hole increases in size when the magnitude in the y-and z-dimensions is larger than at any frequency in the x-dimension.
Discussion
The tightly packed clusters, or lumps of like spins, detected by the FFT are similar to what we would perceive as a cluster when looking at a graphical representation of the system. However, Figure 4 shows that the actual size distribution of the connected components looks quite different. After only one simulation step, when the system is still mostly random, almost all the cells are part of one of the two major clusters, one for "up" spins and the other for "down" spins. This is because with 6 edges connecting every cell to its neighbours (exactly for P = 0.0 and on average for P > 0.0), it is possible to reach almost all other cells with the same spin value from any given source cell. The spectral analysis does not know about these connections and only looks at the spatial distribution of spin values.
When the temperature T is lower or near the critical temperature T c , then the system becomes less and less random the more update steps are performed. Lumps of like spins form and grow in size, which shows up with an increase in magnitude for the lower frequencies in the FFT results. The distributions for the size of connected clusters, on the other hand, broaden around the median of the system size until they eventually become bimodal, with distinct peaks for the "up" and "down" spin clusters. The bimodal behaviour suggests that the chosen temperatures are lower than the respective critical temperatures. If the temperatures are slightly increased to T = 4.52 for the regular lattice system or to T = 4.6 for the rewired system with P = 10 −2 , which are above the respective critical temperatures, then the cluster size distributions retain a single peak in the equilibrated system.
The much quicker broadening of the cluster size distributions for P = 10 −2 as compared to P = 0.0 supports the intuitive assumption that the rewired connections facilitate domain growth. While the shape of the regular lattice distribution still changes between steps 1024 and 4096, no significant changes can be observed after 1024 simulation steps for the rewired system. The FFT results may appear to contradict this conclusion, as the low frequencies are less dominant in the rewired system than in the regular lattice system. However, it needs to be considered that a large cluster in the rewired system is likely to consist of two or more spatially separated smaller clusters that are only weakly connected by a few long distance links, which is not picked up by the spectral analysis.
Another interesting effect clearly visible in the results for the rewired system is that after the distributions initially become more and more front-heavy, this effect reverses after about 64 simulation steps and the distributions become flatter again. This is likely to be due to individual clusters beginning to join together to larger clusters of different shapes, which changes the scattering patterns produced by the FFT.
Conclusion
We have shown how 3D FFTs can be computed in interactive time and used to visualise structural properties of complex 3D data models such as the Ising model. We have also explored the asymmetries that occur when small-world re-wirings are inserted into the Ising model simulation model -in a single spatial direction. The asymmetric structure and growth properties are clearly visible in the 3D FFT volumetric visualisation whereas they are too subtle to see in the original real-space volumetric rendering.
This volumetric visualisation has traditionally been too computationally expensive to carry our interactively. In practice it ha s been of comparable or greater computational cost than the simulation itself and so has been a neglected technique. Using GPUs and data parallel processing techniques, we have found hat it is viable in- Figure 4 : The cluster size distribution of the 3D Ising system computed after {1, 2, 4, . . . , 4096} simulation steps using the Metropolis update algorithm. The system size N = 128
3 . The temperature for the regular lattice Ising system (left) T c ≈ T = 4.5115. The re-wiring probability P = 10 −2 for the small-world rewired Ising system (right) and the temperature T c ≈ T = 4.55. Each data point represents the mean value of 1000 simulation runs. The insets show the standard deviations as error bars on the data sets.
teractively but is also very powerful when FFT data are averaged over many different independently generated model configurations. Not only does this give smoother renderings but also allows quite precise averaging over spherical shells to be carried out and the 3D FFT data reduced to one dimensional plots from which accurate positions of the peaks can be measured. These then give accurate indications of the characteristic length scales present in the simulated models. This is an important contribution to the set of tools available for carrying out computational experiments on simulated growth models and systems.
We have focused solely of the use of Fourier transforms, but other spectral techniques such as wavelet analysis is also a promising signal analysis technique that has the potential to be greatly accelerated using GPU computing. An analysis of other models that are based on integer of floating point cells arranged on a lattice will also benefit from these techniques.
