In this paper, we consider the problem of permutation reconstruction. This problem is an analogue of graph reconstruction, a famous question in graph theory. In the case of permutations, the problem can be stated as follows: In all possible ways, delete k entries of the permutation p = p 1 p 2 p 3 ...p n and renumber accordingly, creating n k substrings. How large must n be in order for us to be able to reconstruct p from this multiset of substrings? That is, how large must n be to guarantee that this multiset is unique to p? Alternatively, one can look at the sets of substrings created this way. We show that in the case when k = 1, regardless of whether we consider sets or multisets of these substrings, a random permutation needs to be of length at least five to guarantee reconstruction. This in turn yields an interesting result about the symmetries of the poset of permutations. We also give some partial results in the cases when k = 2 and k = 3, and finally we give a lower bound on the length of a permutation for general k.
Introduction
The motivation for permutation reconstruction is the unsolved conjecture of Ulam [6] , which when translated into the language of graph theory, concerns the unique reconstruction of a graph G from all its subgraphs formed by deleting a single vertex of G and all of its incident edges.
Definition 1.1 Let p be a permutation of length n. In all possible ways, delete k entries of p. Then renumber (retaining the order) the obtained n k
strings as permutations so that their entries are now 1, 2, 3, ..., n − k. We will refer to each of these renumbered strings as (n − k)-minors of p. We will call the multiset of these permutations the (n − k)-minor multiset of p and denote it M k (p). Also, we denote by C k (p) the underlying (n − k)-minor set of M k (p). Note that C k (p) can also be thought of in terms of pattern containment since C 0 (p) ∪ C 1 (p) ∪ C 2 (p) ∪ ... ∪ C n (p) is the set of patterns contained in p. gives a unique multiset of (n − k)-minors, but there is a pair of permutations p and q, each of length 
The Case when k = 1
Perhaps surprisingly, we show not only that every permutation of length five or greater can be uniquely reconstructed from its (n − 1)-minors, but also that it doesn't matter whether we use the set or multiset of (n − 1)-minors.
Proposition 2.1 Let p be a permutation of length
The proof presented here relies on looking at factors of both the original permutation as well as its (n − 1)-minors. We include the definition of a factor below. Also, we will use the notation a b to indicate that there is at least one entry between a and b. This proposition has also been proved independently by Ginsburg [2] and Raykova [4] .
Definition 2.2 A permutation
Proof: Let p be a permutation of length n ≥ 5. We will first show that one can determine in which position in p the 1 is, and whether p has a factor of 12, 21 or neither by looking only at C 1 (p). st position in any of the resulting (n − 1) minors. In the case when the original 1 is the entry removed, the position of 1 in an (n − 1)-minor is determined by the entry 2 in p.
It is clear where the 1 should be in p if it only shows up in one position in any of the (n − 1)-minors since it will have to be the first or last entry of p in order for this to have a chance of happening. Note that when 1 only shows up in a single position in any of the (n − 1)-minors, if 1 is in the first position, p has a factor of 12 and if 1 is in the last position, p has a factor of 21. The reasoning used to determine where the 1 is in p and whether p has a factor of 12 or 21 from this information parallels that of the argument above. Finally, we have the possibility that 1 appears in position j and j + 1. (It is not hard to see why these positions must be adjacent given that 1 < j < j + 1 < n − 1.) In this case, 1 must be in the (j + 1) st position in p since the removal the element in the first position in p would cause the 1 to shift down one position in the resulting (n − 1)-minor. It is then also clear that 2 must be in position j in p, thus p has a factor of 21.
The final scenario to consider occurs when there are three different positions which the 1 appears in within the set of (n − 1)-minors. At least two of these positions must be adjacent and if exactly two are, then 1 appears in the further right of the said adjacent positions and there is not a factor of 12 or 21. When all three are adjacent, say j, j+1, j+2, then we know that two of the three are i − 1 and i, so 1 must be in position j + 1 or j + 2. In fact, we know that p must have the form ...2 1... where 1 is in position j + 2 or the form ...1 2... where 1 is in position j + 1. If there is more than one (n − 1)-minor with 1 at a particular position, then that position must be either i or i + 1. Hence, the only possibility that still presents a problem at this point is when there is a single (n−1)-minor at j and a single (n − 1)-minor at j + 2. If j + 3 > n, then the p cannot be of the form p = ...1 2... since this has 2 in the (j + 3) rd position, so 1 must be in position j + 2. Now assume that j + 3 ≤ n. In this case, notice that removing either the (j + 1) st entry and then the (j + 3) rd entry of p = ...2 1... will result in two distinct (n − 1)-minors which have the property that 2 appears to the left of 1 and also both have 1 in position j + 1. There is no way to get two such (n − 1)-minors from p = ...1 2..., so we can determine where 1 is in p in all cases and whether p has a factor of 12 or 21.
To complete the proof, we need to find which minor p was produced by eliminating the original 1 of p. Then we can simply insert the 1 into the i th position of p and increase all the other entries by one to get the permutation p. We now consider whether p has a factor of 12, 21, or neither. 2. In the case when p contains the factor 12, we can see that p is the permutation with shortest factor of the form 123...m. This is true since eliminating an entry from the factor will decrease the length of it by one. Note that if the original p contains 123...(m + 1), then eliminating any of the entries 1, 2, ..., m + 1 will result in such a minor, but since the entries are all adjacent, these minors will all be the same.
3. Finally when p contains the factor 21, we can see that p is the permutation with shortest factor of the form m(m − 1)(m − 2)...21 by the same reasoning as in case 2.
As we have shown how to reconstruct p from C 1 (p) in each of the possible cases, the proposition is proved. ¿ The previous theorem reveals that the poset of permutations S n ordered by containment has exactly eight symmetries. The previously known symmetries of this poset are those which are generated by reversal, complementation, and inversion. Theorem 2.3 can be used to show that these are the only symmetries of the the poset S n .
Theorem 2.4 The poset S n has exactly the eight symmetries generated by reversal, complementation, and inversion.
Proof: It is clear that any symmetry must preserve the length of the permutation. As such, we can first focus on the subposet of permutations of lengths 0, 1, 2, 3, and 4 only. One can check that any symmetry of this subposet is generated by reversal, complementation, and inversion. Now let γ be any symmetry of the entire poset. In particular, γ is a symmetry on the subposet of permutations of length less than five. Because of this, on this subposet, γ = ω where ω is generated by the operations of reversal, complementation, and/or inversion. If we can show that γω −1 must be the identity, then we will have proved that all symmetries of S n are generated by the operations claimed.
If γω −1 is applied to S n , we know that all the permutations of length less than five will be fixed. Also, by induction and Theorem 2.3, we have that any permutation p of length n ≥ 5 will be fixed since each of these permutations has a unique (n − 1)-minor set. Hence γω 
¿
It is worth noting that our computer calculations revealed no pair of permutations of length seven having the same (n − 2)-minor set, so we also know that N C 2 = 8. We now consider the question of reconstruction in terms of (n − 2)-minor multisets. We show that N M 2 = 6 implying that the multiplicity of minors does have an impact. This result first appeared in [5] .
Proposition 3.2 Let p be a permutation of length n ≥ 6. Then M 2 (p) is unique to p.
Proof: Using a computer, we showed that M 2 (p) uniquely determines p if the length of p is six or seven. We may now consider the case when the length of p is at least eight. We will use induction on the entries of p. First, take into account the position of 2 relative to the position of 1 in p. In the n−2 2 cases when neither the original 1 or 2 of p is eliminated, we get that in the resulting (n − 2)-minors, the 1 is on the same side of 2 as in p. Since n − 2 2 > n 2 2 when n > 7, we can determine which side of 1 the 2 is on in p from the (n − 2)-minors of p. Now set aside n−2 2 of the (n − 2)-minors where 1 is on the same side of 2 as it is in p. The remaining (n − 2)-minors determine where 3 is relative to 1 and 2. Notice that when exactly one of 1 or 2 is eliminated and 3 is not, the 3 acts as a 2 in the resulting (n − 2)-minors. The final cases occur when two of 1, 2 and 3 are eliminated and 3 acts as the 1 or is not included at all.
If in 0 ≤ k ≤ 3 of these (n − 2)-minors, 1 is to the left of 2, then 3 is to the left of both 1 and 2, if in n − 3 ≤ k ≤ n of these (n − 2)-minors, 1 is to the left of 2, then 3 must be between 1 and 2, and if in 2n − 6 ≤ k ≤ 2n − 3 (all but at most three) of these (n − 2)-minors, 1 is to the left of 2, then 3 is to the right of both 1 and 2.
Since n ≥ 8, all of these cases are distinct and we can thus determine where 1, 2, and 3 are relative to one another. Now suppose we can determine where 1, 2, 3, ..., i are relative to one another. Then we will show how to determine where i + 1 is relative to the electronic journal of combinatorics 13 (2006), #N11 1, 2, 3, ..., i. Using another induction argument here, we will first show how to find where i + 1 is relative to 1, 2, and 3.
Consider where 1 is relative to i − 1 in the (n − 2)-minors of p. These can all be found by where 1, 2, 3, ..., i are relative to each other except for the following cases:
times this is determined by where 1 is relative to i + 1, i − 2 times this relative order is determined by where 2 is relative to i + 1, and one time this is determined by where 3 is relative to i + 1.
Since we know where 1, 2, and 3 are relative to one another, this determines where i+ 1 is relative to 1, 2, and 3. Now suppose we know where i+ 1 is relative to 1, 2, ..., k −1. To find where i + 1 is relative to k, consider where k − 2 is relative to i − 1 in the (n − 2)-minors of p. Except in the case where these two entries come from k and i + 1, we know where k − 2 and i − 1 should be relative to one another in the (n − 2)-minors of p. Simply look at the remaining minors to determine where k is relative to i + 1 in p. Because we can determine where all the entries are relative to one another, we can find p from its Once again, in the case of set of (n − 3)-minors, we can only report a bound on N C 3 . We give an example to show the following proposition. This section focuses on minor multisets although the results apply to minor sets as well. First it is useful to note that if we have two permutations whose minor multisets are the same when removing k − 1 entries at a time, then the minor multisets that result from removing k entries at a time will also be the same. This fact is stated in the following lemma.
The following proposition is due to Miklós Bóna [1] . The result has been shown to be true for k = 1 and k = 2 in the previous sections. Suppose this proposition is true for k − 1 and we will prove it is also true for k.
To do this, we will show that there exist permutations P and Q each of length k + 3 such that M k (P ) = M k (Q). By the induction hypothesis, there exist permutations p and q, both of length (k − 1) + 3 such that M k−1 (p) = M k−1 (q). Now consider the permutations 1p and 1q which are obtained by putting a 1 in front of the appropriate permutation and increasing all the other values of the permutation by one. The 3-minors of 1p (and similarly 1q) can be obtained in one of the two following ways.
First, we consider the 3-minors of 1p that are obtained when the 1 of the permutation is removed. Then we are also removing k − 1 entries from the permutation p. In other words, we are simply obtaining the 3-minors of p. We already know that the 3-minors formed in such a way will be the same as when 1 and k other entries of 1q are eliminated to form 3-minors of 1q.
Thus we only need consider the second case when 1 is not one of the entries removed from 1p. The 3-minors formed in this way will all begin with 1 and then be followed by 2-minors of p (incremented up by one). By the previous lemma, we know that M k (p) = M k (q). Hence these minors will also match up with those of 1q formed this way.
Therefore M k (1p) = M k (1q), so N M k ≥ ( length of 1p) + 1 = k + 4. ¿ This proof can clearly be applied to (n − k)-minor sets as well. However, there is now a better bound for larger k shown by Ginsburg [3] and Raykova [4] 
