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The problem of energy conserving global drift fluid simulations is revisited. It is found that for the
case of cylindrical plasmas in a homogenous magnetic field, a straightforward reformulation is
possible avoiding simplifications leading to energetic inconsistencies. The particular new feature is
the rigorous treatment of the polarisation drift by a generalization of the vorticity equation. The
resulting set of model equations contains previous formulations as limiting cases and is suitable for
efficient numerical techniques. Examples of applications on studies of plasma blobs and its impact
on plasma target interaction are presented. The numerical studies focus on the appearance of
plasma blobs and intermittent transport and its consequences on the release of sputtered target
materials in the plasma. Intermittent expulsion of particles in radial direction can be observed and
it is found that although the neutrals released from the target show strong fluctuations in their
propagation into the plasma column, the overall effect on time averaged profiles is negligible for
the conditions considered. In addition, the numerical simulations are utilised to perform an
a-posteriori assessment of the magnitude of energetic inconsistencies in previously used simplified
models. It is found that certain popular approximations, in particular by the use of simplified
vorticity equations, do not significantly affect energetics. However, popular model simplifications
with respect to parallel advection are found to provide significant deterioration of the model
consistency. [http://dx.doi.org/10.1063/1.4739765]
I. INTRODUCTION
Drift fluid models have been considered often in the last
decades in a large amount of studies on plasma dynamics.
Instead of solving the complete momentum equation for the
perpendicular motion of the plasma particles, the perpendic-
ular velocity is expressed as a sum of drifts. The idea that the
EB-drift is dominant leads to a set of model equations for
scalar quantities only. An equation for the electric field
replaces the equation for the plasma velocity perpendicular
to the magnetic field. The quasi-neutrality condition leads to
the so-called vorticity equation, which determines the elec-
tric potential. A crucial property of those models is their par-
ticular treatment of energy conservation. It is known since
years that a proper inclusion of the polarization drift is an
unavoidable prerequisite for the energy conservation of the
model system. Details about basic aspects of the drift fluid
approximation can be found, e.g., in Refs. 1–7 and references
therein.
This paper re-considers the properties of an energy-
conserving model for the simple geometry of a plasma in a
linear device with homogeneous magnetic confinement field.
It is shown that the simplicity of the cylindrical geometry
leads to a compact analytical formulation of model equations
suitable for standard numerical techniques. Furthermore, the
resulting equations can be reduced systematically to previ-
ously used models. In Sec. II, the drift-fluid model for cylin-
drical geometry is re-considered. Special attention is paid to
an extended form of the vorticity equation resulting from rig-
orous treatment of the quasineutrality condition and energy
conservation properties. Section III is devoted to details on
the numerical approach to solve the model equations
derived. In Sec. IV, the model is studied numerically for sce-
narios close to realistic conditions in the PSI-2 experiment8,9
and the NAGDIS-II device.10,11 The numerical studies focus
on the appearance of plasma blobs and intermittent transport
and its consequences on the release of sputtered target mate-
rials in the plasma. For the cases considered, the plasma dy-
namics is strongly influenced by density fluctuations leading
to irregular rotating structures in the entire plasma column.
Additionally, an intermittent expulsion of particles in radial
direction can be observed. The typical time scales of plasma
rotation and intermittent particle bursts agree well with
experimentally observed particle dynamics. The impact of
these processes on the distribution of neutral Tungsten as a
typical target material in studies on plasma surface interac-
tion is considered. It is found that although the Tungsten
neutrals also show strong fluctuations in their propagation
into the plasma column, the overall effect on time averaged
profiles is negligible for the conditions considered. The sim-
ulations performed are also re-examined with particular
attention on the differences of the model presented and sim-
plified approaches with respect to energy conservation. It is
shown that even if certain popular approximations are lack-
ing energetic consistency, the error in the practical examples
studied here is negligible. Of course, this statement cannot
be generalized to arbitrary plasma conditions, but the formal-
ism presented might serve as a benchmark for similar model
simplifications in other scenarios.
II. RECAPITULATION OF THE DRIFT-FLUID MODEL
In this section, basic properties of an electrostatic fluid
model under drift approximation are re-considered. By
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confining the general description to a cylindrical geometry
reflecting the setup of a linear plasma device, the analysis
can be simplified considerably, which leads to compact
forms of model equations fulfilling the requirements of ener-
getic consistency.
A. Fluid equation and drift approximation
Starting with general fluid equations for the particle,
momentum, and energy balance for each plasma species,12,13
dn
dt
¼ n$  Vþ Sn: (1)
mn
dV
dt
¼ $  Pþ Rþ ZenðEþ V BÞ þ Sm  SnmV;
(2)
3
2
n
dT
dt
¼ $  q P : $V Qþ SE  Sm  V
 3
2
SnT þ 1
2
mV2Sn; (3)
where n denotes the density of the particular species, V is the
flow velocity, and T the particular temperature. The pressure
tensor is denoted by P, m is the particle mass, Z is the charge
number, q is the heat flow, and E and B are the electric and
magnetic field vectors, respectively. Sources for particle,
momentum, and energy are denoted by Sn, Sm, and SE.
Finally, the quantity Q and the vector R denote the change of
thermal energy and the force due to Coulomb collisions
between the charged plasma particles. The total time deriva-
tive is defined by d=dt ¼ @=@tþ V  $. One can write a for-
mal solution for the perpendicular velocity V? as
V? ¼ E B
B2
þ B $p
ZenB2
þ m
ZeB2
B dV
dt
þ S
m  B
ZenB2
þ mS
n
ZenB2
B V?: (4)
Here, the pressure tensor is approximated by P¼ p 1 and
the perpendicular part of the friction R has been neglected.
The first term on the rhs of Eq. (4) defines the EB-velocity
VE, the second the diamagnetic drift V, and the third the
polarization drift Vp. Actually, Eq. (4) can be considered as
an iteration scheme to find the perpendicular velocity V?.
The iteration usually starts with the assumption that in zeroth
order, V
ð0Þ
? ¼ VE and the iteration scheme is prescribed by
V
ðiþ1Þ
? ¼ VE þ V þ
Sm  B
ZenB2
þ m
ZeB2
B
 @
@t
þ Vðiþ1Þ  $þ Sn
n
 
V
ðiÞ
? ; (5)
where VðiÞ ¼ Vk þ VðiÞ? denotes the total velocity of the ith
iteration step and Vk is the parallel velocity. Therefore, in
first order, a relation results between the perpendicular veloc-
ity V
ð1Þ
? and the temporal evolution of the electric field
_E? ¼ $? _/. The unknown velocity Vð1Þ? can be calculated
by the requirement $  J ¼ 0, i.e., the quasineutrality
condition. Finally, an equation for the temporal evolution of
the electric potential / is obtained, usually a kind of vorticity
equation. Notice that in other models, the iteration equation
is approximated slightly different by
V
ðiþ1Þ
? ¼ VE þ V þ
Sm  B
ZenB2
þ m
ZeB2
B
 @
@t
þ VðiÞ  $þ Sn
n
 
V
ðiÞ
? : (6)
This has important consequences on the details of the
resulting vorticity equation and on the particular energy the-
orem. This is discussed in the Appendices A, B, and C.
B. Drift-fluid model in cylindrical geometry
Even in first order, the evaluation of Eq. (5) for the per-
pendicular drift velocity combined with the quasi-neutrality
condition is in general a difficult task. The restriction to cy-
lindrical symmetry, i.e., a homogeneous axial magnetic field,
simplifies matters considerably. A linear plasma device like
sketched in Fig. 1 is a reasonable realization of a cylindrical
geometry where the plasma is confined by an almost homo-
geneous magnetic field B in a symmetric surrounding. This
can be described appropriately by cylindrical coordinates
ðr; h; zÞ, where z defines the magnetic field direction B¼Bez
and r and h are the polar coordinates with respect to the
z-axis.
This simplification with respect to geometry and coordi-
nates allows the exact treatment of several relations in the
derivation of the model equations of the next sections and is,
therefore, assumed in the following. In first order approxima-
tion equation, Eq. (5) for singly charged ions with mass mi
reads
u? ¼ VE  mi
eB2
@$?/
@t
 mi
eB2
u  $$?/þ S
i
m  B
enB2
 miS
i
n
enB2
$?/; (7)
FIG. 1. Sketch of a linear plasma device according to the conditions
described in Sec. III.
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where u ¼ uk þ u? denotes the total ion velocity, with uk
the parallel piece and u? the perpendicular part. The diamag-
netic drift is neglected by assuming cold ions with Ti  0.
An equivalent form of Eq. (7) is
u?  D ¼ VE  mi
eB2
@$?/
@t
 mi
eB2
uk  $$?/þ S
i
m  B
enB2
 miS
i
n
enB2
$?/; (8)
where the tensor D has been introduced
D ¼ 1þ mi
eB2
$$?/; (9)
which plays a central role in the subsequent analysis of the
next sections. Here, the symbol 1 denotes the identity ten-
sor. An immediate consequence of the drift approximation
Eq. (8) is that the model is restricted to cases where D is
not equal to the zero tensor. Otherwise, the equation for
u? would get lost and the perpendicular ion velocity
is undetermined. The perpendicular velocity of the elec-
trons v? is obtained by neglecting electron inertia and is
written as
v? ¼ VE  B $pe
enB2
 S
e
m  B
enB2
þ meS
e
n
enB2
$?/; (10)
where me denotes the electron mass and pe ¼ nTe the elec-
tron pressure. According to the requirement of quasineu-
trality, the densities of electrons and ions are assumed to
be equal, i.e., ne ¼ ni ¼ n. Finally, this gives the following
set of model equations for the temporal evolution of the
density n, the parallel velocities of ions uk and electrons
vk, and the electron temperature Te in the electrostatic
approximation
@n
@t
þ v  $n ¼ n$  vþ Sen; (11)
@vk
@t
þ v  $vk ¼ 
$kpe
men
þ e gk
me
Jk  a
me
$kTe
þ e
me
$k/ S
e
n
n
vk þ
Sek
men
; (12)
@uk
@t
þ u  $uk ¼ 
e gk
mi
Jk þ a
mi
$kTe
 e
mi
$k/ S
i
n
n
uk þ
Sik
min
; (13)
@Te
@t
þ v  $Te ¼  2
3 n
$  qe 
2
3
Te $  v
 2
3
a
Jk
e n
$kTe þ 2
3
gk
n
J2k 
2
3
Sem  v
n
þ 2
3
Sen
n
1
2
me v
2  3
2
Te
 
þ SE
n
; (14)
where qe is the electron heat flux
qe ¼ aTe Jk=e jek $kTe  je? $?Te (15)
and jek and j
e
? denote the classical heat conductivities. The
thermal force coefficient is set to a¼ 0.71 (Refs. 12 and 13)
and the parallel current density is defined by Jk ¼ enðuk
vkÞ. As shown in the Appendix B, the Eqs. (7)–(14) obey an
energy theorem in the sense that for zero sources and sink a
certain energy functional is conserved in a particular volume
as long as no energy is flowing through the volume bounda-
ries. This property of the model system is particularly related
to the inclusion of the complete drift velocities Eqs. (7) and
(10) in the advection terms on the lhs of Eqs. (11)–(14).
A result which has been found already in Refs. 4 and 5.
C. The quasineutrality condition
The solution of the model Eqs. (7)–(15) requires the
knowledge of the time derivative of the electric field $ _/
appearing in Eq. (7). This is found by employing the quasi-
neutrality condition in the form
$  J ¼ $  ðenu?  env?Þ þ $kJk ¼ 0 (16)
with u? determined by
u? ¼ VE  mi
eB2
@$?/
@t
 mi
eB2
uk  $$?/

þS
i
m  B
en B2
 miS
i
n
en B2
$?/

 D1: (17)
The tensor D has been defined by Eq. (9), and in cylin-
drical geometry, the evaluation of Eq. (17), in particular, the
computation of the inverse tensor D1, is straightforward
provided that D is non-singular, i.e., its determinant
D ¼ jDj ¼ 1þ mi
eB2
$2?/þ
mi
eB2
j$$?/j (18)
is non-zero. The perpendicular Laplacian of the electric
potential $2?/ ¼ $  $?/ ¼ B  $ VE is the vorticity of
the EB-flow. The evaluation, of Eq. (16) leads to an equa-
tion for the temporal evolution of the determinant D, which
can be written in the compact form
@D
@t
þ u  $D ¼ D mi
e B2
$?$k/  D1  $?uk
 D mi
e B2
D1 : $?
Sin
n
$?/ S
i
m  B
mi n
 
þD $kJk
e n
þD u?  $n
n
D $  ðnv?Þ
n
:
(19)
Details on the derivation of this equation are given in
Appendix A. It replaces the vorticity equation used in sev-
eral drift fluid models. For that reason, Eq. (19) is called
the “extended vorticity” equation. In addition to the tem-
poral evolution of the vorticity $2?/, this equation takes
into account higher order effects due to polarization and
advection by the polarization drift which must be kept to
ensure energy conservation of the model system. Notice
that Eq. (19) can be rearranged by using the continuity
equation
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@Z
@t
þ u  $Z ¼ mi
e B2
$?$k/  D1  $?uk
þ mi
e B2
D1 : $?
Sin
n
$?/ S
i
m  B
mi n
 
 $kuk þ S
e
n
n
; (20)
where Z¼ ln n lnD. This indicates that the determinant D
is a positive quantity as well as the particle density n, there-
fore, reflecting the basic assumption of the drift fluid model
that VE is the dominant piece in the perpendicular ion
velocity.
III. NUMERICAL METHOD
In this section, the numerical approach to solve the drift-
fluid equations derived above is elucidated. The details of
the time stepping algorithm, in particular for the extended
vorticity equation, are presented. Boundary conditions to
take into account the plasma sheath at the targets are dis-
cussed and sources and sinks are specified.
A. Time stepping
Actually, Eq. (19) is an equation for the temporal evolu-
tion of the extended vorticity D, but it can be rearranged to
formulate an equation for the time derivative _/ of the form
a
@2 _/
@r2
þ b @
2 _/
@r@h
þ c @
2 _/
@h2
þ d @
_/
@r
þ e @
_/
@h
¼ f : (21)
The explicit expressions for the coefficients a, b, c, d,
e, and f are listed in Appendix D. The Eq. (21) can be solved,
e.g., by a multigrid method14 and the actual value of
_/ðr; h; z; tÞ is obtained by using the actual profiles of density
nðr; h; z; tÞ, electron temperature Teðr; h; z; tÞ, electric poten-
tial /ðr; h; z; tÞ etc., at time t in the time-stepping algorithm.
Therefore, the perpendicular ion velocity u? is known for
any particular point in time and hence all necessary informa-
tion is provided for an explicit time stepping algorithm
advancing the density n, the parallel velocities vk and uk, and
the electron temperature Te according to Eqs. (11)–(14). In
this work, a standard Runge-Kutta scheme is used for the
time integration.15 The numerically obtained intermediate
values for _/ are used to advance the electric potential / in
the same manner. The profiles of all relevant quantities are
prescribed on a discrete grid in ðr; h; zÞ-coordinates, covering
the domain 0 r  R, 0  h  2p, and 0 z L||. To
evaluate the time derivatives _n, _uk, _vk, and _Te standard sec-
ond order finite differences are employed.15 Boundary condi-
tions are imposed by the use of ghost points.
However, the practical experience with this and similar
numerical approaches up to now has shown severe instabil-
ities coming up in long simulation runs. It was not possible
to identify the detailed nature of these problems, but it is
likely that most problems are related to a tendency of the
model system to run into its inherent singularity at D¼ 0,
i.e., where the polarization is blowing up and the drift fluid
assumption that VE is dominant breaks. This is accompanied
also with a breakdown of the model premise that space
charges are effectively shielded and its temporal evolution is
slow due to Debye shielding. At the moment, these numeri-
cal and/or physical obstacles can be overcome only by the
inclusion of some kind of “artificial” shielding process limit-
ing the evolution of space charges on the small spatial and
temporal scales.
B. Boundary conditions
The full description of plasma-wall interaction in a re-
alistic plasma device is complex and, therefore, appropri-
ate boundary conditions for fluid models are difficult to
formulate. This work is confined to boundary conditions as
simple as possible but reasonably close to dominant physi-
cal processes. At the casing, which is for r¼R, the electric
potential / is set to zero, assuming a grounded perfect
conductor as wall material. For the other quantities n, vk,
uk, and Te, a zero radial gradient is prescribed. For the tar-
get at z¼ L||, sheath boundary conditions are imposed.16,17
The parallel ion velocity uk is set to sound speed
cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi
p
, and for the density n and electron tempera-
ture Te, the gradient is set to zero allowing free convective
outflow of particles and heat. The parallel current density
Jk ¼ enðuk  vkÞ at the sheath entrance is determined by
an electric potential arising due to charge accumulation at
the target
Jk ¼ encs 1
ffiffiffiffiffiffiffiffiffiffi
mi
2pme
r
exp  e/ e/
Te
  
; (22)
where / is the electric potential at the target. This means
our computational domain ends at the sheath entrance with-
out resolving the details of the sheath on the scale of the
Debye length kD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0Te=ðne2Þ
p
. For the electric potential
at the sheath entrance, a zero gradient boundary condition,
@/=@z ¼ 0 is imposed. For the boundary close to the plasma
source, i.e., at z¼ 0, analogous sheath boundary conditions
are imposed. This means that an additional target is assumed
at z¼ 0 and the plasma source itself is modelled by a Gaus-
sian shaped volume source for particles and energy located
at z ¼ Lk=4.
C. Sources and sinks
Up to now, the source terms in Eqs. (7)–(14) have not
been specified. In the numerical applications of the next sec-
tions, the particle sources for electrons Sen and for ions S
i
n
have been set equal to Sn, which is chosen as a Gaussian
localized at z ¼ Lk=4 and r¼ 0. That is
Sn ¼ S0 exp  4 ðz L=4Þ
2
D2z
 4 r
2
D2r
( )
(23)
with Dz and Dr prescribing the extent of the Gaussian in
z- and r-direction. For the source terms acting on the parallel
momentum of electrons and ions, the classical viscosities
have been taken into account13
Sek ¼ ge0
@2vk
@z2
; Sik ¼ gi0
@2uk
@z2
; (24)
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where a small, but finite, ion temperature Ti=Te  0:1 has
been used to obtain gi0. The momentum source S
e
m has been
neglected in all computations. As ion momentum source Sim,
a viscous damping has been included
Sim ¼ mi n l? $  $?VE þ mi nlk $  $kVE; (25)
which contributes to the perpendicular ion velocity via
Sim  B
en B2
¼ mi
e B2
ðl? $?$2?/þ lk $?$2k/Þ: (26)
The coefficients l? and lk have been chosen according
to numerical stability requirements. This mechanism effec-
tively smoothens the profile of the vorticity. To avoid a cas-
cade into small scales of the parallel current density Jk, an
additional damping mechanism of the form
@Jk
@t
¼ lk $2kJk (27)
has been implemented.
IV. APPLICATION TO PSI-2 CONDITIONS
The apparatus presented in the sections above is used to
study the plasma dynamics for physical parameters close to
real experiments. It is shown that a saturated turbulent state
evolves, which exhibits intermittent plasma transport in radial
direction very similar to experimental observations. Also the
question of importance of these intermittent processes for
some aspects of plasma target interaction is addressed. In
Sec. IVD a numerical assessment of possible errors in simpli-
fied models is performed to compare the re-derived model
equations of this work with different approaches.
A. Linear and non-linear phase
In the following sections, the drift-fluid model and
the numerical method presented above is employed for a
setup close to typical discharges in the PSI-2 device.8,9
For this purpose, the following parameters are chosen:
B¼ 0.1 T, R¼ 10 cm, Lk¼ 2m, Dr¼ 5 cm, Dz¼ 33 cm, and
S0¼ 1.11024m3 s1. The damping parameters are chosen
as l? ¼ 0:15m2=s and lk ¼ 5m2=s. The equations are
solved on a 32 32 32 grid in ðr; h; zÞ coordinates and a
time step of Dt¼ 21010 s is used. The simulations are
started with constant density, temperature and electric poten-
tial, and linearly varying profiles in z-direction for the elec-
tron and ion velocities to match the sound speed at the target
boundaries. Additionally, a small amplitude noise in the den-
sity is superimposed, introducing non-axisymmetric pertur-
bations into the plasma dynamics. The plasma column will
be filled in the course of time due to the presence of the par-
ticle source and the small amplitude perturbations grow
according to linear instabilities. After a certain time, the lin-
ear device is filled with plasma and the non-linear interaction
between the different modes present saturates.
Fig. 2 shows two snapshots of the non-axisymmetric
piece ~n of the plasma density during the evolution to a non-
linearly saturated state. It can be seen that for small ampli-
tudes in the non-axisymmetric density fluctuations, i.e., in the
phase of linear dynamics, the plasma density exhibits a highly
symmetric distribution with low poloidal mode numbers
(here, m¼ 4, left figure). With increasing amplitude of non-
axisymmetric perturbations, the non-linear interaction takes
over the dynamics and the density pattern becomes irregular
(right figure). The particular dominant and most unstable
mode in the linear phase is strongly depending on details of
the particle source in the simulation. For different source
strength and radial extension, very different patterns are pos-
sible, an outcome already observed in Ref. 7. In Fig. 3, the
time traces of the different contributions to the total energies
of the model system are shown. (For details on the energy
diagnostic, see Appendix B). The non-linear saturation, lead-
ing to a statistically stationary state with energies fluctuating
around a constant mean value, is obvious. The dominant con-
tributions to the total energy can be identified as the sum of
pressure 3pe=2 and ion parallel kinetic energy minu
2
k=2.
B. Bursty transport of plasma filaments
The saturated plasma state is not quiet but is character-
ized by irregular patterns in each poloidal cross section rotat-
ing according to the drive by EB velocity. Another feature
appearing in the simulation results is an intermittent expul-
sion of particles in radial direction. This is illustrated by the
series of snapshots in Fig. 4, showing the plasma density at
FIG. 2. Snapshots of the non-
axisymmetric piece of the plasma density
at z ¼ Lk=4 in the linear phase (left) and
the non-linear phase (right) at t¼ 312ls
and t¼ 832ls simulation time, respec-
tively. The density is given in units of
n0¼ 11019m3.
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the target over a period of 160 ls. The figures clearly show
the appearance of plasma blobs expelled from the plasma
column (see the snapshot for t¼ 100 ls, a blob located at
south-west). The appearance and disappearance of these
plasma blobs take place on a time scale of order 100 ls. Sim-
ilar results have been found experimentally, e.g., Refs. 10
and 11. A more detailed investigation of these bursty events
demonstrates that the blobs are actually elongated filaments
peeling away from the plasma column.
This is illustrated by Fig. 5 showing in addition to the
snapshots of plasma density at z¼ 0 (upper left figure) and
z¼ L|| (upper right figure), the cut in the r–z-plane (lower fig-
ure) going through the blob appearing at z¼ L||. It can be
seen that the blobby transport is essentially a process occur-
ring over the entire plasma column. In these simulations, this
process usually starts in the region of the plasma source and
some kind of breathing pushes away the elongated filament.
In the r–z-plot of Fig. 5, also this process can be observed.
The next filament around r¼ 3 cm will be pulled off
soon. This inherent process of rotating plasma structures,
non-linearly stirred by EB motion is reflected by the time
traces of density fluctuations at the targets, shown for a par-
ticular point at the target in Fig. 6. This proves that the
plasma rotation sweeps the plasma structures over the target
on a time scale of several kHz.
C. Impact of plasma fluctuations on penetration of
sputtered impurities
The plasma dynamics observed in the numerical simula-
tions presented in the last sections raises an important question
for studies on plasma wall interactions: what might be the
impact of such fluctuations on the release and the spatial distri-
bution of sputtered target materials and how important is a
high temporal resolution in experimental diagnostics to take
into account these effects into interpretation properly? Among
the large number of issues related to this question in this work,
only the aspect of penetration of neutral target atoms is dis-
cussed. For this purpose, we employ a simple model to esti-
mate the distribution of Tungsten as an important target
FIG. 3. Time traces of energy densities at the target at r¼R/4 and h¼p/2.
FIG. 4. Snapshots of plasma density at the target for successive time points.
The density is given in units of n0¼ 11019m3.
FIG. 5. Snapshots of plasma density at the targets at z¼ 0 (upper left) and at
z¼L|| (upper right). The contour plot below covers the region between the
two cuts marked in red. The plasma blobs located on these cuts are con-
nected along the z-axis. Notice that the snapshot upper right corresponds to
the snapshot for t0þ 100ls of Fig. 4 but has been rotated for better visual-
ization. The density is given in units of n0¼ 11019m3.
FIG. 6. Time traces of total density fluctuations at the target at r¼R/4 and
h¼p/2.
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material. It is assumed that the distribution of neutral Tungsten
sputtered from the target at z¼L|| is governed by the equation
@nw
@t
¼ v @nw
@z
 k nw; (28)
where nw ¼ nwðr; h; z; tÞ denotes the neutral density and k
¼ kðr; h; z; tÞ ¼ nehrvi is the ionization rate of atomic Tung-
sten, depending on the electron density ne ¼ neðr; h; z; tÞ and
the rate coefficient hrvi taken from Ref. 18. The velocity v
of the neutral Tungsten leaving the target at z¼ L|| is
assumed to be constant and positive, i.e., directed into the
plasma column, and for the boundary condition at the target,
it is assumed that the Tungsten influx is given by Cwðr; h; tÞ
¼ a neðr; h; Lk; tÞ v with a constant sputter rate a. Then, the
density of Tungsten is
nwðr; h; z; tÞ ¼ a neðr;h;Lk; tþ z=v Lk=vÞ
 exp 1
v
ðLk
z
kðy; tþ z=v y=vÞdy
 
: (29)
It is of interest to what extent this Tungsten distribution
which depends on the details of the spatial and temporal evo-
lution of the background electron density ne can be approxi-
mated by profiles using time averaged values for the plasma
background parameters. More precisely, the question is
whether it is necessary to take into account the fast dynamics
of the plasma oscillations to obtain an adequate overall pic-
ture of the impurity distribution or not. If not, it is enough to
know details of time averaged plasma parameters only. This
distinction is an issue for the interpretation of experiments
if high temporal resolution diagnostics is not available.
Actually, the snapshots of Tungsten neutrals in a particular
r–z-plane for different times in the simulation shown in
Fig. 7 prove that the distribution of the target released impur-
ities is not smooth and exhibits considerable fluctuations.
To continue the discussion, we compare the time aver-
aged Tungsten density nw with the approximate density
n^w obtained by the use of time averaged background
parameters
n^wðr; h; zÞ ¼ a neðr; h; LkÞ exp  1v
ðLk
z
kðr; h; yÞ dy
 
: (30)
Here, the bar denotes the time average over an interval
T. For the following results, the transit time of the neutral par-
ticles has been chosen as averaging interval, i.e., T ¼ Lk=v.
The expression Eq. (30) reflects a practical estimate of the
impurity distribution from the evaluation of atomic processes
using time averaged plasma profiles.
The results for Tungsten neutrals leaving the target with
an energy of 8.6 eV are shown in Fig. 8. For these scenar-
ios—characterized in particular by relatively small tempera-
ture fluctuations—and the spatial and temporal scales
involved almost no difference can be observed between the
time averaged result of the detailed dynamics and the approx-
imative result. However, one should be careful and this spe-
cial case should not be generalized without further checks.
For more complicated processes (e.g., related to thresholds)
and different time scales, the difference can be significant. A
more detailed discussion of this topic based on statistical
methods can be found in Ref. 19. The process discussed here
corresponds to the fast recycling case of Ref. 19 with rela-
tively small changes in the neutral distribution in the region
of a few mean free path lengths away from the target.
D. Vorticity equations and energy conservation—
assessment of traditional models
A particular feature of the drift-fluid model presented
including the extended vorticity equation presented here is
that it obeys an energy theorem. This property is elucidated
in Appendix B, and the deficiencies due to certain approxi-
mations often used—in particular in the vorticity equation—
are discussed on an analytical basis in Appendix C. In this
section, the simulation runs presented in the last sections are
re-examined from the point of view of energy conservation
in approximative models. A few widely used simplifications
are considered and analytical expressions for the inherent
error of certain approaches (e.g., Eqs. (C7) and (C8) of
Appendix C) are estimated. For this purpose, an a-posteriori
check is performed using the complete model in the simula-
tions to assess the magnitude of errors occurring in simpli-
fied models. Three different simplifications are considered in
this analysis
FIG. 7. Snapshots of neutral Tungsten distributions at different times. The
color coding refers to density given in units of 1017m3 corresponding to a
sputter rate of a¼ 0.052.
FIG. 8. Comparison of time averaged Tungsten densities obtained from the
detailed dynamics (nw, left) and the approximation obtained by averaged
plasma parameters (n^w, right). The color coding refers to density given in
units of 1017m3 corresponding to a sputter rate of a¼ 0.052.
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(1) treatment of the vorticity dynamics represented by the
simplified Eqs. (C1) and (C2),
(2) treatment of the vorticity dynamics by the use of Eqs.
(C1) and (C2) and additionally neglecting the parallel
advection in there, i.e., uk ! 0
(3) treatment of the vorticity dynamics by Eqs. (C1) and
(C2), neglecting parallel advection in there, and addi-
tionally neglecting the parallel advection in the parallel
momentum equations Eqs. (12) and (13).
The cases 1 and 2 have been discussed already in
Appendix C, and the error ~L in the energy theorem is given
for case 1 by Eq. (C7) and for case 2 by Eq. (C8). As can be
seen by inspection of Eq. (B7), the error of case 3 is
~L ¼ 1 me
mi
 
mi V
2
E
2
$kðnvkÞ 
mi u
2
k
2
$kðnukÞ: (31)
The time traces of these different error terms possibly
contributing to a bias in the energetic properties of the model
system are compared to the total temporal changes of the dif-
ferent pieces of energy in the system. For this purpose, the
following rates of change of energy are introduced
~L1 ¼
ð
V
mi V
2
E
2
$kðnvkÞ dV; (32)
~L2 ¼
ð
V
mi u
2
k
2
$kðnukÞ dV; (33)
~L3 ¼
ð
V
mi V
2
E
2e
$kJk dV; (34)
and
E1 ¼
ð
V
@
@t
minV
2
E
2
 
dV; (35)
E2 ¼
ð
V
@
@t
minu
2
k
2
 !
dV: (36)
The time traces of these quantities for the statistically
stationary state of the simulation runs discussed in the last
sections are shown in Fig. 9. It can be seen that the
time derivatives E1 and E2 exhibit fluctuations around a
mean value. The frequency of these fluctuations is of order
108 s1. The time traces of the error estimate ~L2 are on a
level one order of magnitude above the time trace of E1,
whereas the levels of ~L1 and ~L3 are much lower than E1 and
E2. This result is illustrated additionally in the bottom figure
of Fig. 9, where the time averages of the rates of change of
energy and the error estimates are shown. It can be con-
cluded that the errors due to the simplifications in cases 1
and 2, i.e., when employing the approximative vorticity
equation, are of marginal importance only. At least in the
cases considered here, the particular pieces missing in the
energy balance are very small compared to other effects,
e.g., dissipation. The only significant level of errors can be
observed in case 3, i.e., if ~L2 comes into play. This error is of
similar magnitude as E1 and it can be concluded that the
energy theorem is affected significantly because ~L2 contrib-
utes strongly in the temporal evolution of energy. How-
ever—without showing detailed plots here—it must be
pointed out that this has strong implications for the energy
flow in the system only, but the results for the overall plasma
dynamics and temporal behaviour of the plasma parameters
are only marginally affected. It can be concluded that the
energy conserving model presented and, in particular, the
extended vorticity equation do not show significant changes
compared to known simplified model approaches lacking
certain energetic properties. Of course, it must be empha-
sized that this result cannot be generalized to any possible
condition in a linear experiment. Therefore, one might take
advantage of the analytical framework presented here for an
estimation of possibly significant errors in other simplified
models and other parameter ranges.
V. SUMMARY
An electrostatic drift-fluid model for cylindrical plasma
geometry with cold ions has been re-derived. Due to the
axi-symmetric geometry in a linear device, a new set of
analytically compact model equations are obtained taking
care of energetic consistency in a rigorous manner. More-
over, these model equations include approximative model
equations used in previous studies as limiting cases. There-
fore, traditional models can be assessed in a systematic way
to estimate possible errors due to energetic inconsistencies.
The model presented has been solved numerically by stand-
ard techniques to study the plasma dynamics in realistic
scenarios. The simulations were guided by machine param-
eters of the PSI-2 experiment. A pronounced turbulence has
been observed governed by fluctuations in all plasma pa-
rameters being of almost the same order of magnitude as
FIG. 9. Top: Time trace of the energy rates of change. Bottom: Logarithmic
plot of the time averaged values corresponding to the time traces of the top
figure.
072317-8 Dirk Reiser Phys. Plasmas 19, 072317 (2012)
Downloaded 16 May 2013 to 134.94.122.141. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://pop.aip.org/about/rights_and_permissions
the spatial and temporal averages. A bursty plasma trans-
port in radial direction appears on time scales in close
agreement with experimental observations. Drawing on the
example of Tungsten release from the target, the conse-
quences of such strong fluctuations on plasma wall interac-
tions at the target have been considered. It is found that for
the particular parameters considered the time averaged pic-
ture of impurity neutrals released from the target is almost
identical to an estimate based on averaged plasma profiles.
However, a generalization of this special result is not possi-
ble and future studies have to be calibrated with detailed
investigations of the turbulent scales, which might differ in
other scenarios than considered in this work. Besides this,
the simulation runs have been investigated from the view-
point of energetic consistency of the new model equations
compared to traditional models and its consequences for
practical applications. Analytical expressions for the sys-
tematic error in simplified models have been derived and
their magnitude has been estimated numerically. It is found
that at least for the particular cases considered, the changes
in energetics and plasma dynamics are only marginal, i.e.,
certain approximations of reduced models are proven to be
tolerable with respect to the overall outcome. But, this
result cannot be generalized and it is recommended to
repeat the analysis presented here for particular applica-
tions with different setup.
APPENDIX A: EXTENDED VORTICITY EQUATION
In a tedious but straightforward calculation, it can be
shown that Eq. (19) results from Eqs. (16) and (17) by
repeated use of the following relation valid for any vector
w? perpendicular to B
$  ðDw?  D1Þ ¼ DD1 : $?w?: (A1)
By insertion, it can be proved that this relation is exact
for the cylinder geometry considered here. A special case of
this relation is
$  D mi
e B2
$? f  D1
	 

¼ Aðf Þ þ Cðf Þ þ Aðf Þ Cð/Þ
þ Að/Þ Cðf Þ  2Bð/Þ Bðf Þ;
(A2)
where the operators A, B, and C are defined by
Aðf Þ ¼ mi
eB2
@2f
@r2
; (A3)
Bðf Þ ¼ mi
eB2
1
r
@2f
@h@r
 1
r2
@f
@h
 
; (A4)
Cðf Þ ¼ mi
eB2
1
r
@f
@r
þ 1
r2
@2f
@h2
 
: (A5)
Using this relation for first derivatives of /, i.e.,
f ¼ @/=@t, f ¼ @/=@z, etc., the rhs of Eq. (A2) provides
terms like @D=@t, @D=@z, etc., appearing in Eq. (19). This is
due to the relation
D ¼ 1þAð/Þ þ Cð/Þ þ Að/Þ Cð/Þ  Bð/Þ2: (A6)
Notice that
mi
eB2
$2?/ ¼ Að/Þ þ Cð/Þ: (A7)
Therefore, the extended vorticity equation Eq. (19) con-
tains higher order corrections in spatial derivatives of the
electric potential /, which is the additional pieces of the
polarization tensor $$/ usually neglected in vorticity equa-
tions of previously used models. Notice also that by inserting
w? ¼ h? in Eq. (A1) with
h? ¼ $? r
2
4
þ mi
eB2
/
2
 
¼ 1
2
r er þ mi
eB2
$?/
	 

; (A8)
one finds that the determinant D can be represented as a
divergence, i.e., D¼$ H?, where H? ¼D h?  D1.
APPENDIX B: ENERGY THEOREM
To gain some insight into the energetics of the model
system defined by Eqs. (11)–(14) and Eq. (19), an analysis
very similar to the investigations in Ref. 5 is used. Neglect-
ing the source terms in Eqs. (11)–(14), the following relation
can be derived
@
@t
menv2k
2
þ
minu
2
k
2
þ 5
2
pe
 !
þ $ 
menv2k
2
v00 þ
minu
2
k
2
u0 þ 3
2
pe v
000
 !
¼ vk $kpe  Jk $k/ $  qe þ v000  $pe

me v2k
2
$  ðnv0  nv00Þ 
mi u
2
k
2
$  ðnv0  nu0Þ
 3
2
Te $  ðnv0  nv000Þ: (B1)
For clarity purposes, the advection velocities of the Eqs.
(11)–(14) have been marked by primes to illustrate in a trans-
parent way the basic results of Ref. 5 that the advective terms
in all drift fluid model equations must fulfill certain require-
ments to guarantee energy conservation. The replacements
v! v0 in Eq. (11), v! v00 in Eq. (12), u! u0 in Eq. (13),
and v! v000 in Eq. (14) have been introduced to identify the
particle velocities of the different equations. To proceed, the
term Jk $k/ is replaced using the relation
J  $/ ¼ $  ð/ JÞ  /$  J
¼ enu?  $/ env?  $/þ Jk $k/: (B2)
Assuming that the quasineutrality condition Eq. (16) is
fulfilled, one obtains by using the perpendicular electron ve-
locity v? of Eq. (10) and the perpendicular ion velocity u?
from Eq. (7)
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Jk $k/ ¼ $  ð/ JÞ  e/$  ðnu nvÞ þ VE  $pe
þ min
2
@V2E
@t
þ min
2
u  $V2E: (B3)
Inserting this into the balance equation above and using
again the continuity equation Eq. (11) gives the energy theo-
rem for the temporal evolution of the energy density
U ¼
menv2k
2
þ
minu
2
k
2
þ 3
2
pe þ minV
2
E
2
; (B4)
which reads
@U
@t
þ $  F ¼ L: (B5)
The flux of energy F is given as
F ¼ minV
2
E
2
uþ
minu
2
k
2
u0 þ
menv2k
2
v00 þ 5
2
pe v
000 þ qe þ / J:
(B6)
The rhs of the energy theorem Eq. (B5) contains sources and
sinks and is
L ¼ e/$  ðnu nvÞ  ðv v000Þ  $pe
 mi V
2
E
2
$  ðnv0  nuÞ 
mi u
2
k
2
$  ðnv0  nu0Þ

me v2k
2
$  ðnv0  nv00Þ  3
2
Te $  ðnv0  nv000Þ: (B7)
A desirable feature of a reasonable model is L¼ 0, rep-
resenting energy conservation in any finite volume if no
physical sources and sinks are present. Inspection of Eq.
(B7) shows that this is fulfilled only if v ¼ v0 ¼ v00 ¼ v000 and
$  ðnv nuÞ ¼ 0 and $  ðnv nu0Þ ¼ 0 simultaneously.
This implies that the ion velocities u0 in Eq. (13) and u in
Eq. (19) cannot be chosen arbitrarily. To achieve energy con-
servation in the model equations, they must fulfill the quasi-
neutrality condition. This means that the complete
expression Eq. (17) must be used including polarization drift.
Finally, one can conclude that the model defined by Eqs.
(11)–(14) and Eq. (19) represent an energy conserving
model.
APPENDIX C: TRADITIONAL APPROXIMATIONS OF
THE VORTICITY EQUATION
It is instructive to see how a more familiar form of the
vorticity equation compares to the extended vorticity equa-
tion derived in the last sections. Several models used in pre-
vious drift-fluid studies start from the approximation
introduced in Eq. (6) and obtain instead of Eq. (7) the first
order expression
u? ¼ VE  mi
eB2
@$?/
@t
 mi
eB2
uk  $$?/ mi
eB2
VE  $$?/
þ S
i
m  B
en B2
 miS
i
n
en B2
$?/: (C1)
This leads to the following form of a vorticity equation
mi
e B2
@$2?/
@t
þ mi
e B2
ðuk þ VEÞ  $$2?/
¼ $kJk
e n
 mi
e B2
$?$k/  $?uk  mi
e B2
Sin
n
$2?/
 mi
e B2
$?/  $ S
i
n
n
 
þ mi
e B2
l?$
2
?$
2
?/
þ mi
e B2
lk$
2
k$
2
?/þ u? 
$n
n
 $  ðnv?Þ
n
: (C2)
Instead of the extended vorticity Eq. (19), this vorticity
equation—or similar versions—has been used in previous
models. In the following, it is shown that this approximation
results in an inconsistency with respect to energy conserva-
tion. To proceed, Eq. (C1) is used in the exercise of Appen-
dix B to derive the energy theorem and one finds a modified
balance equation
@ ~U
@t
þ $  ~F ¼ ~L; (C3)
where the energy density ~U is identical to the extended
model
~U ¼
menv2k
2
þ
minu
2
k
2
þ 3
2
pe þ minV
2
E
2
(C4)
but the flux of energy ~F is now given as
~F ¼ minV
2
E
2
ðuk þ VEÞ þ
minu
2
k
2
u0 þ
menv2k
2
v00
þ 5
2
pe v
000 þ qe þ / J (C5)
and the rhs of the energy theorem contains additional sources
and sinks and is
~L ¼ L mi V
2
E
2
$  ðnuk þ nVE  nvÞ: (C6)
Inserting v? from Eq. (10) (without source contribu-
tions), it is obvious that even in the case that L¼ 0 (if v ¼
v0 ¼ v00 ¼ v000 and u and u0 fulfil the quasineutrality condi-
tion), a non-zero rest remains, i.e.,
~L ¼ mi V
2
E
2e
$kJk: (C7)
If in addition uk ! 0 in Eq. (C1), the vorticity Eq. (C2)
would not contain a parallel advection of vorticity anymore
(an approximation used, e.g., in Ref. 7). Then—as long as
the parallel electron velocity is kept in the particle balance
Eq. (11)—the remaining energetic inconsistency would be
~L ¼ mi V
2
E
2
$kðnvkÞ: (C8)
Removing now also the parallel advection in the particle
balance, i.e., v0 ! 0, would force this defect to zero. But on
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the other hand, this would break the consistency represented
by the source term Eq. (B7) completely and several sources
and sinks would appear in the model system. The conclusion
is that approximations based on vorticity equations like
Eq. (C2) instead of Eq. (19) and/or simplified advection
terms instead of the full parallel and perpendicular pieces as
in Eqs. (11)–(14) fail to conserve energy properly.
APPENDIX D: COEFFICIENTS OF EQ. (21)
The coefficients a, b, c, d, e, and f of Eq. (21) are
obtained by evaluating the extended vorticity Eq. (19) for
the case of cylindrical geometry considered here. For the
sake of completeness, the detailed expressions are listed in
the following:
a ¼ mi
eB2
½1þ Cð/Þ	; (D1)
b ¼  mi
eB2
2Bð/Þ
r
; (D2)
c ¼ mi
eB2
1þAð/Þ
r2
; (D3)
d ¼ mi
eB2
1þAð/Þ
r
þ mi
eB2
TrðZÞ; (D4)
e ¼ mi
eB2
2Bð/Þ
r2
þ mi
eB2
ThðZÞ; (D5)
f ¼  1
rnB
@/
@r
@n
@h
 @/
@h
@n
@r
 
þD $kJk
en
þK?  TðZÞ
 mi
en B2
$?/  TðSinÞ þ
mi
en B2
Sin
n
$?/  TðnÞ
 mi
eB2
$?$k/  TðukÞ  S
i
n
n
½Að/Þ þ Cð/Þ
þ 2Að/ÞCð/Þ  2Bð/Þ2	 þ l? ½Að$2?/Þ þ Cð$2?/Þ
þ Að$2?/Þ Cð/Þ þ Að/Þ Cð$2?/Þ  2Bð/Þ Bð$2?/Þ	
þ lk ½Að$2k/Þ þ Cð$2k/Þ þ Að$2k/Þ Cð/Þ
þ Að/Þ Cð$2k/Þ  2Bð/Þ Bð$2k/Þ	; (D6)
where Z¼ lnðn=DÞ and
K? ¼ VE  mi
eB2
uk$?$k/þ mi
eB2
l? $?$
2
?/
þ mi
eB2
lk$?$
2
k/
miS
i
n
en B2
$?/ (D7)
and
TðgÞ ¼DD1 $?g¼ ½1þCð/Þ	 @g
@r
erBð/Þ
r
@g
@h
er
Bð/Þ
r
@g
@r
ehþ 1þAð/Þ
r2
@g
@h
eh: (D8)
The operators A, B, and C are defined in Appendix A by
Eqs. (A3)–(A5).
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