Introduction {#sec1}
============

Reservoirs, or artificial lakes formed by river damming, are sites of intense carbon (C) processing, with substantial influence on the global C budget.^[@ref1]−[@ref3]^ Globally, reservoirs emit 51 Tg of C year^--1^ to the atmosphere, of which 36.8 Tg year^--1^ is emitted as carbon dioxide (CO~2~) and 13.3 Tg year^--1^ as methane (CH~4~).^[@ref3]^ If global-warming potential is taken into account, CH~4~ (28 times higher global warming potential than CO~2~ over a 100 year time period)^[@ref4]^ is responsible for reservoirs impact on global greenhouse gas emissions. CO~2~ and CH~4~ emissions from reservoirs vary greatly in both space and time,^[@ref5]^ but the variability of fluxes and their drivers remain poorly understood. Consequently, there is high uncertainty in global estimates of C emissions from reservoirs.^[@ref6],[@ref7]^

Part of the CH~4~ emission (∼40% of total) and most of the CO~2~ emission (\>90% of the total) from reservoirs occur via molecular diffusion at the air--water interface (the remainder being emitted through ebullition).^[@ref3]^ Gas diffusion rates are controlled by the product of the difference in concentration between a gas in water and air and the gas-exchange velocity (*k*).^[@ref8]−[@ref10]^ Typically, gas concentration measurements are performed in fewer than 10 sites per reservoir, and a single value of *k*, estimated from wind speed, is assumed to calculate diffusive emission for an entire reservoir.^[@ref3]^ The simplicity of such approach, however, may be deceptive, because C dynamics, and CO~2~ and CH~4~ fluxes, in freshwaters are results from complex interactions between local hydrological and biogeochemical processes and may, thus, vary greatly in space.^[@ref11]^ Different regions of a reservoir may show different C dynamics in the water column,^[@ref12]^ as a result of large heterogeneity in the type of the flooded biomass and sediment, organic and inorganic material inputs from rivers, primary production rates, bacterial respiration rates, and dam operation regime.^[@ref5],[@ref13]^ For example, high particulate organic carbon (OC) import from the catchment in river inflow areas may lead to high sediment deposition and CO~2~ and CH~4~ production.^[@ref13]−[@ref16]^ However, while the large spatial variability of CO~2~ diffusive fluxes from reservoirs has been demonstrated in a few systems,^[@ref5]^ there has been no assessments of the overall spatial variability in CH~4~ emissions from reservoirs that we know.

The *k* is a function of water turbulence, which is largely dependent on wind speed and driven by convective mixing only at low wind speed.^[@ref17]^ Therefore, *k* is commonly scaled from wind speed,^[@ref8],[@ref18]^ but the scaling relationships are highly uncertain.^[@ref8]^ Wind speed measurements are often done at only one or a few sites or are obtained from nearby meteorological stations and are therefore unlikely to represent site-specific patterns. Alternatively, floating chambers (FC) are frequently used to measure emission directly, but they are only capable of covering a small window in space and time. Whereas high water turbulence and high *k* can be expected at river inflow areas or in open, wind-exposed areas, low water turbulence, and low *k* are expected in narrow, wind-protected bays. Such variabilities are unaccounted for at present, and the resulting diffusion estimates are consequently uncertain. To account for the complex dynamics of the parameters that modify the rate of GHG emission for large impoundments, good spatial coverage needs to be performed by sampling.^[@ref5],[@ref19]^

Here, we test the hypothesis that the diffusive emission of CO~2~ and CH~4~ from tropical reservoirs is characterized by strong spatial variability and the fact that emissions are underestimated if measurements are only made close to the dam, which we consider to be cold spots of emission. We studied three tropical reservoirs located in different biomes of Brazil (Amazon, Cerrado (Savannah), and Atlantic Forest) because tropical reservoirs are important sources of C emission^[@ref2]^ but still poorly represented in the most recent global estimate.^[@ref3]^ This is particularly problematic given the large number of existing reservoirs in the tropics and the projected increase in hydropower production in tropical countries.^[@ref20]^ We used spatially resolved concentration measurements (1 measurement every 2 m) with an online equilibration system in combination with spatially resolved measurements of *k* with FC. We investigate how spatial resolution of C concentration and *k* measurements can affect the whole-reservoir C flux estimates.

Experimental Section {#sec2}
====================

Study Sites {#sec2.1}
-----------

We studied three tropical reservoirs located in different biomes in Brazil: Chapéu D'Uvas (CDU), Curuá-Una (CUN), and Furnas (FNS) ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). CDU is a 12 km^2^ oligotrophic water supply reservoir located in the Atlantic Forest biome. CUN is a 72 km^2^ oligotrophic hydroelectric reservoir located in the Amazon. FNS is a 1342 km^2^ hydroelectric reservoir located in the Cerrado (Savannah) biome, with two different arms that exhibit distinct trophic states: the northern arm is mesotrophic, whereas the southern arm is eutrophic ([Figure S1](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The climate in all reservoirs is characterized by rainy summers and dry winters.^[@ref21]^

###### Location and Features of the Three Reservoirs

                                     CDU                 CUN                FNS
  ---------------------------------- ------------------- ------------------ --------------------
  coordinates                        21°33′ S 43°35′ W   2°50′ S 54°18′W    20°39′ S 46°18′ W
  biome                              Atlantic Forest     Amazonia           Cerrado (Savannah)
  year of operation                  1994                1977               1963
  reservoir use                      water supply        hydroelectricity   hydroelectricity
  area (km^2^)                       12                  72                 1342
  volume (km^3^)                     0.146               0.472              20.7
  watershed area (km^2^)             309                 15300              51773
  maximum depth (m)                  41                  36                 89
  mean depth (m)                     19                  6                  15
  residence time (years)                                 29                 1.38
  elevation (m)                      682                 68                 755
  mean total phosphorus (μg L^−1^)   12                  19                 39
  mean total nitrogen (μg L^−1^)     452                 661                1204
  annual mean air temperature (°C)   18                  28                 20
  annual precipitation (mm)          1600                2200               1260

Measurements {#sec2.2}
------------

A single field campaign was conducted in each reservoir during low-water season. In CDU, this was in September 2015; in CUN, March 2016; and in FNS, June and July 2015 ([Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Equilibrator-Based CO~2~ and CH~4~ Concentrations (pCO~2~ and pCH~4~) {#sec2.3}
---------------------------------------------------------------------

We used an online equilibration system connected to an ultraportable greenhouse gas analyzer (UGGA, Los Gatos Research) to perform continuous measurements of CO~2~ and CH~4~ partial pressure (*p*CO~2~ and *p*CH~4~) in the water as the boat moved in a zigzag pattern (7 km h^--1^) through the reservoirs ([Figure S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Water from a ∼0.5 m depth was pumped continuously (3 L min^--1^) through a prefilter and a cartridge filter (10 μm pore size, Eaton Lofwind) and was further led to a membrane-based equilibrator (Permselect module PDMS-XA 1.0, Medarray Inc.), composed of an array of silicone hollow fibers with a total exchange area of 1 m^2^. In this membrane-based equilibrator, the water flows outside the hollow fibers, while the gas flows inside the hollow fibers toward the UGGA (a similar setup was described by Gonzalez-Valencia et al.).^[@ref22]^ The gas flow is open so that the gas is not sent back to the equilibrator after passing the UGGA. The UGGA output data were logged with 1 Hz frequency and combined with geographic coordinates from a USB-GPS device (Navilock 6002U) running with the software Coolterm 1.4.7, and other geographic coordinates were recorded concomitantly using a hand-held GPS device (Garmin, eTrex 30x), for the discrete samples measurements (see later discussion). Each measured point was corrected by the response time of the online equilibration system, which was 3 min for CO~2~ and 5 min for CH~4~. Accounting for boat speed, every data point represents a moving average integrating over 350 m for CO~2~, and 580 m for CH~4~. Equilibration efficiency was 84% (SD: ± 14) for CO~2~ and 87% for CH~4~ (SD: ± 12), determined by comparing equilibrator-derived CO~2~ and CH~4~ concentrations with concentrations derived from manual samples (see later discussion).

Discrete Samples of pCO~2~ and pCH~4~ {#sec2.4}
-------------------------------------

In addition to equilibrator-based measurements, we measured *p*CO~2~ and *p*CH~4~ manually, applying the headspace equilibration technique,^[@ref8]^ at approximately every kilometer along the length of each reservoir (a total of 13 sites in CDU, 30 in CUN, and 33 in FNS, with triplicate measurements at each site). The discrete measurements were performed to (i) calculate the equilibration efficiency of the online equilibration system; (ii) calculate the *k* values in conjunction with floating chamber measurements of diffusive flux, as further described below ([eq [2](#eq2){ref-type="disp-formula"}](#eq2){ref-type="disp-formula"}). At each measurement site, we filled 3 60 mL syringes with 30 mL of surface water and 10 mL of atmospheric air. The syringes were then vigorously shaken for 60 s to allow the gas and water phases to equilibrate. Then, the 10 mL headspace was transferred to a second syringe and injected in the UGGA. For this purpose, the UGGA was equipped with a custom-made inlet port connected to a carrier gas flow consisting of CO~2~-free air (ambient air passing through a soda-lime cartridge) and driven by its internal pump. The resulting baselines were zero for CO~2~, and atmospheric concentration for CH~4~ (∼1.8 ± 0.1 ppm). The peaks recorded by the UGGA were integrated in an in-house R script (R version 3.3.2) and compared to an in-house calibration curve to determine the *p*CO~2~ and *p*CH~4~. We used the solubility coefficients of Weiss^[@ref23]^ and Yamamoto et al.^[@ref24]^ to compute the water surface concentrations of CO~2~ and CH~4~, respectively. Detection limits for manual injection into the UGGA were 1.5 × 10^--7^ and 2.76 × 10^--10^ mol L^--1^ for dissolved CO~2~ and CH~4~ concentration, respectively.

Calculation of the Gas-Exchange Coefficient (*k*) {#sec2.5}
-------------------------------------------------

We performed FC measurements, which give direct estimates of CO~2~ and CH~4~ flux across the air--water interface, and discrete gas concentration measurements at the same sites to allow for the determination of *k*.^[@ref25]^ FCs were deployed approximately every 1 km, including sites of open water, flooded forests, land--water boundaries, and river inflow areas (a total of 13 sites in CDU, 30 in CUN, and 33 in FNS, with triplicate measurements at each site). Transparent acrylic FC with a total volume of 17 L, a 0.07 m^2^ surface area, and a circular design were used. The chamber walls extended 4--5 cm into the water column. Transparent material was used to not affect photosynthesis and, therefore, CO~2~ flux during incubation. We deployed our FC three times at each sampling spot. The FC was left drifting during measurement to avoid creation of artificial turbulence. It was connected to the UGGA with a closed gas loop to quantify changes in CO~2~ and CH~4~ concentration inside the chamber over about 5 min per deployment. Real-time display of concentrations inside the chamber via the UGGA allowed the keeping of each chamber deployment as short as possible, which, in turn, minimized any temperature change inside the chamber. Chamber deployments were discarded if a linear regression between concentration increase and time rendered *r*^2^ \< 0.9, indicating nonlinear behavior that is probably related to gas bubbles enriched in CH~4~ and CO~2~ (ebullition) entering the chamber.^[@ref26]^

The diffusive gas flux depends on two main factors: the concentration gradient over the air--water interface and the *k* for a given gas at a given temperature. This gradient is expressed as the difference between the actual concentration of gas in the water and the concentration that water should have if it was in equilibrium with the atmosphere. Thus, the flux across the air--water interface can be calculated following the equation proposed by Cole and Caraco:^[@ref8]^where *F*~g,T~ is the flux at the air--water interface for a given gas (g) at a given temperature (*T*) (mmol m^--2^ day^--1^), *k* is the gas-exchange coefficient for the given gas (m day^--1^), *C*~w~ is the concentration of the given gas in water (mmol m^--3^), and *C*~eq~ is the theoretical concentration of the given gas in water if the water phase was in equilibrium with the atmosphere (mmol m^--3^).

The *k* values were derived from concomitant measurements of gas flux (by FC measurements) and of the measured *p*CO~2~ and *p*CH~4~ as follows and are called *k*~FC~ hereafter:

To compare *k*~FC~ for CO~2~ and CH~4~, the *k*~FC~ was normalized to a Schmidt number of 600 for both CO~2~ and CH~4~ at 20 °C according to Jähne et al.:^[@ref27]^where Sc~g,*T*~ is the Schmidt number for a given gas at a given temperature.^[@ref28]^ We used *n* = 2/3 for wind speed at 10 *m* \< 3.7 m s^--1^ and *n* = 1/2 for wind speed at 10 *m* \> 3.7 m s^--1^.^[@ref26],[@ref29],[@ref30]^ The *k*~600~ was calculated for both gases, i.e., from CO~2~ flux and CO~2~ concentrations (termed *k*~600CO~2~~) and from CH~4~ flux and CH~4~ concentrations (termed *k*~600CH~4~~).

To assess the influence of assuming single *k* values for the calculation of gas fluxes across the entire reservoir, we computed gas fluxes using two different scenarios of fixed *k* values. The first scenario assumes a single *k* value (one for CO~2~ and one for CH~4~) derived from FC measurements at the dam of each reservoir (*k*~d~). The second scenario was derived from the average wind speed (equation from Cole and Caraco)^[@ref8]^ at each reservoir (*k*~ws~).

Bathymetry Analysis {#sec2.6}
-------------------

Bathymetric surveys were performed in each reservoir using a parametric sub-bottom profiler (Innomar SES-2000) detecting the sediment-water interface at 100 kHz frequency. Shore-to-shore zigzag transects were made at 10 km h^--1^ along the entire length of each of the reservoirs, and the output data were geo-referenced using an on-board GPS receiver.

Environmental and Limnological Variables {#sec2.7}
----------------------------------------

We measured air temperature and wind speed at 2 m above the water surface with a portable anemometer (Skymaster Speedtech SM-28, accuracy: 3%) every 1 km of distance. Wind speed measurements were normalized to wind speed at 10 m above water level.^[@ref31]^ Surface water temperature, conductivity, turbidity, pH, chlorophyll *a*, and dissolved oxygen (O~2~) concentrations were determined using a multi-parameter probe (YSI 6600 V2) logging at 30 s intervals.

Surface-water samples were collected using polypropylene bottles (300 mL) at each point of discrete samples. The samples were analyzed for total phosphorus (TP), total nitrogen (TN), and total organic carbon (TOC) in the laboratory at the Federal University of Juiz de Fora. TP and TN samples were analyzed by spectrophotometry (Beckman Coulter, DU - 640) following potassium persulfate digestion (TP) and alkaline persulfate digestion (TN). TOC samples were analyzed by high-temperature combustion on a total carbon analyzer (Shimadzu, TOC-L CPH/ASI-L).

Data Analysis and Statistical Procedures {#sec2.8}
----------------------------------------

Data interpolation to create maps of *p*CO~2~ and *p*CH~4~, *k*~FC~, and bathymetry was performed using the inverse distance weighted algorithm (IDW, cell size of approximately 37 m × 37 m)^[@ref32]^ using the software ArcGIS (v10.2, ESRI). We preferred IDW to another interpolation algorithm (Kriging) because the root-mean squares of the interpolated maps were lower for IDW. Maps of interpolated diffusive fluxes of CO~2~ and CH~4~ were created by combining each grid cell (pixel) of partial pressure maps of CO~2~ and CH~4~ (air and water) with the corresponding grid cell of *k*~FC~ maps, following [eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}. This computation was performed using the Map Algebra tool of ArcGIS. Finally, we extracted the cell values from all maps (partial pressure, *k*, diffusive fluxes, and bathymetry) to obtain data from all reservoirs with the same spatial resolution (∼37 m × 37 m), which were then used in the analysis. The CO~2~ and CH~4~ flux measurements derived from FCs were not used in this study as the relatively small number of measurements leads to higher uncertainty in comparison with the equilibrator-derived measurements. To test the differences between *k*~FC~, *k*~ws~, and *k*~d~, we performed an ANOVA grouping the values from the three reservoirs.

The potential predictors of variability in *p*CO~2~ and *p*CH~4~ concentrations within reservoirs were investigated using partial least-squares regression (PLS) performed for each gas and each reservoir separately.^[@ref33]^ The potential predictor variables included in the PLS were measurements of date and time, latitude and longitude, water depth, water temperature, pH, conductivity, chlorophyll *a*, turbidity, dissolved O~2~ concentration, and dissolved O~2~ saturation.

We estimated the minimum sampling effort required to produce a representative spatial coverage for each reservoir with high confidence (95% probability) of reaching ±20% of the mean diffusive flux, assuming that the high spatial resolution of our sampling effort was sufficient to capture the entire spatial variation of carbon fluxes in each reservoir. These simulations were not carried out using the interpolated flux values shown on the maps (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)) but using the "boat track flux", which was calculated from measured gas concentrations along the boat track and the discrete measurements of *k* along the boat track, which were assumed to be valid until the next site of discrete *k* measurement. This "boat track flux" directly reflects the maximum sampling effort conducted in this study (*n* = 21827, 106373, and 87824 boat track flux values at CDU, CUN, and FNS, respectively). We then simulated hypothetical sampling scenarios by down-sampling, as described in detail by Wik et al.^[@ref34]^ For each reservoir, we generated two data sets (one for CO~2~ flux and one for CH~4~ flux) that were structured in bins. The first bin in each data set represents the outcome of randomly selecting one data point out of the entire data set 100 times, and the *n*^th^ bin represents the outcome of randomly selecting *n* data points out of the entire data set 100 times. This down-sampling simulation procedure allowed us to determine the minimum sampling effort per square kilometer in each reservoir. Statistical analyses were performed using the software JMP (Version 12.1.0). For PLS analyses, we used the software SIMCA 13 (Umetrics, Umeå Sweden). For all statistical tests, we assumed *p* \< 0.05 as the threshold level of acceptance. The down-sampling simulations to predict the minimum sampling effort and the ANOVA to test the differences between different calculated *k* values were performed in the R Statistical Software (version 3.3.2).

![*p*CO~2~ and *p*CH~4~ (μatm), *k*~600CO~2~~, *k*~600CH~4~~ (m day^--1^), and diffusive flux of CO~2~ and CH~4~ (mmol m^--2^ day^--1^) from IDW interpolation in CDU. The black arrows on the maps indicate river entrances. The black lines represent the equilibrator transects, and each black dot represents three measurements of floating chambers and discrete samples.](es-2017-05138z_0001){#fig1}

Results {#sec3}
=======

Variability of pCO~2~ and pCH~4~ {#sec3.1}
--------------------------------

The *p*CO~2~ varied from 300 to 773 μatm in CDU (mean ± SD: 439 ± 63 μatm), from 387 to 1478 μatm in CUN (664 ± 221 μatm), and from 7 to 3090 μatm in FNS (400 ± 299 μatm) ([Figure S4](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The *p*CH~4~ varied from 2 to 65 μatm in CDU (11 ± 9 μatm), from 1.8 to 50 μatm in CUN (9 ± 5 μatm), and from 1.8 to 217 μatm in FNS (30 ± 20 μatm) ([Figure S4](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Expressed as the coefficient of variation, the range of variability within the reservoirs varied between 0.1 (CDU) and 0.8 (FNS) for *p*CO~2~, and between 0.5 (CUN) and 0.8 (CDU) for *p*CH~4~ ([Table S1](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). There was a trend toward higher *p*CO~2~ and *p*CH~4~ in river inflow areas and decreasing values toward the dam (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The exception was *p*CO~2~ in FNS, which increased close to the dam ([Figure S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). All of the reservoirs were consistently supersaturated in both CO~2~ and CH~4~ with respect to the atmosphere; the overall mean *p*CO~2~ and *p*CH~4~ considering all reservoirs together were 4.5 times and 9 times higher than atmospheric equilibrium, respectively.

Gas-Exchange Coefficient (*k*~600~) {#sec3.2}
-----------------------------------

The *k*~600~ for CO~2~ ranged from 0.1 to 2.7 m day^--1^ (0.9 ± 0.6 m day^--1^) in CDU, 0.1 to 4.7 m day^--1^ (0.5 ± 0.6 m day^--1^) in CUN, and 0.1 to 7.9 m day^--1^ (1.1 ± 1.2 m day^--1^) in FNS. The *k*~600~ for CH~4~ ranged from 0.8 to 6.9 m day^--1^ in CDU (2.8 ± 1.6 m day^--1^), 0.2 to 6.1 m day^--1^ in CUN (1.4 ± 1.0 m day^--1^), and 0.3 to 19.1 m day^--1^ in FNS (3.0 ± 3.3 m day^--1^). While we have not observed a clear, distinct pattern of spatial variation, we found some high *k*~600~ values in large open waters and river inflow areas (e.g., in CDU, [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). The *k*~600CH~4~~ and *k*~600CO~2~~ values were significantly correlated (*r*^2^ = 0.519 *p* \< 0.0001) but deviated strongly from the 1:1 line. The *k*~600~ values derived from CH~4~ were higher than the *k*~600~ derived from CO~2~ in more than 98% of the measurements ([Figure S7](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The *k*~600CH~4~~-to-*k*~600CO~2~~ ratio was similar in all reservoirs, with averages ranging from 2.7 to 3.1 ([Table S1](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

We compared our *k* values derived from all FC measurements (*k*~FC~) with *k* values derived from average wind speed (*k*~ws~) and with *k* values derived from FC measurements near the dam (*k*~d~). We found that *k*~FC~ are generally higher but not significantly different (*p* \> 0.05) than *k*~d~ and *k*~ws~ ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Diffusive Fluxes of CO~2~ and CH~4~ {#sec3.3}
-----------------------------------

The diffusive flux of CO~2~ calculated from gridded data varied from −26.4 to 24.2 mmol m^--2^ day^--1^ (4.8 ± 6 mmol m^--2^ day^--1^) in CDU, 0.6 to 82.8 mmol m^--2^ day^--1^ (7.7 ± 9.5 mmol m^--2^ day^--1^) in CUN, and −36 to 90.2 mmol m^--2^ day^--1^ (7.1 ± 15.8 mmol m^--2^ day^--1^) in FNS ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). For CH~4~, the diffusive flux calculated from gridded data ranged from 0.04 to 16 mmol m^--2^ day^--1^ (1.6 ± 1.7 mmol m^--2^ day^--1^) in CDU, 0.09 to 6.9 mmol m^--2^ day^--1^ (0.6 ± 0.8 mmol m^--2^ day^--1^) in CUN, and 0.001 to 21.5 mmol m^--2^ day^--1^ (2.5 ± 2.5 mmol m^--2^ day^--1^) in FNS ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The CO~2~ and CH~4~ diffusive fluxes observed in all reservoirs show large variability, resulting from high variability in both concentrations and *k* values (Figures [1](#fig1){ref-type="fig"}, [S5 and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

The gas fluxes computed from *k* values as derived from various FC measurements (*k*~FC~) were consistently higher than those derived from a single FC measurement at the dam site (*k*~d~) or the average wind speed on the reservoir (*k*~ws~). The average, standard deviation, and range of *k* values and the respective diffusive fluxes of CO~2~ and CH~4~ as calculated from *k*~FC~, *k*~d~, and *k*~ws~ are shown in [Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf).

Limnological Parameters {#sec3.4}
-----------------------

The average water temperature ranged from 21.3 ± 0.8 °C (average ± SD) in FNS to 30.1 ± 1.4 °C in CUN ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). The pH was slightly acidic in the Amazonian reservoir (CUN, 6.1 ± 0.7) and alkaline in the others (7.8 ± 0.1 and 8.4 ± 0.9 in CDU and FNS, respectively). CUN also showed lower conductivity (16 ± 11 μS cm^--1^) and dissolved oxygen concentrations (6.7 ± 1.9 mg L^--1^) in comparison to CDU (26.7 ± 0.6 μS cm^--1^; 8.5 ± 0.4 mg L^--1^) and FNS (32 ± 16 μS cm^--1^; 7.1 ± 3.4 mg L^--1^). Chlorophyll *a* concentration and turbidity were measured in CUN and FNS only. The average chlorophyll *a* concentration was 11.5 ± 15 μg L^--1^ in CDU and 7 ± 30.2 μg L^--1^ in FNS, while the average turbidity was 19.7 ± 10.3 NTU in CDU and 24.6 ± 12.6 NTU in FNS ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Drivers of Within-Reservoir Variability {#sec3.5}
---------------------------------------

Our PLS models explained the variability in *p*CO~2~ well in all reservoirs (*r*^2^*Y* of 0.65 for CDU, 0.83 for CUN, 0.77 for FNS). In all reservoirs, we detected strong negative relationships of *p*CO~2~ with dissolved O~2~ ([Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Negative relationships with pH were observed also in all reservoirs ([Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), and relationships with date and time were apparent in some of the reservoirs. The variability in *p*CH~4~ could also be well explained in each reservoir by the PLS model (*r*^2^*Y* of 0.44--0.79), and the geographic coordinates were strongly connected to the variability in *p*CH~4~ in all reservoirs. pH as well as depth, date and time were important for explaining variability in *p*CH~4~, albeit not consistently in all reservoirs. The Q^2^ values of all PLS models were similar to the *r*^2^*Y* values, indicating high predictive power ([Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

We additionally looked for statistical drivers of within-reservoir variability in *k*~600~, but the resulting statistical models were weak (data not shown). In most cases, either PLS models did not converge or permutation tests showed that random data generated models of similar explanatory power. While there were positive relationships between *k*~600~ (determined from FC) and wind speed, the great spread in these relationships makes wind speed a poor predictor of *k*~600~ ([Figure S8](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Sampling Effort {#sec3.6}
---------------

We performed downsampling simulations to predict how many flux measurements would have been enough to reach total flux estimates within ±20% of our observed mean, provided that the flux measurements are randomly distributed across the reservoir. For CDU (total number of boat track flux values of 21 827 or 1819 measurements per square kilometer), the simulations indicated that the minimum sampling effort needed to meet the ±20% criteria would be ∼6 flux measurements per square kilometer for CO~2~ and ∼10 flux measurements per square kilometer for CH~4~. For CUN (total number of boat track flux values of 10 6373, or 1477 measurements per square kilometer), the minimum sampling effort would be ∼2 flux measurements per square kilometer for both CO~2~ and CH~4~. For FNS (total number of boat track flux values of 87 274 or 65 measurements per square kilometer), the minimum sampling effort would be ∼1 flux measurement per square kilometer for CO~2~ and ∼0.1 flux measurement per square kilometer for CH~4~ ([Figure S9](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Discussion {#sec4}
==========

This study shows large within-reservoir variability in *p*CO~2~, *p*CH~4~, and *k* values (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), which results in large spatial variability of CO~2~ and CH~4~ diffusive emissions (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Our results also corroborate the hypothesis that taking *k* measurements exclusively close to the dam will result in underestimation of diffusive CO~2~ and CH~4~ emissions from reservoirs.

Within-Reservoir Variability in pCO~2~ and pCH~4~ {#sec4.1}
-------------------------------------------------

The three reservoirs were predominantly supersaturated in CO~2~ and CH~4~ ([Table S1](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Therefore, they were overall sources of CO~2~ and CH~4~ to the atmosphere, even though uptake of CO~2~ from the atmosphere was observed in some areas. The magnitude and variability of *p*CO~2~ and *p*CH~4~ reported here ([Table S1](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)) are in accordance with previous results reported for tropical and temperate reservoirs.^[@ref5],[@ref9],[@ref12],[@ref19]^ To our knowledge, this is the first study demonstrating that riverine inflow areas are likely to have higher *p*CO~2~ and *p*CH~4~ than the main river channel close to the dam. The only case in which this pattern was not evident for *p*CO~2~ was in FNS, in which not all of the river inflow areas had elevated *p*CO~2~, while the dam area had comparatively higher *p*CO~2~ ([Figure S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

In the PLS regression models, the geographic location within a reservoir was an important variable (variable importance in projection, VIP \> 1; [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)) explaining *p*CH~4~ (*r*^2^*Y* of 0.44--0.79), with a smaller importance for date and time (most VIP \< 1; [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). This implies that there are significant spatial gradients of *p*CH~4~ along the main longitudinal axis of the reservoirs as a result of the dam areas being cold spots of *p*CH~4~ and the river inflows being prone to be *p*CH~4~ hot spots (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). It is noteworthy that the areas considered as hot spots showed *p*CH~4~ values 5 to 7 times higher than the whole-reservoir averages (which also include the hot spots, making it a conservative comparison). Although we have not measured sedimentation and anaerobic metabolism, the literature suggests that the higher *p*CH~4~ at river inflows may be attributable to the fact that in these areas water slows down and sediment is deposited, often leading to the formation of deltas.^[@ref15],[@ref35]^ The deposition of fluvial organic matter supports degradation via methanogenic microbes, increasing CH~4~ production.^[@ref15]^ Accordingly, water depth, a proxy of the connectivity between sediment and surface water, was an important variable in two of the reservoirs (VIP \> 1; [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Additionally, CH~4~ imported from the catchment may further contribute to the observed pattern at river inflow areas.^[@ref14],[@ref36]^

Aquatic metabolism is another factor that may explain within-reservoir variability of *p*CO~2~ and *p*CH~4~. In all reservoirs, *p*CO~2~ correlated negatively with O~2~ concentration and not strongly with geographic location ([Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), indicating that internal patterns in planktonic metabolism are important modulators of *p*CO~2~. For example, *p*CO~2~ was undersaturated in a large part of the southern arm of FNS ([Figure S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), where the eutrophic Sapucaí River (average TN: 1340 μg L^--1^, average TP: 41 μg L^--1^) enters the reservoir. Chlorophyll *a* concentrations in the southern arm of FNS are high (21.2 ± 14.0 μg L^--1^), and two times larger than in the northern arm (9.8 ± 9.0 μg L^--1^). Intense CO~2~ uptake during phytoplankton primary production is likely causing CO~2~ undersaturation in the eutrophic southern arm.^[@ref5],[@ref12]^ In CUN, geographic location was an important predictor of *p*CO~2~ (VIP \> 1; [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), and the high *p*CO~2~ in the river inflows may be attributed to sediment organic matter degradation and riverine input of terrestrially respired CO~2~.^[@ref12],[@ref13]^

In contrast to low *p*CO~2~ in the eutrophic southern arm of FNS, *p*CH~4~ was high. This suggests that anaerobic decomposition of phytoplankton debris in the sediments increases CH~4~ production. Indeed, eutrophication has recently been pointed out as a key driver of CH~4~ fluxes in reservoirs on a global scale.^[@ref3]^ Similarly, organic matter-rich effluent from local settlements may also result in high *p*CH~4~, such as close to the village ∼12 km upstream the dam in CUN ([Figure S5](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). We cannot exclude the possibility that the variability of *p*CO~2~ and *p*CH~4~ is due to different types of flooded organic matter and the reservoir's morphometry.^[@ref5],[@ref12],[@ref19]^

Within-Reservoir Variability in Gas-Exchange Velocity {#sec4.2}
-----------------------------------------------------

While our values of *k*~600~ (averages of discrete measurements: 0.9 ± 1.0 m day^--1^ for *k*~600CO~2~~ and 2.3 ± 2.4 m day^--1^ for *k*~600CH~4~~) were in the range of earlier studies,^[@ref29],[@ref37],[@ref38]^ we observed a pronounced spatial variability of *k*~600~ in all reservoirs. There were positive but rather weak relationships between *k*~600~ and wind speed ([Figure S8](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), and the PLS regression models were overall weak, indicating that *k*~600~ was not very predictable from the variables collected in this study. In some instances, we observed high *k*~600~ values in river inflow areas (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). In these areas, turbulence may be stronger than in the reservoir main body due to the higher flow velocity of water,^[@ref39]^ enhancing the gas exchange with the atmosphere. We also found higher *k*~600~ in some larger open areas (e.g., in CUN's reservoir main stem; [Figure S5](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). These areas have more wind exposure, which also may increase turbulence in the water surface. Because *k* is largely driven by water turbulence, it varies in space and time even at short time scales and depends on water flow and the speed and direction of wind.^[@ref8],[@ref18],[@ref26],[@ref40]^ Evidently, this creates pronounced spatial and temporal patterns in *k*~600~ (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)), which are highly variable, not readily predictable, and not adequately represented by estimations of average *k*~600~ from wind speed.

The diffusive fluxes of CO~2~ and CH~4~ were computed through three different *k* calculation approaches as described above. Using the interpolated *k* derived from spatially distributed floating chamber measurements (*k*~*FC*~), the resulting fluxes of CO~2~ showed expectedly higher spatial variability than other approaches that use fixed values of *k* ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). The same pattern was observed for diffusive fluxes of CH~4~ from CDU and CUN but not FNS, where the use of *k*~d-CH~4~~ returned more variable flux ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). We, then, argue that despite there being no statistical difference among the mean values of *k*~FC~, *k*~ws~, and *k*~d~, the use of the spatially resolved *k*~FC~ results in a better representation of the spatial variability of diffusive fluxes of CO~2~ and CH~4~.

![Box plot of CO~2~ and CH~4~ fluxes, calculated from spatially resolved concentration as measured in combination with three different approaches of determining the gas-exchange velocity *k*.](es-2017-05138z_0002){#fig2}

Compared to using *k*~FC~, using *k*~d-CO~2~~ underestimated the diffusive flux of CO~2~ by ∼86% in CDU, ∼ 26% in CUN, and ∼11% in FNS. For the diffusive flux of CH~4~, the use of *k*~d-CH~4~~ instead of *k*~FC~ underestimated the flux by ∼44% for CDU and ∼17% for CUN but overestimated the flux by ∼8% for FNS.

Using a fixed *k* value scaled from average wind speed (*k*~ws~)^[@ref8]^ for each reservoir, the diffusive flux of CO~2~ as calculated from *k*~FC~ was underestimated by ∼57% for CDU and ∼41% for FNS, but it was overestimated by ∼70% in CUN. The diffusive flux of CH~4~, calculated using *k*~ws-CH~4~~, underestimated the *k*~FC~-derived flux by ∼82% for CDU, ∼34% for CUN, and ∼80% for FNS. Our results strongly suggest that spatially resolved measurements are necessary to derive accurate estimates of diffusive emission.

Persistence of Higher *k*~600CH~4~~ Values Compared to *k*~600CO~2~~ {#sec4.3}
--------------------------------------------------------------------

We found that *k*~600CH~4~~ was persistently higher than *k*~600CO~2~~ for all reservoirs ([Figure S7](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). On average, *k*~600CH~4~~ was 2.8 times higher than *k*~600CO~2~~, and there were no differences among reservoirs. According to the Fickian transport, *k*~600CO~2~~ values should be similar to *k*~600CH~4~~ values because the speed of diffusion for these gases is similar.^[@ref41]^ However, the persistently higher *k*~600CH~4~~ values indicate that the two gases behave differently. The *k*~600CH~4~~-to-*k*~600CO~2~~ ratio found in this study is in agreement with observations by recent studies^[@ref29],[@ref30]^ suggesting that the presence of CH~4~ microbubbles may explain why *k*~600CH~4~~ is constantly higher than *k*~600CO~2~~. It is important to note that the *k* values reported here are derived from continuous measurements of linear concentration increase inside FCs over short time intervals (\<5 min). Hence, if the elevated *k*~600CH~4~~ were driven by microbubbles, the microbubble flux into the FC would need to be close to constant across time and ubiquitous in space to produce the pattern observed here ([Figure S7](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). More research on *k* is clearly needed.

Within-Reservoir Variability in Diffusive CO~2~ and CH~4~ Fluxes {#sec4.4}
----------------------------------------------------------------

Because of the variability in concentrations and *k*, CO~2~ diffusive fluxes varied between −36 and 90.2 mmol m^--2^ day^--1^ (6.1 ± 12.2, median: 4.5 mmol m^--2^ day^--1^) and diffusive flux of CH~4~ varied between 0.001 and 21.5 mmol m^--2^ day^--1^ (2 ± 2.2, median: 1.3 mmol m^--2^ day^--1^) ([Table S2](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Diffusive CH~4~ emission was higher in most river inflow areas in comparison to the respective dam area (Figures [1](#fig1){ref-type="fig"}, [S5, and S6](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Also, several river inflow areas showed high diffusive fluxes of CO~2~, similar to the observations by Pacheco et al.^[@ref12]^ Evidently, patterns of diffusive gas emission were not entirely congruent with patterns in gas concentrations because the *k* was regulated by other factors than gas concentrations. It is important to consider that the observed within-reservoir patterns of diffusive CO~2~ and CH~4~ emission are snapshots in space and time: the *k*~600~ maps are the result of instantaneous and very local measurements, which are subject to rapid change depending on the water column and meteorological conditions, as well as the location of measurement. However, we consider the maps of gas concentration to reflect largely prevailing spatial patterns driven by inflow and internal productivity during the dry season. While the high-resolution mapping of surface water gas concentrations of this study represents an important advance toward improved estimates of diffusive emission from reservoirs, more research needs to be done on the variability and regulation of the *k* in these large and morphologically complex systems. While this paper focused on representing spatial variability, seasonal variability is not included in our estimates even though it can be substantial.^[@ref12]^ Hence, we do not recommend using the fluxes reported here to calculate yearly emissions.

Minimum Sampling Effort {#sec4.5}
-----------------------

Both the coefficient of variation (CV) of boat track diffusive flux and the down-sampling simulations ([Figure S9](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)) give congruent indications on the minimum number of sampling points needed to reach within ±20% of our known mean flux with 95% probability. In CDU, the coefficients of variation (CV) for boat track diffusive flux of CO~2~ and CH~4~ were similar (1.2 and 1.0, respectively), and so was the minimum sampling effort (∼6 and ∼10 km^--2^, respectively). Also in CUN, the CV for CO~2~ and CH~4~ were similar (both 1.2), and so was the minimum sampling effort (both ∼2 km^--2^). In FNS, the CV for CO~2~ was two times higher than the CV for CH~4~ (2.2 and 1.0, respectively), and accordingly, the minimum sampling effort for CO~2~ (∼1 km^--2^) was higher than that for CH~4~ (∼0.1 km^--2^) ([Figure S9](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

These results suggest that small systems require higher sampling densities, even though we cannot statistically support this observation because only three reservoirs were studied. Our findings are in agreement with a previous study that reported a negative but not strong relationship between *p*CO~2~ spatial variability and reservoir area in five tropical reservoirs.^[@ref5]^ For instance, the down-sampling simulations indicated that 0.1 flux measurements per square kilometer randomly distributed across the reservoir are sufficient to capture the spatial variability of CH~4~ fluxes for FNS, the largest reservoir (area = 1342 km^2^), whereas for CDU, the smallest reservoir (area = 12 km^2^), the simulated minimum sampling effort is 10 flux measurements per km^2^. This means that the influence of sediments and land on water quality of marginal areas may be higher in small systems. Furthermore, the heterogeneity of other local factors such as primary production, trophic state, depth, morphometry, or river entrances may exert greater influence on the variability of fluxes from small systems. Finally, our results indicate that sampling only one or a few sites to scale gas fluxes across the entire reservoir may result in substantial errors ([Figure S10](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)). Our simulations indicate that the probability of getting the actual flux when gas fluxes are scaled from one or a few measurements to represent the entire reservoir is less than 25% ([Figure S10](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf)).

Implications {#sec4.6}
------------

Through conducting spatially resolved measurements of both CO~2~ and CH~4~ concentrations, as well as gas-exchange velocities, this study documents pronounced spatial variability in diffusive C emission from tropical reservoirs, which to a large extent is linked to river inflows, sedimentation and in-system metabolism. Accordingly, river inflows and eutrophic areas were identified as hot spots of diffusive C gas flux. To produce representative estimates of C emission from reservoirs, spatially resolved measurements must be conducted. Not accounting for the spatial variability in concentrations, or assuming a fixed gas-exchange velocity, may underestimate the diffusive C emission by ∼10% to 80%.

The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acs.est.7b05138](http://pubs.acs.org/doi/abs/10.1021/acs.est.7b05138).Figures showing a map of the study sites, reservoir water level, sampling strategy, box plots, IDW interpolation results, the relationship between gas-exchange velocities, the relationship between wind speed and gas-exchange coefficients, down-sampling simulations, and the chance of reaching a whole-system mean flux. Tables showing descriptive statistics, an average of *k* values, and the parameters of PLS models. ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acs.est.7b05138/suppl_file/es7b05138_si_001.pdf))
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