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Abstract
This paper proposes a new description of the equations of motion for low-thrust trajectory design in the presence of
a third-body perturbation. The framework is formulated using Gauss’ Variational Equations (GVE) with two distinct
accelerations: the one produced by the electric engine and the disturbing term of the third-body effect. The latter is
computed using the disturbing potential of the previously studied Keplerian Map, formulated from the Hamiltonian of
the circular-restricted three-body problem. The presented GVE framework is advantageous in several respects: first,
low-thrust sub-optimal control laws can be easily generated and explored to find a first guess solution near global
optima. Second, bounds for the optimal control problem, as well as boundary values, can be easily defined, leading
to a much faster convergence. This dynamical framework is accurate until very close to the sphere of influence of
the perturbing body, and thus can be efficiently used to target low-energy hyperbolic invariant manifold structures
associated with periodic orbits near it. This paper presents the methodology as well as a full retrieval trajectory for
asteroid 2018 AV2, a small co-orbital asteroid that could be retrieved during its next Earth encounter in 2037.
Keywords: Low-thrust; Optimal control problem; Trajectory design; Optimisation; Asteroid capture
Nomenclature
µ: Normalized gravitational parameter
R: Disturbing function
U3B : Keplerian Third-Body Potential
C: Jacobi Constant
v8: Escape Velocity
Acronyms
Near-Earth asteroid (NEA)
Libration point orbit (LPO)
Keplerian Map (KM)
Gauss’ Variational Equations (GVE)
Circular-Restricted Three-Body Problem (CR3BP)
1. Introduction
With the pursuit of increasingly innovative and com-
plex space missions, the focus of the space industry has
been turning towards low-thrust technologies. Electric
propulsion systems provide large savings in propellant
mass, which can be decisive for the mission’s feasibility:
the higher the entire system’s mass is, the costlier the en-
deavour will be, making it less likely to come into fruition.
Since the first spacecraft using low-thrust was success-
fully flown in 1999 [1], this technology has allowed for
the planning of a range of missions that would otherwise
be infeasible, including visits to the outer planets, comets
and asteroids [2].
Designing a low-thrust trajectory is a more complex
task than doing so for a high-thrust one. For the latter
case, the few short thrust phases can be approximated by
singular events that change the spacecraft’s velocity in-
stantaneously. On the contrary, low-thrust missions re-
quire the propulsion system to operate for a significant
part of the transfer, in order to generate the necessary ve-
locity increment. Consequently, the thrust vector is a con-
tinuous function of time and the trajectory optimisation
problem has to find the optimal control strategy [3]. This
is an extremely complex problem that has no closed-form
solutions, except for some very specific cases [4]. Thus,
the optimal control problem has to be carefully conceived
in order to achieve convergence, i.e. a meaningful defini-
tion of bounds and constraints for the trajectory is neces-
sary.
One of the main steps in the formulation of the op-
timal control problem is choosing the model of motion
in which the trajectory is developed [5]. Certain design
applications, like missions to near-Earth asteroids (NEA)
require models of motion of higher complexity than the
classical two-body problem. Using an alternative higher-
fidelity method, such as the circular restricted three-body
problem (CR3BP), has certain drawbacks that relate to the
complexities in defining the optimal control problem, e.g.
boundary conditions are hard to set since the coordinates
are presented in the synodic cartesian reference frame.
Thus, this paper proposes a new set of equations to
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model third-body motion that may be accelerated by a
low-thrust engine. These are obtained by propagating
Gauss’ Variational Equations (GVE) with the sum of two
disturbing acceleration vectors. The first is obtained from
the thrust produced by the electric engine; the second cor-
responds to the third-body perturbation. The latter is de-
rived from the Keplerian Third-Body Potential of the pre-
viously studied Keplerian Map (KM) [6, 7].
In this paper, the framework of the GVE is applied to
bodies moving in low-energy regimes. The latter is here
defined as the regime of motion in which ballistic capture
is theoretically possible [8]: this may occur for objects
whose orbital energy does not differ much from that of
the third-body perturbation, e.g. nearly co-orbital bodies
[9] or spacecraft departing from or arriving to Earth with a
low v8. An example of a low-energy regime trajectory is
the low-thrust capture of NEA [10]. Thus, a test example
of the usability of these equations is presented with the
design of such a capture transfer. For this purpose, a sim-
ple mission is formulated: a spacecraft attaches itself to an
asteroid and moves it from its nominal orbit to one of the
invariant manifolds of the Sun-Earth system, connected to
a Planar Lyapunov orbit.
The structure of this paper is set as follows: Section 2
provides a brief summary of well-known models of mo-
tion that will be used for comparison. Section 3 presents
the framework for the GVE equations using the Keplerian
Third-Body Potential, as well as the derivations of the rel-
evant accelerations. Section 4 details the steps involved
in the design of a first guess low-thrust trajectory. Sec-
tion 5 highlights the results of the trajectory design for the
chosen NEA, and Section 6 concludes the paper with final
considerations and future work.
2. Classical Models of Motion
The problem of predicting the trajectory of a body in
space requires the choice of an adequate model of mo-
tion. Throughout time, several methods have been used
to this purpose, depending on the problem. Some clas-
sical models will be used as comparison methods to the
GVE equations presented on this paper: these are revised
below.
2.1 Circular Restricted Three-Body Problem
Throughout this paper, the gravitational interactions to
be considered on the spacecraft will be those of the Sun
and the Earth: a three-body problem. The CR3BP is a
simplification on the latter, in which the third body’s mass
is deemed insignificant when compared to the other two,
the primaries, and their orbits are circular around each
other. The normalised position and velocity in the CR3BP
obey the following equations of motion, in the synodic
reference frame [11]:
:x 2 9y  x  p1 µqpx  µq
r13
 µpx 1  µq
r23
:y   2 9x y  p1 µqy
r13
 µy
r23
:z  p1 µqz
r13
 µz
r23
(1)
where r1 and r2 are the distances to each of the primaries
and µ  m2m1 m2 is the normalised gravitational parameter
of the system, given that m1 and m2 are the masses of the
primary and secondary.
2.1.1 Dynamical Structures
The equations of motion of the CR3BP admit five equi-
librium solutions, known as the libration points Li, i 
1, 2, ...5. In their vicinity, one can find the libration point
orbits (LPOs): these are characterized by a motion that re-
peats itself after a time period, as seen relative to the syn-
odic reference frame. Given that these orbits are not sta-
ble, one can find invariant manifold structures connected
to them. Geometrically, these are tubes that depart from
or arrive to the periodic orbit.
The aforementioned dynamical structures make it so
that, if a spacecraft is inserted into an invariant manifold
orbit, it will end up in a periodic orbit without any fuel ex-
penditure. This is only possible due to the simultaneous
gravitational interactions between the primaries (Sun and
Earth, as selected in this paper), which have to be care-
fully considered when designing trajectories.
2.2 Multi-Body Dynamics
The motion of an object in an environment where many
celestial bodies are gravitationally interacting with each
other is described by the n  bodyproblem. This is for-
mulated by Equation 3, which cannot be solved for more
than two bodies without resorting to approximations like
the CR3BP described above.
:~rSC  µi  ~ri
r3i
 
N1¸
j1
ji

µj

~rj  ~ri
prj  riq3 
~rj
r3j

ﬀ
, (2)
j, i  0, ..., N  1 (3)
in which ~rSC is the position vector of the spacecraft, i
is the index of the central body, j is the index of each
remaining one and µ is the gravitational parameter related
to the celestial object.
Equation 3 implies that, in the Sun-Earth system, even
when outside the sphere of influence of the Earth, the
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Fig. 1: Regions where each spacecraft acceleration is
comparable to the one of the Earth. Earth represented
with the size of its sphere of influence
spacecraft is affected by its perturbation. In the current
paper, this zone is referred to as the perturbation region:
an area in the Earth’s vicinity where its acceleration af-
fects the third-body’s trajectory substantially, rendering
the two-body problem inaccurate. This is here delimited
as a the region between the sections forming an angle of
pi{8 with the Sun-Earth line, as defined by Sa´nchez and
Ya´rnoz [12].
In order to further support the claim above, the accel-
erations of the Earth on a hypothetical third-body were
computed with Equations 3, as a function of the third-
body’s position. Then, these were compared to the out-
put accelerations of three different spacecraft with elec-
trical engines: SMART-1, Bepi-Colombo and Hayabusa
2. For each of these, Figure 1 shows the regions in which
their accelerations were at most 1000 times greater than
the Earth’s perturbation, a threshold in which the latter is
considered to be significant in the trajectory design. Nat-
urally, these areas will change with the low-thrust system
considered; however, it is clear that the Earth’s disturbing
acceleration is non-negligible within a much larger region
than the classical sphere of influence.
3. Gauss’ Variational Equations’ Framework
This section presents the development of the GVE
framework for low-thrust design in low-energy regimes,
from the derivation of the disturbing accelerations to the
reference frame rotations and final propagation flowchart.
3.1 Equations of Motion
Gauss’ Variational Equations (GVE) have been exten-
sively used in astrodynamics to compute motion perturbed
by a disturbing acceleration. Following Battin [13], they
can be formulated in this manner:
da
dt
 2a
2
h

are sin ν   aθ p
r
	
de
dt
 1
h

arp sin ν   aθppp  rq cos ν   req
	
di
dt
 ah r cos θ
h
dΩ
dt
 ah r sin θ
h sin i
dω
dt
 1
he

 arp cos ν   aθpp  rq sin ν
	
 ah r sin θ cos i
h sin i
dν
dt
 h
r2
  1
he

arp cos ν  aθpp  rq sin ν
	
(4)
in which h is the angular momentum, p is the semilatus
rectum, b is the semi-minor axis, r is the orbital position
and θ  ν   ω is the argument of latitude, with ν as the
true anomaly.
In contrast to the Lagrange Planetary Equations, GVE
can also account for non-conservative accelerations. Con-
sequently, they are especially useful in the case of a low-
thrust spacecraft moving in a three-body configuration.
The accelerations in that particular scenario are repre-
sented by Equation 5.
aGV E  tar, aθ, ahu  aLT   aU3B (5)
Per Newton’s first law, aLT is easily computed as the
quotient of the thrust vector and the system’s mass. The
vector aU3B is here computed using the Keplerian Third-
Body Potential of the Keplerian Map [6, 7], a method
to compute the evolution of orbital parameters in a low-
energy regime. This model is valid for planetary sys-
tems where the normalised gravitational parameter is very
small, as is the case of the Sun-Earth system example.
3.2 The Keplerian Third-Body Potential
The three-body planetary system from which the dis-
turbing potential function is derived can be seen on Figure
2. The main quantities are here represented, together with
a new element: ΩRot, which is the rotational longitude of
the ascending node of the spacecraft. This is defined in
such a way that the inertial system’s x-axis is aligned with
the Earth [7]. It is worth noting that the movement is not
made in the synodic reference frame: it is inertial, Sun-
centred, but measured from the Earth axis (hence called
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Fig. 2: Three-dimensional geometry of the three-body
problem in the inertial reference frame
Earth-pointing reference frame). Thus, ΩRot replaces the
regular Ω in Equations 4; it is computed using the initial
longitude of the ascending node Ω0, the true anomaly of
the Earth and its initial value ν0
C
:
ΩRot  Ω0  νC  ν0C (6)
Finding the true anomaly of the Earth νC for every step
of the propagation could be a cumbersome task; thus, its
value is approximated considering a circular Earth mo-
tion. Thus, the mean, eccentric and true anomalies of the
Earth the same and the following relations are derived:
MC  EC  νC
MC  nCpt t0q
νC  t t0 (7)
in which nC is the Earth’s mean motion, approximated to
1. Thus, the true anomaly of the Earth can be estimated
from the normalized time of the propagation.
In order to generate aU3B for Equations 5, the
Hamiltonian of the CR3BP is formulated in this Earth-
pointing reference frame, as previously done by Alessi
and Sa´nchez [7]:
H3B  1
2
pp2x   p2y   p2zq 
1 µ
r1
 µ
r2
(8)
in which r1 and r2 are the distances from the third body
to the primary and secondary, respectively.
The first step is to write r1 and r2 as functions of the
distance to the barycentre r. As a first step, the following
equations are obtained:
r21  px  µq2   y2   z2 (9)
r22  px 1  µq2   y2   z2 (10)
Using polar coordinates tx  r cos θ;
a
y2   z2 
r sin θu:
r21  pr cos θ   µq2   pr sin θq2 (11)
r22  pr cos θ  1  µq2   pr sin θq2 (12)
Starting with the development of r1 into a function of
r,
r21  r2   µ2   2rµ cos θ ô
ô 1
r1
 1
r
1a
1  2 cos θ µr   pµr q2
(13)
Assuming a Taylor expansion around µ  0 for the
terms with r1 and r2:
1 µ
r1
 1
r
  µ

 1
r
 cos θ
r2
	
 Opµ2q (14)
µ
r2
 µ?
r2  2r cos θ   1  Opµ
2q (15)
It is important to denote that the Taylor expansions
done on the previous equations imply that µ ! r. This
means that, ultimately, the location of the primary and the
barycentre cannot be distinguished: thus, the parameters
corresponding to Equation 14 bear little impact on the fi-
nal formulation of the Hamiltonian in Equation 16.
Finally, the Hamiltonian can be written as the sum of
the kinetic and the potential energies:
H3B  K3B   U3B  Opµ2q (16)
in which:
K3B  1
2
pp2x   p2y   p2zq 
1
r
(17)
U3B  µ

1
r
  cos θ
r2
 1?
1  r2  2r cos θ


(18)
where the physical quantities r and cos θ are simply de-
fined in the Earth-pointing reference frame:
r 
a
x2   y2   z2
cos θ  x
r
(19)
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Using Hamiltonian mechanics, the third-body acceler-
ations are computed as in Equation 20:
ax  BU3BBx
ay  BU3BBy
az  BU3BBz (20)
which, together with Equations 16 to 18, yield the final
output:
aU3B  tax, ay, azu
ax  µ

1  x
p1 2x  x2   y2   z2q 32
 3x
2
px2   y2   z2q 52  
1 x
px2   y2   z2q 32

ay  y

µ
p1 2x  x2   y2   z2q 32
 µp3x  x
2   y2   z2q
px2   y2   z2q 52

az  z

µ
p1 2x  x2   y2   z2q 32
 µp3x  x
2   y2   z2q
px2   y2   z2q 52

(21)
3.3 Final Framework
Considering the two main reference frames involved
(inertial on the GVE equations, Earth-pointing for the ac-
celerations), some transformations have to be taken into
account. The accelerations in Equation 4 have to be writ-
ten in the Local Vertical, Local Horizontal frame (LVLH),
which require the following transformation matrices [13]:
aLV LH  pRERRF q1
 
aU3B   aLT

R  RΩRiRω
RΩ 


cos Ω  sin Ω 0
sin Ω cos Ω 0
0 0 1
ﬁ
ﬂ , Ri 


1 0 0
0 cos i  sin i
0 sin i cos i
ﬁ
ﬂ
Rω 


cosω  sinω 0
sinω cosω 0
0 0 1
ﬁ
ﬂ , RF 


cos ν  sin ν 0
sin ν cos ν 0
0 0 1
ﬁ
ﬂ
RE 


cospνC   ν
0
Cq sinpνC   ν
0
Cq 0
 sinpνC   ν
0
Cq cospνC   ν
0
Cq 0
0 0 1
ﬁ
ﬂ (22)
Finally, Equations 4 are fully defined and the reference
frame changes required by the algorithm are set. For a
better understanding of the transformations involved and
the overall framework, Figure 3 can be analysed.
RE
Equations 20
(RE R RF)­1
GVE
1/m
State 
{a, e, i, Ω, ω, ν}   
Control 
{ux, uy, uz} 
aLT
aGVE
aU3B
Fig. 3: Flow diagram of the state propagation using the
GVE Framework, including matrix rotations
4. Low-Thrust Trajectory Design
In order to test the GVE equations in a mission design
scenario, a simple asteroid capture case was devised. The
mission entails coupling a spacecraft to a NEA and using
electrical propulsion to change the body’s nominal orbit,
so that it will move into one of the manifolds of the Sun-
Earth system. The considered spacecraft is akin to the
one used by NASA’s Asteroid Redirect Robotic Mission
concept [14], with a dry mass of 5,500 kg and a maximum
thrust capability of 2 N.
The low-thrust asteroid capture design will involve the
following stages: first, the trajectory inserting the body
into the invariant manifold orbit is computed, using im-
pulsive manoeuvres. Then, the obtained ∆v and time of
flight are used to generate a first guess of the accelerated
trajectory. This could be used to set up an optimal con-
trol problem that optimises the spacecraft’s mass; how-
ever, since the purpose of this paper is to highlight the use
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of the GVE equations, this latter step will not be shown
here.
4.1 Preliminary Impulsive Trajectory
Designing the optimal impulsive transfer from a start-
ing point to a target requires the optimisation of a Lambert
arc. This trajectory is then differentially corrected into the
third-body perturbed motion, using the GVE framework.
4.1.1 Lambert Arc Optimisation
The Lambert arc optimisation problem is here tackled
by EPIC [15], a global trajectory optimiser. EPIC per-
forms domain decomposition, where each domain is eval-
uated based on the evolution of a population of agents; its
purpose is to generate a series of very good local optima
instead of a global one, such that there is more flexibility
to the mission design.
The earliest and latest dates for the transfer to occur
were set as the beginning of 2036 and 2038, respectively.
These were chosen in order for the transfer to cross the
perturbation region defined in Sub-section 2.2, so that the
advantage from using the GVE equations is highlighted.
Between these two threshold points, EPIC finds the opti-
mal initial and final conditions for the Lambert arc, com-
puted in the two-body problem with zero revolutions and
targeting a single manifold orbit of C  3. These condi-
tions are propagated from the threshold points using the
GVE equations.
4.1.2 Differential Correction
Given that the Lambert arc is computed in the two-
body problem model, it is necessary to find its equivalent
using the method presented in this paper. This is done by
employing a differential corrector to correct the ∆v ma-
noeuvres of the Lambert arc, so that an adjusted transfer
will end up at the desired final state xf in the presented
GVE framework [16]. Considering a given reference tra-
jectory, in which Φ is the state-transition matrix:
9x  fpxptqq
δxpt1q  Φpt1, t0qδxpt0q (23)
The propagation of the state transition matrix is de-
scribed by the following:
δ 9xptq  Dfpxptqqδx
9Φ  DfpxptqqΦ (24)
The Jacobian Dfpxptqq is defined by:
Dfpxptqq 


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
axx axy axz 0 0 0
ayx ayy ayz 0 0 0
azx azy azz 0 0 0
ﬁ
ﬃﬃﬃﬃﬃﬃﬂ
(25)
which, using Hamiltonian dynamics, can be computed
with:
axx  B
2H3B
Bx2 , ayy  
B2H3B
By2 , azz  
B2H3B
Bz2
axy  ayx  B
2H3B
BxBy , ayz  azy  
B2H3B
ByBz
(26)
4.2 Low-Thrust First Guess
The final low-thrust transfer will be represented by a
state vector of the position, velocity, thrust and mass of the
spacecraft throughout its duration. Some of its parameters
are fixed: the initial and final points for the motion are the
same as the Lambert arc. Then, the impulsive manoeuvre
design is used to estimate the spacecraft’s initial mass and
transfer time using Tsiolkovsky’s equation.
With these considerations, an optimisation procedure
is devised to compute the transfer. Its goal is to mini-
mize the error between the final transfer parameters and
the target state, using the GVE framework presented in
Figure 3 as the model of motion. The trajectory consists of
two maximum thrust phases, interleaved with two coast-
ing ones. Thus, the optimisation variables are simply the
elevation, azimuth and duration of the thrust for each of
the accelerated segments of motion. The optimisation is
solved using MATLAB’s fmincon routine.
As mentioned in Section 4, this paper concerns only
this first guess design. Posteriorly, this could be used to
set up an optimal control problem to maximise the total
mass of the system or diminish the overall fuel cost, using
the GVE framework for a straightforward definition of the
motion’s boundaries and constrains.
5. Case Study: Capture of Asteroid 2018 AV2
As of July 2018, more than 18,000 NEA have been dis-
covered and listed on the Minor Planet Center Database
[19]. From this pool, about 3,500 are boulder-sized aster-
oids ( 30m diameter), which makes them potential can-
didates for low-thrust retrieval [10].
One of these is asteroid 2018 AV2. Given its discovery
in January 2018, there is almost no data regarding its com-
position and nature. Nevertheless, this object is clearly
Page 6 of 9
Table 1: Basic characteristics and estimates for Apollo asteroid 2018 AV2
Asteroid Initial Capture Date Final Capture Date H Diameter [m] Mean Mass [t]
2018 AV2 2036/02/05 2037/08/07 28.7 [3.4 - 10.8] [259 - 941]
 Obtained using near-Earth asteroids estimation models [17, 18]
moving in a low energy regime, making it a great candi-
date to test the accuracy and use of the GVE framework.
Its next close approach to the Earth will happen in 2037,
when it could be captured into a LPO. Table 1 presents
some of its characteristics, together with the initial and
final dates of the computed capture Lambert arc.
5.1 Preliminary Accuracy Analysis
Fig. 4: Absolute position error as a function of time, com-
pared to the CR3BP
Although the two-body problem remains a very com-
mon model for low-thrust transfers [20], it is extremely
inaccurate in the intended trajectory design region. On the
other hand, the GVE framework can be used to model mo-
tion up until very close to the Earth’s sphere of influence,
including the low-energy regime studied in Sub-section
2.2.
In order to carry out a quick comparison of how these
two different models perform for the trajectory design in
question, both were used to propagate the asteroid’s mo-
tion in time, from a fixed point in space. In the synodic
reference frame, the starting point of the motion corre-
sponds to the crossing of the trajectory with the positive
y-axis; the propagation ends when the motion reaches the
positive x-axis (closest point to the Earth). The position
errors are depicted in Figure 4, where it can clearly be
seen that inaccuracies related to the two-body problem
are especially high when entering the perturbation region,
where the error surpasses the 106 km mark.
5.2 Asteroid Capture Trajectory
The low-thrust trajectory designed with the process de-
scribed in Section 4 can be seen in Figure 5. The space-
craft captures the asteroid in the beginning of the red tra-
jectory, and the thrusting phase ends at the manifold in-
sertion point. It can be seen that this motion happens par-
tially in the perturbation region described in Sub-section
2.2, something that could not be accurately computed us-
ing a lower-fidelity model.
Fig. 5: Schematic of the first guess capture trajectory for
asteroid 2018 AV2, ending at the manifold insertion
point
The limits of the red trajectory were found by EPIC as
the initial and final points of the optimal Lambert arc. The
motion was then differentially corrected using the GVE
framework, yielding a total ∆v of 136.40 m.s1.
Using this preliminary trajectory, the obtained initial
mass was, using Tsiolkovsky’s equation, 696 tonnes. The
procedure described in Sub-section 4.2 yielded the thrust
profile for this first guess design, which is depicted in Fig-
ure 6. Two short thrust phases can be seen, in a on-off
control scheme. Thus, as previously stated, the system’s
initial mass could actually be increased by using an op-
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timal control solver, which would certainly optimise the
thrust phases in Figure 6.
1.32 1.325 1.33 1.335 1.34 1.345 1.35 1.355 1.36 1.365 1.37
104
0
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2
Fig. 6: Thrust profile of the first guess capture trajectory
for asteroid 2018 AV2
6. Conclusions
This paper presents a novel formulation of the third-
body perturbation, ideal for a GVE approach to the prop-
agation of trajectories within low-energy regions and sub-
ject to low-thrust propulsive accelerations. This is partic-
ularly useful for mission design in low-energy regimes,
where the simultaneous perturbation of both primaries
cannot be approximated by a lower fidelity method.
The nature of the GVE equations makes them very ad-
vantageous for low-thrust trajectory design. Particularly,
the intuitive observation of the orbital elements evolution
and the easy definition of boundaries and constraints for
the optimal control problem make the GVE framework
straightforward to set up and solve, as opposed to meth-
ods like the CR3BP.
The developed equations of motion are valid for plan-
etary systems with gravitational parameters of orders of
magnitude similar to the Sun-Earth one. This makes them
ideal for, among others, the computation of low-thrust tra-
jectories for Jovian or Saturnian moon tours or near-Earth
asteroid capture missions to LPOs. In the latter case, the
trajectory design can target the invariant manifold struc-
tures very close to the periodic orbit, given the accuracy
of the GVE framework up until very close to the Earth’s
sphere of influence.
Future work will deal with the implementation of the
optimal control problem and mass optimisation of the as-
teroid trajectory. Furthermore, given the existence of sin-
gularities for the inclination and longitude of the ascend-
ing node elements in the GVE equations, an application
of modified orbital elements is envisaged.
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