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HIPAA security compliance in academic medical centers is a central concern of
researchers, academicians, and practitioners. Increased numbers of data security breaches
and information technology implementations have caused concern over the
confidentiality, integrity, and availability of electronic personal health information. The
federal government has implemented stringent HIPAA security compliance reviews and
significantly extended the scope and enforcement of the HIPAA Security Rule. However,
academic medical centers have shown limited compliance with the HIPAA Security Rule.
Therefore, the goal of this study was to investigate the factors that may affect HIPAA
security compliance in academic medical centers. Based on a review of the literature of
technology acceptance and security effectiveness, this study proposed a theoretical model
that uses management support, security awareness, security culture, and computer selfefficacy to predict security behavior and security effectiveness and thus HIPAA security
compliance in academic medical centers.
To empirically assess the effect of the above-noted variables on HIPAA security
compliance in academic medical centers, a Web-based survey was developed. The survey
instrument was designed as a multi-line measure that used Likert-type scales. Previous
validated scales were adapted and used in the survey. The sample for this investigation
was health care information technology professionals who are members of the Group on
Information Resources within the Association of American Medical Colleges.
Two statistical methods were used to derive and validate predictive models: multiple
linear regression and correlation analysis. The results of the investigation demonstrated
that security awareness, management support, and security culture were significant
predictors of both security effectiveness and security behavior. Security awareness was
the most significant predictor of security effectiveness and security behavior. Due to the
presence of collinearity, Pearson correlation analysis was used to develop a composite
factor, consisting of management support and security culture, for the final multiple
linear regression model.
By enhancing the understanding of HIPAA security compliance in academic medical
centers, the outcomes of this study will contribute to the body of knowledge of security
compliance. The empirical results of this research also will provide guidance for

individuals and organizations involved with HIPAA security compliance initiatives in
health care.
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Chapter 1
Introduction

Statement of the Problem
The consensus of the literature is that the identification of the problem is the
cornerstone of quality research (Ellis & Levy, 2008). The research problem that the
author investigated was that academic medical centers (AMCs) and other covered entities
in the U.S. are not fully complying with the Health Insurance Portability and
Accountability Act (HIPAA) of 1996 (Hasemyer, 2009; Herold, 2009a; Holland, 2009;
Hourihan, 2009). According to Taylor (2006), an AMC is:
an accredited medical school (including a university, when appropriate); an affiliated
faculty practice plan; and one or more affiliated hospital(s) in which a majority of the
hospital medical staff consists of physicians who are faculty members and a majority
of all hospital admissions are made by physicians who are faculty members. (p. 54)
A covered entity includes every “person, business, or agency that provides, bills or
receives payment for medical care and transmits protected health information already
saved in electronic storage media” (Lawrence, 2007, p. 430). Based on the results of the
2008 Centers for Medicare & Medicaid Services (CMS) HIPAA security compliance
reviews, “covered entities appeared to struggle to comply with the Security Rule” (CMS,
Office of E-Health Standards and Services, 2008, p. 2). The overarching compliance
issues reported included risk assessment, currency of policies and procedures, security
training, workforce clearance, workstation security, and encryption (CMS, Office of EHealth Standards and Services). According to Gallagher (2009), the findings from the
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2009 Healthcare Information and Management Systems Society (HIMSS) Security
Survey, suggest that:
despite changes to the security and privacy landscape including new legal and
regulatory requirements and increasing risk, health care organizations have made
relatively little change since the assessment of the market that HIMSS conducted in
2008 relating to a number of important areas of the security environment. (p. 3)
As indicated by Greenberg and Ridgely (2009), “more than a decade after the passage of
HIPAA, concerns about security of patient health information (PHI) remain a major
policy issue” (p. 450).
According to Herold (2009b), data security breaches in health care organizations
continue to increase. In referencing the University of Utah Hospital data security breach
and the results of the 2008 Global State of Information Security Survey, Nash (2008)
reported that “information security is, in many ways, failing” (p. 2). Organizations that
track security incidents have reported rising numbers of data security breaches involving
health care providers, payers, and insurers (Baker et al., 2009; Ernst & Young, 2009;
Frost & Sullivan, 2008; Gallagher, 2009; Peters, 2009; Ponemon, 2008; Privacy Rights
Clearinghouse, 2010). A large number of security breaches are caused by employees’
failure to comply with organizational information security guidelines (Chan, Woon, &
Kankanhalli, 2005; Payton, 2006). Further, new security risks and breaches have resulted
from the increased use of mobile computing (Fritsche & Rodgers, 2007).
Numerous AMCs reported data security breaches in 2009 and 2010 (DataLossDB,
2010; Privacy Rights Clearinghouse, 2010). Medical schools, teaching hospitals and
health systems, and academic and scientific societies are considered members of the

3
academic medicine community (Association of American Medical Colleges [AAMC],
2009a). Because scientific research involving patients and human volunteers is not
regulated under HIPAA, some AMCs have elected to exempt their research activities
from HIPAA requirements (AAMC, 2007). As a result, “information security measures
protecting human (or animal) research data vary from one AMC (or laboratory) to the
next” (AAMC, 2007, p. 3).
According to Helms, Moore, and Ahmadi (2008) and Thomas and Botha (2007), “the
slow adoption of information technology (IT)” has been an internal weakness within
health care organizations” (p. 75). The health care industry has been viewed as a laggard
in terms of technology adoption (Connell & Young, 2007). However, “the use of
technology for the communication and storage of medical information has experienced a
significant increase over the past several years” (Clarke, Flaherty, Hollis, & Tomallo,
2009, p. 63). According to Clarke et al., this increased communication of health data and
storage of electronic medical records has resulted in additional privacy and security risks.
As stated by Nash (2008), health care organizations typically address security
requirements reactively. Logan and Noles (2008) noted that such organizations do not
always consider security when implementing new products and services. Further,
computer security has often been implemented as an afterthought (Ma, Johnston, &
Pearson, 2008). Although HIPAA regulations are primarily focused on administrative
security controls (Huang, Bai, & Nair, 2008), health care organizations have addressed
security issues from a technical viewpoint (Brenner, 2007; Gross & Rosson, 2007). In a
study examining the effects of the HIPAA Security Rule on interoperable health
information exchanges, Dimitropoulos and Rizk (2009) found that “even though more
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than one-third of the rule addresses administrative security requirements, many health
care organizations focused disproportionately on technology rather than on administrative
safeguards” (p. 430). Health care organizations have sustained losses not because of
insufficient or faulty technology, but rather by users of technology and faulty behavior
(Rotvold, 2008). Therefore, a combination of administrative and technical control
processes is needed to safeguard information and combat security issues (D’Arcy &
Hovav, 2009; Jerbic, 2008).
Additionally, shortcomings in the HIPAA Security Rule relating to business
associates, breach notifications, data transmission standards, investigation of complaints,
and penalties and enforcement have created liabilities for health care organizations
(Brown, 2009b). According to Blades (2009), business associates, which include
attorneys, third party administrators, state and regional health information exchanges,
state and national information networks, personal health record services, data analysts,
and billing benefits managers for health care providers, are not subject to regulatory fines
and penalties if they violate a HIPAA security requirement. As a result, “vendors have
been slow to readily integrate security technologies that can provide improved protection
to PHI in transit and at rest” (Brown, 2009a, p. 36).
Drumke (2008) noted that HIPAA does not specify how to securely transmit electronic
protected health information (ePHI). In addition, HIPAA protections do not extend to deidentified health information (McGraw, Dempsey, Harris, & Goldman, 2009). As a
result, covered entities are allowed to provide de-identified data to third parties for
research or business intelligence uses without being subject to the HIPAA requirements
(McGraw et al.). As indicated by Hoffman and Podgurski (2007) and Collins (2007), the
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HIPAA Security Rule does not allow aggrieved individuals to file suit in court, thus
weakening the Security Rule’s deterrent power. Further, the HIPAA Security Rule does
not mandate reporting of a security breach to patients (Logan & Noles, 2008; Rath,
2009). Moreover, the U.S. Congress has raised concerns that the enforcement of HIPAA
security compliance by the U.S. Department of Health and Human Services (HHS) has
been weak (Rath).
Literature on HIPAA and information security has identified a number of factors that
contribute to security behavior and security effectiveness. These factors include
management support (Barry & Grossmeier, 2009; Logan & Noles, 2008; Loghry &
Veach, 2009), security awareness (Lending & Dillon, 2007; Medlin & Cazier, 2007;
North, North, & North, 2009), security culture (Lineberry, 2007; Ma et al., 2008; Sveen,
Rich, & Jager, 2007), and computer self-efficacy (Chan et al., 2005; Lending & Dillon;
Womble, 2008). Additionally, security effectiveness (D’Arcy & Hovav, 2009; Hazari,
Hargrave, & Clenney, 2008; Jahankhani, Fernando, Nkhoma, & Mouratidis, 2007) and
security behavior (Keith, Shao, & Steinbart, 2009; McFadzean, Ezingeard, & Birchall,
2007; Pattinson & Anderson, 2007) were found to be valid predictors of each other as
well as of HIPAA security compliance (Chang & Ho, 2006; Johnston & Warkentin,
2008; Rotvold, 2008).
Barry and Grossmeier (2009), Logan and Noles (2008), and Loghry and Veach (2009)
view management support as a significant determinant of security compliance. Based on
a qualitative investigation into the impact of organizational change on information
systems security, Cline, Guynes, and Nyanoga (2010) found that executive management
considers security breaches to be a secondary issue, despite their being concerned with
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the negative consequences and risks incurred. In an empirical study of 208 health care
professionals from 10 health care facilities in the U.S., Johnston and Warkentin (2008)
indicated that the likelihood of HIPAA security compliance improved with increased
organizational support. However, according to Jahankhani et al. (2007), senior managers
failed to view information security as a critical business component. The lack of top
management support has resulted in the absence of comprehensive security awareness
training programs (Rotvold, 2008). Moreover, Knapp, Marshall, Rainer, and Ford (2006),
Ma et al., and McFadzean et al. (2007) reported a lack of executive management support
and a lack of understanding of the importance of information security.
Security awareness is a critical factor in attaining HIPAA security compliance
(Lending & Dillon, 2007; Medlin & Cazier, 2007; North et al., 2009). Based on a study
of 118 employees from five hospitals, Medlin, Cazier, and Foulk (2008) concluded that
security awareness training was an important factor in improving HIPAA-compliant
password practices. Several other studies have determined that security awareness is
lacking (Pfleeger & Rue, 2008; Schmidt, Johnston, Arnett, Chen, & Li, 2008; Sveen et
al., 2007). Even when the importance of security awareness exists, “there is a lack of
adequate security awareness in practice” (Tsohou, Kokolakis, Karyda, & Kiountouzis,
2008, p. 271).
Security culture plays a significant role in information security management
(Lineberry, 2007; Ma et al., 2008; Sveen et al., 2007). According to Chang and Lin
(2007), “managers should regard organizational culture as an important factor for
supporting and guiding information security management practice” (p. 439). Da Veiga
and Eloff (2007) found that it is critical that organizations cultivate “an acceptable level

7
of information security culture” (p. 371). In a recent study of 32 IT personnel and 89
other employees from eight nonprofit organizations, including a university and hospital,
Guzman, Stam, and Stanton (2008) observed that cultural differences were determined to
be important in attaining security compliance.
Computer self-efficacy is a significant predictor of security compliance behavior
(Chan et al., 2005; Lending & Dillon, 2007; Womble, 2008). Specifically, computer selfefficacy was shown to be important in preventing improper access to personal data
(White, Shah, Cook, & Mendez, 2008). In this regard, Johnston and Warkentin (2008)
found that “through increased attention and resources dedicated to providing a supportive
environment for HIPAA compliance, health care managers increase the likelihood of
compliance success by improving employee self-efficacy” (p. 16). Computer selfefficacy was also determined to be a moderator of user security awareness and user
response to security countermeasures (D’Arcy & Hovav, 2009).
An effective information security program incorporates a combination of
technological and human controls to avoid the loss of information, deter accidental or
intentional unauthorized activities, and prevent unauthorized data access (Jahankhani &
Nkhoma, 2005). According to D’Arcy and Hovav (2009), Hazari et al. (2008), and
Jahankhani et al. (2007), security effectiveness is a valid predictor of security behavior.
Hazari et al. noted that effective information security behavior results from organizations
understanding social cognitive factors such as attitude, subjective norm, and perceived
behavioral control. Further, an effective information security management system has
been shown to significantly reduce security breaches (Tang, 2008).
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Human behavioral factors have the ability to influence the security of an
organization’s information systems (Pattinson & Anderson, 2007). Hazari et al. (2008)
observed that changing the beliefs, attitudes, and behaviors of individuals and groups led
to more enhanced security. Likewise, implementing security training to change staff
behavior has been found to increase information security (Filipek, 2007).

Research Goals
The author’s goal in conducting this research investigation was to develop and
empirically validate a model for predicting the effect of management support, security
awareness, security culture, and computer self-efficacy on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs. The independent variables
were management support (Barry & Grossmeier, 2009; Logan & Noles, 2008; Loghry &
Veach, 2009), security awareness (Lending & Dillon, 2007; Medlin & Cazier, 2007;
North et al., 2009), security culture (Lineberry, 2007; Ma et al., 2008; Sveen et al., 2007),
and computer self-efficacy (Chan et al., 2005; Lending & Dillon, 2007; Womble, 2008).
The dependent variables are security behavior (Keith et al., 2009; McFadzean et al.,
2007; Pattinson & Anderson, 2007) and security effectiveness (D'Arcy & Hovav, 2009;
Hazari et al., 2008; Jahankhani et al., 2007). The conceptual model derived from the
findings of this investigation was used to predict intention to comply with the HIPAA
Security Rule in lieu of actual HIPAA security compliance. Figure 1 presents the
conceptual model for this research, which was developed from the literature.
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Security
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Computer SelfEfficacy (CSE)

Figure 1. The conceptual model of the relevant factors and their effects on HIPAA
security compliance in AMCs.

Relevance and Significance
Need for the Study
The need for this study was sixfold. First, more attention needed to be given to social
and behavioral aspects of information security among AMCs (Guzman et al., 2008;
Hazari, 2005; Huebner & Britt, 2006; Pattinson & Anderson, 2007). Second, a better
understanding of information security effectiveness among AMCs was needed (Chang &
Lin, 2007; Knapp et al., 2006; Tsohou et al., 2008). Third, there was a need for greater
understanding of management support for information security among AMCs (Da Veiga
& Eloff, 2007; Knapp & Boulton, 2006). Fourth, the importance of more computer
security awareness, education, and training in the context of AMCs was needed (Aytes &
Connolly, 2004; Kruck & Teer, 2008; Wade, 2004). Fifth, more attention needed to be
given to the information security culture of AMCs (Da Veiga & Eloff, 2007; Von Solms,
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2000). Finally, research on the factors associated with self-efficacy in AMCs was
warranted (Ball & Levy, 2008; Lending & Dillon, 2007).
Relevance
The relevance for this study was threefold. First, this investigation was directed to
health care professionals within the AAMC (AAMC, 2009a). Based on the findings of
this investigation, the author identified the effect of management support, security
awareness, security culture, and computer self-efficacy on security behavior and security
effectiveness. These findings helped facilitate the understanding of HIPAA security
compliance among AMCs (AAMC, 2009b; Lawrence, 2007).
Second, the results of this study provided guidance for the individuals and
organizations associated with AMCs, who are involved with HIPAA security compliance
initiatives in the health care domain (Helms et al., 2008; Li & Shaw, 2008). The findings
of this investigation helped contribute knowledge that can be applied to improve
information security and regulatory compliance in the HIPAA domain, with a focus on
AMCs.
Third, the research model developed as an outcome of this investigation helped
information security researchers and practitioners understand the multiplicity of factors
affecting the current HIPAA security requirements as implemented by AMCs (Keith et
al., 2009; Ma et al., 2008; Tsohou et al., 2008) as well as the recent HIPAA Security Rule
modifications and extensions (Aguilar, 2009; Bianchi, 2009; Maffeo, 2009).
Significance
The significance of this study was fourfold. First, data security breaches have been a
continued problem in health care organizations, particularly AMCs, in the U.S. and
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globally (Greenberg, & Ridgely, 2009; Gross & Rosson, 2007; Ramanathan, Cohen,
Plassmann, & Ramamoorthy, 2007). Second, the increased reliance on IT in health care
has created a need for additional security measures (“Responsible information
management,” 2009; Ross & Chen, 2007; Wyne & Haider, 2007). Third, recent security
audits have led to stricter enforcement and improved oversight of the HIPAA Security
Rule (Bakhtiari, 2009; Hourihan, 2009; Ruzic, 2009). Finally, new federal regulations
and state laws have significantly increased the requirements of the HIPAA Security Rule
and the consequences for noncompliance (Bianchi, 2009; Rath, 2009; Swearingen, 2009).
Consequently, there was a need to investigate HIPAA security compliance in health care
organizations, specifically in AMCs that represent the leading U.S. medical schools,
teaching hospitals and health systems, and academic societies (Steinbrook, 2009).

Barriers and Issues
The author identified three potential barriers in conducting this investigation. The first
barrier was assuring that an adequate and appropriate sample of AMC representatives
completed the survey. To address this barrier, the author chose to use a sample population
consisting of health care professionals who have a working knowledge of IT and belong
to an organization that supports participation in this research. The second barrier was
assuring that the sample population had sufficient knowledge of HIPAA security
compliance issues. To address this barrier, the author chose to use a sample population
that consisted of health care professionals who regularly address technology and security
concerns.
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A third barrier was that, due to security and privacy concerns, the sample population
might struggle with openly responding to the survey items. According to Kotulic and
Clark (2004) and Straub and Welke (1998), the sensitive nature of security as a topic may
impede the collection of a sufficient sample willing to participate in the research. Curry
and Moore (2003) found that information sharing in the health care environment was
often hampered by a perceived need for confidentiality. Other research has noted that the
actual occurrence of security issues is often understated (D’Arcy & Hovav, 2009; Logan
& Noles, 2008). To address this barrier, the author informed the survey participants that
their responses would remain confidential. In addition, the author notified the
respondents that the IP address-tracking feature of the Web-based survey software was
disabled.

Research Questions
The main research question that this study addressed was: What is the effect of
management support, security awareness, security culture, and computer self-efficacy on
security behavior and security effectiveness, and thus HIPAA security compliance in
AMCs? The main research question can be understood as being comprised of four
specific research questions:
1. What is the effect of management support on security behavior and security
effectiveness, and thus HIPAA security compliance in AMCs? (Barry & Grossmeier,
2009; Logan & Noles, 2008; Loghry & Veach, 2009).
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2. What is the effect of security awareness on security behavior and security
effectiveness, and thus HIPAA security compliance in AMCs? (Lending & Dillon, 2007;
Medlin & Cazier, 2007; North et al., 2009).
3. What is the effect of security culture on security behavior and security
effectiveness, and thus HIPAA security compliance in AMCs? (Lineberry, 2007; Ma et
al., 2008; Sveen et al., 2007).
4. What is the effect of computer self-efficacy on security behavior and security
effectiveness, and thus HIPAA security compliance in AMCs? (Chan et al., 2005;
Lending & Dillon, 2007; Womble, 2008).

Limitations and Delimitations
Limitations
At least three limitations were identified. First, the participants of this study were
members of the AAMC, which is an organization comprised of medical schools, teaching
hospitals and health systems, and academic and professional societies (AAMC, 2009c).
Therefore, the generalizability of this study might be limited only to health care
organizations that are considered AMCs. Second, the study was limited by the
truthfulness of the respondents. According to Leedy and Ormrod (2005), some
respondents “may intentionally misrepresent the facts . . . in order to present a favorable
impression to the researcher” (p. 184). Third, the respondents might have encountered
difficulties in attempting to remain unbiased while completing the Web-based survey. As
a consequence of pre-conceived notions, answers might have followed a particular
viewpoint that there were right or wrong answers (Sekaran, 2003).
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Delimitations
The literature contains four factors affecting HIPAA security compliance, and, as
such, this study was delimited to these constructs, which were the contributions of
management support, security awareness, security culture, and computer self-efficacy to
security behavior and security effectiveness, and thus HIPAA security compliance in
AMCs.

Definition of Terms
The following definitions are provided to ensure a clear understanding of some
specific terms used throughout this study.
Academic medical center (AMC):
An accredited medical school (including a university, when appropriate); an affiliated
faculty practice plan; and one or more affiliated hospital(s) in which a majority of the
hospital medical staff consists of physicians who are faculty members and a majority
of all hospital admissions are made by physicians who are faculty members. (Taylor,
2006, p. 54)
Awareness: The extent to which a target population is conscious of an innovation and
formulates a general perception of what it entails (Dinev & Hu, 2007).
Behavioral intention: To perform some specific behavior that is partially determined
by attitude toward performing the behavior and that is influenced by beliefs and
motivations (Ajzen & Fishbein, 1980). An antecedent of actual behavior, given the right
facilitating conditions (Ajzen, 1985).
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Climate: The perceived results of organizational policies, practices, and procedures,
both formal and informal. More apparent and visible than culture, climate provides
researchers with a glimpse of the underlying, less observable culture that resides within
the organization (Reichers & Schneider, 1990).
Compliance: “The name given to multi-faceted programs designed to ensure that an
organization’s culture and collective processes meet legal, regulatory, and ethical
requirements” (Gable, 2005, p. 1).
Compliant information security behavior: “The set of core information security
activities that need to be carried out by individuals to maintain information security as
defined by information security policies” (Chan et al., 2005, p. 22).
Computer self-efficacy (CSE): An individual's perception of one's ability to use a
computer to accomplish a particular task. It exerts a significant influence on an
individual’s actual use of computers, expectations of his or her computer use, and attitude
and level of anxiety towards the use of computers. “An individual’s judgment of their
[sic] computer-related skills in diverse situations” (Compeau & Higgins, 1995, p. 192).
Covered entity (CE): This includes every “person, business, or agency that provides,
bills or receives payment for medical care and transmits protected health information
already saved in electronic storage media” (Lawrence, 2007, p. 430).
Culture: A phenomenon deeply embedded within the organizational environment and
viewed as a deeper, less consciously held set of meanings as compared to climate
(Reichers & Schneider 1990).
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Encryption: “The use of an algorithmic process to transform data into a form in which
there is a low probability of assigning meaning without the use of a confidential process
or key” (“HHS guidance on securing protected health information,” 2009, p. 7).
Health care clearinghouse: An entity that processes health information from
nonstandard to standard data elements (HIPAA, 2005a).
Health care provider: Any provider of medical or health services, such as a hospital
(HIPAA, 2005a).
Health plan: Any individual or group plan that either pays for or provides medical
care (HIPAA, 2005a).
Information security:
A program that allows an organization to protect a continuously interconnected
environment from emerging weaknesses, vulnerabilities, attacks, threats, and
incidents. The program must address tangibles and intangibles. Information assets are
captured in multiple and diverse formats, and policies, processes, and procedures must
be created accordingly. (Myler & Broadbent, 2006, p. 44)
Information security awareness: An organizational process aimed at “improving
information security by enhancing the adoption of security policies and countermeasures,
improving IS users’ security behavior, and altering work routine so that good security
habits are applied” (Tsohou et al., 2008, p. 272).
Information security governance: “The overall manner in which information security
is deployed to mitigate risks” (Da Veiga & Eloff, 2007, p. 362).
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Information security policy (ISP): “A policy targeted specifically at improving an
organization’s information security level” (Hong, Chi, Chao, & Tang, 2006, p. 105). An
ISP consists of:
the rules set-up for the use of information assets, and the statement set-up for the
security priorities to achieve organizational objectives; the guideline for the scope of
information security; the principle for information management and resource use; and
the principle for supporting security techniques. (p. 105)
Information systems security: “Organizational measures taken to protect and control
IS resources, so as to reduce the risks and impacts of system vulnerabilities and threats to
a level that is considered acceptable by an organization” (Walters, 2007, p. 123).
IS misuse intention: An individual’s intention to perform a behavior that is defined by
the organization as a misuse of IS resources (Magklaras, Furnell, & Brooke, 2006).
IS security effectiveness: The ability of IS security measures to protect against
unauthorized or deliberate misuse of IS assets by people (Straub, 1990).
Intention to use: The intention to use a technology (Levy & Green, 2009).
Organizational climate: A set of attributes specific to a particular organization that
may be induced from the way the organization deals with its members and its
environment (Campbell, Dunnette, Lawler, & Weick, 1970).
Organizational culture:
[The] pattern of shared basic assumptions that the group learned as it solved its
problems of external adaptations and internal integrations that has worked well enough
to be considered valid and, therefore, to be taught to new members as the correct way
to perceive, think, and feel in relation to those problems. (Schein, 1992, p. 12)

18
“The values, beliefs and assumptions found in the deep structure of organizations, which
are held by its members” (Chan et al., 2005, p. 20).
Perceived ease of use: “The extent to which a person believes that using a particular
system will be free of effort” (Davis, 1989, p. 320).
Perceived organizational support: Employees’ beliefs “concerning the extent to which
the organization values their contributions and cares about their well-being” (Rhoades &
Eisenberger, 2002, p. 701). The “assurance that aid will be available from the
organization . . . to carry out one’s job effectively” (Rhoades & Eisenberger, p. 698).
Perceived usefulness: “The extent to which a person believes that using a particular
system will enhance his or her performance” (Davis, 1989, p. 320).
Protected health information (PHI): Individually identifiable health information
transmitted or maintained in electronic form that is specifically targeted by HIPAA and
its security and privacy rules (HIPAA, 2005b).
Protective technologies: Those technologies “that are designed to deter, neutralize,
disable, or eliminate the negative technologies or their effectiveness, such as anti-virus
software, anti-spyware tools, firewalls, and intrusion detection technologies” (Dinev &
Hu, 2007, p. 387).
Risk: “The product of the frequency of some undesirable effect and a measure of its
adverse impact” (Baldwin, Beres, Shiu, & Kearney, 2006, p. 61).
Secure behavior intention: A participant’s intention to use technology in a secure
fashion (Novakovic, McGill, & Dixon, 2009).
Secure usage: A participant’s actual usage of technology (Novakovic et al., 2009).

19
Security: The policies, practices, and technology that must be in place for an
organization to transact business electronically via networks with a reasonable assurance
of safety (Volonino & Robinson, 2004).
Security culture: “A focus on security in the development of information systems and
networks and the adoption of new ways of thinking and behaving when using and
interacting within information systems and networks” (Organization for Economic
Cooperation and Development, 2002, p. 8).
Security Threat: A threat which creates “circumstances, condition, or event with the
potential to cause economic hardship to data or network resources in the form of
destruction, disclosure, modification of data, denial of service and/or fraud, waste and
abuse” (Kalakota & Whinston, 1997, p. 123).
Self-efficacy: One’s beliefs in one’s capabilities to successfully perform an explicit
area of behavior (Bandura, 1977).
People’s judgments of their capabilities to organize and execute courses of action
required to attain designated types of performances. It is concerned, not with the skills
one has, but with judgments of what one can do with whatever skills one possesses.
(Bandura, 1986, p. 391)
Assesses an individual’s belief regarding whether he/she can exercise control over an
outcome or not (Bandura & Wood, 1989). “A user’s confidence that he or she has the
ability to use an information system” (Lending & Dillon, 2007, p. 50).
Social engineering: “The art and science of getting people to comply with your
wishes” (Kamal, 2008, p. 145).
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Technology awareness: “A user’s raised consciousness of an interest in knowing
about technological issues and strategies to deal with them” (Dinev & Hu, 2007, p. 391).
Top management support: “The degree that senior management understands the
importance of the security function and the extent to which management is perceived
supporting security goals and priorities” (Knapp, Marshall, Rainer, & Ford, 2007, p. 52).
Unsecured PHI: “PHI that is not secured through the use of a technology or
methodology required in HHS guidance to render PHI unusable, unreadable, or
indecipherable to unauthorized individuals” (Dowell, 2009, p. 6).

Summary
This chapter presented the research problem and identified the goals of the study. The
research problem that this study investigated was that AMCs in the U.S. have not fully
complied with the HIPAA Security Rule. The main goal of this research was to develop
and empirically validate a model for predicting the effect of management support,
security awareness, security culture, and computer self-efficacy on security behavior and
security effectiveness, and thus HIPAA security compliance in AMCs. In addition to the
main goal, four specific research goals were identified. Additionally, a conceptual model
representing the effect of the four dependent variables on the two independent variables
was presented.
The need for the study, along with the relevance and the significance of the study,
were presented. Anticipated barriers and issues as well as limitations and delimitations of
the study were discussed. The main research question that the study addressed was: What
is the effect of management support, security awareness, security culture, and computer
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self-efficacy on security behavior and security effectiveness, and thus HIPAA security
compliance in AMCs? This investigation also addressed four specific research questions
that were generated from the main research question.

22

Chapter 2
Review of the Literature

Introduction
The author developed a research framework by conducting a literature search in a
broad variety of fields, including IS security, sociology and psychology, management
science, and organizational behavior to study the factors that affect HIPAA security
compliance in AMCs. Table 1 presents a summary of the online databases and keywords
that were used to provide the theoretical background for this study.
Table 1. Online Databases and Keywords Used
Online Databases

Keywords Used

ACM Digital Library

HIPAA, security, compliance,
effectiveness, behavior, management,
awareness, culture, self-efficacy,
framework, governance, AMC

IEEE Computer Society Digital Library

HIPAA, security, compliance,
effectiveness, behavior, management,
awareness, culture, self-efficacy,
framework, governance, AMC

ProQuest Computing

HIPAA, security, compliance,
effectiveness, behavior, management,
awareness, culture, self-efficacy,
framework, governance, AMC

ProQuest Dissertations and Theses

HIPAA, security, compliance, AMC

Science Direct

HIPAA, security, compliance, AMC

In this review, the author presented the literature on the constructs of management
support, security awareness, security culture, and computer self-efficacy, security
effectiveness, and security behavior in the context of the larger construct of information
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security knowledge. First, the literature on the HIPAA Security Rule was reviewed,
followed by the literature on security behavior and then security effectiveness, both of
which were dependent variables in this study. Subsequently, the literature on
management support, security awareness, security culture, and computer self-efficacy,
the independent variables in the study, was reviewed.

HIPAA Security Rule
The U.S. Congress enacted HIPAA on August 21, 1996 to
improve portability and continuity of health insurance coverage in the group and
individual markets, to combat waste, fraud, and abuse in health insurance and health
care delivery, to promote the use of medical savings accounts, to improve access to
long-term care services and coverage, to simplify the administration of health
insurance, and for other purposes. (HIPAA of 1996 Pub. L. No. 104-191, 110 Stat.
1936, 1996, p. 1)
Helms et al. (2008) stated, “HIPAA is the most significant Federal legislation affecting
the U.S. health care industry since the Medicare and Medicaid legislation of 1965” (p.
84). The administrative simplification provisions of Title II of HIPAA were established
to create a comprehensive set of rules regulating, among other things, the security of
medical information (Bianchi, 2009). The HIPAA Security Rule became effective on
April 21, 2003, with compliance mandated by April 21, 2005 (Happ, 2006; Schulman,
2006).
The HIPAA Security Rule established a new security framework for the health care
industry (Drumke, 2008). As a result, the U.S. Congress stipulated four general

24
requirements for covered entities: (a) ensure the confidentiality, integrity, and availability
of ePHI; (b) safeguard against reasonably anticipated data security threats; (c) protect
against reasonably anticipated impermissible uses and disclosures of ePHI; and (d) ensure
compliance with the HIPAA Security Rule (HIPAA, 2005e). Drumke noted that the U.S.
Congress delegated the full responsibility for developing and enforcing the HIPAA
Security Rule requirements to HHS.
HHS exercised its responsibility and promulgated the security standards (45 CFR parts
160, 162, and 164) within the administrative simplification provision under Subtitle F of
Title II (Happ, 2006). The HIPAA Security Rule (45 CFR Parts 160 and 164) specified a
series of administrative, technical, and physical security safeguards for health plans,
health clearinghouses, and certain health care providers to ensure ePHI confidentiality
(Bianchi, 2009). As noted by Helms et al. (2008), the three security safeguards were
classified as either required or addressable. Required safeguards must be adopted and
implemented, while addressable safeguards can be more flexible and implemented by the
covered entities as needed (Helms et al.). The administrative safeguards include controls
for security management, workforce security, information access management, security
awareness and training, security incident procedures, disaster recovery, evaluation, and
business associate contracts (Bianchi; Schulman, 2006). The physical safeguards include
specifications for facility access controls, workstation use, workstation security, and
device and media controls (Bianchi; Schulman). The technical safeguards include
standards for access control, audit controls, integrity, person or entity authentication, and
transmission security (Bianchi; Schulman).
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The HIPAA Security Rule was designed to be scalable and flexible as well as to allow
covered entities “to choose the specific means by which to reasonably and appropriately
implement the Rule’s requirements” (Hoffman & Podgurski, 2007, p. 7). Medlin and
Cazier (2007) stated that health care organizations should take reasonable and appropriate
steps to limit the disclosure of an individual’s personal health information and secure
access to electronic patient records.
To enforce the requirements of the HIPAA Security Rule, the secretary of HHS was
authorized by the U.S. Congress to impose civil monetary penalties on any person failing
to comply with HIPAA security standards (Social Security Act, 2005b). The maximum
civil fine was $100 per violation and up to $25,000 for all violations of an identical
requirement during a calendar year (HIPAA, 2005c). Criminal penalties were up to
$50,000 or one year in prison for violations in which a person uses a unique health
identifier, obtains a unique health identifier relating to an individual, or discloses a
unique health identifier to another person (Social Security Act, 2005b). A person
committing the violation under false pretense could be fined up to $100,000, receive a
prison sentence of up to five years, or both (Social Security Act, 2005b). Finally, a person
could be fined up to $250,000, sentenced up to ten years in prison, or both if the violation
is committed with “the intent to sell, transfer, or use a unique health identifier for
commercial gain, malicious harm, or personal gain” (Social Security Act, 2005a p. 12).
Data Security Breaches
At present, information security and privacy are major concerns in the health care
domain (Huang et al., 2008). According to the 2009 HIMSS Security Survey, one-third of
the 196 respondents reported that their organization had at least one known case of
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medical identity theft, with only one-half having a plan in place for responding to
security breach threats or incidents (Gallagher, 2009). Respondents characterized their
own maturity level as mid-range, with an average score of 4.27 on a scale of 1 to 7.
Approximately 60% of the respondents reported that their organization spent 3% or less
of their IT budget on information security, indicating that few additional resources have
been applied to information security since the 2008 HIMSS Security Survey. Fewer than
one-half of the respondents indicated that their organization had either a formally
designated chief information security officer or chief security officer.
The 2009 HIMSS Security Survey results also indicated that 25% of the surveyed
organizations have not conducted a formal risk analysis (Gallagher, 2009). Of those
organizations that actively conduct formal risk analyses, 52% indicated that “patient data
at their organization was found to be at risk as a result of both a lack of effective security
controls and a lack of adequate policies and/or procedures” (p. 3). Another 15% of the
respondents indicated that their organization’s patient data was at risk as a result of a lack
of effective security controls in place at their organization, while 5% reported “that their
organization’s patient data was at risk because their organization did not have adequate
policies and procedures in place” (p. 4). Moreover, 33% of the responding organizations
noted that they did not use available technologies to secure data in transmission, such as
encryption, while fewer than one-half of the responding organizations reported
encrypting stored data.
According to the 2009 Security Mega Trends Survey of 577 information security
practitioners, stopping cyber crime and data breaches was reported to be a top security
concern (Ponemon, 2008). The 2009 Ernst & Young Business Risk Report identified
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regulation and compliance as the only critical risk in the Life Sciences area (Ernst &
Young, 2009). Based on the 2009 Computer Security Institute (CSI) Computer Crime and
Security Survey of 443 information security and information technology professionals in
the U.S., Peters (2009) reported that theft of PHI through all causes other than mobile
device theft was the second most expensive security incident, with losses reported at
$710,000. Despite the fact that only 7.7% of respondents categorized their organizations
as being in the health services industry, 57.1% of the respondents stated that their
organization had to comply with HIPAA. According to Peters, “more respondents said
that HIPAA applied to their organization than any other law or industry regulation” (p.
3). Moreover, the AAMC identified HIPAA security compliance as a high priority
objective (AAMC, 2009d).
The 2008 (ISC)2 Global Information Security Workforce Study reported that “the
majority of respondents rated preventing damage to an organization’s reputation as their
highest priority” (Frost & Sullivan, 2008, p. 5). According to Moynihan (2007),
organizations that publically disclose data security breaches such as database intrusion
and laptop theft risk the possibility of reduced customer confidence. For example,
Hasemyer (2009) reported that the recent unauthorized access by hackers to the
University of California at San Diego Medical School computer systems acts as a
“reminder that hospitals and other medical facilities must remain vigilant” (para. 9).
Therefore, in addition to complying with HIPAA regulatory requirements, health care
organizations must prioritize data security breach prevention to reduce damage to their
reputation (Fritsche & Rodgers, 2007).
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Growth of Health Care IT Infrastructure
According to Thielst (2007), the rapid adoption of health information technology was
supported by President George W. Bush, who set a goal in 2004 to create an electronic
medical record for every American by 2014. As a result of the continued growth of health
information technology and an increasing dependency on electronic medical records, Li
and Shaw (2008) indicated that a wide range of security concerns must be addressed. As
a consequence, health care leaders are under continued pressure to ensure compliance
with the HIPAA Security Rule (Li & Shaw; Thielst).
The increased adoption of networked computers, along with the growing reliance on
computer security to protect IT assets and provide a competitive business advantage, has
necessitated increased security requirements (Hale & Brusil, 2007; Kruck & Teer, 2008;
Pirim, James, Boswell, Reithel, & Barkhi, 2008). However, “more than a decade after the
passage of HIPAA, concerns about the privacy and security of personal health
information remain a major policy issue” (Greenberg & Ridgely, 2009, p. 450).
According to Bhatti, Moidu, and Ghafoor (2006), this is due in part to the emergence
of new technology developments and regional health information organizations. Bhatti et
al. argued that the pervasive and ubiquitous access to health care information from
outside of traditional hospital boundaries has put increasing demands on the underlying
security mechanisms. This widespread accessibility of user data has become a liability to
health care organizations and their patients, creating easier access to sensitive materials
and inviting crimes of opportunity (“Responsible information management,” 2009).
Further, as indicated by Greenberg and Ridgely, the implementation of the Nationwide
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Health Information Network has created new security implications, none of which was
considered when the HIPAA Security Rule was developed.
Enforcement of the HIPAA Security Rule
The federal government recently initiated a comprehensive HIPAA Security Rule
audit of covered entities, with stringent financial penalties issued for noncompliance
(Hourihan, 2009). HHS engaged the Office of Inspector General to perform its first
HIPAA security compliance review when it audited Piedmont Hospital of Atlanta in 2007
(Ruzic, 2009). According to Ruzic, the Office of Inspector General found significant
vulnerabilities, including unprotected ePHI. As a result, “the audit caught the attention of
many covered entities who had long ago assumed that since no HIPAA enforcement
actions had occurred since 2003, that there would never be any such actions” (Herold,
2009b, para. 5).
In addition to the HHS audit, CMS contracted Price Waterhouse Coopers to conduct
26 more HIPAA Security Rule compliance audits during 2008 and 2009 (Holland, 2009).
In 2009, HHS transferred the authority for the administration and enforcement of the
HIPAA Security Rule from CMS to the Office for Civil Rights (Conn, 2009). Conn
reported that, because the Office of Civil Rights is also responsible for the enforcement
of the HIPAA Privacy Rule, combining HIPAA Privacy Rule and HIPAA Security
enforcement will eliminate duplication, increase efficiency, and lead to stricter
enforcement of both federal rules. As a consequence of these federal audits, several
health care organizations subsequently received fines up to $2.25 million for HIPAA
compliance violations. (Bakhtiari, 2009; “HIPAA violation costs CVS,” 2009).
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Extension of the HIPAA Security Rule
New federal regulations and state laws have significantly increased the requirements
of the HIPAA Security Rule and the consequences for noncompliance (Bianchi, 2009;
Rath, 2009; Swearingen, 2009). The passage of the Health Information Technology for
Economic and Clinical Health (HITECH) Act on February 17, 2009, as part of the
American Recovery and Reinvestment Act (ARRA) of 2009, has substantially altered and
extended the HIPAA Security Rule compliance requirements (Aguilar, 2009: Davis,
2009). As a result of the HITECH Act, penalties for HIPAA Security Rule
noncompliance were significantly increased (Maffeo, 2009).
According to Barlas (2009), more stringent requirements were enacted for breach
notifications of unsecured PHI. State attorneys were authorized to bring civil action in
federal district court against HIPAA Security Rule violators (Bakhtiari, 2009). Business
associates are now held accountable for full HIPAA Security Rule compliance (Blades,
2009). Brown (2009b) noted that monetary fines for noncompliance were substantially
increased, and new guidance for stricter encryption and destruction methods has been
established (Dowell, 2009). Frequent HHS audits of HIPAA-covered entities and formal
investigations of HIPAA-related complaints were mandated (Davis, 2009). Holloway
(2009) stated that the new rules will have varying effective dates through 2012, which
will make implementation and communication of the rules more challenging for
organizations subject to the HIPAA Security Rule. Consequently, there is a need to
investigate HIPAA security compliance in health care organizations, specifically in
AMCs that represent the leading U.S. medical schools, teaching hospitals and health
systems, and academic societies (Steinbrook, 2009).
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Security Behavior
More attention needs to be given to the social and behavioral aspects of information
security among AMCs (Guzman et al., 2008; Hazari, 2005; Huebner & Britt, 2006;
Pattinson & Anderson, 2007). According to Ma et al. (2008), because information
security is more of a human problem than a pure technical problem, practitioners should
pay more attention to the cultural aspects of information security. The author identified
numerous user acceptance models in the literature, including the Technology Acceptance
Model (TAM) and TAM2 (Davis, 1989; Venkatesh & Davis, 2000). However, further
research on the generalizability of factors associated with technology acceptance (TA)
and user behavioral studies is needed (Ball & Levy, 2008), particularly in the domain of
information security (Dinev & Hu, 2007; Hazari et al., 2008; Novakovic et al., 2009).
Many information security breaches in the workplace have been attributed to the failure
of employees to comply with organizational security policies (Chan et al., 2005). As a
result, Chan et al. stated that “attention needs to be paid to learning why non-compliant
behavior takes place so that appropriate measures for curbing the occurrence of such
behavior can be found” (p. 18). Because employees are responsible for numerous security
breaches, Logan and Noles (2008) recommended the assessment of operations and
services enabled by internal security controls.
Technology Acceptance Literature
Dinev and Hu (2007) stated that an understanding of security behavior requires an
examination of the technology acceptance literature. This examination includes a review
of the theory of reasoned action (TRA; Ajzen & Fishbein, 1980; Fishbein & Ajzen,
1975), the theory of planned behavior (TPB; Ajzen, 1985, 1991), TAM (Davis, 1989;

32
Davis, Bagozzi, & Warshaw, 1989), TAM2 (Venkatesh & Davis, 2000; Venkatesh,
Morris, Davis, & David, 2003), and the unified theory of acceptance and use of
technology (UTAUT) model (Venkatesh et al.).
Because TRA posits that the most significant predictor of behavior is intention, it is
useful in describing behavior (Fishbein & Ajzen, 1975). TRA asserts that factors that
influence behavior do not do so directly but rather indirectly by influencing other factors
(Davis et al., 1989). According to Cazier, Wilson, and Medlin (2007), TRA represents a
rational decision-making approach to the prediction of behaviors in which individual
beliefs are mediated by attitude and behavioral intentions. However, although TRA has
strong behavioral elements and predicts intention well, it is limited in explanatory power
and does not address other factors that may influence technology acceptance (Sun &
Zhang, 2006; Venkatesh & Davis, 1996).
Ajzen (1985, 1988, 1991) developed TPB as an extension of TRA. TPB posits that a
user’s behavior is determined by his or her intention to perform the behavior. Ajzen
identified attitude toward the behavior, subjective norm, and perceived behavioral control
as the three factors affecting behavioral intention. The majority of TPB models argue that
attitude has a direct relationship between beliefs and intention (Dinev & Hu, 2007).
Although some TPB models have validated other factors moderating attitude (Pavlou &
Fygenson, 2006; Taylor & Todd, 1995), TPB models have shown only a modest degree
of predictive power for behavior intentions (Dillon & Morris, 1996).
In response to the limitations of TRA and TPB in predicting and explaining user
acceptance of a new technology, Davis (1989) and Davis et al. (1989) developed TAM.
As indicated by Ball and Levy (2008), TAM is the classical IS model developed to
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explain computer-usage behavior and constructs associated with acceptance of
technology. TAM considers two determinants, ease of use and perceived ease of use, and
their relationship to behavioral intention to use and actual system usage (Davis; Davis et
al.). Similar to TRA and TPB, TAM has become popular among researchers due to its
parsimonious approach and extensive empirical support in the literature (Lallmahamood,
2007). TPB and TAM have been shown to be “robust in explaining and predicting user
behavior toward technological innovations in general, as evident in the sheer number of
studies based on these two frameworks” (Dinev & Hu, 2007, p. 390).
According to Novakovic et al. (2009), UTAUT was developed through a review and
consolidation of eight prior technology acceptance models to explain IS usage behavior.
These technology acceptance models included TRA (Fishbein & Ajzen, 1975), TAM
(Davis, 1989), motivational model (Vallerand, 1997), TPB (Ajzen, 1991), combined
theory of planned behavior/technology acceptance model (Taylor & Todd, 1995), model
of PC utilization (Thompson, Higgins, & Howell, 1994), innovation diffusion theory
(Rogers, 1962), and social cognitive theory (Bandura, 1986). In a longitudinal study,
Venkatesh et al. (2003) observed that UTAUT contains a broad range of influences and
accounts for 70% of the variance in IS behavior usage.
Security Behavior Literature
Security behavior has been examined in the information security literature (Da Veiga
& Eloff, 2007; Kruck & Teer, 2008; Rotvold, 2008; Tsohou et al., 2008). Researchers
have investigated security behavior in terms of IS misuse (D’Arcy & Hovav, 2009),
technology awareness (Dinev & Hu, 2007), password usage (Teer, Kruck, & Kruck,
2007), and leadership (Neufeld, Dong, & Higgins, 2007). Security behavior has been
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determined to be a key factor affecting health care organizations’ security effectiveness
and HIPAA security compliance (Chan et al., 2005; Johnston & Warkentin, 2008;
Novakovic et al., 2009).
Based on a study of 104 employees from two IT intensive organizations in the
logistics and petrochemical industries, Chan et al. (2005) found that breaches in security
generally result from noncompliant employee behavior. Chan et al. adapted the
dependent variable, compliant behavior, from Griffin and Neal’s (2000) definition of
safety compliant behavior. Chan et al. defined compliant information security behavior as
“the set of core information security activities that need to be carried out by individuals to
maintain information security as defined by information security policies” (p. 22). Chan
et al. determined that perception of information security climate and self-efficacy
positively affect employees’ compliant behavior. The employee compliant behavior
model is shown in Figure 2.
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Figure 2. The employee compliant behavior model showing the effect of information
security climate and self-efficacy on compliant behavior (Chan et al., 2005, p. 23).

Johnston and Warkentin (2008) developed a conceptual framework that includes
TPB, TAM, UTAUT, models of self-efficacy, and the construct of perceived
organizational support. Johnston and Warkentin did not include a direct measure of actual
HIPAA compliance behavior. Nonetheless, they found that perceived organizational
support and self-efficacy exerted a positive influence on HIPAA compliance behavioral
intent. The HIPAA compliance model is shown in Figure 3.
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Figure 3. The HIPAA compliance model showing the relationship of self-efficacy and
behavioral intent to HIPAA compliance behavior (Johnston & Warkentin, 2008, p. 7).

In a study of 111 computer users in Australia, Novakovic et al. (2009) derived a model
from UTAUT for examining the effect of ease of use and secure behavior intention on
secure usage. Novakovic et al. defines secure behavior intention as an individual’s
intention to use technology in a secure fashion, while secure usage refers to a user’s
actual usage of technology in a secure manner. These researchers found that technology
that was difficult to use caused a decrease in secure user behavior and user security
compliance. Further, Novakovic et al. concluded that an individual’s intention to behave
securely is a good indicator of his or her actual behavior. Novakovic et al.’s model
depicting the influence of secure behavior intention on secure usage is shown in Figure 4.
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Figure 4. Model showing the influence of secure behavior intention on secure usage
(Novakovic et al., 2009, p. 24).
A summary of the security behavior literature is presented in Table 2.
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Table 2. Summary of the Security Behavior Literature
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Ajzen (1985) Theoretical

Classical
study

TPB, Attitude,
Subjective Norm,
Perceived
Behavioral
Control, and
Behavioral
Intention

Developed TPB as an
extension of TRA. A
user’s behavior is
determined by his or
her intention to
perform the behavior.
Attitude toward the
behavior, subjective
norm, and perceived
behavioral control
were found to affect
behavioral intention.

Ajzen (1988) Theoretical

Classical
study

TPB, Attitude,
Subjective Norm,
and Perceived
Behavioral
Control,
Behavioral
Intention

Developed TPB as an
extension of TRA. A
user’s behavior was
determined by his or
her intention to
perform the behavior.
Attitude toward the
behavior, subjective
norm, and perceived
behavioral control
were found to affect
behavioral intention.

Ajzen (1991) Theoretical

Classical
study

TPB, Attitude,
Subjective Norm,
and Perceived
Behavioral
Control,
Behavioral
Intention

Developed TPB as an
extension of TRA. A
user’s behavior was
determined by his or
her intention to
perform the behavior.
Attitude toward the
behavior, subjective
norm, and perceived
behavioral control
were found to affect
behavioral intention.

Table continues.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Ajzen and
Fishbein
(1980)

Theoretical

Classical
study

TRA

Developed the theory
of reasoned action.

Ball and
Levy (2008)

Survey

111
instructors
teaching IS
and non-IS
courses at a
small private
university in
the
southeastern
U.S.

CSE, computer
abuse, and
experience with
the use of
technology on
intention to use

Only CSE influences
intention to use and
behavior.

Bandura
(1986)

Theoretical

Classical
study

CSE and SB

Developed social
cognitive theory to
address technology
acceptance.

Cazier,
Wilson, and
Medlin
(2007)

Survey

331
undergraduate
business
students at a
major U.S.
university.

TRA, perceived
ease of use,
perceived use,
behavior
intention,
perceived privacy
risk likelihood,
and perceived
privacy risk harm

TRA represents a
rational decisionmaking approach to
the prediction of
behaviors in which
individual beliefs
were mediated by
attitude and
behavioral intentions.

Table continues.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Chan, Woon, Survey
and
Kankanhalli
(2005)

104
employees
from two IT
intensive
organizations
in the logistics
and
petrochemical
industries

Information
security climate,
self-efficacy, MS,
and compliant
behavior

Coworker
socialization, direct
supervisory practices,
and upper
management
practices affected
information security
climate. Information
security climate and
self-efficacy
influenced compliant
behavior.

D’Arcy and
Hovav
(2009)

Survey

238 employed
working
professionals
taking MBA
classes at two
mid-Atlantic
U.S.
universities

CSE, SA, IS
misuse
behavioral
intention

CSE affected SA
effectiveness and IS
misuse behavioral
intention in terms of
unauthorized access
and unauthorized
modification.

Da Veiga
and Eloff
(2007)

Theoretical

Commentary

MS, SA, SC, SB, MS and SA were
and SE
needed for an
acceptable level of
information security
culture and behavior.

152 users
were tested on
four
application
programs in
two studies

TAM constructs
including
perceived ease of
use and perceived
use

Davis (1989) Theoretical
and survey

Table continues.

Developed TAM to
address limitations of
TRA and TPB by
examining ease of
use and perceived
ease of use, and their
relationship to
behavioral intention
to use and actual
usage.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Davis,
Theoretical
Bagozzi, and and survey
Warshaw
(1989)

107 full time TAM constructs,
MBA students including attitude
towards behavior,
subjective norm,
perceived use,
perceived ease of
use, and behavior
intention

Dillon and
Morris
(1996)

Literature
Review

Commentary

Dinev and
Hu (2007)

Theoretical
and survey

332 IS
professionals
and students
of a large
Southeastern
university in
the U.S.

Fishbein and Theoretical
Ajzen (1975) and survey

Table continues.

N/A

Main Findings or
Contribution
Factors influencing
behavior did so
indirectly by
influencing other
factors. Perceived use
and perceived ease of
use was a significant
determinant of
behavior intention.

TPB, Behavior
Intention

Determined TPB
models exerted only a
modest degree of
predictive power for
behavior intentions.
SA, attitudes
In the context of use
toward behavior, of technology
subjective norm, awareness and
behavioral
protective
intention,
technologies, SA was
perceived
found to influence
behavior control, attitudes toward
controllability,
behavior, subjective
self-efficacy,
norm, behavioral
perceived ease of intention, and
use, and
perceived behavior
perceived
control. SA
usefulness
influenced
controllability, selfefficacy, perceived
ease of use, and
perceived use.
TRA constructs,
including attitude
toward behavior
and subjective
norm

Developed TRA. The
most significant
predictor of behavior
was intention. Thus it
was useful in
describing behavior.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Safety compliant
behavior

SB was correlated to
information security
compliance.

Griffin and
Neal (2000)

Theoretical

Commentary

Guzman,
Stam, and
Stanton
(2008)

Semistructured
interviews

32 IT
SC and SB
personnel and
89 other
employees
from eight
non-profit
organizations,
including a
university and
hospital

Organizational and
occupational culture
positively influence
HIPAA security
compliant behavior in
AMCs.

Hazari,
Survey
Hargrave,
and Clenney
(2008)

179
undergraduate
and graduate
business
school
students in a
state
university in
the
southeastern
U.S.

Attitudes, subject
norm, and
perceived
behavioral
control, (CSE) on
SA, SE, and SB

Social cognition
factors, such as
attitude, subject
norm, and perceived
behavioral control
influenced SA and
information security
behavior
effectiveness.

Huebner and Theoretical
Britt (2006)

Commentary

SC and SB

The cultural aspects
of an enterprise were
vital to the success of
a security program.
Behavioral aspects of
security, such as
emotional
intelligence,
structural theory, and
social network
analysis, influence
enterprise security.

Table continues.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Organizational
status,
organizational
size,
organizational
type, perceived
organizational
support, selfefficacy,
behavioral intent,
and HIPAA
compliant
behavior

Perceived
organizational
support, and selfefficacy exerted a
positive influence on
HIPAA compliance
behavioral intent.
Security awareness
affected HIPAA
compliant behavior.

Johnston and Survey
Warkentin
(2008)

208 health
care
professionals
from various
health care
facilities
located in
Texas,
Alaska,
Louisiana,
Mississippi,
Virginia,
Alabama,
Arizona,
Michigan,
Pennsylvania,
and
Florida

Kruck and
Teer (2008)

355
SA on SB
undergraduate
students at
one large state
university on
the east coast.

SA influenced
individuals’ security
practices.

197
executives,
managers,
executive
MBA
students, and
college
students from
the Malaysian
Institute of
Management

Perceived security
influenced perceived
ease of use, perceived
use, and intention to
use.

Survey

Lallmahamo Survey
od (2007)

Table continues.

Perceived
security,
perceived ease of
use, perceived
use, and intention
to use
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Logan and
Case study
Noles (2008)

A regional,
893-bed
hospital with
more than
5,000
employees in
the midAtlantic
region of the
U.S.

MS, SA, and SB

Ma,
Johnston,
and Pearson
(2008)

Survey

354 certified
information
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

MS, SA, SC, SE, MS influenced SA
and SB.
and HIPAA
compliant
information security
behavior. SC, and
organizational selfefficacy were
positively correlated
to effective
information security
management.

Neufeld,
Dong, and
Higgins
(2007)

Survey

209
MS and SB
employees
from seven
mid-size-tolarge
Canadian
manufacturing
companies

Table continues.

MS and SA
influenced HIPAA
security compliant
behavior.

MS influenced SB in
the context of IT
adoption and use
behavior.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Novakovic,
McGill, and
Dixon
(2009)

Survey

111 computer Perceived
users in
usefulness of
Australia
security, ease of
use, facilitating
conditions,
secure behavior
intention, and
secure usage
based on
UTAUT.

Facilitating
conditions, ease of
use and experience
influenced secure
behavior intention.
Secure behavior
intention influenced
secure usage in terms
of effective password
usage.

Pattinson
and
Anderson
(2007)

Survey

Two pilot
SA, SE, and SB
studies
consisting of
groups of 35
and 40
undergraduate
students at the
University of
South
Australia

User education and
training, and
understanding user
behavior towards risk
culture were needed
to achieve an
acceptable level of
information security.

Pavlou and
Fygenson
(2006)

Theoretical,
longitudinal
study, and
survey

312 online
consumers

TPB, Attitude
toward behavior

Additional factors
moderated attitude
toward behavior.

Rogers
(1962)

Theoretical

Commentary

TAM

Developed
innovation diffusion
theory to address
technology
acceptance.

Table continues.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Rotvold
(2008)

Survey

144 business MS, SA, SC, and
professionals, SE
managers, IT
administrators
, and
educators
from various
organizations,
including
health care

MS influenced SA,
and that SA
influenced SC and
information security
program
effectiveness.

Sun and
Zhang
(2006)

Theoretical
and literature
review

Commentary

Subjective norm,
perceived ease of
use, perceived
use

TRA was limited in
its explanatory power
and does not address
other factors that may
influence technology
acceptance.

Taylor and
Theoretical
Todd (1995) and survey

786 student
users of a
computing
resource
center

TPB, attitude
toward behavior,
subjective norm,
perceived
behavioral
control,
behavioral
intention,
perceived
usefulness,
compatibility,
ease of use, and
usage

Developed a
combined TPB/TAM
called DTPB.
Validated that
additional factors
moderate attitude
toward behavior.

Teer, Kruck, Survey
and Kruck
(2007)

86
SA and SB
undergraduate
students from
one large
four-year
public state
university

Table continues.

SA influenced SB in
terms of password
usage.
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Table 2 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Thompson, Theoretical
Higgins, and
Howell
(1994)

Classical
study

TAM

Tsohou,
Kokolakis,
Karyda, and
Kiountouzis
(2008)

Theoretical

MS, SA, SE,
and SB

MS, SA, SE, and MS affected SA, and
SB
SA influenced SE in
the context of AMCs.
SA influenced good
end-user security
behavior.

Vallerand
(1997)

Theoretical

Commentary

TAM and
behavior

Venkatesh
and Davis
(1996)

Theoretical
and Survey

Three
CSE, behavior,
experiments
and perceived
involving 40 ease of use
MBA students
at Boston
University, 36
undergraduate
students at
Temple
University,
and 32 parttime MBA
students at the
University of
Minnesota

Table continues.

Developed a model
of PC utilization to
address technology
acceptance.

Developed the
hierarchical model of
intrinsic and extrinsic
motivational to
explain technology
acceptance.
TRA was limited in
its explanatory power
and did not address
other factors that may
influence technology
acceptance.
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Table 2 (Continued)
Study
Venkatesh
and Davis
(2000)

Methodology
Theoretical
and four
longitudinal
field studies

Venkatesh,
Theoretical
Morris,
and survey
Davis, and
David (2003)

Sample

Instrument
/Factor

Main Findings or
Contribution

156
employees in
four
organizations

TAM2
constructs,
including
subjective norm,
image, job
relevance,
experience,
perceived use,
perceived ease of
use, intention to
use, and usage
behavior

Extended TAM to
develop TAM2.
Demonstrated that
social influence and
cognitive
instrumental
processes affected
user acceptance.

215 users
surveyed for
primary data
and 133 users
surveyed for
crossvalidation
from two
organizations.

Performance
expectancy,
effort
expectancy,
social influence,
facilitating
conditions,
gender, age,
experience,
voluntariness of
use describing
TAM2 and
UTAUT

UTAUT broadly
influenced and
affected IS behavior
usage. UTAUT
outperformed the
eight individual
models in
predicting technology
acceptance.

Security Effectiveness
A better understanding of information security effectiveness among AMCs is needed
(Chang & Lin, 2007; Knapp et al., 2006; Tsohou et al., 2008). D’Arcy and Hovav (2009)
indicated that understanding the factors affecting the effectiveness of security
countermeasures has been a consistent theme in the literature. Due to the disappointing
state of information security in organizations, Dhillon and Backhouse (2001) called for
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more empirical research to develop key information security principles (Knapp et al.,
2007). According to Chang and Yeh (2006), information security effectiveness has been
seriously questioned due to the continued high volume of security-related incidents and
subsequent financial losses. Moreover, Pumphrey, Trimmer, and Beachboard (2007)
found that health care management needs to give more attention to developing effective
security policies to address HIPAA Security Rule compliance.
Security Effectiveness Literature
Security effectiveness has been frequently reviewed in the IS security literature
(Chang & Yeh, 2006; Filipek, 2007; Knapp et al., 2006; Knapp et al., 2007; Lineberry,
2007; Novakovic et al., 2009; Smith & Jamieson, 2006; Tsohou et al., 2008). Scholars
have investigated security effectiveness in terms of acceptable security (Chang & Ho,
2006; Pattinson & Anderson, 2007), effective computer security (Knapp & Boulton,
2006), security management effectiveness (Chang & Lin, 2007; Drew, 2007; Moreira,
Martimiano, Brandão, & Bernardes, 2008; Tang, 2008; Winkel, 2007; “Worries over
corporate reputation,” 2008), effective security strategy (Moynihan, 2007), effective
security programs (Jahankhani et al., 2007), effective security measures and
countermeasures (D’Arcy & Hovav, 2009; Rennie & Shore, 2007), effective security
behavior (Hazari et al., 2008), effective security awareness (D’Arcy & Hovav), effective
security culture (Da Veiga & Eloff, 2007), and security professional effectiveness
(Hawkey, Muldner, & Beznosov, 2008). Security effectiveness is a key construct
affecting security behavior and HIPAA security compliance in health care (Chang & Lin;
D’Arcy & Hovav; Hazari et al.).
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The effectiveness of security countermeasures in reducing the risk of computer abuse
was first hypothesized in the conceptual studies of Martin (1973), Klete (1975), and
Madnick (1978). Straub (1990) referred to IS security effectiveness as the ability of IS
security measures to protect against “the unauthorized and deliberate misuse of assets of
the local organizational information system by individuals, including violations against
hardware, programs, data, and computer service” (p. 4). Based on a survey of 1,211
randomly selected organizations, Straub used the criminological theory of general
deterrence to investigate whether a management decision to invest in IS security would
result in more effective control of computer abuse. Ehrlich (1973) and Blumstein, Cohen,
and Nagin (1978) noted that general deterrence theory predicts that potential offenders
will be inhibited from committing anti-social acts when the risk of punishment is high
and penalties for violation are severe. Straub found that security countermeasures that
include deterrent administrative procedures and preventive security software result in
lower computer abuse, thus demonstrating that IS security is effective.
Kankanhalli, Teo, Tan, and Wei (2003) further advanced the theory of IS security
effectiveness by developing and testing an integrative model of IS security effectiveness.
Through an empirical study of IS managers from small-, medium-, and large-sized
enterprises, Kankanhalli et al. observed that top management support, greater deterrent
efforts, and preventative measures lead to enhanced IS effectiveness. Kankanhalli et al.’s
model of IS security effectiveness is shown in Figure 5.
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Organizational
Size

Deterrent
Efforts

Top Management
Support

Deterrent
Severity

Industry Type

Preventative
Efforts

IS
Security
Effectiveness

Figure 5. The original model of IS security effectiveness (Kankanhalli et al., 2003, p.
143).

Chang and Lin (2007) studied 108 senior IT managers and professionals from various
industries, including health care. They found that organizational culture and management
support had a positive influence on security effectiveness. The authors observed that a
security framework, specifically ISO/IEC 17799, is needed to help organizations attain
“an acceptable level of information resource protection” (p. 440). Further, Chang and Lin
determined that effectiveness was significantly correlated to confidentiality, integrity, and
availability. According to HIPAA (2005e), the HIPAA Security Rule specifies that each
covered entity must ensure the confidentiality, integrity, and availability of ePHI that it
creates, receives, maintains, or transmits. Confidentiality means that data and/or
information are not disclosed to unauthorized persons or processes, integrity means that
data and/or information are not altered or destroyed in an unauthorized manner, and
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availability means that data and/or information are accessible and useable upon demand
by an authorized person (HIPAA, 2005d).
A summary of the security effectiveness literature is presented in Table 3.
Table 3. Summary of the Security Effectiveness Literature
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Blumstein,
Theoretical
Cohen, and
Nagin (1978)

Classical
study

Chang and
Ho (2006)

Survey

59 senior
MS and SE
managers
from various
organizations,
including
health care

MS influenced SE.

Chang and
Lin (2007)

Survey

108 senior IT SC and MS on
managers and SE
professionals
from various
industries,
including
health care

Organizational
culture and MS
positively influenced
information security
management
effectiveness.

Chang and
Yeh (2006)

Survey

109 managers SA, MS, and SE
of large
Taiwan firms

SA and MS were
required to reduce
information security
threats and achieve
effective information
security.

Table continues.

General
Potential offenders
deterrence theory were inhibited from
committing antisocial acts when the
risk of punishment
was high and
penalties for violation
were severe.
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Table 3 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

D’Arcy and Survey
Hovav (2009

238 employed
working
professionals
taking MBA
classes at two
mid-Atlantic
U.S.
universities

CSE, SA, IS
misuse
behavioral
intention

Da Veiga
and Eloff
(2007)

Theoretical

Commentary

MS, SA, SC, SB, MS and SA were
and SE
needed for an
acceptable level of
information security
culture and behavior.

Dhillon and
Backhouse
(2001)

Theoretical

Commentary

SA and SE

Identified the need
for increased SA,
education, and
training in order to
achieve effective
security.

Drew (2007) Theoretical

Commentary

MS, SC, and SE

MS and
organizational culture
positively correlated
to perceived risk and
an effective risk
management
program.

Ehrlich
(1973)

Classical
study

General
Potential offenders
deterrence theory were inhibited from
committing antisocial acts when the
risk of punishment
was high and
penalties for violation
were severe.

Theoretical

CSE affected SA
effectiveness and IS
misuse behavioral
intention in terms of
unauthorized access
and unauthorized
modification.
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Table 3 (Continued)
Study

Methodology

Table continues.
Filipek
Survey
(2007)

Sample

Instrument
/Factor

Main Findings or
Contribution

Multiple
organizations
from Europe

SA and SE

Training was the
most effective
technique to change
staff behavior and
increase information
security awareness.

Hawkey,
Case study
Muldner, and
Beznosov
(2008)

36 IT
professionals
from large
academic
organization

SC and SE

Organizational
culture influenced IT
security professional
effectiveness.

Hazari,
Survey
Hargrave,
and Clenney
(2008)

179
undergraduate
and graduate
business
school
students in a
state
university in
the
southeastern
U.S.

Attitudes, subject
norm, and
perceived
behavioral
control, (CSE) on
SA, SE, and SB

Social cognition
factors, such as
attitude, subject
norm, and perceived
behavioral control
influenced SA and
information security
behavior
effectiveness.

Jahankhani, Theoretical
Fernando,
Nkhoma, and
Mouratidis
(2007)

Commentary

MS and SE

MS influenced SE.

Kankanhalli, Survey
Teo, Tan,
and Wei
(2003)

63 IS
MS and SE
managers
from multiple
professional
organizations

Top management
support, greater
deterrent efforts, and
preventative
measures led to
enhanced IS security
effectiveness.
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Table 3 (Continued)
Study

Methodology

Table continues.
Klete (1975) Theoretical

Instrument
/Factor

Sample

Commentary

SE

Main Findings or
Contribution

The effectiveness of
security
countermeasures
correlated to the risk
of computer abuse
occurrence.

Knapp and
Boulton
(2006)

Theoretical

Commentary

MS, SC, SA, and MS, SC, and SA
SE
influenced SE.

Knapp,
Marshall,
Rainer, and
Ford (2006)

Survey

220 certified
information
systems
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

MS, SC, and SE

Table continues.

MS influenced SC
and information
security policy
enforcement.
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Table 3 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Knapp,
Marshall,
Rainer, and
Ford (2007)

Interview and Interviews:
Survey
220
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium
survey: 740
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium

MS, SA, SC, and MS positively
SE.
influenced four
variables of security
effectiveness: user
training, security
culture, policy
relevance, and policy
enforcement. SA, and
SC influenced SE.

Lineberry
(2007)

Theoretical

MS, SA, SC, and SA training and
SE
social engineering
testing affected
security
effectiveness. SE
required a culture of
information security
awareness and
management
involvement.

Table continues.

Commentary
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Table 3 (Continued)
Study

Methodology

Instrument
/Factor

Sample

Main Findings or
Contribution

Madnick
(1978)

Theoretical

Classical
study

SE

The effectiveness of
security
countermeasures
correlated to the risk
of computer abuse
occurrence.

Martin
(1973)

Theoretical

Classical
study

SE

The effectiveness of
security
countermeasures
correlated to the risk
of computer abuse
occurrence.

Moreira,
Theoretical
Martimiano,
Brandão, and
Bernardes
(2008)

Commentary

SE

An information
security governance
framework enabled
an effective
information security
management
program.

Moynihan
(2007)

Commentary

SA and SE

Employee security
awareness training
and the development
of an ongoing
security awareness
program were central
components of an
effective information
security strategy.

Theoretical

Table continues.
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Table 3 (Continued)
Study

Methodology

Instrument
/Factor

Sample

Main Findings or
Contribution

Novakovic,
McGill, and
Dixon
(2009)

Survey

111 computer Perceived
users in
usefulness of
Australia
security, ease of
use, facilitating
conditions,
secure behavior
intention, and
secure usage
based on UTAUT

Facilitating
conditions, ease of
use, and experience
influenced secure
behavior intention.
Secure behavior
intention influenced
secure usage in terms
of effective password
usage.

Pattinson
and
Anderson
(2007)

Survey

Two pilot
SA, SE, and SB
studies
consisting of
groups of 35
and 40
undergraduate
students at the
University of
South
Australia

User education and
training, and
understanding user
behavior towards risk
culture were needed
to achieve an
acceptable level of
information security.

Pumphrey,
Trimmer,
and
Beachboard
(2007)

Theoretical

Commentary

An effective
information
assurance program
was needed to meet
HIPAA security
safeguard
requirements.

Table continues.

SE
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Table 3 (Continued)
Study

Methodology

Instrument
/Factor

Sample

Rennie and Theoretical
Shore (2007)

Commentary

Smith and
Jamieson
(2006)

Discussion
forum

11
Security
representative standards, MS,
s with
SA, and SE
technical and
managerial
backgrounds
from 9
Australian
government
agencies

Information security
management
standards, MS, and
SA influenced SE
and security
compliance.

Straub
(1990)

Survey

1211 IS
MS and SE
directors, IS
middle
managers, IS
security
officers,
controllers,
and auditors
from the Data
Processing
Management
Association

A management
decision to invest in
IS security would
result in more
effective control of
computer abuse.

Tang (2008)

Case study

A
SA and SE
telecommunic
ations
marketing
company in
Taiwan

SA influenced SE.

Table continues.

SE

Main Findings or
Contribution
A security
framework, such as
ISO/IEC 17799,
increased the
effectiveness of
system security
measures.
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Table 3 (Continued)
Study

Methodology

Sample

Tsohou,
Kokolakis,
Karyda, and
Kiountouzis
(2008)

Theoretical

MS, SA, SE,
and SB

Winkel
(2007)

Theoretical

Commentary

Instrument
/Factor

Main Findings or
Contribution

MS, SA, SE, and MS affected SA, and
SB
SA influenced SE in
the context of AMCs.
SA influenced good
end-user security
behavior.
SA, SC, and SE SA and SC
significantly affected
information security
compliance and
effective security
management.

Management Support
Better understanding of management support for information security among AMCs
is needed (Da Veiga & Eloff, 2007; Knapp & Boulton, 2006). According to McFadzean
et al. (2007), “the roles and responsibilities of board members and senior executives for
information security have received little attention in the academic literature to date” (p.
623). Many of the existing studies on the influence of top management support on
technology adoption “suffer from diverse and inconsistent conceptual definitions, weak
measures, and insufficient theorization” (Neufeld et al., 2007, p. 496). In addition, despite
the increased media attention directed toward e-mail viruses, Internet worms, and
software vulnerabilities, Chang and Ho (2006) and Knapp et al. (2006) determined that
managers were not fully involved in ensuring security effectiveness.
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Management Support Influence on Behavior
Management support is a major factor affecting secure compliance (Da Veiga & Eloff,
2007). Da Veiga and Eloff identified executive level sponsorship of information security
and commitment from the board and management to protect information assets as critical
information security components. Based on a study of 354 certified information security
professionals who belonged to the International Information Systems Security Certificate
Consortium, Ma et al. (2008) found that top management support was crucial in
supporting security legislation such as the HIPAA Security Rule. Ma et al. determined
that poor implementations of information security resulted from a “lack of authority, lack
of executive support, and lack of understanding the importance of information security”
(p. 265). Nevertheless, Da Veiga and Eloff determined that executive level management
increasingly recognizes the value that information security brings to the organization.
Based on the results of a survey of IS managers, general managers, and chief
executives of 505 companies in France, Bia and Kalika (2007) found that top
management support positively influenced user security behavior toward regulatory
requirements. Bia and Kalika determined that a standardized user code of conduct, as
well as the use of general guidelines, caused users to better accept rules governing their
behavior. This supported the claim of Jackson and Adams (1979), who asserted that
standardization guaranteed stability and predictability of behavior.
According to Sveen et al. (2007), the management of secure information systems
requires more than just a strong technical solution. Sveen et al. observed that, unless
management demonstrates a total commitment and leads by example, subordinate staff
will not follow. Similarly, Ma et al. (2008) reported that information security is more of a

62
“human” problem rather than a pure “technical” problem. The authors stated that human
related problems are found in all levels of the organization, ranging from uninformed end
users to ambivalent upper management. Da Veiga and Eloff (2007) noted that, “if
management trusts its employees and the employees trust management, it is easier to
implement new procedures and guide employees through changes of behavior pertaining
to information security” (p. 367).
Management Support Influence on Security Effectiveness
Management support is important to achieving security effectiveness (Chang & Ho,
2006; Chang & Yeh, 2006). Knapp et al. (2007) used a sequential qualitative-quantitative
methodological approach to propose a theoretical model regarding the role of top
management support of information security effectiveness. The authors determined that
top management support positively influenced four variables of security effectiveness:
user training, security culture, policy relevance, and policy enforcement. Knapp et al.
concluded that top management should “act as a champion of change in creating an
organizational environment conducive to security goals” (p. 52).
In a study of 11 representatives with technical and managerial backgrounds from nine
Australian government agencies, Smith and Jamieson (2006) investigated the key drivers
and inhibitors affecting IS security success and security compliance. Smith and Jamieson
determined that the active support of senior management was found to be the highest
driver essential for effective security. According to the authors, this finding demonstrated
that, although IS security concerns have been recognized by the IT department for many
years, senior management had yet to fully appreciate the importance of IS security
processes within the business framework. Of the key inhibitors, Smith and Jamieson
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found that a lack of management awareness was the highest-ranking inhibitor, thus
showing that information as an important resource needs to be acknowledged not only by
staff but also by senior management.
Based on the results of a multi-case study, Loghry and Veach (2009) observed that
senior management support and personal participation were critical for securing corporate
assets and maintaining an effective risk management program. According to Loghry and
Veach, “only the senior management of an organization can determine which threats are
tolerable and which must be addressed immediately based on the organization's mission,
goals, strategic plan, and budget” (p. 33). In a prior study, Knapp et al. (2007) argued
that, “without management’s visible support, running an effective security program will
be an uphill battle” (p. 34). Figure 6 presents Knapp et al.’s theoretical model depicting
the relationships between top management support, user training, security culture, and
security effectiveness.
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Top
Management
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Security
Effectiveness
User Training

Security
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Policy
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Policy
Enforcement

Figure 6. Theoretical model showing the relationships between top management support,
user training, security culture, and security effectiveness (Knapp et al., 2007, p. 40).

Management Support Influence on Security Awareness
According to Casmir and Yngstrom (2005), effective security awareness requires first
attracting the attention of senior executives toward a common understanding of the
rationale for introducing security awareness programs. Swartz (2006) determined that a
lack of security awareness training and difficulties experienced by hospital staff in
complying with the HIPAA Security Rule was the result of several factors, one of which
was a lack of senior management support. As indicated by Jennex (2007), good security
awareness, a key component of all security programs, depends upon management support
in generating, communicating, and implementing the security plan.
Based on a study of 144 business professionals, managers, IT administrators, and
educators from various organizations, including health care, Rotvold (2008) found that:
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involving top management and getting their support is essential in building a strong
security awareness program that employees will take seriously. If management
commitment is increased, and the security awareness goals and message are
communicated and communicated often, progress and improvement can be made in
creating a security culture. (p. 38)
Management Support Influence on Security Culture
Top management support is a significant predictor of an organization’s security
culture (Knapp et al., 2006). Based on the results of an investigation of 220 certified
information systems security professionals, Knapp et al. determined that low levels of
executive support will produce an organizational culture less tolerant of good security
practices as well as diminish the level of enforcement of existing security policies.
Likewise, Chang and Lin (2007) found that managers should regard organizational
culture as an important factor for supporting and guiding information security
management practice. Chang and Lin concluded that organizational culture is “the media
between management and organizational behavior, and different companies usually have
different organizational cultures” (p. 439).
According to Da Veiga and Eloff (2007), information security culture develops in an
organization due to certain actions taken by management and employees. The authors
found that management influences information security culture by implementing policies
and technical security measures. In addition, they found that employees interact with
these information security components and exhibit behavior, such as the reporting of
security incidents or sharing of passwords, which could either contribute or be a threat to
the securing of information assets. As a result, Da Veiga and Eloff concluded that
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executives are responsible for communicating the right information security culture and
control framework and for exhibiting acceptable information security behavior.
A summary of the management support literature is presented in Table 4.
Table 4. Summary of the Management Support Literature
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Bia and
Kalika
(2007)

Survey

IS managers, MS, SA, and SB
general
managers, and
chief
executives of
505
companies in
France

MS, user training,
and security
awareness campaigns
positively influenced
employee security
behavior toward
regulatory
requirements.

Casmir and
Yngstrom
(2005)

Theoretical

Commentary

Effective security
awareness programs
required the attention
of senior executives.

Chang and
Ho (2006)

Survey

59 senior
MS and SE
managers
from various
organizations,
including
health care

MS influenced SE.

Chang and
Lin (2007)

Survey

108 senior IT SC and MS on
managers and SE
professionals
from various
industries,
including
health care

Organizational
culture and MS
positively influenced
information security
management
effectiveness.

Table continues.

MS, SA, and SE
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Table 4 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Chang and
Yeh (2006)

Survey

109 managers SA, MS, and SE
of large
Taiwan firms

Da Veiga
and Eloff
(2007)

Theoretical

Commentary

MS, SA, SC, SB, MS and SA were
and SE
needed for an
acceptable level of
information security
culture and behavior.

Jackson and
Adams
(1979)

Theoretical

Commentary

MS

Management support
for standardization
guaranteed stable and
predictable user
behavior.

Knapp,
Marshall,
Rainer, and
Ford (2006)

Survey

220 certified
information
systems
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

MS, SC, and SE

MS influenced SC
and information
security policy
enforcement.

Table continues.

SA and MS were
required to reduce
information security
threats and achieve
effective information
security.
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Table 4 (Continued)
Study

Methodology

Sample

Knapp,
Marshall,
Rainer, and
Ford (2007)

Interview and Interviews:
Survey
220
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium
survey: 740
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium

Loghry and
Veach
(2009)

Case study

Table continues.

Instrument
/Factor

Main Findings or
Contribution

MS, SA, SC, and MS positively
SE.
influenced four
variables of security
effectiveness: user
training, security
culture, policy
relevance, and policy
enforcement. SA, and
SC influenced SE.

A
MS and SE
manufacturer,
installer, and
service
provider of
permanent
and mobile
lighting
systems with
global
influence.

MS was positively
correlated to an
effective risk
management
program.
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Table 4 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Ma,
Johnston,
and Pearson
(2008)

Survey

354 certified
information
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

McFadzean,
Ezingeard,
and Birchall
(2007)

Interviews

Forty-three
MS and SE
interviews
were
conducted at
executive
level in 29
multi-national
organizations

MS influenced
effective security
policies and
information security
strategies.

Neufeld,
Dong, and
Higgins
(2007)

Survey

209
MS and SB
employees
from seven
mid-size-tolarge
Canadian
manufacturing
companies

MS influenced SB in
the context of IT
adoption and use
behavior.

Table continues.

MS, SA, SC, SE, MS influenced SA
and SB.
and HIPAA
compliant
information security
behavior. SC, and
organizational selfefficacy were
positively correlated
to effective
information security
management.
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Table 4 (Continued)
Study
Smith and
Jamieson
(2006)

Methodology
Discussion
forum

Instrument
/Factor

Main Findings or
Contribution

11
Security
representative standards, MS,
s with
SA, and SE
technical and
managerial
backgrounds
from 9
Australian
government
agencies

Information security
management
standards, MS, and
SA influenced SE
and security
compliance.

Sample

Sveen, Rich, Causal
and Jager
simulation
(2007)
study

Simulation
model

MS, SA, SC, and MS and SA
SB
influenced SC and
SB.

Swartz
(2006)

Commentary

MS and SA

Theoretical

SA and MS
positively correlated
to HIPAA security
compliance.

Security Awareness
Tsohou et al. (2008) noted that information security awareness is “commonly regarded
as aiming at improving information security by enhancing the adoption of security
policies and countermeasures, improving IS users’ security behavior, and altering work
routine so that good security habits are applied” (p. 272). Despite the recent increased
attention afforded to security incursions, Schmidt et al. (2008) contend that there is a lack
of user awareness and understanding of information security. Thus, greater computer
security awareness, education, and training in the context of AMCs is needed (Aytes &
Connolly, 2004; Kruck & Teer, 2008; Wade, 2004).
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According to Pattinson and Anderson (2007) and Winkel (2007), instead of addressing
only the technical aspects of network security issues, attention needs to be paid to user
awareness and behavior as a central focus of an information security strategy. For
example, in a study examining encryption technologies at a university, Fritsche and
Rodgers (2007) found the need to increase security awareness, offer additional security
training, and provide solutions for e-mail encryption and digital signatures. Additionally,
as indicated by Rotvold (2008), “all users should be aware not only of what their roles
and responsibilities are in protecting information resources, but also of how they can
protect information and respond to any potential security threat or issue” (p. 33).
Pfleeger and Rue (2008) found that regular testing and updating of security
procedures, combined with practices that increase staff awareness, were critical to
maintaining security. Additionally, Pfleeger and Rue noted that a lack of staff education
and training within IT security teams and throughout the organization appeared to be a
major obstacle to improved security. Williams (2008) reported that the increasingly
electronic medical environment increasingly relies on general practitioners and staff who
are not information security trained, thus creating considerable exposure of the medical
practice. According to Williams, a more comprehensive and encompassing approach to
security is required.
Security Awareness Influence on Security Compliance
Security awareness is a key factor in attaining HIPAA security compliance (Lending
& Dillon, 2007; North et al., 2009). Touchet, Drummond, and Yates (2004) stated that
providers’ inadequate understanding of HIPAA negatively affects patient care. Wicke
(2003) believes that HIPAA training should create awareness and educate users about
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company policies and procedures addressing the regulations. As specified in the security
and awareness training safeguards of the HIPAA Security Rule, health care organizations
are required to take reasonable and appropriate steps to limit disclosure of PHI, including
training employees, designating an individual with oversight, and securing access to ePHI
(Medlin & Cazier, 2007).
To determine the key factors that enhance online learning effectiveness, Womble
(2008) investigated 440 government agency employees in the southwestern U.S. The
author found that mandatory training, such as that required by HIPAA, when taken
online, improved employees’ job performance and compliance with regulatory
requirements. By requiring online training, managers were able to better track their
employees’ progress, increase employees’ training satisfaction, lessen the amount of time
needed for employees to complete the training, and increase organizational productivity
(Womble). Similarly, Jarrell, Welker, Silsbee, and Tucker (2008) conducted an
exploratory study of 80 students in a nursing school located in Central New York State
and found that better delineation of training requirements by policy makers and the
inclusion of clinical caregivers in developing the training materials and processes were
needed.
Security Awareness and Social Engineering Influence on HIPAA Security Compliance
According to Lineberry (2007), two critical tools for fighting social engineering
attacks are security awareness training and social engineering testing but that the
effectiveness of these controls will vary based on the quality of their implementation,
including follow-up and retraining. Kamal (2008) proposed a five-layer approach to
prevent social engineering attacks, which includes developing an information security
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policy, instituting security awareness, holding special training, implementing social
engineering detection tools, and then repeating the aforementioned steps. In an empirical
assessment of factors impeding effective password management, Medlin et al. (2008)
determined that social engineering password attacks (social engineering is “the use of
trickery, personal relationships, and trust to obtain information”), along with poor
password creation and password sharing practices, were potential reasons for HIPAA
security noncompliance (p. 72). The results of the Medlin et al. study raised “serious
concerns about the state of employee security awareness” in health care organizations (p.
71).
Based on the findings of an investigation of 63 full-time health care workers from the
University of Hartford in Connecticut, Kim (2005) found that the information security
awareness levels of the respondents were not at an acceptable level due to a lack of
ongoing security training. In a study of 90 employees in a single health care agency,
Medlin and Cazier (2007) determined that more employee security training was needed to
improve employee password selection procedures. These findings concur with those of
Swartz (2006), who reported that sufficient security awareness training and budgeting for
continued education and training is needed for HIPAA security compliance.
In a study of 355 undergraduate students at a large state university in the U.S., Kruck
and Teer (2008) documented unsafe computer security practices. Kruck and Teer
determined that increased security awareness training would have improved individual
security practices. Schmidt et al. (2008) found that, despite the increased attention given
to security vulnerabilities, “there appears to be a lack of user awareness and
understanding of certain aspects of the security paradigm” (p. 91). Moreover, a study
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conducted by the Verizon Business RISK team, concluded that “end-users proved to be
the primary target of attacks employing deceit” and that “more effective security
awareness programs at the end-user level” were needed (Baker et al., 2009, p. 25).
Overall, there is a need for increased security awareness, education, and training (Dhillon
& Blackhouse, 2001; Kirkpatrick, 2006; Leach, 2003; Siponen, 2000).
Security Awareness Influence on Secure Behavior
A variety of theories has been proposed for the study of security awareness, including
social psychological theories such as social learning and instrumental learning (Thomson
& von Solms, 1998) and motivational and behavioral theories such as TRA (Fishbein &
Ajzen, 1975) and TPB (Ajzen, 1991). Through an extension of Ajzen’s TPB, Hazari et al.
(2008) examined the factors influencing information security behavior, finding that
attitudes, subjective norms, and perceived behavioral control (confidence) predict
information security awareness. By understanding social cognition, organizations were
found to be able to implement effective information security behavior (Hazari et al.).
Pattinson and Anderson (2007) noted that end user education and awareness training
are two important human factors that have the potential to affect the security of an
organization’s information systems. Filipek (2007) noted that 72% of organizations
surveyed reported that training was the most effective means to change staff behavior and
increase information security awareness. In an empirical study, Bia and Kalika (2007)
determined that general guidelines taught through user training and security awareness
campaigns are critical in maintaining stable and predictable employee behavior. Bia and
Kalika found that “users also accept rules better when they are negotiated and introduced
in a consensual way than when they are imposed from above” (p. 434).
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Security Awareness Influence on Security Effectiveness
Since the proliferation of the microcomputer, employee training has been a recognized
means of effective computer security (James, 1992). Given that every employee is part of
the security team, a trained employee is an asset (Mitnick, 2003). Da Veiga and Eloff
(2007) stated that user awareness, education, and training are critical information security
components. Additionally, Hale and Brusil (2007) stated that, because a large part of
security management must consider human vulnerability, enterprises must not overlook
the importance of educating people about their personal role in providing and maintaining
security. Security awareness, therefore, is an important determinant in achieving security
effectiveness (D’Arcy & Hovav, 2009; Knapp et al., 2007).
As indicated by Moynihan (2007), employee awareness training is a central
component of an effective information security strategy. An organization’s most effective
protection against employee security breaches is to “develop and implement a
comprehensive system of internal controls that are integrated into an overall strategy of
heightened security awareness and practice” (Alstete, 2006, p. 836). Chen, Shaw, and
Yang (2006) determined that existing security problems were primarily due to the
inadequate security awareness of users. They argued that effective information security
awareness programs did not need sophisticated security technologies to mitigate internal
or external security threats.
Chang and Yeh (2006) noted that effective information security should consider both
technical and non-technical security threats. To address information threats, security
awareness and security regulations should be reviewed to ensure a proper and secure

76
environment for a firm's information assets. Awareness of the required security principles
according to specific IS/IT circumstances is fundamental to security (Chang & Yeh).
Based on their empirical investigation, Smith and Jamieson (2006) determined that
awareness and training were key security issues in the implementation of information
systems. They reported that awareness and training ranked fifth among key drivers of
effective security. The authors concluded that awareness of information as an important
resource needs to be recognized not only by staff but also by senior management.
Security Awareness Influence on Self-Efficacy
Awareness has been shown to be an important aspect of providing security (Goodhue
& Straub, 1989; Im & Baskerville, 2005; Siponen, 2000; Straub & Welke, 1998).
Goodhue and Straub (1991) were among the first IS scholars to suggest that awareness is
an important factor in an individual’s beliefs about information security. They predicted
that computer abuse would be a major problem that would not diminish on its own and
argued that “a lack of awareness of the danger may lead to weak vigilance by users and
greater potential for abuse” (p.14). The authors argued that “people who are more aware
of the potential for abuse would be sensitized to the dangers of inadequate security and
would more likely feel that security was unsatisfactory” (p. 15). They concluded that
awareness is related to computer literacy and defined an operationalized awareness as
years of experience, managerial level, and user and systems staff status.
Security Awareness Influence on Security Culture and Management Support
In an empirical examination of information systems security issues of small business
owners in Lynchburg, Virginia, Gupta and Hammond (2005) found that appropriate
training and awareness within the organization are needed to foster a security culture.
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Rotvold (2008) examined user perception of security awareness within organizations.
Although most of the respondents in the Rotvold study reported that they were aware of
the consequences for failing to comply with their organization’s security policies, they
also noted that incident response procedures were not well understood, security
awareness goals were not measured or assessed, the effectiveness of the overall security
awareness program was not evaluated or measured, and there was no assessment of
security awareness or the information security program. According to Rotvold,
identifying and communicating security awareness goals and messages, as well as
repeating security messages often, were necessary to develop a security culture.
Further, Rotvold (2008) stated that involving top management and getting their
support, as well as implementing social engineering testing, are essential requirements for
building a strong security awareness program. A study by Casmir and Yngstrom (2005)
identified a series of constraints and barriers to effective security awareness. According
to these authors, addressing these factors requires attracting the attention of senior
executives toward a common understanding of the rationale and importance of
introducing security awareness programs. A summary of the security awareness literature
is presented in Table 5.
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Table 5. Summary of the Security Awareness Literature
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

TPB, Attitude,
Subjective Norm,
and Perceived
Behavioral
Control,
Behavioral
Intention

Developed TPB as an
extension of TRA. A
user’s behavior was
determined by his or
her intention to
perform the behavior.
Attitude toward the
behavior, subjective
norm, and perceived
behavioral control
were found to affect
behavioral intention.

Ajzen (1991) Theoretical

Classical
study

Alstete
(2006)

Discussion
forum

79 working
SA, MS, and SE
professionals
enrolled in
three business
course
sections at a
medium-sized
college in the
New York
metropolitan
area

SA and MS
positively influenced
SE in terms of
preventing employee
theft.

Aytes and
Connolly
(2004)

Survey

167
SA and computer
respondents at policies and
two large
procedures
public
universities

Computer security
awareness, education,
and training did not
significantly alter the
SB of users in regard
to their use of
computing practices.

Table continues.
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Table 5 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Baker,
Hutton,
Hylender,
Novak,
Porter,
Sartin, et al.
(2009)

Survey

90 data breach SA
investigations
that occurred
in the U.S. in
2008

Based on 285 million
records being
breached in 2008, SA
programs were
needed at the enduser level.

Bia and
Kalika
(2007)

Survey

IS managers, MS, SA, and SB
general
managers, and
chief
executives of
505
companies in
France

MS, user training,
and security
awareness campaigns
positively influenced
employee security
behavior toward
regulatory
requirements.

Casmir and
Yngstrom
(2005)

Theoretical

Commentary

Effective security
awareness programs
required the attention
of senior executives.

Chang and
Yeh (2006)

Survey

109 managers SA, MS, and SE
of large
Taiwan firms

SA and MS were
required to reduce
information security
threats and achieve
effective security.

Single
insurance
company that
has an ebusiness
function

Used the systems
development research
methodology.
Effective system
management
components were
critical for ensuring
users gain adequate
information security
awareness.

Chen, Shaw, Case study
and Yang
(2006)

Table continues.

MS, SA, and SE

SA and SE
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Table 5 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

D’Arcy and
Hovav
(2009)

Survey

238 employed
working
professionals
taking MBA
classes at two
mid-Atlantic
U.S.
universities

CSE, SA, IS
misuse
behavioral
intention

Da Veiga
and Eloff
(2007)

Theoretical

Commentary

MS, SA, SC, SB, MS and SA were
and SE
needed for an
acceptable level of
information security
culture and behavior.

Dhillon and
Blackhouse
(2001)

Theoretical

Commentary

SA and SE

Identified the need
for increased SA,
education, and
training in order to
achieve effective
security.

Filipek
(2007)

Survey

Multiple
organizations
from Europe

SA and SE

Training was the
most effective
technique to change
staff behavior and
increase information
security awareness.

N/A

TRA constructs,
including attitude
toward behavior
and subjective
norm

Developed TRA. The
most significant
predictor of behavior
was intention. Thus it
was useful in
describing behavior.

Fishbein and Theoretical
Ajzen (1975) and survey

Table continues.

CSE affected SA
effectiveness and IS
misuse behavioral
intention in terms of
unauthorized access
and unauthorized
modification.
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Table 5 (Continued)
Study
Fritsche and
Rodgers
(2007)

Methodology
Case study

Sample

Instrument
/Factor

Main Findings or
Contribution

Single
university in
the U.S.

SA

Increased security
awareness, additional
security training, and
security solutions for
e-mail encryption,
digital signatures, and
mobile device
removable media was
needed.

Goodhue and Theoretical
Straub
and survey
(1989)

Randomly
selected Data
Processing
Management
Association
members

SA

Awareness was an
important step to
providing security.

Goodhue and Theoretical
Straub
and survey
(1991)

570 randomly SA and human
selected Data behavior
Processing
Management
Association
members and
357 end-users.

Awareness and
human behavior were
important factors
affecting an
individual’s view of
information security.

Gupta and
Hammond
(2005)

138 small
business
owners in
Lynchburg,
Virginia

MS and SA were
positively correlated
to fostering a security
culture.

Survey

Hale and
Theoretical
Brusil (2007)

Table continues.

MS, SA, and SC

Commentary SA
and 15-year
historical
perspective of
security
management

Educating people
about their personal
role in providing and
maintaining security
was critical for
security management.
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Table 5 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Hazari,
Survey
Hargrave,
and Clenney
(2008)

179
undergraduate
and graduate
business
school
students in a
state
university in
the
southeastern
U.S.

Attitudes, subject
norm, and
perceived
behavioral
control, (CSE) on
SA, SE, and SB

Social cognition
factors, such as
attitude, subject
norm, and perceived
behavioral control
influenced SA and
information security
behavior
effectiveness.

Im and
Baskerville
(2005)

1993 original
study and
2005
replicated
study

SA

Security awareness
training should be
promoted as
important elements of
organizational
security programs.

James (1992) Theoretical

Classical
study

SA

Employee training
influences effective
computer security.

Jarrell,
Welker,
Silsbee, and
Tucker
(2008)

Survey

80 students in SA, SC, and SE
a School of
Nursing
located in
Central New
York State

SA and SC
influenced effective
security in terms of
flow of services,
patient satisfaction,
health care team
satisfaction, and
quality of care.

Kamal
(2008)

Theoretical

Commentary

SA was needed to
prevent social
engineering security
threats.

Theoretical
and
longitudinal
study

Table continues.

SA
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Table 5 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Kim (2005)

Survey

63 full time
SA and SB
health care
workers from
the University
of Hartford in
Connecticut

Ongoing security
training was required
for acceptable levels
of SA.

Kirkpatrick
(2006)

Theoretical

Commentary

There was a need for
increased SA.

Knapp,
Marshall,
Rainer, and
Ford (2007)

Interview and Interviews:
Survey
220
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium
survey: 740
information
security
professionals
from the
International
Information
Systems
Security
Certification
Consortium

Table continues.

SA

MS, SA, SC, and MS positively
SE.
influenced four
variables of security
effectiveness: user
training, security
culture, policy
relevance, and policy
enforcement. SA, and
SC were found to
influence SE.
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Table 5 (Continued)
Study
Kruck and
Teer (2008)

Methodology
Survey

Sample

Instrument
/Factor

Main Findings or
Contribution

355
SA on SB
undergraduate
students at
one large state
university on
the east coast

SA influenced
individuals’ security
practices.

Leach (2003) Theoretical

Commentary

SA

There was a need for
increased security
awareness, education,
and training.

Lineberry
(2007)

Theoretical

Commentary

MS, SA, SC, and SA training and
SE
social engineering
testing affected
security
effectiveness. SE
required a culture of
information security
awareness and
management
involvement.

Medlin and
Cazier
(2007)

Survey

90 employees SA on SB
of a health
care agency

SA influenced SB.

Medlin,
Survey
Cazier, and
Foulk (2008)

118
employees
from 5
hospitals

SA and SB

SA influenced SB.

Mitnick
(2003)

Commentary

SA

A lack of employee
security awareness
increased security
risk levels.

Theoretical

Table continues.
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Table 5 (Continued)
Study
Moynihan
(2007)

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Theoretical

Commentary

SA and SE

Employee security
awareness training
and the development
of an ongoing
security awareness
program were central
components of an
effective information
security strategy.

North,
Theoretical
North, and
North (2009)

Commentary

SA

User security training
and education
influenced HIPAA
security compliance.

Pattinson
and
Anderson
(2007)

Two pilot
SA, SE, and SB
studies
consisting of
groups of 35
and 40
undergraduate
students at the
University of
South
Australia

User education and
training, and
understanding user
behavior towards risk
culture were needed
to achieve an
acceptable level of
information security.

Multiple
survey
samples

SA influenced SC.

Survey

Pfleeger and Survey
Rue (2008)

Table continues.

SA and SC
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Table 5 (Continued)
Study
Rotvold
(2008)

Methodology
Survey

Sample

Instrument
/Factor

Main Findings or
Contribution

144 business MS, SA, SC, and
professionals, SE
managers, IT
administrators, and
educators
from various
organizations,
including
health care

MS influenced SA,
and that SA
influenced SC and
information security
program
effectiveness.

Schmidt,
Survey
Johnston,
Arnett,
Chen, and Li
(2008)

210 U.S.
SA, SC, and SE
students from
three public
colleges in
various
geographic
regions, and
278 Chinese
college
students in
China

SA and SC
influenced SE.

Siponen
(2000)

Theoretical

Commentary

SA influenced
information security
behavior.

Smith and
Jamieson
(2006)

Discussion
forum

11
Security
representative standards, MS,
s with
SA, and SE
technical and
managerial
backgrounds
from 9
Australian
government
agencies

Table continues.

SA

Information security
management
standards, MS, and
SA influenced SE
and security
compliance.
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Table 5 (Continued)
Instrument
/Factor

Main Findings or
Contribution

Methodology

Sample

Straub and
Welke
(1998)

Comparative
qualitative
studies

Interviewed
37
management
at various
levels over
15-month
period in a
fortune 500
company, as
well as
executive
management
over a 4month period
in another
fortune 500
company

SA, risk analysis, Developed a security
security problem program that included
resolution
the use of a security
risk planning model,
education and
training in security
awareness, and
countermeasure
matrix analysis. SA
influenced effective
security.

Thomson
and von
Solms
(1998)

Theoretical

Commentary

SA

Proposed the social
learning and
instrumental learning
theory to explain the
importance of
security awareness.

Touchet,
Drummond,
and Yates
(2004)

Theoretical

Commentary

SA

An inadequate
understanding of
HIPAA regulations
negatively affected
patient care.

Tsohou,
Kokolakis,
Karyda, and
Kiountouzis
(2008)

Theoretical

Commentary

MS, SA, SE, and MS affected SA, and
SB
SA influenced SE in
the context of AMCs.
Also SA influenced
good end-user
security behavior.

Study

Table continues.

88
Table 5 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Wade (2004) Theoretical

Commentary

SA

There was a need to
require the individual
to assume more
responsibility
regarding computer
security.

Wicke
(2003)

Theoretical

Commentary

SA

SA positively
correlated to HIPAA
security compliance.

Williams
(2008)

Theoretical

Commentary

SA

A security
operational
framework, such as
SSE-CMM, was
useful in improving
medical practice
security
requirements.
Increased security
training was needed
in health care
environments.

Winkel
(2007)

Theoretical

Commentary

SA, SC, and SE

SA and SC
significantly affected
information security
compliance and
effective security
management.

Womble
(2008)

Survey

440
government
agency
employees in
the
southwestern
U.S.

SA, CSE, and SB CSE was a significant
predictor of security
compliance behavior.
a positive relation
existed between selfefficacy and two
variables: satisfaction
and perceived
usefulness.
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Security Culture
More attention needs to be paid to the information security culture of AMCs (Da
Veiga & Eloff, 2007; Von Solms, 2000). According to Beatson (1991), “within the
corporate culture, security should be given prominence. Because security involves
people, it is also very important that other elements within the corporate culture are
recognized” (p. 30). Siponen (2001), however, stated that very little research has been
undertaken on the socio-technical aspects of information security. In an investigation by
Ma et al. (2008), information security and computer security were reported to be often
implemented as an afterthought. Because time, compromise, and painful experiences are
required for an organization to establish and enforce security policies, the authors
concluded that critical factors such as organizational culture and policy would have a
significant effect on the success on information security management
According to Guzman et al. (2008), additional research on the social and cultural
aspects of employees’ workplace interactions with each other and with technology is
needed. The authors determined that organizational culture includes many complex and
varying facets, such as leadership styles, strategies for organizational change, knowledge
management, and general management styles within organizations as well as human
resource strategies to achieve organizational performance. Guzman et al. concluded that
IT personnel have established a distinct occupational culture within organizations,
characterized by (a) the use of technical jargon; (b) valuing technical knowledge; (c)
extreme and unusual demands based on constant change; (d) feelings of superiority; and
(e) a general lack of formal rules. They concluded that organizational sub-cultures caused
conflict and affected compliance behavior within different departments.
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Security Culture Influence on Security Compliance
Security culture has been found to play a significant role in information security
compliance (Ma et al., 2008). Winkel (2007) defined security culture as “the system of
collective moral concepts, mindsets and behavior patterns anchored in the self-conception
of a social unit and instructing its members in dealing with security threats” (p. 223).
According to Huebner and Britt (2006), a culture of security refers to “a focus on security
in the development of information systems and networks and the adoption of new ways
of thinking and behaving when using and interacting within information systems and
networks” (Organization for Economic Cooperation and Development, 2002, p. 8). In
addition, an empirical investigation by Rotvold (2008) reported that security culture was
determined to exert a positive influence on security compliance.
Security Culture Influence on Security Behavior
According to Leidner and Kayworth (2006), “culture is a critical variable in explaining
how social groups interact with IT” (p. 360). Deal and Kennedy (1982) noted that culture
is the single most important factor accounting for the success or failure of an
organization. Schein (1999) reported that “culture matters because it is a powerful, latent,
and often unconscious set of forces that determine both our individual and collective
behavior, ways of perceiving, thought patterns, and values” (p. 14). Schein observed that
organizations develop powerful cultures that guide the thinking and behavior of their
employees.
When applied to the implementation of new systems and processes, organizational
culture is a key organizational component (Mills, Platts, & Gregory, 1995). Kennerley
and Neely (2002) found inappropriate organizational culture, ineffective processes and

91
the lack of skills to be important barriers to systems evolution. In this regard, initiatives
for adopting new information technology frequently experienced difficulties because
people were hesitant to change what they were used to and lacked the motivation to
change their habits (Allen & Fifield, 1999; Cooper, 2000).
Security Culture Influence on Security Effectiveness
Organizational culture is defined as the:
pattern of shared basic assumptions that the group learned as it solved its problems of
external adaptations and internal integrations that has worked well enough to be
considered valid and, therefore to be taught to new members as the correct way to
perceive, think, and feel in relation to those problems. (Schein, 1992, p. 12)
Ruighaver and Maynard (2006) stated that security culture is based on an organizational
culture framework.
Chan et al. (2005) referred to organizational culture as the “values, beliefs and
assumptions found in the deep structure of organizations, which are held by its members”
(p. 20). The authors observed that compliant behavior can be increased by enhancing
employees’ perception of information security climate. They identified coworker
socialization, direct supervisory practices, and upper management practices as factors that
positively affected information security climate.
Alstete (2006) investigated the perceptions of current and previous employees in
regard to detecting and preventing employee theft. According to the employees, a
company’s most effective protection against loss from employees was to have a
comprehensive system of internal controls that are integrated into an overall strategy of
heightened security awareness and practice. This comprehensive strategy should include
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a culture of honesty with a written code of ethics and conduct, proper employee
screening, background checks, technology measures, careful inventory control, and
overall continued awareness and vigilance by management (Alstete). In an empirical
investigation, Chang and Lin (2007) examined the influence of organizational culture on
the implementation of information security management. They sought to determine how
organizational culture influenced information security management effectiveness, to
explain the relationships between organizational culture traits and information security
management principles, and to identify the kind of culture conducive to information
security management implementation. The authors derived four regression models to
quantify the impact of organizational culture traits on the effectiveness of information
security management.
Based on their findings, Chang and Lin (2007) reported that control-oriented
organizational culture traits, such as effectiveness and consistency, have a strong effect
on the information security management principles of confidentiality, integrity,
availability, and authentication. They also noted that the flexibility-oriented
organizational culture traits, such as cooperativeness and innovativeness, are not
significantly associated with the information security management principles. The
authors concluded that an appropriate and effective information security management
implementation requires a combination of favorable organizational culture, competent
information security technology, and management’s supportive attitude toward
information security.
According to Winkel (2007), a security culture can be understood equally as the basis
and result of security management and stated that a rational design of security processes
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is required for effective security management, which should be grounded in an
appropriate security culture. Winkel’s investigation validated prior studies by Dhillon
(2001) and Winkel (2001), which came to the same conclusion.
Security Culture Influence on Security Awareness
Gupta and Hammond (2005) believe that a security culture is fostered by the
implementation of a comprehensive solution that includes physical, procedural, and
logical forms of protection, along with the appropriate training and awareness within the
organization. Based on a study investigating the effects of outsourcing information
security, Karyda, Mitrou, and Quirchmayr (2006) found that total security outsourcing
caused a decrease in the development of a security culture within the organization. They
also found that employees lacked awareness of security related issues. The authors thus
concluded that a minimum level of information security experience and expertise be
maintained within the organization.
Lineberry (2007) reported that effective information security must be culturally
ingrained and backed by strategies and processes that are continually tested, taught,
measured, and refined. To foster a culture that is information security aware, Lineberry
believes that company management should ask the following questions:
1. Are employees educated about and aware of common information security threats?
2. Do they write down or freely share passwords with others?
3. Do visitors freely move about facilities without facing barriers to entry, such as a
requirement to wear a company-issued badge?
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4. Is it common to see sensitive information, such as completed employment
applications or client documents containing Social Security numbers, accessible in
unmonitored or otherwise unsecured areas?
5. What is the prevailing employee attitude regarding information security controls?
6. Are enforced information controls viewed primarily as a nuisance or a necessity?
A summary of the security culture literature is presented in Table 6.
Table 6. Summary of the Security Culture Literature
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Allen and
Fifield
(1999)

Theoretical
and case
study

Five
Culture
universities in
the U.S.

IT adoption rates
were impeded due to
user-related
resistance to change
and lack of
motivation to change
existing habits.

Alstete
(2006)

Discussion
forum

79 working
SA, MS, and SE
professionals
enrolled in
three business
courses at a
medium-sized
college in the
New York
metropolitan
area

SA and MS
positively influenced
SE in terms of
preventing employee
theft.

Beatson
(1991)

Theoretical

Commentary

Security should be
given prominence
with the corporate
culture.

Table continues.

SC
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Table 6 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Information
security climate,
self-efficacy, MS,
and compliant
behavior

Coworker
socialization, direct
supervisory practices,
and upper
management
practices affected
information security
climate. Information
security climate and
self-efficacy
influenced compliant
behavior.

Chan, Woon, Survey
and
Kankanhalli
(2005)

104
employees
from two IT
intensive
organizations
in the logistics
and
petrochemical
industries

Chang and
Lin (2007)

Survey

108 senior IT SC and MS on
managers and SE
professionals
from various
industries,
including
health care

Da Veiga
and Eloff
(2007)

Theoretical

Commentary

MS, SA, SC, SB, MS and SA were
and SE
needed for an
acceptable level of
information security
culture and behavior.

Deal and
Kennedy
(1982)

Theoretical

Classical
study

SC

Culture was the
single most important
factor accounting for
success or failure of
an organization.

Dhillon
(2001)

Theoretical

Commentary

SC

Effective security
processes require a
sustainable security
culture.

Table continues.

Organizational
culture and MS
positively influenced
information security
management
effectiveness.
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Table 6 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

MS, SA, and SC

MS and SA were
positively correlated
to fostering a security
culture.

Gupta and
Hammond
(2005)

Survey

138 small
business
owners in
Lynchburg,
Virginia

Guzman,
Stam, and
Stanton
(2008)

Semistructured
interviews

32 IT
SC and SB
personnel and
89 other
employees
from eight
non-profit
organizations,
including a
university and
hospital

Organizational and
occupational culture
positively influence
HIPAA security
compliant behavior in
AMCs.

Huebner and Theoretical
Britt (2006)

Commentary

SC and SB

The cultural aspects
of an enterprise were
vital to the success of
a security program.
Behavioral aspects of
security, such as
emotional
intelligence,
structural theory, and
social network
analysis, influence
enterprise security.

Karyda,
Mitrou, and
Quirchmayr
(2006)

Commentary

SA and SC

Security outsourcing
Negatively
influenced SC. A lack
of SA negatively
affected security
levels.

Theoretical

Table continues.
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Table 6 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Kennerley
and Neely
(2002)

Theoretical
and case
study

Seven
companies
from various
industry
sectors

Culture

Inappropriate
organizational culture
was an important
barrier to systems
evolution.

Leidner and
Kayworth
(2006)

Theoretical

Commentary

Culture

Culture was a critical
variable in explaining
how social groups
interact with IT.

Lineberry
(2007)

Theoretical

Commentary

MS, SA, SC, and SA training and
SE
social engineering
testing affected
security
effectiveness. SE
required a culture of
information security
awareness and
management
involvement.

Ma,
Johnston,
and Pearson
(2008)

Survey

354 certified
information
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

MS, SA, SC, SE, MS influenced SA
and SB.
and HIPAA
compliant
information security
behavior.
Organizational selfefficacy was
positively correlated
to effective
information security
management.

Table continues.
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Table 6 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Mills, Platts, Theoretical
and Gregory
(1995)

Commentary

Rotvold
(2008)

144 business MS, SA, SC, and
professionals, SE
managers, IT
administrators, and
educators
from various
organizations,
including
health care

MS influenced SA,
and SA influenced
SC and information
security program
effectiveness.

Ruighaver
Theoretical
and Maynard
(2006)

Commentary

SC

A security culture
was based on an
organizational culture
framework.

Schein
(1992)

Theoretical

Commentary

Organizational
culture

Culture needs to be
taught to new
employees to enable
the correct way to
perceive, think, and
feel in relation to
those problems.

Schein
(1999)

Theoretical

Commentary

Culture

Culture had an
unconscious
influence on
organizational
behavior.

Survey

Table continues.

Culture

Main Findings or
Contribution
Organizational
culture can be a key
organizational
constraint in
implementing new
systems and
processes.
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Table 6 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Siponen
(2001)

Theoretical

Commentary

SC

Additional research
on the socio-technical
aspects of
information security
was needed to
increase
organizational
security culture.

Von Solms
(2000)

Theoretical

Commentary

MS and SC

Increased attention
was needed for
organizational
information security
culture. MS
participation
influenced
organizational
security levels. Trust
was a critical issue in
establishing
information security
in an IT environment.

Winkel
(2001)

Theoretical

Commentary

SC

Effective security
processes require a
sustainable security
culture.

Winkel
(2007)

Theoretical

Commentary

SA, SC, and SE

SA and SC
significantly affected
information security
compliance and
effective security
management.
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Computer Self-Efficacy
Research on the factors associated with self-efficacy in AMCs is warranted (Ball &
Levy, 2008; Lending & Dillon, 2007). According to Lending and Dillon, “the selfefficacy of nurses and their perceptions of data security and confidentiality are relatively
unknown” (p. 52). Moreover, Womble (2008) concluded that the literature has shown
that users with high information and self-efficacy will perceive IT as a useful and
resourceful tool and will, therefore, remain compliant with federal and state requirements.
According to Ma et al. (2008), organizational self-efficacy is a critical success factor of
information security management (levels and practices) and thus HIPAA compliance.
Bandura (1986) defined self-efficacy as:
people’s judgments of their capabilities to organize and execute courses of action
required to attain designated types of performances. It is concerned, not with the skills
one has, but with judgments of what one can do with whatever skills one possesses. (p.
391)
Lending and Dillon (2007) provided a related definition, stating that self-efficacy refers
to “a user’s confidence that he or she has the ability to use an information system” (p.
50). Extending the self-efficacy construct to computer usage, Compeau and Higgins
(1995) defined computer self-efficacy as “a judgment of one’s capability to use a
computer” (p. 192). Computer self-efficacy is an important determinant of security
compliance behavior (Chan et al., 2005; Lending & Dillon; Womble, 2008). In this
regard, Langford and Reeves (1998) reported that individuals with high computer selfefficacy showed confidence in their ability to control their fate when using computers.
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Further, Compeau and Higgins (1995) found that those who were confident developed
even higher computer self-efficacy levels with continued computer use.
Self-Efficacy Influence on Security Behavior
Self-efficacy is a valid predictor of information security behavior (Chan et al., 2005).
Chan et al. reported that self-efficacy positively influenced employees’ compliant
behavior and that “compliant behavior is dependent on a combination of organizational
and personal factors” (p. 36). The authors also stated that “compliant behavior can be
promoted by increasing employees' self-efficacy and enhancing perception of information
security climate” (p. 36).
According to Compeau and Higgins (1995), researchers generally agreed that a
positive relationship existed between CSE and IS use, and that understanding CSE was
important to the successful implementation of systems in organizations. In a later study,
Compeau, Higgins, and Huff (1999) empirically validated the CSE instrument confirmed
in their prior work. The results of the Compeau et al. study provided strong confirmation
and evidence that CSE affects an individual's affective and behavioral reactions to IS.
Agarwal and Karahanna (2000) observed that an individual's beliefs about or perceptions
of IS have a significant influence on their usage behavior. Agarwal and Karahanna’s
study also concurred with the results of Dinev & Hart (2006), which demonstrated that
people with low levels of computer self-efficacy tended to avoid technology and have
anxiety towards technology.
In an exploratory study of 179 undergraduate and graduate business school students in
a state university in the southeastern U.S., Hazari et al. (2008) examined the perceptions
of users on the requirements in personal firewall software. The authors extended Ajzen’s
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TPB to predict information security awareness and behavior. Hazari et al. observed that
intention to maintain information security behavior could be predicted by the confidence
(self-efficacy) of their participants.
Self-Efficacy Influence on Security Awareness
In an empirical study, Womble (2008) found that there were significant positive
correlations between e-learning self-efficacy and e-learning satisfaction and perceived
usefulness. These results suggest that employees who believe that taking mandated online
training (e.g., HIPAA) would improve their job performance were also satisfied with the
training. By placing mandated training online, Womble noted that managers can not only
track their employees' progress easily but also keep a record of their own compliance
with state and federal laws.
Womble (2008) also determined that, if employees were satisfied with online learning,
they may be more inclined to complete the course, which, in turn, would keep their
organizations in compliance with regulatory requirements. As a result, Womble
suggested that organizations administer evaluation surveys to assess employees’ selfefficacy and satisfaction levels to ensure compliance with mandated training program
requirements. Womble’s findings concurred with the prior research of Compeau and
Higgins (1995) and Compeau et al. (1999), which showed that end users with high
information will stay compliant with federal and state training mandates and users with
high self-efficacy will perceive information technology as a useful and resourceful tool.
Hazari et al. (2008) used confidence in maintaining information security as an aspect
of perceived behavioral control. Perceived behavioral control is similar to Bandura’s
concept of self-efficacy and was derived from the TPB. Consequently, Hazari et al. found
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that attitudes, subjective norms, and perceived behavioral control (confidence) were
related to maintaining information security awareness. Hazari et al. concluded that, by
understanding social cognition, organizations can better teach employees about effective
information security behavior.
Self-Efficacy Influence on Data Security Breaches
In a study of 82 undergraduate students from the College of Business Administration
at a central Texas university, White et al. (2008) determined that unauthorized secondary
use of personal data and concern for collection of personal data had a significant
relationship with computer self-efficacy. The authors found that “a higher level of
computer self-efficacy (confidence with the computer technology) may result in a lower
level of concern for information privacy (management of the information)” (p. 70). This
was in keeping with the research of Rifon, LaRose, and Choi (2005), who determined
that users with high computer self-efficacy showed greater trust with increased
technology. Additionally, in an empirical investigation of 324 students, Havelka (2003)
reported that users with lower levels of computer abuse had higher levels of computer
self-efficacy.
D’Arcy and Hovav (2009) noted that research on computer self-efficacy suggests that
there is a significant relationship between perceptions of self-efficacy and risk-taking
behavior. In their investigation of 238 working professionals taking MBA classes at two
mid-Atlantic U.S. universities, D’Arcy and Hovav found that computer self-efficacy
negatively influenced the relationship between user awareness of security
countermeasures and IS misuse intention. Users with higher computer self-efficacy
(computer-savvy individuals) tended to ignore security awareness programs and

104
computer monitoring due to the belief that they would be less likely to be caught if
engaged in an unauthorized activity (D’Arcy & Hovav). According to the authors,
security education and training programs should take into consideration employees’ level
of computer understanding. Similarly, the moderating effect of computer self-efficacy on
monitoring suggests that users with more computer knowledge believe that they can
“cheat” the system and avoid the implications of monitoring technologies. Thus, when
implementing such technologies, organizations need to convey to computer-savvy users
that they are not immune (D’Arcy & Hovav).
A summary of the computer self-efficacy literature is presented in Table 7.
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Table 7. Summary of the Computer Self-Efficacy Literature
Sample

Instrument
/Factor

Agarwal and Survey
Karahanna
(2000)

288 students
enrolled in a
junior level
statistics class

CSE, behavioral
intention, and
perceived ease of
use

An individual's
beliefs about or
perceptions of IS
have a significant
influence on their
usage behavior.

Ball and
Levy (2008)

Survey

111
instructors
teaching IS
and non-IS
courses at a
small private
university in
the
southeastern
U.S.

CSE, computer
abuse, and
experience with
the use of
technology on
intention to use

Only CSE influences
intention to use and
behavior.

Bandura
(1986)

Theoretical

Classical
study

CSE and SB

Developed social
cognitive theory to
address technology
acceptance.

104
employees
from two IT
intensive
organizations
in the logistics
and
petrochemical
industries

Information
security climate,
self-efficacy, MS,
and compliant
behavior

Coworker
socialization, direct
supervisory practices,
and upper
management
practices affected
information security
climate. Information
security climate and
self-efficacy
influenced compliant
behavior.

Study

Methodology

Chan, Woon, Survey
and
Kankanhalli
(2005)

Table continues.

Main Findings or
Contribution
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Table 7 (Continued)
Study
Compeau
and Higgins
(1995)

Methodology
Survey

Sample

Instrument
/Factor

Main Findings or
Contribution

1,020
knowledge
workers

CSE

Individuals who were
confident developed
increased CSE levels
with continued
computer use.

Compeau,
Theoretical
Higgins, and and survey
Huff (1999)

2,000
subscribers to
a Canadian
periodical

CSE, outcome
expectations,
affect, anxiety,
and usage

CSE influenced user
affective and
behavioral reactions
to IT.

D’Arcy and
Hovav
(2009)

Survey

238 employed
working
professionals
taking MBA
classes at two
mid-Atlantic
U.S.
universities

CSE, SA, IS
misuse
behavioral
intention

CSE affected SA
effectiveness and IS
misuse behavioral
intention in terms of
unauthorized access
and unauthorized
modification.

Dinev and
Hart (2006)

Survey

422
respondents

CSE and SB

Examined Internet
privacy concerns and
user behavior
intentions. Users with
low levels of CSE
tended to avoid
technology and
exhibit anxiety
towards technology.

Havelka
(2003)

Survey

324
CSE
undergraduate
business
students

Table continues.

Users with lower
levels of computer
abuse had higher
levels of computer
self-efficacy.
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Table 7 (Continued)
Study

Methodology

Sample

Instrument
/Factor

Main Findings or
Contribution

Hazari,
Survey
Hargrave,
and Clenney
(2008)

179
undergraduate
and graduate
business
school
students in a
state
university in
the
southeastern
U.S.

Attitudes, subject
norm, and
perceived
behavioral
control, (CSE) on
SA, SE, and SB

Social cognition
factors, such as
attitude, subject
norm, and perceived
behavioral control
influenced SA and
information security
behavior
effectiveness.

Langford
and Reeves
(1998)

127 upperdivision
university
business
students

CSE

Individuals with high
CSE showed
confidence in their
ability to control their
fate when using
computers.

Survey

Lending and Survey
Dillon
(2007)

139 nursing
SA, MS, and
staff members CSE
from a single
hospital

Ma,
Johnston,
and Pearson
(2008)

354 certified
information
security
professionals
from the
International
Information
Systems
Security
Certificate
Consortium

Survey

Table continues.

SA and MS
influenced selfefficacy and HIPAA
compliance.

MS, SA, SC, SE, MS influenced SA
and SB.
and HIPAA
compliant
information security
behavior.
Organizational selfefficacy was
positively correlated
to effective
information security
management.
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Table 7 (Continued)
Study
Rifon,
LaRose, and
Choi (2005)

Methodology
Survey

Sample

Instrument
/Factor

Main Findings or
Contribution

210
CSE
undergraduate
students at a
major
Midwestern
university

Users with high
computer selfefficacy showed
greater trust with
increased technology.

White, Shah, Survey
Cook, and
Mendez
(2008)

82
undergraduate
students from
the College of
Business
Administratio
n at a central
Texas
university

CSE,
unauthorized
secondary use,
and improper
access

CSE influenced
unauthorized
secondary use but not
improper access.

Womble
(2008)

440
government
agency
employees in
the
southwestern
U.S.

SA, CSE, and SB CSE was a significant
predictor of security
compliance behavior.
A positive relation
existed between selfefficacy and two
variables: satisfaction
and perceived
usefulness.

Survey

Summary of What is Known and Unknown About the Topic
This chapter presented a review and analysis of the body of literature specific to the
constructs of the investigation. To study the factors that affect HIPAA security
compliance in AMCs, the author developed a research framework by conducting a
literature search in a broad variety of fields, including IS security, sociology and
psychology, management science, and organizational behavior. The literature related to
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the HIPAA Security Rule also was reviewed. According to Helms et al. (2008), the
HIPAA Security Rule is a significant regulation affecting health care organizations.
Growing numbers of data security breach incidents (Gallagher, 2009), increased security
requirements resulting from expanding IT infrastructure (Pirim et al., 2008), stricter
enforcement of the HIPAA Security Rule (Hourihan, 2009), and extended HIPAA
Security Rule requirements (Aguilar, 2009) have become important concerns in health
care.
The author reviewed the literature on the constructs of security behavior, security
effectiveness, management support, security awareness, security culture, and computer
self-efficacy in the context of the larger construct of information security knowledge. A
review of the technology acceptance literature was completed as a means to understand
security behavior (Dinev & Hu, 2007). This included TRA (Ajzen & Fishbein, 1980),
TPB (Ajzen, 1985), TAM (Davis, 1989), TAM2 (Venkatesh & Davis, 2000), and
UTAUT (Venkatesh et al., 2003). Security behavior was found to be a key factor
affecting health care organizations’ security effectiveness and HIPAA security
compliance (Chan et al., 2005; Johnston & Warkentin, 2008; Novakovic et al., 2009); and
security effectiveness was found to be a key construct affecting security behavior and
HIPAA security compliance in health care (Chang & Lin, 2007; D’Arcy & Hovav, 2009;
Hazari et al., 2008).
The variables of management support, security awareness, security culture, and
computer self-efficacy were determined to affect security behavior and security
effectiveness and thus HIPAA security compliance in AMCs (D’Arcy & Hovav, 2009;
Da Veiga & Eloff, 2007; Ma et al., 2008; Thomas & Botha, 2007; Womble, 2008). Based

110
on the gaps in the literature, the author will conduct an empirical investigation to develop
and validate a model for predicting the effect of management support, security awareness,
security culture, and computer self-efficacy on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs.

Contribution this Study Makes to the Field
The contributions of this investigation are several. First, the main contribution of this
study is to provide an understanding of the key factors that affect HIPAA security
compliance in AMCs. Literature on HIPAA security and information security has
identified a number of factors that contribute to security behavior and security
effectiveness, including management support (Barry & Grossmeier, 2009), security
awareness (Lending & Dillon, 2007), security culture (Ma et al., 2008), and computer
self-efficacy (Chan et al., 2005). Additionally, security effectiveness (D’Arcy & Hovav,
2009) and security behavior (Keith et al., 2009) were found to be valid predictors of each
other as well as of HIPAA security compliance (Chang & Ho, 2006; Johnston &
Warkentin, 2008; Rotvold, 2008). Understanding these factors is expected to facilitate the
understanding of HIPAA security compliance among AMCs (Lawrence, 2007).
Second, understanding and addressing relevant security-related concerns remains a top
priority in AMCs. According to Herod (2009b), data security breaches in health care
organizations continue to increase. Numerous AMCs reported data security breaches in
2009 and 2010 (DataLossDB, 2010; Privacy Rights Clearinghouse, 2010). Slow IT
adoption has been an internal weakness in health care organizations (Helms et al., 2008).
According to Nash (2008), health care organizations typically address security
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requirements reactively. Shortcomings and extended requirements in the HIPAA Security
Rule relating to business associates, breach notifications, data transmission standards,
investigation of complaints, and penalties and enforcement have created liabilities for
health care organizations (Brown, 2009b). The findings of this investigation are expected
to contribute knowledge that can be applied to improve information security and
regulatory compliance in the HIPAA security domain, with a focus on AMCs (Helms et
al., 2008; Li & Shaw, 2008).
Third, this study extends prior research on security behavior and security effectiveness
by developing a conceptual model of constructs that synthesize multiple theoretical
perspectives such as TRA (Ajzen & Fishbein, 1980), TPB (Ajzen, 1985), TAM (Davis,
1989), TAM2 (Venkatesh & Davis, 2000), and UTAUT (Venkatesh et al., 2003). By
examining the human, organizational, and technological factors that influence HIPAA
security compliance in AMCs, information security researchers and practitioners working
in AMCs will be able to understand the areas affecting the current HIPAA security
requirements (Keith et al., 2009).
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Chapter 3
Methodology

Research Methods Employed
The author chose to conduct a predictive study that used survey methodology to
collect data and develop a model of factors that affect HIPAA security compliance in
AMCs. Palvia, Leary, Mao, Midha, Pinjani, and Salam (2004) determined that, because a
survey methodology has a high degree of external validity, it is appropriate for
developing a predictive model.

Specific Procedures Employed
Survey Development
According to Straub (1989), “an instrument valid in content is one that has drawn
representative questions from a universal pool” (p. 150). Pinsonneault and Kraemer
(1993) maintained that surveys are suitable when independent and dependent variables
are clearly defined. Further, Kitchenham and Pfleeger (2002) observed that survey
development using existing constructs is common because the validity and reliability
tests of existing variables have already been established.
In constructing the survey for this investigation, the author utilized clearly defined
constructs and previously validated items to empirically assess the effect of management
support, security awareness, security culture, and computer self-efficacy on security
behavior and security effectiveness and thus HIPAA security compliance in AMCs. The
instrument, which is discussed below, was distributed using the Web. According to
Rhodes, Bowie, and Hergenrather (2003), Web-based surveys allow researchers to
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quickly communicate to large groups of potential respondents, providing a setting of
openness that encourages full participation by respondents and is cost effective.
Additionally, Web-based surveys support data collection and eliminate data entry errors
(Levy, 2006; Porter & Whitcomb, 2003).
The survey (Appendix A) that was used in this investigation was a multi-item
instrument, whose items were answered by a 5-point Likert-type scale. A combination of
existing validated scales from the literature were used to develop the survey instrument
for this investigation. Leidner and Jarvenpaa (1995) recommended the use of established
constructs in lieu of developing new variables. Previously validated survey items that
pertain to variables applicable to current research have been used extensively in the
literature (Boudreau, Gefen, & Straub, 2001). Therefore, the author developed multi-item
measures for each construct by adapting previously validated instruments from prior
research. In the completed analysis, the author used MS to represent management support
items, SA to represent security awareness items, SC to represent security culture items,
CSE to represent computer self-efficacy items, SB to represent security behavior items,
and SE to represent security effectiveness items.
Measure of Management Support (MS)
Items for MS in the instrument were adapted from the survey items developed and
validated by Knapp et al. (2007) and Lin (2007). To develop a theoretical model, Knapp
et al. used a qualitative strategy that closely followed grounded theory. The grounded
theory used by Knapp et al. was first introduced by Glaser and Strauss (1967) and further
refined as a series of structured steps by Strauss and Corbin (1998). After developing and
giving the survey to a sample of information security practitioners, the authors tested the
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model using structural equation modeling. They then explored an alternative model in
which the mediator variables were represented by a higher order factor. Knapp et al.’s
study combined qualitative and quantitative techniques over a six-step methodological
process that included: (a) qualitative data collection; (b) qualitative analysis; (c) scale
development; (d) instrument refinement; (e) quantitative data collection; and (f)
quantitative data analysis. The authors’ scale exhibited an acceptable level of internal
reliability, with a Cronbach’s α reliability of .93 for items related to top management
support. Items MS1 to MS6 in the instrument for this study measured the effect of
management support on security behavior and security effectiveness and thus HIPAA
security compliance in AMCs.
Based on a survey of 172 employees from 50 large organizations in Taiwan, Lin
(2007) applied structural equation modeling to investigate a research model for
knowledge sharing and firm innovation capability. Lin’s four top management support
survey items were adapted from studies by Tan and Zhao (2003). The author found that
the organizational factor of top management support significantly influenced the
knowledge-sharing process. The author performed confirmatory factor analysis,
convergent validity, and discriminant validity to determine the reliability of the top
management support construct (composite reliability), which was based on the studies of
Anderson and Gerbing (1992) and Joreskog and Sorbom (1996). Lin’s measurement
model for the top management support item demonstrated adequate reliability,
convergent validity, and discriminant validity. Items MS7 to MS10 in the instrument for
this study measured the effect of management support on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs.
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Measure of Security Awareness (SA)
Items for SA in the instrument were developed by consolidating and adapting survey
items developed and validated by D’Arcy and Hovav (2009), Knapp et al. (2007), and
Johnston and Warkentin (2008). D’Arcy and Hovav developed a survey based on
Straub’s (1990) general deterrence theory, which posits that user awareness of security
policies; security education, training, and awareness programs; and computer monitoring
directly influence IS misuse intention (i.e., unauthorized access and unauthorized
modification). Four items measuring security education, training, and awareness were
developed as original scales by D’Arcy and Hovav. The authors’ measurement model
was assessed by tests of convergent validity, discriminant validity, and reliability. The
convergent validity and discriminant validity factor loadings exceeded the recommended
values of .70 and .50, respectively, for the four items measuring security education,
training, and awareness. In addition, the reliabilities of the constructs were above the
recommended .70 threshold specified by Fornell and Larcker (1981). The items SA1 to
SA4 in this study’s instrument measured the effect of security awareness on security
behavior and security effectiveness and thus HIPAA security compliance in AMCs.
Knapp et al. (2007) solicited responses from 220 Certified Information System
Security Professionals to the following question: What are the top five information
security issues facing organizations today? After several follow-on questions were given
to the sample population, the respondent statements were coded into categories and
patterns that suggested theoretical relationships. User training was found to be a
mediating variable in predicting security effectiveness. Knapp et al. developed five items
for the user-training variable, which exhibited high reliability, low cross-loading with
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other constructs, and low residual covariance with other items. The user-training
construct exhibited an acceptable level of internal reliability, with a Cronbach’s α of .93.
Items SA5 to SA8 in this study’s instrument measured the effect of security awareness on
security behavior and security effectiveness and thus HIPAA security compliance in
AMCs.
Johnston and Warkentin’s (2008) instrument included six items representing HIPAA
privacy training. The authors developed the survey items as original scales to test for
perceived organizational support. Johnston and Warkentin performed construct validity
and reliability tests and found acceptable levels of convergent and discriminant validity
for the HIPAA privacy training items. Items SA9 to SA10 in the instrument for this study
measured the effect of security awareness on security behavior and security effectiveness
and thus HIPAA security compliance in AMCs.
Measure of Security Culture (SC)
Items for SC in the instrument were developed by consolidating and adapting survey
items developed and validated by Knapp et al. (2007) and Chan et al. (2005). Based on an
analysis of qualitative data, Knapp et al. developed measurement items for SC through a
process of extracting words and phrases from the participant responses to build a pool of
candidate items. The authors also used the technique of theoretical saturation, drawn from
Strauss and Corbin (1998), to determine the appropriate number of items in the SC pool
(DeVellis, 2003). Theoretical saturation occurs “when adding items to the pool
contributes little marginal value to the scale or seems counterproductive” (Knapp et al., p.
42). An expert panel of 12 Certified Information System Security Professionals further
refined the SC measures by determining the construct validity of the items and assessing
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the perceived sensitive nature of the security-related questions that were asked. The
Cronbach’s α for the SC factors was .90. Items SC1 to SC6 in this study’s instrument
measured the effect of security culture on security behavior and security effectiveness
and thus HIPAA security compliance in AMCs.
Chan et al. (2005) developed survey items for SC using a systematic procedure
suggested by Churchill (1979). The instrument development process involved specifying
the domain for the individuals’ perception of the organizational climate construct,
delineating what is included and what is excluded, generating sample items from past
literature, iteratively refining the instrument through data collection, and assessing the
reliability and validity of the data. The authors developed four items representing
individuals’ perception of organizational climate by adapting survey items used by
Schnake (1983) and Neal and Griffin (1997). The items were measured using a 7-point
Likert scale anchored from strongly disagree to strongly agree. Testing of the
measurement model involved assessing the convergent validity and discriminant validity
of the instrument items. The Cronbach’s α for the SC factors was .87. Items SC7 to SC10
in the instrument for this study measured the effect of security culture on security
behavior and security effectiveness and thus HIPAA security compliance in AMCs.
Measure of Computer Self-Efficacy (CSE)
Items for CSE in the survey were adapted from the survey items developed and
validated by Ball and Levy (2008). Based on a study of 56 instructors from a small,
private university, the authors, using ordinal logistic regression, assessed the factors that
influenced instructors’ acceptance of information systems to formulate a predictive
model. Ball and Levy developed their CSE survey items from the 10-item CSE
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instrument developed by Compeau and Higgins (1995). Compeau and Higgins found the
instrument to have a Cronbach’s α of .80, thus demonstrating that the CSE items were
reliable. The original instrument developed by Compeau and Higgins was based on a 10point Likert scale, which was subsequently adapted by Chu (2003) into a 5-point Likert
scale. The 5-point scale was found to be both reliable and valid for measuring CSE, with
a Cronbach’s α of .79 in pre-test and .70 in post-test. Items CSE1 to CSE10 in this
study’s instrument measured the effect of computer self-efficacy on security behavior and
security effectiveness and thus HIPAA security compliance in AMCs.
Measure of Security Behavior (SB)
Items for SB in the instrument were developed by consolidating and adapting survey
items developed and validated by Chan et al. (2005), Cazier et al. (2007), Hazari et al.
(2008), and Johnston and Warkentin (2008). Chan et al. derived five compliant behavior
items from self-development, Neal and Griffin (1997) and Hayes, Perander, Smecko, and
Trask (1998). The Cronbach’s α measure for internal consistency reliability was .90 for
the compliant behavior items.
Johnston and Warkentin’s (2008) instrument included three variables representing
HIPAA compliance behavioral intention. The authors adapted the items from Venkatesh
and Davis’ (2000) behavioral intention scale for measuring intent for technology
adoption. Johnston and Warkentin conducted construct validity tests consistent with those
of Loch, Straub, and Kamel (2003), in which a modified multi-trait, multi-method
analysis was used to assess factor loadings, convergent validity, and discriminant
validity. Based on their analysis, Johnston and Warkentin determined that there were
acceptable levels of factor loadings, convergent validity and discriminant validity for the
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HIPAA compliance behavioral intention items. Item SB6 in the instrument was adapted
from Johnston and Warkentin’s measure.
Cazier et al.’s instrument included three variables representing behavioral intention.
The Cronbach’s α measuring confidentiality for SB7 through SB9 in Cazier et al.’s
instrument was .79. Items SB7 through SB9 in the study’s instrument were adapted from
Cazier et al.’s measure. Hazari et al.’s instrument included three variables representing
information security behavioral intention. Although the Cronbach’s α of the authors’
overall scale was .88, the Cronbach’s α for the information security behavioral intention
items was only .66. Item SB10 in the instrument was adapted from Hazari et al.’s
measure.
Measure of Security Effectiveness (SE)
Items for SE in the study’s instrument were developed by consolidating and adapting
survey items developed and validated by Knapp et al. (2007) and Chang and Lin (2007).
Knapp et al.’s instrument included five items for SE. In their instrument, the Cronbach’s
α for internal consistency reliability was .91. Items SE1 through SE5 in this study’s
instrument were adapted from the measures developed by Knapp et al. Chang and Lin’s
instrument included four variables representing information security management
effectiveness, including five items for confidentiality, five items for integrity, three items
for availability, and six items for accountability. The Cronbach’s α for confidentiality for
SE6 through SE8 in Chang and Lin’s instrument was .88; for integrity for SE9 and SE11,
.717; and for accountability for SE1, .87. Items SE6 through SE12 in the instrument were
adapted from Chang and Lin’s measures.
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Population and Sample
The target population of this study was health care professionals who are associated
with the AAMC (AAMC, 2009a). The AAMC represents the 131 accredited U.S. medical
schools and 17 accredited Canadian medical schools, approximately 400 major teaching
hospitals and health systems, and nearly 90 academic and professional societies (AAMC,
2009a). Nearly 125,000 faculty members, 75,000 medical students, and 106,000 resident
physicians are represented by the aforementioned institutions and organizations
comprising the AAMC (AAMC, 2009a).
The target sample of this study was health care professionals who are members of the
Group on Information Resources (GIR) within the AAMC (AAMC, 2009b). The GIR
provides:
a forum for individuals in relevant roles of leadership and responsibility to promote
excellence in the advancement of information resources in academic medicine,
including medical education, clinical care, medical and health sciences research,
health science libraries, public health, and institutional planning (M. Passiment,
personal communication, August 14, 2009, para. 3).
The GIR membership consists of approximately 590 IT professionals (AAMC, 2009b).
Chief information officers and vice presidents comprise 26% of the group; IT directors,
18%; administrators, 17%; library technologists, 17%; educational technologists, 6%;
clinicians, 5%; informatics professionals, 4%; faculty and educators, 4%; and researchers,
3% (M. Passiment, personal communication, para. 5). The survey was distributed to the
membership list of the GIR via e-mail. This e-mail also stated the purpose of the
investigation and requested their participation in completing the survey.
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Survey Implementation to Collect Data
Permission was requested from the AAMC’s Director of Information Resources
Outreach to send the Web-based survey information to the GIR members. After obtaining
permission from the AAMC Director Information Resources Outreach, approval from the
Nova Southeastern University (NSU) Institutional Review Board (IRB) was requested.
Prior to requesting permission from the AAMC Director Information Resources Outreach
and the NSU IRB, permission was obtained from the author’s dissertation committee.
With the permission of the dissertation committee, the AAMC Director Information
Resources Outreach and the NSU IRB, an e-mail with the Web-based survey and
instructions, along with an explanation of the purpose and relevance of the study, was
sent to the survey participants by the Director of Information Resources on behalf of the
author and the AAMC.
Participation in the survey by the AMC GIR members was anonymous. To increase
the response rate, the AAMC Director of Information Resource Outreach sent out a
second e-mail after two weeks to the AAMC GIR members as a reminder to participate in
the survey. As indicated by Kaplowitz, Hadlock, and Levine (2004), response rates of
Web-based surveys were reported to improve with the use of reminder notifications.
When the Web-based survey were completed, the data from the survey was imported into
Statistical Package for Social Science (SPSS) Statistics 18.0 for statistical data analysis
(SPSS, n.d.).
Pre-analysis Data Screening
The author included a pre-analysis data screening procedure to ensure the validity of
the survey responses. According to Levy (2006), pre-analysis data screening aids in
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detecting irregularities or problems with the data collected. Pre-analysis data screening is
required before data analysis to ensure that the conclusions are based on valid data
(Mertler & Vannatta, 2001). According to Levy, there are four main reasons for preanalysis data screening.
First, pre-analysis data screening ensures the accuracy of the data collected. According
to Levy (2006), “if the data collected is not accurate, the analysis will not be valid either”
(p. 150). To eliminate data entry or typing errors, the data will be imported directly from
the Web-based survey to a spreadsheet, and then to statistical software formats.
Second, pre-analysis data screening addresses the issue of response-set. Kerlinger and
Lee (2000) suggested that “response-set can be considered a mild threat to valid
measures” (p. 713). Kerlinger and Lee defined response-set as a set of responses for
which respondents submit the same score for all items. To address the issue of responseset, the data collected from the Web-based survey will be reviewed for elimination prior
to the final analyses.
Third, pre-analysis data screening deals with missing data. According to Mertler and
Vannatta (2001), “missing data can significantly affect the validity of the data collected
and the results drawn from it” (p. 25). To eliminate missing data, the Web-based survey
will be configured to require that all survey items will be answered.
Finally, pre-analysis data screening addresses outliers or extreme cases. Levy (2006)
stated that identifying data outliers “is required as it is inadequate to draw conclusions
from data that is skewed by a number of extreme cases” (p. 152). Mertler and Vannetta
(2001) noted that “an outlier can cause a result to be insignificant when, without the
outlier, it would have been significant” (p. 27). To address the issue of outliers or extreme
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cases, Mahalanobis Distance analysis was performed on the survey responses prior to
data analyses. Mahalanobis Distance analysis is an often used technique for determining
the similarity of an unknown sample set to a known one (Sun et al., 2000). According to
Hair, Anderson, Tatham, and Black (1984), Mahalanobis Distance analysis is useful in
identifying extreme cases and whether data should be kept or discarded during data
analysis.
Validity and Reliability
The validity and reliability of the instrument were tested in the context of the
investigation. According to Leedy and Ormrod (2005), “the validity and reliability of
your measurement instruments influences the extent to which you can learn something
about the phenomenon you are studying . . . and the extent to which you can draw
meaningful conclusions from your data” (p. 31). Reliability refers to “the consistency
with which a measuring instrument yields a certain result when the entity being measured
has not changed” (p. 31). As indicated by Carmines and Zeller (1991), reliability can be
established in four ways: equivalency reliability, stability reliability, inter-rater reliability,
and internal consistency. Internal consistency “focuses on the level of agreement among
the various parts of the instrument or process in assessing the characteristic being
measured” (Ellis & Levy, 2009, p. 334). In this study, the internal consistency of each
variable’s survey items was measured through correlations using the Cronbach’s α
coefficient.
Validity is defined as a researcher’s ability to “draw meaningful and justifiable
inferences from scores about a sample or population” (Creswell, 2005, p. 600). The
validity of an instrument refers to “the extent to which the instrument measures what it is
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supposed to measure” (Leedy & Ormrod, 2005, p. 31). Types of validity include internal,
face, criterion-related, construct, content, statistical conclusion, and external validities
(Ellis & Levy, 2009). This investigation examined three validity measures of the
instrument: content validity, construct validity, and external validity.
In survey-based research, content validity is defined as “the degree to which items in
an instrument reflect the content universe to which the instrument will be generalized”
(Boudreau et al., 2001, p. 5). Construct validity “is in essence an operational issue. It asks
whether the measures chosen are true constructs describing the event or merely artifacts
of the methodology itself” (Straub, 1989, p. 150). External validity refers to the “extent to
which its results apply to situations beyond the study itself . . . the extent to which the
conclusions drawn can be generalized to other contexts” (Leedy & Ormrod, 2005, p.
105). King and He (2005) stated that external validity addresses the “generalizability of
sample results to the population of interest, across different measures, persons, settings,
or times. External validity is important to demonstrate that research results are applicable
in natural settings, as contrasted with classroom, laboratory, or survey-response settings”
(p. 882).
Data Analysis
After the pre-analysis data screening procedure, the tests for reliability and validity,
and the final screening of the dataset, further statistical analyses were performed. The
means and standard deviations for the multiple item scores that comprised MS, SA, SC,
CSE, SE, and SB were calculated to create six composite variables. KolmogorovSmirnov Z statistics were used to test the null hypothesis that the variables were normally
distributed.
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The effects of the independent variables on the dependent variables were investigated
through multiple linear regression (MLR). MLR analysis is defined as “a statistical
technique to predict the variance in the dependent variable by regressing the independent
variables against it” (Sekaran, 2003, p. 420). Sprinthall (1977) stated that MLR analysis
is useful for predicting the dependent variable based on multiple independent variables.
According to Chen and Hughes (2004), MLR uses independent variables to predict the
probability of the dependent variable using a linear approach. MLR analysis assumes that
the residuals (the differences between the predicted and observed values) are normally
distributed. This normal distribution was validated by visually inspecting a frequency
distribution histogram and tested through Kolmogorov-Smirnov Z statistics.
MLR analysis also assumes that the relationship between the independent and
dependent variables is linear. The assumption that the residuals were randomly and
relatively evenly scattered on either side of their mean (zero) value with respect to the
predicted values, reflecting homogeneity of variance of the dependent variable, was
checked visually using a plot of the residuals versus the predicted values. Additionally,
statistical analysis for the presence of linearity between the MS, SA, SC, CSE, SB, and
SE variables was performed using Pearson’s correlation coefficients.
Pearson correlation analysis also was used to assess the possibility of excessive
collinearity (Tabachnik & Fidell, 2007). A second method to test for excessive
collinearity involved calculating the variance inflation factor (VIF) statistic (O’Brien,
2007). Collinearity is a significant problem when the research methodology is designed
to predict the effect of the independent variables on the dependent variable. When
excessive collinearity is present, the standard errors are inflated, influencing the signs and
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the magnitudes of the regression coefficients, which results in the inability to accurately
assess the relative importance of each of the predicting variables (Tabachnik & Fidell).
According to Chen and Hughes (2004), ordinal linear regression (OLR) uses multiple
independent variables to predict the probability of the dependent variable using a nonlinear approach. As indicated by Hoffman (2004), OLR analysis does not assume linear
relationships or necessitate that the data be normally distributed. OLR is therefore
considered appropriate for measuring the effect of the independent variables on the
dependent variable (Chen & Hughes). However, to artificially create noncontinuous mutually exclusive categories, OLR analysis requires rounding the mean
values of the independent and dependent variables down to integers. The literature,
however, is inconclusive as to whether this technique is statistically correct (Bowker &
Randerson, 2010; Kim, 1975). In this study, the independent and dependent variables
were continuous and quantitative and measured at the scale/interval level. In addition, the
variables were linear and normally distributed. Therefore, MLR analysis was justified.
MLR Analysis to Predict Security Behavior
The general multiple regression equation used in this study to predict the effect of the
four independent variables on the first dependent variable was defined as:
Y1 = β0 + β1X1 + β2X2 + β3X3 + β4X4 + e
The MLR model used in this investigation to predict the effect of MS, SA, SC, and CSE
on SB was:
SB = β0 + βMS*MS + βSA*SA + βSC*SC + βCSE*CSE + e
where SB is the predicted value of the dependent variable Security Behavior, β0 is the
intercept or constant of the equation (the theoretical predicted value of the dependent
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variable when all the independent variables are zero), βMS is the strength of MS, MS is
the average of all MS survey items, βSA is the strength of SA, SA is the average of all SA
survey items, βSC is the strength of SC, SC is the average of all SC survey items, βCSE is
the strength of CSE, CSE is the average of all CSE survey items, and e is the random
error.
MLR Analysis to Predict Security Effectiveness
The general multiple regression equation used in this study to predict the effect of the
four independent variables on the second dependent variable was defined as:
Y2 = β0 + β1X1 + β2X2 + β3X3 + β4X4 + e
The MLR model used in this investigation to predict the effect of MS, SA, SC, and CSE
on SE was:
SE = β0 + βMS*MS + βSA*SA + βSC*SC + βCSE*CSE + e
where SE is the predicted value of the dependent variable Security Effectiveness, β0 is the
intercept or constant of the equation (the theoretical predicted value of the dependent
variable when all the independent variables are zero), βMS is the strength of MS, MS is
the average of all MS survey items, βSA is the strength of SA, SA is the average of all SA
survey items, βSC is the strength of SC, SC is the average of all SC survey items, βCSE is
the strength of CSE, CSE is the average of all CSE survey items, and e is the random
error.
The strength or standardized partial regression coefficient of each independent
variable measured the change in the dependent variable for each unit change in the
independent variable (Sprinthall, 1977). According to Tabachnik and Fidell (2007), the
higher the magnitude of the standardized partial coefficient, the more important the
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independent variable is as a predictor of the dependent variable, assuming that its
magnitude is not biased by collinearity. Standardized coefficients or β weights are more
useful than are unstandardized coefficients because they enable the researcher to interpret
the relative importance of each independent variable, especially if each is measured using
different scales or units (Tabachnik & Fidell).
Power Analysis
The author performed a post-hoc power analysis to validate that the sample size was
adequate to permit the rejection of the null hypothesis of MLR. In cases for which the
adjusted R2 does not explain a substantial portion of the variance in the dependent
variable, a power analysis is appropriate (Cohen, 1992). A power analysis was completed
for each dependent variable in the study.

Formats for Presenting Results
The results of the data analyses were presented in various tables and figures in the
results section of this dissertation. Conclusions were derived from the data reported in the
tables and figures and summarized accordingly. The MLR and correlation analyses that
were used to investigate the relationship between the independent variables and the
dependent variables also were discussed.

Resources Used
To conduct the survey, the author worked with the following:
1. NSU dissertation advisor and committee
2. NSU IRB advisor
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3. AAMC GIR Director of Information Resources Outreach
4. AAMC GIR members
5. AAMC IRB Board representative
The Web-based survey was conducted using the electronic survey software,
SurveyMonkey® (n.d.). After the survey was complete, data from the survey were
downloaded from SurveyMonkey®, underwent pre-analysis, and were analyzed with the
appropriate statistical techniques using SPSS Version 18.0 (SPSS, n.d.). Throughout this
investigation, the author used NSU’s digital library resources (NSU Libraries, n.d.).

Summary
In this investigation, the author developed a 61-item Web-based survey, which used
Likert-scaled multiple items to determine the factors affecting HIPAA security
compliance in AMCs. This Web-based survey was developed using a combination of
existing and validated scales for the independent variables, MS, SC, SC, and CSE, and
the dependent variables, SE and SB. The target population was health care professionals
associated with the AAMC. The sample for this empirical study was 590 health care
information technology professionals who were members of the GIR within the AAMC.
The author included a pre-analysis data screening procedure to ensure the validity of
the survey responses. The validity and reliability of the instrument were tested in the
context of the investigation. After the dataset underwent final screening, further statistical
analyses were performed. These included testing for the mean and standard deviation as
well as using Kolmogorov-Smirnov Z statistics and frequency distribution histograms to
test the null hypotheses that the variables were normally distributed. Pearson correlation
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analysis was computed to validate that the relationship between the independent and
dependent variables was linear. Additionally, Pearson correlation analysis and the
calculation of the VIF statistic were used to test for the presence of excessive collinearity.
MLR analysis was used to derive and validate the theoretical models to predict the
effect of the four independent variables of management support, security awareness,
security culture, and computer self-efficacy on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs. A post-hoc power analysis
was performed to validate that the sample size was adequate to permit the rejection of the
null hypothesis of MLR. The outcomes of this study are expected to enhance the
understanding of HIPAA security compliance in AMCs. The results of this research also
are expected to provide guidance to individuals and organizations involved with HIPAA
security-compliance initiatives in health care.
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Chapter 4
Results

Overview
This chapter presents the results of the statistical analyses used in the investigation.
The effect of four independent variables, management support, security awareness,
security culture, and computer self-efficacy, on the two dependent variables, secure
behavior and security effectiveness, and thus HIPAA security compliance in AMCs, was
explored. First, the data collection procedures are presented, followed by the results of
the pre-analysis data screening. Then the validity and reliability findings are reviewed,
followed by the results of the multiple regression analysis. The chapter concludes with a
summary. To enhance understanding, the chapter sections are organized similarly to
those of Chapter 3.

Data Collection and Analysis
Data Collection
The online survey instrument (Appendix A) was designed and delivered in a Webbased format. A Web-based survey instrument was selected as the delivery method
because an electronic format allows for direct respondent input. Because no manual input
was required, data entry errors were minimized. On April 6, 2010, the AAMC Director of
Information Resources e-mailed the 590-member AAMC GIR group a link to the Webbased survey. A response rate of at least 25% was anticipated. A total of 76 AAMC GIR
members completed the survey, yielding a response rate of approximately 12.9%.
According to Shevade and Keerthi (2003) and Komarek and Moore (2004),
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approximately 100 respondents are generally required to achieve statistically significant
results in regression analysis. However, a post-hoc power analysis validated that
responses from 76 GIR members adequately ensured that the sample was representative
of the population and therefore ensured the generalizability of the study’s findings
(Cohen, 1992).
Pre-Analysis Data Screening
To ensure the validity of the survey responses, the author included pre-analysis data
screening. Pre-analysis data screening was important for four reasons. First, pre-analysis
data screening ensures the accuracy of the data collected. In the study, data accuracy was
not an issue because the Web-based survey software used to collect the data did not
require free text responses. In addition, the data were downloaded directly for analyses
from the Web-based software. Second, pre-analysis data screening addresses the issue of
response-set. In the study, response-set was not an issue because no survey submissions
included the same score for 100% of the survey items. Third, pre-analysis data screening
concerns missing data. Missing data were not a factor in the study because the
respondents were required to answer all of the survey items to complete the survey.
Finally, pre-analysis data screening addresses multivariate outliers or cases with
patterns of scores that are extreme or abnormal. Because the intention was to analyze the
responses collectively using multiple regression analysis, screening for multivariate
outliers was necessary. Mahalanobis Distance (D2) values were calculated for each case
using the technique described by Hisham (2008). D2 measures the distance of a case from
the centroid (multidimensional mean) of a distribution, taking into account the covariance
(multidimensional variance) of the distribution. As indicated by Hisham, Mahalanobis D2
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values closely follow a chi-square distribution with n degrees of freedom, where n = the
number of independent variables, when the variables used to compute the mean vector
and covariance matrix are assumed to be normally distributed. Because n = 4 (i.e., MS,
SA, SC, and CSE) in the investigation, the SPSS syntax used to calculate the p value
from the chi-square distribution with df = 4 degrees of freedom would be less than the
computed value of D2, which was 1 – CDF.CHSQ (D2, 4). All of the p values for the
computed Mahalanobis D2 values exceeded .001. The smallest p value was .008,
providing evidence that the variables included no multivariate outliers at the .001 level of
significance. It was assumed, therefore, that MLR analysis would not be compromised by
the presence of outliers, and thus all 76 cased could be included. The Mahalanobis
Distance analysis results are presented in Figure 7.

Figure 7. Mahalanobis Distance analysis.
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Validity and Reliability
The author examined three validity measures of the instrument: content validity,
construct validity, and external validity. According to Sun and Zhang (2006), validity is
an important concern in survey-item development. Further, survey items should be
representative of all aspects of the variables being examined (Lewis, Templeton, & Byrd,
2005). The author achieved content validity, construct validity, and external validity of
the 61 survey items by basing the survey items on previously validated scales drawn from
the literature.
Cronbach’s α reliability tests were computed to determine the internal consistency for
the survey items MS, SA, SC, CSE, SE, and SB. All items were reviewed to ensure that
all scales were keyed in the same direction (Levy, 2006). To avoid negative items in the
survey, items SB2, SB3, SB4, and SB5 were inversely scored, and the reliability tests
were performed again. The final analysis resulted in high reliability scores for each
variable, with Cronbach’s α well above the desired minimum of .70 (Sprinthall, 1997).
MS and SA had the highest internal consistency reliability (α = .943 and .941), whereas
SB had the lowest reliability (α = .807). The reliability analysis results for the survey
items are presented in Table 8.
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Table 8. Reliability Analysis Results
Variable

Number of
Cases

Number of
Items

Cronbach’s
a

MS

76

10

.943

SA

76

10

.941

SC

76

10

.920

CSE

76

10

.881

SE

76

11

.930

SB

76

10

.807

Data Analysis
Following the pre-analysis data screening, as well as validity and reliability tests, the
mean values for the multiple item scores that comprised MS, SA, SC, CSE, SE, and SB
were calculated to create six composite variables. The mean values of the independent
and dependent variables were between 3.2 and 4.2, indicating a general tendency for the
numerically-coded responses to represent a value somewhere between neither disagreeing
nor agreeing with the items (score = 3) and agreeing with the items (score = 4). The
standard deviations of all of the variables ranged from .49 to .71, indicating a relatively
wide variability in the responses. Kolmogorov-Smirnov Z statistics were used to test the
null hypotheses that the variables were normally distributed. Based on the results, which
were non-significant, the null hypotheses were accepted. The parametric descriptive
statistics for each composite variable and tests for normality are presented in Table 9.
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Table 9. Descriptive Statistics and Tests for Normality
MS

SA

SC

CSE

SE

SB

76

76

76

76

76

76

3.900

4.000

3.800

3.200

3.900

4.200

Standard deviation

.710

.680

.630

.690

.650

.490

Kolmogorov-Smirnov Z

.794

.850

.682

1.56

.986

1.254

p

.554

.465

.741

.056

.285

.086

Number of cases
Mean

The approximately bell-shaped frequency distribution histograms also provided visual
evidence to suggest that the variables MS, SA, SC, CSE, SE, and SB were normally
distributed. As a result, parametric statistics assuming normality were justified. The
frequency distributions for each variable are presented in Figure 8.
Histogram of MS, SA, SC, CSE, SE, SB
MS

Frequency

40

SA

40

SC

40

30

30

20

20

20
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10
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0
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1

2

CSE

40

3

4

5

0

40

30

30
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20
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10
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1

2

3

2

4

5

0

1

2

3

Figure 8. Frequency distributions of the variables.
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The author initially reviewed two regression methods, MLR and OLR analyses, to
measure the effect of the independent variables, MS, SA, SC, and CSE, on the dependent
variables, SE and SB. According to Chen and Hughes (2004) and Tabachnik and Fidel
(2007), MLR analysis is used predict the values of normally distributed dependent
variables measured at the scale/interval level. OLR analysis, in comparison, is used to
predict the values of dependent variables that are classified into ordinal categories,
measured using integers (Hoffman, 2004). OLR analysis does not assume linear
relationships or necessitate that the data be normally distributed. In this investigation, the
dependent variables, SE and SB, were not measured as ordinal categories but were
computed as mean values, measured at the scale/interval level. As a result, for the
purposes of this study, MLR analysis was considered to be more appropriate than was
OLR analysis.
MLR analysis assumes that the residuals (the differences between the predicted and
observed values) are normally distributed. The author visually checked that the residuals
were normally distributed by using a frequency distribution histogram (Figure 8). In
addition, Kolmogorov-Smirnov Z statistics (Table 9) indicated that the variables were
normally distributed. The author confirmed that the residuals were randomly and
relatively evenly scattered on either side of their mean (zero) value with respect to the
predicted values, reflecting homogeneity of variance of the dependent variable, by
visually using a plot of the residuals versus the predicted values (Figure 9). The matrix of
scatter plots between the variables is presented in Figure 9.

138

Figure 9. Matrix of scatter plots between the variables.

MLR analysis also assumes that the relationship between the independent and
dependent variables is linear. Linearity implies that the average change in the dependent
variable associated with a unit change in the independent variable is constant. In addition
to visually inspecting the matrix of scatter plots to test for the assumption of linearity
(Figure 9), statistical analysis for the presence of linearity was tested using Pearson’s
correlation coefficients (Table 10). The matrix of Pearson’s correlation coefficients
between the variables is presented in Table 10.
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Table 10. Matrix of Pearson’s Correlation Coefficients between the Variables
MS (X1)
SA (X2)

.567**

SC (X3)

.776**

CSE (X4)

-.083

SA (X2)

SC (X3)

CSE (X4)

SB (Y1)

.529**
-.044

-.049

SB (Y1)

.382**

.419**

.381**

-.152

SE (Y2)

.600**

.753**

.647**

.020

.401**

** p < .01

The linear relationships between the MS, SA, SC, SB, and SE variables were
confirmed by the values of Pearson’s correlation coefficients between .381 and .776
significant at p < .01 and observed in the scatter plots (Figure 9). The CSE variable,
however, was not linearly related to the other variables. Further, the Pearson correlation
analysis results demonstrated that the independent variables MS, SA, and SC were
collinear. According to Tabachnik and Fidell (2007), collinearity is the inter-correlation
between the predicting variables in an MLR model. When the inter-correlation is
excessive, the standard errors are inflated, influencing the signs and the magnitudes of the
regression coefficients, resulting in the inability to accurately assess the relative
importance of each of the predicting variables (Tabachnik & Fidell). Collinearity is a
significant problem when the research methodology is designed to predict the effect of
the independent variables on the dependent variable. As indicated by O’Brien (2007), the
researcher must decide how rigorous he or she wants to be when assessing the possibility
of excessive collinearity.
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According to Tabachnik and Fidell (2007), a Pearson correlation analysis assesses the
possibility of excessive collinearity. The authors reported that, when a correlation
coefficient matrix includes correlations of approximately 0.7 or higher, excessive
collinearity may exist. In this investigation, the correlation coefficient of 0.776 between
the MS and SC independent variables was an indication of excessive collinearity that
could potentially compromise MLR analysis results. A second method to evaluate the
effect of excessive collinearity is calculating the VIF statistic (O’Brien, 2007). Although
VIF values are always greater than or equal to 1, the literature does not indicate how large
VIF values should be to influence a dependent variable. According to O’Brien, some
researchers report that VIF values over 2.5 indicate excessive collinearity, while other
researchers apply more lenient VIF cut-offs of 4.0 or higher for excessive collinearity. To
ensure that excessive collinearity did not compromise the results, the VIF cut-off value
used in this investigation was 2.5 (Alison, 1998).
The MLR model used in this investigation was:
SB = β0 + βMS*MS + βSA*SA + βSC*SC + βCSE*CSE + e
SE = β0 + βMS*MS + βSA*SA + βSC*SC + βCSE*CSE + e
where β0 represented the intercept or the theoretical predicted value of the dependent
variable when all the independent variables were zero; and βMS, βSA, βSC, and βCSE
represented the standardized partial regression coefficients for the independent variables.
The null hypotheses in the investigation were that the intercept and partial regression
coefficients were zero and that the adjusted R2 value did not explain a substantial
proportion of the variance in the dependent variables. The adjusted R2 was used to
account for the number of independent variables in the model. The null hypotheses were
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tested using t statistics for the regression coefficients and ANOVA F statistics for the R2
value (Tabachnik & Fidell, 2007).
Results of MLR Analysis to Predict Security Behavior
The MLR model calculated by SPSS to predict SB using standardized coefficients
was:
SB = 2.960 + .091*MS + .279*SA + .157*SC - .124*CSE + 0
The adjusted R2 = .187 indicated that the model predicted a significant proportion of the
variance in SB. The value of p < .05 for the t statistics indicated that the intercept was not
zero and that SB increased significantly with respect to SA. The value of p > .05 for the t
statistics indicated that the MLR coefficients for MS, SC, and CSE were not significantly
different from zero, thus indicating they were not important predictors of SB. However,
this model violated the statistical assumptions of MLR with respect to collinearity. The
VIF statistics > 2.5 indicated that MS (2.763) and SC (2.592) were collinear, therefore
demonstrating that the regression coefficients and p values may be biased. Due to the
presence of collinearity, the author concluded that the MLR model defined in Tables 11
through 13 was inadequate to properly interpret the relationships between the
independent and dependent variables. The adjusted R2 and standard error results to
predict SB are presented in Table 11; the MLR coefficients to predict SB are presented in
Table 12; and the collinearity statistics to predict SB are presented in Table 13. Overall,
Tables 11 through 13 summarize the MLR analysis results to predict SB.
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Table 11. Adjusted R Square and Standard Error to Predict SB
Adjusted R2

Standard Error of the Estimate

.187

.446

Table 12. MLR Coefficients to Predict SB
β

t

2.960

6.696

MS

.091

.528

.599

SA

.279

2.171

.033*

SC

.157

.937

.352

-.124

-1.191

.238

Intercept

CSE

p
.000***

* p < .05, *** p < .001

Table 13. Collinearity Statistics to Predict SB
Variable

VIF

MS

2.763a

SA

1.519

SC

2.592a

CSE

1.008

Note. a indicates excessive collinearity.

To correct the MLR model for the influence of excessive collinearity, a new
composite variable, MS x SC, was created. The MLR model to predict the dependent
variable, SB, including MS x SC, using standardized coefficients was:
SB = 3.311 + .265*SA - .122*CSE + .255*MS x SC + 0
The adjusted R2 = .204 indicated that this model predicted a higher proportion of the
variance in SB, and the standard error was lower. The value of p < .05 for the t statistics
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indicated that the intercept was not zero and that SB increased significantly with respect
to both SA and MS x SC. The values of p > .05 for the t statistic indicated that the
regression coefficients for CSE were not significantly different from zero, thus indicating
that CSE was not a significant predictor of SB. Additionally, performing MLR analysis
for the model with CSE removed produced the adjusted R2 = .200, providing further
evidence that CSE did not contribute to the explanation of the variance in the dependent
variable.
The revised MLR model to predict the dependent variable, SB, including MS x SC,
did not violate the statistical assumptions of MLR with respect to excessive collinearity.
The VIF statistics < 2.5 indicated that the independent variables, MS (1.516), SA (1.511),
and CSE (1.005), were not collinear, thereby demonstrating that the MLR statistics were
not biased. The adjusted R2 and standard error results to predict SB, including MS x SC,
are presented in Table 14; the MLR coefficients to predict SB, including MS x SC, are
presented in Table 15; and the collinearity statistics to predict SB, including MS x SC,
are presented in Table 16. Overall, Tables 14 through 16 summarize the MLR analysis
results to predict SB, including MS x SC.
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Table 14. Adjusted R2 and Standard Error to Predict SB, Including MS x SC
Adjusted R2

Standard Error of the Estimate

.204

.441

Table 15. MLR Coefficients to Predict SB, Including MS x SC
β

t

3.311

8.344

.000***

SA

.265

2.096

.040*

MS x SC

.255

2.010

.048*

-.122

-1.178

.243

Intercept

CSE

p

* p < .05, *** p < .001

Table 16. Collinearity Statistics to Predict SB, Including MS x SC
Variable

VIF

SA

1.511

MS x SC

1.516

CSE

1.005

The approximately bell-shaped frequency distribution histogram visually indicates that
the residuals for the MLR model to predict SB including MS x SC were normally
distributed. Residual normality was also confirmed by the recalculated KolmogorovSmirnov Z = .818, p = .515. The residuals were not evenly distributed around their mean
(zero) value, reflecting heteroskedacity or differing variances. However, the residuals
displayed a definitive wedge-shaped pattern, indicating that the variances evenly
decreased with respect to an increase in the predicted values of SB. The revised MLR
model was considered to be a good fit for the two independent variables SA and CSE, the
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composite independent variable, MS x SC, and the dependent variable SB. The author
concluded that, by comparing the magnitudes of the revised MLR coefficients, SA (β =
.265) was a more significant predictor of SB than was MS x SC (β = .255). The
distribution of residuals for the MLR model to predict SB, including MS x SC, is
presented in Figure 10.
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Figure 10. Distribution of residuals for the MLR model to predict SB, including MS x
SC.
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Results of MLR Analysis to Predict Security Effectiveness
The MLR model calculated by SPSS to predict SE using standardized coefficients
was:
SE = .158 + .029*MS + .565*SA + .329*SC + .064*CSE + 0
The adjusted R2 = .657 indicated that the model predicted a significant proportion of the
variance in SE. The adjusted R2 for the prediction of SE (65.7%) was significantly higher
than the adjusted R2 for SB. In addition, the standard error for the prediction of SE was
lower than the standard error for the prediction of SB. The value of p < .05 for the t
statistics indicated that SE increased significantly with respect to both SA and SC. The
value of p > .05 for the t statistics indicated the intercept was not zero and that the MLR
coefficients for MS and CSE were not significantly different from zero, thus indicating
they were not important predictors of SE. However, this model violated the statistical
assumptions of MLR with respect to collinearity. The VIF statistics > 2.5 indicated that
MS (2.763) and SC (2.592), as found in the initial MLR model to predict SB, were
collinear, thereby demonstrating that the regression coefficients and p values may be
biased. Due to the presence of collinearity, it was concluded that the MLR model defined
in Tables 17 through 19 could not be used to properly interpret the relationships between
the variables. The adjusted R2 and standard error results to predict SE are presented in
Table 17; the MLR Coefficients to predict SE are presented in Table 18; and the
collinearity statistics to predict SE are presented in Table 19. Overall, Tables 17 through
19 summarize the MLR analysis results to predict SE.

148
Table 17. Adjusted R Square and Standard Error to Predict SE
Adjusted R2

Standard Error of the Estimate

.657

.392

Table 18. MLR Coefficients to Predict SE
β

t

p

Intercept

.158

.406

.686

MS

.029

.253

.801

SA

.565

6.592

.000***

SC

.329

2.938

.004**

CSE

.064

.919

.361

** p < .05, *** p < .001

Table 19. Collinearity Statistics to Predict SE
Variable

VIF

MS

2.763a

SA

1.519

SC

2.592a

CSE

1.008

Note. a indicates excessive collinearity.

To correct the MLR model for the influence of excessive collinearity, a new
composite variable, MS x SC, was created. The MLR model to predict the dependent
variable SE, including MS x SC, using standardized coefficients was:
SE = .864 + .569*SA + .069*CSE + .320*MS x SC + 0
The adjusted R2 = .622 indicated that this model predicted a high proportion of the
variance in SE. The value of p < .05 for the t statistics indicated that the intercept was not
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zero and that SE increased significantly with respect to both SA and MS x SC. The p
values > .05 for the t statistic indicated that the regression coefficients for CSE were not
significantly different from zero, thus indicating that CSE was not a significant predictor
of SE. Additionally, performing MLR analysis for the model with CSE removed
produced the same adjusted R2 = .622, providing further evidence that CSE did not
contribute to the explanation of the variance in the dependent variable.
The revised MLR model to predict the dependent variable, SE, including MS x SC,
did not violate the statistical assumptions of MLR with respect to excessive collinearity.
The VIF statistics < 2.5 indicated that the independent variables MS (1.516), SA (1.511),
and CSE (1.005) were not collinear, thereby demonstrating that the MLR statistics were
not biased. The adjusted R2 and standard error results to predict SE, including MS x SC,
are presented in Table 20; the MLR coefficients to predict SE, including MS x SC, are
presented in Table 21; and the collinearity statistics to predict SE, including MS x SC, are
presented in Table 22. Overall, Tables 20 through 22 summarize the MLR analysis
results to predict SE, including MS x SC.
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Table 20. Adjusted R Square and Standard Error to Predict SE, Including MS x SC
Adjusted R Square

Standard Error of the Estimate

.622

.401

Table 21. MLR Coefficients to Predict SE, Including MS x SC
β

t

Intercept

.864

2.394

.019*

SA

.569

6.524

.000***

MS x SC

.320

3.666

.000***

CSE

.069

.972

p

.334

*** p < .001
* p < .05

Table 22. Collinearity Statistics to Predict SE, Including MS x SC
Variable

VIF

SA

1.511

MS x SC

1.516

CSE

1.005

The approximately bell-shaped frequency distribution histogram visually indicated
that the residuals for the MLR model to predict SE, including MS x SC, were normally
distributed. The recalculated Kolmogorov Smirnov Z statistic = .903, p = .388 also
confirmed residual normality. The residuals were somewhat evenly distributed around
their mean (zero) value, reflecting heteroskedacity or differing variances. However, the
residuals did not display a definitive wedge-shaped pattern, thus indicating that the
variances did not evenly decrease with respect to an increase in the predicted values of
SE. The revised MLR model was considered to be a good fit to the two independent
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variables SA and CSE, the composite independent variable MS x SC, and the dependent
variable SE. The author concluded that, by comparing the magnitudes of the revised
MLR coefficients, SA (β = .569) was a more significant predictor of SE than was MS x
SC (β = .320).
The adjusted R2 value is an indicator of how well a regression model fits a set of data,
and is computed from the ratio between the residual sum of squares and error sum of
squares (SPSS, n.d.). The larger the adjusted R2 value, the smaller is the variability of the
residual values around the regression line relative to the overall variability, and the better
is the fit of the data to the model (Hill & Lewicki, 2006). The smaller the adjusted R2
value, the larger the variability of the residual values around the regression line relative to
the overall variability, and the worse is the fit of the data to the model (Hill & Lewicki).
In this investigation, the adjusted R2 = .622 for the model to predict SE including MS
x SC had a higher value compared to the adjusted R2 = .204 for the model to predict SB
including MS x SC, inferring that the model to predict SE was a better fit to the data than
the model to predict SB. The reason for this difference can be explained visually by
observing the scatter plots of the standardized residuals versus the predicted values in
Figures 10 and 11. There is a wider and more variable scatter of residuals either side of
the mean (zero) line for the model to predict SB (Figure 10) than there is for the model to
predict SE (Figure 11). The difference between the R-Squares of the two models was
simply due to differences in the distribution patterns of their residuals. The distribution of
residuals for the MLR model to predict SE, including MS x SC, is presented in Figure 11.
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Figure 11. Distribution of residuals for the MLR model to predict SE, including MS x
SC.
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Results of Power Analysis
To investigate the minimum sample size in the study as a means to adequately permit
the rejection of the null hypothesis of MLR, where the adjusted R2 did not explain a
substantial proportion of the variance in the dependent variable, the author performed a
post-hoc power analysis. Cohen (1992) calculated the minimum sample sizes necessary
to attain the desired power = 0.8 to reject the null hypothesis of MLR analysis at two
specified significance levels (α = .01 or α = .05) and three population effect sizes
ES = (R2)/(1 - R2) for k = 2 to 8 independent variables. The threshold effect sizes were
categorized as small (ES = .02), medium (ES = .15), and large (ES = .35). The values of
N for small, medium, and large ES at Power = .80 for α = .01 and .05 are presented in
Table 23.
Table 23. N for Small, Medium, and Large ES at Power = .80 for α = .01 and .05 (Cohen,
1992, p. 158)
.01
Multi R
Test

Small

.05

Medium

Large

Small

Medium

Large

2kb

698

97

45

481

67

30

3kb

780

108

50

547

76

34

4kb

841

118

55

599

84

38

5kb

901

126

59

645

91

42

6kb

953

134

63

686

97

45

7kb

998

141

66

726

102

48

8kb

1039

147

69

757

107

50

Note. b indicates the number of independent variables.
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For the two MLR models developed in this investigation to predict SB and SE,
including MS x SC as a composite independent variable, the significance criterion was α
= .05 for k = 3 independent variables. The adjusted R2 value for the MLR model to
predict SB, including MS x SC, = .204, indicating that the effect size,
ES = (R2)/(1 - R2) = .256 for k = 3 independent variables, was medium. Additionally, the
adjusted R2 value for the MLR model to predict SE, including MS x SC, = .633,
indicating that the effect size ES = (R2)/(1 - R2) = 1.725 for k = 3 independent variables,
was large. As noted in Table 27, when α = .05 and k = 3, the minimum sample size
should be N = 76, when the effect size is medium, and N = 34, when the effect size is
large. Therefore, the sample size of 76 used in this investigation was adequate to reject
the null hypothesis of MLR.

Summary of Results
This chapter presented the results of the statistical analyses used in the investigation.
The results relevant to the six research questions showing the effect of management
support, security awareness, security culture, and computer self-efficacy on secure
behavior and security effectiveness, and thus HIPAA security compliance in AMCs, were
presented. Prior to performing the statistical analyses, pre-analysis data screening was
done to ensure the accuracy of the data collected from the Web-based survey. The preanalysis data screening included testing for data accuracy, response-set, missing data, and
multivariate outliers. Mahalanobis Distance (D2) values were computed for all 76 cases
and indicated that no outliers existed. The validity and reliability of the survey instrument
were measured. Content validity, construct validity, and external validity measures were
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assured by basing the survey items on previously validated scales from the literature.
Cronbach’s α reliability tests were performed for the independent and dependent
variables to determine how well the survey items were internally consistent with each
other. The results showed a high internal reliability for the items in each variable.
Following the pre-analysis data screening, as well as validity and reliability tests,
descriptive statistics for the variables were calculated. These included the mean, standard
deviation, Kolmogorov-Smirnov Z statistic, and significance. Frequency distribution
histograms provided evidence that the variables were normally distributed. MLR and
correlation analysis were performed to answer the five research questions of the study.
Pearson correlation analysis and visual inspection of the matrix of scatter plots indicated
that the relationship between the independent variables MS, SA, and SC and dependent
variables SB and SE was linear, at p < .01.
The independent variable CSE was determined not to be significantly related to either
of the dependent variables. The correlation analysis indicated that the independent
variables MS, SA, and SC were collinear, thus violating the assumptions of MLR
analysis. Using a second method, excessive collinearity between the independent
variables MS and SC was confirmed by computing VIF statistics, thereby indicating that
the existing MLR model could not properly interpret the relationships between the
variables. As a result, MS and SC were combined to create a new composite independent
variable (MS x SC). A revised MLR model was developed using SA, CSE, and the
composite MS x SC variable to predict each of the SB and SE dependent variables, thus
eliminating the problem of collinearity.
The revised MLR model to predict SB including MS x SC was:
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SB = 3.311 + .265*SA - .122*CSE + .255*MS x SC
This model explained 20.4% of the variance in SB. It predicted that SB increased
significantly at the .05 level, with respect to both MS x SC and SA. CSE was not a
significant predictor of SB. The bell-shaped frequency histograms and KolmogorovSmirnov Z statistic confirmed that the residuals were normally distributed but exhibited
slight heteroskedacity. The author concluded that, by comparing the magnitudes of the
standardized regression coefficients, SA was a more significant predictor of SB than was
MS x SC.
The revised MLR model to predict SE including MS x SC was:
SE = .864 + .569*SA + .069*CSE + .320*MS x SC
This model predicted a high proportion of the variance in SE, reflected by the adjusted R2
= .622. SE increased significantly at the .05 level with respect to SA and MS x SC, while
CSE was not a significant predictor of SE. This model did not violate the statistical
assumptions of MLR with respect to residual normality or homogeneity of variance. The
author concluded that, by comparing the magnitudes of the standardized regression
coefficients, SA was a more important predictor of SE than was MS x SC.
Finally, to investigate the minimum sample size in the study to adequately permit the
rejection of the null hypothesis of MLR, a post-hoc power analysis was performed. The
adjusted R2 value for the MLR model used to predict SB, using MS x SC, was medium,

indicating that a sample size of N = 76 was sufficient. The adjusted R2 value for the MLR
model used to predict SE, using MS x SC, was large, indicating a sample size of N = 34
was needed. Therefore, the sample size of 76 used in this investigation was adequate to
reject the null hypothesis of MLR.
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Chapter 5
Conclusion, Implications, Recommendations, and Summary

Conclusion
The research problem that the author investigated concerned the fact that AMCs and
other covered entities in the U.S. are not fully complying with HIPAA. The main goal of
the study was to assess and empirically validate a theoretical model that uses
management support, security awareness, security culture, and computer self-efficacy to
predict security behavior and security effectiveness and thus HIPAA security compliance
in AMCs. To empirically assess the effect of the above-noted variables on HIPAA
security compliance in AMCs, a Web-based survey using previously validated scales was
developed. The target population of this investigation was health care professionals
associated with the AAMC. The target sample of this study was health care professionals
who are members of the GIR within the AAMC. From a total membership of
approximately 590 IT professionals in the GIR, 76 individuals responded to the survey,
yielding a response rate of 12.9%.
The main research question that this study addressed was: What is the effect of
management support, security awareness, security culture, and computer self-efficacy on
security behavior and security effectiveness and thus HIPAA security compliance in
AMCs? MLR analysis results demonstrated that the theoretical model of this
investigation predicted security effectiveness 62.2% of the time. MLR analysis also
showed that the model predicted security behavior 20.4% of the time. Pearson correlation
analysis revealed that MS, SA, and SC were collinear. As a result, a new composite
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variable, MS x SC, was developed. Consequently, MLR analysis indicated that the
independent variables SA and MS x SC had a significant effect on the dependent
variables, SE and SB. CSE, however, did not have a significant effect on either dependent
variable.
The main research question of this investigation can be understood as consisting of
four specific research questions. The first research question was: What is the effect of
management support on security behavior and security effectiveness and thus HIPAA
security compliance in AMCs? The management support construct has been applied
minimally in the fields of IT and information security research but has not been applied
within the context of an academic medical environment. Therefore, this investigation
identified a new construct: management support and its effect on security effectiveness
and security behavior and thus HIPAA security compliance in AMCs. The findings of
MLR and correlation analyses demonstrated that management support, when associated
with security culture, had a strong weight in predicting HIPAA security compliance. The
author’s findings empirically validated the research reported in the literature by Barry and
Grossmeier (2009), Logan and Noles (2008), and Loghry and Veach (2009) that
management support is a significant construct that affects HIPAA security compliance.
The second research question was: What is the effect of security awareness on security
behavior and security effectiveness and thus HIPAA security compliance in AMCs? The
security awareness construct has been applied minimally in the fields of IT and
information security research but has not been applied within the context of an academic
medical environment. Therefore, this investigation identified a new construct: security
awareness and its effect on security effectiveness and security behavior and thus HIPAA
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security compliance in AMCs. The findings of MLR and correlation analyses
demonstrated that security awareness had the strongest weight in predicting HIPAA
security compliance. The author’s findings empirically validated the research reported in
the literature by Lending and Dillon (2007), Medlin and Cazier (2007), and North et al.
(2009) that security awareness is an important construct that affects HIPAA security
compliance.
The third research question was: What is the effect of security culture on security
behavior and security effectiveness and thus HIPAA security compliance in AMCs? The
security culture construct has been applied minimally in the fields of IT and information
security research but has not been applied within the context of an academic medical
environment. Therefore, this investigation identified a new construct: security culture and
its effect on security effectiveness and security behavior and thus HIPAA security
compliance in AMCs. The findings of MLR and correlation analyses demonstrated that
security culture, when associated with management support, had a strong weight in
predicting HIPAA security compliance. The author’s findings provided additional
support for the findings reported in the literature by Lineberry (2007), Ma et al. (2008),
and Sveen et al. (2007) that security culture is a significant construct that affects HIPAA
security compliance.
The fourth research question was: What is the effect of computer self-efficacy on
security behavior and security effectiveness and thus HIPAA security compliance in
AMCs? The computer self-efficacy construct has been applied minimally in the fields of
IT and information security research but has not been applied within the context of an
academic medical environment. Therefore, this investigation identified a new construct:
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computer self-efficacy and its effect on security effectiveness and security behavior and
thus HIPAA security compliance in AMCs. The findings of MLR and correlation
analyses indicated that computer self-efficacy did not have a strong weight in predicting
HIPAA security compliance. Although the findings reported in the literature by Chan et
al. (2005), Lending and Dillon (2007), and Womble (2008) assert that computer selfefficacy is a significant construct that affects HIPAA security compliance, the author’s
findings provide additional evidence that more research on the factors associated with
self-efficacy is warranted (Ball & Levy, 2008; Lending & Dillon). The empiricallyvalidated conceptual model of the relevant factors and their effects on HIPAA security
compliance in AMCs is presented in Figure 12.

Security Awareness
(SA)

Security
Behavior
(SB)
HIPAA
Security
Compliance

Management Support
(MS)
Security Culture (SC)

Security
Effectiveness
(SE)

Figure 12. The empirically-validated conceptual model of the relevant factors and their
effects on HIPAA security compliance in AMCs.

Implications
The implications of this investigation for research are significant. The author
developed a theoretical model using the variables of management support, security
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awareness, security culture, and computer self-efficacy to predict security effectiveness
and security behavior and thus HIPAA security compliance in AMCs. The independent
and dependent variables selected for the model were based on a comprehensive literature
search by the author. As a result, the two main contributions that this investigation makes
to the technology acceptance and security effectiveness literature include: (a) the
development and empirical validation of a theoretical model for predicting security
effectiveness and security behavior and thus HIPAA security compliance in AMCs; and
(b) the determination of the most significant factors that affect security effectiveness and
security behavior and thus HIPAA security compliance in AMCs. These findings should
help facilitate the understanding of HIPAA security compliance among AMCs.
The implications of this investigation for practice are threefold. First, the results of this
study provide guidance for the individuals and organizations associated with AMCs who
are involved with HIPAA security compliance initiatives in the health care domain. The
findings of this study contribute knowledge that can be applied to improve information
security and regulatory compliance in the HIPAA domain, with a focus on AMCs.
Second, this investigation provides valuable information that can be used in AMCs to (a)
decrease data security breaches; (b) improve security measures required by the increased
use of IT in health care; (c) better prepare for the stricter enforcement and increased
federal audits of HIPAA Security Rule compliance; and (d) improve compliance with the
new federal regulations extending the HIPAA Security Rule. Finally, the research model
developed as an outcome of this investigation can help information security researchers
and practitioners understand the variety of factors affecting the current HIPAA security
requirements as implemented by AMCs. With this study and the existing body of
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knowledge, AMCs and health care organizations will be better able to understand and
comply with the HIPAA Security Rule.
Limitations
In this study, four limitations were identified. First, the participants of this study were
members of the AAMC GIR, which included IT professionals from medical schools,
teaching hospitals and health systems, and academic and professional societies.
Therefore, the generalizability of this investigation might be limited only to health care
organizations that are considered AMCs. Additional studies need to be done at non-AMC
health care organizations to be able to more broadly generalize the findings of this study.
Second, the survey for this investigation was completed within a 4-week period. With
the recent addition of new federal and state regulations modifying HIPAA security
compliance requirements through the year 2015, increased audits of HIPAA security
compliance, and stricter enforcement of penalties for noncompliance of the HIPAA
Security Rule, a longitudinal study may be needed to measure the effect of management
support, security awareness, security culture, and computer self-efficacy on security
effectiveness and security behavior over time. AMCs must periodically reassess their
compliance to the HIPAA Security Rule as the various compliance dates become
effective.
Third, the data collected by the author was self-reported. The investigation did not
measure actual HIPAA security compliance. Therefore, the reliability of the survey data
was dependent on the AAMC GIR members’ truthfulness and ability to report their
perceptions of security without bias, preconceived notions, or reluctance to report
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security shortcomings. In additional, the survey responses were checked for data
accuracy, response-set, missing data, and outliers to reduce the self-report bias.
Finally, the Web-based survey instrument was distributed to the respondents through
e-mail with no special incentive given to the respondents to complete the survey. To
increase the response rate, the survey deadline was extended from April 22, 2010, to May
7, 2010. In addition, two reminders to complete the survey were e-mailed to the AAMC
GIR members. The respondents’ willingness to self-select and dedicate the necessary
time to complete the survey may have contributed to the limited the number of surveys
completed. Based on this self-selection, there may have been an under-representation of
IT professionals who are not concerned about HIPAA security compliance.
Recommendations
Several areas of future research were identified. The author did not restrict the current
study to one AMC per respondent. Thus, future investigations could ensure that no more
than one representative from each AAMC organization participates in the survey. Future
studies could also explore whether HIPAA security compliance perceptions differ based
on the AAMC GIR member role in their organization. In addition, researching the
perceptions of HIPAA security compliance from a broader group of health care
professions (e.g., executives, line management, financial, clinical, and technical) within a
single AMC would provide a richer view of differences in security compliance within an
organization.
Requesting respondents to confirm that they have sufficient knowledge of their
organization’s information security program could be required in subsequent studies. The
current study assumed that, because the AAMC GIR members were IT professionals, the
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respondents had an acceptable and working understanding of their organization’s IT and
information security program. Replicating this investigation to include a wider range of
health care organizations that are not included in AMCs, such as health maintenance
organizations, physician practice groups, hospital networks, independent practice
associations, physician sponsored networks, managed care organizations, clinics, practice
management firms, and preferred provider organizations, would increase the
generalizability of the findings.
Examining additional factors affecting HIPAA security compliance from the literature,
such as security framework (Moreira et al., 2008; Thomas & Botha, 2007), perceived
security (Lallmahamood, 2007), perceived usefulness of security (Novakovic et al.,
2009), resistance to change (Smith & Jamieson, 2006), and trust (Kim & Ahn, 2007), also
could be considered in future research. To ensure that the present study remained
manageable, these additional variables were not investigated. Therefore, this
investigation was not an exhaustive study of all factors that affect HIPAA security
compliance.
This study examined the effect of the independent variables, MS, SA, SC, and CSE,
on the dependent variables, SE and SB, and thus HIPAA security compliance in AMCs.
However, actual HIPAA security compliance was not measured. Future investigations
could measure actual HIPAA security compliance in AMCs.
Finally, the results of this investigation indicated that health care leadership in AMCs,
represented in part by the AAMC GIR members, acknowledged that management
support, security awareness, and security culture are important factors in attaining
HIPAA security compliance. Computer self-efficacy was not reported as a significant
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factor affecting HIPAA security compliance. The literature has reported that AMCs are
not fully complying with the HIPAA Security Rule and that a better understanding of
management support, security awareness, security culture, and computer self-efficacy is
needed. Future research examining factors affecting management support, security
awareness, security culture, and computer self-efficacy in practice could result in
knowledge to help ensure improved HIPAA security compliance.

Summary
This investigation addressed the research problem that AMCs and other covered
entities in the U.S. are not fully complying with HIPAA (Hasemyer, 2009; Herold,
2009a; Holland, 2009). According to Herold (2009b), data security breaches in health
care organizations continue to increase. Numerous AMCs have recently reported data
security breaches (DataLossDB, 2010; Privacy Rights Clearinghouse, 2010). The rapid
growth and use of information technology has created new security issues in health care
organizations (Connell & Young, 2007; Helms et al., 2008; Thomas & Botha, 2007).
According to Logan and Noles (2008), Ma et al. (2008), and Nash (2008), numerous
health care organizations have been reactive in addressing these new security concerns.
Shortcomings in the HIPAA Security Rule relating to business associates, breach
notifications, data transmission standards, investigation of complaints, and penalties and
enforcement have created liabilities for health care organizations (Brown, 2009a, 2009b;
Blades, 2009). As a consequence, Hourihan (2009) and Ruzic (2009) indicated that the
federal government has implemented stringent HIPAA security compliance reviews. In
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addition, new regulations and legislation have significantly extended the scope and
enforcement of the HIPAA Security Rule (Bianchi, 2009; Hourihan; Rath, 2009).
Based on a comprehensive review of the literature of technology acceptance and
security effectiveness, a theoretical model was developed to predict the effect of
management support, security awareness, security culture, and computer self-efficacy on
security behavior and security effectiveness and thus HIPAA security compliance in
AMCs. Prior investigations by Barry and Grossmeier (2009), Logan and Noles (2008),
and Loghry and Veach (2009) viewed management support as a significant determinant
of security compliance. According to Lending and Dillon (2007), Medlin and Cazier
(2007), and North et al. (2009), security awareness is a critical factor in attaining HIPAA
security compliance. Security culture is another factor that plays a significant role in
information security management (Lineberry, 2007; Ma et al., 2008; Sveen et al., 2007).
According to Chan et al. (2005), Lending and Dillon, and Womble (2008), computer selfefficacy is another factor that is a significant predictor of security compliance behavior.
Therefore, management support, security awareness, security culture, and computer selfefficacy are important factors in HIPAA security compliance. In addition, D’Arcy and
Hovav (2009), Hazari et al. (2008), and Jahankhani et al. (2007) concluded that security
effectiveness is a valid predictor of security behavior, while Filipek (2007), Hazari et al.,
and Pattison and Anderson (2007) found that security behavior influenced security
effectiveness.
The goal of the study was to develop a model, as was presented in Figure 1, based on
the analysis of the effect of management support, security awareness, security culture,
and computer self-efficacy on security behavior and security effectiveness and thus
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HIPAA security compliance in AMCs. The main research question that this study
addressed was: What is the effect of management support, security awareness, security
culture, and computer self-efficacy on security behavior and security effectiveness and
thus HIPAA security compliance in AMCs? This investigation also addressed the
following four specific research questions:
1. What is the effect of management support on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs? (Barry & Grossmeier,
2009; Logan & Noles, 2008; Loghry & Veach, 2009).
2. What is the effect of security awareness on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs? (Lending & Dillon, 2007;
Medlin & Cazier, 2007; North et al., 2009).
3. What is the effect of security culture on security behavior and security effectiveness
and thus HIPAA security compliance in AMCs? (Lineberry, 2007; Ma et al., 2008; Sveen
et al., 2007).
4. What is the effect of computer self-efficacy on security behavior and security
effectiveness and thus HIPAA security compliance in AMCs? (Chan et al., 2005;
Lending & Dillon, 2007; Womble, 2008).
The target population of this investigation was health care professionals associated
with the AAMC. The sample for this empirical study was health care information
technology professionals who are members of the GIR within the AAMC. In this study,
the author developed a 61-item Web-based survey, which used Likert-scaled multiple
items to determine the factors affecting HIPAA security compliance in AMCs. The
survey was developed using a combination of existing and validated scales.
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Six items for management support in the instrument, MS1 to MS6, were adapted from
the survey items developed and validated by Knapp et al. (2007); and four items for
management support in the instrument, MS7 to MS10, were adapted from the survey
items developed and validated by Lin (2007). Four items for SA in the instrument, SA1
to SA4, were developed by consolidating and adapting survey items developed and
validated by D’Arcy and Hovav (2009); four items for SA in the instrument, SA5 to SA8,
were developed by consolidating and adapting survey items developed and validated by
Knapp et al. (2007); and two items for SA in the instrument, SA9 and SA10, were
developed by consolidating and adapting survey items developed and validated by
Johnston and Warkentin (2008). Six items for SC in the instrument, SC1 to SC6, were
adapted from the survey items developed and validated by Knapp et al. (2007); and four
items for SC in the instrument, SC7 to SC10, were adapted from the survey items
developed and validated by Chan et al. (2005).
Ten items for CSE in the survey, CSE1 to CSE10, were adapted from the survey items
developed and validated by Ball and Levy (2008). Five items for SB in the instrument,
SB1 to SB5, were developed by consolidating and adapting survey items developed and
validated by Chan et al. (2005); one item for SB in the instrument, SB6, was developed
by consolidating and adapting a survey item developed and validated by Cazier et al.
(2007); three items for SB in the instrument, SB7 to SB9, were developed by
consolidating and adapting survey items developed and validated by Hazari et al. (2008);
and one item for SB in the instrument, SB10, was developed by consolidating and
adapting a survey item developed and validated by Johnston and Warkentin (2008).
Finally, five items for security effectiveness in the instrument, SE1 to SE5, were adapted
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from the survey items developed and validated by Knapp et al. (2007); and six items for
security effectiveness in the instrument, SE6 to SE11, were adapted from the survey
items developed and validated by Chang and Lin (2007).
Two statistical methods, MLR and correlation analysis, were used to test the
conceptual research model of this investigation. The theoretical model predicted that MS,
SA, SC, and CSE would have a significant effect on SE and SB and thus HIPAA security
compliance in AMCs. A total of 590 AMC GIR members participated in the Web-based
survey, representing a 12.9% response rate. The results of the investigation demonstrated
that SA and MS x SC were significant predictors of the dependent variables, SE and SB,
in the MLR model. CSE was not a significant predictor of either dependent variable.
MLR analysis indicated that the SA and the composite MS x SC independent variables
accounted for 20.4% of the variance in the dependent variable SB and that SB increased
significantly with respect to both SA and MS x SC. MLR analysis also indicated that the
SA and the composite MS x SC independent variables accounted for 62.2% of the
variance in the dependent variable SE and that SE increased significantly with respect to
both SA and MS x SC. SA was a more significant predictor of SB and SE than was MS x
SC.
Finally, a power analysis was performed to validate that the sample size of 76 used in
this investigation was adequate to reject the null hypothesis of MLR. Following MLR
analysis, the results of the investigation were reviewed. Conclusions were discussed and
correlated to the technology acceptance and security effectiveness literature. Theoretical
and practical implications of the study were defined. Four limitations of the investigation
were identified and summarized. Finally, recommendations were presented for future
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research that will build upon the author’s research and extend the body of knowledge in
the area of HIPAA security compliance in AMCs.
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Appendix A
Survey
Dear GIR Member,
As a Ph.D. student in the Graduate School of Computer and Information Sciences at Nova
Southeastern University, I am conducting research for my doctoral dissertation that will
investigate factors affecting HIPAA security compliance in academic medical centers.
HIPAA security compliance in academic medical centers is a central concern of researchers,
academicians, and practitioners. Data security breaches are increasing globally, causing
concern over the confidentiality, integrity, and availability of electronic personal health
information. As health care organizations strive to implement electronic health records, the
growth of information technology has created new security issues. The federal government
has recently implemented stringent HIPAA security compliance reviews. In addition, the
passage of the Health Information Technology for Economic and Clinical Health Act on
February 17, 2009, a part of the American Recovery and Reinvestment Act of 2009 has
substantially altered and extended the HIPAA Security Rule compliance requirements.
As a result, I have developed a brief questionnaire to be used in an anonymous, Web-based
survey. The survey instrument is designed to better understand the issues that influence
HIPAA security compliance. The findings will contribute to the body of knowledge
regarding factors affecting HIPAA security compliance in academic medical centers.
Prior to beginning the survey, please read the study information that follows. This
information will outline your rights as a research participant. If you have any questions,
please feel free to contact me by e-mail or cell phone listed below. Your participation in this
survey is extremely important. I would appreciate you taking the time (approximately 20
minutes) to complete and submit this online survey by April 22, 2010.
The survey questions are about your perception towards HIPAA security compliance.
Therefore, there is no right or wrong answer. Please, respond to the questions by choosing the
answer that best represents your perception about the item.
Please click on http://www.surveymonkey.com/s/VD7HPVD to begin the survey. Thank you
very much for your support!
Sincerely,
James W. Brady, M.S., M.Ed.
Health System Manager
Enterprise Information Services
Cedars-Sinai Medical Center
Los Angeles, CA 90048
310-924-5785
James.Brady@cshs.org
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Study Information

What is this study about?
As a member of the AAMC’s Group on Information Resources, you are being invited to
participate in research to determine the factors that affect HIPAA security compliance in
academic medical centers.
What do I need to do to participate in this study?
You will need approximately 20 minutes to complete the online survey questions.
What are the risks and benefits of this study?
There are no foreseeable risks associated with this investigation. Although there are no
direct personal benefits for participating in this study, you will be enhancing the general
understanding of factors that affect HIPAA security compliance in academic medical
centers.
Are there any costs and payments involved with this study?
There are no costs or payments for your participation in this study. Although there is no
compensation for your participation, the results of the study may provide guidance to
those individuals and organizations involved with HIPAA security-compliance initiatives
in health care.
How will my survey responses be kept confidential and private?
As a participant of this research, please understand that your anonymity will be protected.
Your responses will be delivered to me in a database that will include no means of
identifying respondents. The data collected in this study are anonymous and all your
responses will be kept strictly confidential. Only the summary of the results will be
communicated to all participants as well as your organization upon request.
What if I do not want to participate or I want to leave the study?
You have the right to exit the survey questionnaire at any time or refuse to participate. If
you are uncomfortable with any questions, you may end the survey at any point.
Is my participation in this study voluntary?
Your participation is strictly voluntary. You are under no obligation to participate in this
investigation. By completing and submitting the Web-based survey, you are agreeing to
voluntarily participate in this investigation.
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Survey
1. The following is a list of statements related to the influence of management support on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

MS1:

MS2:

MS3:

MS4:

MS5:

Top management
considers HIPAA
security compliance an
important organizational
priority in my
organization.
Top executives are
interested in HIPAA
security compliance
issues in my organization.
Top management takes
HIPAA security
compliance issues into
account when planning
corporate strategies in my
organization.
Senior leadership’s words
and actions demonstrate
that HIPAA security
compliance is a priority
in my organization.
Visible support for
HIPAA security
compliance goals by
senior management is
obvious in my
organization.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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1. The following is a list of statements related to the influence of management support on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

MS6:

MS7:

MS8:

MS9:

MS10:

Senior management gives
strong and consistent
support to my
organization’s HIPAA
security compliance
program in my
organization.
Top managers think that
HIPAA security
compliance is beneficial
in my organization.
Top managers always
support and encourage
employees complying
with HIPAA security
requirements in my
organization.
Top managers provide
most of the necessary
help and resources to
enable employees to
comply with HIPAA
security requirements in
my organization.
Top managers are keen to
see that the employees
are happy to comply with
HIPAA security
requirements in my
organization.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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2. The following is a list of statements related to the influence of security awareness on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SA1:

SA2:

SA3:

SA4:

SA5:

My organization provides
HIPAA security
awareness training to
help employees improve
their awareness of
computer and information
security issues.
In my organization,
employees are briefed on
the consequences of
modifying computerized
data in an unauthorized
way.
My organization educates
employees on their
computer security
responsibilities.
In my organization,
employees are briefed on
the consequences of
accessing computer
systems that they are not
authorized to use.
An effective HIPAA
security awareness
program exists at my
organization.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

176
2. The following is a list of statements related to the influence of security awareness on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SA6:

SA7:

SA8:

SA9:

SA10:

A continuous, ongoing
HIPAA security
awareness program exists
at my organization.
Users receive adequate
HIPAA security
awareness refresher
training appropriate for
their job function at my
organization.
HIPAA security
awareness is an ongoing
focus at my organization
HIPAA security
awareness training is of
sufficient length at my
organization.
HIPAA security
awareness training at my
organizations helps me
see the usefulness of
following certain
procedures to safeguard
patient privacy.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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3. The following is a list of statements related to the influence of security culture on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SC1:

SC2:

SC3:

SC4:

SC5:

SC6:

SC7:

Employees at my
organization value the
importance of security.
A culture exists at my
organization that
promotes good security
practices.
Security has traditionally
been considered an
important organizational
value at my organization.
Practicing good security
is the accepted way of
doing business at my
organization.
The overall environment
at my organization fosters
security-minded thinking.
Information security at
my organization is a key
norm shared by my
fellow employees.
My organization sets high
standards for the
protection of its
information assets.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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3. The following is a list of statements related to the influence of security culture on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SC8:

SC9:

SC10:

Management at my
organization is concerned
with information security.
My immediate supervisor
is concerned with
information security for
the organization.
My coworkers are
concerned with
information security for
the organization.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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4. The following is a list of statements related to the influence of self-efficacy on HIPAA
security compliance at your organization. Please read each item and rate the level of
agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5) ‘Strongly
Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

CSE1:

CSE2:

CSE3:

CSE4:

I could comply with
HIPAA security
requirements at my
organization if I had seen
someone else complying
with it before trying it
myself.
I could comply with
HIPAA security
requirements at my
organization if I could
call someone for help if I
got stuck.
I could comply with
HIPAA security
requirements at my
organization if someone
else had helped me get
started.
I could comply with
HIPAA security
requirements at my
organization if I had a lot
of time to complete the
requirements.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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4. The following is a list of statements related to the influence of self-efficacy on HIPAA
security compliance at your organization. Please read each item and rate the level of
agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5) ‘Strongly
Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

CSE5:

CSE6:

CSE7:

CSE8:

CSE9:

I could comply with
HIPAA security
requirements at my
organization if someone
showed me how to
comply first.
I could comply with
HIPAA security
requirements at my
organization if there was
no one around to tell me
what to do as I go.
I could comply with
HIPAA security
requirements at my
organization if I had
never tried complying
before.
I could comply with
HIPAA security
requirements at my
organization if I had only
written instructions for
reference.
I could comply with
HIPAA security
requirements at my
organization if I was able
to first see someone else
complying.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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4. The following is a list of statements related to the influence of self-efficacy on HIPAA
security compliance at your organization. Please read each item and rate the level of
agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5) ‘Strongly
Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

CSE10: I could comply with
HIPAA security
requirements at my
organization if I could
call someone for help if I
needed help.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]
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5. The following is a list of statements related to the influence of secure behavior on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SB1:

SB2:

SB3:

SB4:

SB5:

I will comply with
HIPAA security
procedures at my
organization when
performing my daily
work.
I tend to ignore HIPAA
security procedures at my
organization that I think
are not necessary
(reverse).
I tend to ignore HIPAA
security procedures at my
organization in order to
complete my work
quickly (reverse).
Sometimes I comply with
HIPAA security
procedures at my
organization when it
affects the
performance/productivity
of my work (reverse).
I tend to comply with
HIPAA security
procedures at my
organization only when it
is convenient to do so
(reverse).

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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5. The following is a list of statements related to the influence of secure behavior on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SB6:

SB7:

SB8:

SB9:

SB10:

Exhibiting good security
behavior is rewarded at
my organization.
I intend to continue
complying with HIPAA
security requirements at
my organization.
I intend to increase my
compliance with HIPAA
security requirements at
my organization.
I predict I will comply
with HIPAA security
requirements at my
organization.
I plan to continue to
safeguard patient and
security at my
organization.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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6. The following is a list of statements related to the influence of security effectiveness on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SE1:

SE2:

SE3:

SE4:

SE5:

SE6:

My organization’s
HIPAA security program
achieves most of its
goals.
My organization’s
HIPAA security program
accomplishes its most
important objectives.
Generally speaking, my
organization’s ePHI is
sufficiently protected.
Overall, my
organization’s HIPAA
security program is
effective.
My organization’s
HIPAA security program
has kept risks to a
minimum.
My organization enforces
security controls (such as
encryption of data in
transit and at rest) to
protect sensitive
information and
proprietary/business
secrets.

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]
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6. The following is a list of statements related to the influence of security effectiveness on
HIPAA security compliance at your organization. Please read each item and rate the level
of agreement you attribute to each statement from: (1) ‘Strongly Disagree’ to (5)
‘Strongly Agree’.
Neither
Strongly
Strongly
Disagree
Items
Disagree
Agree
Disagree
Nor
Agree
Agree

SE7:

SE8:

SE9:

SE10:

SE11:

Unauthorized employees
are prohibited from
accessing my
organization’s ePHI
resources.
HIPAA security measures
are implemented in my
organization to prevent
sensitive information
from unauthorized
disclosure.
My organization
constantly updates ePHI
resources and regularly
creates information
backups.
My organization
regularly conducts risk
assessment and updates
HIPAA security plans to
reduce the probability of
loss of ePHI.
My organization has
HIPAA security controls
(such as change
management procedures)
in place to prevent
unauthorized ePHI
changes (creation,
alternation, and deletion).

1

2

3

4

5

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]

1

2

3

4

5

[]

[]

[]

[]

[]
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