A multi-sensory, data fusion approach is being used to develop new detection capabilities for improved damage control and real-time situational awareness on U.S. Navy ships. For this effort, a disparate group of commercially available sensors, custom sensing elements, and vendor software were combined and synthesized into a functional damage control assessment system known as the "Volume Sensor," Figure 1 . Spectral and acoustic signatures, new video imaging techniques, and image recognition methods have been investigated and integrated into a multi-sensory prototype system that is able to detect event signatures within interior spaces. [1] Intelligent data fusion is used to improve detection while reducing false positives. Two volume sensor prototype systems were built and evaluated in full scale testing aboard the ex-USS Shadwell side-byside with two video-based commercial and several spot-type fire detection systems. The prototype systems were shown to outperform the commercial systems for flaming and smoldering fires with a high immunity to nuisance sources. In addition, the prototypes accurately identified pipe ruptures and flooding events. [2] The multi-sensory, data fusion system combines video image detection and machine vision with spectral sensor and acoustic data inputs to correctly identify damage control events and discriminate against false positives. All sensor information is integrated and analyzed in a tiered approach: first, algorithms process the raw data at the sensor subsystem level, then combine and analyze the data across the sensor subsystems in a decision tree incorporating expert knowledge and pattern recognition for event pre-alarm conditions. A pre-alarm triggers a second level of more sophisticated algorithms incorporating decision rules, pattern recognition, and Bayesian evaluation specific to the event condition. Techniques that have been investigated include feature selection, data clustering, Bayesian classification, Fisher discriminant analysis, and neural networks. A Bayesian-based pattern recognition algorithm was developed to cope with the non-homogeneity of sensor networks and varying noise levels of realworld sensor data.
Two Volume Sensor Prototype systems were successfully evaluated in multiple compartments while being exposed to multiple sources simultaneously. This work expanded the database of test scenarios and compartment conditions from which continuing prototype development and revisions can be based. The performance of the prototypes was compared to the performance of state-of-the-art spot-type smoke detection systems and video image detection (VID) systems. Analysis of these test results led to the following conclusions: The prototype systems demonstrated the ability to function in multiple compartments, specifically discriminating between multiple types of events in multiple compartments. The detection systems demonstrated the ability to discriminate between source types by detecting flaming and smoldering fire sources, water releases, and gas releases while rejecting nuisance sources. The prototype systems performed better than VID and spot-type smoke detection systems relative to the range of detection capabilities, ability to detect fires, ability to reject nuisance sources, and speed of response.
