Abstract
Introduction
Moving target detection and tracking is an important research field of video processing for its great potential in Military and Civil applications. One typical application is target detection in battlefield, such as the detection of moving people and vehicle, land mines, and weapon concealment [1] [2] [3] [4] [5] . Motion compensation, motion detection and target tracking are the three fundamental parts of such applications; however, the gravity of each one is purely dependent on the applications being modeled [6] [7] . The notion of connectivity is very important mathematical concept in image processing and analysis.
Weiguang Liu et al. [8] presented the challenging issue of target detecting and pose estimation in Forward Looking Infrared (FLIR) sequences. Target detecting and pose estimation are formulated as one process. Specifically, a new mixture of Gaussians model is proposed to detect target appearances. A probability based method is used to estimate the target position and size, where the detected appearance plays an important role. The probability-based algorithm is compared against the existing methods and experiments on the FLIR dataset validate its effectiveness.
To solve the inefficiencies and high false alarm probability problem of the target detection in synthetic aperture radar images and to improve the weakness of the two-parameter constant false alarm rate detector, Huiyan Liu [9] proposed a fast constant false alarm rate algorithm based on Weighted Parzen-window clustering. The principles and flow of the Weighted Parzen-window clustering algorithm is introduced and a fast two parameter constant false alarm rate detector taking weighted parzen-window clustering as a preprocessing, which reduced the effect of clutter and eliminated many false target detections from background. According to the theoretical performance analysis and the experiment results of some typical synthetic aperture radar images, the proposed algorithm is shown to be of good performance and strong practicability. Meanwhile, the corresponding fast algorithm greatly reduces the computational load.
Remotely sensed imaging instruments provide high-dimensional data containing rich information in both the spatial and the spectral domain. In many surveillance applications, detecting objects (targets) is a very important task. In particular, algorithms for detecting (moving or static) targets, or targets that could expand their size often require timely responses for swift decisions that depend upon high computing performance of algorithm analysis. Abel Paz et al. [10] developed parallel versions of a target detection algorithm based on orthogonal subspace projections. While the cluster-based implementation reveals itself as appealing for information extraction from remote sensing data already transmitted to Earth.
It is well known that the special objectives such as military cave storage is hard to be recognized and located by routine method because of camouflage technology. Xiao Luo et al. [11] presented a new algorithm basing on differential image detection and edge detection technology. Firstly, extracting some target images at different period while in the same position. Then using preprocessing technology to define the object region for analyzed. The third, adopting differential detection algorithm for image comparison, filtering the noise which may influence detection results by setting proper gray threshold. After excluding the interference factors such as working environment, experimental instrument, and light condition and so on, we can determine the shape feature of target's boundary.
Jiping Xu et al. [12] proposed a novel approach for detecting and tracking a moving target in Forward Looking Infra-Red. In the approach, a real Forward Looking Infra-Red imagery from a stabilized moving platform is used to validate the robustness and effectiveness of methodology. In one of the sequence, a stationary target is being detected and tracked from a moving platform. In other sequence, a moving target is being detected and tracked from a maneuvering platform. Single target was tracked in these sequences by processing Forward Looking Infra-Red stream through a number of stages. Platform motion compensation is not considered being stabilized platform. Moving targets in the sequences are detected by using spatio-temporal intensity projection techniques. This information is used as seed for finding the location and size of the target in the image space. In the next stage tracking window is opened which fully encompass the target keeping its maximum motion. The segmented regions are considered part of the target based on distance metric and center of gravity of the mass is determined in the search window. The process is performed in a loop to achieve the tracking.
Zezhong Xu [13] proposed globally consistent solution to multi view image registration; the states of all viewpoints are estimated in a common state vector and covariance matrix. He Bing et al. [14] proposed automatic image registration using improved LBG algorithm. LBG Algorithm used k-means to refine these prototypes, this paper proposed improved k-means algorithm to enhance LBG algorithm.
Qiushi Wang et al. [15] provided an improved genetic algorithm on which such problems could be settled. Operation migration which combined with the Nelder-Mead simplex method was added in the improved genetic algorithm. In this way, on a systemic scale emphasis on the proposition of an advanced algorithm for preventing premature convergence and improve the accuracy would be of great significance.
Jie Zhang et al. [16] proposed a novel method for dim target detection based on generalized S transform of image signal. The energy feature of high frequency components in horizontal and vertical direction can be obtained in the generalized S transform domain. Then the energy feature images are classified by an adaptive threshold separately. After the logical And-Operation of the classified images, the detection of dim target in low signal-noise-ratio images can be realized.
Aim at the problem of small targets detection in complex infrared background, Danyan Yin et al. [17] proposed a method based on the kernel fuzzy clustering and least squares support vector machine background predication. First, partition the training samples by a nearest-neighbor clustering method to get the clustering number and the initial clustering centers. These clustering centers are further processed using kernel fuzzy C-means method. Then, the tuning parameters of the fuzzy model are estimated by least squares support vector machine. Further these tuning parameters are used to predict the background of infrared images. The prediction image subtracted from the source infrared image gives the residual image. Finally, a threshold selection method based on recursive maximum between-cluster absolute difference is presented to separate the real small target from the residual image.
Image target detection and tracking is an important research field of image processing for its great potential in Military and Civil applications. This paper proposes improved image target detection based on component analysis. At first, it explains the concept about image connected region. Then, it introduces the component analysis algorithm to extract connected components, and uses support vector machine to classify the target region. It is very useful to Forward Looking Infra-Red image processing and analysis.
The rest of the paper is organized as follows. Section 2 is the description of image target detection based on component analysis. Section 3 focuses on experiments and evaluations. Finally, we end this paper with a conclusion and the future work.
Image target detection based on component analysis
Images may be two-dimensional, such as a photograph, screen display, and as well as a threedimensional, such as a statue or hologram. They may be captured by optical devices-such as cameras, mirrors, lenses, telescopes, microscopes, etc. and natural objects and phenomena, such as the human eye or water surfaces. Forward looking infrared cameras, typically used on military aircraft, use an imaging technology that senses infrared radiation. The sensors installed in forward looking infrared cameras, as well as those of other thermal imaging cameras, use detection of infrared radiation, typically emitted from a heat source, to create the "picture" assembled for the video output, they can be used to help pilots and drivers steer their vehicles at night, and in fog, or detect warm objects against a cooler background. The wavelength of infrared that thermal imaging cameras detect differs significantly from that of night vision, which operates in the visible light and near infrared ranges.
Targets in FLIR images show that either as bright or as dark objects on a background. In many cases, there is not enough contrast between targets and background. Moreover, the background is heavily cluttered. Clutter can be attributed to sensor noise, natural background texture, and to human "artifacts" in the scene. Many errors occur in the object detection stage: missed detection and false detection. The frequency of these detection errors depends on the image resolution. For example, when the camera is oblique, the far side of the image will have a very low resolution compared to the near side. Therefore, when an object is on the far side the detection algorithm is more likely to fail than when it is on the near side. Therefore, the localization of a target should not only incorporate the measurement uncertainty but also the varying detection errors by the object detection algorithm.
Mathematical morphology is a theory and technique for the analysis and processing of structures, based on set theory, lattice theory, topology, and random functions. Mathematical morphology is most commonly applied to digital images, but it can be employed as well on graphs, surface meshes, solids, and many other spatial structures. Topological and geometrical continuous-space concepts such as size, shape, convexity, connectivity, and geodesic distance, were introduced my by mathematical morphology on both continuous and discrete spaces. Mathematical morphology is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations. Mathematical morphology was originally developed for binary images, and was later extended to grayscale functions and images. The subsequent generalization to complete lattices is widely accepted today as mathematical morphology's theoretical foundation.
Flat zone is a maximally connected region of the domain of definition of an image with a constant gray level value. According to the classical notion of connectivity, a region is connected if each pair of points in the region can be joined by a path whose points are in the region as well. In the discrete case, connectivity reduces to the definition of a local neighborhood describing connections among adjacent pixels. For example, the structuring element is taken to be the structuring element {(-1, 0), (0, 0), (1, 0), (0,-1), (0, 1)}. This choice is dictated by the background connectivity, which is taken to be the 4-connectivity.
There are several motivations for studying and developing blob detectors. One main reason is to provide complementary information about regions, which is not obtained from edge detectors or corner detectors. In early work in the area, blob detection was used to obtain regions of interest for further processing. These regions could signal the presence of objects or parts of objects in the image domain with application to object recognition and object tracking. In other domains, such as histogram analysis, blob descriptors can also be used for peak detection with application to segmentation. Blob descriptors have found increasingly popular use as interest points for wide baseline stereo matching and to signal the presence of informative image features for appearance-based object recognition based on local image statistics. There is also the related notion of ridge detection to signal the presence of elongated objects.
In the graph theory, there is a Connected-component labeling (alternatively connected-component analysis, blob extraction, region labeling, blob discovery, or region extraction) algorithmic application, where subsets of connected components are uniquely labeled based on a given heuristic. Because the connectivity of grayscale image is not very useful in practice, since, according to connectivity, any image with strictly nonzero values will be connected. Connected-component labeling is not to be confused with segmentation. Connected-component labeling is used in computer vision to detect connected regions in binary digital images, although color images and data with higher-dimensionality can also be processed. This leads to a single connected component for the whole image so that the connectivity is not useful and grayscale-level connectivity is proposed, which is based on a binary connectivity defined on level sets. Connected component labeling works on binary or gray-level images and different measures of connectivity are possible.
When Connected-component labeling integrated into an image recognition system or humancomputer interaction interface, connected component labeling can operate on a variety of information. Blob extraction is generally performed on the resulting binary image from a threshold step. Blobs may be counted, filtered, and tracked.
If we introduce a pair of integers (v, w) to represent the gray-level variations of first-order and the second-order connectivity respectively, and consider the symmetry between first scan line and second scan line of first-order or second order connectivity, the number of each connectivity combinations can be reduced to 4*(4+1)/2=10. Then, for the pair of integers (v, w) of any image pixel, its target feature number can be computed as (x, y). For component connective analysis, an example of a useful binary connectivity class is the so-called dilation based connectivity class [18] . If C , since the dilation of a disconnected set may be connected.
These operators extract connected components of a binary image; this operator is useful for extracting all connected components of image. The analysis process include: Create a region counter, scan the image, for every pixel check the north and west pixel (when considering 8-connectivity) or the northeast, north, northwest, and west pixel for 8-connectivity for a given region criterion. If none of the neighbors fit the criterion then assign to region value of the region counter. Increment the region counter. If only one neighbor fits the criterion assign pixel to that region. If multiple neighbors match and are all members of the same region, assign pixel to their region. If multiple neighbors match and are members of different regions, assign pixel to one of the regions (it doesn't matter which one). Indicate that all of these regions are equivalent. Scan image again, assigning all equivalent regions the same region value.
Support vector machine is a concept in statistics and computer science for a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The standard support vector machine takes a set of input data and predicts, for each given input, which of two possible classes forms the input, making the support vector machine a non-probabilistic binary linear classifier.
In order to detect a target automatically, support vector machine is used to analyze the image. Support vector machine parameters are computed by solving a quadratic programming problem with linear equality and inequality constraints; rather than by solving a non-convex, unconstrained optimization problem. The flexibility of kernel functions allows the support vector machine to search a wide variety of hypothesis spaces. The geometrical interpretation of support vector classification can be thought as the optimal separation on feature surface.
The key idea of the technique is to segment the whole image by N × N pixel window and train the support vector machine by using both the background regions and the target regions. N is a predetermined value. In our experiments, the value of N is twice the size of the possible targets. To test a new image, the N × N pixel window moves around the image and feeds the segmented image into the support vector machine for classification. We have been confronted with situations where targets of interest do not satisfy this criterion (when the camera is close to a target, in which case the size of the target is quite large). However, we get unhindered detection of these targets owing to the fact that spatial illumination may not be uniform over a target. In this case, large targets contribute much smaller signatures, which satisfy our size criterion.
Experiments and evaluations
These data have been obtained by a FLIR sensor mounted on an airborne platform; the data consists of several FLIR image sequences. Each of these gray level FLIR sequences has more than 100 frames and each frame consists of 128×128 pixels 8-bit image. The images are read by skipping the first 8 bytes. We selected 12 regions of background and 14 regions of target in the experiment. The cross validation Improved Image Target Detection Based on Component Analysis Xin Hu, Lei Yu, JuYong Feng method was used again. That is, each time we used all but one sample for training, then tested with the remaining ones. The procedure was then repeated for all samples.
An example of a color histogram in the color space can be seen with the following figure. We used color histograms in extracting the color features of images. In analyzing the histograms there were a few issues that had to be dealt with. First there was the issue of how much we would quantize the number of bins in a histogram. By default the number of bins represented in an image's color histogram is 256.
Figure 1. Sample Image and its Corresponding Histogram
The experiment results were summarized in Table 1 . Table 1 also shows that the Histogram can achieve 83% accuracy for background data and 79% accuracy on target detection. The eigenvector can achieve 100% accuracy for background data and 86% accuracy on target detection.
The experiment results show that the proposed algorithm is effective. When the training correct rate is 100%, the correct detection rate of background and correct detection rate of target data will be improved significantly. 
Conclusions and future work
Image target detection and tracking is an important research field of image processing for its great potential in Military and Civil applications. This paper proposes improved image target detection based on component analysis. At first, it explains the concept about image connected region. Then, it introduces the component analysis algorithm to extract connected components, and uses support vector machine to classify the target region. It is very useful to Forward Looking Infra-Red image processing and analysis. The experiments performed on Forward Looking Infra-Red images, and the results show that the proposed algorithm is effective.
Also, there is a lot of room for improvement, including further optimizing the algorithm, speed up the image target detection. 
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