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Abstract
In this thesis, we focus attention on the eﬀects of disorder in closed interacting quantum
systems that give rise to a many-body localization (MBL) transition between an ergodic
phase and a many-body localized phase. This transition is not a conventional one, since it
takes place at any ﬁnite energy density and can neither be described by thermodynamics
nor conventional statistical mechanics. We explain why systems experiencing such an
MBL transition can be regarded as generic in many ways, we do so by discussing many
of their spectral properties and by giving a detailed account of their manifestation in the
nonequilibrium dynamics and long-time behavior. Surprisingly, a wide variety of MBL
systems consistently reﬂect strikingly similar characteristic eﬀects in each side of the
MBL transition. This is backed by myriads of numerical and experimental observations
which in turn can be partially explained by theories developed in the past decade.
However, some mechanisms behind the ergodic side of the MBL transition and the
nature of the MBL transition itself remain elusive. These, as well as the lack of an
accurate description of the nonergodic character of the steady states of such systems,
have been some of the issues for active research and speculation by scholars that need to
be timely addressed. In the following, we describe our modest contributions at bridging
the gap of understanding of some of the issues exposed above.
On the one hand, reduced density matrices are central objects for the description of
the relaxation of local observables in closed quantum many-body systems, and on the
other, quench protocols are experimentally relevant procedures. In the ﬁrst part of this
thesis we study the long-time behavior of the one-particle density matrix (OPDM) oc-
cupation spectrum after a quench. It was shown that, in the many-body localized phase
(which can be understood in terms of localized quasiparticles), the OPDM occupation
spectrum in eigenstates shows a zero-temperature Fermi liquid-like discontinuity at any
ﬁnite energy density. In this thesis we show that in the steady state reached at long
times after a global quench from a perfect density-wave state, the discontinuity in the
OPDM occupation spectrum is absent, reminiscent of a Fermi liquid at a ﬁnite temper-
ature, while the full occupation function remains strongly nonthermal. We discuss how
one can understand this as a consequence of the local structure of the density-wave state
and the resulting partial occupation of quasiparticles. We further show how these partial
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occupations can be controlled by tuning the structure of initial state and described by
an eﬀective temperature.
Another part of this thesis was devoted to the study of dynamics on the ergodic side
of the transition in periodically driven systems in the absence of global conservation
laws. Most numerical studies in this context were done in models with conserved quan-
tities (e.g., energy and/or particle number) which could account for the reduction of the
overall complexity of the problem, while in this thesis, we use a numerical technique
based on the fast Walsh-Hadamard transform that allows us to perform an exact time
evolution for large systems and long times. As in models with conserved quantities, we
observe a slowing down of the dynamics as the transition into the many-body localized
phase is approached. This is reﬂected in anomalous behavior of the energy absorption
of the system, as well as consistent with a subballistic spread of entanglement and a
stretched-exponential decay of an autocorrelation function, with their associated expo-
nents reﬂecting slow dynamics near the transition for a ﬁxed system size. However, with
access to larger system sizes, we observe a clear ﬂow of the exponents towards faster
dynamics and cannot rule out that the slow dynamics is a ﬁnite-size eﬀect. Further-
more, we observe examples of nonmonotonic dependence of the exponents with time,
with the dynamics initially slowing down but accelerating again at larger times, which
could be consistent with the slow dynamics being a crossover phenomenon with a local-
ized critical point. In addition, we observe no diﬀerence between the typical and average
value of the autocorrelation function and therefore our results are inconsistent with the
phenomenological explanation of the anomalous behavior based on Griﬃths eﬀects.
In the last part of this thesis, we study dynamics in the ergodic phase relating to
two main quantum information measures: One is the entanglement entropy, which is an
intrinsic property of the wave function and generated by the time evolution operator,
while the other is the operator entanglement entropy of the time evolution operator,
which quantiﬁes the complexity of the latter. It is known that generic quantum many-
body systems typically show a linear growth of the entanglement entropy growth after
a quench from a product state. In this thesis we show that there is a robust correspon-
dence between the operator entanglement entropy of the time evolution operator and the
entanglement entropy growth of typical product states, whereas special product states,
e.g., σz basis states, may exhibit faster entanglement production. We base our analysis
on numerical simulations of a static and a periodically driven quantum spin chain in the
presence of a disordered magnetic ﬁeld, showing that both the wave function and opera-
tor entanglement entropies exhibit a power-law growth with the same disorder-dependent
exponent. With this, we clarify the discrepancy between the exponents observed in pre-
vious results. Our results provide further evidence for slow information spreading on
the ergodic side of the many-body localization transition in the absence of conservation
laws.
Zusammenfassung
In dieser Dissertation setzen wir uns mit dem Eﬀekt von Unordnung auf geschlossene
wechselwirkende Quantensysteme auseinander. Unordnung kann einen Übergang von
einer ergodischen in eine lokalisierte Phase induzieren, eine sogenannte Vielteilchen-
lokalisierung oder Many body localization (MBL). Dieser Phasenübergang ist alles andere
als konventionell: Er kann weder durch Thermodynamik noch durch klassische statis-
tische Mechanik beschrieben werden. Wir erklären, warum Systeme, die solch einen
MBL Übergang aufweisen, in vielerlei Hinsicht als generisch angesehen werden können.
Dazu diskutieren wir die spektralen Eigenschaften, die Nichtgleichgewichtsdynamik und
das Langzeitverhalten. Erstaunlicherweise weist eine große Vielfalt verschiedener MBL
Systeme auf beiden Seiten des MBL Übergangs mit großer Konsistenz ähnliche Charak-
teristiken auf. Dies wird durch unzählige numerische und experimentelle Beobachtungen
unterstützt, die wiederum zumindest teilweise durch theoretische Arbeiten aus dem let-
zten Jahrzehnt erklärt werden können. Trotzdem bleiben manche Mechanismen auf der
ergodischen Seite des MBL Übergangs und die Art des MBL Übergangs weiterhin im Ver-
borgenen. Zusammen mit der fehlenden akkuraten Beschreibung des nicht-ergodischen
Charakters der stationären Zustände dieser Systeme sind diese Probleme im derzeiti-
gen Fokus der Forschung, wobei es eine Vielzahl fundierter Vermutungen gibt, die diese
Phänomene erklären. Im Folgenden beschreiben wir unseren Beitrag wie diese oben
gelisteten Probleme überwunden werden können.
Reduzierte Dichteoperatoren sind zentrale Objekte, um die Relaxation von lokalen
Observablen in geschlossenen Quantenvielkörpersystemen zu beschreiben und sogenan-
nte Quenches, also die plötzliche Änderung einiger systemrelevanter Parameter, ähnlich
wie beim Abschrecken mit Wasser oder Luft, sind experimentell relevante Vorgänge.
Im ersten Teil dieser Arbeit untersuchen wir das Langzeitverhalten des Besetzungsspek-
trums des Einteilchendichteoperators (one-particle density matrix, OPDM) nach solch
einem Quench. Wie zuvor gezeigt wurde, weist das OPDM Besetzungsspektrum in der
MBL Phase (die im Sinne von lokalisierten Quasiteilchen verstanden werden kann) für
alle endlichen Energiedichten eine Diskontinuität auf, ähnlich wie in Fermi-Flüssigkeiten.
In dieser Arbeit zeigen wir, dass diese Diskontinuität in stationären Zuständen, die von
perfekten Dichtewellen ausgehend nach langer Zeit nach einem globalen Quench erre-
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icht werden, abwesend ist, ähnlich wie in einer Fermi-Flüssigkeit bei einer endlichen
Temperatur, während die gesamte Besetzungsfunktion stark nicht-thermal bleibt. Wir
diskutieren, wie man dies als Konsequenz der lokalen Struktur des Dichtewellenzus-
tands und der daraus folgenden teilweisen Besetzung der Quasiteilchen verstehen kann.
Wir zeigen außerdem, wie die teilweise Besetzung durch Änderung der Struktur des
Ausgangszustands kontrolliert und durch eine eﬀektive Temperatur beschrieben werden
kann.
Im nächsten Teil dieser Arbeit untersuchen wir die Dynamik der ergodischen Seite
des MBL Übergangs in periodisch getriebenen Systemen ohne globale Erhaltungsgrößen.
Die meisten bisherigen in diesem Zusammenhang vorgenommenen numerischen Unter-
suchungen wurden in Modellen mit Erhaltungsgrößen (wie Energie und/oder Teilchen-
zahl) durchgeführt, was an der Reduzierung der Komplexität des Problems liegen mag.
In dieser Arbeit nutzen wir hingegen eine numerische Methode, die auf einer schnellen
Walsh-Hadamard Transformation beruht, was uns ermöglicht, eine exakte Zeitentwick-
lung für lange Zeiten und große Systeme vorzunehmen. Wie in Modellen mit Er-
haltungsgrößen beobachten wir eine Verlangsamung der Dynamik, wenn wir uns dem
Übergangspunkt zu der MBL Phase nähern. Dies macht sich in einem ungewöhn-
lichen Verhalten der Energieabsorption des Systems bemerkbar, was mit einer unter-
ballistischen Ausbreitung der Verschränkung und einem gedehnt-exponentiellen Abklin-
gen der Autokorrelationsfunktion im Einklang steht, wobei die zugehörigen Exponenten
die verlangsamte Dynamik für ﬁxe Systemgrößen widerspiegeln. Durch den Zugang zu
größeren Systemen können wir jedoch einen deutlichen Fluss der Exponenten Richtung
schnellerer Dynamik feststellen und daher nicht ausschließen, dass die verlangsamte Dy-
namik durch die endlichen Systemgrößen hervorgerufen wird (ein sogenannter finite size
effect). Des weiteren ﬁnden wir Beispiele für eine nicht-monotone Zeitabhängigkeit der
Exponenten, wobei die Dynamik sich zunächst verlangsamt, bevor sie zu späteren Zeiten
wieder beschleunigt. Dies könnte mit der Betrachtung der verlangsamten Dynamik als
Crossover-Phänomen mit einem lokalisierten kritischen Punkt vereinbar sein. Außer-
dem können wir keinen Unterschied zwischen dem geometrischen und arithmetischen
Mittel der Autokorrelationsfunktion feststellen, sodass unsere Ergebnisse der phänome-
nologischen Erklärung des ungewöhnlichen Verhaltens, die auf Griﬃths-Eﬀekten beruht,
widersprechen.
Im letzten Teil der Dissertation widmen wir der Dynamik in der ergodischen Phase
und verknüpfen zwei zentrale Größen der Quanteninformation: die Verschränkungsen-
tropie, eine der Wellenfunktion intrinsische Größe, die aus dem Zeitentwicklungsoperator
generiert werden kann, und der Operatorverschränkungsentropie des Zeitentwicklung-
soperators, die die Komplexität des Operators quantiﬁziert. In generischen Quanten-
vielkörpersystemen wächst die Verschränkungsentropie nach einem Quench aus einem
Produktzustand typischerweise linear. In dieser Arbeit zeigen wir, dass es eine belast-
Vbaren Übereinstimmung zwischen der Operatorverschränkungsentropie des Zeitentwick-
lungsoperators und der Verschränkungsentropie typischer Produktzustände gibt, wobei
bestimmte Produktzustände, z.B. σz-Basiszustände, eine schnellere Verschränkungspro-
duktion aufweisen können. Unsere Analyse basiert auf numerischen Simulationen von
statischen und periodisch getriebenen Quanten-Spinketten in einem ungeordneten Mag-
netfeld. Sowohl die Verschränkungsentropie der Wellenfunktion als auch die Opera-
torverschränkungsentropie wächst einem Potenzgesetz folgend mit den selben unord-
nungsabhängigen Exponenten. Damit schaﬀen wir Klarheit bezüglich der Unstimmigkeiten
der Exponenten in den vorherigen Ergebnissen. Unsere Resultate geben außerdem Hin-
weise auf eine verlangsamte Informationsausbreitung auf der ergodischen Seite des MBL
Übergangs ohne Erhaltungsgrößen.
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Chapter 1
Introduction
Disorder is ubiquitous in nature, it often comes in the form of impurities, defects or
dislocations distorting the order of an otherwise translationally invariant system. Un-
derstanding the eﬀects of disorder and their scope in condensed matter systems has
been a long-standing and multi-faceted question, where a fundamental aspect is the
phenomenon of localization [1]. In its simplest form, localization due to disorder can be
intuitively understood as the emergence of a metal-insulator transition [2–4] in a nonin-
teracting isolated quantum system. The theoretical account of such observed emergent
phenomena is, however, a consequence of the localization properties of the single-particle
wave functions of the system [2]. This striking discovery is known as Anderson local-
ization. The natural extension of including interactions in the system is far more com-
plicated and it took a long time before this matter could be matured to a reasonable
extent [5–7]. The problem of how localization emerges out of the interplay of disorder and
interactions in an isolated quantum many-body system bears the name of many-body
localization (MBL) [6].
Furthermore, the statistical inherent character of disorder, manifested in the ran-
dom nature of wave functions, results in random distributions of physical observables
represented by expectation values of operators. While one would be tempted to use
conventional quantum statistical mechanics to describe those physical observables, one
would have to fundamentally rely on the assumption that the system is self-averaging,
meaning that measurements over speciﬁc disorder realizations can be described by en-
semble averages. However, this turns out to be false in general, since disordered systems
are generally not self-averaging. This particular feature has far-reaching implications for
the nontrivial empirical notions of the ergodic hypothesis [8] and its extensions to the
quantum world [9–13].
One of the central mechanisms of ergodicity breaking is localization, which is in
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turn related to the problem of thermalization in isolated quantum systems. A detailed
study of the dynamics and the long-time behavior of the system is therefore necessary
to assess its thermalization or lack thereof. On the one hand, the long-time behavior
sheds light on the ergodic (nonergodic) nature of the steady state of the system, and
on the other, the way the system relaxes, if ever, towards its steady state, distinguishes
intrinsic characteristic features of the system, leading to strikingly diﬀerent physical
manifestations.
Many-body localization turns out to be a robust and generic mechanism that prevents
thermalization, where a many-body localization transition between an ergodic phase and
a localized phase occurs [6]. In the hope of making the term “generic” less ambiguous in
this context, we now try to justify its use in a few sentences. The many-body localization
transition is not a conventional phase transition, since a thermodynamic description is
not valid, it is neither a quantum phase transition, since it occurs at any ﬁnite energy
density. It is rather an eigenstate phase transition taking place at highly excited states.
Given that the eigenstate properties are reﬂected in the dynamics of the system, the
many-body localization transition is a dynamical one. A fully many-body localized sys-
tem behaves as an integrable system, but unlike conventional integrable systems, it is
robust under weak generic perturbations. MBL is believed to be a purely quantum phe-
nomena because one main characteristic feature is its nontrivial entanglement dynamics.
Furthermore, its phenomenology has proved to be utterly vast [14–17].
On the one hand, the new available analytical and numerical techniques [18] along
with the modern computers have made an enormous contribution to our understanding
of these systems, and on the other, the existence of new experimental techniques encom-
passed by quantum simulators with ultracold atoms in optical lattices and trapped ions
have supported with strong experimental evidence many of their predicted characteristic
signatures [19–23].
In this introductory chapter, after giving a brief overview of general concepts in
quantum many-body theory, we review some of the central notions of thermalization
and its absence in closed quantum many-body systems. Afterwards, we discuss the
phenomenon of Anderson localization and then present a review of the general properties
of many-body localization. We conclude by introducing the existing characterization of
MBL in terms of the one-particle density matrix. Let us ﬁnally stress that while MBL
appears in other important contexts, such as in disorder-free models and in the form of
topological phases of matter protected by disorder exhibiting spatial and spatiotemporal
order (to mention some), we do not deal with any of them in this introduction, neither
in the remaining of the thesis. We limit our discussion to the eﬀects of localization that
occur due to the interplay between disorder and interactions on both sides and in a
vicinity of the MBL-ergodic transition.
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1.1 Concepts in quantum many-body theory
In this section we give an overview of the concepts in quantum many-body theory which
will provide the language for the rest of the thesis. We start by introducing the density
matrix formalism, as well as concepts related to entanglement, equilibrium statistical
ensembles, relaxation of closed quantum systems, nonequilibrium quantum dynamics,
occupation number formalism, and Floquet theory.
1.1.1 Statistical mixture
The general formalism of quantum theory [24–30] is based on the correspondence between
dynamical states and observables, and their respective representations by vectors and
operators of the Hilbert space H.
When the dynamical state of a quantum system is not fully known, it can be repre-
sented by a statistical mixture of vectors in the form of a state operator also known as
density matrix:
ρ =
∑
n
wn |n〉 〈n| , (1.1)
where {|n〉} are normalized vectors in H and {wn} statistical weights satisfying wn ≥ 0
and
∑
nwn = 1. We should emphasize that quantum mechanics is only capable of
making predictions of probabilistic character which we verify over the ensemble. Con-
ceptually the ensemble is an inﬁnite set of systems that can potentially result from the
state preparation, where the latter is any repeatable process that delivers well-deﬁned
probability distributions for all the possible measurements. While individual events
resulting from identical preparations are not reproducible, when considering a large se-
quence of these events, there is a stable limit in the relative frequencies which ultimately
leads to a reproducible outcome.
In this sense, every quantum physical system (or ensemble of equally prepared sys-
tems) is completely described by its density matrix ρ, which encodes all the accessible
information of the system. The density matrix is a Hermitian and positive deﬁnite op-
erator of unit trace. These characteristic properties of ρ read as: ρ† = ρ, 〈u| ρ |u〉 ≥ 0;
∀ |u〉 in H, and Tr ρ = 1, which together lead to the property Tr ρ2 6 1. The equality
in the last expression is fulﬁlled when the system is in a pure state |ψ〉 ∈ H (assuming
〈ψ|ψ〉 = 1), with associated density matrix ρ = |ψ〉 〈ψ|.
The dynamical evolution in the Schrödinger representation is given by the equation
i
∂ρ(t)
∂t
= [H(t), ρ(t)] (1.2)
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(we have set ~ = 1), whose solution is
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0), (1.3)
where
U(t, t0) ≡ T e−i
∫ t
t0
dsH(s) (1.4)
denotes the unitary quantum evolution operator, and T the time ordering operator.
Whereas ρ(t) = ρ(t0) is the analogous equation in the Heisenberg representation.
Every dynamical observable has an associated linear Hermitian operator Oˆ (which
acts on H), where the experiment yields as values the eigenvalues of Oˆ and whose
expectation value is:
〈Oˆ〉 = Tr (ρ Oˆ). (1.5)
The operator Oˆ can be expressed in its spectral representation as
Oˆ =
∑
n
an |n〉 〈n| , (1.6)
where Pn ≡ |n〉 〈n| is a projector1. In this representation, (1.5) reads as
〈Oˆ〉 = Tr (ρ
∑
n
anPn) =
∑
n
anTr (ρPn). (1.7)
The last term in the above equality, Tr (ρPn) yields the probability of the eigenvalue an
occurring in the ensemble, which is known as the Born rule.
Diagonal ensemble
We can always expand the density matrix ρ(t) in terms of the eigenstates of the Hamil-
tonian, H |ν〉 = Eν |ν〉, as follows
ρ(t) =
∑
µν
ρµν |µ〉 〈ν| e−i(Eµ−Eν)t, (1.8)
where ρµν ≡ 〈µ| ρ0 |ν〉 are the components of the initial density matrix ρ0 in the same
basis.
The density matrix in the diagonal ensemble, ρDE, is deﬁned as the long-time average
1Assuming there are no degeneracies in the system. Otherwise, we would have to replace the pro-
jector by a sum over projectors within the degenerate subspace.
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(which hereafter we denote by ·) of (1.8):
ρDE ≡ ρ(t) ≡ lim
T ′→∞
1
T ′ − t0
∫ T ′
t0
dt ρ(t)
=
∑
µν
e−i(Eµ−Eν)tρµν |µ〉 〈ν| =
∑
ν
ρνν |ν〉 〈ν| .
(1.9)
The last equality follows from the postulate of random a priori phases for the probability
amplitudes, which for a non-degenerate system (Eµ−Eν 6= 0) average to zero, therefore,
yielding only non-zero diagonal elements.
We will see that the diagonal ensemble will have an important role in many of the
essential concepts for this thesis.
1.1.2 Reduced density matrix
Let us consider a large closed quantum system Σ, composed of a subsystem A and its
environment B ≡ A, Σ = A ∪ B, with a tensor product Hilbert space H = HA ⊗ HB,
where HA (HB) is the Hilbert space of A (B).
In general, the subsystem does not have a well-deﬁned wave function but instead a
density matrix ρA. The latter is the reduced density matrix, which is deﬁned using a
partial trace over the environment (typically over a region in real space):
ρA = TrB(ρ) =
∑
nB
∑
nA,n
′
A
ρnAnB ,n′AnB |nA〉 〈n
′
A| , (1.10)
where {nA} and {nB} are a complete basis of A and B, respectively.
1.1.3 Entanglement
Entanglement is an inherent property of quantum many-body systems. Despite it has
challenged the intuitive view of local realism as conceived by the Einstein-Podolsky-
Rosen (EPR) [31] paradox since the mid-twentieth century, nevertheless, after the ex-
perimental conﬁrmation of Bell’s inequalities [32], the vast majority of experiments to
date are in agreement that quantum entanglement is part of physical reality, and that
this should be regarded as the information shared between two subsystems that can not
be produced by a classical process without violating causality and locality [28].
In particular, the role of entanglement in quantum information and computation has
helped to elucidate many characteristic aspects of systems studied in condensed mat-
ter physics [33]. In the case of bipartite systems, a number of entanglement measures
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have been proposed to distinguish separable states from entangled states, such as the
Schmidt rank and the von Neumann entanglement entropy, both of which have been
widely treated in the literature [34–37]. These entanglement measures, typically associ-
ated to wave functions, have also been generalized to the space of operators [38], thus
providing a state-independent criteria for measuring the complexity of operators across
the bipartition of the system. In the following, we discuss the wave function entan-
glement entropy and leave the discussion on the operator entanglement entropy until
Chapter 4, which we particularly apply to the time evolution operator.
The von Neumann entanglement entropy
S = −Tr (ρ ln ρ) (1.11)
is conserved under unitary time evolution (1.3) in an isolated quantum system. Let
us consider a one-dimensional complementary real-space bipartition in terms of A and
B ≡ A. When the full density matrix describes a pure state, ρ = |ψ〉 〈ψ|, the von
Neumann entropy of the reduced density matrix ρA is also called the entanglement
entropy and is deﬁned as
SA = −Tr (ρAlnρA) . (1.12)
The pure state |ψ〉 ∈ H can be decomposed in terms of computational basis states
of the two subregions, {|iA〉}, {|iB〉}, as:
|ψ〉 =
NA∑
iA=1
NB∑
iB=1
ΨiAiB |iA〉 ⊗ |iB〉 (1.13)
where NA (NB) denotes the dimension of the Hilbert space HA (HB). With a singular
value decomposition (SVD) of the matrix Ψ = UΛV † with elements ΨiAiB [18], the state
|ψ〉 in turn can be expressed in its Schmidt decomposition as
|ψ〉 =
Nmin∑
i=1
√
λi |ψAi 〉 ⊗ |ψBi 〉 , (1.14)
where Nmin = min(NA,NB),
√
λi are the singular values (
√
λi ≥ 1) of Λ and the states
{|ψAi 〉} ({|ψBi 〉}) are the left (right) singular vectors that result from embedding U
and V † into |iA〉 ⊗ |iB〉. These form a complete orthonormal basis of HA (HB), so that∑Nmin
i=1 λi = 1, which coincides with the eigenbasis of the corresponding reduced density
matrix ρA (ρB). One can then rewrite (1.12) in terms of the squared singular values as:
SA = −Trλi lnλi (1.15)
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which is the Shannon entropy of the moduli squared of the Schmidt coeﬃcients. This
implies that if there is no entanglement between the two halves, the pure state can
be expressed as a product state in its Schmidt decomposition with one single non-zero
Schmidt value λi = 1, whereas a maximally entangled state deviates from being a
product state in which all the Schmidt coeﬃcients are equal to 1/Nmin.
The aforementioned deﬁnition is generalized to the α Rényi entropy, which is deﬁned
in terms of the squared singular values {λi} as
Sαρ =
1
1− α ln
∑
i
λαi , (1.16)
where (1.12) is a particular case in the limit α → 1. When α ≫ 1, the behavior of
the largest singular value stands out from the rest, as compared to the case 0 < α 6 1
that measures the average behavior. The former case could then in principle provide
information which is invisible to the latter case.
1.1.4 Equilibrium statistical ensembles
Microcanonical ensemble
We now deﬁne an ensemble of systems characterized by having a ﬁxed number of par-
ticles N , volume V , and energy lying within some energy interval
[
E − ∆E2 , E + ∆E2
]
;
with ﬁxed E, ∆E and ∆EE ≪ 1. The state of the system is given by the density matrix ρ.
We expand the density matrix ρ in terms of the eigenstates of H that correspond to
the eigenenergies within the aforesaid energy interval. The postulate of equal a priori
probabilities states that each of the accessible microstates is equally likely to occur. This,
together with the diagonal form of the density matrix in the energy representation leads
to the deﬁnition of the density matrix in the microcanonical ensemble:
ρmc ≡
∑
ν
pν |ν〉 〈ν| , where pν =

p if Eν ∈
[
E − ∆E2 , E + ∆E2
]
,
0 otherwise
(1.17)
where pν denotes the probability that the system is in a microstate |ν〉 and p = 1/ns
with ns the number of microstates.
Thermal ensembles
We now discuss what is the ensemble characterizing a subsystem surrounded by an
environment within the whole system. If the system relaxes to an equilibrium state in
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which the environment acts as a thermal bath for the subsystem at a ﬁxed temperature T
(with number of particles N and volume V ﬁxed), then the probability that an element
of the ensemble has energy Eν , is given by the Boltzmann factor exp(−βEν); with β =
1/kBT .
Let us brieﬂy outline one way of rationalizing the emergence of the Boltzmann
factor as it was explained by Jaynes [39]2. Using the Shannon entropy deﬁned as
S = −kB
∑
ν pν log pν and proposing a maximum entropy principle, he found that the
probability of a system of being in a state ν with energy Eν is given by pν = e− lnZ−βEν ,
where β is the Lagrange multiplier enforcing the constraint of a ﬁxed expectation
value 〈Hˆ〉. Expressing this in terms of the density matrix in the diagonal ensemble
of the subsystem leads to its deﬁnition in the canonical or thermal ensemble [40]:
ρc ≡ e
−βHˆ
Tr e−βHˆ
, (1.18)
where the numerator is the Boltzmann density matrix, ρA ≡ e−βHˆ , and the denominator
deﬁnes the partition function Z(T, V,N) ≡ Tr e−βHˆ . This ensemble can be generalized
to the grand-canonical ensemble in which the number of particles is not ﬁxed, by having
the additional constraint of ﬁxed 〈nˆ〉, where nˆ is the particle number operator and the
chemical potential µ the corresponding Lagrange multiplier. Thus, in this case the Boltz-
mann density matrix and the grand-partition function are given by ρA ≡ e−β(Hˆ−µnˆ) and
Z(T, V, µ) = Tr e−β(Hˆ−µnˆ), so that in the grand-canonical ensemble ρgc ≡ e−β(Hˆ−µnˆ)
Tr e−β(Hˆ−µnˆ)
.
1.1.5 Relaxation of closed quantum systems
In this section, we want to address the question of what does relaxation of a closed quan-
tum system to a steady state mean. Consider a closed quantum system Σ prepared in an
arbitrary state with density matrix ρ, where the unitary dynamics is given by Eq. (1.3),
meaning that the dynamics is reversible so that the full information about the initial
state of the system is preserved at all times under unitary time evolution. What quan-
tum dynamics typically does is to hide the information about the initial state into many
degrees of freedom at long times, which is only accessible via local measurements of the
system [14]. In other words, the full density matrix ρ is not measurable since it involves
measurements of global operators and the relaxation of the system to a steady state
(whatever this may be) can only be assessed via the reduced density matrix (1.10).
We may now say that a closed quantum system Σ relaxes to a steady state if for
2This is not a derivation of the Boltzmann distribution but another way of saying that the maxi-
mum entropy principle is consistent with the thermodynamic description of statistical mechanics.
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every subsystem A of Σ, the following limit exists [41]
lim
T
′→∞
lim
B→∞
1
T ′
∫ T ′
0
dt ρA(t) = ρA(∞). (1.19)
Whether or not this limit can be described by an equilibrium statistical ensemble, will be
a central question in the study of thermalization or absence of thermalization in closed
quantum systems. Essentially, if the system thermalizes, one would expect the steady
state ρA(∞) to be described by a thermal ensemble. For the time being, we will content
ourselves with this notion, however, the details on how to address this question will be
discussed in Sec. 1.2 and speciﬁcally described in terms of local observables.
Relaxation of local observables
The above relaxation condition can be readily applied to local observables Oˆ (observables
with local support in A). If the system is initially prepared in a pure state ρ = |ψ0〉 〈ψ0|,
the time-evolved state in terms of the eigenstates of the Hamiltonian H is given by
(1.8). Therefore, using (1.8) and (1.5), one can express the time evolution of Oˆ in the
aforementioned basis as
〈Oˆ(t)〉 ≡ 〈ψ(t)| Oˆ |ψ(t)〉 =
∑
µν
c∗µcνe
−i(Eν−Eµ)tOµν
=
∑
ν
|cν |2Oνν +
∑
µ 6=ν
c∗µcνe
−i(Eν−Eµ)tOµν ,
(1.20)
with cν = 〈ν |ψ0〉, c∗µ = 〈ψ0 |µ〉 and Oµν ≡ 〈µ| Oˆ |ν〉. Using (1.9), the relaxation condi-
tion (1.19) for Oˆ thus reads as:
〈Oˆ(t)〉 ≡ lim
T ′→∞
1
T ′
∫ T ′
0
dt Oˆ(t) =
∑
ν
|cν |2Oνν = O∞, (1.21)
where again, the steady state O∞ may be or may not be described by an equilibrium
statistical ensemble.
1.1.6 Nonequilibrium protocols
In this thesis, we mainly consider two non-equilibrium protocols: quantum quenches
which are sudden perturbations of the properties of the system and periodic driving.
Along with both, we address aspects of the nonequilibrium dynamics such as real-time
dynamics, thermalization and its absence.
A quantum quench consists of preparing the system in a nonequilibrium state and
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follow its unitary time evolution. In order to do that in practice, the system’s Hamil-
tonian is chosen to depend on some external parameter λ (e.g., a magnetic or electric
ﬁeld, interaction or hopping amplitude in lattice systems), H = H(λ). The system is
initially prepared in an equilibrium state with density matrix ρ0 which at t < 0 com-
mutes with H0 = H(λ0). Then, at t = 0 a sudden perturbation is performed on the
system by changing the parameter λ0 → λ and evolving the initial state with respect
to the new Hamiltonian H = H(λ). The latter, in general does not commute with H0
and therefore gives rise to the nonequilibrium unitary dynamics. There are two types of
quantum quenches, global and local. A global quench involves a perturbation acting on
the whole system whereas a local quench only acts on nonextensive parts of the system,
meaning that the change of internal energy experienced by the system corresponds to an
extensive and nonextensive average work performed in each case [42]. The real-time and
relaxation dynamics produced by the quantum quench, for a given initial conﬁguration
of the system, will depend on the Hamiltonian’s perturbation parameters as well as the
information encoded in the initial state. The quench parameters set the diﬀerent time
scales at which the excitations produced by the perturbation redistribute among the
internal degrees of freedom of the system and therefore determine whether that initial
information can persist or be erased in the course of the time evolution.
Whereas periodic driving consists of subjecting the system to an external time-
periodic perturbation λ(t + T ) = λ(t), pumping energy periodically into the system.
The perturbation parameters, such as the amplitude or the frequency of the drive, will
generally aﬀect the way the system absorbs energy and approaches its steady state in
the real-time evolution. For example, in Sec.1.4.8 we will discuss situations in which
systems subject to periodic driving are incapable of absorbing energy.
1.1.7 Occupation number formalism
Let us consider a system of N non-interacting fermions in an external ﬁeld, described
by a Hamiltonian of the form
H0 =
N∑
i=1
Hi; H0Φ = EΦ, (1.22)
where Hi is a single-particle Hamiltonian and the total wave function Φ is the product
of single-particle wave functions. In the case of identical fermions, such a product is
CONCEPTS IN QUANTUM MANY-BODY THEORY §1.1 11
written as a Slater determinant [43]
Φν1...νN (r1, . . . , rN ) =
1√
N !
∣∣∣∣∣∣∣∣
φν1(r1) · · · φν1(rN )
...
...
φνN (r1) · · · φνN (rN )
∣∣∣∣∣∣∣∣
(1.23)
where {φνi} are single-particle states of Hi satisfying Hiφνi = ǫνiφνi , and E =
∑
νi
ǫνi .
We now describe the state Φν1...νN in terms of the number of particles ni occupying
the single-particle states φνi as
3
Φn1,...,ni,... ≡ |n1, . . . , ni, . . .〉 . (1.24)
These states deﬁne a complete orthonormal basis, i.e.,
〈n′1, . . . , n′i, . . . |n1, . . . , ni, . . .〉 = δn′1,n1 , . . . , δn′i,ni , . . . (1.25)
and the occupation numbers ni can only take the values ni = 1, 0 due to Pauli’s principle.
If we now deﬁne the operators c†i and ci that create and annihilate a particle in the
state φνi , respectively, fulﬁlling the anti-commutation relations; {ci, c†j} = δi,j , {ci, cj} =
{c†i , c†j} = 0, we can express the occupation basis states (1.24) as
|n1, . . . , ni, . . .〉 =
∏
i
(c†i )
ni |0〉 Fock basis, (1.26)
where |0〉 denotes the vacuum state |0〉 ≡ |0, . . . , 0, . . .〉. The product of the creation and
annihilation operators deﬁnes the number operator
nˆi = c
†
ici, (1.27)
whose eigenvalues are the occupation numbers ni.
One-body and two-body operators
One-body operators consist of a sum of operators each of which acts separately on one
particle [43]. These can be expressed as
Wˆ =
N∑
i=1
Wˆ (i), (1.28)
3Previously we have chosen an order for all the one-particle states, ν1, . . . , νi, . . . and hereafter
label νi by i.
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where Wˆ (i) denotes a one-body operator acting on the i-th particle (among N particles).
For the one-particle case, the operator’s matrix elements 〈φνi | Wˆ |φνj 〉 can be computed
using the occupation number basis states as:
〈φνi | Wˆ |φνj 〉 = 〈0, . . . , 1i, . . .| Wˆ |0, . . . , 1j , . . .〉
=
∑
αβ
Wαβ 〈0, . . . , 1i, . . .| c†αcβ |0, . . . , 1j , . . .〉
=
∑
αβ
Wαβδiαδβj = Wij
(1.29)
By inspection, one can realize that the latter expression highlights the general form of
the one-body operator in the occupation number representation,
Wˆ =
∑
αβ
Wαβc
†
αcβ . (1.30)
Importantly, this equation remains valid in the general case of N particles and therefore
is independent of N . A proof of this statement can be found in [44, 45].
This result can be further generalized to operators of other forms expressing inter-
actions between the particles, such as two-body operators
Wˆ =
1
2
∑
αβγδ
Wαβγδc
†
αc
†
βcδcγ . (1.31)
Let us now assume that the system of interest is composed of N interacting particles.
Such interacting system is described by some generic many-body state Ψ that can always
be written as a linear superposition of the Fock basis as
Ψn1,...,ni,... =
∑
n1,...,ni,...
Cn1,...,ni,... |n1, . . . , ni, . . .〉 . (1.32)
while its Hamiltonian can be considered as composed of two major terms,
H = H0 +HI . (1.33)
The noninteracting Hamiltonian H0 is only composed of one-body operators and the
interacting Hamiltonian HI of sums of many-body operators. Using (1.30), H0 can
therefore be written in terms of the Fock basis as
H0 =
∑
α
ǫαc
†
αcα, (1.34)
with eigenvalues ǫα. Whereas the interaction term, assuming it consists only of two-body
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operators, has the form
HI =
1
2
∑
αβγδ
Vαβγδc
†
αc
†
βcδcγ , (1.35)
as it follows directly from (1.31). Typical examples of one-body and two-body operators
expressed in ﬁrst quantization are external potentials
µ(r1, . . . , rN ) =
N∑
i=1
µ(ri), (1.36)
and interacting potentials such as
V (r1, . . . , rN ) =
1
2
N∑
i,j=1; i 6=j
V (ri − rj), (1.37)
which are the class of potentials that will be relevant for this thesis.
1.1.8 Floquet formalism
Floquet theory is a powerful tool for solving the Schrödinger equation with a periodically
time-dependent Hamiltonian, often needed in the description of systems perturbed by
time-varying ﬁelds.
Consider the time-dependent Schrödinger equation
i
d
dt
|ψ(t)〉 = H(t) |ψ(t)〉 with H(t+ T ) = H(t), (1.38)
where T denotes the driving period, ω ≡ 2π/T the driving frequency, and where the full
dynamics is given by
|ψ(t)〉 = U(t, t0) |ψ(t0)〉 . (1.39)
Under this premise, the evolution operator U(t, t0) as deﬁned in (1.4), fulﬁls the prop-
erties:
U(t+ T, t0) = U(t, t0)U(t0 + T, t0),
U(t+ T, t0 + T ) = U(t, t0),
(1.40)
which imply that:
U(t+ nT, t0) = U(t, t0)U(t0 + nT, t0) = U(t, t0)[U(t0 + T, t0)]
n ; n ∈ Z. (1.41)
The term U(t0+T, t0) in the above expression is the evolution operator over one period
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also known as the Floquet operator,
U t0F ≡ U(t0 + T, t0) = T e−i
∫ T
t0
dt H(t)
. (1.42)
The long-time behavior of the system can be obtained stroboscopically by knowing the
evolution operator U(t, t0) at times t = nT with n ∈ Z. The central part of Floquet’s the-
orem [46, 47] states that this Floquet operator U t0F describing the stroboscopic dynamics
of the system, can be expressed in terms of an eﬀective (Hermitian) time-independent
Hamiltonian also known as the Floquet Hamiltonian Ht0F , as
U t0F = e
−iTHt0F . (1.43)
The exponent t0 above denotes the gauge freedom associated with the choice of the
arbitrary initial time [48]. The Floquet operator can be diagonalized in terms of the
Floquet modes {|φα(t0)〉},
U t0F |φα(t0)〉 = e−iǫαT |φα(t0)〉 , (1.44)
which are periodic states |φα(t0 + T )〉 = |φα(t0)〉 forming a complete orthonormal basis
of the Hilbert space. The eigenvalues of U t0F , e
−iǫαT , live in the unit circle, and the
quasienergies ǫα ∈ R are deﬁned modulus the driving frequency ω, which shows that the
Floquet Hamiltonian Ht0F is not unique. The solutions to the Schrödinger equation (1.39)
can then be spanned by this basis as:
|ψ(t)〉 =
N∑
α=1
cαe
−iǫα(t−t0) |φα(t)〉 (1.45)
with cα ≡ 〈φα(t0) |ψ(t0)〉 and N the dimension of the Hilbert space. Conveniently, one
can rewrite the evolution operator as [49]:
U(t, t0) = U(t, t0)e
i(t−t0)Ht0F e−i(t−t0)H
t0
F ≡ P (t, t0)e−i(t−t0)H
t0
F , (1.46)
and realize that the operator
P (t, t0) ≡ U(t, t0)ei(t−t0)H
t0
F (1.47)
is unitary;
P (t0, t0) = U(t0, t0) = 1,
P (t0 + T, t0) = U(t0 + T, t0)e
iTH
t0
F = U t0F (U
t0
F )
† = 1,
(1.48)
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time-periodic;
P (t+ T, t0) = U(t+ T, t0)e
i(t+T−t0)Ht0F = U(t, t0)U t0F (U
t0
F )
†ei(t−t0)H
t0
F
= U(t, t0)e
i(t−t0)Ht0F ≡ P (t, t0),
(1.49)
and that it describes the periodic time-dependence of the Floquet modes
|ψα(t)〉 = U(t, t0) |φα(t0)〉 = P (t, t0)e−i(t−t0)H
t0
F |φα(t0)〉
= e−iǫα(t−t0)P (t, t0) |φα(t0)〉 = e−iǫα(t−t0) |φα(t)〉 ,
(1.50)
where P (t, t0) |φα(t0)〉 ≡ |φα(t)〉 and |φα(t+ T )〉 = |φα(t)〉. These last assessments can
be corroborated using (1.40),(1.42),(1.43) and (1.45). Such unitary and time-periodic
operator is also known as the micromotion operator [50] and describes the intra-period
dynamics within one stroboscopic time step.
Floquet’s formulation in the Floquet-Hilbert space
Floquet’s theorem can be also formulated in the frequency domain [51, 52] by expressing
both the Hamiltonian and the Floquet modes in their respective Fourier series expan-
sions:
H(t) =
∞∑
n=−∞
einωtHn, (1.51)
|φα(t)〉 =
∞∑
n=−∞
einωt |φnα〉 , (1.52)
where {|φnα〉 ; n ∈ Z} is a basis of the Fourier-Hilbert space F , where the inner product in
F is deﬁned as the time-averaged inner product in H, 〈·, ·〉 := 1T
∫ T
0 dt 〈·, ·〉. This formu-
lation consists thus on replacing a time-dependent Hamiltonian of a ﬁnite-dimensional
Hilbert space H by a time-independent Hamiltonian of an inﬁnite-dimensional Floquet-
Hilbert space F . The relation between the two can be established via the homomor-
phism P : F → H, which projects F onto H. In analogy to (1.45), the solutions to the
Schrödinger equation in terms of the new basis can be expressed as:
|ψF (t)〉 =
∞∑
n=−∞
N∑
α=1
cαe
−iǫα(t−t0)einωt |φnα〉 . (1.53)
By substituting the basis elements einωt |φnα〉 ≡ |φnα(t)〉 into (1.38), we reach the following
equation [
H(t)− i d
dt
]
|φnα(t)〉 = ǫnα |φnα(t)〉 . (1.54)
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The relation between (1.45) and the Fourier coeﬃcients in (1.52) can be established by
calculating the matrix elements of the above quasienergy operator Q(t) ≡ H(t)− i ddt via
the inner product in the Floquet-Hilbert space:
〈φn′α′(t)|Q |φnα(t)〉 =
1
T
∫ T
0
dt e−i(n
′−n)ωt 〈φn′α′ |H(t)− i
d
dt
|φnα〉
= 〈φn′α′ |Hn′−n |φnα〉+ δn′nδα′αnω,
(1.55)
where the Fourier coeﬃcient Hn is the Fourier transform of H(t), Hn = 1T
∫ T
0 dt e
−inωtH(t).
Finally, based on these last assessments, the solutions (1.45) can be spanned in terms of
the F basis as:
|ψ(t)〉 =
∞∑
n=−∞
N∑
α=1
cαe
−i(ǫα+nω)(t−t0)einωt |φα(t)〉 =
∞∑
n=−∞
N∑
α=1
cαe
−iǫnα(t−t0) |φnα(t)〉 ,
(1.56)
where ǫnα ≡ ǫα + nω and |φnα(t)〉 ≡ einωt |φα(t)〉.
This formalism provides a very useful visualization of the Floquet modes in terms
of how the undriven eigenstates mix in the presence of the drive. The drive couples the
eigenstates diﬀering by an integer number of the frequency ω, as follows from (1.55),
resulting on many level crossings in the previous formulation where the spectrum lies
within a single Brillouin zone. Therefore, if the folded spectrum within ω contains many
level crossings, the presence of an external perturbation (in this case, the drive), can
lead to diﬀerent eﬀects depending on the matrix elements of the perturbation between
the states at the crossings. If the matrix elements are non-zero, these will lead to mixing
of those states. In Sec. 1.4.8, we will see that the ability of the drive to mix initially
undriven states is the underlying mechanism determining whether an initially localized
system can remain localized or delocalize in the presence of the drive.
Magnus expansion
A useful tool in the study of Floquet systems to describe their stroboscopic long-time
behavior is the Magnus expansion (ME). In general, this is a power series expansion for
the varying exponents of exponential solutions of linear diﬀerential equations [53, 54].
In the context of Floquet systems, the Magnus expansion applies to the Floquet opera-
tor (1.43) in the high-frequency limit ω → ∞, so that it takes the form of perturbative
series expansions of the Floquet Hamiltonian HF [48],
HF =
∞∑
n=0
H
(n)
F . (1.57)
THERMALIZATION IN ISOLATED QUANTUM SYSTEMS §1.2 17
The question of whether the Magnus expansion has an asymptotic or ﬁnite radius of
convergence is related to the question of ergodicity or lack thereof in driven systems.
If the ME diverges, the Floquet Hamiltonian is non-local, and the system ergodic, ab-
sorbing energy indeﬁnitely and heating up to inﬁnite temperature in the long-time limit.
On the other hand, a convergent ME implies that the Floquet Hamiltonian is local and
thus the total energy of the system is conserved. As a consequence, the system localizes,
being unable to absorb energy from the drive [48, 55]. This issue will be addressed in
more detail after introducing the necessary concepts in the next sections.
For illustrative purposes and in order to make some ﬁnal remarks, we show the ﬁrst
three terms of the series (1.57) [48, 54]:
H
(0)
F =
1
T
∫ T
t0
dt H(t),
H
(1)
F =
−i
2!T
∫ T
t0
dt1
∫ t1
t0
dt2 [Ht1 , Ht2 ],
H
(2)
F =
(−i)2
3!T 2
∫ T
t0
dt1
∫ t1
t0
dt2
∫ t2
0
dt3 ([Ht1 , [Ht2 , Ht3 ]] + [Ht3 , [Ht2 , Ht1 ]]) ,
(1.58)
where we used the short notation Hti ≡ H(ti). In the high-frequency expansion, the
Floquet Hamiltonian is well approximated by the zeroth-order term, since the higher
order terms scale as 1/ωn. The zeroth-order term is the time-averaged Hamiltonian
which will be used in Chapter 3.
1.2 Thermalization in isolated quantum systems
The statistical properties of closed classical systems and their relaxation towards equi-
librium are based on the ergodic hypothesis introduced by Boltzmann [8]. The ergodic
hypothesis states that an ergodic system subject to macroscopic constraints (e.g., energy
conservation), will visit equal phase space volumes in equal times during its time evolu-
tion. This is equivalent to saying that the long-time average and ensemble average are
interchangeable. In the case of the microcanonical ensemble, the above discussion results
in that the “equal a priori probabilities” principle is essential to capture the long-time
average behavior of observables. This is thermalization in the weak sense, since it deals
with long-time averages of observables, while thermalization in the strong sense implies
that instantaneous values of observables approach their steady state as predicted by the
microcanonical ensemble. A second line of thought consists on regarding thermalization
as the approach to typical conﬁgurations, where the latter are equivalent conﬁgurations
with respect to macroscopic observables [56].
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Generalizations of the ergodicity principle to isolated quantum systems started with
the works of von Neumann [9], who stressed the importance of focusing on physical ob-
servables instead of density matrices describing the whole system. In this tenor, many
of these notions progressed over the years [57] and further consolidated with the works
of Deutsch [11] and Srednicki [12], on what is known as the eigenstate thermalization
hypothesis, a mathematical formulation based on the assumption that the eigenstates of
generic quantum Hamiltonians are typical and that the statistical properties of observ-
ables in typical eigenstates match those predicted by the microcanonical ensemble.
Even if quantum ergodicity borrows ideas from classical chaos and typical conﬁg-
urations, there are immediate subtleties that arise in the quantum formulation, such
as the linearity of the dynamical equations and the absence of trajectories that could
ever exhibit strong sensitivity to small perturbations, as typically occurs in the classical
case. Despite this fact, the existing mathematical formulations based on random ma-
trix theory and the eigenstate thermalization hypothesis have been quite successful in
predicting notions of ergodicity in quantum systems. In this section, following [15, 56]
and references therein, we discuss these two central notions and in Chapter 3 we address
some of their caveats.
1.2.1 Random matrix theory
Random matrix theory (RMT), originally introduced by Wigner [10, 58], has been suc-
cessful in describing inherent properties of quantum systems based on the structure of
the energy levels of their Hamiltonians. Although there is no formal connection between
RMT and quantum ergodicity, there is empirical evidence showing that generic quantum
many-body systems which do not have a classical counterpart (such as fermionic or spin
systems in a lattice) do exhibit a crossover between integrable and nonintegrable regimes
by tuning the parameters of the Hamiltonian, where such crossover is reﬂected in the
statistics of random matrices. By unfolding and ordering the spectrum of the Hamilto-
nian, one can study the level spacing distributions and show that for chaotic systems,
the energy levels follow a Wigner-Dyson distribution, while for integrable systems these
follow a Poisson distribution4. In this section we will focus on chaotic systems in which
the above situation can be understood by considering a Hamiltonian whose elements
consist of random numbers taken from a Gaussian distribution, where H |ν〉 = Eν |ν〉;
ν = 1, . . . , N has N − 1 consecutive level spacings sν ≡ Eν+1 − Eν with mean level
4This notion shall be refined once we talk about more general situations that deal with systems
exhibiting many-body localization, where concepts such as robust integrability and anomalous ther-
malization arise.
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spacing distribution ∆ =
∫
ds sP (s) and a distribution P (s) of the form [59]:
P (s) = Aβs
βe−Bβs
2
. (1.59)
This general distribution exhibits level repulsion since the probability of having a level
spacing s, P (s), vanishes as s → 0, whereas it decays as a Gaussian at large level
spacing. Such matrix Hamiltonian with elements Hij generally belongs to an ensemble
of matrices drawn from a random Gaussian distribution P (H) ∝ e−βTr (H2). Depending
on the symmetries of the system, the latter will belong to either the Gaussian orthogonal
ensemble (GOE), the Gaussian unitary ensemble (GUE), or the Gaussian symplectic
ensemble (GSE); each of which is characterized by a diﬀerent exponent β in (1.59) taking
the values β = 1, 2, 4, respectively. In this thesis we will be particularly interested
in systems with and without time reversal symmetry which belong to the GOE and
GUE ensembles. The corresponding eigenstates of H are invariant under orthogonal
and unitary transformations, and consequently, are real or complex vectors uniformly
distributed in the unit sphere. In other words, the eigenstates of H are random vectors
that can be drawn from the Haar measure on the space of unit vectors of the full Hilbert
space, whose components belong to a Gaussian distribution.
Based on these assessments and following [56] with minor modiﬁcations, below we
study the properties of Hermitian operators under the scope of RMT: Given a ran-
dom Hamiltonian H, both the diagonal and oﬀ-diagonal components of any Hermitian
operator Oˆ can be expressed in terms of eigenstates (|ν〉 , |µ〉) of H as:
Oµν ≡ 〈µ| Oˆ |ν〉 =
∑
n
an 〈µ|n〉 〈n| ν〉, (1.60)
where (1.6) was used in the above last equality. The eigenstates of H are orthogonal
random vectors in any basis. When performing the ensemble average (¯·) over random
eigenstates of H, as each of them is uniformly distributed over the unit sphere of all
basis states, then 〈µ|n〉 〈n| ν〉 = 1N δµν , where N is the dimension of the Hilbert space.
Therefore, the ensemble average yields diﬀerent results for the oﬀ-diagonal and diagonal
elements of Oˆ, namely:
Oµν = 0 for µ 6= ν (1.61)
and
Oµµ =
1
N
∑
n
an ≡ O, (1.62)
where the last equality follows from (1.5) with ρ = 1.
The ﬂuctuations of both the oﬀ-diagonal and diagonal elements decrease with the
size of the Hilbert space. As previously mentioned, the eigenstates of H are random
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vectors with their components following a Gaussian distribution, then assuming that the
eigenvalues of Oˆ, {an}, do not scale with the size of the Hilbert space, the ﬂuctuations
for the oﬀ-diagonal components are:
O2µν −Oµν2 =
∑
n
a2n〈µ|n〉2 〈n| ν〉2 =
1
N 2
∑
n
a2n =
1
N O
2; (1.63)
and for the diagonal ones:
O2µµ −Oµµ2 =
∑
n
a2n〈µ|n〉2 〈n|µ〉2 −
∑
n
a2n〈µ|n〉2 〈n|µ〉2
=
∑
n
a2n
(
〈µ|n〉4 − 〈µ|n〉22
)
=
γ
N 2
∑
n
a2n =
γ
N O
2. (1.64)
Since the components 〈µ|n〉 can be either real and complex numbers, the fourth and
second moments of the Gaussian distribution are related as 〈µ|n〉4 = 3〈µ|n〉22 if these
are real and as 〈µ|n〉4 = 2〈µ|n〉22 if these are complex. Therefore, one obtains γ = 2
for the GOE and γ = 1 for the GUE.
Using Eqs. (1.61)-(1.64), the following ansatz expression for the matrix elements of
any operator is derived (to leading order in 1/N ):
Oµν = Oδµν +
√
O2
N Rµν , (1.65)
where Rµν denote random variables of zero mean Rµν = 0 and unit variance |Rµν |2 = 1
(with the exception |Rµµ|2=2 in the GOE ensemble). This ansatz equation then states
that the ﬂuctuations decrease with N and that for large N it can be used to describe the
matrix elements of a given ﬁxed Hamiltonian taken from the GOE or GUE distribution,
without the need of performing an ensemble average.
1.2.2 Eigenstate thermalization hypothesis
The eigenstate thermalization hypothesis (ETH) [11–13, 60, 61] deﬁnes the necessary
conditions for a system to reach thermal equilibrium. It is a mathematical formulation
based on the RMT ansatz (1.65) for the matrix elements of local quantum observables Oˆ
with an additional energy structure,
〈µ| Oˆ |ν〉 = O(E)δµν + e−S(E)/2fO(E,ω)Rµν , (1.66)
where |µ〉 , |ν〉 are eigenstates of the Hamiltonian, S(E) is the thermodynamical (micro-
canonical) entropy of the system and Rµν are either real or complex random variables
THERMALIZATION IN ISOLATED QUANTUM SYSTEMS §1.2 21
with zero mean and unit variance. While O(E) and fO(E,ω) are smooth functions of
their arguments E ≡ (Eµ + Eν)/2 and ω ≡ Eν − Eµ.
As we discuss earlier, if the system relaxes, then it does to the diagonal ensem-
ble, as expressed in terms of local observables in Eq. (1.21). Moreover, if the system
thermalizes we would expect the diagonal ensemble prediction to further be described
by an equilibrium statistical ensemble. Thus, using Eq. (1.21) and the microcanonical
ensemble (1.17), the latter statement can read as follows [13]:
∑
ν
|cν |2Oνν = Omc(E0) ≡ 1N
∑
ν;I0
〈ν| Oˆ |ν〉 , (1.67)
where E0 ≡ 〈ψ0|H |ψ0〉 is the mean energy of the initial state, I0 ≡ [E0− ∆E2 , E0+ ∆E2 ]
denotes the energy window upon which the sum over energy eigenstates is performed
and N is the number of eigenstates in I0. Let us now make some remarks: (i) While
the terms cν on the left hand side of (1.67) depend on the details of the initial state
state, the right hand side depends on the total energy E. (ii) Nevertheless, in order
to ensure the above equality for a given initial condition |ψ0〉, the following condition
should hold [13, 56]:
∆E ≡
√
〈ψ0|H2 |ψ0〉 − E20 ∼ V −c with c < 1 (1.68)
where V is the volume of the system, meaning that the energy ﬂuctuations with respect
to the initial condition should be subextensive. (iii) ETH states that the eigenstate
expectation values Oνν = 〈ν| Oˆ |ν〉 are smooth functions of the energy, O(E), and basi-
cally do not ﬂuctuate between eigenstates that are nearby in energy. Thus, taking into
account the above considerations, using the microcanonical ensemble one should expect
that in a thermalizing system some relation similar to the following should hold:
Oνν = Omc(Eν) = Omc(E0) +O(Eν − E0) ≈ 〈E| Oˆ |E〉 = O(E), (1.69)
where O(Eν − E0) 6 ∆E ≪ 1. Or equivalently, using the canonical ensemble (1.18)
Oc ≡ 1Z(T, V,N)Tr
(
Oˆe−βH
)
=
∑
ν
e−βEν 〈ν| Oˆ |ν〉 = 〈E(T )| Oˆ |E(T )〉 = O(E),
(1.70)
where E(T ) is ﬁxed by the condition ∂S(E)∂E =
1
kBT
.
On the other hand, the oﬀ-diagonal terms of 〈µ| Oˆ |ν〉 are exponentially small since
they are proportional to e−S(E)/2 and S(E) is an extensive variable (S(E) ∝ V ). The
relevance of this exponential term can be understood by considering the temporal ﬂuc-
tuations. Since the minimum level spacing should scale with the volume of the system
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as |Eν −Eµ| ∼ e−cV , it means that the time scales needed for the system to equilibrate
scale exponentially with the volume V . This can be seen from the diagonal elements
in (1.20) before taking the long-time average. However, thermalization is much faster
in experiments than in theory, as in practice it is not size-dependent and therefore the
relevance of the term e−S(E)/2 accounting for the empirical observations. The temporal
ﬂuctuations are therefore relevant for thermalization since
〈∆Oˆ〉2 = lim
T
′→∞
1
T ′
∫ T ′
0
dt [〈Oˆ(t)〉 −O∞] 6 e−S(E) V→∞−−−−→ 0 (1.71)
Likewise, the ﬂuctuations play an important role in how the system approaches its steady
state in a non-equilibrium setting, as we will see in the next section.
Despite the similarities between the ETH ansatz (1.66) and the RMT ansatz (1.65),
the former reduces to the latter only when considering very narrow energy windows in
which the functions O(E) and fO(E,ω) are constant and not only smooth functions of
their arguments.
ETH in generic periodically driven systems
In the previous discussion we only considered static Hamiltonians. The ETH version
for generic periodically driven systems diﬀers on that the expectation values of local
observables are the same in all eigenstates, leading thus to a synchronized state that is
independent of the initial condition in the long-time limit [62, 63]. This is in contrast to
undriven systems in which the ETH is valid, where the expectation values are generally
smooth but not the same for all eigenstates. This diﬀerence is mainly due to the fact
that the folded quasienergy spectrum within a ﬁnite width, leads to the mixing of the
undriven initial state with the entire spectrum (as discussed in Sec 1.1.8), whereas an
undriven Hamiltonian has an extensive energy width and any external perturbation only
couples nearby eigenstates corresponding to energies within a ﬁnite energy window. Note
that the diagonal ensemble in Eq.(1.9) and all its emergent properties in the driven case,
are analogously obtained in terms of the Floquet modes and the quasienergies (1.44).
Evidence of ETH in lattice systems
The ETH mechanism has been widely observed in numerical works involving noninte-
grable lattice models. In the following, we describe some numerical results based on the
ﬁrst work providing numerical evidence of ETH in a nonintegrable model [13]. Namely,
let us consider hard-core bosons repulsively interacting in a two-dimensional lattice with
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no general theoretical arguments supporting the ETH, some
results do exist for restricted classes of systems. For instance, the
ETH holds12 in the case of an integrable hamiltonian weakly per-
d by a single matrix taken from a random gaussian ensemble.
Furthermore, nuclear shell model calculations have shown that
individual wavefunctions reproduce thermodynamic predictions20
There are also rigorous proofs that some quantum systems, whose
classical counterparts are chaotic, satisfy the ETH in the semiclassical
limit . More generally, for low-density billiards in the semi-
, the ETH follows from Berry’s conjecture , which
in turn is believed to hold in semiclassical classically chaotic sys-
tems26. Finally, at the other end of the chaos–integrability spectrum,
in systems solvable by Bethe ansatz, observables are smooth functions
of the integrals of motion. This allows for the construction of indi-
vidual energy eigenstates that reproduce thermal predictions27
In Fig. 3a–c we demonstrate that the ETH is in fact the mechanism
responsible for thermal behaviour in our non-integrable system.
Figure 3c additionally shows that the second scenario mentioned
ve does not occur, because the fluctuations in the EONs
Thermal behaviour also requires that both the diagonal
and the chosen thermal ensemble have sufficiently narrow energy
distributions ) (the product of the probability distribution and
density of states), meaning that in the energy region where the
energy distributions ) are appreciable, the slope of the curve of the
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Figure 1.1: Evidence of ETH in a static nonintegrable system. Upper panel: Com-
parison between the momentum distribution n(kx) for two typical eigenstates (a,b)
with energies close to the mean energy of the initial state E0, and the microcanonical
result. Middle panel: In the upper plot, the eigenstate expectation value n(k0 = 0) as
a smooth function of the eigenstate energy. In the lower plot, the energy distributions
ρ(E) for the diagonal, microcanonical and canonical ensembles. Lower panel: Small
and uncorrelated ﬂuctuations of eigenstate occupation numbers |Cα|2 to the ones in
n(k0 = 0); for 20 eigenstates around E0. Figure adapted from [13].
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Hamiltonian
H = −J
∑
〈i,j〉
b†ibj + h.c.+ U
∑
〈i,j〉
nˆinˆj , (1.72)
where 〈i, j〉 denotes nearest-neighbor pairs of sites, b†i and bi hard-core bosonic creation
and annihilation operators fulﬁlling the usual bosonic commutation relations for i 6= j
in addition to the on-site constraints {bi, b†i} = 1, (bi)2 = (b†i )2 = 0 for all i. Whereas
the nearest-neighbor repulsive interactions are given in terms of the interaction strength
U = 0.1J and the density operator nˆi ≡ b†ibi. The system is prepared in the ground
state |ψ0〉 of a sublattice within the two-dimensional lattice and the relaxation of the
following local observables are further considered: the marginal momentum distribution
along the x-direction n(kx) =
∑
ky
n(kx, ky) and its central component n(kx = 0), where
the full two-dimensional distribution is given by
n(kx, ky) =
1
L2
∑
ij
e−i2πk(ri−rj)/L〈b†ibj〉 (1.73)
with L = Lx = Ly = 5, ri = (ixd, iyd), and d the lattice constant. Some results
corroborating ETH for this nonintegrable system are shown in Fig. 1.1. The upper
panel shows the marginal momentum distribution relaxation dynamics in the initial
state, n(kx). There, the microcanonical ensemble average was performed over eigenstates
with energies lying within a small energy window around the energy of the initial state
E0 ≡ 〈ψ0|H |ψ0〉. This distribution is in agreement with the one obtained using the
diagonal ensemble, as well as using two diﬀerent eigenstates (a,b) with energies close
to E0. Furthermore, the upper plot in the middle panel shows that the eigenstate
expectation value (EEV) n(kx = 0) is a smooth function of the energy. The lower plot
in the middle panel shows agreement between the microcanonical and the diagonal-
ensemble predictions, while not between the these two and the canonical ensemble; this
discrepancy is due to ﬁnite-size eﬀects, nevertheless, one should expect that the three
agree for larger system sizes. The eigenstate-to-eigenstate ﬂuctuations of both the EEVs
and the eigenstate occupation numbers (EONs) |Cα|2 (the weights of the eigenstates of
H in the initial state) are expected to be present. However, for physically relevant initial
conditions, the two are uncorrelated and the EONs ﬂuctuate very weakly with respect
to eigenstates nearby in energy, as shown in the lower panel of the same ﬁgure.
Numerical evidence of ETH was also found in driven systems [62, 63]. Below, we
describe some results based on [62]. Speciﬁcally, let us consider a nonintegrable system
of hard-core bosons in a one-dimensional lattice with time-periodic Hamiltonian
H(t) = −J
∑
i
b†ibi+1 + h.c + V1
∑
i
nini+1 + V2
∑
i
nini+2 + u
∑
i
V (i)ni (1.74)
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FIG. 1. (Color online) Example of the EEV dependence on the
quasienergy for u/ 1 and system size and particle number
14, 7 for a Hilbert space dimension 3432, with
parameters driving frequency h/T
J/4. Points indicate expectation value of the density at site 8 in
an eigenstate of eff ) versus the state’s quasienergy at
two different times. The black line indicates tr( N/L 5.
compare to the mean EEV in a window centered at the current
EEV; an example is shown in Fig. 27]. As expected, the
EEVs show no dependence on quasienergy. Indeed, this result
seems to be natural absent a preferred choice of origin of the
quasienergy BZ.
We next study the approach to the thermodynamic limit.
To do this, we define a root mean square deviation of the
EEVs. Taking an average over a window of 1 states,
with running from w/2 to w/2, the root
mean square deviation is αα . We are
interested in whether and how vanishes with increasing
By numerically fitting its behavior, we find that cD
Appendix for an example fit); the exponent for a number
of different (which we vary by varying the system size
, and the number of particles ) and two observables, the
density at site 8 and the operator , is shown in Fig.
From this, appears to be independent of and approxi-
mately equal to 2; the upwards shift for small is a finite-
size effect, as becomes too small given the level spacing of
Re
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FIG. 2. (Color online) Fitted exponent vs driving amplitude
extracted for the observable as well as the density at site
for the Hamiltonian of Eq. ( ) for driving period /T 1. The
at small is a finite-size effect.
the system sizes we have access to. We therefore conclude that
for a large enough system, the EEVs become independent
of in the thermodynamic limit as expected.
V. DYNAMICS
Having confirmed that the EEVs are all equal, we now
confirm that this does indeed lead to independence of the
final state from the initial state. To this end we explicitly
calculate the dynamics starting from different initial states
and check whether the final state is the same. We follow the
following protocol. Diagonalizing the Hamiltonian of Eq. (
with 1 and a diagonal potential , we
select three states: the ground state, the eigenstate 1 4 of the
way up from the ground state, and the state in the middle of the
band. We then switch off the diagonal potential and, for each
state, calculate the time evolution under periodic driving with,
again, 1, and ) ( with
= + < t < T/2 and T/
as in the preceding discussion. At the beginning of each
period, we calculate the instantaneous expectation of the
Hamiltonian of Eq. ( ). The results are displayed in Fig.
for two different system sizes, the expectation value of the
instantaneous energy evolves to the same value in all three
states, as do the expectation values of the operator
VI. DISCUSSION
Taking a step back, we recognize two things happening
here. First, at long times the system approaches a steady state
[Eq. ( )], which is in principle periodic in time. Second,
and more surprisingly, the EEVs are independent of the
quasienergy, which leads to the synchronized state being
independent of the initial condition. It is rather a property
of the basic degrees of freedom of the system only, such as
their locality and the Hilbert space they span, being essentially
independent of any further “details” of the Hamiltonian. The
system therefore loses all memory of the initial state, unlike
the situation in either nondriven systems undergoing a quench
or integrable driven systems [18].
The necessary ingredient is the absence of an adiabatic limit
as is varied for large enough systems [20 21]. This causes an
arbitrarily small change in to mix all eigenstates together;
applying this to close to the undriven limit 0, we see
that the information contained in the dependence of the EEVs
on energy, which determines the macroscopic properties of the
systemas a function of its energy, is completely scrambled. The
final state mixes together macroscopic properties of undriven
states at all energies and ends up completely featureless as a
result.
By contrast, for a nondriven system, a finite-strength
perturbation only couples unperturbed eigenstates within a
finite fraction of the energy band. As a consequence, the EEVs
of any operator in the perturbed basis are sensitive only to the
unperturbed EEVs from nearby energies. This results in the
perturbed EEVs remaining energy dependent and, in general,
continuous.
The fact that this does not occur for integrable driven
systems,where a periodic generalizedGibbs ensemble is found
instead [18], seems at odds with the generality of the above
Figure 1.2: Evidence of ETH in a nonintegrable Floquet system showing the eigen-
state expectation value of a local observable (the density at site i = 8) in an eigenstate
|α(ǫ)〉 of Heff(ǫ) as a function of its quasienergy ωα at two diﬀerent times ǫ = 0, 0.9T .
The mean-ﬁlling fraction Tr (b†8b8) = N/L = 0.5 is plotted in black. Figure adapted
from [62].
where bi are hard-core bosonic operators, u the driving amplitude and V (i) ≡ u˜(t)(−1)i
a staggered on-site potential that switches repeatedly between u˜(t) = 1 and u˜(t) = −1
every half a period T/2. The driving amplitude, interaction, and hopping parameters
are set to u = V1 = V2 = J = 1 and the driving frequency to ω = 2π/T = J/4 in order
to make the system nonintegrable. Let us then consider the eigenstates and eigenvalues
of the Floquet operator (1.42) for this system. The Floquet operator is related to the
Floquet Hamiltonian via (1.43), whose eigenvalues and eigenvectors given by (1.44).
Denoting t0 ≡ ǫ, (Ht0F ≡ Heff(ǫ)) and its eigenvalues and eigenvectors as e−iωαT and
|α(ǫ)〉 in accordance to Fig. 1.2. The results reported there show that the eigenstate
expectation values of the local density operator, 〈α(ǫ)| b†8b8 |α(ǫ)〉, are independent of the
quasienergies ωα for a system size L = 14 ( t half-ﬁlling). This is expected to occur in a
driven system exhibiting the ETH mechanis , whose long-time behavior is characterized
by a synchronized steady state independent of the initial condition. In contrast to the
undriven case, where eigenstate expectation values generally depend smoothly on the
energy.
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1.3 Absence of thermalization
While tackling the three-body problem, Poincaré not only proved the existence of nonin-
tegrable systems but also that these constitute an absolute majority among all dynamical
systems [64]. This fundamental work gave rise to many important results regarding the
systems belonging to the remaining minority: integrable, or near integrable, systems.
Although to date, there is no precise deﬁnition of what integrability means in a global
sense [65], we know that integrable systems are inherently nonergodic, exhibiting ab-
sence of, or extremely slow, thermalization. The ﬁrst counterintuitive example of a
near integrable complex system was observed in a one-dimensional lattice with nonlin-
ear couplings among rigid masses, namely, the Fermi-Pasta-Ulam (FPU) model [66].
This numerical experiment motivated important results in the ﬁeld of completely inte-
grable nonlinear diﬀerential equations, such as the Korteweg-de-Vries equation [67] for
which exact stable solitonic solutions were proved to exist. Another central result is the
rigorous proof of the Kolmogorov, Arnold and Moser (KAM) theorem [68, 69], formu-
lated by Kolmogorov in 1954 [70]. The KAM theorem states that a weak and smooth
enough nonlinear perturbation of an integrable Hamiltonian system destroys the invari-
ant tori which are localized in resonant regions, while the rest, the non-resonant tori,
get deformed but survive5. Although the above results belong to the ﬁeld of nonlinear
dynamics, they had great impact in new directions for research on quantum many-body
integrable systems. The question of whether or not integrability survives when adding
weak perturbations to a quantum many-body integrable system is precisely at the heart
of the ﬁeld of many-body localization [6], the main subject of this thesis.
1.3.1 Notions of quantum-integrability
As we mentioned above, not all complex systems are ergodic, there are systems for
which the ergodic hypothesis does not hold, namely, all integrable systems. One of the
main indicators of quantum integrability, just as it is for quantum ergodicity, is the
level statistics of the quantum many-body Hamiltonian. According to the Berry-Tabor
conjecture [71], if the system is integrable, the corresponding energy levels E behave as
uncorrelated random numbers following a Poisson distribution [56]
Pn =
λn
n!
e−λ (1.75)
5The invariant tori are foliations in the phase space generated by the solutions of the Hamiltonian
integrable system. These solutions are generally quasiperiodic (if the region is bounded), where a
set of action-angle canonical coordinates can be found. The action variables are integrals of motion
specifying a torus, and their conjugates are angle variables on the torus.
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where n is the probability of having n energy levels and λ the average number of levels
in a given energy interval [E,E+ δE]. In this case, we set the consecutive level spacings
as s = δE/∆ (with ∆ mean level spacing) so that they follow a distribution of the form
P (s) = e−s, (1.76)
which is normalized to one. Thus unlike the Wigner-Dyson distribution (1.59) quantum-
integrable systems do not exhibit level repulsion, as they have a bounded Hilbert space
and many associated level crossings.
In the following, we will distinguish between non-generic and generic integrable sys-
tems. While the former are unstable to the addition of generic perturbations, the latter
are robust under arbitrary weak perturbations and are not analytically solvable. Both
classes of integrable systems fail to thermalize in the sense of ETH, but the mechanism
for the absence of thermalization in each of them diﬀers. The non-generic class is mainly
composed by translationally invariant systems described by a Generalized Gibbs ensem-
ble, whereas the generic class is composed by disordered interacting quantum systems
exhibiting the many-body localization mechanism6. Despite these diﬀerences, the ab-
sence of thermalization has been associated with the existence of a complete set of local
or quasilocal integrals of motion.
1.3.2 Generalized Gibbs ensembles
One of the notions of integrability is based on the existence of an extensive set of inte-
grals of motion or conserved quantities {Iˆℓ} commuting with each other and with the
Hamiltonian; the conserved quantities retain the memory of the initial condition at inﬁ-
nite times and can be written as sums of local or quasilocal operators. While only O(1)
number of extensive conserved quantities are necessary for a nonintegrable system to
relax to the canonical or grand-canonical ensemble prediction, deﬁned in 1.1.4. In an in-
tegrable system, the microcanonical ensemble prediction ceases to describe its long-time
average and therefore ETH is not fulﬁlled. Instead, it may be that the steady state of
the system is described by a statistical ensemble with maximum entropy which accounts
for the presence of those constraints [39]. This ensemble is known as the generalized
Gibbs ensemble (GGE); its associated density matrix can be expressed as
ρGGE ≡ 1ZGGE e
−∑ℓ λℓIˆℓ , (1.77)
6In general, the presence of disorder is not essential for localization, but for the time being, we
will exclude the disoder-free localization phenomenology.
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no general theoretical arguments supporting the ETH, some
results do exist for restricted classes of systems. For instance, the
holds12 in the case of an integrable hamiltonian weakly per-
d by a single matrix taken from a random gaussian ensemble.
Furthermore, nuclear shell model calculations have shown that
individual wavefunctions reproduce thermodynamic predictions20
re are also rigorous proofs that some quantum systems, whose
classical counterparts are chaotic, satisfy the ETH in the semiclassical
limit . More generally, for low-density billiards in the semi-
classical regime, the ETH follows from Berry’s conjecture , which
in turn is believed to hold in semiclassical classically chaotic sys-
tems26. Finally, at the other end of the chaos–integrability spectrum,
in systems solvable by Bethe ansatz, observables are smooth functions
of the integrals of motion. This allows for the construction of indi-
vidual energy eigenstates that reproduce thermal predictions27
In Fig. 3a–c we demonstrate that the ETH is in fact the mechanism
responsible for thermal behaviour in our non-integrable system.
Figure 3c additionally shows that the second scenario mentioned
s not occur, because the fluctuations in the EONs
. Thermal behaviour also requires that both the diagonal
and the chosen thermal ensemble have sufficiently narrow energy
distributions ) (the product of the probability distribution and
density of states), meaning that in the energy region where the
energy distributions ) are appreciable, the slope of the curve of the
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Figure 1.3: Failure of ETH in a static integrable system relaxing to the GGE at long
times. Upper panel: Comparison between n(kx) for two eigenstates (a,b) with ener-
gies close to E0, the microcanonical, and the diagonal results. Middle panel: The up-
per plot clearly shows that the EEV n(k0 = 0) is not a smooth function of the eigen-
state energy. The ρ(E) in the lower plot is similar to the nonintegrable case shown in
Fig. 1.1. Lower panel: The ﬂuctuations of |Cα|2 are large and correlated to the ones in
n(k0 = 0), conﬁrming the disagreement between the microcanonical and the diagonal
ensemble in the upper panel; for 20 eigenstates around E0. Figure adapted from [13].
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where ZGGE ≡ Tr (e−
∑
ℓ λℓIˆℓ). The Lagrange multipliers {λℓ} are ﬁxed, constraining
the mean value of the conserved quantities to that in the initial state 〈ψ0| Iˆℓ |ψ0〉 =
Tr (ρGGEIˆℓ). Numerical evidence of ETH failure for an integrable system relaxing to the
GGE [72] is shown in Fig. 1.3, where the system considered consists of hard core bosons
on a one-dimensional lattice, this is basically described in (1.72) but with U = 0 and in
one dimension.
It has been veriﬁed for a number of integrable, disorder-free, and translationally in-
variant quantum systems, [73, 74], that the GGE average successfully reproduces the
long-time relaxation of one-body and many-body observables after quenches, accom-
panied by vanishing long-time ﬂuctuations of the one-body Green’s functions. The
applicability of the GGE generally fails once disordered systems are considered, where
localization eﬀects take place. If the eigenstates of the Hamiltonian are localized, the
aforementioned ﬂuctuations fail to relax and the inﬁnite-time averages of observables
generally fail to agree with that of the GGE ensemble. This observation was made in
numerical analysis after quenches in disordered Ising and XY spin chains, for disor-
dered Hamiltonians mappable to free-fermion-like (quadratic) Hamiltonians, as well as
in interacting systems [75–77].
Periodic Gibbs ensemble
In [78] it was shown that a large class of integrable periodically driven systems approach a
time-periodic steady state at long times, which is described by a periodic Gibbs ensemble
(PGE). The latter can be derived using the same entropy maximization principle used
in (1.77) and by considering the stroboscopic time-evolution of expectation values of
time-independent operators, {Oˆ(tn);n ∈ Z}. In analogy to the static quench, this
series converges to a well-deﬁned synchronized state, where the integrals of motion are
in turn periodic in time and fulﬁl the same constraints imposed by the PGE ensemble
analogously characterized by a density matrix of the form (1.77).
As in the undriven case, the necessary condition for the stroboscopic steady state to
be captured by the PGE is that the expectation values of bilinear operators approach
to a well-deﬁned limit at long times. The applicability of the PGE is limited to the
case of integrable systems that can be mapped to quadratic Hamiltonians, provided
that their eigenstates have small inverse participation ratio (see SM of [78]), i.e., that
these are extended eigenstates. This is generally true in the thermodynamic limit, but
as mentioned before, fails once disordered systems are considered.
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1.4 Localization prevents thermalization
One of the main mechanisms of ergodicity breaking is localization. This can be generally
understood in terms of destructive interference between multiple quantum mechanically
allowed scattering paths, where the squared sum of the latter constitute the probability
that a particle propagating through a medium returns to its starting point. Hereinafter,
we will be mainly concerned with the eﬀects of localization induced by disorder, which
may give rise to Anderson localization or many-body localization, depending on whether
noninteracting or interacting systems are considered. Both mechanisms result in the
absence of thermalization in which a system out of equilibrium, eventually reaches an
unknown a priori nonergodic steady state at long times. Before we can hope to answer
what is the characterization of such nonergodic steady state, we will devote the next
sections to the study of some main characteristic properties of such localized systems;
from their eigenstate properties to their dynamical response after quenches.
1.4.1 Anderson localization
The presence of quenched disorder in a medium can lead to striking physical situations.
Chief among them is the phenomenon of Anderson localization (AL) in which a critical
amount of disorder (embodied by a random potential) acts on a noninteracting quantum
system, leading to an exponential localization of the single-particle wave functions and
to the absence of diﬀusion. This results from destructive interference associated with
coherent backscattering. An important manifestation of Anderson localization is the
metal-insulator transition at zero temperature, which is reﬂected in the conductivity and
the associated transport properties of the system. As we shall see, AL is the cornerstone
of a much richer phenomenology of delocalization-localization transitions that have been
the subject of active research.
We begin by discussing Anderson’s seminal work [2] that considers a tight-binding
model of a single electron hopping on a three-dimensional lattice in the presence of a
disordered potential, with Hamiltonian
H =
∑
i=1
Eic
†
ici +
∑
i,j
Vijc
†
icj + h.c, (1.78)
where c†i (ci) creates (annihilates) an electron on site i; the on-site energies {Ei} are
uncorrelated random variables uniformly distributed in the interval −W < Ei < W ,
with W the disorder amplitude; and the hopping terms are constant and short-ranged,
i.e., Vij = V for i, j nearest neighbors and zero otherwise. This is also known as the
Anderson model, for which Anderson found that suﬃciently strong disorder leads to
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exponential localization of its eigenfunctions.
Anderson formulated the problem in terms of the locator expansion which, in brief,
consists on treating the hopping term perturbately in the limit V ≪ W , where the
resonant condition V ∼ W is given by the typical energy mismatch |Ei − Ej | ∼ W . In
the following, our purpose is not to repeat Anderson’s actual calculation, but to plainly
sketch some of the essential steps that led him to that discovery. As we shall discuss in
the next section, at the conceptual level, some of these steps are useful to understand
the leap from the noninteracting to the interacting problem.
Based on [79], the locator expansion approach can be roughly sketched as follows.
First, let us consider the zeroth-order approximation in which the eigenstates |ψi〉 are
localized on individual sites |j〉, i.e., ψi(j) ≡ 〈j |ψi〉 = δji. Thus, if we were to calculate
the probability that an initially localized eigenstate on site i at time t = 0 spreads over
other sites j at later times, we would need to take into account the subsequent orders in
perturbation theory. The starting point consists thus on calculating the Green’s function
in the energy domain, namely,
Gji(E) ≡
∫
dt
2π
eiEtGji =
∫
dt
2π
eiEt 〈j| e−iHt |i〉
= −i lim
η→0+
∫ ∞
0
dt eiEt−ηt 〈j| e−iHt |i〉 = 〈j| (E −H + i0+)−1 |i〉 ,
(1.79)
where an imaginary term iη is added, so that the Green’s function acquires an imaginary
part. The latter satisﬁes the Schrödinger equation
EGji(E) = δji + EjGji(E) +
∑
k
VjkGki(E), (1.80)
whose solution can be expressed in terms of the following series expansion
Gji(E) =
δji
E − Ei +
Vji
(E − Ej)(E − Ei) +
∑
k
VjkVki
(E − Ej)(E − Ek)(E − Ei) + · · · (1.81)
This is known as the locator expansion. Given the relation
Gii =
1
E − Ei − Σi(E) , (1.82)
where Σi(E) is the self-energy, the latter can be deﬁned as
Σi(E) =
∞∑
n=1
∑
k1...kn 6=i
ViknVknkn−1 · · ·Vk1i
(E − Ekn)(E − Ekn−1) · · · (E − Ek1)
. (1.83)
The next crucial step is to evaluate the imaginary part of the self-energy and take the
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limit η → 0+,
lim
η→0+
ImΣ0(E + iη). (1.84)
Here, it is useful to make some observations. The above equation leads to the Green’s
function iG00(t), which expresses the return probability of a particle located at site i = 0
in time. Whereas the Green’s function is in turn related to the local density of states
̺i(E) ≡
∑
j |ψi(j)|2δ(E − Ej), as [80]
̺0(E) = − lim
η→0+
1
π
ImΣ0(E + iη). (1.85)
As for the term iη, this can be interpreted as a sink assigned to every site representing
some particle loss rate η > 0. If η is ﬁnite, then the return probability vanishes at t → ∞
as e−ηt. Therefore, in order to have the possibility to obtain a ﬁnite return probability,
one should necessarily take the limit η → 0+, where (1.84) converges to a non-regular
function of E. On the other hand, before applying the above limit, it is necessary to
sum the perturbative series to all orders by taking the limit n → ∞ to account for
resonances. If resonances exist, then (1.84) converges to a regular function of E7.
The above assumptions lead to two possible outcomes in terms of the eigenstates of
the Anderson model [2, 79]: (i) If their corresponding energies lay within a range of E
where (1.84) is zero or inﬁnite, then it follows that the eigenstates are localized, with
their respective amplitudes decaying as ∼ e−r/ξ around their centres of localization,
with localization length ξ. (ii) If their corresponding energies lay within a range of E
where (1.84) is regular, then it follows that the eigenfunctions are extended, resembling
Bloch waves with their amplitudes scaling as the inverse of the system’s volume. How-
ever, these two characteristic behaviors are washed out when averaging over disorder,
since the quantity
Γ ≡ −ImΣ0(E + iη) (1.86)
is itself a random variable and the average 〈Γ〉 in both cases leads to the same result. In
spite of this, both averages have diﬀerent meanings [81]. If the eigenstates are extended,
〈Γ〉 is contributed by typical events. Whereas if the eigenstates are localized, 〈Γ〉 is
contributed by rare events.
As a result, the probability distribution PE,η(Γ) has to be considered. In the extended
case, PE,η(Γ) turns out to be a Gaussian-like distribution for which the average 〈Γ〉 is
representative. Whereas in the localized case, the distribution is composed of a high peak
and a long tail in the average and typical values of Γ, respectively. In general, Γ is a sum
of Lorentzians of width η and height V 2/η, randomly positioned in space and separated
by W . Therefore, the probability that E falls between two Lorentzians is ∼ 1, leading to
7For finite n, the limit would have resulted in a finite sum of delta functions.
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Figure 1.4: Temperature dependence of the conductivity in the Anderson model.
The regions of extended and localized states separated by mobility edges Ec in an
energy-density of states scheme. The red dotted line denotes the Fermi level EF . (a)
The conductivity σ(T ) is ﬁnite at any temperature T when EF is in the region of ex-
tended states, due to thermal excitations. (b) If EF is in the localized region but there
are extended states present, σ(T ) vanishes when T → 0. (c) The conductivity is ex-
actly zero at any temperature if all the states are localized.
typical events Γ ∼ ηV 2/W 2 with probability distribution PE,η(Γ) ∼ W 2/ηV 2. Whereas
the probability that E hits one Lorentzian is small ∼ η/W , leading to rare events
Γ ∼ t2/η with probability distribution PE,η(Γ) ∼ η2/WV 2. Thus, when taking the limit
η → 0+, the full distribution in the localized case will tend to a delta function, meaning
that the probability of having ﬁnite Γ is equal to zero. This leads to the conclusion that
the general criteria to distinguish between extended and localized states in the Anderson
model is:
lim
η→0+
lim
vol→∞
PE,η(Γ > 0)

> 0; extended= 0; localized (1.87)
Anderson transition
It has been rigorously proven that in one-dimension [3] and believed that in two-
dimensions [4] inﬁnitesimally small disorder leads to exponential localization of all the
eigenfunctions at all energies, implying zero conductivity σ(T ) = 0 at any temperature
T . While in higher dimensions, d > 2, a localization transition takes place. This is
predicted by the scaling theory of localization developed by Abrahams et al. [4], which
in turn is described in terms of the (dimensionless) Thouless conductance
g(L) =
ET
δ
=
h
e2
G(L), (1.88)
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where ET is the Thouless energy which is inversely proportional to the Thouless time,
namely, the diﬀusion time of a particle through a system of size L, and δ is the mean
level spacing of the energy levels. The scaling function is deﬁned as
β(g) = d log(g)/d log(L), (1.89)
which vanishes at the transition for some critical value of disorder above which localiza-
tion occurs. This is known as the Thouless criterion for localization. The critical point is
related to the mobility edge, a concept originally introduced by Mott [82], which corre-
sponds to the critical energy Ec separating localized and extended states. The localized
states correspond to energies E < Ec (E > E′c), whereas the extended states correspond
to energies E > Ec (E < E′c) (see Fig. 1.4). In terms of transport, the conductivity σ in
the Anderson model is determined by the position of the Fermi energy EF with respect
to the closest mobility edge Ec. The conductivity is ﬁnite at any ﬁnite temperature when
the Fermi level lies above the mobility edge, i.e., when this is in the band of extended
states8 and thus the system is a metal. If the Fermi level lies in the band of localized
states, i.e., below the mobility edge–provided there is an existing band of extended states
as well, then the conductivity follows an Ahrrhenius law σ(T ) ∼ exp[−(EF − Ec)/T ]
which vanishes when the temperature goes to zero. Whereas if all the states are local-
ized, the conductivity is strictly zero at any temperature. A system in this insulating
phase is also called an Anderson insulator. As we mentioned before, this latter scenario
always occurs for d=1,2 for arbitrarily small disorder. The temperature dependence of
the conductivity is illustrated in Fig. 1.4.
The Anderson model (1.78) can be expressed in the occupation number representa-
tion as
H =
∑
α
ǫαc˜
†
αc˜α, (1.90)
where c˜†α creates a particle in the single-particle eigenstate φα and ǫα is the eigenenergy
of the particle occupying that state. In the absence of interactions, the Hamiltonian
is quadratic and therefore remains valid in the case of N particles9. Its N-particle
eigenstates are product states of the single-particle eigenstates, being a set of Slater
determinants that in turn can be characterized by a full set of occupation numbers,
Φα = |nα1 , . . . , nαL〉; with nαi = 0, 1 and L the system size, as discussed in Sec. 1.1.7.
8Due to thermal excitations and in the absence of phonon-assisted hoping or interactions.
9Since it yields the same solution for both the one-particle and N -particle sector Slater determi-
nant.
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Multifractality across the Anderson transition
The inverse participation ratios (IPRs) [83]
Pαq ≡
∑
n
| 〈n|φα〉|2q, (1.91)
carry information about the localized or delocalized structure of an eigenstate |φα〉 in
the computational (conﬁguration space) basis |φα〉 =
∑
n 〈n|φα〉 |n〉; where q ≥ 1 and
N is the dimension of the matrix Hamiltonian (1.90). At the Anderson transition, the
IPRs exhibit anomalous behavior
〈Pαq 〉 ∼ N−Dq(q−1), (1.92)
where 〈·〉 denotes disorder average and Dq the generalized dimension. In the localized
phase Dq = 0 and in the metallic phase Dq = d, where d is the dimension of the system.
While at the critical point, the generalized dimension Dq depends nonlinearly on q,
characterizing the scaling behavior of multifractal states [83].
The eigenstate structure has also implications on the dynamical properties of the
system. For example, it was shown that the return probabilities of wave packets at the
mobility edge, exhibit power-law behavior [84] and that this is in agreement with the
second moments of spatial and spectral measures, each characterized by a generalized
dimension D2 and D˜2, respectively. The latter is typically associated with some initial
state |ψ0〉 and obtained from a dynamical scaling of its delocalized structure with respect
to the energy eigenstates,
〈P 02 〉 ∼ N−D˜2 , (1.93)
where |ψ0〉 =
∑
α 〈φα|ψ0〉 |φα〉 and P 02 is the long-time average of the return probability.
This can be readily seen by considering the Green’s function G(t) ≡ 〈ψ0| e−iHt |ψ0〉
encoding the time evolution of the initial state, so that
P ≡ lim
T
′→∞
1
T ′
∫ T ′
0
dt |G(t)|2 =
∑
α
| 〈φα|ψ0〉|4 ≡ P 02 . (1.94)
Of particular interest is to study localization in real space, in which the initial state
is typically a product state and therefore corresponds to one element of the basis of the
conﬁguration space. In this regards, it was further shown that the generalized dimensions
associated with the eigenstate structure in real space and energy space are related as
Dq = dD˜q [85].
In this section we have given an overview of some important foundations upon which
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the ﬁeld of many-body localization is built. In the next chapter, we will see how these
are conceptually related to the general case of disordered interacting systems.
1.4.2 Many-body localization
The problem of whether Anderson localization persists in the presence of interactions
was posed by Anderson since 1958. Despite some great advances were made [5, 7, 86],
the problem remained elusive until the work of Basko, Aleiner, Althshuler (BAA) [6]
appeared nearly 50 years later. Following Anderson’s locator expansion approach and
using diagrammatic techniques to treat the interactions to all orders in perturbation the-
ory, BAA proved that localization persists up to ﬁnite temperatures, a scenario in which
there is a many-body mobility edge separating localized from extended eigenstates of the
many-body problem. Since then, this problem is referred to as many-body localization
(MBL) [6].
BBA [6] considered a closed quantum system in which all single-particle states are
localized, where the particles interact weakly with each other at low but ﬁnite tem-
peratures, and proposed that many-body localization can be regarded as a many-body
Anderson-like model of localization in Fock space, where the latter is the space of single-
particle states of the noninteracting problem. From this point of view, localization can
be vizualized as a process in which a many-body state, corresponding to some low but
ﬁnite energy density, is constrained to some subspace of the full Fock space. For conve-
nience, let us rewrite the conventional Anderson model H0 (1.78) in terms of Np spinless
fermions to which we add an interacting Hamiltonian HI accounting for nearest-neighbor
interactions in a lattice of N = Ld sites. The disordered interacting Hamiltonian thus
reads as
H = H0 +HI = −t
∑
i
c†ici+1 + h.c +
∑
i
hini + λ
∑
i
nini+1, (1.95)
where c†i creates a spinless fermion on site i, ni ≡ c†ici, and hi are random numbers
taken from a box distribution hi ∈ [−W,W ]; t is the tunnelling constant, W the disorder
strength, and λ the interaction strength. We can rewrite the above Hamiltonian as
H =
∑
α
ǫαc˜
†
αc˜α +
∑
αβγδ
Vαβγδ c˜
†
αc˜
†
β c˜δ c˜γ , (1.96)
where c˜†α creates a fermion in the single-particle localized orbital φα(i) (which is an
eigenfunction of H0) with energy ǫα and c˜
†
α =
∑
i φα(i)c
†
i .
BAA argued that due to the localization of the single-particle orbitals φα(l) (with
their envelopes exponentially decaying around their centers of localization with localiza-
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tion length ξ), the interaction matrix elements
Vαβδγ = λ
∑
l=1
φ∗α(l)φ
∗
β(l + 1)φγ(l + 1)φδ(l), (1.97)
should decay exponentially with the distance between single-particle states φα, φβ and
φγ , φδ, respectively. On the other hand, the characteristic energy scale of the energy
spacing between nearby single-particle localized states is know as localization level spac-
ing and deﬁned as [6]
δξ =
1
υξd
, (1.98)
where υ is the single-particle density of states per unit volume. The assumption of weak
interactions can thus be stated as λ ∼ |Vαβδγ |/δξ ≪ 1. This condition shall be fulﬁlled
when the single-particle energy spacings do not exceed the localization level spacing, i.e.,
|ǫα − ǫγ |, |ǫβ − ǫδ| . δξ or |ǫα − ǫδ|, |ǫβ − ǫγ | . δξ. (1.99)
Otherwise, the matrix elements Vαβδγ must vanish.
Localization in Fock space
In order to formulate the problem in terms of localization or delocalization of the many-
body states in Fock space, BAA used a basis of states represented by Slater determinants
made of single-particle eigenstates of H0. The associated Fock space dimension N =(
N
Np
)
scales exponentially with the number of sites N ∝ esN , where s = −pn ln pn+(1−
pn) ln(1− pn) is the Shannon entropy of the system and the distinct conﬁgurations are
given by the ﬁlling fraction pn = Np/N . The Slater determinants |µ〉 in the occupancy
number basis are given by
|µ〉 =
∏
(c˜†α)
nα |0〉 , (1.100)
where |0〉 denotes the vacuum state. Therefore, the Hamiltonian (1.96) can be recast
equivalently in terms of the new basis as
H =
∑
µ
Eµ |µ〉 〈µ|+
∑
µ 6=ν
Vµν |µ〉 〈ν| , (1.101)
where
Eµ ≡
∑
α
ǫαnα + Vµµ (1.102)
is the Hartree-Fock term, which includes the diagonal matrix elements of the interaction
term Vµµ. Whereas the oﬀ-diagonal matrix elements of the interaction term are given
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by
Vµν ≡
∑
αβγδ
Vαβγδ 〈µ| c˜†αc˜†β c˜δ c˜γ |ν〉 , (1.103)
where |ν〉 = |. . . , nα − 1, . . . , nβ − 1, . . . , nγ + 1, . . . , nδ + 1〉. One can then realize that
the Hamiltonian (1.101), in spite of its much higher complexity, has the same structure
as the Anderson model deﬁned in (1.78). Using this analogy, BAA interpreted the N
Slater determinants as sites, the Hartree-Fock energies as the random on-site energies,
and the oﬀ-diagonal interaction terms (1.103) as hopping terms in this Fock space which
is some graph with unknown geometric structure [6], where the typical energy mismatch
for a hopping process to occur is
|ǫα + ǫβ − ǫγ − ǫδ| ∼ δξ. (1.104)
Then, they sought to answer the old question of whether electron-electron interac-
tions in such a system can lead to a variable-range hopping conductivity in the way
phonons do at ﬁnite temperatures T , as originally introduced by Mott [87], but in the
absence of phonons. The formula for the conductivity was then regarded as
σ(T ) ∝ T γ exp
[
−
(
δξ
T
) 1
d+1
]
, (1.105)
where T γ is a mechanism-dependent prefactor and the exponential term is universal, with
its argument representing an optimized volume in terms of the single-particle localization
spacing and the temperature.
Many-body metal-insulator transition
Following Anderson’s approach [2] sketched in 1.4.1, BAA calculated the locator expan-
sion using the self-consistent Born approximation to all orders to obtain the imaginary
part of the single-particle self-energy, the analogous order parameter Γ (1.86) and its
probability distribution P (Γ > 0) (1.87). For the detailed calculation we refer the reader
to [6, 88].
Hence, by identifying the disorder strength W , the hopping amplitude V , and the
coordination number K = 2d of the Anderson model with the energy mismatch δξ, the
coupling between states λδξ, and the energy transfer Tδξ , respectively. Their conclusion
was that in fact there is a ﬁnite-temperature metal-insulator transition at a critical
temperature, which by analogy with the resonance condition for the Anderson transition,
K ln
(
W
V
)
= WV , results in
Tc ≈ δξ
λ| lnλ| , (1.106)
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where the critical temperature is determined by Eq.
Þ ¼
The schematic temperature dependence of the conductivity is summarized on Fig. 1
Therefore, the temperature dependence of the dissipative coe cient in the system shows
the singularity typical for a phase transition.
To prove Eqs. (22) we use the Gibbs distribution and find
Þ ¼ Þ ¼
Þÿ
Þÿ
where the entropy ) is proportional to volume, and is counted from the ground state.
The integral is calculated in the saddle point or in the steepest decent approximations, ex-
for !1. The saddle point ) is given by
Taking into account ) = 0 for we find:
Þ ¼ ½  
Asboth energies entering the exponential are extensive, , we obtain Eqs. (22)
As we already mentioned, vanishing of the dissipative conductivity at means
ing of all relaxation processes. In particular the microcanonical distribution could
never be established for the closed system. In this respect, the dynamics of the system
bles the glassy state [19]
To establish the thermal equilibrium in such insulating state requires finite coupling of
the system with the external reservoir (i.e., phonons). The presence of the finite electron–
phonon interaction (as phonons are usually delocalized), smears out the transition, and
1. Schematic temperature dependence of the dc conductivity ). Below the point of the many-body metal–
) = 0, as shown in Section . Temperature interval to
is valid. In this regime for the model described in Section ) is
by Eqs. on 10. At high-temperature metallic
n theory of is valid.
et al. / Annals of Physics 321 (2006) 1126–1205
Figure 1.5: Temperature dependence of the DC conductivity, σ(T ), in the many-
body metal-insulator transition. The many-body localized or insulating phase corre-
sponds to the region T < Tc where σ(T ) = 0. The metallic or ergodic phase corre-
sponds to the region T > Tc. Adapted from [6]
with δξ the localization spacing and λ the interaction strength. This deﬁnes a many-
body mobility-edge separating localized and extended eigenstates of the many-body
interacting problem, as illustrated in Fig. 1.5.
In the many-body localized phase, the conductivity σ(T ) is exactly zero for a ﬁnite
range of temperatures T < Tc, where in fact temperature is ill-deﬁned and should be
regarded as energy density, since there is absence of thermalization and breakdown of
conventional thermodynamics. While the conductivity is ﬁnite in the metallic phase,
with associated temperature T > Tc. The metallic phase is often referred to as thermal
phase or ergodic phase and the many-body metal-insulator transition simply as many-
body localization transition.
This many-body localization transition is not a thermodynamic but rather a dynam-
ical phase transition, since it is not reﬂected in the divergence of physical quantities as a
function of temperature (such as speciﬁc heat or susceptibility), but rather on the diver-
gence of dynamical ﬂuctuations of wave functions. It is neither a conventional quantum
phase transition since there is a many-body mobility edge, meaning that it can take
place at ﬁnite energy densities.
The metallic phase and eigenstate multifractality
According to BAA [86, 89, 90], the metallic phase above consists of two types of metals:
a “good metal” and a “bad metal”, each of which is characterized by extended states that
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depend strongly and weakly on the temperature, respectively. The states |µ〉 character-
izing both metallic phases were deﬁned in terms of their occupation number Nµ in the
Fock space (some graph of N sites) and regarded as [90]:
Nµ/N → 0 “nonergodic”; Nµ/N → const > 0 “ergodic”. (1.107)
Using BAA’s analogy, the above deﬁnition of ergodic (nonergodic) extended states can
be understood in terms of the IPRs deﬁned in (1.91) and their relation to the onset of
multifractal states at the Anderson transition, by replacing the many-body eigenstates
of (1.101) in some basis and doing the same scaling analysis at the MBL transition.
Note that the occupation numbers Nµ (the number of sites occupied by a many-body
eigenstate in Fock space) can be thus quantiﬁed in terms of the analogous participation
ratio 1/Pµ2 in the same way the participation ratio of the noninteracting problem is
related to the occupation numbers of the single-particle states in real space.
Furthermore, likewise the IPRs Pαq , the degree of eigenstate delocalization can be
measured via Rényi entropies,
Sαq ≡
1
1− q lnP
α
q =
1
1− q ln
(
N∑
n
|〈n|α〉|2q
)
, (1.108)
from which the fractal generalized dimensions can be obtained Dq = limN→∞ Sαq / lnN ,
where N is the Hilbert-space dimension. While the limit q → 1 reduces to the Shannon
entropy
Sα1 = −
N∑
n
|〈n|α〉|2 ln |〈n|α〉|2, (1.109)
with associated generalized dimension D1 = Sα1 / lnN [91].
Here, let us emphasize that the deﬁnition of ergodicity in the sense of Eq. (1.107)
is not that of ETH discussed in Section 1.2.210. In particular, the question that arises
in this connection is that of the role of the multifractal structure of the many-body
eigenstates in the long-time behavior of local observables and the onset of thermalization
as characterized by ETH. In fact, the stability of this extended nonergodic phase in the
thermodynamic limit remains an open question [92].
Moreover, in the same side of the MBL transition it was found that there is a broad
region characterized by having zero DC conductivity [93], in contrast to the ﬁnite DC
conductivity assumed. This nontriviality of the ergodic phase, as well as the aforemen-
tioned unclear connection between both concepts of ergodicity (delocalization of wave
functions in the full Fock space vs eigenstate thermalization), have been the subject of
10In the many-body problem there is no natural basis against which to measure the degree of delo-
calization
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much debate in the recent years [92]. This will be discussed in more detail later on.
1.4.3 Spectral properties
Oganesyan and Huse [94] proposed that for systems with bounded energy density, such
as lattice systems with a ﬁnite number of states per site, the MBL transition can occur
up to inﬁnite temperatures, or in other words, at any highly excited eigenstate [94].
Using a one-dimensional model of disordered interacting spinless fermions, they studied
the spectral statistics of the corresponding Hamiltonian’s adjacent energy levels δn =
En+1 − En (arranged in ascending order) and found that in the many-body localized
phase these follow a Poisson distribution11, whereas in the ergodic phase they obey a
Wigner-Dyson distribution (the GOE in the model studied). The crossover between
both regimes was found to be well signalled by the level spacing ratio [94]
r ≡ min(δn, δn+1)
max(δn, δn+1)
, (1.110)
where the average over the majority of the spectrum yields 〈r〉POI = 2 log 2− 1 ≈ 0.386
and 〈r〉GOE ≈ 0.529, in each phase. These results thus provided a connection with the
notions of integrability and ergodicity in terms of RMT exposed in the previous sections.
Further details on the analysis of the level spacing statistics will be addressed a bit
later. For the time being, we intend to connect these ﬁndings with numerical studies
on the single-particle interpretation of Hilbert-space localization of BAA in terms of
individual high-energy eigenstates which resulted in new concepts speciﬁcally related to
the many-body localized phase.
Single-particle interpretation of the many-body localized phase: Numerical
evidence
Bauer and Nayak [95] tested the BAA picture of MBL using numerical simulations of
disordered weakly interacting spinless fermions in one dimension, namely those with
Hamiltonian (1.95) and studied the single-particle interpretation in terms of the prop-
erties of the random graph (1.101), such as the coordination number (the lowest-order
in perturbation theory) of the graph,
z = 〈zµ〉 with zµ =
∑
ν 6=µ
Vνµ
Eν − Eµ , (1.111)
11This is to be expected in this phase, since states that are close in energy are far apart in the
Fock space of localized single-particle orbitals and therefore do not couple nor is there level repulsion.
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where 〈·〉 denotes average over both disorder and µ. They found that in both the
many-body localized phase and the delocalized phase, z scales linearly with the system
size z ∼ L. This was attributed to the fact that in a system with Np particles, the
number of Slater determinants |ν〉 to which the system can hop to is proportional to Np
since each of the Np particles can transition to a nearby (in both energy and location)
state. However, they suggested a way to distinguish both regimes by providing speciﬁc
deﬁnitions of both a many-body localized state and the many-body localized phase in
terms of individual high-energy eigenstates and some of their properties. Below, we
speciﬁcally describe those related to adiabatic continuity and entanglement.
The many-body localized phase and the adiabatic theorem
According to [95], a many-body localized energy eigenstate |ψ〉 of (1.101) on some graph
is a state that under certain conditions can be adiabatically connected to a state of
the corresponding noninteracting Anderson insulator, |ΦS〉, where the latter is a Slater
determinant of single-particle localized orbitals. More precisely, |ψ〉 is a many-body
localized state if there is a ﬁnite-depth local unitary transformation U that transforms
|ψ〉 into |ΦS〉, “almost everywhere and to within desired accuracy”. In particular, an
m-local unitary circuit of depth D is deﬁned as [95]
U =
D∏
i=1
m−1∏
j=0
(
U ij ⊗ U im+j ⊗ U i2m+j ⊗ . . .
)
, (1.112)
where U ik is a unitary operator acting on at most m consecutive sites starting at site k.
It is the scaling of D with system size that distinguishes many-body localized states
from the extended states. While this deﬁnition applies to single eigenstates of the
Hamiltonian, one deﬁnition that would apply to the properties of the Hamiltonian per
se is that of the many-body localized phase, this being the regime in which almost
all energy eigenstates satisfy the property of being many-body localized as above [95].
In other words, states of a many-body localized system are adiabatically connected
to the Anderson insulator, meaning that the property of being an Anderson insulator
remains "to within desired accuracy" in the presence of interactions. While the adiabatic
theorem is typically valid only at the ground state of many physical situations, strikingly,
in many-body localized systems (with some exceptions) this property remains valid at
highly excited states with a ﬁnite energy density above the ground state.
Furthermore, the matrix elements of a bounded local operator X in terms of many-
body localized energy eigenstates of the system, Cµ′µ ≡ 〈µ′|X |µ〉, will inherit the prop-
erties of the noninteracting problem via a local unitary transformation Uµ for each
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state |µ〉 [95],
Cµ′µ = 〈µ′|U †µ′Uµ′X U †µUµ |µ〉 = 〈ΦSµ′ |Uµ′X U †µ |ΦSµ〉 , (1.113)
where Uµ′X U
†
µ is also local and Uµ of ﬁnite depth D. From this, a connection with the
nonergodic states proposed by BAA in (1.107) can then be established via the moments
of Cµ′µ, which are directly related to the IPRs (1.91). In other words, the expectation
values of local operators in many-body localized states inherit the localized nature of
the eigenstates of the Anderson insulator, resembling the occupations numbers Nµ in
Fock space.
Entanglement structure
As discussed in Sec. 1.1.3, the bipartite entanglement entropy (1.12) between comple-
mentary regions A and B of a closed quantum system distinguishes separable product
states with zero entanglement from states which are highly entangled. It was previ-
ously found that ground states of gapped quantum many-body systems exhibit an area
law of entanglement entropy of the subsystem which scales as the surface area thereof.
Whereas highly excited states of generic quantum many-body systems that thermalize
and where the eigenstate thermalization hypothesis [11–13] is valid, obey a volume-law
scaling, where the entanglement entropy is furthermore identiﬁed with the thermody-
namic entropy of the subsystem [33, 34, 37].
The deﬁnition of a many-body localized state exposed above lead to the natural
conclusion that many-body localized eigenstates at ﬁnite energy densities should obey an
area law of entanglement, since they are approximately Slater determinants and therefore
can be regarded as being close to product states with associated low entanglement. This
notion was also veriﬁed numerically [95]. Thus for any subregion A of the system, the
entanglement entropy of a many-body localized state |ψ〉, SA (1.12), satisﬁes an area
law scaling
SA ∼ ∂A (1.114)
where ∂A is the boundary of A. This means that in one-dimensional systems of length L,
the bipartite entanglement entropy at a certain cut scales as SA ∼ const. While at arbi-
trary dimensions Ld, it scales as SA ∼ Ld−1. In contrast to generic quantum many-body
systems in which the ETH is valid, where the entanglement entropy of all eigenstates
follows a volume law SA ∼ Ld, furthermore identiﬁed with the thermodynamic entropy
of the subsystem corresponding to ﬁnite temperatures [96, 97].
Thus, a system in the many-body localized phase can be deﬁned as that whose
almost all (lowly and highly excited) eigenstates obey an area law of entanglement,
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a random magnetic field, governed by the Hamiltonian
[1,L
(1)
with wn from a uniform distribution [ h,h] (to-
tal magnetization is conserved). Model ( ) has been
used [21 28 33 41] as a prototype for the MBL transition
in the “infinite-temperature” limit, where the full many-body
spectrum (or a large fraction thereof) is considered for systems
of maximum size 16. In this work, we instead use a
shift-inverse ED approach and are able to reach eigenstates
at arbitrary energy density for systems up to 22 with
very large Hilbert spaces (dim 22 705 432 in the
sector). Our simulations unambiguously reveal the existence of
an extensivemany-body localization edge: The resulting phase
diagram (disorder strength vs energy density ; Fig. ) is built
on a careful finite-size scaling analysis of numerous energy-
resolved estimates. In particular, the transition is captured
using, e.g., spectral statistical correlations between nearby
eigenstates, volume vs. area law of entanglement entropies
and bipartite fluctuations, spin relaxation, and localization
properties in the Hilbert space, which all roughly agree within
error bars. We also perform a scaling analysis close to the
MBL transition.
Characterization of ergodic and localized regimes. Before
presenting our numerics, we summarize the main differences
between ergodic and localized phases, and the observables
used to quantify them.
(a) Level statistics and eigenvectors similarity. A popular
way to differentiate extended and localized regimes relies
on studying spectral statistics using tools from random
matrix theory [44]. In the ergodic regime, the statistical
distribution of level spacings follows Wigner’s surmise of the
Gaussian orthogonal ensemble (GOE), while a Poisson distri-
bution is expected for localized states. It is convenient [27
to consider the ratio of consecutive level spacings
min( 1) max( 1)) with at a
given eigenenergy to discriminate between the two phases,
as its disorder average changes from GOE 5307(1) [45] to
Poisson 2 ln 2 3863. This has been used in several
works [21 27 28 31 36 39], averaging over a large part of the
spectrum. Here, we compute in an energy-resolved way in
order to locate the MBL edge (Fig. ).
Quite interestingly, the GOE-Poisson transition can also
be captured by correlations between nearby eigenstates.
We expect eigenfunctions to be “similar” (“different”) in
the ergodic (localized) regime. We quantify the degree of
correlation by the Kullback-Leibler divergence (KLd) [46],
defined byKL dim ln( /q ), where = | and
= | are the moduli squared of the wave function
coefficients of two nearby eigenstates expressed in
the computational basis {| re ). The KLd displays
different behavior in the two phases (Fig. ):We findKLGOE
2 [47], and KLPoisson ).
(b) Entanglement entropy (EE). Beyond level statistics, EE
provides a quantitative tool to characterize how information is
spread fromone part of the system to another [ ]. In the ergodic
regime satisfying the ETH, the reduced density matrix of a
typical eigenstate is expected to be thermal, yielding a volume-
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FIG. 2. (Color online) Adjacent gap ratio (top) and Kullback
Leibler divergence (bottom) as a function of disorder strength in the
spectrum center 5. Insets: (top) data collapse used to extract the
l disorder strength and exponent . The is transformed
by ( ; (bottom) distribution of KLd in both phases.
law scaling (with the subsystem size) for the entanglement
entropy Tr ln . Conversely, localized eigenstates
display a much smaller entanglement, expected to cross over
towards an area-law scaling [ 21] when the subsystem size
exceeds the localization length. These different scalings of
allow one to distinguish both regimes (Fig. ). In the same
spirit, we expect bipartite fluctuations of the subsystemmagne-
tization 48 〉 − 〈 to exhibit similar scaling
(Fig. ).
(c) Hilbert-space localization. Another characterization of
MBL relies on inverse participation ratios and associated
participation entropies (PE), traditionally used in the context
of single particle localization [49 51] and recently for many-
body physics [52 53]. Here the localization is studied in the
Hilbert space (of dimension dim ) of spin configurations
via the disorder average PEs , defined for any eigenstate
represented in the basis by ln
ln ]. We generically find eigenstates to
be delocalized in both regimes with qualitatively different
features. In the ergodic regime, we obtain a leading scaling
ln(dim ) with (see color coding of in
Fig. ). In the localized phase, PE also grows with system size
(Fig. ), but much slower with 1, or 0 within error
bars and a slow log divergence ln(ln dim ), indicating
a nontrivial multifractal behavior.
Numerical method. The complete diagonalization of the not
translation invariant Hamiltonian equation ( ) is out of reach
for system sizes 18 spins. Therefore, we use an approach
successful for the Anderson localization problem (see, e.g.,
Ref. [51]) and restrict ourselves to certain energy slices in
spectrum by using a shift-invert spectral transformation
. In the transformed problem, it is easy to apply
h
Figure 1.6: Level spacing ratio at energy density ǫ = 0.5 as a function of disor-
der strength h for the disordered Heisenberg spin-1/2 model (1.115). Figure adapted
from [98].
where the Hamiltonian of such many-body localized system can be interpreted as an
eﬀective Hamiltonian that is robust under weak arbitrary perturbations.
1.4.4 Numerical evidence of the many-body localization transition
Further thorough nume ical evidence of the inﬁnite- emperature feature of the MBL
transition introduced in [94], was provided by Pal and Huse [99] who studied the one-
dimensional spin-1/2 Heisenberg chain with random ﬁeld along he z-direction, with
Hamiltonian
H = J
L∑
i=1
Si · Si+1 +
L∑
i=1
hiS
z
i , (1.115)
where Si = (Sxi , S
y
i , S
z
i ) are 1/2-spin operators, hi on-site independent random variables
taken from a box distribution hi ∈ [−h, h]; h is the disorder strength, J the spin-
spin coupling, and L the system size. This model has two global conservation laws:
the total energy (since the system is closed and H time independent) and the total
z-magnetization SzT =
∑L
i S
z
i (associated to the U(1) symmetry of H).
Due to its relative simplicity, the disordered spin-1/2 Heisenberg model would even-
tually become the most studied model in the context of MBL [14, 16, 17, 98–103]. It
can be readily generalized to the disordered spin-1/2 Heisenberg XXZ model accounting
for anisotropic interactions (Jz), which is commonly expressed in the literature as
H = J⊥
L∑
i=1
(
σˆxi σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1
)
+ Jz
L∑
i=1
σˆzi σˆ
z
i+1 +
L∑
i=1
h˜iσˆ
z
i , (1.116)
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where σˆi are Pauli matrices, h˜i = hi/2 the on-site random potential, J⊥ the exchange
energy scale and Jz the spin-spin coupling strength (reducing to (1.115) for J⊥ = Jz =
J/2)12.
The disordered XXZ model (1.116) can be exactly mapped to the (J-V) spinless-
fermion Hamiltonian, via the Jordan-Wigner transformation
σ+i = e
−iπ∑i−1k=1 nkc†i ; σ
−
i = e
iπ
∑i−1
k=1 nkci ; σ
z
i = 2ni − 1, (1.117)
as
H = −J
2
∑
i
c†ici+1 + h.c.+
L∑
i
hi
(
ni − 1
2
)
+ V
L∑
i
(
ni − 1
2
)(
ni+1 − 1
2
)
, (1.118)
where ni ≡ c†ici is the number operator with J/2 = J⊥ and V = Jz.
Using the level spacing ratio (1.110) and the analysis performed in [94], the inﬁnite-
temperature transition for the disordered spin-1/2 Heisenberg model (1.115) was found
to be located at critical disorder strength hc ≈ 3.5 (3.7) [98, 99]. In particular, in [98]
the level spacing ratio was obtained in terms of adjacent energies E in a vicinity of
a normalized energy density ǫ = (E − Emax)/(Emin − Emax) ranging between 0 and
1. Fig. 1.6 shows the average ratio at energy density ǫ = 0.5 in the middle of the
spectrum. In the inset, the h-axis was rescaled by (h − hc)L1/ν , yielding a collapse of
the curves as a function of L, mounting evidence regarding the MBL transition.
On the other hand, Bar Lev et al. [102] discovered the reentrant behavior of the
localized regime for strong interactions using the spinless model (1.118). The phase
diagram obtained in terms of the the level spacing ratio at inﬁnite-temperature as a
function of disorder and interaction strengths W and V is shown in Fig. 1.7, where the
reentrant behavior is denoted by the left white dashed line.
Connection with ETH
In particular, Pal and Huse [99] connected the nature of the MBL transition with ETH
(discussed in Sec. 1.2.2) and its failure. Such connection was elucidated and the tran-
sition diagnosed using a number of measures in terms of local observables and corre-
lations between them. In particular, they studied local expectation values of the spin
z-components, mn ≡ 〈n|Szi |n〉, at highly-excited eigenstates (n) of the MBL Hamilto-
nian (1.115). In the thermal (ergodic) phase (h < hc) the expectation values were found
to be thermal, i.e., in agreement with long-time relaxation to thermal equilibrium under
12The factor of two in the constants is due to the change from spins to Pauli matrices.
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efficient for highly localized systems [27]. For weak
interactions, a logarithmic growth of entanglement entropy
as a function of time has been observed [27,28] later
explained [29 . Entanglement entropy is however a
ity with no direct relation to the measurable
ical properties of the system. Two of the authors in a
previous work directly observed nonergodicity by studying
the relaxation of the on site particle density, in a study
limited to weak interactions [9]. In a very recent study,
um revivals of the local density were used to differ-
iate between the Anderson and MBL localized
[32]
In this Letter, we explore the dynamical phase diagram
of a system of interacting spinless fermions in a one-
dimensional disordered lattice via the examination of the
ral properties and the transport of correlations in the
em. The Hamiltonian we consider is given by
Þ þ

where (which we set to one) is the hopping matrix
element, is the interaction strength, and are random on
site fields independently distributed on the interval
W;W . Note that by using the Jordan Wigner
transformation, this model can be exactly mapped onto
the XXZ model. Extending the model [Eq. (1)] to a
ntegrable (zero field) version (e.g., the model used
in Ref. ) produces only itative itative
to our conclusions. We therefore focus on Eq. (1)
For lattice models with a finite number of states per site, the
gy density is bounded, which renders the infinite
temperatures limit meaningful. To simplify the discussion,
we follow Ref. [8] y the infinite temper-
ature limit throughout this Letter.
To establish the full dynamical phase diagram using
eigenvalue statistics, we repeat the analysis of Ref. [8] for a
large set of parameters ( 10, a
total of 120 points). For this purpose, we obtain the
eigenvalues of the Hamiltonian [Eq. (1)] for system
sizes 10, 12, and 14 and calculate the metric
min max , where is
the difference between adjacent eigenvalues. This metric
is then averaged over all states and disorder realizations
realizations were sampled) and is used to differentiate
ween Wigner Dyson ( ) and Poisson statistics
) of the eigenvalue spacing [8]. It is assumed that
the metric W;V flows to the Wigner Dyson value in the
thermodynamic limit for the ergodic parts of the phase
diagram, and similarly, to the Poisson value for nonergodic
regions. The phase boundary will therefore correspond to
nts which are stationary ing of system size.
Note that the phase boundaries have to be taken with care;
to the severe limitation on the available system sizes,
we cannot perform a reliable extrapolation of this pro-
to the thermodynamic limit.
In Fig. , the resulting phase diagram is presented. A
ising feature of the diagram is the reentrant behavior
of the nonergodic glassy phase. This feature was over-
looked in previous studies, which examined only one
interaction cut through the diagram [8,19] or
for weak interactions [32,33]. It should be noted that in
[33], a suggestion that reentrance may occur in MBL
was put forward. The reentrant behavior suggests
that sufficiently strong interactions can enhance rather than
ization, a phenomena somewhat reminiscent
of the Mott transition occurring at low temperatures. Note
that while the clean is insulating at zero temperature
for V=t > [34], it exhibits fusive transport at infinite
temperature [35 . Therefore, it is the disorder which
facilitates localization.
As discussed above, Wigner statistics of the level
ng suggest that the system is nonintegrable, but for a
disordered interacting system there are no established
implications for the dynamics. Therefore, it is interesting
to examine the dynamics directly across the entire phase
diagram. For this purpose, we have used a combination of
ED and tDMRG techniques to evaluate the density-density
correlation function at infinite temperature,
ij Þ ¼ Tr
where is the dimension of the Hilbert
To eliminate boundary effects, it would be preferable
to excite the system in the middle of the chain. However, to
. 1 (color online). Dynamical phase diagram at infinite
ure, as obtained from the spectral fluctuations of the
studied model. The dashed white lines correspond to cuts through
am presented on the right panel. The right panel
es the determination of the phase diagram based on
on analysis of two system sizes, 12
14. The phase boundary is determined from the crossing of
lines, as designated by the arrows. The
on on the left indicates a region of substantial finite size
effects.
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Figure 1.7: The left panel shows the phase diagram at inﬁnite temperature of the
spinless model (1.118). In color, the mean level spacing ratio r (1.110) ranging be-
tween the values corresponding to Poisson and Wigner-Dyson distributions. The
right panel shows a system size scaling for diﬀerent cuts of the phase diagram. Figure
adapted from [102].
unitary dynamics (1.18) as predicted by ETH , while in the localized phase (h > hc)
the system failed to thermaliz , yielding to the breakdown of ETH. In order to show
that, they cal ulated, for example, the diﬀerence between local expectation values in
eigenstates corresponding to adjacent energies En, En+1 in the middle of the spectrum,
i.e.,
|mn −mn+1| = | 〈n|Szi |n〉 − 〈n+ 1|Szi |n+ 1〉 |, (1.119)
nd found that for weak disorder the diﬀerence between thermal adjacent eigenstates
decreased exponentially with L. This is to be expected in the ergodic phase, since
the diﬀerence on energy density between the adjacent states is exponentially small in
system size ∼ √L2−L. On the other hand, in the localized phase the diﬀerence between
localized adjacent eigenstates was observed to remain constant with L, signalling non-
thermal behavior.
Since the model (1.115) conserves total z-magnetization SzT , they further studied
transport in the system via th long-time av rage relaxation of the spi polarization. The
initial spin polarization can be particularly described in terms of the longest wavelength
Fourier mode of the spin density M ≡ ∑j Szj ei2πj/L at an inﬁnite-temperature initial
c ndition. The latter was further perturbed by an inﬁnitesimal spin-density excitation
in the same Fourier mode, ǫM †, so the density matrix associated to such initial condition
can be expressed as ρ0 = (1 + ǫM †)/N and the corresponding initial spin polarization
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Many-body localization edge in the random-field Heisenberg chain
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We present a large-scale exact diagonalization study of the one-dimensional spin-1 2 Heisenberg model in
a random magnetic field. In order to access properties at varying energy densities across the entire spectrum
for system sizes up to 22 spins, we use a spectral transformation which can be applied in a massively
parallel fashion. Our results allow for an energy-resolved interpretation of the many-body localization transition
including the existence of an extensive many-body mobility edge. The ergodic phase is well characterized by
Gaussian orthogonal ensemble statistics, volume-law entanglement, and a full delocalization in the Hilbert space.
versely, the localized regime displays Poisson statistics, area-law entanglement, and nonergodicity in the
Hilbert space where a true localization never occurs. We perform finite-size scaling to extract the critical edge
and exponent of the localization length divergence.
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Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [ ], perturbative calculations [ ] have established
that the celebrated Anderson localization [ ] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.
The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [ ]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10 12]: A closed
system in theMBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [ ]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that theMBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14 17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18 22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24 26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density
luitz@irsamc.ups-tlse.fr
laflo@irsamc.ups-tlse.fr
alet@irsamc.ups-tlse.fr
in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.
Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14 17 21 27 42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dim
10 43].
In this Rapid Communication, we present an extensive
numerical study of the periodic Heisenberg chain in
1. (Color online) Disorder ( gy density ( ) phase
diagram of the disordered Heisenberg chain, Eq. ( ). The ergodic
e (dark regionwith a participation entropy volume law coefficient
1) is separated from the localized regime (bright region with
Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes 14 15 16 17 18 19 20 22 . Red squares
to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy
1098-0121/2015/91(8)/081103(5) 081103-1 ©2015 American Physical Society
Figure 1.8: Disorder vs energy density many-body localization transition phase dia-
gram of the disordered Heisenberg spin-1/2 model (1.115). Figure adapted from [98].
as
〈M0〉 =
∑
n
〈n| ρ0M |n〉 = ǫN
∑
n
〈n|M †M |n〉 (1.120)
where n labels eigenstates and N is the Hilbert-space dimension. Thus, the long-time
averaged spin polarization expressed in the eigenbasis of H is nothing but
〈M∞〉 = ǫN
∑
n
〈n|M † |n〉 〈n|M |n〉 , (1.121)
which follows from (1.21). Thus, in order to measure the contribution of each eigenstate
(n) to both the initial and long-time averaged polarizations, they deﬁned the dynamical
fraction
f (n) = 1− 〈n|M
† |n〉 〈n|M |n〉
〈n|M †M |n〉 . (1.122)
Deep in the ergodic phase, its average value f → 1 in the thermodynamic limit, since the
initial polarization relaxes to zero and the system thermalizes. Whereas in the localized
phase f → 0 when L → ∞, there is absence of transport and failure of thermalization.
A detailed study on the validity of ETH for the same model was done in [104] which we
shall discuss in more detail in 1.4.7
48 INTRODUCTION §1.0
Many-body mobility edge
In addition to the analysis of the eigenvalue statistics and to the assessed connection to
thermalization, Luitz et al. [98] further performed an extensive numerical study of the
disordered XXZ model (1.115) and estimated the MBL transition using several spectral
measures; each of them calculated in an energy-resolved way, in order to locate the
many-body mobility edge via a ﬁnite-size scaling. The obtained phase diagram is shown
in Fig. 1.8 where each colored symbol corresponds to diﬀerent measures: The purple-
orange colormap corresponds to the generalized dimension obtained in terms of the
participation entropy (1.109) (a1 ≡ D1 in the ﬁgure) ; the emerald to the level spacing
ratio (1.110); the red to the bipartite entanglement entropy SE (1.12) ; the green to the
latter’s ﬂuctuations ; the yellow to the bipartite ﬂuctuations of the subsystem’s total
magnetization, F = 〈(SzA)2〉 − 〈SzA〉2 ; the blue to the dynamical fraction (1.122).
Importantly, so far we have only focused on some general features distinguishing
the localized regime from the ergodic one, we have not mentioned anything about what
happens close to the transition, neither addressed the nontrivial nature of the ergodic
phase. Before deepening on this subjects, in the next section we shall review how many-
body localization arises in Floquet systems.
1.4.5 Emergent integrability in the many-body localized phase
In this section we introduce a closely related concept to that of quantum integrability
exposed in Sec. 1.3.1. This is based on the emergence of a complete set of quasilocal
integrals of motion that arises in fully many-body localized systems, i.e., systems whose
all eigenstates are localized. This description was independently developed in the works
of Serbyn et al. [105] and Huse et al. [106] (in resonance with [95]), and subsequently
proven by Imbrie [107, 108]13. Upon these works as well as those in [17, 95] we base the
ideas and results presented below.
Consider a many-body localized system whose eigenstates are localized at all energies.
For concreteness, take the one-dimensional disordered XXZ model (1.116) and denote its
Hamiltonian as H. Intuitively, as we know from the previous sections, the many-body
localized eigenstates can be connected to product states with associated area-law entan-
glement via a unitary transformation of depth D (1.112), where the latter is a sequence
of quasilocal unitary transformations. Since the quasilocal unitary transformations di-
agonalize the Hamiltonian in some basis of product states (Slater determinants), due to
their local nature, they can be used to map physical degrees of freedom into local or
quasilocal integrals of motion accounting for conservation laws. In order to construct
13In the case of one dimension
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such quasilocal integrals of motion, it is instructive to ﬁrst assume that the system is
diagonal in some basis. In our particular example this amounts to setting J⊥ to zero
in (1.116) which yields the Hamiltonian
H0 = Jz
L∑
i=1
σˆzi σˆ
z
i+1 +
L∑
i=1
h˜iσˆ
z
i . (1.123)
Since H0 commutes with the Pauli operator σˆzi on every site i (among L sites), its
eigenstates can be regarded as product states with zero entanglement, each of them
deﬁned by Pauli strings
|σzi , . . . , σzL〉 with σzi =↑, ↓ . (1.124)
In other words, there are 2L of these eigenstates, each deﬁned by L integrals of motion
{Iˆi ≡ σˆzi | [Iˆi, H0] = 0} with associated conservation laws {σzi = 〈Iˆi〉}. The next step
consists in weakly perturbing the system in its fully localized phase by turning on the
kinetic term J⊥ (either adiabatically or suddenly) in the hope that the eigenstates of
H (1.116) can be obtained by locally transforming the eigenstates of H0 via a quasilocal
unitary transformation. Following [17], the unitary operator Uˆ is said to be quasilocal
if it can be factored into a product of (n)-site unitary operators Uˆ (n), as
Uˆ =
∏
i
Uˆ
(n)
i,i+1,...,i+n · · · Uˆ (2)i,i+1, (1.125)
where the (n)-site operators more and more closely resemble the identity rotation 1 with
increasing range n. This property can be measured via ||1−Uˆ (n)i,i+1,...,i+n||2 < e−n/ξ, where
|| · || denotes the Frobenius trace operator norm and ξ an eﬀective localization length.
The unitary operator Uˆ thus transforms integrals of motion of H0, σˆzi , into integrals of
motion of H:
τˆ zi = Uˆ
†σˆzi Uˆ . (1.126)
In the fully many-body localized phase, Uˆ is quasilocal and therefore the new opera-
tors τˆ zi are only slightly aﬀected by it, remaining very close to the physical spin op-
erators σˆzi . Thus, the τˆ
z
i operators can be regarded as “dressed” spin operators and
expanded as [17]
σˆzi = Zσˆ
z
i +
∑
n
V
(n)
i Oˆ
(n)
i (1.127)
where Z is the overlap between τˆ zi and σˆ
z
i ; the term Oˆ
(n)
i represents 2-body to 2n + 1-
body operators, accounting for contributions up to a distance n starting from site i;
and V (n)i ∼ e−n/ξ is an exponentially decaying term at large distances n, accounting for
locality. The operators τˆ zi thus form a complete set of quasilocal integrals of motion.
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They are often referred to as LIOMs, localized bits, or l-bits. Since the same applies for
the operators τˆx,yi , therefore, these altogether and their products form a complete basis
of operators in the operator space (the τ -basis), likewise the Pauli operators.
The Hamiltonian H (1.116) in the fully many-body localized phase can be recast as
an eﬀective Hamiltonian Heff of the form14
Heff =
∑
i
h˜iτˆ
z
i +
∑
i,j
Jij τˆ
z
j τˆ
z
j +
∑
i,j,k
Jijkτˆ
z
j τˆ
z
j τˆ
z
k + · · · (1.128)
where the couplings decay exponentially as [17, 109]
Jij ∝ J0e
−|i−j|
κ ; Jijk ∝ J0e
−max(|i−j|,|i−k|,|j−k|)
κ , (1.129)
where κ is some characteristic length scale 15 and J0 denotes an interaction scale.
This eﬀective description deep in the MBL phase can be likewise formulated in terms
of spinless fermions described by the equivalent XXZ model (1.118), where the spin op-
erators σˆzi and the dressed (pseudospin) operators τˆ
z
i become site occupation numbers nˆi
and dressed (quasiparticle) occupation numbers nˆ(qp)i . Therefore, analogously to (1.128);
Heff =
∑
i
hinˆ
(qp)
i +
∑
i,j
Jijnˆ
(qp)
j nˆ
(qp)
j +
∑
i,j,k
Jijknˆ
(qp)
j nˆ
(qp)
j nˆ
(qp)
k + · · · (1.130)
Analogy with Fermi liquid theory
The existence of localized quasiparticles and the particular form of the eﬀective Hamil-
tonian (1.130) suggest an analogy between the MBL phase and the zero-temperature
Fermi liquid. In particular, this integrability picture along with the notion of adia-
batic continuity between the MBL phase and the Anderson insulator, suggest that the
MBL phase and the Anderson insulator are adiabatically connected in the same way the
zero-temperature Fermi liquid is adiabatically connected to the Fermi gas, when the in-
teractions are slowly switched on. Another relevant diﬀerence between both pictures, in
addition to their diﬀerent underlying physical mechanisms (localization versus restricted
phase space) and the diﬀerent basis used to express their corresponding quasiparticles
(no obvious basis choice vs momentum basis), is that the MBL phase is a robust16 inte-
14The effective Hamiltonian could have been expressed in terms of solely either τx or τy operators
and their products, as long as [Heff , τ
α
i ] = 0; α = x, y, z.
15Often treated as a phenomenological parameter. It was further shown that κ satisfies the prop-
erty κ−1 ≥ (ξ−1 + ln(2))/2, implying that it remains finite even if ξ diverges at the MBL transi-
tion [17].
16The use of the word “robust” here is to distinguish integrable systems that are stable against
weak perturbations (in resonance with KAM’s theorem in Hamiltonian classical systems) from con-
ventional integrable systems.
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mann entropy tr log tr log of the
reduced density matrix of either subsystem. We always
form the two bipartitions by dividing the system at the
center bond.
The type of evolution considered here can be viewed
as a “global quench” in the language of Calabrese and
Cardy [14] as the initial state is the ground state of an
artificial Hamiltonian with local fields. Evolution from an
initial product state with zero entanglement can be stud-
ied e ciently via time-dependent matrix product state
methods until a time where the entanglement becomes
too large for a fixed matrix dimension. Since entangle-
ment cannot increase purely by local operations within
each subsystem, its growth results only from propagation
across the subsystem boundary, even though there is no
conserved current of entanglement.
The first question we seek to answer is whether there is
any qualitatively di erent behavior of physical quantities
when a small interaction
int +1 (2)
is added. With Heisenberg couplings between the spins
), the model is believed to have a dynami-
cal transition as a function of the dimensionless disor-
der strength /J [4, 5, 7]. This transition is present
in generic eigenstates of the system and hence exists at
infinite temperature at some nonzero . The spin con-
ductivity, or equivalently particle conductivity after the
Jordan-Wigner transformation, is zero in the many-body
localized phase and nonzero for small enough /J . How-
ever, with exact diagonalization the system size is so lim-
ited that it has not been possible to estimate the location
in the thermodynamic limit of the transition of eigen-
states or conductivities.
We find that entanglement growth shows a qualitative
change in behavior at infinitesimal . Instead of the ex-
pected behavior that a small interaction strength leads
to a small delay in saturation and a small increase in
final entanglement, we find that the increase of entan-
glement continues to times orders of magnitude larger
than the initial localization time in the = 0 case (Fig.
1). This slow growth of entanglement is consistent with
prior observations for shorter times and larger interac-
tions = 0 and [12, 13], although the
saturation behavior was unclear. Note that observing
a sudden e ect of turning on interactions requires large
systems, as a small change in the Hamiltonian applied
to the same initial state will take a long time to a ect
the behavior significantly. We next explain briefly the
methods enabling large systems to be studied.
Numerical methodology. – To simulate the quench, we
use the time evolving block decimation (TEBD) [15, 16]
method which provides an e cient method to perform a
time evolution of quantum states, (0) , in
one-dimensional systems. The TEBD algorithm can be
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FIG. 1. (a) Entanglement growth after a quench starting
m a site factorized eigenstate for di erent interaction
strengths (we consider a bipartition into two half chains of
equal size). All data is for = 5 and = 10, except for
1 where = 20 is shown for comparison.The inset shows
the same data but with a rescaled time axis and subtracted
= 0 values. (b) Saturation values of the entanglement
entropy as a function of for di erent interaction strengths
. The inset shows the approach to saturation.
seen as a descendant of the density matrix renormaliza-
tion group [17] method and is based on a matrix product
state (MPS) representation [18, 19] of the wave functions.
We use a second-order Trotter decomposition of the short
time propagator ) = exp( tH) into a product of
term which acts only on two nearest-neighbor sites (two-
site gates). After each application, the dimension of the
MPS increases. To avoid an uncontrolled growth of the
matrix dimensions, the MPS is truncated by keeping only
the states which have the largest weight in a Schmidt de-
composition.
In order to control the error, we check that the ne-
glected weight after each step is small ( 10 ). Al-
ithms of this type are e cient because they exploit
the fact that the ground-state wave functions are only
slightly entangled which allows for an e cient truncation.
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seen as a descendant of the density matrix renormaliza-
tion group [17] method and is based on a matrix product
state (MPS) representation [18, 19] of the wave functions.
We use a second-order Trotter decomposition of the short
time propagator ) = exp( tH) into a product of
term which acts only on two nearest-neighbor sites (two-
site gates). After each application, the dimension of the
MPS increases. To avoid an uncontrolled growth of the
matrix dimensions, the MPS is truncated by keeping only
the states which have the largest weight in a Schmidt de-
composition.
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glected weight after each step is small ( 10 ). Al-
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the fact that the ground-state wave functions are only
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Figure 1.9: Left panel: Entanglement growth after a quench star ing from a product
state for diﬀerent in eraction strengths Jz in the MBL phase. Right panel: Saturation
value of the entanglement entropy S∞ as a function of sy tem size. Figure adapted
from [111].
grab e pha e at every energy density i which every eigenstate is adiabatically connected
to an eigenstate of the Anderson insulator, while the eﬀective theory in the Fermi liquid
is only a v lid description in the low energy limit (close to the Fermi surface). This
analogy was particularly addressed within th context of the occupati n spec rum of
the one-particle de sity matrix [103, 110] as we will discuss in Sec. 1.5.
The interpretation of the MBL phase as an emergent integrable phase is therefore
in agreement ith the numerical evidence presented in the previous section which was
related to the Poisson level spacing statistics, the area-law entanglement structure of
the eigenstate and the ab ence f thermalization (failure of ETH) diagnosed by the
long-time behavior of local obs vables. In the following section, we will particularly
address the consequences i entails o the dynamical properties within it.
1.4.6 Dynamical roperties
In the present section, we asses the dynamics in MBL systems in one dimension after a
quantum quench. This is mainly characterized by slow behavior generally reﬂected in a
l garithmic growth of entanglement and power-law relaxation of local observables.
Entanglement growth
First, we focus on the entanglement spreading as a central measure of information prop-
agation. In a noninteracting localized system, the information encoded in the reduced
density matrix is preserved at all times: the entanglement grows up to the localization
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length at very early times and then saturates to an area law S(t) ∼ const. In contrast, in
generic quantum many-body systems with short range Hamiltonians, the entanglement
entropy grows linearly (ballistically) in time, S(t) ∼ t [41, 112, 113], reaching a saturation
value obeying a volume law proportional to the Page value S∞ = limt→∞ S(t) = SPage,
where SPage = ℓA ln(2)−2ℓA−ℓB−1 is the Page value [114] for a bipartite system of length
L and partition L = ℓA + ℓB.
Chiara et al. [112], Znidaric et al. [100], and Bardarson et al. [111] studied the bipar-
tite entanglement entropy growth after a global quench from a product state in the XXZ
model (1.116), ﬁnding a logarithmic growth of entanglement S(t) ∼ log(t) in the MBL
phase. Strikingly, such unbounded logarithmic growth of entanglement was found even
in the presence of very weak interactions (Jz ≪ 1) [111], saturating at time scales that
diverge in the thermodynamic limit. This feature is therefore a key fundamental diﬀer-
ence between localized systems in the presence and absence of interactions (see Fig. 1.9).
For ﬁnite MBL systems, the long-time entanglement saturation value follows a volume
law, scaling linearly with the size of the system, i.e., S∞ = limt→∞ S(t) ∼ L, however,
this is non-thermal as its value is considerably smaller than that of an ergodic system.
The mechanism behind the logarithmic growth of entanglement was later explained
by Serbyn et al. [115], who showed that the entanglement between remote parts of the
system is eﬀectively induced by dephasing between diﬀerent eigenstates due to interac-
tions. In particular, they showed that for weak interactions, the entanglement entropy
grows as
S(t) ∝ ξ˜ log(V t), (1.131)
where V is the interaction strength in the system and ξ˜ an eﬀective lengthscale within the
MBL phase. Following [115], the idea behind the dephasing mechanism can be essentially
explained in terms of the eﬀective picture of the MBL phase described in Eq.(1.130).
Consider a bipartite system (A : B) initially prepared in an unentangled product state
of the form
|ψ0〉 =
∑
α∈A
Aα |α〉 ⊗
∑
α∈B
Bβ |β〉 , (1.132)
where each side of the system is characterized by a superposition state built of neighbor-
ing localized orbitals, |α〉 ≡ |αℓ1 , . . . αℓA〉 with normalization constant Aα (analogously
for B). Assuming that the MBL eigenstates are not altered by the interactions, the
time-evolved reduced density matrix for the subsystem A can then be expressed as
ρA =
∑
α,α′
ραα′ |α〉 〈α′| with ραα′(t) = AαA∗α′
∑
β
|Bβ |2e−i(Eαβ−Eα′β)t. (1.133)
In order to quantify the dephasing, one must study the oﬀ-diagonal elements ραα′(t)17.
17One can gain intuition on how dephasing is reflected in the reduction of the off-diagonal elements
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quench dynamics in the MBL phase numerically. We focus
on the XXZ spin chain, described in detail in Sec. III, as a
model for the MBL phase.
We employ exact diagonalization to study time evolution
and local observables of the Hamiltonian ( ). We consider spin
chains of size 10 and 12 with open boundary conditions,
without restricting to a particular spin sector of the Hilbert
space. First, we prepare the initial state as a product state,
where each physical spin, , . . . ,L points in a random
direction on the Bloch sphere. Dynamics of local spin operators
on the very first site, , along with correlation function
a single such initial state is shown in Fig. . For
local observables, we see fast oscillations on the scale set
by and local magnetic field . While the amplitude of
these oscillations indeed decays, clear revivals of the signal
are present. A notable difference between and operators
is that the latter oscillates around a nonzero value [Fig. 1(a)],
indicating that this operator has a nonvanishing overlap with
the conserved quantity
The irreducible correlation function (27) between physical
spins at the opposite ends of the chain, [Fig. 1(c)],
behaves differently from local observables. It is strictly zero
at short times, since we start from a product state of physical
spins. At later times, the correlation function becomes
FIG. 1. (Color online) Expectation values of local operators
and the correlation function for an initial state where each
spin points in a random direction. (a) and (b) show the expectation
value of local operators and . The signal is oscillating at many
different frequencies. While the envelope indeed decays, one can see
revivals of the signal. The irreducible spin-spin correlation
is zero at small times, with correlations developing at
ger times. No disorder or ensemble averaging were performed.
Interactions 1, disorder 5, system size is 12.
FIG. 2. (Color online) Disorder-averaged fluctuations of local
and around their mean values. The fluctuations decay
in a power-law fashion with the same exponent that does not depend
on system size. However, the saturation value decreases with system
states are chosen from an ensemble of states for
which each spin initially points in a random direction. Interactions
1, disorder 5, system size is 10 and 12. Averaging
was performed over 4000 configurations.
nonzero and starts to oscillate. Note that deviates
from zero on a time scale that is relatively short compared to
the relaxation time of local observables. This is related to the
presence of exponential tails in the relation between physical
and effective spins.
In order to reveal the power-law decay of local observables
and the logarithmic propagation of correlations, we need to
suppress the fast oscillations in the signal illustrated in Fig.
The simplest route to this is to consider the absolute value
or square of the correlation function, and average it over
disorder realizations. Figure shows results for the square
of the spin expectation value, where averaging is performed
over random disorder realizations and random spin directions
in the initial state. Note that while we consider the square
of spin expectation value, 〈〈 , we subtract off the
long-time average of the correlator, 〉 − 〈 , to
reveal how relaxes to its saturation value at long times.
We see from Fig. that both averages decay in a power-law
fashion with time, with approximately equal exponents. We
note that the system size and explicit form of the operator (
or ) controls the saturation value and time (compare solid
and dashed line in Fig. ), but does not influence the exponent
of decay [43]. We also test the dependence of decay on the
interactions strength (not shown) and confirm that at weak
interactions, signals collapse as a function of
We furthermore test the power-law decay for a different
class of initial states that are not product states. Figure
displays the dynamics of local operators when the system is
initially prepared in the ground state of the Hamiltonian (
with 05 (delocalized phase), and at 0 disorder is
abruptly changed to 5. Note that saturation sets in much
faster compared to the case of initial product states, Fig.
despite the interaction and disorder strength being the same.
Finally, we compute the averaged absolute value of the
irreducible correlation function in Fig. . The
slope of the growth is not influenced by the distance between
measured spins. Moreover, the increase in the distance between
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In order to reveal the power-law decay of local observables
and the logarithmic propagation of correlations, we need to
suppress the fast oscillations in the signal illustrated in Fig.
The simplest route to this is to consider the absolute value
or square of the correlation function, and average it over
disorder realizations. Figure shows results for the square
of the spin expectation value, where averaging is performed
over random disorder realizations and random spin directions
in the initial state. Note that while we consider the square
of spin expectation value, 〈〈 , we subtract off the
long-time average of the correlator, 〉 − 〈 , to
reveal how relaxes to its saturation value at long times.
We see from Fig. that both averages decay in a power-law
fashion with time, with approximately equal exponents. We
note that the system size and explicit form of the operator (
or ) controls the saturation value and time (compare solid
and dashed line in Fig. ), but does not influence the exponent
of decay [43]. We also test the dependence of decay on the
interacti ns strength (not shown) and confirm that at weak
interactions, signals collapse as function of
We furt ermore test the power-law decay for a different
cla s of initial states that are not product tates. Figure
displays the dynamics of local operators when the system is
initially prepared in the ground state of the Hamiltonian (
with 05 (delocalized phase), and at 0 disorder is
abruptly changed to 5. Note that saturation sets in much
faster compared to the case of initial product states, Fig.
despite the interaction and disorder strength being the same.
Finally, we compute the averaged absolute value of the
irreducible correlation function in Fig. . The
slope of the growth is not influenced by the distance between
measured spins. Moreover, the increase in the distance between
Figure 1.10: Left panel: (a), (b) Expectation values of local observables oscillating
at diﬀerent frequencies but wi h hei envelopes slowly decaying. (c) Irreducible corre-
lations vanishing at times t ≪ J−1z and reviving at long ti es. Right panel: Fluctua-
tions decaying s a power law but with their saturation value decreasing with increas-
ing system size. Figure adapted from [109].
Even if the eigenstates remain the same, using perturbation theory to leading order, the
oﬀ-diagonal elements, Eαβ − Eα′β , are transformed in
δEαβ − δEα′β ∝ V e−x/ξ, (1.134)
which take interactions into account; where x is the distance between the eﬀective de-
grees of freedom of A and B (including contributions accounting for residual interactions
within each subsystem). On the other hand, the interacting energies (1.134) are i co -
mensurate frequencies setting the time scales at which the eﬀective degrees of freedom
become entangled, namely, t(x) ∼ tminex/ξ with tmin ∼ V −1, leading thus to the cor-
responding distance x(t) ∼ ξ log(V t) over which e tanglement spreads, whic ﬁnally
yields Eq. (1.131).
The same dephasing mechanism leads to a slow relaxation of local observables in the
MBL phase [109]. Consider the time evolution of some local observable Oˆ after a quench
from a product state |ψ0〉 as given by Eq. (1.21). The dephasi g m chanism nvolved
by remembering the general form of a density matrix in a two-level system [30] and considering the
requirements on its elements in order to go from a pure density matrix with zero entanglement to a
thermal one with maximal ntanglement.
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can be better understood by expanding the local operator Oˆ in the basis of dressed spin
operators {τx,y,zi },
Oˆ =
∑
i
Azi1τ
z
i1 +
∑
i1,i2;α=x,y,z
Aααi1i2τ
α
i1τ
α
i2 + · · · (1.135)
where the time evolution is ruled by the eﬀective Hamiltonian (1.128). Before arriving
to any conclusion regarding the local observable Oˆ, one can ﬁrst ask oneself how the spin
operators {τx,y,zi } alone relax in the time evolution. Using the approach exposed above,
by studying the elements of the reduced density matrix, one arrives to the following
conclusions [109]: Since τ zi are integrals of motion and their expectation values conserved
quantities, the diagonal matrix elements of the reduced density matrix, ρµµ(t), must
therefore be time independent. Whereas the oﬀ-diagonal elements ρµν(t) will dephase
according to a hierarchy of times scales t to which a single dressed spin at site i gets
entangled with all the spins at a distance ℓ, so that
ℓ ∼ ξ log(J0t), (1.136)
in direct analogy to (1.131). Since there are at most 22ℓ diﬀerent possible conﬁgurations
leading to that amount of entanglement, then it follows that |ρµν | ∼
√
1/22ℓ = 1/(J0t)
b,
with b some constant that depends on the initial state with maximum bound ξ log(2).
Based on these assumptions, then one can conclude that the expectation values of the
dressed operators τx,y,zi in the MBL phase satisfy the following properties [109]:
〈τ zi (t)〉 = 〈τ zi (0)〉
|〈τx,yi (t)〉| ∝
1
tb
for t ≫ J−10
(1.137)
Thus, while the expectation value of τ zi is constant in time, those of τ
x,y
i are oscillating
terms with amplitudes that relax to zero as a power law in the long-time limit. Based
on these results one can show that the expectation values of products of τ operators also
decay as a power law, namely, Tˆ {α}{i} ≡ 〈τα1i1 τα2i2 · · · 〉 ∝ t−b, if there is at least one term
with α = x, y accounting for relaxation.
Coming back to the expression of an arbitrary local observable given by Eq. (1.135),
it follows that due to the locality of Oˆ and the quasi-local nature of the unitary transfor-
mation relating physical and dressed operators (1.126), the interacting coeﬃcients A{α}{i}
decay exponentially as e−ℓ/ξU , where ℓ is the range of Tˆ {α}{i} and ξU a length scale related
to the local unitary transformation U that diagonalizes Heff . Therefore, Oˆ can be mainly
conceived as formed of two parts: One “diagonal part” O˜ that commutes with Heff and
one “oﬀ-diagonal” part that does not, where the former is an integral of motion and the
latter an oscillating term whose amplitude generally decays as a power law. Finally, all
LOCALIZATION PREVENTS THERMALIZATION §1.4 55
the former arguments can be resumed as follows [109]: The expectation value and the
ﬂuctuations of any local operator Oˆ in the MBL phase satisﬁes the following properties:
〈Oˆ(t)〉 = 〈O˜〉 for t → ∞
(〈Oˆ(t)〉 − 〈O˜〉)2 ∝ 1
t2b
for t ≫ J−10
(1.138)
where 〈·〉 ≡ 〈ψ0| · |ψ0〉 and b is bounded from above by ξ log(2), with ξ a characteristic
length scale accounting for locality. These results were further conﬁrmed numerically
using the XXZ model (1.116) and studying the quench dynamics after random σz initial
product states of local spin observables, its correlations and ﬂuctuations (see Fig. 1.10).
1.4.7 The nontrivial ergodic phase
In the previous sections we mostly focused on studying spectral and dynamical properties
of systems in their MBL phase, in reference to those that would be fulﬁlled by ergodic
systems. In this section, we will focus on studying some of the properties of the ergodic
side of the MBL transition. For a thorough review on the subject we refer the reader
to [15].
Subbdifusive transport
As discussed in Sec. 1.4.2, the existence of a “bad metal” within a region of the ergodic
phase was proposed some time ago. Such region was characterized by displaying some
kind of nonergodicity (1.107), but nonetheless regarded as a trivial metallic phase with
ﬁnite DC conductivity. Remarkably, however, using nonequilibrium perturbation tech-
niques supported with numerical evidence, Bar Lev et al. [93] found a slow relaxation
of the density autocorrelation function, which was attributed to the presence of local-
ized inclusions impeding transport within the ergodic phase. This was followed by a
scaled-up numerical study of transport [102] showing that most of the ergodic phase is
subdiﬀusive and suggesting that if subdiﬀusion persists in the thermodynamic limit, the
DC conductivity would vanish within a broad region of the ergodic phase. The same
subdiﬀusive behavior was observed by Agarwal et al. [116], who by assuming zero DC
conductivity, found a power-law vanishing AC conductivity and an increasingly broad
distribution of resistivities in the zero-frequency limit. They further provided a phe-
nomenological interpretation of such subdiﬀusive phase in terms of Griﬃths eﬀects. In
the following we will brieﬂy describe some of the main aspects of transport in relation
to these observations, as well as some consequences of the Griﬃths picture.
Transport is typically associated with the presence of extensive conserved quantities
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in the system [117], e.g., total energy, total number of particles or spins. Thus, a good
example to study transport in MBL systems is once more the XXZ model (1.116), since
it conserves the total energy and the total z-magnetization. A common route to assess
the transport properties of the system is to study the inﬁnite-temperature spin-spin
correlation function18 [15, 100, 102, 118],
Ci(r, t) = Tr [ρ0S
z
i+r(t)S
z
i (0)], (1.139)
where inﬁnite temperature means ρ0 = 1/2L, i denotes some site of the lattice, while the
transport of the correlations is often measured via the site-mean-square displacement
(sMSD) [102, 119]
σ2i (t) =
∑
r
r2Ci(r, t), (1.140)
c.f. with the mean square displacement (MSD) σ2(t) = 1L
∑L
i σ
2
i (t). A closely related
quantity that characterizes the dynamical behavior of the system is the autocorrelation
function, namely, the r = 0 spin-spin correlator (1.139),
Ci(t) = Tr [ρ0S
z
i (t)S
z
i (0)], (1.141)
where the relation to the site-mean-square displacement (1.140),
Ci(t) ∝ 1√
σ2i (t)
(1.142)
is assumed to hold [15].
In particular, the nature of transport in the spinless fermion formulation of the XXZ
model (1.118) was characterized in terms of the dynamical exponent deﬁned as [102]:
α(t) ≡ d lnσ
2(t)
d ln t
, (1.143)
where the asymptotic behavior α(t → ∞) establishes the nature of transport in the sys-
tem. For example, in the case of clean systems transport is ballistic with α(t → ∞) = 2,
while in ergodic systems transport is diﬀusive with α(t → ∞) = 1. In a localized sys-
tem there is absence of diﬀusion and transport [2, 6, 7], therefore the sMSD (1.140)
is expected to grow slower than any power law with a corresponding dynamical expo-
nent α(t → ∞) = 0 [102, 118]. Numerical evidence of exponentially decaying correla-
tions (1.139), Ci(r, t) ∼ e−r/ξ, was also found [100]. Whereas the subdiﬀusive behavior
of the system corresponds to α(t → ∞) < 1. This subdiﬀusive regime was discovered
18Or analogously in terms of the density-density correlation in the spinless fermion formulation.
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which is limited to small system
we instead use open boundary conditions and excite
at one boundary. This allows for the study of
over the entire system length, effectively increas-
In particular, when the excitation
, it is
expected that the dynamical characteristics will approach
of the bulk and the initial position of the excitation
will be irrelevant. We have confirmed this by exciting the
er (data not shown). To quantify the
of correlations, we define
Þ ¼ Þ
of correlations
to the mean square displacement of a diffusing
e. A similar quantity based on the one-time density
Þ extensively in clean systems out of
. However, such quantities cannot be
in equilibrium where any one-time operator is
We therefore consider the spreading of two-time
correlations encoded by Eq. . The nature of the
is assessed by examining the finite time dynami-
exponent,
ln
ln
values Þ ¼ c transport and
Þ ¼ ve transport. For finite systems,
e dynamics will be determined by finite size
effects such as reflections from the boundaries. Since we
are only interested in the bulk transport of correlations, we
limit the considered times to the time ng which the
existence of the boundary opposite to the initial excitation
no effect on . Until this horizon time, the dynamics
on the simulated system size, since the
temperature initial conditions are identical for all
To determine , we evaluate the spreading of
correlations for different system sizes (here, 10, 12,
14 unless otherwise stated) for every parameter set of
is then taken to be the longest time up to
12 14 exhibit the same dynamics
n the chosen accuracy.
In Fig. , this procedure is exemplified for two parameter
to the ergodic and nonergodic phases.
, is naturally much longer for the
For the chosen parameter sets, it varies
in the range < t . There are two interesting
time was used in the two
it is clear that it is significantly harder to converge the
averaging of in the nonergodic phase, as can be seen
by the fluctuations of the in Fig. . Another clear
is the appearance of oscillations in
the nonergodic phase, with a period of about . This
ther on the disorder strength nor the
interaction and is related to oscillations of particles effec-
tively localized to lattice sites.
To extract the dynamical exponent (4)], we first
extract the horizon time for every data point in the phase
, and subsequently, evaluate the logarithmic deriva-
tive of at in the left
12
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Figure 1.11: Subdiﬀusion throughout the MBL phase diagram. Left panel: The
mean-square displacem nt, σ2(t), in a log-log scale. Right panel: Dynamical exponent,
α(t), extracted from the slopes in t e lef panel; for several values of disorder and in-
teraction strengths (W,V). Figure adapted from [102].
in [102], where a dynamical exponent
α(t → t∗) < 1, (1.144)
was obtained up to simulated horizon times t∗(W,V ) throughout the entire phase di-
agram, as shown in Fig. 1.11; where t∗ increases when approaching the critical point.
Further numerical evidence of the subdiﬀusive behavior in the ergodic phase of the XXZ
model was found in [116], which was characterized by the slow behavior of the autocor-
relation function (1.142),
Ci(t) ∼ 1
tβ
, (1.145)
with dynamical exponent β ≤ 1/2.
Comments on the Griffiths interpretation
Griﬃths eﬀects are typically associated with statistically rare ﬂuctuations caused by
the presence of quenched disorder, appearing in the vicinity of critical points of phase
transitions. They were ﬁrstly observed in the context of thermodynamic phase transi-
tions [120] and later in a variety of physical situations [121]. A phenomenological expla-
nation based on a Griﬃths-like picture for the observed subdiﬀusive behavior described
above, was proposed [116]. In particular, the slow behavior of autocorrelation functions
is associated with broad distributions of relaxation times coming from exponentially
rare regions which have exponential relaxation times in the microscopic description [15].
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Agarwal et al. [116] considered a coarse-grained approximation which essentially consists
on assuming that the system is composed of rare random regions of size ℓ, where the
density of the regions decreases exponentially with ℓ with corresponding relaxation rates
that scale exponentially with ℓ. For a more detailed explanation we refer the reader
to [15, 122, 123].
In the following we want address two main implications resulting from the above
assumptions that are in contradiction with numerical observations. For this, we limit
our discussion to one dimension and to autocorrelation functions (c.f. Eq. (1.142)).
The ﬁrst implication is that the spatial19 average value ([·]) and the typical value
([·]typ ≡ exp([log(·)]) of the autocorrelation function Ci(t) diﬀer, since the logarithm
reduces the contribution from rare regions. In other words, the typical value is con-
tributed by “typical events” and the average value by “rare events”, as one would naively
expect in a region with localized inclusions. This results in that the typical value of the
autocorrelation function20, [Ci(t)]typ, is subleading21 to the average value [Ci(t)]. The
second implication is that since the rare regions are assumed to be random, these Griﬃths
eﬀects are not expected to be present in the ergodic phase of MBL quasiperiodic systems
(which are nonrandom) such as the Aubry-André model [124] with short-range interac-
tions. However, this phenomenology seems inconsistent with what has been observed
in several numerical experiments (see [15] and reference therein). On the one hand, be-
cause no diﬀerence between the average and the typical value of generic autocorrelation
functions is observed. On the other hand, because the slow dynamics has been also
observed numerically [118, 125] and experimentally [23] in MBL quasiperiodic systems,
meaning that the slow dynamics occurs in physical situations where Griﬃths physics is
not strictly valid. Nevertheless, having said that, the Griﬃths picture when applied to
entanglement, seems to be consistent with studies of sample-to-sample, eigenstate-to-
eigenstate and cut-to-cut entanglement entropy variations [15, 104, 126–130].
Subbalistic entanglement growth and power-law decay of the imbalance
Strikingly, the slow behavior on the ergodic side of the transition is also present in the
transport of quantum information, which can exist in the presence [127, 131] and in the
absence of extensive conservation laws [132, 133]. In the former case, it is particularly
interesting to understand whether subdiﬀussion has important eﬀects on the anomalous
entanglement dynamics, while the latter case is interesting per se due to the fact that
19Spatial average here means average over disorder, since the rare regions are assumed to be ran-
domly placed in the system.
20The autocorrelation function obtained by the assumed coarse-grained distribution.
21As a power law in the presence of extensive conserved quantities or as a stretched exponential
(e−ct
β
) in the absence of conserved quantities and associated transport.
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2. (b), (d), and (f) Disorder-averaged time evolution of the entanglement entropy ) in the open chain for different system sizes and
values of disorder. (c), (e), and (g) Logarithmic derivative of the disorder-averaged time evolution of ), obtained by power-law fits over
in time, starting from min. The formation of plateaus corresponds to the power-law regime, with growing extent in terms of system
size. The plateaus determine the range of the power-law regime, over which we extract the exponent 1/z, displayed as a function of disorder in
panel (a). Note that the range of the power-law regime grows with disorder strength as the exponent decreases, delaying the saturation of ).
regions correspond to fit uncertainties.
The algebraic growth of Eq. ( ) has been predicted to
occur in the subdiffusive regime found in the renormalization
approaches of Refs. [25 26], with an exponent which varies
continuously with disorder due to the proximity to the critical
point. Plotted in panel (a) of Fig. , one sees that 1/z 1 and
decreases with . Although it is difficult to make a definite
statement at small disorder strength, it is plausible that the
sub-ballistic entanglement spreading regime takes place as
soon as 0. In any case this result contrasts with the clearly
smaller subdiffusive regime found for 16 in Ref. [19].
The exponent 1/z is expected to vanish at the ETH-MBL
critical point where instead a logarithmic growth should be
observed [18 24 26]. This should also be the case for system
sizes below the correlation length in a critical regime around
. Within the system sizes and time regimes that we can
access, we cannot discriminate between a logarithmic and a
very slow algebraic behavior. This critical logarithmic growth
likely implies that the power-law fits for 3 may be
spoiled by a logarithmic component (not present in our fitting
resulting in a slightly overestimated value of 1/z in
regime.
Time evolution of a spin density imbalance. The hallmark
of MBL is the absence of thermalization, which can be
seen in quantum quench protocols as a violation of initial
state independence [ 39]: some memory of the local initial
conditions is preserved even at infinite time, in contrast with
the ETH phase where any particular local feature of the initial
state is lost along the unitary evolution. In a recent cold-atom
experiment with interacting fermions loaded in a quasiperiodic
optical lattice [31], this property has been used to define a
working “order parameter” to characterize the MBL phase for
the transition through the study of the relaxation of an initially
prepared charge density wave: a nonzero charge imbalance
persisting at long-time signals the MBL phase.
Here, we show that the intermediate time dynamics of
the imbalance can display an anomalous power-law regime
characteristic of the subdiffusive regime. We generalize the
imbalance to any initial basis state of the form (0)
, . . . , (with zero magnetization) presenting a trivial
local spin imbalance, by computing
(0) (5)
for (even) sites. Shown in panels (c) and (d) of Fig. and
in Fig. , the disorder-averaged imbalance ) displays as
expected qualitatively different behaviors for ETH and MBL
regimes. Below we focus on the delocalized side where the
imbalance is vanishing at long time.
There, an anomalous power-law regime with varying expo-
nents is found at intermediate time (Fig. ), even if hindered
by strong and fast oscillations at short time 10. This
transient behavior, particularly pronounced at small disorder,
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ance for a chain of length are best fits to Eq. ( ). Right:
Exponent of the spin imbalance decay as a function of disorder
, as extracted fromfits for different system sizes.All systems
have periodic boundary conditions. The results for h > h 7 are
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2. (b), (d), and (f) Disorder-averaged time evolution of the entanglement entropy ) in the open chain for different system sizes and
values of disorder. (c), (e), and (g) Logarithmic derivative of the disorder-averaged time evolution of ), obtained by power-law fits over
in time, starting from min. The formation of plateaus corresponds to the power-law regime, with growing extent in terms of system
size. The plateaus determine the range of the power-law regime, over which we extract the exponent 1/z, displayed as a function of disorder in
panel (a). Note that the range of the power-law regime grows with disorder strength as the exponent decreases, delaying the saturation of ).
regions correspond to fit uncertainties.
The algebraic growth of Eq. ( ) has been predicted to
occur in the subdiffusive regime found in the renormalization
approaches of Refs. [25 26], with an exponent which varies
continuously with disorder due to the proximity to the critical
point. Plotted in panel (a) of Fig. , one sees that 1/z 1 and
decreases with . Although it is difficult to make a definite
statement at small disorder strength, it is plausible that the
sub-ballistic entanglement spreading regime takes place as
soon as 0. In any case this result contrasts with the clearly
smaller subdiffusive regime found for 16 in Ref. [19].
The exponent 1/z is expected to vanish at the ETH-MBL
critical point where instead a logarithmic growth should be
observed [18 24 26]. This should also be the case for system
sizes below the correlation length in a critical regime around
. Within the system sizes and time regimes that we can
access, we cannot discriminate between a logarithmic and a
very slow algebraic behavior. This critical logarithmic growth
likely implies that the power-law fits for 3 may be
spoiled by a logarithmic component (not present in our fitting
resulting in a slightly overestimated value of 1/z in
regime.
Time evolution of a spin density imbalance. The hallmark
of MBL is the absence of thermalization, which can be
seen in quantum quench protocols as a violation of initial
state independence [ 39]: some memory of the local initial
conditions is preserved even at infinite time, in contrast with
the ETH phase where any particular local feature of the initial
state is lost along the unitary evolution. In a recent cold-atom
experiment with interacting fermions loaded in a quasiperiodic
optical lattice [31], this property has been used to define a
working “order parameter” to characterize the MBL phase for
the transition through the study of the relaxation of an initially
prepared charge density wave: a nonzero charge imbalance
persisting at long-time signals the MBL phase.
Here, we show that the intermediate time dynamics of
the imbalance can display an anomalous power-law regime
characteristic of the subdiffusive regime. We generalize the
imbalance to any initial basis state of the form (0)
, . . . , (with zero magnetization) presenting a trivial
local spin imbalance, by computing
(0) (5)
for (even) sites. Shown in panels (c) and (d) of Fig. and
in Fig. , the disorder-averaged imbalance ) displays as
expected qualitatively different behaviors for ETH and MBL
regimes. Below we focus on the delocalized side where the
imbalance is vanishing at long time.
There, an anomalous power-law regime with varying expo-
nents is found at intermediate time (Fig. ), even if hindered
by strong and fast oscillations at short time 10. This
transient behavior, particularly pronounced at small disorder,
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3. Left: Time evolution of the disorder-averaged spin imbal-
ance for a chain of length are best fits to Eq. ( ). Right:
Exponent of the spin imbalance decay as a function of disorder
, as extracted fromfits for different system sizes.All systems
have periodic boundary conditions. The results for h > h 7 are
compatible with 0 up to systematic and statistical errors.
Figure 1.12: Dynamical exponents. Left panel: Entanglement entropy growth. Right
panel: Imbalance decay. Figure adapted from [127].
extensive conservation laws are not needed for having transport of quantum information,
nor that can aﬀect the latter’s true dynamical nature.
Since this topic will be further elaborated in Chapters 3 and 4, in the present section
we will brieﬂy review the ﬁrst numerical observations on anomalous entanglement dy-
namics. These observations were made by Luitz et al. [127], who explored the dynamics
after quenches in the ergodic phase of the MBL transition of the XXZ model (1.116),
ﬁnding a subballistic growth of entanglement entropy,
S(t) ∝ t1/ze , (1.146)
with a disorder-dependent dynamical exponent ze < 1 within a broad region of the er-
godic phase, in contrast to the ballistic growth ze = 1, characteristic of fully chaotic
systems. The exponent was further found to continuously decrease throughout h er-
godic phase, vanishing at the transition. In passing, the same authors additionally
reported a slow power-law dec y of the local spin imbalance [127]
I(t) = 4
L
L∑
i=1
〈ψ0|Szi (t)Szi (0) |ψ0〉 ∼ t−ζ , (1.147)
again with a continuously varying disorder-dependent exponent ζ < 1 (with ζ = 1/z)
vanishing at the transition. This is analogous to (1.145) and of experimental relevance.
The behavior of both exponents is shown in Fig. 1.12.
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Figure 8. Distribution of diagonal (top) and o diagonal (bottom) matrix elements of the local operator as a function of
disorder strength in the eigenbasis {| of the Hamiltonian. For each disorder realization, 50 eigenstates closest to middle
of the many-body spectrum. For each system size and disorder strength 10 . . . 10 disorder realizations are included, as well as
all positions in the chain. Note that for the diagonal matrix elements the distribution for each disorder realization
has a (slightly) nonzero mean, which we subtracted here (cf. discussion in Ref. [74]). The red dashed histograms in the bottom
row for = 1 and = 1 correspond to the (rescaled) distribution of the diagonal matrix elements
for comparison. For stronger disorder, the distributions of diagonal and o diagonal matrix elements are so strikingly di erent
that we do not show them in the same panel here.
In this appendix, we turn our attention to the analysis of the distributions of matrix elements of the local magne-
tization in the eigenbasis of the Hamiltonian. Similarly to our analysis of the eigenstates coe cients in the main
text, for each disorder realization we consider 50 eigenstates of the Hamiltonian with an eigenvalue closest to
middle of the many-body spectrum max min . These eigenstates correspond roughly to infinite temperature.
We note however, that since we study the microcanonical ensemble with = 0 here, where Tr =0 = 0, in each
disorder realization there is a slightly di erent “e e temperature”, which we correct by subtracting the mean of
the diagonal matrix elements (computed over the extracted eigenstates) for each disorder realization (cf. discussion
in Ref. [74] and in particular Appendix B therein).
We complement our previous work in Refs. [21 75], by calculating the distribution of the matrix elements
of the local in the eigenbasis {| of the Hamiltonian, with a massively improved statistics and one additional
system size = 24). We also add logarithmic binning of the histograms, a direct distribution of diagonal matrix
elements rather than their di erences as well as a direct comparison of diagonal and o diagonal matrix
elements distributions.
Fig. shows the results for the logarithmically binned probability density of diagonal and o diagonal
matrix elements of for disorder strengths = 1 , which are well on the delocalized side
Figure 1.13: Probability distributions of matrix elements deviating from a Gaussian
distribution. Upper panel: Diagonal elements. Lower panel: Oﬀ-diagonal elements.
Figure adapted from [134].
Anomalous thermalization
Before concluding this section, we shall brieﬂy discuss whether the previous observations
on anomalous dynamics have consequences on the validity of ETH as determined by the
ansatz (1.66). Numerical evidence of its validity has been reported in terms of diago-
n l [99, 104] and oﬀ-diagonal [135] elements of local observables and their probab lity
distributions. For MBL systems deep in their ergodic phase, the aforementioned dis-
tributions are Gaussian, however, when approaching the MBL transi on they strongly
deviate from a Gaussian distribution and develop long tails [104, 134, 135]. This is shown
in Fig. 1.13. Furthermore, it was claimed [135] that in such intermediate regime, despite
the system is subdiﬀusive, it nevertheless thermalizes according to a modiﬁed form of
the ETH ansazt (1.66). Analysis on an energy-averaged function of the matrix elements
of local operators in the ergodic regime was also performed in [136], ﬁnding consistency
with ETH. Nevertheless, the energy function signalled a diﬀerent characteristic behavior
while approaching the MBL transition, varying from being smooth to not being smooth.
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1.4.8 Many-body localization in Floquet systems
In this section we brieﬂy review how MBL arises in the context of disordered Floquet
systems. We discuss how some of the MBL diagnostics used in static systems naturally
extend to the Floquet setting.
D’Alessio and Polkovnikov [137] were the ﬁrst to predict that periodically driven
quantum many-body systems exhibit a localization transition as a function of the driving
frequency, attributed to the convergence of the Magnus expansion (ME) of the Floquet
operator (1.42). Although their work focused on translationally invariant systems, it
serves as a starting point for the results that we present in this section. They found that
at high frequencies, the ME (1.57) converges, leading the Floquet Hamiltonian (1.43) to
converge to a time-averaged (local extensive) Hamiltonian (1.58) which in turn would
lead to energy localization in the long-time limit. In contrast, at small driving frequen-
cies, the ME fails to converge in the thermodynamic limit; the system has enough time
to relax between the driving periods, thus being capable of constantly absorbing energy
and eventually heating up to inﬁnite temperature. The long-time behavior of isolated
periodically driven systems, in connection with the convergence (breakdown) of the ME,
was further studied by D’Alessio and Rigol [63]. They found a crossover between the
high and small driving frequency regimes. In the former regime, the Floquet Hamilto-
nian was found to converge to the time-averaged Hamiltonian, while in the latter regime
the Floquet operator was found to share properties of random matrices belonging to
either a circular orthogonal ensemble (COE) or a circular unitary ensemble (CUE), de-
pending on the symmetries of the Hamiltonian, thus leading to an inﬁnite temperature
steady state at long times and to the onset of ETH.
Whether an MBL system remains localized in the presence of the drive was tackled
in subsequent works [138–141]. For a generic class of periodically driven systems with
quenched disorder and well located in their MBL phase it was found that two diﬀerent
phases arise as a function of both the driving amplitude [139, 140] and the driving
frequency [140, 141]. This essentially results in two limit cases: for weak enough driving
amplitudes and high enough driving frequencies the system remains in the many-body
localized phase, while for strong driving amplitudes and small driving frequencies the
system delocalizes to an ergodic regime. These conclusions have been diagnosed by
studying the properties of the Floquet eigenstates which are reﬂected in the breakdown
or validity of ETH, as diagnosed by area-law vs volume-law entanglement entropy, or on
the statistics of the quasienergy levels showing a crossover between Poisson and circular
ensemble distributions, to mention some. The dynamical response of the system to the
drive, likewise in undriven MBL systems, is signalled by typical behavior on both sides
of the transition such as: logarithmic growth of entanglement entropy, in contrast to
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linear growth; absence of energy absorption in real time, versus energy absorption up
to inﬁnite temperature; discontinuous long-time behavior of expectation values of local
observables, as opposed to constant long-time behavior, among more. Furthermore,
it was proposed that the dynamics of Floquet fully many-body localized systems can
be described in terms of an eﬀective quasi-local time-independent (localized) Floquet
Hamiltonian, where there is an emergence of local integrals of motion (in the same way
this picture arises for undriven systems discussed in Sec 1.4.5). It was further claimed
that this eﬀective description provides a stronger basis for Floquet MBL systems than
the convergence of the Magnus expansion, which remains elusive in these systems [141].
Numerical evidence of anomalous behavior on the ergodic side of Floquet MBL sys-
tems, has also been observed in terms of distributions of diagonal and oﬀ-diagonal ma-
trix elements of local operators deviating from Gaussian distributions, anomalous trans-
port [142], slow energy absorption in real time [132, 143], and subballistic entanglement
growth [132, 133]. This particular subject will be addressed in more detail in Chapters
3 and 4.
Summarizing these remarks, in connection with the explanation of how undriven
eigenstates mix in the presence of the drive discussed in Sec. 1.1.8, in this section
we learned that fast enough driving is a central mechanism that prevents the mixing
of undriven eigenstates. In this regime, the Floquet operator converges to a Floquet
Hamiltonian that is quasi-local, localized, and time-independent, resulting in a slow
time behavior of the system. Moreover, the properties of the Floquet eigenstates and
the quasienergies, as well as the long-time behavior of expectation values of local observ-
ables are in full agreement with the breakdown of thermalization discussed in Sec 1.3.
In the next section, we turn our attention to one of the phenomenological character-
izations of MBL, based on the formalism of the one-particle density matrix.
1.5 One-particle density matrix occupation spectrum in
eigenstates
In this section, we discuss the characterization of MBL in terms of the one-particle
density matrix (OPDM) introduced by Bera et al. [103, 144], which will be the central
starting point of the work presented in Chapter 2. Before giving any deﬁnition, in the
following, we brieﬂy motivate the usefulness of the OPDM in a more general context.
The role of the OPDM in quantum many-body systems, and in particular, the ques-
tion of to which extent the OPDM can be used to accurately describe a physical situation
in which a many-body wave function can be approximated by a Slater determinant, was
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asked a long time ago by Löwdin [145, 146]. Under that premise, he found that the
OPDM alone can determine higher order density matrices, the many-body wave func-
tion, and consequently the true physical behavior of the system. He suggested that the
diagonal elements of the OPDM may be interpreted as density orders corresponding
to the number of particles times the probability of ﬁnding a particle in a certain or-
bital when all the rest occupy arbitrary orbitals, while the oﬀ-diagonal elements may be
interpreted as bond orders associated to products between two orbitals. Furthermore,
he proposed that by diagonalizing the OPDM, one obtains a new form characterized
by having vanishing bond orders, whose eigenfunctions are a set of new orbitals called
natural orbitals forming a basis of single-particle states and the corresponding eigenval-
ues are density orders that may be interpreted as occupations representing the average
number of particles in each of the natural orbitals. This interpretation was further used
by Penrose and Onsager [147] in the context of Bose-Einstein condensation.
Based on these interpretations and on the fact that the MBL phase is an emergent
integrable phase described by an eﬀective Hamiltonian (1.130) in which the many-body
eigenstates are close to being Slater determinants (as discussed in Secs. 1.4.3 and 1.4.5),
Bera et al. [103, 144] carried over a similar analysis in the context of MBL. They studied
spinless fermions in a one-dimensional lattice with Hamiltonian H given in Eq. (1.118);
using periodic boundary conditions and ﬁxing the number of particles N on a lattice of
L sites at half-ﬁlling (L = N/2). In particular, they calculated the OPDM for highly
excited many-body eigenstates |ψν〉 of H, with eigenenergies Eν close to the middle of
the spectrum ǫ = 1, with ǫ = 2(Eν −Emin)/(Emax−Emin). The OPDM for a given |ψν〉
is deﬁned as [103]
ρij = 〈ψν | c†icj |ψν〉 . (1.148)
This is a Hermitian, antisymmetric, and positive semi-deﬁnite matrix with Tr (ρ) = N .
By diagonalizing it
ρ |φα〉 = nα |φα〉 , (1.149)
one obtains the eigenfunctions |φα〉 which are natural orbitals forming a basis of single-
particle states and the corresponding eigenvalues nα are occupations satisfying the prop-
erty
Tr ρ =
L∑
α
nα = N with 0 ≤ nα ≤ 1 ∀α. (1.150)
Thus, if the many-body eigenstate |ψν〉 is a Slater determinant, or if this is approx-
imately a Slater determinant, following Löwdin’s approach, one would naively expect
the corresponding occupations nα to be exactly, or approximately, zero or one for all α.
Whereas if |ψν〉 stops being well described by a Slater determinant, the occupations
should deviate signiﬁcantly from zero and one. Therefore, this notion is reminiscent of
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Figure 1.14: Left panel: OPDM occupations. In the absence (dashed lines) and
presence (symbols) of interactions. The latter showing a crossover between fully many-
body localized and ergodic regimes as a function of disor er, going from discontin-
uous to continuous distributions. Right panel: The prob b lity distributions of the
OPDM occupations showing the same crossover from a bimodal distribution peaked at
nα ≈ 1, 0 to a narrow distribution peaked at nα ≈ N/L. Figure adap ed from [103].
the characteristic properties of the eigenstates in the Anderson insulator, the many-body
localized phase, and the ergodic phase, which have been discussed in previous sections.
By ordering the natural orbitals in descending occupation order, n1 ≥ . . . nL ≥ L,
Bera et al. [103] studied the behavior of the occupations across the MBL transition for
a ﬁxed interaction strength V as a function of disorder strength W . Strikingly, their
results are in full agreement with previous expectations as shown in Fig. 1.14. In the
noninteracting case V = 0, for any ﬁnite value of disorder, the system is an Anderson
insulator with half of the natural orbitals being fully occupied nα = 1 for α ≤ N and
the other half fully unoccupied nα = 0 for α ≥ N + 1 (as shown in dotted lines). In the
presence of a ﬁxed interaction V = 1 and for strong enough disorder strength, they found
that half of the occupations remai almost fully occupied nα ≈ 1 for α ≤ N and the other
half almost fully unoccupied nα ≈ 0 for α ≥ N + 1. On the other hand, as decreasing
disorder trength, the orbitals are shown to have a ﬁnite occupation approaching to
N/L = 1/2 at very weak disorder. The redistribution of occupations when decreasing
disorder strength was measured with the reduction of the steplike behavior by deﬁning
the ord r p rameter signalling the aforementioned characteristic regimes as:
∆ ≡ nN − nN+1


= 1 Anderson insulator,
= Z ≈ 1 Fully many-body localized,
≈ 0 Fully ergodic.
(1.151)
Furthermore, they recovered the phase diagrams shown in Fig. 1.8 (for energy densities
up to the middle of the band) and in Fig. 1.7 of Chapter 1, but instead, in terms of the
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Figure 1.15: MBL phase diagram in terms of the OPDM occupation spectrum or-
der parameter ∆n. Left panel: As function of energy density and disorder strength
at ﬁxed interaction strength (up to the middle of the band). Right panel: As a func-
tion of interaction and disorder strengths at ﬁxed energy density. Figure adapted
from [103].
order parameter ∆n; as a function of energy density ǫ and disorder strength W (at ﬁxed
interaction strength V = 1), and as a function of V and W (at ﬁxed ǫ = 1). This is
shown in Fig. 1.15, where 〈·〉 denotes disorder average.
In the noninteracting case, by adding any ﬁnite amount of disorder, the OPDM
occupation spectrum in all eigenstates exhibits a perfect steplike discontinuity. For non-
zero interactions, as the phase diagram shows, deep in the many-body localized phase,
the OPDM occupation spectrum exhibits a steplike discontinuity but with a ﬁnite weight
Z ≈ 1 at any ﬁnite energy density22 . This is reminiscent of the analogy between the
zero-temperature Fermi liquid and the MBL phase discussed in Sec. 1.4.5 (c.f. Spinless
version of Eq. (1.127) and Eq.(1.130)). Whereas on the ergodic side of the transition,
the OPDM occupation spectrum tends to a continuous distribution while decreasing
disord r.
On the other hand, in order to see wether the natural orbitals possess speciﬁc proper-
ties in the MBL transition, since they form a complete basis, the degree of delocalization
of the occupied stat s was further assessed via the IPR (c.f. Eq. (1.91)) deﬁned as [103]
IPR =
1
N
L∑
α=1
nα
L∑
i=1
|φα(i)|4. (1.152)
22This should be contrasted with the disorder-free case. While in the absence of interactions the
OPDM occupation exhibits a perfect steplike discontinuity for all eigenstates, as soon as interactions
are switched on, only the OPDM occupations in the ground state yield a discontinuous distribution,
while those in highly excited eigenstates yield a continuous distribution.
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Figure 1.16: Left panel: Par icipation ratio in the MBL transition r nging from be-
ing strongly size dependent at very weak disorder to being size independent at very
strong disorder. Right panel: Probability distributions of the inverse participation ra-
tio. The insets show the patial pr ﬁle of th natural orbitals in both the ergodic and
localized regime. Figure adapted from [103].
The participation ratio 1/IPR was then used as a measure of delocalization. As shown
in Fig. 1.16, in the e godic phase it scales with system size, while in the localized phase
it is size independent, which is consistent with the notions of ergodicity (nonergodicity)
discussed in previous sect ons.
In the next chapter, we follo up with a detailed study of the dynamics an the
long-time behavior of the OPDM spectrum following a quench.
Chapter 2
One-particle density matrix
occupation spectrum after a global
quench
One of the basic notions of condensed matter physics is adiabatic continuity [148]. As we
discussed in Chapter 1, the adiabatic connection between the Fermi gas and the Fermi
liquid shares many properties with the one between the MBL phase and the Anderson
insulator. We highlighted one important diﬀerence: In contrast to the Fermi liquid,
where only the ground state and the lowly excited states are adiabatically connected
to the free Fermi gas, in a fully many-body-localized system [106] every eigenstate is
adiabatically connected to some eigenstate of the Anderson insulator, where that relation
can be provided by a ﬁnite-depth quantum circuit [95] (as discussed in Sec 1.4.3).
The MBL phase can be regarded as an emergent integrable phase [105, 106, 149] char-
acterized by conserved quasiparticle densities, which are the density operators of Ander-
son orbitals locally dressed by particle-hole excitations [107, 108, 150, 151]. Similarly to
the Fermi liquid, the construction of such conserved quasiparticle densities (quasi-local
integrals of motion) results in an eﬀective description of the MBL Hamiltonian which
is diagonal in the quasiparticle basis, but that contains quasiparticle density-density
interaction terms, which are absent in the Anderson insulator [105, 106]. These inter-
action terms give rise to dephasing in dynamics that results in a logarithmic growth
of entanglement entropy [100, 105, 111] (for examples of other quantum information
measures, see [152–159]), and a slow relaxation of local observables towards nonergodic
stationary states at long times [109]. The adiabatic connectivity of the MBL phase to
the Anderson insulator relies on the stability of Anderson localization against interac-
tions [6, 7, 95, 107, 107, 150].
67
68 OPDM OCCUPATION SPECTRUM AFTER A GLOBAL QUENCH §2.0
We described in Sec. 1.5, how this formal analogy between MBL and the zero-
temperature Fermi liquid was further developed in Refs. [103, 144], which evinced
a Fermi-liquid-like discontinuity in the eigenvalues of the one-particle density matrix
(OPDM) in many-body eigenstates, analogous to a ﬁnite quasiparticle weight (see also
Ref. [151]). The discontinuity was claimed to signal Fock-space localization, while the
eigenvectors of the OPDM give localized orbitals, the natural orbitals, that can be used
to construct an optimized single-particle approximation to the quasiparticles [144].
In a Fermi liquid the occupation spectrum is discontinuous only at zero tempera-
ture; any nonzero temperature leads to a smooth occupation spectrum. With the MBL
eigenstates providing an analog to a zero-temperature Fermi liquid, in this chapter we
address whether there is also a ﬁnite-temperature analog1. We limit our consideration
to temperature eﬀects on quasiparticle occupations and assume that quasiparticle life-
times are not aﬀected. In this phenomenological analogy, in which each MBL eigenstate
is a zero-temperature reference state, this requires partial occupations of quasiparticles
compared with the reference occupations in a given eigenstate. A generic combination
of eigenstates, described by a mixed density matrix, does not work as this corresponds
to summing over diﬀerent random occupations of quasiparticles, or to mixing reference
states. Instead, we propose that a global quench from a local product state provides the
physics we are after. Intuitively, a local density has a large overlap with some quasipar-
ticle density. An expansion of such a local density in the quasiparticles will therefore
mainly contain the quasiparticles localized close-by, as if they were excited by a relatively
small eﬀective temperature. Initially we focus on a perfect density-wave state as the ini-
tial state. Such a product state still has systematic phase diﬀerences between diﬀerent
quasiparticles unlike in thermal states. During time evolution, however, this quasipar-
ticle superposition dephases such that the initial phase relationship is scrambled in the
inﬁnite-time steady state. The main result of this chapter is a characterization of this
steady state with one-particle density matrix occupations that indeed mimic occupation
eﬀects of temperature in a Fermi liquid. We further show how the partial occupations
in the steady state can be controlled by the structure of the initial state.
An initial density-wave state is also used in the ultracold atoms experiments that
observed a ﬁnite imbalance between the density on even and odd sites as a signature of
the absence of thermalization [19, 21, 161] (see [20, 22, 23, 162] for further experiments).
As a corollary result we therefore obtain a relation between the OPDM occupations
and experiments. In particular, we introduce an OPDM occupation imbalance, which
behaves similar to the density imbalance but with a slower relaxation towards the steady
state, thereby capturing dephasing.
1This chapter is an adapted version of the published journal version in Ref. [160]
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2.1 Model and methods
We study a system of spinless fermions hopping and repulsively interacting with their
nearest neighbors in a disordered 1D lattice, with Hamiltonian
H = J
L∑
i=1
[
− 1
2
(c†i+1ci + c
†
ici+1) + ǫi
(
ni − 1
2
)
+ V
(
ni − 1
2
)(
ni+1 − 1
2
)]
, (2.1)
where c†i creates a fermion on site i (among L sites) and ni = c
†
ici is the number operator.
Energies are expressed in terms of the hopping constant J , whereas disorder and interac-
tion strengths are denoted by the dimensionless quantities W and V , respectively. The
disorder is diagonal and taken from a box distribution ǫi ∈ [−W,W ]. We set J = V = 1
throughout this work, in which case the localization-delocalization transition is found to
be at Wc = 3.5± 1 for energies in the middle of the spectrum [98, 99, 102, 103, 163].
Using exact diagonalization, we study the system described in (3.1) for diﬀerent
system sizes L and average over 104 (L = 8, 10, 12), 5 × 103 (L = 14) and 4 × 103
(L = 16, 18) disorder realizations. We use periodic boundary conditions and ﬁx the
number of particles to half ﬁlling N = L/2. The symbol 〈·〉 denotes the disorder average.
The initial state, unless stated otherwise, is a perfect density-wave state,
|Ψ0〉 =
L/2∏
i=1
c†2i|0〉, (2.2)
which then evolves under the Hamiltonian (3.1) according to (we set ~ = 1) |Ψ(t)〉 =
exp(−iHt) |Ψ0〉 . To characterize the state |Ψ(t)〉, we calculate the instantaneous OPDM
ρij(t) = 〈Ψ(t)|c†icj |Ψ(t)〉 (2.3)
and diagonalize it. The eigenvalues {nα(t)}, with α = 1, 2, . . . , L, are the occupations
and the eigenfunctions {|φα〉} are the natural orbitals. For each time, we order the
OPDM eigenvalues in descending order n1(t) ≥ n2(t) ≥ · · · ≥ nL(t), noting that the
total particle number is conserved
∑L
α=1 nα(t) = tr ρ(t) = N at all times.
2.2 Evolution of occupations
We ﬁrst address the nature of the relaxation dynamics of the occupations {nα(t)}. In
the initial state |Ψ0〉, half of the occupations are equal to one and the other half equal
to zero, i.e., nα(0) = 1 for α ≤ N and nα(0) = 0 for α ≥ N + 1.
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Figure 2.1: (a) Evolution of the disorder-averaged occupation spectrum 〈nα(t)〉 deep
in the MBL phase (W = 8). (b) 〈nN (t)〉, for both phases (W = 1, 8) and at the tran-
sition (W=3.5). (c) Power-law relaxation (dashed lines, ﬁts to the data) for the upper
half of the spectrum. L = 14 in (a-c).
The time evolution of the occupation spectrum in the MBL phase is plotted in
the main panel of Fig. 2.1. Initially, the spectrum captures a fast expansion up to the
localization length, followed by a slow relaxation in which the occupations approach their
saturation values as a power law ν t−γ + δ, starting at times of the order of t ∼ 102 (see
Fig. 2.1(c)). The parameters δ, ν, and γ depend non-universally on α with the exponent
γ ranging between 0.3 and 0.6. In Fig. 2.1(b), the time evolution of the occupation
〈nN (t)〉 is shown for both phases and at the transition (W ≈ Wc). In the MBL phase
(W > Wc), it undergoes a slow relaxation towards a nonthermal stationary state at
long times (t ∼ 108). This slow relaxation is due to dephasing and is characteristic of
the MBL phase [109]. The instantaneous natural orbitals evolve from the initial onsite
densities towards localized orbitals at long times, and the instantaneous occupations
{nα(t)} can therefore be seen as expectation values of local observables. In this sense,
their approach to their stationary values is consistent with general arguments for power-
law relaxation of local observables [109]. In the ergodic phase (W < Wc), in contrast,
we observe a fast relaxation towards a thermal stationary state.
2.3 Steady-state properties
On the basis of the above, it is natural to ask about the behavior of the occupation
spectrum in the steady-state limit. To this end, we explore the asymptotic behavior
(t → ∞) of the time-averaged density matrix, which we compare to density matrices
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that capture the separate eﬀects of dephasing and thermalization. The steady-state
density matrix at long times is described by the diagonal ensemble in both the MBL
and the ergodic phase; only the latter is additionally reproduced by a thermal ensemble.
Speciﬁcally, expanding |Ψ0〉 =
∑
n an |n〉 in terms of the many-body eigenstates H |n〉 =
En |n〉, the time-evolved state takes the form |Ψ(t)〉 =
∑
n e
−iEntan |n〉, and the density
matrix is
ρij(t) =
∑
n,m
e−i(En−Em)ta∗man 〈m| c†icj |n〉 . (2.4)
Taking the time average (denoted by ·¯) yields
ρ = lim
T→∞
1
T − t0
∫ T
t0
ρ(t) dt, (2.5)
ρ¯ij =
∑
n,m
e−i(En−Em)ta∗man 〈m| c†icj |n〉 . (2.6)
We take t0 = 105 at which point the time evolution has reached a steady state. For
a nondegenerate system, the phases in (2.6) are random and sum to zero if n 6= m;
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Figure 2.2: Instantaneous disorder-averaged distribution of occupations 〈nα(∞)〉 at
ﬁxed large time t = 108, as a function of system size L and disorder strengths: (a)
W = 8, (b) W = 3.5 and (c) W = 1. The horizontal axis is scaled to (α+ 0.5)/L.
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therefore
ρij ≈
∑
n
|an|2 〈n| c†icj |n〉 ≡ ρdiagij . (2.7)
It is important to contrast the time-averaged density matrix with the instantaneous
occupations at large times (t = 108) in Fig. 2.2, obtained by ﬁrst ordering the occupa-
tions by size and then taking the disorder average. We notice that the instantaneous
occupations are systematically larger, although as the system size becomes larger, the
distribution in the thermal phase approaches its inﬁnite-time average, whereas the dis-
tribution in the MBL phase does not. This has mainly to do with the fact that the
ordering of eigenvalues does not generally commute with time averaging, in particular
if there is an interchange of occupations in the time evolution. This can be expected to
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Figure 2.3: Inﬁnite-time and disorder-averaged distribution of occupations 〈nα〉 as
a function of system size L, for disorder strengths: (a) W = 8, (b) W = 1. The hor-
izontal axis is scaled to (α + 0.5)/L. Additionally, (a) shows the diagonal-ensemble
distribution 〈ndiagα 〉 for all L (open symbols), the thermal ensemble 〈nTHα 〉 for L = 14
(stars) and the inset the discontinuity 〈∆n〉 as a function of L and a ﬁt to an expo-
nential ∼ e−0.06L. Open symbols in (b) give the thermal distribution 〈nTHα 〉 for all L.
(c) shows the disorder-averaged overlap 〈|an|2〉 between the initial state |Ψ0〉 and the
many-body eigenstates |n〉, plotted in decreasing order |a0| ≥ |a1| ≥ . . . as a function
of n for W = 8 and diﬀerent L. Inset, disorder-averaged largest weight 〈|a0|2〉 as a
function of L as well as an exponential ﬁt to exp(−bL), with b = 0.06.
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occur in the MBL phase, where the eigenvalues correspond to local quantities separated
in space and consequently do not couple. From now on, we therefore ﬁrst time average
the density matrix as in (2.5) and only then determine and order its eigenvalues, denoted
by n¯α, in descending order.
The occupations 〈n¯α〉 are plotted in Fig. 2.3 as a function of L and for three dif-
ferent values of W . In particular, we compare 〈n¯α〉 with the ordered eigenvalues ob-
tained directly from the diagonal ensemble (2.7), denoted by 〈ndiagα 〉; both are plotted
in Fig. 2.3(a) as a function of L for W = 8, with excellent agreement. In the ergodic
phase, we further ﬁnd good agreement with the eigenvalues of the thermal OPDM,
〈nTHα 〉, obtained from ρTH = tr
(
ρcc
†
icj
)
, where we use the density matrix of the canon-
ical ensemble ρc = e−βH/tr (e−βH), with inverse temperature β set by the requirement
that the energy of the state be E = 〈Ψ0|H|Ψ0〉 = tr (ρcH) (see Fig. 2.3(b)). The occu-
pations obtained in the MBL phase are, in contrast, highly nonthermal as revealed by
the comparison with the thermal occupation spectrum, plotted as stars in Fig. 2.3(a).
The OPDM occupations tend to exhaust the full range of values between 0 and 1, sim-
ilar to the occupations in eigenstates [103, 144], but with a discontinuity that vanishes
exponentially as L → ∞, see the inset in Fig. 2.3(a). This main result of this chapter
suggests that a global quantum quench from a product state of local densities results in
partial quasiparticle occupations and thus a continuous occupation spectrum, similar to
the eﬀect of a ﬁnite temperature in a Fermi liquid.
2.3.1 Time average of the OPDM and smearing of its occupation spec-
trum in the MBL phase.
The absence of the discontinuity is best understood in the diagonal ensemble. With
the initial state being a product state of single-site occupations, it has a large overlap
with the eigenstates that have a large weight on these sites. The quenched state will, to
ﬁrst order in perturbation theory, inherit the step function from this eigenstate, while
all the other states provide smearing of the step. To support this argument, we order
the many-body eigenstates |n〉 according to their overlap with the initial state such that
|a0| ≥ |a1| ≥ · · · ≥ |an|, and in Fig. 2.3(c), we plot the disorder-averaged overlap 〈|an|2〉
as a function of n. This function decays quickly with n and the largest overlap also
decays exponentially with L. This is consistent with eigenstates built from N quasi-
particles each with an overlap with absolute value c < 1 with a given site density, and
therefore, a total overlap that scales like |a0| ∝ cN . The maximum-overlap eigenstate
|0〉 has an OPDM ρ(0) with a zero-temperature Fermi-liquid-like step function, as we
conﬁrm in Fig. 2.4, where we plot its eigenvalues n(0)α (the same is the case for the other
eigenstates, see lines). The unitary transformation U0 that diagonalizes ρ(0) approxi-
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Figure 2.4: Disorder-averaged occupations 〈n(n)α 〉 in the three many-body eigenstates
(n = 0, 1, 2) with the largest weights in Eq. (7). The horizontal axis is scaled to (α +
0.5)/L and L = 18. Filled and unﬁlled symbols are the n(n)α ordered (in descending
order) before and after taking the disorder average, respectively (which yields the same
result for n = 0.) The solid, dashed and dashed-dotted lines are the disorder-averaged
occupations in the eigenstates n = 0, 1, 2, respectively.
mately diagonalizes the OPDM ρ(n) of the higher eigenstates |n〉, such that the diagonal
elements n(n)α = (U−10 ρ
(n)U0)αα, if ordered in decreasing order before taking the disorder
average, also have an OPDM occupation discontinuity (see ﬁlled symbols in Fig. 2.4).
The transformation U0, however, randomizes the ordering. To demonstrate this, the
occupations in the zeroth, ﬁrst and second state {n(n)α : n = 0, 1, 2} are plotted for
three disorder conﬁgurations in Fig. 2.5(a)-(c). As a consequence, the disorder average
〈n(n)α 〉, plotted with unﬁlled symbols in Fig. 2.4, becomes a smooth function without any
discontinuity.
Assuming then that the diagonal elements of the diagonal density matrix are obtained
by applying U0 term by term in Eq. (2.6), we write
ndiagα = |a0|2n(0)α +
∑
n>0
|an|2n(n)α . (2.8)
Here, the {|n〉} are ordered in order of decreasing |an|. Given that all the higher order
terms in Eq. (2.8) are smooth, even at ﬁnite system sizes, they do not contribute to the
discontinuity ∆n. The resulting prediction of the diagonal ensemble for the discontinuity
is then
〈∆ndiag〉 ≡ 〈ndiagN 〉 − 〈ndiagN+1〉 ≈ 〈|a0|2∆n(0)〉. (2.9)
This indeed goes to zero exponentially with L since 〈|a0|2〉 ∼ e−bL, consistent with the
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Figure 2.5: (a)-(c) Diagonal elements {n(n)α : n = 0, 1, 2} of the three many-body
eigenstates with the largest weights |an| in Eq. (2.8) for W = 8 as a function of α, ob-
tained after a unitary transformation with the matrix U0 that diagonalizes the largest-
weight eigenstate |0〉. Data is shown for three diﬀerent random disorder conﬁgurations
in (a), (b) and (c). (d) Disorder-averaged largest eigenstate weight 〈|a0|2〉, inﬁnite-
time and disorder-averaged discontinuity 〈∆n〉 and its zeroth-order approximation
〈|a0|2∆n(0)〉, for W = 8 as a function of system size L and a ﬁt to an exponential
∼ e−bL, with b ≈ 0.06 for data in squares and triangles, and b ≈ 0.07 for data in
octagons.
inset to Fig. 2.3(a). In Fig. 2.5(d) we compare the discontinuity ∆n obtained from
the time average with that obtained from the approximation of Eq. (2.9) The agreement
between the two quantities is rather good, given the approximations used in the argument
leading up to the prediction of Eq. (2.9), and corroborates the conclusion that in the
thermodynamic limit, the discontinuity indeed goes to zero.
2.4 Tuning quasiparticle occupations
We can systematically tune the distance to a reference MBL eigenstate by generalizing
the density-wave initial state to
|Ψγ〉 =
L/2∏
i=1
[cos(γ)c†2i + sin(γ)c
†
2i+1] |0〉 . (2.10)
76 OPDM OCCUPATION SPECTRUM AFTER A GLOBAL QUENCH §2.0
0.0 0.2 0.4 0.6 0.8 1.0
(α + 0.5)/L
0.0
0.5
1.0
〈n
d
ia
g
α
〉
W = 8, V = 1
|Ψfree〉
0 pi/4γ
2
8
〈σ
E
〉
Figure 2.6: Disorder-averaged occupations 〈ndiagα 〉 in the diagonal ensemble for dif-
ferent initial product states |Ψγ〉 corresponding to γ = mπ/20 with m = 0, 1, . . . , 5,
as well as for the clean initial state |Ψfree〉 (diamonds), for values W = 8 and L = 14.
Inset: the disorder-averaged standard deviation σE of the energy in the initial state as
a function of γ and in |Ψfree〉 (diamond).
In Fig. 2.6 we plot the steady-state occupation spectrum for several values of γ. With
increasing γ the energy variance of the state |Ψγ〉 increases, corresponding to exciting
quasiparticles and an increased eﬀective temperature, which is reﬂected in the long-time
occupation spectrum deviating more and more from the step function. This provides a
systematic, and experimentally feasible [164], procedure to tune the quasiparticle occu-
pations.
2.4.1 Reference initial states and their overlap with the many-body
eigenstates.
While the energy variance provides a proxy for the eﬀective temperature, by being a
measure of the amount of quasiparticle excitations, it is important that these excitations
are with respect to a deﬁnite reference eigenstate that acts as the ground state. This
is guaranteed by the local structure of the initial state |Ψγ〉. If we instead take an
initial state without such a reference, for example a highly excited eigenstate |Ψfree〉
of the clean Hamiltonian (3.1) with W = 0, we obtain a practically ﬂat distribution
〈ndiagα 〉 ≈ 1/2 ∀α (see diamonds in Fig. 2.6). This is the case even though the energy
variance of this state is similar to that of Ψγ with γ = π/4, and results from the mixing
of reference states. In Fig. 2.7, we show how the local structure of the initial states is
reﬂected in their overlap 〈|an|2〉 with the many-body eigenstates |n〉 (in line with the
analysis in Fig. 2.3(c)). As we increase γ, the largest overlap 〈|a0|2〉 between the initial
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Figure 2.7: Disorder-averaged overlap 〈|an|2〉 between the initial states of the form
|Ψγ〉 with γ = mπ/20; m = 0, 1, . . . , 5 (from top to bottom) and the many-body
eigenstates |n〉, plotted in decreasing order |a0| > |a1| > . . . as a function of n, for
W = 8 and L = 14. The same is plotted for the clean initial state |Ψfree〉 in diamonds.
states |Ψγ〉 and the eigenstates decreases, but even for large γ, there is an eigenstate
with a signiﬁcant weight that serves as a reference. In contrast, the overlaps of |Ψfree〉
with |n〉 are essentially constant.
2.5 Imbalance and connection to experiments
The density imbalance I = (Ne − No)/N between the number of physical particles Ne
on even sites and No on odd sites is experimentally seen to relax to zero in the ergodic
phase, whereas in the many-body localized phase it exhibits a fast relaxation towards
a nonzero value, reﬂecting the absence of thermalization [19]; similar conclusions were
obtained numerically in Ref. [165]. From the occupation spectrum, we deﬁne a related
imbalance between the occupied and unoccupied halves of the spectrum as
IOPDM(t) = 〈N+(t)〉 − 〈N−(t)〉
N
, (2.11)
where N+(t) =
∑N
α=1
(
nα(t)−nTHα
)
and N−(t) =
∑L
α=N+1
(
nα(t)−nTHα
)
. We can view
IOPDM(t) as a measure of how close a state is to a step-function occupation spectrum
where the imbalance is maximal, or to a thermal occupation spectrum where its value
is zero. This imbalance is plotted for both phases in Fig. 2.8(a); it saturates to zero in
the ergodic phase (dotted lines) and to a ﬁnite value in the MBL phase (solid lines).
This conclusion is supported by the ﬁnite-size scaling given in Fig. 2.8(c). In comparison
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Figure 2.8: (a) Time-evolution of the disorder-averaged OPDM occupation imbal-
ance, 〈IOPDM(t)〉, for W = 8 (solid lines) and W = 1 (dotted lines). (b) Density
imbalance 〈I(t)〉 as a function of L for W = 8. (c) Finite-size scaling of the instanta-
neous disorder-averaged density imbalances at ﬁxed large time t ∼ 108; 〈I∞〉 (〈I(∞)〉:
dotted lines; 〈IOPDM(∞)〉: dashed lines. Both for W = 1, 8.)
with the density imbalance I(t) in the MBL phase, plotted in Fig. 2.8(b), the relaxation
of the OPDM imbalance is much slower. The reason for this is that I(t) only captures
the ballistic expansion part of the relaxation, while IOPDM(t) also captures the dephas-
ing mechanism originating from interactions between quasiparticles. As a second main
result of our work, we have thus demonstrated that the slow relaxation of the OPDM
occupation spectrum can be directly connected to lack of ergodicity and experimentally
accessible quantities.
2.6 Conclusions
We demonstrated that in the many-body localized phase, the steady state reached at
long times after a quench from a local product state has a smooth OPDM occupation
spectrum with a highly nonthermal shape, in contrast to that obtained in the ergodic
phase. This is consistent with the picture of local conserved quantities which have a
signiﬁcant overlap with the initial state. The approach towards the steady state is
consequently a power law, reﬂecting dephasing via interactions between quasiparticles.
We have also deﬁned an occupation imbalance, similar to the density imbalance used in
experiments, that captures the main eﬀect of dephasing and absence of thermalization.
Our discussion suggests that the continuous occupation spectrum is phenomenolog-
ically similar to that of a ﬁnite-temperature Fermi liquid. The ﬁnite temperature is
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provided by the energy diﬀerence between the initial state and the closest eigenstate,
which serve as reference states with a (zero-temperature) Fermi-liquid-like occupation
spectrum. This eﬀective temperature can be tuned by changing the local structure of
the initial state. This is not thermalization in the conventional sense since the many-
body localized phase is manifestly nonergodic. Nevertheless, the observation that the
steady state OPDM spectrum is continuous hints at the possibility of describing it with
an emergent temperature, capturing the energy variance in the system. It remains an
interesting future research direction to establish whether such an emergent tempera-
ture corresponds to some thermal-like ensemble, necessarily diﬀerent from eigenstate
thermalization, and then how one can characterize it.

Chapter 3
Slow dynamics in the ergodic phase
of Floquet systems without
extensive conservation laws
Along with the so-called quantum quench, a central nonequilibrium protocol in quan-
tum many-body systems is periodic driving, as we discussed in Chapter 1. Typically, if a
driven system is ergodic, it is expected to absorb energy indeﬁnitely from the drive, heat-
ing up to an inﬁnite-temperature (fully-mixed) state, as conjectured by the eigenstate
thermalization hypothesis [11–13, 62, 63, 137, 138, 166]. This situation is unlike that
experienced by Floquet-integrable systems which fail to thermalize, for which there is an
emergence of an extensive number of local (or quasilocal) conserved quantities [167]. In
particular, in Sec 1.3 we studied how such systems avoid heating due to the constraints
imposed by those conserved quantities. Although these systems do not thermalize, they
reach a well-deﬁned synchronized state with maximal entropy described by a periodic
generalized Gibbs ensemble [78]. In contrast, a rather general and robust mechanism
that prevents thermalization is MBL. Strikingly, it was found that an MBL system well
located in its many-body localized phase can survive even under periodic driving, where
the Floquet-MBL transition can be tuned by the frequency or the amplitude of the drive
[138–141, 143] (as discussed in Sec. 1.4.8).
The nontrivial nature of the ergodic phase and the advent of anomalous thermal-
ization in the vicinity of the MBL transition was ﬁrstly associated to subdiﬀusion [15,
93, 102, 110, 116, 118, 123, 143, 168–172] and then connected to subballistic spreading
of entanglement and slow relaxation of local observables [127]. Notwithstanding, most
numerical studies on subdiﬀusion have concentrated on studying static MBL models.
Only recently, subdiﬀusive behavior was observed in a Floquet-MBL model with con-
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served total magnetization, in terms of a power-law relaxation of the spin-spin correlation
function [142].
On the other hand, a phenomenological interpretation of the anomalous behavior
based on Griﬃths eﬀects was proposed, as discussed in Sec.1.4.7. One conjecture arising
from this interpretation is that in 1D systems without extensive conservation laws, and
therefore without any associated transport, the typical behavior of generic autocorre-
lation functions decays in time as a stretched exponential, while the average behavior
follows a power law [122]. Whereas slow entanglement growth in the absence of conserva-
tion laws was also explained by the phenomenology of entanglement production, which
is conjectured to apply in generic quantum systems [173]. However, the conjectured
autocorrelator decay has yet to be numerically veriﬁed, while the slow entanglement
growth has been only observed in coarse-grained models and not in microscopic models.
Based on the assumption that slow dynamics is a distinguishing feature of the er-
godic phase in a class of systems exhibiting MBL when approaching the MBL transition,
we show in this chapter1 that this scenario is also present in a Floquet model with no
global conservation laws. This model is known to experience a Floquet-MBL transition
which can be tuned by the disorder strength within a region of the frequency-amplitude
space [174]. We study the stroboscopic dynamics of three quantities: The energy absorp-
tion, the spin-spin autocorrelation function, and the entanglement entropy. In each case,
the system is initially prepared in the ground state of the time-averaged Hamiltonian,
in an inﬁnite-temperature initial state, and in a product state. This setting amounts
to studying how the information contained in an initial quantum state propagates in
the absence of conservation laws. Here, the problem of thermalization is not based on
the exchange of conserved quantities between the system of interest and the rest of the
system but rather on the capability of the latter to undertake the necessary entangle-
ment allowing the system to reach inﬁnite temperature. Using a fast Walsh-Hadamard
transform, we numerically study this aspect of thermalization, for system sizes up to L
= 28 and time windows extending over more than 4 decades.
3.1 Model
We study a kicked spin-1/2 Ising chain with open boundary conditions in the presence
of both a transverse and a disordered longitudinal ﬁeld, subject to a periodic driving.
1This chapter is an adapted version of the published journal version in Ref. [132]
MODEL §3.1 83
Its Hamiltonian can be decomposed into two terms
Hx =
∑
i
gΓσxi ,
Hz = J
L−1∑
i=1
σzi σ
z
i+1 +
L∑
i
(
h+ g
√
1− Γ2Gi
)
σzi ,
(3.1)
where σxi and σ
z
i are Pauli matrices on site i, Gi is a random variable with a Gaussian
distribution, and the interaction constant is ﬁxed to J = 1. The driving is induced
by a time-dependent Hamiltonian that switches repeatedly between H(t) = 2Hz and
H(t) = 2Hx every half a period τ/2, so that the unitary evolution over one period is
generated by the Floquet operator:
UF (τ) = e
−iHxτe−iHzτ . (3.2)
We set (g, h, τ) = (0.9045, 0.8090, 0.8), as in [113, 174, 175], in order to make the system
nonintegrable (see also [176, 177] for studies of a clean version of the model). Both the
amplitude of the transverse ﬁeld and the disorder strength are controlled by tuning the
parameter Γ ∈ [0, 1] in Eq. (3.1), so that the total mean-square ﬁeld remains independent
of Γ. This Floquet system is known to undergo a Floquet-MBL transition at the critical
value Γc ≃ 0.3, from the MBL phase (Γ < Γc) to the ergodic phase (Γ > Γc) [174]
In the two following sections we give details on the level spacing statistics, including
the clean case which was studied in detail for a class of similar set-ups in [178], as well
as comments on the self-dual point of the model studied in [179]).
3.1.1 Level spacing statistics
In this section we provide details on the level statistics in the model (3.1) using exact
diagonalization over 100 − 104 disorder realizations. The Floquet operator deﬁned in
Eq. (4.3), has eigenvalues of the form e−iθn , the phases θn being directly related to the
quasienergies (εn = θn/τ), and deﬁned in the interval (−π, π]. Given the ordered phases
θn+1 ≥ θn ≥ · · · ≥ θ1, the level spacing ratio between two consecutive phase spacings δn
is deﬁned as [63]
r =
min(δn, δn+1)
max(δn, δn+1)
; with δn = θn+1 − θn. (3.3)
In Fig. 3.1 we plot the average value of the level spacing ratio, [r], as a function of Γ.
We note that [r] is enclosed by the limit values corresponding to the Poisson (POI) and
the circular ortogonal ensemble (COE) distributions, [r]POI ≈ 0.386 and [r]COE ≈ 0.526,
respectively. The critical value of disorder is signalled by the crossings and is located
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Figure 3.1: Average value of the level spacing ratio, [r], as a function of Γ, for sev-
eral system sizes L.
below Γ ≈ 0.35 for the system sizes reached in our simulations. As the crossing shifts
towards [r]POI with increasing L, the data shown in Fig. 3.1 is well consistent with the
critical disorder Γc ≈ 0.3 reported in [174], where the same quantity is featured for
exactly the same model.
We further plot the full probability distribution of r, P (r), for diﬀerent values of
disorder (see Fig. 3.2). For values of Γ deep in the MBL phase (Γ close to zero), we
expect P (r) to obey the Poisson distribution [180]
PPOI(r) =
2
(r + 1)2
, (3.4)
while for values of Γ deep in the ergodic phase (Γ close to one), we expect P (r) to obey
the COE distribution [63]
PCOE(r) =
2
3

sin
(
2πr
r+1
)
2πr2
+
sin
(
2π
r+1
)
2π
+
1
(r + 1)2
−
cos
(
2πr
r+1
)
r(r + 1)
−
cos
(
2π
r+1
)
r + 1

 .
In Fig. 3.2 we compare our numerical results with the two previous closed expressions.
In particular, the limit cases of very strong disorder (Γ = 0.2) and very weak disorder
(Γ = 0.98) are plotted in Fig. 3.2(a),(e) which show that P (r) is indeed well described
by Eq. (3.4) and Eq. (3.5), respectively. It is interesting to observe though, how the
distributions develop for intermediate disorder strengths. While close to the critical
point, the distributions seem to be independent of L (see Fig. 3.2(b)), when moving
away from the critical point, the distributions seem to display strong ﬁnite size-eﬀects.
This latter observation can be seen in detail in Fig. 3.2(c),(d), where P (r) seems to
match PCOE(r) quite well already for L = 14, but not for L < 14.
Furthermore, even if the model considered is ergodic in a vicinity of the disorder-free
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Figure 3.2: Probability distribution P (r). (a) Deep in the localized phase. (b)
Close to the transition; (c)-(e) deeper on the ergodic side of the transition. (e) In the
disorder-free case for the even (dotted lines) and odd (solid lines) parity sectors, for
L=14.
point Γ = 1.0 (see Fig. 3.2(e)), it is relevant to conﬁrm that the model remains ergodic
in the disorder-free case, where nonergodicity has been observed in [178] for a class of
clean similar set-ups. In this case, the model is invariant under reﬂection, leading to
parity conservation, i.e., [UF (τ), Πˆ] = 0, where Πˆ is the parity operator [181]
Πˆ =
L˜∏
i=1
1
2
(
σxi σ
x
L−i+1 + σ
y
i σ
y
L−i+1 + σ
z
i σ
z
L−i+1 + 1
)
; (3.5)
with L˜ = L2 for L even and L˜ =
(L−1)
2 for L odd.
If we were to inspect the level statistics in the disorder-free case, we necessarily have
to consider the even and odd parity sectors (Πˆ = ±1) separately. In Fig. 3.2(f), we show
that both parity sectors are ergodic. Our results conﬁrm that a single large enough
system, such as L = 14, is already suﬃcient to reasonably reproduce the COE ensemble.
Alternatively, we could have broken the symmetry by adding a small random coupling
in the border of the chain (data not shown).
3.1.2 The self-dual point
A recent analytical connection to random matrix theory in terms of the spectral form
factor was derived in [182]. In particular, this analytical tool was used to study ergod-
icity at the self-dual point of basically the same model considered here, leading to a
theorem that states the non-existence of MBL regardless of the disorder strength in the
86 SLOW DYNAMICS IN THE ERGODIC PHASE OF FLOQUET SYSTEMS §3.0
0.0 0.5 1.0
r
0
1
2
P
(r
)
L = 12
Self − dual point
PCOE
Γ
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figure 3.3: Probability distribution P (r) at the self-dual point Jτ = gΓτ = π/4
for L = 12 and several values of Γ, including those that would correspond to the MBL
regime at other points of the parameter space.
system [179].
The self-dual point in our model corresponds to setting Jτ = π4 and gΓτ =
π
4
in Eq. (3.1). Using the rudimentary measures of ergodicity in terms of probability
distributions of the level spacing ratio, we reproduce the aforementioned theorem at the
self-dual point. Our numerics show that the self-dual point is indeed an exact ergodic
point, reﬂected by the COE-like distributions obtained for all the values of disorder
strength explored, including those that would correspond to POI-like distributions at
parameters away from the self-dual point.
3.2 Dynamics
In the following, we focus on the stroboscopic time evolution of the system, given by
the Floquet operator (4.3), for diﬀerent values of disorder strength on the ergodic side
of the transition Γ > Γc, and as a function of system size. Even though (4.3) is nonin-
tegrable, the driving is always induced by an integrable Hamiltonian, either Hx or Hz.
Nevertheless, the periodic switching between the two dynamics is suﬃcient to allow the
system to absorb energy and reach an inﬁnite-temperature state in the long-time limit.
For the chosen parameters, the model is located in a suitable region within the driving
frequency-amplitude space where there is a Floquet-MBL transition as a function of dis-
order strength. Our results remain valid for a range of parameters close to those values
where we observe the same qualitative dynamical behavior of the energy absorption,
the autocorrelation function, and the entanglement entropy in which the three behave
monotonically with Γ.
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3.2.1 Method
The Floquet operator (4.3) is a product of matrices that are diagonal in the respective
spin basis σx and σz. In a diagonal basis, matrix multiplication is fast (N = 2L oper-
ations as opposed to N2 for a full matrix). The basis transformation from σz to σx is
U =
⊗L
i=1 UH with UH =
1√
2
(
1 1
1 −1
)
the 2×2 Hadamard matrix. The product struc-
ture of the transformation allows us to use the fast Hadamard transform [183], which is
a generalization of the fast Fourier transform that requires only N logN ∼ L2L opera-
tions, to transform between the bases and thereby do an exact time evolution for large
systems to large times (here we go to L = 28 but larger systems are easily obtainable
for shorter times).
3.2.2 Energy absorption
As mentioned in the introduction, it is already well established that the fate of a static
system in its MBL phase when subjected to periodic driving, will depend on both the
period and the amplitude of the drive. If the amplitude is small enough, then, for fast
enough driving the system will remain localized, whereas for slow driving the system
will delocalize to its ergodic phase. Both scenarios can be reﬂected in how the energy
is absorbed in real time. For fast enough driving, the energy of the system will remain
localized in the inﬁnite-time limit; for slow driving, the system will heat up to inﬁnite
temperature [63, 137, 143].
The analysis presented in this chapter slightly diﬀers from the aforesaid scenarios,
as the model considered here has a ﬁxed driving period which allows for a Floquet-MBL
transition tuned by the disorder strength (which is nonetheless tied to small driving
amplitudes). Nevertheless, here, we expect to similarly observe a distinguishing heating
process on each side of the transition. Following the same reasoning as in [63, 143], we
periodically drive the system initially prepared in the ground state of the time-averaged
Hamiltonian
Havg ≡ 1
τ
∫ τ
0
dtH(t) = Hx +Hz, (3.6)
to then study how the energy is absorbed in real time. The stroboscopic time evolution
of the energy density with respect to Havg is deﬁned as
ε(nτ) = 〈Ψ|Havg(nτ) |Ψ〉 , (3.7)
with n the stroboscopic time step and τ the period. If the system heats up to inﬁnite-
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Figure 3.4: Disorder-averaged energy absorption in the MBL phase (Γ = 0.2), across
and near the transition (Γ = 0.3, 0.35), and deeper on the ergodic side of the transition
(Γ = 0.4, 0.45, 0.5, 0.6, 0.8). For two system sizes; L = 20 (dashed lines), L=22 (solid
lines).
temperature in the long-time limit, then the energy absorbed (3.7) at long times is
ε(nτ → ∞) = Tr (Havg) = 0, (3.8)
where the last equality follows from Eqs. (3.6) and (3.1). Therefore, if the system heats
up to inﬁnite-temperature, then the energy absorption saturates to zero.
In Fig. 3.4 we show the energy density ε(nτ) for several values of Γ and corroborate
the existence of qualitatively diﬀerent regimes characterized by diﬀerent heating process.
In the localized regime, the energy remains localized in the iniﬁnite-time limit, away
from the inﬁnite-temperature saturation point, while in the ergodic regime the system
continues absorbing energy until heating up to inﬁnite-temperature, albeit rather slowly
when approaching the critical point. Both regimes are consistent with the phases of
UF (τ) being either POI or COE distributed—or falling somewhere between the two—as
shown in Fig. 3.2.
Although we observe a slow heating process between the localized and ergodic regimes,
whether this is consistent with the logarithmically slow process observed for a model with
conserved total magnetization in [143], is not entirely clear. It might well be that the
slow behavior is a ﬁnite-size eﬀect.
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Figure 3.5: Stroboscopic time evolution (a) of the typical disorder-averaged auto-
correlation function [CzzL/2(nτ)]
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disorder-averaged entanglement entropy [S(nτ)] and (d) its logarithmic derivative
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3.2.3 Autocorrelation function
For an inﬁnite-temperature initial state the spin-spin autocorrelation function can be
expressed as:
Czzi (t) =
1
dH
Tr
(
σzi (t)σ
z
i (0)
)
, (3.9)
where dH is the dimension of the Hilbert space. In (3.9), we implicitly used that ρ = 1
is the associated inﬁnite-temperature density matrix and that σzi (t) is the time-evolved
operator in the Heisenberg representation; the same expression can also be thought of
as a return probability. Following the notions of stochastic trace evaluation or quantum
typicality [184, 185], the trace in (3.9) can be approximated by the expectation value
with respect to R initial random vectors {|Ψ〉} taken from the Haar measure, up to
a precision ∝ 1/√RdH. This implies one gets converged results even for a very small
number of random vectors (R = 2).
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In what follows, using the mentioned approach, we numerically study the stro-
boscopic time evolution of the autocorrelation function at the middle of the lattice,
CzzL/2(nτ) = 〈Ψ|σzL/2(nτ)σzL/2(0) |Ψ〉, where n denotes the stroboscopic time step. We
averaged over 300 to 600 disorder realizations for each initial random vector (see Ap-
pendix 3.4.2 for details regarding the trace approach). In Fig. 3.5(a) we identify slow
dynamics of the autocorrelation function CzzL/2(nτ) for values of Γ on the ergodic side
of the transition (Γ > Γc). More precisely, the autocorrelation function decays to its
inﬁnite-temperature steady state as a stretched exponential CzzL/2(nτ) ∝ exp(−γnβ). In
Fig. 3.5(a), we show the typical and the average (inset) value of CzzL/2(nτ), observing
a faster decay of both with increasing Γ (decreasing disorder strength) for a ﬁxed L.
The average is denoted as [·] and the typical exp ([log(·)]) as [·]typ. While we observe a
stretched-exponential behavior of the typical value of the autocorrelation function, we
found no diﬀerence with the average, and consequently, no subleading power-law behav-
ior of the latter, as was conjectured in [122] for generic autocorrelation functions in 1D
systems without extensive conserved quantities.
In Fig. 3.5(b), we further show how the decay of the autocorrelation function re-
ﬂects on the value of the dynamical exponent β for a ﬁxed system size L and the same
in Fig. 3.6 as a function of L. We extracted the exponent in two ways: The ﬁrst
one consists in taking the logarithm of the quotient between the autocorrelation func-
tion CzzL/2(nτ) measured at stroboscopic times nτ of length ln, and the autocorrelation
function CzzL/2(n˜τ) measured at stroboscopic times n˜τ of length ln˜ = 2ln, with n˜ = n/2.
This is shown in Fig. 3.5(b) in a log-log scale. As both the numerator and denominator
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Figure 3.6: Typical disorder-averaged stroboscopic time evolution of the auto-
correlation function, [CzzL/2(nτ)]
typ, as a function of L. (a),(b) Close to the tran-
sition; (b),(c) deeper on the ergodic side of the transition. Inset: as in (b) but
− log([CzzL/2(nτ)]typ). (e)-(h) Dynamical exponent β as a function of Γ and L, obtained
by stretched-exponential ﬁts to the data points in the upper panel. The ﬁts are of
ﬁxed size and are made over 500, 400, 400 and 200 stroboscopic time points (from (e)
to (h)), starting from nmin.
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(nτ)
Czz
L/2
(n˜τ)
)
decay as a stretched exponential, by taking again the logarithm we can
therefore extract the dynamical exponent 0.2 . β . 0.7 via a linear ﬁt ∝ δ + β(nτ),
plotted in the inset. The exponent grows with increasing Γ, and is in good agreement
with the one alternatively extracted via stretched-exponential ﬁts plotted in the lower
panel of Fig. 3.6. The ﬁts are made over several time windows of ﬁxed size ∆n for
a given Γ; starting at diﬀerent initial stroboscopic times nmin. Both the order of ∆n
and nmin are naturally constrained by the ﬁnite-size eﬀects which increase with Γ. The
exponent corresponding to the stretched-exponential ﬁts, 0.3 . β . 0.7, grows with
increasing Γ and ﬂuctuates only slightly about those approximate values with respect
to nmin, for a given L (see data for L = 24 to compare with the corresponding data
shown in the inset of Fig. 3.5(b)).
For a ﬁxed Γ, the value of the dynamical exponent β increases with L, then ﬂowing
towards faster dynamics for larger system sizes (see lower panel of Fig. 3.6). So, although
we observe a slow dynamics as a function of disorder within the ergodic regime, we also
observe that the slow dynamics fasten with system size. Both the presence or absence
of slow dynamics could be related to the small system sizes reached in our simulations.
Either the system sizes explored here are too small to attest that the exponent saturates
at a value corresponding to such slow dynamics for a larger system size, or the slow
dynamics is a direct consequence of the ﬁnite-size eﬀects. Recently, the former scenario
was observed in a nondriven system, where a converged exponent was obtained but only
until system sizes L ∼ 50 − 100 were attained [186]; a large crossover length scale at
weak disorder was discussed in in Ref. [170], also in the nondriven setting.
3.2.4 Entanglement entropy
As we stated before, the system described in (3.1) does not possess any conservation laws;
while there is no diﬀusive transport in the conventional hydrodynamical sense [117], there
is still transport of quantum information. It is therefore interesting to explore how the
absence of conserved quantities inﬂuences the spread of the entanglement entropy,
S(t) = −Tr[ρA(t) ln(ρA(t))], (3.10)
where ρA(t) = TrB[ρ(t)] is the time-evolved reduced density matrix for a bipartite system
(A|B) and ρ = |Ψ〉 〈Ψ| the density matrix for a given initial product state |Ψ〉. Typically,
for 1D MBL systems on the ergodic side of the transition, the entanglement growth
after a quench from a product state is subballistic S(t) ∝ tα, where α ≤ 1 is a disorder-
dependent dynamical exponent with the upper limit given by the Lieb-Robinson bound
[165, 187]. However, such entanglement spread has been mostly explored in MBL systems
with extensive conserved quantities.
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Figure 3.7: Disorder-averaged stroboscopic time-evolution of the entanglement en-
tropy, [S(nτ)], as a function of L. (a),(b) Close to the transition; (c),(d) deeper on
the ergodic side of the transition. (e)-(h) The logarithmic derivative of the data points
in the upper panel. The power-law regime is signaled by the plateaus, whose range
increases with L for a given Γ. The dynamical exponent α can be approximately ob-
tained within that range as a function of Γ, observing that the range of the power-law
regime decreases with increasing Γ (decreasing disorder strength) resembled on the
saturation rate of S(nτ).
In Fig. 3.5(c), we plot the stroboscopic time evolution of the entanglement entropy
S(nτ) after a quench from a Néel state, for several values of Γ on the ergodic side of the
transition. As in the case of systems with conserved quantities, we observe a subballistic
entanglement growth in terms of the stroboscopic time steps n, S(nτ) ∝ (n)α. The
rate of entanglement saturation towards the page value L/2 log(2) − 0.5 is much faster
compared with the one of the undriven model (data not shown). This is in agreement
with [113], where the same observation is made for the clean version of the model.
In order to extract the exponent α for a ﬁxed L as a function of Γ, we calculate
the logarithmic derivative of the entanglement entropy (see Fig. 3.5(d)) and then take
the ﬁrst points where we see a plateau in time, plotted in the inset in Fig. 3.5(b). We
ﬁnd an exponent 0.5 . α . 1 that decreases with decreasing Γ; even if the upper limit
could be extracted from hardly a plateau, it is consistent with a ﬂow towards a ballistic
spreading of entanglement when approaching the clean case (Γ = 1).
While the exponent β seems to ﬂow to zero when approaching the critical point Γc ≈
0.3, we do not see that the exponent α goes to zero, presumably because when approach-
ing the critical value Γ ≈ Γc, once the power becomes α ≈ 0.5, it is hard to distinguish
a logarithm (the expected entanglement growth behavior in the MBL phase [100, 111])
from a power law, so we can not reliably extract the exponent using the analysis exposed
above for smaller values of Γ. We also explore the spreading of entanglement and its
logarithmic derivative as a function of system size L, both plotted in the upper and
lower panel of Fig. 3.7, respectively. As above, the power-law regime is signaled by the
DISCUSSION §3.3 93
plateaus in time, whose extent grows with L and reduces with increasing Γ. Further-
more, when looking carefully at the lower panel of Fig. 3.7, we observe a non-monotonic
dependence of the exponents; the dynamics starts slowing down and then accelerates
with increasing time, for a ﬁxed Γ, seen as an upturn of α at longer time and at larger L.
This suggests that the slow dynamics might be a transient phenomena (as also observed
in certain translationally invariant lattice models [188]).
3.3 Discussion
In summary, using the fast Hadamard transform, we have been able to study dynamics
on the ergodic side of the transition in a Floquet model of many-body localization in
large systems sizes (up to L = 28) and large times (nτ > 104). While for a given
system size we observe clear slow dynamics, reﬂected in anomalous energy absorption,
stretched exponential decay of the autocorrelation function, and subballistic spreading of
the entanglement entropy, this dynamics consistently speeds up with increasing system
size. Large system sizes even allow us to observe examples of dynamics that being
initially slow, at later time, speed up before reaching saturation, reminiscent of what
is observed in large scale simulations of random regular graphs [189]. Such behavior
would, for example, be consistent with a localized critical point and the initial dynamics
for small systems in the ergodic phase still being under the inﬂuence of the many-body
critical point, but later ﬂowing away from it into fully ergodic dynamics. Alternatively,
the speeding up of the dynamics could be just a ﬁnite-size eﬀect, and at suﬃciently large
systems (which we can not reach), the ﬂow of exponents would saturate at non-ergodic
values. While we can not decide between the two options based on our numerical data,
our conclusions show that the former scenario is well consistent with our results, which
would mean the absence of a Griﬃths phase in the model we study.
3.4 Appendix
3.4.1 Dynamics in a quasiperiodic spin chain
In this appendix, we study quasiperiodic and random spin chains with the following
Hamiltonian:
Hx =
∑
i
gΓσxi ,
Hz = J
L−1∑
i=1
σzi σ
z
i+1 +
L∑
i
(
h+ g
√
1− Γ2 cos(2ki+ φQP/R)
)
σzi ,
(3.11)
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where σxi and σ
z
i are Pauli matrices on site i, J = 1 the interaction constant, and
k =
√
5−1
2 the irrational wavenumber. For the quasiperiodic model, the phase is a
randomly chosen global phase φQP = φ ∈ [−π, π), whereas for the random-phase model,
the phase is an onsite independent random number φRi ∈ [−π, π). This is a slight
variation of the model in Eq. (3.1), which replaces the on-site random variables Gi
drawn from a Gaussian distribution with the cosine term. The choice of model (3.11) is
inspired from [190] and a previous work [129].
Using same methods and procedures presented in this chapter, we benchmark the
level statistics in both the quasiperiodic and the random-phase models to locate the
MBL transition. As shown in Fig. 3.8, this is located around Γ ≈ 3.5 for both models,
similarly to the Random-Gaussian model. We further calculate the stroboscopic time
evolution of the spin-spin autocorrelator (3.9), C(nτ), and the corresponding dynamical
exponent β for a value of Γ on the ergodic side (close to the transition) and compare
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Figure 3.8: Level spacing ratio. Upper panel: Random-phase model. Lowe panel:
Quasiperiodic model.
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Figure 3.9: Comparison between the disorder-averaged stroboscopic time evolu-
tion of the autocorrelation function, CzzL/2(nτ), for the three models; as a function
of L for Γ = 4. Left column: Random Gaussian. Middle column: Random phase.
Right column: Quasiperiodic. (a)-(c) Typical value [CzzL/2(nτ)]
typ. (g)-(i) Average
value [CzzL/2(nτ)]. (d)-(f) and (j)-(l) Dynamical exponent β as a function of L, ob-
tained by stretched-exponential ﬁts to the data points in (a)-(c) and (g)-(i), respec-
tively. The ﬁts are of ﬁxed size and are made over 500 stroboscopic time points, start-
ing from nmin. Legends in (a),(g) apply to all the panels.
the results for the three aforementioned models. As shown in Fig. 3.9, while the ﬂow of
the dynamical exponents with system size seems less pronounced for the quasiperiodic
model, the dynamical exponents in the three models are very similar. Whether there is
a real diﬀerence between them remains elusive in the analysis presented. Furthermore,
we observe no diﬀerence between the typical and the average value of the spin-spin
autocorrelator in any of them.
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Figure 3.10: Stroboscopic time evolution of the return probability CzzL/2(nτ), ob-
tained using both the exact trace evaluation (dashed lines) and the stochastic trace
evaluation (dotted lines). Upper panel: for a single disorder realization using diﬀer-
ent number of random vectors R = 2, 4, 8, 16, 32 (L = 10). (a) In the localized phase
(Γ = 0.2), (b) on the ergodic side of the transition (Γ = 0.4), and (c) deeper on the er-
godic side of the transition (Γ = 0.8). Lower panel: as in the upper panel but disorder
averaging [·]; we used the same 100 disorder conﬁgurations for both the exact and the
estimate trace evaluation (L = 8, 10 in (d)-(f)).
3.4.2 Trace approximation
In this section we provide numerical evidence showing that the trace estimate used
in our simulations converges to the exact trace evaluation in Eq. (3.9), for a modest
number of both disorder realizations and random vectors. In Fig. 3.10, we plot the
stroboscopic time evolution of the autocorrelation function obtained using both the exact
trace evaluation and the trace approach based on the stochastic trace evaluation method.
The latter consists in estimating the trace by an average over R random vectors {|r〉}.
The statistical expectation value 〈Aˆ〉 = Tr(ρAˆ) of an Hermitian operator Aˆ for a given
ensemble with density matrix ρ, can be therefore expressed by the average over random
states
〈Aˆ〉 ≈
R−1∑
r=0
〈r| ρAˆ |r〉 .
As already mentioned in the main text, the relative error of the trace estimate is of
order O(1/
√
RdH). In our case, dH ∼ 2L. While the results for a single realization
start converging when increasing the number of random vectors, the disorder average
signiﬁcantly improves the convergence and a small number of random vectors is enough
to obtain converged results for small system sizes (L = 8, 10).
Chapter 4
Power-law entanglement growth
from typical product states
The production of entanglement is typically observed in the quench dynamics of wave
functions |ψ(t)〉. However, it is uniquely due to the action of the time evolution operator
U(t) on the wave function and should therefore be reﬂected in the growing complexity
of U(t). Consequently, a generalization of the entanglement entropy to operators was
introduced in [38, 191], which allows for a state-independent quantiﬁcation of the com-
plexity of operators across a bipartition of the system. In Refs. [192–194], this concept
was directly applied to the time evolution operator U(t), and a generic linear growth
of the operator entanglement entropy (opEE) in ergodic quantum systems was found,
while MBL systems are characterized by a logarithmic growth in time [192].
In the light of the foregoing chapters, we are well aware by now of the phenomenology
of entanglement after a quantum quench: even if the system is initially prepared in a
lowly entangled state, the complex nonequilibrium quantum many-body dynamics leads
to a rapid growth of entanglement entropy, typically scaling linearly in time under the
evolution with short range Hamiltonians [41, 112, 113, 175]. In the vicinity of the
MBL transition, the situation is more complicated: At intermediate disorder, where the
system still thermalizes, an anomalously slow thermalization [104, 135, 142, 195–197]
is found, which was connected to slow, subdiﬀusive transport [15, 93, 102, 110, 116,
118, 123, 143, 168–172, 186, 198]. The anomalous thermalization is also reﬂected in
a sublinear power-law growth ∝ tα of the wave function entanglement entropy [127],
even in systems which do not have globally conserved densities [132] (as was shown in
Chapter 3), suggesting that the generic slow dynamics is a universal precursor of MBL.
In such pre-MBL systems, the entanglement production exponent α varies continuously
with disorder and vanishes at the MBL transition, where the logarithmic growth takes
over (as described in Sec. 1.4.6 of Chapter 1). The same phenomenology was found for
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the growth of the operator entanglement entropy of the time evolution operator U(t),
with a disorder-dependent exponent. Comparing the exponents found in the disordered
Heisenberg model [98–103], of the entanglement entropy growth after a quench from a
product state [127] and of the operator entanglement entropy growth of U(t) [192], it
turns out that these exponents do not agree.
In the present chapter1, we address the above disagreement and show that it is due to
the fact that completely unentangled σz product states are not typical separable states,
and that the growth of the operator entanglement entropy agrees perfectly with the
growth of the wave function entanglement entropy if typical product states are consid-
ered. We provide further evidence that the phenomenon of generally slow dynamics is
universally found in one-dimensional systems at disorder strengths weak enough so that
the system still thermalizes and does not require any conserved densities with associated
transport.
This chapter is organized as follows: In Sec. 4.1 we introduce a static and a period-
ically driven model representing generic disordered quantum XYZ spin chains, as well
as the methods used to characterize them. We show that both models exhibit an MBL
transition. The static model possesses no symmetries nor extensive conservation laws
in addition to energy, while also the energy conservation is broken in the driven model.
In Sec. 4.2 we present the framework of the entanglement measures considered for both
wave functions and operators. In Sec. 4.3 we compare the growth of the wave function
entanglement entropy after a global quench, Sψ(t), with the growth of the operator en-
tanglement entropy of evolution operators, SU (t). For both models, we ﬁnd the same
universal power-law growth tα of Sψ(t) and SU (t) within the ergodic regime–provided
that Sψ(t) is obtained after a quench from typical initial product states. If the quench
comes from either σz product states or a class of intermediate states, Sψ(t) and SU (t)
diﬀer. Such a class of intermediate states is characterized by their maximal bond di-
mension in a matrix product state representation and a precise deﬁnition is given in
Sec. 4.3.3. We further elucidate the inﬂuence of the initial states on the wave function
entanglement production and argue that the underlying mechanism is that of monogamy
of entanglement. Finally, in Sec. 4.3.4 we conclude by summarizing and discussing our
main results.
1This chapter is an adapted version of the published journal version in Ref. [133]
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4.1 Model and Method
4.1.1 Static and Driven XYZ chain
We study the generic XYZ chain with open boundary conditions in the presence of a
disordered tilted ﬁeld. Its Hamiltonian is given by
H0 =
L−1∑
i=1
(
Jxσ
x
i σ
x
i+1 + Jyσ
y
i σ
y
i+1 + Jzσ
z
i σ
z
i+1
)
+
L∑
i
hi (hxσ
x
i + hyσ
y
i + hzσ
z
i ) , (4.1)
where σγi denote Pauli matrices, Jγ coupling constants and hγ ≡ h˜γ/|~h| ﬁxed amplitudes
of the tilted ﬁeld ~h; γ ≡ x, y, z. The ﬁeld is ﬁxed in the direction of ~h but its magnitude
is disordered and taken from a box distribution hi ∈ [−W,W ]. We set (Jx,Jy, Jz) =
(0.5, 0.7, 1.0) and (h˜x, h˜y, h˜z) = (0.95, 1.0, 1.1) to remove all the extensive conservation
laws except energy conservation. This means that we can not further reduce the many-
body Hilbert space and there is only one block of size dim(H) = 2L.
To also break the energy conservation, we subject the system (4.1) to monochromatic
driving. The resulting Floquet model is deﬁned by
H(t) =H0 +HD(t);
HD(t) =
A
2
sin(ωt)
L−1∑
i=1
σzi σ
z
i+1, (4.2)
with driving period T ≡ 2π/ω = 2 and driving amplitude A = 0.5. The Floquet operator
over one driving period is deﬁned as
UˆF (T ) ≡ T e−i
∫ T
0 dtH(t), (4.3)
where T denotes the time-ordering operator. Since UˆF (T ) is a unitary operator, its
eigenvalues ωn lie on the complex unit circle.
4.1.2 Method
For the characterization of the models, we fully diagonalize the Hamiltonian of the static
model (4.1) up to system size L = 14 with dim(H) = 16384, and consider the statistics
of adjacent energy spacings. In the case of the Floquet model (4.2), we have to generate
the time-evolution operator UˆF (T ). Since our driving protocol is monochromatic, we
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use small time steps dt = 0.02 and a second-order Trotter decomposition to separate the
constant part exp(−idtH0) from the (diagonal) driven part exp(−idtHD(t)), requiring
only the diagonalization of H0 to calculate the corresponding matrix exponential and
repeated matrix products to step through the period T . We then fully diagonalize UˆF (T )
and consider the statistics of adjacent eigenphases to establish the ergodic regime of the
model.
In the main part of this chapter, we consider both the production of wave function
entanglement when starting from a product state |ψ(t = 0)〉 as well as the growth of
operator entanglement directly in the time evolution operator U .
For the wave function dynamics, we use exact-time evolution with a Krylov-space
method [15, 127, 199–201], which relies on the sparse structure of both H0 and HD.
Again, to faithfully describe the monochromatic driving, small timesteps dt = 0.02
inside the period are used and the results analyzed including intraperiod values. This
method allows for the calculation of entanglement entropies in systems up to L = 26
with dim(H) = 226 ≈ 6.7 · 107.
For the operator entanglement entropy, we calculate the time evolution operator U(t)
as described above with the same limitation to system sizes up to L = 13.
Our results are averaged over 50-100 disorder realizations, for several values of dis-
order strength within the ergodic regime at intermediate disorder W ≤ 4.
4.1.3 Characterization of the Model
The static model is similar to other disordered spin chains, in particular, the Heisenberg
spin chain given by Jx = Jy = Jz = 1, hx = hy = 0 and hz = 1, which has in these units
an MBL transition at Wc ≈ 7.5 ± 2.0 [98, 99, 101–103], therefore we expect to ﬁnd an
MBL transition at similar values of disorder.
Using level spacing statistics as diagnosis, we corroborate that for the chosen pa-
rameters both models (4.1) and (4.2) undergo an MBL transition at critical values of
disorder W 0c ≈ 6 and WDc ≈ 12, respectively.
The adjacent level spacing ratio is deﬁned as [94]
r =
min(δn, δn+1)
max(δn, δn+1)
, (4.4)
where δn is deﬁned in terms of consecutive energy levels δn ≡ En+1 − En of (4.1) or
consecutive phase spacings δn ≡ θn+1− θn extracted from the eigenvalues ωn = e−iθn of
(4.3), depending on whether the static or the Floquet model is considered.
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Figure 4.1: Disorder-averaged level spacing ratio [r] as a function of disorder
strength W and system size L. In the static model; for energy levels in a neighbor-
hood of energy densities (a) ǫ = 0.25 and (b) ǫ = 0.5. (c) For all pairs of neighboring
quasienergies in the Floquet model. The legend of (a) applies to all panels.
For the static model (4.1) the energy is conserved and diﬀerent energy densities ǫ
represent diﬀerent temperatures of the system. Since in the Heisenberg model numerical
evidence for a mobility edge (i.e., an energy density-dependent critical disorder Wc)
was found, we study the average level spacing ratio [r] for diﬀerent energy densities
ǫ = (En − Emin)/(Emax − Emin) deﬁned as in Ref. [98]. We include the eigenvalues
En of the Hamiltonian on a vicinity of radius δE = 0.1 around ǫ = 0.5 and ǫ = 0.25
and average over 100-10000 realizations of the disorder. The results of this analysis for
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diﬀerent system sizes L are shown as a function of disorder strength W in Fig. 4.1(a),(b),
revealing a transition from a mean level spacing expected from the Gaussian unitary
ensemble (GUE) at weak disorder with [r]GUE ≈ 0.59982(8) 2 to the value predicted by
a Poisson distribution [r]POI ≈ 0.38629 [180] at strong disorder. Results for diﬀerent
system sizes show a crossing at intermediate disorder which, although the precise location
still drifts with system size seems compatible with the existence of a mobility edge, as
the crossing appears at signiﬁcantly lower disorder for ǫ = 0.25 compared to ǫ = 0.5.
In contrast, Floquet models which have an MBL transition do not exhibit mobility
edges [140, 142]. Therefore, we include eigenvalues from the full unit circle to calculate
the level spacing statistics. The result is shown in Fig. 4.1(c), where the crossing of [r]
with L is now enclosed between the limit values corresponding to the POI and the cir-
cular unitary ensemble (CUE) distributions, [r]POI ≈ 0.38629 and [r]CUE ≈ 0.59982(8)3,
respectively. As expected [140], the critical disorder of the Floquet model is larger than
in the static case. In the remainder of this paper, we will focus on the region of weak
enough disorder such that both models are well located in the ergodic phase (W ≤ 4).
4.2 Wave function and operator entanglement entropy
In this section, we provide a technical discussion pertinent to the concepts of the entan-
glement entropy of both quantum wave functions |ψ〉 and quantum evolution operators
Uˆ for the case of a complementary real-space bipartition in terms of two subsystems A
and B ≡ A, with a tensor product Hilbert space H = HA ⊗ HB. For a more detailed
discussion we refer the reader to [38, 192, 193].
The system in a pure state |ψ〉 ∈ H has a density matrix ρ = |ψ〉 〈ψ| with unit purity
Tr
(
ρ2
)
= 1. The state of the subsystem A is described by the reduced density matrix
ρA, given by the partial trace of ρ over the subsystem B,
ρA = TrB(ρ). (4.5)
Even if ρ is a pure state, the reduced density matrix is in general a mixed state with
purity Tr
(
ρ2A
) ≤ 1.
The von Neumann entropy of the reduced density matrix ρA is called the entangle-
ment entropy and deﬁned as
Sψ = −Tr (ρAlnρA) . (4.6)
2averaged over 105 random GUE matrices of size N = 100.
3We note that for large matrices, CUE and GUE ensembles are identical, which is not the case for
smaller matrices [63].
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Any pure state |ψ〉 ∈ H in turn can be expressed in terms of its Schmidt decomposition
|ψ〉 =
∑
i
√
λi |ψAi 〉 ⊗ |ψBi 〉 , (4.7)
where
√
λi are the singular values of the matrix Ψ ∈ Cdim(HA)×dim(HB) with ΨiA,iB =
〈iA, iB|ψ〉, where |iA, iB〉 are computational basis states of HA⊗HB. The states {|ψAi 〉}
({|ψBi 〉}) form a complete orthonormal basis of HA (HB) and are obtained from the left
and right singular vectors of the matrix Ψ. Algorithmically, (when using a complete
computational basis ordered such that the tensor product structure is preserved), the
entanglement spectrum {λi } of a wave function |ψ〉 is obtained by reshaping the wave
function into a matrix Ψ such that the row indices correspond to basis states of sub-
system A and the column indices correspond to basis states of subsystem B. Then, a
singular value decomposition (SVD) of Ψ yields the singular values {√λi }.
The von Neumann entanglement entropy (4.6) is readily generalized to the α Rényi
entropy in terms of the squared singular values (the entanglement spectrum) {λi};
Sαρ =
1
1− α ln
∑
i
λαi , (4.8)
from which (4.6) is recovered in the limit α → 1.
From the foregoing concepts, the generalization of the entanglement entropy to the
space of linear operators is straightforward. Linear operators Oˆ : H → H form a basis
of the Hilbert space H˜ : H → H, endowed with the inner product 〈·, ·〉 : H˜ × H˜ → C,
which in turn is inherited from H. Given two linear operators Oˆ, Oˆ′ ∈ H˜, their inner
product is deﬁned as
〈Oˆ, Oˆ′〉 := 1√
dim(H˜)
Tr
(
Oˆ†Oˆ
′
)
. (4.9)
The same extension can be done for the aforementioned bipartition (A :: B) in terms
of the Hilbert spaces associated to each subsystem, H˜A : HA → HA and H˜B : HB →
HB, respectively. Given any linear operator–in particular–a unitary quantum evolution
operator
Uˆ ≡ T e−i
∫ t
0 dsH(s), (4.10)
which obeys the orthonormality (unitarity) condition 〈Uˆ , Uˆ〉 = 1, the above deﬁnitions
(4.5)-(4.8) can be extended using Eq.(4.9).
Again, using a computational basis order which respects the tensor-product structure
of the Hilbert space, we can write any basis state |i〉 = |iA, iB〉 = |iA〉 ⊗ |iB〉 in terms
of basis states of the subsystems A and B. Then, the time evolution operator Uˆ has a
matrix representation in the form Ui,j = U(iA,iB),(jA,jB) = 〈iA, iB|Uˆ |jA, jB〉.
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Similarly to the case of wave functions, but now dealing with two pairs of indices,
we can calculate the operator entanglement spectrum by ﬁrst vectorizing the matrix U
(interpreting it as a vector in H˜ ⊗ H˜) and then writing it as a matrix u with all the
indices corresponding to the A subsystem as row indices and the indices corresponding
to the B subsystem as column indices:
U(iA,iB),(jA,jB) → u(iA,jA),(iB ,jB) ∈ Cdim(HA)
2×dim(HB)2 . (4.11)
Algorithmically, this corresponds to interpreting the unitary matrix U as a tensor
of rank 4, then performing a tensor transposition to sort the A and B indices, followed
by a reinterpretation as a (rectangular) matrix u. The operator entanglement spectrum
{λopi } is readily obtained by an SVD of u.
In the following, we will concern ourselves with comparing the entanglement dy-
namics of wave functions and time evolution operators Uˆ in the static (4.1) and the
Floquet model (4.2), taking into account the following consideration. Since there is a
Hilbert space isomorphism between the space of states and the space of linear operators
H ⊗ H ∼= H˜, the comparison between Sψ(t) and SU (t) should be done with respect to
system sizes L and L/2, respectively, which correspond to the same Hilbert space di-
mension. The Hilbert space dimension determines the maximal entanglement entropy in
a ﬁnite system, which is given by Sψmax = lnmin [dim(HA), dim(HB)] for wave functions
and SUmax = lnmin
[
dim(H˜A), dim(H˜B)
]
= 2Sψmax for operators, where the dynamics in
ergodic systems is expected to reach values close to the maximum at late times [114].
While in the case of the time evolution operator, there is no ambiguity with respect
to the initial state (Uˆ(t = 0) = 1 and therefore SU (t = 0) = 0), we are free to choose
any wave function |ψ(t = 0)〉 as an initial state for the time evolution. Since we are
interested in the production of entanglement, it is natural to require that the initial
state be a product state |ψ(t = 0)〉 = |ψA〉 ⊗ |ψB〉 which has minimal entanglement
Sψ(t = 0) = 0.
In this work, we mostly focus on typical product states,
|ψAB〉 ≡ |ψA〉 ⊗ |ψB〉 , (4.12)
which are deﬁned by random Haar measure states |ψA〉 and |ψB〉 on each subsystem.
These states are the most general product states and have zero entanglement between
A and B, while being maximally entangled inside each subsystem. We will discuss the
dependence on initial states for diﬀerent classes of product states in Sec. 4.3.3, including
the much simpler (and less typical) σz basis states which are widely used in related
numerical studies.
NUMERICAL RESULTS §4.3 105
4.3 Numerical results
4.3.1 Static model
In Fig. 4.2 we show the growth of the entanglement entropy of |ψ(t)〉 (solid lines) fol-
lowing a global quench from a typical product state of the form (4.12), and compare it
with the growth of the operator entanglement entropy of U(t) (dashed lines) for disor-
der strengths W = 1, 2, 3, 4, all well in the ergodic regime, as discussed in Sec. 4.1.3.
All results are averaged over ≈ 100 realizations of the disorder and for each disorder
realization a diﬀerent initial product state is used.
In the upper panels of Fig. 4.2 we observe that for all values of disorder (starting
from zero entanglement) there is a rapid growth of both entropies at short times and a
saturation at late times. The saturation values are close to the Page value (indicated
by dotted-dashed lines), as expected [192]. Interestingly, the growth of the operator
entanglement entropy is almost identical to the wave function entanglement entropy
growth, clearly showing that they encode the same information.
The doubly logarithmic scale reveals that the growth of both entropies follows a
power law tα in time until saturation, and the domain of the power law extends to later
times for larger systems due to the larger saturation value (proportional to L).
To analyze the value of the dynamical exponent α, we show the discretized loga-
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Figure 4.2: Upper panel: Comparison between the disorder-averaged time evolution
of the wave function entanglement entropy, [Sψ(t)] (solid lines), and the operator en-
tanglement entropy, [SU (t)] (dashed lines); for the static model and for several values
of disorder (a)-(d) on the ergodic side of the transition. Lower panel: The (discretized)
logarithmic derivative of the data points in the upper panel, taken over time windows
of size δt = 0.1, starting from tmin. The power-law behavior is visible by the emergent
plateaus whose range increases with system size L. The legends in (a) and (b) apply
to all panels.
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rithmic derivative d lnS(t)/d ln t of both entropies as a function of time in the lower
panels of Fig. 4.2, where the derivative is taken over small time windows of size δt = 0.1
(results are essentially independent of the choice of δt). This analysis clearly shows that
both the operator entanglement entropy of U(t) and the wave function entanglement
entropy of |ψ(t)〉 grow like a power law with the same exponent α. The domain of the
power law grows with system size, stabilizing the plateau in the logarithmic derivative.
And, most importantly, the value of the exponent decreases continuously as a function
of disorder, conﬁrming that there is slow dynamics in the system before it undergoes an
MBL transition. These results appear to be converged with system size at short enough
times, and due to the slower dynamics the domain of the power law is larger for stronger
disorder W .
At weak disorder, the dynamical exponent α approaches the ballistic limit (α = 1)
for clean nonintegrable systems [112, 113, 175] consistent with a saturated Lieb-Robison
bound [187].
4.3.2 Floquet model
Analogously to the case of the static model, in Fig. 4.3 we show the comparison between
the growth of the wave function entanglement entropy of typical product states |ψ(t)〉 and
the operator entanglement entropy of U(t), generated by the monochromatic drive (4.2).
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Figure 4.3: Upper panel: Comparison between the disorder-averaged time evolution
of the wave function entanglement entropy, [Sψ(nT )] (solid lines), and the operator en-
tanglement entropy, [SU (nT )] (dashed lines); for the Floquet model and several values
of disorder (a)-(d) on the ergodic side of the transition. Lower panel: The (discretized)
logarithmic derivative of the data points in the upper panel, taken over intraperiod
time windows of size δt = 0.1, starting from nmin. The power-law behavior is visible
by the plateaus whose range increases with system size L. The legends in (a) and (b)
apply to all panels.
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The results are very similar to the static case: We ﬁnd a power law growth of both
entropies at short times until it saturates to a value close to the Page value at late times.
The domain of the power law grows with system size L and the operator entanglement
entropy of U(t) follows very closely the wave function entanglement entropy (comparing
the EE of a system of size L to the opEE of a system of size L/2).
We ﬁnd again that at stronger disorder (still well in the ergodic regime), the exponent
α of this power law is strongly suppressed, indicating slow dynamics in this system prior
to the MBL transition.
4.3.3 Initial state dependence
In Figs. 4.2 and 4.3, we have shown results for the entanglement entropy production
starting from a typical product state, which is maximally entangled inside the subsystems
A and B.
It is interesting to ask the question whether other classes of product states (which
are less strongly entangled inside the subsystems) yield the same results. We therefore
introduce the following general matrix product state (MPS) ansatz for any product state
with respect to the A :: B bipartition:
|ψχ〉 = 1√N
∑
{σ }
χ∑
{i}=1
Mσ1i1 M
σ2
i1i2
· · ·MσℓA−1iℓA−1iℓAM
σℓA
iℓA
⊗
M
σℓA+1
iℓA+1
M
σℓA+2
iℓA+2iℓA+3
· · ·MσL−1iL−1iLM
σL
iL
|σ1 · · ·σL〉.
(4.13)
Here, ℓA is the length of the subsystem A and Mσk ∈ Cχ×χ are independent random
matrices with i.i.d Gaussian elements associated to each site and spin polarization of
the system. At the edges k = 1, L of the system and at the boundary k = ℓA, ℓA + 1,
Mσk ∈ Cχ are vectors instead, making the wave function a product state if cut at the
boundary between A and B. The wave function |ψχ〉 is normalized by a proper choice
of the constant N .
The typical product states used in Figs. 4.2 and 4.3 correspond to the maximal bond
dimension χ = 2ℓA/2 (for even ℓA = L− ℓA).
If we choose instead χ = 1, we recover product states with random phases on each
site but zero entanglement, independently of the bipartition of the system. The typical
product states were also considered in [173], and the special case of χ = 1 with and
without random phases in Refs. [113, 127, 132, 175].
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Figure 4.4: Upper panels: Disorder-averaged entanglement entropy growth after a
quench from AB,χ = 64, σz, χ = 1, and intermediate random product initial states of
bond dimension χ. (a) For the static model, (b) for the Floquet model; L = 24, and
W = 2.0. Lower panels: The (discretized) logarithmic derivative of the data points in
the upper panel, taken over time windows of size δt = 0.1, starting from tmin, where
(c) and (d) correspond to (a) and (b), respectively. The legends in (a) and (b) apply
to all the panels.
The general ansatz in Eq. (4.13) allows for a smooth interpolation between these
extreme cases by choosing diﬀerent intermediate bond dimensions χ.
In Fig. 4.4, we present the growth of the entanglement entropy in both the static
and Floquet models for W=2.0 for diﬀerent classes of initial product states deﬁned by
Eq. 4.13, labelled by their bond dimensions χ. In addition to χ = 1, we show data for
the χ = 1 case without random phases, i.e. for pure σz basis states.
Somewhat surprisingly, diﬀerent classes of product states show a remarkably diﬀerent
behavior in terms of their entanglement growth even though we consider only the ergodic
phase of our models. We note in passing that diﬀerent (logarithmic) entanglement
production rates were found in the MBL phase when considering diﬀerent types of χ = 1
product states [202].
The entanglement in completely unentangled product states grows the fastest, while
it grows more slowly in typical product states which are maximally entangled within the
subsystems. This diﬀerent growth rate seems to be reﬂected in diﬀerent exponents α of
the power law in time.
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Figure 4.5: Upper panels: Disorder-averaged entanglement entropy (in colorbar) as a
function of the cut ℓA = 1 − L and time; for the static model, L = 24, and W = 1.0.
Following a quench from: (a) AB,χ = 64 product states and (b) σz, χ = 1 product
states. Lower panels: (c) sublinear and (d) linear entanglement entropy growth for the
ﬁrst half of the cuts ℓA = 1 − L/2, corresponding to (a) and (b), respectively. The
legends in (c) apply to all panels and legends in (d) apply to the lower panel.
We argue here that typical product states with maximal χ are the most representative
for the overall behavior of the system in the sense that they contain the largest number
of degrees of freedom. This means that if one generates a random product state, the
likelihood of ﬁnding a χ = 1 state vanishes compared to a maximal χ state.
Why is the growth of entanglement slower if we start from a product state which is
initially already entangled inside each subsystem, compared to an unentangled χ = 1
product state? The diﬀerent behavior in the two cases is illustrated in Fig. 4.5, where
the top panels exhibit the entanglement entropy growth as a function of time for diﬀerent
sizes of the subsystem. Panel (a) shows the case of a typical product state, which has
zero entanglement for ℓA = L/2 by construction and maximal entanglement for all other
values of ℓA given this constraint. Panel (c) shows the same data as line plots for
diﬀerent ℓA. It is clear that the entanglement entropy for a bipartition which is already
close to maximally entangled can only grow very little. However, due to the monogamy
of entanglement [203, 204], in order to generate entanglement across the cut at ℓA = L/2,
highly nontrivial processes have to occur to “free” some degrees of freedom before they
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can entangle with the other subsystem. This is reﬂected in the ﬂat behavior (no growth)
of cuts at e.g. ℓA = 5 at short times and slows down the entanglement growth across
the cut at the centre.
Conversely, the case of a χ = 1 σz product state does not impose such constraints
and the entanglement for all cuts builds up homogeneously.
The entanglement production at very early times t ≪ 1 is diﬀerent from the sit-
uation described above, the typical product states produce entanglement much faster,
compared to the χ = 1 product states, and it is after this fast start that the entan-
glement production becomes slower. Interestingly, this t ≪ 1 behavior was observed
for similar typical product states [173], where the faster entanglement production was
attributed to the positive curvature ∂2S(ℓA, t)/∂ℓ2A at the central cut ℓA = L/2, com-
pared to the ﬂat structure produced by the χ = 1 initial condition. This situation
is reﬂected in Fig. 4.5 (a),(b) at t ≪ 1 around the central cut. The aforementioned
second partial derivative is the subleading correction to the coarse-grained behavior of
the local entanglement entropy increase rate and it is explained by the phenomenology
of entanglement production [173, 205, 206], which is conjectured to apply to generic
non-integrable systems.
4.3.4 Discussion
We have systematically compared the operator entanglement entropy of the time evolu-
tion operator U of disordered static and driven quantum spin chains, well in the ergodic
regime of the phase diagram. Our models are chosen such that they exhibit a many-body
localization transition at strong disorder.
It is known that such systems in general exhibit slow dynamics, most notably re-
ﬂected in subdiﬀusive transport [15, 93, 102, 116, 118, 123, 135, 143, 168–170, 172, 186,
198], and it was found that slow dynamics is also visible in the spreading of quantum
information [127, 131], even in the absence of conserved quantities which could be trans-
ported [132].
In the case of the disordered quantum Heisenberg chain, the operator entanglement
entropy of the time evolution operator was calculated in Ref. [192], and a slow, sublinear
power-law growth was found. However, comparing these exponents to the exponents of
the power-law growth of the wave function entanglement entropy after a quench from a
χ = 1 σz product state revealed a discrepancy of these exponents.
Here, we clarify this discrepancy: Our argument given above based on the concept
of monogamy of entanglement explains why χ = 1 product states can exhibit genuinely
faster entanglement production compared to typical product states. However, since the
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time evolution operator needs to encode the entanglement production for any initial
state, its entanglement entropy can only be expected to grow with a rate similar to that
seen in typcial wave functions, which are given by initial product states with maximal
bond dimension χ and represent an overwhelming majority in the class of all A :: B
separable pure states.
This becomes even more apparent if we consider the time evolution operator U in
the computational σz basis: Take an σz product state |φ〉, which is given by a single
basis state |j〉: 〈i|φ〉 = φi = δi,j . Then, the time evolution of this state is given by
Uikφk = Uij , which is the j-th column of U . On the other hand, when considering a
product state with maximal χ, we will get a random average over all columns of U ,
which will therefore reﬂect the typical behavior of all columns.
At times t ≪ 1 the opposite situation happens, the typical product states exhibit
faster entanglement production compared to the χ = 1 product states.
In summary, we have clariﬁed the apparent discrepancy between the growth of entan-
glement entropies of wave functions and time evolution operators in the slow dynamical
regime prior to the MBL transition, showing that typical product states display iden-
tical power law entanglement entropy growth exponents compared with the operator
entanglement entropy of the evolution operator. This is in agreement with the same
correspondence recently observed in the case of linear growth in [173]. Furthermore, our
results show that this correspondence is valid across the full ergodic phase and holds
both for a static model with a mobility edge as well as for a periodically driven system.
Our results furthermore provide additional evidence that the slow dynamics in the
ergodic phase is visible even in general situations of systems without conservation laws
and can be observed in power-law growths of quantum information measures such as the
operator entanglement entropy of the evolution operator and the entanglement produc-
tion in wave functions.
4.4 Appendix
4.4.1 Rényi operator entanglement entropies
In this appendix we provide further results on Rényi operator entanglement entropies.
Rényi entropies are a generalization of the von Neumann-Shannon entropy. They high-
light the behavior of diﬀerent scales in the entanglement spectrum via the Rényi index
α. Here, we show results for the growth of the α Rényi operator entanglement entropy
of the time evolution operator U(t) of the static model in Eq. (4.1). In Fig. 4.6, the
top panel shows that the Rényi entropies grow for all values of α. Large α highlights
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the behavior of the largest singular value, while smaller α > 0 represent their average
behavior. The lower panel shows the discretized logarithmic derivative, which reveals
that all Rényi entropies with 0.4 ≤ α ≤ 2 essentially have the same power law growth
exponent in time. For very large Rényi index α = 100, the behavior of the largest sin-
gular value is recovered and the entropy is identical to the limit α → ∞. Interestingly,
in this case we observe a slightly slower entropy growth with a smaller exponent.
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Figure 4.6: (a) Disorder-averaged entanglement Rényi entropies [SαU (t)] (solid lines).
In dashed lines − lnλopmax which is obtained in the limit α >> 1 (λopmax denotes the
maximum singular value of SαU (t)); for the static model, L = 24, and W = 2.0. (b)
The (discretized) logarithmic derivative of the data points in the upper panel, taken
over time windows of size δt = 0.1, starting from tmin. The legends in (a) and (b)
apply to both panels.
Chapter 5
Conclusions and outlook
In this thesis we have given a detailed account of some of the main dynamical aspects
of generic systems exhibiting many-body localization, in the presence and absence of
extensive conservation laws. In spite of the signiﬁcant progress made in the description
of these systems, many questions remain open, such as the nature of both the ergodic
phase and the MBL transition, the description of nonergodic steady states, the role of
dimensionality, the prevalence of the localized phase in the presence of mobility edges,
to mention a few. This suggests that the current approach might be incomplete and
points to the need of developing new theoretical and numerical tools to deepen our
understanding of these systems.
The analogy between many-body localization and the zero-temperature Fermi liq-
uid [103, 144] in particular raises the question of whether there is a ﬁnite-temperature
analog by realizing an eﬀective temperature. This is the question we addressed in Chap-
ter 2 by means of exact diagonalization and analytical arguments. We proposed that
the long-time averaged one-particle density matrix (OPDM) obtained in the steady state
after a quench from a local product state mimics occupation eﬀects of temperature in
a Fermi liquid. Since the proposed protocol is the procedure used in the majority of
experiments to date on MBL, it allows us to connect the OPDM occupations to experi-
mentally relevant quantities as opposed to those obtained from exact eigenstates which
generally are not accessible in experiments. We further showed how the partial occupa-
tions in the steady state can be controlled by tuning the structure of the initial state
and described by an eﬀective temperature.
One possible future research direction related to this problem is to establish whether
such an emergent temperature corresponds to some thermal-like, albeit nonergodic, en-
semble and therefore diﬀerent from eigenstate thermalization. As stated in Chapter 2,
one could relate the temperature to the energy variance of the many-body energies with
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the initial state as a zero-temperature reference state. Building on this, one could study
how the OPDM occupations relax to their stationary values by introducing a random
time ﬂuctuation, in order to establish their long-time dynamical properties in terms of
ﬂuctuation-dissipation relations. Another possibility is to assess two-body density ma-
trices which could capture aspects of the dynamics which are insensitive to one-body
observables and explore the dynamical behavior in both sides of the MBL transition.
The presence of slow dynamics on the ergodic side of the transition in Floquet sys-
tems without extensive conserved quantities, was conjectured [122, 173] but not seen
before in microscopic models. Under that premise, in Chapter 3 we studied a Floquet-
MBL model that allows for the implementation of the fast Hadamard transform, thus
enabling us to treat the system exactly and eﬃciently. The main contribution of our
work is the observation of such slow behavior while approaching the critical point, as
resembled by a subballistic spread of entanglement, and a stretched-exponential decay
of an autocorrelation function (along with slow energy absorption). We further observed
a ﬂow of the associated exponents towards faster dynamics when studying larger system
sizes and longer times. Since we found no diﬀerence between the typical and the average
value of the autocorrelation function, the model we studied seems incompatible with the
phenomenology of Griﬃths eﬀects. Whether or not the ﬂow of the exponents saturates
at systems sizes that we cannot reach with our numerics remains elusive, and therefore
we can not make solid conclusions on the true nature of the ergodic phase in this model.
Using the same methods we further found evidence of slow dynamics on the ergodic side
of a driven MBL quasiperiodic model, likewise characterized by a stretched-exponential
decay of the autocorrelation function with very similar exponents to the ones found in
the random model. While the ﬂow of the exponents with system size appears to be less
pronounced, our results in this respect seem inconclusive.
While a linear growth of both the entanglement entropy and the operator entangle-
ment entropy of the time evolution operator is expected to occur for generic systems
without disorder, the correspondence between the two in the presence of disorder in
generic systems which undergo the MBL mechanism, remained unclear. In the case of
the disordered quantum Heisenberg chain, a power-law growth of the operator entangle-
ment entropy of the time evolution operator was found in Ref. [192], whose associated
exponents revealed a discrepancy with the exponents of the power-law growth of the
wave function entanglement entropy after a quench from a χ = 1 σz product state. We
clariﬁed this issue in Chapter 4 using disordered static and driven quantum spin chains,
well in the ergodic regime of the phase diagram, such that they exhibit a many-body
localization transition at strong disorder. We demonstrated that diﬀerent classes of
product states characterized by their bond dimension exhibit diﬀerent behavior in their
entanglement growth after a quench, even when the systems under study are located
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deep on the ergodic side of the MBL transition. We showed that typical product states
display identical power law entanglement entropy growth exponents compared with those
of the operator entanglement entropy of the evolution operator, yielding a perfect cor-
respondence between the two over the full ergodic phase, which holds for a static model
with a mobility edge as well as for a periodically driven system. Our results thus provide
a conceptually simple way of connecting a state-independent measure of entanglement
production with the wave function entanglement produced in a quantum quench from
typical product states, as well as thorough numerical evidence showing that the slow dy-
namics on the ergodic side of the MBL transition, which is characterized by power-law
growths of generic entanglement measures, prevails under generic circumstances: when
static and periodically driven systems without conservation laws are considered.
Even if the quantum simulators based on ultracold atoms in optical lattices provide
excellent experimental platforms to probe the nonequilibrium dynamics and long-time
behavior of MBL systems, oﬀering the possibility to tune diﬀerent parameters of these
systems in a controlled manner. These experimental set-ups are never completely iso-
lated and therefore one should try to theoretically account for the coupling with the
environment, in order to accurately relate to the experimental observations. Therefore,
since the external inﬂuence of a particular environment conﬁguration on the dynamics
of a system near a critical point is a relevant aspect of thermalization. One future plan
is to analyze in detail the eﬀects of dephasing or dissipation on the dynamics of both
noninteracting and interacting localized system coupled to an environment, using ele-
ments from the theory of open quantum systems. To this end, one proposal is to employ
notions of quantum stochastic processes which may be described, under appropriate
assumptions, by a random-averaged evolution governed by a Linbdlad equation.
Strikingly, several studies suggest that the presence of disorder within a microscopic
Hamiltonian is not essential for MBL [207]. Another interesting research direction that
goes out of the scope of this thesis is the study of MBL in the absence of disorder,
and in particular, in the context of lattice gauge theories [208, 209], where the gauge
invariance (or Gauss law in the context of quantum electrodynamics) breaks the transla-
tional invariance of the system. In this context, localization is displayed due to the local
constraints imposed by gauge invariance and thermalization is induced by interparticle
interaction. Previous studies on (1 + 1)d U(1) gauge-invariant quantum-link models
(QLM) have found slow dynamics associated to localization in the quench dynamics
from initial states prepared as a superposition of diﬀerent gauge sectors [210]. How-
ever, in conventional gauge theories, the superselection sectors are not allowed to form
superposition states and the aforementioned state preparation would constitute a very
special feature of synthetic quantum matter. It is therefore timely and important to ﬁnd
more representative dynamical mechanisms of these systems. Motivated by the above,
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one possible research direction is to study the quench dynamics in a minimal (1 + 1)d
U(1) QLM where the superselection sectors induced by the Gauss law are not energy
resolved [211]. As in models of disorder-free localization, we expect this model to display
ergodicity and localization, in the absence of disorder in both the initial conﬁguration
and the Hamiltonian dynamics, triggered by the initial conﬁguration of the coexisting
matter and gauge degrees of freedom. But with the diﬀerence that this model cannot
be mapped to an eﬀective disordered Hamiltonian, neither the initial conﬁgurations ex-
pressed as superpositions of states living in individual superselection sectors. We expect
to elucidate the inﬂuence of diﬀerent initial conﬁgurations on the quench dynamics in
this minimal (1 + 1)d U(1) QLM and show that there is ergodicity in the system, even
when the available Hilbert space is highly constrained due to Gauss invariance.
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