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Abstract
In this paper, we define an extension of the supersymmetric hyperbolic nonlinear
sigma model introduced by Zirnbauer. We show that it arises as a weak joint limit
of a time-changed version introduced by Sabot and Tarre`s of the vertex-reinforced
jump process. It describes the asymptotics of rescaled crossing numbers, rescaled
fluctuations of local times, asymptotic local times on a logarithmic scale, endpoints
of paths, and last exit trees.
1 Introduction and results
1.1 Extension of the susy hyperbolic nonlinear sigma model
The supersymmetric hyperbolic nonlinear sigma model, called H2|2 model for short, was
introduced by Zirnbauer in [Zir91]. Concerning its original motivation, Zirnbauer writes
that it may serve as a toy model for studying diffusion and localization in disordered
one-electron systems. The H2|2 model is a statistical mechanics type model defined over
a finite undirected graph G = (V,E). Any undirected edge {i, j} ∈ E is given a weight
Wij =Wji > 0. In its original form, which is not used in this paper, the “spin variables”
at any vertex take their value in a supermanifold H2|2 having the hyperbolic plane H2 as
its base manifold. Written in so-called “horospherical coordinates”, the model associates
to any vertex i ∈ V two kinds of “spin variables”: two real-valued variables si and ui and
two Grassmann (anticommuting) variables ψi and ψi. In the description with Grassmann
variables, the model has useful supersymmetries as is shown in the paper [DSZ10] by
Disertori, Spencer, and Zirnbauer; note that ui is called ti in that paper.
However, in the current paper we use an equivalent purely probabilistic description of
theH2|2 model where the Grassmann variables ψi and ψi are replaced by a discrete variable
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T ′ taking values in the set T of undirected spanning trees of G. Any undirected spanning
tree is viewed as a set of undirected edges. The tree variant of the H2|2 model was e.g.
also used in [DMR16], formula (2.6). It has the disadvantage that the supersymmetries
become hidden, but the advantage that it is phrased solely in probabilistic terms. It is
defined as follows. Given a fixed reference point i0 ∈ V , the vectors s = (si)i∈V and
u = (ui)i∈V take values in the set
Ωi0 = {u ∈ RV : ui0 = 0}. (1.1)
Definition 1.1 (Tree version of the H2|2 model) The tree version of the supersym-
metric hyperbolic nonlinear sigma model is the following probability measure on Ω2i0 × T :
µsusyi0 (ds du dT
′) = exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj (si − sj)2
))
·
∏
{i,j}∈T ′
Wije
ui+uj
∏
i∈V \{i0}
e−ui dsi dui
2π
· dT ′, (1.2)
where dsi and dui denote the Lebesgue measure on R, and dT
′ means the counting measure
on T .
It is a non-trivial fact that µsusyi0 is a probability measure, i.e.
µsusyi0 (Ω
2
i0
× T ) = 1. (1.3)
There are at least three different proofs of this fact, given in [DSZ10], [ST15], and [STZ17].
Precise references and some more comments on this are given in appendix C, which reviews
known results used here.
Aim of this paper. The main goal of the present paper is to give an interpretation of
all random variables s, u, T ′, jointly distributed according to µsusyi0 , in terms of limits of
vertex-reinforced jump processes. For linearly edge-reinforced random walks, which are
processes in discrete time, a similar asymptotic analysis was given in [KR00]; see also
Theorem 3.2 in [MR06]. However, due to continuous time, the analysis in the current
paper requires additional considerations, in particular, when dealing with local times
and their fluctuations. In the present setup, even more random variables than only s, u,
and T ′ occur naturally: v = (vi)i∈V ∈ Ωi0 , i1 ∈ V , i′1 ∈ V , a second spanning tree T
playing a similar role as T ′, and two vectors κ and κ′. More precisely, one may view
κ and κ′ as currents flowing through the edges of the graph. They take values in the
space H of sourceless currents, defined as follows: Let ~E = {(i, j) : {i, j} ∈ E} denote
the set of directed edges, where each undirected edge in E is replaced by two directed
edges with opposite directions. Let H denote the linear subspace of R ~E consisting of all
κ = (κij)(i,j)∈ ~E that satisfy the homogeneous Kirchhoff rules given by∑
j∈V :
{i,j}∈E
(κij − κji) = 0 for all i ∈ V. (1.4)
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We endow H with the Lebesgue measure dκH defined as follows: Take any directed
reference spanning tree ~T0 of G. Note that the restriction ι : H → R ~E\~T0 of the restriction
map R
~E → R ~E\~T0 is an isomorphism. Let dκH be the image under ι−1 of the Lebesgue
measure on R
~E\~T0 . Note that dκH does not depend on the choice of ~T0. For {i, j} ∈ E,
we abbreviate
ωij =
Wij
2
evi+vj , ω′ij =
Wij
2
eui+uj . (1.5)
Using this, we define an extended version of the supersymmetric hyperbolic nonlinear
sigma model that involves not only the original variables s, u, and T ′, but also the new
variables κ, κ′, v, i1, i
′
1, and T .
Definition 1.2 (An extended version of the H2|2 model) We define the function
ρbigi0 : (R
~E)2 × Ω3i0 × V 2 × T 2 → R+ by
ρbigi0 = ρ
big
i0
(κ, κ′, s, v, u, i1, i
′
1, T, T
′) (1.6)
=
4|V |−1
(2π)2|E|
exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj (si − sj)2
))
·
∏
{i,j}∈T
ω′ij
·
∏
{i,j}∈T ′
ω′ij ·
∏
{i,j}∈E
1
(ω′ij)
2
· exp
(
−
∑
(i,j)∈ ~E
κ2ij + (κ
′
ij)
2
2ω′ij
) e2vi1+2ui′1∑
i∈V e
2vi
∑
j∈V e
2uj
∏
i∈V \{i0}
e−ui.
Furthermore, we define the measure
µbigi0 (dκ dκ
′ ds du dv di1 di
′
1 dT dT
′)
=ρbigi0 dκH dκ
′
H
∏
i∈V \{i0}
1{ui=vi} dsi dui · di1 di′1 dT dT ′ (1.7)
on H2 × Ω3i0 × V 2 × T 2, where in the last expression 1{ui=vi}dui denotes the Lebesgue
measure on the diagonal of R2, di1, di
′
1 denote the counting measure on V and dT, dT
′
mean the counting measure on T .
The reader might wonder why we introduce a seemingly redundant variable v = u.
The reason becomes clear below when we describe the asymptotics of vertex-reinforced
jump processes; cf. the considerations following (1.43) and Theorem 3.2.
The following theorem explains the link between the extended H2|2 model and the tree
version of the H2|2 model.
Theorem 1.3 (The H2|2 model as a marginal of its extended version)
The marginal of (s, u, T ′) with respect to µbigi0 equals the tree version of the non-linear
supersymmetric sigma model:
Lµbigi0 (s, u, T
′) = µsusyi0 . (1.8)
In particular, µbigi0 is a probability measure.
3
In the interpretation of the extended H2|2 model in terms of vertex-reinforced jump
processes explained in the next subsection, two different time scales σ ≪ σ′ play a role.
Then, the list of variables κ, κ′, s, v, u, i1, i
′
1, T, T
′ splits into two groups: κ, v, i1, and T
involve only the first time scale σ, whereas the remaining variables κ′, s, u, i′1, and T
′
involve both time scales. This is why we are also interested in the following marginal of
the extended H2|2 model.
Theorem 1.4 (Single-time-scale marginal) The marginal of (κ, v, i1, T ) with respect
to µbigi0 equals the following probability measure µ
single
i0
on H× Ωi0 × V × T :
µsinglei0 (dκ dv di1 dT ) = ρ
single
i0
dκH
∏
i∈V \{i0}
dvi · di1 dT (1.9)
with the density
ρsinglei0 (κ, v, i1, T ) =
1
π|E|
exp
( ∑
{i,j}∈E
Wij(1− cosh(vi − vj))
)
·
∏
{i,j}∈E\T
1
Wijevi+vj
· exp
(
−
∑
(i,j)∈ ~E
κ2ij
Wijevi+vj
) e2vi1∑
i∈V e
2vi
∏
i∈V \{i0}
e−vi . (1.10)
1.2 Vertex-reinforced jump processes
Consider again a finite undirected graph G with edge weights W = (Wij)i,j∈V , Wij = Wji,
where we set Wij = 0 for i, j ∈ V with {i, j} 6∈ E to simplify notation. The vertex-
reinforced jump process (VRJP) is a stochastic jump process Y = (Yt)t≥0 in continuous
time with ca`dla`g paths, taking values in the vertex set V of G. The process starts in
Y0 = i0 ∈ V . Let Pi0 denote the underlying probability measure. The jump rates are
defined in terms of the local times with offset 1 given by
Li(t) = 1 +
∫ t
0
1{Yτ=i} dτ, i ∈ V, (1.11)
at times t ≥ 0. In other words, the local time Li(t) is 1 plus the time the process Y
spends in vertex i up to time t. Given two different vertices i, j ∈ V , a time t ≥ 0,
and another (small) time ∆t > 0, on the event {Yt = i} and conditionally on the past
Ft = σ(Yτ : 0 ≤ τ ≤ t) up to time t, its jump probability is given by
Pi0(Yt+∆t = j|Ft, Yt = i) = WijLj(t)∆t + o(∆t) Pi0-a.s. as ∆t ↓ 0. (1.12)
In other words, the process has the jump rates WijLj(t).
In the following we consider the time-changed version of the vertex-reinforced jump
process Z = (Zσ)σ≥0 on G which was introduced in [ST15]. Let us review its definition.
The time change is defined by
D(t) =
∑
i∈V
(Li(t)
2 − 1). (1.13)
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The time-changed version Z is defined by
Zσ = YD−1(σ), σ ≥ 0. (1.14)
The local time l(σ) = (li(σ))i∈V (without offset) of the process Z is defined by
li(σ) =
∫ σ
0
1{Zζ=i} dζ = Li(D
−1(σ))2 − 1, i ∈ V. (1.15)
The second equality in the last display is just another way of writing equation (4.13) in
[ST15]. The jump rates of the process Y specified in (1.12) are transformed by the time-
change as follows. Given two different vertices i, j ∈ V , a time σ ≥ 0, and another (small)
time ∆σ > 0, on the event {Zσ = i} and conditionally on the past Gσ = σ(Zζ : 0 ≤ ζ ≤ σ)
up to time σ, its jump probability is given by
Pi0(Zσ+∆σ = j|Gσ, Zσ = i) =
Wij
2
√
1 + lj(σ)
1 + li(σ)
∆σ + o(∆σ) Pi0-a.s. as ∆σ ↓ 0. (1.16)
In other words, the process Z has the jump rates
Wij
2
√
1+lj(σ)
1+li(σ)
.
History of the model. The vertex-reinforced jump process was initially proposed by
Werner and introduced by Davis and Volkov in [DV02] on the integers and studied in
[DV04] on trees. Further analysis on regular and Galton-Watson trees was conducted by
Collevecchio in [Col06] and [Col09] and by Basdevant and Singh in [BS12].
Tarre`s in [Tar11] and Sabot and Tarre`s in [ST15] showed that the VRJP is related to
the linearly edge-reinforced random walk. In [ST15], Sabot and Tarre`s also showed that
the VRJP is associated to the u-marginal of the supersymmetric hyperbolic sigma model
H2|2 defined above; cf. formula (1.17), below. Using this second link and the results from
[DSZ10] and [DS10], they proved in the same paper recurrence of VRJP on any graph of
bounded degree for strong reinforcement, i.e. Wij small for all edges {i, j}, and transience
on Zd, d ≥ 3, for small constant reinforcement, i.e. Wij large and constant for all edges.
Disertori, Sabot, and Tarre`s [DST15] give a generalization to non-constant reinforcement.
An alternative proof of recurrence of VRJP under the same conditions, not using the
connection with the H2|2 model, was given by Angel, Crawford, and Kozma in [ACK14].
In [DMR14], Disertori, Merkl, and Rolles show recurrence of VRJP on two-sided infinite
strips with translationally invariant Wij .
Further links of VRJP with a random Schro¨dinger operator and with Ray-Knight
second generalized theorem were investigated by Sabot, Tarre`s, and Zeng in [STZ17],
[SZ15], and [ST16].
Current setup. The components u in the H2|2 model have the following interpretation
in terms of VRJP: Proposition 1 and Theorem 2 in [ST15] imply that li(σ)/li0(σ), i ∈ V ,
converge jointly Pi0-almost surely to a limit having the law
LPi0
(
lim
σ→∞
(
li(σ)
li0(σ)
)
i∈V
)
= Lµsusyi0
((
e2ui
)
i∈V
)
(1.17)
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with the tree version µsusyi0 of the H
2|2 model given in Definition 1.1. One of the goals of
the current paper is to show that all the components κ, κ′, s, u, v, i1, i
′
1, T , and T
′ in the
extendedH2|2 model have an interpretation in terms of VRJP as well. We shall show below
that the components si can be interpreted in terms of fluctuations of li(σ)/li0(σ) around
its asymptotic value limσ′→∞ li(σ
′)/li0(σ
′). For this analysis, it is natural to consider two
different time scales 1≪ σ ≪ σ′. We remark that introducing further time scales would
not be relevant since it would only add conditionally independent copies of the same
variables s, κ and T . To make the result more accessible, we start in Section 1.3 with
single timescale versions of our statements which will be used to obtain directly the µsinglei0
marginal of Theorem 1.4.
1.3 Single timescale limit of VRJP
Last exit trees. We shall show below that the component T ′ in the H2|2 model has an
interpretation in terms of last exit trees of the process Z. These last exit trees are defined
as follows. Given a time interval [σ1, σ2], let V[σ1,σ2] = {Zt : t ∈ [σ1, σ2]} denote the set
of all vertices visited between times σ1 and σ2. For i ∈ V[σ1,σ2] \ {Zσ2}, let elast exiti (σ1, σ2)
denote the directed edge of the form (i, j) which the process Z has crossed when it left
vertex i for the last time during the time interval [σ1, σ2]. Let
~T last exit(σ1, σ2) =
⋃
i∈V[σ1,σ2]\{Zσ2}
{elast exiti (σ1, σ2)} (1.18)
be the collection of directed edges taken by the process Z for the last departures from all
vertices visited in the time interval [σ1, σ2] except the endpoint. Sometimes, we need also
the undirected version of ~T last exit(σ1, σ2); it is denoted by T
last exit(σ1, σ2). More generally,
whenever we have a directed spanning tree ~T , we denote its undirected version by T . If
the process Z has visited all vertices between times σ1 and σ2, then ~T
last exit(σ1, σ2) is a
spanning tree of G, directed towards the endpoint Zσ2 . For i1 ∈ V let ~Ti1 denote the set
of spanning trees of G which are directed towards i1.
Edge crossings and currents with sources. We define k(σ) = (kij(σ))(i,j)∈ ~E by
kij(σ) = |{t ≤ σ : Zt− = i, Zt = j}|, (1.19)
which denotes the number of crossings from i to j up to time σ. We denote by δi(j) =
1{i=j} Kronecker’s delta. For i0, i1 ∈ V , let Ki0,i1 denote the set of all k ∈ Z ~E such that
the inhomogeneous Kirchhoff rules∑
j∈V :
{i,j}∈E
(kij − kji) = δi0(i)− δi1(i), i ∈ V, (1.20)
hold. One can imagine k as a current flowing through the graph with a source of size 1 at
i0 and a sink of size 1 at i1. We are only interested in edge crossings k compatible with
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at least one path from i0 to i1, which is guaranteed for k in the set
K+i0,i1 := Ki0,i1 ∩ N
~E. (1.21)
However, when comparing edge crossings k and π of two paths, differences k − π ∈
Ki0,i1 \ K+i0,i1 can occur as well. Let
Lσ =
{
l ∈ (0,∞)V :
∑
i∈V
li = σ
}
. (1.22)
For k ∈ N ~E, l ∈ (0,∞)V , and a directed spanning tree ~T , we abbreviate
P(k, l, ~T ) =
∏
(i,j)∈ ~E
(
Wijli
2
)kij 1
kij !
∏
(i,j)∈~T
kij
li
. (1.23)
Theorem 1.5 (Joint density of edge crossings, local times, and last exit trees)
For i0, i1 ∈ V , k ∈ K+i0,i1, σ > 0, A ⊆ Lσ measurable, and ~T ∈ ~Ti1, we have
Pi0(k(σ) = k, l(σ) ∈ A, ~T last exit(0, σ) = ~T ) (1.24)
=
∫
A
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li
√
1 + lj
)) ∏
i∈V \{i1}
1√
1 + li
·P(k, l, ~T )
∏
i∈V \{i0}
dli.
It follows from Theorem 1.5 that conditionally on l(σ) and ~T last exit(0, σ), the random
variable k(σ) follows a variant of a random current model, i.e. a product of Poisson
distributions conditioned on Kirchhoff’s rule.
By a slight abuse of notation, we will abbreviate henceforth
k = k(σ) and l = l(σ). (1.25)
On the event {li > 0 for all i ∈ V }, motivated by (1.17), we introduce new variables
vi = vi(σ) for i ∈ V by
li = li0e
2vi . (1.26)
Since vi0 = 0, the vector (vi)i∈V belongs to the space Ωi0 defined in (1.1).
Rescaling of crossing numbers. It turns out that the random variables kij(σ) are
centered roughly around 1
2
Wij
√
lilj, with fluctuations on the scale
√
li0 . This motivates
us to introduce, again on the event {li > 0 for all i ∈ V }, the rescaled crossing numbers
κij = κij(σ) for (i, j) ∈ ~E by
κij =
kij − 12Wij
√
lilj√
li0
=
kij√
li0
− Wij
2
evi+vj
√
li0 . (1.27)
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The rescaling with the factor l
−1/2
i0
, which Pi0-a.s. converges to 0 as σ → ∞, makes the
sources ±1 of the current k in the vertices i0 and Zσ asymptotically negligible. This
explains intuitively why the homogeneous Kirchhoff rules (1.4) rather than the inhomo-
geneous Kirchhoff rules (1.20) apply asymptotically to κ.
For a truncation parameter M > 0, we consider the events
Bσ(M) = {|κij|, |vi| ≤M, li > 0 for all i, j ∈ V }. (1.28)
Notation for error terms. We write f(σ) = OM(g(σ)) as σ → ∞ if there exists a
constant c(M) > 0 depending on the parameter M such that |f(σ)| ≤ c(M)|g(σ)| for all
σ large enough. If we use O with more than one subscript, the constant may depend on
all subscripts.
The following theorem connects the density ρsinglei0 defined in (1.10) to the asymptotics
of VRJP. Recall that for ~T ∈ ~Ti1 , its undirected version is denoted by T ∈ T .
Theorem 1.6 (Limiting joint density) Let i0, i1 ∈ V , k ∈ K+i0,i1, σ > 0, A ⊆ Lσ be
measurable, and ~T ∈ ~Ti1. For M > 0, on the events Bσ(M), one has the following in the
limit as σ →∞ with li0 = σ/
∑
i∈V e
2vi:
Pi0(k(σ) = k, l(σ) ∈ A, ~T last exit(0, σ) = ~T )
=
(
1 +OM,W,G
(
σ−1/2
)) ∫
A
l
|V |−1
2
−|E|
i0
ρsinglei0 (κ, v, i1, T )
∏
i∈V \{i0}
dvi (1.29)
This theorem is a main ingredient to prove the following weak convergence result. Let
ξσ =(k(σ), l(σ), Zσ, T
last exit(0, σ)), (1.30)
Qσ,i0 =
⋃
i1∈V
Ki0,i1 × Lσ × {i1} × Ti1 . (1.31)
Thus, ξσ ∈ Qσ,i0 means that all li are positive and T last exit(0, σ) is a spanning tree.
Theorem 1.7 (Weak convergence) The joint sub-probability distribution of
(κ(σ), v(σ), Zσ, T
last exit(0, σ)) (1.32)
with respect to Pi0(· ∩{ξσ ∈ Qσ,i0}) converges weakly as σ →∞ to the probability measure
µsinglei0 defined in (1.9).
1.4 Double timescale – extended H2|2 model as limit of VRJP
In this section, we generalize the results from Section 1.3 to two timescales σ, σ′ > 0 to
retrieve the H2|2 model as a marginal of µbigi0 . First, let us introduce double timescale
versions of the quantities and sets considered in Section 1.3.
8
We set l′(σ, σ′) = (l′i(σ, σ
′))i∈V with
l′i(σ, σ
′) = li(σ + σ
′)− li(σ). (1.33)
This is the local time the process (Zσ)σ≥0 spends in vertex i during the time interval
[σ, σ + σ′]. Using the definition (1.22) of Lσ, we set Lσ,σ′ = Lσ × Lσ′ .
For the time interval of length σ′ starting at σ, define k′(σ, σ′) = (k′ij(σ, σ
′))(i,j)∈ ~E by
k′ij(σ, σ
′) = kij(σ + σ
′)− kij(σ). (1.34)
In other words, k′ij(σ, σ
′) equals the number of crossings from i to j in the time interval
[σ, σ + σ′]. For given i0, i1, i
′
1 ∈ V , let
Ki0,i1,i′1 = Ki0,i1 ×Ki1,i′1 and K+i0,i1,i′1 = Ki0,i1,i′1 ∩ (N
~E × N ~E). (1.35)
Thus, K+i0,i1,i′1 is obtained by a restriction to strictly positive integers. Note that one has
(k(σ), k′(σ, σ′)) ∈ Ki0,Zσ,Zσ+σ′ .
The following definition introduces some events which are useful to study the joint law
of the random variable
ξσ,σ′ = (k(σ), k
′(σ, σ′), l(σ), l′(σ, σ′), Zσ, Zσ+σ′ , T
last exit(0, σ), T last exit(σ, σ + σ′)). (1.36)
Definition 1.8 (Events concerning local times and last exit trees) Let i0, i1, i
′
1 ∈
V , (k, k′) ∈ K+i0,i1,i′1, σ, σ
′ > 0, A ⊆ Lσ,σ′ be measurable, ~T ∈ ~Ti1, and ~T ′ ∈ ~Ti′1. In this
setup, we define the following events
Kk,σ,k′,σ′ ={k(σ) = k, k′(σ, σ′) = k′}, (1.37)
Lσ,σ′(A) ={(l(σ), l′(σ, σ′)) ∈ A}, (1.38)
Ei1, ~T ,σ,i′1, ~T ′,σ′
={~T last exit(0, σ) = ~T , ~T last exit(σ, σ + σ′) = ~T ′}. (1.39)
The following theorem describes explicitly the distribution of the random variable ξσ,σ′ .
Theorem 1.9 (Joint density of edge crossings, local times, and last exit trees)
In the setup of Definition 1.8, the following holds with P defined in (1.23)
Pi0(Kk,σ,k′,σ′ ∩ Lσ,σ′(A) ∩ Ei1, ~T ,σ,i′1, ~T ′,σ′)
=
∫
A
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li + l′i
√
1 + lj + l′j
)) ∏
i∈V \{i′1}
1√
1 + li + l′i
·P(k, l, ~T )P(k′, l′, ~T ′)
∏
i∈V \{i0}
dlidl
′
i. (1.40)
Recall that the motivation for taking two different time scales 1 ≪ σ ≪ σ′ was to
study fluctuations of local times. In that view, it is natural to take the limit σ′ → ∞
first and only second the limit σ →∞. More generally, it turns out that we can also take
σ and σ′ simultaneously to infinity, as long as min{σ, σ′σ−2} → ∞. We will abbreviate
henceforth
k′ = k(σ, σ′) and l′ = l(σ, σ′). (1.41)
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Rescaling of local times and their fluctuations. The considerations around (1.17)
motivate us to study the cross-ratio
li/li0
l′i/l
′
i0
. (1.42)
In order not to divide by 0, given σ, σ′ > 0, we consider the event {li > 0, l′i > 0 for all i ∈
V } = {(l, l′) ∈ Lσ,σ′}. On this event, in analogy to vi defined in (1.26), we introduce new
variables ui = ui(σ, σ
′) for i ∈ V by
l′i = l
′
i0e
2ui . (1.43)
Although vi and ui are certainly different random variables, formula (1.17) shows us that
they coincide Pi0-almost surely asymptotically in the limit as σ
′ ≫ σ → ∞. Not very
unexpectedly for fluctuations, the right scale for the logarithm of the cross-ratio (1.42)
turns out to be
√
li0, i.e. roughly the square root of the smaller time scale. This motivates
us to define
si = si(σ, σ
′) = −1
2
√
li0 log
li/li0
l′i/l
′
i0
=
√
li0(ui − vi), i ∈ V. (1.44)
Note that si0 = ui0 = 0. Hence, (si)i∈V , (ui)i∈V ∈ Ωi0 . An interpretation of si is
most easily described in the special case of taking the limit σ′ → ∞ first and only then
σ → ∞. In this case, limσ′→∞ si(σ, σ′) describes the fluctuations of li(σ)/li0(σ) around
limσ′→∞ li(σ
′)/li0(σ
′) on the appropriate scale.
Analogously to (1.27), we introduce, again on the event {(l, l′) ∈ Lσ,σ′}, the rescaled
crossing numbers κ′ij = κ
′
ij(σ, σ
′) for (i, j) ∈ ~E by
κ′ij =
k′ij − 12Wij
√
l′il
′
j√
l′i0
=
k′ij√
l′i0
− Wij
2
eui+uj
√
l′i0. (1.45)
For a truncation parameter M > 0, we consider the events
Bσ,σ′(M) = {|κij |, |κ′ij|, |si|, |ui|, |vi| ≤M and li > 0, l′i > 0 for all i, j ∈ V }. (1.46)
The random variable ξσ,σ′ defined in (1.36) is only interesting on the event {ξσ,σ′ ∈ Oσ,σ′,i0}
with
Oσ,σ′,i0 =
⋃
i1,i′1∈V
Ki0,i1,i′1 ×Lσ,σ′ × {i1} × {i′1} × Ti1 × Ti′1 . (1.47)
One has ξσ,σ′ 6∈ Oσ,σ′,i0 if some li or l′i equals 0 or if T last exit(0, σ) or T last exit(σ, σ + σ′) is
not spanning. Furthermore, we consider the map
Fσ,σ′,i0 : Oσ,σ′,i0 → (R ~E)2 × Ω3i0 × V 2 × T 2,
Fσ,σ′,i0(k, k
′, l, l′, i1, i
′
1, T, T
′) = (κ, κ′, s, v, u, i1, i
′
1, T, T
′) (1.48)
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defined by the equations (1.26), (1.27), and (1.43)–(1.45).
The following main theorem shows that the extended H2|2 model describes the asymp-
totics of the time-changed version Z of the vertex-reinforced jump process. To be more
precise, it occurs as the joint limit of the rescaled crossing numbers, the rescaled fluctu-
ations of local times, the asymptotic local times on a logarithmic scale, the endpoints of
paths, and last exit trees as follows. Let Ei0 denote the expectation with respect to Pi0 .
Theorem 1.10 (Weak convergence to the extended H2|2 model) The joint sub-
probability distribution of
(κ(σ), κ′(σ, σ′), s(σ, σ′), v(σ), u(σ, σ′), Zσ, Zσ+σ′ , T
last exit(0, σ), T last exit(σ, σ + σ′)) (1.49)
with respect to Pi0(· ∩ {ξσ,σ′ ∈ Oσ,σ′,i0}) converges weakly as min{σ, σ′σ−2} → ∞ to µbigi0 .
In other words, for any bounded continuous test function f : (R
~E)2×Ω3i0 ×V 2×T 2 → R,
one has
lim
min{σ,σ′σ−2}→∞
Ei0 [f(Fσ,σ′,i0(ξσ,σ′)), ξσ,σ′ ∈ Oσ,σ′,i0] =
∫
H2×Ω3i0
×V 2×T 2
f dµbigi0 . (1.50)
In particular, Pi0(ξσ,σ′ ∈ Oσ,σ′,i0)→ 1 as min{σ, σ′σ−2} → ∞.
How this paper is organized. In Section 2 we prove the single timescale results
stated in Section 1.3, which could in fact be deduced from the double timescale analysis
in Section 3. However, for the convenience of the reader, we present first the easier
argument for a single timescale before we prove the more general results for two timescales.
In Section 2.1, we prove Theorem 1.5 on the density of edge crossings, local times, and last
exit tree, using path counting arguments and calculating volume factors. In Section 2.2,
we state Lemma 2.1 which gives the asymptotics of P(k, l, ~T ). It is proved in Appendix A.
From this we deduce Lemma 2.2 giving the asymptotic density of a path. In Section 2.3
we prove Theorem 1.6 giving the limiting joint density of currents, local times, and last
exit tree. Section 2.4 proves the vague convergence of (κ(σ), v(σ), Zσ, T
last exit(0, σ)) rather
than weak convergence. This involves a continuum limit. Finally, in Section 2.5 we prove
the weak convergence theorem 1.7. This requires a Gaussian integral over currents on the
graph which is stated in Lemma 2.4 of that section and proved in appendix B. Another
key ingredient for the weak convergence result is the normalization (1.3) of µsusyi0 . It is
reviewed in Appendix C.
Section 3 deals with the double timescale results. Section 3.1 contains a proof of
Theorem 1.9 giving the density of the random variable ξσ,σ′ for fixed times σ, σ
′. It is
in the spirit of the proof of Theorem 1.5. In Section 3.2, we derive the asymptotics
of this density, appropriately rescaled, in the limit min{σ, σ′σ−2} → ∞. This yields a
proof of Theorem 3.2 which states a double timescale version similar to Theorem 1.6. In
Section 3.3 we show the two timescale variant of vague convergence. In Section 3.4, we
deduce Theorem 1.10 giving weak convergence. The key ingredients here are on the one
hand again the normalization (1.3) and on the other hand the fact, stated in Theorem
1.3, that the extended H2|2 model µbigi0 has µ
susy
i0
as a marginal.
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2 Proof for a single timescale
2.1 Proof of Theorem 1.5
For 0 < σ1 < σ2, let discrete(Z[σ1,σ2]) denote the path in discrete time obtained from
(Zσ)σ∈[σ1,σ2] by taking only the values immediately before the jumps. For i0, i1 ∈ V ,
k ∈ K+i0,i1 , and ~T ∈ ~Ti1 let Πi0,i1(k, ~T ) denote the set of finite paths in discrete time which
start in i0, end in i1, cross every (i, j) ∈ ~E precisely kij times and have last exit tree ~T .
Let σ be fixed. We derive the joint density of (k(σ), l(σ), ~T last exit(0, σ)) using combi-
natorial arguments. The density of paths for VRJP was first provided in the proof of
Theorem 3 in [ST16]. As it differs slightly in notation and time scaling from the present
paper, we explain the connection to the following formula (2.1) in Appendix C, cf. for-
mula (C.2). For any path π ∈ Πi0,i1(k, ~T ) and any measurable A ⊆ Lσ we obtain with an
appropriate volume factor V (k, l, i1) specified in (2.6) below:
Pi0(discrete(Z[0,σ]) = π, l(σ) ∈ A) =
∫
A
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li
√
1 + lj
))
·
∏
i∈V \{i1}
1√
1 + li
∏
(i,j)∈ ~E
(
Wij
2
)kij
· V (k, l, i1)
∏
i∈V \{i0}
dli. (2.1)
Note that the right hand side in the last equation depends only on the choice of k, i0, and
i1, but neither on ~T nor on the choice of π ∈ Πi0,i1(k, ~T ). Consequently,
Pi0(k(σ) = k, l(σ) ∈ A, ~T last exit(0, σ) = ~T )
=|Πi0,i1(k, ~T )|
∫
A
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li
√
1 + lj
))
·
∏
i∈V \{i1}
1√
1 + li
∏
(i,j)∈ ~E
(
Wij
2
)kij
· V (k, l, i1)
∏
i∈V \{i0}
dli. (2.2)
The volume factor V (k, l, i1) consists of a product of contributions from each vertex. We
determine it as follows. For i ∈ V , we let
ki =
∑
j∈V :
{i,j}∈E
kij (2.3)
be the number of departures from vertex i. Given the directed edge crossings k, to have
for all vertices i ∈ V local time li at vertex i at time σ we need jump times 0 = t(i)0 <
t
(i)
1 < · · · < t(i)ki ≤ li, where for all i ∈ V \ {i1} we have moreover t
(i)
ki
= li. For i 6= i1,
these are ki − 1 jumps in the time interval (0, li). Integrating over t(i)1 , . . . , t(i)ki−1 gives the
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volume factor contribution from vertex i 6= i1
V(ki − 1, li) = λki−1
({
(t
(i)
1 , . . . , t
(i)
ki−1
) ∈ (0, li)ki−1 : t(i)1 < · · · < t(i)ki−1
})
=
lki−1i
(ki − 1)! ;
(2.4)
here λki−1 denotes the Lebesgue measure on Rki−1. For i = i1, given li1 , there is one
degree of freedom more. Integrating over the jump times t
(i1)
1 , . . . , t
(i1)
ki1
gives the volume
factor
V(ki1 , li1) = λki1
({
(t
(i1)
1 , . . . , t
(i1)
ki1
) ∈ (0, li1)ki1 : t(i1)1 < · · · < t(i1)ki1
})
=
l
ki1
i1
ki1 !
. (2.5)
Altogether this yields the volume factor
V (k, l, i1) = V(ki1, li1)
∏
i∈V \{i1}
V(ki − 1, li) =
l
ki1
i1
ki1 !
∏
i∈V \{i1}
lki−1i
(ki − 1)! . (2.6)
The cardinality of Πi0,i1(k, ~T ) is counted in [KR00]; it is reviewed in Fact C.2 in the
appendix. Combining this with (2.6) and using that ~T is a spanning tree directed towards
i1, we obtain
|Πi0,i1(k, ~T )|V (k, l, i1) =
∏
(i,j)∈~T kij∏
(i,j)∈ ~E kij !
∏
i∈V l
ki
i∏
i∈V \{i1}
li
=
∏
(i,j)∈ ~E
l
kij
i
kij!
∏
(i,j)∈~T
kij
li
. (2.7)
The claim follows from (2.2) and (2.7).
2.2 Asymptotics of the density of a path
In this section, we use Taylor arguments and Stirling’s formula to asymptotically describe
the density of the random variables (k(σ), l(σ), ~T last exit(0, σ)) but rewritten in terms of
rescaled variables. Recall the definition (1.5) of ωij.
Scales of the variables. Recall from (1.27) and (1.26) the following relations:
kij = li0ωij +
√
li0κij,
σ
li0
=
∑
i∈V
e2vi . (2.8)
In particular, σ and li0 live on the same scale when all vi are bounded. Thus, on the event
Bσ(M) defined in (1.28), all li and all kij have the same order of magnitude as σ.
Lemma 2.1 (Asymptotics of the combinatorial factors) Given M > 0, on the
event Bσ(M), one has the following asymptotics for P defined in (1.23) as σ →∞:
P(k, l, ~T ) =
1
(2πli0)
|E|
exp
(
li0
∑
(i,j)∈ ~E
ωij − vi1 −
∑
(i,j)∈ ~E
κ2ij
2ωij
)
·
∏
i∈V \{i1}
e−2vi
∏
(i,j)∈ ~E\~T
1
ωij
∏
{i,j}∈E
ωij · (1 +OM,W,G(σ−1/2)). (2.9)
13
The proof relies on Taylor expansions and Stirling’s formula. It is given in appendix A.
Next, we study the asymptotic behavior of the remaining part of the density given in
(1.24).
Lemma 2.2 (Asymptotics of the density of a path) For M > 0, on the events
Bσ(M), one has the following in the limit as σ →∞:
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li
√
1 + lj
)) ∏
i∈V \{i1}
1√
1 + li
=
(
1 +OM,W,G
(
σ−1
))
· (li0)−
|V |−1
2 exp
( ∑
{i,j}∈E
Wij (1− cosh(vi − vj))
) ∏
(i,j)∈ ~E
exp(−li0ωij)
∏
i∈V \{i1}
e−vi . (2.10)
Proof. During the proof, we work on the events Bσ(M) in the limit σ →∞. Using the
Taylor expansion of (1 + li)
1/2 and the representation (1.26) of li, lj, we obtain
√
1 + li
√
1 + lj =
√
lilj +
1
2
(√
li
lj
+
√
lj
li
)
+OM
(
σ−1
)
=
√
lilj + cosh(vi − vj) +OM
(
σ−1
)
, (2.11)∏
(i,j)∈ ~E
exp(li0ωij) =
∏
{i,j}∈E
exp(2li0ωij) = exp
( ∑
{i,j}∈E
Wij
√
lilj
)
. (2.12)
Consequently, we deduce
exp
(
−
∑
{i,j}∈E
Wij
√
1 + li
√
1 + lj
) ∏
(i,j)∈ ~E
exp(li0ωij)
= exp
(
−
∑
{i,j}∈E
Wij cosh(vi − vj)
) (
1 +OM,W,G
(
σ−1
))
. (2.13)
We conclude by the observation that∏
i∈V \{i1}
1√
1 + li
=
∏
i∈V \{i1}
1√
li(1 +OM(σ−1))
=
1 +OM,G(σ
−1)
l
|V |−1
2
i0
∏
i∈V \{i1}
e−vi . (2.14)
2.3 Proof of Theorem 1.6
Combining Theorem 1.5, Lemmas 2.1 and 2.2, we obtain
Pi0(k(σ) = k, l(σ) ∈ A, ~T last exit(0, σ) = ~T )
=(2π)−|E|
∫
A
l
−|E|−
|V |−1
2
i0
exp
( ∑
{i,j}∈E
Wij (1− cosh(vi − vj))− vi1 −
∑
(i,j)∈ ~E
κ2ij
2ωij
)
·
∏
i∈V \{i1}
e−3vi
∏
(i,j)∈ ~E\~T
1
ωij
∏
{i,j}∈E
ωij · (1 +OM,W,G(σ−1/2))
∏
i∈V \{i0}
dli. (2.15)
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The symmetry ωij = ωji yields the following formula, which connects products indexed
by directed edges with products indexed by undirected edges:
∏
(i,j)∈ ~E\~T
1
ωij
∏
{i,j}∈E
ωij =
∏
{i,j}∈T
ωij
∏
{i,j}∈E
1
ωij
= 2|E|−|V |+1
∏
{i,j}∈E\T
1
Wijevi+vj
. (2.16)
Therefore, using the definition (1.10) of ρsinglei0 , the right hand side of (2.15) is given by
21−|V |
∫
A
l
−|E|−
|V |−1
2
i0
∑
j∈V
e2vj
∏
i∈V
e−2vi · (1 +OM,W,G(σ−1/2))ρsinglei0
∏
i∈V \{i0}
dli. (2.17)
We conclude the proof by transforming l-variables to v-variables. Using vi0 = 0,
∂vi
∂lj
=
1
2li
(
δij +
li
li0
)
, i, j ∈ V \ {i0}, (2.18)
and det(Id+A) = 1 + tr(A) for rank 1 matrices A, we obtain the Jacobi determinant∣∣∣∣det ∂v∂l
∣∣∣∣ =(1 + ∑
i∈V \{i0}
li
li0
) ∏
i∈V \{i0}
1
2li
=
σ
li0
∏
i∈V \{i0}
1
2li
= (2li0)
1−|V |
∑
j∈V
e2vj
∏
i∈V
e−2vi .
(2.19)
2.4 Proof of vague convergence
Lemma 2.3 For any continuous compactly supported function f : R
~E×Ωi0×V ×T → R,
one has
lim
σ→∞
Ei0
[
f(κ(σ), v(σ), Zσ, T
last exit(0, σ)), ξσ ∈ Qσ,i0
]
=
∫
H×Ωi0×V×T
f dµsinglei0 . (2.20)
Proof. Recall that li = li(v, σ) = σe
2vi/
∑
j∈V e
2vj . Hence, κ = κ(k, v, σ) is a function of
k, v, and σ, cf. (1.27). Because f is compactly supported, we can choose a constantM > 0
such that for any k ∈ Ki0,i1 and l ∈ Lσ with (κ, v, i1, T ) ∈ supp f , all the components
of κ(k, l) and v(l) are bounded in absolute value by M . Moreover, all components of
l/σ are bounded away from 0, and bounded above by 1. For {i, j} ∈ E, the facts
ωij ≥ Wij2 e−2M > 0 and |κij| ≤ M together with (2.8) imply kij > 0 for σ large enough,
and thus k ∈ K+i0,i1. Note that ~T last exit(0, σ) = ~T ∈ ~Ti1 is equivalent to T last exit(0, σ) = T
and Zσ = i1. Hence, Theorem 1.6 yields that the l.h.s. of (2.20) in the limit as σ → ∞
equals
(
1 +OM,W,G
(
σ−1/2
)) ∑
i1∈V,
T∈T
∫
Ωi0
l
|V |−1
2
−|E|
i0
∑
k∈Ki0,i1
(fρsinglei0 )(κ, v, i1, T )
∏
i∈V \{i0}
dvi. (2.21)
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Fix a path from i0 to i1. Let π = (πij)(i,j)∈ ~E be the corresponding edge crossing numbers.
We introduce the shift vector ϑl = (l
1/2
i0
ωij)(i,j)∈ ~E ∈ H. Let ~T0 be an arbitrary directed
spanning tree of G. Let Γ ⊂ H denote the lattice which has Z ~E\~T0 as its image under the
restriction map R
~E → R ~E\~T0 . When k runs over Ki0,i1, the corresponding κ− l−1/2i0 π runs
over the shifted lattice l
−1/2
i0
Γ− ϑl. In other words, for any v ∈ Ωi0 and T ∈ T , one has∑
k∈Ki0,i1
(fρsinglei0 )(κ(k, v), v, i1, T ) =
∑
κ˜∈l
−1/2
i0
Γ−ϑl
(fρsinglei0 )
(
κ˜ +
π√
li0
, v, i1, T
)
, (2.22)
Multiplying this with l
|V |−1
2
−|E|
i0
= l
−
|~E\~T0|
2
i0
= l− dimHi0 , we interpret it as a Riemann sum. It
converges to an integral, uniformly for v in compact sets. We conclude that the expression
in (2.21) converges as σ →∞ to the r.h.s. in formula (2.20).
2.5 Proof of Theorem 1.7: weak convergence
Let us first state a lemma computing the Gaussian integral over currents of the graph. It
is proved in appendix B.
Lemma 2.4 The following formula holds:
∫
H
exp
(
−
∑
(i,j)∈ ~E
κ2ij
2ωij
)
dκH = 2
|E|−|V |+1π|E|−
|V |−1
2
∏
{i,j}∈E ωij√∑
S∈T
∏
{i,j}∈S ωij
. (2.23)
We first prove that µsinglei0 is a probability measure. For v ∈ Ωi0 and T ∈ T , one has∑
i1∈V
∫
H
ρsinglei0 (κ, v, i1, T ) dκH = 2
|E|−|V |+1π−
|V |−1
2 exp
( ∑
{i,j}∈E
Wij (1− cosh(vi − vj))
)
·
∏
{i,j}∈E\T
1
2ωij
·
∏
{i,j}∈E ωij√∑
S∈T
∏
{i,j}∈S ωij
∏
i∈V \{i0}
e−vi . (2.24)
Summing over the spanning trees T yields the expression
π−
|V |−1
2 exp
( ∑
{i,j}∈E
Wij (1− cosh(vi − vj))
)√∑
S∈T
∏
{i,j}∈S
ωij
∏
i∈V \{i0}
e−vi . (2.25)
Integrating this over v and using ωij =
1
2
Wije
vi+vj gives 1 by Fact C.1 in the appendix.
Because vague convergence of sub-probability measures to a probability measure implies
weak convergence, Lemma 2.3 yields the claimed weak convergence.
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3 Proof for double timescale
3.1 Proof of Theorem 1.9
In this section, the time horizons σ and σ′ are kept fixed. The proof follows the same
lines as the proof of Theorem 1.5. For i ∈ V , let k′i =
∑
j∈V :{i,j}∈E k
′
ij. Similarly to the
derivation of (2.2), we obtain
Pi0(Kk,σ,k′,σ′ ∩ Lσ,σ′(A) ∩ Ei1, ~T ,σ,i′1, ~T ′,σ′)
=|Πi0,i1(k, ~T )| · |Πi1,i′1(k′, ~T ′)|
∫
A
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li + l′i
√
1 + lj + l′j
))
·
∏
i∈V \{i′1}
1√
1 + li + l′i
∏
(i,j)∈ ~E
(
Wij
2
)kij+k′ij
· V (k, l, i1)V (k′, l′, i′1)
∏
i∈V \{i0}
dlidl
′
i (3.1)
with the volume factor V (k, l, i1) given in (2.6) and, using the notation from (2.5),
V (k′, l′, i′1) = V(k′i′1, l
′
i′1
)
∏
i∈V \{i′1}
V(k′i − 1, l′i) =
(l′i′1
)
k′
i′
1
(k′i′1
)!
∏
i∈V \{i′1}
(l′i)
k′i−1
(k′i − 1)!
, (3.2)
which is obtained by integration over the jump times between times σ and σ + σ′. In
analogy to (2.7), we obtain
|Πi1,i′1(k′, ~T ′)|V (k′, l′, i′1) =
∏
(i,j)∈ ~E
(l′i)
k′ij
(k′ij)!
∏
(i,j)∈~T ′
k′ij
l′i
. (3.3)
Inserting the last identity and (2.7) in (3.1), the claim follows.
3.2 Double timescale asymptotics of the density of a path
Scales of the variables. Recall the definition (1.5) of ωij and ω
′
ij and formula (2.8).
Its primed variant is given by, cf. (1.45) and (1.43),
k′ij = l
′
i0
ω′ij +
√
l′i0κ
′
ij ,
σ′
l′i0
=
∑
i∈V
e2ui. (3.4)
By (2.8), σ and li0 live on the same scale when all vi are bounded. A similar statement
holds for σ′, l′i0 , and ui. Consequently, on the event Bσ,σ′(M) defined in (1.46), all li and
all kij have the same order of magnitude as σ and all l
′
i and all k
′
ij have the same order of
magnitude as σ′. By the definition (1.44) of si, one has vi = ui − l−1/2i0 si. Hence, for any
given M > 0, on the event Bσ,σ′(M), in the limit as σ →∞, one has
evi = eui(1 +OM(σ
−1/2)), ωij = ω
′
ij(1 +OM(σ
−1/2)). (3.5)
Next, we give a version of Lemma 2.2 for two timescales.
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Lemma 3.1 For M > 0, on the events Bσ,σ′(M), one has the following in the limit as
min{σ, σ′σ−2} → ∞:
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li + l
′
i
√
1 + lj + l
′
j
)) ∏
i∈V \{i′1}
1√
1 + li + l
′
i
=(l′i0)
− |V |−1
2 exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj (si − sj)2
))
·
∏
(i,j)∈ ~E
exp(−li0ωij − l′i0ω′ij)
∏
i∈V \{i′1}
e−ui ·
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))
. (3.6)
Proof. During the proof, we work on the events Bσ,σ′(M) in the limit min{σ, σ′σ−2} →
∞. Note that this implies σ′ ≫ σ → ∞. Furthermore, all σ′/l′i and σ/li are bounded
from above and below by M-dependent positive constants. In analogy to (2.11) we obtain
√
1 + li + l′i =
√
l′i +
1 + li
2
√
l′i
+O
(
(1 + li)
2
(l′i)
3/2
)
=
√
l′i +
1 + li
2
√
l′i
+OM
(
σ2(σ′)−3/2
)
,
√
1 + li + l′i
√
1 + lj + l′j =
√
l′il
′
j +
1
2
√
l′i
l′j
(1 + lj) +
1
2
√
l′j
l′i
(1 + li) +OM
(
σ2
σ′
)
. (3.7)
Inserting the representation (1.43) of l′i, l
′
j yields
1
2
(√
l′i
l′j
(1 + lj) +
√
l′j
l′i
(1 + li)
)
=
1
2
(eui−uj + euj−ui) +
li0
2
(
eui−uj+2vj + euj−ui+2vi
)
= cosh(ui − uj) + li0evi+vj cosh((ui − vi)− (uj − vj)). (3.8)
Next, we insert the definition (1.44) of si and replace cosh by its Taylor expansion cosh x =
1+ 1
2
x2+O(x3), x→ 0. We obtain the following expression for the last summand in (3.8):
li0e
vi+vj cosh
(si − sj√
li0
)
= li0e
vi+vj
(
1 +
(si − sj)2
2li0
+O
((si − sj)3
l
3/2
i0
))
=
√
lilj +
1
2
evi+vj (si − sj)2 +OM
(
σ−1/2
)
. (3.9)
Using (2.12) and its primed version, we obtain
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li + l′i
√
1 + lj + l′j
)) ∏
(i,j)∈ ~E
exp(li0ωij + l
′
i0
ω′ij) (3.10)
= exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
evi+vj (si − sj)2
))
·
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))
.
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By (3.5), it follows
evi+vj (si − sj)2 = eui+uj(si − sj)2 +OM(σ−1/2). (3.11)
Furthermore, using
√
1 + li + l′i =
√
l′i(1 +OM(σ/σ
′)), we calculate
∏
i∈V \{i′1}
1√
1 + li + l
′
i
=
(
1 +OM,G
( σ
σ′
))
(l′i0)
− |V |−1
2
∏
i∈V \{i′1}
e−ui. (3.12)
Combining these facts with (3.10) completes the proof of the lemma.
The following theorem connects the density ρbigi0 in the Definition 1.2 of the extended
version of the H2|2 model to the asymptotics of VRJP.
Theorem 3.2 (Limiting joint density) Consider the setup of Definition 1.8. For
M > 0, on the events Bσ,σ′(M), one has the following in the limit as min{σ, σ′σ−2} → ∞:
Pi0(Kk,σ,k′,σ′ ∩ Lσ,σ′(A) ∩ Ei1, ~T ,σ,i′1, ~T ′,σ′)
=
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))∫
A
ρbigi0 Λσ,σ′,i0(dl dl
′) (3.13)
with the following measure on Lσ,σ′
Λσ,σ′,i0(dl dl
′) =
41−|V |
l
|E|
i0
(l′i0)
|E|+ |V |−1
2
σσ′
li0l
′
i0
∏
i∈V \{i0}
li0l
′
i0
lil
′
i
dlidl
′
i (3.14)
and the function ρbigi0 = ρ
big
i0
(κ, κ′, s, v, u, i1, i
′
1, T, T
′) defined in (1.6).
Proof. Since we want to apply Theorem 1.9, we first derive the asymptotics of the factors
P on the event Bσ,σ′(M) as σ
′ ≫ σ →∞. We apply Lemma 2.1 and replace some ωij’s
by ω′ij ’s. The second identity in (3.5) allows us to do these replacements. This yields
P(k, l, ~T ) =
1
(2πli0)
|E|
exp
(
li0
∑
(i,j)∈ ~E
ωij − vi1 −
∑
(i,j)∈ ~E
κ2ij
2ω′ij
)
·
∏
i∈V \{i1}
e−2vi
∏
(i,j)∈ ~E\~T
1
ω′ij
∏
{i,j}∈E
ω′ij · (1 +OM,W,G(σ−1/2)). (3.15)
Note that the first occurrence of ωij in the preceding equation, i.e. in li0
∑
(i,j)∈ ~E ωij, is
kept without replacement ωij 6; ω′ij, as it is scaled with li0 .
Similarly, on the same event, one has the following as σ′ →∞:
P(k′, l′, ~T ′) =
1
(2πl′i0)
|E|
exp
(
l′i0
∑
(i,j)∈ ~E
ω′ij + ui1 − ui′1 −
∑
(i,j)∈ ~E
(κ′ij)
2
2ω′ij
)
·
∏
i∈V \{i′1}
e−2ui
∏
(i,j)∈ ~E\~T ′
1
ω′ij
∏
{i,j}∈E
ω′ij · (1 +OM,W,G((σ′)−1/2)). (3.16)
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The last formula is proved using the same arguments as in the proof of Lemma 2.1, cf.
Appendix A, with the event Bσ(M) replaced by Bσ,σ′(M). Furthermore, σ, kij, li, κij,
vi, ∇v, ωij , ~T used in that proof are replaced by σ′, k′ij, l′i, κ′ij, ui, ∇u = ui1 − ui′1 , ω′ij,
~T ′, respectively. In particular, li0 is replaced by l
′
i0
, and the limit σ → ∞ is replaced by
σ′ →∞. We remark that k′ ∈ K+i1,i′1 satisfies the Kirchhoff rules∑
j∈V :
{i,j}∈E
(k′ij − k′ji) = δi1(i)− δi′1(i), i ∈ V. (3.17)
Hence, the equation analogous to (A.11) for the proof of (3.16) reads as follows:√
l′i0
∑
(i,j)∈ ~E
κ′ij(ui − uj) =
∑
i∈V
ui(δi1(i)− δi′1(i)) = ∇u. (3.18)
Substituting formula (3.6) from Lemma 3.1 and the formulas (3.15) and (3.16) for P
into the assertion (1.40) of Theorem 1.9 yields
Pi0(Kk,σ,k′,σ′ ∩ Lσ,σ′(A) ∩ Ei1, ~T ,σ,i′1, ~T ′,σ′)
=
∫
A
(l′i0)
− |V |−1
2 exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj(si − sj)2
))
·
∏
i∈V \{i′1}
e−ui
·
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))
· 1
(2πli0)
|E|
exp
(
− vi1 −
∑
(i,j)∈ ~E
κ2ij
2ω′ij
)
·
∏
i∈V \{i1}
e−2vi
·
∏
(i,j)∈ ~E\~T
1
ω′ij
∏
{i,j}∈E
ω′ij · (1 +OM,W,G(σ−1/2)) ·
1
(2πl′i0)
|E|
exp
(
ui1 − ui′1 −
∑
(i,j)∈ ~E
(κ′ij)
2
2ω′ij
)
·
∏
i∈V \{i′1}
e−2ui
∏
(i,j)∈ ~E\~T ′
1
ω′ij
∏
{i,j}∈E
ω′ij · (1 +OM,W,G((σ′)−1/2))
∏
i∈V \{i0}
dlidl
′
i. (3.19)
The error term 1 +OM,W,G
(
σ−1/2 + σ
2
σ′
)
dominates all other error terms in this formula.
In analogy to (2.16), one has
∏
(i,j)∈ ~E\~T
1
ω′ij
∏
{i,j}∈E
ω′ij =
∏
{i,j}∈T
ω′ij
∏
{i,j}∈E
1
ω′ij
. (3.20)
Collecting the factors e−ui and e−vi and using ui0 = vi0 = 0 and (3.5) gives∏
i∈V \{i′1}
e−ui · exp(−vi1)
∏
i∈V \{i1}
e−2vi · exp(ui1 − ui′1)
∏
i∈V \{i′1}
e−2ui
=e
ui1+vi1+2ui′1
∏
i∈V \{i0}
e−3ui−2vi = e
2vi1+2ui′1
∏
i∈V \{i0}
e−3ui−2vi(1 +OM(σ
−1/2)). (3.21)
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Substituting (3.20) and (3.21) into (3.19) and simplifying the remaining terms yields
Pi0(Kk,σ,k′,σ′ ∩ Lσ,σ′(A) ∩ Ei1,T,σ,i′1,T ′,σ′) =
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))
·
∫
A
l
−|E|
i0
(l′i0)
−
|V |−1
2
−|E|
(2π)2|E|
exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj(si − sj)2
))
·
∏
{i,j}∈T
ω′ij
∏
{i,j}∈T ′
ω′ij
∏
{i,j}∈E
1
(ω′ij)
2
· exp
(
−
∑
(i,j)∈ ~E
κ2ij + (κ
′
ij)
2
2ω′ij
)
· e2vi1+2ui′1
∏
i∈V \{i0}
e−3ui−2vi dlidl
′
i. (3.22)
Using Definition 1.2 of ρbigi0 and the relations (1.26), (1.43), (2.8), and (3.4), claim (3.13)
follows.
3.3 Continuum limit and vague convergence
The main result in this section, stated in Corollary 3.5 below, deals with a vague conver-
gence of the random vector in (1.49). This requires two ingredients. First, we need to
calculate the Jacobian of the transformation (s, u) 7→ (l, l′). Second, we deal with conver-
gence of a Riemann sum indexed by (κ(σ), κ′(σ, σ′)) to an integral. These two ingredients
are treated in the following two lemmas.
Recall the variables s, u, v from (1.44), (1.43), and (1.26), written in the form
si =
√
li0
2
(
log
l′i
l′i0
− log li
li0
)
, ui =
1
2
log
l′i
l′i0
, vi =
1
2
log
li
li0
. (3.23)
The first lemma considers the transformation gσ,σ′ : Lσ,σ′ → Ω2i0 , (l, l′) 7→ (s, u). We
restrict it to the following variant B˜σ,σ′(M) of the event Bσ,σ′(M), cf. (1.46):
B˜σ,σ′(M) = {(l, l′) ∈ Lσ,σ′ : |si(l, l′)|, |ui(l, l′)|, |vi(l, l′)| ≤M for all i ∈ V } . (3.24)
Lemma 3.3 (Jacobian of the variable transformation) For M,σ′ > 0 and σ >
|V |M2e2M , the map gσ,σ′ is a bijection between B˜σ,σ′(M) and its range. The following
formula describes the corresponding transformation of measure:
(li0l
′
i0)
|E|+ 1−|V |
2 Λσ,σ′,i0(dl dl
′) =(4
√
li0l
′
i0)
1−|V | σσ
′
li0l
′
i0
∏
i∈V \{i0}
li0l
′
i0
lil′i
dlidl
′
i
=
1
hσ(s, u)
∏
i∈V \{i0}
dsidui, (3.25)
where hσ(s, u) =1 +
1
σ
√
li0
∑
i∈V \{i0}
lisi. (3.26)
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Here, l = l(s, u) denotes the first component of g−1σ,σ′(s, u). For all (s, u) ∈ gσ,σ′ [B˜σ,σ′(M)]
the expression hσ(s, u) fulfills the bound
|hσ(s, u)− 1| ≤
√|V |MeM√
σ
< 1. (3.27)
Proof. Given (s, u) ∈ [−M,M ]V ×V ∩ range gσ,σ′ , we have to show that it has a unique
inverse image (l, l′) ∈ B˜σ,σ′(M). First, l′i0 is uniquely determined by l′i0 = σ′/
∑
i∈V e
2ui.
Second, l′i = l
′
i0
e2ui , i ∈ V , shows that l′ is also uniquely determined. Third,
σ =
∑
i∈V
li = li0
∑
i∈V
exp
(
2ui − 2si√
li0
)
(3.28)
gives us a transcendental equation for li0 . It determines li0 uniquely because
∂
∂li0
[
li0
∑
i∈V
exp
(
2ui − 2si√
li0
)]
=
∑
i∈V
(
1 +
si√
li0
)
exp
(
2ui − 2si√
li0
)
> 0; (3.29)
here we use that by our choice of σ
li0 =
σ∑
i∈V e
2vi
≥ σ|V |e2M ⇒
|si|√
li0
≤
√|V |MeM√
σ
< 1. (3.30)
This implies that vi = ui − si/
√
li0 , i ∈ V , is uniquely determined, too. Finally, all li,
i ∈ V , are also uniquely determined because of li = li0e2vi . Summarizing, we have shown
that gσ,σ′ restricted to B˜σ,σ′(M) is one-to-one. To calculate the Jacobi determinant of the
map (li, l
′
i)i∈V \{i0} 7→ (si, ui)i∈V \{i0} one observes in analogy to (2.18) for i, j ∈ V \ {i0},
using (3.23):
∂si
∂lj
= −
√
li0
2li
(
δij +
li
li0
(
1 +
si√
li0
))
,
∂ui
∂l′j
=
1
2l′i
(
δij +
l′i
l′i0
)
,
∂ui
∂lj
= 0. (3.31)
In particular, ∂s/∂l and ∂u/∂l′ are rank 1 perturbations of invertible diagonal matrices.
Using that det(Id+A) = 1 + tr(A) for rank 1 matrices A, we obtain, cf. formula (2.19):∣∣∣∣det ∂s∂l
∣∣∣∣ =(1 + ∑
i∈V \{i0}
li
li0
(
1 +
si√
li0
)) ∏
i∈V \{i0}
√
li0
2li
=
σ
li0
hσ(s, u)
∏
i∈V \{i0}
√
li0
2li
,
∣∣∣∣det ∂u∂l′
∣∣∣∣ =(1 + ∑
i∈V \{i0}
l′i
l′i0
) ∏
i∈V \{i0}
1
2l′i
=
σ′
l′i0
∏
i∈V \{i0}
1
2l′i
. (3.32)
In view of ∂u/∂l = 0, it follows∣∣∣∣det ∂(s, u)∂(l, l′)
∣∣∣∣ =
∣∣∣∣det ∂s∂l
∣∣∣∣ ·
∣∣∣∣det ∂u∂l′
∣∣∣∣ = |hσ(s, u)|(4√li0l′i0)1−|V | σσ′li0l′i0
∏
i∈V \{i0}
li0l
′
i0
lil′i
. (3.33)
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As soon as we know hσ(s, u) > 0, it follows that the Jacobi determinant does not vanish
and that claim (3.25) holds.
Positivity of hσ(s, u), used in the previous arguments, is an immediate consequence
of (3.27), which is proven as follows. Using (3.30), which works under the assumption
σ > |V |M2e2M , we estimate
|hσ(s, u)− 1| ≤ 1
σ
∑
i∈V \{i0}
li
|si|√
li0
<
1
σ
∑
i∈V \{i0}
li < 1. (3.34)
Let i0, i1, i
′
1 ∈ V and σ, σ′ > 0. Recall the definitions of Ωi0 , Ki0,i1,i′1 , K+i0,i1,i′1 , and Lσ
stated in (1.1), (1.35), and (1.22), respectively, and the notation Lσ,σ′ = Lσ × Lσ′ . We
consider the measure
λ+σ,σ′,i0,i1,i′1
=
∑
(k,k′)∈K+
i0,i1,i
′
1
δkδk′ Λσ,σ′,i0(dl dl
′) (3.35)
defined on Ki0,i1,i′1 ×Lσ,σ′ . Let λσ,σ′,i0,i1,i′1 be defined as λ+σ,σ′,i0,i1,i′1 with the only difference
that the summation over K+i0,i1,i′1 is replaced by Ki0,i1,i′1. We introduce the following variant
of the map Fσ,σ′,i0, cf. (1.48):
Fσ,σ′,i0,i1,i′1 : Ki0,i1,i′1 ×Lσ,σ′ → (R
~E)2 × Ω3i0 ,
(k, k′, l, l′) 7→ (κ, κ′, s, v, u) (3.36)
using again the equations (1.26), (1.27), and (1.43)–(1.45).
Lemma 3.4 (Vague convergence of the reference measure)
The image measure Fσ,σ′,i0,i1,i′1[λ
+
σ,σ′,i0,i1,i′1
] converges vaguely as σ, σ′ →∞ to
dκH dκ
′
H
∏
i∈V \{i0}
1{ui=vi} dsi dui; (3.37)
recall that 1{ui=vi}dui denotes the Lebesgue measure on the diagonal of R
2. In other words,
for any continuous compactly supported test function f : (R
~E)2 × Ω3i0 → R, one has
lim
σ,σ′→∞
∫
Ki0,i1,i′1
×Lσ,σ′
f ◦ Fσ,σ′,i0,i1,i′1 dλ+σ,σ′,i0,i1,i′1 =
∫
Ω2i0
∫
H2
f(κ, κ′, s, u, u) dκHdκ
′
H dsi dui.
(3.38)
Proof. The proof relies on the same technique as in Lemma 2.3. Given a test function f
as in the assumption, we claim that there exists ε > 0, depending on f , such that
F−1σ,σ′,i0,i1,i′1
[supp f ] ⊆ K+i0,i1,i′1 × (σε, σ)
V × (σ′ε, σ′)V (3.39)
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holds for σ, σ′ large enough. Indeed, there is a constantM > 0, depending on supp f , such
that for any (k, k′, l, l′) ∈ F−1σ,σ′,i0,i1,i′1 [supp f ], all components of Fσ,σ′,i0,i1,i′1(k, k
′, l, l′) =:
(κ, κ′, s, v, u) are bounded in absolute value by M . Similarly as in the beginning of
the proof of Lemma 2.3, kij , k
′
ij > 0 and all li/σ and l
′
i/σ
′ are bounded away from 0
for σ, σ′ large enough. This proves (3.39). Consequently, vague convergence of the im-
age measure Fσ,σ′,i0,i1,i′1[λ
+
σ,σ′,i0,i1,i′1
] as σ, σ′ → ∞ is equivalent to vague convergence of
Fσ,σ′,i0,i1,i′1[λσ,σ′,i0,i1,i′1 ] to the same limit. Next, we prove the latter one.
Fix a path from i0 to i1 and another one from i1 to i
′
1. Let π = (πij)(i,j)∈ ~E respectively
π′ = (π′ij)(i,j)∈ ~E be the corresponding edge crossing numbers. We introduce the shift
vectors ϑl = (l
1/2
i0
ωij)(i,j)∈ ~E , ϑl′ = (l
′1/2
i0
ω′ij)(i,j)∈ ~E ∈ H, cf. (1.5). Let Γ ⊂ H denote the
lattice which has Z
~E\~T0 as its image under the restriction map R
~E → R ~E\~T0 . When (k, k′)
runs over Ki0,i1,i′1 , the corresponding (κ − l
−1/2
i0
π, κ′ − (l′i0)−1/2π′) runs over the shifted
lattice (l
−1/2
i0
Γ− ϑl)× ((l′i0)−1/2Γ− ϑl′). In other words, for any (l, l′) ∈ Lσ,σ′ , one has∑
(k,k′)∈Ki0,i1,i′1
f(Fσ,σ′,i0,i1,i′1(k, k
′, l, l′)) =
∑
κ˜∈l
−1/2
i0
Γ−ϑl
κ˜′∈(l′i0
)−1/2Γ−ϑl′
f
(
κ˜ +
π√
li0
, κ˜′ +
π′√
l′i0
, s, v, u
)
,
(3.40)
where s, v, u are given in (3.23). Integrating first (3.40) over l and l′ with appropriate
weights and using Lemma 3.3 in the second equality, we obtain∫
Ki0,i1,i′1
×Lσ,σ′
f ◦ Fσ,σ′,i0,i1,i′1 dλσ,σ′,i0,i1,i′1 (3.41)
=
∫
Lσ,σ′
∑
κ˜∈l
−1/2
i0
Γ−ϑl
κ˜′∈(l′i0
)−1/2Γ−ϑl′
f
(
κ˜+
π√
li0
, κ˜′ +
π′√
l′i0
, s, v, u
)∣∣∣ s,v,u
from (3.23)
Λσ,σ′,i0(dl dl
′)
=
∫
Ω2i0
1
(li0l
′
i0
)
|~E\~T0|
2
∑
κ˜∈l
−1/2
i0
Γ−ϑl
κ˜′∈(l′i0
)−1/2Γ−ϑl′
f
(
κ˜+
π√
li0
, κ˜′ +
π′√
l′i0
, s, v, u
)∣∣∣ li0 ,l′i0 ,v
from (3.42)
∏
i∈V \{i0}
dsidui
hσ(s, u)
with the substitution
vi = ui − si√
li0
, li0 =
σ∑
i∈V e
2ui−2si/
√
li0
, l′i0 =
σ′∑
i∈V e
2ui
. (3.42)
Note that |ui − vi| ≤ M/
√
li0 holds, whenever the integrand in (3.41) is non-zero. We
interpret the Riemann sum in (3.41) as an integral over functions which are constant on
boxes associated to a shifted version of l
−1/2
i0
Γ × (l′i0)−1/2Γ. These boxes have volume
(li0l
′
i0
)
|~E\~T0|
2 . Using the dominated convergence theorem and the bound (3.27) to perform
the limit σ, σ′ →∞, the claim (3.38) follows.
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We endow the set Oσ,σ′,i0 defined in (1.47) with the measure λ+σ,σ′,i0 which is charac-
terized as follows. When we restrict λ+σ,σ′,i0 to Ki0,i1,i′1 ×Lσ,σ′ × {i1} × {i′1} × {T} × {T ′}
for any ii, i
′
1 ∈ V , T ∈ Ti1 , and T ′ ∈ Ti′1 and project it down to Ki0,i1,i′1 ×Lσ,σ′ , it becomes
λ+σ,σ′,i0,i1,i′1
. Recall the definition (1.48) of the map Fσ,σ′,i0 and the definition (1.36) of the
random variable ξσ,σ′ . Theorem 3.2 and the last lemma are combined in the following
corollary.
Corollary 3.5 (Vague convergence to the extended H2|2 model) The joint sub-
probability distribution of
(κ(σ), κ′(σ, σ′), s(σ, σ′), v(σ), u(σ, σ′), Zσ, Zσ+σ′ , T
last exit(0, σ), T last exit(σ, σ + σ′)) (3.43)
with respect to Pi0(· ∩ {ξσ,σ′ ∈ Oσ,σ′,i0}) converges vaguely as min{σ, σ′σ−2} → ∞ to µbigi0 .
In other words, for any continuous compactly supported test function f : (R
~E)2 × Ω3i0 ×
V 2 × T 2 → R, one has
lim
min{σ,σ′σ−2}→∞
Ei0 [f(Fσ,σ′,i0(ξσ,σ′)), ξσ,σ′ ∈ Oσ,σ′,i0] =
∫
H2×Ω3i0
×V 2×T 2
f dµbigi0 . (3.44)
Proof. Because f is compactly supported, we can choose a constant M > 0 such that
for any (κ, κ′, s, v, u, i1, i
′
1, T, T
′) ∈ supp f all the components of κ, κ′, s, v, u are bounded
in absolute value by M . Theorem 3.2 yields in the limit as min{σ, σ′σ−2} → ∞
Ei0 [f(Fσ,σ′,i0(ξσ,σ′)), ξσ,σ′ ∈ Oσ,σ′,i0]
=
(
1 +OM,W,G
(
σ−1/2 +
σ2
σ′
))∫
Oσ,σ′,i0
fρbigi0 d(Fσ,σ′,i0[λ
+
σ,σ′,i0
]) (3.45)
Note that the density ρbigi0 is continuous. Hence, Lemma 3.4 implies that the last integral
converges as min{σ, σ′σ−2} → ∞ to the following integral.∫
H2×Ω2i0
×V 2×T 2
(fρbigi0 )(κ, κ
′, s, u, u, i1, i
′
1, T, T
′) dκHdκ
′
H dsi dui di1 di
′
1 dT dT
′
=
∫
H2×Ω3i0
×V 2×T 2
f dµbigi0 , (3.46)
where we used the definition (1.7) of µbigi0 in the last step. This proves the claim.
3.4 Marginals and weak convergence
In this section, we calculate marginals of the extended H2|2 measure µbigi0 by integrating
out the current vectors κ and κ′, summing over the endpoints i1 and i
′
1 of paths, and
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summing over the spanning tree T . The main theorems follow now easily by combining
the previous results:
Proof of Theorem 1.3. Combining Lemma 2.4 with the Definition 1.2 of µbigi0 , the
marginal of (s, u, i1, i
′
1, T, T
′) with respect to µbigi0 is given by
1
π|V |−1
exp
( ∑
{i,j}∈E
Wij
(
1− cosh(ui − uj)− 1
2
eui+uj(si − sj)2
)) ∏
{i,j}∈T ′
ω′ij
·
∏
{i,j}∈T ω
′
ij∑
S∈T
∏
{i,j}∈S ω
′
ij
e
2ui1+2ui′1(∑
j∈V e
2uj
)2 ∏
i∈V \{i0}
e−ui dsi dui · di1 di′1 dT dT ′ (3.47)
Note that the following holds:∏
{i,j}∈T
ω′ij = 2
−(|V |−1)
∏
{i,j}∈T
Wije
ui+uj (3.48)
Summing over i1, i
′
1 ∈ V and T ∈ T , claim (1.8) follows. Using this and the fact that
µsusyi0 is a probability measure, cf. (1.3), imply that µ
big
i0
is a probability measure as well.
Proof of Theorem 1.10. By Theorem 1.3, the measure µbigi0 is a probability measure.
Because vague convergence of sub-probability measures to a probability measure implies
weak convergence, Corollary 3.5 yields the claimed weak convergence. For the constant
test function f = 1, the last claim follows.
Proof of Theorem 1.4. On the one hand, by Theorem 1.7, the law of the reduced vector
(κ(σ), v(σ), Zσ, T
last exit(0, σ)) with respect to the sub-probability measure Pi0(· ∩ {ξσ ∈
Qσ,i0}) converges weakly as σ →∞ to µsinglei0 .
On the other hand, by Theorem 1.10, the same vector converges weakly to the marginal
Lµbigi0 (κ, v, i1, T ) as min{σ, σ
′σ−2} → ∞ with respect to the sub-probability measure Pi0(·∩
{ξσ,σ′ ∈ Oσ,σ′,i0}). Because of {ξσ,σ′ ∈ Oσ,σ′,i0} ⊆ {ξσ ∈ Qσ,i0} we have the same weak
limit Lµbigi0 (κ, v, i1, T ) with respect to the sub-probability measure Pi0(· ∩ {ξσ ∈ Qσ,i0}),
again as min{σ, σ′σ−2} → ∞. However, the second time scale σ′ does not play any role
in the last statement anymore. Hence, we may replace the limit min{σ, σ′σ−2} → ∞ by
the single-time limit σ →∞.
Comparing the two approaches, the weak limits agree: Lµbigi0 (κ, v, i1, T ) = µ
single
i0
.
An alternative proof of Theorem 1.4 directly computes the marginal by integrating out
the dropped variables. However, we feel that the proof presented here is simpler.
A Asymptotics of the combinatorial factors
Proof of Lemma 2.1. We abbreviate
∇v = vi0 − vi1 = −vi1 . (A.1)
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In the whole proof, we work only on the events Bσ(M). All Landau symbols O are
understood in the limit as σ → ∞. Note that on Bσ(M), we have kij → ∞ for any
(i, j) ∈ ~E as σ → ∞, with kij/σ being bounded away from 0. Hence, by Stirling’s
formula,
kij! =
√
2πe−kijk
kij+
1
2
ij (1 +OM(σ
−1)). (A.2)
For (i, j) ∈ ~E, one has
kij
(
Wijli
2
)kij 1
kij !
=
√
kij
2π
(
Wijlie
2kij
)kij
(1 +OM(σ
−1)). (A.3)
If (i, j) ∈ ~T , this is the kij-dependent part in the definition (1.23) of P(k, l, ~T ). Using
kij = li0(ωij + l
−1/2
i0
κij) = li0ωij
(
1 +OM,W
(
σ−1/2
))
(A.4)
and the symmetry ωij = ωji, we deduce
∏
(i,j)∈ ~E
√
kij
2π
=
(
li0
2π
)|E| ∏
{i,j}∈E
ωij · (1 +OM,W,G(σ−1/2)). (A.5)
One has
Wijlie
2kij
=
Wijli0e
1+2vi
2(li0ωij + l
1/2
i0
κij)
=
ωije
1+vi−vj
ωij + l
−1/2
i0
κij
. (A.6)
Consequently, we obtain
log
[(
Wijlie
2kij
)kij]
=li0
(
ωij + l
−1/2
i0
κij
)
(log ωij + 1 + vi − vj)
− li0
(
ωij + l
−1/2
i0
κij
)
log
(
ωij + l
−1/2
i0
κij
)
. (A.7)
Using the Taylor expansion x log x = x0 log x0+(1+log x0)(x−x0)+ (x−x0)
2
2x0
+O((x−x0)3)
as x→ x0 at x0 = ωij for the second term, we deduce
log
[(
Wijlie
2kij
)kij]
= li0
(
ωij + l
−1/2
i0
κij
)
(log ωij + 1 + vi − vj) (A.8)
− li0
(
ωij log ωij + (1 + log ωij)l
−1/2
i0
κij +
κ2ij
2ωijli0
+OM
(
σ−3/2
))
=li0ωij(1 + vi − vj) +
√
li0κij(vi − vj)−
κ2ij
2ωij
+OM
(
σ−1/2
)
.
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Since ωij = ωji and with (i, j) ∈ ~E there is (j, i) ∈ ~E as well, we have∑
(i,j)∈ ~E
ωij(vi − vj) = 0. (A.9)
Note that ∑
(i,j)∈ ~E
κijvj =
∑
(j,i)∈ ~E
κjivi =
∑
(i,j)∈ ~E
κjivi. (A.10)
Using this, Kirchhoff’s rule (1.20) for kij, and the definition (A.1) of ∇v, we deduce√
li0
∑
(i,j)∈ ~E
κij(vi − vj) =
√
li0
∑
(i,j)∈ ~E
(κij − κji)vi =
∑
(i,j)∈ ~E
(kij − kji)vi
=
∑
i∈V
vi
∑
j∈V :
{i,j}∈E
(kij − kji) =
∑
i∈V
vi(δi0(i)− δi1(i)) = ∇v. (A.11)
Combining (A.9) and (A.11) with (A.8) yields
∏
(i,j)∈ ~E
(
Wijlie
2kij
)kij
= exp
(
li0
∑
(i,j)∈ ~E
ωij +∇v −
∑
(i,j)∈ ~E
κ2ij
2ωij
+OM,G
(
σ−1/2
) )
. (A.12)
Inserting (A.5) and (A.12) into (A.3) and using the definition (1.23) of P yields
P(k, l, ~T ) = exp
(
li0
∑
(i,j)∈ ~E
ωij +∇v −
∑
(i,j)∈ ~E
κ2ij
2ωij
)
·
(
li0
2π
)|E| ∏
{i,j}∈E
ωij
∏
(i,j)∈~T
1
li
∏
(i,j)∈ ~E\~T
1
kij
· (1 +OM,W,G(σ−1/2)). (A.13)
Using (A.4) and the fact that ~T is a spanning tree directed towards i1, we obtain∏
(i,j)∈~T
1
li
∏
(i,j)∈ ~E\~T
1
kij
= l
−2|E|
i0
∏
i∈V \{i1}
e−2vi
∏
(i,j)∈ ~E\~T
1
ωij
· (1 +OM,W,G(σ−1/2)). (A.14)
Combining this with (A.13) yields
P(k, l, ~T ) =
1
(2πli0)
|E|
exp
(
li0
∑
(i,j)∈ ~E
ωij +∇v −
∑
(i,j)∈ ~E
κ2ij
2ωij
)
·
∏
i∈V \{i1}
e−2vi
∏
(i,j)∈ ~E\~T
1
ωij
∏
{i,j}∈E
ωij · (1 +OM,W,G(σ−1/2)). (A.15)
Using ∇v = −vi1 , the claim follows.
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B Proof of Lemma 2.4: Gaussian integral over cur-
rents
We endow every undirected edge in E with a counting direction. For κ ∈ H and i, j ∈ V
such that {i, j} ∈ E, we introduce the following variables
Iij =
1√
2
(κij − κji), Jij = 1√
2
(κij + κji). (B.1)
Note that I is antisymmetric (Iij = −Iji) and J is symmetric (Jij = Jji). Recall that ~T0
denotes a directed reference spanning tree and T0 its undirected version. Recall that the
restriction map ι : H → R ~E\~T0 is an isomorphism. In other words, the components καβ,
(α, β) ∈ ~E \ ~T0, of κ ∈ H can be chosen arbitrarily while all other κij, (i, j) ∈ ~T0, are
determined by the first. We define now a linear map L : R
~E\~T0 → RE\T0 × RE . Given
κ˜ ∈ R ~E\~T0 , we set κ = ι−1(κ˜) and
L(κ˜) =
(
(Iij(κ)){i,j}∈E\T0, (Jij(κ)){i,j}∈E
)
, (B.2)
where the vertices i and j in Iij are ordered with respect to the counting direction of
the edge {i, j}, in order to have no ambiguity with the sign of Iij. We claim that the
determinant of L equals ±2 |V |−12 . In other words, this yields the change of measure
ι[dκH] =
∏
(i,j)∈ ~E\~T0
dκij = 2
−
|V |−1
2
∏
{i,j}∈E\T0
dIij
∏
{i,j}∈E
dJij . (B.3)
Indeed, with an appropriate order of indices, the matrix associated to L is given by

(
∂Jij
∂καβ
)
{i,j}∈T0,
(α,β)∈ ~E\~T0(
∂
∂καβ
(
Iij
Jij
))
{i,j}∈E\T0,
(α,β)∈ ~E\~T0

 , (B.4)
which can be written as follows, by an appropriate choice of order on the second index:

(
∂Jij
∂καβ
)
{i,j}∈T0,
(β,α)∈~T0
(
∂Jij
∂καβ
)
{i,j}∈T0,
(α,β): {α,β}∈E\T0(
∂
∂καβ
(
Iij
Jij
))
{i,j}∈E\T0,
(β,α)∈~T0
(
∂
∂καβ
(
Iij
Jij
))
{i,j}∈E\T0,
(α,β): {α,β}∈E\T0

 . (B.5)
We order the indices (α, β) with {α, β} ∈ E \ T0 in the second block column successively
by groups of two, associated to each nonoriented edge {α, β} ∈ E \ T0, taking first
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the oriented edge corresponding to the arbitrary counting direction. We claim that the
Jacobian matrix above takes the following block triangular form:

√
2 id|T0|×|T0| (∗)|T0|×2|E\T0|
(0)2|E\T0|×|T0|
1√
2
(
1 −1
1 1
)
⊗ id|E\T0|×|E\T0|

 , (B.6)
In order to see why the first block column takes the claimed form, let (β, α) ∈ ~T0 and
take κ˜ = (δβ(i)δα(j))(i,j)∈ ~E\~T0 ∈ R
~E\~T0 . Then, κ = ι−1(κ˜) is given by καβ = κβα = 1 and
κij = 0 otherwise. This implies Iij(κ) = 0 for all {i, j} ∈ E, Jαβ(κ) =
√
2, and Jij(κ) = 0
otherwise. This explains the blocks
√
2 id and 0. The expression for the lower right block
in the matrix (B.6) follows from the definition (B.1) using that καβ with (α, β) ∈ ~E \ ~T0
are linearly independent variables. We conclude
| detL| =
√
2
|T0|
[
det
1√
2
(
1 −1
1 1
)]|E\T0|
= 2
|T0|
2 · 1|E\T0| = 2 |V |−12 , (B.7)
in other words (B.3) holds.
Note that for all {i, j} ∈ E,
I2ij + J
2
ij =
1
2
(
(κij − κji)2 + (κij + κji)2
)
= κ2ij + κ
2
ji. (B.8)
Consequently, we obtain∫
H
exp
(
−
∑
(i,j)∈ ~E
κ2ij
2ωij
)
dκH
=2−
|V |−1
2
∫
RE\T0
∏
{i,j}∈E
exp
(
− I
2
ij
2ωij
) ∏
{i,j}∈E\T0
dIij
∏
{i,j}∈E
∫
R
exp
(
− J
2
ij
2ωij
)
dJij
=2
|E|−|V |+1
2 π
|E|
2
∫
RE\T0
∏
{i,j}∈E
exp
(
− I
2
ij
2ωij
) ∏
{i,j}∈E\T0
dIij
∏
{i,j}∈E
√
ωij. (B.9)
For e ∈ E \ T0, let ce be the unique oriented cycle in T0 ∪ {e} containing the edge e in its
counting direction. For another edge g ∈ E, let σeg be +1 if e and g appear in the same
counting direction in ce, −1 if e and g appear in opposite counting directions in ce, and 0
if g /∈ ce. We define the matrix B = (Bef)e,f∈E\T0 by
Bee =
∑
g∈ce
1
ωg
, Bef =
∑
g∈ce∩cf
σegσfg
ωg
for e 6= f. (B.10)
Let I = (Iij){i,j}∈E\T0 denote the restriction to E \T0. Note that the full vector (Iij){i,j}∈E
can be retrieved from its restriction I using the formula If =
∑
e∈E\T0
σefIe. This formula
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implies
∑
{i,j}∈E
I2ij
2ωij
=
∑
e∈E\T0
∑
f∈E\T0
IeIf
∑
g∈E
σegσfg
2ωg
=
1
2
I tBI. (B.11)
We abbreviate dI =
∏
{i,j}∈E\T0
dIij. Using the formula for the determinant of B given as
last displayed formula on page 20 of [KR00], which is based on the matrix-tree theorem,
we obtain ∫
RE\T0
∏
{i,j}∈E
exp
(
− I
2
ij
2ωij
) ∏
{i,j}∈E\T0
dIij =
∫
RE\T0
e−
1
2
ItBIdI
=
(2π)
|E|−|V |+1
2√
detB
= (2π)
|E|−|V |+1
2
∏
{i,j}∈E
√
ωij√∑
S∈T
∏
{i,j}∈S ωij
. (B.12)
We conclude that∫
H
exp
(
−
∑
(i,j)∈ ~E
κ2ij
2ωij
)
dκH =2
|E|−|V |+1
2 π
|E|
2 (2π)
|E|−|V |+1
2
∏
{i,j}∈E
√
ωij√∑
S∈T
∏
{i,j}∈S ωij
∏
{i,j}∈E
√
ωij
=2|E|−|V |+1π|E|−
|V |−1
2
∏
{i,j}∈E ωij√∑
S∈T
∏
{i,j}∈S ωij
. (B.13)
C Review of used results
Normalization of the supersymmetric hyperbolic sigma model.
Fact C.1∫
Ωi0
exp
( ∑
{i,j}∈E
Wij (1− cosh(vi − vj))
)√∑
S∈T
∏
{i,j}∈S
Wijevi+vj
∏
i∈V \{i0}
e−vi√
2π
dvi = 1.
We refer to formula (3) in Theorem 2 in [STZ17] with φi = 1 for all i, which gives a new
proof of this normalization using an interpretation of u through the Green’s function of
random Schro¨dinger operators.
The first proof of Fact C.1 was given in [DSZ10]. It heavily uses the supersymmetry of
the model, which is only seen in the version of the H2|2 model with Grassmann variables,
cf. formula (5.1) and Proposition 2 in appendix C of [DSZ10]. Note that the reference
point i0 is not mentioned explicitly in [DSZ10], but the pinning strengths εi in that paper
play the role of the weights Wii0 connecting any vertex i ∈ V \{i0} to the reference vertex
i0, while the coupling constants βJij play the role of all other weights Wij , {i, j} ∈ E
with i, j 6= i0.
The link between the H2|2 model in horospherical coordinates, treated in [DSZ10], and
its tree version, used in the current paper, is given by the matrix tree theorem stated in
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formula (2.17) in [DSZ10]. More precisely, the sum
∑
T ′∈T
∏
{i,j}∈T ′ Wije
ui+uj arises from
the matrix tree theorem as the same determinant that occurs when integrating out the
Grassmann variables ψi and ψi. A variant of this argument concerning only the marginal
of u with respect to µsusyi0 is also described in [DSZ10]; see formula (1.4) in that paper for
the statement.
There is at least another proof of Fact C.1 that does not use supersymmetry. In
the paper [ST15] of Sabot and Tarre`s, the normalization comes from the fact that the
marginal in u of the measure is interpreted as a probability distribution for a random
variable associated to asymptotic behavior of the vertex-reinforced jump process.
Density of paths. According to the first displayed formula on page 569 of [ST16], the
probability that, at time t, the process Z has followed a path Z0 = π0, π1, . . ., Zt = πn
with jump times respectively in [ti, ti + dti], i = 1, . . . , n, where t0 = 0 < t1 < · · · < tn <
t = tn+1, is given by
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + 2ℓi
√
1 + 2ℓj
)) ∏
i∈V \{i1}
1√
1 + 2ℓi
n∏
i=1
Wπi−1πjdti. (C.1)
This formula is precisely the cited formula in the special case of offset ϕ = 1, with the
abbreviations from [ST16] already inserted. Their time t and local times ℓi differ from
our time σ = 2t and local times li = 2ℓi by a factor of 1/2 as can be seen by comparing
formula (1.13) with the expression for D(s) on page 567 of [ST16]. Rescaling all times by
this factor 1/2 yields that the expression in (C.1) equals
exp
( ∑
{i,j}∈E
Wij
(
1−
√
1 + li
√
1 + lj
)) ∏
i∈V \{i1}
1√
1 + li
n∏
i=1
Wπi−1πj
2
dσi. (C.2)
Formula (2.1) is just obtained from this density by integrating over an event. Formula
(C.2) in almost the same notation is also cited in formula (2) in Section 3.3 of [Zen16].
Counting paths.
Fact C.2 For all i0, i1 ∈ V , k ∈ K+i0,i1, and all ~T ∈ ~Ti1, one has
|Πi0,i1(k, ~T )| =
∏
i∈V ki!∏
(i,j)∈ ~E kij !
·
∏
(i,j)∈~T kij∏
i∈V \{i1}
ki
= ki1!
∏
i∈V \{i1}
(ki − 1)!
∏
(i,j)∈~T kij∏
(i,j)∈ ~E kij!
(C.3)
with ki defined in (2.3).
In Lemma 6 of [KR00], the first equality in (C.3) is stated with an additional summation
over all ~T ∈ ~T . However, the proof of this lemma is based on a combinatorial lemma
(Lemma 5 of [KR00]) which is also applicable for any fixed ~T ∈ ~Ti1 , without summation
over ~T . The idea behind this combinatorial lemma is the following: we attach to every
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vertex i ∈ V a sequence of length ki consisting of directed edges (i, j) such that vertex
j ∈ V occurs precisely kij times and the union of the last edges from all i 6= i1 yields ~T .
Starting at i0 we construct a path by always traversing the first edge which was not used
earlier at the current location. This yields that |Πi0,i1(k, ~T )| equals the following product
over multinomial coefficients, counting the number of choices at every vertex i ∈ V :
|Πi0,i1(k, ~T )| =
∏
i∈V
(ki − 1{i 6=i1})!∏
j∈V :
(i,j)∈ ~E
(kij − 1{(i,j)∈~T})!
=
ki1!
∏
i∈V \{i1}
(ki − 1)!∏
(i,j)∈~T (kij − 1)!
∏
(i,j)∈ ~E\~T kij!
(C.4)
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