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1 Introduction
The intersection type assignment system IT (shown in Figure 1) is a deductive system that assigns formu-
lae (built from the intuitionistic implication → and the intersection ∩) as types to the untyped λ -calculus.
It has been defined by Coppo and Dezani [6], in order to increase the typability power of the simple type
assignment system. In fact, IT has a strong typability power, since it gives types to all the strongly
normalizing terms [17, 11]. Intersection types, supported by a universal type and a suitable pre-order
relation, has been used for describing the λ -calculus semantics in different domains (e.g. Scott domains
[3, 7], coherence spaces [14]), allowing to characterize interesting semantical notions like solvability and
normalizability, both in call-by-name and call-by-value settings [18].
Differently from other well known type assignments for λ -calculus, like for example the simple or
the second order one, IT has not been designed as decoration of a logical system, following the so called
Curry-Howard isomorphism, relating in particular types with logical formulae. In fact, despite to the fact
that it looks like a decoration of the implicative and additive fragment of the intuitionistic logic, this is
not true. Indeed, while the connective → has the same behaviour of the intuitionistic implication, the
intersection ∩ does not correspond to the intuitionistic conjunction, as Hindley pointed out in [10], since
the rule introducing it has the meta-theoretical condition that the two proofs of the premises be decorated
by the same term, and this constraint is no more explicit when terms are erased.
It is natural to ask if there is a logic with a natural correspondence with intersection types. Some
attempts have been made, which will be briefly recalled in Section 7. Our work follow the line started
from [19] and [15, 16], where the authors defined Intersection Logic IL and Intersection Synchronous
Logic ISL, respectively. ISL is a deductive system in natural deduction style proving molecules which
are finite multisets of atoms which, in turn, are pairs of a context and a formula. The notion of molecule
allows to distinguish between two sets of connectives, global and local, depending on whether they
are introduced and eliminated in parallel on all atoms of a molecule or not. Note that global and local
connectives are called asynchronous and synchronous, respectively, in [15, 16]. In particular, two kinds
of conjunction are present: the global one corresponding to intuitionistic conjunction and the local one
corresponding to intersection. Then, the intersection type assignment system is obtained by decorating
ISL with λ -terms in the Curry-Howard style. Roughly speaking, a molecule can be mapped into a set of
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Γ,x : σ ⊢IT x : σ
(A)
Γ ⊢IT M : σ Γ ⊢IT M : τ
Γ ⊢IT M : σ ∩ τ
(∩I) Γ ⊢IT M : σL∩σRΓ ⊢IT M : σk
(∩Ek)k = L,R
Γ,x : σ ⊢IT M : τ
Γ ⊢IT λx.M : σ → τ
(→ I) Γ ⊢IT M : σ → τ Γ ⊢IT N : τ
Γ ⊢IT MN : τ
(→ E)
Figure 1: The intersection type assignment system IT.
intuitionistic proofs which are isomorphic, in the sense that some rules are applied in parallel to all the
elements in the set. The isomorphism is obtained by collapsing the two conjunctions.
ISL put into evidence the fact that the usual intuitionistic conjunction can be splitted into two differ-
ent connectives, with a different behaviour, and the intersection corresponds to one of it. So we think that
ISL is a logic that can be interesting in itself, and so we would like to explore it from a proof-theoretical
point of view. To this aim, we present here a sequent calculus formulation of it, that we call ISC, and
we prove that it enjoys the property of cut elimination. The proof is not trivial, since the play between
global and local connectives is complicated and new structural rules are needed.
Stavrinos and Veneti [21, 23] further enhanced IL and ISL with a new connective: the logical coun-
terpart of the union operator on types [2]. It turns out that union is a different kind of disjunction. In
the extensions of IL and ISL presented in [21], though, the status of union is not so clear; in particular,
union is not an explicitly local version of intuitionistic disjunction, since its elimination rule involves
a global side-effect. So, the pair union-disjunction does not enjoy the nice characterization of the pair
intersection-conjunction, which are the local and global versions, respectively, of the same connective.
Moving to a sequent calculus exposition [23] allows for a very nice and symmetric presentation of both
intersection and union, which are now the local versions of intuitionistic conjunction and disjunction,
respectively. Our next step will be to do a proof theoretical investigation of this new calculus.
The paper is organized as follows. In Section 2 the system ISL is recalled, and its sequent calculus
version ISC is presented. In Section 3 the relation between ISC and Intuitionistic Sequent Calculus LJ
is shown. Section 4 contains a brief survey of the cut-elimination procedure in LJ. In Section 5 the cut
elimination steps of ISC are defined, and in Section 6 the cut-elimination algorithm is given. Moreover
Section 7 contains a brief survey of the other approaches to the problem of a logical foundation of
intersection types.
2 The system ISC
In this section the system ISL presented in [15, 16] is recalled. Moreover, an equivalent sequent calculus
version is given.
Definition 2.1 (ISL) i) Formulas are generated by the grammar
σ ::= a |σ → σ |σ&σ |σ ∩σ
where a belongs to a countable set of propositional variables. Formulas are ranged over by small
greek letters.
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[(σi;σi) | i ∈ I]
(Ax) M ∪N
M
(P)
[(Γi;τi) | i ∈ I]
[(Γi,σi;τi) | i ∈ I]
(W)
[(Γi1,τi,σi,Γ
i
2;ρi) | i ∈ I]
[(Γi1,σi,τi,Γ
i
2;ρi) | i ∈ I]
(X)
[(Γi,σi;τi) | i ∈ I]
[(Γi;σi → τi) | i ∈ I]
(→I) [(Γi;σi → τi) | i ∈ I] [(Γi;σi) | i ∈ I]
[(Γi;τi) | i ∈ I]
(→E)
[(Γi;σi) | i ∈ I] [(Γi;τi) | i ∈ I]
[(Γi;σi&τi) | i ∈ I]
(&I)
[(Γi;σLi &σRi ) | i ∈ I]
[(Γi;σ ki ) | i ∈ I]
(&Ek), k = L,R
M ∪ [(Γ;σ),(Γ;τ)]
M ∪ [(Γ;σ ∩ τ)]
(∩I) M ∪ [(Γ;σL∩σR)]
M ∪ [(Γ;σk)]
(∩Ek), k = L,R
Figure 2: The system ISL
ii) Contexts are finite sequences of formulas, ranged over by Γ,∆,E,Z. The cardinality |Γ| of a
context Γ is the number of formulas in Γ.
iii) Atoms (Γ;σ) are pairs of a context and a formula, ranged over by A ,B.
iv) Molecules [(α i1, . . .α im;αi) | 1 6 i 6 n] or [(α i1, . . .α im;αi) | i ∈ I] or [(α i1, . . .α im;αi)]i are finite
multisets of atoms such that all atoms have the same context cardinality. Molecules are ranged
over by M ,N .
v) ISL is a logical system proving molecules in natural deduction style. Its rules are displayed in
Figure 2. We write ⊢ISL M when there is a deduction proving the molecule M , and pi : M when
we want to denote a particular derivation pi proving M .
Some comments are in order. Rule (P) is derivable and it is useful for the normalization procedure.
The connectives →,& are global, in the sense that they are both introduced and eliminated in all the atoms
of a molecule by a unique rule, while the connective ∩ is local, since it is introduced and eliminated in
just one atom of a molecule.
The following theorem recall the correspondence between ISL and IT, proved in [16]. In the text of
the theorem, we use the notation (Γ)s for denoting a decoration of the context Γ through a sequence s
of different variables. More precisely, if Γ = α1, ...,αn and s = x1, ...,xn, (Γ)s is the set of assignments
{x1 : α1, ...,xn : αn}.
Theorem 2.2 (ISL and IT) i) Let ⊢ISL [(Γ1;α1), . . . ,(Γm;αm)], where αi and all formulae in Γi do
not contain the connective &. Then for every s, there is M such that (Γi)s ⊢IT M : αi.
ii) If (Γi)x1,...,xn ⊢IT M : αi (i ∈ I), then ⊢ISL [(Γi;αi) | i ∈ I].
Now we will define an equivalent formulation in sequent calculus style.
Definition 2.3 ISC is a logical system proving molecules in sequent calculus style. Its rules are dis-
played in Figure 3. We write ⊢ISC M when there is a derivation proving molecule M and pi : M when
we want to denote a particular derivation pi proving M .
Notice that the connectives →,& are dealt with rules having a multiplicative behaviour of contexts,
but the structural rules ensure an equivalent additive presentation. The connective ∩, though, need to
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Identity Rules: both global
[(αi;αi)|i ∈ I]
(Ax) [(Γi;αi)|i ∈ I] [(∆i,αi;βi)|i ∈ I]
[(Γi,∆i;βi)|i ∈ I] (cut)
Structural Rules: (W), (X), (C) are global and (Fus), (P) are local
[(Γi;βi)|i ∈ I]
[(Γi,αi;βi)|i ∈ I] (W)
[(Γi,βi,αi,∆i;γi)|i ∈ I]
[(Γi,αi,βi,∆i;γi)|i ∈ I] (X)
[(Γi,αi,αi;βi)|i ∈ I]
[(Γi,αi;βi)|i ∈ I] (C)
[(Γ;β )]∪M
[(Γ;β ),(Γ;β )]∪M (Fus)
M ∪N
M
(P)
Logical Rules: →, & are global and ∩ is local
[(Γi;αi)|i ∈ I] [(∆i,βi;γi)|i ∈ I]
[(Γi,∆i,αi → βi;γi)|i ∈ I] (→L)
[(Γi,αi;βi)|i ∈ I]
[(Γi;αi → βi)|i ∈ I] (→R)
[(Γi,αLi ,αRi ;βi)|i ∈ I]
[(Γi,αLi &αRi ;βi)|i ∈ I]
(& L) [(Γi;αi)|i ∈ I] [(∆i;βi)|i ∈ I]
[(Γi,∆i;αi&βi)|i ∈ I] (& R)
[(Γ,αk;β )]∪M
[(Γ,αL∩αR;β )]∪M (∩ Lk), k = L,R
[(Γ;α),(Γ;β )]∪M
[(Γ;α ∩β )]∪M (∩ R)
Figure 3: The system ISC
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have an additive presentation. By abuse of notation, we will call global the rules dealing with → and
& and local the rules dealing with ∩. The rules (P) and (Fus) are derivable; they will be useful in the
cut-elimination procedure.
Lemma 2.4 Let pi :⊢ISC M . There is a function clean, such that clean(pi) is a derivation proving M
which does not contain applications of the rules (P) and (Fus).
Proof It is easy to check that both (P) and (Fus) commute upwards with any rule preceding them and
that they disappear when following an axiom rule. For instance:
D
[(Γ;α),(Γ;β )]∪M
[(Γ;α ∩β )]∪M (∩ R)
[(Γ;α ∩β ),(Γ;α ∩β )]∪M (Fus) −→
D
[(Γ;α),(Γ;β )]∪M
[(Γ;α),(Γ;β ),(Γ;β )]∪M (Fus)
[(Γ;α),(Γ;β ),(Γ;α),(Γ;β )]∪M (Fus)
[(Γ;α),(Γ;β ),(Γ;α ∩β )]∪M (∩ R)
[(Γ;α ∩β ),(Γ;α ∩β )]∪M (∩ R)
[(β ;β )]∪ [(αi;αi)|i ∈ I] (Ax)
[(β ;β ),(β ;β )]∪ [(αi;αi)|i ∈ I] (Fus) −→ [(β ;β ),(β ;β )]∪ [(αi;αi)|i ∈ I] (Ax)
and
[(αi;αi)|i ∈ I]∪ [(αi;αi)|i ∈ J]
(Ax)
[(αi;αi)|i ∈ I]
(P)
−→ [(αi;αi)|i ∈ I]
(Ax)
We will call clean a derivation without applications of rules (P) and (Fus).
Theorem 2.5 ⊢ISL M if and only if ⊢ISC M
Proof
(only if). By induction on the natural deduction style derivation. Rules (Ax), (W), (X) are the same in
both styles. Rule (P) is derivable in both styles (see previous lemma and Theorem 11 in [15]). In case
of the global rules, the proof is quite similar to the standard proof of the equivalence between natural
deduction and sequent calculus for intuitionistic case, just putting similar cases in parallel. So we will
show just the case of implication as example, and then the case for local conjunction elimination (the
introduction is the same in both the systems).
Case (→E):
[(Γi ; αi → βi)]i
[(Γi ; αi)]i
(Ax)
[(βi ; βi)]i (→L)
[(Γi,αi → βi ; βi)]i (cut)
[(Γi,Γi ; βi)]i (XC)
[(Γi ; βi)]i
where the dashed line named (XC) denotes a sequence of applications of rules (X) and (C).
Case (∩Ek):
[(Γi ; γi)]i,(Γ ; αL ∩αR)
(Ax)
[(γi ; γi)]i,(αk ; αk) (∩Lk)
[(γi ; γi)]i,(αL ∩αR ; αk) (cut)
[(Γi ; γi)]i,(Γ ; αk)
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(if).
By induction on the sequent calculus style derivation.
We will show just the case of implication, local conjunction elimination and cut.
Case (→L): Let Zi = Γi,∆i,αi → βi. Then:
[(∆i,βi ; γi)]i (WX)
[(Zi,βi ; γi)]i (→I)
[(Zi ; βi → γi)]i
(Ax)
[(αi → βi ; αi → βi)]i (WX)
[(Zi ; αi → βi)]i
[(Γi ; αi)]i (W)
[(Zi ; αi)]i (→E)
[(Zi ; βi)]i (→E)
[(Γi,∆i,αi → βi
︸ ︷︷ ︸
Zi
; γi)]i
Case (∩Lk): Let Γi = Γ′i,θi and Ei = Γ′i,θi,θi = Γi,θi. Then:
[(Γi ; γi)]i,(Γ,αk ; β ) (WX)
[(Ei ; γi)]i,(Γ,αL ∩αR,αk ; β ) (→I)
[(Γi ; θi → γi)]i,(Γ,αL ∩αR ; αk → β )
(Ax)
[(θi ; θi)]i,(αL ∩αR ; αL ∩αR) (WX)
[(Γi ; θi)]i,(Γ,αL ∩αR ; αL∩αR) (∩Ek)
[(Γi ; θi)]i,(Γ,αL ∩αR ; αk) (→E)
[(Γi ; γi)]i,(Γ,αL ∩αR ; β )
Case (cut):
[(∆i,αi ; βi)]i (WX)
[(Γi,∆i,αi ; βi)]i (→I)
[(Γi,∆i ; αi → βi)]i
[(Γi ; αi)]i (W)
[(Γi,∆i ; αi)]i (→E)
[(Γi,∆i ; βi)]i
3 ISC and LJ
A derivation in ISC corresponds to a set of derivations in Intuitionistic Sequent Calculus (LJ), where the
two conjunctions collapse into ∧.
Definition 3.1 Given a ISC derivation pi , we define the set p˜i = (pii)i∈I of LJ derivations by induction on
the structure of pi as follows:
• if pi : [(αi;αi) | i ∈ I]
(Ax)
then p˜i = (pii)i∈I with pii : αi ⊢ αi
(Ax)
• if
pi1 : [(Γi;αi) | i ∈ I] pi2 : [(∆i,αi;βi) | i ∈ I]
pi : [(Γi,∆i;βi) | i ∈ I] (cut) with ˜pi1 = (pi1i : Γi ⊢ αi)i∈I
and ˜pi2 = (pi2i : ∆i,αi ⊢ βi)i∈I , then p˜i = (pii)i∈I with
pi1i : Γi ⊢ αi pi2i : ∆i,αi ⊢ βi
pii : Γi,∆i ⊢ βi (cut)
• if
pi ′ : [(Γi;βi) | i ∈ I]
pi : [(Γi,αi;βi) | i ∈ I] (W) with ˜pi ′ = (pi ′i : Γi ⊢ βi)i∈I , then p˜i = (pii)i∈I with
pi ′i : Γi ⊢ βi
pii : Γi,αi ⊢ βi (W)
• p˜i is defined in the same way as above for (X), (C) and (→R).
22 Intersection Logic in sequent calculus style
• if
M ′
pi : M
(R)
where (R) = (Fus),(P) then p˜i = ˜clean(pi)
• if
pi1 : [(Γi;αi) | i ∈ I] pi2 : [(∆i,βi;γi) | i ∈ I]
pi : [(Γi,∆i,αi → βi;γi) | i ∈ I] (→L) with ˜pi1 = (pi1i : Γi ⊢ αi)i∈I
and ˜pi2 = (pi2i : ∆i,βi ⊢ γi)i∈I , then p˜i = (pii)i∈I with
pi1i : Γi ⊢ αi pi2i : ∆i,βi ⊢ γi
pii : Γi,∆i,αi → βi ⊢ γi (→L)
• if
pi ′ : [(Γi,α0i ,α1i ;βi) | i ∈ I]
pi : [(Γi,α0i &α1i ;βi) | i ∈ I]
(& L)
with ˜pi ′ = (pi ′i : Γi,α0i ,α1i ⊢ βi)i∈I , then p˜i = (pii)i∈I
with
pi ′i : Γi,α0i ,α1i ⊢ βi
pii : Γi,α0i ∧α1i ⊢ βi
(∧L)
• if
pi1 : [(Γi;αi) | i ∈ I] pi2 : [(∆i;βi) | i ∈ I]
pi : [(Γi,∆i;αi&βi) | i ∈ I] (&R) with ˜pi1 = (pi1i : Γi ⊢ αi)i∈I
and ˜pi2 = (pi2i : ∆i ⊢ βi)i∈I , then p˜i = (pii)i∈I with
pi1i : Γi ⊢ αi pi2i : ∆i ⊢ βi
pii : Γi,∆i ⊢ αi∧βi (∧R)
• if
pi ′ : [(Γ,α j;β )]∪ [(Γi;γi) | i ∈ I]
pi : [(Γ,α0∩α1;β )]∪ [(Γi;γi) | i ∈ I] (∩L j) with ˜pi ′ = {pi ′⋆ : Γ,α j ⊢ β}∪ (pi ′i : Γi ⊢ γi)i∈I ,
then p˜i = {pi⋆}∪ (pi ′i)i∈I with
pi ′⋆ : Γ,α j ⊢ β
Γ,α0,α1 ⊢ β (W), (X)
pi⋆ : Γ,α0∧α1 ⊢ β (∧L)
• if
pi ′ : [(Γ;α),(Γ;β )]∪ [(Γi;γi) | i ∈ I]
pi : [(Γ;α ∩β )]∪ [(Γi;γi) | i ∈ I] (∩R) with ˜pi ′= {pi ′α : Γ⊢α}∪{pi ′β : Γ⊢ β}∪(pi ′i : Γi ⊢ γi)i∈I ,
then p˜i = {pi⋆}∪ (pi ′i)i∈I with
pi ′α : Γ ⊢ α pi ′β : Γ ⊢ β
Γ,Γ ⊢ α ∧β (∧R)
pi⋆ : Γ ⊢ α ∧β (X), (C)
Let us stress the fact that, by Definition 3.1, each pii in p˜i is a derivation in LJ. The translation from
ISC to LJ is almost standard, but for the rules (Fus),(P), where the result of Lemma 2.4 has been used.
4 Cut-elimination in LJ: a short survey
Analogously to LJ, ISC enjoys cut-elimination, i.e., the cut rule is admissible. In order to give a proof of
this fact the most natural idea is to mimic the cut elimination procedure of LJ, in a parallel way. We will
use Definition 3.1, which associates to every derivation in ISC a set of derivations in LJ. There are differ-
ent versions of such a proof in the literature; we suggest the versions in [9, 22, 13]. Let us briefly recall it.
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The cut-elimination algorithm in LJ is based on a definition of some elementary cut-elimination
steps, each one depending on the premises of the cut-rule, and on a certain order of applications of such
steps. If the elementary steps are applied in the correct order, then the procedure eventually stops and the
result is a cut-free proof of the same sequent.
The principal problem for designing this algorithm is in defining the elementary step when the con-
traction rule is involved. In fact the natural way of defining the contraction step is the following:
Γ ⊢ α
∆,α ,α ⊢ β
∆,α ⊢ β (C)
Γ,∆ ⊢ β (cut) →
Γ ⊢ α
Γ ⊢ α ∆,α ,α ⊢ β
Γ,∆,α ⊢ β (cut)
Γ,Γ,∆ ⊢ β (cut)
Γ,∆ ⊢ β (CX)
where (CX) represents a suitable number of contraction and exchange rules. This step generates two cuts,
such that the last one appears of the same “size” and also of the same (or maybe greater) “height” as
the original one, according to any reasonable notions of size and height. A standard way to solve this
problem is to strenghen the cut rule, allowing it to eliminate at the same time more than one occurrences
of a formula, in the following way:
Γ ⊢ α ∆,
m
︷ ︸︸ ︷
α , ...,α ⊢ β m ≥ 1
Γ,∆ ⊢ β (multicut)
It is easy to check that replacing the cut-rule with the multicut-rule produces an equivalent system.
Abusing the naming, in what follows we will use the name “cut” for multicut and we will call “LJ” the
system obtained by replacing cut by multicut.
Assuming, for simplicity, that Γ and ∆ do not contain any occurrence of α , the contraction step now
becomes:
Γ ⊢ α
∆,α ,α ⊢ β
∆,α ⊢ β (C)
Γ,∆ ⊢ β (cut) →
Γ ⊢ α ∆,α ,α ⊢ β
Γ,∆ ⊢ β (cut)
and the new cut-rule which has been generated has been moved up in the derivation with respect to the
original one. The cut rule can be eliminated and, in order to design the algorithm doing it, the following
measures are needed.
Definition 4.1 i) The size of a formula σ (denoted by |σ |) is the number of symbols in it;
ii) The height of a derivation is the number of rule applications in its derivation tree. Let h(pi) denote
the height of pi;
iii) The measure of a cut pi , denoted by m(pi), is a pair (s,h), where s is the size of the formula
eliminated by it and h is the sums of the heights of its premises.
We consider measures ordered according to a restriction of lexicographic order, namely:
(s,h) < (s′,h′) if either s < s′ and h ≤ h′ or s ≤ s′ and h < h′.
Then the following lemma holds:
24 Intersection Logic in sequent calculus style
Lemma 4.2 Let pi : Γ ⊢ σ be a derivation in LJ, with some cut rule applications. Let pi ′ : Γ ⊢ σ be
the derivation obtained from pi by applying an elementary cut-elimination step to a cut closest to the
axioms, let c. Then pi ′ does not contain c anymore, and, if it contains some new cuts with respect to pi ,
their measure are less than the measure of c. Moreover the measures of the cuts different from c do not
increase.
The cut elimination property can now be stated.
Theorem 4.3 Let pi be a derivation in LJ. Then, there is a derivation pi ′ proving the same judgement
which does not use the cut-rule.
Proof From our definition of measure, a topmost cut can be eliminated in a finite number of steps.
Since the number of cuts is finite, the property follows.
5 Cut-elimination in ISC: the elementary cut elimination steps
First of all we strenghten the cut-rule of ISC analogously to LJ, in the following way:
[(Γi;αi)|i ∈ I] [(∆i,
m
︷ ︸︸ ︷
αi, ...,αi;βi)|i ∈ I]
[(Γi,∆i;βi)|i ∈ I] (cut)
It is easy to check that we obtain an equivalent system, so we will abuse the notation, and call respectively
cut the new cut, and ISC the new system.
Then, we can divide the most significant occurrences of cut in ISC in two cases: the global and local
ones, depending on whether global or local connectives are introduced on cut formulas in the premises.
In the case of global cut-rules, the elementary cut elimination steps act as for LJ, but in parallel on
all the atoms of the involved molecules. As an example, let us show the case of the (&R), (&L) cut:
[(Γi;αi)]i [(∆i;βi)]i (&R)
[(Γi,∆i;αi&βi)]i
[(Zi,αi,βi;γi)]i (& L)
[(Zi,αi&βi;γi)]i (cut)
[(Γi,∆i,ZI ;γi)]i
↓
[(Γi;αi)]i
[(∆i;βi)]i [(Zi,αi,βi;γi)]i (cut)
[(∆i,Zi,αi;γi)]i (cut)
[(Γi,∆i,Zi;γi)]i
The definition of the local cut-elimination steps in IUSC poses some problems. Let us consider the
following example:
Let pi1 and pi2 be respectively the following derivations:
[(α ;α),(α ;α),(µ ; µ)]
(Ax)
[(α ;α),(α ;α),(µ ∩ν ; µ ∩ν)]
(Ax)
[(α ,α → α ;α),(α ,α → α ;α),(µ ,µ → (µ ∩ν); µ ∩ν)]
(→L)
pi1 : [(α ,α → α ;α ∩α),(µ ,µ → (µ ∩ν); µ ∩ν)]
(∩R)
[(α ∩α ;α ∩α),(µ ; µ)]
(Ax)
pi2 : [(α ∩α ;α ∩α),(µ ∩ν ; µ)]
(∩L)
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And let pi be:
pi1 pi2
pi : [(α ,α → α ;α ∩α),(µ ,µ → (µ ∩ν); µ)]
(cut)
Notice that the right and left introduction of the connective ∩ create an asymmetry because they are
applied on different atoms, so it looks quite impossible to perform a cut-elimination step. In fact, the
derivation pi corresponds (modulo some structural rules) to the following derivation in ISL:
[(α → α ;α → α),(α → α ;α → α),(µ → (µ ∩ν); µ → (µ ∩ν))]
(Ax)
[(α ;α),(α ;α),(µ ; µ)]
(Ax)
[(α ,α → α ;α),(α ,α → α ;α),(µ ,µ → (µ ∩ν); µ ∩ν)]
(→E)
[(α ,α → α ;α),(α ,α → α ;α),(µ ,µ → (µ ∩ν); µ)]
(∩E)
[(α ,α → α ;α ∩α),(µ ,µ → (µ ∩ν); µ)]
(∩I)
This derivation is in normal form according to the definition given in [15]; roughly speaking, a derivation
in ISL is in normal form if it does not contain an introduction of a connective immediately followed by
an elimination of the same connective, modulo some structural rules.
Since the problem is due to the presence of the local connective, in particular when the two premises
of a cut are the right and left introduction of ∩ on different atoms, the solution is to restrict the use of this
connective, in particular forbidding atoms where it is in principal position.
Definition 5.1 i) A formula is canonical if its principal connective is not ∩.
i) An ISC derivation is canonical if all the formulas introduced by axioms and (W) are canonical.
Lemma 5.2 Let pi :⊢ISC M . Then, there is a canonical derivation pi ′ :⊢ISC M .
Proof By induction on pi .
The following example illustrates the base-case.
Example 5.3 Consider the derivation:
[(σ ∩ τ ;σ ∩ τ)]
(Ax)
The corresponding canonical derivation can be obtained by introducing the molecule [(σ ;σ),(τ ;τ)] by
an axiom and then by applying a sequence of two (∩L) rules followed by a (∩R) rule.
From now on, we will only consider canonical derivations to define the cut-elimination steps. More-
over we assume that the derivations are also clean. As said before, the global rules are completely
standard, since they act like in LJ, but in parallel on all the atoms of the involved molecules. Thus, we
will expose only some characteristic cases dealing with ∩. Note the use of the structural rules (P) and
(Fus).
Definition 5.4 A cut-elimination step in ISC is defined by cases. We assume do not have applications of
rules (P) and (Fus), and we show the most interesting structural and local cases.
Commutation steps:
• case of (∩R)
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pi : [(Γ0;γ0)]∪ [(Γi;γi)]1≤i≤m
pi ′ : [(∆0,γ0;α0),(∆0,γ0;β0)]∪ [(∆i,γi;δi)]1≤i≤m
pi ′′ : [(∆0,γ0;α0∩β0)]∪ [(∆i,γi;δi)]1≤i≤m (∩R)
[(Γ0,∆0;α0∩β0)]∪ [(Γi,∆i;δi)]1≤i≤m (cut)
↓
pi : [(Γ0;γ0)]∪ [(Γi;γi)]1≤i≤m
pi ′′′ : [(Γ0;γ0),(Γ0;γ0)]∪ [(Γi;γi)]1≤i≤m
(Fus)
pi ′ : [(∆0,γ0;α0),(∆0,γ0;β0)]∪ [(∆i,γi;δi)]1≤i≤m
[(Γ0,∆0;α0),(Γ0,∆0;β0)]∪ [(Γi,∆i;δi)]1≤i≤m (cut)
[(Γ0,∆0;α0∩β0)]∪ [(Γi,∆i;δi)]1≤i≤m (∩R)
Conversion steps:
• case of symmetric ∩ rule
pi : [(Γ0;α0),(Γ0;β0)]∪ [(Γi;αi)]1≤i≤m
[(Γ0;α0∩β0)]∪ [(Γi;αi)]1≤i≤m (∩R)
pi ′ : [(∆0,α0;γ0)]∪ [(∆i,αi;γi)]1≤i≤m
[(∆0,α0∩β0;γ0)]∪ [(∆i,αi;γi)]1≤i≤m (∩L)
[(Γi,∆i;γi)]i
(cut)
↓
pi : [(Γ0;α0),(Γ0;β0)]∪ [(Γi;αi)]1≤i≤m
[(Γ0;α0)]∪ [(Γi;αi)]1≤i≤m
(P)
pi ′ : [(∆0,α0;γ0)]∪ [(∆i,αi;γi)]1≤i≤m
[(Γi,∆i;γi)]i
(cut)
• case of asymmetric ∩ rule
pi0 : [(Γi;σi)]i∪ [(Γ;α),(Γ;β ),(Γ′; µ ∩ν)]
pi : [(Γi;σi)]i∪ [(Γ;α ∩β ),(Γ′; µ ∩ν)] (∩R)
pi ′0 : [(∆i,σi;τi)]i∪ [(∆,α ∩β ;γ),(∆′,µ ;ρ)]
pi ′ : [(∆i,σi;τi)]i∪ [(∆,α ∩β ;γ),(∆′,µ ∩ν ;ρ)] (∩L)
[(Γi,∆i;τi)]i∪ [(Γ,∆;γ),(Γ′,∆′;ρ)]
(cut)
Since the derivation is canonical, the ∩ in the atom (Γ′; µ ∩ ν) has been introduced by a (∩R) rule.
Substituting this (∩R) rule in pi by (P) and removing the (∩L) rule from pi ′, we get:
[ . . . ,(Γ′′; µ),(Γ′′;ν)]
(∩R)
[ . . . ,(Γ′′; µ ∩ν)]
.
.
.
[(Γi;σi)]i∪ [(Γ;α),(Γ;β ),(Γ′; µ ∩ν)] (∩R)
pi : [(Γi;σi)]i∪ [(Γ;α ∩β ),(Γ′; µ ∩ν)]
→
[ . . . ,(Γ′′; µ),(Γ′′;ν)]
(P)
[ . . . ,(Γ′′; µ)]
.
.
.
[(Γi;σi)]i∪ [(Γ;α),(Γ;β ),(Γ′; µ)] (∩R)
pis : [(Γi;σi)]i∪ [(Γ;α ∩β ),(Γ′; µ)]
pis : [(Γi;σi)]i∪ [(Γ;α ∩β ),(Γ′; µ)] pi ′0 : [(∆i,σi;τi)]i∪ [(∆,α ∩β ;γ),(∆′,µ ;ρ)] (cut)
[(Γi,∆i;τi)]i∪ [(Γ,∆;γ),(Γ′,∆′;ρ)]
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Note that a canonical derivation remains canonical after a cut-elimination step, while a clean deriva-
tion can be transformed into a not clean one. Morever, note that all the elementary steps related to global
connectives and structural rules act locally. In fact they correspond to apply the standard cut elimination
steps of LJ in parallel in all the atoms of the considered molecule. But some cases dealing with the local
connective ∩ are not local. In particular, in the asymmetric case, the derivation can be modified in an
almost global way.
6 Cut-elimination in ISC: the algorithm
We are now ready to define the cut elimination algorithm for ISC. First we need to define a notion of
measure, for proving the termination of the algorithm.
Definition 6.1 Let pi be a cut in ISC, with premises pi1 and pi2. The measure of pi , denoted by m(pi) is
the set {m(pii) | pii ∈ p˜i}. m(pi) ≤ m(pi ′) if and only if for every (s,h) ∈ m(pi) \m(pi ′) there is (s′,h′) ∈
m(pi ′)\m(pi) such that (s,h) ≤ (s′,h′).
An important lemma holds.
Lemma 6.2 Let pi be a derivation in ISC, let p˜i = {pii | i ∈ I} and let ˜clean(pi) = {pi ′i | i ∈ I}. Then
h(pii) = h(pi ′i ), for all | i ∈ I.
Proof By Lemma 2.4 and by the definition of p˜i .
Now we are able to design the cut-elimination algorithm.
Definition 6.3 i) Let pi be a clean and canonical derivation in ISC, containing at least one cut rule.
Then step(pi) is the result of applying to pi an elementary cut elimination step to a cut closest to
the premises.
ii) The algorithm A , which takes in input a clean and canonical proof pi and produces as output a
cut-free proof pi ′, is defined as follows:
– A (pi) = i f pi does not contain any cut then pi else A (clean(step(pi))).
Lemma 6.4 A (pi) eventually stops.
Proof It would be necessary to check that every application of an elementary cut elimination step
makes either the cut disappearing, in case of an axiom cut, or replaces it by some cuts, with a less mea-
sure. In case of a cut involving structural rules, or global connectives, the check is easy, since the result
comes directly from Lemma 4.2, and by the definition of measure of a cut in ISC which is done in func-
tion of the measure of a cut in LJ (remember that the input proof is clean, so there are not occurrences
of (P) and of ((Fus))). So we will show only the cases of the elementary steps defined in Definition 5.4.
For readability, we will use the same terminology.
•. commutation step (∩R).
Let p˜i = {pi0 : Γ0 ⊢ γ0}∪ {pii : Γi ⊢ γi | 1 ≤ i ≤ m}, ˜pi ′ = {pi10 : ∆0,γ0 ⊢ α0,pi20 : ∆0,γ0 ⊢ β0}∪{pi ′i :
∆i,γi ⊢ δi | 1 ≤ i ≤ m} and ˜pi ′′ = {pi ′0 :
pi10 pi
2
0
∆0,γ0 ⊢ α0∩β0 (∩R)}∪{pi ′i : ∆i,γi ⊢ δi | 1 ≤ i ≤ m}. Moreover
let h0,h10,h20,hi,h′i be respectively the heights of pi0,pi10 ,pi20 ,pii,pi ′i .
The measure of the cut is : m = {(|γ0|,h0 +h10 +h20 +1)}∪{|γi|,hi +h′i) | 1 ≤ i ≤ m}.
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The measure of the new generated cut is: m′ = {(|γ0|,h0 + h10),(|γ0|,h0 + h20)}∪{|γi|,hi + h′i) | 1 ≤
i ≤m}, and m′ < m, by Definition 6.1, remembering that ˜pi ′′′ = clean( ˜pi ′′′) and since the clean step does
not modify the height of pi0 and pii, by Lemma 6.2.
• Conversion step: symmetric ∩ rule.
Let p˜i = {pi10 : Γ0 ⊢ α0,pi20 : Γ0 ⊢ β0}∪{pii : Γi ⊢ αi | 1 ≤ i ≤ m} and { ˜pi ′ = pi30 : ∆0,α0 ⊢ γ0}∪{pi ′i :
∆i,αi ⊢ γi | 1 ≤ i ≤ m}. Moreover let h10,h20,h30,hi,h′i be respectively the heights of pi0,pi10 ,pi20 ,pi30 ,pii,pi ′i .
The measure of the cut is: m = {(|α0 ∩ β0|,h10 + h20 + h30 + 2)}∪ {(|αi|,hi + h′i) | 1 ≤ i ≤ m}. The
measure of the new generared cut is: m′ = {(|α0|,h10 +h30)}∪{(|αi|,hi +h′i) | 1 ≤ i ≤ m}. In computing
m′, we used Lemma 6.2, which assures that the heigh of pi10 has been not modified by the clean step.
• Conversion step: asymmetric ∩ rule
Let pi0 = {pi10 : Γ ⊢ α ,pi20 : Γ ⊢ β ,pi30 : Γ′ ⊢ µ ∩ ν}∪{pii : Γi ⊢ σi | i ∈ I} and { ˜pi ′0 = pi40 : ∆,α ∩β ⊢
γ ,pi50 : ∆′,µ ⊢ ρ}∪{pi ′i : ∆i,σi ⊢ τi | i ∈ I}. Moreover let h10,h20,h30,h40,h50,hi,h′i be respectively the heights
of pi0,pi10 ,pi20 ,pi30 ,pi40 ,pi50 pii,pi ′i .
The measure of the cut is: m = {(|α ∩β |,h10 +h20 +h40 +1)}∪{(|µ ∩ν |,h30 +h50 +1)}∪{(|σi|,hi +
h′i)}. The measure of the new generared cut is: m′ = {(|α ∩β |,h10+h20+h40+1)}∪{(|µ |,h30 +h50−1)}∪
{(|σi|,hi +h′i)}, since, by Lemma 6.2, h(pis) = h(pi).
So a topmost cut can be eliminated in a finite number of steps. Moreover Lemma 6.2 assures us that
the cleaning step does not increase the measure of any cut. Since the number of cuts is finite, the algo-
rithm eventually stops.
Corollary 6.5 ISC enjoys the cut elimination property.
7 Intersection types from a logical point of view: an overview
The problem raised by Hindley, of looking for a logical system naturally connected to intersection
type assignment through the Curry-Howard isomorphism, has generated many different proposals. Very
roughly speaking, we could divide them in two categories, that we call the semantic approach and the
logical approach to the problem. The semantic approach is characterized by the fact that an extension of
the system we called IT in this paper has been considered. Namely intersection type assignment comes
with a subtyping relation, which formalizes the semantics of intersection as the meet in the continuous
function space. This subtyping relation is the essential tool in using intersection types for modelling
denotational semantics of λ -calculus, and so we call this approach semantic. The key idea here is to
avoid the rule introducing the intersection, which has not a logical explication. The first result in this
line is by Venneri [24], who designed an intersection type assignment system for Combinatory Logic, in
Hilbert style, where the introduction of intersection is replaced by an infinite set of axioms for the basic
combinators, built from their principal types. Then the subtyping rule plays the role of the intersection
introduction. In [8] this result has been enhanced, both by extending it to union types, and by giving
a logical interpretation of the subtyping relation, which turned out to correspond to the implication in
minimal relevant logic. The connection between intersection types and relevant implication has been
already noticed in [1].
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In the logical approach the system shown IT shown in Fig. 1 is taken into consideration, without any
subtyping relation. The aim is to design a true deductive system, such that its decoration coincide with
IT. In this line Capitani, Loreti and Venneri [5] propose a system of hypersequents, i.e., sequences of
formulae of LJ, where the distinction between global and local connectives has been already introduced.
The relation between this system and LJ cannot be formally stated, since the notion of empty formula
in an hypersequent is essential, while it has no correspondence in LJ. The relation between IT and LJ
has been clarified by Ronchi Della Rocca and Roversi, who designed IL [19], a deductive system where
formulae are tree of formulae of LJ, proved by isomorphic proofs. The result has been further enhanced
by Pimentel, Ronchi Della Rocca and Roversi [15, 16], who defined ISL and proved that the intersection
born from a splitting of the usual intuitionistic conjunction into two connectives, each one reflecting part
of its behaviour, local or global. The system ISL is extensively discussed in this paper.
A problem strongly related to the considered one is the design of a language, explicitly typed by
intersection types. Different proposals have been made. In [20], a language with this property has been
obtained as side effect of the logical approach, by a full decoration of the intersection logic IL. But
its syntax is difficult, since the syncronous behaviour of intersection types is reflected in the fact that a
term typed by an intersection type is a pair of terms which are identical, modulo type erasure. A similar
language has been proposed in [26]. All the other attempts have been made with the aim of avoiding
such a duplication of terms. Wells and Haack [25] build a language where the duplication becomes
dynamic, by enriching the syntax and by defining an operation of type selection both on terms and types.
Liquori and Ronchi Della Rocca [12] proposed a language which has an imperative flavour, since terms
are decorated by locations, which in their turn contain intersection of simply typed terms, describing the
corresponding type derivation. The last proposal is by Bono, Bettini and Venneri [4], and consists in
a language with parallel features, where parallel subterms share the same free variables, i.e., the same
resources. Since we can see a connection between the global behaviour of the arrow type and a parallel
behaviour of terms, we think it would be interesting to explore if there is a formal connection between
this language and ISL.
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