In this paper the utilisation of the Probability of Congestion (PC) as a bandwidth allocation decision parameter is presented. We assume short buffers at the switch nodes to cope with cell level multiplexation contention ("bufferless" environments). Therefore, delay and cell delay variations are strongly bounded. Moreover, the Cell Loss Ratio (CLR) becomes the critical performance parameter. The validity of PC utilisation is compared with quality of service parameters in bufferless environments. The convolution algorithm is an accurate approach for Connection Admission Control (CAC) in ATM networks with small buffers. However, the convolution approach has a considerable computation cost, in terms of calculation and memory. To overcome these drawbacks, a new method of evaluation is proposed and analysed: the Enhanced Convolution Approach (ECA). In complex scenarios, with ECA, PC calculation can be carried out in real time while maintaining the desired accuracy. Several experiments have been carried out to compare the demanded bandwidth evaluated by: analytical methods, simulations and measurements in actual ATM switches. The main contribution of this paper is the proposal and analysis of ECA to the PC-evaluation for use in CAC schemes
INTRODUCTION
The Asynchronous Transfer Mode (ATM) transport network is based on fast packet switching using small fixed-size packets called cells. ATM permits flexible bandwidth allocation, so an important objective is to obtain the maximum statistical gain on a shared resource: the physical link. However, the bursty nature of the ATM traffic imposes strict requirements for traffic control. This paper is focused on the utilisation of Connection Admission Control as preventive control method to real time services. Call Admission Control (CAC) is a procedure responsible for determining whether a connection request is admitted or denied. The procedure is based on resource allocation schemes applied to each link and switching unit. CAC schemes may be classified as non-statistical allocation (peak allocation) and statistical allocation, this paper relates to the second case. In statistical allocation, bandwidth for a new connection is not allocated on the basis of peak rate; rather the allocated bandwidth is less than the peak rate of the source (the sum of peak rates may be greater than the capacity of the output link). The determination of a simple and efficient CAC policy is one of the major challenges in the design and implementation of an ATMbased B-ISDN. The maximum statistical multiplexing gain can be achieved if the network knows the probability distribution density function of the individual sources. The network needs a complete characterisation of sources with a known behaviour in statistical terms. A set of standardised parameters describes the behaviour of VBR connections in statistical terms. This parameters are: Peak Cell Rate (PCR), Sustainable Cell Rate (SCR) and Burst Tolerance (BT). The VBR bearer capability can be partitioned in two types: a) real-time (rt-VBR) that requires tightly constrained delay and delay variation, (as voice and video interactive applications), and b) non-real-time (nrt-VBR) where only a maximum cell transfer delay is considered (e.g. data transmissions with QOS guaranteed). This paper is mainly focused on CAC aspects relating to (rt-VBR) traffic management. Adequate traffic characterisation is required to properly design and operate the ATM network, but the wide range of possible future services make this task very complex (Kleinvewillinghöfer, 1991) . Inevitably, any characterisation of traffic must be in terms of the specific times at which cells are generated by the traffic source.
BANDWIDTH ALLOCATION IN ATM NETWORKS

Previous Work
The exact evaluation of the possible connections onto a link, maximising the statistical multiplexing gain with guaranteed QOS, is a difficult aspect in ATM networks management (Castelli, 1991) , (Hui, 1988) , (Bolla, 1997) and (Ohta, 1992) . This is due to QOS parameters dependencies: assigned bandwidth and buffer size in a link. J. Hui proposed a multilevel congestion and control model mechanism in (Hui, 1988) . This model defines three different levels: the cell (packet), burst and call level. Those levels are based on the behaviour of the integrated traffic. Different statistical parameters are required to define the traffic at each level. With reference to the QOS parameter CLR, it can be analysed in both, cell (CLRc ) and burst (CLRb) levels. CLRb (burst) is the dominant factor for large buffers and CLRc (cell) is the dominant factor for small buffers (Castelli, 1991) , (Handel, 1994) and (Miyao, 1993) . It is very interesting to analyse environments with buffers large enough to make CLRc negligible, but small enough to trail the approximation for CLRb close to a bufferless model. This relevant aspect is further detailed in this work. It is possible to assign an equivalent bandwidth (effective bandwidth for some authors) to each source that reflects its characteristics. The notion of "effective" bandwidth for each connection aims to summarise in a single parameter the bandwidth and QOS requirements of a connection. At the burst level, two different approaches for equivalent bandwidth evaluation are studied by (Guerin, 1991) and (Gallasi, 1989) , in which different aspects of the behaviour of multiplexed connections are considered and fluid-flow model and stationary bit-rate distributions are presented. The fluid-flow model is also studied by (Castelli, 1991) . The fluid-flow model estimates the equivalent bandwidth when the individual impact of connections is critical. This model does not consider any multiplexing aspect. The fluid-flow model assumes that the information arrives uniformly during a burst and that the server removes the information from the queue in the same manner. Yang and Tsang in (Yang, 1995) describe an approach to estimate the cell loss probability for traffic scenarios with identical traffic sources (homogeneous traffic). Stationary approximations: In this case the effect of statistical multiplexing is the dominant factor, and it considers that cells are lost when the instantaneous rate is greater than the bandwidth provided by the link. Small buffers are not effective at the burst level. Three methods are introduced below. Binomial: the distribution of the aggregate bit rate on a link can be determined from the stationary distribution of the Markov chain formed by the superposition of sources. Gaussian: this scheme (also referred to as both the normal approximation and the two-moment allocation scheme) assumes the independence of the traffic behaviour of the connections and characterises the multiplexed traffic by a normal distribution. The sum of the means and the sum of the variances of each connection give these parameters. A connection is only accepted if the congestion probability derived from the tail of the normal distribution is less than a pre-specified threshold. The Gaussian assumption is not applicable when there are small numbers of very bursty connections with high peak rates, low utilisation, and long burst periods.
Convolution: the exact distribution of the aggregate bit rate can be determined by convolution using the exact bandwidth requirements of each traffic type. This method is based on the formula:
X and Y refers to the bandwidth requirement of the new connection and of the already established connections respectively; and b denotes the instantaneous required bandwidth. The above expression allows the evaluation of the distribution function of the demanded bandwidth on a link; this method is explained in detail in section 4.1. The Decision Criterion in order to accept a new connection X when convolution is used in CAC is based on the Probability of Congestion (PC):
Heuristic Methods: the other group of CAC approaches is based on heuristics and data modelling techniques (Saito, 1992) . The neural network and fuzzy logic based approaches are example of this kind of approaches. Heuristic approaches provide a mechanism for clustering data obtained from ATM traffic measurements in a structure that constitutes the traffic model. A common example is a net structure composed of a set of neurones and respective connections for neural nets and a rule structure composed of a set of "if-then" associations of variables in the case of fuzzy systems (Ramalho, 1994) .
Drawbacks
Several limitations have been found in the previous studies: Inter-dependencies: all studied models describe the behaviour of the sources without considering their interactions inside the network. The feasibility of performance objectives in ATM networks with correlated traffic is also studied in (Hee, 1993) . Heterogeneous environments: normally, the performance of the evaluation approximations loses accuracy in heterogeneous scenarios. In these environments there are a trade-off between the Integration (Complete Sharing) vs. Segregation (Complete Partitioning) approaches. Calculation effort and accuracy: accurate evaluations have been simplified in order to reduce the complexity of calculations and the required memory, consequently, a reduction of the accuracy is obtained. In (Guerin, 1991) , the convolution approach is first applied solely as a binomial distribution over homogeneous sources. Later, the Gaussian distribution is proposed as an approximation to the exact value. Cell Loss Probability evaluation (individual CLR): normally, different classes of traffic are segregated to different VPs. Therefore, all individual connections have the same QOS. Nevertheless, it may be more efficient to transport different classes of traffic by the same VP; then, connections on the same VP have different CLR, and, thus, imply different QOS for different classes. This individual CLRi for each class of traffic is difficult, or impossible, to obtain.
Experiments of Bandwidth Allocation based on analysis
In the next stage of the work, experiments have been carried out in order to compare the behaviour of different bandwidth allocation approaches for a set of scenarios. Fluid-flow, Linear Approximation and Gaussian are contrasted to the Convolution Approach. Convolution results are compared to Linear, Fluid-Flux and Gaussian approximations. They have been evaluated in the following manner:
• Linear method: the maximum number of sources that the link can transport Nj is evaluated by an exact method. The effective bandwidth is C/Nj for the j-type sources. Similar procedure is applied to the remaining types. In this case, it is necessary to derive its value off-line; this may be achieved either through analysis or through simulation and experimentation.
• Fluid-Flow model: this approximation has good accuracy when either the number of connections is small or the actual total equivalent capacity is reasonably close to the overall mean rate. An approximation presented in (Guerin, 1991) is used.
• Gaussian allocation approach: this method is based on the assumption that the distribution of the required bandwidth of the existing calls can be approximated by a normal distribution with the same mean and variance. That allows the use of standard approximations to estimate the tail of the bit rate distribution. Formula (6) has been used for this approach.
• Convolution Approach. An exact evaluation of the instantaneous rate on the link is obtained. Utilising the bufferless assumption, Convolution is used for Bandwidth Allocation. In section 4, a detailed study is presented. All methods calculate a demanded bandwidth in order to ensure a pre-set upper bound for cell loss ratio. Homogeneous traffic experiments: for these experiments a set of 50 On-Off sources has been analysed. These sources have a mean burst period equal to 100 ms; and the maximum PC allowed is10 -5 . Fig. 1 shows the demanded bandwidth (y-axis) evaluated by both: Fluid-Flow and Convolution. The number of sources is 50; and each connection has a peak rate equal to 4 Mb/s The utilisation of each source varies from 10% to 80% (x-axis). The fluid-flow model is evaluated for different buffer sizes (b = 0.01, 1, 2 and 3 Mbit), b = 0.01 means in fact small buffers, no differences have been obtained for buffer size up to 128 cells. 
Fig. 1 Demanded Bandwidth vs. utilisation
For source utilisation higher than 25% and with a buffer size of 3 Mbit the required capacity evaluated by convolution is greater than the required for the Fluid-Flow approximation. Furthermore, when the size of the buffer is 1 Mbit, the same effect occurs when the source utilisation is higher than 55%. When using small buffers, the convolution approach always gives more accurate results. Note that small buffers are used in our study to limit maximum cell delay and jitter. Consequently, Fluid-Flow approximations will not be taken into account in the following experiments. On the other hand, the convolution approach always evaluates a more accurate demanded Bandwidth than the Gaussian model. From 10 % to 40 % overestimation is observed with the Gaussian model compared to Convolution, for 80 % of source utilisation. Heterogeneous traffic experiments. Several experiments with mixed traffic are now presented. On the y-axis the demanded bandwidth is shown and on the x-axis all the possible combinations of traffic are presented. The source characterisation has been chosen in the GMDP model. The following In the following experiment, three types are mixed: A2, B2 and C2, the maximum number of connections is 15, 10 and 3 respectively. 
Fig. 2 Demanded Bandwidth for heterogeneous traffic
For simplicity, only combinations with one C2 connection and varying B2 and A2 types of traffic are plotted Fig. 2 , since the remaining combinations show similar behaviour. The linear approximation has a changing behaviour that tends to be conservative. Differences up to 50%, case of low number of connections, can be observed.
Using small buffers, a premise in this study, the convolution approach gives always more accurate results than Fluid Flow approximations. The required capacity evaluated by convolution is normally less than the one required for the Gaussian assumption. In the presence of bursty traffic, utilisation less than 20%, the Gaussian evaluation is too optimistic. Guerin et al. (Guerin, 1991) propose using Fluid-Flow approximations in this situation. Moreover, for small buffers the required bandwidth is perceptively higher than the Gaussian. Moreover, it is not clear how to define this situation. This effect is unwanted because the actual cell loss may be greater than the evaluated cell loss ratio and, consequently, the QOS requirements established for the user could not be guaranteed. Finally, the linear approximation varies from pessimistic to optimistic depending on the mixture of traffic.
THE PC AS BW ALLOCATION DECISION PARAMETER
ATM network model
There are some services for which the QOS has real time constraints (i.e. interactive services), for delay; these services are considered in the standards as rt-VBR bearer capabilities. Therefore, very large buffers cannot be introduced and buffer dimensioning is carried out taking into account the cell level contention. Also, suitable buffer sizes can be selected to ensure that the maximum cell delay is less than a pre-specified limit (Yang, 1993) . Under that premise, Cell Loss Ratio (CLR) is the major relevant Parameter of QOS.
Therefore, the buffer size of the statistical multiplexer is assumed to be small, in order to guarantee an acceptable maximum delay (e.g. 50 cells corresponds to 140 µs., link rate =150 Mbit/s). LAN interconnect is an important example of a service which requires both a low loss rate and a low end-to-end delay (Wright, 1989) due in the main to time-outs in the LAN protocols.
The Probability Of Congestion.
To work with small buffers implies that the traffic bursts cannot always be saved in the buffer. Therefore, the burst length is irrelevant because the majority of cells will be lost. On the other hand, it is not likely that users will be able to supply information about the burst length at connection set-up.
(a) Time scale (b) Probabilistic scale
Fig. 3 Congestion in an ATM link
W and W' represent the offered and the carried traffic respectively. Under the bufferless assumption W-W' means the lost traffic. Fig. 3 (a) shows the instantaneous aggregated rate of all sources connected against time. Fig. 3 (b) shows the probability associated to a given instantaneous aggregated bit rate of all sources; all situations corresponding to rates greater than C (at right of C) are in a congestion state. The probability of congestion (PC) is the sum of probabilities corresponding to rates greater than C, which is the shadow area. The probability of congestion does neither state how many cells are lost nor the duration of the congestion state, but only that there is cell loss (Iversen, 1991) . The load region admissible is approximated using parameters such as; the mean load, the congestion probability, and the ratio of cells exceeding the link capacity for the total cell stream and for each individual connection. For arbitrary mixes, the load of the link may provide only little information about the cell loss probabilities. Cell losses are quite likely if the bandwidth required at the burst level exceeds the capacity of the link. These events are taken into account by the PC.
Y means the bandwidth distribution in terms of instantaneous rate, and C is the rate of the link. However, the PC does not give any information about the number of cells lost in case of congestion unlike Cell Loss Ratio (CLR). In a short congestion
Time state, all cells may be buffered with no cell losses occurring. Nevertheless, when a burst's duration is longer than the size of the buffer, then almost all cells exceeding the link capacity are lost. In this case, the relation between PC and CLR is approximated by:
If the buffer size is sufficient for cell contention, the evaluated CLR provides an upper bound to the total cell loss probabilities. The PC model is a stationary approximation, in other words, a probabilistic scheme.
BANDWIDTH ALLOCATION BASED ON THE PROBABILITY OF CONGESTION
In this section, different methods to obtain Probability of Congestion (PC) on a link based on the convolution function are presented. The cost involved in the PC calculation is also analysed.
The Formula-Based Convolution Approach
This section contains the calculation of the bandwidth requirements of the superposition of several sources. This approach is based on the well-known expression of the convolution procedure denoted by:
which is evaluated by the following expression:
where Q is the bandwidth requirement of all established connections including the new connection; Y is the bandwidth requirement of the already established connections; X is the bandwidth requirement of a new connection, and b denotes the instantaneous required bandwidth. This function is expressed as the probability that all traffic sources together are emitting at a given rate b. We take into account that the evaluated offered load is not the link load itself, but the load generated by all the traffic sources intended to be carried by the link. The link carries this load in non-congestion state only. The direct application of the expression (6) in order to evaluate the convolution is difficult in practice. In order to obtain the probabilistic distribution on the link, a vector containing all possible rate-probability pairs is defined; this vector is called System Status Vector (System-SV). To obtain the complete System-SV, the following process is carried out: whenever a new connection demand arrives the System-SV must be updated ; the corresponding Source-SV is used to do this update, and for each old System-SV element a set of new System-SV elements is generated. The rate of each new element is the sum of the existing rate and the rate corresponding to the state of the new source. The probability of each new element is the product of the existing probability and the new probability corresponding to the state of the new source. By using this method N-1 convolutions are needed for each new connection. The expression (5) can be re-written as (Iversen, 1990) : Qn = Qn-1 * Xn ; n ∈ {1,2, ..., N-1)
Considering Q 0 = X 0 . Clearly, we should carry out N-1 convolutions to obtain the global distribution. At any point in time, an ATM link can carry several thousand connections. As described in a previous section, when a connection is accepted, the new connection is convoluted with the global steady-state probabilities of all existing connections. When a connection terminates it would be preferable to deconvolute all existing connections. So the feasibility of the deconvolution operation is very important. The problem is that the global steady state has now changed; this means that some previously calculated values are lost. The reason for this is that a) the accumulation of probabilities, corresponding to the same rate and b) very small intermediate values, are not considered. Furthermore, by not truncating the state, the space required for storage increases; the number of arithmetic operations further increases. These aspects, relating to accuracy and cost, are more widely developed in the following sections.
Drawbacks
In (Iversen, 1990 and 1991) , (Kroner, 1990) , (Kaltenmorgen, 1992) , (R1022, 1990) , (Del 122, 1991) , (Miah, 1994) and (Ramalho, 1994 ) some limits of the Convolution Approach are pointed out. High cost in terms of storage requirements. Note That a huge amount of memory storage M is required by the System-SV. This requirement increases dramatically with the number of connections N and source states T j . High cost in terms of calculation. The computing time depends on the complexity of the distribution itself. The time needed for the convolution increases with the number of states per connection. Individual QOS. The evaluated link status using a convolution approach makes no distinction between individual connection. Thus, the individual QOS, in terms of cell loss, for each type of source is not available.
The Enhanced Convolution Approach (ECA)
To overcome the drawbacks associated with the PC calculation, a new method of evaluation is proposed: the Enhanced Convolution Approach (ECA). In this method, the multi-nomial distribution function is first applied to groups of the same type of sources, and the global state probabilities are finally evaluated by convolution of the partial results obtained from the different existing groups of sources. The state of the link can be expressed as a function of the number of active connections of each service type (n 0 , n 1 , ... n j , ... , n L-1 ). This is because the state of the link depends only upon a service's occupancy. First the multinomial function is applied to homogenous sources producing intermediate results. Finally, from these intermediate results a final result is obtained by convoluting one element of a given class of traffic with one from each of the other classes. This process is called multiconvolution in this study.
Fig. 4 Overview of the method.
The Multinomial Distribution Function (MDF)
After computing the convolution the same rate may appear more than once in the System-SV. Which elements are repeated? How many times? This is expressed as a probability corresponding to the MDF, see (Ash, 1969) and (Hogg, 1989) .
The corresponding rate can easily evaluated by the following expression:
Note that the probability of each source being in state s i is independent of the probability of the other source states. To evaluate the ECA, some data structures are necessary at this phase. For N connections of the same type, there is an associated Sub-Matrix (SMX).
Multinomial. Multi-Convolution. 
SMX r is the generic row of SMX. The number of columns is equal to the number of source rates T. SMX stores the distribution of the connections from each state. The system load density function is obtained directly from the sub-matrix using the MDF expression.
The multi-convolution procedure
When there are different types of sources j (heterogeneous traffic), it is necessary to 'convolute' between all source types. To store all possible combinations relating to the system state, a System Status Matrix (SSM) is defined. The generic elements of the SSM, namely the general system status rows SSM r , are generated each by concatenating all possible combinations between the different sub-matrices rows SMX r , associated with the L different j-types of sources (j = 0, 1, ..., L-1).
,...,
and from (12)
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Based on the ECA algorithm, grouping connection in types, the following expression for the cell loss probability of the type-j traffic proposed:
Wj is the rate offered by all type-j traffic when the instantaneous offered rate on the link is L and E(Y j ) is the mean rate of all traffic of type-j. Both terms are easily obtained during the evaluation of PC based on the ECA algorithm. This is the evaluation of the CLR to a type-j traffic. This method is widely detailed in (Fabregat, 1995) and (Marzo, 1993) .
CAC BASED ON THE PROBABILITY OF CONGESTION
This section is focused on reasonable real-time processing, storage requirements as well as the maximisation of statistical multiplexing gain. Obviously, all the methods studied intend to guarantee QOS for all established connections.
Implementation Issues
In order to evaluate the PC, it is not necessary to completely evaluate the entire distribution of the instantaneous rate. Using ECA it is possible to evaluate a part of the statistical distribution. The techniques presented next are attempted to evaluate only the major relevant part of the system state: Congestion. All five cut-off improvements can be implemented simultaneously. Link Capacity Cut-off: the calculation of probability is only carried out in cases where the associated rate exceeds the bandwidth provided C. The associated probabilities with rates smaller than C are not calculated (i.e. the MDF is not evaluated). Probability of Congestion Cut-off. The PC of the system is compared with a previously set value in order to guarantee the specific QOS. Therefore, if during the process of calculation the current PC exceeds a pre-set value, the process is stopped and the calculation cost is thus reduced.
Fig. 5 Probability of Congestion Cut-Off
Partial Sorting Cut-off. Furthermore, in each System Status Matrix (SSM) the rows generated are not examined in an arbitrary order, but are graded according to rate, so when the pre-set minimum rate C is reached, the process is terminated and a further saving computation time is achieved. Small probabilities Cut-off. When the probability obtained by the Multinomial Distribution Function, is less than a pre-set threshold value this result can be ignored. Therefore, the corresponding element is not stored. This threshold value depends on the maximum congestion probability and on the number of connections. Grouping states Cut-off. For those classes with a large number of connections the majority of information enclosed in the sub-matrix may be summarised by grouping states. This mechanism could be applied independently to each class of sources before evaluating the second phase in the calculation of PC.
Cost Experiments
All experiments have been based on a General Modulated Deterministic Process (GMDP) source model. The GMDP model describes the behaviour of a traffic source at cell and burst level. The number of states for j-type sources is Sj. In each state i (with i = 0, 1, ..., Sj-1), during the corresponding sojourn time SojTj,i, cells are sent with regular inter-arrival times (constant rate rj,i,) The evaluation cost is measured in terms of a number of different metrics: Storage requirements are measured in elements, each element has to store a rate and a probability. The time parameter corresponds to CPU time and is expressed in normalised time (seconds in the presented experiments). Sorting techniques are required to put the partial status vector in order. The quick sort algorithm is used ), where x is the number of elements to be arranged. Calculation cost is expressed as a normalised combination of additions and products The computational efficiency has been measured for both the formula based (basic) convolution and the ECA. A comparison in time is shown in the 'speed-up' column of the following table, the time obtained for the basic convolution is set to 1; the evaluations for the enhanced convolution approach are normalised to this value. Sorting is the dominant factor for the formula-based convolution, whereas cost evaluation is the dominant factor for the enhanced convolution. Another conclusion is the efficacy of the small probabilities cut-off. The first direct implication is the reduction in the storage requirements. Moreover, this reduction in the intermediate vectors implies a rise from 5 up to 500 times faster in the carried out experiments.
CAC EXPERIMENTS
This Section discusses different aspects of the behaviour of cell streams in an output buffer corresponding to an ATM link and is illustrated by experimentation. CAC experiments relating to Fuzzy logic and (M+1)-MMDP approaches are presented. Measurements in an ATM test bed are also included. The experiments described in this section refer to a single ATM link and the QOS is expressed in terms of cell loss at the output buffer of an ATM switch. The traffic sources are VBR sources, modelled as On-Off sources described by the peak and mean bit rates and mean burst length. Experiments in homogenous scenarios reveals similar results than for heterogeneous scenarios and have been omitted in this paper. RACE projects provide ATM test-beds on which measurements and tests can be performed (Kuhn, 1994) . This set of experiments enables comparison of the average cell loss results obtained from on-line measurements in the Exploit ATM test-bed in Basel (R2061/28, 1994) with the cell loss predictions given by both the ECA and FCAC approaches for homogeneous and heterogeneous traffic scenarios on a single ATM link. Although FAC attempts to predict the maximum cell loss ratio per connection instead of the average cell loss ratio for the aggregate traffic, for the sake of comparison with the results obtained from on-line measurements, FCAC was trained to predict the average cell loss ratio instead. In Table 3 Considering that the buffer size used in the ATM test-bed experiments is small (27 cells), it is not surprising that the cell loss predicted by the ECA is so close to the cell loss measured values. This also explains the slight difference between the measurements curve and the convolution curve as some of the generated cells can be stored in the server output buffer, and, therefore, a more optimistic cell loss is obtained (see measurements curve). 
Fig. 6 (a)Experiments B5 and (b) experiments B6
The prediction results based on the convolution approach have been obtained using the ECA algorithm without considering optimisations. The cut-off mechanisms and other improvements biased to achieve a fast evaluation of the CLR can only be used for CAC. Anyway, for the experiments presented, the time required for the evaluation was negligible.
CONCLUSIONS
In this paper the utilisation of the Probability of Congestion (PC) as a bandwidth allocation decision parameter has been presented. The validity of PC utilisation is compared with QOS parameters in small buffer environments when only the CLR parameter is relevant.
To overcome the drawbacks of the formula-based Convolution Approach, a new method of evaluation is analysed: the Enhanced Convolution Approach (ECA). Sorting is the dominant cost factor for the formula-based convolution, whereas calculation is the dominant cost factor for the ECA. With reference to the cut-off mechanisms presented, the major conclusion is the efficacy of the low probability cut-off. This mechanism implies is a reduction in the storage requirements and a reduction of the evaluation time. The ECA also enables the computation of the Individual Cell Loss Ratio for each j-class of traffic. It can be summarised that the convolution algorithm seems to be a good solution for CAC in ATM networks with relatively small buffers. If the source characteristics are known actual cell loss ratio can be accurately estimated. Furthermore, this estimate is always conservative, allowing the provision of the network performance guarantees. We can also conclude that by combining the ECA method with cut-off mechanisms, utilisation of ECA in real-time CAC environments as a single level scheme is possible. Source modelling for more realistic traffic is now an open issue. The ECA utilisation does not take account of temporal references (burst length), so that the source parameterisation is simplified. On the other hand, more realistic traffic, such as VBR video sources, can be modelled as sources with more than two associated states. ECA can also be use with these new models. By simple analysis of the ECA evaluation (see Fig. 4 ), a parallelisation of the ECA algorithm is a further step (the evaluation of each sub-matrix corresponding to each class of traffic can also be obtained in parallel).
