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Abstract
We unify and extend various “additive” sufficient conditions of Pupkov and of Solov’ev
for the nonsingularity of a complex matrix. This paper is intended to be the first in a se-
qucnce of “variations” on theorems of the Gersgorin genre. The whole sequence is dedicated
to the memory of Olga Taussky-Todd, whose lovely paper [O. Taussky, Amer. Math. Monthly
56 (1949) 672–676] inspired an interest in matrix theory for a generation of mathematicians.
© 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
The familiar Desplanques–Lévy–Hadamard–Gersgorin [5] sufficient condition
for the nonsingularity of a complex matrix A is
jaii j > Ri 
X
i =Dj
jaij j for all i: (1.1)
If A is irreducible, then a sufficient condition for nonsingularity is
jaii j > Ri for all i; jaii j > Ri for at least one i: (1.2)
If (1.1) is false, then the “multiplicative” condition
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jaii jjajj j > RiRj for all i =D j (1.3)
is sufficient to imply nonsingularity of A [5]. Pupkov [3] and Solov’ev [4] have given
“additive” conditions implying nonsingularity. We will unify and extend their results.
Define
Ci;k D maxjT jDk−1
X
j2T ;j =Di
jaji j: (1.4)
Theorem 1. Let A be a complex matrix, k a positive integer such that
jSj D k implies
X
i2S
jaii j >
X
i2S
Ri (1.5)
and
8S;
X
i2S
jaii j > min
(X
i2S
Ri;
X
i2S
Ci;k
)
: (1.6)
Then A is nonsingular.
Pupkov [3] proved this theorem for the case k D 2. Solov’ev [4] showed that (1.5)
and
jaii j > Ci;k for all i (1.7)
imply A is nonsingular. Clearly (1.6) is weaker than (1.7).
Surprisingly, if we assume that
jaii j < Ri for at least one i (1.8)
then Theorem 1 can be improved.
Theorem 2. Let A be a complex matrix satisfying (1.8), k a positive integer such
that
jSj D k implies
X
i2S
jaii j >
X
i2S
Ri (1.9)
and (1.6). Then A is nonsingular.
If A is irreducible, we have:
Theorem 3. Let A be a complex irreducible matrix, k an integer satisfying (1.9),X
i
jaii j >
X
i
Ri (1.10)
and
if
X
i2S
jaii j <
X
i2S
Ri; then
X
i2S
jaii j >
X
i2S
Ci;k : (1.11)
Then A is nonsingular.
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Corollary 4. If A and k satisfy (1.5), or satisfy (1.8) and (1.9); and for some ;
0 <  < 1;
jaii j > Ri C .1− /Ci;k for all i (1.12)
then A is nonsingular.
Corollary 5. If A is irreducible and A and k satisfy (1.9) and (1.10); and for some
; 0 <  < 1;
jaii j > Ri C .1− /Ci;k for all i (1.13)
then A is nonsingular.
2. Proof of Theorem 1
Assume the hypotheses of the theorem, and A is singular. Then there exists a
nonzero vector z such that Az D 0. By permuting rows and columns of A conform-
ally, we are entitled to assume that, setting xj D jzj j for all j,
x1 > x2 >    > xn > 0: (2.1)
Further, setting
B D .bij / D
 jaii j if i D j;
−jaij j if i =D j;
Bx 6 0: (2.2)
Our aim is to show that the hypotheses of the theorem contradict (2.2). To do that,
it is sufficient to show that, for some l,
nX
jD1
 
lX
iD1
bij
!
xj > 0: (2.3)
Let y1 D x1 − x2; : : : ; yn−1 D xn−1 − xn; yn D xn. By (2.1),
y > 0 .and, since z =D 0; y =D 0/: (2.4)
Define B.r; s/ DPriD1 PsjD1 bij . Then (2.3) becomes
nX
jD1
B.l; j/yj > 0: (2.5)
By (1.5), there exists l 6 k such that
B.r; n/ 6 0 for r < l; (2.6)
but
B.l; n/ > 0: (2.7)
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From (2.6) and (1.6), we infer
B.l; j/ > 0 for j D 1; : : : ; l − 1: (2.8)
From (2.7), we infer
B.l; j/ > 0 for j D l; : : : ; n: (2.9)
But (2.8), (2.9) and (2.4) imply (2.5), therefore (2.3), contradicting (2.2). Hence,
the theorem is true.
3. Proof of Theorem 2
We will call the index j a skip if yj > 0, and SK the set of skips (which we know
to be nonempty). Our object is to show that, for suitable l,
B.l; j/ > 0 for all j 2 SK; (3.1)
and
B.l; j/ > 0 for at least one j 2 SK: (3.2)
This will prove (2.5) and establish a contradiction of the supposition that A is
singular.
Observe first that, by (1.9),
B.r; n/ > 0 if r > k: (3.3)
Next, let r be the smallest index in SK. We first show that we need only consider
the case r < k. By (3.3), B.r; n/ > 0.
If B.r; n/ > 0, then (3.1) and (3.2) hold, and we are done. So suppose B.r; n/ D
0. Because r is the first skip, we know that the first r co-ordinates of x are the same,
namely the largest modulus of a co-ordinate of z. By the usual proof that (1.1) implies
A nonsingular, we infer that
jaii j − Ri 6 0 for i D 1; : : : ; r:
Combined with B.r; n/ D 0, we infer
jaii j − Ri D 0 for i D 1; : : : ; r: (3.4)
Since r > k, (1.8) implies a contradiction of the stipulations in the hypothesis about
k. So we may assume r < k.
Let l be the smallest skip such that B.l; n/ is nonnegative (or let l D k if no such
skip exists). By (1.6), we have (3.1) and (3.2), so the theorem is true.
4. Proof of Theorem 3
Let r be the first skip. If r D n, (1.10) contradicts (2.2). Assume r < n. If r is at
least k, then, reasoning as in the previous section, B.r; n/ > 0, and we are done, or
B.r; n/ D 0. If B.r; r/ > 0, the setting r D l would satisfy (3.1) and (3.2), and we
would be done. So assume B.r; r/ D 0. But this contradicts the hypothesis that A is
irreducible. Hence, we may assume r < k.
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Now, reasoning as in the preceding paragraph, we need only consider the case
B.r; n/ < 0. By (1.11), this implies
B.l; r/ > 0 if r 6 l 6 k: (4.1)
Let l be the first skip such that B.l; n/ is nonnegative (or l D k if no such skip
exists). By (4.1) and (1.11), we have (3.1) and (3.2), contradicting the supposition
that A is singular.
5. Remark
It is attractive to conjecture that, in Theorem 3, (1.11) could be replaced by the
assumption that, for every S,X
i2S
jaii j > min
(X
i2S
Ri;
X
i2S
Ci;k
)
:
But the example
1 −1 −1
−1 2 0
−1 0 2
shows the conjecture to be false.
The proofs of the corollaries are obvious, and omitted. We thank Jon Lee and
Baruch Schieber for their help. We also thank Tomas Szulc [4], Richard Brualdi and
Stephen Mellendorf [1], from whose articles we first learned of the work of Pupkov
and Solov’ev.
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