Prediction of flow and aerosol deposition in the extrathoracic airways using an implicit immersed boundary method by Nicolaou, L & Zaki, TA
PREDICTION OF FLOW AND AEROSOL DEPOSITION IN THE
EXTRATHORACIC AIRWAYS USING AN IMPLICIT IMMERSED
BOUNDARY METHOD
L. Nicolaou and T. A. Zaki
Department of Mechanical Engineering, Imperial College London,
Exhibition Road, London SW7 2AZ, UK
laura.nicolaou-fernandez03@imperial.ac.uk, t.zaki@imperial.ac.uk
Abstract
The effect of intrasubject variation on the turbulent
flow and aerosol deposition in the extrathoracic air-
ways is studied in two realistic mouth-throat geome-
tries from the same subject. An immersed boundary
method is applied which simplifies the task of grid
generation for the complex extrathoracic geometries
and allows the use of a structured grid solver. Curvi-
linear grids that roughly follow the shape of the ge-
ometries are adopted, allowing for much higher reso-
lution within the geometries than Cartesian grids com-
monly used in IB methods. An added advantage is
that the grid lines are approximately aligned with the
streamlines, which reduces numerical diffusive errors.
The numerical simulations allow us to explain in vitro
aerosol deposition data in the literature for the same
mouth-throat models. The position of the tongue dur-
ing inhalation is shown to have a significant impact on
both the mean flow patterns and the turbulence inten-
sities, which in turn affects extrathoracic deposition.
1 Introduction
Aerosolized delivery of drugs to the lungs is used
to treat a number of respiratory diseases such as
asthma and chronic obstructive pulmonary disease
(COPD). For effective drug delivery, the aerosol must
reach the target site within the lung. Often however,
significant losses are experienced in the extrathoracic
airways leading to very low pulmonary deposition.
Aerosol deposition is highly dependent on the flow in
the extrathoracic airways and, therefore, understand-
ing the flow dynamics in this region is important in
order to minimize extrathoracic losses and optimize
pulmonary drug delivery. To this end, direct numer-
ical simulations (DNS) have been performed in real-
istic mouth-throat geometries, providing an accurate
representation of the turbulent flow fields. This has al-
lowed us to examine the effect of geometric variation
on the mean flow characteristics as well as the turbu-
lence intensity, both of which affect deposition, and to
relate the flow fields to in vitro deposition patterns in
the same models, carried out by Grgic et al. (2004b).
A number of in vivo (Stahlhofen et al. (1989) and
references within) and in vitro studies (Grgic et al.
(2004a) and references within) have been conducted
in order to characterize the flow and particle dynam-
ics in the extrathoracic airways. However, most of
these studies have focused solely on deposition. Gr-
gic et al. (2004a) and Heenan et al. (2004) conducted
particle image velocimetry (PIV) measurements in or-
der to visualize the flow. They compared the deposi-
tion patterns with the flow field and showed a strong
correlation between deposition levels and local veloc-
ity magnitude and flow curvature. However, obtaining
PIV measurements in small, closed, complex geome-
tries presents many difficulties. In addition, PIV is in-
herently noisy and suffers from limited resolution, so
it can only capture the larger scale turbulent fluctua-
tions. Numerical simulations provide an alternative to
PIV and can yield a more accurate and detailed repre-
sentation of the flow.
In the last decade, numerical simulations of
the flow and the particle trajectories in the ex-
trathoracic airways have been performed, offering
a non-invasive and cost-effective alternative to in
vivo and in vitro testing. A number of Reynolds-
averaged Navier-Stokes (RANS) (Kleinstreuer and
Zhang, 2003; Matida et al., 2004; Jayaraju et al., 2007)
and a couple of large eddy simulation (LES) models
(Jayaraju et al., 2008; Debhi, 2011) were proposed in
the literature. However, accurate prediction of the flow
field remains a challenge due to the complexity of the
flow in the extrathoracic airways and the limitations of
RANS and LES turbulence models.
The present work is the first set of fully-resolved
simulations of the flow in the extrathoracic airways.
Through realistic geometric representation of the air-
ways and detailed flow fields, this study allows us to
evaluate the effect of geometric variation on the mean
flow as well as the turbulent fluctuations. Relating the
flow fields to in vitro deposition data from the liter-
ature provides insight as to how geometric variation
affects aerosol deposition.
2 Numerical method
Due to the complexity of the mouth-throat geome-
tries, an immersed boundary (IB) method is used. IB
methods employ structured, non-conforming grids and
incorporate the boundary conditions by modifying the
Navier-Stokes equations near the wall of the geome-
try. This approach greatly simplifies the task of grid
generation and discretization of the governing equa-
tions, and eliminates the problems associated with grid
quality that exist with boundary-fitted grid techniques.
The IB approach also allows the use of a structured
grid solver, which is advantageous from the point of
view of computational efficiency and scalability on
high performance computing facilities, in comparison
to unstructured grid methods.!
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Figure 1: Grids for geometry S1a showing the subregions of
the extrathoracic airways. (a) Cartesian grid. Ev-
ery eighth grid line in x and y is plotted. (b) Curvi-
linear grid. Every fourth grid line in ⇠ and eighth
grid line in ⌘ is plotted.
In order to accurately resolve the flow, a high grid
resolution is required inside the mouth-throat geome-
tries. Due to the shape of the extrathoracic airways, the
use of Cartesian grids which are commonly adopted in
IB methods leads to many unused grid points outside
the flow domain, even when grid stretching is applied
(see figure 1a). At the Reynolds numbers considered
herein, the resolution requirements become exceed-
ingly expensive. A more efficient alternative is there-
fore to adopt a curvilinear grid that follows the shape
of the geometry. This greatly reduces the number of
points outside the geometry, thus allowing for a higher
resolution within the airways (see figure 1b). The same
resolution within the flow requires approximately 50%
more grid points in the Cartesian case. An added ad-
vantage of the curvilinear mesh is that the grid lines
are approximately aligned with streamlines, which is
favourable from a numerical accuracy point of view as
this tends to reduce numerical diffusive errors.
The no-slip condition at the immersed boundary is
applied via a direct forcing approach, which consists in
adding a momentum forcing term, f , on the boundary
and inside the solid domain. The forcing ensures that
the velocity at the surface of the immersed body sat-
isfies the boundary conditions. A mass source/sink, q,
is applied to cells containing the immersed boundary
in order to ensure mass conservation. The governing
equations in non-dimensional form are therefore given
by
@u
@t
+ (u ·r)u =  rp+ 1
Re
r2u+ f (1)
r · u  q = 0, (2)
where u = (u, v, w) is the velocity vector; p is the
pressure; f is the momentum forcing vector; q is the
mass source/sink; and Re is the mean Reynolds num-
ber in the geometry.
The equations are discretized on a staggered curvi-
linear grid using a finite volume scheme, following the
method described in Rosenfeld et al. (1991). Time in-
tegration is performed with a second-order fractional
step method (Kim and Moin, 1985). The diffusive
terms are treated implicitly using the Crank-Nicholson
scheme and the non-linear convective terms are treated
explicitly using an Adams-Bashforth scheme. The dis-
cretized equations are given by
uˆ  un 1
 t
=     N(un 1) +  N(un 2)  rpn 1
+
1
Re
 
↵L(uˆ) +  L(un 1)
 
+ fn
(3)
r2 n = 1
 t
(r · uˆ  qn) (4)
un = uˆ  tr n (5)
pn = pn 1 +  n (6)
where N(u) are the convective terms, L(u) are the
implicit diffusive terms and (↵, ,  ,  ) are weighting
coefficients which depend on the numerical scheme
adopted. In our case, ↵ = 3/2,   =  1/2 for the
Adams-Bashforth scheme and   =   = 1/2 for the
Crank-Nicholson scheme.
The accuracy and stability of direct forcing meth-
ods used in conjunction with the fractional step algo-
rithm depend on the computation of the forcing term.
In the semi-implicit fractional step method, the veloci-
ties and forcing terms are coupled through the implicit
diffusive terms. Kim et al. (2001) proposed a solu-
tion which consisted in provisionally advancing the
velocity field explicitly in order to compute the forc-
ing term and then adding it to the semi-implicit mo-
mentum equations. However, this scheme introduces
errors near the immersed boundary as the velocities are
advanced implicitly but the forcing term is calculated
explicitly. The error in velocity at the IB points is:
✏ =
 t
Re
 
↵L(uˆi) +  L(u
n 1
i )   L(un 1i )   L(un 2i )
 
,
(7)
which also affects neighbouring non-IB points due to
the implicit treatment of the diffusive terms.
In order to remove any errors, implicit computa-
tion of the forcing term is necessary. However, this
requires the inversion of a large sparse matrix, which
would significantly increase the computational cost of
the scheme. An iterative approach to compute the forc-
ing term implicitly is proposed instead. The scheme
can be summarised as follows, where ()k denotes a
quantity at iteration k and Uni is the velocity that we
want to obtain at the IB point:
1. Start with an initial guess fn,ki = 0, and solve the
equation for the intermediate velocity, uˆki .
2. Use uˆki to compute a better estimate for the forc-
ing term, fn,k+1i :
fn,k+1i =
Uni   un 1i
 t
  1
Re
 
↵L(uˆki ) +  L(u
n 1
i )
 
+Gpn 1 +  N(un 1i ) +  N(u
n 2
i )
3. Add the forcing term to the intermediate velocity
equation and update uˆk+1i :
uˆk+1i = u
n 1
i + t
✓
1
Re
 
↵L(uˆk+1i ) +  L(u
n 1
i )
 
 Gpn 1    N(un 1i )   N(un 2i ) + fn,k+1i
⌘
4. Go back to step 2 until uˆi has converged,
k|uˆk+1i   uˆki ||1 < ✏c, where ✏c is the conver-
gence tolerance.
The error between consecutive iterations quickly
vanishes, ensuring that the immersed boundary con-
ditions are enforced accurately. The error originates
from IB points and contaminates surrounding non-IB
points through the implicit diffusive term. If the error
at the IB points vanishes, so does the error everywhere
in the domain. Therefore in order to analyze the con-
vergence of the scheme we consider the error at an IB
point. At iteration k + 1, the equation for the inter-
mediate velocity after adding the forcing term is given
by:
uˆk+1i = U
n
i +
↵ t
Re
 
L(uˆk+1i )  L(uˆki )
 
(8)
Therefore, the error between two consecutive itera-
tions is:
I   ↵ t
Re
L
   
uˆk+1i   uˆki
 
=  ↵ t
Re
L
 
uˆki   uˆk 1i
 
,
(9)
which can be rewritten in the form ✏k+1 = M✏k:
✏k+1 =
"✓
 ↵ t
Re
L
◆ 1
+ I
# 1
(✏k). (10)
Since ✏k+1 = M✏k = Mk✏0, the solution converges if
the eigenvalues of M satisfy the condition | M | < 1.
The eigenvalues  M are given by:
 M =
↵ t
Re  L
↵ t
Re  L   1
(11)
where  L are the eigenvalues of the discrete Lapla-
cian operator, L, whose spectrum lies within  L 2
[0, 2]. Therefore, convergence of this scheme re-
quires  t < Re/2, which is always satisfied (except
for Re! 0) since the CFL constraint on the time step
is more restrictive. The method is second-order accu-
rate in space and time, as demonstrated in figures 2a
and 2b respectively, using a decaying vortex problem
(Kim et al., 2001).
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Figure 2: L2 ( ) and L1 ( ) error norms for the
streamwise (⇤) and transverse ( ) velocities ver-
sus (a) grid spacing, and (b) time step.
3 Results
Numerical simulations of the flow in two realis-
tic mouth-and-throat geometries were carried out at a
flow rateQ = 30 L/min. The geometries, denoted S1b
and S1a, represent the same subject in different con-
figurations: In S1b, the tongue is in the forward posi-
tion touching the back of the teeth, whereas in S1a, the
tongue is pulled back creating a larger mouth opening
and reducing the size of the nasopharynx. The main
flow parameters in the models are summarized in ta-
ble 1 below. The mean velocity is determined from the
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Figure 3: Contours of mean velocity magnitude in the cen-
tral sagittal plane of (a) geometry S1b and (b) ge-
ometry S1a.
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Figure 4: Contours of mean turbulent kinetic energy in the
central sagittal plane of (a) geometry S1b and (b)
geometry S1a.
volume flow rate and the mean cross-sectional area ac-
cording to Umean =
QL
V
, where V is the volume of the
geometry and L is the sagittal length. The Reynolds
number based on the mean diameter and the mean ve-
locity is given by Remean =
DmeanUmean
⌫
, where ⌫ is
the kinematic viscosity of the fluid.
Table 1: Flow parameters in the mouth-throat geometries.
Model Uinlet (m/s) Umean (m/s) Reinlet Remean
S1b 3.92 2.74 3292 2744
S1a 3.77 1.88 3222 2262
The flow at the inlet to the computational domain
is designed based on the inlet Reynolds number. Ac-
curate turbulent inflow conditions were obtained from
a separate direct numerical simulation of pipe flow.
At the outflow boundary, a convective condition is ap-
plied.
Flow fields
The effects of geometric variation on the flow field
are studied by inspection of the mean flow patterns
and the mean turbulent kinetic energy per unit mass,
k = 12 (u
02 + v02 + w02), where u
0
is the fluctuat-
ing component of the velocity vector. Comparison be-
tween geometries S1b and S1a shows how the position
of the tongue can account for significant differences in
the flow field. Figures 3a and 3b show contours of the
mean velocity magnitude in the central sagittal plane
in models S1b and S1a respectively.
In S1b, the velocity profiles in the mouth are highly
skewed towards the inner wall due to the airway cur-
vature (A1-A2). The flow accelerates at the back of
the mouth due to the restriction in cross-sectional area,
and develops a pharyngeal jet which impinges onto
the posterior wall (B1-B2). Due to the bend in the
airway, the flow shifts towards the outer wall, sepa-
rates from the inner wall and develops a recirculation
region. The maximum velocity then decreases as the
larynx expands in the spanwise direction (C1-C2). A
small recirculation region at the posterior side of the
exit to the trachea can be observed under the ‘sharp
step’ in the larynx (upstream of E1-E2).
Due to the wider oral cavity in model S1a, there is
Table 2: Deposition in the different regions of the S1a and S1b geometries, given as a percentage of aerosol entering the mouth
(Grgic et al., 2004a).
Particle size Geometry Stk Regions
(µm) Mouth (%) Pharynx (%) Larynx (%) Trachea (%) Total (%)
3.0 S1b 0.0045 0.56± 0.12 0.62± 0.07 0.38± 0.07 0.17± 0.06 1.73± 0.36
S1a 0.0025 0.39± 0.04 0.22± 0.01 0.47± 0.06 0.15± 0.01 1.23± 0.12
5.0 S1b 0.0125 11.58± 2.31 11.68± 1.39 10.06± 2.47 1.33± 0.32 34.63± 2.29
S1a 0.0070 2.86± 0.50 2.14± 0.66 5.71± 1.47 1.10± 0.34 11.81± 2.56
6.5 S1b 0.0212 25.64± 6.66 15.49± 1.77 18.02± 7.59 2.90± 2.25 62.05± 2.63
S1a 0.0119 24.32± 0.31 10.68± 2.68 20.96± 0.82 6.23± 0.74 62.19± 3.50
no pharyngeal jet (B1-B2). As a result, the velocity
in the pharynx is lower and the flow does not separate
from the inner wall. Instead, the flow accelerates fur-
ther downstream and reaches higher velocities in the
larynx (D1-D2) due to the narrower nasopharynx than
in S1b. This in turn leads to a larger separation region
near the outer wall of the trachea (E1-E2).
PIV measurements conducted by Heenan et al.
(2004) in the same geometries display the same mean
flow characteristics as the flow fields presented herein.
However, a more detailed view is obtained with the nu-
merical simulation data as (i) the resolution is higher
and (ii) the turbulent kinetic energy can be examined
in addition to the mean flow field.
Contours of the turbulent kinetic energy per unit
mass in S1b and S1a are shown in figure 4a and 4b re-
spectively. The maximum kinetic energy in S1b occurs
in the upper pharynx near the jet, and in S1a down-
stream of the vocal cords. These are locations where
separated shear layers exist. Higher levels of turbu-
lent kinetic energy in the oral cavity can be observed
in S1a, as separation occurs at the upper wall due to
the wide oral cavity, and under the incoming jet where
the flow resembles that over a backward-facing step.
Aerosol deposition
Particles of three different diameters, dp =
{3.0, 5.0, 6.5}µm, distributed uniformly at the en-
trance of the inlet pipe were released at regular inter-
vals and allowed to convect until they had all either
deposited or exited the domain. The initial velocity of
the particles was set to the mean fluid velocity at their
release location. Deposition was assumed once a par-
ticle came into contact with the wall of the geometry
as the existence of a mucus layer on the inner walls
of the airways ensures that particles colliding with the
surface deposit.
The Stokes numbers were in the range Stk =
{0.002  0.03}, where
Stk ⌘ ⇢pd
2
pUmean
18µDmean
, (12)
and ⇢p is the particle density, dp is the particle diame-
ter and µ is the dynamic viscosity of the fluid.
An example of the deposition patterns in geome-
tries S1b and S1a is shown in figures 5a and 5b respec-
tively. The regional deposition fractions for all parti-
cle sizes are given in table 2 and the total deposition is
(a) (b)
Figure 5: Deposition of 5µm particles in (a) geometry S1b
and, (b) geometry S1a.
plotted against Stokes number in figure 6. Data from
the 6.5µm particles in geometry S1a has not been in-
cluded as it was identified by Grgic et al. (2004a) to be
anomalous. The S-curve in figure 6 is a fit of experi-
mental data: For Stk < 0.005, particle deposition is
primarily due to dispersion by turbulent fluctuations,
and is therefore weakly dependent on Stk. Hence, to-
tal deposition for the smallest (3µm) particles is very
similar in both geometries. For larger particles, de-
position is via impaction and therefore deposition ef-
ficiency is more sensitive to Stk. The plotted data
points show a marked increase in deposition efficiency
with Stk, even across geometries.
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Figure 6: Total deposition vs. Stokes number.
The flow fields can be used to explain the deposi-
tion patterns. For the smallest particles, deposition is
correlated with regions of strong velocity fluctuations.
In S1b, the high levels of turbulence intensity on either
side of the jet (see figure 4b) cause particle dispersion,
leading small particles travelling near the wall in the
upper pharynx to deposit. In S1a, high turbulent ki-
netic energy can be observed in the larynx, which ex-
plains the slightly higher deposition (via dispersion) in
this region, compared to S1b.
For all particle sizes, the most significant differ-
ence between the two geometries is the increased pha-
ryngeal deposition in S1b. This is due to the pha-
ryngeal jet, which causes particles to deposit on the
posterior wall of the upper pharynx via impaction (see
figure 5a). Another deposition hot-spot in S1b is the
back of the mouth, where impaction occurs due to the
high velocities and the airway curvature. In S1a, the
main regions of deposition are the front of the tongue,
where the incoming flow from the inlet pipe impinges,
and above the sharp bend in the larynx, as particles are
unable to respond to the sudden change in flow direc-
tion.
4 Conclusions
The work presented herein is the first set of detailed
numerical simulations of the flow in the extrathoracic
airways, and the first numerical study of the effect of
geometric variation on the flow. The results and the
above discussion demonstrate the following:
(i) Geometric variation due to the positioning of the
tongue has a large effect on the flow field and in
turn the particle deposition in two ways:
(a) The different shape of the airways leads to dif-
ferent flow patterns and hence different “hot-
spots” for particle deposition. Differences in
the mean flow features (impinging jets, sepa-
rated shear layers, recirculation regions) as well
as in the velocity fluctuations can be observed,
which affect particle trajectories and their de-
position.
(b) For a given inhalation flow rate, the Reynolds
number within the airways varies depending on
the position of the tongue. This changes the
mean velocity profiles and the turbulence in-
tensities which has an effect on the amount of
aerosol deposited.
(ii) Impaction is the main mechanism of extrathoracic
deposition for medium and large-sized particles.
For small particles, turbulent dispersion also plays
a role.
(iii) A wide oral cavity prevents the formation of a
pharyngeal jet and thus reduces deposition via im-
paction in the mouth-and-throat region. Therefore,
pulling the tongue back during inhalation of the
aerosol minimizes extrathoracic losses, thereby
optimizing delivery of the drug to the lungs.
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