We show that for any convex differentiable loss function, a deep linear network has no spurious local minima as long as it is true for the two layer case. When applied to the quadratic loss, our result immediately implies the powerful result by Kawaguchi [3] that there is no spurious local minima in deep linear networks. Further, with the recent work [8], we can remove all the assumptions in [3] . Our proof is short and elementary. It builds on the recent work of [4] and uses a new rank one perturbation argument.
Introduction
One major mystery in deep learning is that deep neural networks do not seem to suffer from spurious local minima. However, only very few examples have been shown to have this property. In a celebrated work, Baldi and Hornik [1] showed that, under mild assumption, for quadratic (least squares) loss, two layer linear networks do not have spurious local minima. It is conjectured to be true for deeper networks. This is only proved recently by Kawaguchi [3] . For the special case of linear residual networks, Hardt and Ma [2] showed that there are no spurious local minima through a simpler argument.
The tour de force proof in [3] works by examining the Hessian using powerful tools from the matrix theory. It has inspired much work, e.g. [5, 8, 6, 7] , to simplify and generalize the proof.
Recently, Laurent and von Brecht [4] showed a general result for any convex differentiable loss function for some special class of linear networks. They showed that if the network has no bottleneck, i.e. if the narrowest layer is on the either end, then there is no spurious local minima for any convex differentiable loss. In addition to applying to general loss functions, their proof is quite elegant and much simpler through a novel rank one perturbation argument.
We build on the work in [4] and further develop the technique there to show that for general deep linear networks, whether there are spurious local minima is completely reduced to the two layer case.
Then L k has no spurious local minima iff L 2 has no spurious local minima.
One interpretation of the above theorem is that whether a deep (with depth ≥ 2) linear network has spurious local minima only depends on f and the narrowest width d but has nothing to do with the depth and other width parameters. Hence the above theorem greatly simplifies the study on the question about the existence of spurious local minima in deep linear networks.
For the least square setting, when combined with the two-layer result in [1] , Theorem 1 immediately implies the main result in [3] . We can further remove all the assumptions there using the recent result of [8] (Theorem 2(1) ). Below · denotes the Frobenius norm.
Then L has no spurious local minima.
Overview of the proof. The only interesting case is when the bottleneck is a middle layer (otherwise it is already covered by the theorem in [4] ). In this case, we split the network at the bottleneck into two parts and regard it as a two "super-layer" network where each superlayer is parameterized as a product of multiple layers. We first observe that by applying the result in [4] , any local minimum is a critical point of the two layer network. Further we show that, unless the solution is already a global optimum, the multi-layer parameterization of each super-layer is "non-degenerate" so we can always perturb a critical point locally at the super-layer level to reduce it to the two layer case. The main technical part is the nondegeneracy property, which we prove by developing a new rank one perturbation argument motivated by those in [4] .
Note. This paper started as a simplified proof of the main result in [3] . But we soon realized that the proof does not rely on special properties of quadratic loss. This leads to the current general statement. 
Proof of Theorem 1
The proof of Theorem 2 actually shows that any local minima is a global minimum of f . This requires the condition that there is no bottleneck. In our main result, we show that when there is bottleneck, whether spurious local minima exist boils down to the two layer case.
If We first show that the above lemma implies Theorem 1.
We now prove the other direction. If f ′ (AB) = 0, then AB = M k · · · M 1 is a global minimum of f because f is convex. Hence M 1 , . . . , M k is a global minimum of L k too.
In the other case, if A and B are of full rank d, we show that any local perturbation to A (resp. B) can be performed by local perturbation to
This implies any local perturbation to A can be done through local perturbation to M 1 . More precisely, there exists a constant c > 0, such that for any
is minimum in an open ball of radius δ/c centered at A, B.
has no spurious local minima, A, B, hence M 1 , . . . , M k , is a global minimum.
Remark 1.
In the above theorem, we actually showed that if
, hence the title of this paper.
To prove Lemma 1, we first observe that 
Proof. (Lemma 1)
We just need to show that if f ′ (AB) = 0, then A, B must be of rank d. Below we assume f ′ (AB) = 0. We will show that A has rank d. For B, we can apply the same argument to g(X) = f (X T ). Let r denote the rank of A. We will derive contradiction by assuming r < d. We first use an argument in [4] to construct a family of local minima. 
For any matrix M ∈ R m1×m2 , denote by M ℓ ∈ R m2 the ℓ-th row vector of M , and by R(M ) all the row vectors of M . Consider the linear subspace
Then (1) implies that R( B) ⊆ V . We now show that we can choose v i 's for 1 ≤ i ≤ j, such that B = M j · · · M 1 contains a row vector which is not in V to reach a contradiction.
Let
we choose a sufficiently small nonzero vector v 1 / ∈ V . This can be done by our assumption that f ′ (AB) = 0. Set 
Since R(M i+1 M i · · · M 1 ) ⊆ V but v / ∈ V and w i+1 = 0, by the same argument as for i * = 1, there must exist a row vector in M i+1 · · · M 1 which is not in V . We have inductively constructed B = M j · · · M 1 such that R( B) V , contradicting to (1). Hence A must have rank d. This concludes the proof.
