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vResumen
Jean le Rond D’Alembert es reconocido como el fundador de la teor´ıa de ecuacio-
nes diferenciales parciales. La ecuacio´n de onda, tambie´n conocida como ecuacio´n
de D’Alembert en honor a su creador, ha sido estudiada ampliamente, desde muy
diversos a´ngulos, sin embargo, en el presente trabajo, sin tener conocimiento de que
se haya hecho antes, se muestra la manera ingeniosa para la e´poca, como D’Alembert
plantea y resuelve dicha ecuacio´n, describimos de manera detallada el pensamiento
de D’Alembert y su postura sobre las que deben ser soluciones de una ecuacio´n
diferencial parcial.
Posteriormente, tratando de complementar lo hecho por de D’Alembert, bajo una
completa aplicacio´n de la teor´ıa de grupos de Lie, se encontrara´n varias soluciones
a la ecuacio´n de onda, soluciones que D’Alembert no tuvo en cuenta gracias a su
pensamiento y el significado que para e´l tiene la palabra resolver.
Palabras clave: ecuacio´n de onda, ecuacio´n de D’Alembert, ecuaciones dife-
renciales parciales, grupos de Lie, a´lgebras de Lie.
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Abstract
Jean Le Rond D’Alembert is recognized as the founder of the partial differential
equations theory. The wave equation is known as D’Alembert equation too becau-
se of its creator. It has been studied amply from many different angles, however,
this assignment without knowledge so far, it shows the clever way at the age, as
D’Alembert proposes and solves this equation. We describe D’Alembert thought in
detail and his stance about partial differential equations solutions.
Subsequently, trying to complement what D’Alembert has done, under an entire
application of the Lie theory groups, many wave equations solutions will be found,
solutions that D’Alembert leaves out of account due to his thought and the word
solved meaning to him.
Keywords: wave equation, D’Alembert equation, partial differential equa-
tions, Lie groups, Lie algebras.
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Introduccio´n
En el estudio de los feno´menos naturales, las ecuaciones diferenciales parciales
aparecen con mucha frecuencia; por regla general ocurre siempre que un suceso vie-
ne descrito por una funcio´n de varias variables.
El desarrollo de esta rama de la matema´tica no vino solo, la invencio´n del ca´lculo
de ecuaciones diferenciales parciales es el resultado de un largo proceso de gestacio´n
que se inicio´ desde finales del siglo XVII; sus precursores con sus respectivas inves-
tigaciones fueron, Leibniz, Daniel y Jean Bernoulli, y Euler.
Pero fue D’Alembert quien finalmente abrio´ un nuevo camino, con un me´todo
innovador de puesta en ecuacio´n para los problemas de las cuerdas vibrantes, del
hilo pesante, del movimiento de la atmo´sfera, de la resistencia y del flujo de los
fluidos; me´todo que le permitio´ obtener el t´ıtulo de fundador de la teor´ıa de ecuacio-
nes diferenciales parciales, gracias a su esmero por integrar las ecuaciones obtenidas.
Uno de los objetivos del presente trabajo, es mostrar la lucidez con que D’Alembert
plantea y resuelve la EDP correspondiente al problema de las cuerdas vibrantes. El
primer cap´ıtulo da fe de ello, pero va ma´s alla´, pues intenta describir el pensamiento
de D’Alembert, su postura sobre las soluciones de una EDP, que para e´l, siempre
estara´n ligadas a las caracter´ısticas f´ısicas del problema.
D’Alembert ha´bilmente logro´ concluir que la EDP que gobierna la dina´mica del
sistema asociado al problema de la cuerdas vibrantes, es
d2y
dx2
=
d2y
dt2
.
A esta ecuacio´n se le conoce como la ecuacio´n de onda o la ecuacio´n de D’Alembert.
A trave´s del texto se usara´ uno u otro nombre, no obstante, preferimos decir la ecua-
cio´n de D’Alembert, para hacer honor a su creador.
La ecuacio´n de D’Alembert de las cuerdas vibrantes ha sido estudiada ampliamen-
te, desde muy diversos a´ngulos, sin embargo no se tiene conocimiento de que se haya
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trabajado desde lo propuesto aqu´ı. Se busca conocer soluciones de la ecuacio´n que
D’Alembert no tuvo en cuenta, por el significado que ten´ıa para e´l resolver una EDP.
Para hallar dichas soluciones, entramos en la teor´ıa de grupos de Lie, desarrollan-
do una completa aplicacio´n de esta teor´ıa a la ecuacio´n de onda. Para ello exponemos
de forma expl´ıcita como se obtienen los respectivos grupos de simetr´ıa de la ecua-
cio´n; calculamos los generadores infinitesimales del grupo, el a´lgebra de Lie asociada
a dicho grupo, y por u´ltimo las soluciones invariantes con respecto a cada grupo
uniparame´trico.
El segundo cap´ıtulo es dedicado a los conceptos generales de la teor´ıa de Lie,
all´ı se dan las bases para el desarrollo de la misma. En el tercero, el objetivo general
es encontrar los grupos de simetr´ıa de la ecuacio´n de onda y los generadores infini-
tesimal de dichos grupos, utilizamos la fo´rmula de prolongacio´n.
En el cuarto apartado se busca analizar el a´lgebra de Lie asociada a la ecuacio´n
de D’Alembert; se exponen varios resultados de forma clara, sobre la estructura for-
mada como espacio vectorial por los generadores infinitesimales.
Tratando de comparar, o mejor complementar, lo hecho por D’Alembert, con los
alcances que tiene una teor´ıa ma´s actual, como lo es la teor´ıa de Lie, se termina
encontrando varias soluciones de la ecuacio´n de onda. Pudimos haber encontrado
familias de estas soluciones, pero limitamos el trabajo solo a encontrar soluciones
invariantes para grupos uniparame´tricos.
Cap´ıtulo 1
D’Alembert y el problema de las
cuerdas vibrantes
1.1. Introduccio´n
Ma´s alla´ de exponer algunos aportes de suma importancia de D’Alembert para
el desarrollo de las ecuaciones diferenciales parciales y de la matema´tica en general,
dos hechos significativos motivan el presente cap´ıtulo. El primero es el objetivo de
mostrar la manera novedosa e ingeniosa como D’Alembert plantea y resuelve el pro-
blema de las cuerdas vibrantes.
El segundo hecho notable es el de analizar el pensamiento de D’Alembert, al fin
y al cabo es su enfoque f´ısico-matema´tico que lo llevo´ a resolver la primera ecuacio´n
diferencial parcial, el que motivo´ la realizacio´n del presente trabajo.
1.2. Formulaciones de una ecuacio´n diferencial par-
cial
Debemos tener en cuenta que la designacio´n de ecuaciones diferenciales parciales
no se encuentra presente en los trabajos de D’Alembert, en sus tratados, memorias
o contribuciones en La Enciclopedia.
Fue tan solo hacia 1770 con los trabajos de Condorcet, Lagrange y Laplace,
cuando aparecio´ la nominacio´n de ecuaciones diferenciales parciales; hablamos de
los trabajos de Condorcet, tratado Del ca´lculo integral y Memoria sobre las ecua-
ciones diferenciales parciales, la memoria de Lagrange, Sobre la integracio´n de las
ecuaciones diferenciales parciales de primer orden, y el art´ıculo de Laplace, Investi-
gacio´n sobre el ca´lculo integral de diferenciales parciales.
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Pero esta terminolog´ıa aunque bastante cercana a la nuestra, no tiene el mismo
aspecto bajo el cual las EDP1 aparecen en esta e´poca.
Podemos distinguir tres tipos de formulacio´n de una ecuacio´n diferencial parcial:
EDP en su formulacio´n moderna, sistema de EDP de primer orden y sistema de
formas diferenciales completas. La figura 1 muestra un esquema de las tres formu-
laciones relativas al problema de las cuerdas vibrantes.
La equivalencia entre las tres formulaciones de una EDP es garantizada por el uso
repetido del criterio de Euler, que afirma2,
dp
dt
=
dq
dx
si y solo si p(x, t)dx+ q(x, t)dt
es una diferencial completa, o en te´rminos actuales, una diferencial exacta.
EDP
Formulacio´n
moderna
∂2y
∂x2
=
∂2y
∂t2
⇐⇒
Sistema de EDP de
primer orden
Si p = dydt y q =
dy
dx ,
como las derivadas mixtas
son iguales, entonces
dp
dx =
dq
dt ; por otro lado,
d2y
dx2
= d
2y
dt2
, implica
dp
dt =
dq
dx . As´ı obtenemos el
sistema:{
dp
dx =
dq
dt ,
dp
dt =
dq
dx .
⇐⇒
Sistema de formas
diferenciales completas
Por definicio´n de p y de q
resulta que pdt+qdx = dy;
por otro lado, dpdt =
dq
dx ,
lo que implica,
pdx + qdt = du. As´ı obte-
nemos el sistema:{
dy = pdt+ qdx,
du = pdx+ qdt.
Figura 1. Las tres formulaciones de una EDP.
La importancia de la equivalencia entre las tres formulaciones, radica en que
corresponde a una v´ıa para integrar una EDP.
1En este texto se utilizara´ la abreviacio´n EDP para designar una ecuacio´n diferencial parcial.
2Como se hac´ıa en la e´poca de Euler, denotamos el operador diferenciacio´n por la letra d, en
lugar de la notacio´n moderna ∂.
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Los tres tipos de formulacio´n aparecen simulta´neamente en la obra de D’Alembert;
cuando tratemos el tema de puesta en ecuacio´n del problema de las cuerdas vibran-
tes, veremos una mejor ilustracio´n del papel y el empleo del criterio de Euler.
Por ahora describiremos, en te´rminos actuales en que consiste el criterio de
Euler.
Definicio´n 1.1. Dada una funcio´n f(x, t), definimos la diferencial completa o total
de f como
df =
∂f
∂x
dx+
∂f
∂t
dt,
donde dx y dt son nu´meros cualesquiera llamados incremento en x e incremento en
t respectivamente.
De igual modo, la diferencial completa de f puede ser definida por una expresio´n
de la forma
p(x, t)dx+ q(x, t)dt,
donde p =
∂f
∂x
y q =
∂f
∂t
.
Si bien la diferencial completa de f(x, t) siempre viene definida por una expresio´n
de la forma p(x, t)dx + q(x, t)dt, el rec´ıproco no es necesariamente cierto, es decir,
una expresio´n diferencial de la forma p(x, t)dx+ q(x, t)dt puede no ser la diferencial
completa de una funcio´n f(x, t).
Definicio´n 1.2. Se dice que una expresio´n diferencial de la forma
p(x, t)dx+ q(x, t)dt,
es exacta si y solo si esta define la diferencial completa de una funcio´n de variables
x y t.
De igual manera, se dice que la ecuacio´n diferencial p(x, t)dx + q(x, t)dt = 0 es
exacta si el miembro izquierdo de la ecuacio´n es una expresio´n diferencial exacta.
Condiciones necesarias y suficientes bajo las cuales una ecuacio´n diferencial es
exacta, son dadas por el siguiente teorema.
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Teorema 1.1 (Teorema del criterio de Euler). Una ecuacio´n diferencial
p(x, t)dx+ q(x, t)dt = 0,
es exacta si y solo si
∂p
∂t
=
∂q
∂x
,
donde las funciones definidas por p(x, t) y q(x, t), y las derivadas parciales
∂p
∂t
,
∂p
∂x
,
∂q
∂x
y
∂q
∂t
existen y son continuas en una regio´n simplemente conexa S, en el plano.
Demostracio´n. ⇒) Si la ecuacio´n diferencial q(x, t)dx+ p(x, t)dt = 0 es exacta, por
definicio´n existe una funcio´n f(x, t) tal que,
p(x, t) =
∂
∂x
f(x, t) y q(x, t) =
∂
∂t
f(x, t).
Como
∂p
∂t
=
∂
∂t
(
∂
∂x
f(x, t)
)
y
∂q
∂x
=
∂
∂x
(
∂
∂t
f(x, t)
)
por hipo´tesis existen
y son continuas en una regio´n S, por el teorema de Clairaut (de derivadas mixtas),
∂
∂t
(
∂
∂x
f(x, t)
)
=
∂
∂x
(
∂
∂t
f(x, t)
)
,
es decir,
∂p
∂t
=
∂q
∂x
,
para todo (x, t) ∈ S.
⇐) Suponemos ahora que tenemos la ecuacio´n diferencial p(x, t)dx+q(x, t)dt = 0,
donde por hipo´tesis p(x, t), q(x, t),
∂p
∂t
y
∂q
∂x
son continuas en una regio´n S, con
∂p
∂t
=
∂q
∂x
.
Se debe encontrar una funcio´n f(x, t) que cumpla con:
∂
∂x
f(x, t) = p(x, t) y
∂
∂t
f(x, t) = q(x, t).
Al integrar
∂
∂x
f(x, t) = p(x, t) con respecto a x, obtenemos
f(x, t) =
∫ x
x0
p(x, t)dx+ g(t);
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observar que la constante de integracio´n es constante con respecto a x, es decir, es
una funcio´n de t, que se ha denotado por g(t).
Por otra parte como q(x, t) =
∂
∂t
f(x, t), entonces
q(x, t) =
∂
∂t
(∫ x
x0
p(x, t)dx+ g(t)
)
=
∂
∂t
∫ x
x0
p(x, t)dx+ g′(t)
=
∫ x
x0
∂
∂t
p(x, t)dx+ g′(t).
La u´ltima igualdad es va´lida ya que, por hipo´tesis, p(x, t) es continua.
Ahora utilizando el hecho
∂p
∂t
=
∂q
∂x
, tenemos que
q(x, t) =
∫ x
x0
∂
∂t
p(x, t)dx+ g′(t)
=
∫ x
x0
∂
∂x
q(x, t)dx+ g′(t)
= q(x, t)− q(x0, t) + g′(t);
as´ı, se puede concluir que, q(x0, t) = g
′(t).
Al integrar esta u´ltima ecuacio´n con respecto a t, tenemos∫ t
t0
q(x0, t)dt = g(t).
Luego la funcio´n buscada debe cumplir
f(x, t) =
∫ x
x0
p(x, t)dx+
∫ t
t0
q(x0, t)dt.
La hipo´tesis del teorema me garantiza que p(x, t) y q(x, t) esta´n definidas y son
continuas en una regio´n simplemente conexa S y adema´s que [x0, y0]× [x, y] ⊆ S, lo
cual me permite llevar a cabo la integracio´n, que es la u´nica exigencia para que la
funcio´n buscada f(x, t) exista3.
3De aqu´ı en adelante durante el primer cap´ıtulo volvemos a usar la notacio´n habitual del siglo
XVIII para el operador diferenciacio´n, es decir, utilizamos la letra d, en lugar de la notacio´n
moderna ∂.
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Este teorema fue enunciado por Euler el 12 de julio de 1734, en dos memorias
presentadas a la Academia de Ciencias de San Petersburgo, publicadas en 1740.
Independientemente Clairaut, sin conocimiento de los trabajos de Euler, propu-
so el mismo criterio en los an˜os 1739 y 1740, en dos memorias publicadas en los
volu´menes de las Memorias de la Academia Real de Ciencias de Par´ıs. Por otro la-
do, el 4 de marzo de 1739, mismo d´ıa de la lectura por Clairaut del primero de estos
dos escritos delante de la Academia, Fontaine presento´ tambie´n una demostracio´n
escrita de este criterio para formas diferenciales de dos y tres variables.
Aunque el teorema fue utilizado como una equivalencia en el siglo XVIII, algunos
historiadores como S. Engelsman, afirman que las pruebas dadas en esa e´poca son
bastante discutibles.
1.3. El problema de las cuerdas vibrantes
El primer estudio de D’Alembert acerca del problema de las cuerdas vibrantes
reposa en las Memorias de la Historia de la Academia de Ciencias y Bellas Letras de
Berl´ın en los an˜os 1747 y 1750. Antes de estas Memorias, las investigaciones sobre
este problema no tienen mayores logros.
A principios del siglo XVII las investigaciones conciernen esencialmente al ca´lcu-
lo del tiempo de vibracio´n de una cuerda tendida fija en los extremos. Hacia 1713,
Brook Taylor acude al ca´lculo diferencial, pero con funciones de una sola variable
que expresaban la curva de la cuerda en el curso de sus oscilaciones.
Fue D’Alembert quien establecio´ y resolvio´ en sus investigaciones de 1747, las
ecuaciones diferenciales parciales, me´rito que no lograron ni Jean Bernoulli, ni
Euler; aunque debemos decir que estos u´ltimos se acercaron bastante.
En la Memoria de la Historia de la Academia de Ciencias y Bellas Letras de
Berl´ın, titulada Investigacio´n sobre la curva que forma una cuerda tendida puesta
en vibracio´n, del an˜o 1747, es donde D’Alembert muestra que contrariamente a lo
que hab´ıa pretendido Taylor, la cuerda no forma necesariamente una sinusoide a
cada instante; D’Alembert pretende dar una solucio´n ma´s general ayudado por una
funcio´n en dos variables.
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1.3.1. Nocio´n del te´rmino Resolver en D’Alembert
Para D’Alembert la palabra Resolver tiene un sentido especial en toda su obra,
diferente al que le damos hoy en d´ıa; e´l lo emplea particularmente para los problemas
de naturaleza f´ısico-matema´tica.
Por ejemplo, para el problema de las cuerdas vibrantes e´l toma en consideracio´n
caracter´ısticas f´ısicas relativas al sistema inicial y al comportamiento en las fronte-
ras. Estas consideraciones traducidas al lenguaje matema´tico se convierten en las
ecuaciones complementarias.
Para lograr entender el te´rmino Resolver en D’Alembert, debemos comprender
la articulacio´n de su pensamiento al relacionar las ecuaciones complementarias con
las ecuaciones diferenciales parciales, an˜adiendo las primeras a las segundas; con-
formando as´ı, un conjunto de ecuaciones con las cuales busca solucionar el problema.
Por lo tanto todo el proceso abarcado por el te´rmino Resolver en la obra de
D’Alembert, se ve reflejado por la sucesio´n de las tres fases siguientes:
Una primera fase de puesta en ecuacio´n que consiste en la traduccio´n del com-
portamiento dina´mico del sistema en forma de EDP, a trave´s de la aplicacio´n
de los principios de meca´nica.
Una segunda fase de integracio´n de la EDP en la cual D’Alembert parte de la
EDP por s´ı sola y alcanza una nueva expresio´n general formada de funciones
arbitrarias; esto lo hace con ayuda del criterio de Euler.
Una tercera fase donde D’Alembert considera las condiciones f´ısicas del sistema
que esta´ estudiando; en esta etapa son an˜adidas las ecuaciones complementa-
rias a la expresio´n general que emana de la fase de integracio´n.
El esquema del proceso anterior es resumido en la figura 2.
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Problema f´ısico
↓ Primera fase: Puesta en ecuacio´n
EDP (Utilizacio´n del criterio de Euler)
↓ Segunda fase: Integracio´n
Expresio´n general de la EDP con ayuda de las funciones arbitrarias
↓ Tercera fase: Tener en cuenta las caracter´ısticas
f´ısicas del problema
Solucio´n o condiciones que permiten resolver el problema
Figura 2. El enfoque de D’Alembert para Resolver un problema donde interviene una
EDP.
Miremos a continuacio´n co´mo actu´a el enfoque de D’Alembert, en sus tres fases,
para Resolver el problema de las cuerdas vibrantes.
1.3.2. Puesta en ecuacio´n
El planteamiento del problema consiste en considerar una cuerda de longitud a,
fija en sus dos extremos A y B. Puesta en movimiento, se trata de determinar la
funcio´n que da la ordenada, es decir la excursio´n de cada punto de la cuerda de
abscisa x, a cada instante t; se puede observar la figura 3, para un mejor entendi-
miento.
Figura 3. Cuerda AMB, fija en sus dos extremos A y B.
Considerando tres tipos de condiciones iniciales, el problema en D’Alembert surge
bajo las siguientes formas:
La cuerda es apartada de su posicio´n rectil´ınea en t = 0 y soltada sin velocidad
inicial, es el caso de la cuerda ajustada (pellizcada).
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La cuerda esta´ en estado rectil´ıneo en t = 0 y una velocidad inicial le es
inyectada, es el caso de la cuerda golpeada.
Es un caso mixto donde ni las ordenadas ni las velocidades iniciales son nulas.
En cada caso, D’Alembert da una construccio´n geome´trica que permite deducir
la curva formada por la cuerda en cada instante t, de su forma inicial o de la curva
de las velocidades iniciales.
D’Alembert utiliza la hipo´tesis de pequen˜as vibraciones para poner en ecuacio´n el
movimiento de la cuerda; esa hipo´tesis le permite confundir la abscisa curvil´ınea s y
la abscisa x; establece enseguida una relacio´n entre la fuerza retardatriz que anima
cada porcio´n infinitesimal de la cuerda y los te´rminos d
2y
dx2
y d
2y
dt2
.
Por lo tanto, concluye despue´s de la simplificacio´n, la EDP que gobierna la dina´mi-
ca del sistema:
d2y
dx2
=
d2y
dt2
.
Cabe anotar que en esta fase D’Alembert tuvo e´xito, do´nde varios de sus prede-
cesores hab´ıan fracasado.
1.3.3. Fase de integracio´n
Para integrar la ecuacio´n anterior, D’Alembert pone p = dy
dt
y q = dy
dx
, lo que
implica dp
dx
= dq
dt
, ya que d
2y
dxdt
= d
2y
dtdx
; por otro lado d
2y
dx2
= d
2y
dt2
, implica dp
dt
= dq
dx
.
As´ı obtiene el sistema de EDP de primer orden{
dp
dx
= dq
dt
,
dp
dt
= dq
dx
.
Aplicando el criterio de Euler, D’Alembert encontro´ que existen dos funciones
u(x, t) y y(x, t) que verifican el sistema de diferenciales completas{
dy = pdt+ qdx,
du = qdt+ pdx.
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Sumando y restando estas dos expresiones tenemos:{
dy + du = (p+ q)(dt+ dx),
dy − du = (p− q)(dt− dx).
La integracio´n de ambos diferenciales da entonces{
y + u = Φ(x+ t),
y − u = ∆(x− t).
Donde Φ y ∆ corresponden a funciones arbitrarias, es decir funciones cualesquie-
ra de una variable. Esta definicio´n, es similar a la de las constantes arbitrarias que
aparecen al momento de integrar ecuaciones diferenciales ordinarias.
Al sumar en el anterior sistema resulta la expresio´n:
y =
Φ(x+ t) + ∆(x− t)
2
.
En realidad D’Alembert alcanza una expresio´n general, donde el 2 que resulta de
la adicio´n es directamente incorporado en las funciones arbitrarias, Φ y ∆; as´ı una
nueva formulacio´n de la EDP d
2y
dx2
= d
2y
dt2
corresponde a:
y = Φ(x+ t) + ∆(x− t).
1.3.4. Consideraciones f´ısicas - ecuaciones complementarias
Al observar el problema desde un punto de vista f´ısico, ya que los extremos A y
B se encuentran fijos, tenemos las siguientes ecuaciones complementarias:{
y(0, t) = 0 pues A es fijo,
y(a, t) = 0 pues B es fijo.
De la primera ecuacio´n se obtiene
y(0, t) = Φ(t) + ∆(−t) = 0;
entonces
Φ(t) = −∆(−t);
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as´ı podemos escribir
y(x, t) = Φ(x+ t) + ∆(x− t);
como
y(x, t) = Φ(x+ t)− Φ(t− x),
de la segunda ecuacio´n se tiene
y(a, t) = Φ(a+ t)− Φ(t− a) = 0,
luego
Φ(a+ t) = Φ(t− a),
lo que implica que Φ es una funcio´n 2a-perio´dica.
D’Alembert en la Memoria 1 de sus Opu´sculos se enfoca en el problema de la
cuerda ajustada, en este caso la cuerda puede ser representada en t = 0 por la fun-
cio´n no nula y(x, 0) y una velocidad inicial dy
dt
(x, 0) = 0.
Esta segunda caracter´ıstica f´ısica implica la paridad de la derivada de la funcio´n
Φ, ya que
dy
dt
(x, 0) = Φ′(x)− Φ′(−x) = 0,
y por consiguiente la imparidad de Φ, pues al integrar
0 = Φ(x) + Φ(−x);
remplazando en
y(x, t) = Φ(x+ t)− Φ(t− x),
la solucio´n general puede entonces escribirse
y(x, t) = Φ(x+ t) + Φ(x− t);
para t = 0
y(x, 0) = Φ(x) + Φ(x) = 2Φ(x).
Teniendo en cuenta esta u´ltima ecuacio´n y el hecho que Φ es 2a-perio´dica e impar,
vemos que Φ esta´ totalmente determinada por la posicio´n de la cuerda en el instante
t = 0 sobre el intervalo [0, a]. Observamos un caso muy particular de una solucio´n
expl´ıcita lograda por D’Alembert, gracias a su entendimiento de las condiciones f´ısi-
cas del problema.
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1.4. Interaccio´n entre las EDP y las ecuaciones
complementarias
En el siglo XVIII , la cuestio´n de la enumeracio´n de las condiciones necesarias
para la solucio´n de problemas en los que intervienen EDP, no es para nada clara;
este problema es bien delicado, depende de la estructura de las EDP, del nu´mero de
variables y de su orden. Esto llevo´ a que a finales de siglo surgieran muchos interro-
gantes y por lo tanto grandes investigaciones de Laplace, Monge y otros.
Para D’Alembert por su parte, como ya lo mencionamos, el concepto de Resolver
envuelve todo un proceso en el cual las ecuaciones complementarias que surgen de
la interpretacio´n f´ısica del problema, juegan un papel fundamental en la bu´squeda
de soluciones; e´l parece considerar las EDP y las ecuaciones complementarias con
el mismo estatuto. Es por eso por lo que utilizamos el te´rmino ecuaciones comple-
mentarias y la razo´n de que en ningu´n momento hablamos de condiciones iniciales
o condiciones a los l´ımites.
Inclusive D’Alembert se sirve de las ecuaciones complementarias, como lo vere-
mos ma´s adelante, para defender su idea de que la funcio´n Φ que interviene en la
solucio´n del problema de la cuerda vibrante, y(x, t) = Φ(x+ t) + Φ(x− t), no debe
cambiar de expresio´n, o ma´s au´n para enunciar lo que llamaremos el postulado de
la permanencia de la forma.
1.4.1. Caracterizacio´n del enfoque de D’Alembert
La disposicio´n por parte de los matema´ticos de los teoremas de existencia y uni-
cidad desde principios del siglo XIX, no significo´ el uso inmediato de los mismos; no
fue si no hasta el surgimiento de los me´todos de solucio´n aproximada de una EDP,
cuando se hizo indispensable el conocimiento a priori de la existencia y la unicidad
de la solucio´n y estos teoremas tomaron un verdadero intere´s.
Antes, el enfoque general tomado por los matema´ticos segu´ıa las mismas tres
etapas del proceso Resolver en D’Alembert, en cada una de ellas se acud´ıa a herra-
mientas diferentes del a´lgebra o la geometr´ıa, especialmente para los problemas que
pueden resolverse expl´ıcitamente como en el caso de las cuerdas vibrantes.
Si se habla de unicidad o existencia de la solucio´n de una EDP, el concepto ma-
nipulado por D’Alembert no es equivalente al que se maneja hoy en d´ıa, aunque
este ciertamente es el gestor del concepto moderno. La existencia y la unicidad
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en D’Alembert son ante todo f´ısicas; desde luego, hay la existencia y la unicidad
matema´ticas, pero ellas esta´n supeditadas en gran parte de la investigacio´n de
D’Alembert a no obstaculizar la solucio´n para el problema por resolver, como lo
muestra su postulado de permanencia de la forma.
Unicidad
El cara´cter u´nico de una solucio´n en D’Alembert principalmente emerge de un
determinismo f´ısico, dado por las siguientes consideraciones:
la comprobacio´n de que un feno´meno f´ısico preciso se produce;
la intuicio´n de los factores que determinan este feno´meno, es decir, lo que hace
que un feno´meno se produzca en vez de otro.
La primera consideracio´n podr´ıa ser calificada como un argumento emp´ırico y la
segunda depende de intuiciones que conciernen a las ecuaciones complementarias,
su nu´mero y su naturaleza.
As´ı, la unicidad de la solucio´n en D’Alembert surge de una forma de
determinismo f´ısico asociado a la naturaleza f´ısico-matema´tica de sus investigaciones.
Existencia o posibilidad de determinar la solucio´n
Al igual que en el caso de la unicidad, las consideraciones f´ısicas son preponderan-
tes para la existencia; el hecho de que un feno´meno tenga lugar es garant´ıa absoluta
de la existencia de una solucio´n, segu´n el mismo D’Alembert.
Desde 1750, en sus estudios sobre las cuerdas vibrantes, D’Alembert frecuente-
mente repet´ıa:
“ en la mayor´ıa de los casos el problema no podra´ ser resuelto, y sobrepasa
las fuerzas del ana´lisis conocido. ”
Lo que nos hace ver que e´l era consciente de que una solucio´n pod´ıa existir, sin
que se tuvieran a mano herramientas suficientes para dar con esta de forma expl´ıcita.
Es as´ı como contrariamente a los matema´ticos de hoy, D’Alembert no se interesa
por la existencia abstracta de una solucio´n, sino ma´s bien por la posibilidad de en-
contrar una solucio´n expl´ıcita o anal´ıtica4, es decir si se logra la obtencio´n de una
fo´rmula o de una ecuacio´n, acorde con los datos mismos del problema y los me´todos
4Una solucio´n anal´ıtica es la que se expresa por medio de funciones usuales, no se debe confundir
con funcio´n anal´ıtica, que como se sabe, es la que se desarrolla localmente en una serie entera
convergente.
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propuestos van encaminados u´nicamente a la bu´squeda de este tipo de solucio´n.
Para resumir se puede decir que la posibilidad de resolver se da en dos sen-
tidos, que no se excluyen mutuamente y necesariamente no son distinguidos por
D’Alembert:
la capacidad de resolver con las herramientas puestas a disposicio´n por el
ana´lisis del momento,
la posibilidad de dar en forma expl´ıcita la solucio´n con la ayuda de funciones
hoy conocidas como usuales.
Y se tendra´ imposibilidad de resolver cuando:
el ana´lisis se revela incompetente. Es el caso de irregularidad en las ecuaciones
complementarias, o de la incompatibilidad de estas ecuaciones con EDP;
no existe una solucio´n que pueda ser expresada con la ayuda de funciones
usuales.
Aun cuando D’Alembert no se preocupa por la existencia de una solucio´n que e´l
no pueda determinar, tampoco duda en considerar estrategias alternativas cuando
las propias no dan los resultados esperados.
Por ejemplo cuando se enfrenta a situaciones delicadas en el problema de las
cuerdas vibrantes, desde 1747, D’Alembert explica que:
“ no hay otra cosa que hacer en absoluto, que buscar el movimiento de
la cuerda, vie´ndola como un compuesto de un gran nu´mero de puntos,
unidos por hilos extensibles. ”
Esta estrategia es utilizada por D’Alembert para cualquier caso simple y tambie´n
por Lagrange, en la memoria, Investigaciones sobre la naturaleza y la propagacio´n
del sonido, de 1759.
1.5. La huella de D’Alembert en la nocio´n de fun-
cio´n
A. Youschkevitch en su art´ıculo El concepto de funcio´n hasta mediados del siglo
XIX, hace la siguiente afirmacio´n:
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“ La palabra funcio´n aparece por primera vez en camino hacia la acep-
cio´n actual en los manuscritos de Leibniz, del an˜o 1673 y surge fuerte-
mente en la correspondencia Leibniz-Jean Bernoulli (de 1694 a 1698).
”[Youschkevitch 1981, p. 30-31]
El desarrollo ma´s significativo en el concepto de funcio´n es la obra Introduccio´n
al ana´lisis de los infinitos de 1748, en la cual Leonhard Euler comienza por definir no-
ciones como, constantes y variables: segu´n e´l la primera hace
referencia a una cantidad definida que siempre toma el mismo valor, en cambio
la segunda hace referencia a una cantidad indeterminada.
As´ı, Euler en un primer tiempo, afirma que: “ Una funcio´n de cantidad
variable es una expresio´n anal´ıtica compuesta de alguna manera, de esta cantidad y
de nu´meros o de cantidades constantes ”.
De igual modo menciona que toda expresio´n anal´ıtica puede ser expresada por
medio de una serie infinita de la forma
Azα +Bzβ + Czγ + ...
donde los exponentes α, β, γ, ... designan un nu´mero cualquiera.
D’Alembert en cambio, en una primera etapa5, influenciado seguramente por la
tradicio´n establecida desde los tiempos de Leibniz, considera tan solo funciones a
las expresiones anal´ıticas formadas mediante los procesos del a´lgebra y el ca´lculo
infinitesimal.
En este estudio parcial sobre la nocio´n de funcio´n en el siglo XVIII y el debate
de la naturaleza de las funciones arbitrarias, mostraremos un poco como el enfoque
de D’Alembert frente a las EDP, fuertemente anclado en un marco fisicomatema´ti-
co, pudo tener repercusiones aparte del solo ca´lculo de las ecuaciones diferenciales
parciales.
1.5.1. Nocio´n de continuidad y discontinuidad (Siglo XVIII)
La continuidad en el sentido de D’Alembert, Euler y dema´s contempora´neos, sig-
nifica invariabilidad, inmutabilidad de la ley de la ecuacio´n que determina la funcio´n
sobre todo el dominio de los valores de la variable, mientras que la discontinuidad de
una funcio´n significa un cambio de la ley anal´ıtica, la existencia de leyes diferentes
5Se dice que en una primera etapa, porque como veremos ma´s adelante, hubo una evolucio´n en
el pensamiento de D’Alembert.
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sobre dos o ma´s intervalos de su dominio.
Euler explica que las curvas discontinuas, son compuestas de partes continuas,
por esta razo´n son tambie´n llamadas mixtas o irregulares; por ejemplo las que hoy
conocemos como funciones a trozos, que en realidad en el sentido moderno son con-
tinuas, pero con derivada discontinua.
1.5.2. Permanencia de la forma (continuidad) - saltos de
curvatura
En el an˜o de 1761, en la Memoria 1 de sus Opu´sculos, sobre el problema de las
cuerdas vibrantes, D’Alembert sostiene con firmeza que para que pueda haber una
solucio´n, la funcio´n arbitraria Φ que interviene en la solucio´n
y(x, t) = Φ(x + t) + Φ(x − t), de ningu´n modo debe cambiar de forma, es decir
de expresio´n.
Ma´s tarde, en el an˜o de 1768, en un suplemento de la Memoria 25, con el fin de
demostrar que Φ no debe cambiar de forma, D’Alembert expone una variacio´n del
problema de las cuerdas vibrantes, dejando las extremidades de la cuerda mo´viles a
partir de t > 0.
Veamos como razona, dadas las siguientes ecuaciones complementarias:
y(0, 0) = 0, y(a, 0) = 0,
y(x, 0) = Φ(x) sobre[0, a],
dy
dt
(x, 0) = 0.
Reemplazando la u´ltima relacio´n en la solucio´n general6
y = ϕ(x+t)+∆(x−t)
2
de la ecuacio´n d
2y
dx2
= d
2y
dt2
, entonces tenemos
ϕ′(x) = ∆′(x),
integrando,
ϕ(x) = ∆(x) + k, para k constante arbitraria.
Al incluir la constante k en las funciones arbitrarias, podemos escribir la solucio´n
general como:
6Nosotros aqu´ı distinguimos de, Φ(x) = y(x, 0), la forma inicial de la curva sobre [0, a], y ϕ,
una de las dos funciones arbitrarias al igual que ∆, salidas de la integracio´n de d
2y
dx2 =
d2y
dt2 . Despue´s
de los ca´lculos, ϕ sera´ identificado como Φ.
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y =
ϕ(x+ t) + ϕ(x− t)
2
.
Tan pronto esta expresio´n es obtenida, D’Alembert piensa inmediatamente que
la solucio´n que obtuvo es
y =
Φ(x+ t) + Φ(x− t)
2
.
D’Alembert aqu´ı comete un error al pensar que puede disponer de una solucio´n
perfectamente determinada, aun privado de algunas de sus ecuaciones complemen-
tarias.
Como se perdio´ la periodicidad y la imparidad de la funcio´n al permitir la movili-
dad de los extremos de la cuerda, ella es entonces conocida y determinada u´nicamen-
te sobre el intervalo [0, a], luego la expresio´n no representa una solucio´n determinada
del problema gobernado por la ecuacio´n.
Da´ndonos cuenta de su error, nos preguntamos entonces, ¿ cua´les pueden ser las
razones que posee D’Alembert para sostener la determinacio´n de su solucio´n ?
En la siguiente cita del an˜o 1768 podr´ıa estar la respuesta,
“ Si en esta ecuacio´n y = Φ(x+t)+Φ(x−t)
2
, se permitiera hacer un cambio de
forma a las funciones Φ(x+ t) y Φ(x− t), el problema tendra´ un nu´mero
infinito de posibles soluciones. Porque continuando la curva inicial (cuya
ecuacio´n es y = Φ(x)) ma´s alla´ de los dos puntos extremos, y da´ndole
la forma que se quiera, sin sujetarse a la ecuacio´n y = Φ(x), satisfacen
la ecuacio´n y = Φ(x + t) + Φ(x − t) en la cual Φ(x) cambia de forma
a voluntad, ma´s alla´ de los dos extremos de la cuerda, sin embargo es
evidente por la naturaleza de la cuestio´n que el problema puede tener
so´lo una solucio´n, y que la posicio´n inicial de todos los puntos esta´ dada,
el movimiento de todos estos puntos es determinado y u´nico. ”
Todo lo hecho anteriormente por D’Alembert es con el u´nico fin de mostrar que
la funcio´n arbitraria Φ debe ser representada por una sola y misma ecuacio´n sobre
toda su extensio´n; se dira´ entonces que sigue el postulado permanencia de la forma
o que es una funcio´n continua, para la e´poca es lo mismo.
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1.5.3. La controversia sobre el problema de las cuerdas
vibrantes
Euler poco despue´s de leer los primeros escritos publicados por D’Alembert
dedicados al problema de las cuerdas vibrantes, sen˜ala con respecto a estos el aprecio
por el me´todo utilizado, sin embargo se encuentra en desacuerdo con e´l, en cuanto
a la naturaleza de las funciones admitidas en las condiciones iniciales (y, por con-
siguiente, en la solucio´n del problema); Euler no restringe para nada las funciones
arbitrarias y considera todo tipo de curvas complementarias.
D’Alembert discrepaba de Euler y en 1755, en una parte de la memoria 1 de sus
Opu´sculos, resume la disputa con las siguientes palabras:
“ Nos diferenciamos del Sen˜or Euler respecto de esta ecuacio´n
[y = Φ(x+ t) + Φ(x− t)]. Hay una construccio´n que e´l pretende aplicar
a todo tipo de curvas; he argumentado que esta ecuacio´n no se puede
aplicar a ciertas curvas, y en otros casos la solucio´n anal´ıtica rigurosa
del problema es imposible. ”
Para demostrar que las funciones arbitrarias, 2a-perio´dicas e impares definidas
sobre (−∞,∞) con “ saltos de curvatura ”, deben ser excluidas del conjunto de
soluciones admisibles, D’Alembert dedico´ una parte importante de su Memoria 1, la
cual se divide en dos etapas:
En la primera etapa muestra que la curva inicial no debe hacer “ saltos de cur-
vatura ”; las razones evocadas para apoyar este criterio son de tres naturalezas:
Tipo anal´ıtico: las diferenciales segundas en x que intervienen en la ecuacio´n
que rige el feno´meno, d
2y
dx2
= d
2y
dt2
, no pueden ser calculadas para los puntos que
presentan un “ salto de curvatura ”;
Tipo f´ısico: la determinacio´n de la fuerza aceleradora, atada a esta diferencial
segunda, presenta la misma dificultad;
Tipo metaf´ısico: aunque no sea general, la ley de continuidad, segu´n la cual
“ la naturaleza de la fuerza aceleratriz crece o decrece suavemente y no preci-
pitadamente, ni por saltos ”debe ser aplicada en este caso.
En la segunda etapa trata de probar que la ausencia de “ saltos de
curvatura ”de Φ, equivale a que la funcio´n este´ sujeta a una misma ley, es decir
1.5. LA HUELLA DE D’ALEMBERT EN LA NOCIO´N DE FUNCIO´N 19
que siga el postulado de la permanencia de la forma, que fue estudiado anteriormen-
te.
En el caso de que Φ no responda a las exigencias requeridas, la situacio´n sobre-
pasa las fuerzas del ana´lisis conocido, segu´n D’Alembert.
Autores contempora´neos a D’Alembert de los ma´s importantes, intervinieron tam-
bie´n en dicha pole´mica: Daniel Bernoulli, Lagrange, Laplace, Monge, Condorcet y
otros ma´s, tomaron parte; unos apoyaban a Euler, otros a D’Alembert y otros ten´ıan
su propio punto de vista.
Sin embargo los resultados obtenidos en el siglo XVIII no fueron definitivos, mu-
chos de estos autores presentaban resultados incorrectos, aunque en sus principales
aseveraciones se puede decir que ten´ıan razo´n si los juzgamos con los conocimientos
de la e´poca.
Sin duda alguna, esta controversia represento´ una gran importancia para el desa-
rrollo de las bases metodolo´gicas del ana´lisis matema´tico y el progreso de la f´ısica
matema´tica.
Al introducir las funciones discontinuas, Euler comprendio´ que hab´ıa dado un
paso inmenso; en 1770, consagra un volumen de su obra Instituciones del ca´lculo
integral a las EDP, insistiendo, una vez ma´s, sobre la utilidad de dichas funciones.
Inclusive le escribio´ a D’Alembert diciendo que al no considerar las funciones su-
jetas al postulado de permanencia de la forma, se abre un nuevo campo en el ana´lisis.
1.5.4. La evolucio´n del pensamiento de D’Alembert
Hacia 1780 D’Alembert da sen˜as de un cambio de posicio´n con respecto a su
pensamiento acerca de las funciones discontinuas que pueden intervenir en la solucio´n
de una EDP; para ese entonces, en La Memoria 58 § VI de sus Opu´sculos titulada
Sobre las funciones discontinuas, contempla la EDP dz
dx
+ adz
dy
= 0 y la expresio´n
salida de su integracio´n Φ(ax−y), donde Φ, funcio´n arbitraria, cambia de expresio´n
en c = ax − y y Γ y Ψ representan la primera derivada de Φ antes y despue´s de c
respectivamente. Sobre este problema realiza la siguiente observacio´n:
“ Adema´s, hay algunos casos donde la funcio´n, aunque discontinua,
satisface la ecuacio´n
[
dz
dx
+ adz
dy
= 0
]
. Por ejemplo, si cuando z = [c],
las cantidades Γ y Ψ son iguales, entonces la discontinuidad de la funcio´n
20 CAPI´TULO 1. D’ALEMBERT Y EL PROBLEMA DE LAS CUERDAS VIBRANTES
Φ(ax − y) no le impedir´ıa satisfacer a la ecuacio´n diferencial
propuesta. ”
La anterior afirmacio´n de D’Alembert constituyo´ un primer ejemplo de este cam-
bio de posicio´n, ya que en manuscritos anteriores manten´ıa una posicio´n muy cerrada
que defendio´ por bastante tiempo, al exigir la permanencia de la forma o continuidad
de las funciones, debido especialmente a dos razones:
La primera que lo llevo´ a afirmar que toda funcio´n que cambie de expre-
sio´n debe ser rechazada, consist´ıa en la dificultad de determinar la primera
y segunda derivada de estas funciones. Esto en te´rminos modernos en reali-
dad corresponde ma´s a un problema de la existencia de la derivada que a un
problema de discontinuidad.
La segunda razo´n es de tipo anal´ıtico; D’Alembert considera que va en contra
de los fundamentos del ana´lisis hacer cambio de expresio´n, por ma´s necesidad
que se tenga de la integral de una EDP, ya que al hacerlo se puede aumentar el
nu´mero de soluciones posibles donde el sentido comu´n debido a las restricciones
f´ısicas del problema nos exige que tan solo haya una, adema´s de que los cambios
de expresio´n no son controlables ya que estas nuevas soluciones pueden ser leyes
f´ısicas imposibles.
Nos preguntamos ahora que´ hizo que D’Alembert cambiara de posicio´n en el tiem-
po; aunque no podemos dar una respuesta con certeza, seguramente fue el contraste
entre su enfoque anal´ıtico en el que hab´ıa una gran influencia de consideraciones
f´ısicas y el enfoque algebraico y formal de Condorcet, Lagrange y Laplace o el ma´s
geome´trico de Monge en el tratamiento de las EDP; ellos no tienen en cuenta las
consideraciones f´ısicas en la fase de manipulacio´n de las ecuaciones y ejercen una
gran influencia para el mundo cient´ıfico y en particular en D’Alembert en aquella
e´poca.
As´ı por ejemplo, Condorcet con quien D’Alembert manten´ıa una estrecha rela-
cio´n, en un escrito de 1771 donde considera las EDP como un objeto de estudio
matema´tico independiente de toda consideracio´n f´ısica, dedica una parte al tema de
la continuidad de las funciones arbitrarias; observa que las funciones no deben ser
sometidas al postulado de la permanencia de la forma, en cambio debe haber un
buen empalme en estas funciones.
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De igual forma, Condorcet proporciono´ dos funciones polino´micas a trozos ajus-
tando sus coeficientes para que los valores de las primeras y segundas derivadas
coincidan en los puntos de cambio de expresio´n. Concluye que basta con que una
funcio´n sea continua en cuanto a su descripcio´n y no en cuanto a su ecuacio´n anal´ıti-
ca.
Por otro lado, gracias al enfoque geome´trico, Monge no se preocupa tanto como
sus contempora´neos por los cambios de forma algebraica, pero eso s´ı, siempre en
el enunciado de los problemas que atacaba, precisaba que las funciones adjuntas a
las expresiones de sus condiciones particulares pod´ıan ser continuas o discontinuas.
As´ı el trabajo de Monge no es muy distinto al que realizaba D’Alembert, aunque su
punto de vista si era totalmente diferente.
Una motivacio´n adicional de D’Alembert fue seguramente el pensamiento de La-
place, quien en su Memoria sobre las sucesiones de 1782, adopta un punto de vista
similar a la posicio´n tard´ıa asumida por D’Alembert y all´ı sen˜ala: la ley de conti-
nuidad no parece necesaria ni en las funciones arbitrarias de las integrales de las
ecuaciones diferenciales parciales infinitamente pequen˜as, ni en las construcciones
geome´tricas que representan estas integrales. Laplace fue un reconocido matema´tico
con quien D’Alembert intercambiaba correspondencia.
Ya para 1781, la evolucio´n en el pensamiento de D’Alembert le permitio´ avanzar
en el problema de la propagacio´n del sonido; esta investigacio´n que le causo´ cier-
to pesimismo en el an˜o de 1768, pudo ser completada gracias a nuevas funciones
“ discontinuas ”dadas en la Memoria 59 § VI, Sobre la velocidad del sonido y en esta
ocasio´n sobre el uso de las funciones discontinuas en la solucio´n de este problema
y de los problemas semejantes, donde estudio´ con detalle tales funciones admisibles
en la resolucio´n de una EDP de orden n.
De igual manera D’Alembert entrega una nueva solucio´n para el problema de las
cuerdas vibrantes; esta vez es una funcio´n polinomial por pedazos, funcio´n “ discon-
tinua ”; esto ocurre en La Memoria 59 § VII, titulada Sobre las cuerdas vibrantes,
en el mismo an˜o, 1781.
¿ Sera´ acaso esta posicio´n adoptada por D’Alembert al final de su vida semejante
a la de Euler ?.
Aunque notamos una clara evolucio´n en el pensamiento de D’Alembert al renun-
ciar a su postulado de la permanencia de la forma, nunca dejo´ de exigir la ausencia
de saltos de curvatura en las funciones, es decir, considera funciones bastante pro´xi-
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mas a la nocio´n moderna de clase C2; por lo que no podemos confundir como uno
mismo el pensamiento de los dos sabios en esta materia.
Esto sigue siendo objeto de estudio, ya que hasta los historiadores ma´s ilustrados
en este tema, desconocen o mal interpretan las reflexiones tard´ıas de D’Alembert;
por ejemplo, A. Youschkevitch en su obra El concepto de funcio´n hasta mediados
del siglo XIX y M. Kline en El pensamiento matema´tico de la antigu¨edad a nuestros
d´ıas, observan el cambio de posicio´n que tuvo D’Alembert al final de su vida, pero
cometen el error de no sen˜alar que D’Alembert continu´a exigiendo que las funciones
arbitrarias no deben tener, de ningu´n modo, saltos de curvatura.
Desde una perspectiva moderna el hecho de que D’Alembert siga exigiendo la
ausencia de saltos de curvatura es razonable, pues corresponde al concepto de una
solucio´n exacta. Sin embargo, su equivalencia con la permanencia de la forma es
claramente falsa, porque podemos conectar funciones de expresiones diferentes, de
tal suerte que su derivada segunda sea continua.
Aunque el debate sobre la nocio´n de funcio´n quedo´ abierto despue´s de su muerte,
no podemos desconocer el gran aporte de D’Alembert, constituido por todas sus
investigaciones pertinentes a la solucio´n de los problemas f´ısicos en donde intervienen
ecuaciones diferenciales parciales y en especial sus u´ltimas reflexiones, algunas de las
cuales son independientes de las consideraciones f´ısicas, que lo llevaron a cambiar
su punto de vista y que au´n hoy siguen siendo muy influyentes.
Cap´ıtulo 2
Introduccio´n a grupos de Lie
2.1. Introduccio´n
El presente cap´ıtulo tiene como objetivo una exposicio´n muy general de los fun-
damentos de grupos de Lie y la teor´ıa de variedades; por eso, aunque parezca que
algunos conceptos dados merecen un poco de profundizacio´n, enfatizamos que nues-
tra idea es tan solo presentar algunos conceptos ba´sicos, sin ahondar en un ana´lisis
de los mismos. Los teoremas en su mayor´ıa, esta´n presentados sin prueba alguna,
pero el lector encontrara´ textos de referencia por si en algu´n caso desea observar las
demostraciones de dichos resultados.
A partir del planteamiento de los conceptos ba´sicos de la Teor´ıa de Lie desple-
gados en este cap´ıtulo, nos dirigimos a la aplicacio´n de los mismos a las ecuaciones
diferenciales. Sin embargo aqu´ı todav´ıa no trabajamos con la ecuacio´n de nuestro
intere´s, la ecuacio´n de D’Alembert de las cuerdas vibrantes, pues los ejemplos pro-
porcionados simplemente me permiten una mejor comprensio´n de las definiciones
dadas.
2.2. Variedades
Las variedades nacen de la necesidad de generalizar la nocio´n intuitiva de cur-
va y de superficie a cualquier dimensio´n y a cualquier espacio no necesariamente
euclidiano. Como veremos ma´s adelante, una variedad M , n-dimensional es un es-
pacio que se parece localmente a Rn, lo que nos permite pensar en desarrollar cierto
ca´lculo, que se conoce muy bien en Rn, sobre M .
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Definicio´n 2.1. Dado un conjunto M distinto de vac´ıo, una carta de navegacio´n
o simplemente una carta es un par, (U,ϕ), donde U es un subconjunto de M y
ϕ : U −→ Ω es un homeomorfismo sobre un subconjunto abierto, Ω = ϕ(U), de Rnϕ
(para algu´n nϕ ≥ 1).
Para p ∈ M , una carta (U,ϕ), es una carta en p si y solo si p ∈ U . Si (U,ϕ)
es una carta, entonces las funciones definidas por xi = Πi ◦ ϕ son llamadas coor-
denadas locales (Πi denota la i-esima proyeccio´n) y para todo p ∈ U , la n-upla
(x1(p), x2(p), ..., xn(p)) es el conjunto de coordenadas de p con relacio´n al mapa
(U,ϕ). La inversa de una carta, (Ω, ϕ−1), se denomina parametrizacio´n local.
Dadas dos cartas (Ui, ϕi) y (Uj, ϕj) cualesquiera, si Ui ∩ Uj 6= ∅, definimos
la funcio´n de transicio´n entre cartas como ϕji : ϕi(Ui ∩ Uj) −→ ϕj(Ui ∩ Uj) y
ϕij : ϕj(Ui ∩ Uj) −→ ϕi(Ui ∩ Uj) dadas por
ϕji = ϕj ◦ ϕ−1i y ϕij = ϕi ◦ ϕ−1j .
Observamos dos cosas, la primera es que ϕij = (ϕ
j
i )
−1 y la segunda es que las
funciones de transicio´n ϕij y ϕ
j
i son funciones entre subconjuntos abiertos de Rn,
esto nos permitira´ llevar muchos de los resultados que se dan en Rn a las variedades
por medio de las funciones de transicio´n, con las imposiciones adecuadas sobre ellas.
Definicio´n 2.2. Dado un conjunto M distinto de vac´ıo y un entero n ≥ 1, un
n-atlas de clase C∞, o n-atlas suave, A, es una familia de cartas {(Ui, ϕi)}, que
cumple
1) Cada Ui es un subconjunto de M y ϕi : Ui −→ ϕi(Ui) es una biyeccio´n sobre
un subconjunto abierto, ϕi(Ui) ⊆ Rn, para todo i;
2) Los Ui cubren a M , es decir, ⋃
i
Ui = M ;
3) Siempre que Ui∩Uj 6= ∅, los conjuntos ϕi(Ui∩Uj) y ϕj(Ui∩Uj) son abiertos
en Rn y las funciones de transicio´n ϕij y ϕ
j
i son difeomorfismos;
4) Si xi ∈ Ui y xj ∈ Uj, xi 6= xj, existen abiertos Vi ⊆ ϕi(Ui) y Vj ⊆ ϕj(Uj),
con ϕi(xi) ∈ Vi y ϕj(xj) ∈ Vj tales que
ϕ−1i (Vi) ∩ ϕ−1j (Vj) = ∅.
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Dado A un n-atlas suave sobre M , se dice que una carta cualquiera (U,ϕ) es com-
patible con A si y solo si, siempre que Ui ∩ U 6= ∅, entonces las funciones ϕi ◦ ϕ−1
y ϕ ◦ϕ−1i son de clase C∞. As´ı dos atlas, A y B sobre M son compatibles si y solo
si, toda carta de A es compatible con B, o igualmente, si la unio´n de los dos n-atlas
es au´n un n-atlas. La compatibilidad me define una relacio´n de equivalencia sobre
los n-atlas de M y tenemos que la unio´n de una de estas clases de equivalencia es
un n-atlas maximal para M .
Definicio´n 2.3. Dado un conjunto M distinto de vac´ıo, M se dice que es una va-
riedad suave de dimensio´n n, si posee un n-atlas suave A. Al conjunto M se le dota
con la topolog´ıa en que los conjuntos abiertos son uniones arbitrarias de los Ui (las
cartas del atlas A), y ma´s precisamente los Ui del atlas maximal definen a M como
una estructura diferenciable.
Ejemplo 1. Tal vez el ejemplo ma´s mencionado en los textos es el de la esfera S2,
ya que este provee un caso particular del concepto general de una superficie en R3
e histo´ricamente fue uno de los ejemplos que motivo´ el desarrollo de la teor´ıa de
variedades. Miremos que S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1} es una variedad
suave de dimensio´n dos.
Por medio de las proyecciones estereogra´ficas vamos a definir dos cartas sobre S2.
Sean
ϕN : S
2 − {(0, 0, 1)} −→ R2
ϕS : S
2 − {(0, 0,−1)} −→ R2
las funciones llamadas proyecciones estereogra´ficas desde el polo norte y desde el
polo sur, respectivamente; estas esta´n definidas por
ϕN(x, y, z) = (
x
1−z ,
y
1−z ), y ϕS(x, y, z) = (
x
1+z
, y
1+z
).
Las inversas de estas proyecciones esta´n dadas por
ϕ−1N (x, y) =
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
,
x2 + y2 − 1
x2 + y2 + 1
)
,
ϕ−1S (x, y) =
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
,
1− x2 − y2
x2 + y2 + 1
)
.
As´ı, tomando UN = S
2 − {(0, 0, 1)} y US = S2 − {(0, 0,−1)}, tenemos por un
lado claramente que S2 ⊆ UN ∪ US, donde UN y US son subconjuntos abiertos
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homeomorfos a R3. Por otro lado, las funciones de transicio´n, ϕN ◦ ϕ−1S y ϕS ◦ ϕ−1N
sobre UN ∩ US = S2 − {(0, 0, 1), (0, 0,−1)} son iguales y son un difeomorfismo (en
R2 − {(0, 0)}), pues vienen dadas por
(x, y) −→ ( x
x2+y2
, y
x2+y2
).
La propiedad 4 de la Definicio´n 2, que en u´ltimas me dice que el espacio es de
Haussdorf, la concluimos a partir de las propiedades topolo´gicas de R3.
Por lo tanto el conjunto {(UN , ϕN), (US, ϕS)} forma un 2-atlas suave para S2, y
as´ı S2 es una 2-variedad suave.
Este ejemplo se puede generalizar y resulta que la esfera Sn es una variedad suave
de dimensio´n n, para todo n > 1.
Ejemplo 2. Producto cartesiano de dos variedades. Sean M y N dos variedades
suaves de dimensio´n m y n, respectivamente. Entonces el conjunto M × N tiene
estructura de variedad suave, de dimensio´n m+ n.
En efecto, dadas un par de cartas cualesquiera (Ui, ϕi) sobre M y (Vj, ψj) sobre
N , entonces (Ui × Vj, ϕi × ψj) resulta una carta sobre M × N , donde la funcio´n
ϕi × ψj : Ui × Vj −→ Rm+n esta´ definida de forma natural por
(ϕi × ψj)(x, y) = (ϕi(x), ψj(y)), para todo (x, y) ∈ Ui × Vj.
Ver que la familia de cartas {(Ui × Vj, ϕi × ψj)} conforma un m + n-atlas suave
sobre M ×N , es un ejercicio de mera verificacio´n.
Definicio´n 2.4. Dadas dos variedades suaves M y N con dimensiones m y n respec-
tivamente, una funcio´n suave entre M y N , es una funcio´n continua, f : M −→ N ,
la cual cumple que, para todo x ∈M , existe alguna carta (U,ϕ) en x, y alguna carta,
(V, ψ), en y = f(x), con f(U) ⊆ V y tal que la funcio´n
ψ ◦ h ◦ ϕ−1 : ϕ(U) −→ ψ(V ),
es suave.
La Definicio´n 4 no depende de la eleccio´n de las cartas y la composicio´n de fun-
ciones suaves, sigue siendo una funcio´n suave.
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Definicio´n 2.5. Una funcio´n suave entre las variedades M y N , f : M −→ N , es
un difeomorfismo si y solo si, f tiene una inversa, f−1 : N −→ M , y adema´s se
cumple que f y f−1 son funciones suaves. En particular f y f−1 resultan homeo-
morfismos.
Definicio´n 2.6. Dadas dos variedades suaves M y N con dimensiones m y n res-
pectivamente y una funcio´n suave entre M y N , f : M −→ N , el rango de f en el
punto x ∈M , es el rango de la matrix Jacobiana (∂f i/∂xj)n×m en x. f se dice que
es de rango ma´ximo sobre un subconjunto S ⊆ M si para cada x ∈ S el rango de f
es el mayor posible, es decir, el mı´nimo entre m y n.
Es importante recordar que la definicio´n de rango de f en x, es independiente del
sistema escogido de coordenadas locales sobre M o sobre N .
2.2.1. Subvariedades
Segu´n el autor que se este´ siguiendo, el te´rmino subvariedad puede verse de dis-
tintas formas. Aqu´ı seguiremos las definiciones dadas en [12], pues estas son las que
utilizaremos para el desarrollo de nuestro trabajo.
Definicio´n 2.7. Sea M una variedad suave. Un subconjunto N ⊆ M es una sub-
variedad de M, si existe una funcio´n suave f y una variedad S tal que f : S −→ N
resulta inyectiva y cumple la condicio´n de rango ma´ximo, con f(S) = N .
La dimensio´n de N es igual a la dimensio´n de S y nunca excede la dimensio´n de
M . A la aplicacio´n f se le denomina una inmersio´n y as´ı N = f(S) es una subva-
riedad inmersa o simplemente subvariedad de M .
Distinguimos una clase especial de subvariedades, llamadas subvariedades regu-
lares, acordes con la siguiente definicio´n
Definicio´n 2.8. Una subvariedad N de M , recibe el nombre de subvariedad regular,
si se cumple que para cada x ∈ N existe una vecindad de x, U en M , tal que para
la inmersio´n f , se tiene que f−1[U ∩M ] es un abierto conexo de f−1(N).
Terminamos el tema de variedades con dos importantes teoremas, que de alguna
forma ayudan a caracterizar las subvariedades regulares.
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Teorema 2.1. Una subvariedad n−dimensional N de una variedad m−dimensional
M es regular, si y solo si, para cada x0 ∈ N existen coordenadas locales
x = (x1, x2, ..., xm) definidas sobre una vecindad de x0, U , de modo que
N ∩ U = {x : xn+1 = · · · = xm = 0}.
Teorema 2.2. Sea M una variedad suave de dimensio´n m y f una funcio´n suave
definida de M en Rn, con n ≤ m. Si f cumple la condicio´n de rango ma´ximo sobre
el subconjunto N = {x : f(x) = 0}, entonces N es una subvariedad regular de M
cuya dimensio´n es (m− n).
La demostracio´n del Teorema 2.2. se basa en el teorema de la funcio´n impl´ıcita.
A una subvariedad N que cumpla las condiciones del anterior teorema, se le da el
nombre de subvariedad impl´ıcita.
2.3. Grupos de Lie
Definicio´n 2.9. Un grupo 〈G, ∗〉 es un conjunto G, cerrado bajo la operacio´n binaria
∗, tal que se cumplen los siguientes axiomas:
a) Asociatividad de ∗. Para todo a, b y c ∈ G, se tiene
(a ∗ b) ∗ c = a ∗ (b ∗ c).
b) Elemento identidad e para ∗. Existe un elemento e ∈ G tal que para todo
x ∈ G,
e ∗ x = x ∗ e = x.
c) Inverso de a, a−1. Para cada a en G, existe un elemento a−1 en G tal que
a ∗ a−1 = a−1 ∗ a = e.
Siempre nos referimos al grupo 〈G, ∗〉, simplemente como el grupo G entendiendo
que existe una operacio´n binaria sobre el conjunto G.
Lo que distingue a un grupo de Lie de un grupo, es que el grupo de Lie tambie´n
lleva la estructura de variedad, es decir:
Definicio´n 2.10. Un grupo de Lie r-parame´trico es un grupo G que posee la es-
tructura de una variedad suave de dimensio´n r y tal que la operacio´n de grupo ∗ y
la inversio´n a −→ a−1, a en G, son aplicaciones suaves entre variedades.
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Miremos algunos ejemplos solo como ilustracio´n:
Ejemplo 3. Si tomamos a G = R2 con la estructura natural de 2-variedad, la ope-
racio´n de grupo ∗ dada por la adicio´n de vectores en R2 y la inversa del vector (a, b)
dada por el vector (−a,−b), entonces R2 es un grupo de Lie 2-parame´trico, pues las
dos aplicaciones resultan suaves.
Ejemplo 4. Otro grupo de Lie 2-parame´trico lo conforma el conjunto de las tras-
laciones en el plano bajo la operacio´n de la composicio´n, entendiendo por una tras-
lacio´n a una transformacio´n del plano en s´ı mismo, que a un punto (x, y) le hace
corresponder el punto (x∗, y∗) donde
x∗ = x+ a,
y∗ = y + b,
siendo a y b dos nu´meros reales cualesquiera. Nosotros podemos identificar el con-
junto de las traslaciones en el plano con R2 y esto nos sirve para definir la estructura
de variedad que posee dicho conjunto.
Ejemplo 5. Una rotacio´n es una transformacio´n del plano en s´ı mismo que a un
punto (x, y), le hace corresponder el punto (x∗, y∗) tal que
x∗ = x cos θ − y sin θ
y∗ = x sin θ + y cos θ
donde θ representa un nu´mero real cualquiera1. As´ı, las rotaciones en el plano con-
forman un grupo de Lie bajo la operacio´n de la composicio´n. Estas transformaciones
se denotan por SO(2) y vistas en notacio´n matricial tienen la forma de,(
x∗
y∗
)
=
(
cos θ − sin θ
sin θ cos θ
)(
x
y
)
.
Podemos identificar a este grupo con S1, lo cual nos sirve para definir la estruc-
tura de variedad sobre SO(2).
Definicio´n 2.11. Un homomorfismo entre dos grupos de Lie, G y H, es una apli-
cacio´n suave φ : G −→ H que respeta las operaciones de grupo:
φ(a ∗ b) = φ(a) ∗ φ(b), a, b ∈ G.
1θ viene siendo el a´ngulo de la rotacio´n y tambie´n es nombrado el para´metro de dicha tranfor-
macio´n.
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Si adema´s φ−1 existe y es suave, entonces φ determina un isomorfismo entre G
y H. Pra´cticamente no hay distincio´n alguna entre dos grupo de Lie isomorfos, por
ejemplo da lo mismo trabajar con SO(2), que con S1.
Definicio´n 2.12. Un subgrupo H de un grupo de Lie G es un subgrupo de Lie,
si el mismo puede ser considerado como un grupo de Lie. Dicho de otro modo, si
existe un grupo de Lie S y un homomorfismo entre grupos de Lie, φ : S −→ G, con
H = φ(S).
Es llamativo cuando solo se esta´ interesado en los elementos del grupo de Lie
cercanos al elemento identidad, pues se puede prescindir de la teor´ıa abstracta de
variedad definiendo ma´s bien un grupo de Lie local que va a estar dado en te´rminos
de las coordenadas locales y sus respectivas operaciones de grupo.
Definicio´n 2.13. Un grupo de Lie local r-parame´trico esta´ dado por vecindades
conexas del origen de Rr, V0 ⊆ V ⊆ Rr y funciones suaves
f : V × V −→ Rr, i : V0 −→ V,
que definen la operacio´n de grupo y la inversio´n respectivamente, y que satisfacen
las siguientes propiedades:
a) Asociatividad. Si x, y y z ∈ V , y f(x, y), f(y, z) ∈ V , entonces
f(x, f(y, z)) = f(f(x, y), z).
b) Elemento identidad. Para todo x ∈ V ,
f(0, x) = x = f(x, 0).
c) Inversa. Para cada x ∈ V0,
f(x, i(x)) = 0 = f(i(x), x).
Para simplificar la notacio´n conviene notar f(x, y) simplemente por xy, del mismo
modo i(x) sera´ notada como x−1. Esta notacio´n adema´s de ser mucho ma´s sencilla
tambie´n permite ver las anteriores propiedades como las usuales de un grupo, ex-
cepto que no necesariamente esta´n definidas en todo el grupo de Lie local.
La accio´n de un grupo de Lie local r-parame´trico sobre una variedad constituye
una estructura compleja que conforma la base de fondo para la aplicacio´n de grupos
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de Lie a las ecuaciones diferenciales. A esta estructura se le conoce como grupo de Lie
local de transformaciones, o simplemente grupo de transformaciones, pues muestra
como el grupo transforma el conjunto (variedad). En la pra´ctica, es as´ı como apare-
cen los grupos de Lie, es decir ellos surgen como grupos de transformaciones sobre
alguna variedad M , por ejemplo, el grupo SO(2) surge como el grupo de rotaciones
en el plano M = R2.
Definicio´n 2.14. Sean G un grupo de Lie local sobre una variedad suave M , U un
abierto tal que {e}×M ⊆ U ⊆ G×M y Ψ : U −→M una aplicacio´n suave con las
siguientes propiedades:
a) Si (b, x) ∈ U , (a,Ψ(b, x)) ∈ U , y (ab, x) ∈ U entonces
Ψ(a,Ψ(b, x)) = Ψ(ab, x).
b) Para todo x ∈M ,
Ψ(e, x) = x.
c) Si (a, x) ∈ U , entonces (a−1,Ψ(a, x)) ∈ U y
Ψ(a−1,Ψ(a, x)) = x.
Entonces a la aplicacio´n Ψ se la denomina la accio´n de G sobre M , a U se la conoce
como el dominio de esa accio´n, y a la tripla (G,Ψ, U) se la llama grupo local de Lie
que actu´a sobre la variedad M .
Se pueden dar dos casos extremos:
i) El u´nico elemento del grupo que actu´a sobre M es la identidad.
ii) Si el dominio de la accio´n Ψ, U es igual a G ×M , es decir si se cumple que
Ψ(a, x) esta´ definido para todo a ∈ G y todo x ∈ M , entonces la accio´n del
grupo es global.
Ejemplo 6. El grupo de traslaciones en R2. Sea G = R, M = R2 y (p, q) un punto
fijo de R2 distinto del origen. Se define Ψ : R× R2 −→ R2 por
Ψ(a, (x, y)) = (x+ y) + a(p, q), a ∈ R.
Como se cumplen
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a)
Ψ(b,Ψ(a, (x, y))) = Ψ(b, (x+ y) + a(p, q))
= (x+ y) + a(p, q) + b(p, q)
= (x+ y) + (a+ b)(p, q)
= Ψ(a+ b, (x, y)).
b)
Ψ(0, (x, y)) = (x+ y) + 0(p, q)
= (x+ y).
c) Adema´s de a) y de b) se tiene
Ψ(−a,Ψ(a, (x, y))) = Ψ(a− a, (x, y))
= (x+ y) + (a− a)(p, q)
= (x+ y) + 0(p, q)
= (x+ y),
entonces podemos decir que G actu´a globalmente sobre R2.
2.4. Campo de vectores
Dada M una variedad diferenciable, una curva C en M es una aplicacio´n suave
α : I −→ M donde I es un abierto de R; a α se le llama la parametrizacio´n de C.
Sin pe´rdida de generalidad se puede suponer que 0 ∈ I. Se dice que la curva C pasa
por el punto p ∈M , si existe un t0 en R con α(t0) = p, en tal caso siempre se puede
reparametrizar la curva para que α(0) = p.
Definicio´n 2.15. Sea C una curva suave en M , parametrizada por α y que pasa por
p, con α(0) = p. El vector tangente a C en p es la aplicacio´n α′(0) : C∞(p) −→ R
definida por
α′(0)(f) =
d
dt
∣∣∣∣
t=0
(f ◦ α).
Definicio´n 2.16. Un vector tangente a M en p es un vector tangente a una curva
C en el punto p. A la coleccio´n de todos los vectores tangentes a M en p se le llama
el espacio tangente a M en p, y se le denota por TpM .
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Sea p ∈M y (U,ϕ) una carta en p con coordenadas locales (x1, x2, ..., xm). Dada
una funcio´n f ∈ C∞(p) se define su derivada parcial con respecto a xi en p como
∂f
∂xi
(p) =
∂(f ◦ x−1)
∂ui
(x(p)),
donde (u1, u2, ..., um) son las coordenadas naturales de Rm.
Dada una carta (U,ϕ) en p, se puede construir la aplicacio´n
∂
∂xi
∣∣∣∣
p
: C∞(p) −→ R
definida por
∂
∂xi
∣∣∣∣
p
(f) =
∂f
∂xi
(p),
la cual resulta ser un vector tangente a M en p.
Teorema 2.3. Sea M una variedad suave de dimensio´n m y p ∈M entonces TpM
es un espacio vectorial de dimensio´n m. Adema´s cada carta en p, (U,ϕ), nos pro-
porciona una base cano´nica para TpM , a saber { ∂∂x1
∣∣∣
p
, ∂
∂x2
∣∣∣
p
, ..., ∂
∂xm
∣∣∣
p
}.
Al conjunto TM definido por
TM =
⋃
p∈M
TpM
que no es ma´s que la unio´n de todos los espacios tangentes de la variedad M , en
todos sus puntos, se le conoce como el fibrado tangente de M .
Si M es una variedad suave m-dimensional, entonces TM admite una estructura
de variedad suave de dimensio´n 2m.
Definicio´n 2.17. Un campo de vectores v sobre M es una correspondencia que
asigna a cada punto p de M un vector tangente vp de M . En coordenadas locales
(x1, x2, ..., xm) el campo vectorial tiene la forma
vp = f1(p)
∂
∂x1
∣∣∣∣
p
+ f2(p)
∂
∂x2
∣∣∣∣
p
+ · · ·+ fm(p) ∂
∂xm
∣∣∣∣
p
donde cada fi es una funcio´n suave.
34 CAPI´TULO 2. INTRODUCCIO´N A GRUPOS DE LIE
Una curva α : I −→ M es una curva integral de un campo de vectores v si
α′(t) = vα(t) para todo t ∈ I.
El teorema fundamental de existencia y unicidad para un sistema de ecuaciones
diferenciales ordinarias me garantiza que para todo campo de vectores suave v y
todo punto p ∈ M exista un intervalo del origen en R y una u´nica curva integral α
del campo, definida en dicho intervalo con punto inicial p, es decir con α(0) = p.
Dicho de otra forma, dado un campo de vectores suave v y un punto p de M , el
sistema de ecuaciones diferenciales ordinarias
dxi
dt
= fi(x), i = 1, ...,m
me define una curva integral α de v con α(0) = p. Esta curva resulta ser una curva
integral maximal2 de v con punto inicial p, se denota por Ψ(t, p) y se llama el flujo
generado por v.
El flujo de un campo vectorial tiene las siguiente propiedades:
a) Ψ(s,Ψ(t, p)) = Ψ(s+ t, p) para todo s, t ∈ R y p ∈M , donde ambos lados de
la ecuacio´n este´n definidos.
b) Ψ(0, p) = p, y
c) d
dt
Ψ(t, p) = vΨ(t,p) para todo t donde este´ definida.
Por verificar las propiedades a) y b), Ψ se dice que es la accio´n de un grupo local
del grupo de Lie R sobre M3. El conjunto {Ψt} resulta un grupo uniparame´trico de
transformaciones, donde Ψt es una aplicacio´n de M en M definida para cada t ∈ R
por Ψt(p) := Ψ(t, p). El campo de vectores v es llamado el generador infinitesimal
de la accio´n.
Para el grupo uniparame´trico de transformaciones que actu´a sobre M , Ψ(t, p), el
generador infinitesimal es vp definido por
vp =
d
dt
∣∣∣∣
t=0
Ψ(t, p).
2Al contemplar todas las curvas integrales del campo v con punto inicial p, ya que dos cuales-
quiera de ellas coinciden en la interseccio´n de sus dominios, definimos la curva integral maximal
de v con punto inicial p, como la que tiene el mayor dominio de definicio´n posible
3Esto se debe a la Definicio´n 2.14.
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Existe una correspondencia uno a uno entre el generador infinitesimal y el grupo
local uniparame´trico.
Ejemplo 7. Consideremos el campo de vectores
v = x
∂
∂x
+ y
∂
∂y
.
El sistema de ecuaciones diferenciales ordinarias asociado es
dxˆ
dt
= xˆ
dyˆ
dt
= yˆ
con valores iniciales xˆ(0) = x y yˆ(0) = y.
De
dxˆ
dt
= xˆ se obtiene
dxˆ
xˆ
= dt,
luego
ln(xˆ) = t+ c.
Por la condicio´n inicial resulta que
ln(xˆ) = t+ ln(x).
As´ı
xˆ = et+ln(x) = etx.
Ana´logamente
yˆ = et+ln(y) = ety.
Por lo tanto la accio´n del grupo sera´,
Ψ(t, (x, y)) = (etx, ety).
Verifiquemos la relacio´n uno a uno de la que hablamos anteriormente entre
Ψ(t, (x, y)) = (etx, ety) y el generador infinitesimal v = x ∂
∂x
+ y ∂
∂y
.
Dado que Ψ(t, (x, y)) = (etx, ety) entonces el campo v = f1(x, y)
∂
∂x
+ f2(x, y)
∂
∂y
,
viene dado por
f1(x, y) =
d
dt
∣∣∣∣
t=0
etx = x,
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f2(x, y) =
d
dt
∣∣∣∣
t=0
ety = y.
2.5. El corchete de Lie
Si v es un campo de vectores suave sobre M entonces para cualquier funcio´n
diferenciable f : M −→ R, se tiene que v(f) es una funcio´n suave, donde v(f)
esta´ definida por
v(f)(p) := vp(f).
Sean v y w dos campos de vectores sobre M . Entonces existe un u´nico campo de
vectores z tal que
z(f) = v(w(f))−w(v(f)) (2.1)
para todo funcio´n suave f : M −→ R.
El campo z se denomina corchete de Lie o conmutador de Lie de v y w,
constituye la principal operacio´n entre campos de vectores y suele notarse como
[v,w]. En coordenadas locales, si
v =
m∑
i=1
fi(x)
∂
∂xi
, w =
m∑
i=1
gi(x)
∂
∂xi
,
entonces
[v,w] =
m∑
i=1
(v(gi)−w(fi)) ∂
∂xi
.
Teorema 2.4. El corchete de Lie tiene las siguientes propiedades:
a) Bilinealidad
[c1u + c2v,w] = c1[u,w] + c2[v,w].
[u, c2v + c3w] = c2[u, v] + c3[u,w].
b) Antisimetr´ıa
[v,w] = −[w, v].
c) Identidad de Jacobi
[u, [v,w]] + [w, [u, v]] + [v, [w,u]] = 0.
Cap´ıtulo 3
Ca´lculo de los grupos de simetr´ıa
3.1. Introduccio´n
En este cap´ıtulo llego´ la hora de disponerse a atacar el problema de las cuerdas
vibrantes sintetizado en la ecuacio´n de D’Alembert, bajo la Teor´ıa de Lie. Aunque
dicha teor´ıa puede darse para variedades definidas sobre espacios muy generales, pa-
ra nuestro propo´sito es suficiente tan solo considerar abiertos de Rn. Es ma´s, basta
si trabajamos con X ⊆ R2 como el espacio de las variables independientes y U ⊆ R
como el de las variables dependientes.
Al final deseamos hallar los grupos de simetr´ıa de la ecuacio´n de D’Alembert de
las cuerdas vibrantes, pero para ello se necesita la nocio´n de prolongacio´n.
3.2. Prolongacio´n
Si se tiene una funcio´n suave f : R2 −→ R entonces el nu´mero de derivadas
parciales diferentes de orden k de f viene dado por
2k :=
(
k + 1
k
)
= k + 1.
Para una funcio´n de este tipo, definimos el espacio Uk como el espacio euclidiano
de dimensio´n k+ 1, es decir Uk ≡ Rk+1, cuyas coordenadas estara´n dadas por todas
las derivadas de orden k. As´ı U1 ≡ R2 representa las derivadas de primer orden
de f(x, y) = u, tendra´ coordenadas (ux, uy). U2 ≡ R3 representa las derivadas de
segundo orden de f(x, y) = u, sus coordenadas sera´n (uxx, uxy, uyy), en general Uk
resultara´ isomorfo a Rk+1 cuyas coordenadas vienen dadas por las k + 1 derivadas
parciales de f(x, y) = u, ∂
ku
∂xk−i∂yi
, i = 0, ..., k.
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De igual modo definimos los conjuntos, U (1) = U × U1 = (u;ux, uy),
U (2) = U × U1 × U2 = (u;ux, uy;uxx, uxy, uyy); en general U (n) = U × U1 × · · · × Un
es un espacio euclidiano cuya dimensio´n es 1 + 21 + 22 + · · ·+ 2n = (n+1)(n+2)2 .
Dada una funcio´n suave f : R2 −→ R, se define la n-e´sima prolongacio´n de f ,
Prnf(x, y), que resulta una nueva funcio´n de R2 en el espacio U (n) donde a cada
(x, y) se le asocia el vector con (n+1)(n+2)
2
entradas, dadas por f y todas sus derivadas
de orden a lo ma´s n, evaluadas en el punto (x, y).
Ejemplo 8. Sea R2 −→ R definida por f(x, y) = (x− y)2, entonces
Pr1f(x, y) = ((x− y)2; 2(x− y), 2(y − x)),
P r2f(x, y) = ((x− y)2; 2(x− y), 2(y − x); 2,−2, 2),
P r3f(x, y) = ((x− y)2; 2(x− y), 2(y − x); 2,−2, 2; 0, 0, 0, 0).
Al espacio R2 × U (n) lo llamaremos el espacio de jets de orden n de R2 × U . Es
claro que la dimensio´n de este espacio es (n+1)(n+2)
2
+ 2.
Algo muy interesante sobre las prolongaciones es que si aumentamos el orden, las
primeras coordenadas se mantienen intactas, as´ı si k ≤ n, Πk(Prnf) = Prkf .
3.3. Prolongacio´n de la accio´n de un grupo
Sean X ⊆ R2, U ⊆ R y G un grupo local de transformaciones actuando so-
bre un subconjunto abierto M ⊆ X × U . Existe una accio´n local inducida por G
sobre M (n), la cual notaremos como PrnG y llamaremos la n-e´sima prolongacio´n de
G.
Dados (x0, y0) un punto de X, u
(n)
0 un vector de U
(n) y g ∈ G cercano a la
identidad, se determina la accio´n del grupo de transformaciones Prng sobre el punto
((x0, y0), u
(n)
0 ) por
Prng((x0, y0), u
(n)
0 ) = (g(x0, y0), P r
n(gf)(g(x0, y0)))
dado que siempre podemos conseguir una funcio´n suave f(x, y) = u con derivadas
en (x0, y0) dadas por u
(n)
0 = Pr
nf(x0, y0).
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3.4. Prolongacio´n de un campo de vectores
Al igual que se hizo en las l´ıneas anteriores para la accio´n de un grupo, se puede
definir la prolongacio´n para un campo vectorial. Esta resultara´ ser simplemente el
generador infinitesimal de la correspondiente prolongacio´n del grupo; as´ı dado v,
generador infinitesimal del grupo uniparame´trico Ψ(t, x) ≡ exp(tv)x, se tiene
Prnv |(x,u(n)) =
d
dt
∣∣∣∣
t=0
Prn[exp(tv)](x, u(n)).
Ejemplo 9. Trabajemos con un ejemplo, au´n ma´s sencillo de lo que se ha hecho en
teor´ıa. Sea G el grupo que actu´a sobre X × U = R2 cuya transformacio´n esta´ dada
por
Ψ(t, (x, y)) = (xˆ, yˆ) = (etx, ety).
Primero miremos como actu´a el grupo sobre una funcio´n lineal cualquiera
y = f(x) = ax+ b.
Para encontrar t · f = fˆ , usamos el hecho de que (x, y) = (x, ax+ b), as´ı
(xˆ, yˆ) = (etx, et(ax+ b)).
De lo anterior, encontramos que x = xˆ
et
, entonces
yˆ = fˆ(xˆ) = axˆ+ bet,
que resulto ser tambie´n una funcio´n lineal.
Hallemos ahora la primera prolongacio´n de dicho grupo. Dado un punto (x0, y0, y0x) ∈
X × U (1), deseamos encontrar el correspondiente punto transformado
Pr1t · (x0, y0, y0x) = (xˆ0, yˆ0, yˆ0x).
Seleccionamos el polinomio de Taylor de primer orden
f(x) = y0 + y0x(x− x0)
como funcio´n lineal representativa. Entonces se tiene,
f(x0) = y0 f
′(x0) = y0x.
Adema´s, de acuerdo con lo hecho anteriormente
fˆ(xˆ) = t · f(xˆ) = y0xxˆ+ (y0 − y0xx0)et.
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Por lo tanto se tiene
xˆ0 = x0e
t,
yˆ0 = y0e
t,
yˆ0x = fˆ
′(xˆ0) = y0x.
Con lo cual concluimos que,
Pr1t · (x, y, yx) = (etx, ety, yx).
Ahora consideremos el generador infinitesimal de este mismo grupo, que de acuer-
do con el ejemplo 7, es
v = x
∂
∂x
+ y
∂
∂y
.
Acorde con la definicio´n, para hallar la primera prolongacio´n de v se debe dife-
renciar con respecto a t y evaluar en t = 0, la expresio´n obtenida con anterioridad,
Pr1t · (x, y, yx) = (etx, ety, yx).
As´ı,
Pr1v = x
∂
∂x
+ y
∂
∂y
+ 0
∂
∂yx
,
= x
∂
∂x
+ y
∂
∂y
.
3.5. Invariacio´n de ecuaciones diferenciales e in-
variacio´n infinitesimal
Se dijo que el objetivo de este cap´ıtulo es hallar los grupos de simetr´ıa de la
ecuacio´n de D’Alembert de las cuerdas vibrantes, entonces pasemos a definir de que
tratan dichos grupos.
Definicio´n 3.1. Sea u = f(x, y) una funcio´n suave definida sobre un abierto X ⊆
R2, con valores en un abierto U ⊆ R. Un grupo de simetr´ıa del sistema de ecuaciones
diferenciales es un grupo local de transformaciones G actuando sobre un abierto
M ⊆ X × U , que cumple con la condicio´n de que si u = f(x, y) es una solucio´n del
sistema, y siempre que g · f este definida para g ∈ G, entonces u = g · f(x, y) es
tambie´n solucio´n del sistema.
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Por ejemplo, para la ecuacio´n uxx = 0, el grupo Ψ(t, (x, y)) = (xˆ, yˆ) = (e
tx, ety)
considerado en el ejemplo previo, resulta ser un grupo de simetr´ıa, pues las solu-
ciones son todas funciones lineales y dicho grupo transforma funciones lineales en
funciones lineales, como ya lo demostramos.
Se puede identificar a una funcio´n u = f(x, y) por su grafo
Γf = {(x, y, f(x, y))} ⊆ X × U,
y resulta que Γf es una subvariedad 2-dimensional de X × U ⊆ R2 × R.
Una funcio´n suave u = f(x, y) es solucio´n de un sistema de ecuaciones diferen-
ciales 4((x, y), u(n)) = 0, definido sobre M , si se tiene que
4((x, y), P rnf(x, y)) = 0.
En te´rminos del grafo de f , la condicio´n de ser solucio´n resulta equivalente a decir
que
Γ
(n)
f = {((x, y), P rnf(x, y))} ⊆ S4 = {((x, y), u(n)) : 4((x, y), u(n)) = 0},
en palabras, el grafo de la en´esima prolongacio´n debe estar contenido en la subva-
riedad S4 = {4((x, y), u(n)) = 0}.
Suponga que G es un grupo local que actu´a sobre M y sea g ∈ G tal que g · f
esta´ bien definido, entonces
Γ
(n)
g·f = Pr
ng(Γ
(n)
f ).
A continuacio´n daremos un teorema que nos ayudara´, a trave´s del estudio de la
invariacio´n, a determinar si un grupo es de simetr´ıa o no. Su demostracio´n es sencilla
si se tienen claras las definiciones dadas en los tres pa´rrafos anteriores.
Teorema 3.1. Sea M un subconjunto abierto de X × U ⊆ R2 × R y suponga que
4((x, y), u(n)) = 0 es un sistema de ecuaciones diferenciales de orden n sobre M ,
con correspondiente subvariedad S4 ⊆ M (n). Suponga que G es un grupo local de
transformaciones que actu´a sobre M cuya prolongacio´n es S4 invariante, es decir,
si ((x, y), u(n)) ∈ S4 entonces Prng · ((x, y), u(n)) ∈ S4 para todo g ∈ G tal que este
definido. Entonces G es un grupo de simetr´ıa del sistema de ecuaciones diferenciales
4((x, y), u(n)) = 0.
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Demostracio´n. Sea u = f(x, y) una solucio´n local del sistema 4((x, y), u(n)) = 0,
entonces se tiene que
Γ
(n)
f ⊆ S4 y Γ(n)g·f = Prng(Γ(n)f ).
As´ı, gracias a la hipo´tesis de que G es S4 invariante,
Γ
(n)
g·f = Pr
ng(Γ
(n)
f ) ⊆ S4.
Lo que implica que g · f es solucio´n del sistema y concluimos que G es un grupo de
simetr´ıa del sistema de ecuaciones diferenciales 4.
Existe un criterio infinitesimal que me permite hallar sistema´ticamente todos los
grupos de simetr´ıa de un sistema de ecuaciones diferenciales. Dicho criterio se deri-
va del teorema de invariacio´n local que expresaremos a continuacio´n, el cual viene
siendo simplemente la versio´n del teorema anterior en te´rminos del generador infi-
nitesimal de la correspondiente prolongacio´n del grupo.
Teorema 3.2. Supongamos que tenemos un sistema de ecuaciones diferenciales
4v((x, y), u(n)) = 0, v = 1, ..., l,
con la condicio´n del rango ma´ximo sobre M ⊆ X × U . Si G es un grupo local de
transformaciones que actu´a sobre M y
Prnv[4v((x, y), u(n))] = 0, v = 1, ..., l, siempre que 4 ((x, y), u(n)) = 0,
para cada generador infinitesimal v de G, entonces G es un grupo de simetr´ıa de 4.
Para hallar los grupos de simetr´ıa de un sistema de ecuaciones diferenciales 4,
bastara´ entonces con encontrar los campos vectoriales que al prolongarlos anulen
el sistema. Miremos como a trave´s de una fo´rmula expl´ıcita podemos encontrar la
prolongacio´n del campo de vectores que me permita hallar los grupos de simetr´ıa de
la ecuacio´n de D’Alembert de las cuerdas vibrantes.
3.6. La fo´rmula de prolongacio´n
Consideremos tan solo el caso que nos interesa, es decir trabajemos sobre X ⊆ R2,
como el espacio de las variables independientes con coordenadas (x, y), y U ⊆ R
como el espacio de la variable dependiente; sea P ((x, y), u(n)) una funcio´n suave
definida sobre un abierto M (n) ⊆ X × U (n), entonces definimos la derivada total de
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P con respecto a x y con respecto a y, denotadas por Dx y Dy respectivamente,
como
DxP =
∂P
∂x
+ ux
∂P
∂u
+ uxx
∂P
∂ux
+ uyx
∂P
∂uy
+ uxxx
∂P
∂uxx
+ uxyx
∂P
∂uxy
+ · · ·,
DyP =
∂P
∂y
+ uy
∂P
∂u
+ uxy
∂P
∂ux
+ uyy
∂P
∂uy
+ uxxy
∂P
∂uxx
+ uxyy
∂P
∂uxy
+ · · ·.
Por ejemplo, si P = yuxuxy, entonces
DxP = yuxxuxy + yuxuxxy, y DyP = uxuxy + yuxyuxy + yuxuxyy.
Un campo de vectores sobre X × U ⊆ R2 × R, toma la forma
v = f(x, y, u)
∂
∂x
+ g(x, y, u)
∂
∂y
+ h(x, y, u, )
∂
∂u
.
Entonces la primera prolongacio´n de dicho vector estara´ dada por
Pr1v = v + h(1)x
∂
∂ux
+ h(1)y
∂
∂uy
,
donde
h(1)x = Dx(h− fux − guy) + fuxx + guxy
= Dxh− uxDxf − uyDxg
= hx + (hu − fx)ux − gxuy − fuu2x − guuxut.
h(1)y = Dy(h− fux − guy) + fuxy + guyy
= Dyh− uxDyf − uyDyg
= hy − fyux + (hu − gy)uy − fuuxuy − guu2y,
donde los sub´ındices sobre f , g y h denotan las derivadas parciales.
Para la segunda prolongacio´n se tiene,
Pr2v = Pr1v + h(2)xx
∂
∂uxx
+ h(2)xy
∂
∂uxy
+ h(2)yy
∂
∂uyy
,
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donde
h(2)xx = D
2
x(h− fux − guy) + fuxxx + guxxy
= D2xh− uxD2xf − uyD2xg − 2uxxDxf − 2uxyDxg
= hxx + (2hxy − fxx)ux − gxxuy + (huu − 2fxu)u2x − 2gxuuxuy − fuuu3x − guuu2xuy
+ (hu − 2fx)uxx − 2gxuxy − 3fuuxuxx − guuyuxx − 2guuxuxy.
h(2)yy = D
2
y(h− fux − guy) + fuxyy + guyyy
= D2yh− uxD2yf − uyD2yg − 2uyyDyg − 2uxyDyf
= hyy + (2hyu − gyy)uy − fyyux + (hu − 2gy)uyy − 2fyuxy + (huu − 2gyu)u2y
− 2fyuuxuy − guuu3y − fuuuxu2y − 3guuyuyy − fuuxuyy − 2fuuyuxy.
Hemos omitido el ca´lculo de h
(2)
xy porque no lo necesitamos, tal como veremos ma´s
adelante.
3.7. Bu´squeda de los generadores infinitesimales
¿Sera que la ecuacio´n de D’Alembert de las cuerdas vibrantes admite un grupo de
Lie? Para responder afirmativamente a ello, debemos encontrar funciones f(x, y, u),
g(x, y, u) y h(x, y, u), tales que, respecto del campo generado por
v = f
∂
∂x
+ g
∂
∂y
+ h
∂
∂u
prolongado hasta el orden dos, cumplan el criterio de invariacio´n infinitesimal, es
decir resulte un grupo de simetr´ıa para la ecuacio´n de de D’Alembert.
Eso se traduce en decir que el criterio infinitesimal de invariacio´n, ha de ser
Pr2v[uxx − uyy] = [f ∂
∂x
+ g
∂
∂y
+ h
∂
∂u
+ h(1)x
∂
∂ux
+ h(1)y
∂
∂uy
+ h(2)xx
∂
∂uxx
+ h(2)xy
∂
∂uxy
+ h(2)yy
∂
∂uyy
](uxx − uyy) = 0
siempre que uxx − uyy = 0. As´ı tenemos que
h(2)xx = h
(2)
yy
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o lo que es lo mismo,
h(2)xx =
∂2h
∂x2
+
(
2
∂2h
∂x∂u
− ∂
2f
∂x2
)
ux − ∂
2g
∂x2
uy +
(
∂h
∂u
− 2∂f
∂x
)
uxx − 2∂g
∂x
uxy +
(
∂2h
∂u2
− 2 ∂
2f
∂x∂u
)
u2x
− 2 ∂
2g
∂x∂u
uxuy − ∂
2f
∂u2
u3x −
∂2g
∂u2
u2xuy − 3
∂f
∂u
uxuxx − ∂g
∂u
uyuxx − 2∂g
∂u
uxuxy
=
∂2h
∂y2
+
(
2
∂2h
∂y∂u
− ∂
2g
∂y2
)
uy − ∂
2f
∂y2
ux +
(
∂h
∂u
− 2∂g
∂y
)
uyy − 2∂f
∂y
uxy +
(
∂2h
∂u2
− 2 ∂
2g
∂y∂u
)
u2y
− 2 ∂
2f
∂y∂u
uxuy − ∂
2g
∂u2
u3y −
∂2f
∂u2
uxu
2
y − 3
∂g
∂u
uyuyy − ∂f
∂u
uxuyy − 2∂f
∂u
uyuxy
= h(2)yy
La condicio´n Pr2v[uxx− uyy] = 0 siempre que uxx− uyy = 0 implica que uxx puede
reemplazar a uyy, siempre que esta ocurra.
Ordenada la ecuacio´n como un polinomio segu´n las derivadas de la funcio´n, iden-
tificando los coeficientes respectivos se obtiene un sistema diferencial como el si-
guiente:
(1)
∂2h
∂x2
=
∂2h
∂y2
(1)
(2) 2
∂2h
∂x∂u
− ∂
2f
∂x2
= −∂
2f
∂y2
(ux)
(3) − ∂
2g
∂x2
= 2
∂2h
∂y∂u
− ∂
2g
∂y2
(uy)
(4)
∂h
∂u
− 2∂f
∂x
=
∂h
∂u
− 2∂g
∂y
(uxx)
(5) − 2∂g
∂x
= −2∂f
∂y
(uxy)
(6)
∂2h
∂u2
− 2 ∂
2f
∂x∂u
= 0 (u2x)
(7) − 2 ∂
2g
∂x∂u
= −2 ∂
2f
∂y∂u
(uxuy)
(8) − ∂
2f
∂u2
= 0 (u3x)
(9) − ∂
2g
∂u2
= 0 (u2xuy)
(10) − 3∂f
∂u
= −∂f
∂u
(uxuxx)
(11) − ∂g
∂u
= −3∂g
∂u
(uyuxx)
(12) − 2∂g
∂u
= 0 (uxuxy)
(13)
∂2h
∂u2
− 2 ∂
2g
∂y∂u
= 0 (u2y)
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(14) − ∂
2g
∂u2
= 0 (u3y)
(15) − ∂
2f
∂u2
= 0 (uxu
2
y)
(16) − 2∂f
∂u
= 0 (uyuxy)
De (1) deducimos que la funcio´n h satisface la ecuacio´n de onda.
De (4) se sigue que ∂f
∂x
= ∂g
∂y
.
De (5) se sigue que ∂g
∂x
= ∂f
∂y
.
De (10) se sigue que f no depende de u, por lo tanto de (6) tenemos que ∂
2h
∂u2
= 0.
De (11) se sigue que g no depende de u, por lo tanto de (13) tenemos nuevamente
que ∂
2h
∂u2
= 0.
La (7) no es necesaria escribirla pues sale de (10) y de (11).
(8), (15) y (16) no se escriben pues se deducen de (10).
(9), (12) y (14) no se escriben pues se deducen de (11).
As´ı el sistema diferencial determinante se reduce a
(1)
∂2h
∂x2
=
∂2h
∂y2
(2) 2
∂2h
∂x∂u
− ∂
2f
∂x2
+
∂2f
∂y2
= 0
(3) 2
∂2h
∂y∂u
− ∂
2g
∂y2
+
∂2g
∂x2
= 0
(4)
∂f
∂x
=
∂g
∂y
(5)
∂g
∂x
=
∂f
∂y
(6)
∂2h
∂u2
= 0
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Ahora como se cumple que,
∂2f
∂x2
=
∂
∂x
(
∂f
∂x
)
=
∂
∂x
(
∂g
∂y
) de (4)
=
∂2g
∂x∂y
∂2f
∂y2
=
∂
∂y
(
∂f
∂y
)
=
∂
∂y
(
∂g
∂x
) de (5)
=
∂2g
∂x∂y
entonces ∂
2f
∂x2
= ∂
2f
∂y2
, y de (2) tenemos que ∂
2h
∂x∂u
= 0.
Por otro lado,
∂2g
∂x2
=
∂
∂x
(
∂g
∂x
)
=
∂
∂x
(
∂f
∂y
) de (5)
=
∂2f
∂x∂y
∂2g
∂y2
=
∂
∂y
(
∂g
∂y
)
=
∂
∂y
(
∂f
∂x
) de (4)
=
∂2f
∂x∂y
luego ∂
2g
∂x2
= ∂
2g
∂y2
, y de (3) tenemos que ∂
2h
∂y∂u
= 0.
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De nuevo el sistema diferencial determinante se reduce a
(1)
∂2h
∂x2
=
∂2h
∂y2
(2)
∂2h
∂x∂u
= 0
(3)
∂2h
∂y∂u
= 0
(4)
∂f
∂x
=
∂g
∂y
(5)
∂g
∂x
=
∂f
∂y
(6)
∂2h
∂u2
= 0
De (6), h debe ser de la forma
h(x, y, z) = ui(x, y) + j(x, y),
por lo tanto de (2) y (3) tenemos
(2) 0 =
∂2h
∂x∂u
= ix,
(3) 0 =
∂2h
∂y∂u
= iy,
lo que implica que i(x, y) es una funcio´n constante, es decir i(x, y) = c0.
Ahora necesitamos encontrar las funciones f y g. Como la solucio´n buscada es
anal´ıtica, las funciones f y g han de ser de la forma
f = a0 + a1x+ a2y + a3x
2 + a4xy + a5y
2.
g = b0 + b1x+ b2y + b3x
2 + b4xy + b5y
2.
Al derivar se obtiene
∂f
∂x
= a1 + 2a3x+ a4y,
∂g
∂y
= b2 + b4x+ 2b5y,
∂g
∂x
= b1 + 2b3x+ b4y,
∂f
∂y
= a2 + a4x+ 2a5y.
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Ya que f y g han de satisfacer (4) y (5) entonces se tiene que cumplir
(19) a1 = b2
(20) 2a3 = b4
(21) a4 = 2b5
(22) a2 = b1
(23) a4 = 2b3
(24) 2a5 = b4
Resolviendo este u´ltimo sistema tenemos
a0
a1 = b2 (19)
2a3 = b4 = 2a5 (20)(24)
a4 = 2b5 = 2b3 (21)(23)
a2 = b1 (22)
b0
c0
Luego,
f = a0 + a1x+ a2y + a3x
2 + a4xy + a3y
2,
g = b0 + a2x+ a1y +
1
2
a4x
2 + 2a3xy +
1
2
a4y
2,
h = ui(x, y) + j(x, y) = uc0 + j(x, y).
As´ı, los campos de vectores si tomamos a f y g como polinomios de grado dos,
esta´n dados por:
a0 a1 a2 a3 a4 b0 c0 Campos de Vectores
1 0 0 0 0 0 0 ∂∂x
0 1 0 0 0 0 0 x ∂∂x + y
∂
∂y
0 0 1 0 0 0 0 y ∂∂x + x
∂
∂y
0 0 0 1 0 0 0 (x2 + y2) ∂∂x + 2xy
∂
∂y
0 0 0 0 1 0 0 xy ∂∂x +
1
2 (x
2 + y2) ∂∂y
0 0 0 0 0 1 0 ∂∂y
0 0 0 0 0 0 1 u ∂∂u
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Entonces el grupo de simetr´ıa de la ecuacio´n de onda es generado por los siete
campos de vectores
v1 =
∂
∂x
Traslacio´n
v2 =
∂
∂y
Traslacio´n
v3 = u
∂
∂u
v4 = x
∂
∂x
+ y
∂
∂y
Dilatacio´n
v5 = y
∂
∂x
+ x
∂
∂y
Rotacio´n Hiperbo´lica
v6 = (x
2 + y2)
∂
∂x
+ 2xy
∂
∂y
Inversio´n
v7 = xy
∂
∂x
+
1
2
(x2 + y2)
∂
∂y
Inversio´n
El generador v3 = u
∂
∂u
refleja la linealidad de la ecuacio´n.
3.8. Los grupos de simetr´ıa
No podemos terminar el cap´ıtulo sin antes haber encontrado los correspondientes
grupos de transformaciones asociados a cada vector.
Para el generador v1 =
∂
∂x
, traslacio´n sobre el eje de las abscisas, los ca´lculos son
bastante sencillos; se procede a escribir el sistema de ecuaciones ordinarias asociado
a dicho generador: 
dxˆ
dp
= 1,
dyˆ
dp
= 0,
duˆ
dp
= 0,
con valores iniciales,
xˆ(0) = x yˆ(0) = y uˆ(0) = u.
De la primera ecuacio´n
dxˆ = dp,
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se deduce que
xˆ = p+ C;
como xˆ(0) = x, entonces x = C. Por lo tanto
xˆ = p+ x.
De la segunda ecuacio´n, por medio de un procedimiento ana´logo y sencillo se
tiene
yˆ = y,
e igualmente
uˆ = u.
El grupo uniparame´trico
epv1
generado por
v1 =
∂
∂x
y prolongado hasta el segundo orden resulta ser
epv1(x, y, u) = (xˆ, yˆ, uˆ) = (x+ p, y, u).
A continuacio´n miremos que si la funcio´n u = S(x, y) es solucio´n, es decir veri-
fica Sxx = Syy, entonces la trasformada tambie´n es solucio´n, es decir cumple con
Sxˆxˆ = Syˆyˆ.
La trasformada, uˆ viene dada por:
uˆ = u = S(x, y) = S(xˆ− p, yˆ);
por regla de la cadena se tiene,
Sxˆ = (Sx)(1) + (Sy)(0)
= Sx.
Sxˆxˆ = (Sxx)(1) + (Sxy)(0)
= Sxx.
Syˆ = (Sx)(0) + (Sy)(1)
= Sy.
Syˆyˆ = (Syx)(0) + (Syy)(1)
= Syy.
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Para la traslacio´n sobre el eje de las ordenadas, que es dada por el generador
v2 =
∂
∂y
, semejante a lo hecho con v1 se tiene:
dxˆ
dp
= 0,
dyˆ
dp
= 1,
duˆ
dp
= 0,
como su sistema de ecuaciones ordinarias asociado, con valores iniciales dados
por
xˆ(0) = x yˆ(0) = y uˆ(0) = u.
Por lo tanto, solucionando el sistema se llega a que
xˆ = x,
yˆ = p+ y,
uˆ = u.
El grupo uniparame´trico epv2 generado para este caso es, pues
epv2(x, y, u) = (xˆ, yˆ, uˆ) = (x, y + p, u).
Si la funcio´n u = S(x, y) es solucio´n, verifiquemos la igualdad Sxˆxˆ = Syˆyˆ.
Aqu´ı la trasformada, uˆ esta´ dada por:
uˆ = u = S(x, y) = S(xˆ, yˆ − p);
se sigue entonces,
Sxˆ = (Sx)(1) + (Sy)(0)
= Sx.
Sxˆxˆ = (Sxx)(1) + (Sxy)(0)
= Sxx.
Syˆ = (Sx)(0) + (Sy)(1)
= Sy.
Syˆyˆ = (Syx)(0) + (Syy)(1)
= Syy,
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lo cual verifica lo que quer´ıamos pues Sxx = Syy al suponer que u = S(x, y) es
solucio´n.
Seguimos con el ana´lisis del vector v3 = u
∂
∂u
, este generador tiene como sistema
de ecuaciones ordinarias asociado a
dxˆ
dp
= 0,
dyˆ
dp
= 0,
duˆ
dp
= uˆ.
De la primera ecuacio´n tenemos que xˆ = x y de la segunda que yˆ = y.
La tercera ecuacio´n separando variables, tiene la forma
duˆ
uˆ
= dp,
se deduce entonces que
ln(uˆ) = p+ C,
o lo que es lo mismo
uˆ = exp(p+ C).
Aplicando la condicio´n inicial, uˆ(0) = u, encontramos que C = ln(u), luego
ln(uˆ)− ln(u) = p;
por propiedades del logaritmo natural
ln
(
uˆ
u
)
= p,
de all´ı que componiendo con la funcio´n inversa del logaritmo se tenga
uˆ = uep.
El grupo generado es,
epv3(x, y, u) = (xˆ, yˆ, uˆ) = (x, y, uep),
luego la funcio´n u = S(x, y), es trasformada de la siguiente forma por el grupo
uˆ = uep = S(x, y)ep
= S(xˆ, yˆ)ep.
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Supongamos que la funcio´n u = S(x, y) es solucio´n, entonces
uˆxˆ = ((Sx)(1) + (Sy)(0)) e
p
= Sxe
p
= Sxˆe
p.
uˆxˆxˆ = ((Sxx)(1) + (Sxy)(0)) e
p
= Sxxe
p
= Sxˆxˆe
p.
uˆyˆ = ((Sx)(0) + (Sy)(1)) e
p
= Sye
p
= Syˆe
p.
uˆyˆyˆ = ((Syx)(0) + (Syy)(1)) e
p
= Syye
p
= Syˆyˆe
p.
Luego
Sxˆxˆe
p = Sxxe
p
= Syye
p = Syˆyˆe
p
pues Sxx = Syy. As´ı, Sxˆxˆ = Syˆyˆ como se quer´ıa demostrar.
Vamos con el generador v4 = x
∂
∂x
+ y ∂
∂y
, que corresponde a las homotecias o
dilatacio´n. El ca´lculo de su grupo fue hecho en el ejemplo 7, sin embargo mostramos
de nuevo el proceder. El sistema asociado para este es
dxˆ
dp
= xˆ,
dyˆ
dp
= yˆ,
duˆ
dp
= 0.
Razonamientos ana´logos a los aplicados para v3 nos llevan a concluir lo siguiente:
De la primera ecuacio´n,
xˆ = xep.
Con respecto a la segunda ecuacio´n, se puede deducir
yˆ = yep.
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Por u´ltimo, la tercera ecuacio´n nos lleva a que
uˆ = u.
Para el presente caso, el grupo generado esta´ dado por
epv4(x, y, u) = (xˆ, yˆ, uˆ) = (xep, yep, u).
Dada una funcio´n u = S(x, y), el grupo uniparame´trico
epv4
la trasforma as´ı,
uˆ = u = S(x, y) = S(xˆe−p, yˆe−p).
Por regla de la cadena,
Sxˆ = (Sx)(e
−p) + (Sy)(0)
= e−pSx.
Sxˆxˆ = e
−p ((Sxx)(e−p) + (Sxy)(0))
= e−2pSxx.
Syˆ = (Sx)(0) + (Sy)(e
−p)
= e−pSy.
Syˆyˆ = e
−p ((Syx)(0) + (Syy)(e−p))
= e−2pSyy.
De las anteriores relaciones podemos concluir que Sxˆxˆ = Syˆyˆ, siempre que
Sxx = Syy. Es decir que si u = S(x, y) es solucio´n, la trasformada uˆ = S(xˆe
−p, yˆe−p)
tambie´n lo es.
Para el vector de rotacio´n hiperbo´lica, v5 = y
∂
∂x
+ x ∂
∂y
, el ana´lisis es el siguiente:
v5 posee como sistema de ecuaciones diferenciales ordinarias asociado a
dxˆ
dp
= yˆ,
dyˆ
dp
= xˆ,
duˆ
dp
= 0.
De la tercera ecuacio´n es fa´cil deducir que
uˆ = u,
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por eso nos concentraremos en solucionar el sistema que involucra las dos primeras
ecuaciones, el cual se puede ver en forma matricial comodxˆdp
dyˆ
dp
 = A
xˆ
yˆ
 ,
donde
A =
0 1
1 0
 .
Los vectores propios de la matriz A son λ1 = −1 y λ2 = 1 los cuales tienen por
vectores propios ~w1 =
(−1
1
)
y ~w2 =
(
1
1
)
respectivamente.
Por lo tanto
(
xˆ
yˆ
)
= C1
(−1
1
)
e−p + C2
(
1
1
)
ep, es decir
xˆ = −C1e−p + C2ep yˆ = C1e−p + C2ep.
Como las condiciones iniciales son
xˆ(0) = x yˆ(0) = y,
entonces
x = −C1 + C2 y = C1 + C2,
por lo tanto
C1 =
y − x
2
C2 =
x+ y
2
,
as´ı
xˆ = −C1e−p + C2ep yˆ = C1e−p + C2ep
=
x− y
2
e−p +
x+ y
2
ep =
y − x
2
e−p +
x+ y
2
ep
= x
e−p + ep
2
+ y
ep − e−p
2
= y
e−p + ep
2
+ xep − e−p2
= x cosh p+ y sinh p = y cosh p+ x sinh p.
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Para v5, el correspondiente grupo es
epv5(x, y, u) = (xˆ, yˆ, uˆ) = (x cosh p+ y sinh p, y cosh p+ x sinh p, u).
Tengamos en cuenta adema´s el siguiente par de ecuaciones:
xˆ+ yˆ = (x+ y)(cosh p+ sinh p)
xˆ− yˆ = (x− y)(cosh p− sinh p);
despejando
x+ y =
xˆ+ yˆ
cosh p+ sinh p
x− y = xˆ− yˆ
cosh p− sinh p.
Al sumar y restar las dos ecuaciones anteriores, encontramos respectivamente que
x =
xˆ cosh p− yˆ sinh p
cosh2 p− sinh2 p = xˆ cosh p− yˆ sinh p
y =
yˆ cosh t− xˆ sinh p
cosh2 p− sinh2 p = yˆ cosh t− xˆ sinh p,
gracias a la identidad
cosh2 p− sinh2 p = 1.
Si u = S(x, y) es una funcio´n, ella es transformada as´ı por el grupo
uˆ = u = S(x, y)
= S (xˆ cosh p− yˆ sinh p, yˆ cosh p− xˆ sinh p) ,
entonces uˆ es solucio´n siempre que S(x, y) lo sea, en efecto
uˆxˆ = (Sx)(cosh p) + (Sy)(− sinh p)
= cosh p(Sx)− sinh p(Sy).
uˆxˆxˆ = cosh p [(Sxx)(cosh p) + (Sxy)(− sinh p)]
− sinh p [(Syx)(cosh p) + (Syy)(− sinh p)]
= cosh2 p(Sxx)− 2 cosh p sinh p(Sxy) + sinh2 p(Syy).
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uˆyˆ = (Sx)(− sinh p) + (Sy)(cosh p)
= cosh p(Sy)− sinh p(Sx).
uˆyˆyˆ = cosh p [(Syx)(− sinh p) + (Syy)(cosh p)]
− sinh p [(Sxx)(− sinh p) + (Sxy)(cosh p)]
= cosh2 p(Syy)− 2 cosh p sinh p(Sxy) + sinh2 p(Sxx).
De lo anterior se tiene que uˆxˆxˆ = uˆyˆyˆ, siempre que Sxx = Syy, lo cual demuestra
lo que se quer´ıa.
Ahora vamos con las inversiones, empecemos con el vector
v6 = (x
2 + y2) ∂
∂x
+ 2xy ∂
∂y
, cuyo sistema asociado esta´ dado por
dxˆ
dp
= xˆ2 + yˆ2,
dyˆ
dp
= 2xˆyˆ,
duˆ
dp
= 0.
Enseguida deducimos, uˆ = u. Al solucionar el sistema diferencial no lineal que
nos dan las dos primeras ecuaciones, obtenemos
xˆ = − e
2k(p− 2c)
e2kp2 − 4e2kcp+ 4e2kc2 − 1 ,
yˆ =
1
2
(√
4e4k(p− 2c)2
(e2kp2 − 4e2kcp+ 4e2kc2 − 1)2 + e
2k − ek
)
.
Bajo las condiciones iniciales,
xˆ(0) = x yˆ(0) = y,
se tiene
x =
2e2kc
4e2kc2 − 1 y =
ek
4e2kc2 − 1 .
Entonces,
k = ln
(
x2 − y2
y
)
c =
x
2(x2 − y2) .
As´ı,
xˆ =
x+ p(y2 − x2)
1− 2px− p2(y2 − x2) ,
yˆ =
y
1− 2px− p2(y2 − x2) .
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El grupo generado por v6 resulto ser,
epv6(x, y, u) = (xˆ, yˆ, uˆ) =
(
x+ p(y2 − x2)
1− 2px− p2(y2 − x2) ,
y
1− 2px− p2(y2 − x2) , u
)
.
Concluimos, como en los casos anteriores, que si u = S(x, y) es solucio´n, entonces
tambie´n los es
uˆ = S
(
xˆ− p(yˆ2 − xˆ2)
1 + 2pxˆ− p2(yˆ2 − xˆ2) ,
yˆ
1 + 2pxˆ− p2(yˆ2 − xˆ2)
)
.
Para encontrar el grupo generado por el vector v7 = xy
∂
∂x
+ 1
2
(x2 +y2) ∂
∂y
, podemos
proceder como con v6, pero otra forma de hacerlo, es la utilizada por Olver [12]. Se
define una primera inversio´n
I(x, y) =
(
x
x2 − y2 ,
y
x2 − y2
)
definida para todo (x, y) con x2 6= y2. El grupo buscado resulta de aplicar I(x, y),
despue´s trasladar con respecto a y y volver a invertir, es decir
epv7 =
1
2
I ◦ epv2 ◦ I.
As´ı
epv2 ◦ I(x, y) =
(
x
x2 − y2 ,
y
x2 − y2 + p
)
I(x, y) ◦ epv2 ◦ I(x, y) =
(
x
x2−y2
( x
x2−y2 )
2 − ( y
x2−y2 + p)
2 ,
y
x2−y2 + p
( x
x2−y2 )
2 − ( y
x2−y2 + p)
2
)
Luego
epv7(x, y, u) = (xˆ, yˆ, uˆ) =
(
1
2
· x
1− 2py + p2(y2 − x2) ,
1
2
· y + p(x
2 − y2)
1− 2py + p2(y2 − x2) , u
)
Por u´ltimo afirmamos que si u = S(x, y) es solucio´n,
uˆ = S
(
2xˆ
1 + 4pyˆ + 4p2(yˆ2 − xˆ2) ,
2yˆ − 4p(xˆ2 − yˆ2)
1 + 4pyˆ + 4p2(y2 − x2)
)
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lo es tambie´n.
Para terminar, resumimos lo hecho. Sea Gi el grupo generado por vi, entonces las
entradas transformadas en un punto, epvi(x, y, u) = (xˆ, yˆ, uˆ) son:
G1 : (x+ p, y, u),
G2 : (x, y + p, u),
G3 : (x, y, e
pu),
G4 : (e
px, epy, u)
G5 : (x cosh p+ y sinh p, y cosh p+ x sinh p, u),
G6 :
(
x+ p(y2 − x2)
1− 2px− p2(y2 − x2) ,
y
1− 2px− p2(y2 − x2) , u
)
,
G7 :
(
x
2(1− 2py + p2(y2 − x2)) ,
y + p(x2 − y2)
2(1− 2py + p2(y2 − x2))
)
.
(3.1)
Como Gi es un grupo de simetr´ıa para nuestra ecuacio´n, entonces si u = S(x, y)
es una solucio´n, las funciones siguientes tambie´n lo son
u1 = S(x− p, y),
u2 = S(x, y − p),
u3 = e
pS(x, y),
u4 = S(e
−px, e−py)
u5 = S (x cosh p− y sinh p, y cosh p− x sinh p) ,
u6 = S
(
x− p(y2 − x2)
1 + 2px− p2(y2 − x2) ,
y
1 + 2px− p2(y2 − x2)
)
,
u7 = S
(
2x
1 + 4py + 4p2(y2 − x2) ,
2y − 4p(x2 − y2)
1 + 4py + 4p2(y2 − x2)
)
.
(3.2)
Cap´ıtulo 4
A´lgebras de Lie
4.1. Introduccio´n
Las a´lgebras de Lie son de suma importancia en el estudio de ecuaciones dife-
renciales, ya que las propiedades de invariancia de dichas ecuaciones bajo un grupo
de transformaciones, quedan completamente determinadas por los generadores in-
finitesimales del grupo, los cuales forman un espacio vectorial bajo el corchete de
Lie, que definimos en la seccio´n 2.5; estos espacios vectoriales reciben el nombre de
A´lgebras de Lie.
El objetivo de este cap´ıtulo es analizar el a´lgebra de Lie que resulta de los ge-
neradores infinitesimales que hallamos en el cap´ıtulo anterior, generadores que co-
rresponden a los grupos de simetr´ıa de la ecuacio´n de D’Alembert de las cuerdas
vibrantes. En una primera parte se dara´n conceptos generales sobre las a´lgebras de
Lie, que servira´n de base posteriormente para el logro de nuestro objetivo.
4.2. Conceptos generales
Una A´lgebra de Lie L, es un espacio vectorial sobre R o C con una operacio´n
bilineal
[·, ·] : L× L −→ L,
el corchete de Lie para L, que satisface las propiedades:
a) Bilinealidad
b) Antisimetr´ıa
c) Identidad de Jacobi.
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En particular se tiene que bajo el corchete de Lie dado por (2.1), definido en la
seccio´n 2.5, el conjunto de generadores infinitesimales {vi}, i = 1, 2, ..., 7, donde
v1 =
∂
∂x
,
v2 =
∂
∂y
,
v3 = u
∂
∂u
,
v4 = x
∂
∂x
+ y
∂
∂y
,
v5 = y
∂
∂x
+ x
∂
∂y
,
v6 = (x
2 + y2)
∂
∂x
+ 2xy
∂
∂y
,
v7 = xy
∂
∂x
+
1
2
(x2 + y2)
∂
∂y
,
(4.1)
forman un a´lgebra de Lie sobre R de dimensio´n 7.
El siguiente teorema es conocido como el segundo teorema fundamental de Lie.
Teorema 4.1. El corchete de Lie de dos generadores infinitesimales cualesquiera,
es tambie´n un generador infinitesimal. En particular
[xi, xj] =
n∑
k=1
ckijxk (4.2)
A los coeficientes ckij se les conoce como constantes de estructura . El teorema
dado a continuacio´n es conocido como el tercer teorema fundamental de Lie, y me
da importantes relaciones que cumplen las constantes de estructura.
Teorema 4.2. Las constantes de estructura ckij, satisfacen las siguientes relaciones
ckij = −ckji, (4.3)∑
k
(ckijc
m
kl + c
k
jlc
m
ki + c
k
lic
m
kj) = 0. (4.4)
La primera relacio´n es equivalente a la propiedad de antisemetr´ıa del corchete
de Lie, y la segunda a la identidad de Jacobi. Yo puedo conocer ckij, i > j, si co-
nozco los dema´s coeficientes, gracias a la antisemetr´ıa. Adema´s, las constantes de
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estructura me permiten recuperar la tabla de multiplicacio´n de un a´lgebra de Lie
L. Si [xi, xj] = 0, decimos que los generadores conmutan. Caso especial, xi conmuta
consigo mismo.
Para M ⊆ L y N ⊆ L, definimos
[M,N ] = {[xi, xj] : xi ∈M,xj ∈ N}.
Un subespacio M ⊆ L es un suba´lgebra de Lie , si resulta cerrado bajo la
operacio´n corchete de Lie, es decir
[M,M ] ⊆M.
En particular, con las operaciones heredadas, M es un a´lgebra de Lie. Todo subes-
pacio de L unidimensional, resulta ser suba´lgebra de L, pues todo generador, x ∈ L,
conmuta consigo mismo.
Una suba´lgebra M ⊆ L es un ideal o suba´lgebra normal de L, si
[M,L] ⊆M.
Los ideales de un a´lgebra de Lie, juegan el mismo papel de los subgrupos normales
en la teor´ıa de grupos o de los ideales en la teor´ıa de anillos; ellos vienen dados por
el nu´cleo de un homomorfismo. Trivialmente {0} y L son suba´lgebras; es ma´s, ellas
son ideales de L. Un ideal distinto de {0} y L, es conocido como un ideal propio.
Otro ejemplo de un ideal de L, es el centro Z(L), definido por
Z(L) = {y ∈ L : [x, y] = 0 para todo x ∈ L};
el centro de L es el mayor ideal Z tal que [L,Z] = 0.
Para una a´lgebra de Lie L cualquiera, existe un ideal que siempre puede ser
construido, la suba´lgebra derivada , denotada por L(1) y definida por
L(1) = [L,L];
como L(1) es un ideal [L(1), L] ⊆ L(1).
Si L(1) resulta ser diferente de L, es lo´gico pensar en que puedo hallar un nuevo
ideal, la derivada de L(1), L(2), definida por
L(2) = [L(1), L(1)].
Continuando con dicho razonamiento, se puede pensar en hallar
L(k) = [L(k−1), L(k−1)]
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hasta que se falle en hallar una nueva suba´lgebra. Si la serie de suba´lgebras derivadas
termina con L(k) = {0} para algu´n k, entonces se dice que L es un a´lgebra de Lie
soluble .
Una a´lgebra de Lie L es llamada Abeliana si [xi, xj] = 0, para todo xi, xj ∈ L; es
decir si [L,L] = 0. Observe que L es abeliana si y solo si Z(L) = L. Un hecho obvio
es que toda a´lgebra abeliana es soluble. En particular toda a´lgebra unidimensional
es soluble, por ser abeliana.
Si L es un a´lgebra de Lie de dimensio´n 2 con generadores infinitesimales x1 y x2
como base y [x1, x2] = ax1+bx2 = y, (a, b 6= 0), entonces y es un ideal unidimensional
de L, pues para un par de constantes arbitrarias, c y d, si cx1 + dx2 ∈ L, se tiene
que
[y, cx1 + dx2] = c[y, x1] + d[y, x2]
= cb[x2, x1] + da[x1, x2]
= (da− cb)y.
Si a = 0 = b entonces el a´lgebra de dimensio´n 2 sera´ abeliana. En cualquier caso,
hemos probado que toda a´lgebra de dimensio´n 2 es soluble.
En general, una a´lgebra de Lie n-dimensional puede ser o no soluble, para n ≥ 3.
Si L es soluble y M es una suba´lgebra de L, entonces M (k) ⊆ M ∩ L(k); por
lo tanto, para algu´n k vamos a tener que M (k) = 0, lo que demuestra que toda
suba´lgebra M , de una a´lgebra de Lie soluble L, es soluble.
Un a´lgebra L se dice simple , si es un a´lgebra no Abeliana cuyos u´nicos ideales
son {0} y L, es decir, no tiene ideales propios. Claramente si un a´lgebra L es simple,
entonces L no es soluble, Z(L) = 0 y [L,L] = L.
Se define el radical de L, como el mayor ideal soluble; este es notado como
Rad L y se tiene que Rad L=L si y solo si L es soluble. L es llamada semi-simple
si Rad L=0. Se tiene entonces que toda a´lgebra simple es semi-simple.
Definimos una nueva sucesio´n de ideales de L por, L(1) = [L,L], L(2) = [L,L(1)],
... , L(k) = [L,L(k−1)]. L es llamada nilpotente si L(k) = 0 para algu´n k. Por
la construccio´n anterior, toda a´lgebra Abeliana es nilpotente. Adema´s, dado que
L(k) ⊆ L(k), para todo k, se tiene que toda a´lgebra de Lie nilpotente es soluble. La
conversa no se cumple.
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Si L es nilpotente y M es una suba´lgebra de L, entonces M es nilpotente, adema´s
si L es distinta de 0, Z(L) 6= 0.
Dadas L y L′ dos a´lgebras de Lie, y una tranformacio´n lineal h : L −→ L′,
decimos que h es un homomorfismo si se cumple que
[h(x), h(y)] = h([x, y]) para todo x, y ∈ L.
h es llamada un monomorfismo si el nu´cleo de h es igual a 0, un epimorfismo
si h(L) es igual a L′, un isomorfismo si h es un monomorfismo y epimorfismo a
la vez. Como en otras estructuras algebraicas, ejemplo los anillos, si h es homomor-
fismo, entonces h(L) resulta un suba´lgebra de L′, y el nu´cleo de h es un ideal en L.
Si V es un espacio vectorial, el conjunto de transformaciones lineales de V en
V , bajo el corchete de Lie, resulta poseer estructura de a´lgebra de Lie. Esta nueva
estructura recibe el nombre de a´lgebra lineal general y es denotada por gl(V ).
Un homomorfismo h : L −→ gl(V ), es llamado una representacio´n del a´lgebra
de Lie L. La representacio´n se dice fiel, si h es un monomorfismo, pues dado el
caso se tiene que L es isomorfo a h(L). El ejemplo ma´s importante quiza´s es la
representacio´n adjunta ad : L −→ gl(L) que env´ıa x a ad x, donde (ad x)y :=
[x, y]; para comprobarlo basta chequear que el corchete es preservado, es decir
ad [x, y](z) = [ad x, ad y](z) donde x, y, z ∈ L.
[ad x, ad y](z) = (ad x(ad y)− ad y(ad x))(z)
= ad x(ad y)(z)− ad y(ad x)(z)
= ad x([y, z])− ad y([x, z])
= [x, [y, z]]− [y, [x, z]]
= [[x, y], z]
= ad [x, y](z).
La representacio´n adjunta de una a´lgebra de Lie L, provee una representacio´n
matricial de la misma. El nu´cleo lo conforman todos los x ∈ L para los cuales
ad x = 0, es decir para los que se cumple [x, y] = 0 para todo y ∈ L; as´ı el nu´cleo
resulta igual al centro Z(L). Si L es simple, Z(L) = 0, y tenemos un monomorfismo
ad : L −→ gl(L), esto trae una interesante consecuencia, pues se tiene que cualquier
a´lgebra de Lie simple es isomorfa a una a´lgebra lineal general.
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Si los generadores infinitesimales {xi : i = 1, 2, ...,m} forman una base para el
a´lgebra de Lie L, entonces
(ad xi)xj =
m∑
k=1
ckijxk.
Por lo tanto la matriz asociada con el generador xi y su adjunta, es
(Mi)jk = c
j
ik. (4.5)
Sea L un a´lgebra de Lie cualquiera. La forma de Killing de L es la forma
bilineal sime´trica, definida por
K(x, y) = Tr(ad x, ad y)
donde Tr denota la traza.
Se define el radical S de una forma bilineal sime´trica φ(x, y), como
S = {x ∈ L : φ(x, y) = 0 para todo y ∈ L}. φ(x, y) se dice no degenerada si
su radical S es igual a 0. Si {xi : i = 1, 2, ...,m} es una base de L, se puede examinar
si la forma de Killing es no degenerada hallando el determinante de la matriz n× n
con entradas i, j dadas por K(xi, xj): K es no degenerada si y solo si el determinante
hallado es distinto de cero.
K(xi, xj) es llamado el tensor me´trico de L. Este, como es lo usual, se puede
dar en te´rminos de sus constantes de estructura
K(xi, xj) =
m∑
r,s=1
crisc
s
jr. (4.6)
La forma de Killing tiene implicaciones fuertes sobre la estructura del a´lgebra de
Lie, en especial si esta es no degenerada. Por ejemplo, un a´lgebra de Lie L es semi
simple, si y solo si, su forma de Killing es no degenerada.
4.3. A´lgebra de Lie de la ecuacio´n de D’Alembert
de las cuerdas vibrantes
Los generadores infinitesimales correspondientes al a´lgebra de Lie de nuestro in-
tere´s, que denotaremos con la letra L, vienen dados, como es de imaginarse, por
(4.1). La manera ma´s conveniente de mostrar la estructura de L, es darla de forma
tabular. Se define la tabla de conmutadores de L, como la tabla 7 × 7 cuyas
entradas i, j esta´n dadas por el corchete de Lie [vi, vj]. Gracias a las propiedades del
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corchete de Lie, esta tabla en su diagonal principal lleva solo ceros y adema´s resulta
antisime´trica.
Entonces,
v1 v2 v3 v4 v5 v6 v7
v1 0 0 0 v1 v2 2v4 v5
v2 0 0 0 v2 v1 2v5 v4
v3 0 0 0 0 0 0 0
v4 −v1 −v2 0 0 0 v6 v7
v5 −v2 −v1 0 0 0 2v7 12v6
v6 −2v4 −2v5 0 −v6 −2v7 0 0
v7 −v5 −v4 0 −v7 −12v6 0 0
(4.7)
As´ı, por ejemplo
[v1, v5] =
∂
∂x
(
y
∂
∂x
+ x
∂
∂y
)
−
(
y
∂
∂x
+ x
∂
∂y
)
∂
∂x
=
∂
∂y
+ y
∂2
∂2x
+ x
∂2
∂x∂y
− y ∂
2
∂2x
− x ∂
2
∂x∂y
=
∂
∂y
= v2
[v5, v1] = −[v1, v5] = −v2
[v3, vi] = 0, para todo i = 1, 2, ..., 7.
La lectura de las contantes de estructura se hace muy fa´cil a partir de la tabla
de conmutadores, por (4.2), ckij resulta ser el coeficiente de vk en la entrada i, j de
la tabla. Por lo tanto,
c114 = 1 c
2
15 = 1 c
4
16 = 2 c
5
17 = 1
c224 = 1 c
1
25 = 1 c
5
26 = 2 c
4
27 = 1
c646 = 1 c
7
47 = 1
c756 = 2 c
6
57 =
1
2
68 CAPI´TULO 4. A´LGEBRAS DE LIE
De la tabla o de (4.3) se deduce
c141 = −1 c251 = −1 c461 = −2 c571 = −1
c242 = −1 c152 = −1 c562 = −2 c472 = −1
c664 = −1 c774 = −1
c765 = −2 c675 = −
1
2
El resto de coeficientes son ceros.
L cuenta con varias suba´lgebras, aqu´ı solo listaremos algunas
De dimensio´n 7.
L = 〈v1, v2, v3, v4, v5, v6, v7〉
De dimensio´n 6.
L124567 = 〈v1, v2, v4, v5, v6, v7〉
De dimensio´n 5.
L12345 = 〈v1, v2, v3, v4, v5〉
L34567 = 〈v3, v4, v5, v6, v7〉
De dimensio´n 4.
L1234 = 〈v1, v2, v3, v4〉
L1235 = 〈v1, v2, v3, v5〉
L1245 = 〈v1, v2, v4, v5〉
L4567 = 〈v4, v5, v6, v7〉
De dimensio´n 3.
L123 = 〈v1, v2, v3〉
L345 = 〈v3, v4, v5〉
L367 = 〈v3, v6, v7〉
L146 = 〈v1, v4, v6〉
L467 = 〈v4, v6, v7〉
L567 = 〈v5, v6, v7〉
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De dimensio´n 2.
Li3 = 〈vi, v3〉 i 6= 3
L12 = 〈v1, v2〉
L45 = 〈v4, v5〉
L67 = 〈v6, v7〉
De dimensio´n 1.
Li = 〈vi〉 i = 1, 2, ..., 7
De dimensio´n 0.
L0 = {0}.
La mayor´ıa de las suba´lgebras mostradas atra´s no son ideales de L, las u´nicas
que son ideales naturalmente L y {0}, adema´s de L124567 y L3. Fa´cilmente se deduce
que Z(L) = L3 y como era de esperarse L no es Abeliana. Ella tampoco es simple,
lo que implica que no es semi simple.
Ahora calculemos el ideal suba´lgebra derivada,
L(1) = [L,L] = 〈v1, v2, v4, v5, v6, v7〉
L(2) = [L(1), L(1)] = L(1).
(4.8)
Enseguida de (4.8) se concluye que L no es soluble y por lo tanto tampoco es
nilpotente. Esto u´ltimo tambie´n se puede deducir de la serie (4.9)
L(1) = [L,L] = 〈v1, v2, v4, v5, v6, v7〉
L(2) = [L,L(1)] = L(1).
(4.9)
Existen tres suba´lgebras Abelianas de L con dimensio´n ≥ 3, a saber L123 =
〈v1, v2, v3〉, L345 = 〈v3, v4, v5〉, L367 = 〈v3, v6, v7〉, pues se tiene
v1 v2 v3
v1 0 0 0
v2 0 0 0
v3 0 0 0
v3 v4 v5
v3 0 0 0
v4 0 0 0
v5 0 0 0
v3 v6 v7
v3 0 0 0
v6 0 0 0
v7 0 0 0
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La suba´lgebras L12345 = 〈v1, v2, v3, v4, v5〉 y L34567 = 〈v3, v4, v5, v6, v7〉, aunque no
son ideales, si son suba´lgebras solubles, por ejemplo
L
(1)
12345 = [L12345, L12345] = {v1, v2}
L
(2)
12345 = [{v1, v2}, {v1, v2}] = 0.
De (4.5), la representacio´n adjunta de L esta´ dada por
M1 = ad v1 =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

M2 = ad v2 =

0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 2 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

M4 = ad v4 =

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

M5 = ad v5 =

0 −1 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
2
0 0 0 0 0 2 0

M6 = ad v6 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−2 0 0 0 0 0 0
0 −2 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 −2 0 0

M7 = ad v7 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 − 1
2
0 0
0 0 0 −1 0 0 0

M3 = ad v3 es la matriz nula. Podemos operar bajo el corchete de Lie,
[Mi,Mj] = MiMj −MjMi y resulta la tabla de conmutadores,
M1 M2 M3 M4 M5 M6 M7
M1 0 0 0 M1 M2 2M4 M5
M2 0 0 0 M2 M1 2M5 M4
M3 0 0 0 0 0 0 0
M4 −M1 −M2 0 0 0 M6 M7
M5 −M2 −M1 0 0 0 2M7 12M6
M6 −2M4 −2M5 0 −M6 −2M7 0 0
M7 −M5 −M4 0 −M7 −12M6 0 0
(4.10)
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Vemos que las tablas (4.7) y (4.10) coinciden en sus constantes de estructura,
esto establece un isomorfismo de (4.10) con L.
Para un vector cualquiera v = a1v1 + a2v2 + a3v3 + a4v4 + a5v5 + a6v6 + a7v7,
gracias a la linealidad del corchete de Lie, se tiene
M = ad v =

−a4 −a5 0 a1 a2 0 0
−a5 −a4 0 a2 a1 0 0
0 0 0 0 0 0 0
−2a6 −a7 0 0 0 2a1 a2
−a7 −2a6 0 0 0 2a2 a1
0 0 0 −a6 − 12a7 a4 12a5
0 0 0 −a7 −2a6 2a5 a4

(4.11)
Para calcular la forma de Killing, basta con escribir la matriz adjunta (4.11) con
dos letras diferentes y multiplicar
Cij =

−a4 −a5 0 a1 a2 0 0
−a5 −a4 0 a2 a1 0 0
0 0 0 0 0 0 0
−2a6 −a7 0 0 0 2a1 a2
−a7 −2a6 0 0 0 2a2 a1
0 0 0 −a6 − 12a7 a4 12a5
0 0 0 −a7 −2a6 2a5 a4


−b4 −b5 0 b1 b2 0 0
−b5 −b4 0 b2 b1 0 0
0 0 0 0 0 0 0
−2b6 −b7 0 0 0 2b1 b2
−b7 −2b6 0 0 0 2b2 b1
0 0 0 −b6 − 12 b7 b4 12 b5
0 0 0 −b7 −2b6 2b5 b4

Entonces
c11 = c22 = a4b4 + a5b5 − 2a1b6 − a2b7
c44 = c55 = −2a6b1 − a7b2 − 2a1b6 − a2b7
c66 = c77 = a4b4 + a5b5 − 2a6b1 − a7b2
c33 = 0.
As´ı la forma de Killing para L, corresponde a
Tr(Cij) = c11 + c22 + c33 + c44 + c55 + c66 + c77
= 2(a4b4 + a5b5 − 2a1b6 − a2b7)− 2(2a6b1 + a7b2 + 2a1b6 + a2b7)
+ 2(a4b4 + a5b5 − 2a6b1 − a7b2).
Por lo tanto, la forma cuadra´tica invariante mediante la accio´n adjunta es
4(a24 + a
2
5 − 4a1a6 − 2a2a7).
Hallemos ahora el tensor me´trico K(xi, xj). Hay dos formas de proceder, por
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definicio´n o usando (4.6). Por ejemplo,
K(v1, v6) = Tr(ad v1, ad v6) = Tr

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−2 0 0 0 0 0 0
0 −2 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 −2 0 0

= Tr

−2 0 0 0 0 0 0
0 −2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −2 0 0 0
0 0 0 0 −2 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

= −8.
Ahora hallemos K(v7, v2) usando (4.6),
K(v7, v2) =
7∑
j=1
7∑
k=1
ck7jc
j
2k
=
7∑
j=1
(c47jc
j
24 + c
5
7jc
j
25 + c
6
7jc
j
26 + c
7
7jc
j
27)
= c571c
1
25 + c
4
72c
2
24 + c
7
74c
4
27 + c
6
75c
5
26
= −4.
Ana´logamente podemos encontrar Kij = K(vi, vj) para todo i, j ≤ 7,
K16 = −8 K27 = −4 K44 = 4
K55 = 4 K61 = −8 K72 = −4.
Todos los dema´s son cero. Por lo tanto
Kij =

0 0 0 0 0 −8 0
0 0 0 0 0 0 −4
0 0 0 0 0 0 0
0 0 0 4 0 0 0
0 0 0 0 4 0 0
−8 0 0 0 0 0 0
0 −4 0 0 0 0 0

(4.12)
Como el determinante de la matriz (4.12) es cero, entonces la forma bilineal
sime´trica de Killing es degenerada. Consecuencia inmediata, L no es semi simple,
claro que ya lo sab´ıamos.
Cap´ıtulo 5
Bu´squeda de soluciones
5.1. Introduccio´n
Una solucio´n u = S(x, y) de un sistema de ecuaciones diferenciales parciales ∆,
definido sobre un subconjunto de M ⊆ R2 × R, se dice G invariante si su grafo,
Γf = {((x, y), S(x, y))}, es un subconjunto G invariante. Donde G es un grupo que
actu´a sobre M .
Lo interesante aqu´ı, es que dado G un grupo de simetr´ıa del sistema ∆, bajo algu-
nas condiciones, se pueden encontrar soluciones invariantes de ∆, solucionando un
nuevo sistema de ecuaciones diferenciales, pero con menos variables independientes
que ∆. Estas soluciones fueron descubiertas por el propio Lie en 1881.
En este cap´ıtulo nosotros encontraremos soluciones invariantes para los grupos
uniparame´tricos dados por (3.2); para nuestro intere´s basta solo con esto, ya que
pretendemos mostrar soluciones que D’Alembert no considero´ por los motivos ex-
puestos en la primera parte.
Existen dos me´todos a saber, para encontrar las soluciones invariantes. Un primer
me´todo, llamado el me´todo de la forma invariante, consiste en resolver expl´ıcitamen-
te las ecuaciones caracter´ısticas que se derivan de las condiciones de la superficie
invariante para obtener la forma invariante dando como resultado soluciones inva-
riantes. Despue´s, mediante una simple sustitucio´n en la ecuacio´n diferencial dada se
determina la solucio´n. Este el me´todo que utilizaremos para nuestro fin.
Un segundo me´todo, llamado de sustitucio´n directa, consiste en aislar una varia-
ble independiente espec´ıfica y tratarla como un para´metro, luego se procede a aplicar
las condiciones de la superficie y las respectivas derivadas parciales necesarias en la
ecuacio´n diferencial (parcial) dada, con el fin de eliminar todas las derivadas con
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respecto a esta variable independiente aislada, para´metro. El lector puede encontrar
ma´s sobre ambos me´todos en [2].
5.2. Invariantes para el grupo generado por v1
La ecuacio´n de nuestro intere´s, como ya lo vimos, es invariante bajo el grupo de
las traslaciones sobre el eje x, v1 =
∂
∂x
. Para determinar la familia de soluciones
invariantes, ha de resolverse el sistema carater´ıstico, es decir, el sistema
dy = 0 = du;
por lo tanto y, y u, son invariantes. Tomamos
t = y
w = u;
Para una funcio´n solucio´n de la ecuacio´n de onda, u = w(t), se tiene
ux = wt
∂t
∂x
= wt(0) = 0.
uxx = 0.
uy = wt
∂t
∂y
= wt(1) = wt.
uyy = wtt
∂t
∂y
= wtt(1) = wtt.
Como uxx = uyy, se sigue
0 = wtt;
as´ı que
w(t) = c1 + c2t = c1 + c2y,
y las soluciones invariantes respecto del grupo generado por v1 =
∂
∂x
son de la forma
u = c1 + c2y
para c1 y c2 constantes arbitrarias.
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5.3. Invariantes para el grupo generado por v2
Para la traslacio´n sobre el eje de las ordenadas, que es dada por el generador
v2 =
∂
∂y
, semejante a lo hecho con v1 fa´cilmente se deduce que las funciones inva-
riantes son,
t = x
w = u.
Entonces, para u = w(t)
ux = wt
∂t
∂x
= wt(1) = wt.
uxx = wtt
∂t
∂x
= wtt(1) = wtt.
uy = wt
∂t
∂y
= wt(0) = 0.
uyy = 0.
Como uxx−uyy = 0 es invariante bajo el grupo de las traslaciones v2, si la funcio´n
w(t) = u(x, y) ha de ser solucio´n, entonces w ha de satisfacer
0 = wtt,
deducimos que
w(t) = c1 + c2t = c1 + c2x.
Concluimos que las soluciones invariantes respecto del grupo generado por tras-
lacio´n sobre el eje de las ordenadas, tienen la forma
u = c1 + c2x
donde c1 y c2 representan constantes arbitrarias.
Con respecto al vector v3 = u
∂
∂u
, existe una solucio´n invariante, a saber u = 0.
Aunque es solucio´n para la ecuacio´n de onda, esta no es para nada interesante.
5.4. Invariantes para el grupo generado por v4
Para el generador infinitesimal v4 = x
∂
∂x
+ y ∂
∂y
, la ecuacio´n diferencial que deter-
mina la funcio´n invariante es
0 = v(t) = x
∂t
∂x
+ y
∂t
∂y
,
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cuya ecuacio´n caracter´ıstica esta´ dada por
dx
x
=
dy
y
;
escrita de otra forma
0 =
dx
x
− dy
y
.
Integrando
ln t = lnx− ln y = ln
(
x
y
)
,
tomando a t como la constante de integracio´n. As´ı, una funcio´n invariante puede
escribirse como
t =
x
y
.
Efectivamente se cumple
0 = x
∂t
∂x
+ y
∂t
∂y
= x
∂
∂x
(
x
y
)
+ y
∂
∂y
(
x
y
)
= x
(
1
y
)
+ y
(−x
y2
)
=
x
y
− x
y
,
y se verifica
t(xˆ, yˆ) =
xˆ
yˆ
=
xep
yep
=
x
y
= t(x, y).
Una segunda funcio´n puede ser hallada bajo la condicio´n de que la funcio´n w− t
sea invariante respecto al campo
v = x
∂
∂x
+ y
∂
∂y
+
∂
∂w
,
es decir
0 = v(w − t) = x ∂
∂x
(w − t) + y ∂
∂y
(w − t) + ∂
∂w
(w − t),
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luego se debe cumplir
0 = x
∂w
∂x
+ y
∂w
∂y
+ 1−
(
x
∂t
∂x
+ y
∂t
∂y
)
= x
∂w
∂x
+ y
∂w
∂y
+ 1.
La ecuacio´n caracter´ıstica asociada a este u´ltimo es
dx
x
=
dy
y
=
dw
1
.
Se puede tomar la funcio´n w = lnx para x > 0. Observe que w verifica
w(xˆ, yˆ) = ln xˆ = ln(xep) = ln x+ p = w(x, y) + p.
Luego t y w son las coordenadas cano´nicas. Adema´s se tiene
x = ew,
y =
x
t
=
ew
t
.
Si u = w(t), entonces aplicando regla de la cadena
ux = wt
∂t
∂x
=
1
y
wt.
uxx =
1
y
wtt
∂t
∂x
=
1
y2
wtt.
uy = wt
∂t
∂y
= − x
y2
wt.
uyy = 2
x
y3
wt − x
y2
wtt
∂t
∂y
= 2
x
y3
wt +
x2
y4
wtt.
Luego si u es solucio´n, se tiene que cumplir
uxx =
1
y2
wtt
= 2
x
y3
wt +
x2
y4
wtt = uyy.
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Por lo tanto
0 =
1
y2
wtt − 2 x
y3
wt − x
2
y4
wtt
=
(
1
y2
− x
2
y4
)
wtt − 2 x
y3
wt
=
(
t2
e2w
− e
2wt4
e4w
)
wtt − 2e
wt3
e3w
wt
=
1
e2w
(
(t2 − t4)wtt − 2t3wt
)
.
As´ı,
0 = (t2 − t4)wtt − 2t3wt,
luego
wtt
wt
=
2t3
t2 − t4 =
2t
1− t2 = −
(
1
t+ 1
+
1
t− 1
)
;
integrando
lnwt = − (ln(t+ 1) + ln(t− 1) + c1) = − ln ((t+ 1)(t− 1))− c1
= ln
1
(t+ 1)(t− 1) − c1.
wt =
c2
(t+ 1)(t− 1) = c2
(
1
2(t− 1) −
1
2(t+ 1)
)
.
Integrando de nuevo
w =
c2
2
ln(t− 1)− c2
2
ln(t+ 1) + c3 =
c2
2
ln
(
t− 1
t+ 1
)
+ c3
= c2 ln
(
t− 1
t+ 1
) 1
2
+ c3.
Concluimos que
w(t) = c2 ln
(
t− 1
t+ 1
) 1
2
+ c3
= c2 ln
(
x
y
− 1
x
y
+ 1
) 1
2
+ c3
= c2 ln
(
x− y
x+ y
) 1
2
+ c3,
y las soluciones invariantes respecto al grupo generado por v4 tienen la forma
u = w(t), donde c2 y c3 son constantes arbitrarias.
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5.5. Invariantes para el grupo generado por v5
Como primer paso para hallar las soluciones invariantes con respecto al generador
v5 = y
∂
∂x
+ x ∂
∂y
, observamos que el sistema caracter´ıstico es
dx
y
=
dy
x
;
lo reescribimos como
0 = xdx− ydy,
e integrando se obtiene
t = x2 − y2.
Una funcio´n invariante puede escribirse como
t(x, y) = x2 − y2.
Como el generador infinitesimal del grupo no depende de la variable dependiente
u, una segunda funcio´n invariante w(t) = u puede ser tomada1.
Por la regla de la cadena,
ux = 2xwt.
uxx = 2wt + 4x
2wtt.
uy = −2ywt.
uyy = −2wt + 4y2wtt.
De nuevo, como uxx−uyy = 0 es invariante bajo el grupo generado por v5, entonces
se debe cumplir
2wt + 4x
2wtt = −2wt + 4y2wtt.
Luego
0 = wt + 2x
2wtt + wt − 2y2wtt
0 = 2wtt(x
2 − y2) + 2wt
0 = twtt + wt
As´ı
wtt
wt
= −1
t
.
1Esto lo pudimos haber hecho para el generador v4, pero all´ı decidimos mostrar otra forma de
proceder.
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Integrando
lnwt = − ln t+ c1 = ln 1
t
+ c1
wt =
c2
t
.
Integramos nuevamente,
w = c2 ln t+ c3.
Hemos deducido la solucio´n general invariante bajo las rotaciones hiperbo´licas,
que en te´rminos de x, y, u, tiene la siguiente forma
u = c2 ln(x
2 − y2) + c3.
5.6. Invariantes para el grupo generado por v6
La solucio´n invariante respecto a v6 = (x
2 + y2) ∂
∂x
+ 2xy ∂
∂y
ha de satisfacer al
sistema
dx
x2 + y2
=
dy
2xy
(5.1)
du = 0. (5.2)
De (5.2) se tiene la funcio´n invariante w = u. La solucio´n del sistema (5.1),
tomando a t como la constante de integracio´n, viene dada por
2y =
√
t2 + 4x2 − t.
Luego podemos escoger a
t(x, y) =
x2 − y2
y
como una invariante para uxx − uyy = 0.
Usando la regla de la cadena, si u = w(t) = w
(
x2−y2
y
)
, entonces
ux =
2x
y
wt.
uxx =
2
y
wt +
4x2
y2
wtt.
uy = −
(
x2
y2
+ 1
)
wt.
uyy =
2x2
y3
wt +
(
x2
y2
+ 1
)2
wtt.
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Como la ecuacio´n de D’Alembert es invariante bajo el grupo generado por la
inversio´n v6, se debe tener que
2
y
wt +
4x2
y2
wtt =
2x2
y3
wt +
(
x2
y2
+ 1
)2
wtt
2
y
wt + 4
t+ y
y
wtt = 2
t+ y
y2
wt +
(
t+ y
y
+ 1
)2
wtt
2
y
wt − 2
(
t
y2
+
1
y
)
wt =
(
t
y
+ 2
)2
wtt − 4
(
t
y
+ 1
)
wtt
2wt
(
1
y
− t
y2
− 1
y
)
= wtt
(
t2
y2
+ 4
t
y
+ 4− 4 t
y
− 4
)
−2 t
y2
wt =
t2
y2
wtt
wtt
wt
= −2
t
Integrando
lnwt = −2 ln t+ c1 = ln 1
t2
+ c1
wt =
c2
t2
.
(5.3)
Vuelvo e integro una vez ma´s, obtengo
w = −c2
t
+ c3. (5.4)
La solucio´n general invariante bajo la inversio´n dada por v6, en te´rminos de x, y, u,
tendra´ la siguiente forma
u = c3 − c2 y
x2 − y2 .
5.7. Invariantes para el grupo generado por v7
Para hallar las soluciones invariantes con respecto a v7 = xy
∂
∂x
+ 1
2
(x2 + y2) ∂
∂y
, se
ha de satisfacer el sistema
dx
xy
=
dy
2(x2 + y2)
(5.5)
du = 0. (5.6)
La solucio´n del sistema (5.5), tomando a t como la constante de integracio´n, viene
dada por
y =
√
x(t+ x).
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As´ı,
t(x, y) =
y2 − x2
x
se puede escoger como funcio´n invariante para la ecuacio´n de D’Alembert.
De (5.6), como siempre, se puede escoger la funcio´n invariante w = u. Usando la
regla de la cadena, si u = w(t) = w
(
y2−x2
x
)
, entonces
ux = −
(
y2
x2
+ 1
)
wt.
uxx =
2y2
x3
wt +
(
y2
x2
+ 1
)2
wtt.
uy =
2y
x
wt.
uyy =
2
x
wt +
4y2
x2
wtt.
Como la ecuacio´n uxx − uyy = 0 es invariante bajo el grupo generado por la
inversio´n v7, se debe tener que
2y2
x3
wt +
(
y2
x2
+ 1
)2
wtt =
2
x
wt +
4y2
x2
wtt,
se deduce entonces
wtt
wt
= −2
t
.
De (5.3) y (5.4), obtenemos que la solucio´n general invariante bajo la inversio´n
dada por v7, en te´rminos de x, y, u, tendra´ la forma
u = c3 − c2 x
y2 − x2 .
Cap´ıtulo 6
Conclusiones
D’Alembert hallo´ una solucio´n expl´ıcita para la EDP que lleva su nombre
d2y
dx2
=
d2y
dt2
, bajo ciertas consideraciones que son llamadas ecuaciones comple-
mentarias, a saber una funcio´n Φ, 2a-perio´dica e impar, determinada comple-
tamente por la posicio´n de la cuerda en el instante t = 0 sobre el intervalo
[0, a]. Su ingenio para la puesta en ecuacio´n y posterior integracio´n fue u´nico
en su tiempo, por eso se hizo merecedor del t´ıtulo, creador de la teor´ıa de
ecuaciones diferenciales parciales.
Aunque los aportes de D’Alembert en el estudio de las EDP son indiscuti-
blemente significativos, su enfoque f´ısico matema´tico lo privo´ de encontrar
un nuevo campo en el ana´lisis, al permitir solamente soluciones expl´ıcitas,
anal´ıticas y u´nicas. Hubo un cambio que fue evidente en el pensamiento de
D’Alembert a trave´s del tiempo, sin embargo e´l nunca acepto´ funciones con
saltos de curvatura.
Bajo la composicio´n de los grupos uniparame´tricos
G1 : (x+ p, y, u),
G2 : (x, y + p, u),
G3 : (x, y, e
pu),
G4 : (e
px, epy, u)
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G5 : (x cosh p+ y sinh p, y cosh p+ x sinh p, u),
G6 :
(
x+ p(y2 − x2)
1− 2px− p2(y2 − x2) ,
y
1− 2px− p2(y2 − x2) , u
)
,
G7 :
(
x
2(1− 2py + p2(y2 − x2)) ,
y + p(x2 − y2)
2(1− 2py + p2(y2 − x2))
)
,
se obtiene un nuevo grupo de simetr´ıa que es admitido por la ecuacio´n de
D’Alembert, este grupo tendra´ 7 para´metros.
Para una funcio´n y = S(t, x) que sea solucio´n de la ecuacio´n de D’Alembert,
se tiene que las funciones
y1 = S(t− p, x),
y2 = S(t, x− p),
y3 = e
pS(t, x),
y4 = S(e
−pt, e−px)
y5 = S (t cosh p− x sinh p, x cosh p− t sinh p) ,
y6 = S
(
t− p(x2 − t2)
1 + 2pt− p2(x2 − t2) ,
x
1 + 2pt− p2(x2 − t2)
)
,
y7 = S
(
2t
1 + 4px+ 4p2(x2 − t2) ,
2x− 4p(t2 − x2)
1 + 4px+ 4p2(x2 − t2)
)
,
tambie´n lo son.
Los vectores infinitesimales
v1 =
∂
∂x
Traslacio´n
v2 =
∂
∂y
Traslacio´n
v3 = u
∂
∂u
v4 = x
∂
∂x
+ y
∂
∂y
Dilatacio´n
v5 = y
∂
∂x
+ x
∂
∂y
Rotacio´n Hiperbo´lica
v6 = (x
2 + y2)
∂
∂x
+ 2xy
∂
∂y
Inversio´n
v7 = xy
∂
∂x
+
1
2
(x2 + y2)
∂
∂y
Inversio´n
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me generan un a´lgebra de Lie L, bajo el corchete de Lie. L es la correspondiente
a´lgebra asociada a la ecuacio´n de D’Alembert, pues dichos vectores son los
generadores de los grupos de simetr´ıa admitidos por la ecuacio´n.
Concluimos en su momento que L no es soluble, por lo tanto no es nilpotente.
No es simple, por lo tanto no es semi simple. Mucho menos es Abeliana. La
forma de Killing asociada a L resulto´ una forma bilineal degenerada.
Las siguientes funciones, constituyen soluciones para la ecuacio´n de D’Alembert
y1(t, x) = c+ kx,
y2(t, x) = c+ kt,
y3(t, x) = 0,
y4(t, x) = c ln
(
t− x
t+ x
) 1
2
+ k,
y5(t, x) = c ln(t
2 − x2) + k,
y6(t, x) = k − c x
t2 − x2 ,
y7(t, x) = k − c t
x2 − t2 ,
para c y k, constantes arbitrarias.
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